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Abstract
The problem of unsupervised texture segmentation was studied and a texture 
segmentation algorithm was developed making use of the minimum number of prior 
assumptions. In particular, no prior information about the type of textures, the 
number of textures and the appropriate scale of analysis for each texture was re­
quired.
The texture image was analysed by the multiresolution Gabor expansion. The 
Gabor expansion generates a large number of features for each image and the most 
suitable feature space for segmentation needs to be determined autumatically. The 
two-point correlation function was used to test the separability of the distributions 
in each feature space. A measure was developed to evaluate evidence of multiple 
clusters from the two-point correlation function, making it possible to determine 
the most suitable feature space for clustering. Thus, at a given resolution level, the 
most appropriate feature space was selected and used to segment the image. Due 
to inherent ambiguities and limitations of the two-point correlation function, this 
feature space exploration and segmentation was performed several times at the same 
resolution level until no further evidence of multiple clusters was found, a t which 
point, the process was repeated a t the next finer resolution level. In this way, the 
image was progressively segmented, proceeding from coarse to fine Gabor resolution 
levels without any knowledge of the actual number of textures present.
In order to refine the region-labelled image obtained at the end of the segmen­
tation  process, two postprocessing pixel-level algorithms were developed and imple­
mented. The first was the mixed pixel classification algorithm which is based on 
the analysis of the effect of the averaging window at the boundary between two 
regions and re-assigns the pixel labels to improve the boundary localisation. Mul­
tiresolution probabilistic relaxation is the second postprocessing algorithm which we
developed. This algorithm incorporates contextual evidence to relabel pixels close 
to the boundary in order to smooth it and improve its localisation.
The results obtained were quantified by known error measures, as well as by new 
error measures which we developed. The quantified results were compared to similar 
results by other authors and show tha t our unsupervised algorithm performs as well 
as other methods which assume prior information.
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C hapter 1
Introduction
1.1 O bjectives and A chievem ents
In this work we study the problem of texture segmentation and particularly we focus 
on unsupervised methods. A large volume of literature exists on texture analysis and 
segmentation, and therefore, we commence by doing an extensive review of texture 
analysis algorithms. This review presents a large variety of texture feature descrip­
tors, their properties and the various ways in which they can be used to achieve 
texture segmentation. The review shows th a t features based on localised frequen­
cies provide some of the best results and may be widely applied in unsupervised 
mode. However, most methods assume some prior knowledge about the textures in 
the image, mainly concerning the appropriate scale for analysis, the most suitable 
features, or the number of textures present. These assumptions may seriously reduce 
the generality and applicability of the algorithm since in practice, this information 
is often not available.
This provides the main motivation for our work: the objective of this work 
is to develop a texture segmentation approach tha t makes the minimum number 
of assumptions concerning prior knowledge and it is as unsupervised as possible. 
We employ the Gabor Expansion to generate texture descriptors since these have
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been found to be suitable for texture segmentation [19]. Furthermore, the Gabor 
Expansion could be implemented on several levels of resolution, providing an analysis 
at several different scales.
However, the Gabor Expansion yields several features and we are faced with the 
problem of feature selection. Therefore, we use the two-point correlation function 
[37] to test the separability of any feature clusters in a feature space. Combining the 
multiresolution Gabor Expansion and the two-point correlation function we develop 
a segmentation algorithm which allows progressive segmentation of the texture image 
starting at a coarse resolution level and subsequently exploring finer levels. In this 
way, we also circumvent the problem of cluster validation, th a t is, the determination 
of the number of clusters of different textures in the image.
Since the segmentation is mainly based on the feature space, a certain degree 
of misclassification occurs in the segmented result. In fact, the accuracy of texture 
segmentation and boundary detection is still a problem in this field. Therefore, we 
develop a pixel-level classification algorithm which improves the segmented result. 
In order to incorporate contextual evidence we also investigate multiresolution prob­
abilistic relaxation which can improve the labelled image by providing contextual 
support.
The research is concluded by developing and implementing several error measures 
which are used to quantify the segmentation results. This also allows the comparison 
of some of the results with those reported in [37] and [73].
Therefore, we may summarise the achievements of this research in the following 
list;
•  An in-depth review of feature-based texture analysis algorithms;
•  The implementation of a multiresolution Gabor Expansion, and the use of the 
two-point correlation function to select the most appropriate features, resulting
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in the development of an unsupervised texture segmentation algorithm which 
does not require any prior knowledge of the number of textures present or their 
type;
•  The development of a mixed pixel classification algorithm which allows pixel- 
level relabelling of the segmented image and study its performance;
• The development and implementation of a multiresolution probabilistic relax­
ation algorithm to post-process the texture segmentation results obtained in 
order to improve their accuracy;
• The implementation of quantitative error measures and development of more 
suitable measures to quantify the segmentation results and compare them  to 
reported figures.
1.2 Thesis O utline
In Chapter 2 we review feature-based texture analysis methods and texture prop­
erties. We also address the problem of evaluation of texture segmentation results. 
In Chapter 3 we introduce the Gabor Expansion and its implementation and we 
discuss its use for texture segmentation.
In Chapter 4 we introduce the two-point correlation function and show how it 
can be used for feature selection and clustering. In this chapter we develop an 
algorithm which progressively explores the multiresolution feature spaces to yield 
a segmentation of the texture image without any prior information and without 
knowledge of texture type or number of texture regions. Merging is necessarily 
introduced into the scheme and thus suitable merging criteria are developed there.
In Chapter 5 we develop the mixed pixel classification algorithm to refine the seg­
mented result. This post-processing algorithm is designed to be robust and succeed
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in refining complex mislabelled regions.
In Chapter 6 we introduce the multiresolution probabilistic relaxation algorithm 
as another post-processing method which incorporates contextual evidence. We 
implement two different data structures for multiresolution probabilistic relaxation 
and investigate their use in refining the segmented results. We also implement and 
develop several error measures in Chapter 7 in order to  quantify our results and 
compare them to reported results. In Chapter 7 we demonstrate the use of the 
segmentation algorithm and refinement algorithms on real images.
We conclude in Chapter 8 by outlining the achievements of this research and 
suggest further research stemming from this work.
C hapter 2 
R eview  o f Texture Segm entation  
M ethods
2.1 Introduction
Several studies have been undertaken in texture analysis over the past 25 years in 
which methods were developed in attem pts to solve the texture segmentation prob­
lem. Most methods may be loosely classified in one of three categories, namely, 
feature-based, model-based or structural. Feature-based methods encompass sev­
eral different approaches th a t attem pt to extract information directly from the pixel 
distribution - this may be achieved by filtering, basis expansion, or statistical analy­
sis. Model-based methods attem pt to fit a model to the texture, thus characterising 
the texture by the model parameters. Structural methods attem pt to identify the 
texture primitives and their placement rules which generate the texture. Since our 
research is built around a feature-based texture analysis algorithm, in this review we 
concentrate mainly on methods which may be considered to  belong to the feature- 
based category. The objective of this review is to understand the developments in 
texture analysis and segmentation and to identify remaining problems, thus placing 
our research in perspective.
In Section 2.2 we review some of the major feature-based texture extraction
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methods and in Section 2.3 we focus particularly on unsupervised texture segmen­
tation methods. In Section 2.4 we address some issues regarding the generalisation 
of these algorithms, briefly reviewing the problem of method evaluation in Section 
2.5. In Section 2.6 we summarise and identify the state-of-the-art in texture anal­
ysis and segmentation and conclude in Section 2.7 by presenting an outline of our 
research.
2.2 R eview  of Feature-Based M ethods
Feature-based methods process the texture image and extract what may be called 
an intermediate representation of the texture [30]. Usually this would still be too 
complex to provide a compact feature which may be used in a subsequent classifica­
tion or segmentation process. Thus, the intermediate representation is analysed to 
extract descriptive features which may be used to characterise the original texture. 
It is clear that, ideally, the intermediate representation should not lose any texture 
discriminating properties and furthermore, features extracted from the intermedi­
ate representation should capture meaningful properties regarding the underlying 
texture to minimise the effect of artefacts generated by the intermediate representa­
tion. The power of the texture analysis method would finally depend on the choice 
of these features and whether they sufficiently span the conceptual space of texture 
descriptors.
2.2.1 A u tocorrela tion  F unction  and Pow er S p ectru m
If a texture is considered to consist of basis tonal primitives the size of which gives 
the perception of coarseness or fineness of the texture, a simple approach to analyse 
texture would be based on the autocorrelation function which would have peaks 
according to  the repetitiveness and regularity of the tonal primitives. A measure of
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the rate of decay of the autocorrelation function was found to be a suitable texture 
descriptor [45].
The autocorrelation function and the power spectrum are a Fourier transform 
pair. The power spectral method was one of the earliest methods applied to  extract 
texture features [110, 30]. This method involved the computation of the power 
spectrum of the image,
(2 .1)
where F {u ,v)  is the Fourier transform of the image and F*{u,v) is the com­
plex conjugate of the Fourier transform. A coarse texture will exhibit high power 
spectral values around the origin, whereas a fine texture will have a spread power 
spectrum. Therefore, texture coarseness can be measured by computing the mean 
power spectral energies over annular regions at different ring radii. This feature is 
rotation invariant, but not scale invariant.
If the texture contains edges oriented in a dominant direction, this is exhibited 
by a higher power spectral concentration along the direction perpendicular to the 
edge orientation. This directionality may be measured by measuring the mean 
power spectral energies over wedge-shaped regions with the vertex at the origin and 
spanning out as far as the power spectrum is defined. This feature is scale invariant, 
but not rotation invariant.
Conners [30] also describes the additional feature measuring the mean power 
spectral energy within slits over the power spectrum rotated a t different angles. 
This feature may be used to discriminate textures whose spectral energy is band- 
limited.
These power spectral features were found to perform rather poorly when com­
pared to features derived from statistical methods such as the co-occurrence matrix,
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grey-level difference method or grey-level run length method, which are reviewed 
below. Furthermore, it is difficult to compute these features for texture regions of a 
general shape, limiting the application of this method.
Chen [21] attributes the poor performance of the power spectral method to the 
computational inaccuracy of the power spectrum when estimated from a small num­
ber of pixels and proposed two-dimensional maximum entropy spectral analysis to 
estimate the power spectrum from a small number of pixels. The results for the small 
number of textures showed high correct classification rates, although no comparison 
was provided with respect to the more popular statistical methods.
2.2 .2  Local S ta tistica l M eth od s
The co-occurrence method, also known as the spatial grey-level dependence method 
[44], is also one of the earliest texture analysis methods. A co-occurrence m atrix is 
defined for a specified pixel separation d and relative angular position 6. The m atrix 
p{gi, gj\d, 6) contains the joint probability of occurrence of two pixels with grey-level 
values gi and gj having the distance d and angular spatial relationship 9. To limit 
the size of the matrix, the number of grey levels in the image is reduced, typically to 
32 or 64. The distribution of numbers in the co-occurrence m atrix describes certain 
texture characteristics. For example, the co-occurrence m atrix computed with a 
small pair-wise distance for a coarse texture would have higher co-occurrence values 
concentrated along the diagonal since pairs of pixels at a relatively close distance in 
a coarse texture are expected to have similar grey-levels. On the other hand, if the 
same co-occurrence m atrix is computed for a fine texture, the co-occurrence values 
are expected to  be spread out since the grey levels of close pixels are different giving 
the perception of fine texture variation. A number of features have been designed to 
extract such physical measurements from the co-occurrence matrix. These include 
the moment of inertia of the m atrix about its diagonal, the angular second moment
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and entropy [46].
Weszka et al [110] showed th a t more robust features may be obtained when the 
co-occurrence m atrix is built by taking second-order statistics between average grey 
levels within windows at the specified separation rather than between single pixels.
Pietikainen and Rosenfeld [75] used a co-occurrence feature to segment a texture 
image within a pyramidal, or multiresolution, framework. By computing the features 
over small windows, local texture features were obtained which were very noisy, 
especially near texture boundaries. Each window location was thus taken as a node 
at the finest level and a pyramid was generated such tha t a parent node at the coarser 
level corresponded to 2 x 2 children nodes at the finer level. The parent nodes were 
initialised by averaging the features at the children nodes. At some coarse level L, for 
a given parent node, the minimum and maximum feature values of the children nodes 
a t L — 1 were determined. If the difference between the maximum and minimum 
values was less than some threshold, the four children nodes were taken to belong 
to the same region and linked to the parent node. When this was completed for 
all nodes a t level L, the algorithm moved to the next finer level L — 1. Nodes at 
L — 1 th a t were linked to their parent nodes a t L, had their children nodes a t L — 2 
linked to them. The minimum-maximum test was applied to the rest of the children 
nodes at L — 2. This proceeded to the finest level. Any remaining unlinked nodes 
were then linked to the closest parent starting from the finest level back up to the 
coarsest level. The pyramid scheme using co-occurrence features is an early work 
which suggested th a t texture analysis could benefit from the use of multiresolution 
analysis. This has since become an im portant framework for texture analysis.
The co-occurrence method is considered to be a powerful technique for texture 
analysis. However, it is computationally intensive and memory demanding. The 
number of grey levels needs to be reduced for computational trac t ability which 
may lead to loss of im portant texture information. Although this method has been
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superseded by other more efficient methods, it is still considered to be an im portant 
texture analysis method.
The grey-level difference method is a similar approach and is defined for a given 
displacement over all possible grey level differences. The probability of occurrence 
of each grey level difference a t the specified displacement is computed giving rise 
to a grey level difference vector. Several features which are extracted from the co­
occurrence m atrix may also be extracted from this vector. It may be noted th a t the 
first-order statistics of this method are also represented by the co-occurrence m atrix 
[108] and thus, textures which have similar co-occurrence matrices will also have a 
similar grey level dependence vector.
Together with the spatial grey level dependence method and the grey level dif­
ference method, we may also include the grey level run length method. In this 
approach, the pixels along a given connected line having the same grey level values 
constitute a run. The number of pixels in each run is counted. This generates a 
m atrix f{ i , j \9 )  where the column index j  represents the run length in direction 9 
for grey level i. The distribution of numbers in this m atrix is a characteristic of the 
texture and is used to provide features to  describe the texture. This method is not 
often used since it was found to be the weakest among the co-occurrence, grey level 
difference and power spectral methods described here [110, 30].
Mason [66] used grey level differences between window average values, as sug­
gested by Weszka et al [110] in an early study of supervised texture segmentation of 
aerial images. In general, texture segmentation involves a three-step process starting 
with feature extraction, feature selection or reduction, and labelling. In [66], fea­
ture extraction was done by computing the grey level differences over local regions of 
varying size according to several direction vectors and from each grey level difference 
vector a statistic was extracted as a feature. Since each of these features is related 
to a direction vector, by analysing these features in local regions, the directionality.
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if any, of the texture in tha t region can be determined. Thus, feature selection was 
performed by keeping only those features corresponding to the texture direction in 
th a t region as well as an estimate of the consistency of directionality. In a super­
vised manner, a globally representative sample of pixels for each of the textures is 
obtained to characterise each texture. Using large windows, pixels are labelled ac­
cording to a similarity measure between the mean feature value and the model data 
and then, adjacent unlabelled pixels are merged. The classified image is smoothed 
to form connected regions which are then shrunk away from the boundaries. These 
form region cores which are grown using local feature information extracted from a 
small window. It is noteworthy tha t the need for some form of multi-scale texture 
analysis was already recognised in this early research, an observation which keeps 
being confirmed in other studies.
2.2 .3  T exture F ield  D ecorrelation
Faugeras et al [39] argue tha t the co-occurrence method is limited due to  the large 
dimensionality of its feature space and the accuracy limitation in the classification 
of textures with low contrast. In their method the texture field is decorrelated 
and its histogram as well as the texture autocorrelation function are used as inter­
mediate representations from which moments and spread measures are extracted, 
respectively, as features. Faugeras et al contend th a t although the autocorrelation 
function of a texture field together with the histogram of the decorrelated texture 
are incomplete descriptors, they provide sufficient information to. allow discrimina­
tion. Faugeras et al summarise by computing Bhattacharyya distances for feature 
sets of different textures and conclude th a t the shape features of the autocorrela­
tion function for the natural textures studied have small distances and thus, large 
classification errors would be expected; conversely, the decorrelated field histogram 
features have larger distances, leading to low classification errors except for tex­
ture fields which differ only in their autocorrelation. Combining the autocorrelation
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features and the histogram moments yields better classification performance. It 
was shown th a t for histogram-based features the texture should be decorrelated to 
improve classification performance.
2.2 .4  T exture E nergy M easures and S pectra l Features
A separate development involved the convolution of finite masks with the texture 
image and the measurement of local energies of the filtered images. Here we shall 
review some of the several texture analysis methods which make use of these texture 
energy measures.
Laws' texture measures [12] are a spectral alternative to the statistical methods. 
In this method, the texture image is convolved with small centre-weighted filter 
masks which bear a similarity to Gabor filters [88]. The filtered images are post­
processed by a sliding window within which the variance is computed and attributed 
as a feature to the central pixel.
The use of spectral features was developed further by Knuttson et al [59] who 
introduced the use of quadrature filters in texture analysis and segmentation. They 
developed polar separable quadrature filter pairs which allow estimation of local 
frequency and orientation. This method proved very effective in texture character­
isation, however the filter responses have to be averaged in order to stabilise the 
estimation. After averaging the frequency estimate, simple histogram thresholding 
achieved the required segmentation. The requirement of some form of averaging of 
the spectral features recurred in several other spectral and filtering methods which 
emerged later. The size of the averaging window was chosen in an apparently ad 
hoc manner and was texture dependent. This is related to the problem of determin­
ing the most appropriate texture analysis scale to extract discriminatory features. 
We note tha t the problem of scale is also present in the statistical methods where 
the scale parameter is the distance vector for which the grey level difference or
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co-occurrence is measured. Furthermore, multiscale computation of co-occurrence 
matrices is memory-wise more demanding than multiscale filtering and averaging.
Instead of filtering the image with band-limited filters, alternative convolution 
masks could be designed which estimate other features in the image. In a texture 
segmentation application, Tuceryan [102] computed local moments in the spatial 
domain around each pixel over a window of pre-specified size. He showed th a t mo­
ment estimation can be viewed as a convolution between a mask and the image, 
resulting in a moment image. A variance measure of the local moment is computed 
and processed by the non-linear tank function; the absolute value is then averaged 
over a window to generate the feature image corresponding to th a t moment image. 
In [102], the number of clusters is specified and the feature vectors are clustered by 
an unsupervised clustering algorithm to  segment the image. The segmentation re­
sults presented in [102] indicate th a t these features are powerful texture descriptors. 
However, the maximum moment order, moment window size -  which behaves as a 
scale parameter -  and the averaging window size are arbitrarily chosen.
Convolution masks derived from the underlying textures could yield good classi­
fication performance. In [2], Ade propose a statistic-based texture analysis method 
which results in a technique related to Laws’ masks [46]. A feature vector is assem­
bled from the 3 x 3  neighbourhood around a central pixel. The covariance m atrix 
of these vectors is estimated and its eigenvalues and eigenvectors determined. A 
filter, known as an eigenfilter, is constructed with filter weights corresponding to 
the eigenvector components. Some of these filters are similar to the gradient type 
filter masks of Laws’. The image is convolved with these eigenfilters to produce 
principal component images. Since these filters are eigenvectors, they are orthogo­
nal and, hence, the principal component images show uncorrelated texture features. 
As was seen in other methods, a measure of the feature variance is estimated over 
macro-windows. Laws’ masks, which were empirically derived, are very similar to
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the eigenfilter masks which are orthogonal and derived from the texture itself. In a 
sense this work provides a theoretical basis and justification for Laws’ approach. For 
a mixed texture image, the filters derived would not be particularly tuned to each 
texture and hence, it may be difficult to extend this work successfully to texture 
segmentation.
You et al [114] developed a method which also attem pts to derive filtering masks 
tuned to the textures being analysed, however in this case, the textures belong to a 
pre-defined texture database. You et al argue tha t Laws’ masks cannot be used to 
distinguish all possible complex textures and tha t they are not rotation and scale 
invariant. They suggest an adaptive mask which can be tuned to a given set of 
textures such th a t each texture, irrespective of rotation and scale, is discriminated 
maximally from the rest. Laws’ fixed-coefficient masks are replaced by variable- 
coefficient masks which are adjusted by training over a large set of textures such 
th a t inner-class convergence and inter-class dispersion is maximised. You et al set up 
a dynamic texture class album in a two-dimensional linked list structure such tha t 
each row represents a texture class and each column represents different orientations 
and scales of th a t texture class.
Two mask tuning criteria are required. The first criterion tunes a mask on the 
samples of a texture class over a range of orientations and scales, thus extracting the 
common features of th a t texture class. This criterion is minimised over all possible 
scales and orientations for a given texture and is used in a guided random search 
procedure to  find the mask coefficient values optimising the criterion. A second 
criterion tunes a mask to discriminate between the different textures. A simple 
performance criterion was derived in two steps: initially a criterion was derived in 
order to disperse the different texture classes by fitting a discriminant function to 
the mean texture energy of each class; then, another criterion was derived in order 
to guarantee a large inter-class distance. These criteria were then combined into one
2.2. R E V IE W  OF FEATURE-BASED M ETHODS  15
global classifier which is optimal for texture classification. For texture segmentation, 
a good local pixel classifier is required. Therefore, You et al modified this criterion 
by normalising with respect to the standard deviation of the texture energies used 
in the training phase. These masks are convolved with the texture image and the 
energy at every location in the image is computed. The texture image is then 
segmented by simple thresholding,.
The results of You et al showed tha t for classification, the criterion had minor 
differences for samples of the same texture at different orientations and scales, bu t 
large differences between different textures, as required. Using the criterion modified 
for texture segmentation, they succeeded in segmenting bipartite texture images with 
simple thresholding. You et al pointed out th a t without imposing any texture model 
high discrimination was obtained. However, we should note th a t this scheme requires 
computationally intensive supervised training on a pre-specified set of textures.
Unser [104] extends the eigenfilter approach by studying and developing local 
linear transforms (LLT) for texture feature extraction. Unser proposed different op­
tim al transforms suited either for texture characterisation or classification. In both 
cases an eigenvalue type problem had to be solved to derive an optimal texture- 
dependent transform of the pixel grey level values. However, Unser demonstrated 
th a t sub-optimal transforms, such as the discrete cosine transform and discrete 
Hadamard transform, performed very close to these optimal transforms. The sub- 
optimal transforms had the advantage of being separable and the feature extraction 
procedure, unlike the eigenfilter approach, was not texture-dependent and could be 
implemented using efficient algorithms. Once again, a strong similarity between 
these suboptimal transforms and Laws’ empirical masks was shown.
Similar to the texture energy measures used by Laws the features were obtained 
from the variances of the channel responses and were used to give very satisfactory 
results. By computing higher moments of the channel responses, better classifica­
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tion could be achieved, although the extra effort may not necessarily justify the 
improvement.
Unser also compared this method to the co-occurrence method, pointing out tha t 
the co-occurrence m atrix captured more statistical information and thus, it is more 
powerful. However, this is achieved at the cost of a higher memory requirement 
and computational complexity. LLT’s are particularly attractive due to their good 
performance, compact description, robustness and simple algorithmic structure.
The major difficulties in texture segmentation include the choice of texture fea­
tures, the size of the analysis window and the feature space dimensionality. In [105], 
Unser extended LLT’s in an attem pt to solve these problems. The texture features 
were derived using the LLT and a multiresolution approach was then adopted to 
solve the problem of window size. This scheme performs Gaussian iterative smooth­
ing by cascaded convolution of a progressively expanded Gaussian-like function [15]. 
Unser described a supervised feature reduction technique which maximised the ratio 
of the between-region variance to the within-region variance. A set of eigenvectors 
was obtained from this maximisation, defining the Multiple Discriminant Transform  
(MDT). The MDT is a supervised technique and assumes knowledge of the region 
statistics, thus an estimate of the MDT was then developed by taking advantage of 
the availability of features a t different spatial resolutions. This defined the Approx­
imate Multiple Discriminant Transform (AMDT), for which an efficient Karhunen- 
Loeve transform-based algorithm was developed. Segmentation was performed by a 
threshold selection technique based on maximising the ratio of between-region and 
within-region variances. However, this autom atic thresholding was only applied to 
the separation of two textures and may not be extended to multiple textures in a 
straight-forward manner.
In [105], Unser investigated the effect of window size (multiresolution level) on 
the power of the transform. However, the optimal choice of multiresolution level
2.2. R E V IE W  OF FEATURE-BASED M ETHODS  17
for a given textured image was not established. The performance of the AMDT 
was shown to be almost optimal for small window sizes but degraded if the window 
chosen was greater than some texture dependent optimal value. The performance of 
the algorithm depends on the features which make the image regions discriminable, 
as well as on the region geometries and proportion of border pixels. In general, 
the AMDT was shown to be more powerful than  the Karhunen-Loeve transform in 
providing features for texture segmentation and more robust with respect to changes 
in texture types and region geometries.
We have described texture-dependent filters such as eigenfilters [2] and local lin­
ear transforms [104]. These methods are more suitable for classification purposes, 
where a single texture is to  be classified. If the image contains several textures, the 
derived filters would not be ideal for segmentation. Caelli [16] proposed an alter­
native method with an adaptive filtering scheme suitable for texture segmentation. 
This work was also inspired by hypothesised models of the human visual system and 
was divided into three major steps, namely, the design of the spatial decomposition 
scheme and filter responses, filter adaptation and mechanism to obtain contiguous 
regions, and region labelling. Edge and bar detectors at several orientations were 
chosen as filters and their outputs were processed by a tank function. A relaxation 
algorithm was applied to the filter responses and updated by the filter responses of 
neighbouring regions, thus acting as a spatial averaging process, as well as by the 
region response of the other filters. A coupling strength between filter pairs was 
used and adapted according to the correlation between the responses of the respec­
tive filters. In this sense, the filter responses adapted to the texture. By keeping 
the strongest filter responses the dimensionality of the feature space is effectively 
reduced to the strongest texture adapted responses.
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2.2.5 M u ltich annel F ilterin g
Psychovisual research led to better hypotheses regarding the mechanisms employed 
by the human visual system and this motivated the development of texture analysis 
methods which made use of multichannel mechanisms. Coggins and Jain [26] pro­
posed the use of spatial frequency and orientation channels. The transfer function 
of the spatial frequency filter is a Gaussian profile ring centred around the origin; 
several spatial frequency filters are used at different centre frequencies. The ori­
entation channel filter has a Gaussian profile transfer function emerging from the 
origin along one specific direction with a width increasing proportionally with the 
centre frequency generating a wedge-like shape with the vertex at the origin; four 
orientation channel filters are used to tessellate the frequency plane into four orien­
tations. These filters are applied to the image and a measure of average local energy 
is computed at every pixel for each filtered image within windows of an arbitrarily 
chosen size. These features were shown to be effective in texture classification and 
segmentation, although the most suitable number of classes in a segmentation was 
decided by performing several segmentation experiments with different number of 
classes and choosing the result with the best average inter-class distance and class 
compactness.
The transfer functions of the frequency and orientation channels are similar to 
the rings and wedges used to extract features from the power spectral method. 
However, in the power spectral method no local information was extracted since the 
features were computed from the globally transformed image in the Fourier domain, 
whereas in this scheme, image filtering allowed the extraction of localised features.
Several studies were concerned with the form of the filter to be used for texture 
analysis. Daugman [33] showed that the modulated Gaussian function - also known 
as the Gabor function - has optimal joint space/space-frequency resolution. Further­
more, the two-dimensional Gabor function was found to be a good model for the
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receptive field profile of mammalian simple cells. These two discoveries encouraged 
the application of Gabor functions to vision problems. Turner [103] describes one of 
the earliest applications of Gabor functions to the problem of texture analysis. In 
his work, simple experiments with Gabor filters established th a t Gabor functions are 
able to detect coliinear or elongated segments of widths and alignments depending 
on the widths and alignments of the filter. The two-dimensional Gabor functions 
were also shown to be robust in the sense th a t a range of filter sizes, centre frequency 
and orientation produce similar satisfactory results.
The tests performed in this work used synthetic texture fields with a variety of 
statistical differences. One example was made up of two texture fields which had 
identical global second-order statistics (hence, identical power spectra) but different 
local second-order statistics. The areas associated with the different textured regions 
in the filtered images could not be distinguished by their mean responses over a 
window but could be distinguished by the variances of the windowed responses. This 
is again recognised to be similar to several other schemes, such as Laws’ and Coggin 
and Jain ’s, where the channel variance is used as the discriminating feature. Since 
the second-order differences in the textures was represented by the variance, which 
is a first-order statistic, this indicated th a t Gabor analysis reduces the statistical 
complexity of the texture fields. Turner suggested the use of successive Gabor 
filtering to reduce the statistical complexity of texture fields with identical n th  order 
statistics. However this idea was not encountered in any other later work.
Bovik et al [8, 9] formally investigated the use of a bank of tuned Gabor filters 
for texture analysis. It was shown that the real and imaginary components of the 
Gabor or modulated Gaussian function have approximately quadrature phase and 
the Gabor filter is the analytic function associated with the real component. Since an 
analytic function can be seen as amplitude modulation of a complex carrier function, 
the instantaneous envelope of the Gabor filter could be derived by computing the
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magnitude. For a filtered image, this value will be maximal in those regions which 
are characterised by the frequency of the particular Gabor filter. This research is 
based on the fact tha t filtering an image by an appropriate set of Gabor filters 
approximates a complete Gabor expansion of the image with the Gabor coefficients 
close to the respective tuned filter magnitude response. Therefore, by computing the 
complex magnitudes, a response which could discriminate between different textures 
would be available. However, since textures are not characterised by a narrow-band 
signal, the magnitude response varies considerably and requires some form of post­
filtering before segmentation could be performed. This agrees with other algorithms 
which make use of expansion or filtering schemes where some form of averaging was 
necessary. Bovik et al point out tha t texture analysis could benefit by schemes which 
allow fast Gabor filtering with a complete set of filters.
Bovik et al also proposed the demodulation of the channel phase from the ana­
lytic function which can be used to discriminate regions with shifted versions of the 
same texture. An analysis of the phase function led to the development of a filtering 
method from which local phase could be determined without the need for phase 
unwrapping. From this formal analysis it was demonstrated th a t the magnitude 
response may suffer attenuation due to local phase changes, which is another dis­
turbance in the feature magnitudes and another reason why post-processing of the 
magnitude response is essential. In this method phase discontinuities in a particular 
Gabor channel are detected after segmentation with the magnitude term  since it is 
assumed th a t texture phase variations are only relevant within the same texture. 
Phase discontinuity detection was achieved by locating the zero crossings in the 
Laplacian of a channel phase without any need for phase unwrapping or derivative 
approximations.
Aach et al [1] developed a formalism to relate the texture energy measures ob­
tained from filter masks such as Laws’, Unser’s and Gabor filters, to the autocorre­
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lation function of the texture. They showed th a t the texture energy method which 
computes the mean filter magnitude response over finite windows has the same the­
oretical foundation as the detection of the envelope \fL{^,y)\  of a band-pass signal 
f { x , y )  which is obtained by
\fL{x,y)\ = y^(3R {/(æ ,î/)})2  +  ( ^ { / ( r r , t / ) } ) 2  (2 .2 )
where ^ { f { x , y ) }  and Q{ f { x , y ) }  are the outputs of the real and imaginary 
quadrature filter pair respectively. Thus they establish a relationship between the 
texture energy measures and the quadrature filter method. However, Aach et al 
point out th a t the smoothing stage required to compute the mean texture energy is 
only a crude approximation of the ideal low-pass filtering expected to retrieve the 
amplitude envelope of a band-pass signal, and they suggest th a t the quadrature filter 
approach of Equation 2.2, which strictly speaking does not require any smoothing, 
is better suited for segmentation applications since there is no smearing effect of the 
smoothing stage which introduces errors in boundary localisation. They also point 
out tha t, unlike the texture energy measures, the quadrature filter approach yields 
a phase envelope which may be used in the detection of shifted equivalent textures 
as was shown in [8].
Research by Dunn et al [35, 36] attem pted to provide a systematic method for 
choosing Gabor filters for a given pair of textures. These Gabor filters could be used 
to identify the boundaries between the textures for which they have been designed. 
However, the design of these filters is computationally demanding and are designed 
optimally for a known pair of textures. In a similar way, Randen et al [82] design 
optimal texture filters by optimising the Fisher criterion for a database of textures.
Due to the large number of features typically generated by feature-based m eth­
ods, feature selection is necessary and constitutes one of the major problems in 
this class of texture analysis methods. Different techniques have been used in the
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literature to select the most suitable features and reduce the dimensionality of the 
feature space. Tan et al [97] propose a multi-channel spatial filtering model using 
Gabor filters tuned to specific frequencies and orientations according to the spectral 
peaks detected in the Fourier transform of the image. In this manner, the most 
suitable filters are selected and the dimensionality of the feature space is limited. 
As usual, the average and variance of the filter responses are used as features for 
texture classification. An intensity gradient is then computed for each filter output 
and the channel outputs grouped and post-processed to give a thin edge.
Tenner et al [100] argue tha t the Fourier transform peaks represent the most 
frequently occurring spectral components in the image and will be dominated by 
spectral components of large texture regions, whereas the spectral components of 
small texture regions will not be detected and thus no filter will be tuned to these 
textures. Therefore, they propose to generate the pyramidal Gabor expansion of the 
image using different sized Gaussians for each pyramid level. The Gabor coefficient 
magnitudes are computed and smoothed by a local spatial window. Then, starting 
from the finest level, they compute the spectral feature contrast m atrix defined as
pq  “  pq
where is the mean of all smoothed Gabor coefficient magnitudes a t the ith  
level with frequency indices p, g, and is the maximum smoothed Gabor coeffi­
cient magnitude with frequency indices p, q over the whole image at the %th level. 
This proceeds from one level to the next until the maximum feature contrast does 
not increase anymore. The elements of the final ^ m atrix are sorted in decreasing 
order and those which are greater than some threshold are selected. Then Gabor 
filters tuned to the selected p, q values are used to filter the image. A simple segmen­
tation method is then applied to the filtered images to obtain the required texture 
segmentation. In this way, Teuner et al succeed in selecting the most suitable filters
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and limit the dimensionality of the feature space. However, the number of filters 
required for a good segmentation is usually dependent on the number of different 
textures in the image, which is generally unknown.
Jain and Farrokhnia [56] propose a Gabor filtering method for texture segmen­
tation using a region-based approach instead of the edge-based approach of Tan et 
al. They use a bank of 28 real-valued even-symmetric Gabor filters tessellating the 
frequency plane in the same rosette-like pattern used in [8]. Filter selection and 
dimensionality reduction of the feature space is performed by a sub-optimal forward 
selection procedure which keeps only those filters which produce the best partial 
image reconstruction. The outputs of the selected filters are subjected to a tanh 
transformation, and the average absolute deviation from the mean in small over­
lapping windows is computed. The features are then clustered using a two-phase 
AT-means type algorithm. Unlike the unsupervised edge-based segmentation of Tan 
et al [97], the number of textures expected needs to be determined. This is another 
m ajor problem in texture segmentation and is known as the cluster validation prob­
lem. In [56], the modified Hubert index is used to obtain an estimate of the number 
of textures present. This was successful for some textures but not very useful in 
other cases. In many studies the number of texture classes present is known a priori 
and is often an implicit assumption which weakens the unsupervised mode of such 
algorithms.
Strand et al [96] devised a method to estimate the local frequency around every 
pixel for several orientations by determining the extrema around each pixel. Using 
appropriate techniques to avoid artefact frequency estimates, they computed the 
local wavelength and amplitude along a set of direction vectors, and used these 
measurements as texture features. Strand et al applied this method to texture 
classification and compared the performance to the Gabor filtering method of Jain 
et al [56] and to the co-occurrence method. Their classification results demonstrate
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th a t the local frequency features were generally more successful than the Gabor and 
co-occurrence features. In their experiments the Gabor features performed extremely 
poor but this was an artefact of choosing the Gabor filters arbitrarily which clearly 
puts the Gabor method at a disadvantage since if the chosen Gabor filters do not 
correspond to discriminating bands for the textures present, classification will fail; 
on the other hand, the local frequency features do not perform any filtering but they 
rather estimate the local frequency without any prior selection or band-limiting. In 
this sense, the problem of feature selection is circumvented. Strand et al conclude 
by pointing out th a t this method does not use pre-defined window sizes for texture 
feature extraction and thus, it is capable of accurate boundary detection. On the 
downside, these features are not suitable for textures exhibiting large variations, 
such as stochastic textures which have been poorly classified in their experiments, 
and it is expected to be highly prone to noise which may seriously affect the local 
frequency estimate. The results still rank the Gabor filtering method as a powerful 
technique for ordered and stochastic textures.
Clausi et al [24] performed texture segmentation experiments with Gabor filters 
as well as with co-occurrence m atrix features and found th a t although both meth­
ods were successful, the boundaries obtained by the co-occurrence features were 
poorer; Clausi et al conjecture tha t the Gaussian weighting of the Gabor filters 
leads to better boundaries. They also argue th a t multichannel Gabor filtering is 
computationally less intensive than co-occurrence matrix computation, even when 
this is made easier by a fast algorithm they had developed [24]. Furthermore, they 
point out th a t the choice of co-occurrence features for a given application is difficult, 
whereas the Gabor filter features are robust for several different applications - prob­
ably due to the wavelet nature of the filter which spans several scales. They also 
state tha t improving the orientation resolution of the co-occurrence m atrix is diffi­
cult, whereas multichannel Gabor filtering has inherently different analysis window 
sizes, partially solving the problem of window size selection.
2.2. R E V IE W  OF FEATURE-BASED  M ETHODS  25
Instead of Gabor filters, Wilson et al [112] propose the use of prolate spheroidal 
sequences. These functions are known to belong to a class of functions which have 
the largest energy for a given frequency band in a given spatial window. Wilson et 
al [112] convolve finite prolate spheroidal sequences with the image, compute the 
absolute value, and construct a quad-tree pyramid by smoothing the pixel values of 
four-pixel neighbourhoods. Non-parametric classification is performed at the lowest 
resolution level of the quad-tree and the region classification is propagated to higher 
resolutions down the quad-tree, refining the boundary. This work is a generalisation 
of Spann’s quad-tree method [95] for image segmentation. This concept was devel­
oped further in [113] by proposing a generalised wavelet transform known as the 
multiresolution Fourier transform (MFT). The discrete MFT of a one-dimensional 
signal æ(-) is defined by
XN{m,k)  =  WN{rnN — n)x{n)exp ^ (2.4)
for several scales N  of the window function wm{') of finite size N.  Each level 
of the multiresolution pyramid is computed using the corresponding scale window 
function. It is clear th a t the MFT at a given level is a short-time Fourier transform, 
and thus the MFT expansion coefficients represent local spectra at different analysis 
scales. The M FT was used for texture segmentation in [53] where the window 
function was chosen to be a finite prolate spheroidal sequence. The magnitudes of 
the M FT expansion coefficients were processed with a moving average filter over 
both the spatial and frequency planes since such coefficients are typically highly 
variable as seen for Gabor responses. These effectively constituted the features which 
were used to perform the texture segmentation. The segmentation was a hybrid 
edge-based and region-based approach starting at the coarsest resolution level and 
propagating down towards finer levels. The features were used to obtain a gradient 
estimate at every location which was enhanced by a relaxation-type process which
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generated weighted boundary links between features according to their likelihood 
of being boundary features; following this a region averaging process was used to 
generate region weighted links between features indicating the likelihood of belonging 
to the same region. The boundary and region links were then propagated to  a finer 
resolution level and combined with the features at this finer level, where the process 
was repeated until the finest level of the pyramid was reached.
Chang et al [20] conjecture th a t the most im portant spectral information in a 
texture is located in the mid-band frequencies and hence, propose an alternative 
wavelet structure to enable better analysis of the required frequencies. The pyramid 
structured wavelet transform analyses the low-frequencies efficiently at the bottom  
of the pyramid with better analysis of higher frequencies towards the top of the 
pyramid. In texture analysis it is desirable to analyse sub-bands within the middle 
frequency bands, calling for a different frequency space tessellation. The tree struc­
tured wavelet transform allows channel decomposition depending on the channels 
containing the highest energy. A parent image (or filtered image) is decomposed 
with a two-scale wavelet transform into four children images. The energy of each of 
these children images is computed and further decomposition is only performed on 
those children images with energy above a pre-specified threshold. This procedure 
continues until no child image has energy above the threshold. The tree structure 
and energy contents is used as a texture characterisation which can be used to per­
form texture classification. Chang et al demonstrate a fixed feature classification 
scheme as well as a progressive classification scheme where the number of features 
are progressively increased. In both cases, a texture database of known size is used 
and thus, classification is supervised. The results given in [20] indicate th a t this rep­
resentation performs very well in comparison to the discrete sine transform method, 
Gabor filtering and pyramid structured wavelet transform, and is generally superior 
to all these methods for texture classification. The study suggests th a t performance 
is insensitive to the choice of wavelet bases between the 16-tap Daubechies wavelet
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and the truncated Battle-Lemarie cubic spline wavelet; the Haar basis gives the 
worst results of these three bases.
Randen and Huspy [81] studied the multi-channel paradigm for texture segmenta­
tion in order to investigate the utility of non-Gabor type filters and the effectiveness 
of subsampled filters. They argue tha t the octave band Gabor filter decomposition 
of Jain and Farrokhnia [56] generates a large volume of data since each Gabor filter 
creates a new filtered representation of the full size image. Therefore, they propose 
the use of a critically sampled tree structured filter bank. In such a structure, the 
image is filtered through a low-pass and a high-pass filter and then each filter output 
is subsampled and each one is filtered once more into a low-pass and a high-pass 
band. This proceeds for as many subsampling levels as required. However, before 
testing this scheme, Randen and Huspy tested the full-rate filter banks, th a t is, 
without any subsampling, using both the octave band decomposition as well as the 
tree-structured decomposition and found similar performance, concluding tha t the 
use of the IIR  and FIR filters with the tree-structured decomposition is suitable. 
However, since no subsampling was applied, this still resulted in a large volume of 
data. Therefore, they investigated the segmentation results obtained by using the 
responses of the subsampled filter banks based on this scheme. The subsampled 
scheme provides great savings in terms of computational complexity and storage 
and is thus an advantage over the Gabor filtering of Jain and Farrokhnia [56]. The 
performance of the subsampled scheme was acceptable although it had higher mis- 
classification rates and suffered from a staircase effect due to the subsampling. The 
use of a multiresolution pyramid scheme to allow for boundary refinement such as 
th a t proposed by Hsu [53] provides a remedy to the staircase effect observed here.
28 C H APTER 2. R E V IE W  OF TE XTU R E SEG M ENTATIO N M ETHODS
2.2.6 B asis E xpansions
Daugman [34] proposed a neural network architecture which may be used to  compute 
the coefficients of an arbitrary expansion, including a Gabor expansion. However, 
in this method, any elementary functions may be used in any tessellation scheme 
required. Thus, besides demonstrating the computation of the normal Gabor ex­
pansion, this paper expands an image in terms of Gaussian elementary functions or­
ganised in a rosette-like tessellation of the frequency plane. This tessellation scheme 
was used in several other studies such as [8] and [56]. Since the computation of the 
expansion coefficients was based on a Hopfield neural network, the coefficients could 
only be obtained after a number of recursions until a stable result is reached.
Porat and Zeevi [77] discussed the expansion of an image in terms of elementary 
functions and used the coefficients to compute features for texture analysis. Po­
rat and Zeevi studied the effectiveness of their features in texture classification and 
pointed out th a t by using elementary functions of varying width, multiresolution 
analysis may also be performed. Although they suggested a Gabor expansion with 
a modulated Gaussian elementary function, they used rectangular modulated func­
tions due to  the difficulty of computing the Gabor expansion. From the expansion 
coefficients, dominant frequency and variance, dominant orientation and variance, 
local intensity and variance were computed as features for texture classification.
Using test patterns made up of 8 real textures organised in a rectangular mosaic 
Porat and Zeevi showed th a t the features derived from the expansion coefficients 
were effective for texture characterisation. As a rare test of feature robustness the 
texture analysis algorithm was tested on noise-corrupted textures. This is one of the 
first uses of analytic Gabor-like expansion coefficients as a source of texture features.
Manian and Vasquez [65] studied the performance of four different bases, namely, 
an orthonormal Daubechies basis, Haar basis, biorthogonal spline basis and critically 
sampled Gabor basis, for scale and rotation invariant texture classification. All the
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expansions were computed using several resolution levels with the exception of the 
Gabor expansion for which only a single level was computed - in view of this, it 
could have been expected th a t the Gabor basis would have the weakest performance. 
Manian and Vasquez conclude tha t the orthonormal Daubechies basis had the best 
performance for scale and rotation invariant supervised texture classification. This 
work confirms the capability of multiresolutional basis to provide suitable texture 
features and their potential for scale invariance.
2.2 .7  O rientation  E stim ation  M eth od s
The computation of orientation in texture fields has been found to be a useful 
method for texture classification and segmentation [6, 7, 10, 84, 85]. Bigfin et al [6] 
propose a texture analysis scheme based on orientation estimation. The estimation 
of dominant orientation may be facilitated by treating it as a multidimensional 
least mean square problem. The principle is based on the observation th a t the 
Fourier transform of an ideally oriented texture would lie on a straight line passing 
through the origin of the Fourier plane. The orientation may be determined by 
fitting a straight line through the coefficients in the Fourier plane. Deviation from 
the ideal oriented texture leads to a spreading in the Fourier plane and the best 
fitting central axis would have to be computed with the spread being an indicator of 
the deviation from the ideal oriented texture and is thus treated as an error function 
to be minimised. The value of this error at each local region is a measure of the 
confidence in the estimated orientation.
Bigfin et al derive a solution in the continuous image domain and then obtain 
a discrete approximation upon which they design a simple algorithm based on the 
gradient computation of the image features without the need of a Fourier transfor­
mation. In their experiments, Bigfin et al decompose the image into a Laplacian 
pyramid and perform the linear symmetry measure on each level of the pyramid.
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The orientation, confidence and local energy are used as features from each level 
of the pyramid. D ata reduction was done by the local Karhunen-Loeve transform 
and clustering was performed by the local centroid algorithm [95]. Laws’ method, 
Unser’s [104] and the co-occurrence method, all performed worse, with Laws’ being 
the best and the co-occurrence being the worst. The superiority of this method is 
attributed to the multi-scale analysis obtained by combining the orientation esti­
mation approach with the Laplacian pyramid in an efficient manner. The textures 
considered were directional; the application of the algorithm to stochastic textures 
was not considered.
In a contemporary work, Rao and Schunck [84] were interested in the analysis of 
flow-like textures, such as wood-grain, and adopted an approach similar to  tha t of [6] 
by computing the local orientation in a texture image together with a measure of the 
coherence of this measure. They obtained an orientation field which was composed 
of the angle image and the coherence image. The local orientation field is estimated 
in five steps: Gaussian smoothing; gradient computation; computation of the local 
orientation; averaging of the local orientation and computation of coherence.
Rao and Schunck developed a closed form solution to compute the local orien­
tation which is similar to the moment method in mechanics. The gradient at every 
point within a window around a given pixel (r, y) is estimated and projected onto 
the unit vector ${x^ y) and the absolute values of these projected vectors are summed 
and normalised to give a measure of orientation coherence. The coherence will be 
high where texture directions are similar and low in the regions where the texture 
has rapidly varying orientations.
The applications in [84] were different from most segmentation examples consid­
ered earlier where images were made up of homogeneous texture collages. Rao and 
Schunck used this scheme to segment textures of différent dominant orientations to 
identify knots and worm holes in wood and identify cell boundaries. They also used
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the orientation histogram to yield a qualitative description of the flow pattern  of 
the texture which is useful in deriving a symbolic description of different textures.
The orientation computation was shown to be optimal and since it does not 
rely on higher-order derivatives, it has a better signal-to-noise ratio than  orientation 
estimation algorithms which require derivatives. On the other hand this method is 
not scale invariant.
In another work, Bigün and du Buf [7] used a rosette-like Gabor filter tessellation 
of the frequency plane similar to [56, 67]. The filters were convolved with the image 
to obtain the local spectrum from the squared magnitude response. Such a Gabor 
filtering tessellation generates a large number of features, and feature reduction was 
performed by computing the central moments and Legendre moments of the local 
spectra. These new, compact features were then used for texture segmentation. 
Since only moments up to the fourth order are computed, the dimensionality of the 
feature space is reduced. Using a local Karhunen-Loeve transform and quad-tree 
segmentation [95], the central moments gave the most satisfactory segmentation. 
However, Bigün and du Buf argued th a t these moments do not convey any semantic 
information regarding the structure of the texture. In [7] they showed th a t complex 
moments of the local spectra contain a geometric interpretation of the local texture. 
The complex moment Im,n of the local power spectrum p{x,y)  is defined by
=  J  / ( ^  +  -  j yTp{^ ,  y) dxdy m , n e  Z  (2.5)
Bigün and du Buf showed tha t if the Gabor space is represented as a complex 
space, the second-order complex moments I m h o  can be used directly to define an 
optimal line fitted to the complex function representing the sample values in the 
complex space. Furthermore, they extended this theorem to higher-order complex 
moments which can be used to define an optimal fit of a set of lines which have a 
given n-folded symmetry on the underlying distribution.
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It should be noted tha t a line-fitting process in the spectral domain is related to 
the detection of structures with a dominant orientation, as seen earlier [6]. A set 
of two lines indicates that the texture has two dominant directions which suggests 
a quadrilateral shape for the texture patterns. This may be extended to higher 
symmetries. Similar to [84] and [6] which propose algorithms for the estimation of 
the dominant orientation, the magnitudes of the complex moments are a measure 
of certainty, or consistency, for the orientation estimate. This method was applied 
to texture segmentation as was done with the real moments, giving superior results. 
It was shown th a t complex moments are best suited for textures having folded 
symmetries, although good segmentation was also achieved for textures with less 
obvious structure. Bigün and du Buf claimed th a t the complex moments provide 
a suitable local spectrum representation in spite of any lack of high-level texture 
structure. They pointed out th a t moments are sensitive to the mixture of two local 
power spectra and hence errors are likely to occur close to the boundaries.
2.2.8 Space/S pace-F req u en cy  R ep resen tation s
Space/space-frequency analysis, such as the short-time Fourier transform and Gabor 
expansion, was shown to be useful for texture segmentation. There is a whole body 
of literature regarding joint time-frequency analysis [27] which may be extended 
to space/ space-frequency. Reed and Wechsler [86] discuss the use of space/space- 
frequency representations for texture segmentation and compare the spectrogram, 
difference-of-Gaussians, Gabor and Wigner distributions. They state th a t the Wig- 
ner distribution enjoys the same resolution afforded by the class of Gabor filters; 
furthermore, since the Wigner distribution is real-valued, no information loss is 
incurred by discarding the phase term, as is often done in complex representations, 
since phase is encoded into the Wigner distribution.
Since the Wigner distribution is defined for unbounded integrals, Reed and Wech-
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sler use the pseudo-Wigner distribution defined for an image /( • , •) by
N 2 ~ 1  N i —1 M 2 — I M i ~ l
W{m,n,p,q) = A Y .  IZ Y  Ê  PMi,M2(r, s)
k = —N 2 + l  i= —iVi+1 r = —M2+ I  s = —M i+1
x f { m  +  r +  A:,n +  s +  A-r — k , n s  — I)
X exp . ( 2'Kkp 2'Klq\J (2.6)
where h(-, •) is a window function which should ideally have a narrow central lobe 
and low side lobes. In [86], this was the 2D Kaiser window which approximates the 
prolate spheroidal wave functions of zero order. The function is an averaging 
window, which is taken to be a rectangular function.
Similar to the basis expansion methods discussed earlier, the pseudo-Wigner dis­
tribution generates a large number of coefficients for an image. In order to reduce 
the volume of data, Reed and Wechsler retain only the magnitude of the maximum 
energy frequency term for every location, denoted by A{x, y). Clustering is achieved 
by a two-step region-based relaxation process. In the first step the magnitude value 
assigned to every location A^^^{x,y) = A{x,y)  is transformed by a tank  function 
giving h^^{x,y).  In the second step, h ^ \ x , y )  is averaged over a window centred at 
(x,y)  and the averaged value is denoted by the updated magnitude this
is in turn  transformed by the non-linear function of step one. This process continues 
for a specified number of iterations and then the pixels are labelled according to  their 
final feature value. Reed and Wechsler do not elaborate on the classification pro­
cess, which appears to be similar to RT-means clustering or histogram thresholding 
algorithm with well-separated feature clusters.
The results of [86] show that the pseudo-Wigner distribution coefficients may be 
effectively used for texture segmentation even for textures with identical power spec­
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tra  but different phase spectra. This is not possible with the other representations 
unless the phase spectra are somehow utilised; in the literature cited so far, phase 
spectra have only been used in [8], and the use of Gabor phase has been studied 
in [13] and [14]. The need to use several Wigner spectral planes, rather than the 
magnitude of a single frequency, is strongly suggested for real-world texture seg­
mentation. Furthermore, it is noted tha t the relaxation stage is a crucial step for 
effective segmentation when using the Wigner features since they are very sensitive 
to image variations; this is not so for the other representations mentioned earlier.
An alternative method of processing these Wigner frequency coefficients was 
discussed in [87]. Reed et al [87] explained th a t the objective of region growing is 
to generate homogeneous regions with minimal isolated small regions and showed 
th a t this can be achieved by a diffusion process. Therefore, they modelled a region 
growing algorithm by diffusion. A starting pixel is chosen in a supervised manner in 
one of the texture regions and is considered as a diffusing particle which undergoes 
a random walk process. The particle can move to any other pixel in its four-pixel 
neighbourhood or to any of four random pixels according to a transition probabil­
ity proportional to a similarity measure between the Wigner feature vector at the 
particle’s location and the other locations to which it can move. The number of 
visits of a particle a t any location was recorded by a counter and after a specified 
number of moves, the count array was transformed by a sigmoid-like function to 
reduce the dynamic range of counts. The particle was allowed to  move for another 
specified number of moves and the sigmoid-like function was re-applied. This was 
repeated for a specified number of iterations. At the end, thresholding the counter 
array showed which locations had the most visits and were consequently labelled 
with the texture class label represented by the particle. This was repeated for every 
texture in the image.
This method lends itself to parallel implementation and is useful in segmenting
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textured images with disconnected but similar textures on a homogeneous texture 
background. Due to the random neighbour concept, disconnected similar regions 
are quickly identified. Reed et al suggest th a t although interior point mislabelling 
occasionally occurs this may be reduced by iterative counter averaging or median 
filtering. It should also be noted tha t the number of different textures present was 
assumed in this algorithm.
2.3 U nsupervised  Texture Segm entation
We have reviewed a wide variety of methods which extract measures from the image 
for the purpose of texture segmentation. Often measures were processed by some 
non-linearity and smoothed to yield suitable features. Feature-space clustering tends 
to produce regions with misclassified internal pixels; by applying a simple operator 
such as a median filter the region may be improved at the expense of reducing 
boundary accuracy. In fact, region homogeneity and boundary accuracy are contra­
dictory requirements and often, other forms of post-processing need to be employed 
to  improve the segmentation.
Feature selection, feature-space reduction and cluster validation are core require­
ments of feature-based methods. Furthermore, region labelling often needs to be 
followed by boundary refinement. The concept of embedding feature extraction 
within a multistage algorithm often appears in recent literature leading to improved 
segmentation in an entirely unsupervised mode.
Amongst some of the methods reviewed in the previous section, such a multistage 
approach was employed to make better use of the texture features. We may recall 
the pyramid node linking scheme [75], the adaptive relaxation-based filtering method 
[16], the boundary enhancement and region averaging process of Multiresolution 
Fourier features [53] and the Wigner coefficient relaxation and diffusion methods
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[86, 87] all of which process features by means of localised spatial methods. Other 
authors have considered the problem of feature selection and reduction such as the 
Fourier Transform peak searching for filter tuning in [97], and the Gabor expansion 
feature contrast for Gabor filter tuning in [100]. The problem of determining the 
number of textures in the image, known as the cluster validation problem, is often 
ignored and assumed known a priori, but it has been treated in some works such as 
[56] where the modified Hubert index was used to estimate the number of clusters.
Some studies particularly investigated the problem of unsupervised texture seg­
mentation and thus, they were not only concerned with the type of features to be 
extracted but also with the other major factors of feature selection and reduction, 
cluster validation, segmentation and boundary refinement. We briefly review here a 
few recent noteworthy contributions.
Hsiao and Sawchuk [49] used an adaptive smoothing technique to reduce the 
smearing effect of classical smoothing filters in an attem pt to  improve texture bound­
ary preservation. Instead of estimating the mean feature value around a central pixel, 
they estimated the feature mean and its variance in four quadrants each having the 
pixel of interest a t one of the corners. The mean estimate assigned to  th a t pixel was 
the mean value with lowest variance, which has the effect of reducing mixture a t 
boundaries. Using 7C-means clustering, K  being assumed known, cluster prototypes 
were obtained and their statistics estimated. These statistics were then used in a 
Bayes classifier to assign label probabilities to the pixels. As regards the refinement 
stage, these probabilities were processed by probabilistic relaxation. We note th a t 
since the number of textures was assumed known, the cluster validation problem 
was not tackled in this work.
Schroeter and Bigün [93] used the complex moments of the Gabor power spec­
trum  [7], reviewed earlier, in a hierarchical segmentation scheme. Feature selection 
was performed by principal component analysis from which the features with lowest
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variance were kept. The number of features selected was arbitrary. This feature se­
lection method gives the most compact representation of each texture in the feature 
space but does not guarantee best discriminability. The quad-tree multiresolution 
pyramid [95] was used and the features clustered at the coarsest level; it was pointed 
out th a t with this method, different clustering algorithms produced similar results. 
The number of classes was assumed known a priori, and thus, the cluster valida­
tion problem was side-stepped. The root level segmentation was propagated down 
each level and pixel-wise re-classification was performed on boundary pixels using a 
boundary oriented filter.
Raghu et al [80] selected an arbitrary number of Gabor filters to extract texture 
features, encode them by vector quantisation and process them  by deterministic 
relaxation. They cast the encoding and relaxation process into an energy function 
which was minimised by a Hopfield neural network. Cluster validation by the mod­
ified Hubert index was performed after segmentation. We note th a t the problem 
of feature selection was not addressed and the number of clusters could only be 
validated after segmentation.
Pichler, Tenner and Hosticka [76] recently proposed an unsupervised texture 
segmentation algorithm with the purpose of having good within-region labelling 
whilst preserving boundary accuracy. The best features were selected by the feature 
contrast measure as discussed earlier [100]. This was improved by weighting the fea­
tures by the nth power (n > 2) of the normalised feature contrast ratio when simple 
thresholding was used to select only the strongest features, effectively reducing the 
feature space dimensionality. Knowing the number of textures a priori, a RT-means 
clustering was performed producing the labelled image L{i , j ) .  Pichler et al formed 
scrap images Mk{i , j )  for every region k E K,  defined as
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where c is a constant weighting, and Fmox is the feature value with maximum 
feature contrast ratio.
These scrap images were then low-pass filtered and clustering was performed 
again with these scrap images as additional features.
Ojala and Pietikainen [71] used two features and a two-way distribution hypoth­
esis test to determine distribution dissimilarity. They performed quad hierarchical 
splitting if the ratio of maximum to minimum dissimilarity between sub-blocks is 
greater than some threshold. A region adjacency graph was built a t the end of the 
splitting process and agglomerative merging was performed according to the dis­
similarity measure weighted by the size of the smallest region to be merged. The 
merging process term inated when the ratio of the current best merge measure to 
the maximum previous merge measure exceeds a threshold. This split and merge 
algorithm was followed by a pixel-wise classification where boundary pixels were 
re-classified according to  the dissimilarity between the feature distribution around 
them and the prototype distributions. Due to the split and merge process, no prior 
knowledge of the number of textures was required.
In conclusion, we observe th a t given a feature extraction technique, a m ethod of 
automatic feature selection and reduction is required. This was performed either by 
a sub-optimal forward selection procedure, or on the basis of maximum response, 
minimum variance or maximum contrast. Region labelling has been performed using 
several techniques such as feature space partitioning followed by some spatial do­
main operation, estimation of the statistics of feature distributions followed by some 
classification scheme, and split and merge techniques. It is usual to follow the re­
gion labelling stage by a refinement stage typically involving pixel-wise classification 
methods, iterative relaxation or iterative knowledge feedback and re-partitioning. 
Finally, the problem of cluster validation is often central to these approaches and 
in the few cases where this problem was tackled, some cluster validation index was
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estimated after segmentation, and thus it remains an open problem.
2.4 M ethod  G eneralisation
Several studies propose novel and partially successful texture segmentation algo­
rithm s without comparing their performance with already existing methods. In this 
section we shall outline the criteria and issues which should be considered when it 
is required to select a texture analysis algorithm. Some texture analysis methods 
have been proposed for specific applications and therefore, their generalisation and 
use for other texture types may not be suitable. This may be due to several rea­
sons such as the implicit texture type being analysed or some other prior knowledge 
which would be available in the application but not generally available.
We notice th a t texture analysis algorithms may have been developed either for 
texture classification or segmentation. One should not easily extrapolate the use­
fulness of a texture analysis method to segmentation since these two processes have 
different requirements. Before adapting a classification method to segmentation we 
need to study whether the method performs a global or local analysis. It is clear th a t 
segmentation requires a local analysis to be able to discriminate different regions in 
the image, and hence, the ease by which a global analysis method could be localised 
becomes a m ajor question. Furthermore, good texture representation is required for 
classification whereas maximum discrimination is required for segmentation.
We have also seen several classification algorithms tha t make use of analysis 
methods which automatically adapt to the texture in the image. Such methods 
would be difficult to apply to segmentation unless some form of constant-texture 
windowing is used, which in turn affects the robustness of such texture-dependent 
methods.
In a similar way, it is not straight-forward to extend supervised texture segmen­
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tation methods to be used in an unsupervised mode. Several authors have developed 
supervised methods for applications of known textures. However, it is clear th a t if 
we require a general texture segmentation algorithm with no prior knowledge of the 
set of possible textures, such supervised methods would not be appropriate.
Most algorithms have several parameters which affect their performance. This 
is even more true for texture analysis and segmentation algorithms. Therefore, the 
algorithm’s sensitivity to these parameters and the ease of finding an optimal setting 
should not be underestimated. It is commonly found th a t a certain param eter value 
improves the performance for texture classification and recognition but drastically 
deteriorates the segmentation performance of the algorithm.
We have seen th a t texture analysis algorithms are in fact made up of a combi­
nation of processes with texture feature extraction at the core. However, it is to 
be noted tha t the same texture analysis algorithm may produce different results 
if implemented with a different classifier or segmentation algorithm. Although the 
feature extraction, classification and segmentation processes may be chosen and de­
veloped in an independent manner, the algorithm performance is the result of their 
combined effect [12]. Therefore, it is im portant to recognise the different compo­
nents of the algorithm in order to judge the source of texture information loss which 
may deteriorate the performance.
2.5 The Problem  of Evaluation
We now briefly discuss the problem of evaluating a texture analysis algorithm. There 
have been very few studies which compare and evaluate texture analysis methods, 
and several new algorithm proposals are not usually accompanied with a comprehen­
sive comparative study. In fact, comparison of texture analysis and segmentation 
methods is a difficult task [70] due to several factors and is still an open question 
[88].
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2.5.1 Test D ata
Most algorithms in the literature are compared using real imagery. It is usually 
impossible to prove th a t real textures are homogeneous which makes such images 
unsuitable as test images from which to extract performance measures. On the other 
hand, real imagery indicate the utility of the algorithm.
Some authors have used synthesised test data generated by different processes 
in order to represent a wide variety of texture types. Such synthetic data have the 
advantage of being homogeneous. Using synthetic data made it possible for Conners 
et al [30] to perform a theoretical analysis of the strength of the texture analysis 
method. In spite of the elegance of the theoretical approach, it does not appear 
to be the method adopted in the literature, perhaps because it is limited to simple 
processes which afford M athematical tractability.
Real imagery is extensively used both in testing a proposed method as well as in 
comparative studies. An appropriate evaluation method should make use of a good 
representation of texture types since some methods may have excellent performance 
for some texture types, but poor performance for other types. This was seen in 
[69] where algorithm performance was ranked differently when applied to different 
types of texture. A simple taxonomy of texture types is shown in Figure 2.1, partly 
suggested in [85].
2.5.2 P erform ance Issues and M easures
The most common measure is the classification or labelling error rate which is useful 
in classification as well as in segmentation applications. Segmentation algorithms 
are judged by the ability to eliminate very small sub-regions within more substantial 
homogeneous regions, as well as on the accuracy of locating region boundaries [12]. 
In [12], the accuracy of a vertical boundary was measured by the mean boundary
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Figure 2.1: Taxonomy of Texture Types.
error, maximum boundary error, and rms boundary error. These measures provide 
an indication of the boundary accuracy which is achieved by the algorithm.
In [12] it was observed th a t complex texture region shapes give different per­
formance results which suggests th a t the region geometry may be another factor 
which affects performance. The region geometry clearly affects windowed feature 
extraction, since the manner in which local textures are mixed within a window 
of given size depends on the boundary shape. Furthermore, a reduced area of one 
texture class may cause a feature extraction technique to  fail. Therefore, regions 
with complex boundaries may lead to unpredictable segmentation. It was concluded 
th a t the segmentation result will depend on region sizes, boundary shapes, texture 
types, feature extraction method and segmentation algorithm. In fact, Ohanian et 
al [69] found varying performance results in their comparative study and suggested 
th a t this could have been due to a small sample size of the texture image and a 
small number of grey levels (4 or 8). This is also supported in [106] which includes 
the type of classifier, number of features, pre-processing steps and resolution level 
as factors affecting performance.
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Figure 2.2: Broad classification of texture analysis methods.
2.6 Sum m ary and State-of-the-art
In this section we shall summarise the texture analysis methods which have been 
reviewed attem pting to draw relationships between them with the objective of sim­
plifying our understanding of the large volume of proposed methods.
Texture analysis algorithms have been designed for three major purposes, namely 
texture synthesis, classification and segmentation. We have focused on classification 
and segmentation applications. Regarding texture segmentation, which is of partic­
ular relevance to this thesis, this review has shown tha t proposed methods may be 
either supervised, unsupervised or supervised but easily automated.
Figure 2.2 shows a broad classification of texture analysis methods. In this review 
we have been concerned with the sub-classes within the shaded box. Each feature 
extraction algorithm is shown in one of Figures 2.3, 2.4, 2.5 and 2.6 according to 
the extraction method employed.
We re-iterate th a t some methods were developed for specific applications and 
not as general texture segmentation techniques [88] and therefore, although some
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applications may be well-served, this should not be generalised. Our objective here 
is to draw some conclusions regarding texture analysis algorithms which may be 
generally applicable.
The power spectral and grey level run length methods were consistently shown 
to be weak texture analysis methods [110, 30, 106]. On the other hand, the co­
occurrence and grey level difference method are two of the earliest approaches to 
texture analysis which rank high as powerful texture representations [110, 30, 106, 
12, 69, 70]. A large number of features could be extracted from these texture repre­
sentations, some of which make the method more useful than others, but there is no 
suitable theory which may guide the selection of adequate features [69]. The more 
recent techniques using Laws and LLT masks have also been found to  have good 
performance [12, 106, 70]. In fact, from the statistical approach of texture anal­
ysis we notice strong support for the second-order statistical methods such as the 
co-occurrence method, and for the multichannel filtering method in several guises 
starting from masks such as those proposed by Laws, Ade and Unser to the more 
recent Gabor filtering. The work of Aach [1] has drawn im portant relationships 
between the texture energy measures obtained from filtering and the quadrature 
filter approach. Several reported results point towards the idea th a t the exact filter 
response is not critical as long as it is a band-pass type. The class of methods mak­
ing use of basis expansions may be viewed as a variant of the multichannel method. 
The extensive development of the multichannel approach and the successful results 
which are reported with such methods tend to indicate th a t the multichannel class 
of methods is being established as the preferred approach to texture analysis among 
the feature-based methods.
An aspect which differs among many authors is the feature selection stage. Most 
methods provide a large number of features and suitable feature reduction tech­
niques need to be employed in order to use the texture features. Typical feature
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selection methods used include the selection of maximum response, feature contrast, 
sub-optimal forward selection, principal component analysis, adaptation by relax­
ation, or feature encoding by statistics or moments. These have all had successful 
performance results and there does not seem to be a clear preference in the literature.
Another development which is also becoming well-established is the use of a 
multiresolution framework for texture segmentation. Multiresolution processing has 
been seen to be employed in three manners, namely: multiresolution representations 
of the feature images obtained by filtering and subsampling the finest resolution fea­
ture image to facilitate the segmentation process; direct analysis of the texture image 
to generate different resolution feature images; or both types of multiresolution pro­
cessing. Multiresolution texture segmentation has consistently been shown to give 
superior results [12] since this may solve the problem of selecting the appropriate 
scale for analysis, is more robust with respect to region discrimination and allows 
boundary refinement.
In this chapter we have not reviewed other classes of texture analysis methods 
which include the stochastic modelling and structural methods. The class of stochas­
tic modelling methods appears to be more developed than the class of structural 
methods. The stochastic modelling class includes analysis methods which model 
the textures by autoregressive or simultaneous autoregressive processes, Markov 
random fields and Gaussian Markov random fields. These have been shown to be 
effective in classification and segmentation of microtextures which can be described 
by stochastic models [69].
The results in the literature tend to indicate that no single texture analysis 
method performs equally well for all texture types. The statistical, mask convolution 
and filtering approaches appear to have strong relationships, however they are still 
not reconciled with stochastic modelling approaches. If the statistical methods and 
the stochastic modelling methods can be combined and their relationships better
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understood, this may lead to a unified theory applicable to  texture analysis [11].
2.7 R esearch Outline
In this research we investigate unsupervised texture segmentation based on the 
Gabor Expansion of the image. We have already shown in other work [19, 18] 
th a t Gabor Expansion coefficients provide useful features for texture segmentation. 
However, this method of texture analysis provides a large number of features and 
therefore the problem of feature selection needs to be addressed. In Chapter 4 we 
investigate the use of a feature space exploration technique to enable appropriate 
feature selection to be used in a segmentation algorithm. The feature selection tech­
nique also provides an initial value for the number of clusters to be obtained. The 
texture segmentation algorithm which we design attem pts to make the least use of 
data-dependent parameters and where such parameters are necessary, their value 
can be logically derived from their purpose in the algorithm at th a t stage. By em­
ploying a multiresolution analysis the textures are represented at different resolution 
levels, reducing the problem of selecting the right scale for analysis.
Finally, in Chapters 5 and 6 we investigate two methods which may be used to 
refine the texture segmentation obtained from the multiresolution analysis. Namely, 
a mixed pixel classification algorithm is implemented which allows pixels close to a 
region boundary to be re-labelled. A second method, which is alternatively used to 
refine the boundaries, is based on a multiscale region-label probabilistic relaxation 
algorithm developed to propagate low resolution label evidence to higher resolu­
tions improving the boundary smoothness and accuracy through the process. In 
Chapter 7 we quantify the results by using existing error measures as well as by 
improved measures which we develop in order to obtain more informative quality 
measurements.
C hapter 3 
T he Gabor Expansion for T exture  
A nalysis
3.1 Introduction
The two-dimensional Fourier transform maps an image into a two-dimensional fre­
quency space where the magnitude of each complex coefficient represents the signal 
intensity a t a particular frequency. However, the Fourier transform coefficients are 
not spatially localised and hence, do not convey any information regarding the fre­
quency content of the image a t a particular location. Since we are interested in 
segmenting an image, we require localised features.
The Gabor Expansion is one method which represents an image in term s of 
functions which are localised in space and frequency [40, 33] and expands an image 
into the four-dimensional space/space-frequency representation. The magnitude of 
each complex Gabor coefficient represents the relative intensity of a basis function 
of a specific frequency at tha t particular location in the image. The localised nature 
of these coefficients renders them useful for texture segmentation.
In general, any function may be used as the basis of the Gabor Expansion, 
however, the Gaussian function has been shown to belong to a class of functions
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which meet the uncertainty inequality in the joint space/ space-frequency domain by 
an equality and hence, this function is optimal in the sense tha t it minimises the 
joint uncertainty in frequency and position. However, computation of the Gabor 
coefficients with a Gaussian basis is not numericaly stable and is difficult to  com­
pute. Recently, an efficient method to obtain the Gabor coefficients using the Zak 
transform was developed [115]. In this chapter we shall present the Zak Transform 
and show how it may be used to develop a fast algorithm to compute the Gabor 
Expansion of an image for a given size of Gaussian function.
The Gabor Expansion may be computed using Gaussian functions with different 
variance parameters, thus having different sizes. If the Gabor Expansion is per­
formed using large scale Gaussian functions, a greater portion of the image will be 
represented by each Gabor coefficient and th a t image portion will be represented 
more finely in the frequency domain. Therefore, by using Gaussians at different 
scales, image analysis at different resolutions may be performed, resulting in a mul­
tiresolution scheme. Multiresolution analysis schemes have been shown to possess 
several advantages and in the context of texture segmentation such schemes gain 
special importance since texture is highly scale-dependent. The determination of 
the most suitable scale for analysis is critical for the success of texture segmenta­
tion. In a multiresolution approach the texture image is analysed a t different scales 
leading to a more general algorithm. Therefore, the multiresolution Gabor Expan­
sion is recognised as a powerful tool in texture analysis. In this chapter we shall show 
how texture features may be derived from the multiresolution Gabor Expansion to 
be successfully used to segment different texture regions in an image.
3.2 The Gabor R epresentation
In the classical paper [40] of 1946, D. Gabor argued tha t the Fourier representation 
of a signal is not consistent with human perception of the signal. In particular, since
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the Fourier Transform represents the signal globally and assumes infinite repetition 
of the signal on the analysis interval, it does not convey any direct information 
regarding any signal variations.
This motivated Gabor to develop a signal representation in time and frequency 
which is capable of describing signal variations. His development led to  the for­
mulation of an uncertainty relation regarding the description of the signal in the 
joint time and frequency domain. Applying the same Mathematical formalism of 
quantum mechanics, Gabor proved th a t
A t A f  > i  (3.1)
where A t  is a time interval over which most of the signal is defined and A /  is a 
frequency bandwidth which represents most of the frequency content of the signal - 
or more accurately,
A t  =  ^ 2 n ( t  — t y
A / =  i/ M / - 7 ) "  (3.2)
where t  and /  are the mean epoch and mean frequency respectively.
This inequality states th a t the joint accuracy of a signal representation in the 
time-frequency space has a non-zero lower bound and thus establishes an inherent 
uncertainty.
Gabor proceeds to show th a t the modulated Gaussian function results in the 
minimum product A t A f  =  |  and provides the most compact tessellation of the time- 
frequency space. Thus, the modulated Gaussian function was called the elementary 
signal due to this minimum property and the family of these functions was suggested 
as a suitable natural basis for signal analysis jointly in time and frequency.
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A ny  signal f{ t)  may be represented by the expansion coefficients 0 ^ , 4  by
-O O  <  m,/c <  OO (3.3)m k
where
9m,k(i) = 9{t +  exp(-t/cr2t) (3.4)
where T and H are the time and frequency sampling intervals, respectively.
The magnitude of the complex expansion coefficients am,k - which we shall call 
Gabor coefficients - are a measure of the intensity of the elementary signal around 
epoch m T  and frequency kO,. Choosing g{t) to be a Gaussian function, the Gabor 
coefficients would represent information in the most compact time-frequency area 
due to the minimum property of the Gaussian function.
Therefore, if we need to extract localised signal information - as is required in 
image segmentation - the Gabor coefficients provide an optimal source of localised 
information. Prom the foregoing we recognise the suitability of this representation 
for image analysis, and particularly in solving the problem of texture segmentation.
However, since the family 9m,k{t) is not orthogonal, the determination of the 
Gabor coefficients am,k cannot be achieved by the inner product of the signal with 
the Gaussian basis functions. This was also recognised by Gabor himself who pro­
posed an approximate recursive technique. Due to the difficulty in determining the 
coefficients, the Gabor Expansion was not often used. In 1980, Bastiaans proposed 
an analytic non-recursive method to compute the Gabor coefficients. More recently, 
Zeevi et al [115] showed that another time-frequency representation known as the 
Zak Transform could be used to derive an elegant formalism for the computation of 
the Gabor coefficients. Since this Zak Transform algorithm makes extensive use of
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the Fourier Transform, which may be efficiently implemented by the FF T  algorithm, 
it provides a numerically stable and fast computational algorithm for the determi­
nation of the Gabor coefficients. This method also makes it viable to compute the 
Gabor coefficients for images due to the efficiency of the FFT algorithm. In the 
following section we shall describe the Zak Transform and show how it may be used 
to determine the sought-after Gabor coefficients.
3.3 T he Zak Transform
We shall introduce the Zak Transform for a one-dimensional signal for notational 
simplicity. Later, we shall show how the Zak Transform may be straight-forwardly 
extended to the analyis of two-dimensional signals and images.
The Zak transform [4, 55] of the continuous signal f{ t )  is defined for a sampling 
interval of T  by
1 OO
{Z f )  (t, %/) =  —  f { t  -f- nT ) exp{i2'irnTu) (3.5)T  2 n=—oo
Assuming tha t the time unit is the sampling interval (i.e. T  =  1),
OO
{ Zf )  {t, I / )  = f { t  -i- n) exp(t27rnz/) (3.6)n=—OO
This definition shows tha t the Zak Transform maps a one-dimensional signal into 
the two-dimensional time-frequency space. Specifically, the Zak transform can be 
seen as the discrete Fourier Transform of the sequence /(t-f-n ) up to a phase factor. 
We may interpret this as being the Fourier Transform of a sequence generated from 
a continuous time signal around time t by sampling at intervals of T.
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Figure 3.1: /(•) time-shifted and subsampled by 2 to give two time-shifted subsam­
pled versions marked by a filled and an empty circle, respectively, and arranged on 
each row of array •).
3.4 D iscrete F in ite Zak Transform
Now, consider the continuous time signal f { t )  sampled at intervals o l T  = ^  seconds 
to obtain N  samples, where A  is a multiple of M, tha t is N  — M - L  and N, L E 
Z   ^ [4]. The sequence thus obtained can be represented by /(n ) ,  0 <  n <
N . In this context, the sequence can be more conveniently represented as a two- 
dimensional array given by
r) =  f { i  + rM ), 0 < i < M , 0  < r < L, i , r  E Z  (3.7)
This is shown in Figure 3.1 for M  =  2. It can be seen th a t between sample 
/(^)(0, 0) =  /(O) and sample /(^)(0 ,1) =  /(2 )  there is sample / ( I ) .  In general, the 
samples of f {n)  between sample and sample /^-^^(z,r -f 1) are
/<")(*• +  1, r), /(")(*  +  2, r), • • •, /(")(*■ +  M  -  1, r)
^M,  N,  L  are integers
3.5. FRO M  THE Z A K  TRANSFO RM  TO THE GABOR COEFFICIENTS  55
T hat is, for a given i and fixed M, the sequence created by considering all possible 
values of r, is a subsampled version of /(n ) . The rows of array contain
the signal f {n)  time-shifted by i and subsampled by M.
If the signal is of finite duration and is assumed to exist only on the interval 
[0, TV), the discrete finite Zak transform can be defined as
( Zf )  {i, p) =  f { i  +  r M)  exp 0 < i < M , 0 < p < L  (3.8)
r= o  ^ ^  /
Note th a t the Zak transform of a signal generates M  Fourier transforms with a 
reduced bandwidth, but a preserved high resolution in the frequency variable. The 
Zak transform of Equation 3.8 transforms the array r) such th a t each row is
the Fourier transform (up to a phase factor) of the subsampled signal f {n)  in th a t 
row. The transformed array is the Zak transform of f{n).
3.5 From th e Zak transform  to  the Gabor coeffi­
cients
If the basis function gm,k{t) is Gaussian, the Gabor coefficients used in the signal 
representation of Equation 3.3 are not unique since the Gaussian functions are not 
independent. However, if we tesselate the time-frequency space uniformly with non­
overlapping basis functions a unique representation will result^ [115].
Let us set up a time-frequency lattice with M  intervals along the frequency 
axis and L  intervals along the time axis such th a t N  = L x  M . Then, the time 
and frequency indices m, k in Equation 3.3 become m  =  m 'N /L  — m 'M  and k = 
k ' N / M  =■ k'L , where 0 < m' < L, 0 <  A;' <  M.
* Assuming that the Zak Transform {Zg)  of the synthesis window g never vanishes.
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Now, Equation 3.3 can be re-written as
M—1
/(O  ”  53 53 M,k*L9m'M,k'L{})t ^   ^ N  (3.9)
m '=0 fc'=0
where
/  ikPm,it(T) =  g{i +  m) exp I -t27r—
/  ih>\=  p(î +  m 'M ) eæp ( -i27T— j (3.10)
Figure 3.2 shows a time-frequency tessellation for an 8-point discrete signal /(•)  
with a time-resolution of L =  4 and a frequency resolution of M  =  2. The time- 
frequency cells represent a weighting of the elementary signal at the respective time- 
shift and modulation. This figure illustrates the Gabor expansion of /(•) where each 
sample (marked by a filled circle) is represented by a summation of the respective 
sample of each elementary signal a t tha t position weighted by the respective Gabor 
coefficient
As seen earlier in Equation 3.7, we represent the N-point sequence f {n)  as an 
L X M  array r ) , M  • L = N,  where r) = / ( f  +  rM ), 0 <  i <  M, 0 <
r < L.
We re-write Equation 3.9 as,
L—\ M—1
/(^ )(2 ,r)  =  Y .  53m'=0 k'=0
0 < i < M , 0 < r  < L  (3.11)
where, from Equation 3.10,
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frequency index k = k’L
N = 8  
M = 2 
L = 4
0.0 2,0
k’ = 0
m’ = 0 m ’ = 1 m’ = 3m’ = 2
f(m) time index m = m’M
m
Figure 3.2: A time-frequency space tessellation for A” =  8 ; L =  4, M  =
QmJiiH) = gm,k{i-FrM)
, X /  n +  Mr )k= g{i-h r M m )  exp { —L2n----------- —----
g{i +  r M  +  m' M)  exp 
^.exp {—i2'Krk') (3.12)
Taking the Zak transform of both sides of Equation 3.11,
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L-l M-1
{ Z f ) { i , p ) =  ^  0>m'M,k'L{Zgm'M,k'L){h p)m'=0 k'=0
0 < 2 < M ,  0 < p < T  (3.13)
Zeevi et al [115] showed that the Zak transform of gm'M,k'L('i’) can be written in 
terms of the Zak transform of the generator function p(%),
TTîf O Î{Zgm'M,k'L){Lp) = {Zg){i,p)exp{-i27T— ) x exp(-i27r— ) (3.14)
Substituting Equation 3.14 into Equation 3.13 gives
L—1 M—1 m ' o{Zf){i ,p)  =  {Zg){ i , p)Yl  1 ]  Om'M,A'nexp(-627T— )m'—O k'=0
X exp(-627T — )
0 < i < M , 0 < p < L  (3.15)
Therefore, the Gabor expansion coefficients am'M,k'L, 0 < m ' < L, 0 < k' < M  
of the signal / (n )  with respect to the basis pm'M,A:'i(^), 0 <  m' < T, 0 <  /c' <  M , is 
an inverse Fourier Transform, given by
0>m'M,k'L — 2 ^  2 -^
2=0 /5=0 (*> P)
, ^ rn'p. / _ k 'i. X exp(t27T— ) exp(t2ir— )
0 < m ' <  T, 0 <  A:' <  M  (3.16)
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From this expression it can be clearly seen tha t ii Z g vanishes, the computation 
of the Gabor expansion coefficients will not be numerically stable. When a set of 
basis functions is generated by a function which has a zero in its Zak transform, this 
zero has to be shifted to a non-sample point to allow the exact computation of the 
Gabor coefficients [3].
In order to overcome the problem of stability a fractional shift é is introduced 
such th a t this zero will become a non-sample point thus stabilising the computation. 
In [3] it was shown th a t the optimum fractional shift for a symmetric function is 
=  | ,  thus placing the zero point of the Zak transform at a position mid-way 
between two consecutive sample points. Assaleh et al [3] showed that the Zak 
transform (Zh)(z,p), 0 < % < M ,  0 < p < A o f a n  N-point symmetric sequence 
/i(n), where M  • L =  N , such th a t {h[N  — n) modulo N^ =  h{n) has a zero at 
(z,p) =  ( y ,  §)-
Since the Gaussian sequence is symmetric, its Zak transform has a zero at (%, p) — 
Thus, when the Zak transform method is used to compute the Gabor 
expansion coefficients, the Gaussian is shifted fractionally by e =  |  producing the 
generator wavelet
9e{i) = ( ^ ' ]  e x p ( - 7 r ( ^ - ^ )  ) (3.17)M  j  F "  \ ~ M
The Zak transform of this sequence does not vanish since its zero is a non-sample 
point, thus stabilising the computation of the Gabor coefficients [3].
3.6 Gabor Expansion of an Im age
In higher dimensions the Gabor expansion is separable and the Gaussian wavelet gen­
erator in two dimensions can be obtained by means of the product of one-dimensional 
generators on each dimension [107],
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= 9{i) ■ g{j) (3.18)
Thus, the above theory may easily be extended to two dimensions.
Let us consider an A  x A  image tessellated by L x L non-overlapping windows 
of size M  X M , where N  = M  • L. Let g{i , j )  represent the window function. Then, 
the Gabor expansion of f { i , j )  is uniquely given by
Lf—1 Lf—1 Aif—1 I\d—1
/( L I )  =  E  E  Z  E  X gm'M,n'M,k'L,l'L{iJ) (3.19)
m '=0 n '=0 k'=0 V=0
where
/  ifçf _j_ ji> \
gm*M,n>M,k'L,i'L{hj) = ^(^ +  m ' M , j  -f u'M) exp I —t27T —  j  (3.20)
If g{i, j)  is only non-zero in a region of size M  x M , each Gabor coefficient 
cim'M,n'M,k'L,i'L will correspond to a finite M  x M  region at image coordinates 
(rn'My n'M).
Therefore, since the image f { i , j )  is tessellated by L x L non-overlapping windows 
of size M X M , it will have M  x M  Gabor coefficients am'M,n'M,k'L,vL  ^ 0 < k' J '  < M  
a t every location indexed by 0 <  m ',n ' < L. These coefficients represent the 
relative weight of the basis function modulated to frequency {k'L, VL) at location 
[m'M, n 'M)  in the image.
Similar to the one-dimensional case, it was shown th a t if g{i , j )  is a Gaussian 
function, it achieves optimal joint resolution in the space/ space-frequency represen­
tation [40, 33]. In fact, the uncertainty relation in A-dimensions may be written as 
[109]
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^  / 1 \ ^ (3.21)
Therefore, we apply the Zak Transform algorithm [115, 3] to compute the Gabor 
coefficients of an image with g{i , j )  chosen to  be a Gaussian function.
We may re-write the Zak Transform of an A  x A  2-dimensional signal (image)
as
( Z f ) { i J , p , a )  =  /(^  +  rM , j  -I- pM)  exp
r= 0  p = 0  ^ ^
0 < i y j < M , 0 < p ^ a < L  (3.22)
Equation 3.16 may be re-written for a two-dimensional array as [115, 3],
, m 'p + n 'a . ,X exp(t27T   ) exp(i27T— —— )
0 <  A <  T, 0 <  &% f' < M  (3.23)
where the Gaussian function g{i , j )  is a product of one-dimensional Gaussians 
as in Equation 3.18 each defined with a fractional shift as in Equation 3.17.
If the size of the Gaussian function is increased from M  x M  to 2M x 2M, the 
original A  x A  image is tessellated more coarsely by ÿ x ^ blocks, and each block 
will be represented by 2M x 2M complex Gabor coefficients. In other words, the
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image is spatially tessellated more coarsely and each image location is represented by 
Gaussian functions which are modulated more finely. Therefore, a multiresolution 
representation may be generated by Gabor expansions with different size Gaussian 
functions.
3.7 A pplication to  Texture segm entation
The localised nature of the Gabor coefficients makes them attractive to be used in 
image processing problems where local information is to be extracted. One such 
area of interest is texture segmentation.
Recently, several texture segmentation techniques were published based on Gabor 
elementary functions or Gabor filters. These methods either rely on an expansion 
of the image by elementary functions of finite support or tessellate the frequency 
plane using a small number of filters and convolving the image with these filters. 
The expansion coefficients or responses are then used as discriminant features for 
texture segmentation [67, 77, 56, 35].
In this work we employed the Gabor expansion using a Gaussian basis to extract 
localised image information and used the magnitude of these complex Gabor coef­
ficients. However, the Gabor coefficients are too unstable to be used in their raw 
form as texture features. In most of the methods which involved the use of localised 
coefficients or Gabor filtering, the coefficients or filter outputs were post-processed 
by some non-linear function, such as a hyperbolic tangent function [56], and the 
mean energy within a window used as a localised feature. In our case, each Gabor 
coefficient a t a  particular image location is post-processed by a mean energy window 
to yield a localised feature, which we shall refer to as a Gabor feature.
Let the M  x M  coefficient magnitudes at image location {m'M , n 'M)  be repre­
sented by
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Figure 3.3: An example of a bi-partite texture image.
r k'L ,V hii 1 j )  — M,n'M,k'L,V L\m'=i.,n'=] (3.24)
These can be considered to be components of an M^-dimensional vector r(%, j) ,  
th a t is
(3.25)
where {i , j)  are grid co-ordinates on the image lattice subsampled by M  x M, 
such tha t 0 < i , j  < N / M  =  L.
Then, the Gabor feature x(z, j)  is defined by the energy in a window around 
th a t is
x(L j )  =
A
w-iW-l
^  È  E  r(i + p,j + ?)2 
^ p = - ü ^ , = - a ^
(3.26)
where IT x IT is a window placed at (i , j ) .
The M  X M  components of the feature vector x(z, j)  are distributed on planes 
of size L x  L. Each location in the L x  L  plane corresponds to an area in the N  x  N  
image. The size of the area in the N  x N  image corresponds to the size of the 
Gaussian function used for the Gabor Expansion. By computing the local energy of
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Figure 3.4; The four components of the Gabor feature vectors of the bi-partite 
texture image. The corresponding frequency numbers of the Gaussian elementary 
functions are (from left to right): (0,0), (0,1), (1,0), (1,1). Gabor Expansion at 
resolution M  =  2.
the Gabor coefficients, a smoothed Gabor feature field is generated which has been 
found to be useful to discriminate different textures in an image [19, 18].
For an A  X A image, a spatial/ spatial-frequency resolution is selected by setting 
values for M  and L, M  • L = N . This determines the number of local cells in the 
image as L x L, each having M  x M  local elementary signals. Thus, each location 
on the L X L  grid is represented by a M^-dimensional feature vector. For example, 
analysis of the image shown in Figure 3.3 of size 256 x 256 at resolution M  =  2 
produces a 4-dimensional Gabor feature vector at each location on a 128 x 128 grid. 
Figure 3.4 shows each component of this feature vector at each location on the 
subsampled grid of size 128 x 128 using mean energy window of size 15 x 15.
3.8 D iscussion
We have demonstrated the effectiveness of the Gabor coefficients for texture seg­
mentation in [19, 18, 17]. In [18] we also showed that the performance of the Gabor 
coefficients is similar to tha t of features derived from Daubechies’ wavelets. Even 
the experiments carried out in this work show that the Gabor features carry suitable 
information to enable texture segmentation.
However, we need to point out tha t the exact meaning of the Gabor coefficients 
is not always clear in the literature. Since the elementary signals gm,k{i) are well-
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localised in time and frequency, several authors claim th a t the Gabor coefficients 
am,k are expected to represent the intensity of the signal around time m T  and 
frequency kLl [51, 27] or th a t they represent the energy distribution of the signal 
in the time-frequency space [55]. However, in a recent review of time-frequency 
analysis techniques, Qian and Chen [79] insisted tha t since the Gaussian basis is not 
orthogonal, the Gabor coefficients cannot be determined by an inner product of the 
signal with the basis functions, and consequently, the coefficients do not represent 
the projection of the signal onto the Gaussian basis.
Rather, the Gabor coefficients should strictly be described as the relative inten­
sity of the respective Gabor elementary signal in the image. In other words, if we 
have a compactly supported basis function and consider the location (m, n) in the 
image, we would require to sum the elementary signals with all possible modulations 
{k,l)  weighted by their respective Gabor coefficients am,n,k,i to reconstruct the pixel 
value a t this location.
The issue is closely related to the problem of computation of the Gabor coef­
ficients. Recall tha t Gabor did not provide an analytic solution to  determine the 
expansion coefficients. Bastiaans [5] was the first to derive a dual basis function 
which is orthogonal to the basis function of the expansion for a critically sampled 
time-frequency space. In this way, the Gabor coefficients are determined by the in­
ner product of the dual basis functions with the signal. However, the dual function 
of a  critically sampled Gaussian basis is not time- or band-limited [31] and there­
fore, Qian and Chen [79] argue th a t Gabor coefficients determined in this manner 
do not describe the intensity of the signal around the respective time and frequency 
intervals. Daubechies [32] states th a t if the Gaussian basis function is slightly over­
sampled the dual function has time and frequency localisation but loses time and 
frequency localisation when the time-frequency plane is critically sampled.
It is clear th a t the divergence of the interpretation of the Gabor coefficients from
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being a measure of signal intensity in localised time and frequency depends on the 
extent to which the dual function is non-localised in time-frequency space. It should 
be pointed out th a t the method we employ to determine the Gabor coefficients uses 
the Zak transform which requires explicit régularisation to avoid the zero plane of 
the Zak transform. Thus, the resulting implicit dual basis is somewhat different 
from the discrete form of the non-localised dual function.
Our experiments in previous work [19, 18, 17] as well as the results shown in 
this research demonstrate tha t the Gabor coefficients obtained by the regularised 
Zak transform algorithm may be used to generate features which describe localised 
properties of an image and were shown to be effective in texture image analysis 
and segmentation. Since this work is not concerned with a comparative study of 
texture feature extraction methods, we have developed our segmentation algorithm 
using these features which can be efficiently determined and which have already 
been shown to be effective for texture segmentation.
Finally, it should be noted that the algorithms tha t we develop in this research 
are not dependent on the use of the Gabor expansion coefficients, bu t rather, can 
be applied to any other set of texture features.
3.9 Concluding Rem arks
The Zak transform provides a stable and efficient, FFT-based algorithm to com­
pute the Gabor coefficients on a Gaussian basis. In spite of the problem with the 
interpretation of the Gabor coefficients, this basis is attractive since it satisfies the 
information uncertainty principle by an equality and hence is optimal in tha t sense. 
The Gabor coefficients have also been shown to provide effective features for texture 
segmentation.
Furthermore, the Zak transform algorithm may very easily be extended to pro­
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vide Gabor coefficients at several spatial resolutions, making it possible to  develop 
the segmentation process over a multiresolution framework, as shall be discussed in 
later chapters.
At all levels, each image location is represented by a multi-component feature 
vector. The question which we now pose regards the problem of selecting the di­
mensionality of the feature space and the most suitable feature components for 
segmentation. This problem will be the m ajor area of exploration in this work. We 
also develop the exploration technique in a multiresolution framework which allows 
the texture analysis to be performed on several scales.
Chapter 4 
Progressive Segm entation
4.1 Introduction
The Gabor Expansion for a given size of Gaussian function provides several localised 
coefficients which describe the relative weighting of localised Gaussian functions 
modulated at different frequencies such th a t the space-frequency plane is critically 
sampled by these Gaussian elementary functions. As in other texture analysis meth­
ods, such as multichannel filtering, the problem of feature selection arises in order 
to reduce the dimensionality of the feature space which is necessary to achieve bet­
ter feature clustering. The choice of a set of features which best discriminate each 
texture from the other textures has to be made when segmenting multiple texture 
images.
Similar textures are expected to have similar coefficients whereas different tex­
tures would have a different distribution of coefficients depending upon their lo­
calised frequency content at the scale of analysis. Therefore, the Gabor coefficients 
for a given frequency of a specific texture will tend to cluster together. The Gabor 
coefficients of another texture with different frequency content, will cluster together 
around a different mean. The suitability of a feature space for partitioning the clus­
ters and discriminating each texture depends upon the separability of the clusters.
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This, in turn, depends upon the inter-cluster distance and the intra-cluster variance. 
In this chapter we use the two-point correlation function as a suitable analysis tool 
to guide the feature selection process and propose an automatic criterion for the 
analysis of its shape.
The two-point correlation function was shown to be a suitable transform to in­
vestigate the separability of clusters in a multidimensional feature space, and th a t 
feature space partitioning on the basis of evidence provided by the two-point cor­
relation function provides bipartite texture segmentation consistent with perceived 
regions and ground tru th  [37].
In this chapter we show how the two-point correlation may be used in a progres­
sive segmentation scheme which is particularly useful for m ulti-part texture images. 
The texture images are processed to yield multiresolution Gabor features. I t will 
be shown th a t using the two-point correlation function to select the optimal feature 
set, the segmentation may be progressively improved. The multiresolution scheme 
allows more textures to be discriminated and allows refinement of the segmentation 
result.
The next problem arising after selecting a suitable feature set relates to the m an­
ner by which these features can be used to  segment the image. Several researchers 
use clustering techniques in order to label each image region according to the corre­
sponding feature cluster. In an unsupervised system, the number of textures present 
is unknown and typically presents a problem for the clustering algorithm. We shall 
show th a t the two-point correlation function can provide information regarding the 
number of textures present.
Since the segmentation is obtained by feature space partitioning, small misclas- 
sified regions may be formed. Therefore, the segmentation result may be improved 
by allowing conditional merging. From this point of view, the proposed algorithm 
may be seen as a multiresolution split-and-merge algorithm using irregular regions
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and higher-order statistic criteria.
4.2 The Tw o-Point Correlation Function
Consider an M-dimensional feature space in which there are N  feature points 
with a mean density n. The distance between each pair of points is computed. By 
considering the frequency of occurrence within finite ranges of distances, a frequency 
histogram may be accumulated to represent the distribution of pair-wise distances.
If the distribution of feature points were uniform, this histogram would be con­
stant, for all pair-wise distances, where Np  is the number of pairs of points. The 
two-point correlation function gives the excess probability density of distances be­
tween pairs of points in the feature space. This leads to  the M athematical definition 
of the two-point correlation function as
dP  =  —  (1 +  ^(r)) d ^ r  (4.1)i \ p
where ^(r) represents the two-point correlation function, and dP  and d ^ r  denote 
the elemental probability and elemental volume, respectively.
For a uniform distribution the two-point correlation function is zero for all dis­
tances and the probability of occurrence of separation r would be
dP = - ^ d ' ^ r  (4.2)N p
On the other hand, if the distribution of feature points, p{x), is such th a t the 
features are more densely packed in a certain region of the feature space, this would
result in a non-zero excess probability. Consider the distribution which has a higher
density around px- The autocorrelation function of this distribution will have a
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peak at zero falling off to a constant level depending on the variance of the cluster. 
If this distribution were uniform, the autocorrelation function would be constant. 
This intuitive relationship between the two-point correlation and the autocorrelation 
function of the probability density function p{x) of the distribution was shown to 
be expressed by [37]
( ( r )  =  < f  _  1 (4.3)
4.2 .1  T w o-P oin t C orrelation Function  o f a D iscrete  Space
In practice, the distribution of points in the feature space is not continuous but 
discrete. Therefore, we need to determine the two-point correlation function of a 
discrete space from our definition of the two-point correlation function for a contin­
uous space.
Let us choose an infinitesimal volume element dV  such th a t the probability of 
finding a single feature point is
dp ~  ndV  (4.4)
where n  is the mean density of feature points. Therefore, if M  elementary 
volumes are chosen at random, the expected number of points found would be
M w y .
If elementary volumes dVi and dVg are separated by r i2 , and if dPi and dP2 are 
the probabilities of finding a point in each volume dVi and dV2, respectively, the 
probability of finding a point in dVi and the other in dig is
dPi2 = dPi X dp2
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=  ndVi X ndV2
=  n^dVidVi (4.5)
assuming tha t there is no correlation between the point locations.
If there is some correlation between the point locations, the probability dPi2 
would be different by a factor which represents this correlation, being greater for 
positive correlation, or less for negative correlation. Let the correlation between
point locations at Vi and rg separated by be denoted by ^(ri; ri +  ru ) ,  then,
dPi2 =  n^dVidV2 (1 +  ((n ; ri 4- r^ ))  (4.6)
By Bayes’ Theorem, if there is a point in dV\, the conditional probability of 
finding another point in dig is
dPi2 =  ndV2 (1 +  n  +  rig)) (4.7)
In general, for a second point to be found at a distance r  from the first point,
dPj. =  ndV {1 +  ^{ri; ri-\r r)) (4.8)
Integrating over the volume of radius r centred at dVi,
f  dP rdV ^  [  ndV +  f  < ( r i ; r i  +  r)d F  (4.9)JVr JVr JVr
The left-hand side of this equation will give all the points in the volume Vr 
and the first term  on the right-hand side gives the number of points for a uniform 
distribution of density n, thus
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Nr — n V r + n  f rI 4- r)dV  (4.10)JVr
The second term  on the right-hand side gives the excess number of points over 
those for a uniform distribution.
If this procedure is repeated for different starting points, in general, different 
values of Nr are found. The expected value of Nr for a large ensemble of such trials 
is
< Nr > =  nVr 4-n < ^{ri] Ti 4-r) > dV
nVr +  n I  i(.r)dV  (4.11)'Vr
where ^(r) = <  ^(ri; r i 4- r) >.
The average number of pairs of points which can be found having a separation
between r and r  -t- dr is given by
Np = < Nr+dr > ~  < Nr >
=  »(14+dr-% .)  +  »  ^{r)dv  -  ^ { r )d v )  (4.12)
Vr+dr — 14 is a hyperspherical shell of radius r  and thickness dr. Hence, this 
volume is given by the surface area Sr of the shell multiplied by its thickness dr. 
Therefore, Equation 4.12 becomes
Np  =  nSrdr 4-n^{r)Srdr
=  nSrdr{l 4 - ^(r)) (4.13)
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From Equation 4.13 we can obtain an expression for the correlation term  f ( r )  as
It has been shown tha t the two-point correlation function may be computed 
using this expression for any M-dimensional space where Sr would represent the 
corresponding surface of the hyper volume [37].
4,2 .2  T w o-P oint C orrelation A lgorithm
Equation 4.14 suggests a straightforward method for computing the two-point cor­
relation function of a discrete distribution of feature points in an M-dimensional 
space. The four terms which need to be computed to estimate the two-point cor­
relation function are the average number of pairs, Np, which can be found with 
separation in the range [r,r 4- dr], where dr is the bin size, the average density n  of 
points in the feature space, and the surface area Sr of the hyper sphere of radius r.
In order to determine the bin size dr, we find the maximum possible distance 
in the feature space and divide this by the number of bins B  over which the two- 
point correlation function will be estimated. Since the number of pairs of points is 
typically very large, we take a random selection of pairs such th a t the distribution is 
well represented. The method of determining an estimate of a suitable sample size 
for the estimation of the two-point correlation function is discussed in Section 4.2.3. 
A uniform number generator is used to generate pointers to feature points which are 
selected in a pair-wise manner. The Euclidean distance between a pair of features 
is computed, quantised to the correct bin and the relevant bin is incremented.
The accumulated number of pairs Np  in each bin, representing a given separation 
interval, needs to be normalised by Srdr which is the volume of the M-dimensional 
hyperspherical shell of radius r  and thickness dr, as expressed in Equation 4.14.
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This is necessary since a larger shell volume is biased to capture a higher proportion 
of points simply due to its larger volume rather than due to the presence of more 
points at such a separation. The area Sr is calculated by [37],
» .=
for a bin size dr, where [x] is the floor function which takes the integer part of x.
This value has to be divided by n, tha t is normalised with respect to a uniform 
distribution such tha t the two-point correlation function evaluates to 1 for a uni­
form distribution. Since n  is the average density of points, it may be evaluated by 
Equation 4.16, where Np  is the to tal number of points and Vm is the volume of the 
M-dimensional feature space.
Nrn =  —  (4.16)VjM
Finally we subtract 1 to obtain an estimate of the excess probability density 
function of pair-wise separations. Therefore, an estimate of the two-point correlation 
function is determined by,
4 .2 .3  S ta tistica l Sam pling for th e  T w o-P oint C orrelation
Since the possible number of combinations of pairs of points in an image feature space 
is large, a sample of feature pairs is selected to estimate the two-point correlation 
function. This requires tha t we choose a statistically significant sample size of pairs 
in order to reduce the estimation error of the two-point correlation function.
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In [38], it is argued th a t since the two-point correlation function is a measure 
of the deviation of a distribution from uniformity, a sufficiently large number of 
sample points should be taken to represent a uniform distribution with a specified 
accuracy. It is assumed tha t the feature space is a hypersphere of radius R  and 
th a t the two-point correlation function is quantised into B  bins, such th a t the bin 
size dr ~  The first bin of the two-point correlation function corresponds to the 
smallest range of separations and thus, the feature space volume associated with 
this first bin is the smallest volume of interest. Therefore, if the estimation error for 
the two-point correlation function in this bin is kept below the specified value, the 
estimation error in the other bins would be less. That is, the first bin represents the 
worst case and may be used to estimate a lower bound for the number of samples 
required for sufficient accuracy.
Following [38], if Vm {R) is the volume of an M-dimensional space, given for 
R  — 2.5 in Equation 4.26, the fraction of the total volume related to the first bin is 
Vm { ^ ) / V m {R)- If there are N  feature points there exist |A ( A  — 1 ) pairs and the 
expected number of pairs found in the first bin may be given by [38]
JV is a random number itself and has a standard deviation which decreases if 
more samples are found in this bin; since Af is the number of samples in this bin, 
the standard deviation decreases as Hence, the proportional variation of A f  is 
[38]
where e is the maximum error allowed in the estimate of the two-point correlation 
function.
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Substituting the expression for the hypervolume Vm (-) of 4.26 into Equation 
4.18, this inequality may be expressed as
N  > (4.20)
Thus, the right-hand side of this inequality establishes a lower bound for the 
number of feature points, denoted by A m (c) which must be used to ensure th a t the 
estimation error of the two-point correlation function is less than e. Note th a t this 
lower bound depends on the dimensionality of the feature space, and is larger for 
higher-dimensional spaces.
The number of pairs of points to be used in the estimation is established before­
hand, according to the number of bins used for the estimation and the maximum 
allowable error.
4 .2 .4  L im itations o f th e  T w o-P oint C orrelation
The two-point correlation function estimate suffers from a major limitation, namely 
the boundary effect. This becomes more significant for higher dimensional spaces 
and even for two-dimensional spaces, the two-point correlation function may be 
rendered useless.
It is clear th a t the presence of a boundary beyond which no feature points exist 
tends to lower the two-point correlation function estimate for large separations since 
the available search space for pairs of points with large separations is smaller than 
the available search space for pairs with small separations. However, the frequency 
of occurrence of large separations is normalised by the same mean density of the 
whole distribution, which introduces a bias against larger separations. Therefore, if 
a distribution has two or more clusters, the secondary peaks reflecting the interclass 
distances are attenuated by this border effect; the attenuation would be worse for
78 C H APTER 4. PRO G RESSIVE SEG M ENTATIO N
Border Effect
-1 # . !
' ' ^— 3»-' / \ / 'J  ;
No Border Effect
Figure 4.1: Representation of border effect in a one-dimensional finite space for 
separation r < ^ . The black points represent first points and the crosses represent 
second points at separation r, represented by the radius.
larger cluster separations. Furthermore, as the dimensionality of the feature space 
increases, the effect of the border becomes worse.
Here we give a simple explanation of the errors introduced due to the border 
of the feature space. Consider a uniform distribution in a finite one-dimensional 
space with a maximum range L. For point separations r < ~, the points in interval 
[r, L  — r] contribute to the two-point correlation function estimate as if the space 
were infinite; however, points in the edge-intervals [0, r] and [L—r, L] contribute only 
half the number of points compared to the case where the space was infinite, since 
if the first point is selected from these intervals, the second point must be selected 
from the interval [r, L  — r], tha t is it can only be selected from one side of the first 
point, as shown in Figure 4.1. Therefore, compared to an infinite space with range 
of interest [0 , 1 /], there will be a lower number of pairs of points a t a separation r in 
a finite space which can contribute to the two-point correlation function. Since this 
is a uniform distribution we can say tha t the number of pairs of points at separation 
r  is proportional to the range. The effective fraction of points contributing to the 
two-point correlation function a t separation r is given by
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Figure 4.2: Representation of border effect in a one-dimensional finite space for 
separation r > ~. The black points represent first points and the crosses represent 
second points a t separation r from the black point, represented by the radius.
L L  2
For point separations r  >  | ,  points in the interval [0, L — r] can only find a 
second point in the interval [r, Z-]; similarly, points in the interval [r, L] can only find 
a second point in the interval [0, L — r]. This is illustrated in Figure 4.2. Therefore, 
compared to an infinite space, where points in these intervals could find a second 
point both to their left and to their right, the points in this range can only contribute 
half the number tha t they would contribute if the space were infinite. Therefore, 
the effective fraction of points contributing to the two-point correlation function at 
r is,
ï ^ r j ) Ç , i L -  r) ^  ^ ^  L (4,22)
■Lf ju 2
Equations 4.21 and 4.22 show th a t over all the range of separations r G [0, L], the
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fraction of points contributing to the two-point correlation function in proportion 
to the factor contributed by points in an infinite space is given by,
1 — — (4.23)Ju
This shows tha t the estimation of the two-point correlation function is reduced 
by £ due to the borders, which agrees with the value obtained in [37].
The border effect becomes more severe if the distribution of points is not uniform 
and mainly occupying only small regions in a sparse feature space. In this case the 
volume of the feature space used in the estimation of the two-point correlation 
function is much larger than the volume occupied by most of the distribution. In 
practice, the border effect is observed to  become more severe for spaces of higher 
dimensions.
In order to reduce this problem the feature distribution is decorrelated. In this 
way, the hypercube sparse feature space is transformed into an approximately hy- 
perspherical space which is more efficiently populated by the feature distribution. 
In order to decorrelate, or whiten, the feature distribution, the covariance m atrix is 
computed and the eigenvalues and eigenvectors of this m atrix are determined and 
used to form a diagonal M  x  M  eigenvalue m atrix A, and the eigenvector matrix 
C7, where M  is the dimension of the feature space. Let us define the whitening 
transformation m atrix W  as,
W  =  (4.24)
The whitening matrix W is used to project the feature vectors x  into y  by,
y  =  W x  (4.25)
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The distribution of feature vectors y  are mostly contained in a hypersphere 
of radius 2.5 times the standard deviation of each feature component, which is 
now normalised to unity. For a Gaussian distribution, 90% of the points would be 
contained within the volume Vm  of the whitened feature space,
< - )
Since this projection transforms a uniform distribution into another uniform 
distribution it will not bias the two-point correlation function estimate defined as 
the excess probability density function of pair-wise distances over th a t of a uniform 
distribution.
In order to correct for the border effect, we normalise the two-point correlation 
function of the transformed distribution by the two-point correlation function 
of a uniform distribution over the same finite hyperspherical space of the same 
size as tha t taken for the data. The normalisation is performed by
Since is the two-point correlation function of a uniform distribution in
a hypervolume of known shape and size, this may be analytically computed. An 
analytic formula for ^(«), derived in [37], is given by.
([/(r ) == CAf(r) - 1  (4L2I8)
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where
G2m(r) =
cos (è) ~ r ,2 m —11 - E (2g)!! 1 -
for even dimensionality and
C2m+l{T) =
(-i)<
(4.29)
(  y
A;)!/c!ç!)(?7z. H- ç  +  â; H -1) /  \ 2 R /
0L3O)
for odd dimensionality, both for m >  0 .
In this way the two-point correlation function of a whitened data set may be 
corrected for the border effect.
4.2 .5  T w o-P oint C orrelation F unction  S ignatures
Clusters which have a low intra-cluster variance and large inter-cluster distance 
are said to be more separable than clusters with high variance and low inter-cluster 
distances. This implies tha t more separable clusters may be partitioned with a lower 
misclassification error. The two-point correlation function has been shown to be an 
effective tool enabling the evaluation of the quality of the feature space in terms 
of cluster separability. The two-point correlation function of a feature distribution 
containing two separable clusters would show a primary peak at zero and a secondary 
peak corresponding to the inter-cluster distance. The primary peak is generated by
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Figure 4.3: Multiple cluster distribution and its two-point correlation.
the pair-wise distances between feature points within the same cluster, whereas 
the secondary peak is generated by the pair-wise distances between feature points 
belonging to different clusters. The position of the secondary peak reflects the 
distance between the clusters and the widths of the primary and secondary peaks 
depend on the variances of the clusters. Therefore it is possible to  evaluate the 
quality of a multi-dimensional feature space through a visual examination of its 
two-point correlation function. Figure 4.3 shows an example of a two-dimensional 
feature space and its two-point correlation function.
Furthermore, it may be possible to derive more information regarding the feature 
distribution by examining the number of secondary peaks present in the two-point 
correlation function. The interpretation of the number of secondary peaks needs to 
be done cautiously since the representation of a multi-dimensional distribution by 
a one-dimensional function results in a loss of topological information. This can be 
illustrated by considering a feature space populated with three idealised separable 
clusters of equal populations and with low equal variances.
Suppose the 3 clusters were distributed as shown in Figure 4.4. The two-point 
correlation function of this distribution will exhibit only one secondary peak since 
the inter-cluster distances AB , AC, E C  are equal. In this case, feature pairs taken
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Figure 4.4: Three idealised clusters at the vertices of an equilateral triangle and 
their two-point correlation function.
from different clusters will have similar distances within the standard deviation of 
the clusters, and will result in a high density of points around separation A B  =  
A C  =  BC.
Alternatively, if the three clusters were distributed as shown in Figure 4.5, since 
A B  = BC ,  the two-point correlation function will exhibit a secondary peak due 
to the combined occurrences of distances between points taken from cluster A  and 
cluster B,  and vice-versa, as well as points taken from cluster B  and cluster C, and 
vice-versa; this secondary peak is expected to be lower than th a t of Figure 4.4, since 
a smaller number of feature points contribute to it in this case. In addition, a lower 
peak will be exhibited around separation equal to A C  due to distances between 
points taken from cluster A  and cluster C, and vice-versa.
Finally, if the three clusters were distributed as shown in Figure 4.6, the two- 
point correlation function will exhibit a secondary peak at separation equal to B C ,  
due to feature pairs taken from clusters B  and C. Another peak is expected around 
separation equal to A B  due to feature pairs taken from clusters A  and B. A final 
peak will be exhibited around separation equal to A C  due to feature pairs taken 
from clusters A  and C.
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Figure 4.5: Three idealised clusters situated equally along a line and their two-point 
correlation function.
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Figure 4.6: Three idealised clusters at the vertices of a scalene triangle and the 
two-point correlation fucntion.
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These three idealised examples illustrate an im portant characteristic of the two- 
point correlation function. Since the two-point correlation function is a density of 
pair-wise distances, we may idealise the separations between the clusters by lines 
joining the separate clusters. Therefore, the presence of one secondary peak is 
evidence of, at least, two separable clusters, since, at least, two clusters are necessary 
and sufficient to draw one line. Therefore, although the feature space has three 
clusters, only the presence of two can be deduced from the two-point correlation 
function. In general, although more clusters may exist, only the minimum number 
of clusters can be deduced by inspecting the number of secondary peaks in the 
two-point correlation function.
Now, two secondary peaks indicate the presence of, at least, three clusters, since, 
at least, three clusters are necessary and sufficient to draw two lines representing 
these peaks. However, three secondary peaks can only be taken to  indicate the 
presence of still three clusters, since it is possible to fit three lines of different size 
between three clusters, thus, three clusters are necessary and sufficient to generate 
three secondary peaks.
Therefore, we need to establish a relationship between the number of secondary 
peaks and the minimum number of clusters which can be deduced. The solution can 
be found by considering the clusters as graph nodes and to determine the number 
of links, Ni, for full connectivity. If all links have different lengths, Ni will also be 
the number of secondary peaks.
Conversely, if the number of secondary peaks is Ni, we need a graph of, at least, 
n  nodes such tha t
=(3=^
which is the number of combinations of pairs of nodes in a graph having n  nodes.
4.3. ESTIM ATING  CLUSTER SE P A R A B IL IT Y  87
The minimum number of nodes, n, is found by solving the quadratic equation 
4.31 giving,
n  =  — 1^1 +  ■\J SNi +  1^ (4.32)
Since n should be an integer, we take |"n], which rounds up the value to the next 
higher integer.
The preceding discussion was based on ideal clusters in order to explain the re­
lationship between the number of separable clusters and the number of secondary 
peaks in the two-point correlation function. However, it is more likely to encounter 
feature distributions which, although having distinct clusters, are not easily separa­
ble. In many cases, the secondary peak may even disappear. However, in such cases 
we may still notice a change in curvature in the two-point correlation function such 
th a t there is a density of pair-wise distances higher than expected at a certain sepa­
ration. This is an indication of multiple clusters which may not be easily separable. 
It has been shown [37] th a t the quality of segmentation is consistent with the char­
acteristics observed in the two-point correlation function such th a t if a secondary 
peak is clearly visible, the segmentation is likely to have low misclassification errors, 
whereas if the two-point correlation function exhibits only an inflexion point, the 
resulting segmentation would have higher errors.
4.3 E stim ating cluster separability
As explained earlier, the texture image is decomposed into Gabor coefficients which 
represent the relative weight of a Gaussian function localised in space and frequency. 
Consider an. N  x  N  image which is decomposed into a Gabor expansion a t a given 
resolution level such th a t the image is uniformly tessellated into L x L  locations and 
each location is represented by M  x M  Gabor coefficients. Let us define a set of
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Gabor features as those features representing a given frequency at all the locations 
in the image, thus constituting a feature image for each frequency. In order to use 
the Gabor features for segmentation, we require to select one, or more, of these sets 
of Gabor features. Each feature set, or combination of feature sets, constitutes a 
feature distribution in one, or higher, dimension, respectively.
We are faced with the problem of selecting the most suitable feature space from 
all available spaces such tha t the different textures are represented by separable 
clusters. If we have M  x M  frequencies, M x M  one-dimensional sets exist. However, 
the number of possible feature spaces is much larger than this, since we may have 
combinations of feature sets in higher dimensional spaces.
Each location i in the image is represented by an M  x M  feature vector 
x{i) =  ^di,d2,—,dMxMi^)
where each component 2:^(2), 0 < j  < M  x  M , represents the coefficient of the
frequency modulated Gaussian at this location. These vectors are distributed 
in the feature space with highest dimension, specifically M x M .  We denote this 
feature space by .
However, we may construct feature vectors with lower dimensionality by selecting 
only a subset of the available features at any location i. The components of feature 
vector
Xdud2,...4ni^ = i^diii), - ,  t K  M  X M  (4.34)
are the features Xdi{i),Xd2{i), of the available features at location i.
These feature vectors are distributed in the n-dimensional feature space
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where each of the subscripts dk represents a unique frequency of the modulated 
Gaussians.
If S ^  is the power set of feature spaces which may be generated by the Gabor 
feature sets, we require to  select the most suitable feature space S* G S ^ .  This 
is achieved by estimating the two-point correlation function of the distribution of 
feature vectors in each possible feature space of S^ .  The multi-dimensional spaces 
are whitened as explained earlier and the two-point correlation functions of each 
whitened feature space is corrected for the border effect, as explained in Section
4.2.4. Then, each two-point correlation function is analysed in order to select th a t 
feature vector distribution which exhibits the best separability between any clusters 
present. This optimal feature distribution in S* is then partitioned to obtain an 
initial segmentation of the image.
Before proceeding with a discussion of the multiresolution segmentation and 
merging processes, we shall discuss the method used to analyse a two-point correla­
tion function.
4.3 .1  A  M easure o f th e  T w o-P oin t C orrelation  F unction
Initial segmentation experiments were performed by visually inspecting the two- 
point correlation function of each Gabor feature space in order to choose the best 
features a t every step of the segmentation, the same as was done in [37]. These 
results were promising and, thus, in this thesis, as we are interested in unsupervised 
segmentation, it was required to implement a quantitative measure of the two-point 
correlation function which would allow unsupervised feature space selection, and 
hence, unsupervised segmentation.
In this work, we adopted a statistical technique, to analyse the two-point correla­
tion function. This technique is based upon a measure of divergence of the curvature
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of the two-point correlation function from th a t of a Gaussian function. This mea­
sure is suitable for detecting the presence of secondary peaks, as well as a change in 
curvature, both of which are evidence of multiple clusters in the feature space.
The peak position, Vmax, and its value, are determined and the standard
deviation a  of a Gaussian function fitted to this peak is estimated. Then the second 
central moment of the two-point correlation function around its peak (mode) is 
estimated and normalised by the area under ^(r), to give a characteristic separation,
(4 35)E i^ (n )
taking only up to non-negative ^ ( r j  values.
The number of standard deviations a between (  and Xmax provides a measure of 
the degree of divergence of ^(r) from a Gaussian function. Therefore,
Mt = ~  ''"""I (4.36)
O '
is used as a separability measure for the two-point correlation function.
It has been empirically observed tha t often the value of the two-point correlation 
function at the secondary peak is negative. Therefore, in order to be able to use 
this separability measure, equation 4.35 was modified by shifting up the two-point 
correlation function ^(n) by 1 . Since the two-point correlation function is bounded 
from below by —1 , this allows us to use all the values of the (^(r^) -f 1 ) which are 
now non-negative.
The presence of multiple clusters in the feature space is taken to be indicated 
if Mt exceeds unity. This measure, as modified, appeared to correspond well with 
the visual judgements of the two-point correlation functions, and the quality of the 
segmentation results are consistent with this measure.
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In autom ated mode, this measure is estimated for the two-point correlation func­
tion of every feature space, and if it is found to exceed a threshold 7^* close to 1 , 
the function is analysed for secondary peaks.
In order to reduce the effect of false low-value secondary peaks which may occur 
due to small variations in the two-point correlation function, it is smoothed by a 3- 
point moving average filter. Then, the position and magnitude of the largest peak is 
determined. The two-point correlation function is scanned from the position of the 
largest peak onwards testing whether each value of the function is greater than the 
its previous and next value. If it is a local peak, it is considered to be a secondary 
peak. In this way, after scanning each bin of the two-point correlation function, the 
number of secondary peaks would have been determined.
If secondary peaks are detected, the minimum number of clusters present is 
deduced from the number of secondary peaks according to  the discussion of Section
4.2.5. If no secondary peaks are detected in the two-point correlation function but 
the measure Mt is greater than , the number of deduced clusters is automatically
set to a minimum of 2. If the measure M* is less than  Tjvfj, no analysis for secondary 
peaks is performed and only one cluster is considered to be present.
4.4 Segm entation  A lgorithm
The Gabor Expansion may be performed using different scales for the Gaussian 
analysis window and hence, yields a multiresolution scheme. At the root, or coarsest, 
level the texture image is analysed using large variance “non-overlapping” Gaussian 
windows; the N  x N  image is tessellated by a small number of windows, say L x L ,  
thus, the spatial resolution of the Gabor features is low. However, each location is 
represented by a large number of frequency features, say M  x M,  where N  — M  - L,  
and thus, the frequency resolution is high. Therefore, each of the L x L  locations
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is described by an M^-dimensional feature vector. Since there are only few feature 
vectors, we shall only explore feature spaces with dimensionality equal to or less 
than 2 , since higher dimensional spaces are too sparsely populated at low resolution 
levels. Thus, for a frequency resolution of M  — 8 , we have 8 x 8  Gabor coefficients; 
due to symmetry, only 5 x 5  are unique. Therefore, we have 25 one-dimensional 
feature spaces and 300 two-dimensional feature spaces, since =  300. The cluster 
separability of each feature space has to be explored by estimating the respective 
two-point correlation function.
At low spatial resolutions the Gabor features are more robust and the region 
properties are better represented since the analysis window is large. However, a 
segmentation obtained at this level results in coarse borders due to the low spa­
tial resolution. Furthermore, the different textures in the image may not all yield 
separable clusters in the selected feature space. Indeed, it is possible tha t not all 
textures can be discriminated a t one particular expansion level.
4.4 .1  Feature Space E xploration
At a Gabor resolution level i, we require to select a single feature space so th a t the 
image may be segmented by appropriate partitioning of this space. Let us assume 
th a t the image is not yet partitioned; thus, we may say th a t all pixels belong to 
a single class denoted by Each pixel i is labelled by Oi = oj^f G =
The initial number of classes is Cq =  1. We choose th a t feature space 
which has the best two-point correlation separability measure Mt, the selected two- 
point correlation function is analysed for secondary peaks, as discussed in Section 
4 .3 .1 , and if secondary peaks are detected, an estimate of the minimum number of 
clusters, Af, is determined, as discussed in Section 4.2.5. The feature distribution 
is partitioned by using the A-means clustering algorithm for K[  clusters. The 
subscript indicates tha t this is the first partitioning process.
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After clustering, the number of classes increases from a single class to C( = K^. 
In general, the updated number of classes is given by Cj =  Cp_i +  (AT^  — 1); since this 
is the first clustering step, Ci = Cq-\- (Af — 1 ) =  ATf. Each feature point i in the fea­
ture space is assigned a class label 9i =  such tha t G - • •,
Since each feature point i corresponds to a specific pixel in the image, this class 
labelling effectively generates a class-labelled image. We note th a t the class-labelled 
image does not necessarily yield compact regions, since a particular partition 
may contain a mixture of features from different locations in the image, especially 
if the estimated minimum number of clusters K[  was less than the actual number 
of clusters present. However, if the partitioning process reflects the texture region 
characteristics, as expected due to the nature of Gabor feature clusters, most pixels 
in the same partition will form homogeneous regions corresponding to the texture 
regions in the image, with only a few incorrectly partitioned pixels. Therefore, the 
resulting segmentation may have some mislabelled pixels constituting islands within 
an otherwise contiguous region. If each of texture region was not represented by a 
separable cluster in the chosen feature space, different textures may be labelled by 
the same class label, or even split between two classes. Figure 4.7 shows an example 
of a class-labelled image obtained by mapping back the points from a feature space 
which was partitioned into three clusters. These limitations motivate us to improve 
the segmentation result at the current resolution level before proceeding to explore 
finer Gabor resolution levels.
4.4 .2  C onn ected  C om ponents
In order to  clean up the image from the noisy mislabelling, the class-labelled image 
is scanned for connected components. A connected component is a set of con­
nected pixels which have the same class-label. The pixels belonging to a connected 
component are assigned a unique region label (j)i — such tha t G =
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Figure 4.7: Class-labelled image.
• • •, where R q is the number of connected components, or regions, found 
when scanning the class-labelled image. The second superscript indicates tha t this 
is the initial region labelling which occurs after classification and is necessary since 
with subsequent region merges, the region label set, and the number of regions, 
i?0) will change; thus, the current region label set is denoted by this superscript. It 
is clear th a t the number of regions, R q, resulting from this process is greater than, 
or equal to, the original number of classes 0(.  This can be seen in Figure 4.8 which 
shows the class-labelled image of Figure 4.7 after the pixels were assigned region 
labels. The number of class labels in Figure 4.7 was three, whereas the number of 
region labels in Figure 4.8 is five.
A region adjacency map is then computed for this region-labelled image, 
where the superscript denotes the current region-labelled image. The region ad­
jacency map has R q nodes denoted by n/. each representing a region A link 
between two nodes is drawn if the corresponding regions are adjacent. The link 
between nodes uj and Uk is weighted by
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Figure 4.8: The class-labelled image of Figure 4.7 processed for connected compo­
nents and assigned new region labels to form this region-labelled image.
w{rij, Tik) =  max P{nj,rLk) P{nj,7ik) (4.37)
where P{rij) is the perimeter of region and P{rij,nk) is the length of the 
common perimeter between regions and The region adjacency map corre­
sponding to the region-labelled image of Figure 4.8 is shown in Figure 4.9.
Figure 4.9: The region adjacency map of the region-labelled image of Figure 4.8.
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Figure 4.10: In Figure 4.8 region V'J is merged to and the region labels are 
updated generating this new region-labelled image.
Regions which are smaller than a predetermined size Ts are automatically merged 
to the region with which they have maximum perimeter adjacency. After a pair 
of regions have been merged, the number of connected components, starting from 
is reduced to R{ = R q — 1 and the new connected components are re-labelled 
in a left-right, top-down scanning manner with a new set of region labels =  
- -, Thus, for example, suppose tha t region ^ 4 ° in Figure 4.8 is smaller
than the size threshold. It has to be merged with its closest neighbour; from the 
region adjacency map of Figure 4.9 it is seen th a t has maximum adjacency 
with region and so the two regions are merged to generate the updated region-
labelled image of Figure 4.10 with the label set the
new region adjacency map ^^4 of Figure 4.11.
This merging process continues until all connected components are larger than 
the size threshold. If the region-labelled image undergoes r merges, the final number 
of regions is R^ — R q — t and the final label set is denoted by • • •,
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n4
Figure 4.11: The region adjacency map of the region-labelled image of Figure 4.10.
4 .4 .3  P rogressive S egm en tation
In view th a t the number of partitions K (  for the K-means clustering is usually less 
than the number of distinct texture regions, each connected component needs to 
be further explored for the presence of multiple textures within the same connected 
component. Let x^{i) be the feature vectors associated with connected component 
at the r-th  merge step. We may compute the two-point correlation functions of 
the distributions of feature vectors the region labelled
in the respective n-dimensional feature space %  for all dimensions n  and 
feature components d j , l  < j  < M x M ;  these two-point correlation functions are 
then analysed for evidence of multiple clusters.
If, for a given connected component, none of the two-point correlation functions 
indicate the presence of multiple clusters, the same process is performed for the 
next connected component until no further connected components remain to be 
explored. However, if any of the two-point correlation functions indicate evidence 
of multiple clusters, the feature space corresponding to the two-point correlation 
function with the highest separability measure is chosen to be partitioned further 
into K 2 clusters, where K 2 is determined from the respective two-point correlation 
function. The feature space is partitioned using the JC-means clustering algorithm 
and each feature point is assigned a class label according to the partition to which
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it belongs. In effect, the connected component is segmented again.
The process of finding the new connected components, generating the updated 
region-labelled image, computing the new region adjacency map, and automatically 
merging small regions is repeated as described above.
The explore-partition-merge cycle is repeated progressively until the feature 
spaces of all connected components have been explored and no further partition­
ing is possible. This method may effectively recover clusters which were undetected 
in an earlier partitioning. We recall tha t clusters could go undetected for, at least, 
three reasons: either because they did not form distinct clusters in the selected fea­
ture space; or because they were too close to other clusters to be resolved by the 
two-point correlation function; or due to the topological ambiguity of determining 
the number of clusters from the two-point correlation function.
4.4 .4  L im it C ycles
It may be noted tha t the cycle of partitioning and automatically merging small 
connected components may lead to a limit cycle. This occurs when the partition 
process results in a segmentation of a small connected component from a larger 
one, and the small connected component is automatically merged back to the larger 
connected component on the basis of size and adjacency criteria. Thus, when next 
exploring the feature spaces, the same partitioning occurs, which is in tu rn  followed 
by the same region merge, thus entering an infinite loop. The lim it cycle may 
also be of a more complex nature where the feature space partitioning results in 
a segmentation of a small connected component from a larger one and the smaller 
connected component is merged to a third adjacent region; the feature distribution 
of the latter is in turn partitioned such th a t the original small connected component 
is split off and then re-merged with the first adjacent region, thus entering a two- 
stage limit cycle. In general, it is very difficult to protect against such limit cycles
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and therefore, we opt to modify our algorithm to avoid such cycles.
In order to avoid infinite loops, the automatic merging is not performed right 
after every feature space partitioning, but rather after all feature spaces at a given 
level have been explored and partitioned as necessary. Thus, a t the end of the 
partitioning process, the automatic small-region merging process of Section 4.4.2 is 
performed and after th a t no further segmentation occurs at the current resolution 
level.
The to tal number of classes after partitioning step p is the number of classes 
Gp_i at the beginning of the partition step, increased by the number of partitions 
Kp for the current -means clustering step and decreased by 1 , since the chosen 
class ceased to exist and was split. T hat is, Cp =  Cp_i +  {Kp — 1). Also, initially, 
we s ta rt with one single class for the whole image and after the first partitioning we 
have =  1 +  (ATf — 1 ). Therefore, by induction, after clustering step p, the to tal 
number of classes is
^  1 ~  1) (4.38)
i=l
and the class label set is
At the end of the clustering process, after P  steps, the final to tal number of 
classes is denoted by,
C' =  C|, =  l  +  f : ( i i r ? - l )  (4.39)
i—1
and the set of class labels is denoted by ~  {wf, • ■ •, w^<}.
100 CHAPTER 4. PRO G RESSIVE SEG M ENTATIO N
4.4,5 C onditional M erging
It is known tha t certain textures are not discriminated at certain scales. Therefore, 
the final segmentation obtained at a coarser resolution level is projected to the next 
finer level and the finer level Gabor features are explored again as was done at the 
coarser level. However, before proceeding to the next finer level, a conditional merge 
procedure is performed.
Consider the region-labelled image shown in Figure 4.10. Let us suppose th a t 
connected components and 'ip2  ^ belong to the same texture region. It may be
expected tha t any distribution of feature vectors  of would be similar to
the distribution of of ^ 2  ^ in the feature space In order to determine
whether two regions should be merged we need to determine the dissimilarity of the 
respective feature vector distributions.
The Bhattacharyya distance is extensively used as a measure of separability 
between clusters and is defined as [99]
B  = — In j  ^Jpi{x)p2{x)dx (4.40)
where Pi{x) and P2{x) are the distribution functions of two clusters, respectively.
If the distributions are well separated, the Bhattacharyya distance will be high, 
whereas if they overlap, this distance will be low. This measure is particularly 
significant since it represents an upper bound to the minimum misclassification 
error eg through the relation [99]
<  - e  (4.41)
For ease of computation, we assume that the feature distributions are Gaussian 
distributed. The Bhattacharyya distance between two Gaussian distributions having
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means and ju-2 , respectively, and covariance matrices S i and S 2 , respectively, is 
given by
Consider two adjacent connected components and from ‘ ‘ >
■0^ 5}, a t some intermediate region-labelling step t; the Bhattacharyya distance be­
tween the feature vector distributions in the feature space 6 '^ is represented 
by Clearly, there is a specific Bhattacharyya distance between
the features of these two connected components in every feature space. We are 
interested in the largest Bhattacharyya distance between them since this captures 
the greatest dissimilarity. If this distance is smaller than a pre-determined distance 
threshold, the two connected components are considered to be similar enough and 
are taken to belong to the same texture region, thus connected components 
and are merged into a single connected component such th a t the smaller re­
gion is absorbed in the larger one. The new region labelled image is then scanned 
to re-label each connected component by a label from the new region label set 
• • •, where R^j^^ — Rj — 1. This is shown in Figure 4.12
where region is merged into and the new region-labelled image was rela­
belled by E “02’^ ,
In general, the conditional merging procedure is implemented as described here. 
The region adjacency map for the region-labelled image is determined and its link 
weights are computed according to Equation 4.37 for all pairs of adjacent connected 
components The maximum Bhattacharyya distance is estimated for every
pair of adjacent regions, tha t is, w{rij,nk) ^  0 , where nj,nk  represent 
respectively, giving.
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l 2
Figure 4.12: Regions is merged into
B{nj,rik) ~  max ^{^dx,...,d„(îï^nA)} \fw{rij,nk) O J ^  k (4.43)
....
This distance provides a measure of dissimilarity between 'ipf  ^ and and ap­
pears to be a suitable criterion for merging. However, in practice it was observed 
tha t the Bhattacharyya distance alone did not always yield the desired results. One 
reason for this may be because we estimate the Bhattacharyya distance assuming 
tha t the clusters have a Gaussian distribution; this is not generally correct, and it 
is especially incorrect for small clusters which do not correspond to a whole texture 
region but are feature points which have been incorrectly partitioned from the true 
cluster by the K-means algorithm; these feature points taken from the extremities of 
clusters may be the cause of another performance deterioration of the Bhattacharyya 
distance since cluster extremities taken from the cluster of a single texture region 
will exhibit a large Bhattacharyya distance because they are well-separated as an 
artefact of the partitioning. In order to counteract this problem, we do not rely only 
on the Bhattacharyya distance as a merging criterion, but we also incorporate the 
relative sizes of the pair of regions. Namely, we determine the size of the smallest 
region from and
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(444)
and multiply the maximum Bhattacharyya distance B{rij^nk) by giving the 
new criterion,
Q K " ,  TtA;) =  X  M t)  (4.45)
This criterion behaves as a cost term  Q which indicates the change brought about 
by merging two regions. The cost term will be high if the maximum Bhattacharyya 
distance between the two regions is large and the regions are large, whereas the cost 
term is reduced if the regions are similar or smaller.
After computing the cost terms for all adjacent region pairs, the pair of regions 
having the smallest cost term Qmin is found such that,
Q m in  =  min {Q(nj,Mfc)} (4.46)
V  \ 3  y k - j  y j
and if this minimum cost term Qmin is less than a predetermined cost threshold 
Tq, the adjacent regions corresponding to the nodes
are merged into a single connected component.
Thus, the number of connected components is reduced by one and each region 
is re-labelled by scanning the image in a left-right, top-down manner generating the 
region label set • • •,
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The region adjacency map of the new region-labelled image is updated;
the Bhattacharyya distances computed for all w{nj, M*) 7  ^ 0 and
the cost terms Qinj^rik) determined.
This process is repeated until all adjacent regions have a maximum cost term 
greater than the cost threshold, at which point no further merges at this Gabor 
resolution level i  would be possible. The final number of regions is denoted by R^ 
and the region label set by , • • •,
This conditional merge algorithm allows any over-segmentation of texture re­
gions to be corrected. Therefore, although the correct number of texture regions 
in the image is unknown and the feature space partitioning process may lead to 
over-segmentation, the merging process makes it possible to recover these errors, 
contributing robustness to the scheme.
At the end of the conditional merging process, the resulting connected compo­
nents are projected onto the next finer level and the process of feature space explo­
ration for each connected component, automatic small-region merging and condi­
tional merging is repeated at the finer level. This segmentation is propagated down 
each level of the Gabor pyramid and the process cycle is repeated at every level until 
the finest level of the pyramid is reached where the final process cycle is performed 
to produce the final segmentation result.
It should be noted th a t although the Bhattacharyya distance may be a useful 
measure for the merging process, it cannot be used for our segmentation. The Bhat­
tacharyya distance can only be used once the clusters and their distributions are 
established. At the segmentation stage, we do not know if, or how many, clusters 
are present and thus, we do not have separate cluster distributions which can be 
checked for similarity by estimating the Bhattacharyya distance. At the merging 
stage, we have the cluster distributions created by the previous partitioning stage, 
and therefore, the Bhattacharyya distance could be employed as a measure of dis-
4.5. RESU LTS  105
similarity of these established clusters.
4.5 R esults
In this section we shall present the parameters used and their rationale. Then we 
present an example of a step-by-step progressive segmentation of the four-part tex­
ture image of Figure 4.13 using the segmentation algorithm discussed in Section4.4. 
We also discuss the preparation of the texture images and present the segmentation 
results for these images.
4.5 .1  P aram eters  
Gabor M ultiresolution Pyramid
The N  X N  images are analysed by the Gabor Expansion on 3 levels of resolution 
i  — {1,2,3}. At level i ,  the image is tessellated with L x L =  ( |f )  x (|y) equally 
spaced Gaussian functions and each location is represented by M  x M  =  (2^) x (2^) 
complex frequency coefficients. The magnitude of each complex Gabor coefficient is 
computed from its two components, giving a^{i;k)^ where i ,k  represent the spatial 
index on the L x L  sub-sampled image plane and the Gaussian frequency index, 
respectively.
The frequency coefficient field over the image is smoothed by computing the 
average energy in a window of finite size x  as
a^(i +  r; k)^ (4.48)
where » 4 - r  is a spatial index on the sub-sampled image plane representing a 
location within the x  window centred at location i.
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At the root level, the Gabor coefficients are more stable than at finer resolution 
levels and therefore, a small averaging energy window is sufficient at this level. The 
square energy window is chosen to have an odd number of pixels on each side so 
th a t it will be symmetrical around the central pixel, thus
=  1 +  2Wi  (4.49)
where Wi  is the number of pixels taken on each side of the central pixel at level
2
i .  At the root level ^  == 3 we take W \  =  1 , resulting in a window size of 3 x 3.
2
Since the resolution factor between each level is 2 , at level  ^ =  2 we need a 
window size of at least =  2W^ =  2 x 3  =  6. We require odd sided windows, 
therefore the size of the finer level window is chosen to be 7 x 7.
At the finest level, 1 = 1 ,  the smoothing energy window is chosen to have a side 
of, a t least, =  2 W^ =  2 x 7 =  14. For an odd sided window, we choose a window 
size of 15 X 15.
Our objective is to segment the m ultipart texture images according to their 
diflFerent textural properties. Therefore, in order to eliminate the effect of luminosity 
variations, the dc term of the Gabor coefficients was not used as a feature.
Determ ination of Thresholds
A separability measure M t >  1 indicates the presence of multiple clusters. We have 
chosen a threshold value of Tmi — 1 2  for all our experiments. Choosing a lower value 
would be too sensitive to changes in the two-point correlation function, although the 
algorithm is robust enough to  give good results with a lower threshold value. On 
the other hand, if a higher threshold value is chosen, texture regions which do not 
form well-separated clusters may not be detected. Clearly, if a segmentation does 
not take place, there is no way of obtaining a satisfactory result. In other words, it is
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preferable to choose a lower threshold for the separability measure and oversegment, 
which may be rectified by the merging stage, rather than select a higher threshold 
which would not even get the algorithm off the ground.
A size threshold is required to avoid keeping very small regions formed by the 
misclassification of outliers during partitioning. Therefore, we select a lower size 
threshold Ts below which a region will be automatically merged with the neighbour 
region with which it has maximum adjacency. The value to be chosen for this 
threshold is rather arbitrary, but depends on the type of texture segmentation being 
performed. If we are analysing sizeable textures and not defects or local variations, 
Ts can be large. Since we are analysing scenes with multiple textures with the 
objective of segmenting each region, we consider a 7x 7 region to be sufficiently small, 
and, thus, a size threshold Ts ~  50 pixels was chosen. Although we expect much 
larger texture regions in the image, we allow small regions larger than Ts because 
these should not be automatically tested on adjacency criteria, but on similarity 
criteria which are incorporated in the cost term criterion through the use of the 
Bhattacharyya distance.
The cost term  is the product of the relative size of the smallest region of an 
adjacent pair and their maximum Bhattacharyya distance. By Equation 4.41, a 
Bhattacharyya distance of 2.0 corresponds to a Bayes’ error of 6 .8 %. Since the 
the algorithm is designed to work with large texture regions and not with small 
texture irregularities, as discussed above, we consider tha t a typical texture region 
size would be around 0.2 of the whole image. Therefore, for a Bayes’ error of 6 .8 % 
and a region of this proportional size, a cost term  threshold of Tq =  0.4 is chosen. 
Clearly, if a  texture region is considerably different from another texture region and 
has a maximum Bhattacharyya distance of, say, 4.0, the two regions would still not 
be merged even if the smallest of the two regions has a relative size of 0.1. In other 
words, the more dissimilar are the features of a pair of regions, the smaller they are
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Figure 4.13: Four-part texture image.
allowed to be.
4.5.2 S tep -b y-step  Segm entation
The frequency energy measures of Equation 4.48 are the texture features used in 
the segmentation algorithm. We start the analysis at the root level £ = 3 using the 
parameters of Section 4.5.1. The image is of size 256 x 256, thus the coarsest image 
plane is 32 x 32, each location being represented by 8  x 8 features.
The distributions of the features were analysed with the two-point correlation 
function in all one-dimensional and two-dimensional feature spaces, and the separa­
bility measure Mt of each two-point correlation function was computed, as defined 
by Equation 4.36, in order to determine the most appropriate feature space for 
partitioning. The feature space with the largest two-point correlation separability 
mecisure is found and, if this measure exceeds the threshold TMt, the feature space 
is partitioned according to the number of secondary peaks detected in the two-point 
correlation function.
Each feature space represents descriptors related to a specific frequency modula­
tion of the Gaussian function, therefore, we denote each feature space by the horizon­
tal and vertical discrete frequency numbers. In this example, the one-dimensional 
feature space S^q was found to have the largest two-point correlation separability 
measure Mt,max =  ^t,(o,i) =  3.9. Figure 4.14(a) shows this two-point correlation 
function which has a clear secondary peak. Since Mt,max > TMt, the two-point
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Figure 4.14: Two-point correlation functions a t root level.
correlation function is analysed for secondary peaks. Only one secondary peak 
was detected which suggests th a t the features in this space form, a t least, two 
well-separated clusters. Therefore, the feature space was partitioned into two clus­
ters using the f^-means clustering algorithm with K f  — 2. Each pixel was thus 
assigned to one of two classes according to the cluster to which its feature mea­
surement belonged; th a t is, each pixel i was labelled with a unique class label 
0^  =  6  This is shown in Figure 4.15(a). We emphasise
tha t this is a class label and not a region label, since the pixel labels of a given 
class do not necessarily form a connected component or region. If the partitioning 
corresponds to the different texture regions in the image, a given class of pixels will 
correspond to a particular region in the image, although there may still be some 
misclassihcations; on the other hand, if the partitioning does not correspond to  the 
different texture regions, the class labelled pixels may not correspond satisfactorily 
to any true region. At a later stage, a processing step is performed to form connected 
components and assign region labels to each pixel. This will be dealt with later.
In this first clustering, we may observe tha t one of the classes corresponds well 
with the texture in the upper left quadrant of the image. This suggests th a t the
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Figure 4.15: Intermediate results for image of Figure 4.13 at root level £ =  3.
features chosen were clustered according to some texture property. We can still 
observe tha t some intra-region pixels have been misclassified and a later processing 
step is needed to rectify such errors. Let us denote the label of this class by
The same exploration procedure was then repeated for each of the two classes. 
The two-point correlation functions of each feature space for each cluster were esti­
mated and their separability measures computed. All feature spaces of class had 
separability measures less than the threshold Tm*, and thus, no further partitioning 
of class was performed. On the other hand, the separability measure of the 
two-point correlation function of the features of class in the two-dimensional 
feature space 5(\,o);(i,i) found to have the largest measure Mt^max =  3.8 >
Since this is greater than the threshold, it indicates the presence of multiple clusters. 
The two-point correlation function of this class in o);(i,i) shown in Figure 4.14. 
We can easily discern two secondary peaks in this two-point correlation function 
which were also detected automatically. Two secondary peaks indicate the presence 
of, a t least, three clusters, thus, these features were partitioned into ATg =  3 using 
the K-means algorithm. Mapping the features back onto the image plane generated 
the image of Figure 4.15(b). This class-labelled image clearly shows tha t the lower 
left quadrant was neatly segmented from the other regions. To a lesser degree the 
lower right quadrant was segmented from the upper right quadrant, although there 
are several misclassified pixels in the latter.
Now the pixels have been clustered into four classes, where each pixel i is labelled
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Figure 4.16: Region adjacency map for Figure 4.15(c).
Oi — cofff €  The new classes were tested again for
separability as explained above, but all the two-point correlation functions for all 
feature spaces for each class had a separability measure less than the threshold . 
Thus, no evidence of multiple clusters was found in any class.
At this stage, the class-labelled image of Figure 4.15(b) was “cleaned up” by 
determining all connected components in the labelled image and each pixel was 
assigned a new unique region label. Regions which had fewer pixels than Ts were 
automatically merged to the most adjacent region. The result of this autom atic 
merging stage is shown in Figure 4.15 (c). Each pixel i was labelled with a region 
label (j)i — '^4’°} according to the connected component
to which they belonged. A region adjacency map was computed for this region- 
labelled image, as explained in Section 4.4.2, and is shown in Figure 4.16 where each 
node represents a region.
The next step was a conditional merge in order to recombine any connected 
components which were undesirably split due to the limitations of the two-point 
correlation analysis and clustering algorithm. For each pair of adjacent regions, 
the Bhattacharyya distance, as defined for Gaussian distributions, was computed 
between the feature distributions of the regions in every feature space and the maxi­
mum Bhattacharyya distance B{nj,  n*) between each adjacent region pair was found.
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Figure 4.17; Two-point correlation function at level £ =  2.
B(rij,nk) is weighted by the proportional size of the smallest region as explained 
in Section 4.4.5, and this establishes the cost term  Q{nj^rik) for merging the two 
regions. The links between each node of the region adjacency map of Figure 4.16 are 
marked with the cost term related to the respective pair of regions. Since all cost 
terms are greater than the threshold Tq, indicating sufficient dissimilarity between 
the regions of the given size, no region pair was merged.
Therefore, the final segmentation of this Gabor resolution level was the region- 
labelled image of Figure A.15(c) with label set (pi =  G
This labelled image was then projected onto the next finer level, i  — 2. We denote 
the projected label set as a class label set by The projected labelled image 
is now considered as a new cWs-labelled image with class labels in order to 
repeat the class exploration process which was performed at the previous level. This 
is only a notational change, since the labelled image remains the same.
The same exploration procedure which was applied to the root level was repeated 
here. Starting from the pixels of class shown darkest in Figure 4.15fcj, the two- 
point correlation functions of all feature spaces up to two dimensions were estimated. 
For these pixels, the best separability measure was found for feature space 6^  ^g)» 
with a measure oi Mt — 1.7. This is much less than the separability measures found
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Figure 4.18; Intermediate results for image of Figure 4.13 at resolution level £ = 2.
at the coarser level, but it is still greater than the threshold Tmi and, thus this feature 
space was selected for partitioning. The two-point correlation function of this feature 
space is shown in Figure 4.17. The separability measure computed for this two-point 
correlation function is greater than the threshold since the curvature of this function 
is different from tha t of a Gaussian function of the same variance. Visually, we 
cannot detect any secondary peaks in this two-point correlation function, thus, if this 
segmentation were to be performed manually, this region would not be segmented 
further at this level. However, since the process was designed to operate in an 
entirely automatic mode, such human intervention is not allowed. In fact, although 
the secondary peak detector does not detect a secondary peak, the high separability 
measure is taken to indicate the presence of two clusters, under the assumption tha t 
since it is measuring a valid change in curvature due to, at least, a second
cluster.
Therefore, the feature space was partitioned into two clusters which were mapped 
back onto the class-labelled image plane as shown in Figure 4.18(a). The new class 
which has been formed does not readily correspond to any true texture region in the
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image, and thus, this partitioning is an over-segmentation. However, this does not 
pose a serious problem, since such over-segmentations may be adequately corrected 
during the merging stage.
The exploration was repeated for all the classes. The class-labelled image pro­
duced at the end of the segmentation process is shown in Figure 4.18(b).
At this stage, as we did for the root level, the class labelled image was scanned to 
generate connected components (regions) and unique region labels were assigned to 
each region. Regions smaller than the size threshold Ts  were automatically merged 
to the region with which they had maximum adjacency. The resulting region labelled 
image is shown in Figure 4.18(c).
The region adjacency map was obtained for Figure 4.18(c) which has 13 re­
gions labelled from The maximum Bhattacharyya distances
between each region pair were estimated and the size-dependent cost terms were 
determined. The lowest cost term occurred between regions and V’l f  > at 0.02, 
and was less than the threshold Tq, thus iPIq and ipli were merged. The region 
labels were updated by labels from the new label set and the region adjacency 
map and cost terms were correspondingly updated. This process was repeated until 
the cost terms were greater than the threshold T q, as shown in the final region ad­
jacency map of Figure 4.19, thus terminating the merge stage for level i  — 2. The 
final segmentation at this level is shown in Figure 4.18(d).
We notice th a t the two lower quadrant regions were merged together, which 
was undesirable. It is instructive to plot the maximum cost term found at each 
merging step; this plot is shown in Figure 4.20. We may observe th a t the cost term s 
generally increase progressively as more merging steps occur. Particularly, we notice 
in this example, tha t the last cost term  for which merging occurred is almost three 
times larger than the previous one. This last merging step corresponded to the 
merging of the two lower quadrants. This suggests tha t the merging strategy may
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Figure 4.19: Region adjacency map for Figure 4.18(d).
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Figure 4.20: Maximum cost term  at each step of the merging process a t  ^=  2.
be improved, and made adaptive, by taking into account the ratio of subsequent 
cost terms. Such an adaptive approach was recently adopted by Ojala et al in the 
segmentation algorithm proposed in [71] .
Finally, this segmentation was projected to the next finer level, which, in this 
case, was the finest level. As was done in the transition from levels  ^ =  3 to £ =  2, 
the region-labelled image is considered as a class-labelled image with a class label 
set
The same feature space exploration strategy was repeated for each class at this 
finest level. The segmentation stage produces the class labelled image shown in 
Figure 4.21(a). This image was scanned to form connected components and generate
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Figure 4.21: Intermediate results of image of Figure 4.13 at the finest resolution 
level i  = 1.
a region labelled image and a region adjacency map. Regions which had fewer 
pixels than the size threshold Tg at this level were automatically merged each time 
updating the region labels and region adjacency map. The resulting region-labelled 
image is shown in Figure 4.21(b) with region labels taken from As it was done 
in the other levels, the cost terms between each adjacent region pair were determined 
and starting from the region pair with the lowest cost term less than threshold T q , 
regions were conditionally merged, updating the region labels, region adjacency map 
and cost terms at every merging step. Three intermediate merge results are shown 
in Figure 4.21(c), (d) and (e). The final segmentation is shown in Figure 4.21(f) 
with region labels denoted by ipl € 4^ ;^ the corresponding region adjacency map and 
cost terms are shown in Figure 4.22.
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Figure 4.22: Region adjacency map for Figure 4.21(f).
It is visually clear th a t the progressive segmentation algorithm succeeded in 
achieving a satisfactory segmentation and recovered well from oversegmentation. 
In this example, all texture regions were detected by progressive segmentation at 
the coarsest level and thus, there was little scope for improvement over the other 
resolution levels. However, this is not generally so, since several textures cannot 
be distinguished at a single resolution level. The benefit of the multiresolution 
property of this progressive segmentation becomes clear in those cases where the 
texture regions are not all discriminable at the coarsest level.
4 .5 .3  P reparation  o f T exture D ata
In order to test our segmentation algorithm, we used texture collages assembled from 
textures found in the Brodatz album. We have used two sets of texture collages for 
our experiments.
The first is the Cross set which is a collection of 10 bipartite texture collages 
with a cross-shaped texture in the foreground and a differently textured background, 
shown in Figure 4.23. Samples from the Cross set were used by Fatemi-Ghomi [37] 
in his research on wavelet features for texture segmentation, and by Pandit [73], 
thus, we may compare our results to those obtained by them. All images are of size 
256 x5156.
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Figure 4.23; Cross set: Bipartite cross texture images.
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Figure 4.24: Texture type models used for the Quad set, where r, M  and m  stand 
for regular, macro-random and micro-random textures, respectively.
However, the real strength of our algorithm can be seen when applied to multi­
texture images, therefore, we have assembled our own four-part texture collages, 
constituting the Quad set of texture images.
The sample images of the Quad set were chosen to represent various combina­
tions of different types of textures. From the Brodatz collection available, we have 
selected examples of regular, macro-random and micro-random texture images. A 
regular texture exhibits some ordered placement of the same primitive, although 
some variations may still be present since the textures are real and not synthetic; 
a weave or wire-mesh are examples of regular textures. A macro-random texture 
is made up of identifiable primitives which may have large variations themselves 
and are placed at random; straw or pebble images are examples of macro-random 
textures. Finally, a micro-random texture has no clearly identifiable primitives, 
but exhibits grey-level fluctuations creating the perception of a somewhat rough or 
non-uniform surface; leather or an aerial sea image are examples of micro-random 
textures.
We have assembled six collages in the Quad set each having a particular repre-
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Figure 4.25: Quad set: four-part texture images.
sentation of texture types. The models used for the Quad set images are shown in 
Figure 4.24. The four quadrants of quad images ql, q2, and q3 are made up of the 
same texture type, namely, regular, macro-random and micro-random, respectively. 
Image q4 is a collage of regular and macro-random texture types; image q5 is a col­
lage of regular and micro-random texture types; and image q6 is a collage of macro- 
and micro-random texture types. These texture images are shown in Figure 4.25 
and are all of size 256 x 256.
4 .5 .4  Segm entation  R esu lts and D iscussion
Our objective was to implement a completely unsupervised segmentation algorithm. 
The segmentation algorithm which we developed is region-based and requires no 
prior information, not even the number of textures present. The parameters were 
set once and kept the same for all the images used in the experiments. Another set of 
experiments was performed to segment the texture images with manual tuning of the 
parameters for each image. These parameter-adjusted results are shown alongside 
the unsupervised segmentation results. In this work, we have used Gabor features
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due to their optimal joint space-frequency representation, however, our main purpose 
is to test the unsupervised segmentation strategy; any other texture features may 
be used with this segmentation algorithm.
The segmentation results for the Cross set of texture images of Figure 4.23 are 
shown in Figures 4.26 and 4.27. The first column of these figures show the original 
texture images, the second column shows the unsupervised segmentation results 
with fixed default parameters and the third column shows the segmentation results 
obtained by adjusting the parameters for each image. The quality of segmentation 
varies across these results and we may qualitatively categorise the results in terms 
of the number of regions segmented and their correspondence to the true regions.
The six images of Figure 4.26(b), (k), (n) and Figure 4.27(e), (k), (n) repre­
sent the cros5-like foreground with varying degrees of correspondence to the true 
region. The two images Figure 4.26(e), (h) incorrectly represent three regions, two 
of which correctly correspond to the cross-like foreground and the background, with 
the remaining region forming a boundary region between them. This phenomenon 
has been noticed in other results and is due to the effect of the smoothing energy 
window which blurs the feature values such th a t features lying between two texture 
regions will constitute a cluster which is far too dissimilar from any of the texture 
clusters such th a t it cannot be merged to any of them. However, in spite th a t the 
number of textures was unknown, the final results of Figure 4.26 (e) and (h) are 
consistent with the ground truth, with the third incorrect region representing a cor­
ridor of uncertainty. The result of image Figure 4.27 (h) ends up with a single region 
for the whole image, which was due to undesirable merging with the set parameters. 
The parameter-adjusted result of Figure 4.27(c) was obtained by a setting the merg­
ing cost term  threshold lower. The result of Figure 4.27 (h) is also poor, although 
the profile of the left-side region has a correspondence to the crosg-like foreground.
It is noteworthy tha t texture images such as Figure 4.27(h) and (n) which have
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Figure 4.26: Segmentation results for bipartite Cross texture images, (left) Original 
texture images; Unsupervised segmentation results with (centre) default parameters 
and (right) parameters individually adjusted for each image.
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Figure 4.27: Segmentation results for bipartite Cross texture images, (left) Original 
texture images; Unsupervised segmentation results with (centre) default parameters 
and (right) parameters individually adjusted for each image (continued).
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the same background texture but different foreground textures, yield very different 
segmentation results. This highlights the fact tha t a successful segmentation requires 
good texture discrimination rather than good texture representation. The two-point 
correlation function is one method which tests for separability and hence, evaluates 
the discriminatory power of the features. Figure 4.27(i) shows the segmentation 
obtained by adjusting the parameters for the texture image 4.27(g).
Qualitatively, these results compare well with the segmentations obtained by 
Fatemi-Ghomi [37]. If the parameters are adjusted for the image of Figure 4.27(a), 
in spite of the poor segmentation obtained, the result of Figure 4.27(c) compares 
well with the result obtained in [37]. Since Fatemi-Ghomi used wavelet features for 
segmentation, which have been shown to be similar to our Gabor features [18], it 
is likely tha t the textures of Figure 4.27(a) do not form well-separated clusters for 
the given discrete sampling of the texture images. It is noteworthy th a t only the 
Gabor features a t the coarsest Gabor resolution level were sufficiently separable to 
produce the given segmentation. The coarsest Gabor resolution uses Gaussian basis 
of a diameter of 8 pixels, producing a sub-sampled feature plane of size 32 x 32.
Pandit [73] analysed the images of Figure 4.23 (a) and (j) for texture segmen­
tation. Our results for these texture images, shown in Figure 4.26(h) and Figure 
4.27(o), also compare well with the results in [73].
The quantitative analysis of our results and comparisons to those in [37] and [73] 
are given in Chapter 7.
The segmentation results for the Quad set of texture images of Figure 4.25 are 
shown in Figures 4.28 and 4.29.
The third column of Figures 4.28 and 4.29 show the segmentation results obtained 
by adjusting the parameters for each image. In all these cases, the results correspond 
well with the true regions without any oversegmentation or undersegmentation.
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Figure 4.28: Segmentation results for four-part texture images, (left) Original tex­
ture images; Unsupervised segmentation results with (centre) default parameters 
and (right) parameters individually adjusted for each image.
The unsupervised segmentations with default parameters are shown in the sec­
ond column of these figures. The three segmentation results of Figure 4.28(b), (e) 
and Figure 4.29(e) represent the four different texture quadrants satisfactorily. In 
4.28(b) and 4.29(e) we notice once again the effect of the smoothing energy window 
which causes the mislabelling along the boundaries, but in this case, the mislabelled 
boundary region is connected to one of the true regions. A suitable refinement algo­
rithm  will be discussed in Chapter 5 which will successfully resolve such mislabelled 
pixels.
The segmentation results of Figure 4.28(h) and Figure 4.29(b) and (h) only suc­
ceed in segmenting two or three texture regions from four. The undersegmentation
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Figure 4.29: Segmentation results for four-part texture images, fleftj Original tex­
ture images; Unsupervised segmentation results with (centre) default parameters 
and (right) parameters individually adjusted for each image (continued).
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in Figure 4.28(h) is due to unnecessary merging. In fact, if the merging criterion is 
changed from a cost term threshold to a threshold of the ratio of consecutive cost 
terms, as described in Section 4.5.2, the segmentation result would be identical to 
the segmentation result shown in Figure 4.28(i) which was obtained by adjusting the 
parameters for this image. Thus, in this case, by using the ratio of consecutive cost 
terms, default parameters may be used to obtain a result similar to tha t obtained 
by adjusting the parameters.
The unsupervised results were all obtained with the same parameters discussed 
in Section 4.5.1 which shows tha t the algorithm has a high degree of robustness 
generally giving satisfactory segmentation results for several different texture type 
combinations, for different number of textures and region shapes. Furthermore, 
the parameters have clear theoretical foundations and their choice is guided by 
their physical meaning. The parameters have not been tuned to  a particular set 
of textures, but selected as reasoned out in Section 4.5.1. Since the progressive 
segmentation algorithm operates primarily in the feature space without any spatial 
constraints, it generally lacks accuracy, and boundaries are not particularly accurate. 
Therefore, some form of pixel level classification is required. In fact, the necessity 
of pixel-level post-processing is treated by several authors who have included such 
refinements to improve their results [71, 76].
4.6 C om m ents and Conclusion
The experiments performed here suggest th a t the Gabor features perform equally 
well for regular, macro-random and micro-random textures. Although we notice 
poorer results for micro-random textures, indicating th a t feature clusters are not 
well-separated, this is only so for the particular textures which happen to occur in 
the same image. We recall tha t it is not the goodness of texture representation 
which m atters most, but the separability of the feature clusters.
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These results show th a t the number of clusters detected by the two-point cor­
relation function is robust, and in several cases the segmentation scheme recovers 
from undersegmentation by progressive analysis of the features of each class. This 
is particularly useful for texture segmentation since the textures in the image may 
not all be separable in a selected feature space or at a particular resolution level. 
On the other hand, any oversegmentation may be corrected by the merging stage; 
these results do not have any oversegmentation, with the exception of Figure 4.26(d) 
and (f), which is an artefact of the smoothing energy window. We shall show tha t 
such oversegmentation may be resolved by the refinement algorithms proposed in 
Chapter 5.
C hapter 5
M ixed P ixel C lassification
5.1 Introduction
The Gabor coefficients cannot be used directly for texture segmentation since their 
magnitudes vary significantly within the same texture region. In order to obtain 
a more homogeneous representation, the Gabor coefficient energy was computed 
within a window centred at every pixel in the image, as explained in Chapter 3. At 
the finest level of the Gabor pyramid, the (2Wi  + 1 ) x {2Wi 4-1) energy smoothing 
window used had a typical size of 15 x 15 pixels. Therefore, it is reasonable to 
expect the boundary location in the segmented image to be, a t best, correct within 
a corridor of W i  pixels from the true boundary.
Furthermore, it is commonly observed th a t although the segmented regions cor­
respond to the true texture regions, oversegmented regions are generated'between 
them. This is often an artefact of the energy window which mixes the boundary 
coefficients from two different texture regions to create a new feature cluster. This 
occurs particularly when there is a large difference between the Gabor features of 
one texture and those of its neighbours. We refer to such artefact regions as bound­
ary regions to signify tha t they are regions which are situated along the boundary 
between true texture regions.
129
130 CHAPTER 5. M IXED PIXEL CLASSIFICATION
In this work we propose two methods to refine the segmentation. The first 
method is developed in this chapter and the second approach is presented in Chapter 
6. In the first method we recognise tha t the energy features on the boundary between 
two texture regions are a mixture of features of two different textures. Therefore, 
using the final segmentation obtained from the progressive segmentation algorithm, 
a statistical model of each region is obtained. Then a corridor is formed along the 
boundary of each segmented region and the pixels in this corridor are re-labelled by 
a pixel-level classification. This algorithm was also found to be effective in resolving 
boundary regions by re-assigning the labels of the pixels within them.
5.2 M ixed P ixel Classification
5.2.1 T h eory
The Gabor features at every location are computed by averaging the energy values 
of the Gabor coefficients inside a window of size W  x W as illustrated in Figure 
5.1. The feature value assigned to the central pixel by an averaging window over 
the Gabor magnitude coefficients is the average value of the coefficients within the 
window. Due to  the location of the boundary between two regions P  and jR, the 
feature value of the assigned pixel is computed by taking, in this case, A ~  T1 
coefficient values from the distribution of region P , and B  — S coefficient values 
from the distribution of region R, where A  F B  is equal to the window size. In 
this sense, the average value assigned to the central pixel is a mixture of random 
variables taken from two distributions as expressed by Equation 5.1.
(5-1)
where z^{ j ) ,  and z^{ j )  are random numbers taken from the model distributions 
of regions P  and R.
5.2. M IXED PIXEL CLASSIFICATION  131
The mean value of an iV-point distribution of random variables Z  is defined as
(5-2)
Therefore, Equation 5.1 may be approximated by
A + B  A + B  
— a f /  +  (5.3)
The accuracy of this expression depends upon the variance of the two distribu­
tions, such th a t if their variances are zero, it would be exact.
Therefore, a pixel close to  the boundary between two regions P  and R  can 
be modelled by a feature value which is a linear combination of the means of the 
coefficient distributions of the two regions. Since the mean values of the distributions 
can be computed, and the feature value of the central pixel is known, the unknown 
fractions a  and /? =  (1 — a) may be determined. If a  > | ,  the central pixel is 
assigned to region P , otherwise it is assigned to region R.
At every location we have a number of feature components each representing the. 
magnitude of a Gaussian function modulated at different frequencies. Therefore, 
Equation 5.3 may be written as a set of equations for any boundary pixel i as
Xk{i) =  +  ( l  -  (5.4)
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Figure 5.1: A 15 x 15 averaging window with a particular distribution of pixels.
where k is the frequency index and the mean values of the feature
measurements in regions P  and Q, respectively, with frequency number k.
Re-arranging Equation 5.4 gives.
yk[i) =  Oi{i)ù.k (5.5)
for all pixels i in the boundary region and for all frequency components k, where 
yk{i) = Xk{i) — iXk and Ak = -  /xf. In general, since for every pixel there are
more than one frequency component, this would be an overdetermined system of 
equations.
Writing out this system in matrix form.
Y = Aa (5.6)
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Let M  be the number of different frequencies, and N  be the number of pixels 
in the boundary region, then "Y is an TV x M  matrix, A  is an M-component vector 
and a  is an TV-component vector.
In order to solve this overdetermined system of equations for a  , we employ a 
form of the pseudo-inverse operator [78] such that,
=  (A ^ A ) - 'A ^ ’y  (5.7)
where â  is the least squares solution for a  , th a t is, the â  values determined for 
each pixel minimise the to tal squared error over the different frequency coefficients 
measured a t th a t pixel.
In the following we prove th a t this method provides the least squares solution 
for each a. Let us re-write Equation 5.7 in index form.
&{i) =  (5,8)S<=A(fc)'
Then, by Equation 5.5,
#(%,&) =  a(%)A(A;) (5.9)
Let e(i, k) be an error m atrix such th a t
e{i,k) = y{i ,k)  -  y{i ,k)
= y{i ,k)  -  A{k)a{i)  (5.10)
The total squared error of the estimate à{i) for pixel i is
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k
{y{hk) -  A{k)à{i))'
= Z  2/(b -  2cé(i) Z^ A{k)y{i,  k) +  à { i f  ]Z  (511)k k k
At minimum squared error we require that,
çS|=«
and
Working out the partial derivatives 5.12 of Equation 5.11 gives,
E  S  =  L  f - 2  E  A(fc)y(i. k) + 2à(i) E  A (& )4 (5.14). oa{i) i \  k k J
Substituting Equation 5.8 into Equation 5.14 gives.
Ç Ü  -  ç ( -2 Ç A (% (i,* ) .j j |j3 ,E A ( ,) ,( i . , )Ç A « = )
=  Z  f “ 2 Z ^ (^ )2 /( b ^ )  +  2 Z ^ ( ^ ) 2 / ( b ^ ) )  =  0 (5.15)i \  k k /
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Thus, the total squared estimation error of à{i) is a stationary point, being either 
a minimum or a maximum. Working out the second partial derivatives 5.13 of to ta l 
squared error 5.11 we obtain,
ç S | - « Ç A W > 0  (A l.)
Hence, the total squared error of â(%) for pixel i is the minimum squared error 
over all the frequency components a t th a t pixel.
5.2.2 Im p lem en tation  o f th e  A lgorith m
The mixed pixel classification algorithm is applied to re-label two types of pixels, 
namely, pixels which are close to the segmented region boundaries and pixels which 
lie in boundary regions. Some segmentation results may require both types of re­
labelling whereas other results which do not exhibit any boundary regions will only 
require the former.
Boundary Regions
The segmentation result may have boundary regions which do not correspond to  any 
particular ground tru th  region, but are an artefact of the energy window operator. In 
such cases, the features obtained by computing the energy of the Gabor coefficients 
within a window straddling two or more texture regions may result in an intermediate 
cluster sufficiently different from the true texture region features, such tha t if is 
segmented out as a separate region.
The mixed pixel classification algorithm may be used to re-label pixels in bound­
ary regions according to  the labels of the neighbouring regions which are situated on 
either side of it. When this is done, the number of regions in the image is reduced 
by one, since the boundary region ceases to exist.
136 ' CHAPTER  5. MIXED PIXEL CLASSIFICATION
Referring to Equation 5.5, if the label of the boundary region is Q, Xk{i) is the 
average Gabor magnitude coefficient of frequency index k a t pixel i in Q. Let the 
labels of the neighbouring regions into which Q is to be resolved, be P  and R. The 
core pixels of regions P  and R  are determined as explained in the next section. 
The mean Gabor coefficient vectors, and of these core region pixels may be 
computed. Hence, the m atrix Y  and the vector A of Equation 5.6 may also be 
computed and estimates à{i) for each pixel i in Q may be estimated. If â(z) >  | ,  
pixel i is assigned label P , otherwise it is assigned label R. In this way region Q is 
resolved into regions P  and R.
B o u n d a ry  P ix e ls
Due to the uncertainty introduced by the sliding energy window, the mixed pixel 
classification is applied to re-label those pixels which are close to a boundary be­
tween two regions. This process may always be applied to the segmentation results 
obtained from the multiresolution progressive segmentation algorithm, unlike the 
case of re-labelling boundary regions, which may or may not exist in a labelled 
image.
The objective of this refinement is to re-label those pixels which are close to the 
region boundaries, thus, the first step is to identify the region boundaries. This 
is performed by applying the simple edge detectors of Figure 5.2 to the labelled 
image. The responses of the detectors will be zero anywhere within a region. At 
a transition from one region to another any or all of these detectors will have a 
non-zero response. An edgel is marked at every image location where the response 
of any combination of the edge detectors is non-zero.
Now, each edgel is associated to the regions which it separates. In this way, the 
corridor of uncertainty along the boundary will be resolved between the adjacent 
regions separated by the boundary.
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Figure 5.2: Edge detectors applied to the labelled image.
However, this is not as straight-forward as it may seem. We recall th a t artefact 
regions may appear between two correctly labelled regions due to the blurring effect 
of the energy window. The effect is the same as th a t which causes the boundary 
regions discussed above, but in this case, the boundary region is part of a nearby 
true region to which it was incorrectly connected during the merging process. In 
order to resolve such incorrectly labelled pixels, the region boundaries should not 
be associated directly to the regions which it separates, but rather, it should be 
associated to the pair of regions which the strip-like artefact region separates.
This is accomplished by performing a search procedure a t every edgel. A search 
window of equivalent size to the smoothing window is used to search for a homoge­
neously labelled patch above the edgel. If the search window is not homogeneously 
labelled, it is moved one pixel further away from the edgel and tested again for 
label homogeneity. This is repeated until either a homogeneous patch is detected, 
or until the image border is reached. If a homogeneous patch is found, the label 
of the patch is recorded together with the distance at which it is found. The same 
procedure is applied below the edgel, to its left and to its right. If only two opposite 
search windows are successful, the edgel is associated to the regions detected in the 
successful windows. If all windows are successful, the regions of the pair of opposite 
windows closest to the edgel are chosen to be associated with th a t edgel. If no pair 
of opposite windows are successful, the edgel is not associated with any regions and 
is not included in the mixed pixel classification. This procedure generates labelled 
boundaries which are associated to a particular pair of regions.
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The detected edges in the image are next used to extract the pixels which are 
within the core of each region. Since the coefficients were processed by a window 
of size X the edges are dilated by a square structuring element x W^.  
The region-labelled pixels which are not part of this dilated boundary represent the 
core pixels of the respective regions. The feature measurements associated to these 
core regions provide characterisations of the respective regions from which the mean 
feature vectors may be estimated.
Next, each labelled boundary is dilated in turn to generate a corridor of uncer­
tainty associated to a pair of regions. The pixels within the selected dilated boundary 
are then resolved between the associated regions by mixed pixel classification. This 
is repeated for each labelled boundary.
In practice, the effect of lost edgels, tha t is edgels which are not associated with 
any region, is negligible, since by dilating the labelled boundaries, pixels close to the 
lost edgels are implicitly included by the respective dilations. Close to junctions, 
several boundary dilations will overlap and thus, pixels will be associated with any 
pair of regions according to the labelled boundaries meeting at th a t junction.
Consider a boundary associated with regions P  and R.  This boundary is dilated 
as explained above and a corridor of uncertainty is determined. The set of pixels 
within this corridor may be called Q and constitute the set to be re-labelled.
Referring to Equation 5.3, where and fx^ are the mean Gabor magnitude 
coefficient vectors of the pixels within the core regions of P  and R,  respectively, and 
Xk{i) is the average Gabor magnitude coefficient of frequency index k a t pixel i in 
Q. Using Equation 5.6, the estimates â (i) for each pixel i i n Q  may be determined; 
pixel i is assigned label P  if â(î) > | ,  otherwise it is assigned label R.
This is automatically repeated for every boundary associated with a pair of 
regions, leading to a re-labelling of all the pixels close to the region boundaries.
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as well as those pixels within incorrectly labelled regions between the true texture 
boundaries.
5.2.3 E xp erim en ta l R esu lts o f M ixed  P ix e l C lassification
The mixed pixel classification algorithm described in the previous sections was ap­
plied to the segmentation results obtained by the progressive segmentation algorithm 
of Chapter 4.
For convenience, the original texture images and segmentation results are pro­
vided alongside the mixed pixel classification results in Figures 5.3, 5.4, 5.5 and 
5.6. Except for the poor segmented results of 5.4(6^ and 5.4:(h), the mixed pixel 
classification algorithm successfully improved the original segmentations resulting 
in a significant visual improvement.
The oversegmented results shown in Figure 5.3 (e) and (h) had a third misla­
belled region along the boundary between the satisfactorily segmented regions. The 
mixed pixel classification was applied to this boundary region to  re-assign the labels 
of its pixels to either of the other two region labels. In this manner, this th ird  
oversegmented region was resolved satisfactorily resulting in the desired bi-partite 
segmentations shown respectively in Figures 5.‘5(f)  and (i).
The visual improvements seen in the segmented Cross images brought about 
by the mixed pixel classification algorithm are supported by the quantitative mea­
surements tabulated in Chapter 7. Both global mislabelling, as well as boundary 
accuracy have been significantly improved by this refinement. This can be seen from 
this summary of best measures: for the raw segmented results of this set of images, 
the minimum mislabelling error was 5.3% for coml and its mean boundary error 
was 4.5 pixels; after mixed pixel classification, the minimum mislabelling error was 
3.3% for com2 with a mean boundary error of 3.3 pixels - we recall th a t the raw
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Figure 5.3: Mixed pixel classification results for bipartite Cross texture images, (left) 
Original texture images; (centre) Progressive segmentation results; (right) Mixed 
pixel classification results.
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Figure 5.4; (continued) Mixed pixel classification results for bipartite Cross texture 
images, (left) Original texture images; (centre) Progressive segmentation results; 
(right) Mixed pixel classification results.
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Figure 5.5: Mixed pixel classification results for Quad set texture images, (left) 
Original texture images; (centre) Progressive Segmentation Results; (right) Mixed 
pixel classification results.
segmentation of com2 was oversegmented and thus, it had a mislabelling error of 
28 .2%.
We refer now to the experiments performed on the Quad set of texture images. 
Mixed pixel classification was applied to the segmented images resulting in a visual 
improvement for all the images, as can be clearly seen in Figures 5.5 and 5.6. The 
improvement of the segmented image of Figure b.b(b) is of particular interest. The 
original segmentation had mislabelled a narrow strip between the top and bottom  
left regions and this strip was connected to the top right region. The robust method 
employed to associate region labels to each edgel, described in Section 5.2.2, sue-
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Figure 5.6: (continued) Mixed pixel classification results for Quad set texture images. 
(left) Original texture images; (centre) Progressive segmentation results; (right) 
Mixed pixel classification results.
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ceeded in resolving this mislabelled strip by assigning the labels of its pixels to labels 
of the top and bottom  left regions, yielding the improved result of Figure 5.5 f c /  The 
same process also improves the segmentation of Figure 5.6 (e) yielding the refined 
result of 5.6 (f).
5.3 Conclusion
We have developed a pixel-level classification algorithm which was applied to  post­
process the progressive segmentation results. The progressive segmentation algo­
rithm  was primarily based on the feature spaces, thus some post-processing which 
incorporates the spatial localisation of the data is necessary to achieve a more ac­
curate segmentation result. The mixed pixel classification algorithm performs a 
localised classification and serves this purpose well.
This refinement algorithm has proved successful in terms of its results, however, 
we notice tha t the boundaries are often rugged. It may be expected th a t contextual 
evidence improves the labelling and leads to straighter or smoother boundaries. 
Contextual evidence may be suitably incorporated through probabilistic relaxation. 
In Chapter 6 we present an algorithm for multiresolution probabilistic relaxation 
which may be applied either to the progressive segmentation result, or to the mixed 
pixel classification result.
C hapter 6 
M ultiresolution  P robabilistic  
R elaxation
6.1 Introduction
Mixed pixel classification relabels the pixel region labels with minimum squared er­
ror over the Gabor coefficient frequency components a t tha t pixel. However, mixed 
pixel classification does not incorporate any contextual information. In this chapter 
we shall apply probabilistic relaxation to the segmented images as an alternative 
refinement algorithm capable of incorporating contextual information to obtain a 
consistent labelling. We also apply probabilistic relaxation to the mixed pixel clas­
sification result, thus, incorporating contextual information into this refined result. 
In this work we develop a multiresolution probabilistic relaxation algorithm which 
combines evidence from several levels of resolution to estimate posterior label prob­
abilities which are used to assign the most likely region label.
In region-based multiresolution probabilistic relaxation we generate smoothed 
versions of the fine level Gabor coefficients by using energy windows of dffierent 
sizes, starting with a window of size x at the root level - which corresponds 
to the window size used a t the finest Gabor level - down to zero windowing at 
the bottom  of the pyramid. The available segmentation and the coarsely smoothed
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features at the root level are then used to obtain a statistical model of each region 
from which the region label probabilities are estimated. These probabilities are 
propagated down to less smoothed levels, using a probabilistic relaxation evidence- 
combining formula. A maximum a posteriori probability rule is used at the bottom, 
or finest, level of the pyramid to assign the region labels.
In the next section we shall briefly review some salient developments related 
to the relaxation process leading up to multiresolution probabilistic relaxation. In 
Section 6.3 we present the Mathematical theory on which our multiresolution proba- 
blistic relaxation algorithm is based and in Section 6.4 we discuss the implementation 
issues of this algorithm. In Section 6.5 we present and discuss the results obtained 
by relaxing the texture segmentations, concluding in Section 6.6.
6.2 B rief R eview  on R elaxation Processes
Contextual Classification
D ata classification benefits greatly if contextual information is used from all available 
observational data and known prior constraints. To perform contextual classifica­
tion we have to build a model which represents the interactions of the data  and 
constraints. Several approaches have been used to implement this model which can 
be broadly classified into four categories. The first category uses compatibility co­
efficients and class conditional probability distributions which lead to  an evidence 
combining formula [90, 41, 42, 22, 43]. Another category models the problem by 
discretized partial differential equations derived from the physical mechanism un­
derlying the data [98, 94]. Alternatively, the data and labeling process are modeled 
by Markov random fields which are used to derive an energy function [48, 28, 58]. 
Finally, other authors model the observational data by a suitable random field and 
combine its probability distribution function with a Markov model of the label pro­
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cess leading to a classification formula which is dependent on the distribution pa­
rameters and observational data [89, 60, 61, 63, 57, 29].
Relaxation Process
The formulae obtained from the above approaches have to be maximised or min­
imised to obtain the most likely contextual labeling. This could be done by applying 
a relaxation scheme. Relaxation schemes are iterative numerical techniques which 
update the function values by involving local interactions in order to obtain a con­
sistent and possibly unambiguous global solution. If relaxation labeling is shown 
to be solving an optimisation problem by iteratively reducing a cost function, its 
convergence is guaranteed [91].
Discrete and Probabilistic Relaxation
In a seminal work by Rosenfeld et al [90] relaxation labeling was applied to image 
analysis. They used label compatibility coefficients to derive formulae relating the 
probability of an object label to the probabilities of the labels assigned to other 
objects in the scene. By iteratively updating the object label probabilities, a consis­
tent and unambiguous labeling may be obtained. This method is known as proba­
bilistic relaxation. If the compatibility coefficients and probability assignments are 
restricted to two values, such as 0 and 1, probabilistic relaxation becomes discrete 
relaxation. In this case, the object label assignments are updated rather than the 
probabilities of the object labels. The relaxation schemes proposed by Rosenfeld et 
al were heuristic and did not admit observational data. The heuristic nature of these 
algorithms was studied by Hummel and Zucker in [50] where they developed a theory 
of relaxation labeling showing th a t the search for consistent labelings is the same as 
solving a variational inequality. Observational data has been since used to initialise 
the relaxation scheme [41]. Recently, Christmas et al [22] applied relaxation labeling
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to the graph matching problem and provided a sound theoretical framework remov­
ing the heuristic nature of probabilistic relaxation. They also derived compatibility 
coefficients in terms of measurement error distributions [23], through which they 
incorporate observational data. Furthermore, the relaxation scheme is initialized 
using object measurements rather than by a random assignment.
Com plexity Reduction
The update formula of probabilistic relaxation is of combinatorial complexity de­
pending on the size of the update neighbourhood. To reduce this complexity, some 
authors factorise the neighbourhood relationships into object-pair relationships [41]. 
If the admissible object label configurations are much less than the possible com­
binations, a dictionary of these admissible configurations may result in polynomial 
complexity or even less [41, 42]. In [42], a dictionary was used in a discrete relaxation 
scheme by introducing the novel concept of a label error process. In this manner, dis­
crete relaxation was used to find globally optimum and globally consistent labelings 
guided by the constraints encapsulated in the dictionary.
In a different work, Rignot et al [89] modeled the distribution of labels as a 
Markov random field. In this application the class conditional data distribution 
could be estimated by other means. This evidence was combined together using 
Bayes’ Theorem to formulate a maximum a posteriori (MAP) classifier minimizing 
an energy function by relaxation. MAP estimation is an alternative way of incorpo­
rating observational data in the relaxation scheme.
Convergence Rate: M ultiresolution Pyramid
It is well known th a t relaxation techniques are slow to converge since distant sites 
do not communicate directly. Terzopoulos [98] studied several image analysis prob­
lems and represented them by discretized variational principles or partial differential
6.2. B R IEF R E V IE W  ON R E LA X A T IO N  PROCESSES  149
equations which could be solved by relaxation. Terzopoulos constructed a multires­
olution data pyramid from the full resolution image and relaxation was performed 
at the coarsest level to obtain a solution to the discretized representation. This 
solution was used to initialise a new relaxation process in the next finer level. The 
solution obtained at this new level was then taken back to the previous coarser level 
to constrain a new relaxation process at th a t level, resulting in an improved coarser 
solution. This scheme goes through several oscillations between the pyramid levels 
until a final solution is obtained at the full resolution level. Other pyramid explo­
ration strategies are possible, some of which were investigated recently by Laferté 
et al in [62]. They concluded that, for their benchmarks, an exploration strategy 
which starts from the finest level at the bottom  to generate lower resolution repre­
sentations, and then propagates the coarsest solution from the top of the pyramid 
down to the next finer level where a new solution is generated, and so on until the 
bottom  of the pyramid is reached, turns out to be as good as Terzopoulos’ oscillatory 
pyramid exploration strategy.
The multiresolution relaxation scheme is used extensively in the problem of min­
imizing an energy function. Simchony et al [94] developed multiresolution opti­
mization techniques which were applied to cost functions derived from discretized 
régularisation functionals and confirm their faster rate of convergence.
Several authors used the full resolution observation field and generated a mul­
tiresolution representation of the label field [48, 58, 116] . Heitz et al [48] showed 
th a t optimisation of the full resolution cost function could be solved by optimising 
a sequence of nested coarser cost functions. In this algorithm the modeling param ­
eters at every level were derived from the full resolution label process model, unlike 
other multiresolution schemes where the same parameters for the objective function 
are used throughout [48].
Most multiresolution energy minimisation algorithms optimise the cost function
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on a coarse level and use this solution to  initialise the next finer level (for example, 
[48]). Zerubia et al [116, 57] extended multiresolution optimisation by proposing a 
hierarchical Markov random field model with an intra- and inter-level neighbour­
hood system involving the same level neighbours of the grid site, its parent site, 
and its children sites. Thus, inter-level communication is obtained through stochas­
tically modeled dependencies as well as through initialisation by the solution from 
the previous level. In [58], a comparison of a single resolution optimization, a mul­
tiresolution label pyramid as in [48], and the hierarchical Markovian model of [116] 
shows tha t the multiresolution models have less misclassification compared to  the 
single resolution model. Furthermore, the hierarchical model can recover from wrong 
initializations resulting in a substantially lower misclassification rate. As expected, 
the multiresolution schemes require more processing time due to  the larger number 
of computations. However the number of iterations required for convergence is less 
than th a t required for the non-hierarchical multiresolution model due to the more 
efficient communication between the levels via the inter-level Markovian links.
Krishnamachari et al [60] use relaxation labeling on a Gauss-Markov random field 
(GMRF) model of the full resolution observation field and a Markov random field 
model of the label field. In order to take advantage of the multiresolution relaxation 
techniques, they developed a method to obtain lower resolution approximations of 
the GMRF distribution to model the observational data a t lower resolutions. In this 
manner, a MAP estimate at a coarser level was obtained which lead to a function 
which may be minimised by relaxation. The solution at this level was used to 
initialise the next finer level and so on, until full resolution is reached.
A similar scheme was proposed in [61] where the image was filtered by wavelet 
filters and decimated to generate a multiresolution representation. In order to retain 
the GMRF modeling across resolution levels the subsampled filtered images were 
approximated by GM RF’s as in [60]. Note th a t this differs from other work described
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above [48, 57, 58, 116] not only in the approach to data modeling but also because 
in previous work only a multiresolution label pyramid was generated, while using 
the full resolution data directly. In [60, 61] a multiresolution model of the data was 
explicitly generated to estimate the multiresolution label field. It was argued th a t 
by using the full resolution data directly the problem of selecting, often arbitrarily, 
the low-pass filters required to generate the multiresolution data representation is 
eliminated [48].
Hierarchical M odel
Multiresolution image data originating from different sources could be fused together 
by a hierarchical statistical model developed by Laferté et al [63], and then used to 
segment the image. A level-to-level label transition process and a.stochastic model 
for the class conditional observations, similar to [60, 61], were defined. A non­
iterative bottom-up, top-down algorithm on the pyramid was developed to obtain 
optimal Bayesian estimators. Note th a t this algorithm assumes the availability of 
multiresolution observational data, provided by different imaging sources in [63].
M ultiresolution Probabilistic Relaxation
The implementation of multiresolution probabilistic relaxation was only investigated 
by a few authors. Hancock and Wilson [43] developed a method to propagate label­
ings from higher hierarchical levels to lower ones where they can be combined with 
the evidence of the lower level. In their framework, the hierarchy could either be 
a data abstraction hierarchy, where each level represents a different degree of data  
abstraction, or a multiresolution pyramid. Similar to most hierarchical relaxation 
schemes reviewed above, the level-to-level communication occured by using the label 
solution of the previous level as evidence and this was combined to the new level 
via a probabilistic relation. A relaxation process had to be applied at every level
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starting at the coarsest, similar to [48, 58].
In this work we propose a multiresolution probabilistic relaxation algorithm in 
order to combine coarser resolution evidence for texture region labels with the evi­
dence a t finer resolutions, incorporating contextual constraints through a dictionary 
of allowable label configurations. We adopt an object-centred approach where we as­
sign the object label probability according to the labels assigned to the other objects 
in the image. Furthermore, to limit the computational complexity of the algorithm, 
we only consider the objects in a small and finite neighbourhood around the ob­
ject to be labelled. Therefore, we do not necessarily obtain a globally optimised 
solution, but we obtain a locally consistent solution having maximum likelihood. 
By relaxation, we can propagate the local solution and the local constraints to a 
step-wise increasing neighbourhood region. At each resolution level, we have a set of 
measurements smoothed according to the level of resolution which can be combined 
to the evidence from coarser levels and constrained by the label probabilities of the 
pixels a t the present level. Furthermore, our algorithm does not make use of Markov 
process parameters or any estimated parameters of assumed probability distribution 
models, making the method more robust and widely applicable.
6.3 Theory
In texture analysis we have measurements th a t refer to individual pixels of an im­
age. A multiresolution pyramid is built starting from the finest representation by 
smoothing with progressively larger windows. The resolution level is denoted by 
i  G [1, A], where £ =  1 is the finest level and i  = L is the root, or coarsest, level.
The set of pixel measurements at i  is denoted by and each pixel z, T =  1,..., iV^  
a t level is associated to a measurement vector x f  . 9i is the label of a pixel i and 
takes a value cug. from a set of labels Q =  {wi, ...,a;,ri}-
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For a pixel i we wish to choose the label th a t maximises the posterior probability 
of Oi = Uk, given all available information at all levels, tha t is,
9i — arg{rnaxP(6>i =  Vj, V )^ (6.1)fc=i
Using Bayes’ rule we may write:
f V i v q  .  ( « )
By invoking the rule of to tal probability we have:
P{9i  =  U k \ Xj , y j , y i )
Z  "  Z  Z  ■ ■ ■ Z  = = ^e ir " ,0 i  = (xJk:"-,9Nt= V£)
Z  ■ ' ‘ Z  , 33^ , Vi, \fi)U}Q ÜJ0
(6.3)
We shall now consider the joint probability tha t appears in the above expression 
and simplify it as follows:
P{9i  =  wgi, "  -, 6*^ / =  uje^ ,^ æj, Vi, V^)
=  > i\9i =o;g^^,a;^,Vi)
X P{9i  =uje^, - ■ ■ ,9j i^ =  , æ j,V i) (6.4)
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The first factor of equation (6.4) expresses the joint probability of a certain set 
of measurements to arise at levels coarser than i  given the identity of the pixels and 
the measurements at fine level i.
The smoothing pyramid model simulates the perceptual refinement of a scene as 
it is gradually approached. Thus, it may be argued th a t measurements at a coarse 
level are causally independent from those at the finer level. In this case. Equation 
6.3 may be written as
p(x}, Vi, VA > £lÛi = ‘ ,33<,Vi) =
p { X j ,V jy X  > i\Oi =  =  wg^J (6.5)
since measurements at each level may be assumed to  be independent from the
measurements a t all other levels.
The second factor of equation (6.4) can be modified as
P(6i =  =  wg^f, ® j, Vi)
=  P{x[\6-i =  wgi, - - -, =  wg^^, æj, Vi f  1)
x P (0 i =  =  wg^^,æ<,Vi f  1) (6.6)
Extending this factorising process, we can write
P{6i =wgi, - =  wg^^, æj,Vi) =
P[x[\6i ~  "  ,6j^t ~  uj 0 ^ ^ , X p V j  1) X
P ( ^ X 2 \ 0 i  — uj 0 i ,  ' • ■, Opft  ~  w g^^ , X j ,  Vj 1 ,2 )  X • • • X
P{x^Nt\0i = uj0^r ' •, ) X
P{9i=Lxj0^,‘ - ,ô i^ i~ ü j0 ^^ )  (6.7)
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In order to be able to simplify this further, we assume th a t the measurement a t 
a particular pixel depends only on the identity of tha t pixel and is independent of 
the identity and measurements of the other pixels. This is a very conservative model 
of inter-pixel relationships, which may be more realistically modelled by a Markov 
process; on the other hand, the contextual information may still be incorporated 
by relaxation steps a t each level. Therefore, by applying the assumption of pixel 
measurement independence, we may write Equation 6.5 as.
p{x^, Vj, VX> 0^1 =  uj0^  ^)
=
=  (6 .8)
where VA > i) is the probability distribution of measurement vectors a t all 
levels coarser than and P[Qj =  is the prior probability of label
Applying once again the assumption of pixel measurement independence to  
Equation 6.7, we may write
P{Bi -  uje ,^ - ’ ■ ,$Ni =  uj0^^, Xj,\/j)  =
Y[p{x j^\Oj =  iVej) X P{9i =  (6.9)
3
Substituting Equations 6,8 and 6.9 into 6.4,
P(6i ~  , Xp\/j,  VQ
=  n  =  w%|a^,VA > £)p(a:^,VA > i )p (x ‘j\ej =j -^ [^ 3 ~
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xP{Oi -  - • ,9^1 = ujg^ ^)
(6 .10)
This is finally substituted back into Equation 6.3 to give,
P{9i =  Wfc|a;j,Vj,V^) =
p(xf\9i = ujk)P{Oi = w&|æ^,VA > Qp(æ^,VA > .é) JJp(æ^,VA > l)Q{9i =  w&)
__________________________________________________ jVf__________________________
Y^p{x\\9i =  u6i)P{9i =  wgJæ^,VA > ^)p(æ^,VA > €) %%p(æ^,VA > i)Q{9i =  wgjU}Q. j^i
(6.11)
where
Q{9i = UJg.)
P{9i — Üj0.) uje^ i j^i P{^j — ^%)
P{9i =  W01, ' "  , =  üJg^  ^) (6.12)
In Equation 6.11, the term p(æ^,VA > t) in the denominator may be moved
out of the summation and cancel out with the same term  in the numerator, further
simplifying the expression to.
f(g^ =  WA|æj,V;,V^) =
p{xj\9i =  u>k)P{ i^ — ^k\^i, A^ > i)Q{9j — (Jk) /g
Y^p{xl\9i = U0.)P{9i = wg.|æ^ ,VA > i)Q(9i = wgj
O^i
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6.4 Im plem entation o f M ultiresolution Probabilis­
tic  R elaxation
Equations 6.12 and 6.13 define multiresolution probabilistic relaxation. In this sec­
tion we shall discuss the implementation issues of this algorithm.
6.4.1 Core R egions
The likelihood term p{xj\di — in Equations 6.12 and 6.13 may be estimated by 
generating suitable statistical models of the texture regions. We have applied mul­
tiresolution probabilistic relaxation to improve the region labelling of a segmented 
image generated by the segmentation algorithm described in Chapter 4, as well as on 
the post-processed segmentation refined by the mixed pixel classification of Chapter 
5. Since the original segmentation was obtained by using features smoothed by a 
X window, region labels of pixels close to  the boundaries may be incorrect. 
Therefore, we consider the features of the core of each region to be representative 
of the respective regions, thus generating a statistical model of each region from the 
respective core features, in a similar way as was done for mixed pixel classification.
The core of a region is defined as those pixels belonging to the region which are, 
at least, a distance of from its boundary. In order to derive the core regions, 
the simple edge detector discussed in Chapter 5 is applied to the labelled image 
to detect the region boundaries. The boundaries are then dilated by a x 
square structuring element. The pixels in the image which do not belong to  the 
dilated boundary are considered as the cores of each respective region.
The distribution of the core region features at the current smoothing level is 
estimated and represents a model for the respective region which may then be used 
to estimate the likelihood p{xf\6i — wgj of measurement x f  belonging to region ujg..
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6.4.2 Prior Probabilities
A value for the prior label probability P{6i =  cug.) is required in Equation 6.12. In 
our scheme we assume th a t all labels are equally probable and thus, all prior label 
probabilities are taken to be equal, and thus, the term  can be moved out of the 
product and summation.
Since the Q-function appears in the denominator and numerator of Equation 
6.13, the prior label probabilities cancel out. Therefore, we may simplify Equation 
6.12 to
Q{Oi =  UJg.) =
E • • ■ E  E  • • • E  k j,V A  > ^) X
P{$1 =  Wg,, ' - -, (6.14)
6.4 .3  D ictionaries o f A llow able Label C onfigurations
The Q-function is defined over all the pixels in the image and over all label com­
binations. In order to make this function computationally tractable we shall only 
consider a local neighbourhood. This assumes th a t the label of a given pixel does 
not depend on the labels of all other pixels, but rather is influenced only by the 
labels of the local pixels. On the other hand, the effect of the labels of remote pixels 
may be brought to bear on the local pixel labelling through relaxation iterations at 
the same data level, and thus, the benefit of contextual classification is still retained.
Furthermore, practical label combinations are limited to certain configurations. 
Therefore, we define a dictionary T> of allowable label configurations over the local 
neighbourhood J  of size N j  x N j  = Zj .  We restrict each dictionary entry to, at 
most, two region labels; in this way the dictionary may represent either homogeneous
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regions or region boundaries, but cannot represent junctions, which typically occur 
less frequently.
The dictionary may be partitioned according to the label 6c =  of the central 
pixel, and would have as many partitions as the number of distinct labels possible 
in a given image. We denote the kth  entry of the dictionary partition D(wc, Wg) 
as where cus represents the other possible label in the configuration. If Jc
denotes the local neighbourhood excluding the central pixel, the label configuration 
of the dictionary entry may be defined as
■^Wc,a)5 ~  {^c — ^0^3  — ^ € Jc}
In general, each label configuration in the dictionary is equally likely, whereas 
label configurations tha t are not present in the dictionary have zero probability. 
That is, if the label configuration {9i =  - - -, =  ^c, ' "  , ^Zj =  ) € V  then,
P{9i — ' • ,9c — oJc,- "  ,9zj  =  wgg ) is equal to some constant. On the other
hand, if (6»i =  • • •, ‘ , ^Zj — ^9zj) ^ P  then, P{9i — wg ,^ - - - , =
^c, - ',#2 j==  ujezj) -  0-
Therefore, the Q-function is simplified further by cancelling out the constant 
label configuration probability P{9i — wg ,^ - • •, 9zj =  cug^  ) and re-writing
Q{9i =  Lüc) =
— ^0j)P{^3 =  VA > i) (6.15)
In this work, we have used a 3 x 3 local neighbourhood and thus, the allowable
dictionary entries are 3 x 3  label configurations. The entries in dictionary partition
V { lüc, uJs) are as shown in Figure 6.1.
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s c 1 c c C 1 c c c s s s s
s C 1 c c c c c c s c c c
s c c s S 1 s c c s c c c
s s c c c c c c c c s s
s c c s c c c c s c c s
c c c s s c c s s c c c
s S I s s c c c c s s s s c c c
s C 1 c s c c c c s c c s c c c
s C 1 c s s s s s s c c s c c c
Figure 6.1: 3 x 3  dictionary partition T>{uJc, uJs), where C = uJc and S  = w*.
6.4 .4  In itia lisa tion
Equation 6.13 requires the evidence from the coarser levels. However, at the root 
level L, there are no other coarser levels and therefore, the term P{9i =  VA >
L) becomes P{6i =  uj.), which is the prior probability of label Since all prior 
label probabilities are equal, this term cancels out. This term also appears in the 
Q-function, and thus, at the root level, it can also be moved out of the product and 
summation operators, and cancelled. Therefore, Equation 6.13 is initialised at the 
root level as
— ^k)Q{^i — ^k)
=  uJSi)Q{Oi =  w%) (6.16)
where
(6.17)
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Initial label probabilities may be evaluated directly from the likelihoods =
Lük) which are estimated at the root level.
6.4.5 R elaxation
The theoretical development and implementation restrictions have indicated th a t the 
posterior label probabilities may need to undergo a number of relaxation iterations 
in order to embed contextual constraints into the estimates.
The relaxation update formula is similar to the multiresolution probabilistic 
relaxation formula, but does not include any coarse level terms. Therefore, we may 
derive the single-level probabilistic relaxation formula by inspecting Equations 6.13 
and 6.15 and removing any reference to  coarser levels. Consider Equation 6.15; the 
term  P{Oj =  uJej\xjyX > i) is the posterior probability of assigning label wg^  to 
pixel j  given the coarse level evidence. To obtain the single-level Q-function, we can 
set this term  to a constant, thus cancelling out. The single-level Q-function may be 
written as
Q{Oi = Lû0^ ) = =  wgj (6.18)
Applying Bayes’ theorem, we may write
Since the label prior probabilities P{6j  =  wg^ .) are equal this term  may be can­
celled. By substituting back into Equation 6.18 and then into Equation 6.13 we
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observe tha t the term p(ccj) appears in the same way in the numerator and denom­
inator and may be cancelled, thus, simplifying the label probability update formula 
to,
(6. 0,
We,-
where
=  22  E  (6.21)
The classical relaxation update formula typically found in relaxation literature 
(for example, in [41, 23]) is different from the formula given here since instead of 
the likelihood p{x\\9i =  w&) in Equation 6.20, the updated pixel label probability 
p (”)(0  ^ =  (jJk) is used, as shown in Equation 6.22.
we-
We have performed experiments with both versions of the relaxation update for­
mula and Equation 6.20 performed better than the classical update formula. The 
results with our update formula were more consistent with the ground tru th . We 
attribute this to the explicit use of p{xf\9i =  w^) which is obtained from the feature 
measurement a t the central pixel. In this way, the influence of the feature mea­
surement at the central pixel is directly retained and does not allow the relaxation 
process to drastically change the boundary shape.
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The probabilistic relaxation iterations are only performed on the pixels which do 
not belong to the core regions. The label probabilities P{0i =  wgjæj, Vj, V^) of the 
pixels of each core region w*. are set to unity if ljq. = and otherwise they are set 
to zero. These label probabilities are kept constant at all levels.
Probabilistic relaxation was implemented in two modes. In the first mode, all 
region labels in the labelled image were used to compute the label posterior prob­
abilities. This is termed the unrestricted labelling mode. In the second mode, we 
used the same procedure which was applied in mixed pixel classification to deter­
mine which pair of region labels is associated with each boundary. Probabilistic 
relaxation was then performed only over those region labels associated with th a t 
particular boundary. At those boundary sections which are not associated with any 
region label, the probabilistic relaxation was performed over all region labels. This 
is called the restricted labelling mode.
6.4.6 M u ltilevel D ata  Structure
The theory used to derive the multiresolution probabilistic relaxation algorithm does 
not specify any particular multiresolution data structure. In our implementations 
we propose and use two different multilevel data structures.
The first is a quad-tree pyramidal data structure. The energy features at the 
root level L  are generated by computing the energy in non-overlapping windows of 
size 2 ^  X 2-^, and L  is chosen such th a t the window size is greater than, or equal 
to, the size of the energy window which was used to obtain the features for the 
segmentation process. The energy features a t level L — 1 are obtained by computing 
the energy in x non-overlapping windows such tha t each pixel at the 
coarser level corresponds to 2 x 2 pixels at the finer level. The same process is 
applied to obtain the other finer levels down to the finest level where no smoothing 
is applied to the energy of each Gabor magnitude coefficient at every pixel. Since
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non-overlapping windows are used a t every level, a progressively sub-sampled quad­
tree data structure is generated.
The second data structure is generated in the following manner. Let x 
be the largest energy window size used for segmentation, where is odd. The 
energy features of the root level L are obtained by computing the energy in sliding 
windows of size x W^. Since sliding windows are used, the resulting feature 
plane is not sub-sampled but is of the same size as the original data  set. The energy 
features of the next finer level L — 1 are obtained by computing the energy in sliding 
windows of size {W — 2) x  {W — 2) - which is also an odd-sided window. Since the 
feature plane is not sub-sampled, it still has the original size. The difference from 
the former scheme lies in the pixel correspondence from one level to the next. Since 
no sub-sampling is used, the label probabilities estimated for a given pixel may be 
directly propagated to the pixel with identical co-ordinates at the finer level, where 
it may be combined with the evidence of this new level. The evidence of the new 
level may introduce finer detail since a smaller energy window is used.
Both schemes benefit from the stable nature of the features a t coarse levels which 
have less noise than finer level features, and through multiresolution probabilistic 
relaxation, coarse evidence may be propagated down to finer levels and combined 
to finer level evidence. However, the pyramidal data  structure, although having 
the distinct advantages of faster convergence through relaxation and deals with a 
smaller number of pixels due to sub-sampling, it propagates the label probabilities 
of a coarse level pixel equally to its four children pixels at the next level and this 
may adversely affect the relaxation, particularly if the coarse level label probabilities 
are close to unity. Such an occurrence may undesirably inhibit refinement a t the 
finer level.
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6.5 R esults
6.5 .1  P aram eters
The root of the pyramid structure used a 16 x 16 smoothing window and had 5 
resolution levels. 2 relaxation iterations were performed at every resolution level, 
and 5 relaxation iterations at the finest level.
The full-rate smoothed data structure used a 15 x 15 smoothing window at the 
root level and had 8 smoothing levels, with the window size at the next finer level 
i  — 1 being related to the window size at the coarser level i  by x —
{W^ — 2) X {W^ — 2). 3 relaxation iterations were performed at each level. These 
specifications were used for relaxation of the progressive segmentation result.
The data structure applied to the mixed pixel classification results was smaller, 
starting from a root level window of 7 x 7 down to 1 x 1 at the finest level, thus 
having 4 levels. In this case, 3 relaxation iterations were performed on every level 
and 10 iterations were performed at the finest level.
The number of iterations chosen for the finest level was such th a t no significant 
change was observed in the labelling when more iterations were performed.
6.5 .2  M u ltireso lu tion  R elaxation  o f S egm en tation  R esu lts
The multiresolution probabilistic relaxation was first applied on the pyramid struc­
ture. The Cross set of images are given in Figures 6.2 and 6.3, and do not exhibit 
any significant improvement. We suspect th a t this may be due to the formation 
of label probabilities close to unity a t the coarsest level which would inhibit any 
satisfactory refinement by fine level evidence.
Since the Cross image segmentations had only two region labels, except for 6.2(e) 
and (h), unrestricted labelling and restricted labelling would be identical, therefore,
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only the unrestricted labelling mode was used. The segmentation results of Figures 
6.2(e) and (h) were also processed by restricted labelling probabilistic relaxation 
and the results are shown in Figures 6.4(c) and (f). These results are very close to 
the results with unrestricted labelling shown in Figures 6.2 (f)  and (i).
Unlike the case for the Cross images, the Quad set results shown in Figure 6.5 
and 6.6 exhibit considerable improvement. Since these images had more than two 
region labels, multiresolution probabilistic relaxation was performed both in the 
unrestricted and restricted labelling modes. We notice th a t the results for both 
modes are very similar. This is due to the subsampling of the pyramid structure 
which succeeds in correctly labelling the pixels along the boundaries at a coarse level 
which rapidly propagate across the image by virtue of the pyramid structure. In 
this case, the close-to-unity label probabilities have inhibited the pixel mislabelling 
at boundaries even when the unrestricted labelling mode was employed.
However, the improved boundary results seen for the Quad images may be due 
to the simple nature of the straight boundaries of these texture images.
Therefore, we conclude tha t our subsampled multiresolution probabilistic relax­
ation, starting at a considerably coarse level, may be inadequate for extracting or 
improving fine structures. Fewer relaxation iterations have not yielded better results; 
fewer resolution levels improved the fine structure of some images, but deteriorated 
the shape of others. One possible remedy for this problem may be to use a different 
level-to-level correspondence; another possibility is to soften the probabilities which 
have been observed to have a positive effect in earlier experiments. Probabilities are 
softened by applying a sigmoid function centred a t 0.5 such tha t probability values 
greater than 0.5 are attenuated whereas values less than 0.5 are amplified; in this 
way, the label probabilities are not allowed to be close to unity or zero, and thus, 
they do not inhibit refinement at finer levels.
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Figure 6.2: Multiresolution probabilistic relaxation of Cross set using unrestricted
labelling, (left) Original texture images; (centre) Progressive segmentation results;
(right) Probabilistic relaxation results.
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Texture Image Segmentation Relaxation
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Figure 6.3: (continued) Multiresolution probabilistic relaxation of Cross set using
unrestricted labelling, (left) Original texture images; (centre) Progressive segmen­
tation results; (right) Probabilistic relaxation results.
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Figure 6.4: Multiresolution probabilistic relaxation of com2 and com3 with restricted 
labelling, (left) Original texture images; (centre) Progressive segmentation results; 
(right) Probabilistic relaxation results.
6.5 .3  M u ltilevel R elaxation  o f S egm en tation  R esu lts
Probabilistic relaxation on a multilevel smoothing data structure gave much better 
results than for the subsampled pyramid, as can be seen in Figures 6.7 to 6.11. Fine 
detail was successfully incorporated and boundaries were smoothed by the structure 
imposed by the label configurations in the dictionary. Even the poor segmentation 
of Figure 6.8(c) was somewhat improved by probabilistic relaxation.
The Cross set of results are shown in Figures 6.7, 6.8 and 6.9. Except for 6.9(e) 
and (h), the progressive segmentation results had only two labels and thus, applying 
probabilistic relaxation in unrestricted labelling mode was sufficient. Probabilistic 
relaxation in restricted labelling mode was also applied to the 6.9(e) and (h), giving 
the results of Figure 6.9.
The fine structure of the cross-foreground has been successfully refined by this 
implementation of multiresolution probabilistic relaxation. This indicates th a t mul-
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Figure 6.5: Multiresolution probabilistic relaxation of Quad set. (left) Original tex­
ture images; (centre left) Progressive segmentation results; Probabilistic relaxation 
results (centre right) in unrestricted labelling mode and (right) in restricted labelling 
mode.
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Figure 6.6: (continued) Multiresolution probabilistic relaxation of Quad set. (left) 
Original texture images; (centre left) Progressive segmentation results; Probabilis­
tic relaxation results (centre right) in unrestricted labelling mode and (right) in 
restricted labelling mode.
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tiresolution probabilistic relaxation is a suitable method to refine a labelled image, 
but an appropriate multiresolution data structure is necessary as this may lead to 
a severe reduction in performance, as was seen in the quad-tree multiresolution 
probabilistic relaxation.
Regarding restricted labelling probabilistic relaxation results of Figure 6.9 we 
observe a slight improvement over the unrestricted labelling probabilistic relaxation 
of the same images shown in Figure 6.7(f) and (i). This is unlike the case for the 
quad-tree pyramid where restricted labelling did not lead to better results. Once 
again, this shows tha t this data structure is more sensitive to the local fine level 
evidence due to the pixel-to-pixel correspondence between resolution levels.
The Quad set segmentations have also been satisfactorily refined and are shown 
in Figures 6.10 and 6.11. In these experiments the resulting boundaries are less 
straight than the relaxation results of Figures 6.5 and 6.6. This indicates th a t with 
this data structure, more fine level evidence is influencing the result, while still 
succeeding in smoothing the boundaries by the structure imposed by the dictionary 
configurations.
W ith this data structure, restricted labelling has a clear advantage over unre­
stricted labelling as can be seen in Figures 6.10fcJ, 6.11(c) and (g). As expected, 
the multiple region images have better results when probabilistic relaxation is ap­
plied in restricted labelling mode. The stronger influence of fine level evidence is 
also observed here, since mislabelling between regions is more likely to occur unless 
explicitly disallowed by the restricted labelling mode.
6.5 .4  M u ltilevel R elaxation  o f M ixed  P ix e l C lassification  
R esu lts
Multilevel probabilistic relaxation was also applied to the segmented results which 
were refined by mixed pixel classification. By applying probabilistic relaxation to
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Figure 6.7: Multilevel smoothing probabilistic relaxation of Cross set using unre­
stricted labelling, (left) Original texture images; (centre) Progressive segmentation
results; (right) Probabilistic relaxation results.
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Figure 6.8: (continued) Multilevel smoothing probabilistic relaxation of Cross set
using unrestricted labelling, (left) Original texture images; (centre) Progressive
segmentation results; (right) Probabilistic relaxation results.
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Figure 6.9: Multilevel smoothing probabilistic relaxation of com2 and com3 with 
restricted labelling, (left) Original texture images; (centre) Progressive segmentation 
results; (right) Probabilistic relaxation results.
these results, contextual information is incorporated.
Postprocessing the segmented results by mixed pixel classification has lead to 
satisfactory improvements in the accuracy of the segmentation. By mixed pixel clas­
sification the label uncertainty at boundaries due to the energy window has already 
been reduced and therefore, the data structure employed for multilevel probabilistic 
relaxation of the postprocessed segmentation results was designed with fewer levels. 
Thus, the root level of the new data structure uses a smaller smoothing window 
than  th a t used for relaxation of the raw segmented results.
Figures 6.12 and 6.13 show the results of applying multilevel probabilistic re­
laxation to the segmented Cross set images postprocessed by mixed pixel classifi­
cation. All these results invariably exhibit an improvement through probabilistic 
relaxation. The boundaries are more accurate in all results and rugged boundaries 
were smoothed.
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Figure 6.10: Multilevel smoothing probabilistic relaxation of the segmented Quad 
set. (left) Original texture images; (centre left) Progressive segmentation results; 
Probabilistic relaxation results (centre right) in unrestricted labelling mode and 
(right) in restricted labelling mode.
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Texture Image Segmentation Relax. (URL) Relax. (RL)
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Figure 6.11: (continued) Multilevel smoothing probabilistic relaxation of the seg­
mented Quad set. (left) Original texture images; (centre left) Progressive segmenta­
tion results; Probabilistic relaxation results (centre right) in unrestricted labelling 
mode and (right) in restricted labelling mode.
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After mixed pixel classification all Cross images had two region labels, thus, 
probabilistic relaxation in unrestricted labelling mode was sufficient.
Figures 6.14 and 6.15 show the results for the Quad set. These were also improved 
by probabilistic relaxation giving the most accurate results so far for this image set.
It is clear th a t by applying probabilistic relaxation after mixed pixel classifica­
tion, better results can be obtained than by the direct application of relaxation to 
the raw segmented result. If the segmented result has wide corridors of uncertain 
labelling, this may be difficult to rectify by probabilistic relaxation since the incor­
rect labelling may provide incorrect label context, thus inhibiting relabelling due 
to  the lack of probabilistic support. This can be seen by comparing the results of 
Figure 6.10 (j), (I) to tha t of 6.140), (I), and of Figure 6.110), (I) to th a t of 6.160), 
(I). In these examples, mixed pixel classification bridged large gaps bringing the 
regions closer to the ground truth; probabilistic relaxation was more successful in 
the postprocessed segmentations since their boundaries are already more accurate 
due to the mixed pixel classification refinement. Furthermore, probabilistic relax­
ation of these results starts a t a finer root level and the corridor for relaxation is 
narrower since its width is proportional to half the window size a t the root level; 
since relaxation takes place only within a narrow corridor along the boundaries of 
the input labelled image the number of pixels which can be relabelled is limited. If 
mixed pixel classification improves the boundary accuracy, the location of relaxation 
is closer to the true boundaries. Finally, it should be noted th a t by using several 
levels, more blurring due to coarser levels is present and this has to  be refined by 
the finer level evidence; in probabilistic relaxation of the mixed pixel classification 
results, fewer levels are used and hence, there is less data smoothing which helps 
maintain more accurate boundaries.
In this case, the restricted labelling mode demonstrates a clear advantage over 
the unrestricted labelling mode of probabilistic relaxation. The relaxation results of
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Texture Image MPC Relaxation
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Figure 6.12: Multilevel probabilistic relaxation of the mixed pixel classification re­
sults of the Cross set using unrestricted labelling, (left) Original texture images;
(centre) Progressive segmentation results; (right) Probabilistic relaxation results.
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Texture Image MPC Relaxation
(a) com6
(d) com?
(b) (c)
(e) (f)
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•
-
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Figure 6.13: (continued) Multilevel probabilistic relaxation of the mixed pixel clas­
sification results of the Cross set using unrestricted labelling, (left) Original texture 
images; (centre) Progressive segmentation results; (right) Probabilistic relaxation 
results.
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Figure 6.14: Multilevel probabilistic relaxation of the mixed pixel classification re­
sults of the Quad set. (left) Original texture images; (centre left) Mixed pixel classifi­
cation results; Probabilistic relaxation results (centre right) in unrestricted labelling 
mode and (right) in restricted labelling mode.
Figure 6.14 (g), 6.15(c), (k) were generated by the unrestricted labelling mode and 
they have some pixels between two regions mislabelled by a third region label. The 
occurrence of such mislabelled pixels is avoided by the restricted labelling mode, 
yielding the improved results of Figures 6.14(h), 6.15(d), (I).
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Texture Image MPC Relax. (URL) Relax. (RL)
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Figure 6.15: (continued) Multilevel probabilistic relaxation of the mixed pixel clas­
sification results of the Quad set. (left) Original texture images; (centre left) Mixed 
pixel classification Results; Probabilistic relaxation results (centre right) in unre­
stricted labelling mode and (right) in restricted labelling mode.
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6.6 C om m ents and Conclusion
Multiresolution probabilistic relaxation has been shown to improve the labelling 
result in most cases. This is due to the incorporation of contextual evidence and 
gradual refinement of the texture features. However, a sub-sampled data  structure 
as used here does not seem to be suitable for texture regions of complex shape. 
A non-sub-sampled multilevel data structure gave superior results. Quantitative 
results for the segmentations obtained in this work are determined and discussed in 
the next chapter.
Chapter 7 
Q uantitative R esults and  
Com parisons
7.1 Introduction
Quantitative analysis of segmented texture images is infrequently found in the lit­
erature, and quantitative comparative analysis of segmented results are even rarer. 
In this chapter, we quantify the quality of the segmentation by means of a number 
of different measures and we compare our results to those found in [37] and [73].
We conclude this chapter by applying the developed algorithms to a number of 
real images of which the ground tru th  is unknown.
7.2 Error M easures
7.2.1 G lobal M islabelling
The proportion of globally mislabelled pixels, denoted by Pm,tot, is the most fre­
quently employed quantitative measure of the quality of a segmented texture image 
[12, 37, 67]. This is measured by associating a true texture region with each seg­
mented region and the mislabelled pixels are counted and the result is expressed
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as a proportion of the to ta l number of pixels in the image. In [37], Fatemi-Ghomi 
used the proportion of globally mislabelled pixels to quantify the segmentation re­
sults obtained for bipartite texture images taken from the Cross set. In order to be 
able to compare our results to those reported in [37], we have computed this global 
mislabelling measure.
7.2.2 U nder segm en tation  and O versegm entation
However, we contend th a t the proportion of globally mislabelled pixels is not gen­
erally a suitable measure of the quality of segmentation. This is particularly so, 
if a region is oversegmented or undersegmented, in which case, global mislabelling 
does not provide a clear quantification of such errors. This occurs more often in 
m ulti-part texture images, although bipartite texture images may also suffer over­
segmentation. Therefore, in order to obtain more informative quality measures, we 
define the additional measures discussed here.
Undersegmentation and oversegmentation may be quantitatively expressed by 
the number of undersegmented and oversegmented regions, respectively, together 
with the proportion of mislabelled pixels due to each type of error.
Consider a m atrix with T  columns and S  rows, where T  and 5  are the number 
of true and segmented regions, respectively. Now, each true region U is associated 
with tha t segmented region Sj with which it has maximum overlap, marking this 
association by setting the respective m atrix cell to 1. If a given segmented region Sj 
is associated with >  1 true regions it is said to be undersegmented, consisting of 
(true) regions. The true region, from the regions, which overlaps maximally 
with the region Sj is considered to be the correctly detected region and, thus, the 
other Nlj — 1 regions contribute to the undersegmentation error denoted by Pm,us-
Retaining the m atrix entries, each segmented region Sp is now associated with 
th a t true region tq with which it has maximum overlap, marking this association by
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setting the respective matrix cell to 1, as before. If a given true region tg is associated 
with > 1 segmented regions, that true region is said to be oversegmented by 
(segmented) regions. The segmented region from the N ^  regions which overlaps 
maximally with the true region tg is considered to be the correctly labelled region, 
thus the other — 1 regions contribute to the oversegmentation error denoted by
P771,05  •
It is im portant to note th a t these two mislabelling errors do not mathematically 
complement each other but are independent of each other.
7.2.3 False A larm  and M iss R ate
Now, consider a segmented image with three regions, two of which correspond to 
two true regions with some mislabelling between them, whereas the third region 
overlaps two other true regions. A global mislabelling measure would be large due 
to the undersegmentation. If the effect of the undersegmentation can be removed, 
we may be able to quantify the mislabelling between regions. Therefore, we refer to 
statistical detection theory which defines two types of errors, namely, Type I and 
Type II which are the false alarm rate and miss rate, respectively [92]. W ith some 
modification we may be able to make use of these error measures for segmentation. 
Every segmented region may be associated with tha t true region with which it has 
maximum overlap, thus, pixels of the segmented region which have been incorrectly 
labelled may be considered to have been falsely detected, tha t is, a Type I error. 
Conversely, each true region is associated w ith tha t segmented region with which it 
has maximum overlap. Therefore, pixels of a given true region which are not labelled 
according to the correct association may be considered to  have been missed, th a t is, 
a Type II error.
Now, the sum of the Type I error and oversegmentation error Pm,os is equal to 
the sum of the Type II error and undersegmentation error Pm,us, and both are equal
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to the global mislabelling error Pm,tot-
7.2 .4  U nder d etect ion and O verdetection  Errors
We also compare our results to those available in [73]. Pandit used a different quality 
measure to estimate the boundary error. Two boundary error measures were defined, 
namely underdetection error denoted by E^, and overdetection error denoted by E q. 
The underdetection error is defined as,
K  ^  (7.1)
where Ng is the number of boundary edgels in the ground tru th  of the texture 
image. A boundary edgel is sought on the segmented image within a 3 x 3 neigh­
bourhood around the co-ordinate of each true edgel, accumulating each successful 
search in No- Clearly, if the entire boundary of the segmented image is within 1 
pixel from the true boundary, the underdetection error would be zero, indicating 
th a t for every true edgel a nearby edgel is found in the segmented image, resulting 
in 0% error. Conversely, if the entire boundary is always farther than 1 pixel from 
the true boundary, this measure would be 1.0, or 100%, indicating th a t no edgel 
in the segmented image is found within 1 pixel from each true edgel. The neces­
sity to define an overdetection error measure, E q, becomes clear when we consider 
an oversegmented image. In this case, the true boundary may entirely correspond, 
within 1 pixel, to a boundary in the segmented image, giving =  0; however, the 
oversegmentation of the image may go unnoticed in this measure. Therefore, the 
overdetection error Eo is necessary and is defined as
E, =  (7.2)
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where rio is the number of boundary edgels in the segmented texture image. 
Similarly, a true boundary edgel is sought within a 3 x 3 neighbourhood around the 
co-ordinate corresponding to each edgel in the segmented image, accumulating the 
successful searches in r i g .  In this way, the oversegmented image with a boundary 
perfectly corresponding to the true boundary, will generally fail to find true edgels 
close to the boundary of the oversegmented region, resulting in a lower value for rig 
than rio, thus registering the oversegmentation.
In order to compare our results to those available in [73], we also measure the 
underdetection and overdetection errors.
7.2.5 B oundary A ccuracy
Finally, we note tha t the underdetection and overdetection errors are non-linear 
measures, in the sense tha t if the segmented boundary is entirely between 2 and 3 
pixels away from the true boundary, both errors would evaluate to 100% as if the 
boundaries were several pixels in error, which is a drastic change. Therefore, we 
extend the boundary error measures suggested in [12] to estimate the (absolute) 
mean boundary error denoted by Emn and the root mean square boundary error 
denoted by Erms- The mean boundary error measures the absolute distance between 
the true boundary and the segmented boundary a t every edgel, whereas the rms 
boundary error is a measure of the spread of boundary errors.
The images used in the experiments of duBuf et al [12] had two different textures 
in the right and left half-planes of the image divided by a random walk boundary 
from the top to the bottom  of the image. Therefore, after segmentation, duBuf et 
al measured the horizontal distance between the segmented boundary and the true 
boundary, from which the absolute mean and rms boundary errors were determined.
In our examples, we have more complex texture images and, therefore, we had 
to be able to measure the boundary offsets in an orthogonal direction to the bound-
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Sam]Dies from Cross Set Texture Images
% Mislabelling coml com2 com3 com4 com5 com6 com7 com8
Fatemi-Ghomi 2.16 1.97 3.88 2.85 3.30 31.92 9.25 28.48
Our Results 3.8 3.3 3.2 6.1 5.3 9.6 4.3 30.0
Table 7.1: Global mislabelling error for images coml to com8 compared to the results 
of [37].
ary at every point. Therefore, at every edgel, the orientation of the boundary was 
estimated and quantised to any of the four compass orientations,nort/i, south, east, 
west. To compensate for the rough estimate of orientation, the boundary errors 
were estimated in two ways. We determine the distance of the segmented bound­
ary edgel from  the true boundary edgel as reference, yielding the true-referenced 
measures. We also determine the distance of the true boundary edgel from  the seg­
mented boundary edgel as reference, giving the segmented-referenced measures. The 
measures obtained in these two ways were very similar indicating tha t the coarse 
orientation detector was suitable.
7.3 C om parative A nalysis
Fatemi-Ghomi used wavelet features and fuzzy C-means clustering to segment the 
bipartite texture images coml to com3 [37]. The most suitable feature was selected 
by visually inspecting the respective two-point correlation functions. The global 
mislabelling error was used to quantify the results. These are tabulated in 7.1 
together with the global mislabelling error measured for our best results, which were 
generally obtained by multilevel smoothing probabilistic relaxation of the mixed 
pixel classification results.
We note that the results reported in [37] for coml, com2, com3 and com3 have 
a marginally lower global mislabelling error than our respective results; the global
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Samples from 
Cross Set 
Texture Images
% Edge Error coml com 10
Pandit Underdetection 69.74 50.28
Overdetection 64.15 49.26
Our Results Underdetection 60.0 44.7
Overdetection 57.0 35.7
Table 7.2: Underdetection and overdetection error measures for coml and comlO 
compared to the results of [73].
mislabelling which we measured for com4 is approximately twice the error reported 
in [37].
Conversely, our mislabelling measure for com3 is marginally better; for com7, 
Fatemi-Ghomi reports an error twice as large as our measure.
Both our method and tha t of Fatemi-Ghomi yield a poor result for com6, al­
though we register a much lower mislabelling error.
These comparative measures cannot be used to assess directly the merits and 
demerits of the different features since different segmentation methods were em­
ployed in both studies. However, since we had only marginally greater mislabelling 
for 4 out of 8 results, and lower mislabelling for 3 others, we may say th a t these 
features are comparable. However, it is im portant to point out th a t our results were 
obtained without any prior information, or texture-specific parameter tuning and in 
an unsupervised mode; this suggests tha t the progressive segmentation algorithms 
followed by mixed pixel classification and probabilistic relaxation is a robust scheme 
for unsupervised texture segmentation.
Pandit [73] provides underdetection and overdetection error measures for coml 
and comlO after segmentation by global optimisation using multiple statistics as 
disparity measures. The best results reported in [73] are tabulated in Table 7.2.
7.4. Q U AN TITATIVE RESULTS  191
Our best results for these texture images are those obtained by applying mul­
tilevel smoothing probabilistic relaxation to the mixed pixel classification results. 
Our underdetection and overdetection errors are tabulated in Table 7.2.
The errors which we measure are less than those reported in [73], indicating th a t 
better boundary accuracy has been achieved for these texture images.
The segmentation algorithm in [73] made use of a database of textures for train­
ing and was then applied without supervision. This differs from our algorithm 
which requires no prior training. Therefore, the good comparative results and the 
unsupervised approach of progressive segmentation support the suitability of our 
algorithm.
7.4 Q uantitative R esults
In this section we tabulate the quantitative measurements obtained for the segmen­
tation for the Cross and Quad sets of texture images. Each table lists the error 
measures (rows) for each of the respective algorithms (columns). The measures 
tabulated, starting from the first row are; the total number of regions segmented, 
the global mislabelling, the number of undersegmented regions, the undersegmenta­
tion error, the number of oversegmented regions, the oversegmentation error. Type I 
and II errors, underdetection and overdetection errors, true-reference mean and root 
mean square boundary errors and finally, segmented-referenced mean and root mean 
square boundary errors. The algorithms appearing in the columns of the tables are as 
follows; progressive segmentation (seg), mixed pixel classification (mpc), quad-tree 
multiresolution relaxation (MRX) with unrestricted labelling of segmented result, 
multilevel smoothing relaxation (RX) with unrestricted labelling of the segmented 
result, and multilevel smoothing relaxation with unrestricted labelling of the mixed 
pixel classification result. For the Quad images, each unrestricted labelling (URL) 
relaxation measure is followed by the restricted labelling (RL) relaxation measure.
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coml
True Regions =  2
seg mpc MRX
(URL)
seg
RX
(URL)
seg
RX
(URL)
mpc
Nr of Regions 2 2 2 2 2
Total % Mislabel 5.3 4.3 6.5 4.7 3.8
Underseg Reg. 
Underseg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Overseg Reg.
Over seg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Type I % Mislabel 5.3 4.3 6.5 4.7 3.8
Type II % Mislabel 5.3 4.3 6.5 4.7 3.8
Underdetection Error 
Overdetection Error
69.1 66.2 76.6 64.9 60.0
69.5 63.7 71.5 61.7 57.0
Mean Bdry Error f/T  
RMS Bdry Error f/T
4.5 4.1 6.3 4.6 3.7
6.3 5.4 8.2 6.6 5.3
Mean Bdry Error f/S 
RMS Bdry Error f/S
5.0 4.3 6.0 4.4 3.8
6.6 5.6 7.9 6.0 5.3
Table 7.3: Quality measures for coml.
In most Cross images the multilevel smoothing probabilistic relaxation of the 
mixed pixel classification result had the lowest error measurements. Images com2 
and com4 are an exception to this since their best error measures are for the mixed 
pixel classification result, although its smoothing probabilistic relaxation gave sec­
ond best error measurements.
Excluding the results for com6 and com3, which were not satisfactorily seg­
mented, the range of best mislabelling errors was between 2.4% and 6.1% . Un- 
dertection and overdetection errors were between 44.7% and 88.2%, and 35.7% and 
87.0%. corresponding to a mean boundary error between 2.6 pixels and 6.0 pixels. 
These measurements support the visual quality of the results and show th a t the 
algorithms can produce accurate segmentations.
The Quad results ql, q2 and q5 have no undersegmentation or oversegmentation 
errors. For the Quad results we observe th a t the quad-tree multiresolution prob-
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com2
True Regions =  2
seg mpc MRX
(URL)
seg
RX
(URL)
seg
RX
(URL)
mpc
Norm. Nr of Regions 3 2 3 3 2
Total % Mislabel 28.2 3.3 21.1 15.3 ■ 4.4
Underseg Reg. 
Underseg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Overseg Reg. 
Overseg % Mislabel
1 0 1 1 0
24.8 0.0 13.7 11.6 0.0
Type I % Mislabel 3.4 3.3 7.5 3.7 4.4
Type II % Mislabel 28.2 3.3 21.1 15.3 4.4
Underdetection Error 
Overdetection Error
53.7 65.1 84.1 60.7 72.4
70.7 60.5 83.4 71.9 67.6
Mean Bdry Error f/T  
RMS Bdry Error f/T
3.4 3.3 6.9 3.8 4.5
4.9 4.5 8.7 5.3 5.8
Mean Bdry Error f/S 
RMS Bdry Error f/S
7.0 3.1 7.1 5.4 4.4
9.6 3.8 8.8 7.5 5.7
Table 7.4: Quality measures for com2.
com3
True Regions =  2
seg mpc MRX
(URL)
seg
RX
(URL)
seg
RX
(URL)
mpc
Norm. Nr of Regions 3 2 3 L  3 2
Total % Mislabel 28.6 5.5 14.2 11.8 3.2
Underseg Reg. 
Underseg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Overseg Reg. 
Overseg % Mislabel
1 0 1 1 0
13.2 0.0 4.5 7.0 0.0
Type I % Mislabel 15.4 5.5 9.6 4.8 3.2
Type II % Mislabel 28.6 5.5 14.2 11.8 3.2
Underdetection Error 
Overdetection Error
89.7 81.6 76.2 70.0 54.1
94.0 78.4 79.7 75.0 50.0
Mean Bdry Error f/T  
RMS Bdry Error f/T
10.0 5.8 6.5 4.4 3.2
11.2 7.1 8.6 5.7 4.6
Mean Bdry Error f/S 
RMS Bdry Error f/S
11.6 5.7 7.5 5.6 3.2
12.6 6.9 9.6 7.2 4.4
Table 7.5: Quality measures for com3.
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com4
True Regions =  2
seg mpc MRX
(URL)
seg
RX
(URL)
seg
RX
(URL)
mpc
Norm. Nr of Regions 2 2 2 2 2
Total % Mislabel 10.1 6.5 11.1 8.0 6.1
Underseg Reg. 
Underseg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Overseg Reg. 
Overseg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Type I % Mislabel 10.1 6.5 11.1 8.0 6.1
Type II % Mislabel 10.1 6.5 11.1 8.0 6.1
Underdetection Error 
Overdetection Error
94.7 83.4 88.2 90.3 88.2
93.3 85.2 80.7 86.8 87.4
Mean Bdry Error f /T  
RMS Bdry Error f/T
9.8 5.3 8.2 8.0 6.0
11.0 6.3 10.0 9.5 7.0
Mean Bdry Error f/S 
RMS Bdry Error f/S
10.3 6.4 7.1 7.5 5.9
11.5 7.5 8.9 9.0 6.8
Table 7.6: Quality measures for com4-
com5
True Regions =  2
seg mpc MRX
(URL)
seg
RX
(URL)
seg
RX
(URL)
mpc
Norm. Nr of Regions 2 2 2 2 2
Total % Mislabel 17.9 10.3 9.2 7.9 5.3
Underseg Reg. 
Underseg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Overseg Reg. 
Overseg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Type I % Mislabel 17.9 10.3 9.2 7.9 5.3
Type II % Mislabel 17.9 10.3 9.2 7.9 5.3
Underdetection Error 
Overdetection Error
100.0 91.3 71.9 77.6 50.7
100.0 89.5 63.7 72.7 38.6
Mean Bdry Error f/T  
RMS Bdry Error f/T
12.7 7.1 4.4 4.7 2.8
13.4 8.0 6.5 6.5 4.5
Mean Bdry Error f/S 
RMS Bdry Error f/S
12.8 7.8 3.8 4.8 2.5
13.5 8.7 5.3 6.4 3.7
Table 7.7: Quality measures for com3.
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com6
True Regions =  2
seg mpc MRX
(URL)
seg
RX
(URL)
seg
RX
(URL)
mpc
Norm. Nr of Regions 2 3 2 2 2
Total % Mislabel 13.4 16.9 14.7 9.6 15.1
Underseg Reg. 
Underseg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Overseg Reg. 
Overseg % Mislabel
0 1 0 0 0
0.0 0.7 0.0 0.0 0.0
Type I % Mislabel 13.4 16.2 14.7 9.6 15.1
Type II % Mislabel 13.4 16.9 14.7 9.6 15.1
Underdetection Error 
Overdetection Error
86.6 77.6 93.5 85.6 91.3
89.3 88.0 91.3 80.8 89.5
Mean Bdry Error f /T  
RMS Bdry Error f /T
6.1 5.6 8.9 6.5 7.3
7.5 7.5 10.6 8.2 8.8
Mean Bdry Error f/S 
RMS Bdry Error f/S
7.6 8.0 8.9 6.2 7.5
9.1 9.8 10.5 7.6 9.1
Table 7.8: Quality measures for comô.
com7
True Regions =  2
seg mpc MRX
(URL)
seg
RX
(URL)
seg
RX
(URL)
mpc
Norm. Nr of Regions 2 2 2 2 2
Total % Mislabel 15.7 7.0 12.2 6.8 4.3
Underseg Reg. 
Underseg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Overseg Reg. 
Overseg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Type I % Mislabel 15.7 7.0 12.2 6.8 4.3
Type II % Mislabel 15.7 7.0 12.2 6.8 4.3
Under detect ion Error 
Overdetection Error
100.0 81.8 90.1 75.4 64.4
100.0 78.2 84.3 68.2 58.1
Mean Bdry Error f/T  
RMS Bdry Error f/T
13.5 6.3 7.6 6.1 4.1
14.0 7.8 - 9.5 8.1 5.8
Mean Bdry Error f/S 
RMS Bdry Error f/S
13.5 6.2 7.1 5.6 4.1
14.0 7.6 8.9 7.5 5.8
Table 7.9: Quality measures for com7.
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comS
True Regions =  2
seg mpc MRX
(URL)
seg
RX
(URL)
seg
RX
(URL)
mpc
Norm. Nr of Regions 2 2 2 2 2
Total % Mislabel 33.1 66.5 30.7 30.0 31.5
Underseg Reg. 
Underseg % Mislabel
0 1 0 0 0
0.0 36.5 0.0 0.0 0.0
Overseg Reg. 
Overseg % Mislabel
0 1 0 0 0
0.0 29.9 0.0 0.0 0.0
Type I % Mislabel 33.1 36.5 30.7 30.0 31.5
Type II % Mislabel 33.1 29.9 30.7 30.0 31.5
Underdetection Error 
Overdetection Error
99.1 100.0 94.9 95.3 99.6
98.3 100.0 89.9 89.6 99.1
Mean Bdry Error f/T  
RMS Bdry Error f/T
12.4 16.0 7.6 8.4 9.3
13.5 16.2 8.9 10.0 10.3
Mean Bdry Error f/S 
RMS Bdry Error f/S
12.3 15.8 8.7 8.1 9.7
13.3 16.0 10.1 9.7 10.7
Table 7.10: Quality measures for comS.
com9
True Regions =  2
seg mpc MRX
(URL)
seg
RX
(URL)
seg
RX
(URL)
mpc
Norm. Nr of Regions 2 2 2 2 2
Total % Mislabel 12.1 9.1 6.2 4.9 4.1
Underseg Reg. 
Underseg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Overseg Reg. 
Overseg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Type I % Mislabel 12.1 9.1 6.2 4.9 4.1
Type II % Mislabel 12.1 9.1 6.2 4.9 4.1
Underdetection Error 
Overdetection Error
94.6 89.1 78.8 71.3 63.4
95.0 89.6 74.9 70.8 61.1
Mean Bdry Error f/T  
RMS Bdry Error f/T
9.7 7.5 6.4 4.4 3.8
10.6 8.7 8.3 5.9 5.3
Mean Bdry Error f/S 
RMS Bdry Error f/S
11.1 8.1 6.0 4.9 3.9
12.0 9.3 7.7 6.5 5.2
Table 7.11; Quality measures for com9.
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comlO
True Regions =  2
seg mpc MRX
(URL)
seg
RX
(URL)
seg
RX
(URL)
mpc
Norm. Nr of Regions 2 2 2 2 2
Total % Mislabel 8.3 4.7 6.7 4.4 2.4
Underseg Reg. 
Underseg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Overseg Reg. 
Overseg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Type I % Mislabel 8.3 4.7 6.7 4.4 2.4
Type II % Mislabel 8.3 4.7 6.7 4.4 2.4
Under detection Error 
Overdetection Error
85.9 73.4 75.0 59.3 44.7
83.7 72.9 71.3 53.6 35.7
Mean Bdry Error f/T  
RMS Bdry Error f/T
7.0 4.2 5.9 4.1 2.6
8.5 5.4 7.9 5.9 4.0
Mean Bdry Error f/S 
RMS Bdry Error f/S
7.3 4.6 5.7 3.9 2.2
8.8 5.9 7.8 5.6 3.2
Table 7.12: Quality measures for comlO.
abilistic relaxation gives some of the least errors. This was also apparent in the 
images themselves. However, we attribute this mainly to the straight and simple 
nature of the texture region boundaries, since such good results were not observed 
for the more complex shape of the cross.
The texture images qS, q4 and q6 suffered varying degrees of undersegmentation. 
However, apart from the undersegmentation error, they exhibit low misclassification 
error, registered in the Type II error measure, which was reduced further by mixed 
pixel classification and probabilistic relaxation. Of course, the undersegmentation 
error itself could not be rectified with these refinements.
These results show the same pattern as for the Cross set results, and we may con­
clude tha t, in general, progressive segmentation gives satisfactory results which may 
be refined by mixed pixel classification and non-sub-sampled multiresolution prob­
abilistic relaxation to give, in most cases, less mislabelling and improved boundary
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q l
True Regions =  4
seg mpc MRX
(URL)
seg
MRX
(RL)
seg
RX
(URL)
seg
RX
(RL)
seg
RX
(URL)
mpc
RX
(RL)
mpc
Norm. Nr of Regions 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Total % Mislabel 8.0 4.3 3.8 4.2 5.3 3.9 2.6 2.8
Underseg Reg. 
Underseg % Mislabel
0 0 0 0 0 0 0 0
0-0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Overseg Reg. 
Overseg % Mislabel
0 0 0 0 0 0 0 0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Type I % Mislabel 8.0 4.3 3.8 4.2 5.3 3.9 2.6 2.8
Type II % Mislabel 8.0 4.3 3.8 4.2 5.3 3.9 2.6 2.8
Underdetection Error 
Overdetection Error
79.9 56.0 95.5 96.4 78.1 80.5 72.2 78.5
85.6 64.3 95.9 96.7 82.5 81.0 74.0 79.8
Mean Bdry Error f/T  
RMS Bdry Error f/T
5.8 4.0 4.3 4.7 4.7 4.4 2.8 3.1
6.9 5.3 5.7 6.4 6.2 5.6 3.6 3.9
Mean Bdry Error f/S 
RMS Bdry Error f/S
7.6 5.3 5.1 5.4 5.8 4.9 3.1 3.5
8.8 7.0 6.8 7.3 7.3 6.3 4.1 4.4
Table 7.13: Quality measures for ql.
accuracy.
7.5 Segm entation o f Real Im ages
In this section we apply the progressive segmentation algorithm to segment real 
images of which the ground tru th  is unknown. The segmentation results are also 
refined using mixed pixel classification and multiresolution probabilistic relaxation. 
In order to evaluate the quality of segmentation, the boundaries of the segmented 
results are superimposed on the original images. In the following figures, the pro­
gressive segmentation result is shown at top left, the relaxation of this segmentation 
is a t top right; the result of postprocessing the original segmentation by mixed pixel 
classification is shown at bottom  left and its relaxation is shown at bottom  right.
In general, both the mixed pixel classification and multiresolution probabilistic
relaxation improve the original segmentation results.
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q2
True Regions =  4
seg mpc MRX
(URL)
seg
MRX
(RL)
seg
RX
(URL)
seg
RX
(RU)
seg
RX
(URL)
mpc
RX
(RL)
mpc
Norm. Nr of Regions 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Total % Mislabel 6.9 5.6 3.9 3.8 5.3 5.2 6.5 6.7
Underseg Reg. 
Underseg % Mislabel
0 0 0 0 0 0 0 0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Overseg Reg. 
Overseg % Mislabel
0 0 0 0 0 0 0 0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Type I % Mislabel 6.9 5.6 3.9 3.8 5.3 5.2 6.5 6.7
Type II % Mislabel 6.9 5.6 3.9 3.8 5.3 5.2 6.5 6.7
Underdetection Error 
Overdetection Error
81.1 78.9 94.1 92.7 83.6 80.3 76.1 79.7
85.3 83.8 95.1 93.9 86.2 83.6 82.5 82.8
Mean Bdry Error f/T  
RMS Bdry Error f/T
6.0 5.8 3.5 3.2 5.8 5.3 4.8 5.0
7.4 7.1 4.7 4.5 7.2 7.3 6.3 6.6
Mean Bdry Error f/S 
RMS Bdry Error f/S
6.9 6.7 4.6 4.3 6.6 6.2 5.7 5.9
8.4 8.3 6.4 6.2 8.1 8.3 7.3 7.7
Table 7.14: Quality measures for q2.
q3
True Regions =  4
seg mpc MRX
(URL)
seg
RX
(URL)
seg
RX
(URL)
mpc
Norm. Nr of Regions 2 2 2 2 2
Total % Mislabel 51.7 50.5 50.6 51.1 50.4
Underseg Reg. 
Underseg % Mislabel
2 2 2 2 2
47.0 48.3 48.8 47.0 48.4
Overseg Reg. 
Overseg % Mislabel
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
Type I % Mislabel 51.7 50.5 50.6 51.1 50.4
Type II % Mislabel 4.7 2.2 1.8 4.1 2.1
Underdetection Error 
Overdetection Error
92.1 84.4 95.9 92.5 92.7
88.1 77.2 92.2 86.2 87.1
Mean Bdry Error f /T  
RMS Bdry Error f/T
7.4 4.9 4.1 6.8 4.6
8.8 6.2 4.8 8.2 5.5
Mean Bdry Error f/S 
RMS Bdry Error f/S
7.8 5.8 4.6 7.5 4.9
9.2 7.0 5.4 9.1 5.8
Table 7.15: Quality measures for qS.
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q4
True Regions =  4
seg mpc MRX
(URL)
seg
MRX
(RL)
seg
RX
(URL)
seg
RX
(RL)
seg
RX
(URL)
mpc
RX
(RL)
mpc
Nr of Regions 3 3 3 3 3 3 3 3
Total % Mislabel 28.0 26.8 25.9 25.6 27.2 26.9 26.0 25.7
Underseg Reg. 
Underseg % Mislabel
1 1 1 1 1 1 1 1
23.7 23.4 21.7 21.7 23.4 23.3 23.3 23.1
Overseg Reg. 
Overseg % Mislabel
0 0 0 0 0 0 0 0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Type I % Mislabel 28.0 26.8 25.9 25.6 27.2 26.9 26.0 25.7
Type II % Mislabel 4.3 3.4 4.2 3.9 3.8 3.6 2.7 2.6
Underdetection Error 
Overdetection Error
84.8 87.0 94.3 92.3 86.6 87.4 85.4 83.4
84.7 86.0 93.4 91.6 85.5 85.7 83.3 80.2
Mean Bdry Error f/T  
RMS Bdry Error f/T
6.0 4.9 5.3 4.9 5.1 5.4 3.7 3.9
7.3 5.6 7.3 6.9 6.5 6.8 4.9 5.3
Mean Bdry Error f/S 
RMS Bdry Error f/S
6.7 6.0 5.9 5.4 5.8 6.1 4.5 4.3
8.0 6.9 7.9 7.4 7.2 7.7 5.9 5.8
Table 7.16: Quality measures for q4-
q5
True Regions =  4
seg mpc MRX
(URL)
seg
MRX
(RL)
seg
RX
(URL)
seg
RX
(RL)
seg
RX
(URL)
mpc
RX
(RL)
mpc
Nr of Regions 4 4 4 4 4 4 4 4
Total % Mislabel 10.8 2.1 3.7 3.6 2.9 3.0 1.7 1.9
Underseg Reg. 
Underseg % Mislabel
0 0 0 0 0 0 0 0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Overseg Reg. 
Overseg % Mislabel
0 0 0 0 0 0 0 0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Type I % Mislabel 10.8 2.1 3.7 3.6 2.9 3.0 1.7 1.9
Type II % Mislabel 10.8 2.1 3.7 3.6 2.9 3.0 1.7 1.9
Underdetection Error 
Overdetection Error
93.1 40.6 92.9 92.9 82.8 87.4 61.5 66.1
95.9 46.9 93.9 93.8 83.7 87.8 64.3 68.5
Mean Bdry Error f/T  
RMS Bdry Error f/T
8.4 2.2 3.3 3.2 2.9 3.3 1.8 2.0
9.5 2.9 5.1 4.9 3.5 3.9 2.5 2.8
Mean Bdry Error f/S 
RMS Bdry Error f/S
10.1 2.7 3.8 3.8 3.2 3.5 2.2 2.5
11.3 3.5 5.8 5.7 3.9 4.2 3.0 3.5
Table 7.17: Quality measures for q5.
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q6
True Regions =  4
seg mpc MRX
(URL)
seg
MRX
(RL)
seg
RX
(URL)
seg
RX
(RL)
seg
RX
(URL)
mpc
RX
(RL)
mpc
Nr of Regions 3 3 3 3 3 3 3 3
Total % Mislabel 40.1 31.7 30.5 30.5 34.1 33.6 29.5 29.3
Underseg Reg. 
Underseg % Mislabel
1 1 1 1 1 1 1 1
24.1 25.5 25.2 25.2 24.5 24.4 24.7 24.9
Overseg Reg. 
Overseg % Mislabel
0 0 0 0 0 0 0 0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Type I % Mislabel 40.1 31.7 30.5 30.5 34.1 33.6 29.5 29.3
Type II % Mislabel 16.0 6.2 5.3 5.3 9.6 9.2 4.8 4.3
Underdetection Error 
Overdetection Error
99.2 79.3 86.2 83.6 89.7 92.3 88.0 84.0
99.7 81.9 87.3 84.5 89.8 92.8 89.8 84.9
Mean Bdry Error f /T  
RMS Bdry Error f /T
11.9 7.0 2.7 2.3 7.3 7.1 5.3 5.1
12.4 8.8 4.1 3.6 8.7 8.5 6.5 6.3
Mean Bdry Error f/S 
RMS Bdry Error f/S
12.5 7.3 3.3 2.6 7.9 7.8 5.6 5.4
13.1 9.0 5.0 3.9 9.3 9.3 6.7 6.7
Table 7.18: Quality measures for q6.
The segmented regions of Figure 7.1(a) have good correspondence with the major 
different texture regions in the image, but it also exhibits misclassified regions close 
to the boundaries between the wall and ground. Postprocessing (a) by the mixed 
pixel classification algorithm resolves these mislabelled regions correctly to yield 
the improved result shown in (c). Multiresolution probabilistic relaxation of (c) 
straightens the boundaries, as shown in (d).
The segmentation of Figure 7.2(a) correctly segments the left face of the build­
ing. The texture on the front face of the building is rather sparse, resulting in the 
undesirable segmented region on the left. Postprocessing by relaxation straightens 
the boundaries, as shown in 7.2(b). Postprocessing by mixed pixel classification does 
not particularly improve the segmented result, apparently being influenced by the 
horizontal edges at the top of the windows, as shown in (c)\ however, relaxation on 
this result gives the best segmentation, as shown in (d).
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(a) building6 (b)
(c) (d)
Figure 7.1: Segmentation results for image buildingô. (a) Segmentation and (b) its
relaxation result; (c) Mixed pixel classification result of (a)] and (d) its relaxation
result.
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(a) buildings (b)
(c) (d)
Figure 7.2: Segmentation results for image buildingS. (a) Segmentation and (b) its
relaxation result; (c) Mixed pixel classification result of (a)\ and (d) its relaxation
result.
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Figure 7.3(a) shows the progressive segmentation of an aerial image with the 
boundaries marking what appear like rural parts. Postprocessing by relaxation 
straightens the boundaries, as shown in 7.2(b). Postprocessing by mixed pixel clas­
sification and relaxation bring the boundaries closer to these rural regions, as shown 
in Figure 7.3 (b), (c) and (d).
Figures 7.4 and 7.5 show two other aerial images. Progressive segmentation has 
correctly segmented the urban region in both images. Relaxation and mixed pixel 
classification both improve the localisation of the boundary around the urban areas 
in these images.
In Figure 7.6, the segmented region correctly corresponds to the panda. Since 
the dc term  is not used in the segmentation process, the panda is represented by a 
single region in spite of the black and white parts. The relaxation result in (b) and 
the mixed pixel classification m  (c) both improve the localisation of the boundary 
around the panda. Relaxation of the result in (c) also leads to further improvement 
of parts of the boundary, as shown in (d).
In Figure 7.7, the lower rough region and the central wall were correctly seg­
mented, but the top region was undersegmented, missing the tree. It is likely tha t 
since the contrast in centre part of the tree is very low, the textural property is 
not dominant, whereas at the fringes the texture of the tree does not differ much 
from the texture of the background wall. Since dc is not used, there is not sufficient 
textural discrimination between the tree and its background, and thus, they are 
represented by a single region. The relaxation and mixed pixel classification results 
of (b), (c) and (d) have all improved the boundary localisation and smoothness.
Figure 7.8 is segmented into two regions corresponding to the foreground plant 
and the background grass. In general, the postprocessing results of (b), (c) and (d) 
improve the boundary localisation and smoothness, although the missed part of the 
plant was still not recovered.
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(a) barton (b)
(c) (d)
Figure 7.3: Segmentation results for image barton, (a) Segmentation and (b) its
relaxation result; (c) Mixed pixel classification result of (a)] and (d) its relaxation
result.
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(a) blewbury (b)
(c) (d)
Figure 7.4: Segmentation results for image blewbury. (a) Segmentation and (b) its
relaxation result; (c) Mixed pixel classification result of (a); and (d) its relaxation
result.
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(a) aerial-red (b)
(c) (d)
Figure 7.5: Segmentation results for image aerial-red. (a) Segmentation and (b) its
relaxation result; (c) Mixed pixel classification result of (a)] and (d) its relaxation
result.
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(a) panda (b)
(c) (d)
Figure 7.6: Segmentation results for image panda, (a) Segmentation and (h) its
relaxation result; (c) Mixed pixel classification result of (a)\ and (d) its relaxation
result.
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(a) fields (b)
( c) (d)
Figure 7.7: Segmentation results for image fields, (a) Segmentation and (b) its
relaxation result; (c) Mixed pixel classification result of (a)\ and (d) its relaxation
result.
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(a) plant (b)
(c) (d)
Figure 7.8: Segmentation results for image plant, (a) Segmentation and (b) its
relaxation result; (c) Mixed pixel classification result of (a)\ and (d) its relaxation
result.
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(a) bmigf (b)
(c) (d)
Figure 7.9: Segmentation results for image bmigf. (a) Segmentation and (b) its
relaxation result; (c) Mixed pixel classification result of (a)\ and (d) its relaxation
result.
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(a) seismic2 (b)
(c) (d)
Figure 7.10: Segmentation results for image seismic2. (a) Segmentation and (b) its
relaxation result; (c) Mixed pixel classification result of (a)] and (d) its relaxation
result.
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Figures 7.9 and 7.10 are seismic sections. Some different textured regions have 
been segmented, however, there is still a considerable degree of undersegmentation 
in 7.9. The segmentation of 7.10 is better, and although mixed pixel classification 
does not perform very satisfactory in 7.10(c), the relaxation of (c) improves the 
result, as shown in (d). The mixed pixel classification may have performed poorly, 
particularly for the lower region, since this region is small and thus, there are even 
less core features to characterise its texture.
7.6 C om m ents and Conclusion
The results visually correspond well to the texture regions and the error measures 
support this visual judgement. Most results are quantitatively comparable, and at 
times, better than similar results reported by other authors. In view th a t the seg­
m entation algorithm is unsupervised and requires no prior information regarding the 
type of textures or the number of textures present, these results may be considered 
satisfactory.
C hapter 8
C onclusion and Further W ork
8.1 A chievem ents
In this research we have worked on region-based segmentation as opposed to edge- 
based segmentation. This approach to segmentation requires some method to test 
for the number of different regions. Our main contribution relates to the develop­
ment of an unsupervised segmentation algorithm which makes use of the two-point 
correlation function to select the most suitable feature space and obtain an estimate 
of the number of cluster present in the feature space. In spite of several limitations 
regarding the estimate of the number of clusters and the clustering process itself, 
by performing a progressive segmentation, which involves suitable merging steps, 
satisfactory texture segmentations were obtained.
The algorithm was designed to distinguish different texture regions and therefore, 
the dc term was not used. Some textures may not be discriminated on the basis of 
their texture features a t the scales of analysis used, whereas their luminosity may 
provide cues for segmentation. Thus, the neglect of the dc term  may have led to 
undersegmentation in such cases.
The major shortcoming of this progressive segmentation scheme is th a t the seg­
mentation was performed primarily by feature space partitioning, which leads to
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an inaccurate segmentation. Therefore, we have successfully developed a pixel-level 
classification method which takes into account the mixture which occurs across bor­
ders due to  the energy window used to compute the features from the Gabor coeffi­
cients. This mixed-pixel classification algorithm effectively re-classifies the pixels by 
undoing the effect of a smoothing window. This algorithm has successfully refined 
the progressive segmentation results, reducing the mislabelling error and improving 
the boundary accuracy.
We have also performed a considerable amount of research on multiresolution 
probabilistic relaxation. Initial attem pts to implement edge-based multiresolution 
probabilistic relaxation were unsuccessful, however, region-based probabilistic relax­
ation was implemented and gave good results. Therefore, we have shown the strength 
of multiresolution probabilistic relaxation in terms of incorporating contextual evi­
dence and combining coarse, but stable, features to fine, but noisy, features leading 
to gradual refinement of a labelled image. In our work, multiresolution probabilistic 
relaxation did not work very satisfactory on a sub-sampled quad-tree data  structure, 
but gave very good results when implemented on a non-sub-sampled multiresolution 
data  structure. This shows the effectiveness of multiresolution probabilistic relax­
ation, and opens up questions regarding a suitable sub-sampled data  structure for 
this relaxation.
In our attem pt to quantify our results and compare them to reported results, 
we developed other error measures which capture more information regarding the 
quality of segmentation. The quantitative results show different aspects of the seg­
mentation and allow us to decouple different errors from each other. For example, 
an undersegmented image may lead to a large mislabelling error in spite th a t all 
the regions correspond perfectly to true regions, except for the undersegmented re­
gion which may correspond to two regions. By defining the Type II error, akin to 
the miss probability of detection theory, we can throw some light on the degree of
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misclassification between regions apart from the oversegmentation error.
8.2 Further Research
The last point regarding quantification of segmentation results brings to the fore the 
lack of established methods to compare different texture segmentation algorithms. 
Research in error quantification and analysis may be an im portant step towards 
developing suitable comparative criteria.
The poor performance of sub-sampled quad-tree multiresolution probabilistic 
relaxation calls for further investigation. Particularly, the coarse-to-fine level cor­
respondence may have to be approached differently. It may be possible to define 
explicit coarse-to-fine dictionary configurations through which coarse evidence may 
be combined to fine level evidence. Furthermore, the use of softened probabilities, 
as defined in Chapter 6, may also allow adequate refinement by fine level evidence.
As regards the progressive segmentation, the two-point correlation separability 
measure often indicated multiple clusters for feature spaces which should not be seg­
mented. Although this error is recovered by the merging step, it may be beneficial 
if a more robust measure may be developed to determine the feature space separa­
bility from the two-point correlation function. In the merging step, we have used 
the heuristic of region size together with the more formal Bhattacharyya distance 
as merging criteria. Merging criteria may still have a long way to go to formalise 
a robust non-heuristic method. Some experiments indicated th a t some hypothesis 
test could be applied to the feature spaces of the merged regions could to test if 
the merge should be accepted. This suggests further research in establishing useful 
hypothesis tests for this purpose.
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8.3 C oncluding Rem arks
The progressive segmentation algorithm developed in this research has given satis­
factory texture segmentation results for various types of texture images. It has used 
features extracted from the Gabor Expansion, however, it is not dependent upon 
such features. Therefore, the algorithm is a framework which can be adapted to 
other features as required.
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