Abstract. By the use of the way of Real and Functional Analysis and estimating the weight functions, we build some lemmas and deduce some Hilbert-Hardy-type integral inequalities. The equivalent forms and the reverses are all considered. Two kinds of Hilbert-Hardy-type integral operators are defined and the composition formulas of the operators are given.
Introduction
x + y dxdy < π|| f || 2 ||g|| 2 , (1.1)
where the constant factor π is the best possible. In 1925, by introducing one pair of conjugate exponents (p, q) (
, Hardy et al. [2] gave extensions of (1.1) and (1.2) as follows: For p > 1, f (x), g(y) 0, f ∈ L p (R + ), g ∈ L q (R + ), || f || p , ||g|| q > 0 , we have the following Hardy-Hilbert's integral inequality and the equivalent form:
3)
|| f || p , (1.4) DEFINITION 1.1. If λ ∈ R = (−∞, ∞), R + = (0, ∞), k λ (x, y) is a measurable function in R 2 + = R + × R + , satisfying for any t, x, y ∈ R + , k λ (tx,ty) = t −λ k λ (x, y), then we call k λ (x, y) as homogeneous function of degree −λ .
In 1934, by using a general non-negative homogeneous function of degree −1 k 1 (x, y), Hardy et al. [3] gave extensions of (1.3) and (1.4) as follows: For p > 1, k p = ∞ 0 k 1 (u, 1)u −1 p du ∈ R + , f (x), g(y) 0, f ∈ L p (R + ), g ∈ L q (R + ), || f || p , ||g|| q > 0, we have the following Hardy-Hilbert-type integral inequality and the equivalent form:
where, the constant factor k p is the best possible. Some applications of Hardy-Hilberttype inequalities are provided in [4] . In 1998, by introducing an independent parameter λ ∈ (0, 1], Yang [5] gave an extension of (1.3) with the homogeneous kernel of degree −λ as 1 (x+y) λ . In 2009, by using a general non-negative homogeneous function k λ (x, y) of degree −λ and adding another pair of conjugate exponents (r, s) ( 8) where the constant factor k λ (r) is the best possible. REMARK 1.2. When λ = 1, r = q , s = p, (1.7) and (1.8) reduce to (1.5) and (1.6). Hence, these Hilbert-type integral inequalities are best extensions of HardyHilbert-type integral inequalities.
Using (1.2), we may define Hilbert's integral operator T : L 2 (R + ) → L 2 (R + ) as follows (cf. [7] ): For any f ∈ L 2 (R + ), there exists T f ∈ L 2 (R + ), satisfying
x + y dx (y ∈ R + ).
Then by (1.2), we have ||T f || 2 π|| f || 2 , and T is a bounded linear operator satisfying ||T || π . Since the constant factor in (1.2) is the best possible, we have ||T || = π. About the discrete forms of (1.1) and (1.2), in 1950, Wilhelm [8] gave the operator expression. In 2002, by using the operator theory, Zhang [9] gave some improvements of (1.2) and the discrete form. In 2006-2009, Yang [10] considered a new Hilbert-type operator and its applications, and [11] , [12] gave some multiple Hilbert-type operator expressions.
By using (1.8), we can define Hilbert-type integral operator T :
Then by (1.8), we have ||T f || p,ϕ k λ (r)|| f || p,ϕ , and T is a bounded linear operator satisfying ||T || k λ (r). Since the constant factor in (1.8) is the best possible, we have
About the topic of composition of two Hilbert-type operators, the main objective is to build the formula as ||T 1 · T 2 || = ||T 1 || · ||T 2 ||. Recently, [13] published a composition of two discrete Hilbert-Hardy-type operators with the particular kernels. [14] published a composition of two half-discrete Hilbert-Hardy-type operators with the particular kernels, and [15] , [16] published some composition of two Hilbert-Hardy-type integral operators with the particular kernels. These works are hard and interested.
In this paper, by the use of the way of Real and Functional Analysis and estimating the weight functions, we build some lemmas and deduce some Hilbert-Hardy-type integral inequalities. The equivalent forms and the reverses are all considered. Two kinds of Hilbert-Hardy-type integral operators are defined and the composition formulas are given, which are some extensions of the results of [15] and [16] .
Some lemmas
In the following of this paper, we agree on that the parameters p > 0 (p = 1),
there exists a constant δ 0 ∈ (0, min{μ, σ }), such that k
As the assumptions of Lemma 2.1, we set the following Conditions:
satisfy for using Condition (i) and (iii). In fact, for
In view of the continuity, k
For A = (0, 1), the functions
satisfy for using Condition (ii) and Condition (iv).
Note. In the following lemmas, theorems, corollaries and definitions, we agree on that the parameter λ is the common degree of k
), which satisfies all the possible using Conditions. DEFINITION 2.3. As the assumptions of Lemma 2.1, define the following sequences of real functions:
λ (x, y)y
where, k > max{ λ (x, y) is a symmetric function such that for any x, y ∈ R + , k
Proof. In view of (2.7) and (2.8), we have
where, we define
It is evident that
λ (x, y), we obtain by Fubini theorem that (cf. [18] )
Since {k
Since k
then by Lebesgue convergence control theorem (cf. [18] ), we have
Hence, by Lemma 2.1, we find
λ (u, 1) satisfies Condition (i) for λ ∈ A, then by Remark 2.4(a), we have 0
Therefore, in view of (a) and (b), we have
(2) We estimate I 3 .
Therefore, in view of (c) and (d), we have I 3 → 0 (k → ∞). By (2.11) and the above results, we have (2.9). LEMMA 2.6. As the assumptions of Lemma 2.1, if k (2) λ (u, 1) and k
and if both k
(3) λ (u, 1) satisfy Condition (ii), then k (1) λ (u, 1) satisfies Condition (iii) for λ ∈ (0, 1) ∩ A or (iv) for λ ∈ (0, 2 3 ) ∩ A,
then we have the reverse of (2.9), namely it follows
Proof. We divide the following five cases to show
. We have
Hence, in the above any case,
. Therefore, by (2.11) and (2.12), we have the reverse of (2.9), and then (2.13) follows.
We set z = 1 y in (2.9), and define the following function:
In view of Lemma 2.5 and Lemma 2.6, by calculation, we find LEMMA 2.7. As the assumptions of Lemma 2.1, if k
Adding the condition that if both k (2) λ (u, 1) and k
we have the reverse of (2.14), namely it follows
First kind of Hilbert-type integral inequalities
We set functions ϕ(x) := x p(1−μ)−1 , ψ(y) := y q(1−σ )−1 (x, y ∈ R + ) in the following. THEOREM 3.1. As the assumptions of Lemma 2.5 
then we have the following equivalent inequalities:
where, the constant factor
is the best possible.
In particular, for g(y) 0, g ∈ L q,ψ (R + ), ||g|| q,ψ > 0, and
we have the following inequality
is still the best possible. If we only use Condi-
Then
Then by (3.2), we have (3.1).
On the other hand, suppose that (3.1) is valid. Setting
2) is trivially valid; if J = ∞, then by (3.4), we have ||F λ || p,ϕ = ∞, which contradicts the fact of (3.5). Assuming that 0 < J < ∞, then by (3.1), we have
then we have (3.2), which is equivalent to (3.1).
For any k > max{
If there exists a positive constant
By (2.9), we find ∏
λ (μ) is the best possible constant factor of (3.3). The constant factor in (3.1) is the best possible. Otherwise, setting G(x) = G λ (x), we would reach a contradiction that the constant factor in (3.3) is not the best possible. By the equivalency, if the constant factor in (3.2) is not the best possible, then we would reach a contradiction that the constant factor in (3.1) is not the best possible.
In this paper, we call (3.3) with the reverse and the related inequalities as Fist kind of Hilbert-type inequalities, which contain three homogeneous kernels k
. As the assumptions of Lemma 2.6, if
then we have the equivalent reverses of (3.1) and (3.2) , where, the constant factor
is the best possible. In particular, for g(y) 0 , g ∈ L q,ψ (R + ), ||g|| q,ψ > 0, and
we have the reverse of (3.3) with the best possible constant factor
Proof. Since k
λ (x, y), by the reverse Hölder's inequality, we obtain the reverses of (3.4) and (3.5). Then we deduce to the reverse of (3.2). By the reverse Hölder's inequality (cf. [19] ), we have
Then by the reverse of (3.2), we have the reverse of (3.1).
On the other hand, suppose that the reverse of (3.1) is valid. Setting G(x) as Theorem 3.1, we find ||G||,ψ = J p . If J = ∞, then the reverse of (3.2) is trivially valid; if J = 0, then by reverse of (3.4), we have ||F λ || p,ϕ = 0, which contradicts the fact of the reverse of (3.5). Assuming that 0 < J < ∞, then by the reverse of (3.1), we have
and the reverse of (3.2) follows, which is equivalent to reverse of (3.1). For any k > max{
λ (μ), such that the reverse of (3.3) is valid when replacing ∏
By (2.13), we find ∏
λ (μ) is the best possible constant factor of the reverse of (3.3).
The constant factor in the reverse of (3.1) is the best possible. Otherwise, setting G(x) = G λ (x), we would reach a contradiction that the constant factor in the reverse of (3.3) is not the best possible. By the equivalency, if the constant factor in the reverse of (3.2) is not the best possible, then by (3.7), we would reach a contradiction that the constant factor in the reverse of (3.1) is not the best possible.
Second kind of Hilbert-type integral inequalities
In the same way, applying Lemma 2.7, for μ = σ = 
In particular, for g(y) 0, g ∈ L q,Ψ (R + ), ||g|| q,Ψ > 0, and
is still the best possible. Proof. We only prove that the constant factor in (4.3) is the best possible. The others are omitted.
If there exists a positive constant
By (2.14), we find
is the best possible constant factor of (4.3).
In this paper, we call (4.3) with the reverse and the related inequalities as Second kind of Hilbert-type inequalities, which contain two non-homogeneous kernels k (i) λ (xy, 1) (i = 1, 2) and a homogeneous kernel k (3) λ (x, y). In the same way, by using (2.15), we still have THEOREM 4.2. As the assumptions of Lemma 2.6 (for μ = σ = λ 2 , we don't assume that k
then we have the equivalent reverses of (4.1) and (4.2) , where, the constant factor
is the best possible. In particular, for g(y) 0, g ∈ L q,Ψ (R + ), ||g|| q,Ψ > 0, and
we have the reverse of (4.3) with the best possible constant factor
Some corollaries on Hilbert-Hardy-type inequalities
In this section, if in a Hilbert-type inequality, the best possible constant factor is related to k (1) λ , j (μ) (j = 1, 2), then we call this inequality as Hilbert-Hardy-type inequality.
Assuming that k
λ (u, 1) = 0 (u 1), and 
where, the constant factor k
λ (μ) is the best possible. In particular, for g(y) 0 , g ∈ L q,ψ (R + ), ||g|| q,ψ > 0, and
is still the best possible.
As the assumptions of Lemma 2.6, if 0 < p < 1, k
then we have the equivalent reverses of (5.2) and (5.3) , where, the constant k
λ (μ) is the best possible. In particular, for g(y) 0, g ∈ L q,ψ (R + ), ||g|| q,ψ > 0, and
we have the reverse of (5.4) with the best possible constant factor k 
then we have the equivalent reverses of (5.6) and (5.7), where, the constant k
we have the reverse of (5.8) with the best possible constant factor k 
is the best possible. In particular, for g(y) 0 , g ∈ L q,Ψ (R + ), ||g|| q,Ψ > 0, and
As the assumptions of Theorem 4.2, if 0 < p < 1, k
then we have the equivalent reverses of (5.9) and (5.10), where, the constant k
we have the reverse of (5.11) with the best possible constant factor k 
then we have the equivalent reverses of (5.12) and (5.13), where, the constant k
we have the reverse of (5.14) with the best possible constant factor k
, we have the following united expression of Hilbert-Hardy-type inequalities: 15) where, the constant factor k
λ , j (μ) ∈ R + , for i, j = 0, 1, 2, setting
then it follows that F λ ,0 (y) = F λ (y), and by (5.15), we have 16) where, the constant factor k
is the best possible. We still can find similar to (3.4) and (3.5) that 18) where, the constant factors k (1) λ ,i (μ) and k (2) λ , j (μ) are the best possible. 
then it follows that F λ ,0 (y) = F λ (y), and by (5.19), we have
is the best possible. We still can find that 
λ ,i (μ).
Since the constant factor in (6.1) is the best possible, we have ||T
λ ,i (μ). 
λ , j (μ).
Since the constant factor in (5.18) is the best possible, we have ||T
λ , j (μ). Since the constant factor in (5.21) is the best possible, we have || T (i)
