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Abstract 
University of Cape Town Abstract 
Inve~t, ig(ll.ion on the Efficient Frontier Based on CVaR under Copula 
Dependellce Structure with Applications to South African JSE Stocks 
By: W. B. Damaseb 
Internal Supervisor: Dr. P. Ouwehand 
Department of Mathematics and .\.pplied 'Vlathematics 
External Supervisor: Dr. A. Demchuk 
We study the feasihility of using a coherent monetary risk measure, Condi-
tional Value at Risk (CVaR) also known as Expected Shortfall (ES), to optimise 
a portfolio of South African stocks. Value at Risk (VaR) is not a sub-additive 
risk meH:iUre and therefore does not possess one of the four properties that 
all coherent risk measures must satisfy. Using copula to describe the depen-
dence structure between the instruments in our portfolio, we implement and 
backtest a CVaR optimization algorithm and compare the backtested results to 
those obtained using parametric and non-parametric/ Monte Carlo YaK Finally 
we optimise the portfolio of stocks and generate an efficient frontier specifying 
CVaR as the risk measure instead of the portfolio variance traditionally used in 
Markowitz and CAPM models. The errors and tracking errors for the returns 
of the CVaR, Markowitz and CAPM frontier portfolios to the actual portfolio 
returns are then compared. 
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Chapter 1 
Introduction 
Capital preservation is not a new concern for investors and regulators. No one' 
can assure an investor that their initia.l investment will generate a proht every 
day, for the period they are invested , and t.his may cause a few investors to be 
sceptical about handing over their hard-earned money if their worst expected 
loses cannot be quantified. 
Regulators on the other hand need a method tu detNmine capital require-
ments for bankers , tradNs and regula r market participants to regulate the mar-
ket risk Clssumed by these participants. Value at Risk (VaR) has been widdy 
used as a risk measure statistic by regulators to determine capital requirements. 
Coherent Measures of Risk [11 introduce four desirable properties for a sen-
sible risk measure, na.ming measures that sat isfy these properties coherent. As 
discussed by [1], [2] and [3] VaR does not fall into this category of coherent risk 
me{l::;ures due to the fact that it does not poss@ the property of sub-additivity. 
Consequently, VaR does not recognise the diversificat ion effects of a portfolio 
and as an alternative to VaR a coherent risk mea~ure called Expected Shortfall 
(E8) or Conditional Value at Risk (CVaR) is introduced. 
Gaivoronski and Pflug [4] compare portfolio optimization methods for VaR 
and eVaR. They find tha.t generating efficient frontiers with CVaR as the ri sk 
mea::;ure are easier to compute than generating frontiers using VClR as the risk 
me1'lsure, due to the non-convex nature of VaR generating fIl any local minima. 
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Portfolio optimizR.tion algorithms for CVaR are also discussed in [25], [5], [23] 
and [21] . 
Traditional methods for optimizing the risk-return profile of a portfolio in 
modf'fn portfolio theory use variance as the risk measure, examples of such 
methods are the CAPM and Markowitz [9] model. 
Tail events are very important in measuring VaR and ('VaR and there has 
been criticism about using conditiona l multivariate normRI distributions to de-
scribe the dependence structure between instruments in a portfolio. A fuIl 
investigation of this topic is beyond the scope of this work, but [17], [14] and 
[13] find that even though there is still some research to be conducted, copu-
las describe the dependence structure between instruments in a portfolio bet te r 
than multivariate normal distributions. 
The main aim of this thesis is to investigate the feasibility of using monetary 
risk measures for portfolio optimization. Examples of monetary risk measures 
are Value at Risk, coherent risk measures and convex risk measures. These risk 
measures approach risk from a capital adequacy and regulatory point of view. 
Instead of asking, " How risky is this investment"?" the question is, "How much 
capital should bp. set aside to hedge down-side risk"?" 
The scope of the study is limited to the investigation of Conditional Value 
at Risk as the monetary risk measure we seek to optimise for our portfolio. This 
monetary risk measure is back-tested to determine its accuracy a nd compFl,red 
to the accu racy of a VaR bncktest. 
We also utilise the CVaR algorithm to obtain optimal portfolios for given 
risk levels, where CVaR acts as the measure of risk. The actual out of period 
portfolio returns from the ('VaR efficient frontier are compared to those ob-
tained using CAPM Rnd YIarkowitz efficient frontiers. 
We are interested in setting up <J.n optimization model that is ea,'3Y to modify, 
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7 
programmed in a package that is commercially avnilable to most computer users 
and is not corJlp llta tionally intensive. 
The data [or the historical/backtesting analysis of the model is selec ted from 
the Troskie l database. The Troskie database has monthly and weekly returns 
for South African stocks, to have as many data points as possible we select the 
weekly data to perform our analysis. 
The thesis outline is as follows: 
We start with a review of modern portfolio theory by discussing the Markowit~ 
and CAPM models. the assu mptions and underlying theory [or each model a re 
reviewed find the disadvantages of these models are also mentioned. 
The next section is an introduction to Value at Risk (VaR) a nd Conditional 
Value at Risk (CVaR) also known as mean shortfall or ta il VaR. We start by 
discussing parametric and Non-parametric VaR, this is followed by ?;iving jus-
tification for using a coherent risk measure and we give an example as to why 
VaR is not a sub-additive risk measure, meaning that the VaR of a portfolio of 
two inst ruments can be higher tha n the sum of the individual VaR of each in-
strument. The section ends by introducing the underlying theory and propert ies 
of CVaR includin?; the CVaR model that we will use to optimise our portfolio. 
Dependence concepts in financial risk management a re discussed and we in-
troduce the use of copulas , specifically the t-copula as our choice of dependence 
structure for the instruments in our portfolio. Following t his section is a discus-
sion on how to model events in pfltctice concentrating on parameter estimation 
and generating random numbers. 
The above-mentioned theory is put into practice with a case study on the 
South African market; six s tocks2 a re selected from the South African stock mar-
1 University of Cape T own Statistics Department 
2We could only create an ex hau.,tive database for these 6 stocks, so that there ar" no gaps 
in the time seri es of historical pricC$ 
Un
ive
rsi
ty 
of 
Ca
pe
 T
wn
8 
ket as our portfolio. This portfolio is then used to backtest the CVaR model 
for a 95% and 99% confidence level, n~xt we generate efficient frontiers for our 
CYan model and the Markowitz and CAPM models and calculate the tracking 
errors of projected returm; to act.un I portfolio r~turns had we invrsted in these 
efficient frontier portfolios. 
The results obtilined from the case study show that the backtested CVaR 
model performs better for the 95% and 99% confidrnce levels than the paramet-
ric and Non-parametric VaR models when backtested. When compared to the 
CAPM and Markowitz models, thr CVaR model dficicnt frontier expected re-
turns have iI. higher tracking error3 to the ilctual portfolio returns, when invested 
in the frontier portfolios, but significantly less negative errors4 . The ::;tudy then 
ends with recommendil.tions for future work on the CVaR model. 
3S tandard deviation of the difference between the expected returns from optimisation and 
actual portfolio returns. 
4 Difference between expected returns froIll optimisatiun and actual portfolio ret.urns with 
optimised allocat ions. 
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Chapter 2 
Modern Portfolio Theory 
2.1 Markowitz Portfolio Optimization 
This section follows the discussion of [9] . Harry Markowitz suggested that for 
any given level of risk (volatility), the rational investor would select the ma.xi-
mum return and for a. given level of return, the rational investor would select 
the minimum risk. The main assumptions underlying the model can be found 
in almost any text on modern portfolio theory [18]: 
• The final outcome of an investment is sUlllmarised by its return, and in-
vestors use a probability distribution of the rates of return of an invest-
ment; 
• The Investors risk estimates for an investment arr. proportiona l to the 
variance of return for the investment; 
• Investors base their decisions on just two parameters of the probability 
distribution function, being the expecteri return and variance of the return ; 
• All investors are risk averse, in other words (as mentioned before) for 
any given level of risk {volatility) , the rational invr.stor would select the 
maximum return and for a given level of return, the rational investor would 
select the minimum risk. 
For a portfolio of 71 securities the expected return of the portfolio is the 
weighted average of the exprcted return of each security. If we let the vector of 
n security returns be 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
2.1 Markowitz Portfolio Optimization 10 
so that E(R) = J1. 
'vVit.h covariance mat rix E = E(R - J1)(R - J1)l If we then assume mul-
tivariate normality R rv .V(J1, E) and let Wi be the weight of secur ity i such 
that 
n 
(2 .1) 
and 
w ~ [J 
Then the expected return for the portfolio is 
n 
J1p = E(Rp) = W' E(R) = L WiJ1i (2.2) 
i =l 
where Rp is the return of the portfolio, Wi is the proportion of security i in 
the portfolio and J1i is the expected return of security i. The variance of the 
portfolio is calculated using the variance of return of each security and the 
covariance of returns between ea.ch pair of securities. 
n 
O"~ = Var(Rp) = W'EW = L WiWj(Jij (2.3) 
i,j=l 
O"i j is the covariance between the returns of securities i and j and depends on 
the correlCl tion between the returns of the two securi t ies O"ij = PijO"iO"j, where 
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2.1 Markowitz Portfolio Optimization 11 
P i j is the correlat.ion coefficient between the return:; of securities i and j. 
Diversification of a portfolio reduces the risk/vari<tnce of the portfolio if the 
securities are not perfectly correlated. To illustrate this point let us consider a 
portfolio with two securities such tha t 0"1 = 0"2 C ~0", the variance of the portfolio 
is cakulated C\.'j follows. 
Var(Rp) 
(2.4) 
If P12 --=1 then Wf + (1 - Wj f + 2wj (1 - wJ) = 1 and equation (2.4) becomes: 
If PJ2 < 1 then 
Low correlations between the securities therefore lead to the reduction of the 
variancp of the portfolio. 
The ~larkowitz optimization does not produce one optimal portfolio, it pro-
vides a group of optimal portfolios with security weights determined by different 
risk/ return cha racteristics. These optimal portfolios make up what is called the 
efficient frontier and the investor chooses from this frontier according to their 
risk/return preferences. The Markowitz portfolio algorithm is as follows. 
mB.-X E(P) Wi J-L 
W , 
min O'~ 
Wi. 
n 
LWi 
i= 1 
i= J 
n L W;WjO"ij subjPct to 
i ,j= J 
1, 0 S Wi S 1, i = 1, ... , n 
(2 .5) 
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2.1 Markowitz Portfolio Optimization 12 
This is i:t quadrat ic progmmming (QP)problem, in order to solve it we can 
hx the return /-Lp and then minimise the variance a~ or fix the variance <.1nd 
maximise the return. If we choose to fix the desried percentage return, /-Lp 'cc A, 
we need to solve the following QP problem. 
"ViEW 
n L 1JI;1IIjaij, subjed to 
';,j=1 
n 
/-Lp Wi /-L = L W;/-Li = A, subject to 
n 
~w  1 
i = l 
1,O :S; Wi :s; 1, i = 1, ... , n 
Varying A will yield the efficient frontier for the specific portfolio. 
A few of the mam problems ansmg from using iVlarkowilz's approach of 
optimization are: 
• The assumption of a multivariate normal distribution for the instruments 
of the portfolio is not correct, [7], [1 7], [22]; 
• The portfolio optimization is based entirely on historical results and is 
therefore backw8 rd looking; 
• Due to the backward looking nature of the optimization method stress 
testing is not possible. 
2.1.1 Sharpe's corner portfolio 
Sharpe introduced the concept of corner portfolios to reduce Markowitz's QP 
problem to a Linear programming (LP) problem. Consider the efficient frontier 
plot of return /-Lp v('rsus variance a~. If we draw a line through the frontier 
/-Lp = A + Ba~, then. 
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2.1 Markowitz Portfolio Optimization 13 
fJ,p A I- BO"~ 
A fJ,p - BO"~ 
11 1 ? 
B 
-fJ,p - O"p 
B 
Z 8fJ,p -- O"~ (2.6) 
If we let the slope B = ~ then the line parallel to th0 O"~ = X axis is 
where the slope H = 0 and 8 = 00, if we then maximise Z in equation (2.6) 
keeping 8 fixed (maximise A keeping B fixed) this will give us a point on the 
efficient frontier, varying 8 from (0, oc) produces the efficient frontier, and our 
optimization problem reduces to. 
Nlax(Z) .., - O"p 
8W' J-l -- W'EW subject to (2.7) 
n 
Wi is not restricted to positive values, which means short selling (leverage) 
is allowed. using Leorange multipliers to include the constraints in the function 
-- '0 
Z to be maximised the problem becomes. 
n 
Max(Z') 8W' fJ, - W'EW + >.(1 - L Wi) 
;=1 
n n n n 
i=1 ;=1 j=1 ; =1 
Taking partial derivatives of 7,' with respect to Wi,i = 1, ... ,n and>' and 
equating them to zero we get the following simultaneous equations. 
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2.1 Markowitz Portfolio Optimization 
aZ' 
aV'n 
aZ' 
a).. 
fJJ-Ln - 2wnO"nn - 2WIO"nl - ... - 2Wn- lO"n,n- l - ).. = 0 
1 - WI - W2 - ... - Wn = 0 
Converted to matrix notRtion this yield .'-
20"11 20"12 20"1n 
20":n 20"22 20"2n 
20"nl 20"n2 20"nn 1 
1 1 1 0 
ex B 
X e- 1 B 80 that 
Wi Ci+ ei(fJ),i = l, ... ,n 
14 
Where Ci and c,\ are the constant components of Wi and ).., ei (fJ) and e>.(fJ) 
are a fun ction of the varying fJ for Wi and)" respectively, so for different values 
of fJ the expected return and variance of the portfolio is. 
J-Lp W'J-L 
n 
i = 1 
n 
:2) Ci + ei (fJ) ){l; 
; = 1 
n n 
L CiJ-Li + fJ L ei J-Li (2.9) 
i= 1 ;=1 
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2.1 Markowitz Portfolio Optimization 15 
Var(P) O'p = W'I;W 
n n 
LLWiWjO'ij 
;=1 j = 1 
n n 
L L(C; + ei(8))(cj + ej(8))O'ij 
i=1 j = 1 
n n n n 
L L CiCjO'ij + 8 L L(Ciej + Cj ei)O"ij + 
i=1 j=1 ·, · .1 j-,1 
n n 
82 L L eiejO',j (2.10) 
i= 1 j =1 
Given the covariance between the returns of the securi ties O'ij and the ex-
pected return /-Li of each security. We can vary 8 from 0 to 00 and calculate the 
set of wp.ighls W which is opti mum for each value of 8 for each security. 
If we wish to eliminate short selling, as soon as a securities weight becomes 
o we eliminate this security from the portfolio and re-eva luate the weights at 
the corresponding 8 again, only varying 8 if no oth0f security has 0 weighting. 
Although equation (2.7) st ill looks like a QP, Sharpe varies 8 from 00 to 0, 
and si nce returns and variances are small values, the term 8/-Lp dominates (2.7) 
and we can ignore O'~ and the Sharpe fOflllulation become,;. 
Max(Z) 8/-Lp 
n 
8W'/-L 
n 
8 L U',ILi subjed tv 
i=1 
L W i 1 
; =1 
This is a LP problem which can be eRsily solved using a PC'. So once a start-
ing value for 8 is chosen this algorithm is used to gf'nerate the efficient front ier 
by generating the corner portfolios, which is a portfolio where a security either 
enters or leaves a port fo lio as 8 is varied . Equations (2.l)) and (:2.10) cnn then 
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2.2 Capital asset Pricing Model (CAPM) 16 
be used to calcula te the variance Up and expected rdurn L'(P) for the portfolio. 
Example: Let E(Rd = J.Ll = 0.10, E(R2 ) :.- J.L2 ~ 0.15, Ul == 0.3 , u2 = 
0.4 and P12 = 0 so that U11 = 0.09, U22 = 0.16 and U12 = O. Our system of 
equations then becomes AX = B. 
( 
0.~1 8 0 
0.32 
1 ( 
0.108 ) 
0.158 
1 
So that X "" A-I B 
( WI) ( 2.00 W2 = - 2.00 A 0.64 
-2.00 
2.00 
0.36 
06~ ) (0.108 ) 0.36 . 0.158 
-0.12 1 
With solutions. 
Wl = 2.00(0.18) - 2.00(0.158) + 0.64 = 0.64 - 0.108 
W2 = -2.00(0.18) + 2.00(0.158) + 0.36 = 0.36 + 0.108 
A = 0.64(0.18) + 0.36(0.1 58) - 0.12 = - 0.12 + 0.128 (2. 11) 
Varying 8 from 0 to 10 we gd. 
8 
8 
o [ :~ : ~:~: ] , E(P) = J.Lp = 11 .80% 
O 5 [ WI = 0.39] E(P) - - 2 O~llc . 11'2 = 0.41' - J.Lp - 1 . ;) 0 
1 [ :~ : ~:~: ] ,E(P) = J.Lp = 12.30>'0 
2 [ ~~~ : ~::: ] , E(P) = J.Lp = 12.80>'0 
[
W 1 =0.14] , 5 W2 = 0.86 ,E(P) = J.Lp = 14.30% 
10 [ w~2: ~03!6 ] , b'(P) = J.Lp = 16.80% 
2.2 Capital asset Pricing Model (CAPM) 
The C.\PM model sect ion follows the discussion of [18]. The simplifying ilS-
sumptions underlying the CAPM model are [12], [18]: 
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2.2 Capital asset Pricing Model (CAPM) 17 
1. All investors use the :Yhrkowitz portfolio self>ction modf>l ; 
2. There are many investors, each with a wealth that is small compared to 
the total wealth of all the investors combined and investors ad as though 
security prices are unaffected by their own trades, this leads to thE' perfect 
competition assumption of microeconomics; 
3. All investurs plan for the same holding period for their portfolios , which 
is a suboptimil!, since we ignore all information After the single period 
horizon: 
.r 
4. No transaction costs, interest rate changes, Inflation and taxes; 
fi. Investments are limited to publicly traded financial assets such as: stocks, 
bonds And unlimited risk-free borrowing/lending. This assumption means 
that private enterprises and guvernment funded assets such as interna-
tiona l a irports may not be invested in; 
6. All investors share the same economic view of the world, so that all in-
vestors use the SAme expected returns And covariance matrix of security 
returns tu generate the efficient frontier and optimal risky portfulio. 
The Market Model 
Let a portfolio M (market portfolio) represent the total economy, such that it 
is the wf> ighted average of all the quuted securities, investing in this theoretical 
port.folio should guarantee an expected return of the market, R M . Portfolio M 
is important because it is a perfectly diversified portfoliu. 
Sharpe's single index model assumes that a securities price movements can 
be related to a market index by a parameter /3. In order to ca Iculate /3 we need 
to find a benchmark representing the economy, such as portfolio M or sOllie 
Index. Using this benchmurk And linear regression it is possible to measure the 
change in security returns as relates to changes in general ecunomic conditions, 
known as the market model. /3 therefore indicates the averllge sensitivity of 
returns of a security to the market return. 
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2.2 Capital asset Pricing Model (CAPM) 18 
Using least squa.n:s estimation, the market modpl is given by. 
(2.12) 
The (}:i indicates that companies do not only earn returns associated with 
general movemenLs in the economy, but also specific returns associated with the 
companies individual activities. Vi is a rilndom error term, Vi ~ N(O, 1) and 
helps determine the specific return alongside the (}:i term, the error tC'rms are in-
dependent of each other (COVWi,Vj) :-- O,Vi,j,i f- j)and RM (Cov(Vi ,RM) = 
0, Vi). The market model provides the conceptual foundation for the CAPM 
model. 
The Capital Market Line (CML) and Risk-Free Assets 
Let us consider a two-asset risky portfolio, with portfolio weights Wj, W2, returns 
J-li, J-l2 and variance u?, ui [or the assets 1 and 2 respectivply and correlat,ion 
c.oefficient P12. The expected rate of return and variance of the risky portfolio 
is given by. 
E(Rr) (2.13) 
W2 1 - Wj 
(2.11) 
If we add a risk-free asset Rp to our portfolio, and give a weighting of W 
to our risky portfolio then the expected rat,p of return and variance of this new 
portfolio is. 
(2.15) 
(2.16) 
Where u 2 is the variance of the risky portfolio, 11 a1'(r), this is because the 
variance of the risk-free asset is zero and the co rrelation coefficient between the 
risk-free asset and risky portfolio is not defined. The standard d('viation of the 
combined portfolio is therefore. 
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Sdev(p) = WO" (2.17) 
If we solve for w in equation (2.15) and substitutC' it in equation (2.17) we 
get. 
E(Rr) - Rp 
E(Rp) = Rp + Sdev(p) 
0" 
(2.18) 
Equat ion (2.18) indicates a linear relationship between E(Rp) and Sdev(p), 
with an intercept at Rp and a slope of E( R r;- RF. This is sirllilar to the line 
on the efficient frontier plot generated by drawing a line tangent to the efficient 
frontier (point T) starting from ,10 intercept point equal to the risk-free rate Rp . 
Sdev(p) 
Figure 2.1: CyIL Line 
At point T the inves tor is investing in a portfolio only consisting of securi-
ties, while at point Rp they are investing solely in the risk-free rat.e. In between 
points T and RF (lending portfolio) the investor is investing part of their wealth 
in equities and the rest in a risk-free asset. lnvestin~ on line RFT gives investors 
more options than just investing on the efficient fronti e r, for decreasing volatilies 
from point T line RFT is higher than a ll other points on the frontier a.nd there-
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2.2 Capital asset Pricing Model (CAPM) 20 
fore offers a higher return for the same volatility. 
If we move to the right of point T (borrowing portfolio), then thp investor 
inve~t~ all their wealth, plus a n additiunal borrowed amount. The straight line 
passing through points RF and T shows the range of portfolios an investor can 
invest in by lending and borrowing at the risk-free rate, and is called the capital 
market line (C:vIL), since the portfolio at point T (on the efficient frontier) 
contains the optimal portfolio cuns isting only of equities, it is known as the 
market portfolio , so from equation (2.18) the CML is. 
E(Rp) = Rp + E(RT) . .. RFSdpv(p) 
IJT 
(2.19) 
E(Rp) is the expected rate of rdurn and Sdev (p) is the standMd deviation of 
any portfolio un the (,ML, Rp is the risk-free rate, IJT is the standard deviation 
of the mArket portfolio, E(Rr) is the expected rate of return of the market 
portfolio, E(R~~.-Rp is called the market price of risk. From equation (2.19) we 
deduce that the expected ra te of return for a portfolio on the CML consists of 
the risk-free rate plus a premium of E(RT )-R,.. Sdev(p). 
crT 
CAPM 
The CAPM model is concerned with the development of A security market line 
(SML) for a given security or portfolio uf securities, which is the equation for 
the equilibrium expected return of the portfolio bAsed on it's sensitivity to the 
market. 
If we take the standard deviation as our lI\ea~ure of risk, then the system-
atic/market risk of an individual asset i is equal to. 
Since the market standard deviation IJJ'd is the same for all assets , we can 
consider f3 as the relative measure for the systematic risk of the assets. For a 
portfolio the systematic risk will be. 
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n n 
{3p L wiiJi and L Wi = 1 
i= l 
So that the systematic risk of a portfolio is the weighted average of the sys-
tematic risks of the assets which make up the portfolio. ~ow we formulate a 
rela tionship between risk and return as follows. 
If an investor holds a portfolio with ,6r = 1 then the purtfoliu earns an 
eXJ.1ected rate of return equal to the market portfolio, but if {3/ = 1 then the 
portfolio earns an expected rate of return equal to the risk-free ra te RF. If the 
investor invests a portion W in a risky portfolio with {3r = 1 and (1 - w) in a 
risk-free port.folio with {3/ = 0, then the beta of the composite portfolio {3p is. 
{3p w{3r+( I - w) .{3/ 
w·l Hl-w)·O 
w (2.20) 
Equation (2.20) shows that the beta of this composite portfolio is equal to 
the wealth invested in the risky portfolio. If 100 % or less, of the investors 
wealth is invested in the risky portfolio then, 0 S; {3p S; 1 (a lending portfolio), 
If the investor has a borrowing/leveraged portfolio then (3p > 1. The expected 
return of the composite portfolio is given by (2.15). Substituting for w from 
equation (2.20) we get . 
(JpE(Ri\4) ~ . (1 - (3p)RF 
RF + (3p[E(RM) - RF ] (2.21 ) 
The CAPM model , equation (2.21) states that there exists a linear relation-
sh ip between the expected return of a portfolio, E(Rp) and it 's systemat ic risk, 
{3p. If (3p is 0 then the ex pected ra te of return for the portfolio is equal to the risk 
free rate RJ<", but if ,6p > 0 then the investor receives a prf'mium for accepting 
market risk equal to (3p[E(RM) - RF )]. 
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The securit,y markf't line (SML) for an individual securit.v is similar to equfl,-
tion (2.21) and is given by [18] as: 
(2.22) 
The CAP\ll model allows us to estimate the expf'cted return of a portfolio 
or securities given R'vJ, RF and /3. 
Let us compare the CAPM model to the market model equation ('2.12), thf' 
corresponding market model for a portfolio is. 
(2.23) 
If we restate equation (2.23) in risk premium form we get. 
lap - RF(1 - /3p)] may be interpreted as the portfolio risk premium, if the 
market risk premium is zero the market rate of return equals the risk-free rate. 
If we take the expectation of equation (2.24) we get. 
(2.'25) 
If we COlIlpare the above equation to t,he CAPM model equat.ion (2.21). 
Then, if the first term in equation (2.25) (risk-adjusted excess return) is pos-
itive, a p > RF(l - /3p ) then the expected return is greater then tha t predicted 
by the CAPM model nnd an investor holding such a portfolio tends to beat the 
market , If a portfolio has a negative risk-adjusted excess return then it tends to 
under perform comparC'd to the market . 
A few critique points of the CAPM model are [ltl]: 
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• Roll critique 1: If the market portfolio is not mean-variance efficient, it 
is impossible to accept or reject the presumed linear relationship between 
expected return and risk, so tests of the CAP\-l should be interpreted with 
great caution; 
• Roll critique 2: Roll argues that using a proxy for the market portfolio 
as a benchmark is invalid if the proxy is not mean variance efficient (does 
not lie on the efficient frontier) , then il is impossib le to accept or reject 
the CAPM; 
• Benchmark Error 1: This error occurs when the risk level of a portfolio 
(3p is calculated incorrectly due to the use of an inefficient market index. 
If the incorrect risk level is {3p and the correcl risk level is.1p such that 
{3p S; (3p, ami E(Rs) S; Rp S; E(Rs), where Rp is the real ised return of 
the portfolio, t.hen the investor thinks they have over performed relative 
to the market, while they have actually under performed; 
• Benchmark Error 2: This error is due to the position of the SML line being 
incorrect, again due to the U::ie of an inefficient market index. In this case 
there is either a difference between the true risk free rate and the one used 
in the model or a difference between the expected return E(RAM) of the 
market index proxy and thal of the mean-efficient market index E(RM). 
In summary. Errors in the CAPM model seem to occur when the chosen 
market index proxy is not a mean-varinnce efficient portfolio. 
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Chapter 3 
Value-at-Risk (VaR) and 
Conditional Value-at-Risk 
(CVaR) 
3.1 Value at Risk (VaR) 
Value at risk aims to provide portfolio managers with a single value to sum-
marise the market risk of their portfolio. VaR trip.s to answer t.he qup.stion: " 
What is the maximum amount we expect to lose over N days with a certainty 
of P percent", where IV is the period, in days , over which we expect the loss 
to occur and P is the ( confidence interval. There are even published works 
[20]' that suggest analysts can meaningfu lly compare the risk profiles of differ-
ent banks utilizing their VaR disclosures. 
Since VaR is not only measured in days we need to be able to scale our 
volatility accordingly. The daily volatility of asset prices can he defined as 
the standard deviation of the underlying asset's daily returns [19], given the 
daily volatility of an asset we can find t he T da.v volatility using the following 
equation. 
(3.1) 
We can divine our portfolio VaR calculatiuns into two lIlodels, parametric 
and non-pan1metric. 
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Parametric models are based on statistical parameters such as Illean [l nd 
standard deviation of risk facto rs [6], examples are; Asset-Normal VaR (no risk 
factors), Delta-:'.[ormal VaR (delta approximation) and Delta-Gamma Normal 
VaR (delta-gamma approximation). 
The nOIl-paramdric models use simulation or historica l models to eva luate 
Va R clOd are can be eit her full valuation or partial valuation models. The full 
valuation models create a number of scenarios for the portfolio risk fac tors a nd 
revalue the entire portfolio accordingly, examples are; Monte Carlo, Historica l 
simulation and Stress Scenarios. The partial valuation models simulate the risk 
factors but do not fully revalue the portfolio, instead it mil kes use of dp.lta-
gamma nppruximations to calculate the nl:w portfolio value. 
The Asset-Normal VaR is probably the most basic model for calculat.ing 
VaR, this model makes the assumption that the instruments in the portfolio are 
normally distributed [6]. The VaR formula, over the period T-t, is then given 
by [6]. 
VaR(t,T) = z('/v' EvJT - t (.3.2) 
where z( is the ( - quantile, the vector v contains the amount invested in 
each asset a nd E is the covariance matrix of daily volatilities. 
Asset-Normal VaR Example: We have positions in 2 stocks A and B 
worth R5 million and R1.5 million respectively with daily volatilities of 0"-\ 
2'10, O"R = 1% and a correlation coefficient p = 0.7. Let us calculat.e the 10 day 
\faR at the 99% confidence level. 
VaR(t ,1") 2.33 ( 5 15 ) ( 0.04% 
. 0.01% 
2.33·0.111018· /lO 
R817,992.62 
0.01% 
0.01% 
We ca.n therefore say with 99% confidence that our portfolio will not lose 
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more than RR17,992.62 over a 10 day pf.riod. 
By using thf. square root of time rule , we have made the assumption that 
the volatilities of the risk factors are const(l.nt over the period VaR is calcu-
lated and that there is no serial correlat ion. In practice this is however not the 
case as the time series of underlying risk factors show s igns of mean reversion [6] . 
The Mont.e Carlo method makes use of an assumed probability distribution 
(e.g. log-normal for stock prices) of the risk facto rs to generate future scenarios 
for the time horizon for which we are calculating the (VaR, the portfolio is then 
reva lued for each scenario. The profit/loss is then c8lculated by subtract ing the 
portfolio value for each scenario from the current portfolio value, sort ing the 
n losses in ascending order the mth largest loss, where m is the integer of the 
value n(, is the VaR of the portfolio. 
3.2 Why a Coherent measure of risk? 
Wf. will discuss some of the properties of coherent risk measures, which will help 
to explain why they are a preferred set of risk measures when compared to the 
traditional VaR risk measure. 
CVaR is a risk measure which fa lls into the category of coherent risk mea-
sures, [8] [2] [1] [25]. Let p(X) be the function used to me8sure risk then a few 
ax ioms that need to be sat isfied for a risk measure a re [8]: 
Definition 1: Consider a set W of real-valued random variables. A funct ion 
p : W ---t IR is called a risk measure if, for X, YEW it satisfies the following 
properties . 
• Relevance: If X ::; 0 , but X =1= 0 then p(X) ~ O. A portfolio with 
negative gains has a positive risk measure . 
• Monotonicity: For Two different risks X a nd Y, where X ~ Y: 
p(X) -s: p(Y) . 
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In other words if one portfolio provides greater returns then the other for 
a ll sta tes of thp world it must be less risky, 
• Positive Homogeneity: For every risk X and A ::: 0: 
p(AX) = Ap(X), 
• sub-additivity: For any two risks X and Y: 
p(X + Y) S; p(X) + p(y), 
The sum of the risks of a portfolio must be an upper bound of thp true 
total risk incurred by the portfolio, 
• 'Translation Invariance: For every X and r;. c ~: 
p(X + 1\:) = p(X) - 1\:, 
If profits incretls(' in all states of the world, then the risk must decrease in 
all states of the world, 
A risk measme that satisfies the axioms o f positive homogeneity, monotonic-
ity, sub-additivity and translation invariance is selid to be coherent, [8] [25], 
while CVaR satisfies a ll of these axiom::; VaR dues nut satisfy a ll of them, Sub-
add itivity is one of the axioms not satisfied by VaR, this means that the VaR of 
a portfolio of two components may be greater than the sum of the VaR of the 
individual components, 
Example of the Non Sub-additivity of VaR 
Let us Consider the probability space (n,A,IP') with n ~ : {Wl,W2,W3}, where A 
is the set of a ll subsets of n and we specify ;P> by: 
Let us define VaRdX) as: 
VaR<;(X) = min{x E IRIP(X S; x) 2:: (} (3 ,3) 
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If we then choosp 0 < p < ~, 0 < ( < 2p, fix some positive number Sand 
let Xi, i = 1. 2 Ge two random variables defined on our probability spacl: such 
that.: 
, if i = j 
, otherwise 
If we choose p = i, ( = t and N = 5, we get the following table: 
P Xl X2 X1+ X2 
Wl 1.15 ·5 0 
W2 1/5 0 ·5 
W3 3/5 0 0 
Tablp 3.1: VaR 
From the defin ition of VaR( it is easy to see that: 
VaRdXd = VaRdX2) = 0 
VaRdXl + X 2 ) = 5 
And WI: have s hown the non-sub-additivity of VaR. 
3.3 C-VaR Introduction 
·5 
·5 
0 
(3.4) 
(;).5) 
III this section we introduce CVaR, we will denote vectors with bold letters and 
scaLus with normal font. CVaR, which is also referred to as t.he YIean shortfall 
or Tail VaR, is the expected loss exceeding VitRo 
Let us consider a portfolio made up of a colllbination of n components, we 
use a decision vector x .c= (Xl, ... , xn) which is an element of the set of all possible 
portfolios X C (Rn subject to L:: Xi = 1, to decide on the composition of the 
portfolio. Let L = j(x, y) be the loss associated with x and some random 
vector y E (Rm so that j : (Rn x IRm -> lR. y represents future uncertainties in 
the market a nd is governed by a probability measure lP' which is independent 
of x , Jet y have a densi ty in (Rm of p(y) [23]. Then the Joss function has 
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a distribution in IR induced by that of y, and the probability of J(x, y) not 
exceeding a given limit of a is. 
1J(x,a) P{YIJ(x,y) ::: a} 
j p(y)dy 
!(x,Y)'5.a 
(3.G) 
If we keep the decision vector x invariant and vary a in equation (3.6) we 
gel1f~rate the distribution [unction for the loss function J(x, y). For simplicity 
to calculate CVaR, we will assume that this distribution function is continuous 
everywhere with respect to a. The (VaR is then defined as: 
adx) = min{a E ~ : 19(x, a) ~ (} (3.7) 
Let us assume that the future uncerta inties in vector y all occur with the 
same probability, so for a sample of size J the sample points Yi, i =l, .. . ,J will 
each have probability l/J. This allows our losses L, for each decision vectur x 
to also bE' discretely distributed for a given sample J. If we then order these 
losses L j = J(x, Yi), i = 1, ... , J in ascending order L1 ::: L2 ::: ... ::: LJ then 
(VaR=Lk, wherE' k= J( if J( ,-' integer(JO else k = J( + 1. For example if 
we have J = 100 and ( = 0.9 , (VaR=Lgo . In order to minimise VaR we would 
be interested in the following problem. 
Due to the difficulty in minimising VaR [21], because it has multiple minima, 
we choose to minimise CVaR instead. CVaR is the expected value of the losses 
exceeding VaR, so for a given (. 
(CVaR q>dx) = fE[f(x, y)lf(x, y) ~ a((x)] 
(1 - 0- 1 j J(x,y)p(y)dy 
f(x,y)~adx) 
(3.R) 
For discrete distributions CVaR is defined as the weighted average of Va.R 
plus the 10ssE's strictly exceeding VaR, [21]. If we denote the conditional expec-
tation of losses strictly exceeding VaR as q>dx)+, then 
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<I>c,(x) = bo<;(x) + (1 - o)<I>c,(x)+ 
where 0 = ['!9(x, o«x)) - (1/[1 - (] E [0,1] 
30 
(:1.9) 
vVe can characterise the VaR and CVaR functions on X x!R( using a function 
}((x,o) = 0: + (1 - C)-I r [J(x,y) - o]+p(y)dy 
JYER m 
(3.10) 
Theorem 1 1 If F< (x, 0) is continuously differentiable and convex as a junction 
of 0, the ( C VaR of the loss associated with any x E X can bt5 determined from. 
<I>,.(x) ,~ min }((x, a) 
, aER' 
(3.11) 
Let the set consisting of the val'ues of 0 for which the minim'U'ln is obtained 
for the above equation be. 
Adx) = arg min Fc,(x, 0) 
a E R 
(3.12) 
Then the above set is a nonempty, closed, bounded interval, and the (VaR 
(which is the minimum alpha) of the loss is given by. 
oc;(x) = le ftendpoint of Ac,(x) (3.13) 
In s'ummary we always have: 
(3.14) 
Vvhere the argmin expression meaDS that we want the value of the g iven 
argument A« (x) for which the value of the given expression Fc,(x,o) attains it 's 
minimum. 
The above theorem is important because of the ease with which continuously 
differentiable convex functions can be minimised numerica lly. As mentioned 
before minimising (VFl.R ca.n be a very complica.ted matter, huwever we can 
lSee Appendix for Proof 
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minimise the convex function (CYaR, which is always greater than (\'aR, Rnd 
obtain (YaR as a byproduct of this minimizat.ion. (YaR will be the minimum 
value of a after minimising Fr,(x, a). 
We made the assumption earlier that thp future scenarios in vector y each 
have an equal probabilit.y of occurrence, so for a sample of J scenarios the 
probability of each Yi occurring is dJP' = 1/.1. With this assumption we can 
approximate the integral in Fr,(x, a) as follows. 
fyERm [J(x, y)- a]+p(y)dy 
fyERm [J(x, y) -- a]+dJP' 
J 
.1- 1 L:[J(x, Yk) - 0:] ~ 
Our new linear function wi th respect to (l' then becomes. 
, 1 J 
Fr,(x, a) = a + .1(l _ () L:[J(x, Yk) - a]+ 
k = l 
(3.15) 
(3.16) 
The CYaR optimization problem for .1 scenarios and n securities can now 
be formulated as . 
min 
x ,a 
subj~ct to 
1,0 :<::; Wi :<::; 1, i = 1, ... , n (3.17) 
i ~ 1 
The resulting a is t.he YaR of the portfolio ,md the x - vector the optimal 
portfolio. 
Lf't us make sure that our CYaR function (:'l. Hi) is indeed a coherent measure 
of risk, but first let us introduce some dominance relationships [25]. Let X and 
Y b(' two random variables . 
• Stochastic dominance of order 1: The relation 
X -<so(1) Y 
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holds iff 
E['lI-'(X)] ~ E [ ~/; (Y)] 
for all (integrahle) monotonic functions 1/;, 
• Monotonic dominance of order 1: The relation 
X -<MO(l) Y 
holds jff 
E[1/;(X)] ~ E [W (Y)] 
for all (integrable) concave functions 'I/; , 
• Stochastic dominance of order 2: The relation 
X -<SO(2) Y 
holds if and only if 
E [1/;(X) ] ~ E[W(Y)] 
for all (inLegrable) concave, monotonic functions 1;', 
So X -<SO(2) Y holds iff X -<SO(I) Y and X -<M O(l) y, 
Therefore X -<80(2) Y is equivalent to J~oc Fx(u)du ~ J~oo Fy(u)du 'It, 
Let's give a short proof of the statement above, Since J~oo F(u)du = 
J~oo [t - u]+dF(u), we :see that X -<SO(2) Y is similar to J~oo 1/;(u)dFx(u) ~ 
J~oo W(u)dFy(u) for ,til functions W(u) = L:k( -ak)[tk - u]+ +/3k, with ak ~ 
0, these functions are contained in the set of all concave, monotone functions, 
Proposition. C-VaR has the following properties: 
L The function y --> [y - a]+ is convex, so if X and Y R.re two random 
variables and [t]+ = t if t > 0 else t = 0, Then for 0 < >.. < 1 we have the 
following, 
[>..(X - a) + (1 - >")(Y - a)]+ ~ '\[X - a]+ f- (1 -- '\ ) [Y - a]'+-
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2. CVaR is translat'ion invariant i.e. 
CVaR(X + c) = CVaH(X)..).. c 
3. CVaR is positively homogenemLs i.e. 
CVaR(cX) = cCVaR(X) 
I. CVaR is convex i,e. for 0 < A < 1 
CVaR(AX + (1 - A)Y) s:: ACVaR(X) ! (1 - A)C VaR(Y) 
o. CVaR is monotonic w.r.t. SD(2) and therefore SD(l) i.e. 
X -<SO(2) Y thAn 
rVaR(X) s:: C VaR(Y) 
6. CVClR is monoton'ic w.r.t. YID(2) i.e . 
X -<M D (2) Y then 
CVaR(X) s:: CVaR(Y) 
33 
Proof.Let us prove (1.) if X and Y arp two rRndom variables, [t]+ = t if 
t > 0 else t = 0 and for 0 < A < 1 we will prove the inequnlity, since the equality 
is evident in the cases when a > XY a nd a < XY. 
l. Let Y> a > X, we wClnt. 
[A(X - a) + (1 - A)(Y - a )]+ < A[X - a]+ + (1 - A) [Y - a]+ 
=> [AX - Aa t Y - a - AY + Aa)]+ < Y - a - AY + Aa 
=> [A(X - Y) t- Y - a]+ < Y - a + A(a - Y) 
=> [Y - a - A(Y - X)] + < (Y - a) - A(Y a) 
The rig ht hand side of this inequality is always greater than Zf'ro. For the 
left hand side we have two possibilities, first Y - a s:: A(Y - X) in which case 
we have. 
0 < (Y - a) - A(a - Y) ~ 0 
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For thE' second case Y- rr > '>'(Y - X) and we get. 
(Y- a) - '>'(Y - X) < (Y - a) - '>'(Y - a) 
."* -'>'(Y - X) < -'>'(Y - a) 
34 
Which is what we want to show. From the definition of (;VaR (2.) and (3.) 
are obvious so lets lJrove (4 .). 
Let ai be such that C:VaR(X) = ai + 1\ E[X - a]+, and since y --> [y - a]+ 
is convex, we have. 
CV uR('>'X + (1 - A)Y) 
Aa1 + (1 -- '>')rr2 + 1 ~ (IE [AX + (1 -- '>')Y -- (Aa1 + (1 - A)a2) ]+ 
Aa1 +- (1 - A)a2 + ~IE[X - atl+ + 1 - AIE[Y - a2 ]+ 
1-( 1-( 
ACVaR(X) !- (1 - '>') CVaR(Y) 
Propert ies U'i.) and (G.) follow from our dominance relat ions and the fact 
that y --> [y - a]+ is monotone and convex. CVaR therefore satisfies the re-
quirements for a coherent risk measure. 
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Chapter 4 
Dependence concepts In 
Financial Risk Management 
in this chapter we will discuss the concepts commonly used in financial risk 
management to describe the dependence structure between the securities in a 
portfolio. We start with linear correla tion following the discussion of (17). 
4.1 Linear Correlation 
For two real-valupd random variables X and Y with finite variances a 2 [X) and 
a 2 [y) respectively, the covariance between them is defined iIS. 
Cov[X, Y] = IE[XY] - IE[X]lE[Y] 
Definition 2: The linea r currelatiun coefficient between X and Y is. 
( X Y) .. Gov[X, Y) p ./ ,- Ja2 [X)a2 [Y] 
(4.1 ) 
(4.2) 
The linear correlation p(X, Y) is a measure of linear dependence between the 
mndum varia bles. For perfect linear dependence (Y = aX + b) with a c; ~\{O} 
u.nd bE lR we have p(X, Y) = ±l. We can show this by a representation of the 
change in variance of Y with respect to the regression on X. 
(X y)2 = a
2[y] _ mina,bIE[(Y - (aX + b)?] 
p , a2 [y ] (4 .3) 
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Equation (4.3) equal;; 1 in the case of perfect linear regression which is why 
we hnve the value of ±1 for linear correlation in the case of perfect dependence. 
The constants a and b which minimise the squared difference, lE[(Y - (aX +b»2] 
in equation (4.3) for a perfect. linear correlation are1 
a 
b 
Cov[X, Y] 
(J'2[X ] 
lE[Y] - alE[X ] 
In the case of independent random variables p(X, Y) = 0 since lE[XY] 
lE[X]lE[Y] so Cov[X,Y] = 0, but zero correlation does not (necessar ilJj imply in-
dependence. For imperfect linear dependence we have -1< p(X, Y) <1, we a re 
interested in investigating this type of linear dependence. 
An important property of linear correlat.ion is that it is constant under 
strictly increasing (positive) linear transformations2 , so 
p(aX + {3, /,Y + 0) = sgn(a' /,)p(X, Y) 
where a,/, E IR\{O} and /3,0 E lR. If we have two vectors X=(X 1 , ... ,Xn)t 
and Y=(Y1 , ... , Y1'l)t, (lnd two affine linear transformations A:lRn ---> lR"',x f-+ 
Ax + a and B:lRn ---> lRm, x >--> Bx + b for A, B E IRmxn ,a, b E h~m, then we have. 
Cov[AX + a, BY + b] = ACov[X, Y]Bt 
If we are interested in one random vector X then we let Y = X and p(X) := 
p(X, X) and Cov[X] := Cov[X,X], then for every linear combination3 atX, 
a E lRn of the elements of vector X we have a relationship hetween the covariance 
and variance such that. 
1 proof in Appendix 
2proof in Appendix 
3important for portfolio theory 
eLi) 
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4.1.1 A few undesirable properties of Linear Correlation 
Linear correli.ltion has difficulty with heavy-tailed distributions, because when 
the variances of X i:ind Y ar~ not finite, linear corrplation is not defined. 
Linear correlation is also not· constant under non-linear strictly increasing 
transformations [17] KIR - , :R, so we have. 
p(J((X), (J((Y)) } p(X, Y) 
We mentioned before that independence of two random variables nwnns 
they are uncorrelated and the coefficient of correlation p .~ 0, but a coefficient 
of zero correlation does not necessarily imply independence among two random 
variables. An example of this is if we take X ~ j\-(O, 1) and Y = X 2 , since the 
third moment of the standard normal distribution is zero the covariance between 
X and Y is zero and the correlation coefficient is also zero. [17] Mentions 
that we should only interpret uncorrelatedness as implying independence for 
multivariate distributions where both the marginal and joint distributions are 
normal. 
4.2 Conditional Multivariate Normal Distribu-
tion 
In this section we show how to arrive at the conditiona l mean and covariance 
matrix used for multivariate normal random number generation, we follow the 
discussion of ~ll]. Let X have a multivariate normal distribution X ~ N({L, E) 
with ~ elements and let X be p;utitioned as. 
( 
X(I) ) X ~ X(2) 
v\-here XU) has q elements and X(2) has T 
partition IL and E such that 
and 
and perform a nonsingular transformation. 
s - q elements. If wp now 
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y O) 
y (2) 
XU) + MX(2) 
X (2) 
38 
(4.5) 
(4.6) 
~ow if we choose M so t.hat the components of y (l) and y (2) are uncorre-
lated , th(' marrix M must satisfy the following equation . 
so 
o E(y(l) - .c;y (!»)(y (2) .. Ey(2»), 
E(X(I) + MX(2) - EX(I) - MEX(2»)( X (2) - EX(2))' 
E(X (I) .. },'X(l) + M ( X (2) - EX(2»))(X(2) _ EX("2»)' 
M 
y ell X (I) " ,,-IX(2) . . 612622 
(4.7) 
(4.8) 
(4 .9) 
The vect.or Y = CX is a nonsing ula r linear transformation of X where. 
C = - 22 ( 
I ' - El~Y; - J) 
o I 
Y has distribution Y ~ N(C/-L , CEC') so that 
and 
=( 
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where I:112 = I:ll - ~12I:221~21. y ell and y (2) are therefore independently 
distributed with the following marginal distributions. 
y(l ) N(f-l(l) - ~12I:221 f-l(2) , L:1u) 
y(2) N(f-l (2) , ~22) 
If we use the transformations in (4.!'i) to tmnsform back from Y to X, noting 
that the Jacobian is 1 the joint density of X(I) a nd X(2), f(x(1), X(2») is 
f(y(1) / f-l(l)- ~12I:221 f-l(2 ) , ~1!2) . f(y (2) / f-l (2) , ~d . il! 
(27f) -q/21I: 1l 21- 1/ 2 
x /"xp(( -1/2) (x(!) - I:12~221x(2) -- (f-l(l) - ~1 2L:221 f-l (2))), I:i-/2 
x (27f) - (s-q)/21L:22I- 1/ 2 exp(( -1 / 2)(x(2) - f-l(2»)'L: 2i 
f(xP) / f-l (l) + L:12I:221 (x(2) - f-l (2») , I: 1l2 ) . f(x(2) / f-l( 2) , En) 
f(x/f-l,L:) 
since f(XJ/ X2) = fj(~;)2), the conditional distribution of X(l ) given X (2) = 
x(2) becomf's. 
f(xftt , E) 
f(X (2) / f-l (2) , /'22) 
f(x(l) / f-l(l) + L:12I:221 (x(2) - f-l (2») , L: 1l2) 
Th0 ahove is a multivariate normal density with a conditional mea n and 
covariance matrix of. 
( 4.10) 
(4.11 ) 
Note that the conditional mean depends on X2 while the conditional covRri-
ance matrix does not . The importance of the above result , used in modern 
portfol io theory, is that the dependence structure between the secur ities in a 
portfolio is described by the correlation matrix if we assume the marginal and 
the multivariate distributions a re normally distributed [17]. 
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4.3 Copula 
In order to utilisf' the loss function for the portfolio, future returns need to be 
forecaste-d . The u;;ual assumptions a rc that the returns of the instrumf'nts in the 
portfolio are norltl i:.dly distributed and linear corre lation is used itS the measurf' 
of dependence between the fin ancial instruments, these assumptions are then 
used to forecast the future portfolio retu rns. 
These assumptions are not entirely correct as returns for instruments in 
portfolios usua lly have 'fat tails' and tail dependence, meaning e-xtreme events 
happen more often than what is modeled using a norma l distribution. An ex-
treme event for one security could also lead to an extreme event for il nother 
security in the portfolio - extreme events appear in cluste rs [22]- this inval-
idate;; the assum ption of a portfolio with a mulhvariate normal distribution 
consisting of instruments with normal marginal distributions [17]. 
,\ copula is the distribution function of a random vector in ~n with uniform-
(0,1) marginals. Copula can be used to construct multivariate distribution::; 
which (I re consistent with given marginal distributions and dependency parilm-
eters which are necessary to simulate dependent random vectors . 
Proposition A 
Let Z = F(X), then Z has a uniform distribution on [O,l] . 
Proof: P(Z :s z) -= P(P(X)<; z ) =-: P(X <: P-1(z )) = P(F- 1(z )) = z 
which is t he uniform cumulative distribution function. 
Proposition B 
Lf't l: be uniform on [O,l] and let X = F-l(U). Then the c.d .f. of X is F. 
Proof: P(X <; x) = P(F- l(U) <; x) = P(U <; F(x)) = F(x). 
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Proposition B uw be used to generate random variables for continuous dis-
tributions from the unirorm distribution. If we have random va riables Xl, ... , Xn 
then the dependence between the random variables is described by their joint 
dist ributi()n function . 
l\ow assuming that each random variahle X 1, ... , X n has a continuous marginal 
distribution Fl , ... , Fn, we use Proposition A to transform the components of 
the random vector X ,;(X1 , ... , X,,)t to ha.ve st.andard Un iform, U(O,l), ma rginal 
distributions. Thejoint distribution fun ct ion C of (FI (Xd, ... , Fn(Xn))t is ca lled 
the copula of the random vector (Xl, .. . , Xn)t or the lIlultivariate distribution F 
[171· 
Theorem 2 (Sklar's theorem) Given an n-dimen::;ional dis tribution junction 
F with continuous marginal distribu tions F j , ... , Fn , there exists a unique n-
copula C : [0, lIn -+ [0, 1] s'uch that. 
lP'[F1 (Xt} <:; FI (xd, ... , Fn(Xn) S; l'~(xn) ) 
C(F1(xd,·, Fn(xn )). ( 4. 12) 
So, if we have a mult.ivariate distribution F , with F I , ... , F" being the ma rginal 
distributions then the function. 
( 4.13) 
is a n n-copula. The above Illentioned copula represents the multiva riate de-
pl'ndence structure of (Xl , .. , Xn)t which links the univariate uniform marginals 
of the X i 'S, another definition for a copula is therefore a multivariate distribution 
function defined on the unit cube [0, lIn having uniform marginal dist r ibutions 
[22]. If all the fj are continuous then the copula is unique, whereas in the dis-
crete case there will be more than one copula. [17] [7]. The densi ty function for 
the copula C(Ul' ... , un) is. 
( ) _ oC (Uj ,,, ,,Un) r u 1 , ... , Un - '" !J 
UU1, ""uUn 
( 4.14) 
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The basic properties every copula function should have are as follows: 
Definition 3: A Copula is any function C : [0, 1]n ---> [0,1] with the following 
properties: 
• C(Xl, ... ,Xi, ... ,Xn ) is increasing in each X 'i , meaning if Xii < X i 2 then 
° if at least one 
Xi = 0; 
• C(1, .'" 1, X i , 1, "., 1) = Xi for all i E {l, .. " n}, X i E [0,1]; 
• For all (ai, "" an), (b l , "" bn) E [0,1] wherp ai ~ b; we have 
L:;,=l .,' L:;n=l (-1)i '++;" C(Xli
" 
"., xnd 2: ° 
when; Xjl = aj and Xj2=b j for all j E {1, ".,n}. 
If we want to work with log-returns of the portfolio instruments instead of 
simple returns we need to ensure the copula remains invnriant when we make 
this transformation. 
Pwposition C 
If random vector X=(XI' .,., Xn)t has a copula C, let K I, , .. , Kn bp increas-
ing continuous4 functions, then (KI (Xl)' , .. , Kn(Xn»t will also have the same 
copula C . 
Proof: Let (U I , .. " Un)t have distribution function C with continuous marginal 
distributions Fx , so that Ui = FX i (Xi)' Then 
4 ' h K ' F ' 1 K l ' , I smce t e i an, cont.muOllS IC( X ,) = 1 0 ' X, 
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vVe see that the copula remains the same onl,v the marginal distributions 
change, If the marginal distributions Fl , "" f'r, have marginal density functions 
fl , "" in then the multivariate density function f(X) for the multivariate dis-
tribution F(X) is equal to, 
N 
f(X) = C(Ul, "" un) IT fi(Xi ) ( 4,15) 
i~ l 
One of the most important advantages of equation (1.15) is that we can 
separate our modeling problem into two pa rts; the first deals with choosing the 
correct dependency structure and the second deals with the identification of the 
marginal distributions, 
4.4 Summary of a few Copulas 
[7] and [1:3] give a summary of a few copula distributions used in finance, 
Copula of independent Marginals 
Gaussian Copula 
Let R be a symmetric, positive definite matrix with diag R = 1 and <I>R the 
standard multivariate normal distribution , then the multivariate gaussian cop-
ula is: 
(4,16) 
From equation (4,15) we can find the density from the muitinormRI distri-
bution: 
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vVhere Xl, ... , X N are observations from the N instruments, \n 
and IT is an identity matrix. 
Students t-Copula 
44 
( 4.17) 
(U~) 
Let R be a symmetric. positive definite matrix with diag R = 1 and TR,v the 
standard multivariate Student's t-distribution with v degrees of freedom, then 
the multivariate Student's t-copula is: 
( 4.19) 
Where t ;;l is the inverse univariate Stud!:nt's t distribution, using equation 
(4.15) again the density for this copula is: 
(1.20) 
Gumbel Copula 
The Gumbel copula is an extreme value copula. 
"s ( ) [{ -6 -S}.t] 
"Gu V·l, U2 = exp -. Ul + u2 J (4.21) 
Where ii. = -- log U and the parameter 6 ~ 1 gives the degree of drpendency 
between the two random variables Xl and X 2 , if 6 = 1 then they are independpnt 
and as b --+ 00 they approach perfect dppendency. 
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Modeling Events 
Practice 
5.1 Parameter Estimation 
• In 
The previous sect ions discuss stat ist ica l models we can use to describe the var-
ious marginal and multivariate distributions for our investigation. We have to 
remember that sta tistical models have to be mathematically tractable and are 
not necessarily a means to an end but a means to providing statistical inference. 
From an industrial poi nt of vil'W we have to remember that for high dimensions, 
if the par<'!meter estimation and the simulatiun cannot be solved easily then the 
model is not tractable. 
For our investigative purposes we will use the maximum likelihood est ima-
tion (iVlLE) method for parameter estimation of the marginal and multivariate 
distrihut.ions. But let's take a look at anot her popula r method first, namely 
method of moments estimation. 
5.1.1 Method of Moments Estimator 
Ld f (.c/8 1 , ... ,fh) be a density function of k - parameters, 81 , .. . , 8k and let 
J-Ll , ... , J-LI.' be the moments abou ~ the origin so that. 
E(xr) 
J xr f (x/8 1, . .. , 8k )dx (5.1 ) 
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Next let (Xl , ... , Xn) be a random sample of f(x/8 1 , ... , 8k), then the Oiample 
moments will he 
1 n , '\"""' r 
mr = - ~xi. 
n i -= l 
(5.2) 
If we let 81 , ... ,8k be the solutions to 
(5.3) 
Then these estimates (e) , ... ,ek) are called the methoJ of moments estima-
tors. 
Example 5.1 Let X ~ N(/1, a 2) 
/1~ = E(X) = /1 
, 2 2 '2 
/12 = E(X ) = /1 + a 
And we also have 
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So the method of moments estimators of p, and (j2 are 
iJ- = X 
0- 2 = ~ t(Xi - xf 
n 
i=] 
47 
To find the exact. distributions of the method of moments estimators can 
prove to be diflicult except if they are simple functions of statistics with known 
distributions as in the normal case where the method of moments estimators 
are silllple functions of the NILE estimators [10]. 
5.1.2 Maximum likelihood estimation 
The MLE estima tors have more de,;irable properties than the method of mo-
ments estimators as exact distributions can often he found. If these distributions 
are difficult to derive we have asymptotic thwfY for univariate and mult.ivariate 
para meters. 
Let (Xl, ... , Xn) be a random sample of random variable X which has a 
probability dens ity function f(x / B) for either the continuous or discrete csse 
and parame ter vector/scalar B . By taking il random sample we ensure that the 
Xi are indf'pendent and identically distributed (i .i.d), the joint density of the 
observations, where for each random ohservation Xi -= X; is observed, is then 
given by f(Xl, ... , xn/() and is the product of the marginal densities f(x ;JB). 
n II f(xi/B) 
(5.1) 
Interpreting the joint density as a function of B, given the realised obser-
vations (Xl, ... ,Xn), we call this [unction the likelihood function L(B). We are 
interested in the theta that maximises the likelihood function, but rather than 
maximizing the likelihood function it is often ensi0r to maximise the lo~ of this 
function , which is the same thing s ince the logarithm is a monotone [·unction. 
So for an i.i.d sample the log likelihood is. 
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e(8) logL(8) = log [gf(X,/tJ)] 
n L log[J(x;/8)] (5.5) 
i=1 
Example 5.2.Normal Distribution:Lpt (Xl, ... , X n) be a random sample 
from the normal distriuution , then the likelihood is: 
n 
i=1 
(5.6) 
The log likelihood is given by 
(5.7) 
Ta king the p1nt ial derivatives of the log likelihood function with respect to 
J.t and (> and setting them equal to wro, we get. 
1 n 
(>2 L(Xi - J.t) = 0 
i = 1 
n 1 n ? 
- 2(>2 + 2((>2)2 L(Xi - J.t)- = 0 
'/ =1 
Solving for J.t and (>2, the MLE's are 
{1 x (5.8) 
0 2 
1 n 
- L(Xi - X)2 (!'l.g) 
n 
'; = 1 
We have to remember that the estimator e that maXlITIlSeS the function 
L(8) is a function of the r<:alised observations, so e == 8(X I , ... , X n) , meaning 
the estimator is actually a random variable depending on the random variables 
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(Xl , ... , Xn) rat.her than of their fixed numerical values Xi . 
An estimator & of 8 is called unbiased if E(8) .... 8 and biased if E(8) 1= 8. 
Generally unbiased estimators ar~ preferred to biased estimators, but biased 
estimators with smaller variances than unbiased estimators with large variances 
are somet imes IJrderred. The maximum likelihood est imator may be biased 
at times except in t he case of very Jarge n, a.<; an example let us consider the 
estimate for a 2 of the normal distribution compared to the actual equRtion. 
1 L
n 
-2 1 Ln - 2 2 
- (Xi -X) # - - (Xi- X) = a 
n n-1 
(5.10) 
i =l i - l 
Asymptotic properties of Maximum Likelihood Estimates 
vVhen the sample size hecomes significantl .\' large and under certain smooth-
ne&; conditions of f(x /8), such as the existence of the hrst two derivatives in 
the interval containing 8, maximum likelihood estima tes have very desirable 
properties, we will state the theorems in this section and providp. proves in the 
Appendix. 
Theorem 3 (Theorem 5.1.) Under smooth conditions of f(x/8) the ML1; e 
is consistent l 
Theorem 4 (Theorem 5.2.) 2 If f(x/8) is smooth then the MLE 8 converges 
to the normal distribution as n - , oc. 
as n .. ~ :)0 
where 80 is the true value of parameter 8 and 1(8) the a.>ymptotir; variance 
l An es timat.· of (J based on a sample size of n is said to be consistent if the estimate aIL 
converges in prohability to (J as we increase n. 
P(18n - &1 > €) -> 0 as n -> 00 
for a small nn ite E 
2see proof of theorem 5.2. in the Appendix 
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Confidence Intervals for Maximum Likelihood Estimates 
From Theorem 5.2. we know that, 
• d 1 
(J -> N((Jo, nI((Jo)) as n -> 00 
or JnI((Jo) (8 . . (Jo) '" N(O, 1) 
'vVe can therefore give an asymptotic confidence intervol for the true para m-
ptpr (Jo by 
. 1 
(JoE (J ± Z (t / ~ r::::Ti7.l\ 
- VnI(()o) (5.11) 
But since I((Jo) in thp above equation depends on the unknown parameter 
(Jo , we replace the vnlue of (Jo with the MLE estimate of (J namely 8 which 
is asymptotically an unbiased estimator of the para meter, and our asymptotic 
confidence interva l for the parameter (J becomes. 
• 1 (J c (J ± Z(t / 2 r-;;;:;. 
V nl((J) 
(5.12) 
5.2 Generating Random Vectors 
5.2.1 Conditional Multivariate Normal Distribution 
Traditional risk management utilises the conditional normal multivariate distri-
bution to generate Monte Carlo scenarios for the asset log-returns. 
Let X = (Xl , ... , xn) be the vector of n log-returns, where Xi,t - j +l = InPi ,t_ j +l-
lnPi ,t _j, j = 1, ... , Tare T historical log returns and Pi, t - j is the price of risk 
factor i nt time t - j. The risk factors during the time step [t,t+ 1j are then sam-
pled from the multinormal distribution N(J.Lt+l, 1: t+1 ). The usual assumption3 
is that the mean return vector J.Lt+l = 0 and the elements of thp n x n covariFl.nce 
matrix 1:t+l are forecasted using the Exponentially Weighted Moving Averages 
(EWMA) method. 
3e.g . Ri skmetrics Technical Document. of J ,P.M organ (1996) 
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EWMA 
The standard formula for the daily variance est imates are E2 = n~ 1 2:~= 1 (Xi -
x)2, since we have assumed the population mean t o be zero, we gain a degree of 
fr('edom and ~2 = * 2:~1 xi, lett ing 0; cc ~Vi our variance estimate hecomes 
E~ = 2:i <t OiX; where 2:i 0i = l. 
We would like the importance of an observation at time t to be A times 
the obsNvation at time t + l. A is called the weight and we typically have 
0.9 ::; A ::; 1. If we put Ot- i = Ai, and make the sum infini te we would have 
2:: 0 Ot-; = L::o Ai = l ~A' so instead let Ot-i = (1 - A)Ai and we get. 
N 
2 _ ( ) ~ \j 2 O"i,t+l - 1 - A ~ A Xi,t - j , i = 1, ... , n (5.13) 
j = O 
"\'here ~ are the historical observations used in the estimation procedure4 , 
The covariance between risk factors i and j is: 
N 
O'i ,j ,t+l = (1 - A) L AkXi,t_kXj,t_k, 
k=O 
i,j=l, ... ,n (5.14) 
Depending on the decay factor , more recent data have a higher inftu('nce in 
determining the estimated variance and covariances for the different risk fadors. 
If the matrix E is positive definite then there exists a matrix B s. t. E ~c BBT 
(Cholesky decomposition), if we now have a vector Z := (Zl, ... ,Zn)T with 
each Zi an independent standard normal variable, then the random vector 
A = J-L + BZ (J-L E IRn) is multivariate Gaus;;ian with mean J-L CLnd covariance 
matrix E. We can use this procedure to forecast the log-returns for the condi-
tional llormal distribution, 
5.2.2 Copula 
The ma in aim of the Copula function is to bp- ablp- to generate dependent uniform 
variates. For a given Copula C we can ac:hieve this with the following general 
4Riskmetrics and [16] use N=74 and A is as~lImed to b" 0,94 
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algorithm for N dependent varia bles: 
1. Generate N independent unijorm variates (VI , ... ,VN) 
2. Recur:;ively generate the N variates in the following manner 
(5.15) 
where 
lP'[Un :S unl(UI , ... , Un-I) = (U1 , ... , lLn)] 
o(u~~ ,11 ,, _ ,) C(UI , ... , Un , 1, ... , 1) 
O(n - I )C(uI, ... , 7Ln _[,l , ... ,l) Ul)··· ,Un - l 
(5.16) 
In this manner we generate each Un using its conditional distribution. 
Empirical copulas 
Definition 4: Tht: empirical distribution funr:tion for a random sample X t, .. , Xn 
from Fx is the junction 
1 
FX",X,,(t):= -#[i , 1 ::S i::S n : X i :<; t] 
n 
The strong law of large number:; (S.L.L.N.) gives point wise convergence if 
the random sample is drawn such that the X i are independent: 
Vt E iR: lim FX"X,..(t) = Fx(t)a.s. 
k ---4OO ) 
Now let 8' = (xi, ... , x~ );=1 denote a sample of T\ observa tions at a time t , 
then the empirical copula distribution is given by 
T 
A tt tN 1 " C(;;-;, .. . , -T) = -T L.., l[x'<xC<tl .. x' < x ( ' N )J 
.J.. 1-- I 1 , N - N 
(5.17) 
i = [ 
where the x~) are the order statistics of variable Xn and 1 ::::: tI, ... , tN <::: T. 
The empirical copula frequency can be defined as 
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(5.18) 
We then get the following relationships between the empirical copula distri-
l>ution and the empirical copula frequency [13]: 
(5.19) 
and 
2 2 
C f ( i ' ... , t;) = 2: . .. 2: (--1) i , + +i N C ( t l - ~ + 1 , .. , t IV - ~. + 1 X J. 20) 
i,=1 iN =l 
'When choosing a copula the copula which minimises the diffrrencf:, based on 
the Ln norm, between the empirical copula distribution and the chospn copula 
should be used, so let Ckl ~k~p be a set of available p copula then we find: 
(.'1.21) 
The distance can a l.so be uspd to est imate the parameters for a copula Ck. 
For a vector of parameters X E ~ we have: 
, 
X = argmiR (2: [C(u) - C(U;X)r) 'i 
XE u Ei' 
(3.22) 
Gaussian Copula 
The Gaussian copllla is the copula of a multivariate normal distribution and a 
vector X = (XI , ... , Xn) is multivi1rii1te normal iff: 
1. Thp univariate margins F1 , ... , Fn arp, Gaussian and 
2. The dependence structure among the mnrginals is described by the unique 
copula function: 
(5.23) 
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Where CPR is the standard multivariate norm al c.dJ. with a linear correla-
tion matrix Rand </; - 1 is the inverse sta ndard univariat.e Gaussian dis tribu tion. 
Before we discuss a method for determining the paramf'ter R for the Gaus-
sian copula, the historical data helve to bp independent determinations from a 
mmmon c.dJ. So we filt.er the data using varinnces calculated with the EWMA 
mdhod. 
X -i,t-j 
Zi, t -j = --, 
ai,t-j 
i -" 1, ... ,; j = 0, .. . , T 74 
,\low to estimate the pa rameter R for the Gaussian copula, [16]: 
(5.2ft) 
l. transform the oataset of standardised log-returns (5.24) (zf, ... , z~) , t 
1, ... , T -74 into uniform variat.es (itL ... , it~) using the marginal empirical 
distributions or other selected marginal distributions. 
2. Using the inverse s tandard Gauss ian dist ribution cP transform t he histor-
ical data further to : C;t = (<I>-1 (ut), ... , <I>-1 (u~)), t = 1, ... , T - 74 
3. Finally we calculate R us ing this transformed dataset C;t and the EWMA 
met.hod wi t h equa tions (5.13),(5.1tJ) 
To generate random variates from the Gaussian copula we will use the fol-
lowing procpdure: 
1. Find the Cholesky decomposition B of R. 
2. Generate n independent standard normal mndom variates Z = (ZI' ... , zn)r . 
3. Then let X = BZ, the Xi a re then correlated standard norma l data. 
4. Transform the Xi using the standard normal distribution funct ion </;, Ui = 
</; (x i ),i = 1, ... ,n. 
'i. The fi nal vector (U 1, ... , Un) T contains the random variates from the n 
dimC'nsional Gauss ian copula Cila . 
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Student 's t-copula 
For the Student's t-copula it is not possible to obtain an analytical expression 
for the ma.;ximum likel ihood est ima te parameter RML, but we can construct an 
nlgorithm that we repeat until we get convergence. 
The likelihoud function for the st udent t-copula is given by: 
e( 8) 
Where T is the number of observa tions , N the number of inst ruments and 
u the degrees of freedom. Maximizing the above function W.r.t. R- l we get: 
(5.25) 
So the :\l1L estimate RM L must sa.tisfy the following non-linear matrix equa-
tion: 
(5.26) 
We obtain the above mentioned RM L using the following CLlgorithm: 
1. let Ro be the RM L matrix obta ined for the gaussian copula. 
2. let Rm .... 1 be obtained in thf' following way 
(5.27) 
3. Repeat step 2 until we obtain convergence. 
To generate random varia tes from the Students t-copula we will USf' the 
following procedure: 
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1. Find the Cholesky decomposition B of R. 
2. Generate n inde[Jendent standard normal random variates Z = (Zl, ... , zn) T 
3. generate a random variate, s, from a X~ distribution independent of Z 
4. Then let Y = BZ. 
5 Next we set X "-' ~y. 
. v· 
6. Transform the Xi using the univariate titudentti t-distribution function t", 
Ui ~ t,,(Xi), i = 1, ... , n. 
7. The final vector (Ul, ... ,Un)T cuntnins the random variates from the n 
dimensional Students t-copula C~,R' 
In order to obtain K scenario v!1lues for the log-returns X, we transform 
the variates obtained above using the re,;pective marginal distribution for ('ach 
risk factor, Z = (Zl"",zn)T = (F1-1(ud,· ··,F11(Ul »), and then rescale these 
standardised log-returns using the EWMA variances, X = (Xl, ... , Xn) T 
"csing these J( scenarios we re-evaluate the portfolio for n instruments at 
time t+1 as: 
n 
Pj,t f 1 = L Pi,teXP(Xi,j), J = 1, ... , K 
i=l 
;\.nd the portfolio losses5 for each scena.rio: 
n. 
L j Pt - Pj,t+l = L[Pi,t - Pi ,texP(Xi,j)] 
i=l 
n L Pi ,t(1 - exp(x;j», j = 1. ... , K 
i=1 
'Where Pi .t is th(· market price of instrulnent i at time t. 
5 profits are negative losses 
(5.2171) 
( 5.29) 
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Case Study: Jol1.annesburg 
Stock Exchange 
The data is collected from the Troskie database of Johannesburg Stock Ex-
change (JSE) stock prices, from the Department of Statistical Sciences at the 
University of Cape Town, flnd ranges from 1986-12-06 to 2003-01-25 (843 prices). 
NIonthly and weekly stock prices are available, to increase the number of data 
~oinb we perform our analysis on the weekly stock prices. 
We select six stocks for which we could find extensive data to set up our 
CVaR model and to perform the backtesting of the model. The six stocks are: 
ABSA , Anglo Gold , Goldfields, Harmony, BidvE'st and BarWorld. 
6.1 CVaR Model 
Necessary requirements for the model are that it should be easy to set up, use 
and modify. Visual basic for applications is used in the Excel environme'nt since 
it can be accessed in Ftlmost any office environment. l'sing the historicFt.l time 
series of stock price::; the CVaR algorithm is as follows: 
1. Calculate the time ::;eries of log-returns (842 datn pOints); 
2. Calculate the EvV~1A variance and covaria nce with A = 0.94 and N .. . 74; 
.1. Generate n random variates using the t-copula following the algorithm in 
section (5.2 .2); 
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4. Repeat step 3 to generat.e j scenarios; 
5. Using these scenMios, re-evalua te the portfolio and the portfolio losses 
using equation (5.2R) and (5.29); 
6. Specify the quantile for which the CVaR is to be calculated, ( ; 
7. optimise the portfolio <Lnd calculate the (CVaR and (VaR of the portfolio 
using algorithm (3.17). 
The last step of the algorithm is executed using Microsoft Office Excel solver l 
and we set the solver options ns follows 2 : 
• Max time ~ 1000 seconus; 
• Iterations = 30000; 
• Precision = 0.000001; 
• Tolerance = 5%; 
• Convergence = 0.000001 ; 
• Assume non-negative model: Causes Solver to assume a lower limit of zero 
for all adjustable c"l\s for which the user has not set a lower limit (this is 
the only model that could start the solver for all scenario sizes) for this 
model we specify 
- Estimates = Tangent; 
DC'rivatives = Centra l; 
Search = Newton. 
6.2 Setting up the Experiments 
6.2.1 Determining the number of scenarios for a stable 
CVaR solution 
The set of scenarios genera ted has to be large enough to give a consistent and 
stable CVaR solution, but should not be computationally expensive and time 
[The IVIicrosoft Excel Solver tool uses the Generalized Reduced Gradient (GRG2) nonlinear 
optimization code developed by Leon Lusdon, Uni ve rsity of Texas at Austin, and Allan vYaren, 
Cleveland State University. - From Excel Help 
2VI/e found through trial and error that these settings were the best t.o cope with optimising 
a large number of scenarios 
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consuming. In this section we will find the numbt 'f of scenarios necessary to 
satisfy these criteria. 
'vVe use our CVaR rllodel from the previous section nnd for simplicity assume 
that the log-returns of the instruments hflve normal marginal distributions as 
well as a t-Copula with v =, .3. The CVaR model is repeated while the number 
of scenarios are increased each time starting from 50 until the CVaR lilinimiza-
tion value does not change. The number of scenarios at this point will be the 
minimum that can be used for a consistent CVaR minimization model. The one 
week s~enarios are generated for t plus the last data point 2003-01-25. 
The maximum amount of the portfolio one of the six instrumC'nts is allowed 
to be is 30% and the minimum is 0%, we therefore add an additional constraint 
to our CVaR algorithm, 0 S; Wi <::; 0.30. 
We also time the scenario generation to get a sense of the computational 
dema.nds of the models scenario generation algorithm using a computer with a 
1.60 GHZ processor and 256 MB of RAM. 
6.2.2 Selecting the Marginal t-Distributions and t-Copula 
The question of which marginal and t-Copula (v parameter) distribution best fit 
our model of current stocks, will be answered using a bottom-up approach. This 
means that we will first determine the t-distributions that best fit the empiri-
cal distributions of each stock, using these marginal distributions we will then 
determine the t-Copula which best describes th,· dependence structure between 
the instruments in the portfolio. 
In ordN to ensure thflt we have chosen the best fit t-distributions for the 
11 instruments we use QQ-plots::l to compare the distribution of loss scen(1[ios 
obtained using various t-distributions to that of the actual historical losses. 
In figure(6.1) the QQ-plot on the left is a plot of the same stock (ABSA) 
3QQ-plots display a qua.ntilc-qunntile plot of two sa.mplt 's. If the samples are from similar 
distributions, the plot will be linear 
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Figure 6.1: QQ-Plot Example 
rwd is therefore linear, while t.he QQ-plot on the right is a plot of two differ-
ent stocks (ABSA v('[sus Anglo) and is thereforE' not a perfect linear plot. WE' 
want to find the t-distribution and t-Copula which gives the best linear QQ-plot. 
For thE' marginal distrihutions , the first four steps of the C"iaR model are 
used, only for n = 1 instrument, to generate 500 scena.rios that are used for the 
QQ-plot. Of the 500 scenarios that are generated 150 are randomly selected and 
a QQ-plot is plotted against the most recent 150 gains/losses of the stock even 
though the EWMA covariance matrix that is calculated in the eVaR model 
only nwk('s use of the most recent 71 data points. 
We do this to verify how well we are capturing historicill returns that fall 
away during the EWMA covrtriance matrix calculation for the scenario gen('r-
ation process. This is rE'peated for a number of different t-distributions with 
different degrees of freedom , v. 
After selecting the marginal distributions with the best linear QQ-plots, w(' 
repeat a similar experiment for the best t-Copula. The first four steps of thE' 
CVaR model are used to generate 500 scenarios, for the n = 6 instrulllents, 
that are used for the QQ-plot. Of the 500 scenarios that are generated 150 
are randomly selected and Fl. QQ-plot is plotted against the most recent 150 
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gains/losses for each stock. This is repeated for" number of different t-C::opula 
with different degrees of rreedom, v. 
The one week scenarios are generated for t plus the last data point 2003-01-
25. 
6.2.3 Back-testing the CVaR Model 
To test our model we must back-test the model, this means we calculClte the 
( - CVaR of our portfolio of n instruments for k one week time periuds. If 
the percentage of actual losses that are greater than the optimised ( - CVaR 
threshold during the k periods is greater than 1 .. (, then our CVaR model is 
not a good indicator of the maximum loss our portfolio can suffer over a one 
week time horizon for a given confidence level. 
For the back-test ing of our model we back-test 100 successive weeks starting 
at 2001-03-03 and ending at 2003-01-25, the number of scenarios generated for 
the back-testing model will depend on the minimum number of sc( ,narios for 
a stahle eVaR solution due to the time consuming natur" of the back-testing 
procedure. 
We back-test for ( = 0.95 and ( = 0.99 calculating CVaR and 3 VaR indi-
cators; a from the CVaR minimization , Parametric VaR4 (equat ion(3.2)) and 
Non-Pammetric/Monte-Carlo VaRs. 
6.2.4 Efficient Frontier 
Using the CVaR model we will generate an efficient frontier for our purtfolio 
based on the same premise CIS that, of modern portfolio theory, meaning it will 
be baf'cd on a risk/return profile. The only difference will be our definition 
of risk, which will be the maximum amount6 of the original equally weighted 
portfolio the investor is willing to lose, RrVaR. Our model must. therefore op-
timise the portfolio so that the ( - CVaR is always less than or equal to R CVaR . 
4The covarianct' matrix is calculated us ing E\,yMA variances 
s The portfolio (X-vec tor) for the scenario ~"neration of losses is ~ irnilar to that ohtained 
from the CVaR minimisation for consistency 
6This amount is specified by the user as a percentage of the origin,,1 portfolio 
Un
iv
rsi
ty 
of 
Ca
pe
 To
wn
6.2 Setting up the Experiments 62 
For completeness we will generate efficient frontiers using modern portfolio 
theory (CAPM Clnd Markowitz models), the efficient frontiers are generated for a 
one week period ending 2003-01-25, t plus the second last data point 2003-01-18. 
Defining the lObS over the one week period as the average of j loss scen Clr ios, 
the CYaR minimization algorithm for the effic ient frontier then becomes: 
min 
x,a 
Li=l f(x , Yi) 
J 
Fr,(x, a) < RCVaR 
subject to 
11 
LWi 1,0:::; Wi:::; 0.30,i = 1, ... ,n 
;=1 
(6.1) 
'vVe repeat the minimization a lgorithm for increasing CVaR ri::;k levels, R(;VaR = 
{3%, ... , R,,} until the maximised return from the CYaR model levels off. The 
original portfolio tha t the CVaR risk limit::; are applied to is an equally weighted 
portfolio for the 0 stocks in the porU-olio. The efficient frontier is cakula ted for 
0.95-CVaR and 0.99-CVaR. 
The Markowitz and CAPM models are a lso used to genera te efficient fron-
tiers for our portfolio of 6 stocks. We spec ify a target return and minimise the 
resulting portfolio variance. The front iN is created for the drtte of 2003-01-25, 
the dati1 set. consists of k = 144 weekly log- returns of the 6 stocks (2000-04-22 
to 2003-01-25). 
Using the methodology of section 2.1, we use the selected dataset to calcu-
late the mean returns of the stocks which are used as the expected return of 
the stocks and also to calculate the covariance matrix used to dete rmine the 
portfolio variance for the iVlarkowitz model. We do not use the EWMA vari-
ance, instead we use the traditional formula covar = t L~=l (Xi - X)(Yi -.9) and 
var = k~l L~=l (Xi· . X)2. 
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For the single model C.\PM porr-folio optimization, sect ion 2.2, the JSE-
Overall Index is selected as the proxy for the South African market. The data 
set , similar range to that of the 6 stocks, is used to calculate the alpha and beta 
coefficients for the mudel. 
The Markowitz and CAPM frontif'rs will consist of the same number of 
points as the CVaR efficient frontiers. 
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6.3 Findings and Discussion 
6.3.1 Determining the number of scenarios for a stable 
CVaR solution 
95% 99% 
Scenarios CVaR VaR CVaR VaR 
50 532.29 46418 626.88 626.88 
250 510.38 378.86 669.43 61010 
500 5·18.98 369.64 674.46 626.89 
1000 482.95 340.89 701.25 65493 
·1500 48·1.06 338.96 688.22 603.86 
2000 479.03 34474 688.26 605.12 
2500 483.57 344.93 686.13 599.52 
3000 48·1 .40 34·1.51 688.59 602.84 
Table 6.1: Scenario Stability Tahl~ 
The results for the scenario stability are summarised in table (6.1) and plot-
ted in figure (6.2). 
The top graph in figure (6.2) plots the value of a or VaR obtained from the 
CVaR minimizalion a lgorithm for increasing scenarios and 2 confidence levels. 
For ( = 0.95, as th0 number of scenarios increllse the VaR value decreases and 
stabilises at around 340 cents above 1000 scenarios. The VaR value for ( = 0.99 
increases , decreases and stabilises at aro und 600 cents a bove 1500 scenllr ios. 
For eVaR stabi lity we find that the CVaR value at ( = 0.95 decreases and 
sta.hilises abov~ 1000 sc~narios at around 482 cents . The ( = 0.99 CVaR value 
increases as th0 number of scenarios increase a nd stabilises above the 1500 see-
nario mark at a value of around 688 cents. 
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Figure 6.:2: Scenario Stability Graphs 
The values for VClR and C:VaR both stabilise at a lower nUlIlber of scenarios 
for the lower confidence level of ( = 0.95, the model therefore requires a higher 
number of scenarios to minimise the CVaR algorithm if the user increrlses the 
confidence level for which the portfolio optimization is being run. In this case 
the minimum number of scenarios we can use for model stability at both the 
( = 0.95 and ( = 0.99 confidence levels a.re 1500. 
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Scenarios Seconds Minutes 
500 140.74 2.35 
1000 170.50 2.84 
2000 235.54 3.83 
4000 348.37 5.81 
6000 730.52 12.18 
8000 1084.78 18.08 
10000 1458.97 24.33 
Table 6.2: Sccnitrio Time Table 
Scenario Generation Time 
·1600 
1.11 1200 
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I: 
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0» 
tj) 
400 
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./' 
~
o 
o 2000 4000 6000 8000 10000 12000 
Scenarios 
I--+- Seconds I 
Figure 6.3: Scenario Time Graph 
The time taken to genera.te scenarios increases more rapid ly after 4000 sce-
narios and has a linear trenci before and after this tra nsition point . 
From the graph we can calcu late the time taken to complete the scenario 
generation to hack test our model and to optimise the time, in terms of scenario 
genemtion, for other investigations. 
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6.3.2 Selecting the Marginal t-Distributions and t-Copula 
D.4-r--------------. 0.4 
':2 0.1 
"" 
. 
./., ~ j 
..., / /,r-" ~ 0 .0 (; ~ E 
.. 
·0 .1 
, 
:> 
~ 0.2 
~ 
~ 0.0 
0 
-0.4 -0.4 
-0.1 -0 .1 0.0 0 .1 0 .1 - 1.5 -1.0 -0 _5 0 .0 0 .5 1.0 
Quantile of ASSAAORM Quantile of AS SA\'(l 
0.4 0.4 
'" 
0.2 
'" 
0.2 oc . oc
~ 
. / ~ / '" ~ 0.0 ~ 0 .0 (; (; ~ ~ .~ ·E I 
:> -0.1 ~ -0.2 
0 0 
-0.4 -0.4 
-0.6 -0.4 -0.1 0 .0 0 .2 0 .4 -0.4 ·0.1 0 .0 0 .2 0.4 
QIJ::mt il~ of AD SA\/~ Quantil.:- o)f ABSA~.n 
0.4 0.4 
'" 
0 .2 C) 0 .2 oc " ex: ~ / " ~ / ' ..., '" ~ 0.0 ~ 0 .0 (; (; 0> 
.' .1 ~ ·E .~ 
.. 
-0.2 -0.2 :> :> 
0 0 
.+ .+ 
-0.4 -0.4 
-0 .3 -0 .1 -0 .1 0 .0 0 .1 0 .2 0 .3 -0 .2 -0 .1 0 .0 0 .1 0 .2 0.3 
Quantile of AS SAVl 0 QuantIle: of .AB SA\I15 
Figure 6.4: Absa T-YIarginaJs 
For each stock five different t-marginill distributions ilre considered , t 
{3, 5, 7, lO,15}. we also use a standard nurmal distribution. 
The QQ-plot.s in figure (6.4) are for scenarios fro III the different fIlarginal 
distributions of the Absa stock. We see that the QQ-plots from the log-return 
scenarios generated using t = 5,7 and 10 margina l distr ibutions generate the 
best linear fit to the ac tua l Absa log-returns. 
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Figure 6.5: Anglo T-CopuJa 
Studying the QQ-plots for the other 5 stocks, we found that the t= 7 marginal 
distribution is cOlJlmon among all the stocks as one of the distributions that: gen-
erates the best linear fit to the historical log-returns, we will therefore u:;e this 
marginal distribution as the best fit for t he s ix stocks in our model. 
After ::;electing the marginal distributions, we repeat similar plots for the cop-
ula which best describes the dependence characteris tics among the six stocks, 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
6.3 Findings and Discussion 69 
we consider the normal copula pillS 4 t-copuJa, t -=0 {3 , 5,10, 15}. 
Figure (6 .5) shows the QQ-plots for the Ang s tock, we find that thE' t = 3 
copula best describes the dependence structure between the 6 stocks. 
Our model will therefore use t = 7 marginal distributions for the 6 stocks 
and at = 3 copula . 
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6.3.3 Back-testing the CVaR Model 
(=0.95 
CVaR VaR/alpha 
5.00% 1500% 
Parametric VaR Non-Parametric VaR 
8.00% 15.00% 
=0.99 
CVaR Va Ria I ()ha 
1.00% 4.00% 
Parametric VaR Non-Parametric VaR 
4.00% 4.00% 
Table 6.3: Actual Losses Exceeding Monetary Risks 
Taking the mod el scenario stability results of section (6.3. 1) into consider-
ation , we decided to used 2000 scenarios for the back-testing of our T!lodel , in 
an effort to save computa.tional time. Table (6.3) shows the number of actual 
portfolio losses in the 100 wp.ek period that exceed the thresholds we have set 
using our CVaR model. 
For the 95% confidence level, the CVaR value is only exceeded 5% of the time, 
while the VaR/alpha from the CVaR model and the Non-pCifamet ric/Monte-
Carlo VaR Me Exceeded 14% of the t ime and t he parametric VaR is exceeded 
8o/c of the time. The 99% confidence leve l resu lts show that the CVaR value is 
excreded 1% of the time wh ile the other Va.R indicators are all exceeded 4% of 
the time. 
We fou nd t hat the CVaR value is always greater t han thctt of the 3 VaR 
indicators during our test period. The CVaR value will therefore always be one 
of the indicators which is exceeded the least hy actua.l portfolio losses. 
The graphs in figu re (6.6) show t he CVaR and VctR/alphct envelopes cover-
ing the actual gains/ losses during the back- test ing period. To better understa.nd 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
6.3 Findings and Discussion 
95% CVar 800r-------------~=======-----------------__. 
600 
4001~~~~~~~~~~~~~~::~~~~~~~~~~~~ 200 -/' 
~ O~~~~~~~~~~nn~~~~~~~~~~~~nn~~~ 
~ -200~;;~~~~~~;;;;~~~~~~~~~~~~~;;~~~ 
-
400 1 
-600 
-800 
-1000 ~ __________________________________________________ _J 
.{fi''''' "r#'" .&>"\<$>"'''' ... t:"\<fr<:> .... #'" ...... >$>"" ... ,~-E& .... 'P ... ff":.#":..,j>:..&'>":#':.c'?> ... :.,'>':",'V~"J-'b 
~~,~,~~~~~~~~¥.¥~~.~~¥. 
Date 
1_A:tual Loss ---+-CVaR ______ CV.R ---VaR/alpha -VaRialpha I 
99% CVar 1000~--------------~======~------------------~ 
800 
600 I.,~~~~~~~~~t:;~~~~",r./ 4001!' 
<II 200 
~ O~~~~~~~~~~~~~~~nn~~~~~~~~~~ 
U -200 
400~~~~~~ .... ~~~~.~~~~~~~~~~~~~ 
-600 
-800 
-1000~------------------------------------------------~ 
#""...r#'" .... &> ... 'V ~ .... ", ,,&'V',&-<:> #'''' ..... ...... '>""... ... cp>~ ... ".""<¢'#":#":;':#'~~':..>$> ... ~~~4' 
~~~~~~~,~¥.¥~~~¥.~~~¥.~ 
Date 
I_A,;tual Lo ss ~CVaR -+-CVaR ---VaRJalpha ---VaR/alpha I 
Figure 6.6: CVaR Model Losses 
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the incrense in envelope size during the mid-section of the back-testing period 
we plot the EWMA variance of the 6 stocks during the same time period. We 
notice an increase in volatility for 4 of the 6 stocks at the same time the envelope 
size starts to increa.c;e. 
We can therefore draw some comfort from the fact thnt the model captures 
increases in market volatility, to answer the question of whether or not it may 
be capturing the volatility too late we study the dates at which the actual losses 
exceed the CVaR threshold. For the 95% confidence level the first 2 dates are 
at the start of the backtesting period (second and third backtesting point), the 
third date is bdore the increase in market volatility and expilnsion of CVaR en-
velope , the fourth occurs as the increase in envelope sise and market volatility 
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stArts, while the final date occurs as the envelope is converging. 
Studying the 99% confidence level graph we find that the date when the 
actual purtfolio loss exceeds the CVaR thrr;shold occurs after the envelope has 
developed a nd is busy converging 7 . 
vVe should also note that the largest actual portfolio returns/losses occur 
during the increase in market volatility which is also the period when the in-
crease in envelope size occurs. 
EWMA Volatilities 
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Figure 6.7: EWMA Volatilities 
7 note that as the EWMA variance of the JSE-Overnll index is decreasing the envelope a lso 
decreases in sise 
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6.3.4 Efficient Frontier 
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Figure 6.8: 9:')% Efficient Frontier 
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Figure li.9: 99% Efficient Frontier 
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For the efficient frontier we generatf' 10000 scenario~ for the CVaR minimiza-
tion algorithm to ensure modp] stability, the level of risk, Re vaR, is increased 
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until the maximised return starts leveling off. 
Studying the shape of the eVaR efficient frontiers , WP. see that both graphs 
develop in a concave manner. The' maximised returns for both confidence levels 
increase as we increase the fraction of the original portfolio t hat we are willing 
to lose, this increase in mi1ximised returns starts leveling off at the 30% RrVaR 
levpl and a maximim maximised return of 2.00%, once again for both confidence 
levp.ls. 
'vVe plot the maxililised returns versus the maximum allowed risk RCVaR in 
figures (0.1:5) and (6.9). The errors , which are tl1f' difference betwp.en the max-
imised return of the CVaR rllodel and the ac tual portfolio one' week rpturnB, ure 
plotted in figure (6 .10). The eVa R frontiers a re made up of 12 risk-rp.turn points. 
The ma..'C imised returns for both confidence levels increase as we increase 
the fract ion of the original portfolio that we are willing to lose, this increase in 
maximised returns starts leveling off at the 30% RCVaR level and a maximim 
max imised return of 2.000/(:, once' again for both confidence levels. 
It is interesting to note that the error changes from positive to negat ive 
between 30% and 10% just after the point. when the max.imised ret urn s tarts 
leveling off at the 30% RrVaR mark, this means that the investor would have 
madp a higher profit than predicted by the model had they inves ted according 
to the proposed a llocations. 
If we look a t the errors9 of the CAPM and Markowitz frontiers we see that 
92% and 83% of the errors, respectively, a re negittive. The investor would have 
t herefore rea lised a profit higher than Wh itt the models predicted, and therefore 
most of t he actual portfolio returns are not contaillf~d within Ghe efficient fron-
tiers of these two models . The percentage of negative errors for the 95% imd 
99% eVaR models are 8% each. 
8Given that t he portfolio weights at the beginning of thp period are simila r to used for the 
CVaR minimised portfolio 
9See efficient frontier tables at the end of t his sect ion 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
6.3 Findings and Discussion 75 
% Return Errors 
300% 
200% 
E 1.00% ::l 
1S 
ex: 0.00% ;!'. 
-1.00% 
-2.00% 
* * * * * * "* * * * * * 0 0 0 0 0 0 0 0 0 0 0 0 q 0 "1 0 ~, q L[) q ~, q q q 
'" 
I,f) t-- ':::i N L[) t-- 0 N L[) 0 0 N N ,'l ,,! ..,. 
Risk(CVaR) 
1-95% Error- 99% ErrO~ 
Figure 6.10: Frontier Errors 
Before the reversal in the error valu£' the 99% CVaR model shows a less 
volatile error than the error generated by the 95% CVaR model. meaning a 
lower tracking error10 This is due to the fact that, the actual portfolio re-
turnsll for the 99% CVaR frontier increases as the R cvaR value increase::; while 
the actual portfolio returns for the 95% CVaR frontier Auctuates up and down 
as we increase the RcvaR value. 
T rackin[ Errors 
99% CVaR 95% CVaR Markowitz CAPM 
0.92% '1.04% 0.72% 0.62% 
Table 6.4: Tracking Error 
The CAPM frontier has the lowest tracking error, followed by the Markowitz 
frontier, the 09% CVaR frontier and finally the 95% CVaR frontier. This means 
lO'We calculat<' tracking error by calculati ng the standard deviation of t he error which iti the 
difff'rence bC'tween the maximised returns and actual portfolio returns. 
llSee effic ient frolltier tables at the end of this sec tion 
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that the error generated by the CAPM model hM been the most consistent 
and we can use the average of t hese errors to adjust the expected returns, from 
the optililisation procedure,to give the closf'st estimate of the actual portfolio 
returns for the given portfolio a llocations. 
The Markowitz and CAPM models both exhibit the characteristic concave 
shape. 
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Figure 6.11: Yfarkowi tz Frontip.r 
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Figure 6.12: CAPM Frontier 
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Risk (w) % Maximized Return % Actual Portfolio Return Error 
3.00% 0.30% -2.19% 2.49% 
5.00% 0.70% -1.60% 2.30% 
7.50% 1.02% -0.93% 1.94% 
10.00% 1.28% -0.53% 1.8'1 % 
12.50% 1.42% 0.26% 1.16% 
'15.00% 1.53% 0.62% 0.90% 
17.50% 1.70% 0.37% 1.33% 
20.00% '1.90% 1.03% 0.86% 
22.50% 1.97% 1.50% 0.47% 
25.00% 2.03% 1.79% 0.24% 
30.00% 2.14% '1 .55% 0.60% 
40.00% 1.90% 3.22% -1.33% 
95DlD CVaR Portfolio 
Risk (w) absa anggold barworld bidvest gfields har 
3.00% 30.00% 0.71 % 30.00% 30.00% 4.42% 4.87% 
5.00% 30.00% 3.84% 30.00% 30.00% 4.'13% 2.04% 
7.50% 30.00% 6.93% 27.85% 30.00% 3.54% '1.68% 
10.00% 30.00% 9.93% 27.22% 30.00% 2.52% 0.33% 
12.50% 30.00% 12.27% 21 .. 18% 30.00% 5.30% 1.26% 
15.00% 30.00% 14.01 % 18.52% 30.00% 6.75% 0.72% 
17.50% 30.00% 16.64% 22.57% 30.00% 0.79% 0.00% 
20.00% 30.00% 21.16% 16.65% 30.00% 2.19% 0.00% 
22.50% 30.00% 23.74% "11.05% 30.00% 5.21 % 0.00% 
25.00% 30.00% 25.78% 7.18% 30.00% 7.05% 0.00% 
30.00% 30.00% 28 .44% 16.19% 25.37% 0.00% 0.00% 
40.00% 29.32% 30.00% 0.00% 0.00% 22.33% 18.36% 
Table 6.5: 95% Efficient Frontier 
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Risk (w) % Maximized Return % Actual Portfolio Return Error 
3.00% 0.20% -2.26% 2.46% 
5.00% 0.41% -1.99% 2.40% 
7.50% 0.76% -1.51 % 2.27% 
10.00% 1.02% -1 .15% 2.'17% 
12.50% 1.24% -0.92% 2.16% 
15.00% 1.38% -0.54% 1.9'1 % 
17.50% 1.53% -0.23% '1.76% 
20.00% 1.64% 0.23% 1.41 % 
22.50% 1.73% 0.36% 1.37% 
25.00% 1.83% 0.58% 1.25% 
30.00% 2.02% 1.23% 0.79% 
40.00% '1.98% 2.8'1% -0.83% 
99% CVaR Portfolio 
Risk (w) absa anggold barworld bidvest gfields har 
3.00% 30.00% 0.00% 30.00% 30.00% 5.89% 4.-11% 
5.00% 30.00% 1.54% 30.00% 30.00% 4.91 % 3.56% 
7.50% 30.00% 4.37% 30.00% 30.00% 4.02% '1.62% 
10.00% 30.00% 6.91% 30 .00% 30.00% 3.09% 0.00% 
12.50% 30.00% 9.35% 30.00% 30.00% 0.65% 0.00% 
15.00% 27.86% 1'1.32% 30.00% 30.00% 0.83% 0.00% 
17.50% 26.27% 13.73% 30.00% 30.00% 0.00% 0.00% 
20.00% 30.00% 15.46% 23.47% 30.00% 1.07% 0.00% 
22.50% 24.77% 17.63% 29.38% 27.96% 0.27% 0.00% 
25.00% 20.99% 20.22% 28 .79% 30.00% 0.00% 0.00% 
30.00% 30.00% 24.55% 23.66% 21.80% 0.00% 0.00% 
40.00% 30.00% 30.00% '10.56% 3.47% 16.-1'1 % 9.86% 
Table 6.6: q9% Efficient Frontier 
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% Allocation Markowitz Model 
Desired Return Actual %Ret. Error absa enggold barworld bidvest Igfields her 
0.25% 0.45% -0 . 20'1~ 21 19}~ 8.76% 23.68% 30.00% 14.37% 0.00% 
0.30% 0.43% -013% 23.51 % 7.57% 23.12% 30.00% 15.80% 0.00% 
0.35% 0.29% 0.06% 24.45% 159% 21.33% 30.00% 19.46% 1.17% 
0.40% 0.19% 0.21% 25.38% 0.00% 19.00% 30.00% 22.81% 2.81% 
0.45% 0.74% -0.29% 27.33% 0.00% 19.66% 23.80% 26.30% 2.92% 
0.50% 1.25% -0.75% 29.29% 0.00% 20.3 8~~ 17.53% 29.77% 3.03% 
0.55% 1.54% -0.99% 30 . 00 ~~ 0.00% 22.64% 10.47% 30.00% 6 .9 0 '1~ 
0.60% 1.78% -1 .18% 30.00% 0.00% 25.48% 3.43% 30.00% 11 . 09 ~·~ 
0.65% 2.02% -1.37% 30.00% 0.00% 2352% 0.00% 30 . 00~~ 16 . 48 ~~ 
0.70% 2 . 28 ~~ -1 .58% 30.00% O . OO'~ 16.97% 0.00% 30.00% 23.03% 
0.75% 2.50% -1.75% 30.00% 0.00% 10.43% 0.00% 30.00% 29.57% 
0.80% 2.51 % -1.71 % 30.00% 0.00% 10.00% 0.00% 30.00% 30.00% 
Ta ble 6.7: Markowitz Front ier 
% Allocation CAPM Model 
Desired Return Actual %Ret. Error abse anggold barworld bidvest Igfields her 
0.25% 0.30 ~~ -0.05% 13.22% 8 . 69 ~~ 29.39% 30 . 00 }~ 10.05% 8.65% 
0.30% 0.30% 0.00% 13.22% 8. 69% 29.39% 30.00% 10.05% 8. 65% 
0.35% 0.50% -0.15% 12.23% 7 . 50 ~~ 26.80% 30.00% 12.83% 1 0.64'~ 
0.40% 0.73% -0.33% 11 .20% 6.20% 24 . 15'~ 29.53% 16.00% 12.92% 
0.45% 1.02% -0.5n~ 11.29% 5.7 4~~ 2192% 25.60% 18.59% 1486% 
0.50% 1.30% -0.80% 11.37~~ 5.26% 2171% 2"1.67 ~~ 21.19% 16.81 % 
0.55% 1.56% -1.01 % 11.44% 4.78% 2150% 17.74% 23.78% 18.75% 
0.60% 1.81 % -1 .21 % 11.52% 4.30% 23.30% 13.81 % 26.37% 20.70% 
0.65% 2.04% -1.39% 11.60% 3 . 82~~ 2 3. 09°~ 9.88% 28.97% 22.64% 
0.70% 2.21% -1 .51 % 12.18% 3. 27% 2173% 4.76% 30.00% 26.07% 
0.75% 2. 27 ~/~ -1 . 52~~ 19. 87% 0.00% 20.13% 0.00% 30.00% 30.00% 
0 . 80 ~'~ 2.51 % -1.71 % 30.00% 0.00% 10.00% 0.00% 30.00% 3 0.00 ~'~ 
Table 6.8 : CAP lVI Frontier 
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Conclusion 
Based on the findings of the study, the following conclusions may be drawn: 
We found that the marginal distributions for the individual stocks are best 
-): 
mouelled using a t-distribution with .!.= 7 and that the dependency between the 
stocks ye best described by a T-Copula with v=3. 
The scenario generation is the most computational Iv time consuming part of 
the CVaR model, the model sta.bilises for VaR and CVaH. at around 1500 scenar-
ios for the portfolio of chosen stocks and both confidence intervals. Generating 
1500 scenarios for 6 stocks takes 5 seconds nnd is therefore not computationally 
intensive, when considering the time taken. 
For the bRcktesting module of the study, we find that the CVaR value is al-
ways greater than the monetary risk lJleasure calculated using VaR/alpha from 
the CVaR model, Non-parametric/Monte-Carlo VaR, and parametric VaR. The 
CVaR monet.ary risk value will therefore always be the indicator which is ex-
ceeded the least by R n actual portfolio Joss. 
During the period we backtested (2000-04-22 to 2003-01-25) the number of 
times the risk measures are exceeded are as follows; for the 95j'o confidence level 
CVaR = 5%, Va R/ alphR and :'-l"on-parametric/Monte-Carlo VaR = 14% and 
parametric VaR = 8%, the 99% confidence level results show CVaR = 1% while 
the other VaR indicators are all exceeded 4% or the time. 
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Scenarios Seconds Minutes 
500 140.74 2.35 
1000 170.50 2.84 
2000 235.54 3.83 
4000 348.37 5.81 
6000 730.52 12.18 
8000 1084.78 18.08 
10000 1459.97 24.33 
Table 7.1: Scenflrio Time Table 
Considering thE' time taken to generate scenarios anJ the fact that we used 
2000 scenarios to back test our model for 100 weeks, we calculate that it took 
flbout 4 x 100 = 400min == 6hrs40min to generate the scenarios. The CVaR 
optimisation algorithm takes about 158cc to optimise for eflch back tested pe-
riod, giving us a total time of about 7hr805min for our backt.esting. 
The non-parametric/Monte Carlo VaR dues not need the CVaR optimiser 
and would thNefore take 6hrs40min cwd the parametric VaR only needs the 
historical covariance matrices, which are not that time consuming to calculatf', 
and took about fWmin to backtest. 
vVe can therefore conclude that CVaR is the most accurate but timp con-
suming risk measu re during our period of investigation. 
The risk measure envelopes plotted for CVaR and alpha/VilR show an in-
crease in size during the mid-point of the period of investigation. After plotting 
the EWMA variance of the stocks in the portfoliu, we find that there is an 
increase in varianc(' for four of the six stocks at the onset of the increase in 
envelope size; this indicates that our model does take into effect the changes in 
varianc(' of the underlying instruments. 
The CVaR efficient frontier for both confidence levels hi1s a concave shape 
and levels off at RCVaR = 30%, this means that the investor must be willing 
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Frontier Comparison 
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Figure 7.1: Frontier Comparison 
to lose 30% of the portfolio in order to obtrtin the maximum possible one week 
return. 
Figure 7.1 plots the two CVaR frontiers on one grClph, from this graph we 
can conclude that the 99% frontier is a more conservative predictor of returns 
t.han the 95% frontier due to it.s lower maximised returns for the same levels of 
risk . 
Comparing the tracking errors of the returns for the four efficient frontier 
portfolios we find tha t the CAPM Model has the lowest error followed by the 
:'Iarkowitz model, 99% CVaR model and the 95% CVaR model with the highest 
tracking error. 
The actual portfolio returns for the four frontiers show that actual portfolio 
returns outperform the CAPM and Markowitz frontier portfolios more often 
than the CVaR models. Th~ advantag~ of this is that the clif'nt would have 
received a return greater than what wa." predicted by the CAP:'Vj and Markowitz 
models, but the disadvantage is thClt the true portfolio returns do not reCllly fall 
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within the frontiers generat.ed by thesp, two models , while most of the actua l 
portfolio returns are cont:\ined within the CYaR fronti(~rs. 
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Recon1.mendations for 
Future Work 
Based on the findings and conclusions of the study, the following recommenda-
tions for future work are made: 
Effects of Volatility lVlodels on CVaR Optimization 
The effect of different volatility models on the ('VaR model should be studied. 
This study will help determine how much of the portfolio variance is actually 
captured by the ('VaR model, and which volatility model will ensure that the 
CVaR model best captures this volu.tility. 
Scenario Stability For Varying Portfolio Size 
A study can be conducted on how the stability of the model changes when 
we increase the number of instruments in the portfolio. This will determine 
how computationally intensive the model becomes as we increase the number of 
instruments in the portfolio. 
Using Non-linear Instruments in CVaR Portfolio Optimization 
The inclusion of non-linear instruments. such as options and interest rate deriva-
tives available in the South African market, in the portfolio and their effects on 
the CVaR envelope when backtesteu should be studied. This study can be used 
to determine the feasibility of the CVaR model for hedged portfolios. 
U
ive
rsi
ty 
of 
Ca
pe
 To
wn
Chapter 9 
Summary Chapter 
The study has shown the feasibility of using a monetary risk measure to opti-
mise a portfolio of South African stocks over a one-week period. The monetilry 
risk measure tries to give nn answer to the question of how much capital should 
be set aside to hedge down-side risk and we motivate the use of a coherent risk 
llleasure, namely conditional value at risk (CVaR). Coherent risk m('asuri::S have 
the properties of relevance, monotonicity, positive homogeneity, sub additivity 
and translation invariance. 
VaR is not a coherent risk measure because it does not have the property 
of sub additivity, we show this with an example, which means the VaR of a 
portfolio of two different securities can be more than the sum of the individual 
VaR of each security, and this lack of sub additivit.y defeats the aim of reducing 
risk by diversi fying a portfolio. 
The deppndence structure of the instruments in the portfolio is modelled 
using a t-copula instead of a multivariate normal distribution due to our find-
ings that this dependence structure better describes t.he historical dependence 
between the instruments. 
After the introduction of CVaR and its properties we develop an algorithm 
for portfolio optimisation, this algorithm is programmed in visual basic for appli-
cations n.nd executed in the Excel environment mflinly because we are searching 
for a model that is easy to implement and modify in an environment that is 
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easily available to most computer users. 
Hav ing backtested the model over 100 successive week~ for two confidence 
levels, 95% and 99%, we find that the CVaR risk measure is exceeded by the ac-
tual portfolio losses 5% and 1 % of the time, for the respective confidence levels, 
during the 100 weeks. Comparing this to the VaR risk mens ures we find that 
the VaR risk measures are exceeded more than the CVaR risk meas ures for both 
confidence levels, the VaR risk measures are; parametric VaR, non-parametric 
VaR and VaR calculated from the CVaR model. 
Using EWMA vola tility method to calculate volatilit ies we fi nd that the 
C;VaR mode l shows the capability to capture increases in vo latility of the un-
dcrlying instruments in t he portfolio , we see this with an increase in the size of 
the CVaR envelope,; just a fter there is an increa,;e in the volat.i lity of the stocks 
in the portfolio. 
We then generate efficient frontiers using modern portfolio theory and the 
C;VaR model, againfor the two confidenc(' leve ls, the risk RCVaR for the CVaR 
frontier is a percentage of the original equally weight.ed portfolio we are willing 
to lose. We find that the maximised returns predicted by the CVaR frontier 
contain more of the actucJ.1 portfolio ret.urns, using the frontier allocations, than 
the CAPM and J\brkowit.z frontier ,;. 
CVaR is therefore a good monetary risk measure for a portfolio of stocks, 
even though the scenario generation is time consuming. The next step is to 
investigate the effects of differen t volatility models and non-linear instruments 
on the pprformance of the model. 
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Chapter 10 
APPENDIX 
10.1 Proof of Theorem 1 
For equation 3.6 we assumed that !9(x, a) is continuous with respect to a , this 
mell.ns that. 
P[J(x, y) = aj 0 
! (X,y )=cx p(y)dy o (10.1) 
Lemma. Let us fix x, and let H(a) = fy E Rm h(a, y)p(y)dy where h(a , y) = 
[J(x, y) - aj+. Then H is a convex continuously differentia ble function with 
derivative. 
H'a = 19(x,a) - l 
Proof · 
H(~ 1 h~,~p~)dy 
yER"' 
then 
j [J(x, y) - a jp(y)dy f(x,y)~cx 
J f(x,y)p(y)dy - J ap(y)dy f(x,y)?Cl f(x ,y ) ~ Cl 
f(x , y) ! p(y)dy - 0'[1 - J p(y)dyj 
. f(x ,y)~cx f(x,y)~cx 
H'(a) 0- [1 - ! p(y)rl.yj 
. f(x,y) ~ cx 
J(x, a) - 1 
(10.2) 
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10.2 Equation 4.3 linear regression coefficients 88 
Using Lemma1 , we see thi.l.t Fdx , 0:) , equa tion (:'\.10) is convex and contin-
uously different.ia.ble with derivative. 
8: Fdx , 0:) = 1 + (1 - 0-1 [1.9 (x, 0:) -- 1] = (1 - 0 -1 [v(x, 0:) - (] 
The values of 0: for which F«(x, 0:) obtnins its minimum aff~ when 1.9(x,(\)-
( = 0 these values of 0: are also the ones in the set Adx) and form a nonempty 
closed interval on IR I.We therefore have. 
min F((x , 0:) "-' Fdx,o:dx» c:: o:dx) + (1 - 0- 1  [J(x, y) - 0:( (x)] l-p(y)dy 
nER yER -
The integral on the right equals. 
j f(x , y)p(y)dy -o:((x)j p(y)dy f(x,yl 2 Q( (xl f(x ,yl >-Q(x) 
From the definition of equation (3.8), the first integral is equal to (1-0<I>dx) 
and from equation (:'Ul) the second integral is l - 1.9(x, o:c(x», and since 1.9 (x, o:c(x» = 
( we have 
This proves equation (3.11) and Theoreml 
10.2 Equation 4.3 linear regression coefficients 
Here we simply minimise 1E[(Y - (aX + b»2] 
lE[y2 + a2 X2 + b2 I- 2abX - 2aXY - 2bY] 
lE[y2] + a21E[X2] + b2 + 2abE[X] - 2alE[XY] - 2blE[Y] 
to minimise the above equation 
1t9(X, Oo) is continuous and non decreasing on IR with limits 1 and 0 for 00 = 00 and 00 = -00 
respectively 
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10.3 Correlation under linear Transformations 
a 
aa 
aJE[X2] 
a 
db 
b 
aIE[X2] 
a(JE[X2] - JE[X]JE[X]) 
ao- 2 [X] 
a 
2aJE[X2] + 2bJE[X] - 2JE[XY] = 0 
JE [XY]- bJE[X] ... (1) 
2b + 2aJE[X] - 2lE [Y] = 0 
lE[Y] - alE[X] ... (2) , subst into (1) 
lE[XY] - (lE[Y] - aJE[X])lE [X] 
lE[XY] - lE[Y]JE[X] + alE[X ]lE [X] 
lE[XYj - lE[Y]lE[X] 
Cov[X, Y] 
Cov[X,Y] 
(/2 [X] 
So for a perfect linear regression of Y on X, Y = aX + b we have constants: 
a 
b 
Cov[X, Y] 
(/2 [X] 
lE[Y] - alE[X] 
89 
10.3 Correlation under linear Transformations 
If we transform two rea l valued random variables X and Y und(~r positive affine 
transforma tions U = aX + (3 and Z = '"'(Y + 0 then p(aX + .1, '"'(Y +- 0): 
E[(aX +13)("(Y H1]- E[(aX +131]E[hY + <511 (10 3) 
J( E[(aX + 131 21- E[(aX+131]E[(aX +13)J)( E[hY + W I-E[hY H1]E[("(Y H)J) . ' 
for the top part we have. 
lE[(aX + ,6) ('"'(Y + 0)] - lE[(aX + .6)] lE[('"'(Y + 0)] 
lE[a'"'(XY + aoX + IhY + (30] - ((3 + alE [X]) (8 + ~r[Y]) 
a'"'([lE[XY] - JE[X]JE[Yll 
a'"'(Cov[X, Y] 
for the first pi'lrt of the bottom par t we have. 
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10.4 Theorem 5.1 
1E[(aX + ,8)2]-IE[(aX + ,8)]IE[(aX + ,6)] 
IE[a2 X2 + ,62 + 2a,6X ) - (,6 + aIE [X])2 
a 2 (IE[X2]_ (IE[X])2) 
IE[(-yY + 6) 2] - IE[(-yY + 6)]IE[(-yY + 6)] 
"? cr 2 [y] 
So equation (10.3) equals: 
10.4 Theorem 5.1 
a-yCov[X, Yj 
J a 2 cr2 [Xh2 cr2 [y] 
sgn(a· :')p(X, Y) 
l :nder smooth cond itions of f(x / B) the :VILE B is consistent2 
Proof. 
90 
, p 
Let Bo be the true value of B for f(x / B), we have to show that B -+ Bo as 
n ........ 00. For a sample of i.i.d. random vi'lri i'lbles (XI, ... , X n ) with density 
functions l(x/B), the lVILE maximises 
f(B) log£(B) 
n L log[f(XdB) ] 
i=1 
Therefore it CRn a lso be used to maximise 
lIn 
-f(B) = - ~ log[J(Xd B) l 
n n~ . 
i= l 
2 An estimate of (J based on a sample s ise of 11. is said to be cons istl'nt if the pstimate an 
converges in probabil ity to (J as we increase n. 
P(18n - (JI > €) -- 0 a.< n -- 00 (104) 
for a ~mall finite € 
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10.5 Theorem 5.2. 91 
Since the Xi are i.i.d . so are the log[J(Xd e)], and by the Weak Law of 
Large :"Jumbers (WLLN) the right hand side of the equality converges to the 
me8n (expected value) as n --> oc and we hilve. 
1 p 
-e(e) . ) E [logf(X/ e)] as n --> 'X) 
n 
Therefore the e that maximises e~) should be a close approximation to the 
e thtLt mCL'(imises E[logf(Xde)]. So let us maximise E[logf(X /e)J under the 
smoothness assumpt ions of f(x / e). 
aE[logf(x/e)] 
ae 
OJ ae logf(x/e)f(x / eo)dx 
J :eIO!Jf(x/ e)f(x/ eo)dX 
;
. 1 01 (x/ e) 
. f(x / e) ae f(x/eo)dx 
We can cha nge the order of integration because f(x/e) is smooth. Now let 
us set e = eo we get 
and we therefore have 
J 1 af(x/ eo) J(x/eo) of} f(x /eo) dx 
J OJ(x/ eo) d ae x 
:e J f(x / eo}dx 
:e(1) = 0 
A P e - ) eo as n --> 00 
10.5 Theorem 5.2. 
If f(x / e) is smooth then the MLE e convergrs to thr normal distribution as 
n --> 00. 
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10.5 Theorem 5.2. 92 
A 1 
e ----> N (00 , nI (0
0
) ) as n ----> 00 
where eo is the true value of parallleter 0 and I(O) the asymptotic varicLnce. 
Before we prove this theorem we will need the following lemma. 
Lemma. If 
I(O) = E [:oIOgf(x/e) r 
then under the smoothness assumptions of f(x /O). 
[(e) = - E [::2109f(x/e)] 
Quick proof, we know that J f(x /B)dx - 1 so 
and since 
a 
aof(x/e) 
o 
:e J f(x/e)dx = 0 
[:e IOgf(X/O)] f(x/B) we have 
OJ Ja ae f(x /O)dx ~ aef(x/B)dx 
J [:Blogf(X/B)] f(x/e)dx 
Taking second derivatives 
aj'[d ] o ae aelogf(x/ e) f(x/e)dx 
(10.5) 
(10.6) 
J [::2 10gf(x/e)] f(x/e)dx + J [:e lOgf(X/B)] :e f(x/e)dx 
J [::2 l0Yf (x/e)] f(x/e)dx f- J [%e lOgf(X/B)] 2 f(x/e)dx 
[ d2 ] [ a ] 2 E ae2Iogf(x/e) + E ae logf(x/O) 
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10.5 Theorem 5.2. 93 
And the result follows. Note from the proof of Theorem 5.1., if we have 
C = tologf(x/8) then E(<:) =~ 0 and we have. 
Proof of T hp.orem 5.2 
The Tay lor series ex pansion around 80 we get 
£'(e) ~ [€'(8)]o~" eO + (fJ - 80 )[€"(8)]o=oo + .. . 
~ £'(80 ) + (iJ - 80 )£"(80 ) + .. . 
But £'(e) = 0 since e is the MLE. so 
(iJ - 80) ~ --£'(80) 01' £"(80) (10.7) 
-!n(e - 80) ~ - n - 1/ 2 £' (80) 
n- 1 £"(80) (10.8) 
Let us consider the denominAtor. 
The denominator is the sum of i.i.d random variables Clnd by the WLLN 
converges in probability to i6!: mean. 
The denominator is therefore a constant. The expectation and variance of 
the numerator are. 
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10 .5 Theorem 5.2. 
11 
E [n- I / 2 e'(00)] "- n- I / 2 2: E[logf(xd80)] 
'vVe therefore have 
;::::; 
and 
E[vn(8 - ( 0 )] 
VaR[vn(8 - &0)] 
So Since 
and 
i = 1 
11 
n 1/22:0 
i=1 
o 1 n [8 ]2 ;;:;: 8 E 88Iogf(XdOo) 
1 
-n1(80 ) 
n 
1(80 ) a constant 
-n- J / 2e'(80 ) 
- 1(80 ) 
n- I / 2 e'(00) 
1(80 ) for lnrge n 
1 [ -1/2 ,()] 1(0
0
) Ene 80 
o 
[1(:0)]2 VIIR[n- I / 2 e'(80 )] 
1 
[1(80 )]2 1(80 ) 
1 
1(80 ) 
for large n 
n -
1/ 2e'(80 ) = n - 1/ 2 t :8l0gf(Xd80) 
i= l 
94 
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10.5 Theorem 5.2. 95 
n- 1/ 2e'(80) is therPFore the sum of n i.i.d. random varia bles with the sam~ 
mean (0) and va.rianc~ (1(80 )) at 8 = 80 , and from the Central Lililit Theorem 
it follows that it converges to the normal distribution as N -; 00, so. 
/Ti(B - 80 ) d 1 ~ N(O, 1(8
0
)) as n -; 00 
d 1 
or 8 - --} N(80'Ie) 
n 0 
as n ---> 00 
And the theorem is proved 
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