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ABSTRACT 
Gohberg, Lancaster, and Rodman have shown that if a polynomial A(t), with 
complex hermitian matrices as coefficients, has nonzero determinant and is such that 
A(A) has constant signature for all real A for which det A(h) f 0, then A(t) admits a 
factorization 
A(t) = B*(t)DB(t), 
where B(t) is a polynomial with complex matrices as coefficients and D is a 
nonsingular complex hermitian matrix (which may be assumed to be diagonal with 
diagonal entries + 1). We give a new, short, and simple proof of this theorem and 
extend it to Laurent polynomial matrices with a suitably defined involution. 
1. MATRICES OVER THE POLYNOMIAL RING 
In this section R is the polynomial ring C[t], and * is the involution of R 
which extends the complex conjugation on C and such that t* = t. This 
involution extends in the standard way to the ring M,(R) of n by n matrices 
over R. We shall be interested in hermitian matrices over R, i.e., matrices 
A E M,(R) such that A* = A. For A E M,(R) we shall also write A = A(t) 
to indicate that the entries of A are polynomials in t. We shall assume 
throughout that det A(t) # 0. The spectrum of A, denoted by (T(A), is the 
* Research supported in part by NSERC of Canada grant A-5285 
LINEAR ALGEBRA AND ITS APPLICATIONS 194: 85-90 (1993) 85 
0 Elsevier Science Publishing Co., Inc., 1993 
655 Avenue of the Americas, New York, NY 10010 0024.3795/93/$6.00 
86 DRAGOMIR i. DOKOVIk 
set of roots of det A(t). If A E C then A(A) E M,(C). If A* = A and 
A E R, then A(A) is a complex hermitian matrix. 
For any complex hermitian matrix H we denote by sig H its signature, 
i.e., the difference between the number of its positive and the number of its 
negative eigenvalues (counting multiplicities). 
We say that a hermitian matrix A(t) E M,(R), with det A(t) # 0, has 
constant signature if sig A(A) is independent of A E R \ c(A). 
The following theorem is due to Gohberg, Lancaster, and Rodman [3]. 
THEOREM 1. Let A(t) E M,(R) b e a hermitian matrix with det A(t) # 
0. Zf A(t) has constant signature, then 
A(t) = B*(t)DB(t) 
for some B(t) E M,(R) an some nonsingular hermitian matrix D E M,(C). d 
Their proof as given in [3] makes use of some deep results of perturbation 
theory. The object of this section is to give a simple proof of the above 
theorem. 
The regular case where det A(t) is a (nonzero) constant was settled 
earlier by Lyubachevskii [5] and Coppel [l]. The author has extended that 
result to more general polynomial rings [2], and a very recent exposition of his 
work can be found in [4, Chapter VII, Theorem (2.3.1)]. Coppel’s proof is 
also presented in [3]. Hence there is no need to consider the regular case 
here. 
For the proof we need the following simple lemma. Recall that, for real 
A, sgn (A) is 1, 0, or - 1 according as A is positive, zero, or negative. 
LEMMAS. Let 
H(A) = 
A( A) (A - Ao)B(A) 
(A-A@(A)* (A - A,)C(A) 
be a hermitian matrix depending on a real parameter A E (a, b). Assume 
that A, E (a, b), that A( A), B(A), and C(A) are continuous functions of A, 
and that A( A,,) and C( A,) are nonsingular. Then for 1 A - A,( sufficiently 
small we have 
sig H( A) = sig A( A) + sgn( A - A,) . sig C( A). 
Proof. The assertion is true if A = A,. We shall assume that A > A,. 
The proof in the case A < A,, is similar. 
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By replacing A(h), B(h), and C(A) with S*A(h)S, S*B(A)T, and 
T*C(h)T respectively, where S and T are suitable invertible complex 
matrices, we may assume that A( A,) and C( A,) are diagonal matrices. 
Let H,(A) be the leading principal submatrix of H(A) of order k. We 
shall use this notation also for C(A). It suffices to show that for A > A,, and 
A - A, sufficiently small, the matrices H(A) and A(A,) @ C(A,) have the 
same signature. For this purpose it suffices to show that all the corresponding 
leading principal minors of these two matrices have the same sign. This is 
obvious if the size of the leading principle submatrix is < r, where r is the 
order of A( A,). If k = r + s > r, then by using the Laplace expansion of 
det H,( A) by the first r rows, we find that 
det H,(A) = (A - ho)” det A(A) det C,7(A) + (A - A,)“+if(A), 
where f(A) is a continuous function of A. As A( A,) and C(A,) are nonsingu- 
lar, it is clear that det ( Hk(A) and det A( A,) det C,( A,) have the same sign 
for A > A, and A - A, sufficiently small. n 
Proof of Theorem 1. We use induction on 6 = deg det A(t). As re- 
marked earlier, the assertion is true in the regular case, i.e., if 6 = 0. So let 
6 > 0. We can write A(t) = E(t)D(t)F(t), where E, F E GL,(R) and 
D(t) = diag(d,(t), . . , d,(t)) is the di a onal g matrix whose diagonal entries 
d&t) are the invariant factors of A(t). Thus d,(t) are manic polynomials and 
d,(t) divides dk+i(t) for k < n. 
As A*(t) = A(t), the polynomials d,(t) have real coefficients. By replac- 
ing A(t) with F*(t>-lA(t>F(t>pl, we may assume that A(t) = E(t)D(t). 
As 6 > 0, d,(t) is not a constant. Let A0 be a root of d,(t). The last 
column of A(t) is divisible by t - A,. Since A*(t) = A(t), the last row of 
A(t) is divisible by t - A,,. Hence if either A,, # ha, or A, = &, and (t - A,)2 
divides d,(t), we have a factorization 
A(t) = C*(t)H(t)C(t), 
where H(t) E M,(R) is a hermitian matrix and 
C(t) = diag( 1,. , 1, t - A,). 
Since H(t) has constant signature and det H(t) has degree 6 - 2, we can 
use the induction hypothesis to obtain the assertion in this case. 
88 DRAGOMIR i. DOKOVIk 
It remains to consider the case in which A, E R and A, is a simple root 
of d,(t). For A E R let f* : C” X C” + C be the hermitian form defined by 
and set f = fh,. The form f is degenerate; its radical K is the nullspace of 
the matrix A(&). If r is the rank of A( A,), then the last n - r columns of 
A( A,) are 0, and so K consists of all vectors in C” whose first r coordinates 
are 0. 
Define yet another hermitian form g : K X K + C by 
g(x> y) = y*A’(A,,)x, 
where A’(t) denotes the derivative of A(t). Since sig A(A) is constant for 
A E R \ (+(A), Lemma 2 implies that g cannot be positive definite or 
negative definite. Consequently there exists a unit vector u1 E K such that 
gb,, u,> = 0. 
Choose a complex unitary matrix V having u1 as the first column, and set 
B(A) = V*A( A)V. As u1 E K, the first column of B( A,) is 0, and conse- 
quently also the first row of this matrix is 0. Since 
u;FA’( A,)q = g(q, ~1) = 0, 
the first entry of B’( A,) = V*A'( A,)V is 0. Hence all elements of B(t) in 
the first row or column are divisible by t - A, and the first element is 
divisible by (t - A,)‘. It follows that we have a factorization 
B(t) = c*(t)H(t)C(t), 
where H(t) E M,(R) is a hermitian matrix and C(t) = diag(t - A,, 1, . . , 1). 
Since H(t) has constant signature and det H(t) has degree 6 - 2, we can 
use the inductive hypothesis to complete the proof. n 
2. MATRICES OVER THE LAURENT POLYNOMIAL RING 
Now R will denote the ring C[t, t-l], and * the involution of R which 
extends the complex conjugation on C and such that t* = t - ‘. Let A(t) E 
&f,(R), and assume that det A(t) # 0. Then the spectrum of A, denoted by 
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CT(A), is the set of all zeros of det A(t) in C \ {O}. If A(t) is hermitian and 
A E C \ (01, then A(h) is a complex matrix. It is hermitian if A E T, where 
T denotes the unit circle in the complex plane. We say that A(t) has constant 
signature if sig A(h) is independent of A E T \ o( A). 
We claim that the analog of Theorem 1 is valid in this new setting. 
THEOREM 3. Let R and * be as above, and A(t) E M,(R) a hermitian 
matrix with det A(t) # 0. Zf A(t) has constant signature, then 
A(t) = B*(t)DB(t) 
for some B(t) E M,(R) an d some nonsingular hermitian matrix D E M,(C). 
Proof. The proof of Theorem 3 is essentially the same as that of 
Theorem 1, and so we shall make only a few explanatory comments. 
Since R is a principal ideal domain, the Smith normal form A(t) = 
E(t)D(t)F(t) is still available. As A*(t) = A(t), the invariant factors d,(t) 
are hermitian elements of R, i.e., they have the form 
k= -m 
where ffk E C and ff_k = &. 
If CY, # 0, we say that deg d,(t) = m. Since d,(t) is manic, we have in 
fact CX, = 1 (assuming that cq,, # 0). 
The assertion of Theorem 3 in the regular case, i.e. when det A(t) is a 
nonzero constant, has been proved by Lyubachevskii [5]. 
The real line in the proof of Theorem 1 has to be replaced by the unit 
circle T. The roots of Laurent polynomials lie in C \ (0). Thus 0 is not 
considered as a root. 
If t - A, (h, # 0) divides a column of A(t), then A*(t) = A(t) implies 
that t - Ai’ divides the corresponding row of A(t). Hence the two cases in 
the proof of Theorem 1 should now be defined as follows: 
Case 1. A,, FG T or A0 E T and A, is at least a double root of d,(t); 
Case 2. A,, E T and A, is a simple root of d,(t). 
With these changes, the proof of Theorem I is also applicable to Theorem 
3. n 
REFERENCES 
1 W. A. Coppel, Linear Systems, Notes on Pure Math. 6, Australian National Univ., 
Canberra, 1972. 
90 DRAGOMIR i. DOKOVIG 
2 D. 2. Djokovid, Hermitian matrices over polynomial rings, J. Algebra 43:359-374 
(1976). 
3 I. Gohberg, P. Lancaster, and L. Rodman, Factorization of self-adjoint matrix 
polynomials with constant signature, Linear and M&linear Algebra 11:209-224 
(1982). 
4 M. A. Knus, Quadratic and Hermitian Forms over Rings, Springer-Verlag, New 
York, 1991. 
5 B. D. Lyubachevskii, Factorization of symmetric matrices with elements from a 
ring with involution, I, II (English transl.), Siberian Math. J. 14:233-246, 423-433 
(1973). 
Received 4 September 1992; final manuscript accepted 9 November 1992 
