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Referat
In dieser Dissertation werden das Anregungsspektrum und das Phasendiagramm wech-
selwirkender Fermi- und Bosegase untersucht. Zu diesem Zweck wird eine neuarti-
ge renormierte Kadanoff-Martin-Na¨herung vorgestellt, die Selbstwechselwirkung von
Teilchen vermeidet und somit eine einheitliche Beschreibung sowohl der normalen
als auch der kondensierten Phase ermo¨glicht. Fu¨r Fermionen findet man den BCS-
Zustand, benannt nach Bardeen, Cooper und Schrieffer, welcher entscheidend ist fu¨r
das Pha¨nomen der Supraleitung. Charakteristisch fu¨r diesen Zustand ist eine Ener-
gielu¨cke im Anregungsspektrum an der Fermi-Energie. Weiterhin tritt fu¨r Bosonen ei-
ne Bose-Einstein-Kondensation (BEC) auf, bei der das Anregungsspektrum fu¨r kleine
Impulse linear ist. Letzteres fu¨hrt zum Pha¨nomen der Suprafluidita¨t. U¨ber die be-
reits bekannten Pha¨nomene hinaus findet man eine dem BCS-Zustand a¨hnliche Kon-
densation von Zweiteilchenbindungszusta¨nden, sowohl fu¨r Fermionen als auch fu¨r Bo-
sonen. Fu¨r Fermionen tritt ein U¨bergang zwischen der Kondensation von Bindungs-
zusta¨nden und dem BCS-Zustand auf, der sogenannte BEC-BCS-U¨bergang. Die Un-
tersuchung der Zustandsgleichung zeigt, dass im Gegensatz zu Fermi-Gasen und Bose-
Gasen mit abstoßender Wechselwirkung Bose-Gase mit anziehender Wechselwirkung
zu einer Flu¨ssigkeit kondensieren oder sich verfestigen, bevor es zur Kondensation von
Bindungszusta¨nden oder zur Bose-Einstein-Kondensation kommt. Daher ko¨nnen diese
Pha¨nomene voraussichtlich nicht in der Gasphase beobachtet werden. Zusammenfas-
send la¨sst sich sagen, dass das vorgestellte Na¨herungsverfahren sehr gut geeignet ist,
die erwa¨hnten Pha¨nomene im Zusammenhang mit der Bose-Einstein-Kondensation zu
beschreiben.
Schlagwo¨rter
Anregungsspektrum, Bose-Einstein-Kondensation, BCS-Theorie, BEC-BCS-U¨bergang,
Matsubara-Technik, Phasendiagramm, Suprafluidita¨t, Supraleitung, T-Matrix-Na¨he-
rung, Vielteilchentheorie, wechselwirkende Quantengase
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Chapter 1
Introduction
Condensation phenomena in interacting quantum systems have attracted the interest
of physicists now for nearly a century. These phenomena are related to Bose-Einstein
condensation (BEC), i.e., the accumulation of a macroscopic number of (quasi)particles
with integer spin, called bosons, in their ground state usually at low temperatures. The
two most important manifestations of these condensation phenomena are superfluidity
[1, 2] and superconductivity [3]. Superfluidity appears below some critical temperature,
e.g., in liquid 4He at 2.17 K. The name superfluidity goes back to Kapitza and comes
from the fact that below some critical velocity the corresponding fluid can flow without
friction. Superconductivity is a similar phenomenon in certain metals and appears
also below some critical temperature, e.g., in lead, mercury, tin and aluminum at
typically a few Kelvin. When a metal becomes superconducting its resistivity drops to
zero. In the following section the main historical development concerning the physical
understanding of superfluidity, superconductivity and BEC in general shall be sketched.
1.1 Historical overview
1911 Superconductivity is discovered by Kamerlingh Onnes in Leiden.
1925 Extending a paper by Bose, Einstein predicts BEC [4] for an ideal gas of bosons,
however it will take another 70 years until the direct measurement of BEC.
1933 Meissner and Ochsenfeld discover the Meissner effect, i.e., that superconductors
are perfect diamagnetic.
1935 Fritz and Heinz London develop a phenomenological theory of superconductivity
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later extended by Ginzburg and Landau.
1938 Superfluidity is discovered in liquid 4He by Kapitza in Moscow and Allen and
Misener in Cambridge.
Fritz London suggests that superfluidity could be described by some kind of Bose
condensation, since assuming an ideal Bose gas gives a good estimate of the
critical temperature and the peak in the specific heat at the critical point [5].
1940 Tisza develops a two-fluid model of superfluidity, consisting of a normal and a
superfluid, to explain the experimental results qualitatively.
1941 Independent of Tisza, Landau introduces his own two-fluid model of superfluidity.
By assuming that the liquid can be described as a gas of weakly-interacting
quasiparticles, i.e., consisting of phonons and rotons, he obtains quantitative
results, but still the theory is phenomenological.
1947 Bogoliubov presents a microscopic theory of a weakly-interacting Bose gas. His
most important result is, that the low-energy excitations of the system are indeed
phonons, which are essential for superfluidity [6]. However the theory describes a
gas not a liquid, furthermore it predicts no rotons. The work of Bogoliubov and
others concerning the interacting Bose gas will become in particular important
when Bose condensation in alkali gases is discovered.
1954 Feynman finally succeeds in predicting the excitation spectrum of liquid helium,
showing phonon-like behavior for small energy and roton-like behavior for higher
energy. The result follows from a relation between the excitation energy and the
liquid structure factor [7].
1957 Bardeen, Cooper and Schrieffer finally provide a microscopic explanation of su-
perconductivity, the BCS theory [8]. It has a certain similarity to Bogoliubov’s
theory of the Bose gas.
1995 BEC is directly measured in 87Rb by the group of Cornell and Wiemann from
Boulder, Colorado [9], in 7Li by a group from Houston, Texas [10] and in 23Na
by the group of Ketterle from MIT [11] in a temperature range between 0.1 and
2 µK.
10
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1.2 Quasi-classical approach to superfluidity
One important property of a superfluid is the ability to flow without friction below some
critical velocity and temperature. To obtain the upper critical velocity for superfluidity
one assumes a fluid of N (quasi)particles with mass m moving with velocity v past an
object. Friction means a transfer of momentum and energy from the fluid to the object,
what corresponds to the excitation of a quasiparticle, e.g. a phonon, with energy p
and momentum p within the fluid. The quasiparticle dispersion p is measured in the
frame of reference of the fluid. The Galilean transformation yields the corresponding
energy in the frame of reference of the object
˜p = p +
m
2
v2 + pv.
In the superfluid state there is a macroscopic number of quasiparticles in the ground
state, with p = 0, i.e, Bose condensation. Assuming that all particles are in the ground
state the initial energy of the fluid in the frame of reference of the object is
Ei = N0 +N
m
2
v2.
The energy of the fluid after exciting one quasiparticle with momentum p is [12, p. 34]
Ef = (N − 1)0 + (N − 1)m
2
v2 + p +
m
2
v2 + pv = Ei + p − 0 + pv.
The energy transferred to the object has to be positive
Ei − Ef = −pv − (p − 0) > 0.
From this condition follows for the velocity
v ≥ −pv
p
>
p − 0
p
≥ cL = min
p
p − 0
p
.
That means that the excitation of a quasiparticle and therefore friction is only possible
if v > cL. Below cL, the critical velocity according to Landau [14, p. 90], the fluid
moves without friction, i.e., it is superfluid. Of course, this argumentation works only
if the majority of the quasiparticles are in the ground state, i.e., there has to be a Bose
condensation. Since superfluidity is only possible in connection with Bose condensation,
it appears only below some critical temperature. A necessity for superfluidity is an
internal interaction of the fluid particles. For example for an ideal Bose gas the only
possible excitation is the kinetic excitation of a real particle, which has a quadratic
dispersion
p =
p2
2m
− µ.
11
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Figure 1.1: Measurement of the Bogoliubov dispersion for 87Rb by Bragg spectroscopy [13].
The solid line shows the theoretic Bogoliubov dispersion, the dashed one the quadratic free-
particle dispersion. The inset shows the linear phonon regime.
The critical velocity is therefore cL = 0 and no superfluidity is possible. In the following
the quasiparticle energy will be given relative to the chemical potential µ < 0. If the
only possible excitations are sound waves, i.e., phonons, which have a linear dispersion
p = cp,
the critical velocity cL equals the sound velocity c. Typical for a weakly interacting
Bose gas is the Bogoliubov dispersion [6],[15, p. 210]
p =
√(
p2
2m
+ n0U0
)2
− n20U20 =
√
n0U0
m
p+O(p2), (1.1)
which starts linear for small momenta and goes quadratic for large momenta. n0 is
the density of the Bose condensate and U0 is the interaction strength of the contact
interaction v(r) = U0δ(r). The critical velocity in that case is cL =
√
n0U0
m
. As
Fig. 1.1 shows, the Bogoliubov dispersion can also be measured in experiment. How
the Bogoliubov dispersion or a similar one arise, will be shown in section 2.7 and
chapter 4.
1.3 Quasi-classical approach to superconductivity
The phenomenon of superconductivity has a certain similarity to the phenomenon of
superfluidity. In a superconductor the (electrical) conductance diverges below some
12
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critical temperature and current, i.e., the (electrical) resistivity vanishes. However
the two phenomena differ in the basic excitation mechanisms. Responsible for super-
conductivity are pairs of fermionic quasiparticles, with opposite spin and zero total
momentum, the so-called Cooper pairs. According to the Thouless criterion the en-
ergy of a pair is two times the chemical potential [16]. A typical excitation spectrum
for the quasiparticles is the BCS dispersion [8], [17, appendix]
p =
√(
p2
2m
− µ
)2
+ ∆2, (1.2)
which has a minimum at the ”Fermi momentum” pF =
√
2mµ. The dispersion is
given relative to the chemical potential µ > 0. The corresponding energy of the pairs
is therefore zero. To break a pair into two quasiparticles at least the energy gap ∆
has to be overcome by each particle. It is assumed that breaking is the only possible
excitation mechanism for the pairs. Furthermore again a macroscopic occupation of
the pairing state is necessary, which holds only up to some critical temperature. The
scattering of electrons, e.g., at impurities, connected with a transfer of momentum and
energy, is the origin of the resistivity. Since most of the particles are in the pairing
state and at least an energy of 2∆ has to be transferred to excite a pair, scattering
processes are suppressed at low currents, therefore a current of Cooper pairs feels no
resistance. As illustrated in the section above the energy to excite one quasiparticle
from the pairing state is
¯p = p + pv ≥ p − pv, (1.3)
if the condensate of Cooper pairs moves with velocity v relative to, e.g., an impurity.
Since the particles are excited from the pairing state their initial energy is zero. With
increasing velocity the minimum of (1.3) is decreased until it reaches zero at the critical
velocity vc. Above vc it is possible to break the Cooper pairs, i.e., at vc the resistivity
becomes finite. Since the minimum of (1.3) is approximately at pF the critical velocity
can be approximated as vc ≈ ∆pF . Again the dispersion and the critical velocity are
closely related to inter-particle interactions. Section 2.9 and chapter 3 show how a
BCS like dispersion can be obtained.
1.4 Measurement of the quasiparticle spectrum
One possibility to investigate the spectrum and dispersion of excitations in superfluid
4He is angle-resolved energy-loss spectroscopy of neutrons. In first-order Born ap-
proximation the number of neutrons scattered into a solid angle dΩ with final energy
13
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Figure 1.2: Measurement of the dynamic structure factor for liquid 4He by inelastic neutron
scattering [18]. The black solid line corresponds to the phonon-roton dispersion. The white
line is the dispersion as obtained by Feynman and Cohen [19]. The inset shows the dynamic
structure factor for Q = 2.6 A˚−1.
between Ef and Ef + dEf is proportional to the double-differential cross section per
4He atom [20, section 2.1]
d2σ
dΩdEf
= a20
pf
pi
S(Q, ~ω).
The energy loss of the neutrons
~ω = Ei − Ef
can be obtained by measuring their initial and final energies Ei and Ef . The neutrons
have quadratic dispersion, therefore their initial and final momenta pi and pf are given
by these energies as well. The momentum Q transferred to the 4He medium is related
to the angle ϑ by which the neutrons are scattered
Q2 = (pi − pf )2 = (pi − pf )2 + 2pipf (1− cosϑ) = (pi − pf )2 + 4pipf sin2 ϑ
2
.
The scattering of the neutrons by the 4He nuclei is described by the scattering length a0
while the excitations of the 4He medium are covered by the dynamical structure factor
S(Q, ~ω). For a given momentum transfer Q excitations are represented by peaks of
the dynamical structure factor at the corresponding excitation energies. Fig. 1.2 shows
a measurement of the dynamic structure factor where the peak along the phonon-roton
14
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dispersion is clearly visible. If there is only a single excitation mode with energy Q
and infinite lifetime and the excitation happens only from the macroscopically occupied
ground state, the dynamical structure factor will have the form [21, section 14.2.2]
S(Q, ~ω) = S(Q)δ(~ω − (Q − 0)),
where
S(Q) =
∫
dω~S(Q, ~ω)
is the liquid structure factor. A second known relation∫
dω~2ωS(Q, ~ω) =
Q2
2m
yields then the Feynman expression [7], [19]
Q =
Q2
2mS(Q)
+ 0,
which is able to give at least a qualitative description of the phonon-roton dispersion
based on the knowledge of the liquid structure factor. m is the mass of a 4He atom.
For a classical ideal gas S(Q) = 1.
Another method of measuring the structure factor and the dispersion, which is espe-
cially used for ultra-cold alkali gases is Bragg spectroscopy. This method is similar
to inelastic light scattering from a laser beam. However the emission is induced by a
second laser beam improving resolution and sensitivity [22]. The momentum transfer
is again controlled by the angle between the beams and the energy transfer by their
detuning, i.e., first: a photon is absorbed from the beam with higher frequency and
second: the emission into the other beam is induced [13]. The dispersion shown in
Fig. 1.1 has been obtained with this method.
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Chapter 2
Basics
The aim of this chapter is to sketch the basics of the formalism presented in this thesis,
as well as the important limiting cases which are already known.
2.1 Noninteracting particles
One important limit is the ideal gas, i.e., noninteracting particles. In the following
a grand-canonical system is considered. The grand-canonical expectation value in
equilibrium for an operator Xˆ(t) is [23, p. 2 f]
〈Xˆ(t)〉 = 1
Zg
Tr
[
e−β(Hˆ−µNˆ)Xˆ(t)
]
(2.1)
=
1
Zg
∑
n
〈n|e−β(Hˆ−µNˆ)Xˆ(t)|n〉 = 1
Zg
∑
n
〈n|Xˆ(t)|n〉e−β(En−µNn).
The trace Tr is invariant to the set of basis functions. Therefore it is most convenient
to choose eigenstates of the Hamiltonian |n〉 with energy En and particle number Nn.
β = 1
T
is the inverse temperature and µ the chemical potential. The temperature is
measured in energy units, therefore the Boltzmann constant kB is omitted. Usually it
is sufficient to calculate the grand-canonical partition function
Zg = Tr
[
e−β(Hˆ−µNˆ)
]
=
∑
n
e−β(En−µNn).
For a system of noninteracting particles the states |n〉 can be constructed from products
of single-particle states with quantum number i. The state i shall have the energy i
and be occupied by ni particles. While for bosons ni can be any nonnegative integer,
for fermions the state i can be occupied by at most one particle, i.e., ni ∈ {0, 1}. The
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many-body state including all particles can be described by the vector of all occupation
numbers n. The eigenvalues of energy and particle number of the many-body state are
therefore
En =
∑
i
ini
and
Nn =
∑
i
ni.
The grand-canonical partition function is then
Zg =
∑
n
e−β(En−µNn) =
∏
i
∞/1∑
ni=0
e−β(i−µ)ni =
∏
i
Zi,
where
Zi =
∞/1∑
ni=0
(
e−β(i−µ)
)ni
=
(
1∓ e−β(i−µ))∓1
is the grand-canonical partition function for the state i. As in the following the upper
sign corresponds to bosons while the lower one corresponds to fermions. For bosons
one has to demand β(i − µ) >0 ∀i. From the grand-canonical partition function one
can obtain the grand-canonical free energy
Fg = −T lnZg = −T
∑
i
lnZi = ±T
∑
i
ln
(
1∓ e−β(i−µ))
and via thermodynamic relations the expectation value of the particle number
N = 〈Nˆ〉 = − ∂
∂µ
Fg = T
∑
i
∂
∂µ
lnZi. (2.2)
On the other hand the expectation value of the particle number is given via
N = Nn =
1
Zg
∑
n
Nne
−β(En−µNn) =
∑
i
1
Zi
∑
ni
nie
−β(i−µ)ni =
∑
i
ni.
Therefore the mean occupation of the state i
ni =
1
β
∂
∂µ
lnZi =
1
eβ(i−µ) ∓ 1 = fB/F(i − µ)
is given by the Bose or Fermi function, respectively. In the whole thesis it is assumed
that the particles of the system feel no external potential and are therefore distributed
homogeneously over the volume Ω. The particle density is then
n =
N
Ω
=
1
Ω
∑
i
1
eβ(i−µ) ∓ 1 . (2.3)
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Since the grand-canonical free energy depends only on one extensive property, i.e., the
volume, is can also be expressed via the pressure p
Fg = −pΩ. (2.4)
This relation yields the pressure of the system
p = ∓T
Ω
∑
i
ln
(
1∓ e−β(i−µ)) . (2.5)
The relations (2.2) and (2.4) are also valid for interacting systems and can be used to
obtain the pressure from the density and vice versa,
n =
∂p
∂µ
(2.6)
and
p =
µ∫
−∞
n(µ′)dµ′, (2.7)
respectively. For a homogeneous system a description in terms of momentum eigen-
states is most convenient. The states i correspond then to different momentum and
spin states, therefore the sum over i turns into a sum over possible spin directions and
momenta q. The energies i correspond to the kinetic energies
~2q2
2m
of each individual
particle with mass m.
2.2 Ideal Bose gas
Of particular interest is the ideal Bose gas, since it shows a BEC, which was predicted
by Einstein already in 1925 [4]. The density of an ideal gas of zero-spin bosons is
according to (2.3)
n =
1
Ω
∑
q
fB(q) (2.8)
with the free particle dispersion q =
~2q2
2m
− µ and the Bose-Einstein distribution func-
tion fB() =
1
exp(β)−1 . In the thermodynamic limit, i.e., N,Ω → ∞ with n = const.,
the contribution of a single state to the density goes to zero like 1
Ω
while the density
of states increases proportional to Ω, therefore one can replace the momentum sum by
an integral
lim
Ω→∞
1
Ω
∑
q
=
∫
d3q
(2pi)3
. (2.9)
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Bose condensation is an exception to that behavior. It means a macroscopic occupation
of the ground state, i.e., the number of particles in the ground state is of the order of
the total number of particles N . For Bose condensation the particles in the ground
state are called the condensate. Due to the macroscopic occupation, the condensate
density n0 stays finite for Ω → ∞ and has to be considered separately. The chemical
potential follows from the condensate density as
µ = − 1
β
ln
(
1 +
1
n0Ω
)
= − 1
βn0Ω
+O (Ω−2) (2.10)
and goes to zero in the thermodynamic limit. So Bose condensation in an ideal Bose
gas with infinite volume appears when the chemical potential µ becomes zero. More
general one can say that Bose condensation starts when the argument of the Bose
function becomes zero, i.e., the divergence of the Bose function in (2.8) cancels the
divergence of Ω. In the following this condition will be used to find the critical point.
The density in the thermodynamic limit [24]
n = n0 +
∫
d3q
(2pi)3
fB(q) =
{ (
m
2pi~2
) 3
2 T
3
2P 3
2
(
e
µ
T
)
for µ < 0
n0 +
(
m
2pi~2
) 3
2 T
3
2 ζ
(
3
2
)
for µ = 0
. (2.11)
can be expressed with the polylogarithmic function
Pk(x) =
1
Γ(k)
∞∫
0
tk−1dt
x−1et − 1 =
∞∑
j=1
xj
jk
,
the zeta function
ζ(k) = Pk(1) =
∞∑
j=1
1
jk
and the gamma function
Γ(k > 0) =
∞∫
0
e−ttk−1dt.
The critical density and temperature for Bose condensation [5]
nid =
( m
2pi~2
) 3
2
T
3
2 ζ
(
3
2
)
and
Tid =
2pi~2
m
(
n
ζ
(
3
2
)) 23
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follow from the conditions µ = 0 and n0 = 0. The condensate density is
n0 = n− nid = n
(
1−
(
T
Tid
) 3
2
)
. (2.12)
The pressure of an ideal Bose gas is according to (2.5)
p = −T
Ω
∑
q
ln
(
1− e−βq) . (2.13)
The pressure exerted by the condensate
p0 = −T
Ω
ln
(
1− eβµ) = −T
Ω
ln
(
1−
(
1 +
1
n0Ω
)−1)
=
T
Ω
ln(n0Ω) +O
(
Ω−2 ln Ω
)
vanishes in the thermodynamic limit. That means in particular that at T = 0 where
all particles are in the ground state the ideal Bose gas exerts no pressure at all. The
total pressure at finite temperature is
p = −T
∫
d3q
(2pi)3
ln
(
1− e−βq) .
Below the critical temperature Tid the pressure can be expressed as [5]
p =
( m
2pi~2
) 3
2
T
5
2 ζ
(
5
2
)
.
In contrast to classic condensation phenomena Bose condensation appears in partic-
ular for an ideal gas, nevertheless Bose condensation and related phenomena are also
possible for interacting systems and even for fermionic systems, as the sections 2.6, 2.7
and 2.9 show.
2.3 T-matrix and separable interaction
The second important limit is the vacuum. Since in this thesis only two-particle inter-
actions will be considered this limit corresponds to two-particle scattering in vacuum.
In scattering theory the T-matrix is an important tool, it yields the scattering length,
amplitude and phase as well as the energy of bound and pairing states. For a pair
of particles of mass m in vacuum, that scatter via the interaction potential v¯, the
Schro¨dinger equation for a scattering state |Ψq〉 with energy ~2q2m in the center-of-mass
frame is (
Hˆ0 + ˆ¯v
)
|Ψq〉 = ~
2q2
m
|Ψq〉.
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The unperturbed Hamiltonian Hˆ0 has the eigenstates |q〉 with energy ~2q2m
Hˆ0|q〉 = pˆ
2
m
|q〉 = ~
2q2
m
|q〉,
i.e., in the state |q〉 the particles have momenta q and −q. From(
~2q2
m
− Hˆ0
)
(|Ψq〉 − |q〉) = ˆ¯v|Ψq〉
follows directly the so-called Lippmann-Schwinger equation [23, p. 183]
|Ψq〉 = |q〉 − 1
Hˆ0 − ~2q2m − iη
ˆ¯v|Ψq〉 = |q〉 − Gˆ (q) ˆ¯v|Ψq〉,
where η → +0 guarantees an outgoing scattered wave. Gˆ is the two-particle propagator.
The two-particle T-matrix is defined as
Tˆ |q〉 = ˆ¯v|Ψq〉.
With the Lippmann-Schwinger equation one obtains the scattering wave function
Ψq(p) = 〈p|Ψq〉 = 〈p|q〉 − 〈p|Gˆ (q) Tˆ |q〉 = 〈p|q〉 − 1
Ω
∑
k
〈p|Gˆ (q) |k〉〈k|Tˆ |q〉 (2.14)
as well as the selfconsistent equation for the matrix elements
〈p|Tˆ |q〉 = 〈p|ˆ¯v|Ψq〉 = 〈p|ˆ¯v|q〉 − 〈p|ˆ¯vGˆ (q) Tˆ |q〉
= 〈p|ˆ¯v|q〉 − 1
Ω2
∑
k,k′
〈p|ˆ¯v|k〉〈k|Gˆ (q) |k′〉〈k′|Tˆ |q〉.
In vacuum the elements of the two-particle function are
〈k|Gˆ (q) |k′〉 = Ωδkk′
~2k2
m
− ~2q2
m
− iη . (2.15)
Introducing a complete set of orthonormal states |gj〉 with 〈p|gj〉 = gj(p) one can show
that the matrix elements of the interaction and the T-matrix separate according to the
incoming and outgoing momenta [25]
〈p|ˆ¯v|q〉 =
∑
j,l
〈p|gj〉 〈gj|ˆ¯v|gl〉 〈gl|q〉 =
∑
j,l
gj(p)λjlg
∗
l (q)
〈p|Tˆ |q〉 =
∑
j,l
〈p|gj〉 〈gj|Tˆ |gl〉 〈gl|q〉 =
∑
j,l
gj(p)τjlg
∗
l (q)
with
τjl = λjl −
∑
r,s
λjr
1
Ω2
∑
k,k′
g∗r(k)〈k|Gˆ (q) |k′〉gs(k′)τsl. (2.16)
The gj(p) are called form factors and the λjl represent the interaction strengths. In
general the set of states |gj〉 will include an infinite number of states. As an approxi-
mation one can restrict the number of states to a finite value, then the matrix equation
(2.16) can be solved for τjl for a given set of form factors and interaction strengths.
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As shown in the preceding section the selfconsistent equation for the T-matrix can be
solved if the interaction potential is separable. A very simple example for a separable
potential is [26]
〈p|ˆ¯v|q〉 = v¯(p, q) = λg(p)g∗(q), (2.17)
which means the restriction to only one basis state |g〉. In this section only the thermo-
dynamic limit Ω→∞ according to (2.9) will be considered. The Schro¨dinger equation
in the center-of-mass frame(
− ~
2p2
m
)
φ(p) =
∫
d3q
(2pi)3
v¯(p, q)φ(q) = λg(p)
∫
d3q
(2pi)3
g∗(q)φ(q)
yields directly one bound state for  = −~2α2
m
φb(p) = Cb
g(p)
α2 + p2
.
Cb is the normalization constant
1
C2b
=
∫
d3p
(2pi)3
|g(p)|2
(α2 + p2)2
.
The condition for the bound state is
− 1 = λ
∫
d3p
(2pi)3
|g(p)|2
~2α2
m
+ ~
2p2
m
. (2.18)
There is at most one bound state since the potential is based on only one state |g〉.
Assuming an incoming plane wave and  = ~
2k2
m
one obtains the scattering state for
s-wave scattering
φs(p) = (2pi)
3δ(p− k) + τ
(
~2k2
m
)
g(p)g∗(k)
~2k2
m
− ~2p2
m
+ iη
(2.19)
with
τ() = λ
(
1− λ
∫
d3q
(2pi)3
|g(q)|2
− ~2q2
m
+ iη
)−1
. (2.20)
η → +0 in (2.19) guarantees again an outgoing scattered wave. The limit η → +0 in
(2.20) has to be calculated with the Plemelj formula [27, p. 389]
lim
η→+0
1
x± iη =
P
x
∓ ipiδ(x),
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i.e., if there is a pole in the integration region the integral has to be calculated as
principal value with an additional imaginary part, if there is no pole, iη can be omitted.
Using (2.16) and (2.15) the scattering T-matrix for the potential (2.17) is
〈p|Tˆ |k〉 = τ
(
~2k2
m
)
g(p)g∗(k),
what shows the relation of the T-matrix to the scattering wave function (2.19) as well
as the equivalence of (2.19) and (2.14). On the other hand a comparison of (2.18) and
(2.20) shows, that if there is a bound state with energy  = −~2α2
m
, the generalized
T-matrix
〈p|Tˆ ()|k〉 = τ () g(p)g∗(k)
has a pole at exactly the same energy. This condition will be applied in the following
to find bound states and their binding energy. The form factors used in this thesis
have a very similar form to those originally used by Yamaguchi
g(p) =
1
1 + p
2
γ2
, (2.21)
the parameter γ controls the range of the interaction. The bound state wave function
in real space for this form factor is
φb (r) =
∫
d3p
(2pi)3
eiprφb (p) =
√
1
2pi
(
1
α
+ 1
γ
)
1
α
− 1
γ
e−αr − e−γr
r
,
where r is the vector from one particle to the other. From the bound state wave
function follows the bond length
r¯ =
∫
rd3r |φb (r)|2 = 1
2α
+
1
2γ
+
1
α + γ
. (2.22)
The bound-state parameter α can be obtained from the bound state condition (2.18)
α = γ
(√
− λ
λc0
− 1
)
,
but a bound state is only possible for λ < −λc0 = −8pi~2mγ . With the residue theorem
one can calculate the scattering wave function in real space
φs (r) =
∫
d3p
(2pi)3
eiprφs (p) = e
ikr − m
4pi~2
τ
(
~2k2
m
)
g2(k)
eikr − e−γr
r
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with
τ
(
~2k2
m
)
= λ
(
1− λ
λc0
g2(k)(k − iγ)2
γ2
)−1
.
From the asymptotic wave functions far from the scattering center and for low-energy
scattering
φs (r)
rγ−1
= eikr +
m
4pi~2
∣∣∣∣τ (~2k2m
)∣∣∣∣ g2(k)eikr+iϕ(k)r k=0= 1− a0r
follow the scattering phase ϕ(k) and scattering length a0. The scattering length is the
root of the asymptotic wave function for low energy scattering
a0 =
m
4pi~2
τ (0) =
2
γ
(
λc0
λ
+ 1
)−1
.
The scattering phase is the phase shift due to scattering
cotϕ(k) =
Re τ
(
~2k2
m
)
Im τ
(~2k2
m
) = − 1
a0k
+
1
2
r0k − 1
2
λc0
λ
k3
γ3
. (2.23)
r0 is called the effective range of the interaction
r0 =
1
γ
(
1− 2λc0
λ
)
.
Since the cotangent in (2.23) is pi-periodic, the cotangent is not sufficient to find for
example ϕ(0). Furthermore the scattering phase is usually measured relative to ϕ(∞).
Since the imaginary parts in both limits are negligible, the two properties follow from
the cosines cosϕ(0) = − a0|a0| and cosϕ(∞) = − λ|λ| and therefore
ϕ(0)− ϕ(∞) =
{
0 for λ > −λc0
pi for λ < −λc0
. (2.24)
This result can also be understood in terms of the Levinson theorem [28, p. 357],
i.e., the phase-shift difference (2.24) is pi times the number of bound states. Fig. 2.1
shows the different parameters of the bound and scattering states. The scattering
length and bond length diverge at λ = −λc0 where the bound state appears. The
negative scattering phase for λ > 0 indicates a repulsive interaction and vice versa.
The scattering and bound state parameters can be measured in experiment or obtained
from numerical calculations. One possibility to obtain λ and γ, is to fit them to the
scattering length and effective range. From
r0 =
1
γ
(
3− 4
a0γ
)
=
3
γ
+O(a−10 )
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Figure 2.1: Parameters of the bound and scattering states for the Yamaguchi potential.
follows
γ =
3
2r0
(
1 +
√
1− 16
9
r0
a0
)
,
which is the solution of the quadratic equation that provides the correct limit for
a0 →∞. The interaction strength can then be obtained from
λ
λc0
=
1
2
a0γ
− 1 .
A second possibility is to use the bound state parameters α and r¯, resulting in
γ = α
2− r¯α
2r¯α− 1
(
1−
√
1 +
2r¯α− 1
(2− r¯α)2
)
=
1
2r¯
+O(α−1).
Here the chosen solution provides the correct limit for α→∞, as the comparison with
(2.22) shows. The corresponding interaction strength is
λ
λc0
= −
(
1 +
α
γ
)2
.
Tables 2.1 and 2.2 show the data and the resulting interaction parameters. The Yam-
aguchi potential fits very well to the interactions of 4He in the gas phase. Especially
the predicted bond length is in full agreement with the experimental result. The rea-
son for that is, that helium has only one bound state quite near to the dissociation
threshold. In the center-of-mass frame this dissociation threshold or continuum edge,
i.e., the energy of two unbound particles with relative momentum p = 0, is zero. The
description of hydrogen, lithium and potassium is more problematic. One problem
for 1H is that the ratio of effective range to scattering length is much too high to be
described with the Yamaguchi interaction, therefore the dissociation energy and bond
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Table 2.1: Scattering and bound state parameters for hydrogen, helium, lithium and potas-
sium from numerics and experiment.
a0 [A˚] r0 [A˚]
~2α2
m
[µeV] r¯ [A˚]
1H 0.2174 [29] 2179 [29] 4478007.5± 1.1 0.7414
[30, p. 9-58] [30, p. 9-22]
4He 93± 3 [31] 7.298± 0.007 [31] 0.130± 0.007 [31] 52± 4 [32]
6Li 24.1± 1.4 [33] - 1110000± 70000 2.6729
[34, p. 9-58] [34, p. 9-23]
40K 55.5± 1.6 [35] - 551900± 200 3.9051
[34, p. 9-57] [34, p. 9-23]
Table 2.2: Parameters of the interaction and related properties obtained from the parameters
of Table 2.1 in boldface.
γ [A˚−1] λ
λc0
a0 [A˚] r0 [A˚]
~2α2
m
[µeV] r¯ [A˚]
1H 0.7182 −2169 2.7860 1.3937 - -
4He 0.3962 −1.057 - - 0.1296 49
6Li 0.1897 −44690 10.542 5.2711 - -
40K 0.1287 −319900 15.538 7.7690 - -
length were used to obtain the parameters for the molecular ground state. Of course,
the scattering length and effective range obtained from these parameters are in dis-
agreement with the real values. Another reason for fitting the ground state is that
in the following the lowest bound state will be the one of relevance. For lithium and
potassium also the molecular ground state data were used for the fit. However, again
the Yamaguchi potential cannot describe the bound state and scattering data at the
same time.
In the limit γ → ∞ the Yamaguchi potential yields the so-called contact interaction
which is a constant in momentum space and therefore proportional to a delta function
in real space. The contact interaction is simpler but usually requires a renormalization
[36, 37].
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2.5 Creation and annihilation operators
In this thesis the formalism to describe the effect of interactions at finite density is based
on the creation and annihilation operators in Heisenberg representation [23, p. 1 f].
Ψˆ† (r, t) and Ψˆ (r, t) create and annihilate a particle at position r and time t, respec-
tively. These particle creation and annihilation operators are related to the momentum
creation and annihilation operators aˆ†k(t) and aˆk(t) by the Fourier transformation
Ψˆ† (r, t) =
1√
Ω
∑
k
aˆ†k(t)e
−ikr Ψˆ (r, t) =
1√
Ω
∑
k
aˆk(t)e
ikr.
Depending on whether the particles are fermions or bosons the creation and annihila-
tion operators obey different commutation relations[
Ψˆ† (r, t) , Ψˆ† (r¯, t)
]
∓
= 0,
[
Ψˆ (r, t) , Ψˆ (r¯, t)
]
∓
= 0,
[
Ψˆ (r, t) , Ψˆ† (r¯, t)
]
∓
= δ (r − r¯)
[
aˆ†k(t), aˆ
†
k′(t)
]
∓
= 0, [aˆk(t), aˆk′(t)]∓ = 0,
[
aˆk(t), aˆ
†
k′(t)
]
∓
= δkk′ ,
where δ (r) is the Dirac delta function in three dimensions and δkk′ is the Kronecker
symbol. From the creation and annihilation operators follow the particle density oper-
ator
nˆ (r, t) = Ψˆ† (r, t) Ψˆ (r, t) =
1
Ω
∑
k,k′
aˆ†k(t)aˆk′(t)e
−i(k−k′)r
and the particle number operator
Nˆ =
∫
d3rΨˆ† (r, t) Ψˆ (r, t) =
∑
k
aˆ†k(t)aˆk(t). (2.25)
Also the Hamilton operator can be expressed with creation and annihilation operators.
As most general case the Hamiltonian for a system of spinless particles with mass m
and a two-particle four-point interaction V
Hˆ =
∫
d3r
~2
2m
(
∇Ψˆ† (r, t)
)(
∇Ψˆ (r, t)
)
+
1
2
∫
d3r1d
3r2d
3r3d
3r4 Ψˆ
† (r4, t) Ψˆ† (r3, t)V (r1, r2, r3, r4) Ψˆ (r2, t) Ψˆ (r1, t)
is considered. Since the Hamiltonian has to be self-adjoint the interaction potential
has to be symmetric, i.e., V (r1, r2, r3, r4) = V (r4, r3, r2, r1). It is convenient to use
center-of-mass and relative coordinates for the interaction part of the Hamiltonian.
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In the following only a homogeneous system will be considered, therefore V will be
independent of the total center-of-mass position
V (r1, r2, r3, r4) = V
(
r4 + r3 − r2 − r1
2
, r4 − r3, r2 − r1
)
.
A realistic interaction will not depend on four positions but only on the relative position
of the particles, i.e., r1 = r3 and r2 = r4, and therefore
V (R, r, r′) = δ
(
R− r − r
′
2
)
δ
(
R+
r − r′
2
)
v (r) = δ (R) δ (r − r′) v (r)
=
1
Ω3
∑
Q,p,p′
eiQR+ip
′(r−r′)+i(p−p′)rv (p− p′) .
The Hamiltonian in momentum space for this so-called local potential
Hˆ =
∑
k
~2k2
2m
aˆ†k(t)aˆk(t) +
1
2Ω
∑
Q,p,p′
aˆ†Q
2
+p
(t)aˆ†Q
2
−p(t)v (p− p
′) aˆQ
2
+p′(t)aˆQ
2
−p′(t)
shows that the Fourier transformed potential v (p− p′) depends only on the momentum
transferred during scattering. However for technical reasons it is sometimes convenient
to assume a nonlocal interaction [26]
V (R, r, r′) = δ (R) v(r, r′) =
1
Ω3
∑
Q,p,p′
eiQR+ipr−ip
′r′v (p,p′)
with the Hamiltonian
Hˆ =
∑
k
~2k2
2m
aˆ†k(t)aˆk(t) +
1
2Ω
∑
Q,p,p′
aˆ†Q
2
+p
(t)aˆ†Q
2
−p(t)v (p,p
′) aˆQ
2
+p′(t)aˆQ
2
−p′(t).
The nonlocal potential v (p,p′) depends on the relative momenta before and after
scattering. One has to demand that v (p,p′) = v (−p′,−p) to guarantee that the
Hamiltonian is self-adjoint. A comparison of the two Hamiltonians shows that the local
case can be obtained from the nonlocal by replacing v (p,p′) by v (p− p′), therefore
in the following only the nonlocal case will be considered. The time evolution of an
operator Xˆ(t) follows from the Heisenberg equation
i
∂
∂t
Xˆ(t) =
[
Xˆ(t), Hˆ(t)
]
−
.
The ~ has been absorbed into the time which is now measured in inverse energy units.
Due to
i
∂
∂t
Hˆ =
[
Hˆ, Hˆ
]
−
= 0
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the Hamiltonian is indeed time independent and the time dependence of an operator
can therefore be expressed as
Xˆ(t) = eiHˆ(t−t0)Xˆ(t0)e−iHˆ(t−t0). (2.26)
The time evolution of the creation and annihilation operators is given by
i
∂
∂t
aˆ†q(t) =
[
aˆ†q(t), Hˆ
]
−
= −~
2q2
2m
aˆ†q(t)−
1
Ω
∑
Q,p
aˆ†Q
2
+p
(t)aˆ†Q
2
−p(t)v¯
(
p,
Q
2
− q
)
aˆQ−q(t)
and
i
∂
∂t
aˆq(t) =
[
aˆq(t), Hˆ
]
−
=
~2q2
2m
aˆq(t) +
1
Ω
∑
Q,p′
aˆ†Q−q(t)v¯
(
q − Q
2
,p′
)
aˆQ
2
+p′(t)aˆQ
2
−p′(t), (2.27)
with the symmetrized interaction
v¯(p, q) =
1
2
[v(p, q) + v(−p,−q)] = v¯(−p,−q). (2.28)
Like the energy the particle number is conserved, too
i
∂
∂t
Nˆ =
[
Nˆ , Hˆ
]
−
=
∑
q
(
aˆ†q(t)
[
aˆq(t), Hˆ
]
−
+
[
aˆ†q(t), Hˆ
]
−
aˆq(t)
)
= 0.
2.6 Hard-sphere Bose gas
Due to its formal simplicity the contact interaction is used extensively for the de-
scription of interacting quantum gases. It appears as first-order perturbation due to
the so-called pseudopotential. The latter is used to describe for example low-energy
scattering with the scattering length as single parameter [38, p. 64 ff] or hard-sphere
interaction [39]. The canonical Hamiltonian of a gas with contact interaction is
Hˆ =
∑
k
~2k2
2m
aˆ†kaˆk +
U0
2Ω
∑
Q,p,p′
aˆ†Q
2
+p
aˆ†Q
2
−paˆQ2 +p′ aˆQ2 −p′ .
U0 is the strength of the contact interaction. The next step is to calculate the canoni-
cal expectation value of the energy for a many-body state analogously to (2.1). In the
Hartree-Fock approximation of a Bose system the many-body wave function is a sym-
metrized product of one-particle wave functions. The symmetrization is necessary due
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to the indistinguishability of the bosons. The one-particle states shall be orthogonal
momentum eigenstates, therefore the particles created must be in the same momentum
states like those annihilated [15, p. 221 f], i.e.,〈
aˆ†Q
2
+p
aˆ†Q
2
−paˆQ2 +p′ aˆQ2 −p′
〉
= δpp′
〈
aˆ†Q
2
+p
aˆ†Q
2
−paˆQ2 +paˆQ2 −p
〉
+ δ−pp′
〈
aˆ†Q
2
+p
aˆ†Q
2
−paˆQ2 −paˆQ2 +p
〉∣∣∣
p6=0
= δpp′
(
NQ
2
+pNQ
2
−p − δp0NQ
2
)
+ δ−pp′NQ
2
+pNQ
2
−p
∣∣∣
p6=0
.
The first term is the so-called Hartree term. The second term, the so-called Fock term,
includes the exchange of two particles and arises from the symmetrization of the wave
function. In the Fock term p = 0 has to be excluded since this process is already
included in the Hartree term. This can also be understood in that way that if the
two particles are in the same state, as for p = 0, no symmetrization, i.e., exchange, is
needed. Np are the occupation numbers of the momentum states, their sum is fixed to
the total number of particles N ∑
p
Np = N.
The resulting energy is
EN = 〈Hˆ〉 =
∑
k
~2k2
2m
Nk +
U0
2Ω
∑
k,q
Nk(Nq − δkq) + U0
2Ω
[∑
k,q
NkNq −
∑
k
N2k
]
Ω→∞
=
∑
k
~2k2
2m
Nk +
U0
Ω
[
N2 − 1
2
N20
]
.
N is the vector of occupation numbers. In the Hartree-term selfinteraction, i.e., the
interaction of a particle with itself, is excluded. For k = q each particle in state k
interacts only with the other Nk − 1 particles in the same state. However for Ω→∞
this term is only of order N0. In the thermodynamic limit all terms in the energy whose
order is less than N can be neglected. The N20 term must only be included if there is a
macroscopic occupation of the corresponding state. This term shows, that, in addition
to statistics, a macroscopic occupation of any momentum state is also energetically
favored, since it lowers the interaction energy. This phenomenon is called ”attraction
in momentum space” [40, p. 171], [41, p. 321]. With the energy EN one can calculate
the canonical partition function [40, chapter 13.5]
Zc =
∑
N
e−βEN .
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The zero-momentum state does not contribute to the kinetic energy. It is therefore
advantageous to rewrite the partition function
Zc = e
−β U0N2
Ω
N∑
N0=0
eβ
U0N
2
0
2Ω ZN0
with
ZN0 =
∑
N 60
exp
(
−β
∑
k 6=0
Nk
~2k2
2m
)
.
N 60 is the vector of all occupation numbers except for N0 with∑
p6=0
Np = N −N0.
In the thermodynamic limit ZN0 describes an ideal Bose gas of N − N0 particles for
which Bose condensation is excluded. Therefore ZN0 can be expressed in terms of
the corresponding canonical free energy and calculated from the results of the grand-
canonical treatment of the ideal Bose gas of section 2.2 [40, chapter 12.4], [42]
− T lnZN0 = F idc (N −N0, T,Ω) = µid(N −N0, T,Ω)(N −N0)− pid(N −N0, T,Ω)Ω
with
pid(N, T,Ω) = −T
∫
d3q
(2pi)3
ln
[
1− exp
(
−β~
2q2
2m
+ βµid(N, T,Ω)
)]
.
µid(N, T,Ω) has to be obtained by inverting
N = Ω
( m
2pi~2
) 3
2
T
3
2P 3
2
(
e
µ
T
)
.
The free energy of the interacting Bose gas can therefore be expressed as
Fc = −T lnZc = U0N
2
Ω
− T ln
(
N∑
N0=0
e−βFN0
)
with
FN0 = F
id
c (N −N0, T,Ω)−
U0N
2
0
2Ω
.
Let FN¯0 be the smallest possible value of FN0 , i.e.,
e−βFN¯0 ≤
N∑
N0=0
e−βFN0 ≤ (N + 1)e−βFN¯0
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and
− βFN¯0 ≤ ln
(
N∑
N0=0
e−βFN0
)
≤ ln(N + 1)− βFN¯0 Ω→∞= −βFN¯0 .
In the thermodynamic limit one can therefore replace the sum by its largest term. The
free energy is then
Fc(N, T,Ω) =
U0N
2
Ω
+ min
N0
(
F idc (N −N0, T,Ω)−
U0N
2
0
2Ω
)
= F idc (N − N¯0, T,Ω) +
U0N
2
Ω
− U0N¯
2
0
2Ω
with
U0N¯0
Ω
= − ∂F
id
c (N
′, T,Ω)
∂N ′
∣∣∣∣
N ′=N−N¯0
= −µid(N − N¯0, T,Ω).
The fact that the extremum at N¯0 is always a minimum follows from the thermal
stability of the ideal Bose gas, i.e.,
∂µid(N ′, T,Ω)
∂N ′
∣∣∣∣
N ′=N−N¯0
− U0
Ω
Ω→∞
=
∂µid(N ′, T,Ω)
∂N ′
∣∣∣∣
N ′=N−N¯0
> 0.
The pressure and chemical potential are
p(N, T,Ω) = −∂Fc
∂Ω
= pid(N − N¯0, T,Ω) + (2N
2 − N¯20)U0
2Ω2
and
µ(N, T,Ω) =
∂Fc
∂N
= µid(N − N¯0, T,Ω) + 2NU0
Ω
.
Introducing the total and condensate density n = N
Ω
and n0 =
N0
Ω
the resulting set of
equations in the grand-canonical ensemble is
n =

(
m
2pi~2
) 3
2 T
3
2P 3
2
(
e
µid
T
)
for n0 = 0
n0 +
(
m
2pi~2
) 3
2 T
3
2P 3
2
(
e−
n0U0
T
)
for n0 > 0
,
p =
 −T
∫
d3q
(2pi)3
ln
[
1− exp
(
−β ~2q2
2m
+ βµid
)]
+ n2U0 for n0 = 0
−T ∫ d3q
(2pi)3
ln
[
1− exp
(
−β ~2q2
2m
− βn0U0
)]
+
(
n2 − 1
2
n20
)
U0 for n0 > 0
and
µ =
{
µid + 2nU0 for n0 = 0
(2n− n0)U0 for n0 > 0
.
32
2.6 Hard-sphere Bose gas
0 0.5 1 1.5 2
n0 [nid]
0
0.5
1
1.5
2
n
 [n
id
]
total
uncondensed
condensed
T = εγ
0 0.5 1 1.5 2
n [nid]
-5
0
5
µ 
[ε γ
]
T = εγ
0 1 2 3 4
n
-1
 [nid
-1]
0
2
4
p 
[n
id
 
T]
T = εγ
1.8 2 2.2 2.4
0.8
1
0 2 4 6
µ [εγ]
0
2
4
p 
[n
id
 
T]
T = εγ
Figure 2.2: Density, chemical potential and pressure in Hartree-Fock approximation. The
broken lines in the plots for chemical potential and pressure correspond to the Maxwell
construction. The inset in the p-µ plot resolves the crossing point where the phase transition
takes place. The energy scale is εγ =
~2
2m
(
8pi~2
mU0
)2
.
The different properties are illustrated in Fig. 2.2. They are in qualitative agreement
with other approximations of the interacting Bose gas [43, 44, 45]. The density plot
shows, that the density of uncondensed particles drops very rapidly beyond the phase
transition, due to the ”attraction in momentum space”. That causes a minimum in
the total density. This behavior is in contrast to the ideal Bose gas where according
to (2.12) the uncondensed fraction stays constant when the density increases beyond
the critical point. This temporary density drop is the reason for the back-and-forth
behavior of the chemical potential and pressure, i.e., there is a density region where
several solutions of the equation of state coexist. This coexistence region is a clear
sign for the instability of the system and a first-order phase transition. When plotting
the pressure versus chemical potential one finds a loop. The chemical potential is a
natural variable of the grand-canonical system and according to (2.4) the pressure is the
grand-canonical free energy per volume. If volume and temperature are constant the
chemical potential defines the thermodynamic state of the system, the free energy and
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pressure, i.e., the loop is unphysical. During the phase transition the system remains
in the crossing point of the p-µ diagram. Therefore the crossing point yields the critical
pressure and chemical potential. However the critical properties can also be obtained
from an integral around the loop of the free energy
0 =
∮
dFg = −Ω
∮
Ω,T=const.
dp = −Ω
∫
Ω,T=const.
ndµ, (2.29)
i.e., the Maxwell construction for the chemical potential [46, Lecture 3]. If the chem-
ical potential is constant the pressure is constant as well. The lines according to the
Maxwell construction are also shown in Fig. 2.2. In contrast to the van-der-Waals
gas the first-order phase transition in the repulsive Bose gas is not induced by the
attractive part of the interaction potential in real space but by the appearance of the
Bose condensate and the ”attraction in momentum space”. However, it is also pos-
sible that this unexpected first-order phase transition is only an artifact due to an
overestimation of the ”attraction in momentum space”. One has to go beyond the
Hartree-Fock description to check this. The extension of the Hartree-Fock approxi-
mation to the Bose-condensed region has also one main drawback. There is no linear
dispersion (1.1). These are two reasons to extend the approximation beyond the mean
field. The solution to the latter problem will be presented in the following section.
2.7 Bogoliubov transformation for a cold interact-
ing Bose gas
One possibility to obtain the dispersion explained in section 1.2 is a Bogoliubov trans-
formation [6],[15, section 8.1], which shall be illustrated in the following. Considering
a Bose gas with contact interaction the grand-canonical Hamiltonian of the system is
Kˆ = Hˆ − µNˆ =
∑
k
(
~2k2
2m
− µ
)
aˆ†kaˆk +
U0
2Ω
∑
Q,p,p′
aˆ†Q
2
+p
aˆ†Q
2
−paˆQ2 +p′ aˆQ2 −p′ .
U0 is the strength of the interaction and µ the chemical potential. In a Bose gas near
T = 0 with weak interaction most particles will occupy the ground state, i.e., the
particles will be in the Bose condensate, only a few particles will be excited. Therefore
it is sufficient to concentrate on the contributions of the condensate to the Hamiltonian
and keep only those terms up to second order in a
(†)
k with k 6= 0. Except for the kinetic
term and the number operator these contributions come from the interaction part of
the Hamiltonian. The relevant scattering processes form three groups: the scattering
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a)
b) c)
Figure 2.3: Scattering processes contributing to the Bogoliubov approximation, broken lines
mark the interaction potential, solid lines with arrows show excited particles with finite
momentum, dots are verticies where the momentum is conserved, lines with circles mark
particles entering or leaving the Bose condensate.
of an excited particle at a particle from the condensate, shown in Fig. 2.3 a), the
scattering of two excited particles into or out of the condensate, shown in Fig. 2.3 b)
and the scattering of two particles from the condensate into the condensate, shown in
Fig. 2.3 c).
The resulting effective Hamiltonian is therefore
KˆB =
∑
k 6=0
[(
~2k2
2m
− µ+ 2U0
Ω
aˆ†0aˆ0
)
aˆ†kaˆk +
U0
2Ω
(
aˆ†0aˆ
†
0aˆkaˆ−k + aˆ
†
kaˆ
†
−kaˆ0aˆ0
)]
−µaˆ†0aˆ0 +
U0
2Ω
aˆ†0aˆ
†
0aˆ0aˆ0.
Since the ground state is macroscopically occupied with N0 particles, i.e., N0 is of the
order of magnitude of the total particle-number N  1, one can write
aˆ†0|N0〉 =
√
N0 + 1|N0 + 1〉 ≈
√
N0|N0〉
and
aˆ0|N0〉 =
√
N0|N0 − 1〉 ≈
√
N0|N0〉.
Neglecting fluctuations one replaces therefore aˆ†0 and aˆ0 by the order parameter
〈aˆ†0〉 = 〈aˆ0〉 ≈
√
N0. (2.30)
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The Hamiltonian and number operator are
KˆB =
1
2
∑
k 6=0
[(
~2k2
2m
− µ+ 2n0U0
)(
aˆ†kaˆk + aˆ
†
−kaˆ−k
)
+ n0U0
(
aˆ†kaˆ
†
−k + aˆkaˆ−k
)]
−µN0 + N
2
0U0
2Ω
(2.31)
and
Nˆ = N0 +
∑
k 6=0
aˆ†kaˆk.
The density of the Bose condensate n0 =
N0
Ω
can be obtained from the total density
n =
1
Ω
〈
Nˆ
〉
=
N
Ω
= n0 +
1
Ω
∑
k 6=0
〈aˆ†kaˆk〉.
The angular brackets mark the grand-canonical expectation value in equilibrium (2.1).
The condensate acts like a particle reservoir and allows therefore the creation or anni-
hilation of pairs of particles with finite momentum.
The aim of the Bogoliubov transformation is to diagonalize a Hamiltonian of the above
form
hˆ = 0
(
aˆ†aˆ+ bˆ†bˆ
)
+ 1
(
aˆ†bˆ† + aˆbˆ
)
,
i.e., aˆ=ˆaˆk, bˆ=ˆaˆ−k, 0=ˆ~
2k2
2m
− µ + 2n0U0 and 1=ˆn0U0. After introducing the new
operators αˆ = uaˆ+ vbˆ† and βˆ = ubˆ+ vaˆ†, the real numbers u and v have to be chosen
in such a way, that hˆ is diagonal for αˆ and βˆ. Like aˆ and bˆ also αˆ and βˆ commute with
each other and obey the Bose commutation relation
1 =
[
αˆ, αˆ†
]
− =
[
βˆ, βˆ†
]
−
= u2 − v2. (2.32)
With that relation one finds aˆ = uαˆ− vβˆ†, bˆ = uβˆ − vαˆ† and
hˆ =
[
0(u
2 + v2)− 2uv1
] (
αˆ†αˆ + βˆ†βˆ
)
+
[
1(u
2 + v2)− 2uv0
] (
αˆ†βˆ† + αˆβˆ
)
+2v20 − 2uv1.
This Hamiltonian is diagonal if
1(u
2 + v2)− 2uv0 = 0. (2.33)
Condition (2.32) can be fulfilled by u = cosh t and v = sinh t. The second condition
(2.33) yields therefore
e4t =
0 + 1
0 − 1 .
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Under the assumption 0 > 1 > 0 one finds
u2 =
cosh 2t+ 1
2
=
1
2
(0

+ 1
)
and
v2 =
cosh 2t− 1
2
=
1
2
(0

− 1
)
,
the quasiparticle energy  =
√
20 − 21 and the Hamiltonian
hˆ = 
(
αˆ†αˆ + βˆ†βˆ
)
+ − 0 = 
(
αˆ†αˆ + βˆ†βˆ
)
− 2v2.
Assuming that 〈αˆ†βˆ†〉 = 〈βˆαˆ〉 = 0 and 〈αˆ†αˆ〉 = 〈βˆ†βˆ〉 = fB() one can calculate the
occupation of the state described by aˆ
〈aˆ†aˆ〉 = 〈u2αˆ†αˆ + v2(1 + βˆ†βˆ)〉 = 1
2
(0

(1 + 2fB())− 1
)
.
The occupation of the ground state is therefore
N0 =
1
2
(
2n0U0 − µ√
(2n0U0 − µ)2 − n20U20
(
1 + 2fB
(√
(2n0U0 − µ)2 − n20U20
))
− 1
)
.
For a macroscopic occupation of the ground state one can approximate the Bose func-
tion near its pole and solve the resulting equation
N0 ≈ 2n0U0 − µ
β((2n0U0 − µ)2 − n20U20 )
for µ
µ = 2n0U0 − 1
2βN0
−
√
n20U
2
0 +
1
(2βN0)2
= n0U0 +O(N−10 ). (2.34)
When solving the quadratic equation for µ that solution was chosen which coincides
with (2.10) in the noninteracting limit. The result is that in the thermodynamic limit,
N0 →∞, µ = n0U0 [47, p. 21]. This relation will be used in the following to eliminate
µ. Applying the Bogoliubov transformation to the Hamiltonian (2.31) yields
KˆB =
1
2
∑
k 6=0
[
k
(
αˆ†kαˆk + αˆ
†
−kαˆ−k
)
+ k − ~
2k2
2m
− n0U0
]
− N
2
0U0
2Ω
=
∑
k
kαˆ
†
kαˆk −
N20U0
2Ω
−
∑
k 6=0
kv
2
k (2.35)
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with
v2k =
~2k2
2m
+ n0U0 − k
2k
.
Since bˆ corresponds to aˆ−k, βˆ corresponds to αˆ−k. The Bose gas behaves like a system
of quasiparticles with the Bogoliubov dispersion (1.1)
k =
√(
~2k2
2m
+ n0U0
)2
− n20U20 . (2.36)
Due to the assumptions that were made, U0 has to be positive. The condensate density
n0 follows from
n = n0 +
1
Ω
∑
k 6=0
1
2
(
~2k2
2m
+ n0U0
k
(1 + 2fB(k))− 1
)
= n0 +
1
Ω
∑
k 6=0
~2k2
2m
+ n0U0
k
fB(k) +
1
Ω
∑
k 6=0
v2k. (2.37)
The third term on the right hand side of equation (2.37) represents the depletion of
the condensate at T = 0, i.e., the density of particles out of the condensate, the term
in the middle is the depletion due to excitations at finite temperature [15, p. 210 f].
Looking for the ground state one assumption would be, that all quasiparticles are in
the quasiparticle ground state with k = 0, i.e., in the condensate, as it is the case
for the ideal Bose gas. However the expectation value of the energy according to the
Hamiltonian (2.35)
E = 〈KˆB〉+ µN N0>0=
∑
k
kfB(k) +
N0U0
2Ω
(2N −N0)−
∑
k 6=0
kv
2
k (2.38)
shows, that a finite depletion can lower the energy especially in the ground state. The
first contribution to (2.38) is the energy of quasiparticle excitations at finite temper-
ature. The second contribution is a mean field, taking into account the interaction
of every particle with the condensate particles, which are assumed to be distributed
homogeneously. As in the preceding section there is an ”attraction in momentum
space”, i.e., the more particles are in the ground state the smaller is the mean-field
contribution to the energy. The third contribution to (2.38) is the correction to the
mean field taking into account correlations, i.e., due to the repulsive interaction the
energy can be lowered if the density of particles is lowered locally around the particle
under consideration. In contrast to the mean field this third contribution favors a finite
depletion.
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For weak interaction it can be assumed that at T = 0 all particles are in the condensate,
i.e., N = N0 +O (U20 ) and
E =
N2U0
2Ω
+O (U20 ) .
From that ground state energy one can obtain the pressure at T = 0
p = − ∂E
∂Ω
∣∣∣∣
N=const.
=
n2U0
2
+O (U20 ) = ρ2U02m2 +O (U20 ) (2.39)
where ρ = mn is the mass density. This relation shows that U0 > 0 guarantees also
the stability of the system, i.e., a positive pressure and compression module [48, p. 14]
K = −Ω ∂p
∂Ω
∣∣∣∣
T=const.
= n
∂p
∂n
∣∣∣∣
T=const.
(2.40)
= n2U0 +O
(
U20
)
.
The resulting pressure (2.39) coincides also with the result from section 2.2 that the
pressure of an ideal Bose gas, i.e., for U0 = 0, vanishes at T = 0. Furthermore one can
obtain the macroscopic sound velocity from the pressure. According to the theorem of
Nernst [49, p. 65] the entropy S is zero at T = 0. The sound velocity c follows from
[50, p. 284]
c2 =
∂p
∂ρ
∣∣∣∣
S=const.
=
n0U0
m
+O (U20 ) .
Obviously the linear approach for small momenta of the Bogoliubov dispersion (1.1) is
given by the macroscopic sound velocity at T = 0 [6]. In analogy to the pressure one
can also calculate the chemical potential at T = 0 and obtains again
µ =
∂E
∂N
∣∣∣∣
Ω=const.
= n0U0 +O(U20 ).
Using (2.6) the compression module can also be derived from the chemical potential
K = n2 ∂µ
∂n
∣∣∣∣
T=const.
(2.41)
= n2U0 +O
(
U20
)
.
According to its derivation the Bogoliubov approximation is restricted to the region
near T = 0, however since the structure of the dispersion and density turn out to
be rather general in the following also the region near the phase transition shall be
investigated. When approaching the phase transition from the normal phase, i.e.,
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setting n0 = 0 in (2.37), one finds that the critical temperature and density of the
Bogoliubov approximation seem to be the same as for the ideal Bose gas obtained in
section 2.2. However due to the ”attraction in momentum space” there is the same
back-and-forth behavior as discussed in the previous section. Near the phase transition
it is convenient to calculate the difference between the density of uncondensed particles
and the ideal critical density nid [47, p. 33 f.]
∆n = n− n0 − nid
=
1
Ω
∑
k 6=0
1
2
(
~2k2
2m
+ n0U0
k
(1 + 2fB(k))− 1
)
− 1
Ω
∑
k 6=0
fB
(
~2k2
2m
)
=
1
Ω
∑
k 6=0
1
2
(
~2k2
2m
+ n0U0
k
coth
βk
2
− coth β~
2k2
4m
)
.
Since both terms in the sum cancel for high momenta, the main contribution to ∆n will
come from small k especially if n0U0 is small, therefore one can expand the hyperbolic
tangents and obtain an analytic solution in the thermodynamic limit
∆n
Ω→∞≈
∫
d3k
(2pi)3
1
2
(
~2k2
2m
+ n0U0
k
2
βk
− 4m
β~2k2
)
= − T
8pi
(
2m
~2
) 3
2 √
2n0U0
= −
√
2piU0
T
nid
ζ
(
3
2
)√n0.
At the expected critical point, i.e., for n = nid, one finds that except for the trivial
one, n0 = 0, the resulting equation has a second solution
n0 = n0c =
2pin2idU0
Tζ2
(
3
2
) = ( T
2pi
)2 (m
~2
)3
U0, (2.42)
when approaching the phase transition from the condensed phase. This coexistence
of solutions at the expected critical point indicates a first-order phase transition. Ac-
cording to (2.42), this phase transition remains for any finite interaction strength U0.
However it has to be emphasized that, as mentioned above, (2.42) is only a good ap-
proximation for small U0. Especially the condition n0 ≤ n is violated if U0 is too large.
Since µ = n0U0, a multivalued condensate density means also a multivalued chemical
potential. However, as Fig. 2.4 shows, a Maxwell construction is not possible, since
there is no interval of chemical potential, where (2.29) is fulfilled. To solve this problem
one has to go beyond the Bogoliubov approximation.
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Figure 2.4: Chemical potential and pressure in Bogoliubov and Popov approximation com-
pared to the Hartree-Fock approximation of section 2.6. The energy scale is εγ =
~2
2m
(
8pi~2
mU0
)2
.
2.8 Popov approximation
At the phase transition the essential contributions to the Hamiltonian discussed in
the last section will vanish, therefore it is necessary to include further contributions
which remain finite in the normal region, too. Assuming that the interaction is weak
the simplest way to do that, is to combine the Bogoliubov with the Hartree-Fock
approximation.
Alternatively to section 2.6 the Hartree-Fock approximation can also be obtained by a
certain neglect of fluctuations and the replacement of a pair of creation and annihilation
operators by their expectation value
aˆ†Q
2
+p
aˆ†Q
2
−paˆQ2 +p′ aˆQ2 −p′
≈
(
aˆ†Q
2
+p
aˆQ
2
+p
〈
aˆ†Q
2
−paˆQ2 −p
〉
+ aˆ†Q
2
−paˆQ2 −p
〈
aˆ†Q
2
+p
aˆQ
2
+p
〉) (
δpp′ + δp(−p′)
)
.
In analogy to Fig. 2.3 a) there are contributions from four scattering processes, i.e.,
each two circles have to be associated with an expectation value. The resulting effective
Hamiltonian of the Hartree-Fock approximation is therefore
KˆHF =
∑
k
(
~2k2
2m
− µ+ 2U0
Ω
∑
q
〈
aˆ†qaˆq
〉)
aˆ†kaˆk =
∑
k
(
~2k2
2m
− µ+ 2nU0
)
aˆ†kaˆk.
The only difference between the ideal Bose gas and Hartree-Fock approximation is
the additional mean-field 2nU0, i.e., the system behaves like an ideal Bose gas with
the effective chemical potential µ∗ = µ − 2nU0. However the pressure (2.7) has to be
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calculated from the real chemical potential µ by integration
p2 − p1 =
µ2∫
µ1
ndµ =
n2∫
n1
n
∂µ
∂n
dn = [nµ]n2n1 −
n2∫
n1
µdn. (2.43)
In the normal region density, pressure and chemical potential are identical to those
obtained in section 2.6.
Combining the Hartree-Fock and the Bogoliubov approximation, the only difference
between the latter and this so-called Hartree-Fock-Bogoliubov or Popov approximation
[47, p. 23 ff]
KˆP =
1
2
∑
k 6=0
[(
~2k2
2m
− µ+ 2nU0
)(
aˆ†kaˆk + aˆ
†
−kaˆ−k
)
+ n0U0
(
aˆ†kaˆ
†
−k + aˆkaˆ−k
)]
−µN0 + N
2
0U0
2Ω
is that now the full density enters the diagonal term. From an analogous argumentation
as for the Bogoliubov approximation one obtains therefore a different chemical poten-
tial, µ = (2n − n0)U0, while the dispersion (2.36) and density (2.37) keep absolutely
unchanged [24]. In contrast to section 2.6 in the Popov approximation it is not nec-
essary to exclude the exchange in the condensate by hand, since the off-diagonal part
of the Hamiltonian takes care of that. The resulting chemical potential and pressure
are illustrated in Fig. 2.4. The curves are similar to those obtained in section 2.6. A
Maxwell construction is possible, however, the multivalued region is reduced [45]. In
the limit of high density all approximations in Fig. 2.4 show a monotonically increasing
pressure and chemical potential. Therefore the compression modules (2.40) and (2.41)
are positive, i.e., the gas is stabilized by the repulsive interaction.
2.9 Bogoliubov transformation for a cold interact-
ing Fermi gas
In analogy to section 2.7 a Bogoliubov transformation can also be used to obtain the
dispersion of a cold Fermi gas [15, section 14.3.3]. For such a system the pairing state is
macroscopically occupied by Cooper pairs, i.e., pairs of fermions with opposite spin and
momentum and no center-of-mass motion. Considering spin-1
2
fermions and taking into
account only the interaction of opposite spin particles the grand-canonical Hamiltonian
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is
Kˆ = Hˆ − µNˆ =
∑
k
ξk
(
aˆ†↑kaˆ↑k + aˆ
†
↓kaˆ↓k
)
+
1
Ω
∑
Q,p,p′
aˆ†↑Q
2
+p
aˆ†↓Q
2
−pv¯ (p,p
′) aˆ↓Q
2
+p′ aˆ↑Q
2
−p′
with ξk =
~2k2
2m
−µ. The chemical potential µ can be obtained from the particle density
n =
1
Ω
〈
Nˆ
〉
=
1
Ω
∑
k
[
〈aˆ†↑kaˆ↑k〉+ 〈aˆ†↓kaˆ↓k〉
]
=
1
Ω
∑
k
[
〈aˆ†↑kaˆ↑k〉+ 〈aˆ†↓−kaˆ↓−k〉
]
.
When most of the particles are in the pairing state the scattering into and out of
this state yields the main contribution to the Hamiltonian. The effective Hamiltonian
includes analogously to (2.31) only contributions that are of at most second order in
the creation and annihilation operators
Kˆ =
∑
k
[
ξk
(
aˆ†↑kaˆ↑k + aˆ
†
↓−kaˆ↓−k
)
+ ∆(k)
(
aˆ†↑kaˆ
†
↓−k + aˆ↓−kaˆ↑k
)]
− 1
Ω
∑
p,p′
v¯ (p,p′)C−pCp′ (2.44)
with
∆(k) =
1
Ω
∑
p
v¯ (k,p)Cp
and the order parameter
Ck = 〈aˆ†↑−kaˆ†↓k〉 = 〈aˆ↓kaˆ↑−k〉. (2.45)
In the last step the symmetry of the potential with respect to the incoming and outgoing
relative momentum, i.e., v¯ (k,p) = v¯ (−p,−k), is used, which follows from the demand
that the Hamiltonian is self-adjoint. In analogy to the order parameter in the bosonic
case (2.30) the expectation value (2.45) violates particle conservation and is only finite
if there is a condensate of Cooper pairs. This condensate acts again like a reservoir
which allows the creation and annihilation of pairs of particles out of the condensate.
This time one has to diagonalize a Hamiltonian of the form
hˆ = 0
(
aˆ†aˆ+ bˆ†bˆ
)
+ 1
(
aˆ†bˆ† − aˆbˆ
)
for a fermionic system, with aˆ=ˆaˆ↑k, bˆ=ˆaˆ↓−k, 0=ˆξk and 1=ˆ∆(k). The new operators
αˆ and βˆ have to be chosen in a way to anti-commute with each other analogous to aˆ
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and bˆ, i.e., αˆ = uaˆ+ vbˆ† and βˆ = ubˆ− vaˆ†. The second commutation relation that has
to be fulfilled is
1 =
[
αˆ, αˆ†
]
+
=
[
βˆ, βˆ†
]
+
= u2 + v2. (2.46)
From that relation follow aˆ = uαˆ− vβˆ†, bˆ = uβˆ + vαˆ† and
hˆ =
[
0(u
2 − v2) + 2uv1
] (
αˆ†αˆ + βˆ†βˆ
)
+
[
1(u
2 − v2)− 2uv0
] (
αˆ†βˆ† − αˆβˆ
)
+2v20 − 2uv1.
To eliminate the off-diagonal term one has to demand
1(u
2 − v2)− 2uv0 = 0. (2.47)
To satisfy condition (2.46) one chooses u = cos t and v = sin t and obtains from (2.47)
e4it =
0 + i1
0 − i1 .
Inserted into u and v and assuming 1 > 0 this yields
u2 =
cos 2t+ 1
2
=
1
2
(
1 +
0

)
and
v2 = −cos 2t− 1
2
=
1
2
(
1− 0

)
,
the quasiparticle energy  =
√
20 + 
2
1 and the Hamiltonian
hˆ = 
(
αˆ†αˆ + βˆ†βˆ
)
+ 0 − .
From the assumptions 〈αˆ†βˆ†〉 = 〈βˆαˆ〉 = 0 and 〈αˆ†αˆ〉 = 〈βˆ†βˆ〉 = fF() follow the order
parameter
〈aˆ†bˆ†〉 = 〈bˆaˆ〉 =
〈
uv
(
αˆ†αˆ + βˆ†βˆ − 1
)〉
= − 1
2
(1− 2fF())
and the occupation numbers of the states corresponding to aˆ and bˆ
〈aˆ†aˆ〉 = 〈u2αˆ†αˆ + v2(1− βˆ†βˆ)〉 = 1
2
(
1− 0

(1− 2fF())
)
= 〈bˆ†bˆ〉.
Assuming that ∆(k) = ∆(−k), the diagonal form of the Hamiltonian (2.44) is
Kˆ =
∑
k
k
(
αˆ†↑kαˆ↑k + βˆ
†
↑kβˆ↑k
)
+
∑
k
(ξk − k)− 1
Ω
∑
p,p′
v¯ (p,p′)C−pCp′
=
∑
k
k
(
αˆ†↑kαˆ↑k + βˆ
†
↑kβˆ↑k
)
− 2
∑
k
kv
2
k +
∑
p
∆2(p)
2p
(1− 2fF(p))
44
2.10 Comparison of BCS and Yamaguchi interaction
with the quasiparticle energy
k =
√
ξ2k + ∆
2(k) (2.48)
and
v2k =
k − ξk
2k
.
From the order parameter
Cp = −∆(p)
2p
(1− 2fF(p))
follows the equation for the gap parameter
∆(k) = − 1
Ω
∑
p
v¯ (k,p)
1− 2fF(p)
2p
∆(p). (2.49)
The density that determines µ is
n =
1
Ω
∑
k
(
1− ξk
k
(1− 2fF(k))
)
=
2
Ω
∑
k
(
ξk
k
fF(k) + v
2
k
)
. (2.50)
The set of equations (2.48)-(2.50) can describe the electron gas in a metal, as illustrated
in the following section, but also a real gas of cold fermionic atoms, e.g. of 6Li or 40K.
2.10 Comparison of BCS and Yamaguchi interac-
tion
As in the preceding section, in the BCS theory, the electrons in a metal are assumed
to be a homogeneous gas of interacting particles. However the underlying metal lattice
plays an important role as well, since it mediates the interaction between the electrons,
i.e., the exchange of lattice phonons. The BCS interaction is an approximation for this
phonon interaction. It has the form [8], [17, appendix]
v¯ (k,p) = −V θ(ωcut − |ξk|)θ(ωcut − |ξp|) (2.51)
with the Heaviside step function
θ(x) =
{
0 for x < 0
1 for x > 0
.
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The cut-off ωcut, i.e., the average phonon energy, corresponds to a restriction to the
region where the phonon interaction is attractive, therefore the interaction strength V
is positive. This attractive phonon interaction can be understood in a quasi-classical
way, by assuming that one electron attracts the positive lattice charges in its vicin-
ity, creating a net positive charge which attracts another electron. The momentum
dependence of the gap parameter is directly related to that of the interaction (2.51)
∆(k) = ∆θ(ωcut − |ξk|)
with ∆ defined by the gap equation (2.49)
1 =
V
Ω
ωcut>|ξp|∑
p
1− 2fF(p)
2p
and the dispersion (2.48), p =
√
ξ2p + ∆
2. Using the density of states
D(E) =
1
Ω
∑
p
δ (E − ξp) Ω→∞= 1
pi2~3
√
m3(E + µ)
2
θ(E + µ) (2.52)
and assuming that µ > ωcut, one can write the momentum sum as an integral over
energy
1 = V
ωcut∫
−ωcut
dED(E)
tanh β
√
E2+∆2
2
2
√
E2 + ∆2
. (2.53)
Due to the degeneracy of the Fermi gas of electrons in a metal, i.e., µ ωcut, one can
assume the density of states to be constant, D(E) ≈ D(0). At the critical temperature
Tc where Cooper pairing starts ∆ = 0. Therefore Tc can be obtained from the condition
1 = V D(0)
ωcut
2Tc∫
0
dx
tanhx
x
.
Assuming that Tc  ωcut one can split the integral into two parts and assume that for
sufficiently high x the hyperbolic tangent is approximately one. The resulting critical
temperature as obtained by Bardeen, Cooper and Schrieffer is therefore
Tc ≈ 1.13ωcute−
1
VD(0) . (2.54)
For a degenerate Fermi gas one can approximate the Fermi distribution by a step
function. The particle density above the critical temperature is then n =
p3F
3pi2
, with the
Fermi momentum pF =
√
2mµ
~ . From the density of states at the Fermi surface
D(0) =
mpF
2pi2~2
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one obtains therefore the critical density for BCS pairing
nc ≈ 1
3pi2
[
−2pi
2~2
m
1
V ln T
1.33ωcut
]3
.
The third property which can be obtained analytically is the gap at T = 0. In that limit
the hyperbolic tangent in (2.53) is one since its argument is always positive. Assuming
again D(E) ≈ D(0) the integral is analytic and yields
∆(T = 0) = ωcut sinh
−1 1
V D(0)
V D(0)1≈ 2ωcute−
1
VD(0) . (2.55)
It is not possible to expand the exponential functions in (2.54) and (2.55) for small
interaction strength V , that shows that a description of the pairing phenomenon using
perturbation theory is not possible at all.
For the Yamaguchi interaction (2.17) with the form factor (2.21) the momentum de-
pendence of the gap parameter is given by the form factor
∆(k) = ∆g(k).
The dispersion (2.48) is therefore p =
√
ξ2p + ∆
2g2(p) and ∆ follows from the gap
equation (2.49)
1 = −λ
Ω
∑
p
g2(p)
1− 2fF(p)
2p
= −λ
∞∫
0
dED(E − µ)g¯2(E) tanh
β
√
(E−µ)2+∆2g¯2(E)
2
2
√
(E − µ)2 + ∆2g¯2(E)
with
g¯(E) =
~2γ2
2m
~2γ2
2m
+ E
where the density of states (2.52) has been used to transform the momentum sum into
an integral over energy. In contrast to the BCS interaction the Yamaguchi interaction
has a soft cut-off, described by the form factors g(p) and g¯(E), respectively. Further-
more the cut-off of the Yamaguchi interaction is not located relative to the chemical
potential but relative to the bottom of the free-particle dispersion ξp. For µ  ~2γ22m ,
that means that the form factors restrict the interaction to a sphere much below the
Fermi surface at which the relevant physics happens. Therefore the Yamaguchi inter-
action is not suited to describe a degenerate Fermi gas with µ ~2γ2
2m
.
47
2.11 Many-body Green functions
2.11 Many-body Green functions
To go beyond the approximations of the preceding sections, a systematic expansion of
correlations beyond perturbation theory is necessary. Therefore Green functions are
used to describe the many-body system at finite temperature. The causal one-particle
Green function is defined as [23, p. 2 ff]
G(r1, t1; r2, t2) =
1
i
〈
TˆΨˆ(r1, t1)Ψˆ
†(r2, t2)
〉
.
Tˆ is the time-ordering operator
TˆΨˆ(r1, t1)Ψˆ
†(r2, t2) =
{
Ψˆ(r1, t1)Ψˆ
†(r2, t2) for t1 > t2
±Ψˆ†(r2, t2)Ψˆ(r1, t1) for t2 > t1
and the angular brackets mark the grand-canonical expectation value in equilibrium
(2.1). Depending on the time order the one-particle Green function describes the
propagation of a particle from r2 to r1 or a hole from r1 to r2, respectively. Using
the cyclical invariance of the trace and (2.26) one finds that the one-particle Green
function depends only on the time difference
G(r1, t1; r2, t2) = G(r1, t1 − t2, r2, 0)
=
1
Ω
∑
p,Q
1
i
〈
TˆaˆQ
2
+p(t1 − t2)aˆ†Q
2
−p(0)
〉
ei
Q
2
(r1−r2)+ip(r1+r2).
Without external potential the momentum within the expectation value will have to
be conserved, therefore G will depend only on the relative position r1 − r2
G(r1, t1; r2, t2) =
1
Ω
∑
k
1
i
〈
Tˆaˆk(t1 − t2)aˆ†k(0)
〉
eik(r1−r2)
=
1
Ω
∑
k
G(k, t1 − t2)eik(r1−r2). (2.56)
In analogy to the one-particle Green function the two-particle Green function can be
defined
G2(r1, t1; r2, t2; r3, t3; r4, t4) =
1
i2
〈
TˆΨˆ(r1, t1)Ψˆ(r2, t2)Ψˆ
†(r3, t3)Ψˆ†(r4, t4)
〉
=
1
Ω2
∑
p,p′,Q
G2(p,Q,p
′, t1, t2, t3, t4)ei
Q
2
(r1+r2−r3−r4)+ip(r1−r2)−ip′(r3−r4)
G2(p,Q,p
′, t1, t2, t3, t4) =
1
i2
〈
TˆaˆQ
2
+p(t1)aˆQ
2
−p(t2)aˆ
†
Q
2
+p′
(t3)aˆ
†
Q
2
−p′(t4)
〉
.
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For the equation of motion of the one-particle Green function one has to consider that
the time-ordering operator Tˆ causes a change in time, too, when the creation and
annihilation operators change their position [23, p. 17 ff](
i
∂
∂t
− ~
2q2
2m
)
G(q, t)− 1
i
〈
Tˆ
(
i
∂
∂t
− ~
2q2
2m
)
aˆq(t)aˆ
†
q(0)
〉
= δ(t)
〈
aˆq(0)aˆ
†
q(0)∓ aˆ†q(0)aˆq(0)
〉
= δ(t).
With (2.27) one obtains(
i
∂
∂t
− ~
2q2
2m
)
G(q, t)− δ(t)
=
1
Ω
∑
Q,p′
v¯
(
q − Q
2
,p′
)
1
i
〈
TˆaˆQ
2
+p′(t)aˆQ
2
−p′(t)aˆ
†
Q−q(t
+)aˆ†q(0)
〉
= ± i
Ω
∑
Q,p′
v¯
(
q − Q
2
,p′
)
G2
(
p′,Q, q − Q
2
, t, t, 0, t+
)
, (2.57)
t+ is infinitesimally larger that t so that the time ordering provides the correct order
of operators like in (2.27). Equation (2.57) is a first-order differential equation in time,
therefore one boundary condition is needed to fix the solution. Using the cyclical
invariance of the trace in (2.1), the commutation relation Nˆ aˆk = aˆk(Nˆ − 1) and (2.26)
one finds the boundary condition for the one-particle Green function for 0 < t < −iβ
G(k, t) =
1
iZg
Tr
[
e−β(Hˆ−µNˆ)aˆk(t)aˆ
†
k(0)
]
=
1
iZg
Tr
[
e−β(Hˆ−µNˆ)aˆ†k(0)e
−β(Hˆ−µNˆ)aˆk(t)eβ(Hˆ−µNˆ)
]
= ±e−βµG(k, t+ iβ),
i.e., the famous Kadanoff-Martin-Schwinger (KMS) boundary condition [23, p. 6 ff].
For 0 > t > iβ the boundary condition is
G(k, t) = ±eβµG(k, t− iβ).
If G is expressed by a certain Laplace transformation it always obeys this boundary
condition
G(k, t) = ± i
β
∑
ν
e(zν−iµ)tG(k, izν). (2.58)
zν =
piν
β
are the Matsubara frequencies with ν running over even integers for bosons
and odd integers for fermions. An important property which is directly related to G is
the number density, it can be found by comparing (2.25) with (2.56)
n =
1
Ω
〈
Nˆ
〉
= iG(r, t; r, t+) = ∓ 1
βΩ
∑
k,ν
G(k, izν) (2.59)
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Equation (2.57) is only the first one in a hierarchy of equations, i.e., the equation
of motion of G2 includes the three-particle Green function G3 and so on. The usual
approach to this problem is to approximate G2 with one-particle Green functions.
One of the simplest examples for these approximations is the Hartree-Fock approxima-
tion [23, section 3-4]
G2(p,Q,p
′, t1, t2, t3, t4) =
1
i2
〈
TˆaˆQ
2
+p(t1)aˆQ
2
−p(t2)aˆ
†
Q
2
+p′
(t3)aˆ
†
Q
2
−p′(t4)
〉
≈ ±1
i
〈
TˆaˆQ
2
+p(t1)aˆ
†
Q
2
+p
(t3)
〉 1
i
〈
TˆaˆQ
2
−p(t2)aˆ
†
Q
2
−p(t4)
〉
δpp′
+
1
i
〈
TˆaˆQ
2
+p(t1)aˆ
†
Q
2
+p
(t4)
〉 1
i
〈
TˆaˆQ
2
−p(t2)aˆ
†
Q
2
−p(t3)
〉
δp(−p′)
= ±
[
G
(
Q
2
+ p, t1 − t3
)
G
(
Q
2
− p, t2 − t4
)
δpp′
±G
(
Q
2
+ p, t1 − t4
)
G
(
Q
2
− p, t2 − t3
)
δp(−p′)
]
.
In real space G2 reflects the symmetry or antisymmetry of the wave function
GHF2 (r1, t1; r2, t2; r3, t3; r4, t4) = ±G(r1, t1; r3, t3)G(r2, t2; r4, t4)
+G(r1, t1; r4, t4)G(r2, t2; r3, t3)
= ±GHF2 (r1, t1; r2, t2; r4, t4; r3, t3).
Applying the Hartree-Fock approximation to the equation of motion (2.57) yields(
i
∂
∂t
− ~
2q2
2m
)
G(q, t)− δ(t)
=
i
Ω
∑
p
[
v¯
(
q − p
2
,
q − p
2
)
± v¯
(
q − p
2
,
p− q
2
)]
G(q, t)G(p, 0).
With the transformation (2.58) one obtains the Dyson equation(
G−10 (q, izν)− Σ(q, izν)
)
G(q, izν) = 1. (2.60)
G0 is the solution for the noninteracting system, i.e., for Σ = 0
G0(q, izν) =
1
izν − ~2q22m + µ
. (2.61)
Σ is the so-called self-energy, in Hartree-Fock approximation it is
ΣHF(q, izν) = ∓ 1
βΩ
∑
p,ν¯
v¯
(
q − p
2
,
q − p
2
)
G(p, izν¯)
− 1
βΩ
∑
p,ν¯
v¯
(
q − p
2
,
p− q
2
)
G(p, izν¯).
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= +Σ
q
p
p
Figure 2.5: Diagrams representing the Hartree-Fock self-energy, broken lines mark the inter-
action potential, solid lines with arrows show one-particle Green functions, dots are vertices.
The summation runs over the internal four-momentum p = (p, izν¯).
The self-energy represents the influence of interaction and finite density.
In the fermionic Hartree-Fock self-energy the selfinteraction for p = q drops out since
the direct and exchange term cancel each other. In general selfinteraction of fermions
can be eliminated by including the proper exchange terms. However, as long as there is
no condensation in the corresponding state the error due to selfinteraction will vanish
in the thermodynamic limit anyway.
The Dyson equation (2.60) is valid not only in Hartree-Fock approximation but for any
approximation of G2. To obtain the self-energy for the latter usually a diagrammatic
technique is used. Fig. 2.5 shows the diagrammatic representation of the Hartree-Fock
self-energy which is of first order in the interaction. The rules how to construct the
self-energy from the diagrams presented here, are called the Matsubara rules. In n-th
order of the interaction they are as follows [51, pp. 113,125]:
1. Form all connected, topologically nonequivalent diagrams with 2n vertices and
two external lines, where two solid lines and one broken line meet at each vertex.
2. Associate momenta and frequencies with all lines of the diagram such that the
external lines have the external momentum and frequency, while the momenta
and frequencies of the internal lines satisfy the conservation laws at each vertex.
3. Sum over the independent internal momenta and frequencies.
4. With each solid internal line (of momentum p and frequency izν) associate
G(p, izν). With each broken line (with incoming momenta p and q, outgoing
momenta p′ and q′ and frequency izν) associate v¯
(
p−q
2
, p
′−q′
2
)
.
5. Multiply the resulting expression by
(
− 1
βΩ
)n
(±1)F where F is the number of
closed loops formed by solid lines.
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To calculate the self-energy it is necessary to calculate the sums over Matsubara fre-
quencies. To do that there exists the so-called Feynman trick [52, p. 167]. It turns out
that the even Matsubara frequencies iz2ν =
2νpii
β
mark the complex poles of the Bose
function fB() =
1
exp(β)−1 while the odd Matsubara frequencies iz2ν+1 =
(2ν+1)pii
β
mark
the complex poles of the Fermi function fF() =
1
exp(β)+1
. With the residue theorem it
is therefore possible to rewrite the sum over h(izν) into a sum over the poles of h(z)
± 1
β
∑
ν
h(izν) =
∮
h(z)dz
exp(βz)∓ 1 = −
∑
j
Res(h(z), j)
exp(βj)∓ 1 , (2.62)
Res(h(z), j) is the residue of h(z) at its pole at z = j. For example, if one tries to
calculate the density of an ideal gas without spin degeneration from (2.59) and (2.61),
one finds that the only pole of G0(q, izν) is at izν = q =
~2q2
2m
− µ, the residue of that
pole is simply 1, therefore the result is equivalent to (2.3)
n = ∓ 1
βΩ
∑
q,ν
G0(q, izν) =
1
Ω
∑
q
1
exp(βq)∓ 1 .
2.12 Anomalous-propagator approach for Bose gases
To include Bose condensation and to obtain the Bogoliubov dispersion (1.1) within
a Green-function scheme, it is possible to include anomalous expectation values like
(2.30) and (2.45). In the following the method will only be sketched. A more detailed
discussion in given in Ref. [47]. In analogy to the Bogoliubov approximation the first
step is to replace aˆ†0 and aˆ0 by
√
N0 =
√
n0Ω. Combining (2.59) with (2.56) one obtains
the familiar expression for the density
n = n0 +
1
Ω
∑
k 6=0
〈
aˆ†k(0)aˆk(0)
〉
= n0 +
i
Ω
∑
k 6=0
G11(k, 0
−)
with
G11(k, t) =
1
i
〈
Tˆaˆk(t)aˆ
†
k(0)
〉
.
However, further anomalous Green functions
G12(k, t) =
1
i
〈
Tˆaˆ−k(t)aˆk(0)
〉
and
G21(k, t) =
1
i
〈
Tˆaˆ†k(t)aˆ
†
−k(0)
〉
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are needed, since it is now possible to create and annihilate pairs of particles by scat-
tering them out of or into the condensate. In analogy to (2.58) the boundary condition
implies that
Gxy(k, t) =
i
β
∑
ν
e(zν−iµ)tGxy(k, izν).
The Laplace transforms Gxy(k, izν) follow from a matrix Dyson equation
I =
(
G−10 −Σ
)
G (2.63)
with the matrix Green functions and self-energy
G−10 (k, izν) =
(
izν − ~2q22m + µ 0
0 −izν − ~2q22m + µ
)
, G(k, izν) =
(
G11 G12
G21 G22
)
and
Σ(k, izν) =
(
Σ11 Σ12
Σ21 Σ22
)
.
Furthermore there are certain identities
G22(k, izν) = G11(−k,−izν), G12(k, izν) = G21(−k,−izν),
Σ22(k, izν) = Σ11(−k,−izν), Σ12(k, izν) = Σ21(−k,−izν).
The solution of (2.63) can be expressed as
G11(q, izν) =
izν +
~2q2
2m
− µ+ Σ22(
izν +
~2q2
2m
− µ+ Σ22
)(
izν − ~2q22m + µ− Σ11
)
+ Σ12Σ21
(2.64)
and
G12(q, izν) =
−Σ12(
izν +
~2q2
2m
− µ+ Σ22
)(
izν − ~2q22m + µ− Σ11
)
+ Σ12Σ21
.
The normal and anomalous Green functions share the same poles. These poles rep-
resent quasiparticle excitations and appear at the quasiparticle energies E
(j)
q , i.e.,
G−111
(
q, E
(j)
q
)
= 0. j labels different excitation branches. Using the Feynman trick
(2.62) the density can be expressed as
n = n0 − 1
βΩ
∑
k 6=0,ν
G11(k, izν) = n0 +
1
Ω
∑
k 6=0,j
fB
(
E
(j)
k
)
Res
(
G11(k, z), E
(j)
k
)
. (2.65)
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If there is a Bose condensation in the ground state, the Bose function in (2.65) has
to diverge for k = 0, i.e., E
(j)
0 = 0 for at least one branch j. Therefore the normal
Green function (2.64) has to have a pole at izν = 0 and q = 0. From this demand
follows a condition for the chemical potential in the Bose-condensed region the so-called
Hugenholtz-Pines theorem [53]
µ = Σ11(0, 0)± Σ12(0, 0). (2.66)
This additional condition becomes necessary due to the appearance of the condensate
density n0 as additional variable. Usually the negative sign in (2.66) has to be chosen.
To obtain an approximation for the normal Green function (2.64) one has to approx-
imate the normal and anomalous self-energy. In the normal phase, where n0 = 0 and
Σ12 = 0, (2.64) is solution of the normal Dyson equation (2.60).
The Bogoliubov approximation yields
ΣB11(k, izν) = 2n0U0, Σ
B
12(k, izν) = n0U0.
The chemical potential is therefore µ = n0U0 and the Bogoliubov dispersion (1.1)
E(1/2)q = ±
√(
~2q2
2m
+ n0U0
)2
− n20U20
follows form the poles of (2.64).
In the Popov approximation the full density enters the normal self-energy Σ11
ΣP11(k, izν) = 2nU0, Σ
P
12(k, izν) = n0U0.
Therefore the chemical potential is µ = (2n − n0)U0. However the dispersion is still
the Bogoliubov one.
The anomalous-propagator approach as well as the Bogoliubov and Popov approxima-
tion have two main disadvantages. The state in which the Bose condensation appears
has to be postulated and fixed right from the beginning, ignoring any fluctuations or
an instability of the condensate. However, in a system in thermal equilibrium Bose-
condensation will always appear in the ground state, therefore this postulate is well
justified. The second disadvantage is, that one has to postulate the existence of finite
anomalous expectation values, which violate particle conservation and should therefore
be zero. In Chapter 4 it will be shown, how the Green function (2.64) can be obtained
without anomalous propagators.
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2.13 Summary
In this chapter the description of Bose-condensation in an ideal Bose gas was extended
to a gas of interacting particles. The Hartree-Fock approximation of the hard-sphere
Bose gas shows, that since there is no exchange in the Bose condensate there is an ”at-
traction in momentum space” leading to a further enhancement of Bose condensation.
A Bogoliubov transformation on the other hand reveals the correct Bogoliubov disper-
sion as well as correlation effects favoring a depletion of the condensate. A combination
of both approximations, namely the Popov approximation, allows for a better descrip-
tion of the phase transition. The approximations mentioned so far are only applied to
gases with repulsive interaction. For attractive interaction one expects bound states,
which can be described by the T-matrix. Furthermore for an attractive Fermi gas a
Bogoliubov transformation can describe the condensation of Cooper pairs, yielding the
familiar BCS gap equation and dispersion. Therefore in the following the T-matrix will
be generalized to describe scattering, bound-state and pair formation in a many-body
system. This many-body T-matrix will be included in the Dyson equation with the
aim to obtain the dispersion relation, the phase diagram and the equation of state.
As a test this many-body T-matrix approximation will first be applied to an attrac-
tive Fermi gas which is understood quite well. Due to many formal similarities the
application to a Bose gas is then quite analogous.
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Chapter 3
T-matrix approximation for a Fermi
gas with attractive interaction
3.1 Galitskii-Feynman approximation
If the interaction potential is weak one can neglect higher orders of the interaction
in the self-energy. An example for such kind of approximation is the Hartree-Fock
approximation. However to describe bound states and pairs one has to include all orders
in the interaction, at least for a certain family of diagrams. A possibility to do so is the
many-body T-matrix approximation [23, Ch. 13], a generalization of the two-particle
T-matrix approach described in section 2.3. Fig. 3.1 shows the corresponding self-
energy, the Galitskii-Feynman self-energy, and the T-matrix in ladder approximation.
In the following only the case of spin-1
2
fermions will be considered. For Yamaguchi and
contact interaction the direct self-energy and the corresponding exchange term cancel
each other completely, i.e., the interaction of equal spin particles does not contribute
to the self-energy. Therefore and for simplicity only the interaction of particles with
opposite spin is taken into account, where no exchange of particles has to be considered.
T=Σ T
q
p
= + T
Figure 3.1: Diagrams describing the Galitskii-Feynman self-energy and the T-matrix.
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According to the Matsubara rules the self-energy is
Σ↑(q, izν) =
1
βΩ
∑
p,ν¯
T ↓↑q+p
(
q − p
2
,
q − p
2
, izν + izν¯
)
G↓(p, izν¯) (3.1)
with the T-matrix
T ↓↑q(p,k, izν) = v¯(p,k)−
1
Ω
∑
k′
v¯(p,k′)G↓↑q(k′, izν)T ↓↑q(k′,k, izν) (3.2)
and the two-particle function
G↓↑q(k′, izν) =
1
β
∑
ν¯
G↑
(q
2
+ k′, izν¯
)
G↓
(q
2
− k′, izν − izν¯
)
.
To obtain the spin-down self-energy one simply has to replace spin-up by spin-down
and vice versa. The super- and subscript arrows of the T-matrix correspond to the
spin of the upper and lower line in the T-matrix, the subscript momentum is the
center-of-mass momentum of the two particles. In analogy to the interaction potential
the momenta in parenthesis correspond to the relative momenta of the incoming and
outgoing lines, respectively. The Matsubara frequency of the T-matrix is the sum of
frequencies of the upper and lower line, it is therefore always a bosonic frequency. The
selfconsistent definition of the T-matrix includes all orders in the interaction.
When calculating the Matsubara sum in (3.1) one has to consider the poles of G that
represent quasiparticle excitations and appear at the quasiparticle energies E
(j)
p but
also the poles of the T-matrix that represent bound and pairing states and appear at
the energies ωq. Of course, bound and pairing states are only possible for an attractive
interaction. The self-energy is therefore
Σ↑(q, izν) =
∑
p,j
n(j)p T ↓↑q+p
(
q − p
2
,
q − p
2
, izν + E
(j)
p
)
−
∑
p
∆2q+p
(
q − p
2
)
G↓(p, ωq+p − 2µ− izν) (3.3)
with
n(j)p =
fF
(
E
(j)
p
)
Ω
Res
(
G↓(p, z), E(j)p
)
and
∆q(p)∆q(k) = −fF (ωq − 2µ− izν)
Ω
Res
(
T ↓↑q(p,k, z), ωq − 2µ
)
=
fB (ωq − 2µ)
Ω
Res
(
T ↓↑q(p,k, z), ωq − 2µ
)
. (3.4)
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The definition (3.4) is based on the fact that the T-Matrix is separable near its poles
for any interaction [54, 55]. The fermionic Matsubara frequency izν in (3.4) produces
a factor of minus one and turns the Fermi into a Bose function.
If the argument of the Bose function becomes zero the Bose function will diverge. In
the limit Ω → ∞ the corresponding part of the self-energy, the singular self-energy,
has to be considered separately since the divergence of the Bose function and the
divergence of Ω cancel each other. Starting at minus infinity in the vacuum limit, the
chemical potential µ will increase with increasing density. If 2µ reaches the lowest
bound state the divergence appears. The lowest bound state will be the one with zero
center-of-mass momentum. The singular self-energy is therefore
Σsin↑ (q, izν) = −∆20(q)G↓(−q,−izν). (3.5)
The condition for that singularity to appear is the Thouless criterion ω0 = 2µ [16].
The divergence of the Bose function and the singularity in the self-energy represent a
condensation of Cooper pairs or bound states with zero total momentum [17].
It is also possible to include the interaction of equal-spin particles, but due to Pauli
repulsion the energy of the triplet bound state will be higher than the energy of the
singlet one, therefore there will be no change in the singular self-energy and the fol-
lowing discussion will not be effected as well. The nonsingular contributions to the
self-energy are collected in the regular self-energy
Σreg↑ (q, izν) = Σ↑(q, izν)− Σsin↑ (q, izν)
=
∑
p,j
n(j)p T ↓↑q+p
(
q − p
2
,
q − p
2
, izν + E
(j)
p
)
−
∑
p( 6=−q)
∆2q+p
(
q − p
2
)
G↓(p, ωq+p − 2µ− izν).
Defining G¯↓(q, izν) = G↓(−q,−izν), the momentum and frequency arguments can be
suppressed. With the Dyson equation (2.60) one finds
Σ↑ = Σ
reg
↑ −∆20
[
G¯0 + G¯0
(
Σ¯reg↓ − ∆¯20G↑
)
G¯↓
]
= ∆20∆¯
2
0G¯0G¯↓G↑ + . . . . (3.6)
This relation shows that for finite ∆0 the poles of G↑ are also poles of Σ↑ but that
conflicts with the solution of the Dyson equation
G↑ =
1
G−10 − Σ↑
.
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T
T
k
p
p
q q
Figure 3.2: Diagram illustrating the crucial selfinteraction.
The Galitskii-Feynman approximation is therefore not able to describe the condensed
phase correctly. The origin of that lack is selfinteraction in momentum space, which
would usually disappear like 1
Ω
but is enhanced due to the condensation [56].
An illustration of the selfinteraction is given in Fig. 3.2. This diagram shows explicitly
the self-energy dependence of the Green function that closes the loop of the self-energy
according to the Dyson equation (2.60). In a similar way this dependence is also shown
in (3.6). The summation runs over all four-momenta p and k without restriction.
In the singular pairing-contribution (3.5), the line that closes the self-energy has op-
posite four-momentum to the open line, i.e., p = −q. The same singular contribution
appears if k = −p. If both contributions are in resonance, i.e., k = −p = q, they block
the superconducting gap. The reason is the indirect selfinteraction for k = q. Since
both particles have the same spin, the case k = q has to be excluded due to the Pauli
principle [56].
One can also argue that due to the T-matrix all interactions of the particle in state
p with that in state q are already included and therefore further interactions with the
same particle, i.e., for k = q, have to be excluded [17].
3.2 Renormalized Kadanoff-Martin approximation
There are several approaches to modify the Galitskii-Feynman approximation to obtain
a correct description of the condensed phase. The first approach goes back to Kadanoff
and Martin [57]. They suggested to replace all G↓ in (3.1) and the following equations,
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i.e., the Green functions forming the loop in the self-energy, by a reduced Green function
G↓KM = G0 +G0ΣH↓G↓KM.
G↓KM includes only the Hartree self-energy ΣH↓ which does not give a singular con-
tribution. Therefore the contradiction (3.6) is removed but due to the breaking of
selfconsistency this Kadanoff-Martin approximation is rather bad in the normal region
which is well described by the Galitskii-Feynman approximation. Recently there was
another approach that suggested in principle to replace all G↓ in the channel with
center-of-mass momentum q + p = 0 by a reduced Green function [17]
G↓6∆ = G0 +G0Σ
reg
↓ G↓6∆, (3.7)
which does not include the singular self-energy as well. The advantage of this approach
is that it recovers the Galitskii-Feynman approximation in the normal region where
Σsin↓ = 0.
The approach in this thesis keeps even more of the selfconsistency. In the following
only G↓ in the singular self-energy (3.5), which has its origin in the condensation of
zero momentum pairs, will be replaced by G↓6∆ [56, 58]
Σsin↑ (q, izν) = −∆20(q)G↓6∆(−q,−izν),
Σreg↑ keeps absolutely unchanged. As it was already argued in the discussion of Fig. 3.2
the selfinteraction included in the singular self-energy causes the failure of the Galitskii-
Feynman approximation. Comparing (3.7) and (2.60) one finds
G↑6∆ = G↑(1− Σsin↑ G↑6∆).
Assuming that G↑6∆ has only one sharp pole, i.e., ImΣ
reg
↑ ≈ 0, a quasiparticle approxi-
mation of the reduced Green function (3.7) yields
G↑6∆(q, izν) =
1
G−10 (q, izν)− Σreg↑ (q, izν)
≈ 1
izν − q
with the selfconsistent quasiparticle energy
q =
~2q2
2m
− µ+ ReΣreg↑ (q, q). (3.8)
Under the assumption that −q = q follows the full Green function
G↑(q, izν) =
G−1↓6∆(−q,−izν)
G−1↓6∆(−q,−izν)G−1↑6∆(q, izν) + ∆20(q)
≈ izν + q
(izν)2 − E2q
=
1
2
(
1 +
q
Eq
)
1
izν − Eq +
1
2
(
1− q
Eq
)
1
izν + Eq
,
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which has the typical two-branch gap dispersion with
Eq =
√
2q + ∆
2
0(q).
To obtain the gap parameter ∆0 the T-matrix has to be approximated near its poles
T ↓↑q(p,k, izν) ≈
Res
(
T ↓↑q(p,k, z), ωq − 2µ
)
iz − (ωq − 2µ) =
Ω
fB(ωq − 2µ)
∆q(p)∆q(k)
iz − (ωq − 2µ) .
From (3.2) follows for iz ≈ ω0 − 2µ = 0
∆0(p) = − 1
Ω
∑
k′
v¯(p,k′)G↓↑0(k′, 0)∆0(k′). (3.9)
However, since ∆0 is part of the singular self-energy, the two-particle function has to
have a reduced Green function in the upper line. With the Feynman trick (2.62) one
obtains in the singular channel
G↓↑0(k′, 0) =
1
β
∑
ν¯
G↑ (k′, izν¯)G↓6∆ (−k′,−izν¯) = 1− 2fF(Ek′)
2Ek′
=
tanh
βEk′
2
2Ek′
.
The gap equation is therefore
∆0(p) = − 1
Ω
∑
k′
v¯(p,k′) tanh
(
βEk′
2
)
∆0(k
′)
2Ek′
.
The second important equation is that for the density according to (2.59)
n =
1
βΩ
∑
q,ν
[G↑(q, izν) +G↓(q, izν)] =
1
Ω
∑
q
[
1− q
Eq
(1− 2fF(Eq))
]
=
1
Ω
∑
q
[
1− q
Eq
tanh
βEq
2
]
. (3.10)
The system of the latter two equations yields the dependence of the gap and the
chemical potential on the interaction and density. The gap and density equation have
the same structure like the results obtained by the Bogoliubov transformation (2.49)
and (2.50).
3.3 Fermi gas with Yamaguchi interaction
To calculate ∆0, ω0 and µ it is necessary to know the precise structure of the interaction.
The selfconsistent equation for the gap can be solved very simply for a separable
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interaction
v¯(p, q) = λg(p)g(q)
with Yamaguchi form-factors as described in section 2.4
g(p) =
1
1 + p
2
γ2
.
For the sake of simplicity the regular self-energy will be neglected in this section, i.e.,
q =
~2q2
2m
− µ.
Furthermore it is convenient to work in the thermodynamic limit (2.9). Since the
T-matrix separates like the interaction potential the momentum dependence of the
gap parameter is given by the form factor
∆0(p) = ∆0g(p).
For ω0 > 2µ the parameter ∆0 vanishes like
1
Ω
. In that case the energy of the bound
state ω0 has to be calculated from the pole of the T-matrix (3.2)
T ↓↑q(p,k, izν) = λg(p)g(k)
(
1 + λ
∫
d3k′
(2pi3)
g2(k′)G↓↑q(k′, izν)
)−1
.
In the case of ∆0 = 0 the two-particle function for q = 0 is
G↓↑0(k′, izν) =
1
β
∑
ν¯
G↑6∆ (k′, izν¯)G↓6∆ (−k′, izν − izν¯) = 1− 2fF(k′)
2k′ − izν =
tanh
βk′
2
2k′ − izν .
It has to be considered that according to (3.1) the Matsubara frequency izν in the two-
particle function is the sum of two fermionic frequencies and therefore a bosonic one,
which gives a factor of one in the distribution function. The binding energy follows
from the condition
(
T ↓↑0(p,k, ω0 − 2µ)
)−1
= 0, i.e.,
1 = −λ
∫
d3k′
(2pi3)
g2(k′) tanh
(
βk′
2
)
2k′ − (ω0 − 2µ)− iη = −λ
∫
d3k′
(2pi3)
g2(k′) tanh
(
βk′
2
)
~2k′2
m
− ω0 − iη
. (3.11)
In analogy to (2.20) an iη has to be added to handle a possible pole in the integration
region, if ω0 > 0 . In that case no energy is needed to break the bound state into
two quasiparticles, therefore the bound state has a finite lifetime. Formally the finite
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lifetime is related to the additional imaginary part, which prevents a pole of the T-
matrix
1 = −λP
∫
d3k′
(2pi3)
g2(k′) tanh
(
βk′
2
)
~2k′2
m
− ω0
− 2i λ
λc0
√
mω0
~2γ2
tanh
[
β
2
(
ω0
2
− µ)](
1 + mω0~2γ2
)2 .
That means that there are only stable bound states for ω0 < 0 except for the pairing
state with ω0 = 2µ, where the hyperbolic tangent vanishes. λc0 is the critical interaction
strength, where the bound state appears in vacuum, as defined in section 2.4.
For ω0 = 2µ the gap parameter ∆0 follows from the implicit equation
1 = −λ
∫
d3k′
(2pi3)
g2(k′) tanh
(
βEk′
2
)
2Ek′
, (3.12)
with
Eq =
√
2q + ∆
2
0g
2(q). (3.13)
Since the integrand of (3.12) is always positive pairing is only possible for λ < 0, i.e.,
attractive interaction.
For ∆0 = 0 the binding energy of the condensed bound states ωb, i.e., the minimum
energy needed to break a bound state and excite the two particles to the free-particle
continuum, is given by their energy ω0. However, if ∆0 is finite the two particles
additionally have to overcome the gap in the dispersion ∆, i.e., half the minimum
distance between the upper and lower band
∆ = min
q
Eq.
Since in that case ω0 = 2µ and the dispersion is given relative to the chemical potential
µ the binding energy is ωb = −2∆.
Due to the formal similarity of (3.12) and (3.11) both conditions can be expressed with
one general function
λb(ω0, µ,∆0) = −
[∫
d3k′
(2pi3)
g2(k′)G↓↑0(k′, ω0 − 2µ)
]−1
with
G↓↑0(k′, ω0 − 2µ) =

tanh
(
βk′
2
)
2k′−(ω0−2µ) for ω0 > 2µ
tanh
(
βEk′
2
)
2Ek′
for ω0 = 2µ
.
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Figure 3.3: λ − n phase diagram of an interacting Fermi gas with Yamaguchi interaction.
The different regions are: the normal region with and without bound state Ib and Ia, the
region with condensation of bound states IIb and the pairing region IIa. At λcb bound states
appear and at λcg the gap opens. The BEC-BCS crossover ist at λbp. The constant property
is given above the diagram. The energy scale is εγ =
~2γ2
2m .
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Figure 3.4: T − n phase diagram of a Fermi gas with Yamaguchi interaction. In analogy
to Fig. 3.3 the different lines correspond to the critical temperatures for bound state forma-
tion (Tcb), gap formation (Tcg) and the BEC-BCS transition (Tbp). An equivalent diagram
has been obtained in Ref. [59].
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Table 3.1: Equations defining ω0, µ and ∆0 in the different regions of the λ-n phase space
as well as the border lines in between.
ω0 µ ∆0
Ia - n = ngas(µ, 0) ∆0 = 0
λcb = λb(0, µ, 0) with n = ngas(µ, 0)
Ib n = ngas(µ, 0), λ = λb(ω0, µ, 0) ∆0 = 0
λcg = λb(2µ, µ, 0) with n = ngas(µ, 0)
IIb ω0 = 2µ < 0 n = ngas(µ,∆0), λ = λb(2µ, µ,∆0)
λbp = λb(0, 0,∆0) with n = ngas(0,∆0)
IIa ω0 = 2µ > 0 n = ngas(µ,∆0), λ = λb(2µ, µ,∆0)
λcg = λb(2µ, µ, 0) with n = ngas(µ, 0)
Ia - n = ngas(µ, 0) ∆0 = 0
To obtain the chemical potential, a second function, the density of the Fermi gas (3.10),
is needed
ngas(µ,∆0) =
∫
d2q
(2pi)3
[
1− q
Eq
tanh
βEq
2
]
.
There are two phases, the normal phase I which behaves due to the neglect of the
regular self-energy like an ideal Fermi gas and the condensate phase II where ∆0 is
finite. Each phase can be divided into two regions in phase space according to the
existence of bound states or Cooper pairs. Figs. 3.3 and 3.4 show the corresponding
phase diagrams. The equations defining the different properties and border lines in
phase space are collected in Table 3.1.
Although the normal region I behaves like an ideal Fermi gas one can nevertheless find
a bound state from the condition (3.11). Therefore phase I can be divided into two
regions Ia where no bound state is possible and Ib where a bound state is possible
but ω0 > 2µ. The critical interaction strength and temperature λcb and Tcb where
the bound state appears follow from the condition ω0 = 0. They correspond to the
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dash-dotted lines.
When ω0 becomes equal to 2µ the gap appears, i.e., ∆0 becomes finite. The corre-
sponding critical interaction strength and temperature λcg and Tcg, i.e., the full lines,
can be obtained from the conditions ω0 = 2µ and ∆0 = 0. In the condensate phase
II one distinguishes between the condensation of real bound states in region IIb, i.e.,
µ < 0, and pairing in a degenerate Fermi gas in region IIa, i.e., µ > 0. The transition
between these two regions is called the BEC-BCS crossover. The corresponding critical
interaction strength and temperature λbp and Tbp follow from the condition µ = 0.
The critical interaction strength and temperature are represented by the broken lines.
At λbp and Tbp the two-particle excitation energy ω0 changes its sign and the bound
state turns into a pair.
Fig. 3.5 shows the behavior of the binding energy, the chemical potential and the
gap in the different regions of the phase diagram. In the condensed phase II the
binding energy ωb, i.e., the broken line, is given by the gap ∆, the dash-dotted line.
The chemical potential µ is represented by the full line. The slope of the chemical
potential and therefore the compression module (2.41) is positive over the whole range
of density, i.e., in spite of the attractive interaction the system is stabilized by Pauli
repulsion. Figs. 3.3, 3.4 and 3.5 show that in the high-density limit, for µ  γ,
pairing is suppressed. That is due to the artifact that the form factors switch off the
interaction at the Fermi surface, as it has been discussed in section 2.10. However due
to this artifact it is possible to study both limiting cases of the BEC-BCS crossover in
Fig. 3.5. In the low-density limit there is a BEC transition from Ib to IIb, i.e., already
existing bound states condense in their ground state and the gap opens. The transition
from Ia to IIa is of BCS type, i.e., the pairs are formed and condensed at the same
time.
The dispersion in the different regions is illustrated in Fig. 3.6. The typical BCS
dispersion (1.2), which is also shown in Fig. 3.6 as thin broken line, can be obtained
from (3.13) in the limit of contact interaction γ →∞, where the form factors become
one. For the quasi-ideal phase I the dispersion is quadratic like for an ideal Fermi gas,
as illustrated by the broken line. In the condensate phase II the dispersion, i.e., the full
line, has two branches with an energy gap in between, marked by the vertical arrow.
For µ < 0 the energy gap of (3.13) is shifted towards finite momenta while for µ > 0 the
position of the gap is nearly unchanged in comparison to the BCS dispersion. In both
cases the gap is reduced for Yamaguchi interaction. Since the form factor vanishes for
large momenta the dispersion (3.13) converges faster towards the quadratic dispersion
than the BCS dispersion.
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Figure 3.5: Binding energy, chemical potential and gap in the different regions of the phase
diagram. The plot corresponds to a horizontal cut through the phase diagram in Fig. 3.3 at
λ = −10 λc0. The energy scale is εγ = ~2γ22m .
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Figure 3.6: Quasiparticle dispersions in the different regions of the phase diagram in com-
parison with the BCS dispersion (1.2). The vertical arrows mark the energy gap 2∆.
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3.4 Summary
In contrast to the condensation of Cooper pairs in a superconductor, it is possible to
directly observe the condensation of pairs and bound states as well as the BEC-BCS
crossover in ultra-cold gases of alkali atoms, such as 40K and 6Li [60, 61, 62]. Also
superfluidity has been demonstrated on both sides of the crossover by the observation
of vortex lattices [63].
3.4 Summary
Applying the Matsubara technique to the Galitskii-Feynman approximation shows that
two-particle bound and pairing states lead to an additional self-energy contribution.
These composite bosons can of course also form a condensate. However, the condensa-
tion leads to an enhancement of selfinteraction which blocks the expected energy gap.
In the renormalized Kadanoff-Martin approximation this selfinteraction is eliminated
in such a way, that in the normal region the Galitskii-Feynman approximation is re-
covered, while in the condensed region one obtains the gap equation and dispersion.
The whole approximation shows how the condensation of bound states or pairs leads
to the well known energy gap. In the next chapter the renormalized Kadanoff-Martin
approximation will be applied to an interacting Bose gas with the aim of obtaining a
generalized Bogoliubov dispersion.
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Chapter 4
Renormalized many-body T-matrix
approximation for a Bose gas
4.1 Renormalized Kadanoff-Martin approximation
for attractive interaction
The formal descriptions of interacting Fermi and Bose gases are very similar except for
some sign changes according to the Matsubara rules and the Feynman trick (2.62) as
well as differences in the spin-degeneration factors. For the sake of simplicity in the
following only the case of zero spin bosons such as atomic hydrogen and helium will be
considered. The self-energy is very similar to (3.1) except for the fact that due to the
indistinguishability an exchange of particles has to be considered
Σ(q, izν) = − 1
βΩ
∑
p,ν¯
Tq+p
(
q − p
2
,
q − p
2
, izν + izν¯
)
G(p, izν¯)
− 1
βΩ
∑
p,ν¯
Tq+p
(
q − p
2
,
p− q
2
, izν + izν¯
)
G(p, izν¯). (4.1)
=Σ + TT
q
p p
Figure 4.1: Diagrams describing the T-matrix self-energy including an exchange of particles.
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The corresponding diagrams are shown in Fig. 4.1. The T-matrix and the two-particle
Green function are
Tq(p,k, izν) = v¯(p,k)− 1
Ω
∑
k′
v¯(p,k′)Gq(k′, izν)Tq(k′,k, izν) (4.2)
and
Gq(k′, izν) = 1
β
∑
ν¯
G
(q
2
+ k′, izν¯
)
G
(q
2
− k′, izν − izν¯
)
.
Taking into account the poles of G at the quasiparticle energies E
(j)
p as well as the
poles of the T-matrix at the energies ωq one finds in analogy to (3.3)
Σ(q, izν)=
∑
p,j
n(j)p
[
Tq+p
(
q − p
2
,
q − p
2
, izν+E
(j)
p
)
+Tq+p
(
q − p
2
,
p− q
2
, izν+E
(j)
p
)]
+
∑
p
[
∆2q+p
(
q − p
2
)
+∆q+p
(
q − p
2
)
∆q+p
(
p− q
2
)]
G(p, ωq+p−2µ−izν)
with
∆q(p)∆q(k) =
fB (ωq − 2µ)
Ω
Res (Tq (p,k, z) , ωq − 2µ) (4.3)
and the occupation numbers
n(j)p =
fB
(
E
(j)
p
)
Ω
Res
(
G(p, z), E(j)p
)
. (4.4)
The density (2.59) is
n = − 1
βΩ
∑
p,ν
G(p, izν) =
∑
p,j
n(j)p . (4.5)
If one or several quasiparticle energies touch the chemical potential for p = 0, i.e.,
E
(j)
0 = 0, the Bose function in (4.4) will diverge and cancel Ω in the thermodynamic
limit Ω→∞. This means a Bose condensation of quasiparticles in the zero-momentum
state. Therefore the condensate density
n0 =
E
(j)
0 =0∑
j
n
(j)
0
has to be split off the density and considered separately. In analogy to that the singular
self-energy has to be split off the total one if the Bose-function in (4.3) diverges, i.e., if
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its argument is zero. Assuming that a pair of particles with center-of-mass momentum
q = 0 has the lowest possible energy, the divergence will appear as soon as ω0 = 2µ.
This condition is identical to the Thouless criterion for fermions [16].
To avoid selfinteraction the loop of the singular self-energy corresponding to the di-
vergence in (4.3) has to be constructed from reduced Green functions analogous to
(3.7)
G6∆ =
1
G−10 − Σreg
= G(1− ΣsinG6∆). (4.6)
The necessity for this kind of reduction scheme follows from the same argumentation
like in chapter 3. However joining reduced and full lines in the self-energy is forbidden.
Therefore there is no exchange in the singular self-energy
Σsin(q, izν) = ∆
2
0 (q)G6∆(−q,−izν). (4.7)
The remaining processes are collected in the regular self-energy
Σreg(q, izν)=
∑
p,j
n(j)p
[
Tq+p
(
q − p
2
,
q − p
2
, izν+E
(j)
p
)
+Tq+p
(
q − p
2
,
p− q
2
, izν+E
(j)
p
)]
+
∑
p(6=−q)
[
∆2q+p
(
q − p
2
)
+∆q+p
(
q − p
2
)
∆q+p
(
p− q
2
)]
G(p, ωq+p−2µ−izν).
From (4.6) and (2.61) follows the full Green function as
G(q, izν)=
izν +
~2q2
2m
− µ+ Σreg(−q,−izν)(
izν+
~2q2
2m
−µ+Σreg(−q,−izν)
)(
izν− ~2q22m +µ−Σreg(q, izν)
)
+∆20 (q)
.
(4.8)
The structure of the resulting Green function is identical to that of the Green function
(2.64) obtained with the anomalous propagator approach. However in this T-matrix
approximation there is no need for an anomalous Green function. The normal self-
energies are related to the regular self-energy
Σ11(q, izν) = Σ22(−q,−izν) = Σreg(q, izν).
The anomalous self-energies can be identified as
Σ12(q, izν) = Σ21(q, izν) = ∆0 (q) .
From the symmetry relation (2.28) follows ∆0 (q) = ∆0 (−q).
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Assuming a separable or contact interaction the selfconsistent equation (4.2) can be
solved and one obtains
Tq(p,k, izν) = v¯(p,k)
1 + 1
Ω
∑
k′
v¯(k′,k′)Gq(k′, izν) . (4.9)
In the singular channel, i.e., for q = 0 and izν = 0, the two-particle function has
to be constructed with one reduced propagator since the upper loop of the singular
self-energy is constructed from these functions. With the Feynman trick (2.62) one
finds
Gsin0 (k′, 0) =
1
β
∑
ν¯
G (k′, izν¯)G6∆ (−k′,−izν¯) = −Ω
∑
j
n
(j)
k′ G6∆
(
−k′,−E(j)k′
)
. (4.10)
The pole condition of (4.9) in the singular channel, i.e., the implicit equation that
defines ∆0 (q), is therefore
0 = 1− v¯(0,0)n0G6∆ (0, 0)−
∑
k′ 6=0,j
v¯(k′,k′)n(j)k′ G6∆
(
−k′,−E(j)k′
)
. (4.11)
For attractive interaction the T-matrix can have a pole due to bound states, i.e., (4.11)
can have a solution even if n0 = 0. In that case there is a condensation of bound states
like it has already been found for fermions. For finite condensate density n0 condition
(4.11) can be rewritten as
G−16∆ (0, 0) = µ− Σreg (0, 0) =
n0v¯(0,0)
1− ∑
k′ 6=0,j
v¯(k′,k′)n(j)k′ G6∆
(
−k′,−E(j)k′
)
= n0T sin0 (0,0, 0). (4.12)
In the T-matrix T sin0 the condensate contribution is excluded
T sin0 (p,k, 0) =
v¯(p,k)
1 + 1
Ω
∑
k′ 6=0
v¯(k′,k′)Gsin0 (k′, 0)
. (4.13)
For the sake of simplicity in the following the regular self-energy will be assumed to be
independent of momentum and energy. Due to Bose statistics the relevant contribu-
tions to any property will come from small momenta and energies. One can therefore
approximate Σreg(q, izν) ≈ Σreg(0, 0). The reduced Green function (4.6) and the full
one can than be written as
G6∆(q, izν) =
1
izν − q
72
4.1 Renormalized Kadanoff-Martin approximation for attractive interaction
and
G(q, izν) =
izν + q
(izν + q)(izν − q) + ∆20 (q)
=
izν + q
(izν)2 − E2q
=
1
2
(
1 +
q
Eq
)
1
izν − Eq +
1
2
(
1− q
Eq
)
1
izν + Eq
with the quasiparticle energies
q =
~2q2
2m
− µ+ Σreg(0, 0)
and
Eq =
√
2q −∆20 (q). (4.14)
The equation for the density (4.5)
n = n0 +
1
Ω
∑
p6=0
1
2
[
p
Ep
(1 + 2fB(Ep))− 1
]
= n0 +
1
Ω
∑
p6=0
1
2
[
p
Ep
coth
βEp
2
− 1
]
(4.15)
is needed to calculate n0 and µ. The density equation shows the same structure like
(2.37). For E0  T the condensate density can be approximated as
n0 ≈ 0
ΩβE20
and in analogy to (2.34) one finds
µ = Σreg(0, 0)− 1
2βn0Ω
−
√
∆20(0) +
1
(2βn0Ω)2
= Σreg(0, 0)−∆0(0) +O(Ω−1).
(4.16)
Again that solution of the quadratic equation has been chosen, which yields the correct
result in the noninteracting limit. Without loss of generality ∆0(0) is assumed to
be positive. Relation (4.16) shows that in the Hugenholtz-Pines theorem (2.66) the
negative sign has to be chosen. A comparison of (4.12) and the (4.16) yields the
relation
∆0 (0) = Σ12(0, 0) = −n0T sin0 (0,0, 0).
Since ∆0(0) is positive T sin0 has to be negative what is usually only the case for attrac-
tive interaction. This result is of course clear since bound states and therefore a pole
of the T-matrix are only possible for an attractive interaction.
The singular self-energy (4.7) can be written as
Σsin(q, izν) = T sin0 (q,0, 0)n20T sin0 (0, q, 0)G6∆(−q,−izν).
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T T
Figure 4.2: Diagram of the bosonic singular self-energy. The diagram includes the scattering
processes of Fig. 2.3 b), which are crucial for obtaining a Bogoliubov-like dispersion.
The diagrammatic illustration in Fig. 4.2 shows that the singular self-energy includes
exactly those scattering processes crucial for obtaining a Bogoliubov-like dispersion,
i.e., the scattering of a pair of particles into and out of the condensate.
The property ∆0 can be obtained from the bosonic equivalent to the gap equation (3.9)
with the two-particle function (4.10)
Gsin0 (k′, 0) =
{
1+2fB(Ek′ )
2Ek′
for k′ 6= 0
Ωn0
0
for k′ = 0
=
 coth
βEk′
2
2Ek′
for k′ 6= 0
Ωn0
0
for k′ = 0
.
The resulting ”gap equation” (4.11) that determines ∆0 is therefore
0 = 1 +
v¯(0,0)n0
0
+
1
Ω
∑
k′ 6=0
v¯(k′,k′)
2Ek′
coth
βEk′
2
. (4.17)
Besides the usual BEC, an additional phase with an exclusive condensation of bound
states and a gap in the excitation spectrum is predicted by several other authors as
well [64, 65, 66, 67, 68, 69]. There have also been attempts to create a condensate of
bound states [70], however the life time of the bound states was too short to reach full
thermal equilibrium [71, p. 255].
4.2 Renormalized Kadanoff-Martin approximation
for repulsive interaction
As already mentioned there are no bound states in a repulsive Bose gas but nevertheless
the T-matrix yields the crucial contribution to obtain a Bogoliubov-like dispersion. In
the preceding section as well as from the Bogoliubov transformations it has been found,
that to obtain the correct dispersion, it is essential to include the scattering of pairs of
particles into and out of the condensate.
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Calculating the two-particle function
Gq(k′, izν) = −
∑
j
fB
(
E
(j)
q
2
+k′
)
Res
(
G
(q
2
+ k′, z
)
, E
(j)
q
2
+k′
)
G
(q
2
− k′, izν − E(j)q
2
+k′
)
+
∑
j
G
(q
2
+ k′, izν − E(j)q
2
−k′
)
fB
(
izν − E(j)q
2
−k′
)
Res
(
G
(q
2
− k′, z
)
, E
(j)
q
2
−k′
)
= −Ω
∑
j
[
n
(j)
q
2
+k′G
(q
2
− k′, izν − E(j)q
2
+k′
)
+G
(q
2
+ k′, izν − E(j)q
2
−k′
)
n
(j)
q
2
−k′
]
−
∑
j
G
(q
2
+ k′, izν − E(j)q
2
−k′
)
Res
(
G
(q
2
− k′, z
)
, E
(j)
q
2
−k′
)
one finds
Gq
(
±q
2
, izν
)
= −Ω [n0G (q, izν) +O (Ω−1)] .
The condensate contribution to the T-matrix has to be split off. By inverting the
matrix equation (4.2)
v¯−1(p,k) = T −1q (p,k, izν)−
1
Ω
Gq(p, izν)δpk
= T −1q (p,k, izν)−
1
Ω
Gq(p, izν)(1− δ q
2
p − δ− q
2
p)δpk
− 1
Ω
Gq
(q
2
, izν
)
δ q
2
pδ q
2
k − 1ΩGq
(
−q
2
, izν
)
δ− q
2
pδ− q
2
k
one can define the T-matrix T 6n0
v¯−1(p,k) =
(T 6n0q )−1 (p,k, izν)− 1ΩGq(p, izν)(1− δ q2p − δ− q2p)δpk,
from which the condensate contribution is excluded. Its relation to the full T-matrix
is(T 6n0q )−1 (p,k, izν) = T −10 (p,k, izν)− 1ΩGq (q2 , izν) δ q2pδ q2k − 1ΩGq (−q2 , izν) δ− q2pδ− q2k.
Inverting again yields finally
T 6n0q (p,k, izν) = v¯(p,k)−
1
Ω
∑
k′ 6=± q
2
v¯(p,k′)Gq(k′, izν)T 6n0q (k′,k, izν)
Tq(p,k, izν) = T 6n0q (p,k, izν)−
1
Ω
T 6n0q
(
p,
q
2
, izν
)
Gq
(q
2
, izν
)
Tq
(q
2
,k, izν
)
− 1
Ω
T 6n0q
(
p,−q
2
, izν
)
Gq
(
−q
2
, izν
)
Tq
(
−q
2
,k, izν
)
.
For separable interaction the symmetry relation (2.28) demands that the potential and
the T-matrix are independent of the sign of the relative momenta, i.e.,
T 6n0q (p,k, izν) = T 6n0q (p,k, izν) + 2n0T 6n0q (p,k, izν)G (q, izν) Tq
(q
2
,
q
2
, izν
)
.
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The direct part of the self-energy (4.1) can therefore be approximated by
Σdir(q, izν) ≈ − 1
βΩ
∑
p,ν¯
T 6n0q+p
(
q − p
2
,
q − p
2
, izν + izν¯
)
G(p, izν¯)
−2n0
βΩ
∑
p,ν¯
T 6n0q+p
(
q − p
2
,
q − p
2
, izν + izν¯
)
G (q + p, izν + izν¯)
×T 6n0q+p
(
q + p
2
,
q + p
2
, izν + izν¯
)
G(p, izν¯) (4.18)
= . . .+ 2n0
∑
p,j
T 6n0q+p
(
q − p
2
,
q − p
2
, E
(j)
q+p
)
n
(j)
q+p
×T 6n0q+p
(
q + p
2
,
q + p
2
, E
(j)
q+p
)
G
(
p, E
(j)
q+p − izν
)
= . . .+ 2n20T 6n00 (q, q, 0) T 6n00 (0,0, 0)G (−q,−izν) + 2n0
∑
p(6=−q),j
. . . .
Obviously the singular term, i.e., the first one in the last line, corresponds to a double
count of the diagram illustrated in Fig. 4.2. Therefore the factor of two has to be
omitted, furthermore to avoid selfinteraction the loop in the singular self-energy has to
be constructed with reduced Green functions. With that an exchange in the singular
channel is excluded and one finds again (4.7)
Σsin(q, izν) = ∆
2
0 (q)G6∆(−q,−izν)
with
∆0 (q) = Σ12(q, izν) = n0
∣∣T sin0 (q,0, 0)∣∣ . (4.19)
The latter relation is valid for repulsive as well as for attractive interaction and the full
Green function in the BEC phase, with n0 > 0, is always given by (4.8). Furthermore
from the dispersion (4.14) and (4.16) follows the generalized Bogoliubov-dispersion
Eq =
√(
~2q2
2m
+ n0 |T sin0 (0,0, 0)|
)2
− n20 |T sin0 (q,0, 0)|2. (4.20)
It has also been found in Refs. [47, pp. 27,37] and [72], that the anomalous self-energy
in T-matrix approximation is given by the product of the condensate density with the
T-matrix. In the limit of a weak-repulsive contact-interaction, i.e.,
∣∣T sin0 (q,0, 0)∣∣→ U0,
the dispersion (4.20) coincides with that obtained by Bogoliubov (1.1). However the
more general dispersion (4.20) is also valid for attractive interaction.
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4.3 Bose gas with Yamaguchi interaction
In analogy to section 3.3 in this section the regular self-energy Σreg(0, 0) will be ne-
glected and only the thermodynamic limit will be considered. The momentum depen-
dence of ∆0 is again given by the form factor
∆0(p) = ∆0g(p).
The two-particle function for ∆0 = 0 and q = 0 is
G0(k′, izν) = 1
β
∑
ν¯
G6∆ (k′, izν¯)G6∆ (−k′, izν − izν¯) = 1 + 2fB(k′)
2k′ − izν =
coth
βk′
2
2k′ − izν .
The bound-state condition T −10 (p,k, ω0 − 2µ) = 0 in the normal region, for ω0 > 2µ,
is therefore
1 = −λ
∫
d3k′
(2pi3)
g2(k′) coth
(
βk′
2
)
2k′ − (ω0 − 2µ)− iη = −λ
∫
d3k′
(2pi3)
g2(k′) coth
(
βk′
2
)
~2k′2
m
− ω0 − iη
ω0>0= −λP
∫
d3k′
(2pi3)
g2(k′) coth
(
βk′
2
)
~2k′2
m
− ω0
− 2i λ
λc0
√
mω0
~2γ2
coth
[
β
2
(
ω0
2
− µ)](
1 + mω0~2γ2
)2 .
Due to the imaginary part there are no stable bound states with ω0 > 0, since such
bound states will decay into two quasiparticles. Furthermore since µ < 0, bound states
are only possible for λ < 0, i.e., attractive interaction.
If ω0 = 2µ, ∆0 for attractive interaction follows from the ”gap equation” (4.17)
1 = −n0λ
∆0
− λ
∫
d3k′
(2pi)3
g2(k′) coth
(
βEk′
2
)
2Ek′
with
Eq =
√
2q −∆20g2 (q).
A condensation of bound states is only possible for λ < 0. For repulsive interaction
∆0 is only finite if there is also Bose condensation. In that case ∆0 is given by (4.19)
and (4.13)
∆0 = n0λ
1 + λ∫ d3k′
(2pi)3
g2(k′) coth
(
βEk′
2
)
2Ek′
−1 .
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Figure 4.3: Phase diagram of an interacting Bose gas with attractive (left) or repulsive
(right) Yamaguchi interaction. The different regions are: the normal region with and without
bound state Ib and Ia, the region with condensation of bound states II and the region with
condensation of quasiparticles with and without bound state IIIb and IIIa.
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Figure 4.4: Quasiparticle dispersions in the different regions of the phase diagram.
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In analogy to section 3.3 there are two general functions that determine the different
properties in the different phases
λb(ω0, µ,∆0) = −
[∫
d3k′
(2pi)3
g2(k′)G0(k′, ω0 − 2µ)
]−1
with
G0(k′, ω0 − 2µ) =

coth
(
βk′
2
)
2k′−(ω0−2µ) for ω0 > 2µ
coth
(
βEk′
2
)
2Ek′
for ω0 = 2µ
and the density of the Bose gas according to (4.15)
ngas(µ,∆0) =
∫
d2p
(2pi)3
1
2
[
p
Ep
coth
βEp
2
− 1
]
.
For an interacting Bose gas there are three different phases: the quasi-ideal or normal
phase I with quadratic dispersion, the gap phase II with an energy gap and a con-
densation of bound states and the condensate or BEC phase III with a condensation
of quasiparticles and a linear dispersion for small momenta. The corresponding phase
diagram is shown in Fig. 4.3. Fig. 4.4 illustrates the dispersions in the different phases.
The sets of equations for each region in the n-λ phase space are collected in Table 4.1.
In the quasi-ideal phase I ∆0 vanishes like
1
Ω
and since the regular self-energy has been
neglected the gas behaves like an ideal Bose gas. Phase I can be divided into a region
with and without bound state, Ib and Ia. The critical density ncb where the bound
state appears follows from the condition ω0 = 0, it corresponds to the dashed line in
Fig. 4.3. In region Ib the binding energy ωb equals ω0.
When entering phase II, ω0 becomes equal to 2µ and the parameter ∆0 becomes finite,
i.e., the condensation of bound states starts. The conditions ω0 = 2µ and ∆0 = 0 yield
the corresponding critical density ncg, i.e., the dash-dotted line in Fig. 4.3. The energy
gap ∆ in the dispersion of phase II is ∆ =
√
µ2 −∆20. The dispersion of phase II is
illustrated by the dash-dotted line in Fig. 4.4. Like for fermions the binding energy ωb
in the gap phase II, i.e., the energy needed to break the bound state, is not given by
its energy ω0 but by the gap, ωb = −2∆ [69].
At the transition to phase III, µ = −∆0, the gap vanishes and the condensation
of quasiparticles begins, i.e., n0 becomes finite. The critical density ncc where this
condensation starts follows from the conditions µ = −∆0 and n0 = 0, illustrated by
the full line in Fig. 4.3. With the gap also the binding energy ωb vanishes. Therefore
the bound states will dissolve into quasiparticles and the condensate of bound states
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Table 4.1: Equations defining ω0, µ, ∆0 and n0 in the different regions of the n-λ phase space
as well as the border lines in between.
ω0 µ ∆0 n0
Ia - n = ngas(µ, 0) ∆0 = 0 n0 = 0
ncb = ngas(µ, 0) with λ = λb(0, µ, 0)
Ib n = ngas(µ, 0), λ = λb(ω0, µ, 0) ∆0 = 0 n0 = 0
ncg = ngas(µ, 0) with λ = λb(2µ, µ, 0)
II ω0 = 2µ n = ngas(µ,∆0), λ = λb(2µ, µ,∆0) n0 = 0
ncc = ngas(−∆0,∆0) with λ = λb(−2∆0,−∆0,∆0)
IIIb ω0 = 2µ µ = −∆0 n = n0 + ngas(−∆0,∆0)
0 = 1 + n0λ
∆0
− λ
λb(−2∆0,−∆0,∆0)
λ = 0
IIIa - µ = −∆0 n = n0 + ngas(−∆0,∆0)
0 = 1− n0λ
∆0
− λ
λb(−2∆0,−∆0,∆0)
ncc = nid = ngas(0, 0)
Ia - n = ngas(µ, 0) ∆0 = 0 n0 = 0
will vanish. There is no bound state at all on the repulsive side of the phase diagram,
therefore the condensation of quasiparticles starts at µ = 0, i.e., 0 = 0, and the
corresponding critical density equals the ideal critical density for Bose condensation
nid. As shown by the full line in Fig. 4.4, the dispersion in the condensate phase III
starts linear for small momenta
Eq =
√
∆0
m
+
2∆20
~2γ2
~q +O(q2)
as expected for an interacting Bose gas with BEC.
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Figure 4.5: Binding energy ωb, chemical potential µ and energy gap ∆ for attractive in-
teraction. The plot corresponds to a vertical cut through the phase diagram in Fig. 4.3 at
λ = −5λc0.
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Figure 4.6: Chemical potential for repulsive interaction. The plots correspond to vertical
cuts through the phase diagram in Fig. 4.3 at λ = λc0 and λ = 0.1λc0.
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Figs. 4.5 and 4.6 show the density dependence of the binding energy, the chemical
potential and the energy gap in the different regions of the phase diagram as explained
above.
The negative slope of the chemical potential for attractive interaction, illustrated by
the full line in Fig. 4.5, points to an instability of the gas. For attractive interaction
the resulting collapse cannot be stopped since there is no short-range repulsion or hard
core, i.e., an unphysical feature of the Yamaguchi interaction. A short-range repulsion
would stabilize the gas, leading to an increase of the chemical potential with increasing
density. Furthermore a Maxwell construction should be possible. That means that
there is a first-order phase transition to a liquid or solid. Therefore the condensed
phases for attractive interaction might be inaccessible at least in the gas phase [64].
However if the density is sufficiently low, e.g. in the alkali gases, it might be possible
to suppress the gas-liquid or gas-solid transition. On the other hand the example of
liquid helium shows, that although it might be impossible to observe Bose condensation
directly in the gas phase, its effects such as superfluidity are visible nevertheless.
The chemical potential for strong repulsive interaction, i.e., the full line in Fig. 4.6,
shows a similar back-and-forth behavior like in Bogoliubov approximation, indicating
again an instability of the gas and a first-order phase transition. As the dash-dotted line
shows, for sufficiently weak interaction the multivalued region disappears. Obviously
this improvement is due to the improved approximation. Fig. 4.7 shows the finite
solution for the condensate density at the phase transition, when approaching the
critical point from the BEC phase III. This property has already been discussed at
the end of section 2.7. The full line is the solution in T-matrix approximation for
Yamaguchi interaction while the dash-dotted one corresponds to contact interaction,
with γ → ∞ and g(p) → 1 . Both solutions vanish for λ ≈ 0.25λc0, i.e., there is no
multivalued region for weaker interaction and this effect is independent of the range of
the interaction. For Bogoliubov approximation, as illustrated by the broken line, the
second solution is always finite for any interaction strength and vanishes linearly for
weak interaction according to (2.42).
Although the multivalued region vanishes for weak repulsive interaction, the gas seems
to remain instable, due to the negative slope of the chemical potential in the BEC
phase III. However, as already mentioned, one expects, that the repulsive interaction
stabilizes the system. But to see this effect it is necessary to include the regular self-
energy.
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Figure 4.7: Finite solution for the condensate density at the phase transition for Yamaguchi
and contact interaction. The latter corresponds to g(p)→ 1. The thin broken line illustrates
the approximation (2.42) of the Bogoliubov approximation for weak interaction.
4.4 Renormalization of the chemical potential of a
repulsive Bose gas
In the preceding sections the regular self-energy was simply neglected. Therefore the
gas behaves like an ideal gas in phase I. One possibility to include the regular self-energy
is a mean-field approach.
Including the regular self-energy into the dispersion
q =
~2q2
2m
− µ+ Σreg(0, 0) = ~
2q2
2m
− µ∗,
one can define the effective chemical potential µ∗. The set of equations of Table 4.1
keeps unchanged. However, the chemical potential µ has to be replaced by the effective
one µ∗. In analogy to the Popov approximation of section 2.8 the dispersion and density
as well as the phase diagram are independent of the regular self-energy [24], while the
chemical potential
µ = µ∗ + Σreg(0, 0)
and therefore also the pressure is influenced by the regular self-energy.
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According to (4.18) the regular self-energy can be approximated as
Σreg(0, 0) ≈ − 2
βΩ
∑
p,ν¯
T 6n0p
(p
2
,
p
2
, izν¯
)
G(p, izν¯) ≈ − 2
βΩ
∑
p,ν¯
T sinp
(p
2
,
p
2
, izν¯
)
G(p, izν¯).
The factor of two has been added to include the exchange of particles. In the second
approximation step the symmetric two-particle propagator has been replaced by the
asymmetric one with one reduced propagator. This approximation simplifies the inte-
gral kernel of the T-matrix. The resulting self-energy is therefore similar to the one
in Kadanoff-Martin approximation. However, in contrast to the latter the two-particle
function in the T-matrix becomes symmetric in the normal phase I.
Due to Bose statistics one can furthermore approximate the momenta and energy in
the T-matrix by zero [47, p. 38], [72]. Using (4.5) the resulting regular self-energy is
then simply
Σreg(0, 0) ≈ 2nT sin0 (0,0, 0) .
and the chemical potential
µ =
{
µ∗ + 2nT sin0 (0,0, 0) for n0 = 0
−∆0 + 2nT sin0 (0,0, 0) for n0 > 0
=
{
µ∗ + 2nT sin0 (0,0, 0) for n0 = 0
(2n− n0)T sin0 (0,0, 0) for n0 > 0
. (4.21)
The structure of the chemical potential is very similar to the ones obtained in sec-
tions 2.6 and 2.8. The latter can be obtained in the limit T sin0 (0,0, 0)→ U0.
For Yamaguchi interaction the T-matrix T sin is
T sin0 (0,0, 0) =
 λ
(
1− λ
λb(2µ∗,µ∗,0)
)−1
for n0 = 0
λ
(
1− λ
λb(−2∆0,−∆0,∆0)
)−1
for n0 > 0
.
The chemical potential (4.21) and the pressure (2.43) are shown in Fig. 4.8. For suffi-
ciently high density the chemical potential and pressure are monotonically increasing
with density, i.e., the system is stabilized against a collapse by the repulsive inter-
action. Like the effective chemical potential µ∗ also the T-matrix T sin and therefore
the real chemical potential µ become zero at the phase transition. This is due to the
appearance of the pole in the Bose function within the T-matrix. The pole appears
when approaching the critical point from the normal phase I and signals the onset of
BEC. Due to the linear dispersion in the condensed phase III, the pole is compensated.
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Figure 4.8: Chemical potential and pressure for the renormalized T-matrix approximation.
The thin horizontal broken lines correspond to the Maxwell construction.
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4.5 Summary
The vanishing of the T-matrix at the phase transition can therefore be interpreted in
such a way, that Bose enhancement compensates the repulsive interaction near the
critical point. For strong interaction chemical potential and pressure are multivalued
near the phase transition. A Maxwell construction is possible, but does not spread
over the whole multivalued region. Therefore this feature can not be removed. For
sufficiently weak interaction the back-and-forth behavior disappears and a Maxwell
construction is possible. The first-order phase transition is again induced by the Bose
condensation and to understand its nature needs further investigation. Some authors,
e.g., Ref. [45], argue that due to the first-order phase transition there is no BEC at all.
However, without BEC a Maxwell construction is not possible, since in that case the
density can not be increased beyond the critical value. Therefore it is more likely that
there is a superposition of BEC and the first-order phase transition.
4.5 Summary
The investigation of the interacting Bose gas reveals that there are two important
condensation phenomena, the condensation of quasiparticles, i.e., the usual BEC, and
the condensation of bound states. In the BEC phase the quasiparticle excitations
have a generalized Bogoliubov dispersion. For attractive interaction there is also a
phase where only bound states are condensed. In this phase the dispersion has an
energy gap. However, this phase might be inaccessible in the gas phase due to a
preceding first-order phase transition, i.e., the liquefaction or solidification of the gas.
For repulsive interaction there is also a first-order phase transition induced by Bose
condensation. The superposition of continuous and first-order phase transitions is not
yet fully understood.
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Chapter 5
Summary and Outlook
In this thesis the excitation spectrum and phase diagram of interacting Fermi and
Bose gases were investigated. A renormalized Kadanoff-Martin approximation was
presented, which avoids selfinteraction and is therefore able to describe the normal
and condensed phases on the same footing. Compared to the Kadanoff-Martin ap-
proximation the approximation presented here is an essential improvement. Although
the Kadanoff-Martin approximation is able to describe the main phenomena in the
condensed phase, it gives only a rather rough description of the normal phase. The
Galitskii-Feynman approximation on the other hand is much more suitable for the nor-
mal phase, but fails in the condensed phase. The present approximation incorporates
the advantages of both the Galitskii-Feynman and the Kadanoff-Martin approxima-
tion, without the necessity of using anomalous propagators. The latter violate particle
conservation. Moreover the present approximation can be seen as a justification for
the use of anomalous propagators, since the results are practically identical.
Besides the BCS phase for fermions and the BEC phase for bosons another phase
was found in this thesis for both species, where only bound states are condensed.
For fermions it is therefore possible to have a BEC-BCS crossover. In Fig. 5.1 the
different condensation phenomena are summarized in one phase diagram for attractive
interaction. However it has to be emphasized that Fig. 5.1 shows only continuous phase
transitions. But especially for the Bose gas first-order phase transitions are expected
as well.
The interplay of first-order and continuous phase transitions is one point that needs
further investigation. Therefore it remains also an open question whether or how the
condensation of bound states for bosons can be measured in experiment. Also the two-
particle spectrum, i.e, the excitation of bound states and pairs, has to be investigated
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Figure 5.1: Phase diagram of an attractively interacting quantum gas, the left-hand side
corresponds to fermions, the right-hand side to bosons.
further, especially for fermions. It should be possible to extract these excitations either
from the poles of the T-matrix or from the dynamical structure factor. With the latter
one might also be able to describe rotons in the Bose system, which are so far missing
in the theory presented here. The renormalization scheme presented in this thesis can
be applied to any kind of interparticle interaction, moreover also the application to
inhomogeneous systems like a harmonic trap or an optical lattice is possible.
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