Abstract-In this paper, we consider a Rayleigh fading channel for mobile radio networks. The distribution of cumulated instantaneous interference power is determined when interfering stations are located at random. The corresponding distances from a reference station are represented by a (deterministically delayed) renewal process with finite horizon. This distribution serves as a basis for determining the probability of successful transmission. We start with a short survey on existing models in the literature.
either as binary (complete destruction in the case of a collision), or depending on the strongest received signal power. If a specific capture ratio is exceeded, the strongest signal succeeds, and this signal is captured by the receiver. The capture effect has strong impacts on the performance of mobile communication networks [ 101. Typical bit or packet error rates directly result from certain fading and capture conditions.
Obviously, the performance of a communication system under a certain network and node model is heavily influenced by the channel model. In the literature, various publications with specific configurations of models and evaluation techniques can be found. Subsequently, we give a brief survey.
The simple ideal channel model has served as a basis for a number of investigations on network performance with radio channels using the slotted ALOHA protocol, see [5] , [7] , [8] , [ 121. In this paper, we generalize the spatial distributional model used in these references.
A more realistic channel model is used in [3] , taking into account the propagation power law. The authors analyze packet radio networks (PRN's) with slotted ALOHA and capture. Different improvements of throughput due to capture ratios, and additional techniques for analyzing performance are considered.
In the following publications, analyses of fading effects can be found. Hansen and Meno [4] In this paper, we consider a renewal process controlling the distances of interfering stations, and truncate this process at a finite horizon M . This seems to be a model closely adapted to certain realistic scenarios. Taking the capture effect into consideration, we will obtain numerical solutions of interference power distribution and probability of a successful transmission via an interesting integral equation.
MODEL ASSUMITIONS
We consider a station E being prepared to receive a signal from some transmitter T . The whole scenario may be visualized by locating E at the origin of the nonnegative real axis, and interfering stations at positions 0 < C1 < Cz < . . . E W. We take account of the process only up to a finite horizon, given by a fixed number M . Fig. 1 gives a comprehensive view of the locations.
Transmission of T to E is jammed by transmission of stations in the interval [O, MI whose number Nhf is random and finite with probability one. The cumulated instantaneous interference power at E may be described by the random variable Furthermore, X and {Sz, r z } , i E N are assumed to be independent.
We take account of the capture effect, i.e., the ability of E to capture the reference signal from T , if its power X sufficiently exceeds the joint power S of all interfering stations. Thus, the probability of a successful transmission from T to E is given
where K is a certain minimum threshold for a signal to be decodable, and y denotes the relevant capture (signal-to-noise) ratio.
The key problem in (5) is to determine Fs, the distribution function of cumulated instantaneous interference power S . For this purpose, we introduce the delayed renewal process a 2 0, which will play an important role in the following:
where sup 8 is defined as zero. In our context, N,(") counts the number of interfering stations within distance t , when each T, is located at a + El=, r e . Obviously, it holds that N,(O) = Nt from (1). Analogously to the above we define as the sum of interference power S,!") over all stations T; within distance M , when stations are distributed according to the process N,("). Let
denote the distribution function of S("). By successively conditioning on the position of the first interfering station TI and its signal power S:") at E , we get the following:
S, denoting the individual transmission power of station Ti at
We assume a Rayleigh fading channel with no direct line of sight between transmitting stations and E , such that the distribution of S,, conditional on C, = d,, has density
where k d i a is the average signal power determined by the constant k (electromagnetic environment) and CY E [Z, 51 (radio 
This yields the following integral equation for g(a, s), ( a , s )
E [ O ; M ] x [0,m) = VM. g ( a , s ) = 1 -F,(M -a ) . g ( a + y , s -r ) d r d y = 1 -F,(M -u ) + .pJ," f T ( Y -a ) h(Y, s -. ) S(Y. .
SOLVING THE INTEGRAL EQUATION
The aim of this chapter is to show that g(u,s) is completely characterized by the integral equation (8). Moreover 
has a unique continuous solution on VLv.
mation [l], we consider the sequence {gn}nE-+, with
Proofi According to the method of successive approxi- 
It follows that for all n E No 
-. ) 1gn(Y.r) -g n -I ( Y , T ) l d r d s
Limit and integrals may be interchanged because {gn}nENo is a uniformly convergent sequence of continuous functions. defined by fails to be a contraction.
IV. NUMERICAL RESULTS
It seems to be rarely hard to derive a closed form expression g(a, s) from integral equation (9) . Nevertheless, the proof of existence and uniqueness of a solution is numerically constructive. Carrying out iteration (1 1) on a discrete grid for ( a . s ) over D,bf allows us to calculate a solution at arbitrary precision.
We have applied this idea to g(a, s) with a Poisson process describing positions of interfering stations, Le., i.i.d. exponentially distributed interarrival times T~ in ( 2 ) with density f p ( y ) z e--xy , Y20.
The following calculations are based on the settings a = 2 (free space propagation) and k = 1. Varying k simply means to rescale units of signal power. (7), g(a, s) increases for fixed s with increasing delay constant a, i.e., stochastically decreasing interference power S("). On the other hand, for any fixed a, we have a distribution function in s with an atom at s = 0 corresponding to the event {S(") = O}.
The cut at a = 0, i.e., g(0, s ) , s 2 0, yields the distribution function of cumulated interference power S in (3), which is represented in Fig. 3 for X = 0.1, 0.25, 0.5, 0.75, and 
