Abstract-In this study, a comparative analysis of scheduling for machines and jobs was conducted by proposing a method, which aims to optimize the performance of the job-shop environment. A wide range of objective functions including make-span, maximum tardiness, total flow time, total tardiness, total weighted flow time, and total weighted tardiness, and energy consumption were considered. The decision variables of a manufacturing company including job's weight, starting and completion time, due date, releasing date, and processing time were also considered as inputs of the optimization model. Then, subject to the defined technical constraints of the system, a comparative analysis on the basis of eight scheduling methods was conducted to assess the performance indicators of the job-shop system. Results of the analysis showed the variations of different objective functions based on the proposed methods. The optimum make-span varied from minimum of 210 days estimated by the Earliest Due Date (EDD) method, up to 222 days estimated by the Critical Ratio (CR) method. Further recommendations were also made to optimize the involved decision variables in the considered job-shop environment. Results revealed that the maximum tardiness was best optimized using the EDD method, whilst the Shortest Processing Time (SPT) led to the best optimum value for the total flow time. Analysis of the energy evaluation of the machines showed that the optimum overall energy consumption has been observed with the value of 7,934 kWh for the first operating machine under the effect of the Minimum Slack method, whilst the optimum energy consumption for the second machine was observed with the value of 7,968 kWh using the First Come First Served (FCFS). Last stage of study recommended the optimum planning schedules and resource allocations of the jobs in the machines considering each scheduling method during the operation of the designed job-shop.
I. INTRODUCTION
In today's world, the scheduling, with no doubt, play a crucial role in managing the production processes, and optimizing the work schedules and workloads in production and manufacturing processes. It is noted that, the scheduling is contingent upon decision-making analysis and can be performed on a regular basis in several manufacturing firms, Published and industrial services with the aim of investigating the assignment and issuance of resources to tasks over a considered time periods and its primary purpose is to enhance different objective functions. The resources and tasks in a manufacturing firm can be in several different forms. In this regard, the resources can be considered as machines in a workshop, runways at an airport, crews at a construction site, processing units in a computing environment, and so on. The tasks may be operations in a production process, take-offs and landings at an airport, stages in a construction project, executions of computer programs, and other related items. During the operation of the jobs and machines, every task has a designated priority level, an earliest possible starting time and a due date. In addition, the objectives can also be in several different forms. One goal may be towards minimizing the number of tasks processed subsequent to their corresponding due dates [1] .
A scheduling process, which is performed properly would aid to enhance the efficiency and capacity utilization of the operating machines during their performance. In addition, the task times can be reduced, and the profitability for a designated product could be increased. Furthermore, the resource duplication would directly have a significant influence on short-term decision-making during the production scheduling [2] .
One of the preliminary works concerning the subject of scheduling dates back to 1958, where Johnson [3] for the first time, addressed a two machine flow shop problem. With passage of some time, the first heuristic methods for optimization of make-span during the flow shop scheduling analysis were then introduced by Hundal and Rajgopal [4] . Dai et al. [5] developed an energy-efficient scheduling model for a flexible flow shop problem through employing an improved genetic-simulated annealing algorithm. Shabtay and Zofi [6] investigated single machine scheduling with controllable processing times and an unavailability period to optimize the make-span. The purpose was to determine a job schedule by which the make-span is minimized. A constant factor approximation algorithm as well as a fully polynomial time approximation scheme (FPTAS) for solving the optimization problem was developed in this study. Li et al. [7] studied parallel-machine scheduling with machine-dependent maintenance periodic recycles. Two mathematical programming models were presented to tackle small-sized instances. It was proven that the MLPT algorithm enhances the objective value with a less average relative error. Wu and Che [8] introduced a memetic differential evolution algorithm for energy-efficient parallel machine scheduling. The objective was to minimize both make-span and total energy consumption. Their obtained results showed that their proposed algorithm outperforms NSGA-II and SPEA-II. Liu et al. [9] studied the job shop scheduling with integration of four buffering constraints. It was shown that the proposed heuristic algorithm is satisfactory in order to address the job shop scheduling with combination of buffering constraints in real time.
Obviously, there are many research works in the literature review addressing the scheduling problems for operating machines in the flow-shop environments. These studies have mostly considered the make-span and energy consumption as their primary objective functions. They have also used one or two common method of optimization for performing the analysis. However, a structure, which takes into account a considerably broader range of objectives and scheduling methods in order to address the operation of machines in flow-shops has not been deeply investigated yet. The current research, different from what elaborated in the performed researches in the past, aims to design a job-shop environment under effect of different technical constraints, to optimize seven objectives of the system, which include make-span, maximum tardiness, total flow time, total tardiness, total weighted flow time, total weighted tardiness, and the energy consumption. Additionally, eight scheduling methods, including apparent tardiness cost with setups (ATCSs), earliest due date (EDD), minimum slack (MS), first come, first served (FCFS), longest processing time (LPT), shortest processing time (SPT), weighted shortest processing time (WSPT), and critical ratio (CR) were implemented to investigate the studied performance indicators of the job-shop system. The research also aims to compare the obtained results of the proposed scheduling methods and to suggest the most efficient ones for each objective function and finally to demonstrate the optimum planning schedules and the resource allocations of the jobs in the machines considering each scheduling method.
The contributions of the current paper are as follows:
(1) A manufacturing system has been simulated considering a data set of decision variables including job's weight, releasing date, due date, processing time, starting time, completion time, tardiness and weighted tardiness.18 jobs distributed over two processing machines were considered. (2) A comparative analysis and study of scheduling of machines and jobs by proposing a new structure was perforemd with the purpose of optimizing the performance of the job-shop environment. (3) A wide range of objective functions which have an effect on the operations and performance of the machines are considered and analyzed. (4) The optimum values of the objective functions and the suitable resource allocation of the jobs in the system are also proposed. The remainder of this research is organized to be as follows: in the second chapter of manuscript, the material and methods of the research are developed. Additionally, the objective functions, the data extracted from the considered manufacturing company, the scheduling methods, the governing equations, and the assumptions and constraints were explained in this part. In the next section of the research, after performing the optimization and calculations, the results are obtained and elaborated, and finally in the last section of the research, conclusions and future research directions were drawn and explained.
II. MATERIAL AND METHODS
In the first part of the methodology section, the scheduling goals of the manufacturing system are described. Then, the constraints of the model are explained and afterwards, the scheduling methods are proposed.
A. Definition of the primary objective functions
In order to perform a detailed analysis, seven objective functions are considered during the current analysis. The followings describe each studied objective functions.
1) Make-span
Make-span is a key criterion in a manufacturing system. It is defined as the time difference between the starting, and finishing of a sequence of jobs or tasks. In a manufacturing company, the purpose of the optimization would be to minimize the maximum make-span in a considered range of jobs [10] .
2) Tardiness (T)
The tardiness is typically defined as a criteria of a delay, which can occur during the processing of the jobs in the operating machines. It can also be defined as the difference between the completion time and the due date of that job. In a flow-shop environment, one purpose of the optimization would be to minimize the maximum tardiness (Tmax) to achieve better performance of the manufacturing system. In general, the tardiness in indicator of the due dates, and the maximum tardiness measures the worst violation of the due dates. The other indicators of the tardiness, which are the total tardiness (  j T ) and the total weighted tardiness (  j j T W ) should also be considered in the analysis.
3) Flow time
This parameter is defined as the time when a job is completed minus the time the job was first available for processing. In this study, two indicators of flow time, which are total flow time ( 
4) Energy consumption (EC)
Energy consumption of machines is one of the effective criteria involved during the analysis of the job processing machines. In this study, in addition to the aforementioned objective functions, the energy consumption of the machine has also been estimated based on the following equations (Eqs. 1 -3 respectively) [10] : 
Where EC is the energy consumption (kWh), C ME is the machine's energy characteristics, Cj is completion time for job j (h), Pj is the processing time for job, j (h). IP is the Ideal Power (kW), Yj is decision variable considering the energy for the setup (kWh), SE is the energy setup (kW), and PP is the required power to process the job (kW). The machine's energy characteristic, C ME is a decision variable of the system, which depends upon ideal power, setup energy and the power to process the jobs.
Furthermore, the following constraints were implemented for the considered operating machines:
In addition, the considered system is assumed to be a flow shop environment consisting of two operating machines, which has interfering operation hours, with zero buffer capacity. Furthermore, owing to the requirements of the manufacturing company, it is also assumed that the second machine will have a much more operating hours to process the first and last jobs of the machine.
B. Assumptions and constraints of the model
In the current analysis, we have considered two parallel machines with a number of 18 jobs. The design parameters include decision variables for each job including the weight, the release date, the due date, processing time, starting and finishing date, tardiness, and the weighted tardiness. These parameters are extracted from the studied manufacturing company and shown in the Table 1 in the appendix. The unit of the decision variables are considered to be in days.
As shown in the above-mentioned table, Wj is the job's weight, . Rls is the releasing date of the job, St is the starting time of the job, T is the tardiness, and Wt is the weighted tardiness. The first stage of the analysis process has begun with the data collection including the design variables of the manufacturing system. Afterwards, the assumptions, constraints, limitations, and objective functions were defined and imposed through the optimization model. The job shop's status in the Table 1 (appendix) is either indicated with A, when the first machine is operating, or B, when the second machine is processing the jobs.
Based on the requirements of our manufacturing company, a series of assumptions and constraints are imposed prior to the optimization process. The followings explain the constraints applied during the analysis: 
Where d is the due date, Max(dj) is indicative of the maximum amount of the due date, Wj is the weight for the job, j, Pj is the processing time for job, j, Pmin is the minimum processing time, Pmax is the maximum processing time, PjB is the processing time job j for when the machine's status, B (or A) is defined. In the next section, the scheduling methods, which are utilized during the optimization process are explained, and the objective functions were evaluated. Scheduling analysis of the jobs together with the flow of coming jobs to the flow-shop environment were the last stage of the process.
C. The proposed scheduling methods
In the current research, eight heuristics were proposed to estimate the objective functions during the scheduling analysis and optimization process. The following subsections explain the aforementioned methods [1] :
1) Apparent tardiness cost with setups (ATCSs)
The ATCS method is as a result of integrating different methods simultaneously. It calculates the index of job, j at time, t when job l has completed its processing on the machine as follows:
Where S is the average value of the setup times for the considered jobs, which are remained to be scheduled, p is the average processing time, dj is the due date of the job, j, Sij is the setup times of the jobs j and l, Wj is the weight of the job, pj is processing time of job, j, K1, the due date related scaling parameter, and K2 is the setup time factor, which is related to a scaling parameter. The scaling parameters are dimensionless values and they're independent of the units utilized to express various quantities. The two scaling parameters, K1 and K2 can be regarded as functions. During the current analysis, the coefficients of the ATCSs method, i.e., K1 and K2 are considered to be 8 and 14 respectively. It is noted that the optimization using this method considers the jobs subject to sequence dependent setup times.
2) Critical ratio (CR)
This method is considered as one of the most typical scheduling methods during the analysis to aid the most production scheduling systems. Being an index number, the CR can be determined through dividing the remaining time until the due date by the work time remaining.
Once the CR is estimated for each work station, the priority order would be given through using the value of the estimated critical ratio. The priority order is performed from smaller to larger values.
3) The earliest due date (EDD)
The EDD method is a common dispatching scheduling method, which relies on the scheduling of the due dates. The EDD is considered as a priority rule, which sequences the jobs in a queue on the basis of their (operation or job) due dates.
4) First come, first served (FCFS)
This method is defined as a method, which aims to perform the sequencing of the jobs, on the basis that they first appear to the queue of the jobs.
5) Longest processing time (LPT)
The LPT performs the sequencing of the job flows on the basis of the longest processing time. This rule would typically be assigned at t = 0 the m longest jobs to the m machines. Afterwards, whenever a machine is freed the longest job among those not yet processed is to put on the machine. This heuristic method attempts to place the shorter jobs more towards the end of the schedule, where they can be utilized for balancing the loads.
6) Minimum Slack (MS) method
The MS method, which is on the basis of the EDD, is a dynamic scheduling rule with the purpose of ordering a designated number of jobs in machine according to max (Dj − Pj − t, 0), which is time dependent. This implies that at some point in time job j may have a higher priority than job k and at some later point in time jobs j and k may have the same priority.
7) Shortest processing time (SPT)
The SPT method is defined as a common scheduling dispatching rule, which aims to perform the sequencing of the coming jobs to the machine on the basis of shortening the processing time of the jobs.
8) Weighted shortest processing time (WSPT)
The WSPT method is defined as a common scheduling dispatching rule, which aims to perform the sequencing of the coming jobs to the machine on the basis of shortening the processing time of the jobs. Among all studied rules, the EDD and WSPT are those of the dispatching rules, which are applied in a single or parallel machine environments. However, they can also be applied in a more complicated machine environment such as the flexible flow shop (FFS) and the flexible job shop (FJS). They are therefore applied in the following way: each time a machine is freed, then the system checks out which jobs should keep operating on the machine. The system then uses the following data for the priority rules: the due date of a candidate job is then the due date at which the job has to leave the system. The processing time, which is plugged in the WSPT rule is the sum of the processing times of all the remaining operations of that job.
III. RESULTS AND DISCUSSION
The current analysis has been performed for two parallel machines with 18 jobs. Subsequently, the results explaining the estimated values for the objective functions have been obtained based on each scheduling rule.
One important part of the study was to analyze the energy consumption (EC) of the processing machines. The EC criteria plays a big part in the reliability of a designed job/flow-shop. The less EC values, the more efficient that job/flow-shop would become. The overall variations of energy consumption during the current analysis based on the proposed methods are indicated in the Table 1I in the main text. The minimum EC has occurred with the value of 7,934 kWh during operation of the first machine using the MS method, whilst for the second operating machine, the minimum EC was 7,968 kWh when the FCFS method is implemented. The maximum EC has occurred with the value of 12,370 kWh during the operation of first machine using the CR method, whereas for the second machine, the EC values ranged from minimum of 7,968 kWh up to maximum of 10,688 kWh. Table 2 in the appendix section reveals the overall evaluation of the primary objective functions (except the energy consumption) under effect of each scheduling method. Looking through the table, it is evident that the different scheduling methods have led to different values of the objective functions. When comparing the results of the objective functions using each scheduling method, it was concluded that the make-span and the maximum tardiness were among those objective functions, which had resulted in closer estimated values in terms of the employed method of scheduling. The most significant difference concerning the estimated values of the objective functions was observed for the total weighted tardiness (  j j T W ) followed by the total tardiness (  j T ), and the total flow time (  j C ). The analysis shows that the make-span has varied from minimum of 210 days to maximum of 222 days. The EDD method together with the LPT have resulted in optimum level of the make-span with value of 210 days. The EDD rule was also considered as the only rule, among the studied heuristics, which was able to minimize the maximum tardiness with value of 178 days. The SPT rule was able to optimize the total flow time together with the total tardiness with the values of 1898, and 1452 days respectively. Results of the study have been generalized so that for any number of the job s, and machines, the considered objective functions can be estimated under specified technical constraints.
The ATCS and WSPT were able to best optimize the total weighted completion time and tardiness. To sum up, the current analysis gives a great sense of creating a compressive scheduling and planning method, which recommends the optimum values of the most important objective functions in a manufacturing system that should be considered from the design phase of the job/flow-shop till during the operation of the processing machines. It also makes comparisons of the different scenarios on the basis of the proposed scheduling rules.
Overall, taking into account the evaluation of the proposed scheduling methods, and the investigated objective functions, and considering an average criterion of the optimized values, it has become evident that the EDD rule together with the SPT, in most cases, had a great performance in the optimization of the scheduling parameters as well as the energy consumption of the processing machines.
It is worthwhile to mention that analyzing the resource allocation and the distribution of the processed jobs during the operation of machines is a crucial aspect of understanding their performance, and operation process, since it can provide a great perspective with regard to the flow of coming jobs, which are processed, as well as their processing time among all studied jobs, with consideration of different sequencing methods. Relations 8 -11 depict the order of the jobs on the basis of the scheduling methods, i.e. EDD and SPT, which proved to have a better performance compared with other scheduling methods. The processing hours and the machine number are considered. These relations also aim to demonstrate the optimum planning schedules and the resource allocations of the jobs in the machines considering each scheduling method. Overall, it can be concluded that the EDD and SPT rules have produced a similar pattern of the job's distributions, though, after the sixth job in the first machine and the 14 th job in the second machine, there has been some minor differences in the order of the coming jobs to the job-shop environment. The maximum finishing hours, have occurred in the second machine, with the value of 210 and 212 days on the basis of the EDD, and SPT rules respectively.
Aside from the energy consumption of machines together with the completion time, two effective parameters during the analysis of the machine scheduling are the make-span and tardiness. As a matter of fact, minimizing the make-span plays a crucial role in enhancing the efficiency of a manufacturing system, since if the make-span is not decreased as much as possible, the order of the products will not be shipped on time. On the other hand, in order to decrease the lateness of performing the tasks, minimizing the tardiness parameter is also another primary goal to achieve. Thus, in the following diagram (as shown in the Fig. 1) , with consideration of each scheduling method, a trade-off between these two parameters has been performed, which concludes that, for the majority of the scheduling methods, there is a direct relation between the make-span and the maximum tardiness in terms of the time. In other words, as the maximum tardiness increases, the make-span increases. The only two methods, by which the objective functions had experienced a sudden decrease were the ATCS and the LPT. Sequencing based on the EDD rule:
IV. CONCLUSIONS AND FUTURE RESEARCH
In the current study, a comparative analysis of scheduling and optimization of parallel machines in a job-shop environment through applying several advanced scheduling methods and objective functions is conducted. Results revealed the most efficient decision variables, as well as the relationships among the objective functions and the studied scheduling methods. Optimization results showed that the EDD method followed by the FCFS had better efficiency compared with other methods in obtaining the optimum make-span. The EDD was also able to demonstrate a great performance to minimize the total flow time, total tardiness, and maximum tardiness in the designed flow shop. In addition, the ATCS was considered as the most efficient method for minimizing the total weighted flow time, and the total weighted tardiness. Subsequently, the total flow time together with the total tardiness were best optimized using the SPT rule.
Analysis of the energy consumption was also another aspect of the research which showed how much each machine and jobs have consumed energy. This matter is particularly important when measuring the energy performance of a designed flow shop. It was concluded that the MS method has led to highest maximum EC during the operation of first machine. On the other hand, the FCFS for the first machine has caused less EC negative energy balance. It also became clear that the energy consumption of the machines was significantly dependent upon the completion time, and processing time of the jobs.
In the last section of the paper, the flow distribution of the processed jobs during the operation of machines was studied. It became evident that the first operating machine had more processing hours when the CR, FCFS, LPT, and MS methods are applied during the scheduling process, whilst for the second machine, ATCS, EDD, SPT, and WSPT led to finishing the operation in a longer span of time. 
