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INTRODUCTION 
Le coût élevé du devèloppement et de la maintenance de 
logiciels fiables constituent un problème qui a -retenu une atten-
tion croissante au cours de ces dernières années. i-B0E,83_7, 
;-:tAM,82 7 
- - . 
On a ainsi estimé que le coût de maintenance peut 
atteindre 70 % du coût total d'un logiciel, alors que la spécifi-
cation et la conception de celui- ci ne représente que 10'/4 • 
Une des causes principales de ce phénomène réside dans 
le fait que les spécifications des différents besoins à satisfaire 
et problèmes à résoudre par le logiciel sont généralement médiocres 
/-GER,80 7 
- - . 
Bien spécifier un problème est une tâche difficile car 
- les spécifications sont à la base du contrat liant la personne 
qui pose le problème(le demandeur) et l'informaticien qui le 
résoud. En ce sens elles qoivent être à la fois précises et 
·--compréhensibles dans les deux parties; 
- ces spécifications constituent en même temps le point de départ 
du travail de l'informaticien, qui ne connaît généralement pas 
le référentiel de base du demandeur: elle.s doivent par consé-
quent faciliter les tâches ultérieures de conception, de valida-
tion et de maintenance. 
Les recherches actuelles dans le domaine de la spécifi-
cation s'étendent sur plusieurs axes: les méthodes de _spécification 
les langages de spécification et les aides automatiques à la 
spécification /-LAM~82 7 
- - . 
./ ... 
La description du problème à résoudre peut,bien 
entendu, se faire en langue naturelle, ce qui peut présenter 
certains inconvénients. 
-Nous mentionnerons plus particulièrement le caractère 
ambigu de la langue naturelle ~-un mot ou une phrase peuvent avoir 
plusieurs significations), les risques de verbosité et de "bruits" 
pour la spécification ainsi que les risques d'erreurs d'inter-
prétation. On considère de plus en plus que l'utilisation d'un 
langage formel de spécification peut remédier à de tel s problèmes, 
et facilier la transition vers les étapes ultérieures de développe-, 
ment. Un tel langage offrira des concepts interprétabl es d'une et 
une seule façon, de par le fait qu'ils doivent respecter des règles 
syntaxiques et sémantiques précises. 
·-De plus, le caractère formel d'une spécification permet à 
celle-ci d'êt~e traitée par machine. De tels traitements peuvent 
être classifiés en deux groupes: 
- Il y a des traitements de base permettant, par exemple, l'édi-
tion, la vérification syntaxique 
formelles. 
et sémantique de spécifications 
- Il y a des traitements spécialisés destinés à fourni r certaines 
aides à l'utilisateur dans son travail de description de problèmes 
(par exemple, génération automatique de parties de texte d'une 
spécification formelle en fonction d'informations déjà contenues 
dans cette spécification). 
Le projet SPES, developpé au Centre de Recherche et 
Informatique de Nancy,s'inscrit dans ce genre de préoccupations. 
Son noyau est constitué d'une langage forme l de spécifi-
cation ap~elé SPES, destiné à être utilisé en relation avec une 
démarche déductive /PAI 797 
- ' - L-DUB, 82 _7 ' L-DUB ,81 _7 
./ ... 
3 
L'objectif de ce projet est de développer un environne-
ment de spécification autour du langage SPES. Cet environnement 
devra comprendre ·: 
- des outils de base permettant l'édition et le contrôle 
syntaxique et sémantique du texte SPES; 
des outils spécialisés permettant · : · 
-l'interprétation de texte SPES en vue de générer une maquette 
du logiciel; 
-la transformation de ~texte SPES en textes en langue naturelle 
destinés au demandeur; 
-un certain nombre d'outils d'aides à la conception de textes 
SPES. 
Le s:c~ma suivant reprend les différentes préoccupations 
relatives au projet SPES. 
Maquette 
Editeur syntaxique du langage SPES 
+ outils de ~êrification des règles 
. . ~é]Jlantiques; 
~ ~~tils d'aide à las éficiati 
Formalisation du probl ème en 
ransformateur d'une 
cification exprimée en 
SPES en une exprimée en 
lan e naturelle 
Interpreteur de specifi-
cation en vue de la géné-
ration d'une maquette 
Texte 
de la 
L'objectif de notre travail était de développer 
des outils de base pour le langage SPES, ainsi qu'un certain 
nombre d'outils d'aide à la conception de textes SPES. 
Les grandés lignes de notre travail furent les suivantes 
- Défintion d'une syntaxe et d'un début de sémantique pour le 
langage SPES, au départ d'une grammaire incomplète et mal définie. 
- Génération d'un éditeur syntaxique pour le langage SPES, réalisé 
en utilisant l'environnement MENTOR iMEL,82:7ôIBL 2,8~7de 
l'I.N.R.I.A. 
- Développement d'outils spécialisés effectuant principalement 
la vérification de règles sémantiques ainsi que la génération 
automatique de parties de textes SPES. 
Le présent mémoire comprend deux1:parties : 
La première présentera le cadre existant. 
Dans un premier chapitre, nous introduirons les concepts 
liés à l'usage d'un éditeur syntaxique. Nous étudierons brièvement 
les éditeurs orientés lignes, en insistant sur leurs désavantages, 
pour aborder ensuite l'étude des éditeurs syntaxiques, en souli-
gnant leur caractéristiques, avantages et inconvénients. Nous 
te~nerons ce chapitre par la présentation de quelques réalisa-
tions dans ce domaine. 
Le second chapitre consiste en une présentation du 
système MENTOR, système générique utilisé comme éditeur syntaxique 
pour le langage SPES. Nous présenterons les concepts de base du 
système MENTOR, à savoir la caractérisation des objets maniplÙ.i s, 
./ ... 
la phase d'édition consistant à effectuer le passage entre la 
forme externe et la forme interne, et la visualisation effectuant 
l'opération inverse. La génération d'un éditeur sous MENTOR est 
réalisée par intermédiaire d'un programme écrit en METAL, fournis-
sant, la description du langage paramètre. Nous étudierons les 
concepts qui y sont utilisés. 
Le dernier chapitre consiste en l'étude du langage SPES. 
Après une présentation générale du langage, nous fournirons un 
exemple de spécification en SPES. Nous en détaillerons ensuite 
les différentes constructions. 
La seconde partie de ce mémoire 12résentera 1 'environne-
ment de spécification que nous avons réalisé pour le langage SPES. 
Dans le premier chapitre sera présenté l'architecture 
des outils créés, ainsi qu'un scénario de leur utilisat ion par le 
i1pécifieur. Nous 12rése·nt~rons également la philosophie· -de leur 
développement, en y justifiant les caractéristiques des outils 
créés ainsi que le choix opéré parmis les outils r~alisables. 
Le second chapitre introduit . les outils de base, néces-
saires à l'obtention d'un éditeur syntaxique pour le langage SPES 
Par l'utilisation du système MENTOR. Nous présenterons, dans un 
premier temps, les problèmes pouvan~ y survenir lors :de la généra-
tion de l'éditeur syntaxique. Nous aborderons ensuite la manière 
de réaliser le passage de la forme interne à la forme externe via 
le décompilateur. 
Le troisième chapitre présentera les outils réalisant 
la génération du texte SPES. Le premier de ces outils se rapporte 
à la gestion de messages, lespseudo-commentaires, reprenant sous 
./ ... 
forme textuelle les informations relatives aux références entre 
énoncés. Le second outil permet la création assistée de nouveaux 
énoncés, consistant à la génération de la sémantique informelle et 
du type des objets résultats et arguments de l'énoncé. Le 
troisième -outil consiste en la génération de définitions de types 
suivant le concept des types abstraits, caractérisant un type par 
les opérations y associées; opérations possédant elles-mêmes une 
sémantique formelle. Le dernier outil présenté dans ce chapitre 
concerne la génération de descriptions de type à partir d'énoncés. 
Cet outil permet d'inférer la structure d'un objet en se basant 
sur les manipulations effectuées sur celui-ci. 
Le quatrième chapitre présente les outils d'analyse 
d'une spécification. Ces outils assurent la vérification de règles 
sémantiques d'une spécification SPES. Nous classerons ces vérifi-
cations en 4 groupes, selon qu'elles sont effectuées au niveau de 
l'énoncé, d'une liste d'énoncés, de la bibliothèquem des types, ou 
e·n. .. f i n de la spécification. Ces vérifications portent sur des règles 
écrites en langue naturelle dans la description du langage. Parmi 
celles-ci, nous mentionnerons: 
la vérification des concordances de type au sein d ·1 un énoncé; 
- le· contrôle de l'existence d'un et un seul énoncé racine dans 
une liste d'énoncés; 
- la vérification de l'apparition d'une description pour tout type. 
Le cinquième et dernier chapitre de cette partie est 
consacrée aux outils producteurs de récapitulatifs. •ous Y envisa-
gerons successivement le récapitulatif des profils d'énoneéa 
précisant pour chaque énoncé le type de ses arguments et résultats~-
et le récapitulatif de la spécification, comprenant la liste des 
énoncés, ½_ récapitulatif des profils d'énoncés et la bibliothèque 
de type. 
Notre conclu~~on comportera q~atre points : l'évaluation 
du système MENTOR,.l l 'app~éoiatiofü du langage SPES, la cri tique des 
outils développés et enfin, les ext~_nsions possibles de ce travail, 
dans lequel nous insisterons sur la nécessité d'adjonction d'un 
pilote, :aidarit le spécifieur et imposant une démarche de spécifica-
tion. 
./ .... 
Notre expérience en tant que créateur et utilisateur 
des outils développés nous a, en effet, fait sentir de façon 
cruciale la nécessité d'un interface entre l'utilisateur et le 
système :MENTOR. L'interface à créer (le pilote) imposerait l'uti-
lisation d'une démarche de 6»6eification, et effectuerait au-
tomatiquement des contrôles sémantiques sur des textes syntaxique-
ment corrects. 
6 
PREMIERE PARTIE: PIŒSENTATION DU CADRE EXISTAN1I' 
La première partie de ce mémoire introduit les concepts 
globaux que nous retrouverons tout au long de ce travail. 
Le premier chapitre introduit la notion d'édition, et 
présente quelques caractéristiques communes aux éditeurs synta-
xiques, ainsi que certaines réalisations dans ce domaine. 
Le second chapitre présente le système MENTOR, mis au 
point à 1 'INRIA à Paris. C '-est par 1 •utilisation de -- ce système 
que sera généré l'éditeur syntaxique pour le langage SPES. 
Le troisième , chapitre présente les notions de base 
du langage de spécification SPES, langage pour lequel l 'environ-
nement de · spécification sera créé. 
1. L'USAGE D'UN EDITEUR SYNTAXIQUE 
1.1 Introduction 
La création et la modification de texte représentent des 
tâches courantes dans un environnement informatique. Ces tâches 
sont assurées via l'utilisation d'éditeurs. 
L'éditeur est un programme qui permet à l'utilisateur de 
créer et de réviser un objet ~'document". Nous utilisons le terme 
"documentn, afin d'inclure des objets tels que programmes, textes, 
équations, tables,diagrammes, graphiques. A ce propos, nous nous 
limiterons aux éditeurs de texte; le mot texte étant pris dans son 
sens général (suite de caractères, en général texte de programme, 
texte de spécification ••• ). 
Parmi ces éditeurs, nous distinguons deux familles: 
les éditeurs orientés ligne et les éditeurs syntaxiques. 
- Les éditeurs orientés ligne sont conçus pour la manipulation de 
textes quelconques (textes libres, textes de programmes ••• ). 
Les caractères, les chaînes de caractères, les lignes en sont les 
unités de traitement. 
- Les éditeurs syntaxiques prennent en compte la structure syntaxi-
que d'un langage pour en manipuler les textes. 
Les unités syntaxiques du langage en sont les unités de traitement. 
Nous évoquerons brièvement les désavantages des éditeurs 
orientés ligne, pour aborder ensuite l'étude des éditeurs syntaxi-
ques où nous mettrons en évidence un certain nombre de caractéris-
tiques, d'avantages et d'inconv~nients. Nous citerons un certain 
nombre de réalisations dans cè domaine. Parmi ces réalisations, 
no~s étudierons plus spécialement le système Mentor, qui fait 
partie de notre environnement de travail. 
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1.2 Les_éditeurs_orientés_ligne 
Les inconvénients des éditeurs orientés ligne proviennent 
essentiellement de la structuration des objets qu'ils manipulent. 
D'une manière générale, i~s conçoivent le contenu d'un texte comme 
une suite de lignes; chaque ligne étant constituée d'une suite de 
caractères. A ce niveau, ils ne peuvent donc pas faire la différence 
entre un texte libre, un texte de programme, un texte de spécifica-
tion, • • • puisque chacun de ceux-ci est constitué de suites de 
lignes de caractères. 
De même, ils sont limités dans l'aide qu'ils peuvent 
fournir pour construire des textes structurés (textes de programme 
ou de spécification obéissant à une syntaxe déterminée) de par 1~ 
manque d'informations qu'ils possèdent -·sur les objets qu'ils mani-
pulent. En effet, rien ne leur permet de différencier une chaîne 
de caractères d'une autre dans le cas d'une chaîne PROCEDURE XYZ, 
rien ne leur permet de dire que PROCEDURE est un mot-réservé du 
langage et que la chaîne XYZ est un identificateur de PROCEDURE. 
Ils ignorent également que le mot PROCEDURE introduit une structure 
de bloc qui doit se terminer par le mot-réservé END. 
Cette incapacité de prise en compte de la structure 
syntaxique d'un texte empêche toute vérification de la validité 
syntaxique de celui-ci lors de l'édition, et exclut toute possibi-
lité de construction automatique de parties de texte en fonction 
des structures utilisées. 
En conséquence, l'analyse syntaxique n'est poss ible que 
plus tard, lors de l'interprétation ou de la compilation. Un certain 
nombre d'aller-retour entre édition et compilation seront donc en 
. 
général nécessaires pour obtenir un texte syntaxiquement correct, 
ce qui pourra influencer défavorablement le coût du développement 
./ ... 
9 
du programme et la productivité du programmeur 
Ces inconvénients ont conduit les recherches vers de 
nouveaux types d'éd~teurs, prenant plus en compte l'aspect syntaxi-
que des textes. -
1.3 Les_éditeurs_syntaxiques 
Nous commencerons par évoquer certaines caractéristiques 
communes à ce type d'éditeur, ain~i que leurs avantages et leurs 
inconvénients. Ensuite, nous présenterons quelques réalisations 
dans ce domaine : le synthétiseur de Cornell, SDS. Ce choix a 
été guidé par les idées que chacun de ces systèmes apport e au 
niveau du concept d'édition syntaxique. 
En conclusion, nous comparerons ces différents systèmes 
de manière à en souligner les différences. 
1.3.1 Caractéristiques_d'un_éditeur_syntaxique 
1.3.1.1 Fonctions_d'un_éditeur_syntaxique 
La plupart des éditeurs sont interactifs et 
orientés vers des introductions et des visualisations faites à 
partir de vidéos. 
Les fonctions classiques assurées par les 
éditeurs de texte, à savoir la création, la modification, la 
suppression et la visualisation de textes ou parties de texte , 
tiennent compte de ces caractéristiques. 
Dans le cas des éditeurs syntaxiques, ces opéra-
tions se font en termes de construction du langage plutôt qu'en 
termes d'unité textuelle (caractère, chaîne de caractères, ligne ••• ) • 
. / ... 
Aux fonctions de création et de modification 
s'ajoute la fonction de contrôle syntaxique qui permet de s'assurer 
que la partie de texte créée ou modifiée est bien conforme à la 
syntaxe du langage. 
Ces fonctions produisent et/ou utilisent une 
même représentation interne du texte. 
La fonction de visualisation transforme cette 
représentation en une représentation textuelle. Nous y reviendrons 
après l'étude de la représentation interne. 
1.3.1.2 Représentation_interne_des_objets 
La plupart des éditeurs syntaxiques reposent sur 
une représentation interne du texte à éditer sous forme d'arbre 
appelé arbre abstrait. Cet arbre met en évidence la structure 
syntaxique du texte pour une grammaire donnée. 
Les noeuds de cet arbre sont des objets structu-
rés qui représentent des constructions du langage, constitués d'un 
nom et d'un ensemble de champs. Le nom identifie une construction 
du langage et les champs font référence au(x) fil(s) d'un noeud qui 
peuvent être des objets structurés ou des unités lexicales diffé-
renciées des mots-réservés. 
Dans l'arbre, les noeuds seront les non-terminaux 
du langage et les terminaux faisant référence aux unités lexicales 
(différenciés des mots-réservés); les feuilles seront ces unités 
lexicales et les arcs des pointeurs reliant un noeud père à ses 
noeuds fils. 
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Prenons par exemple les règles suivantes: 
<:. while-inst? : : = WHILE <condi tian> DO .(inst-lst> END 
<inst-lst, : := .(inst> 
< inst-lst> : : = < inst') .i. i inst-lst > 
<inst;> : := <var>:= (var) 
(condition) : := <:var)..=. <var> 
où les mots soulignés sont des mots-réservés. 
La représentation arborescente de l'instruction 
WHILE. a = b DO a: =c END 
serait: 
C 
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L'~nsemble des règles définies plus haut constitue 
ce que l'on appelle généralement la syntaxe concrète du langage. 
Dans la représentation arborescente, la structure du langage appa-
raît plus simple parce qu'on y fait abstraction de tous les mots-
réservés. Cette structure simplifiée du langage sera généralement 
appelée syntaxe abstraite· du langage. 
La fonction de visualisation des éditeurs syn-
taxiques est généralement réalisée par l'intermédiaire d'une 
routine particulière . appelée décompilateur, qui transforme un 
arbre abstrait en un texte formaté~ Elle utilise des schémas de 
décompilation qui décrivent la correspondance existante entre un 
noeud et sa représentation textuelle. 
Ces schémas de décompilation contiennent des 
mots-réservés, des ponc"hl:ations ainsi que des instructions destinées 
au gestionnaire d'écran qui permettent de donner une représenta-
tion agréable du texte (indentations, sauts de lignes, ••• ). 
La décompilation s'effectue par parcours de 
l'arbre abstrait en générant le texte correspondant au noeud ren-
contré, suivant son schéma de décompilation. 
1
.3.2 !!~!~~~~-~!_!~s~~!!~!~~!~-~~~-~~!!~~E~-~~!~!s~~~ 
Les éditeurs syntaxiques accroissent considérablement· 
la productivité des programmeurs pour plusieurs raisons: 
- Ils déchargent le programmeur de détails syntaxiques propres à 
chaque langage (productions, mots-réservés, format des instruc-
tions). 
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- Ils réduisent considérablement le temps de miseau point d'un 
programme en effectuant un contrôle syntaxique immédiat sur les 
parties de texte introduit~s, en signalant les erreurs, permet-
tant ainsi à l'utilisateur une correction immédiate. D'autres 
avantages sont liés à la structure d'arbres qu' iJs utilisent. 
On peut,par exemple, supprimer tout un arbre sans devoir supprimer 
successivement tous les sous-arbres qui le constituent. 
- Cette structure interne arborescente peut être exploitée par 
d'autres outils. Elle pourrait permettre, par exemple, une automa-
tisation de certaines phases du développement de programme, tels 
que des contrôles sémantiques sur des parties de texte, l'éta-
blissement de graphes d'appel, ••• 
Pour terminer ce paragraphe, il faut signaler deux 
désavantages des éditeurs syntaxiques: 
Ils sont généralement gourmands en place mémoire, principalement 
à cause du stockage de l'arbre abstrait en mémoire et des rou-
tines interactives. Cet inconvénient devient peu-à-peu mineur à 
mesure que le coût des mémoires diminue. 
- Ils sont généralement lents en temps d'exécution par la gestion 
de l'arbre abstrait et le contrôle syntaxique. Cependant cette 
lenteur est largement compensée par la rapidité avec laquelle 
les programmes sont constitués. 
1 • 3. 3 . 1 !;~_.êP-!!!~!~.ê~~E-~~-22~~!! ( TEIT , 81 ~.) ( TEIT , 81 b) 
(HEY,8?) 
Le synthétiseur de programmes, créé par une équipe 
de l'Université Comell est un environnement de programmation inter-
actif qui inclut un système d'édition guidé par la syntaxe, une 
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aide à la mise au point et une aide à l'exécution de programmes. 
Son développement a débuté en 1978. 
La premiere réalisation a été effectuée pour · le 
langage PL-1, ce qui a donné le PL/CS. A l'heure actuelle, d'autres 
réalisations sont en cours, notamment pour le langage Pascal. 
Parallèlement à ces nouvelles réalisations, l'équipe du Cornell essaye 
de définir un système permettant de générer un synthétiseur de 
programme pour un langage donné à partir de la définition de sa 
grammaire (cf Mentor). 
Identification des objets manipulés 
Deux types d'objets sont manipulés dans le 
synthétiseur de programmes : les schémas (templates en Anglais) 
et les phrases. 
Un schéma est une représentation pré-établie d'un 
non-terminal du langage. Il est constitué de détenteumde place 
(placeholders en Anglais), de mots-réservés du langag~, de ponctua~ 
tien et de formats d'41.dentation. 
Les schémas constituent la charpente de construc-
tion des programmes. Ils ont un caractère immuable. Les détenteurs 
de place identifient les endroits où peuvent se faire les inser-
tions d'autres schémas et de phrases. De plus, les détent eurs de 
place désignent des classes syntaxiques auxquelles appart iennent les 
différents objets qui peuvent se placer à cet endroit. 
Par exemple, le schéma d'uneinstruction condition-
nelle pourrait -être le suivant, 
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IF (condition) 
TREN statement 
ELSE statement; 
où "condition" et "statement" sont des détenteurs de place. 
AS 
Une phrase est une séquence arbitraire de 
symbol es. Elle est généralement utilisée pour introduire les ins-
tructi ons d'affectation, les expressions et les listes de varia-
bles considérées comme des objets non structurés. 
Phase d'édition 
L'utilisateur ne manipule que des schémas et des 
phrases. Au niveau interne, les différentes parties du programme 
seront représentées par des arbres dont les noeuds sont générés à 
partir des schémas et des phrases manipulés par l'utilisateur. 
Vue externe de l'édition 
Les programmes sont créés par raffinements 
successifs en insérant de nouveaux schémas ou de nouvelles phrases 
dans le squelette formé à partir des schémas précédemment introduits. 
L'insertion se fait en remplaçant un détenteur 
de place par un schéma ou une phrase. Chaque insertion provoque 
un contrôle syntaxique qui permet de s'assurer que l'objet de 
remplacement appartient bien à la classe syntaxique désignée par le 
détenteur de place. Le remplacement se fait toujours pour un déten-
teur de place désigné par le curseur sur l'écran. 
Vue interne de l'édition 
Chaque insertion provoque la génération d'un 
noeud à partir du schéma ou de la phrase insérée par l'utilisateur • 
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Ce noeud est représenté en mémoire par un -enregistrement de longueur 
variable qui contient des caractères, s'il s'agit d'un noeud généré 
à partir d'une phrase; des zones réservées à des pointeurs, s'il 
s'agit d'un noeud généré à partir d'un schéma. Les zones pointeurs 
correspondent aux détenteurs de place du schéma. Le rempl acement 
d'un détenteur de place par un schéma ou une phrase va se traduire 
au niveau interne par la création d'un nouveau noeud ou d'un 
pointeur de la zone correspondante, du noeud père vers le nouveau 
noeud. Les noeuds ainsi reliés formeront une arborescence. 
Commandes 
Il existe deux types de commandes. Les commandes 
de déplacement du curseur et les commandes d .-' éditions. 
En général, le curseur se déplace sur l'écran par 
incréments logiq~es, c'est-à-dire d'un schéma à l'autre, d'un 
schéma à ses constituants, d'un constituant à un autre dans un même 
schéma, d'une phrase à ses caractères, et d'un caractère à l'autre 
dans _une m~me phrase. 
Ces déplacements vont se traduire au niveau interne par des dépla-
cements dans l'arbre suivant l'incrément utilisé: 
- up, down: déplacent le curseur d'un élément du programme à 
l'autre, s'arrêtant sur un schéma, un détenteur de 
place ou une phrase. La commande 11up 11 déplace le 
curseur en remontant dans le texte, la commande "down" 
en suivant le texte. 
- left, right: déplacent le curseur à l'intérieur d'une phrase, 
c'est-à-dire d'un caractère à l'autre. la commande 
nleft"déplace le curseur en remontant dans le texte, 
la commande nrightn en suivant le texte. 
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- long up, long down déplacent le curseur d'un schéma à un autre 
schéma situé à un même niveau dans la struc-
ture du programme. La commande "long up" 
déplace le curseur en remontant dans le texte, 
la commande "long down" en suivant le texte. 
- diagonal déplace le curseur vers l'élément englobant d'un niveau; 
c'est-à-dire d'un caract-ère à une phrase, d'une phrase 
à un détenteur de place, d'un détenteur de place à un 
schéma, d'un schéma à un autre schéma. 
- long diagonal: remonte le curseur au niveau de l'élément englo-
bant tous les autres, ou autrement dit, à la 
racine de l'arbre. 
Commandes d'édition 
Création 
======== 
Chaque schéma du langage est identifié par un 
mnémonique. Il suffit donc de taper la commande ".Xn pour insérer 
le schéma identifié par X à l'endroit désigné par le curseur. 
Au niveau interne, cette commande va provoquer 
un contrôle syntaxique suivit éventuellement de la création d'un 
nouveau noeud ou d'un pointeur du noeud père vers le nouveau noeud, 
comme nous l'avons vu précédemment. 
Un programme est créé à partir de suite d'inser-
tions et de déplacements dans la structure arborescente formée à 
partir des · schémas insérés. Nous avons vu comment se font les 
insert ions et les déplacements dans la structure. Afin d 'illustrer 
une phase de création d'une partie de programme, nous allons prendre 
l'exemple suivant: 
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Soit le texte 
{]]1 (kL. o) 
THEN "instruction" 
ELSE PUT SKIF LIST ('non-négatif'); 
où O représente la position courante du curseur. 
Nous voulons remplacer le détenteur de place ninstru.ctionn par le 
schéma "PUT SKIF LIST (Liste-d'-expressions)". 
Nous taperons successivement les commandes '·'down", "downn pour 
déplacer le curseur sur le détenteur de place "instru.cti onn, 
puisqu'il est le deuxième détenteur de place dans le s~héma 
IF-THEN-ELSE. 
On tapera la commande .p (où .p est mnémonique du schéma 
"PUT SKIF LIST (Liste-d'-expressions)n. L'insertion est -directe-
ment affichée à l'écran et le curseur automatiquement déplacé sur 
le détenteur de place "liste-d'-expressions". On aura donc affiché 
à l'écran: 
IF (k< o) 
THEN PUT SKIF LIST (EJiste-d '-expressions); 
ELSE PUT SKIF LIST ('non-négatif'); 
.Pour affiner le détenteur de place "liste-d'-expœ-essions", l'utili-
sateur introduira explicitement cette liste, l'introduction du 
premier caractère provoquant le remplacement immédiat du détenteur 
de place. Cette dernière manipulation illustre la manière dont se 
fait l'introduction d'une phrase. 
Les modifications d'un programme se font par 
l'intermédiaire de suppressions et d'insertions de schémas et de 
phrases. La suppression, comme l'insertion, se fait à partir de 
la position courante du curseur. La commande de suppression est 
"delete". Elle supprime l'élément aûquel le curseur fait référence 
ainsi que tous les éléments qui lui sont inclus. 
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·Le synthétiseur de programmœoffre en plus du 
contrôle syntaxique, un contrôle sémantique. Les erreurs telles 
que duplication de déclarations, non-existence de déclarations, 
erreur de type, sont signalées au même titre que les erreurs syntaxi-
ques. 
Dans certains cas, les erreumsémantiques sont 
temporairement autorisées. Ainsi, on peut utiliser dans le programme 
des variables non déclarées. Dans ce cas, le fait est signalé et 
toutes les occurences présentes ou à venir de la variable seront 
soulignées de manière à ce que l'utilisateur sache que la déclara-
tion n'a pas été faite. Ce dernier pourra la faire à n'importe quel 
moment. 
Les outils d'aide à l'exécution et à la mise au point de programmes 
Phase_d'exécution_après_l'édition 
Une particularité du synthétiseur de programmes 
est de pouvoir exécuter un programme directement après son édition 
sans ajouter de délai dû à la compilation. En fait, un code inter-
prétable est généré pendant la phase d'édition du programme, ce qui 
permet d'exécuter un programme à n'importe quel niveau de son 
développement. Lorsque l'exécution du programme est suspendue, le 
contrôle passe à l'édition; un message donne la raison pour laquelle 
il y a eu suBpension et le curseur est positionné dans le programme 
source au point de suspension. Ceci permet, lorsque la suspension a 
eu lieu par la rencontre d'un détenteur de place, d'éditer le texte 
qui doit venir le remplacer et de relancer l'exécution à cet endroit • 
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2.0 
Cette possibilité permet à l'utilisateur de 
mettre au point un programme de manière incrémentale. Il peut en 
effet ajouter un code et ensuite voir si ce code exécute bien ce 
qu'il en attendait. Cette façon de procéder est criticable dans 
la mesure où la mise-au-point du programme se fait par essais/ 
erreurs plutôt que par raisonnement sérieux sur papier. 
Le suivi de l'exécution 
Cet outil permet à l'utilisateur de voir le 
programme source s'exécuter, instruction par instruction, et d'affi-
cher le résultat de certaines actions. Pour ce faire, l'écran est 
divisé en deux, la première partie affiche le texte du programme 
tandis que les résultats sont affichés dans la deuxième partie. 
Lorsqu'une instruction est exécutée, le curseur se déplace dans le 
texte du programme indiquant ainsi l'instruction exécutée. 
L'exécution_à_la_carte_d'un programme 
Cet outil est très semblable au précédent, à 
la différence près que c'est l'utilisateur qui détient le contrôle 
de l'exécution. Il peut faire exécuter le pro.gramme à n'importe 
quelle vitesse et sélectionner des parties de programmes à visualiser. 
Le contrôle des variables 
L'utilisateur peut spécifier le ou les variables 
qu'il désire contrôler au moment de l'exécution du progr~mme. Ces 
variables et leurs valeurs sont affichées sur une partie de l'écran 
lorsque leurs valeurs sont modifiées. (Ex. : instruction d'affecta-
tion). 
Décompilation de la forme interne 
Un texte de programme est représenté par un 
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arbre où les schémas et les phrases en sont les noeuds. C'est à 
partir de cette représentation que doit se faire la représentation 
textuelle. 
La routine d'impression va donc parcourir cet 
arbre en remplaçant successivement les noeuds rencontrés par le 
texte qu'ils représentent. Lorsqu'elle rencontre un noeud . généré 
à partir d'un schéma, la routine d'impression va rechercher dans 
une table les mots-réservés, la ponctuation et les formats d'inden~ 
tation correspondant au schéma, et imprimer le texte. Lorsqu'elle 
rencontre un noeud généré à partir d'une phrase, la routine d'im-
pression imprime le texte de la phrase tel quel. Les formats 
d'indentation sont des caractères interprétablespar le gestionnaire 
de l'écran. 
Illustration d'une phase d'édition 
Un utilisateur désire écrire un programme Pl-1. 
Il a fait appel au système et signalé que le programme sera écrit 
dans un fichier de nom "prog". 
edi ting prog 
~------------------------------
~jet 
)Zone système (pour l'intro-
)duction des commandes et 
)l'affichage des messages) 
)Zone texte (pour afficher 
)le texte du programme édité) 
L'objet "objet"est un détenteur de place. 
L'uti lisateur désire le remplacer par le schéma d'une procédure 
principale Pl-1. Il tape la commande n .main n (main = mnémonique 
de ce schéma). La situation à l'écran sera successivement: 
• main editing prog 
------~-----------------------
frappe de la commande. 
@jet 
./ ... 
editing prog 
---------------------------------------
;,a:,mment~/ 
p>rog : PROCEDURE OPTIONS Û1AIN) ; 
l déclaration} 
{ statement} 
END prog; 
'2 .. :z.., 
résultat de l'exé-
cution de la com-
mande 
Le curseur désigne à présent le détenteur de place 
"commentn. Les accolades indiquent la présence possible de listes 
aux endroits où elles sont placées. Ainsi .[déclaration~ i ndique la 
possibilité d'écrire une liste de déclarations. 
Supposons à présent que l'utilisateur désire 
remplacer le détenteur de place "comm.ent'''par la chaîne de caractères 
"demonstrationn. Cette chaîne est une phrase et donc introduite 
explicitement à l'endroit désigné par le curseur. 
La situation à l'écran sera après introduction 
/ 
editing prog 
~-------------------------------------
/*demonstration*/ 
p rog : PROCEDURE OPTIONS (MAIN) ; 
TII:-éclarationl 
f statement} 
END prog; 
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Supposons à présent qu'il désire remplacer le 
détenteur de place "déclarationn par le schéma correspondant à 
la déclaration de variables de tY})e entier. Il tape la commande 
.fx (fx _=mnémonique de ce schéma). La situation à l'écran après 
exécution de la commande sera: 
edi ting prog 
-------------------------------------------
/*demonstration*/ 
·prog: PROCEDURE OPTIONS (MAIN); 
DECLARE (§ist-of-variables)FIXE_D; 
l déclaration} 
l statement J 
END prog; 
La situation à l'écran a été obtenue après un 
certai n nombre de manipulations. 
editing prog 
-------------------------------------------
/*demonstration*/ 
vrog: PROCEDURE OPTION (MAIN); 
DECLARE (a,b,c) FIXED; 
DECLARE (e,f,g) FLOAT; 
GET LIST (a); 
PUT LIST @jist-of-variables); 
END prog; 
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Supposons qu'il désire à présent supprimer la 
déclaration des variables de type entier. Il déplace le curseur 
jusqu'au schéma . correspondant à cette déclaration. Il tape succes-
sive les commandes "diagonal" (curseur sur le P de PUT),"long-up" 
( curseur sur le G de GET) , "long-up n ( curseur sur le D du deuxième 
DEC~), "long-upn (curseur sur le D du premier DECLARE) . 
Il tape la commande delete pour suppri mer la 
déclaration et obtient à l'écran 
error: undeclared variable editing prog 
~-------------------------------------------
/*demonstration*/ 
Brog PROCEDURE OPTIONS (MAIN) 
(IJECLARE ( e , f , g ) FLOAT ; 
GET LIST (_ë); 
PUT LIST (list-of-variables); 
END prog 
La -variable "a" n'a plus de déclaration. Elle sera donc soulignée. 
Travaux similaires 
Nous citons ici le système EMILY (MEY , 82) 
développé par HANSEN en 1971 • 
Ce système est très semblable au synthétiseur de 
Cornell,' excepté : 
- La non-existence dans EMILY d'outils d'aides à la mise-au-point 
et l'exécution de programmes. (La notion d'environnement de 
programmation n'existe pas). 
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- tes phrases dans EMILY sont utilisées pour introduire les termi-
naux du langage tels que identificateurs, constantes, les schémas 
pour introduire les non-terminaux du langage, y compris les listes 
de variables, les expressions et les instructions d'affectation. 
- Dans EMILY, le programme est représenté par un arbre dont les 
noeuds représentent les non-terminaux du langage et les feuilles 
les terminaux du langage. La génération d'un noeud se fait par 
sélection dans un menu d'une proposition de remplacement pour 
le non-terminal désigné par le curseur; la génération d 'une 
feuille par . introduction explicite du terminal. 
Le système S.D.S., développé par FRASER, est 
encore expérimental. Bien que nous ayons .peu d'informations à son 
sujet, il nous est apparu intéressant de le .présenter. Son princi-
pal intérêt réside dans la possibilité qu'il a de générer un 
éditeur syntaxique pour une structure hiérarchique de données à 
partir d'une description formelle de celle-ci. Il est,à ce point 
de vue, représentatif des efforts entrepris à l'heure actuelle dans 
le domaine des éditeurs syntaxiques •. 
S.D.S. a été utilisé pour générer un éditeur 
d'arbres binaires, un éditeur graphique, un éditeur de documents 
et un éditeur pour un sous-ensemble du langage C. 
Comme il est très semblable au synthétiseur 
de Cornell et au système EMILY, nous mettrons surtout en évidence 
ce qui lui est spécifique. 
Présentation du système 
Les objets manipulés par S.D.S. sont des 
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articles et des textes. Les définitions des articles et des textes 
de S.D.S. sont celles des schémas et des phrases d'EMILY, excepté 
qu'aux articles s'ajoute un appel de procédure. 
La procédure permet de décrire des actions à 
réaliser lorsque l'utilisateur manipule un article qui la. référence. 
Les actions à réaliser peuvent être, une visua-
lisation des objets, un contrôle sémantique, des traitements parti-
culiers propres à l'utilisateur, • • • 
La structure des données est représentée par un 
arbre dont les noeuds et les feuilles ont été générés respectivement 
à partir des articles et textes manipulés par l'utilisateur, ceci 
à la manière du synthétiseur de Cornell. 
La procédure à laquelle on fait référence dans 
un article est exécutée lors de la création du noeud à partir de 
cet article. 
Définition de la gram.maire paramètre et des procédures 
La définition de la grammaire se fait par 
l'intermédiaire d'une description formelle. ~elle-ci met en évi-
dence les non-terminaux de la structure de données considérée 
et les productions qui leur sont associées, au moyen d'une struc-
ture comprenant un identificateur, des champs et un appel de pro-
cédure. 
L'identificateur fait référence à un non 
terminal, les champs, en décrivent la production, par référence 
à des terminaux ou non terminaux de la structure de données, 
l'appel de procédure fait référence aux actions à réaliser. 
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Prenons un exemple de définition formelle 
d'un éditeur d'arbres binaires. La grammaire qui décrit des arbres 
binaires a seulement une production 
arbre = 
1 
non-ter-
minal de 
la struc-
ture 
articles. 
valeur arbre arbre 
production associée à 
ce non-terminal qui 
fait référence à un 
terminal (valeur) et 
aux non-terminaux 
(arbre) 
: const?="Uire (v~leur ,arbre ,arbre : 
appel à la procédure 
"constuire" avec les 
paramètres valeur, 
arbre , arbre. 
Ces structures sont utilisées pour générer des 
La définition des procédures est indépendante 
de celle de la grammaire. Elle se fait en donnant le code (en 
SNOBOL4-) correspondant aux actions à réaliser. 
Dans l'exemple précédent, la procédure 
"construire" sarvira à afficher à l'écran l'arbre et ses sous-
arbres. Le code associé à cette action sera: 
p 1x = 3 3; py = 0; p·x = 20 
DEFINE ('dosub (x,bpx,bpy,px,py,d.X;)') 
DEFI:NE ('construire (v, 1, r)') : (ends) 
do.sub dosub = DIFFER (x)line (bpx,bpy + 1, px, py-1 )PUT (·JÇ) 
:(RETURN) 
construire construire= curpos (px - SIZE(v)/2,J?y)v 
construire= construire dQsub (l,px,py,px-dx,py+4,dx/2) 
construire= construire dosub (r,px, :py,J;rA+dx,py+4,di/2) 
: (RETURN) 
ends. 
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La première ligne utilise les variabl es qui 
détiennent les coordonnées de la position à l'écran où doit 
s'afficher la racine de l'arbre(px,py) et le déplacement horizon-
tal entre la racine et ses descendants (dx). Les lignes définis-
sént la procédure "construire" et 3:a sous-routine"dosub". La 
procédure "construire" permet de · centrer un valeur (val eur de la 
racine d'un arbre) à la position indiquée par les variables px et 
py et fait appel à la sous-routine ''dosub'-' pour construire les 
deux sous-arbres. La sous-routine imprime un sous-arbre et 
l'arc reliant ce sous-arbre à la racine. 
La définition de la grammaire paramètre et les 
procédures sont compilées et chargées avec les routines du système 
pour former un éditeur complet. 
1.3.3.3 Conclusion 
Nous n'avons envisagé dans ce chapitre que 
quelques réalisations dans le domaine des éditeurs syntaxiques. 
Signalons au lecteur qu'il en existe d'autres dans les systèmes 
GANDALF (MED,82), Interlisp (SAND,?8), (TEITE, 81), CAPS, (WTI,C,?5), 
IDEAL(RIN ,82). Ces systèmes ne diffèrent pas énormém~nt·· des 
systèmes précédents, c'est pourquoi nous avons cru bon de ne pa~ 
nous y attarder. 
Nous allons donc souligner quelques caracté-
ristiques des systèmes présentés pour permettre de les comparer. 
EMILY fut l'une des premières réalisations dans 
le domaine des éditeurs syntaxiques. Il a donc son importance 
puisqu'il introduisait une nouvelle conception sur les éditeurs. 
EMILY est un système dérivationnel, en ce sens que la construction 
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de l'arbre est guidée par des chotx opérés sur des menus imbriqués 
jusqu'au plus bas niveau, comme par exemple un identificateur. Cette 
façon de faire peut être très contraignante pour 1·1ntilisateur, 
parce qu'il doit passer par de longues dérivations intermédiaires 
pour introduire un simple identificateur ou une expression. Pour 
pallier à ce problème, le synthétiseur de Cronell conçoit deux 
types d'objets: les schémas et les phrases. Les schémas prennent 
en compte des structures du langage tandis que les phrases sont des 
suites de symboles quelconques. Ils sont utilisés, par exemple, 
pour introduire les expressions. Ceci nous permet de dire que le 
synthétiseur de Cornell est un système hybride, ou sami-dérivation-
nel: il est en ce sens moins contraignant qu'EMILY, pour cette 
raison. Cependant, les phrases ne sont vérifiées syntaxiquement que 
plus tard en fin de celles-ci. Pour une expression, par exemple, 
la vérification syntaxique dans le synthétiseur se fera après son 
introduction, tandis que dans EMILY, elle se fera au fur-et-à-mesure 
de sa construction. 
Dans le synthétiseur de programme apparaît 
également la notion d'environnement de programmation: il y a 
intégration d'outils d'aides à la mise au point et à l'exécution 
des programmes. Ceci était inexistant dans ·EMILY. 
S.D.S. permet de générer un éditeur syntaxique 
pour une structure hiérarchique de données et permet à l ' utilisateur 
de définir des actions à réaliser à la création des noeuds dans 
l'arborescence. Sur le plan de l'édition, il n'est pas très diffé-
rent du synthétiseur de Cornell. 
La tendance actuelle est de permettre à l'utili-
sateur de géfinir lui-même des environnements de programmation de 
plus en plus complexes et de concevoir des méta-systèmes permettant 
la génération d'éditeur syntaxiques à partir de descriptions formelles 
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de langages paramètre:;. L'évolution du système Mentor, que nous 
avons utilisé dans le cadre de notre travail et que nous détail-
lons ci-après est représentative de cette tendance. 
2. PRESENTATION DU SYSTEME MENTOR (MEL~82) 2 (GUY,8O) 
Le système Mentor, mis au point à l'INRIA par V.Douzeau-
Gauge, G. Huet, R. Kahn et B. Lang est un système permettant 
l'édition syntaxique de textes. 
De plus, Mentor est également un manipulateur de 
textes. En effet, à partir de la connaissance de la structure 
syntaxique des textes, il est possible à l'utilisateur de décrire 
des traitement élaborés de ceux-ci en tenant compte de leur 
structure. (Ex. :remplacer dans la liste des paramètres de 
l'appel d'énoncé identifié par la constante caractère A, la 
variable "b" par la variable "a"). Un langage nommé Mental permet 
de décrire algorithmiquement ces traitements. 
Une première version du système fut créée pour le 
langage Pascal. Autour de l'éditeur syntaxique créé pour le 
langage Pascal, s'est développé un ensemble d'outils d'aides à 
la mises au point de programmes Pascal (Ex. : élaboration du 
graphe des appels de procédure, recensement des variables non-
utilisées par le programme ••• ), réalisé par l'intermédiaire de 
procédures Mentol, formant ainsi un environnement de programma-
tion pour le langage Pascal. 
Le système Mentor est, à l'heure actuelle, un système 
générique au sens qu'il permet de générer un éditeur syntaxique 
pour n'importe quel formalisme descriptible par une syntaxe de 
tY1)e BNF. Le langage désiré sera alors intégré à Mentor par 
l'intermédiaire d'un programme formulé dans le méta-langage 
Metal, dans lequel l'utilisateur doit donner une description 
formelle du langage qu'il désire. 
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2.1 Identification_des_objets_maniEulés 
Mentor travaille sur base de la syntaxe abstraite du 
langage. Rappelons que la syntaxe abstraite d'un langage définit 
l'ensemble des constructions disponibles dans c~ langage, abstrac-
tion faite des mots-réservés. Ces constructions sont aussi appelées 
opérateurs. 
Mentor connaît trois types d'opérateurs : les opérateurs 
d'arité fixe, d'arité variable et les opérateurs atomiques. L'arité 
d'un opérateur désigne le nombre d'opérandes associées à celui-ci. 
- Les opérateurs d'arité fixe représentent les non-terminaux du 
langage dont les productions sont constituées d'un nombre limité 
de t erminaux ou de non-terminaux du langage. Par exemple, le 
non-terminal 4.condi tionnelle ,> dont la pro'duction est 
li <:condition> then <instruction') else 4 instruction;>sera repré-
senté par un opérateur d'arité fixe vu que la production ne 
contient qu'un nombre limité de non-terminaux du langage 
(à savoir <condition") et 2 fois (instruction>). Cet opérateur 
sera d'arité trois parce que ses opérandes ·sont une condition 
et deux instructions. Mentor distingue des opérateurs d'arité, 
nul, un, deux, trois, suivant le nombre d'opérandes (0,1,2 et 3). 
- Les opérateurs d'arité variable représentent les non-terminaux 
du langage dont les productions sont constituées d'un nombre 
quelconque de terminaux de même type ou de non-terminaux de 
même type. Par exemple, le non-terminal (liste-instruction)dont 
la production est {<instruction;>}* (signifiant . un nombre 
quelconque d'instructions) sera représenté par un opér ateur 
d'arité variable, vu que la production contient un nombre 
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quelconque de non-terminaux de même type .(à savoir 
L. instruction> ) • L'opérateur représentant le non-terminal 
~liste-instruction> aura un nombre quelconque d'opérandes 
"instruction n. 
- Les opérateurs atomiques représentent les non-terminaux du 
langage dont les productions sont les terminaux génériques 
du langage. Nous entendons par· terminaux génériques du 
langage, tout terminal du langage pouvant être exprimé à 
l'aide d'un expression régulière. (Dans cette définition, 
nou s .excluons les terminaux du langage qui sont des mots-
réservés). Par exemple, les constantes caractères dans un 
programme seront représentées par un opérateur atomique. 
Mentor manipule donc des textes ou des parties de 
textes sous forme d'arborescences. Les noeuds de ces arbores-
cences sont les opérateursd'arité fixe non nulle et les opéra-
teurs d'arité variable, les noeuds terminaux en sont les opéra-
teurs d'arité nulle et les opérateurs atomiques. 
Ces opérateurs sont regroupés en classes, non néces-
sairement disjointes, appelées PHYLUM. Chaque noeud d'un 
arbre abstrait est en quelque sorte typé, · au sens où un 
phylum lui est associé, qui indique quels sont les opérateurs 
qui ont le droit de s'y trouver. Le phylum associé à un noeud 
donné ne dépend que du père de cet emplacement (autrement dit, 
d'un opérateur). Chaque opérande d'un opérateur est, par 
conséquent, typé par son appartenance à un phylum. Dans le cas 
de la conditionnelle vue précédemment, les opérandes "condition" 
'înstruction 11 "instruction" seront, par exemple, typées respec-
tivement par les phylums CON.D, I NST, I NST exprimant ainsi que 
les opérandes qui viendront se placer à ces endroits devront 
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appartenir au phylum GOND pour la condition, INST pour la 1·ère et 
2ème instruction. Le phylum GOND regroupe, p.e., les opérateurs 
pluspetit, égal, différent, plusgrand et le phylum INST, les opé-
rateurs while, case, for, call, report. 
La notion de plylum est importante 
- Elle introduit des restrictions sur l'ensemble des arbres qu'il 
est possible de construire à partir d'un ensemble d'opérateurs 
donnés. 
- Elle permet à Mentor de maintenir des arbres corrects, c.à.d. 
des arbres dont les noeuds sont des opérateurs qui appartiennent 
aux:phylums associés à chacun des noeuds dans l'arborescence. 
Ainsi, chaque fois qu'une opération modifiant un arbre est 
exécutée (Ex. : remplacement d'un sous-arbre par un autre), 
Mentor vérifie la légitimité de cette opération et ne l'exécute 
que si elle est effectivement correcte, c.à.d. si l'ar bre qui 
en résulte est un arbre correct. Ces opérations seront plus par-
ticulièrement étudiées dans le chapitre relatif à Ment al. 
Il existe également en Mentor des arbres particuliers 
appelés schémas-prédéfinis. Ils sont construits en mémoi re lors 
du chargement de Mentbr pour un formalisme particulier. Il en 
existe un par opérateur distingué dans ce formalisme. La racine 
de ces arbres sont les opérateurs du formalisme et les fils, 
des noeuds particuliers appelés méta-variables. Une méta-variable 
est un opérateur terminal qui permet de considérer un sous-arbre 
dont on ne précise pas la structure. Le schéma prédéfini corres-
pondant à l'opérateur "conditionnelle" est : 
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Les schémas prédéfinis peuvent être utilisés dans certaines com-
mandes Mentol (Ex. :r5mpiacer un sous-arbre par le schéma pré-
défini correspondant à l'opérateur nconditionnellen). 
2.2 Phase d'édition 
Une optique poursuivie par Mentor est de pouvoir 
introduire un texte comme on le ferait avec un éditeur classique. 
Une fois le texte tapé, il faut encore en générer l'arbre abstrait. 
Pour ce faire, Mentor utilise un analyseur~constructeur 
- L'analyseur comprend un analyseur lexical qui permet de recon-
naître les lexèmes du texte et un · analyseur syntaxique qui 
permet de regrouper ces lexèmes de manière à obtenir des phrases 
correctes du langage. 
- Le constructeur regroupe les fonctions de construction d'arbres. 
Elles sont le lien logique entre la forme textuelle d ' une phrase 
et sa forme arborescente. 
A chaque fois qu'une réduction est effectuée, au cours 
de l'analyse syntaxique, la fonction de construction d'arbre, 
associée à la phrase reconnue (production) est exécutée pour en 
donner l'arbre correspondant. 
Si au cours de ce processus, l'analyseur syntaxique ne 
peut opérer une réduction en fonction des lexèmes en présence, 
la phase d'édition est interrompue et un message en signale la 
raison. 
Cependant, l'analyseur tentera de récupérer l ' erreur 
en essayant de trouver une production pouvant contenir ces lexèmes. 
S'il y arrive, l'arbre est construit comme précédemment, un message 
./ ... 
indique la correction effectuée et la phase d'édition se poursuit. 
Cette correction n'est pas toujours heureuse, car lorsque plusieurs 
solutions se présentent, il en choisit arbitrairement une. 
Avant d'introduire un texte, Mentor demande à l'utili-
sateur de préciser un phylum. Ce phylum doit être de ceux définis 
dans les points d'entrées. 
Les points d'entrées permettent d'indiquer au système 
les textes ou parties de texte que l'utilisateur est autorisé à 
· introduire. (Ex. : si nous définissons un point d'entrée pour les 
variables, l'utilisateur peut introduire des variables au terminal, 
par contre, si nous n'en définissons pas, l'utilisateur ne sera 
pas autorisé à en· introduire. 
Remarque : Signalons que l'utilisateur peut créer un texte ou une 
partie de texte en utilisant les schémas pré-définis. Il lui 
suffit simplement de remplacer les méta-variables de ceux-ci par 
d'autres schémas pré-définis ou par des arbres créés à partir de 
textes, comme précédemment. Le remplacement d'une méta-variable 
par un arbre provoque un contrôle permettant de s'assurer que 
l'arbre créé peut effectivement remplacer la méta-variable consi~ 
dérée. Mentor utilisera la notion de phylum pour effecteur celui-ci. 
2.3 Visualisation 
La visualisation du texte correspondant à un arbre ou à 
un sous-arbre en mémoire est réalisé par l'intermédiaire d'un 
décompilateur. Il comprend pour chaque opérateur de la syntaxe 
abstraite, un schéma de décompilation dans lequel se trouvent les 
mots-réservés y associés et des détails de formatage, tels que 
espaces et sauts de lignes. L'impression du texte se fer~ en par-
courant l'arbre et en imprimant successivement les schémas de 
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décompilation correspondant aux noeuds rencontrés. Signalons que _ 
l'utilisateur doit _écrire lui-même le décompilateur dans le langage 
Pascal. 
2.4 ~~~!~! (GUY, 80) 
Mental est le langage de commande pour Mentor . Sa parti-
cularité réside dans le fait qu'il est un langage offrant des 
primitives de manipulation d'arbres. Il permet à l'utilisateur 
d'introduire un texte qui sera représenté en mémoire par un 
arbre, de se déplacer dans celui-ci, de remplacer, supprimer ou 
copier des arbres ou des sous-arbres, d'assigner un repère à un 
noeud de l'arbre (le repère étant une variable contenant l'adresse 
du noeud en mémoire), de rechercher dans l'arbre une occurence 
d'un sous-arbre particulier, d'afficher un arbre ou un sous-arbre. 
A côté de ces primitives, il existe des structures de contrôle 
qui sont la séquence de commandes, la boucle, la sortie de boucle, 
la traitement d'exception et la liaison de commandes. 
Ces commandes peuvent alors être combinées pour créer 
de véritables "programmesn appelés nProcédure". Nous donnons 
c·i-après quelques explications sur certaines de ces commandes sans 
entrer dans leurs détails de syntaxe. (cf Annexe A) 
Les commandes de déplacement dans l'arbre permettent 
d'atteindre un sous-arbre par rapport à un repère utilisé comme 
base. Elles permettent d'atteindre un noeud ascendant, un noeud 
situé soit à gauche, soit à droite sur un même niveau dans l'arbre 
ou un noeud descendant du 1er ordre du noeud. repéré. 
Les commandes de manipulation d'arbre (c'~st-à-dire 
remplacer, copier, supprimer des arbres ou des sous-arbres) sont 
toutes suivies d'un contrôle syntaxique (cf. notion de phylum) • 
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La commande de recherche d'occurence de sous-arbres est 
assez particulière de Mentor. Elle permet de rechercher dans 
l'arbre une occurence d'un sous-arbre dont la structure est celle 
d'un sous-arbre passé en paramètre. Le sous-arbre passé en para-
mètre peut être un schéma pré-défini, ou un arbre créé à partir 
d'un texte introduit. (Ex. : rechercher dans l'arbre une occurence 
d'un sous-arbre dont la racine est l'opérateur "conditionnelle". 
Le sous-arbre passé en paramètre sera, par exemple, le schéma pré-
défini correspondant à l'opérateur "conditionnelleu). 
La commande d'affichage permet de visualiser le texte 
correspondant à un arbre ou à un sous-arbre. Elle fait appel au 
décompilateur. L'utilisateur doit spécifier ·un repère et indiquer 
au système jusqu'à quelle profondeur de l'arbre, à partir du noeud 
repéré, doit se faire l'affichage. 
La commande de traitement d'exception permet de tester 
la réussite ou l'échec de la commande précédente. Si la commande 
précédente a réussi, elle exécute la première séquence de commande, 
sinon la seconde. Ces deux séquences sont précisées dans la 
commande ~e traitement d'exception. 
La commande de liaison de commandes ·ne permet d'exécuter 
une séquence de commandes que si la commande qui la précède a 
réussi. 
La commande de sortie de boucles permet la sortie d'un 
certain nombre de niveaux d'imbrication dans les boucles. 
Les procédures Mental sont des textes créés à partir de 
plusieurs commandes Mental. Ce dernier aspect donne à Mentor une 
grande puissance car l'utilisateur n'est pas devant un système 
d'édition syntaxique figé avec des commandes figées, mais il a 
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cette fois-ci la possibilité de définir lui-même des procédures 
plus élaborées et plus adéquates à l'aide de commandes Mentol. 
Dans le système Mentor, certaines procédures Mentol ont 
été pré-définies. Ces procédures sont des procédures d'utilité 
générales et non-spécifiques à un langage. 
• Save 
• Restore 
• Parse 
• Def 
Nous citons ici quelques exemples 
I permet de sauvegarder un programme conserve s ous forme 
d'arbre. 
• I permet de lire un programme conserve sous forme d'arbre 
et de le. reconstruire' en mémoire. 
permet de construire l'arbre correspondant à un programme 
à partir de sa forme textuelle. 
:c.tc,.identificateur7, ("liste de paramètres>, (~·textes>)) 
permet à l'utilisateur de définir une procédure Mental. 
Les commandes qui constituent la procédure seront regrou-
pées dans la zone texte. La procédure sera identifiée 
par un nomquipourra avoir des paramètres locaux, ou 
passés par référence. 
2.5 Génération_d'un_éditeur_sous_Mentor 
-Nous abordons ici un aspect intéressant de Mentor, à 
savoir qu'il est possible de générer un éditeur syntaxique pour 
n'importe quel langage descriptible par une syn_taxe- du -t ype BNF. 
Les différentes étapes de la génération sont 
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- La description formelle du langage par l'intermédiaire d'un 
programme formulé dans le méta-langage Metal. 
½o 
- La construction de l'analyseur lexical et la génération de l'ana-
lyseur lexical et syntaxique par l'intermédiaire du sys tème 
SYNT.A.X. 
Par la suite, nous allons aborder successivement ces 
deux étapes. 
2.5.1 METAL_(Mel,_82),_(MEL_2,_82)(MEL_3,82) 
2.5.1.1 Introduction 
Le langage Metal est un méta-langage pour le 
système Mentor,, qui permet de définir un formalisme de façon suffi-
samment complète pour qu'il soit possible de l'intégrer automati-
quement dans le système Mentor. Un prograffi:ID.e Metal P, est donc 
la définition d'un certain formalisme F. Nous appellerons Mentor-F, 
l'instance de Mentor, adaptée au formalisme F. Le système Mentor-F 
est composé du système Mentor lui-même, auquel sont associées les 
données décrivant le formalisme F. Du point de vue de l'utilisateur, 
la création des données qui décriront le formalisme F et que nous 
appellerons les tables de F, est faite par compilation du programme 
Metal P. 
2.5.1.2 Pro~ramme_Metal 
Un programme Metal -p qui définit un formalisme F, 
contient les éléments suivants 
1.- La syntaxe concrète de F, c'est-à-dire un ensemble de règles 
permettant de décider si une phrase donnée est syntaxiquement 
correcte dans le formalisme F. 
./ ... 
Ces règles sont écrites dans une forme proche de la notation 
BNF. L'analyseur syntaxique de F sera dérivé à partir de ces 
règles. 
2.- La syntaxe abstraite de F, c'est-à-dire la syntaxe des arbres 
qui représenteront les formules légales dans le formalisme F. 
3.- Les fonctions de construction des arbres de syntaxe abstraite. 
Ces fonctions sont associées à chaque production de la syntaxe 
concrète. Elles sont le lien logique entre la forme textuelle, 
ou concrète, d'une phrase de F et sa forme arborescente, ou 
abstraite. A partir de ces fonctions sera dérivé le construc-
teur d'arbres pour le formalisme F. L'analyseur syntaxique de 
F sera ensuite relié au constructeur d'arbres pour former 
1 'analyseur-constructeur associé à F. 
4.- La définition des points d'entrée qui permettent d'indiquer au 
système les textes ou parties de textes que l'utilisateur est 
autorisé à introduire lors de la phase d'édition. 
Le texte d'un programme Metal est structuré en 
chapitres et en sections. Le nom du langage est donné dans l'en-
tête du programme. La syntaxe abstraite du langage est donnée dans 
les sections "abstract-syntax".On y trouvera plus particulièrement 
la définition en extension des phylums, c'est-à-dire l'énumération 
des opérateurs qui les composent, et les profils d'opérateurs, 
c'est-à-dire la définition des phylums auxquels doivent appartenir 
chacune de ces opérandes. 
La syntaxe concrète du langage est donnée dans 
les sections "rules". On y trouvera plus particulièrement les 
product~ons de la syntaxe conèrète, ainsi que leur fonction de 
construction d'arbres associée. Le couple production-fonction 
constitue ce que l'on appelle en Metal, une règle. 
./ ... 
La syntaxe concrète et les fonctions de construction d'arbre 
Pour que le lecteur se familiarise avec l'écri-
ture ou la lecture d'un programme Metal, nous utiliserons un exemple 
simplifié qui nous servira tout au long de la description des élé-
ments d'un programme Metal. 
Soit la définition suivante 
<appel-procédure'> : : = ~ ident-proc;> [ ( ~ liste-param-eff ~ ) J 
<'ident-proc '> : : <lettre> {-<lettre, f ~ chiffre;> j 
<°iettre> ::= .A/B/C/D/E/F/G/H/I/J/K/L/M/N/0/P/Q/R/S/T/U/V/W/X/Y/Z 
~chiffre)::= 1/2/3/4/5/6/7/8/9/0 
<liste-_pam.m-eff"> :_:=<param-eff.> f <param-eff-;> ~liste-param-eff'> 
<param-eff> ::=~c°i3:t-ent> 
~ rcst-en t > : : = <chiffre ;> l ~chiffre> f 
où les noms entre tt < tt et tt ~ n sont des non-terminaux, 
les symboles tf r" et rr :J Il introduisent des parties facultatives' 
les symboles u t r, et II t n sont utilisés pour indiquer qu'un 
élément peut apparaître de O à n fois, le symbole n l rr a pour 
signification "ou". 
Nous allons à présent passer en revue les différents 
éléments qui constituent les zones de type trrules" en Metal 
La syntaxe concrète 
Pour cet exemple, la syntaxe concrète sera cons-
tituée des productions 
~ appel-procédure"> : : = Lident-proc> ; 
~appel-procédure> : : = <ident-proc>;ff ( 4:! liste-param-eff 71f') ; 
~ ident-proc > : : =%LETCHIF; 
, chiffre ::> : =o/'cCHIF; 
<Liste-param-eff) : = qaram-eff > ; 
- ~ 
..(Liste-param-eff >:: =L.param-eff-;>;f::{-•, ~ liste-param-eff '">; 
.(parani-=eff > : : = <c-s f-ent"':;, 
( c st-ent";> : : = % ENTIER 
./ ... 
- Les noms %LETCHIF, 3/oCHIF, %ENTIER sont des terminaux particuliers 
du langage, appelés terminaux génériques. Ils correspondent aux 
unités lexicales décrites explicitement par l'utilisateur dans 
l'analyseur lexical à l'aide d'expressions régulières. Ils se 
différencient donc des terminaux qui sont des mots-réservés du 
langage. 
Le symbole# qui précède certains symboles indique que ceux-ci 
doivent être compris comme tel et non comme des mots-réservés 
du méta-langage Metal. 
Les fonctions de construction d'arbre 
La fonction de construction d'arbre est le lien 
logique entre la forme concrète d'une phrase et sa forme abstraite 
(ou arborescence). Elle indique, pour une construction ou un opé-
rateur du langage, quel est l'arbre associé. 
Une fonction de construction d'arbre comprend 
- Le nom de l'opérateur auquel elle est associée; 
- Un suffixe qui indique le type de l'opérateur (opérateur d'arité 
fixe, d'arité variable ou opérateur atomique); 
- ~a définition des opérandes de l'opérateur par référence aux 
non-terminaux ou aux terminaux génériques de la syntaxe concrète. 
Elle s'écrira sous la formule générale 
nom-opérateur-suffixe (<opérande 1) , •.. , ,opérande 3 > ) 
Les suffixes indiquant le type des opérateurs sont 
-
11node" pour les opérateurs d'arité fixe. 
Signalons que la forme sans suffixe est équivalente à celle-ci. 
- "list 11 , "pré 11 , et "post" pour les opérateurs d 'ari té variable; 
Les suffixes "pré 11 et1Tpost 11 indique.nt les endroits où doivent se 
faire l'ajout d'une opérande à la liste des opérandes (respective-
ment en . début et en fin de liste). 
- na.tom" ,.pour les opérateurs atomiques. 
./ ... 
Dans notre exemple, les f onctions de construction 
d'arbre sont : 
ap _proc ( <: tdent proc >) 
ap _proc _par ( ~ .ident _proc) , ~ liste _param _ eff ':> ) 
ident_proc-.atom (%LETCHIF) 
chiffre-at om· (%CHIF) 
Liste _param-list ( ( < param_ eff ") ) ) 
Liste _param-pré ( ~ param_ eff > , ~ liste-param_ eff ") ) 
e s t ent-atom (%ENTIER) 
( .cs:t-ent:, 
ap_proc et ap_proc_par sont des opérateursd'arité fixe, respective-
ment d'arité un et deux; liste_param est un opérateur d'arité 
variable dont l'ajout d'une opérande se fait en début de la liste 
des opérandes; ident _proc, chiffre et cst-ent sont des opérateurs 
atomiques. 
REMARQUES 
a) Chacune de ces fonctions de contruction d'arbre doit figurer 
dans le programme Metal, juste après la production à laquelle 
elle se rapporte. 
b) Pour la production param-act: : = <· c_st-ent > , nous n'avons pas 
de fonction de construction d'arbre. En fait, en indiquant 
à la deuxième ligne ~ ,cst-ent > , nous signalons que le fonction 
de construction d'arbre associée à la production 
< param-act >:: = < cst-ent > est celle de ~ cst-ent > . 
La syntaxe abstraite 
La syntaxe abstraite est constituée de la défini-
tion en extension des phylums et du profil des opérateurs. 
. / ... 
Ecrivons rapidement ce que . serait la syntaxe 
abstraite de notre exemple avant d'aborder l'étude des différents 
éléments qui la constituent.. 
Abstract syntax 
profil 
des 
opéra-
teurs 
ap-proc > IDENT-PROC; 
ap-proc-par--+IDENT-PROC PARAM-LST; 
ident-proc---=. implemented as IDENTIFIER; 
chiffre--~> implemented as INTEGER; 
liste-param~CST-ENT +ooo; 
cst-ent ? implemented as I NTEGER 
défini-
tion des 
FHYLUMS 
IDENT-PROC ::= ident-proc; (PhylWIEne contenant qu'un 
. opérateur) PARAI1-LST ::= liste-param; 
CST-ENT ::= cst-ent; 
où les noms en minuscules désignent les opérateurs et les noms 
en majuscules sont les PHYLUMS. Expliquons brièvement les 
différentes composantes de cette définition de syntaxe abstraite. 
a) Profil des opérateurs 
Le profil d'un opérateur fixe ou variable permet à l'utilisa-
teur de définir le type de chacune des opérandes de l'opérateur 
en précisant le phylum auquel doit appartenir chacune de ses 
opérandes. 
Dans le cas d'opérateurs d'arité variable, les opérandes doivent 
être de même type, donc de même phylum, mais l'utilisateur doit, 
en outre, indiquer si l'opérateur peut ou non ne pas avoir 
d'opérandes. Il l'indiquera au moyen des symboles u+" et n * 11 , 
pour indiquer respectivement qu'il doit y avoir au moins une 
opérande et qu'il peut ne pas y en avoir. 
Pour les opérateurs atomiques, l'utilisateur précise à la place 
du profil, le modèle d'implémentation qui doit être suivi par 
Mentor. 
./ ... 
- ident-proc et chiffre sont des opérateurs atomiques dont le 
modèle d'implémentation sera respectivement celui des IDENTIFIER 
et celui des INTEGER; 
- ap-proc et ap-proc-par sont respectivement des opérateurs unaires 
dont l'opérande doit appartenir au phylum IDENT-PROC, et binaires 
dont la première opérande doit appartenir au phylum IDENT-PROC 
et la deuxième opérande au phylum PARAM-LST; 
- liste-param est un opérateur d'arité variable dont les opérandes 
doivent appartenir au phylum CST-ENT. De plus, l'opérateur doit 
avoir au moins une opérande. 
b) Définition en extension des phylums 
Une définition d'un phylum revient à énumérer les opérateurs 
qui le constituent. 
Définition des points d'entrée 
La dernière étape dans la construction d'un 
programme Metal est la définition des points d'entrée dans la 
grammaire. 
La forme d'un point d'entrée est la suivante 
<axiome') : : = [NOM-DE-PHYLUM J ~ no~-terminal > 
1) -L'axiome de la grammaire est le non-terminal,à partir duquel 
il est possible d'atteindre tous les non-terminaux et terminaux 
du langage. 
2) Le terminal [NOM-DE-PHYLUMJest appelé marque. Seuls les phylums 
dont le nom apparaît dans une marque pourront être utilisés 
comme points d'entrée. 
./ ... 
2.5.2 Présentation_du_sistème_SYNTAX (BOU,82) 
Nous ne présenterons pas le système SYNTAX dans tous les 
détails, vu que l'utilisateur ne doit pas en connaître beaucoup 
pour pouvoir l'utiliser. La seule partie qui l'intéresse particu-
lièrement est la définition et la construction de l'analyseur 
lexical pour le formalisme considéré et la génération de l'analyseur 
lexical et syntaxique. 
Le système SYNTAX regroupe un ensemble d'outils permettant 
la construction et la génération d'analyseurs. Il comprend essen-
tiellement les modules suivants : 
- INTRO: qui numérote les définitions syntaxiques du langage 
décrites dans le programme Metal; 
- Les constructeurs syntaxiques SLR1 , SLRK, LR1 , LALR1 ; 
- OPTil1: qui optimise l'analyseur syntaxique produit; 
- Le constructeur lexical NEW-10cl; 
- Les outils d'analyse d'un texte source PARSER, SCANNER. 
L'utilisation du module INTRO est la première étape par 
laquelle l'utilisateur doit passer pour construire un analyseur 
syntaxique. Dans le cadre du système Mentor, le fichier d'entrée 
au module INTRO a été généré automatiquement lors de la compilation 
du programme Metal. Le fichier d'entrée contient les définitions 
syntaxiques du langage dans le formalisme attendu par I NTRO. 
- Le module INTRO lit la grammaire, la met sous forme interne 
(numérotation des définitions), et effectue des tests de 
cohérence. 
Ces tests sont les suivants 
- un non terminal doit être productif (c'est-à-dire conduire à 
une chaîne terminale); 
./ ... 
- un non-terminal doit être accessible depuis l'axiome; 
- aucun non-terminal ne doit dériver de lui-même; 
- L'utilisateur devra ensuite choisir un des constructeurs syntaxi-
ques parmi ceux proposés dans le système SYNTAX. 
Ceux-ci sont tous basés sur la technique LR, c'est-à-dire qu'ils 
construisent des analyseurs syntaxiques ascendants. Ils reçoivent 
en entrée la forme interne produite par INTRO de la grammaire et 
construisent un analyseur syntaxique du langage sous forme d'un 
automate à pile. Si au cours de la construction, ils détectent une 
non-conformité dans la définition de la grammaire, ils la signalent 
par un message d'erreur. Ces non-conformités peuvent être de deux 
types: 
- soit il existe plusieurs possibilités de réduction de règles 
et il n'est pas possible de faire un choix; 
- soit il y a conflit entre la lecture du symbole suivant et une 
réduction de règle. 
L'automate produit par un des constructeurs sera ensuite optimisé 
par le module OPTIM. Ce dernier permettra de créer un automate qui 
sera utilisé par le PARSER lors de l'analyse syntaxique. 
La dernière étape· est la définition et la génération de 
l'analyseur lexical. L'utilisateur utilisera _pour ce faire le 
constructeur lexical NEW-10cl. 
Ce système accepte en entrée la description des unités 
lexicales du langage (cf. opérateurs atomiques), sous forme 
d'expressions régulières et la liste des terminaux délivrée par le 
module INTRO et produit un automate d'états finis. 
La définition lexicale du langage est divisée en cinq 
parties : 
- les classes ~imples; 
./ ... 
- les classes composées; 
- les abréviations; 
- les tokens. 
a) Les classes simples 
Les classes simples regroupent les caractères jouant 
un même rôle du point de vue lexical. Une définition de classe 
simple est, soit une chaîne de caractères entre guillemets, soit 
.un code octal précédé du caractère4f. Un caractère donné ne peut 
appartenir qu'à une classe simple. De plus; il est créé automa-
tiquement une classe simple pour chaque caractère utilisé dans les 
terminaux de la grammaire et non redéfini au niveau lexical. 
Exemple de classe simple : 
LETTRE .. -.. - "aAbB" 
b) Les classes composées 
CHIFFRE : : = "1 , 2 , 3 , 4 11 
POINT : : = n 11 . 
L'utilisateur peut définir des classes composées de 
caractères à l'aide de classes simples et de classes composées 
précédemment définies. Ces définitions se font à l'aide de deux 
opérateurs qui sont l'union de classes (symbole+) et la différence 
de classes (symbole-). Il existe aussi une classe composée qui 
est l'union de toutes les classes, c'est la classe .ANY. 
Exemple de classe composée 
LETCHIF : : = LETTRE + CHIFFRE 
./ ... 
5D 
c) Les abréviations 
Il est possible de définir des abréviations permettant 
de simplifier l'écriture des expressions régulières. 
Exemple d'abréviations 
NOMBRE : : = CHIFFRE {CHIFFRE} Les accolades signifiant un 
nombre quelconque de fois. 
d) Les tokens 
La définition lexicale se termine par la définition des 
expressions régulières qui permettent de reconnaître les terminaux 
génériques du langage. 
Exemple de token·s 
REEL : : = NOMBRE POINT NOMBRE. 
./ ... 
Si 
3. PRESENTATION DU LANGAGE SPES 
Le langage pour lequel l'éditeur syntaxique et l'envi-
ronnement d'utilisation devaient être implémentés est un langage 
de spécification défini au Centre de Recherche en Informatique de 
Nancy: SPES. 
L'objet de ce chapitre est la présentation des concepts 
absolument nécessaires à la compréhension de la suite de ce 
travail. Une définition complète du langage SPES, à laquelle 
nous avons contribué, est présente dans I'QUE, 83_7. 
Le langage SPES utilise des mots et symbqles réservés 
qui seront soulignés dans le texte. 
L'utilisation de minuscules ou de majuscules n'est pas 
libre. C'est uniquement dans les textes libres, sorte de commen-
taires, que l'utilisateur peut indifféremment utiliser ces deux 
classes de caractères. 
La syntaxe du langage sera définie dans une forme 
proche de la BNF. Les conventions de définition sont: 
- les symboles "<" et "-;>" encadrent les· non-terminaux du 
langage 
- les caractères" ::=" séparent les membres gauche et 
droit d'une règle 
le symbôle "I" sépare différentes productions de même 
membre gauche. 
Les caractères"[" et"]" sont des terminaux du langage 
défini, et n'introduisent pas la présence optionnelle. 
Une spécification SPES comporte deux éléments: 
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le dossier qui est formé d'une liste~'énoncés et la bibliothèque 
contenant une liste de descriptions de types. 
Un énoncé se décompose lui-même en deux parties: un 
en-tête dfénoncé contenant un identificateur d'énoncé, une liste 
de résultats et éventuellement des arguments, et un corps conte-
nant les définitions des objets manipulés dans l'énoncé. Confor-
mément à l'esprit Nancéen ( L-FIN, 79_7, I'DUB, 81_7 ), chaque 
objet possède trois définitions permettant de connaitre son 
type, sa sémantique informelle et une sémantique formelle. 
Une description de type peut prendre trois formes 
i) la définition d'un type par utilisation conjointe de 
types génériques (ou constructeurs de type: pile de, 
suite de, ••• ) et d'identificateurs de types, à 
comparer avec la définition TYPE en Pascal. 
ii) le langage utilisant les types abstraits de données 
( LFIN, 79_7, I'LIS, 74_7 ), on peut décrire un type 
par les opérations définissant les propriétés intrin-
sèques d'un objet de ce type. Les symboles représentant 
les opérations seront appelés opérateurs s'ils sont 
infixés à leurs deux arguments ou fonctions s'ils 
préfixent leur(s) argument(s). 
iii) un type peut être défini par rapport à un autre type, 
à la définition duquel on ajoute un ou plusieurs 
opérateurs et fonctions. 
L'exemple choisi est une spécification . dont le dossier . 
contient un seul énoncé (CALC - CHIFF - AFF - PROD) et dont la 
bibliothèque contient deux descriptions du type $PRODUIT 
./ ... 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
C -
C -
C -
C -
prod 
prod 
prod 
af.f - prod CALC-CHIFF-AFF-PROD (no-produit) 
aff - prod ? le total des ventes du produit de 
, 
no~produit numero 
aff - prod . $N . 
aff - prod = prix-vente (prod) * qte-vendue (prod) 
? le produit de numéro no-produit 
: $P~QJ)UIT _ 
tq nu-prod (prod) = no-produit 
(8) no-produit .? numéro du produit dont il faut calculer 
le total des ventes 
(9) no-produit: $N . 
( 10) SORTE $ PRODUIT -- struct (nu-prod : 
$N, qte-vendue 
~ , prix-vente: 
$N) 
( 11 ) SORTE $ PRODUIT 
( 12) 
( 13) 
( 14) 
(15) 
( 16) 
( 17) 
OP 
-
DEC 
REG 
-
nu-prod : $PRODUIT_ _,. $ N. 
prix-vente 
qte-vendue 
$PRODUIT . ~ $N . 
$PRODUIT. _. $N. . 
groupe : ~ ·' .fil! , $N" . __,. $PRODUIT 
p1 : $PRODUIT 
groupe (nu-prod (p1), prix-vente (p1), 
qte-vendue (p1))== p1 
Commentaires et explication de l'exemple 
Les lignes 1 à 9 constituent le dossier de la spéci-
fication, composé d'un seul énoncé CALC - CHIFF - AFF - PROD. 
la ligne 1 est l'en-tête de l'énoncé et contient le 
résultat de l'énoncé (c - aff - prod), l'identificateur de 
l'énoncé (CALC - CHIFF - AFF - PROD) et l'argument (no-produit) • 
. / ... 
les lignes 2 à 9 forment le corps de l'énoncé CALC -
CHIFF - AFF - PROD. On y trouve des définitions informelles 
d'objets(lignes 2, 5 et 8), des définitions de type d'objets 
(lignes 3, 6 et 9) et des définitions formelles (lignes 4 et 7). 
Les définitions informelles constituent le lexique des 
objets utilisés dans l'énoncé et sont introduites par l'utili-
sation du symbole"?". 
Les définitions de type permettant de typer un objet 
utilisent le symbole":" suivi d'un identificateur de type 
constitué par la concaténation du caractère"$" et d'une cha!ne 
de lettres majuscules~ .filL. représente en SPES le type prédéfini 
entier, alors que $PRODUIT- est un type nouveau, que l'utilisa-
teur devra par la suite définir. 
Les définitions formelles précisent sous forme mathé-
matique u~e propriété que doit vérifier l'objet, et sont carac-
térisées par l'emploi de"=" ou de "!.9."· 
Les expressions "prix-vente (prod)", "qte-vendue (prod)" 
et "nu-prod (prod)" (lignes 4 et ·7) sont des références de 
fonctions définies dans la bibliothèque. 
Les lignes 10 à 17 de la spécification forment la 
bibliothèque. 
la ligne 10 définit le type $PRODUIT par utilisation 
du type générique struct paramétré par trois objets de type 
entier: nu-prod, prix-vente et qte-vendue. Le type générique 
(ou constructeur de type ou type paramétré) struct permet de 
définir des types d'une façon analogue au RECORD Pascal. 
les lignes 11 à 17 définissent le type $PRODUIT _ par 
les opérations que l'on peut effectuer sur les objets de ce 
type. 
./ ... 
les lignes 12 à 15 donnent le profil des opérations 
définies, c.à.d. le type de leurs arguments et le type du résultat. 
Ainsi, la fonction qte-vendue a un argument de type ~RODUIT .. , et 
fournit un résultat de type $N. 
Les opérations à définir sont les accès aux différents 
champs d'une structure où un champ est un paramètre du construc-
teur de type. 
Les trois premières lignes correspondent aux trois 
champs de la structure, et la quatrième sera utilisée pour définir 
les trois précédentes. 
la ligne 16 indique le nom et le type de l'objet qui 
sera utilisé pour la définition des opérations. 
la ligne 17 définit simultanément les trois opérations 
d'accès en signalant que leur utilisation en tant qu'argument de 
la fonction gro~pe fournit l'objet qu'elles utilisent comme 
argument. 
3.3 Les énoncés 
3.3.1.1 Présentation informelle 
Un énoncé est composé de deux parties un 
en-tête et un corps. 
Un en-tête d'énoncé comporte 
. 
1) une liste non vide de résultats; 
2) l'identific~teur de l'énoncé; 
3) éventuellement, une liste parenthétisée d'arguments. 
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La différence entre résultat et argument est la 
suivante : le résultat est à destination de l'extérieur de l'énoncé 
et sa valeur est établie par l'énoncé défini, tandis que l'argu-
ment est en provenance de l'extérieur où sa valeur est donc 
définie. 
Un énoncé ne peut être défini qu'une seule fois, 
et est reconnu par son identificateur, qui ne peut par conséquent 
être présent que dans un et un seul en-tête d'énoncé. 
Le corps d'un énoncé regroupe des commentaires 
libres et les définitions des objets utilisés dans l'énoncé. L'ordre 
de ces définitions est arbitraire mais il est conseillé de suivre 
un ordre produit par une démarche déductive CL-PAI, 79_7) 
correspondant à l'algorithme suivant 
- définir le ou les résultat(s) par une relation le(s) caracté-
risant en fonction d'objets intermédiaires; 
- considérer les objets intermédiaires introduits comme de nouveaux 
résultats, et appliquer récursivement cette démarche; 
- s'arrêter lorsque les objets intermédiaires sont en provenance 
de l'extérieur de l'énoncé. 
La majorité des objets utilisés dans un énoncé 
possèdent dans cet énoncé trois définitions : 
- une définition informelle, texte libre décrivant l'objet défini; 
- une définition de type indiquant le type de l'objet défini; 
- une définition formelle qui indique sous forme mathématique une 
propriété que l'objet doit vérifier. 
Les arguments d'un énoncé ne peuvent avoir de 
définition formelle, leurs valeurs étant définies à l'extérieur 
de l'énoncé. 
./ ... 
3.3.1.2 Structure_~énérale_:_formalisation 
~ spécification ::> : : = ~ dossier..:>c::::. bibliothèque ~ 
<dossier> : : = < énoncé~ ~énoncé> c::.dossier '> 
~énoncé"> : : = <en-tête.-> <corps~ 
< en-tête-::> : : = ~résultats > <"identificateur d'énoncé '> 
\ <résultats> <"identificateur d'énoncé '> 
( c:. arguments? ) 
c corps> : : = <commentaire"> <corps~ 
1 <'définition>< corps'"> 
l ~ commentaire > 
1 ~ définition '> 
( résultats> : : = c: résultat> 
~ résultat> , t: résultats ~ 
~arguments> : : = <argument~ 
\ ( argument :> , ~ arguments -=a. 
~ argument > : : = ., identificateur d'objet > 
~résultat> : := <identificateur d'objet"'> 
<commentaire> : : = % <texte libre :> 
<définition > : : = ~définition formelle , 
l <définition informelle "> 
1 <définition de type ::> 
3.3.2 Les définitions informelles 
3.3.2.1 Présentation informelle 
Une définition informelle décrit en langue 
naturelle un ou plusieurs objets. Cette définition obligatoire 
contiendra, par exemple, la signification de l'objet et ses 
propriétés. 
Exemples 
b:<? ? bon de commande reçu du client 
15+ 
./ ... 
x, y? entiers dont on veut calculer le PGCD 
énergie ·? l'énergie est égale au produit de la masse et du carré 
de la chaleur 
3.3.2.2 Les définitions informelles : formalisation 
('définition informelle~ 
<objets~ : : = <objet~ 
.. -
.. - <objets'>? 
1 ~objet "-> , < objets :> 
< objet .) : : = < identificateur d'objet '> 
3.3.3. Les_définitions_de_type 
<:texte libre "':> 
3.3.3.1 Présentation informelle 
En SPES comme dans la plupart des langages 
informatiques, chaque objet doit être typé. Une définiti on de 
type détermine l'expression de type du ou des objets y définis. 
Une expression de type peut prendre trois formes: 
a) L'expression directe 
L'expression de type le plus simple consiste à citer un iden-
tificateur de type $YY- . , où YY est une çhaîne de caractères 
majuscules. YY peut être soit l'un des quatre types prédéfinis 
(à savoir N pour les entiers, R pour les réels, C pour les 
caractères et B pour les booléens), soit un type que l'utili-
sateur doit définir lui-même dans la bibliothèque. 
b) Utilisation de constructeurs unaires 
L'expression de type peut être un constructeur de type unaire, 
' d ' t ' c .a. • n ayan qu un seul argument, qui ici est une expression 
de type. Les constructeurs unaires sont pi'le de, file de, 
ens de (ensemble de) et suite de (permettant la référence 
d'objets par indexation). 
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c) Utilisation de constructeur n-air·es 
L'expression de type peut également être un constructeur de type 
n-aire, c.à.d. un constructeur paramétré par un nombre indiffé-
rent d'arguments. Il existe en SPES deux constructeurs n-aires 
struct et structfonct. Le premier permet de construire des 
objets structurés, ressemblant donc à la notion de RECORD en 
Pascal. Le second reprend cette notion mais en y ajoutant la 
propriété d'identificateur pour le premier de ces arguments. 
Les arguments d'un constructeur n-aire sont appelés champs, et 
sont composés d'un attribut et d'une expression de type. 
Exemples de définition de type 
a) avec expression directe 
x, y 
w, z 
$N (x et y sont du type prédéfini N) 
$TYPE (où TYPE sera défini dans la bibliothèque). 
b) avec constructeur unaire 
X pile de l-iK_7 
y file de i-pile de i-ens de l-iT_ZZ7 
k . file de i-struct i-a . $A, b : $B_Z7 . . 
c) avec constructeur n-aire 
x: struct L-date : ~.A.TE, id-cli :$!D-CLI', ligne 
$LIGNE, montant: $MON_Ï 
cli structfonct ;-no-cli: $NU, nom 
adresse : $ADR 7 
où no-cli est identifiant de clî . 
iNOM, 
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3.3.3.2 Les définitions de type : formalisation 
---------------------------------------
<définition de type.::> : : = < objets ":> :~type ~ 
&. type ') : : = ~ ~ ident majuscule ""> 
< 1 champ 
J ,C constructeur unaire">!?type !7 
l ~ constructeur n-aire, (_<.-1 -champ_.;; 
-- .. -.. ~champs> 
<:.champs, J < 1-champs > 
<:. champs > : : = t::. ident ·minu.scule ') =~type, 
~ constructeur unaire > : : = file de 
C constructeur n-aire > : : = 
1 suite de 
1 pile de 
1 ens de 
struct 
J structf onct 
3.3.4 Les définitions formelles 
3.3.4.1 Présentation informelle 
Une définition formelle d'un objet précise sous 
forme mathématique une propriété que doit vérifier l'objet. 
Il existe deux catégories de définitions formelles 
les définitions implicites et les définitions explicites. 
3.3.4.2 Les définitions formelles implicites 
-----~------------------------------
Une définition implicite précise la ou les 
valeurs que peuvent prendre un ou plusieurs objets, en y associant 
un prédicat. La partie gauche d'une telle définition contient une 
liste d'objets et la partie droite un prédicat contenant ou non des 
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occurences d'objets de la partie gauche. Il n'y a aucune contrainte 
quant à l'existence ou à l'unicité des valeurs pour un objet: on 
admet que le prédicat ait 0, 1 ou plusieurs solutions (éventuelle-
ment une infinité). 
Exemples 
- La définition implicite nr tq 4'>0" admet une infinité de valeurs 
pour r, car aucune valeur der ne rend le prédicat n4· 0 11 faux. 
- La définition implicite "r !g_ (r"> 0) et (r L · ~ u, avec r de type 
~ N, admet une et une seule valeur pour r. 
- La définition implicite "r tq (r~0) et(r>0)" n'admet aucune 
solution. 
Les prédicats se trouvant en partie droite 
des définitions implicites peuvent utiliser, outre les opérateurs 
· logiques habituels (et, ou ••• ) ou plus rares (implications, équi-
valence), des expressions avec quantificateurs. Les quantifica-
teurs existentiels _ (~)et universels (.9.g.)sont à utiliser avec 
la syntaxe "ex objet : type (prédicat) n : 
qq 
L'objet lié au quantificateur, dont le type doit . 
être fourni,est local et a la même portée que la quantificateur 
associé. Il ne peut, pour éviter l'ambiguïté, y avoir d'autre 
objet de même nom dans l'énoncé. 
Les définitions explicites sont des structures 
syntaxiques plus développées que les définitions implicites, et se 
prêtent davantage à la t raduction d'une spécification SPES en un 
langage de programmation (ce qui est une des étapes ultérieures 
du projet SPES). 
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A l'opposé des définitions implicites, une 
définition explicite d'un objet ne peut produire qu'une et une 
seule valeur pour cet objet, et de plus un objet ne peut se trouver 
à la fois en partie gauche et en partie droite d'une définition 
explicite. 
On peut distinguer quatre ·classes de défini-
tions explicites: les définitions simples, les définitions condi-
tionnelles, les définitions de suites et les définitions externes. 
a) Les définitions simples 
Une définition simple est une suite d'opérandes séparées par 
des opérateurs SPES, éventuellement parenthétisés. Les opérateurs 
SPES sont des opérations .infixées à deux arguments, les symboles 
les représentant sont classiques(+,*,=, et, ••• ) ou nouveaux 
( +%, *%%, ••• ) 
La notion d'opérande couvre cinq entités différentes : 
- les constantes (par exemple : 12, "abc n, vrai, . ••• ) ; 
- les objets (par exemple : x, énergie, .••• ) : 
- les objets indexés (par exemple : ai_i_7, val i-i_7i-J7 L-27, ... ) 
- Les références de fonctions (par exemple : som (a,b) ••• ). 
Une référence à une fonction introduit un objet dont la défini-
tion est celle du résultat de la fonction appliquée aux argu-
ments cités; 
- les références d'énoncés (par exemple : VAL (arg 1), ••• ). 
Une référence d'énoncé introduit un objet dont la définition 
est celle du résultat de l'énoncé appliqué aux arguments cités. 
Exemples de définitions simples 
• masse* (chaleur~2) 
• f(x,y,z) + g(z) + END (x,y) 
. -x>O et O + 34'12 
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b) Les définitions conditionnelles 
Il est permis de définir un objet de manière conditionnelle. 
On peut ainsi envisager un nombre arbitraire d'alternatives, et 
une alternative excluant toutes les précédentes. Une définition 
explicite conditionnelle s'écrira donc par exemple : 
r = si cond1 alors simple1 , 
si cond2 alors simple2 
sinon simple3 
où cond1 et cond2 sont des définitions simples à résultat booléen, 
et simple 1, 2 et 3 des définitions simples, que l'on appelera 
définition d'objet. 
Les définitions conditionnelles faisant partie des définitioris 
explicites, aucune occurence des objets définis n'est admise 
dans le corps de leurs définitions. 
Les conditions exprimées sont à lire séquentiellement, et la 
définition d'objet utilisée est la première dont la condition 
est validée. 
L'exémple précédent est donc équivalent à 
r = si cond1 alors simple1 
- --- ' 
si cond2 ~ llQD.. ( cond1 ) alors simple2 
g rn (cond1) et ~(cond2) alors simple3 
Il est à remarquer que donner un ordre d'évaluation des condi-
tions est malheureux dans un langage de spécification. 
c) Les définitions de suites 
Il y a deux sortes de définitions de suites: la forme "jusqu'à" 
et la forme "pour 11 • Ces structures étant destinées à l'applica-
tion successive de définitions sur des éléments faisant partie de 
suites, il existe la possibilité dans chacune des deux formes de 
donner une définition initiale du ·ou des premiers éléments de la 
suite. 
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- La définition "jusqu'à" 
La forme canonique de ce type de définition est "r=J.9..ê:. cond rep 
objet = simple ini t objet = simple". 
La définition présente derrière rep est appliquée successivement, 
jusqu'à ce que la condition cond soit établie. 
- La définition "pour" 
Sa forme canonique est nr=dep indice ·dans intervalle rep 
objet= simple init objet= simplen. 
La signification de la définition pour est particulière. Il 
s'agit de définir la suite r dont le domaine d'indi~age est 
l'intervalle donné. La définition de la suite est réalisée par 
la définition initiale d'un élément de la suite, et par défini-
tion successive des éléments, soit l'un par rapport à l'autre, 
soit par rapport à d'autres objets. 
L'intervalle n'est donc pas l'intervalle de variation de 
l'indice, mais le .domaine d'indiçage. L'indice repris dans la 
forme canonique est un objet local à la définition, ne pouvant 
posséder aucune autre définition dans l'énoncé. C'est un objet 
qui prendra toutes les valeurs entières ne cont~edisant pas le 
domaine d'indiçage. 
Exemple 
Soit la définition pour "r = dep i dans o •• n rep r (_-i+--1_7= r (_-i_7 
* r (_-i-1 _7". La sui te "rn a un domaine d 'indiçage de O à n. 
L'indice "i" prendra toutes les valeurs entières comprises entre 1 
et n- 1, car pour les valeurs inférieures à 1, l'expression d'indi-
çage "i-1n fournit un résultat négatif, ne respectant pas le domaine 
d'indiçage, et pour les valeurs supérieures à n-1, l'expression 
d'indiçage 0i+1" fournit un résultat supérieur à n, valeurs: non 
autorisées par le domaine d'indiçage. 
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d) Les définitions externes 
Il est possible en SPES de définir un objet en signalant que sa 
valeur est externe à la spécification, qu'elle est considérée 
comme une donnée. Ce mode de définition se traduit par la présence 
du mot ,réservé donnée en tant que définition explicite de l'objet. 
Cette notion se rapproche des ordres de lecture des langages de 
programmation, mais peut également être utilisée pour la défini-
tion de constantes dont la valeur n'importe pas durant le proces-
sus de spécification. La définition "pi= donnée" ,eut donc tra-
duire le fait que pi est une constante dont on ne se soucie pas 
dans la spécification de la valeur ou de la précision . 
Remarque 
Dans le cas de définitions simples ou conditionnelles , l'objet 
défini et chacune des expressions le définissant doivent être de 
même type. 
four les définitions de suites,l'objet défini doit êtr e une 
suite, et il doit y avoir concordance de type entre les deux 
membres de chacune des définitions successives et . initial es. 
Dans ce qui précède il est supposé, pour la 
simplicité de l'exposé, qu'un seul objet était défini par une 
définition formelle. En réalité, il est possible d'en déf inir 
plusieurs. 
Pour les définitions implicites, rien n'est 
à changer: on va définir plusieurs objets par un prédicat commun, 
qui représente dès lors l'invariant de la liste d'objets . 
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Pour les définitions explicites, il doit y 
avoir autant de définitions d'objets que d'objets à définir, et 
l'ordre d'apparition dans la liste détermine l'ordre de corres-
pondance entre défini et définissant. 
Exemple : 
r,s,t, = si c1 alors e1, e2,e3 
sinon a+b, vrai,e4. 
La défini tian de r est e1 si c1 est :!!'rai, a .. +b sinon, la déf-ini tion 
des est e2 si c1 est vrai, s inon vrai et ta comme définition e3 si c1 
est vrai, e4 dans l'autre cas. 
3.3.4.5 Formalisation de la syntaxe des définitions ror ëIIës _________________________________ _ 
~ définition formelle> : : = <définition explicite > 
f<définition implicite~ 
~définition implicite'>: : = <objets> ,!g_ <prédicat~ 
<définition explicite> : : = cobjets~ = <corps explicite-=> 
<. prédicat"> : : = ex~ objet>: <type>( < prédicat>) 
-\ qq <objet> : (. type > (<prédicat > ) 
l < prédicat simple"> ·'==~ < prédicat'> 
1 <prédicat simple~ 
<prédicat-simple'>:= <prédicat simple-:> < == ~ <prédicat simple> 
J ~ prédicat simple>< opérateur> <'prédicat simple 
1 (<prédicat> ) 
l non (<prédicat '> ) 
l ~opérande~ 
< opérateur">: : = !2lJ. ( ~( = J >= / =< 1 <.,. / < J > / + { +% ( +'Ytf/o [ -1 -% / -'Ytf/o) 
l * 1 *% (*%%1 / ( /% 11%%1 Al ·A% 1 A%% . 
Remarque : 
Dans ~opérateur), cinq classes de priorité son t défini8S . 
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- Q!!, et 
=, ... '.,, 
-
+, ••• ,-%% 
* ••• ,/°Id% 
' ,.. 
••• ,''°ld'/o 
' ~ opérande): : = t constante => 
\ ~ objet :> 
1 ~ objet indicé> 
( ~ référence de fonction ':> 
l ~ référence d'énoncé '> 
(' référence de fonction;:, : : = ~ ident de fonction ">(~1-arguments '> ) 
< référence d'énoncé ":> : : = < ident d'énoncé :, ( < 1-arguments "> ) 
1 < objet ;> <:. ident d'énoncé::> (<' 1-arguments >) 
< 1-arguments > : : = < expr-simple ::> 
~ expr -simple ? ,41-arguments '> 
< corps explicite) ::=~définition de suite:> 
1 <:définition conditionnelle :> 
\~définition simple :> 
~ définition de sui te'> : : =<définition pour-:> 
\ C:définition pour:><:. i l:lit ::> 
f ~ définition jqa :> 
\ <:: définition jqa > <.init '> 
< définition pour:::.::= dep ~objet~ dans <'inter>rep <::,ob-b aseS>=<simples 
< ob-bases"> : : = < ob-base "> 
t ~ ob-base ::>, ~ ob-bases '> 
~inter'> : : = ( opérande > .. <'opérande""> 
c:: ob-base "> : : = <:objet , 
l<'objet i~dicé ~ 
{. définition jqa :> : : = jq?. ~ simple-:> rep ~b-bases:> = <.simples"'::> 
<: init :> : : = initLob-bases:> = ~simples::> 
~ définition conditionnelle;>::= ~liste-si~ sinon 43imple s > 
~ liste-si :> 
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~simples> .. -.. - 4Cdéfinition simple> 
(liste-si> : : = ~si:> 
{ < si;> , <'liste-si > 
~si)::= si <expr1-simple> alors <simples ".). 
( de fini tian simple> : : = < simple"> 
J ~ simple > , <' défini tian simple ":> 
( simple :>: : = donnée { <'"'expr-simple ~ 
< expr-simple:,:: = ~opérande> <"opérateur;> <expr-simple :> 
l ~opérande'> 
\ ( <expr-simple ~) 
3.4 Les_descriEtioœde_type 
Face au dossier qui est une collection d'énoncés, se 
trouve la bibliothèque, collection de descriptions de type. Ces 
descriptions pe~vent prendre trois formes: 
a) Les descriptions d'expressions: définition d'un type à partir 
de constructeurs de types et. d'autres types 
b) Les descriptions strictes : définition d'un type par les opéra-
tions que l'on peut effectuer sur ce type. 
c) Les descriptions d'adjonctions: définition d'un type comme étant 
un autre type auquel on ajoute des opérations. 
3.4.1. Les_ description_ d'expressions 
3.4.1.1 Présentation informelle 
Une description d'expression s ' exprime à 
l'aide de constructeur de types et d'autres types. 
Exemples 
SORTE $T == pile de L-file de L-$u_z7 
SORTE $W== $N 
Les circuits sont interdits dans le graphe 
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de définition de type, c-à-d que partant du type à définir, et en 
analysant sa définition, on ne peut retrouver ce type à définir. 
Contre-exemple 
SORTE iT 
SORTE $U 
SORTE $W 
-- pile de L-SU_Ï 
-- ens de;-~ 7 
- -
-- suite de /-$T 7 
Il est possible de restreindre le domaine 
du type à définir en lui faisant correspondre un pré.dicat· . • 
Exemple La description d'expression suivante définit un type 
ne contenant que les multiples entiers de 3. 
SORTE $MUL3 == $N lim x !9.. ~ i:iN (i*3 = x) 
3.4.1.2 Formalisation 
~ Bib°Iiothèqne >:: = c description"> 
l <description> l bibliothèque"> 
<description~ : : = < description d'expression.::> 
l t.. description stricte-;::. 
l ~ description d' adj(?il.ctïon "> 
<:_description d'expression":>::= SORTE $<ident majuscule>== <descr:> 
'-descr ~:::<type> 
1 ~ type.:> lim ~objet> tq <:predicat :> 
-- -
Les types utilisés sont des types abstraits de 
données. Dans ce cadre, chaque type est défini par un ensemble 
d'opérations dont le résultat ou des arguments sont de ce type • 
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A chaque type est associé une description stricte 
regroupant les fonctions et opérateurs attachés à ce type. Chacun des 
opérateurs et fonctions possède un profil précisant son domaine, 
c-à-d le type de chacun de ces arguments, et son codomaine, c-à-d 
le type du résultat. Dans une description stricte d'un type ne 
pourront se trouver que des opérateurs et fonctions dont un au 
moins des résultats ou arguments est du type considéré. 
Une description stricte comprend quatre parties 
- un en-tête 
- une zone profils 
- une zone déclarations 
- une zone règles. 
L'en-tête indique le nom du type auquel sont rattachés les opé-
rateurs ou fonctions 
- La zone profils contient pour chaque opérateur ou fonc t ion son nom 
et son profil. Opérateurs et fonctions peuvent être surchargés; 
cependant à un couple nom, domaine ne peut être associé qu'un 
et un seul codomaine. 
- La zone règles d~crit la sémantique algébrique des opérateurs 
présents dans la zone profils. 
- La zone déclaration précise le type des objets introduits dans 
la définition de la sémantique. 
Exemple 
On veut définir le type iANNUAIRE en le carac-
térisant par les opérations que l'on peut effectuer sur un objet 
de ce type. 
On peut distinguer trois classes d'opérations 
les opérations d'accès, les opérations de modification, et 
l'opération de création. 
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Les opérations d'accès sont -vérifier si un abonné se trouve dans 
dans un annuaire 
-connaître le nombre d'abonnés d'un 
annuaire 
-connaître le numéro d'un abonné dans 
un annuaire. 
Les opérations de modification sont -l'ajout d'un abonné dans un 
annuaire 
-le retrait d'un abonné d'un 
annuaire. 
SORTE $ ANNUAIRE 
OP présent : $NOM, $ANNUAIRE ~ $B 
nbab: $ANNUAIRE--=::> $N 
numéro: $NOM, $ANNUAIRE~ $NOM 
ajout $NOM', $ANNUAIRE, $NUMTEL -~ $ANNUAIRE 
destr $NOM, $ANNUAIRE --::1» $ANNUAIRE 
avide ~ $ANNUAIRE 
DEC ann: $ANNUAIRE 
nom, nom2: $NOM 
nutel: im:rnTEL 
REG nbab(ajout(nom, ann,nutel))==nbab(ann)si present(nom,ann); 
nbab(ajout(nom,ann,nutel))==nbab(ann)+1 si non (présent(nom, 
. ann)) ; - -- , 
nbab(destr(nom,ann)) -- nbab(ann) si B:,Q,g (present(nom,ann)); 
nbab(destr(nom,ann)) -- nbab(ann)-1 si présent (nom,ann); 
nbab (avide())==O; 
numéro (nom,ajout(nom2, ann,nutel)) == nutel si nom= nom2; 
numéro(nom,ajout(nom2,ann,nutel))==numéro(nom,ann) 
si nom ~, nom2 ; 
-
numéro (nom,destr(nom2,ann,nutel))==numero(nom,ann) 
si nom < :> nom2 ; 
numéro(nom,destr(nom2,ann,nutel))==vide()si nom=nom2; 
numéro(nom, avide())== vide(); 
présent(nom,ann)==numéro(nom, ann)~ >vide () 
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3.4.2.2 Formalisation 
description stricte : : = SORTE ( descr ~ 
OP /profile> 
{profils)::= (profil) 
DEC Ldéclarations~ 
REG (règles) 
ltprofil> Cprofils> 
(déclarations)::= (déclaration) 
l(déclar~tion':::, L,déclarations> 
Ldéelaration::>: :={objets):~ c(ident majuscule> 
(règles)::= &ègle> 
ltrègle) ; ~règles> 
LI,rofil "-): : =Uonct ou op> : ~ id-types> -=:) ~ L:i.dent ma j uscule> 
ILfonct ou op): ~ i4(ident majuscule.> 
~id-types";>: : = ~ ~ ident majuscule> 
l ~ {ident majuscul~(id-types '-> 
<règles';>::= ~expr-simple;> == <"expr-simple';> 
J t..expr ·-simple") == (expr-simple> si Cexp-simple> 
L. fonct ou op> : : = ~ ident de fonction> 
l lopérateur sans ou ni et) 
( opérateur sans ou ni et>: cfr l _a définition de L. opérateur) 
(section 3.3.4.2) dont on supprime .2.'9:. et et 
3.4.3.1 Présentation informelle 
Les descriptions d'adjonctionspermettent de 
définir un type en utilisant les opérations autorisées sur un 
autre, en restreignant éventuellement le domaine de ce dernier, et 
en ajoutant une ou plusieurs opérations. 
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Exemple : 
Soit à définir un type ayant toutes les opérations autorisées sur 
les entiers, mais sur lequel on veut en plus la fonction "factorielle 11 
SORTE $NOUV adj $N lim x !9. x-,, = 0 
OP fact : $NOUV~$NOUV 
DEC i:$NOUV 
REG fact(i) -- fact (i-1 )*i si i > O; 
fact(O) -- 1 
description d'adjonction ::=SORTE$ Lident majuscule') adj &iescr) · 
OP (profils> 
DEC Ldeclarations> 
REG {règles> 
- Les identificateurs de types, d'énoncés et de fonctions ont une 
portée étendue à l'ensemble de la spécification. 
- Les identificateurs d'objets présents dans le_s énoncés ont une 
portée limitée à l'énoncé dont ils font partie. Les objets liés 
que l'on retrouve dans les quantificateurs ont une portée loca-
lisée à l'expression sur laquelle porte la quantification, et 
les indices utilisés dans les définitions de suiteont une portée 
limitée à cette définition. 
- Les identificateurs d'objets présents dans les descriptions 
strictes et utilisés pour définir la sémantique des types 
abstraits, ont une portée locale à la description stricte. 
3.6 Mécanisme de référence d'énoncé 
Dans l'en-tête_ d'un énoncé se trouvent uœliste de 
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résultats, l'identificateur de l'énoncé et éventuellement une liste 
d'arguments. Lors d'une référence à un énoncé, on fait suivre son 
nom par des expressions définissant la valeur des arguments. 
Référencer un énoncé REFERENCE dans un énoncé REFERENCANT 
revient à créer un nouvel énoncé répondant aux critères suivants: 
- Son en-tête est l'en-tête REFERENCANT; 
- La première partie de son corps est le corps REFERENCANT, ou la 
référence de l'énoncé REFERENCE est remplacée par autant de 
nouveaux objets que REFERENCE possède de réultats; 
Ces nouveaux objets sont définis par le corps de REFERENCE, où 
chaque occurence d'un objet résultat est remplacé par un des 
nouveaux objets, et chaque argument de REFERENCE est remplacé 
par sa valeur lors de la référence, et en procédant au renommage 
des objets définis sous le même nom .dans REFERENCANT et dans 
REFERENCE. 
Pour que ce mécanisme puisse fonctionner, une règle 
est introduite interdisant les références cycliques. Des· références 
sont qualifiées de cycliques si l'application du processus développé 
précédemment ne produit pas un énoncé fini, ce qui arrive si dans 
une chaîne de références un même énoncé apparaît deux .fois. 
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i-s 
DEU:x:::tEME PARTIE : LES OUTIL::$.., DEVELOPPES 
Cette seconde partie présente l'environnement de spé-
cification créé autour du langage SPES, utilisant comm~ noyau 
le système MENTOR. 
Le premier chapitre présente une session d'utilisation 
du système MENTOR pour le langage SPF.S, en précisant les fonctions 
des outils créés.L'areh1.te-c-tiue des outils formant l'environnement 
de spécification y est prés6nté-e, de même que leur philosophie 
de développement. 
Dans le second chapitre seront précisés les deux réa-
lisations de base de l'environnement de spécification , à savoir 
le programme permettant la génération de l'éditeur syntaxique 
pour SPES, et celui permett~t le passage de la· représentation 
interne d'une spécification à sa représentation èJtterne. 
",I! 
Le chapitre suivant traite des outils permettant 
l'extraction d'informations contenues dans une spécification, 
afin de créer de nouvelles entités informationnelles d'usage 
divers. 
Le quatrième chapitre présente les analyses sémantiques 
effectuées dans une spécificat_ion SPES syntaxiquement correcte. 
Le dernier chapitre est consacré aux productions de 
récapitulatifs qu'il est possible de tirer de la spécification. 
1. PRESENTATION GENERALE DE L'ENVIRONNEMENT DE SPECIFICATION 
1.1 Scénario d'utilisation 
Le SPES-ifieur peut pour entrer au terminal une SPES-
ification utiliser l'éditeur syntaxique développé pour SPES 
sous MEN1fOR. Tout texte SPES introduit est analysé par MENTOR 
pour en vérifier la conformité syntaxique, et pour en créer la 
représentation interne. 
Le passage de la représentation interne à la représen-
tation textuelle est obtenu par l'intermédiaire du décompilateur. 
Lors de la création d'un énoncé, l'utilisateur peat 
invoquer une procédure de création assistée, ·destinée à récupérer 
dans le dossier (liste d'énoncés) des informations relatives aux 
résultat(s) et argument(s) de l'énoncé à créer. Les in.formations 
récupérées sont les définitions de type et les définitions infor-
melles des deux catégories d'objets. 
Le texte obtenu pourra dès lors être complété par 
l'utilisateur qui _établira une relation .entre résultat(s) et 
argument(s), en utilisant éventuellement des objets intermédiaires. 
L'énoncé achevé, le ~pécifieur peut invoquer un processus 
qui enclenche trois fonctions qui permettent respectivement le 
contrôle des règles sémantiques, la manipulation d'informations 
relatives aux références d'énoncé, et enfin l'archivage de l'énoncé. 
L'éditeur syntaxique ne vérifiant que la cohérence 
syntaxique de l'énoncé, il est nécessaire de vérifier le respect 
des règles sémantiques du langage. Ainsi, il est vérifié que 
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chaque objet introduit dans un énoncé possède une définition de 
type, une informelle et une formelle, que le type du résultat 
d'une expression . correspond à l'attente, ••• 
D'autres propriétés ayant trait à la logique d'une 
spécification sont vérifiées. Par exemple, il est contrôlé que 
tout objet introduit dans un énoncé contribue au(x) résultat(s) 
de cet énoncé. 
La deuxième fonction attachée à ce processus est la 
gestion de messages, les pseudo-commentaires, reprenant sous forme 
textuelle lès ralat.ions existant entre énoncés, à savoir la réfé-
rence d'un énoncé par un autre. Ces pseudo-commentaires, insérés 
dans les énoncés référencés, permettent lors de la lecture d'un 
énoncé de connaître les énoncés le référençant, ainsi que le statut 
de cette référence · (c.à.d. son contexte). 
La dernière fonction enclenchée consiste à archiver 
l'énoncé, c.à.d. à insérer celui-ci dans le dossier. 
A.fin de corriger les erreurs sémantiques signalées ou 
pour modifier le texte d'un énoncé, l'u~ilisateu~ peut récupérer 
un énoncé archivé par une procédure spécifique, en·olenchant 
également le processus de gestion de pseudo-commentaires. 
L'utilisateur peut également effectuer à tout moment 
des contrôles sémantiques sur l'ensemble du dossier. Outre les 
contrôles déjà mentionnés, il peut être vérifié que tous les 
énoncés··-référencés font partie du dossier, qu'il n'existe __ ·. pas 
de cycles _de référence entre énoncés, ••• 
Face au dossier se trouve dans la spécification une 
bibliothèque contenant une liste de descriptions de type. L'uti-
lisateur ayant introduit une description .de type peut vouloir 
insérer celle-ci dans la bibliothèque. 
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Avant cet archivage, certaines règles œmantiques et 
logiques sont contrôlées. Par exemple, il est vérifié que les 
types ne se définissent pas entre eux,.,de f.açon récurrente. 
L'archivage entraîne aussi une phase de génération 
d'opérations, dont la sémantique formelle est définie par des 
règles de types abstraits, dans le cas où la description de 
type contient un constructeur de type. 
L'utilisateur peut dans un premier temps ne pas se 
soucier de la description des types qu'il utilise dans le 
dossier. Un processus d'analyse du dossier -lui soumettra deij 
proposi tians de descriptions pour ces types, proposi t i ans .basées 
sur les manipulations effectuées dans le dossier des objets de 
ces types. 
A tout moment, l'utilisateur · peut demander la création 
d'un récapitulatif de profils d'énoncés, décrivant pour chacun~ 
d'eux le type de leurs résultat(s) et argument(s). 
Une procédure d'impression permet d'obtenir un.• récapi-
tulatif de la spécification comprenant le dossier, le récapitu-
latif desprofils d'énoncés, et la bibliothèque des types. 
Lors du développement de l'environnement de spéci-
fication, l'accent a été mis sur certaines propriétés à véri-
fier par les outils créés · . 
La première de 9es ·propriétés est l'aspect non-dirigiste 
des outils développés. De manière générale, le non-diri gisme se 
marque par l'absence de séquence d'utilisation imposée pour les 
différents outils, par le libre choix laissé au spécifi eur quant 
à leur emploi. 
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Ce non-dirigisme se traduit par un faible degré de 
couplage entre les outils, mais aussi par la redondance de 
certains contrôles. 
Une seconde caractéristique de l'environnement est 
qu'il doit servir d'aide au spécifieur et non d'en limiter 
l'action. Par exemple, les outils n'imposent pas une correction 
immédiate des erreurs détectées; le spécifieur restant libre 
de choisir le moment de la correction. De même, les informations-
créées sont toujours soumises à l'approbation du spécifieur. 
Dans le schéma présenté, ci-dessous, nous avons mis en 
évidence les outils developpés, les inter-actions éxi stantes 
("hiérarchie"· .u.tilisë'), ainsi que les données manipulées par 
chacun d'eux, exception faite pour l'éditeur et le décompila-
teur. 
Les données utilisées sont numérotées de 1 à 5. Elles 
peuvent, soit être consultées ou modifiées par ··ces outils, ces 
deux possibilités étant exprimées dans le schéma · respectivement 
par les lettres "C" ou "M". 
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IMPRESSIONS 
REGROUPES 
GENERATION 
DESCRIPTIONS STRICTES 
BIBLIOTHEQUE 
A • B = 
80 
. DECOI-'IPILATEUR 
Légende 
C = consulte 
r1 = modifie 
1 = dossier 
2 = méta-types 
3 = pseudo-
commentaires 
4 = bibliothèque 
5 = profils 
A utilise B 
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2 LES OUTILS DE BASE 
Ce chapitre présente les outils de base qui consti-
tuent le noyau de l'environnement de spécification pour le 
langage SPES, à savoir l'éditeur syntaxique pour le langage, 
généré à partir du programme METAl écrit et le décompilateur. 
2.1 Génération_de_l'éditeur_syn.taxigue_Eour_le_lan~age_SPES 
Nous avons vu aux chapitres précédents comment était. 
défini le langage SPES et la manière de générer un éditeur synta-
xique sous Mentor. Ayant la définition de SPES, il ne nous reste 
donc plus qu'à écrire le programme Metal qui nous permettra de 
générer l'éditeur syntaxique pour SPES. 
L'écriture de ce programme s'est faite en tenant compte 
d'une part de contraintes liées à Metal et, d'autre part , de la 
volonté d'effectuer un maximum .de contrôle au niveau syntaxique. 
En ce qui concerne les contraintes, la première d'entre-
elles impose _qu'un opérateur d'arité fixe ne puisse avoir plus de 
3 fils. Cette contrainte nous oblige à scinder les opérateurs d'arité 
supérieurs à trois en deux parties, la deuxième partie étant réfé-
rencée par un nouvel opérateur. Ceci revient à introduire des 
règles auxiliaires dans la syntaxe concrète. 
Prenons par exemple la règle suivante tirée du langage 
SPES ; 
4(défini tion pour> : : = def t'objet > dans ('inter> rep ~b -bases)= 
fsimples;> 
L'opérateur d'arigé fixe qui aurait pu représenter 
cette règle aurait eu 4 fils, ce qui n'est pas admis en Metal. 
Nous avons résolu le problème en scindant le membre de droite en 
deux parties, ce qui a provoqué· l'adjonction d'un nouvel opérateur 
dans la grammaire (c'est l'operateur "cor-it"). 
Dans le programme Metal nous trouverons : 
Syntaxe concrète : 
(it-pour;:>: := de:p tid-minus.> ~ Linter) rep L'corps-iter) 
it-pour (Cid-minus'>, ..(inter>, ,corps-iter 7) 
(corps-i ter) : : = 1.. var-ev-lst') #= ~for-lst > ; 
cor-i t ( < var-ev-1s t > , ~ for-lst "-> ) 
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Syntaxe_abstraite 
it-pour --,~ID-MINUS INTER CORPS-ITER; 
cor-it > V.AR-EV-LST FOR-LST · 
it-pour est grâce à cela un opérateur d'arité fixe égal à 3 et 
cor-it, un operateur d'arité fixe égal à 2. 
Une deuxième contrainte de Metal est que l'utilisateur 
ne dispose pas de moyens d'exprimer dans une règle le caractère 
ôptionre1 d'un terminal ou non-terminal du langage, si ce n'est en 
introduisant explicitement une règle par option. 
Prenons par exemple la règle SPES suivante 
c'en-tête') : := 4(résultats ::> Cidentificateur d'énoncé;> { Z~arguments>27 
où <résultats> et ~arguments> font référence à des listes 
respectivement de résultats et d'arguments. 
'- En Metal cette règle va donner lieu à la définition 
de deux règles, de deux fonctions de construction d'arbre et de 
deux opérateurs distincts 
Syntaxe concrète 
Cen-tête > : : <'B1IN-LST ;> ~ID-MAJ1JS > 
en tête ( ~ Il1IN-LST 7 , 4"ID-MAJ1JS ~ ) 
_('en-tête> : : = <::'IMIN-LST) , (ID-MAJ1JS) ( 4' IMIN-LST ":>) 
en-tête-b ( L IMIN-LST 7 , ~)D-MAJUS 7 , 4(IMIN-LST ;> ) 
Syntaxe abstraite 
en-tête ~ Il1IN-LST ID-MAJ1JS 
en-tête-b 7IMIN-LST ID-MAJUS Il1IN-LST 
Ces contraintes, nous le voyons tout ie_ .suite, ont 
pour effet d'augmenter le nombre de règles et le nombre d'opérateurs, 
ce qui complique d'autant la grammaire SPES. 
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En ce qui concerne les contrôles,nous voulions en 
effectuer un maximum au niveau syntaxique plutôt que de les faire 
après vérification syntaxique au moyen de procédures Mentol écrites 
à cet effet, parce que les erreurs sont signalées au moment où 
l'édition du texte se fait~ et donc corrigibles immédiatement. 
Reprenons l'exemple traité précédemment en y ajoutant 
la définition de la liste des résultats. La liste des r ésultats 
dans l'en-tête de l'énoncé ne peut être constituée que d'objets 
simples, c.à.d. des objets sans indices. 
Pour traiter cette définition, il y a deux manière de 
procéder 
soit au niveau syntaxique, nous admettons d'avoir des listes de 
résultats dans lesquelles il y a des objets avec indices et nous 
faisoraintervenir ensuite une procédure Mentol qui vér ifiera si 
les objets sont tous des obje·ts simples; 
- soit au niveau syntaxique, nous n'admettons pas d'avoi r d'objets 
avec indices dans une liste de résultats. Nous devons alors 
modifier la règle de définition en précisant _qu'il s'agit d'une 
liste composée d'objets simples. C'est Qe que- nous avons fait en 
traduisant ~résultats~ dans la définition de SPES, en ~IMIN-LST) 
dans le programme Metal. 
Ces deux stratégies diffèrent au point de vue résultats 
la première ne signalera pas l'erreur au moment de l'édition, 
tandi s que la seconde la signalera. C'est pourquoi nous avons 
choisi cette méthode parce que l'utilisateur peut corriger son erreur 
immédiatement après l'avoir commise, ce qui nous semble fortavanta-
geux. 
Après ces quelques remarques sur les idées prises en 
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compte lors de l'écriture du programme Metal, il nous reste à 
décrire les différentes étapes de sa réalisation. 
La première étape consistait à définir la syntaxe 
concrète et abstraite de SPES dans la forme attendue par Metal. 
Pour cela, nous avons repris chaque règle décrite dans l a défini-
tion du langage SPES, déterminé la production et la fonction de 
construction d'arbre correspondante , , en tenant compte des adap-
tations évoquées ci-dessus. Nous avons ensuite déterminé le 
profil des opérateurs, c.à.d. préciser pour chaque opérande le 
phylum auqu~l elle app~rtient, puis définir en extension les 
phylums en énumérant les opérateurs qui en font partie. 
Pour terminer l'écriture du programme Metal, il nous 
fallait définir les points d'entrée dans la grammaire. Notre 
optique a été de définir un maximum de points d'entrée de manière à 
permettre à l'utilisateur d'introduire du texte à un haut niveau 
(par exemple, celui d'un énoncé), comme à un bas niveau (par 
exemple, celui d'un identificateur). La raison en est que lorsqu'un 
utilisateur introduit pour la première fois un texte, il le fait 
généralement à un haut niveau, tandis que lorsqu'il modi fie un 
texte, les éléments à modifier peuvent souvent être de bas niveau. 
Ayant écrit le programme Metal pour SPES, il nous 
reste à le compiler et à générer l'analyseur lexical et syntaxique. 
La compilation du programme Metal crée les tables de SPES qui 
sont utilisées par le système Mentor pour manipuler du f ormalisme 
SPES, et une description du formalisme SPES dans la forme attendue 
par le générateur d'analyseur (SYNTAX). A partir de cette descrip-
tion, nous déclenchons la génération de l'analyseur syntaxique pour 
SPES. Lors de cette étape, le système SYNTAX contrôle la non-
ambiguité de la grammaire. En cas d'ambiguité, il faut alors repren-
dre la définition du langage SPES dans le programme Metal et 
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essayer de lever ces ambiguités. Ce processus est itéré jusqu'à 
ne plus avoir d'ambiguités. 
Une fois l'analyseur syntaxique créé, nous devons 
définir l'analyseur lexical, du moins décrire les expressions 
régulières qui reconnaissent les terminaux génériques de SPES. 
Rappelons que les .terminaux non-génériques (c.à.d. les mots-réservés• .. 
du langage)seront incorporés automatiquement à la définition de 
l'analyseur lexical. Cette étape franchie, nous obtenons l'éditeur 
syntaxique pour le langage SPES. 
Ceci nous permet, dès lors, d'éditer du texte SPES 
tout en créant les arborescences correspondantes. Il nous 
fallait ensuite écrire le décompilateur pour SPES. C'est ce qui 
sera décrit dans le paragraphe suivant. 
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2.2 Le_décom~ilateur 
2.2.1 Présentation 
Le décompilateur~, ·est un programme réalisan~ l'affichage de 
la forme textuelle d'un texte à partir de sa forme abstraite (la 
représentation interne arborescente, créée et manipulée par l'édi-
teur syntaxique). 
Le passage de la seconde forme vers la première est 
réalisé par la lecture de l'arboTescence initiale avec affichage des 
atomes présents dans celle-ci, et adjonction de mots et symboles 
réservés (qui se retrouvent dans la forme abstraite) et de caractères 
particuliers (blancs et sauts de ligne). L'adjonction des mots et 
symboles réservés est destinée à l'obtention en sortie d'un texte 
respectant la syntaxe du langage auquel est associé l'arbre à 
décompiler. L'adjonction des caractères particuliers a pour but de 
fournir un texte de présentation instructive et de lecture agréable. 
Chaque noeud de l'arborescence est caractérisé pan son 
niveau, c-à-d par le nombre de noeuds le séparant de la racine. 
Le décompilateur va utiliser cette notion pour permettre l'affichage 
de la structure d'un texte avec un degré de finesse quelconque. Celà 
est réalisé par les règles suivantes : 
- si le niveau d'un noeud est inférieur à une profondeur donnée en 
paramètre, la décompilation de ce noeud se déroule normalement. 
- si le niveau d'un noeud est égal à la profondeur doD?-ée, alors 
la décompilation de ce noeud consiste en la chaîne de caractères 
n ••• " s'il s'agit d'un noeud à arité variable (d'une liste) ou est 
le caractère 11 ~ "s'il s'agit d'un noeud à arité fixe , ou l'atome 
s'il s'agit d'un noeud atomique. 
- si le niveau d'un noeud est supérieur à la profondeur donnée, 
le noeud n'est pas décompilé. 
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Exemple 
Soit · l'énoncé suivant 
a EXEMPLE 
a :is1 
a= si~ (c=o) alors 5 
tl c=o alors 10 
La représentation sous forme abstraite de cet énoncé SPES 
est la figure 2.2.1, où les atomes sont soulignés, à l'opposé des 
noeuds, et la première ligne indique les niveaux (de O à 8). 
L'impression de cette arborescence jusqu'à une profon-
deur 3 donne : # EXEMPLE 
... : :fF 
• • • = ••• 
L'impression jusqu'à une profondeur 5 donne 
a EXEMPLE 
a :is1 
a = si ~ (:#:) alors 4F-
si 1( alors #-
2.2.2 Spécification 
Le décompilateur est un programme transformant une ar-
borescence SPES fournie par Mentor en un texte, et affichant ce 
dernier. Le texte obtenu doit être la représentation textuelle de 
l'arborescence initiale, et doit être en concordance avec la 
syntaxe du langage SPES, à ceci près que ne sont transformés et 
affichés que les noeuds dont le nombre d'ascendants est inférieur 
à un entier fourni. 
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Niveau 
0 1 2 3 4 5 6 7 8 
imin-lst - id-minus_ a 
en-tête/ -
/ "' id-majus -EXEMPLE 
énoncé /imin-lst- id-minus-_!! 
def-type 
"'t-ident--id-majus-S1 
imin-lst--id-minus_a vari---- e 
corps 
\def-exp Si-parti 
\ / \st-ent_ 
si-lst ~ vari--~ 
\ 
exp-s'----....~ eg 
/ '-------cts-ent_c 
si-partie 
non-s ---- exp-a/ eg 
"'cst-ent ___ o 
Fig. 2.2.1 
\ 
cst-ent ---:lO 
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Les noeuds dont le nombre d'ascendants est égal à 
l'entier fourni seront soit affichés normalement s'il s'agit d'atomes 
du langage, soit sont transformés en la chaîne de caractères" ••• ", 
s'il s'agit de noeuds à arité variable (les listes), soit transformés 
en caractère "# " dans le cas de noeuds à ari té fixe. 
Les noeuds dont le nombre d'ascendants est supérieur à 
l'entier donné doivent être ignorés. 
Classiquement, la décompilation d'un noeud consiste 
donc en la décompilation de chacun des fils de ce noeud, en insérant 
entre ceux-ci des symboles réservés afin de fournir un texte répondant 
à la syntaxe du langage, et en insérant des caractères destinés à 
obtenir une présentation agrêable en sortie. La décompilation 
s'arrête soit lorsque le noeud est un atome, ou soit lorsque le 
nombre d'ascendants du noeud est supérieur ou égal à un entier 
donné, auquel cas la règle précédente est d'application. 
Le décompilateur doit être codé en Pascal. 
2.2.3 Conception 
2.2.3.1 ~~~-outils -_disponibles 
La syntaxe abstraite d'une spécification SPES 
apparaît sous Mentor comme un type abstrait: la représentation 
interne des objets est invisible à l'utilisatèur, et ne peut être 
manipulée que via l'utilisation des procédures assurant l es 
fonctions .suivantes : 
- donner le numéro de production associé à un noeud donné. Ce 
numéro de production permet d'identifier le noeud de la syntaxe 
abstraite dont le noeud donné est l'instantiation num (noeud); 
- accéder au ième fils d'un noeud à arité fixe : fils (i, noeud); 
accéder au premier élément d'une liste (noeuds à arité variable) 
:tête(liste); 
- décapiter une liste : couper (liste); 
déterminer si une liste est vide : vide (liste); 
déterminer si un noeud est à arité variable : liste (noeud); 
- accéder à . la valeur d'un atome : valeur (atome). 
2.2.3.2 Construction_du_décompilateur. 
Algorithme du processus principal de décompilation d'un arbre 
(c'est cette fonction qui est initialement appelée par le système). 
Decomp (arbre,profondeur) 
Si profondeur ~ 0 
alors fil liste (arbre) 
alors si B.Q.!! vide (arbre) 
alors afficher" 
fin-si 
sinon afficher ":If " 
fin-si 
sinon si liste (arbre) 
alors si B.Q.!! vide (arbre) 
" . . . 
alors dec-liste (arbre,p~ofondeur-1) . 
fin-si. 
fin-si 
sinon dec-fixe (arbre, profondeur-1) 
fin-si 
Algorithme du processus de décompilation de listes 
Dec-liste (liste,profondeur) 
(précondition: la liste est non vide) 
décomp (tête(liste),profondeur); 
couper(liste); 
tant que ~(vide(liste)) 
faire afficher opérateurs et symboles particuliers en fonction 
du type de liste; 
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décomp(tête(liste,profondeur); 
couper(liste); 
finfaire;. 
Raisonnement du processus de décompilation des noeuds à arité fixe 
Dec-fixe (noeud,profondeur) 
(Le noeud reçu est de l'une des cinq formes suivantes: atomique, 
zéroaire, unaire, binaire ou tertiaire. La procédure dec-fixe 
consiste en une suite de tests portant sur le numéro de production 
associé au noeud, tests permettant d'invoquer la procédure décom-
pilant les noeuds d'une forme particulière parmi les cinq possibles, 
en fournissant éventuellement des paramètres fonction du numéro de 
production. 
Les procédures de décompilation des formes 
atomique et zéroaire demandent un seul argument: respectivement 
le noeud, et les symboles réserves pour la forme zéroaire. Les 
trois autres procédures demandent respectivement 4, 5 et 6 arguments. 
Le premier de ceux-ci est le noeud à décompiler. Le second indique 
la profondeur jusqu'à laquelle il faut poursuivre le processus. 
Les derniers sont fonction du numéro du noeud, et représentent les 
séparateurs qu'il faut utiliser pour la décompilation. Ainsi, par 
exemple, un noeud binaire de fils f1 et f2, peut posséder trois 
séparateurs s1 , s2 et s3, donnant la règle "s1 f1 s2 f2 s3". 
Les valeurs des séparateurs sont trouvées en fonction du numéro de 
la règle. 
Les procédures invoquées sont 
unaire, binaire et tertiaire). 
atome, zéroaire, 
atome (noeud) 
(La valeur de profondeur est positive ou nulle lors de l'appel. 
Dans les deux cas, la règle demande l'affichage de l'atome) 
valeur (noeud). 
./ .. ~ 
zéroaire (séparateur) 
afficher séparateut 
unaire (noeud,profondeur,sep1,sep2) 
afficher sep1; 
décomp (fils(1,noeud),profondeur); 
afficher sep2, 
binaire (noeud,profondeur, sep1,sep2,sep3) 
afficher sep1 ; 
décomp (fils(1,noeud),profondeur); 
afficher sep2; 
décomp (fils(2,noeud),profondeur); 
afficher sep3. 
tertiaire (noeud 2profondeur 2sep1,sep2,sep3 2sep4) 
afficher sep1; 
decomp (fils(1,noeud),profondeur); 
afficher sep2; 
decomp (fils(2,noeud),profondeur); 
afficher sep3; 
decomp (fils(3,noeud),profondeur) 
afficher se-o4. 
3. OUTILS DE GENERATION DE TEXTE SPES 
Ce chapitre présente quatre réalisations ayant en commun 
l'utilisation d'une arborescence SPES fournie par l'éditeur synta-
xique, afin, soit de faire ressortir de l'information s'y trouvant 
de façon plus ou moins cachée, soit d'engendrer du texte fournissant 
une information npuvelle mais pouvant être construite à partir 
d'éléments contenus dans l'arborescence initiale. 
Le premier processus, basé sur la mise en évidence d'une 
information connue, gère, lors de l'ajout ou du retrait d'un énoncé 
du dossier, des pseudo-commentaires, reprenant sous forme de texte 
lisible, les liens de référence existant entre les énoncés. 
La deuxième section présente un processus permettant, lor~ 
de la création. d'un énoncé, d'extraire des énoncés connus de l'infor-
mation sur le type et la sémantique informelle des résultats et 
arguments de l'énoncé à créer. 
La troisième section décrit un procédé de création essentiel-
lement différent des autres, en ce sens que l'information qu'il génère 
est totalement nouvelle. Son objectif est la création, lors du sauve-
tage d'une descriptionde type, des règles de types abstraits per-
mettant de caractériser ce type. 
La quatrième partie de ce chapitre présente un processus qui, 
par analyse du dossier, va permettre de déterminer la structure des 
types utilisés, à partir des manipulations effectuées sur les objets 
de ce type. 
L'objectif de ces différentes procédures est l'automati-
sation de tâches non créatives, ou nécessitant la manipulation d'une 
grande quantité d'informations. La codification de ces quatre généra-
teurs a été effectuée en Mentol, langage de commande de Mentor, dont 
les .données sont uniquement des arborescences. 
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Dans les définitions formelles d'objets présentés dans un 
énoncé, il est permis d'utiliser le ou les résultat(s) d ' autres 
énoncés, via le mécanisme de référence d'énoncé. Trois cl asses de 
références d'énoncé peuvent être distinguées: les références 
conditionnées, conditionnantes et simples. 
Il existe en SPES deux définitions d'objets dans lesquelles 
des conditions interviennent: les définitions conditionnelles, et 
les définitions de suite de la forme "jusqu•àri. Dans ces deux cons-
tructions, deux parties sont contenues. La première rassemble les 
conditions, et la seconde les expressions de définition. 
Si une référence d'énoncé est présente dans une expression 
de définition, on qualifiera cette référence de conditionnée. 
Une référence d'énoncé située dans une condition dont 
l'expression de définition correspondante contient une référence 
d'énoncé, et dont le résultat est de type booléen est appelée 
référence conditionnante. 
Toute référence d'énoncé présente dans une définition, 
et n'étant ni conditionnée ni conditionnante est appelée référence 
simple. 
Exemples 
Soit les définitions suivantes présentes dans un énoncé 
"r = si COND (x,y) alors V.AL (z) 
sinon NEG (z) 
x = SUM(w,k)" 
./ ... 
Les références aux énoncés VAL et NEG sont conditionnées, 
la référence à COND est conditionnante, et SU11 ~st une référence 
simple. 
Lors de la maintenance ou de la lecture d'une spécifica-
tion de taille importante, ou dans laquelle interviennent de nom-
breuses références d'énoncés, il devient fastidieux de retrouver 
pour un énoncé donné tous les énoncés le référençant. 
Afin d'éviter ce travail à l'utilisateur, un mécanisme 
a été créé qui réalise 1 'insertion dans chaque énoncé de. construc-
tions dont la lecture permet de connaître le nom de tous les énoncés 
référençant cet énoncé, et donne la .classe de la référence. 
Ces constructions, qui portent le nom de pseudo-commentaires, 
peuvent prendre l'une des quatre formes suivantes, où les parties 
soulignées sont des textes fixes et dont la signification figure 
entre parenthèses. 
- A référencé par B (il existe une référence simple de l'énoncé 
A dans l'énoncé B); 
- -A est gardé par cond dans B (il y a une référence conditionnée 
par "cond" de l'énoncé A dans l'énoncé B); 
- A est garde positive de C dans B (il existe une référence de 
1' énoncé A conditionnant la référence de l'énoncé C dans l'énoncé 
B, et le résultat de A doit être "ue.i• pour que la référence 
à ·C soit utilisée); 
- A est garde négative de ·C dans B (la référence à A est condition-
nante à celle de C dans B, et le résultat de A doit être 11~" 
pour que la référence à C soit effectuBe). 
Dans les quatre formes de pseudo-commentaires, on distin-
guera deux éléments: l'énoncé origine et l'énoncé destinataire du 
pseudo-commentaire. L'énoncé origine est celui dans lequel existe 
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la référence ayant entraîné la création du pseudo-commentaire, 
l'énoncé destinataire étant celui qui est référencé. 
Un énoncé sera qualifié d'archivé lorsqu'il est présent 
dans le dossier. 
Le gestionnaire de pseudo-commentaire est un processus 
activé soit par l'ajout, soit par le retrait d'un énoncé du dossier. 
Il doit satisfaire à l'exigence suivante : à tout moment, l'ensemble 
formé des énoncés du dossier et des pseudo-commentaires doit être 
dans un état cohérent, au sens que chaque énoncé du dossier doit 
contenir tous et uniquement les pseudo-commentaires dont il est 
destinataire et dont l'énoncé origine est dans le dossier. La réunion 
de tous les pseudo-commentaires générés présents dans le dossier doit 
représenter toutes les références aux énoncés du dossier contenues 
dans tous les énoncés du dossier. 
Le dossier, constitué d'énoncés dans lesquels sont inclus des 
pseudo-commentaires est inaccessible à l'utisateur sauf paT l'emploi 
de processus réalisant l'ajout d'un énoncé, le retrait d'un énoncé, 
l'affichage du texte du dossier ••• 
Supposons l'ensemble formé des énoncés du dossier et des 
pseudo-commentaires générÉs dans un état cohérent à un instant donné. 
Remarquons d'ailleurs que cette cohérence est satisfaite lorsque 
l'ensemble est vide. 
On peut vouloir effectuer sur les énoncés archivés deux 
opérations qui risquent de modifier cet état de cohérence : 
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l'insertion et le retrait d'un énoncé du dossier. 
Pour que l'extraction d'un énoncé du dossier préserve la 
cohérence, il faut et il suffit que tout pseudo-commentaire dont il 
est l'origine disparaisse du dossier 
Pour que l'insertion d'un nouvel énoncé dans le dossier 
préserve la cohérence, il faut et il suffit que : 
~ ) Les pseudo-commentaires dont il est destinataire et dont l'ori-
gine est archivée s.oient créés et insérés dans ce nouvel énoncé; 
2) Les pseudo-commentaires dont il est origine et dont la destination 
est archivée soient c.réés et insérés dans l'énoncé destination. 
Si la cohérence était établie à un moment quelconque, alors 
une suite aléatoire d'insertions et d'extractions dont l'exécution 
respecterait les règles précédentes ne modifiera pas l'état de 
cohérence du système. Comme l'ensemble vide vérifie la cohérence, 
alors tout ensemble obtenu à partir de lui la vérifiera également. 
Deux types d'implémentation sont envisageables 
a) Chaque insertion d'énoncé donne lieu à un parcours du dossier, 
afin de déterminer à partir de l'arborescence SPES les pseudo-
commentaires à générer dans l'énoncé . à insér-er·. Ënsui t-e 
il_ faut à partir de 1' énoncé que 1 'on veut insérer construire 
les pseudo-comnientaires à destination des énoncés du dossier 
et les y insér~r. Ensuite, seulement l'énoncé peut être i~~éré 
dans le dossier • . S_ymétriaueme-nt-- , , l'extraction d'un énoncé du 
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dossier donne lieu à l'opération suivante : à partir de l'énoncé 
que l'on veut extraire, il y a reconstruction de tous les pseudo-
commentaires et destruction dans les destinataires archivés de ces 
pseudo-commentaires. 
b) Chaque insertion d'énoncé donne lieu à la création de tous les 
pseudo-commentaires, que le destinataire soit ou non archivé, et 
à leur stockage dans une table ne contenant que des pseudo-commen-
taires. Si de plus, le destinaitaire est archivé, il y a copie du 
pseudo-commentaire dans le corps du destinata~re. Ensuite, il faut 
récupérer dans la table tous les pseudo-commentaires dont l'énoncé 
à insérer est destinataire. 
L'extraction d'un énoncé du dossier entraîne la recherche dans la 
table des pseudo-commentaires dont il est origine, destruction de 
ceux-ci, et si le destinataire est dans le dossier, destruction du 
pseudo-commentaire dans le corps du destinataire. 
La table contient donc en permanence tous les pseudo-commentaires 
générés par tous les énoncés archivés. 
La première implémentation permettrait le gain de la place 
occupée par la table, mais obligerait à chaque insertion et retrait 
le parcours de l'énsemble du dossier pour y chercher soit des réfé-
rences, soit des pseudo-commentaires. 
La seconde implémentation a comme désavantage le supplément 
de place néces.sité, mais les opérations de construction de 
pseudo-commentaires et de récupération sont plus efficaces, car 
effectuées une seule fois ou dans un espace plus réduit. Le langage 
dans lequel ce processus doit être codé étant un langage interprété, 
et les problèmes de place mémoire négli8eables, la seconde implémen-
tation a été choisie car elle semble devoir offir un temps d'éxécu-
tion meilleur. 
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Fig. 3.1 .a l'insertion d'un énoncé dans le dossier 
énoncé à archiver G 
< n< 
table des pseudo-
commentaires 
l iste d'énoncés 
archivés 
.... -----~1r .... --------i1~ 
: ' ' ' 
-_1-- _-_~ ----==-· - ::::---· - _-· _'--_____.--r---· 
0 0 génération des pseudo-commentaires dont l'énoncé à archiver 
est origine. Ces pseudo-commentaires sont insérés dans la 
table des pseudo-commentaires. 
0si l'énoncé destinataire d'un pseudo-commentaire est archivé, 
il y a insertion de ce pseudo-commentaire dans le corps de 
l'énoncé destinataire. 
G)rnsertion dans l' énoncé à archiver des pseudo-commentaires 
dont il est destinataire. 
0rnsertion dans le dossier de l'énoncé à archiver. 
Les points 1 à 3 font partie de la gestion des pseudo-commentaires; 
le dernier point étant réalisé par le processus d'archivage. 
Fig. 3.1.b: extraction d'un énoncé du dossier 
énonc é récupéré 
' 
,,., 
17'\ t able de s p ~eudo- ('":;\ U commentaires 0 ~ 
0 
~ 
l i ste d ' énonc és 
archi vés 
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0 Destruction dans la table des pseudo-commentaires de ceux dont 
· l'énoncé à extraire du dossier est origine. 
G)nestruction dans les énoncés archivés des pseudo-commentaires 
dont l'énoncé à ·extraire du dossier est origine. 
0Renvoi de l'énon~é à extraire. 
3.1.4.1 L'insertion. d'un énoncé dans la liste d'énoncés 
------~---------~-------------------~-----------archives 
De ce qui précède, on voit apparaître deux actions 
différentes devant être exécutées lors de 1 'archivage, et dev:ant· 
être réç:1.li•sée s dans 1 'ordre : 
la génération des pseudo-commentaires don.t · 1 1 énoncé à insérer 
est origine; 
- la récupération des pseudo-commentaires dont il est destinataire. 
Cette séquence doit être respectée car la· ~r~mière 
phase pourrait créer des pseudo-commentaires qu'il faudrait insérer 
dans l'énoncé lui-même. C'est le cas si l'énoncé est à la fois 
origine et destinataire du pseudo-commentaire, c-à-d si l'énoncé 
se fait-· référence à lui-même. Les références cycliques étant inter-
dites, une telle hypothèse est testée avant l'archivage, mais 
compte-tenu du non dirigisme des procédures écrites, l'erreur sera 
signalée sans empêcher l'archivage de l'énoncé concerné. 
a) La génération des pseudo-commentaires 
L'entrée de ce module consiste en l'énoncé qu'il 
faut archiver, et l'effet de son éxécution est l'analyse du texte 
de l'énoncé, afin de générer les pseudo-commentaires relatifs aux 
référencesreconnues dans ce texte, d'insérer ceux-ci dans la table 
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---1 O't. 
des pseudo-commentaires et si l'énoncé référencé est déjà archivé, 
dupliquer dans cet énoncé le ou les pseudo-commentaire(s) dont il 
est destinataire. 
1) Préconditions 
La première précondition d'exécution est qu'il ne peut y avoir 
dans les énoncés archivés un énoncé de même nom que l'énoncé 
que l'on veut archiver. 
De plus, le processus de génération donnera des résultats corrects 
si, et seulement si, lorsqu'il y a un appel d'énoncé dans une 
condition, cet appel est le seul élément de la condition (inter-
diction des conditions hybrides). 
La première précondition est destinée à éviter 
de trancher l'ambiguïté suivante : s'agit-il d'une nouvelle 
version de l'énoncé archivé, on s'agit-il d'un nouvel énoncé 
d'identificateur A incorrect? 
La seconde précondition a pour but de faciliter la 
tâche de génération en n'acceptant qu'un seul schéma pour les 
conditions, schéma permettant la génération plus facile du pseudo-
commentaire "est garde positive" ou "est garde négative". 
2) Concepts 
Lors de la génération de pseudo-commentaires relatifs 
à des définitions conditionnelles, chaque alternative peut s'expri-
mer sous forme de sa conjonction avec_ la négation des alternatives 
précédentes. 
L'on appelera condition-cumulée, la condition 
contenant l'explicitation complète du contexte, à savoir la 
conjonction de la ~ondition initiale avec la négation des alterna-
tives précédentes. ./ ••• 
Exemple 
Les deux définitions conditionnelles suivantes sont équivalentes, 
la partie condition de la seconde étant une condition cumulée. 
"r = si A alors B, 
si C alors D 
sinon E n 
"r = si A alors B 
si non (A) et. C alors D 
--
si non (A) et~ (C) alors E" 
---
- Afin de n -e pas surcharger tant la table de pseudo-commentaires 
que le corps des énoncés, on ne peut avoir deux pseudo-commentaires 
identiques tant dans la table que dans les énoncés. 
Exemple 
Les références suivantes, figurant dans un même énoncé, ne 
donneront lieu .qu'à la création d'un seul pseudo-commentaire 
"r = A(b) 
t = A(c) + A(x) + w". 
3) Exemple 
Soit dans un énoncé de nom RAC, le texte suivant 
"r = A(x,y) 
x = si B(a) alors (b) , 
si D(j,k) alors E (e,m,n), 
si F (o,p,23) alors G ("vrai",q) 
sinon H (s, t ,u)" 
Après une transformation basée sur le concept de cumul des 
conditions, ce texte est transformé en 
"r = A(x,y) 
x = si B(a) alors C(b), 
si ~ (B(a) )et D(j ,k) alors E( .e ,m,n), 
si ~ (B(a) )et ~ (D-{j ,k) )et F(o ,P ,23) alors G( "vrai 11 ,q), 
si~ (B(a)) et~ (D(j,k)) et~ (F(o,p,23))alors H(s,t,u)" 
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Les pseudo-commentaires générés sur base de ce texte seront les · 
suivants 
"A référencé_par RAC 
C ~~!-~~E9;~-E~E B(a) dans RAC 
B ~~!_~~E~~-E~~~!!!~ de C dans RAC 
E ~~!-~~E~~-E~E ~(B(a)) et D(j,k) dans RAC 
B ~~!_5~E~~-~~5~!~!~-~~ E dans RAC 
D ~~!-~~E~~-~~~~!!!~ de E ~~~ RAC 
Gest gardé par non(B(a)) et non (D(j,k)) et F(o,p,23) dans RAC 
------------- - - -B est_garde négative_de C dans RAC 
D ~~!_g~E~~-g~g~!~!~-~~ G dans RAC 
F ~~~-~~E9;~-E~~!!!!~-9;~ G dans RAC 
H ~~!__~~E9;~-E~E ~ (B(a)) et ~ (D(j ,k)) et ~(F(o ,p ,23)) 9;~~ RAC 
B ~~!_5~E~~_né~~!~!~-~~ H dans RAC 
D est_~arde né5ative_de H dans RAC 
F est_garde négative_de H dans RAC" 
Ces pseudo-commentaires seront donc inscrits dans une table et, 
en plus, dans le destinataire correspondant si celui-ci est déjà 
archivé. 
4) Algorithme 
Procédure globale génération-référence (énoncé-à-archiver) 
* génération-référence (énoncé à archiver) 
détruire tous les pseudo-commentaires contenus dans énoncé-à-
archiver; 
pour chaque définition formelle def-for de énoncé-à-archiver 
faire si def-for est une définition conditionnelle 
./ ... 
:: 
alors analyse-conditionnelle(def-for,nom de l'énoncé 
à archiver) 
sinon si def-for est une définition ''jusqu •àn 
fin-si 
fin-faire. 
alors an-jusqu'à(def-for,nom de l'énoncé 
à archiver) 
sinon pour chaque référence ref 
de def-for 
fin-si 
faire ref-simple (ref ,nom 
de l'énoncé à analyser, 
pseudo); 
insérer (pseudo ) 
fin-faire 
* insérer (pseudo) 
si pseudo n'est pas dans la table 
alors insérer pseud.o dans la table des pseudo-commentaires; 
si le destinataire de pseudo est archivé 
alors insérer pseudo dans le corps du destinataire 
fin-si; 
fin-si. 
* ref-simple (ref, nom, pseudo) 
(génère un pseudo-commentaire contenu dans pseudo de l a forme 
nref référencé Ear nom") 
* an-jusqu'à (def, nom) 
(an-jusqu'à génére des pseudo commentaires à partir des références 
d'énoncés contenues dans "def", qui est une définition de suite de 
la forme "jusqu 'àn conte.nue dans un énoncé d'identificateur "nomn • 
. / ... 
Les définitions de suite "jusqu'à" ont la forme 11~ cond rep defin1 
init defin2") 
Si def contient au moins une référence d'énoncé dans defin1 ou defin2 
alors pour chaque référence d'énonce ref de defin1 ou de defin2 
faire ref-conditionnée (ref,~(cond),nom,pseudo); 
insérer (pseudo); 
pour chaque référence d'énoncé refcond de cond 
faire ref-condi tionnante(ref cond ,non ( cond) , 
ref,nom, . pseudo); 
insérer(pseudo); 
fin-faire; 
fin-faire; _· ·. 
sinon pour chaque référence d'énoncé ref de cond 
faire ref-simple (ref,nom, pseudo); 
insérer (pseudo); 
fin-faire; 
fin-si. 
* analyse conditionnelle (def,nom) 
(génére les pseudo-commentaires relatifs aux références d'énoncé 
présentes dans def, qui est une définition conditionnelle. 
Une définition conditionnelle est formée d'une suite d'alterna- · 
tives, et, éventuellement, d'une alternative excluant toutes les 
autres. 
Les alternatives contiennent une partie condition et une partie 
définition d'objets • 
La forme des conditionnelles est 
"si cond alors def-obj, 
.-.. 
si c.ond alors def-obj 
sinon def-obj") 
cond-cumulée 4-- vide; 
./ ... 
pour chaque alternative alter de def 
faire si cond-cumulée = vide 
alors analyse-alter(cond de alter,def-obj de alter,nom); 
cond-cumulée non (cond de _a~lte~); · 
sinon analyse-alter(cond-cumulée et cond de alter, def-
obj de alter, nom); 
cond-cumulée 4-- cond-cumulée et noTIJ.( e~d de alte~ 
fin-si; 
fin-faire; 
si il y a une alternative-excluante alt-exc 
alors analyse-alter (cond-cumulée, déf-obj .~alt-exc,nom); 
fin-si. 
* analyse-alter (cond,def-obj,nom) 
si def-oqj contient au moins une référence d'énoncé 
alors pour chaque référence d'énoncé ref de def-obj 
faire ref-conditionnée (ref,cond,nom,pseudo); 
insérer (pseudo); 
pour chaque référence d'énoncé refcond de cond 
faire ref-conditionnantE(refcond,cond,ref, nom, 
pseudo); 
insérer(pseudo); 
fin-faire; 
fin-faire; 
sinon pour chaque référence d'énoncé ref de cond 
faire ref-simple (ref,nom,pseudo); 
insérer (pseudo); 
fin-faire 
fin-si .• 
* ref-conditionnée(ref, cond, nom, pseudo) 
(génère un pseudo commentaire contenu dans pseudo de la forme 
11 ref est_5ardé_E_ar cond dans nomn) 
./ ... 
* ref-conditionnante(refcond,cond,ref,nom,pseudo) 
(si le nombre de négations logiques obtenu en partant de refcond 
dans l'arborescence cond et en remontant jusqu'à la racine de 
cond est pair, génère un pseudo-commentaire contenu dans pseudo 
de la forme ttrefcond ~~!-~~!:9;~-~~~~!!!~ de ref ~~~ nom" 
Si le nombre de négations est impair, le pseudo-commentaire 
nrefcond ~~~-Ei~E9;~-~tg~~!Y~-s!~ ref dans nomn est généré et 
renvoyé dans pseudo.) 
3.1.4.2 Extraction d'un énoncé de la liste d'énoncés arëfirves ___________________________________ _ 
En ce qui concerne la gestionnaire des pseudo-
commentaires, l'extraction d'un énoncé du dossier entraine. 
- la destruction des pseudo-commentaires dont il est l'origine dans les 
énoncés archivés (pour ne pas violer la contrainte de cohérence de 
l'ensemble formé par les énoncés archivés et les pseudo-commentaires 
qu'ils contiennent, à savoir que ces derniers doivent avoir pour 
origine un énoncé archivé) 
- la· destruction des pseudo-commentaires correspondants dans la table 
des pseudo-commentaires (afin de ne pas violer ·la règle définissant 
cette table comme contenant tous les pseudo-commentaires générés par 
tous les énoncés archivés, et uniquement ceux-ci). 
Algorithme 
(Cet algorithme est facilité par la forme standard des pseudo-
commentaires, à savoir que la première partie d'un pseudo-commentaire 
reprend toujours son destinataire, et la dernière partie représente 
l'origine du pseudo-commentaire). 
./ ... 
pour chaque pseudo-commentaire de la table 
faire si l'énoncé à extraire est l'origine de ce pseudo-commentaire 
alors si le _ destinataire du pseudo-commentaire est archivé 
alors détruire le pseudo-commentaire dans le 
destinataire; 
fin-si; 
fin-faire; 
fin-si; 
détruire le pseudo-commentaire dans la table; 
Il arrivera un moment dans le travail du concepteur où 
il sera amené à éditer un nouvel énoncé et à l'adjoindre ensuite 
au dossier existant en mémoire. Certains éléments de ce nouvel 
énoncé peuvent être trouvés dans les références à l'énoncé et dans 
·1es spécifications des énoncés où elles apparaissent, pour autant, 
bien entendu, que ces références existent dans le dossier. Une 
référence est accompagnée d'une description des résultats et des 
arguments y figurant. Ces objets doivent évidemment être mis en 
correspondance avec ceux décrits dans l'en-tête du nouvel énoncé. 
Dès lors, les définitions informelles et les définitions de type 
associées à ces objets et figurant dans l'énoncé où apparaît la 
référence; seront aussi celles des objets décrits dans l'en-tête 
du nouvel énoncé. Nous pourrons donc générer automatiquement les _ 
définitions informelles et les définitions de type pour tous les 
objets décrits dans l'en-tête du nouvel énoncé en fonction des 
définitions correspondantes dans l'énoncé où apparaît ·la référence. 
L'utilisateur ne sera donc pas contraint à les donner. 
On peut y voir deux avantages: 
- Une telle génération permàt à l'utilisateur de gagner du temps 
puisqu'il ne devra pas rechercher dans le dossier les définitions 
informelles et les définitions de type correspondant aux objets 
à décrire dans l'en-tête du nouvel énoncé; 
- Une telle génération permet d'assurer une certaine cohérence 
entre les énoncés où apparaissent les références et les énoncés 
auxquels il est fait référence, puisque les objets à décrire 
(c.à.d. les objets de l'en-tête du nouvel énoncé), auront la 
même définition informelle et la même définition de type que 
ceux décrits dans les références. 
./ ... 
3.2.2 S~écification_de_la_Erocédure 
La procédure permettra à l'utilisateur de créer automa-
tiquement une partie de texte d'un nouvel énoncé en fonction des 
références à l'énoncé, des énoncés où apparaissent ces références 
et de l'en-tête de ce nouvel énoncé. 
3.2.2.1 Structure d'un énoncé SPES 
Pour rappel, un énoncé SPES a la structure 
suivante : 
En- :r. LISTE DES 
tête _:x, . RESULTATS 
IDENTIFICATEUR 
D'ENONCE 
LISTE DES 
RESULTATS 
de 
l'énon- Liste d'objets 0 texte libre (définition 
informelle) cé 
Liste d'objets type (définition de type ) 
corps Liste d'objets prédicat (définition formelle 
de implicite 
l'énon Liste d'objets définition simple l (définition formelle 
~1+--++e) 
, 
ce 
définition condi- ~~~ 
tionnelle ) 
définition de suite 
défini t ion externe · 
(Les symboles entourés sont des mots-réservés du langage SPES) 
Les listes de résultats et d'arguments comprennent 
un nombre quelconque d'objets, seule la liste des arguments peut 
être vide. Les résultats et les arguments doivent être des objets 
différenciés. Chacun de ces objets possède dans le corps de l'énoncé 
une définition informelle, une, 4éfinition de type et une ·définitio,n 
formelle. 
./ ... 
! 
Les arguments ont des valeurs définies à 
l'extérieur de l'énoncé, tandis que les résultats auront une 
valeur définie à l'intérieur de l'énoncé,par l'intermédiaire de la 
définition formelle explicite. L'identificateur d'énoncé existe 
toujours dans l'en-tête de l'énoncé. 
Le corps de l'énoncé comprend un nombre quelconque 
de définitions formelles (implicitesou explicitES), de définitions 
informelles et de définitions de type. Les références d'énoncé 
apparaissent principalement dans les définitions formelles impli-
cites et explicites. Elles ont la structure suivante : 
LISTE DES IDENTIFICATEUR LISTE 
RESULTATS D'ENONCE AUQUEL D'EXPRESSIONS 
IL EST FAIT REFE 
BENCE 
La liste des résultats comprend un nombre 
quelconque d'objets et peut éventuellement être vide. Les résultats 
doivent être des objets différenciés. La liste des expressions 
contient un nombre quelconque d'expressions et peut éventuellement 
être vide. L'identificateur d'énoncé existe toujours dans la 
référence. 
Une référence apparait: 
- dans le prédicat d'une définition formelle implicite. 
Il peut être formé uniquement de la référence 
ex tq .p,A(a4 c)1 
reference à l'énoncé A 
ou d'une expression faisant intervenir cette référence 
ex: a tq ~ .=5 et c>O 
référence 
à l'énon-
cé A 
Expression 
./ ... 
- dans le corps d'une définition formelle explicite qui peut être 
une définition simple, une définition conditionnelle ou une 
définition de suite. 
Dans le cas d'une définition simple, la référence apparaît seule -
Ex. : a = ,cB(b 2h),, ou dans une expression 
référence 
à l'énoncé B 
f;x 
en : a = ~B(})Ji)., + 5 
rèfèrë'nce 
à l'énoncé 
B 
'\ . J 
Expre's'sion 
Rappelons qu'une définition simple peut aussi être 
une liste de définitions simples. Dans ce cas, la référence appa-
raîtra dans au moins une de ces définitions simples, soit seule, 
soit dans 
e~x. : a, b 
une expression. 
= c'. B (b ,h), c+6 
.., J 
-référence 
à l'énon-
cé· :s -· 
\-----v~-----/ 
Liste de définitions simples (2 définitions simples) 
ou 
a,b = cB(b,h)+5,c+6 
~ 
référence 
à l'énon-
cé B 
I 
Expréssion 
--
'Liste dé définitions simples 
- dans le cas d'une définition conditionnelle, la référence apparaît 
- soit dans la condition, seule ou dans une expression 
e-x : a = s ~..., v R I i _ c!)- alors 5 
r efére~ sinon 6 
à l'énon-
ou 
a = 
cé R 
si ~R(i.!~ > 0 
réferenc 
à l'énon-
cé R 
Expression ; 
I 
alors 5 
sinon 6 
./ ... 
-soit dans une des définitions simples correspondant aux 
alternatives de la conditionnelle 
Ex. : a = si c, 0 alor_? 5, 
si c = 0 alors qU(j ,k) 
~
référence à 
l'énoncé U 
sinon 6 
- dans le cas d'une définition de suite, la référence apparaît 
- soit dans la conditfon d'une définition "jusqu'à" avec ou sans 
l -
~itialisatioi:t, soit seule soit dans une expression. 
Ex. : r = jqa rI(v,d) rep r /-i 7 = r/-i-1 7+1 
~ - - -
ou 
référence 
à l'énoncé 
I 
r = jqa ,rJ(~,d),> 0 rep ri-~7= ri-i~1 _7+1 
référence 
à l'énon-
cé I 
,____ f 
Expretsion 
soit dans l'intervalle d'une définition "pour" avec ou sans 
initialisation. 
Il 
Ex. : a= dep hJ(k,1) •• 6 rep a/-i 7= ai-i-1_7+ 1 
'--;--::y---lf re erence 
à l'énon-
cé J 
- soit dans une défini t ion simple de la partie '~tilisation" 
, JI • ' /) d'une definition "pour" ou Jusqu'a 
Ex. a= dep 1 •• 6 rep ai_i_7 = aiI-1_7+1 
ini t ai-'1 _7 = bH(w ,z) 
~
référence 
à l'énoncé 
H 
- soit d~~ le corps d'une définition "pour" ou "jusqu'à" avec 
ou sansinitialisation 
./ ... 
Le corps d'une définition itérative est structuré de la façon 
suivante 
. , . G-\définition conditionnelle ( 
Liste d obJets - ld'f· ·t· . 1 e ini ion simp e 
La liste des objets peut éventuellement être vide. 
La référence apparaît soit dans une définition conditi onnelle, 
soit dans une définition simple. 
Ex. : a = dep 1 •• 6 rep a[ "J: = si b > 0 alors ab-1 J +1 
sinon aLï-1 J+bV(z ,q) 
. ' 
r éf~rence 
à l'énon-
c é V. 
3.2.2.2 Structure_de_l'en-tête_et_du_cor,es_du_nouvel_énoncé 
L'en-tête du nouvel énoncé a la structure de celui 
d'un énoncé SPES (cf supra). Le nouvel énoncé a la structure d'un 
énoncé SPES (cf supra) mais le corps de celui-ci ne comprendra, 
après génération, que les définitions informelles et les définitions 
de type, des arguments et des résultats décrits sans son en-tête. 
Les définitions formelles, et éventuellement d'autres définitions 
(correspondant par exemple aux objets intermédiaires apparaissant 
dans le corps de l'énoncé), devront alors être introduites par 
l'utilisateur. 
3.2.2.3 Illustration 
Pour illustrer ce qui précède, prenons l'exemple 
suivant. Supposons que l'utilisateur dispose dans le dossier de 
l'énoncé suivant : 
comm,val CONS-COM 
comm? bon de commande interne 
val? résultat booléen indiquant si la commande client est valide 
ou non 
be? bon de commande client 
comm: ~BC 
val= ~B 
be= iBONCOM 
comm,val = si COMI'IANDE-CORR(bc) alors 
CONS-COMM-VAL(bc) vrai 
sinon bc)faux I 
be= donnée. 
./ ... 
Supposons à présent que l'utilisateur désire 
introduire l'énoncé CONS-COMM-VAL dans la spécification. L'en-tête 
de cet énoncé pourrait être : 
commande-val CONS-COM.M-VAL(bon-de-comm.ande). 
En fonction de cet en-tête et de l'énoncé où 
apparaît la référence à l'énoncé "CONS-COM-VAL" (soit l'énoncé 
"CONS-COMu), la procédure générera. Jes défini tiens informelles et 
les définitions de type suivantes: 
commande-val? bon de commande interne 
commande-val ~BC 
bon-de-commande? bon de commande client 
bon-de-commande iBONCOM. 
Nous observons donc les correspondances suivantes 
.commande-val et comm 
.bon-de-commande et be 
3.2.2.4 Contrôles à effectuer 
---------------------
Parmi les éléments cités précédemment, seul 
l'en-tête du nouvel énoncé doit être introduit par l'uti lisateur. 
Les autres éléments existent ou n'existent pas dans le dossier 
suivant qu'il y est fait ou non référence au nouvel énoncé. 
L'en-tête introduit doit être contrôlé: 
- Il faut vérifier que l'identificateur attribué au nouvel énoncé 
est bien unique dans le dossier. S'il ne l'est pas, la procédure 
doit le signaler et s'interrompre afin d'empêcher la présence, 
après archivage, de deux énoncés de même nom dans le dossier. 
Il faut déterminer s'il existe dans le dossier au moins un énoncé 
qui contient une référence au nouvel énoncé. Cette condition est 
impérative pour la génération des définitions puisqu'elle se fait 
en fonction de ces énoncés. Si cette condition n'est pas vérifiée 
./ ... 
la procédure ne peut donc pas générer des déîinitions, le signa-
lera et s'interrompera. 
- Il faut vérifier que les objets décrits dans les listes de l'en-
tête du nouvel énoncé sont tous distincts les uns des autres. 
Si tel n'est pas le cas, la procédure doit le signaler, permettre 
à l'utilisateur de modifier l'une ou l'autre des deux listes et 
effectuer à nouveau le contrôle pour s'assurer du bien-fondé 
de la modification. 
Lorsqu'il existe dans le dossier plus d'une 
référence au nouvel énoncé, on peut obtenir dans le texte du nouvel 
énoncé, plus d'une définition informelle et de type pour un objet 
décrit dans son en-tête. Rappelons que dans le langage SPES, les 
objets ne peuvent avoir qu'une seule définition de type et une 
seule définition informelle. Il faudra donc : 
- Supprimer les définitions redondantes (c.à.d. des définitions 
identiques à une définition donnée); 
- Signaler à l'utilisateur le cas où un objet a des définitions 
informelles distinctes, ceci afin de lui permettre de ne faire 
qu'une définition informelle à partir de ces définitions; 
- Signaler à l'utilisateur le cas où un objet a des définitions 
de type distinctes et supprimer toutes ces définitions. 
Le traite.ment effectué, on sortira le résultat 
de l'écran. 
3.2.3 Conception_de_l'algorithme 
Avant d'aborder la structure générale et le détail de 
l'algorithme, il convient de signaler au lecteur l'utilisation de 
la liste des pseudo-commentaires pour le contrôle déterminant 
./ ... 
l'existence d'au moins une référence à l'énoncé, et pour sélec-
tionner les énoncés .on apparaissent les références àu nouvel 
énoncé. 
Rappelons qu'un pseudo-commentaire peut avoir les 
formes suivantes 
du langage) 
(les caractères entourés sont des mots-réservés 
C) IDENTIFICATEUR ~ D'ENONCE 
(D ID~~;~;g~TEURl(ÏIBFERENCE~ 
IDENTIFICATEUR (D D'ENONCE 
6) IDENTIFICATEUR D'ENONCE ~T~~~ 
CONDITION ~ 
IDENTIFICATEUR 
D'ENONCE 
IDENTIFICATEUR ~ 
D'ENONCE 
IDENTIFICATEUR ~ D'ENONCE 
IDENTIFICA-
TEUR D'ENON-
CE 
IDENTIFICA-
TEUR D'ENON-
CE 
IDENTIFICA-
TEUR D'ENON-
CE 
Pour déterminer l'existence d'une référence au nouvel 
énoncé, il suffit de rechercher dans la liste des pseudo-commentaires 
l'existence d'un .pseudo-comment-aire dlr·-type: 
(iEFERENCE ~ IDENTIFICATEUR Ci) IDENTIFICATEUR DU NOUVEL D'ENONCE. 
ENONCE 
Pour sélectionner les énoncés où apparaissent les 
références au nouvel énoncé, il suffit de trouver toutes les 
occurences d'un pseudo commentaire de ce type et d'utiliser l'iden-
tificateur _ du 4ème champ pour déterminer ces énoncés. En fonction 
de ces informations, il sera relativement aisé de sélectionner les 
énoncés qui nous intéressent dans le dossier. 
./ ... 
Rappelons que ces pseudo-commentaires existent également 
dans les énoncés, mais sont bien moins accessibles que ceux détenus 
dans la liste des pseudo-commentaires. Il faut en effet accéder 
au corps de chaque énoncé, vérifier l'existence du p~eudo-eommentaire 
recherché et ainsi de suite, jusqu'à ce que l'on ait pu en trouver 
un. Dans la liste des pseudo-commentaires, il sui:fit de passer en 
revue, l'un après l'autre, chacun des pseudo-commentaires, tant 
que l'on ne retrouve pas le pseudo-commentaire recherché. C'est 
pour la rapidité du traitement que nous avons choisi d'utiliser 
la ·liste des pseudo-commentaires plutôt que les énoncés eux-
mêmes. 
: 1 
;.2.3.1 ~~~~~~E!-~!~!!!!!_!!_!~!!S2!!~!!!! 
Nous pouvons donner la structure de l'algorithme en utilisant des diagrammes à la Jacskon {_Jack,?z7 
Controler 
l'en-tête de 
l'énoncé à 
créer 
l'existenc 
existence d'au moins 
de l'énnon une réfé-
cé das le rence à 
dossier l'énoncé 
------- ds le 
_ .... --
-- --
ériffer* 
l'unicité 
des identi 
ficateurs 
d'objets 
(cf infra) 
Creation assistee d'un énoncé en 
fonction de l'en-tête de l'énoncé à 
créer et du dossier présent en mémoire 
Générer des définitions informelles et 
de type pour les objets de l'en-tête de 
l'énoncé à créer en fonction des réfé-
rences et des énoncés où elles appa-
raiijse t 
Générer les définitions informelles* 
et de type, pour les objets de 
1ren-tête de l'énoncé à créer en 
fonction d'une référence et de l'énon-
cé où elle apparaît 
• Supprimer les 
définitions de 
type et défini 
tions infor-
melles redon-
dantes 
Contrôler les 
définitions 
générer 
igna er 
la présenc 
de défini-
tions in-
formelles 
distinctes 
ds le copr 
, , # 
dossier wusqu'à ce ______ __, ;_ genere 
igna er 
la pré-
sence de 
défini-
tions de 
type dis-
tinctes p 
un même 
objet cr . 
supprimer (cf infra) cf infra que unicité 
Déterminer la liste 
des arguments 
associés à la 
référence 
atteinte 
Déterminer la liste 
des résultats 
associés à l a réfé-
rence 
Vérifier la concordance 
entre le nombre d'argu-
ments associés à l a ré-
férence et celui des ar 
guments associés à l'en 
tête de l'énoncé à crée 
cordance entre 
le nombre de ré-
sultats associés 
à la référence e 
celui des résu1~ -
-- · ·- ·--------- tats associés à 
·1 •en-tite da 
r" énonc4 · -- / __  _ (cf infra) 
(cf infra) 
ces dé.fi-
nitions 
Générer les définitions 
informelles et de type 
en fonction des listes 
déterminées œ1 1 en-tête 
de l'énoncé à créer et 
et de l'énoncé où appa-
raît la référence 
(cf infra) 
Vérifier la 
non-existance 
de l'énoncé ds 
le dossier 
_____..,_/ ~-----
0 0 
L'énoncé 
existe ds 
le dossier 
1 
Afficher un 
message d 'er-
reur et inter-
rompre le trai-
tement 
L'énoncé 
n'existe 
pas ds. le 
dossier 
1 
1 
Rien 
Vérifi~r l'exi~ 
tence d'au mo~~ 1 
une référence ds 
le dossier en fonc-
tion de la liste des 
pseudo-commentaires 
0 
Il n'existe 
pas de réfé-
rence à 
l'énoncé 
n existe au 
moins une ré-
férence à 
l'énoncé 
icher un 
message d'er-
reur et inter-
rompre le 
traitement 
Rien 
* 
Vérifier l'unicité 
des identificateurs 
. d'objets 
--------, 
(jusqu'à l'unicit é 
atteinte) 
Vérifier l'uni-
cité des iden-
tificateurs de 
Vérifier l'uni-
cité des iden-
tificateurs des 
Vérifier l 'uni- ; 
cité des iden- ! 
tificateurs en- i 
tre résultats & résultats arguments 
ar enta 
o o li o o 
1
. o o 
Identifi- Identifi- , !Identifi- Identifi Identifi Identifi- 1 
cateurs cateurs 1 ;eateurs : : cateurs ateurs cateurs 
des résul ,des résul~ '.des argu-l 1des argu- istincts ; non-
tats dis- ltats non 1 · enta -
1
. ments non jl distincts 
_t_in_c~t_s ____ , distincts istincts ~
Rien !Faire cor- 1 Faire cor- -----riger la Rien riger la 
1 liste des · liste des 
' ... t.. .... , ...... .. 
- - -- ....... -.v ..... , ... ::,, 
par l'uti 
jsateur 
-
; a-rgum_~_ri+-_.., s_.l,11'. L : par l 'uti j sateur 
· aire cor-
riger 
une des deux 
lis-tes d rob- j jets par l'u-, 
tilisateur · 1 
Vérifier la concordance entre le nom-
bre d'arguments associés à la réfé-
rence et celui des arguments associés 
à l'en-tête de l'énoncé à créer 
0 
concordance 
Rien 
0 
non-
concordance 
Afficher mes-
sage d'erreur 
et interdire 
· 1a génération 
pour les argu-
ments de l'en-
têtEJ du i,.ouvel 
Vérifier la concordance entre le nombre de 
résultats associés à la référence et celui 
des résultats associés à l'en-tête 
__ de l'énoncé à créer. 
0 
concordance 
Rien 
0 
non 
concordance 
' Afficher messa-
ge d'erreur et 
interdire la 
génération pour 
les résultats · 
de l'en-tête du 
nouvel énoncé 
A '2. 2-
Générer les définitions informelles et 
de type en fonction des listes déternli-
nées de l'en-t&te de l'énoncé à créer 
et l'énoncé où apparait la référence 
Génération en fonction de 
la liste des résultats 
déterminée 
Génération en fonction de 
la liste des arguments 
déterminée 
0 0 
Génération 
autorisée 
pour les 
résultat~ 
Génération 
non autori-
sée pour les 
résultats 
Sélectionner les de-
finitions informel-
les et de type asso-
ciées à la liste des 
résultats déterminée 
ds l'énoncé où appa-
rait la référence 
Recopier es e ni 
tions informelles R 
et de type pour les I 
résultats de l'en- E 
tête de l'énoncé à N 
créer 
0 
e ec ionner es 
définitions in-
formelles et de 
type associées à 
la liste des argu-
ments dans l'énonc' 
où apparait la 
référence 
0 
Génération 
non autori~ 
sée pour les 
enta 
Recop_ier les def_i-- · 
nitions informelles 
et de type pour les 
arguments de l'en-
tête de l'énoncé à 
créer 
R 
I 
E 
N 
PROCEDURE: création assistée 
*FAIBE; 
*CREER nouvel énoncé VIDE; . 
*DEMANDER en-tête du nouvel énoncé A l'utilisateur ; 
*FAIRE: contrôle de l'en-tête FIN-FAIRE; 
*ADJOINDRE en-tête du nouvel énonce A nouve·l énoncé; 
*FAIRE: génération des def-informelï'es et de def-de-types 
FIN-FAIRE; 
*FAIRE: contrôle -de définitions générées FIN-FAIRE; 
. -
- • AFFICHER nouvel énoncé; 
,~~fll;: contrôle de l'en-tête 
*FAIRE; 
*DETERMINER DANS le d-èssier. EXISTENCE .· d 'Jm ·énonéé 
AYANT MEME -identificateur d'~noncé QUE le nouvel énoncé; 
SI enoncé EXISTE 
ALORS *FAIRE: 
*AFFICHER un message d'erreur; 
* INTERROMPRE·. lè traitement; 
FIN-FAIRE 
FIN-SI, 
*DETERMINER DANS liste des pseudo-çommentaire EXISTENCE 
d'un pseudo-commentaire du type : ! identificateur du nouvel énoncé 
référence-par identificateur d'énoncé; 
SI ce pseudo commentaire N'EXISTE PAS 
ALORS *FAIBE: 
FIN-SI 
• AFFICHER un message d'erreur; 
*INTERROMPRE le traitement; 
FIN-FAIRE; 
JUSQU'A uriiéité identificateu~d'objets atteinte *FAIRE vérifica-
tion uni-
cité des 
identifi-
cateurs 
d'objets 
FIN-FAIRE; 
FIN-FAIRE; . 
PROCEDURE: vérification unicité des identificateurs d'objets 
*FAIRE; 
*COMPARER les identificateur d'objets de la liste des résultats 
de l'en-tête du nouvel énoncé; §! identificateu:œd'objetsNON DISTINCTS 
ALORS *FAIRE: 
FIN-SI; 
*AFFICHER liste des résultats de l'en-tête du nouvel 
, , 
enonce; 
*DEMANDER nouvelle liste des résultats A l'utilisateur; 
*REMPLACER liste des résultats de l'en-tête du nouvel 
énoncé PAR nouvelle liste des résultats; 
FIN-FAIRE; 
./ ... 
... 
*COMPARER les identificateurs d~objets de la liste des arguments 
de l'en-tête du nouvel énoncé; 
SI identificateumd'objets NON DISTINCTS 
- ALORS*FAIRE; 
•AFFICHER liste des arguments de l'ent-ête; 
*DEMANDER nouvelle liste des arguments A l'utilisateur; 
*REMPLACER liste des arguments de l'en-tête du nouvel 
énoncé; 
PAR nouvelle liste des arguments; 
ill-FAIRE; 
FIN-SI; 
*COMPARER les identficateurs d'objets de la liste des résultats 
et de la liste des arguments de l'en-tête du nouvel 
, , 
enonce; 
SI identificateumd'objet NON DISTINCTS 
- ALORS*FAIRE; 
*AFFICHER en-tête du . nouvel énoncé 
FIN-SI; 
FIN-FAIRE; 
DEMANDER nouvelle liste d'aguments OU nouvelle liste 
de résultats A l'utilisateur; 
SI nouvelle liste d'agumennts ALOBS 
*REMPLACER liste des arguments de l'en-tête du 
nouvel énoncé 
PAR nouvelle liste d'aguments; 
FIN-SI; · 
SI nouvelle liste de résultats ALORS 
- *REMPLACER liste des résultats de l'en-tête du 
nouvel énoncé 
PAR nouvelle liste de résultats; 
FIN-SI; 
FIN-FAIRE; 
./ ... 
PROCEDURE: génération des def-informelles et des def-types 
*FAIRE: 
*CREER corps d'énoncé VIDE 
POUR CHAQUE pseudo-commentaire de la liste de pseudo-commentaires 
du type :! identificateur-du-nouvel énoncé référencé-
par identificateur d'énoncé. 
*FAIRE: 
*RECHERCHER l'énoncé IDENTIFIE PAR identificateur d'énoncé 
DANS le 
POUR CHAQUE 
*FAIRE • .
•FAIRE 
*FAIRE 
*FAIRE 
*FAIRE 
. 
. 
• . 
: 
. 
• 
dans pseudo-commentaire 
dossier 
référence au nouvel énoncé DANS l'énoncé 
Détermination de la liste des arguments FIN-FAIRE; 
associée à la référence 
Détermination de la liste des résultats FIN-FAIRE; 
associée à la référence 
Vérification concordance du nombre d'arguments de 
la référence FIN FAIRE; 
avec celui de l'en-tête nouvel énoncé 
Vérification concordance du nombre de résultats 
de FIN-FAIRE; 
la référence avec celui de l'en-tête du nouvel 
énoncé 
*FAIRE: Génération des définitions informelles et FIN FAIR 
de type en fonction de la référence de 
l'énoncé où elle apparaît 
FIN-FAIRE; 
FIN-FAIRE; 
ADJOINDRE corps d'énoncé A LA SUITE DE nouvel énoncé; 
FIN-FAIRE: 
./ ... 
1) Détermination de la liste des arguments 
-------~------------------------~------
Les arguments d'une référence sont toujours définis dans 
la liste d'arguments située immédiatement à la droite de l'identi-
ficateur de la référence. 
2) Détermination de la liste des résultats 
La détermination des résultats d'une référence pose 
davantage de problèmes. 
En effet, plusieurs listes de résultats peuvent coexister 
dans une même définition formelle. Il s'agit donc de déterminer dans 
celle-ci quelle liste de résultats et quels résultats devront être 
considérés. 
Nous passerons ci-dessous en revue les différents cas qui 
peuvent se présenter lors de ce traitement. Nous utiliserons à cet 
effet des tables de décisions chaînées. 
De manière générale, nous accorderons priorité à la liste 
des résultats la plus proche de la référence. La raison en est la 
suivante: 
La présence d'une liste de résultats en partie droite d'une 
définition formelle permet -à l'utilisateur d'utiliser éventuellement 
des objets intermédiaires. Les objets peuvent avoir des définitions 
informelles plus précises que celles des résultats décrits en en-
tête de l'énoncé. Il sera donc préférable d'effectuer la génération 
en fonction de ces définitions. 
./ ... 
Table 1 
Une liste de résultats est défi-
nie immédiatment à gauche de l'iden-
tificateur d'énoncé dans la réfé-
rance 
a=====================r~===~~=========================-~=========== 
Faire correspondre les résultats de 
cette liste un par un, aux résul-
tats de l'en-tête du nouvel énoncé 
Déterminer le contexte où apparaît 
la référence (table 2) 
Table 2 
La référence apparaît 
X 
X 
dans une défi- dans une défi-
nition expli- nition implici-
cite te,~ . indice, 
une liste d'ex-
pressions d'une 
référence ou 
une liste d'ex-
pressions d'une 
fonction 
===--=---=-~=-=-=-==-=----=--==-----=----===-=----=-==~------=-==---
Déterminer la nature 
de la définition 
explicite (table 3) 
(pas de correspon-
dance) 
affich;r un me~sage 
et interdire la gé-
nération des défi-
nitions informelles 
et des défintions de 
type pour les résultats 
de l'en-tête du nouvel 
, , 
en.once. 
X 
X 
./ ... 
Table 3: Nature de la définition explicite 
La partie droite de une condition-
la définition expli- nelle 
cite où apparaît la 
référence est 
une it-éra~--
tion 
une liste . de 
définitions 
simples 
=======================------=-=-=--====------------================= 
Analyser la condi-
tionnelle (table 4) 
Analyser l'itéra-
tion ( table 5) 
Prendre en considé-
ration la liste des 
résultats décrite en 
partie gauche de la 
définition explicite 
Analyser la liste de 
définitions simples 
(table 6) 
X 
X 
X 
X 
.............................................. -.----------------------------.. 
Table 4: Analyse de la conditionnelle 
La référence apparaît 
dans la partie 
condition d'un 
conditionnelle 
1 
Liste de définitions 
simples d'une condi-
. tionnelle 
==~----=---=-==-=-------=-----------=--=~---~== ·==========~========== (pas de corre.~pondan9e) 
--~ 
Afficher un message et 
interdire la génération 
des définitions inf or~- _., 
melles et des défini-
tions· de type pour les 
résultats de l'en-
tête du nouvel énoncé 
Prendre en considéra-
tion la liste des ré-
sultats décrite en 
partie gauche de la 
définition exolicite 
Analyser la liste de s 
définitions ·slmples 
(table 6) 
X 
X 
X 
./ ... 
-
• ....,3o 
Table 5: Analyse de l'itération 
1 
La référence apparaît dans le corps dans l'ini- dans la 
d'itération tialisation condition 
d'une itéra- d'une ité.;. . d'une ité-
tion "pour" QU ration ration 
"jusqu'à" avec "pour" o.u "jusqu'à" 
ou sans ini- "jusqu'à" avec ou 
tialisation avec ini- sans 
tialisation initialisa-
tion ou da 
l'intervallt 
d'une cond.i• 
-=--=----=--==---=-=------=-==-----=-------- ==--=--=--=-==~;2~-=~2!~~-
Analyse du corps d'ité-
ration (table 7) 
Prendre en considération 
la liste des résultats dé-
crite en partie gauche de 
l'initialisation 
.Analyser la liste de·s 
définitions silmples 
(p~s de correspondance) 
) 
afficher un message et 
interdire la génération des 
définitions informelles et 
de types pour les résul- -
tats de l'en-tête du nou-
v.el énoncé 
X 
X 
X 
X 
Table 6: Analyse de la liste de définitions simples 
La définition simple où 
apparaît la référence est 
Déterminer les résultats 
de la liste considérée 
qui sont associés à la 
définition simple où 
annaraft la référence 
(pas de correspondance) 
afficher ûi?message et 
interdire la généra-
tion des . définitions 
informelles et de type 
pour les résultats dé-
crits dans l'en-tête 
"~,,,ra 1 ~- --
une expression ne 
contenant que la 
référence 
X 
une expression conte-
nant plus que la 
référence 
X 
Table 7: Analyse du corps d'itération 
Le corps dé l'ité'-
tion est une lis-œ 
d~~-· sîM~~ t _~on~ _ 
Le corps de l'ité-
ration est une 
conditionnelle 
Une liste de ré-
sultats est dé--
crite en partie 
gauche du corps 
de l'itération 
oui oui 
non non 
oui non 
non non 
oui oui 
oui non 
=========-=-=========-= =========== =--------=-====-=-------~~------=---== 
Prendre en consi-
dération la liste 
des résultats dé- X X 
c.rits en partie 
gauche du corpà 
de. l 'it.ération 
(pas de correspon-
dance) 
,> 
afficher un message 
et interdire la 
gén,ration des X X 
définitions infor-
melles et dès défi-
nition.s de type p9u1 
les résultats de 
l'en-tête du nouvel 
, , 
enonce 
Analyse: condition- X X 
nelle (table 4) 
Analyser liste des 
définitions sim- X X 
pies (table 6) - . 
---- - - --
-----------------
--- - - -- - - -- - -- ---
./ ... 
Dans le cas où la référence au nouvel énoncé apparaît dans 
une liste de définitions simples, une partie seulement des éléments 
de la liste des résultats à considérer sont associés à l a définition 
simple contenant la référence. Il faudra donc déterminer cette 
partie. Nous savons que chaque élément de la liste des résultats 
est associé à un et un seul élément de la liste des définitions 
simples. Il suffira donc de parcourir en même temps ces deux listes 
en associant de 1 à n résultats, selon la nature de la définition 
simple rencontrée. 
Deux cas sont à distinguer: soit la définition simple 
est formée uniquement d'une référence, soit elle est formée d'une 
expression ou d'une fonction unique. 
Définition simple est formée uniquement d'une référence 
Dans ce cas, la procédure doit connaitre le nombre de 
résultats rendus par l'énoncé auquel il est fait référence pour 
déterminer 1~ nombre d'éléments de la liste des résultats à associer 
à la définition simple. Ce nombre peut être déterminé en comptant 
le nombre d'éléments contenus dans la liste des résultats de l'en-
tête de l'énoncé auquel il est fait référence. Bien entendu, cela 
suppose que cet en-tête · existe soit dans le dossier, soit dans le 
nouvel énoncé. Dans le cas contraire, l'énoncé auquel il est fait 
référence n'aura pas encore été introduit. Par conséquent, le 
nombre de résultats rendus par cet énoncé est indéterminé. Si le 
cas se présente avant que l'on ait rencontré la défin±tion simple 
contenant la référence du nouvel énoncé, on ne pourra pas déterminer 
avec certitude les résultats associés à cette définition. On effec-
tuera alors le même traitement, mais en parcourant les deux listes 
dans le sens opposé à celui utilisé pour le permier parcours. Sit à 
ce moment-là le même problème se rencontre, la procédure ne sait 
pas déterminer les éléments de la ~ista des résultats qui sont 
associés à la définition simple contenant la référence au nouvel 
, , 
enonce. 
./ ... 
Elle~~ signalera donc et interdira -la génération des définitions 
informelles et des définitions de type pour les résultats décrits 
dans l'en-tête du nouvel énoncé. 
Définition simple et formée d'une expression ou d'une fonction seule 
Dans ce cas, on associera un et un seul résultat de la 
liste des résultats à cette définition simple,(vis-à-vis de la 
sémantique, les expressions et les fonctionsne peuvent avoir qu'un 
et un seul résultat). 
En même temps que l'on effectue ces associations, on 
contrôle _que le_nombre d'éléments de la liste des résultats est au 
moins égal à la somme des résultats associés à chacune des défini-
tions simples de la liste. Ce contrôle s'effectue simplement en 
vérifiant que dans la liste des résultats on dispose toujours d'un 
nombre suffisant d'éléments pour effectuer l'association. Signalons 
dans la· cas où il y a indétermination du nombre de résultats, nous 
considérerons que ce nombre est par défaut égal à 1. (Pour rappel, 
tout énoncé a au minimum un résultat). Si on ne dispose pas d'un 
nqmbre suffisant d'éléments, la procédure le signalera et interdira 
là .--.génération des définitions informelles et des définitions de type 
pour les résultats décrits dans l'en-tête du nouvel énoncé. 
PROCEDURE: Vérification du nombre d'argµinents de la référence avec 
celui de l'en-tête du nouvel énoncê. 
*FAIRE: 
SI nombre d'arguments associés à la référence 
NE CORRESPOND PAS au nombre d'arguments associés au nouvel 
, , 
enonce 
ALOBS*FAIBE 
FIN-SI; 
FIN-FAIRE; 
*AFFICHER message d'erreur; 
*INTERDIRE la génération des définitions informelles 
FIN-PAIRE; 
et des définitions de type pour les arguments 
dans l'en-tête de l'énoncé; 
./ ... 
PROCEDURE : Vérification du nombre de résultats de la réf·érence 
avec celui de l'en-tête du nouvel énoncé. 
FAIRE: 
SI nombre de résultats associés à la référence 
-NE CORRESPOND PAS au nombre de résultats associés au nouvel 
, , 
enonce 
ALORS*FAIRE 
*AFFICHER message d'erreur 
*INTERDIRE la génération des définitions informelles et 
des définitions de type pour les résultats 
décrits dans l'en-tite du nouvel énoncé. 
Fll-FAIBE; 
FIN-SI; 
FIN-FAIRE; 
PROCEDURE: Génération des définitions in.formelles et de type en 
fonction de la référence et de l'énoncé où elle apparait 
*FAIRE; 
SI génération autorisée POUR les résultats décrits dans l'en-
tête du nouvel énoncé 
ALORS*FAIRE 
•RECHERCHER def-informelles et def-de-type CORRESPONDANT 
AUX objets de la liste des résultats dâterminée; 
POUR CHAQUE definition~ trouvée 
*FAIRE 
*RECOPIER définition trouvée A LA SUITE DE 
corps de l'énoncé; 
*REMPLACER identificateur d'objets de cette 
définition 
PAR identificateur d'objets lui correspondant 
- A , , dans l'en-tete du nouvel enonce; 
FIN-FAIRE; 
FIN-FAIRE; 
Fm-sî; §1 gênération autorisée POUR les arguments décrits dans l'en-
tête du nouvel énoncé; 
ALORS*FAIRE 
*RECHERCHER def-informelles et def-d.e-type CORRESPOND.A.w.r 
AUX ob~ets de la liste des arguments déterminée; 
POUR CHAQUE définition trouvée 
•FAIRE; 
*RECOPIER définition trouvée A LA SUITE DE corps 
de l'énoncé; 
*REMPLACER identificateur d'objets de cette défi~ 
nition 
PAR identificateur d'objets lui correapondaB.t 
- dans l'en-tête du nouvel énoncé; 
FIN-FAIRE; 
FIN-FAIRE; 
FIN-SI; 
FIN-FAIRE; 
./ ... 
PROCEDURE: Contrôle des définitions générées 
*FAIRE; 
*COMPARER définitions générées DANB corps de l'énoncé 
2I définition identiques EXISTENT 
-ALOBS*SUPPRIMER définitions redondantes DANS corps de 
l'énoncé; 
li'IN-SI; 
*DF.fERMINER DANS corps de l'énoncé EXISTENCE de plusieurs 
définitions in.formelles POUR un même objet; 
SI plusieurs définitions informelles EXISTENT POUR un même 
objet 
ALORS*A.FFICHER un message d'erreur 
FIN-SI; 
*DETERMINER DANS corps de l'énoncé EXISTENCE de plusieurs 
définitions de type POUR Ull même objet; 
SI plusieu:rsdéfinitions de type EXISTENT POUR llll. même objet 
-ALOBS*FAIRE 
*AFFICHER un message d'erreur; 
*SUPPRIMER toutes les définitions de type POUR 
cet objet; 
FIN-FAIBE; 
FIN-SI; 
3.2.4 ~!!i~!!-~!~~!!~-~~!!E!~!=~~!~!~~ 
~'implémentation de l'algorithme s'est faite sous forme 
d'une procédure ~L pour plusieurs raisons: 
- Elle permet l'utilisation de l'arbre abstrait créé à partir de 
la liste des énoncés lors de la phase d'édition. Un avantage de 
l'arbre abstrait par rapport à la forme textue·lle, est qu'il 
renferme de l'information sur la structure du texte (Ex. : iden-
tificateur d'énoncé, référence d'un énoncé, ••• ), ce qui rend 
beaucoup plus aisée la recherche de certains éléments du texte. 
- L'arbre abstrait ne sait être manipulé qu'au moyen du langage 
MENTOL. 
La liste des énoncés, les énoncés et leur composants, 
la liste des pseudo-commentaires seront représentés en mémoire par 
des arbres. 
La forme textuelle du nouvel énoncé est obtenue par 
décompilation de llarbre lui correspondant. 
./ ... 
Nous pouvons à présent donner un schéma qui pr écise le 
contexte de la procédure 
utilise 
Mémoire centrale la donnée 
-
Gestion des 
pseudo-
commentai-
Création . 
assistée Editeur Décompi-lateur 
res a1 
-----=-----JM ~~Q ~o ~Q" 
Arbre ab-
strait de 
la liste . 
des pseudo-
commentai-
res 
Arbre ab~ 
strait de 
l'énoncé 
partielle-
ment créé 
Arbre ab-
strait 
de la liste 
des énoncés 
La procédure doit disposer pour s'exécuter: 
Q) 
.. (1) 
â 
0 
'O 
cd 
M 
Q) 
Cil 
.rf 
M 
·r-f 
.µ ' 
l=) 
- de l'arbre abstrait de la liste des énoncés 
clavier 
de l'arbre abstrait des pseudo-commentaires en mémoir e • 
. / ... 
3.3.1 Introduction 
Le SPES-ifieur a à sa disposition des constructeurs de 
types unaires (pile de, file de, ens de, suite de )et n-aires 
(struct, struct.fonct) lui permettant de définir un type comme étant 
fonction de tels constructeurs et d'autres types. 
Ainsi, la description d'expression "SORTE ~T == pile de 
;iN7" définit le type ~T comme étant une pile d'entiers. 
Out re la description d'expression, un type peut posséder 
une description stricte, définissant un type par un ensemble 
d'·. opérations, comme le montre l'exemple du point 3.4.2.1 de la 
première partie. 
L'utilisateur moyen utilisera souvent le même ensemble 
d'opérations pour les objets dont la description d'expression du 
type utilise les constructeurs de type. Ainsi, ies opérati~ns couram-
ment utilisées avec les objets dont le type utilise le constructeur 
"ens de "s.ont l'union et l'intersection de deux ensembles , le c.ardinal 
d'un ensemble, adjonction . ou la suppression d'un élément, le test 
.. 
d'appartenance, ••• 
L'utilisateur se verrait donc obligé de redéfinir souvent 
les mêmes opérations et les règles associées. Pour lui éviter ce 
travail inutile, non créatif et source d'erreurs, il semble intéres-
sant d'automatiser la création de descriptions strictes pour les 
types utilisant les constructeurs de type. Les de$criptions strictes 
créées de cette façon reprendraient les opérations de base permettant 
la définition du type et des opérations dont l'usage seLmble courant • 
. / ... 
N.B. - Il aurait été . possible d'adopter une autre politique : 
l'introduction dans le langage des différentes opérations, 
en supposant leurs sémantiques comme étant établies. 
Cette solution a deux désavantages: 
- les opérations autorisées sur les constructeurs de type 
seraient ainsi figées; 
- deux classes d'opérations seraient créées, les unes 
devant ê!re présentes dans des descriptions strictes et 
possédant dès lors, profils et règles sémantiques, 
les autres devant être absentes de celles-ci. 
L'introduction de ces opérations dans le langage aurait 
donc créé une discrimination arbitraire entre opérations. 
lhe telle approche n'a dès lors pas été retenue. 
3.3.2 Spécification 
La bibliothèque qui regroupe toutes les descriptions de 
type n'est accessible à l'utilisateur que par l'intermédiaire de 
primitives d'insertion ou de retrait d'une description dans la 
bibliothèque, d'affichage de description ••• 
A chaque demande d"insertion d'une description d'expression 
("SORTE iT == expression type"), le processus de génération de descrip-
tion stricte est invoqué avec comme argument la description d'expres-
sion. 
L'effet de cet appel est la création pour c~aque cons-
tructeur de type présent dans l'argument d'une description stricte 
de ce constructeur. 
Les descriptions strictes ainsi générées contiendront les 
opérations couramment invoquées sur les objets dont le type utilise 
ce constructeur. 
./ ... 
De plus, les descriptions initiales et générées seront 
insérées dans la bibliothèque. 
Ainsi, lors de la réception de la description d'expression 
"SORTE $A== pile de l-$N_7", le processus va générer les règles 
sémantiques des opérations couramment référencées pour les objets 
· de type r1pile d'entier", à savoi~ --~-' ajo_ut ou la suppress ion d'un 
élément au sommet de la pile,l'évaluation de l'élément au sommet 
ou de la ·hauteur de la pile, le test pour savoir si la pile est vide, 
et le test d'égalité entre deux piles. · 
3.3.3 Conception 
On peut distinguer deux degrés d'utilisation des cons-
tructeurs de type dans les descriptions d'expression (qui consti-
tuent l'entrée du générateur) selon qu'il y ait dans celle-ci au plus 
un, ou plus d'un constructeur de type. 
Exemples 
SORTE $T == ~ 
SORTE $T2 
SORTE ST3 
-- struct ia:$A,b:$:B, c:$C_7 
-- pile de istructia:$A,b:pile de L~B7~c:strll:ct 
za::~D,e:$~Z~? 
Si plus d'un constructeur de type est présent. dans une 
description d'expression, une transformation préalable est rendue 
nécessaire de par la grammaire des descriptions strictes . En effet, 
le profil d'une opération est composé d'identificateurs de type, et 
les constructeurs de type y sont interdits. Une difficulté surgit 
donc lorsqu'un constructeur a un autre constructeur parmi ses 
paramètres. On se ramènera dès lors à la première forme par une 
normalisation des descriptions. 
La normalisation consiste à remplacer les cons tructeurs 
de type utilisés comme paramètres d'autres constructeurs par un 
nouveau type. 
./ ... 
Le troisième exemple sera normalisé sous la forme 
SORTE ~T3 == pile de L-~N01JV1_7 
SORTE ~NOUV1 -- struct/-A:~A,b:~NOUV2,c:~NOUV3_7 
SORTE ~NOUV2 -- pile de L-~B_7 
SORTE ~NOUV3 -- struct L-d:~D,e:~E_7 
C'est à partir de cette entrée transformée que pourront 
être créés les opérations et leurs règles sémantiques. 
La création des opérations et règles peut être envisagée 
de deux façons, soit comme une construction alg orithmique pure, soit 
comme l'instantiation d'une liste d'opérateurs et de règles données. 
L'instantation. fait appel à une arborescence pré-existante, 
sur laquelle des transformations simples sont efîec.t.uées afin d 'obte-
nir la description stricte correspondant à l'argument donné. Les 
transformations dont il est question sont des substitutions de 
noms par d'autres noms (identificateur d'opération, identificateur 
de type). L'arborescence pré-existante est appelée méta-type. Le 
méta-type associé à un constructeur, est dès lors une description 
stricte, permettant, par substitution d'identificateur, la généra-
tion d'une description stricte pour toute description d'expression 
utilisant ce constructeur. 
La construction algorithmique pure consiste en la cons-
truction d'une nouvelle arborescence par analyse de la description 
d'expression fournie. Dans ce cas, il n'y a donc pas substitution, 
mais bien création d'une description stricte. 
Les avantages de la solution utilisant l'instantiation 
sont son faible temps d'exécution et la facilité de la maint~nance, 
car il suffit de transformer un méta-type pour ajouter ou modifier 
des règles et/ou des opérations. Le désavantage de cett.e solution 
est la perte de place due à la présence des méta-types. 
./ ... 
La création algorithmique a l'avantage qu'à priori la 
description d'entrée peut être arbitrairement compliquée, mais a comme 
désavantage un temps d'exécution plus long, et surtout une maintenance 
(pour l'ajout ou la suppression de règles) qui est réalisée par trans-
formation d'algorithme. 
C'est pourquoi, nous préférerons l'aternative d'instan- · 
tiation pour les constructeurs le permettant, c.à.d. les constructeurs 
unaires comme nous le verrons par la suite. 
· La première étape consistera donc à trouver pour chaque 
constructeur un méta-type, et en cas d'échec déterminer les opérations 
et les règles sémantiques associées au constructeur. Ensuite:, les 
différents algorithmes réalisant la génération des descriptions 
strictes seront présentés. 
3.3.4 Recherche_des_méta-types 
Une description d 1·expression contenant un constructeur 
est de la forme "SORTE ~0I1==constr Lparamètre~7". Les constructeurs 
unaires (pile de, file de, ens de, suite de) ont un seul paramètre 
que nous supposerons (cfr. phase de normalisation) être un identifi 
cateur de type. Les constructeurs n-aires (struct, structfonct) ont 
un nombre quelconque de paramètres appelés champs, un champ étant 
composé d'un identificateur d'objet et d'un identificateur de type. 
Un méta-type pour le constructeur constr revient à trouver 
une description stricte reprenant l'ensemble des règles et opérations 
couramment utilisés, cette description permettant d'obtenir par 
substitution.•de certains noms, la description stricte associée à 
chaque occurence de constr. 
./ ... 
Soit à créer la description stricte correspondant 
à "SORTE $SQ == pile de L=$PARQ_7" • Les opérations courantes asso-
ciées au constructeur "pile" sont: l'ajout ou la suppression d'un 
élement au sommet d'une pile, l'évaluation de la hauteur de la pile, 
l'évaluation . de 1-'élément au sommet de la pile, le test permettant 
de savoir si la pile est vide et le test d'égalité entre deux piles .• -, 
'?'" le méta-t:ype "pilen 
SORTE $SQ 
(la partie OP contient le nom des opérations, le profil de ses 
paramètres et du résultat) 
OP pv: --:::,$SQ (pv crée une pile vide) 
emp: $SQ,SPARQ =,-$SQ (adjonction d'un élément au sommet d'unE 
pile) 
depi : $SQ ,> $SQ (suppression de 1 'élément sommet d'une pilE 
som: $SQ -->~$PARQ (évaluation de l'élément au sommet) 
hau : is.Q ~iN (évaluation de la hauteur d'une pile) 
pvide : $SQ ~$B (test pour savoir si la pile est vide) 
=: ~BQ,isQ ) $B (test d'égalité de deux piles) 
w: =-,$PARQ (produit l'élément indéfini de type $PARQ) 
(la zone DEC contient le typage des objets utilis és pour 
définir les règles). 
DEC p1,p2: SSQ 
v1, v2 : $PARQ 
(la zone R.EG contient les définitions sémantiques des opéra-
REG depi(pv()) ==pv(); tions) 
depi ( emp (p1 , v1)) ==p1 ; 
som (pv())=~w(); 
com (emp(p1,v1))==v1; 
hau (pv())==O; 
hau ( emp (p1 , v1.)) ==hau(p1) +1 ; 
pvide (pv())==vrai; 
pvide (emp(p1,vl)==faux; 
p1 = p2 == vrai si pvide(p1) et pvide(p2); 
P! = p~ == faux . si (pvide(p1)et non (pvide(p2))) ou 
(non(pvide(p1) et pvide(p2)); 
emp (p1 , v1) = emp (p2, v2) == faux si v1 < >v2; 
emp (p1 ,v1) = emp (p2,v2) == p1 = p2 si v1 = v2 
./ ... 
Conclusions 
Toutes les descriptions d'expressions utilisant 
la constructeur de type "pile" s'écriront, à une réappelation près 
des identificateurs de type : 11SORTE ~T == pile de {~9J". Pour 
obtenir la description stricte correspondant à une telle description 
d'expression, il faudra et il suffira de remplacer chaque occurence 
de "SQ" par niT", et chaque occurenc.e de n~n.RQ" par "iQ". Dès lors, 
l'instantiation sera choisie pour la génération des descriptions 
strictes du contrucïteur npile". 
3.3.4.2 Recherche du méta-t:ype associé au constructeur ~file'' 
Soit à créer la description 9tricte correspondant 
à "SORTE isQ == file de l~PAR2J". Les opérations courantes associées 
au constructeur "file" sont: l'ajout d'un élément dans une file, 
le retrait ou l'évaluation du premier élément de la file, l'évalua-
tion de la longueur de la file, le test d'égalité de deux files, 
le test pour savoir si une file est vide. 
- le méta-t:ype rtfile" 
SORTE isQ 
OP fv risQ (fv crée une file vide) 
menf isQ,iPARQ · >isQ (mise d'un élément dans une file) 
defi ~SQ :,, ~SQ (retrait du premier élément de la file) 
tête isQ >~PARQ (valeur du premier élément de la file) 
long ~SQ J) ~N (longueur de la file) 
fvide : ~SQ ;>~B (teste si une pile est vide) 
= $SQ,$SQ :S>~B (teste l'égalité de deux piles) 
w ?~PARQ (produit l'élément indéfini de type $PARQ) 
DEC .f1 , f2 ~SQ 
v1 ,v2 ~PARQ 
./ ... 
REG defi(fv()) ==fv(); 
defi (metif(fv(),v1)) == fv(); 
defi (menf(f1 ,v1) == (defi(f1), (v1); 
tête (fv()) == w(); 
tête (menf (fv(), v1) == tête (f1); 
long (fv()) == 0; 
long (menf (f1 , v1) == long(F1 )+1; 
fvide (fv()) == vrai; · 
fvide (menf(f1,v1) == faux: 
f1 = f2 == vrai si fvide(f1) et fvide(f2); 
f1 = f2 == faux si (fvide(f1) et B.QB_ (fvide(f2)))ou(fvide(f2) et 
non(fvide(f1))); -
menf(f1,v1)--;-menf(f2,v2) -- faux si v1 v2; 
menf (f1, v1) = menf(f2, ~2) -- f1 = f2 si v1 = v2 
Conclusions 
Toutes les descriptions d'expressions utilisant 
le constructeur de type "file 11 s'écriront, à une réappelation près 
des identificateurs de type "SORTE ~T == file de 1_ig7. Pour obtenir 
la description stricte correspondant à une telle description 
d'expression, il faudra et il suffira de remplacer chaque occurence 
de "SQ" par n~Tu, et chaque occurence de "~ARQ" par "~Q". Dès 
lors;. 1 'instantiation sera choisie pour la géné~ation des descriptiorn 
strictes du constructeur "file" 
3.3.4.3 Recherche du méta-type associé du constructeur 
-Tiënsëmoië~-----------------------------------
soit à créer la description stricte correspondant 
à "SORTE ~SQ == ens de (._~PARsJn. Les opérations courant es associées 
au constructeur nensemble" sont l'ajout ou le retrait d 'un élément 
à un ensemble, le test d'appartenance d'un élément à un ensemble, 
l'évaluation du cardinal d'un ensemble, le tes.t d'inclusion d'un 
ensemble dans un autre, l'union, la différence et l'intersection de 
deux ensembles, le test d'égalité de deux ensembles. 
- le méta-type "ensemble" 
SORTE ~SQ 
./ ... 
;;> ,gsQ (fournit 1 'ensemble vide) OP ev : 
ajout ~SQ,~PARQ :;>isQ (ajout d'un élément à un ensemble) 
app : isQ,iPARQ -,. $13 (test d'appartenance) 
retrait: isQ,iPARQ ~$SQ (retirer un élément d'un ensemble) 
cardi : isQ >~N (évalue le cardinal d'un ensemble) 
inclus: ~SQ,isQ ~B (texte d'inclusion d'un ensemble dâns un 
autre) 
union: ~SQ,~SQ -->~$S~(union de deux ensembles) 
diff : ~SQ,~SQ ") ~SQ_ (différence de deux ensembles) 
inter: ~SQ,~SQ ;)~SQ (intersection de deux ansembles) 
= : ~SQ,~SQ 7 ~ ( teste 1 'égalité de deux ensembles) 
w : > ~PARQ (produit 1' élément indéfini de type ~PARQ) 
DEC e1, e2: isQ 
t1 , t2 : ~PARQ 
REG retrait (ev(),t1) == ev(); 
- retrait (ajout(e1 ,t1) ,t2) :;::~ e1 si t1 = t ·ï; 
retrait (ajout(e1 ,t'1) ,t2) == ajouTTretrait(e1 ,t2) ,t1 )si t1~;>t2; 
cardi (ev()) == O; 
cardi (ajout(e1,t1)) == cardi(e1)+1; 
inclus (ev(),e1) == vrai; 
inclus (ajout(e1 ,t1),e2) -- inclus (e1 ,e2) si app(e2 , t1) = vrai; 
inclus (ajout(e1 ,t1),e2) == faux si app(e2,t'Ï) · = faux; 
app (ev()",t1) == faux; 
app (ajout(e1, t1) ,.t2) == 11-rai si t1 = t2; 
app (ajout(e1...,.t1) ,t-2) == app(e1 ,-t-2) si t1<.> t2; 
union (e1,ev()) == e1; 
union (e1 ,ajout(e2,t1 )) -- union (ajout(e1 ,tr1),e2) si app(e1, -1 )= 
union (e1,ajout(e2,t1)) --
diff (e1 ,ev()) ==e1; 
faux; 
union(~1,e2) si app (e1 ,t1) = vrai; 
diff (e1,ajout(e2,tr1))== diff(retrait(e1,t1)e2) si app(e1,tfl) = 
diff (e1,ajout(e2,t-1))== diff(e1 ,e2) si app(e1 ,e2) 
inter (e1,e2) == diff( ~1. diff(e1,e2~; 
e1 = e2 -- inclus(e1,e2) et inclus (e2,e1) 
Conclusions 
vrai; 
= faux; 
Toutes les descriptions d'expressions utilisant le 
constructeur "ensemble" s'écriront, à une réap:pellationprès des 
identificateurs de type : nsoRTE ~T == ens de /~Q]". Pour obtenir la 
- - -
description stricte correspondant à une telle description, il faudra e 
il suffira de remplacer chaque occurence de uisQ" par''~T", et chaque 
occurence de 11 iPARQu par "iQ". Dès lors, l'instantiation sera choisie 
pour la génération des descriptions strictes du constructeur"ensemble" 
./ ... 
3.3.4.4 Recherche du méta-type associé au constructeur 
"suite" 
Soit à créer la description stricte correspondant à 
nsoRTE ~SQ == sui te de (_~PAR<?}''·. Les opérations courantes associées 
au constructeur "suite" sont l'ajout d'un élément à une suite, 
l'évaluation du ième ou du dernier élément d'une suite, le retrait 
du dernier élément de la suite, l'évalu~tion de la longueur de 
la suite et le test d'égalité de deux suites. 
- le méta-ty-pe "suite" 
SORTE ~SQ 
----=,~-$SQ (création d'une suite vide) OP S'V : 
missui 
retsui 
$SQ,$PARQ :)$SQ (ajout d'un élément en fin de suite) 
$SQ >$SQ (retrait du dernier élément de la suite) 
derel : $SQ > $PARQ (évaluation du dernier élément de la suite 
longsui : $SQ )" $N (évaluation de la longueur de la suite) 
acces : $SQ,$N >$PARQ (évaluation du ième élément d'une suite 
w :> $PARQ (produit 1' élément indéfini de type $PARQ) 
= ~SQ,~SQ .>~ 
DEC s1,s2: ~SQ 
i: $N 
e1 ·,e2 : ~PARQ 
REG retsui (sv()) == sv(); 
retsui (missui(s1· ,e1)) == s1; 
derel (sv()) == w(); 
derel (missui(s1,e1)) ==e1; 
longsui (sv()) == O; 
longsui (missui(s1,e1)) == longsui(s1)+1; 
acces (s1 ,i) == w() si i > longsui(s1); 
acces (s1,i) == derel(s1) si i=longsui(s1); 
acces (missui(s1 ,e1) ,i) _ ==acces(~1 ,i) fil. i <:longsui(s1); 
s1 = s2 == vrai _si _longsui(s1) = 0 tl longsui(s2) = O; 
s1 = s2 == faux si (longsui(s1)=0 et non (longsui(s2)=0)) ou 
TTongsui(s2)=0 et non:]Tongsui(s1)=0)); 
· missui(s1 ,e1) = missui(s2,e2) == faux si e1 <.>e2; 
mis sui (s1 ,e1 = mis sui (s2 ,e2) == s'I = s2 si e1 = e2; 
Conclusions 
Toutes les constructions d'expressions utilisant 
le constructeur "suite" s'écriront, à une réappelation près des 
./ ... 
identificateurs de type "SORTE -~T == sui te de 1_i9rr. Pour obtenir 
la description stricte correspondant à une telle description, il fau-
dra et il suffira de remplacer chaque occurence de u~SQ 11 par "~T", 
et chaque occurence de "iPARQ" par "~Q". Dès lors, l'instantiation 
sera choisie pour la génération des descriptions strictes du 
constructeur "suite". 
3.3.4.5 Recherche du méta-type associé au constructeur lrstrü.ët'TT _____________________________________ _ 
Les constructeurs étudiés ci-dessus étaient para-
· métrés par deux identificateurs de type (isQ et $PARQ); par contraste 
le constructeur "struct" est paramétré par un identificateur de type_ 
et par une liste de couples (objet, identificateur de type). 
Soit à créer la description stricte correspondant à nsoRTE isQ --
struct(_ob1 : iT1 ,ob2 : ST2, ••• ,obn : ~T~)'"On aimerait disposer 
de fonctions permettant l'accès aux différents champs d'une structure 
composite, p.ex. sur base du nom de l'objet figurant dans le couple 
(objet, identificateur de type); chacune de ces fonctions prendrait 
alors le nom de l'objet associé. Les autres opérations dont on 
aimerait disposer sont le tegt d'égalité de deux structures et la 
formation d'une structure à partir de champs. 
- non-existence du méta-t:vpe nstruct" 
Le fait que "struct" soit paramétré par des couples dont l'un 
des éléments est le nom d'une fonction à générer, ne gêne évi-
demment pas la définition d'un méta-typenstruct". Le problème 
provient du nombre aléatoire de couples et donc de fonctions à 
produire. On pourrait envisager de construire n méta-types,où n 
peut être arbitrairement grand, et où le ième méta-type correspon-
drait à une-:- liste .de i couples comme paramètres de la description 
considér~e. Cette solution étant loin d'être satisfais ante, nous 
n'utiliserons pas le procédé d'instantiation dans le cas du 
./ ... 
constructeur "struct"; dès lors nous générerons les descriptions 
strictes de descriptions d'expression par un procédé algorithmique. 
Exemple de description stricte à générer par l'automate 
Soit la description d'expression suivante : 
SORTE iBON-DE-COMM == struct /Ident-cli:iID-CLI, date:iDATE~ 
lignes: ~IGNES, montant: $MONTAN~/ 
La description stricte à générer sera la suivante 
SORTE $BON-DE-COMM 
OP: ident-cli: $BON-DE-COMM ~ID-CLI 
(accès au champ ident-cli d'un objet de type $BON-DE-COMM) 
date : ~ON-DE-COMM ?>iDATE 
lignes: $BON-DE-COMM -~=::>~iLIGNES 
montant : iBON-DE-COMM ~iMONTANT 
= : $BON-DE-COMM, ~ON-DE-COMM '>$B 
gr: $ID-CLI,iDATE,$LIGNES,iMONTANT --=:>~$BON-DE-COMM 
(le regroupement des différents champs forme un objet de 
type iBoN-DE-COMM) 
DEC b1,b2: ~ON-DE-COMM 
REG gr(ident-cli(b1),date(b1),lignes(b1)montant(b1)~=b1; 
b1 = b2 == (ident-cli (b1) = ident-cli (b2)) et 
(date (b1) = date (b2)) et 
(lignes (b1) = lignes (b2)) et 
(montant(b1) = montant(b2)) 
3.3.4.6 Recherche_du_méta-t~e_associé_au_constructeur 
"structfonct". 
---------------
Le constructeur structfonct est également para-
métré par un identificateur de type et par une liste de couples 
(objet, identificateur de type). Les fonctions dont on aimerait 
disposer sont identiques à celles du constructeur tfstruc.t", en 
ajoutant dans les règles que si deux objets ont une même valeur 
pour leurs premiers champs, alors ces objets sont identiques • 
. / ... 
- non-existence du méta-type "struct fonct" 
Le raisonnement appliqué au constructeur "struct" estu~tli-
sable ici, et dès lors,les descriptions strictes seront 
générées par un procédé algorithmique. 
Exemple de description à générer par l'automate 
Soit la description d'expression suivante: 
SORTE $BON-DE-COMM==struct fonct fident-cli:$ID-CLI, 
date:$DATE,lignes:$LIGNES,montant:$MONTAN!7• 
La partie "règles" de la description est la suivante: 
~ gr(ident-cli(b1),date(b1),lignes(b1),montant(b1))==b1 ; 
date(b1)==date(b2) & ident-cli(b1)=ident-cli(b2) ; 
lignes(b1)==1.ignes(Q2)!!!, ident-cli(b1)=ident-cli(b2) ; 
montant(b1)==montant(b2) & ident-cli(b1)=ident-cli(b2) ; 
b1=b2==ident-cli(b1)=ident-cli(b2) 
L'entrée du processus global est une description 
d'expression quelconque. Le premier traitement à réaliser sur la 
description est sa normalisation, qui éventuellement modifiera 
la description d'expression, et en créera de nouvelles. Aux 
résultats de ce premier processus sera appliquée ensuite la 
phase de génération des descriptions strictes pour toutes les 
descriptions d'expressions contenant un constructeur de type. 
Le but de la normalisation est de fournir des 
descriptions d'expressions contenant au plus un constructeur de 
type. 
Pour réaliser cet objectif, l'algorithme de 
transformation suivant est utilisé: lorsqu'un paramètre d'un 
constructeur de type est lui-m@me un constructeur de type, il y a 
substitution de ce dernier par un identificateur de type, et 
création d'une nouvelle description d'expression correspondante, 
. / ... 
-à laquelle cet algo.rithme sera à nouveau appliqué; le point de 
terminaison est atteint lorsqu'aucun paramètre d'un constructeur 
n'est un constructeur de type. 
Le premier A.rgument de cette procédure est une 
liste de descriptions à analyse~, et le second qui servir~ 
d'entrée au processus suivant est une file intermédiaire dans 
laquelle toutes les descriptions sont normalisées, et sont celles 
créée·s par transformations successives des descriptions initiales. 
Exemple 
La description d'expression "SORTE $S1==pile de{j_ns de~truct 
Ca:$A,b:pile de L$B_7,c:$C~7_7_7" sera transformée par le 
passage dans ce processus, en la liste de descriptions d'ex-
pressions normalisées suivante: 
SORTE $S1==pile de ·_[r,T1_7 
SORTE $T1==ens de J:$T2_7 
SORTE $T2==struct J:a:$A,b:$T3,c:$C_7 
SORTE $T3==pile de L$B_7 
&orithme de normalisation 
*Normalisation (a,b) 
tant que a est non vide 
.faire analysé <>- t8te de a ; 
eter la t8te de a; 
si analyse contient un constructeur 
- alors s'il s'agit d'un constructeur unaire 
alors analyse (paramètre du constructeur,resu,a) 
paramètre du constructeur resu; 
sinon pour chaque champs du constructeur 
faire analyse (2ième élément du couple, 
resu a); 
fin-si; 
fin-si; 
b<i-'.-b+analysé; 
fin-faire;. 
21ème élément du couple 4-- resu ; 
fin-faire; 
. / ... 
analyse (paramètre,res,a) 
(le premier argument est un identificateur de type ou un 
constructeur. Dans 1~ premier cas, res reçoit comme valeur cet 
identificateur, et a est inchangé. Si paramètre est un construc-
teur, alors res reçoit comme valeur un identificateur de type 
différent de tous les autres, et a est augmenté de la tdescr±pti-on 
d'expression de res en fonction de paramètre) 
!.!, paramètre est un identificateur de type 
alors res 4---- paramètre; 
sinon res 4-- nouvel identificateur; 
a 6-- a+description de res par paramètre; 
fin-si;. 
Alg.- rithme 
*génération(b) 
pour chaque description présente dans b 
faire si la description contient un constructeur 
- alors si le constructeur est unaire 
iiors -récupération de l'arborescence du 
méta-type correspondant; 
-remplacer "$SQ" par le type décrit; 
-remplacer "$PARQ" par le paramètre 
du constructeur; 
sinon construction algorithmique; 
f'In-si; · 
archivage de la description stricte; 
!in-si; 
archivage de la description d'expression; 
!in-taire ~[;; 1 
*construction algorithmique 
(3 étapes: construction de la partie "profils", des 
déclarations et enfin des règles. 
Le nom des fonctions est le nom de l'objet du champs, son 
domaine le type décrit, et ·son codomaine le second élément 
du champs. 
Les objets déclarés sont choisis de façon à avoir des iden-
tificateurs différents des fonctions à définir.} 
./ ... 
3.4.1 Introduction 
------------
Le typage des objets SPES peut se faire soit par la 
mention d'un identificateur de type, soit par l'utilisation de 
constructeurs et d'identificateurs de types. Dans le cas où 
l'identificateur de type n'est pas prédéfini ($N, $R, $C, $B), 
l'utilisateur doit en donner la signification par une description 
ajoutée dans la bibliothèque. Ainsi, si la définition de type 
nr: $Q'' est présente dans un énoncé, la bibliothèque devra conte-
nir une description du type $Q. 
Le but de cette réalisation est la détermination de la 
description d'expression (c.à.d. en fonction de constructeurs et 
d'identificateurs de types) de chaque identificateur de type non 
prédéfini présent dans le dossier, et celà à partir des manipula-
tions réalisées sur les objets de ce type dans l'ensemble du 
dossier. 
Le processus va soumettre à l'utilisateur O, 1 ou 
plusieurs définitions possibles des types rencontrés e t , les 
définitions pouvant être inèompatibles, c'est alors à l'utilisa-
teur de choisir l'alternative· lui semblant adéquate ou d'en 
prescrire une nouvelle. 
Exemple 1 (un exemple plus consistant est donné par la suite). 
Soit les fragments d'énoncés 
nr ~ 
s = r/1.7 et cond" 
-- -
Le processus proposera comme définition de iw 
"SORTE f6vl -- sui te de L~~7" . 
Une solution envisagée par l'automate reste donc une 
proposition, car il est impossible de générer pour tout type une 
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solution absolument sûre. En effet, les algorithmes conduisant à 
la définition d'un type sont basés sur des analyses en fonction 
des opérations effectuées sur les objets de ce type. Il n'y a 
unicité de solution que si toutes les opérations sont définies 
et possèdent un et un seul domaine (ou profil des opérandes) et 
un et un seul cc-domaine (ou profil du résultat). La plupart des 
langages, dont SPES, autorisant la surcharge des opérations 
(c.à.d. la possibilité pour une opération d'avoir différents· 
domaines et cc-domaines), et SPES en particulier autorisant la 
redéfinition par l'utilisateur de chaque opération, toute solution 
proposée restera une proposition basée sur un modèle décrivant les 
opérations de bases associées aux constructeurs de type. C'est 
ainsi que l'on supposera par exemple que l'utilisateur référençant 
la fonction 11menf 11 songe à la fonction définie dans le méta-type 
11 file". 
Cette réalisation se base sur l'analyse à posteriori du 
dossier, et doit être demandée par l'utilisateur. Elle n'est que 
le premier pas vers la détermination du type d'un objet en fonc-
tion des opérations effectuées sur cet objet; une telle détermina-
tion ne s'effectuant plus à la demande, mais soumettant automati-
quement des propositions à l'utilisateur en fonction du texte 
déjà introduit, et éventuellement d'une bibliothèque contenant les 
constructions fréquemment utilisées dans le domaine d'application 
(gestion, mathématique, statistiques, ••• ) 
3.4.2 Spécification 
A partir d'une liste d'énoncés archivés, le générateur 
de descriptions d'expression doit essayer de trouver pour chaque 
identificateur de type présent dans ces énoncés et non-standard 
(les identificateurs standards étant iN, iB, iR et SC), une défi-
nition exprimant le type comme étant fonction de constructeurs et 
d'autres identificateurs de type. Ces derniers seront soit des 
identificateurs s~andards, soit des identificateurs de type dont 
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une description a déjà été trouvée, soit des identificateurs créés. 
Cette dernière possibilité permettra, par exemple, 
d'informer l'utilisateur que le type analysé représente une pile 
sans que l'on ait su inférer le paramètre du contructeur pile 
(c.à.d. sans que l'on connaisse le type des éléments de la pile). 
Le processus de détermination d'une description d'expres-
sion d'un type se basera sur les manipulateurs effectuées dans le 
dossier sur les objets de ce type, manipulations permettant d'inférer 
la structure d'un objet, c.à.d. le construteur associé à son type 
et le ou les paramètres de ce constructeur. 
Les descriptions générées seront soumises à l'utilisateur 
afin qu'il en sélectionne une, ou en prescrive une nouvelle. 
3.4.3 Conception 
Le processus de détermination de la structure d'un objet 
est invoqué par le générateur pour chaq~e objet du dossier dont 
le type n'est pas prédéfini, et doit créer par analyse des utili-
sations de l'objet, toutes les structures possibles de celui-ci. 
Deux sous-problèmes peuvent être distingués : la déter-
mination du constructeur et la détermination du ou des paramètres de 
celui-ci. 
Les paramètres d'un constructeur sont pour les unaires 
(pile de, ••• ) un identificateur de type, et pour les n-aires 
(struct, ••• ) une liste de couples formés d'un identificateur 
d'objet et d'un identificateur de type. 
Afin de pouvoir déterminer la partie identificateur de 
type des paramètres d'un constructeur, nous utiliserons un 
processus non encore décrit, évaluant le type du résultat d'une 
expression quelconque dans un contexte donné. Nous supposerons 
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ici que ce processus d'évaluation de type indique soit qu'il ne 
sait pas évaluer le type de l'expression, soit qu'il a su l'éva-
luer, auquel cas il renvoie un identificateur de type. Ce processus 
sera expl,iqué plus _pré.cî.s .ément dans le chapitre 4. 
Nous distinguons deux méthodes permettant la détermina-
tion du constructeur d'une structure, selon qu'il s'agisse d'un 
constructeur unaire ou d'un n-aire. Les premiers possèdent en 
effet une bibliothèque d'opérations de base présentes dans les 
méta-types; l'utilisation d'une de ces opérations permettra 
d'inférer le constructeur associé au type de l'objet et éventuel-
lement ses paramètres. Les constructeurs n-aires· ne disposent pas 
de méta-types, et dès lors la détection d'objet dont le type utilise 
ces constructeurs se fera par une recherche basée sur la forme des 
définitions formelles des objets. 
3.4.3.1. Les constructeurs unaires 
Comme nous l'avons vu, les constructeurs unaires 
ont la particularité de tous posséder un méta-type, et donc une 
liste d'opérations pré-existantes associées à chaque constructeur; 
l'unicité des noms de fonctions présentes dans les méta-types 
permet d'identifier un constructeur de type à partir d'un nom de 
fonction. Ainsi par exemple, l'identificateur de fonction "retrait" 
permet d'identifier le méta-type "ensemble". L'occurence d'un objet 
comme- argument d'une telle fonction permet donc d'inférer la 
structure de cet objet au sens défini ci-dessus. 
Le but étant de retrouver tant le constructeur 
que ses paramètres, il convient de remarquer que toutes les 
fonctions n'y contribuent pas de la même manière. Ainsi, la 
fonction depi(a) suggère que l'objet a est une pile, sans que 
l'on puisse inférer le type du paramètre pile. Par contre, la 
fonction retrait (b,c) suggère que l'objet b est un ensemble d'objets 
dont le type est celui de l'objet c. 
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Dans la suite, nous appelerons fonctions 
aty:pées toute fonction présente dans les méta-types qui ne permet 
que d'inférer le constructeur, et fonction typée toute fonction 
qui permet d'inférer constructeur et paramètre. Parmi ces dernières, 
le paramètre peut être inféré soit d'un argument de la fonction 
(~ retrait(b,c)), soit du résultat de celle-ci (tête(d) suggère 
que d es-tune pile, dont le type des éléments est le type du résultat 
de la fonction). Nous parlerons dès lors de fonction para-ty-pée 
dans le premier cas, et de fonction résu-typée dans le second. 
Pour rappel, ·les méta-types ont été construits 
sur base d'une description d'expression de la forme 
"SORTE $SQ == contr f-$PARQ_7". La règle permettant de classifier 
une fonction dans l'une de ces trois catégories est la suivante 
si aucune occurence de $PARQ n'intervient dans le profil de la 
fonction, alors celle-ci est atypée. Dans le cas contraire, si 
le type d'un argument est $PARQ, alors il s'agit d'une fonction 
para-typée, sinon d'urerésu-typée. 
- Une fonction atypée ne permet donc que l'identification du 
constructeur. La sortie du processus, dans ce cas, est le 
con.s:tructeur auquel on ajoute un paramètre créé, différent de 
tous ceux employés dans .le dossier et dans les descriptions précé- . 
demment inférées, et n'ayant aucune signification. 
- Pour les fonctions para-typées, le constructeur est également 
retrouvé de par l'unicité des noms de fonctions. La fonction 
étant paratypée, il existe une occurence en ième position de 
$PARQ dans le profil de cette fonction. Le ième argument voit 
dès lors son type évaluer. Si l'évaluation réussit, le paramètre 
du constructeur est le résultat de cette évaluation; sinon 
l'on applique le principe expliqué pour lES fonctions a typées ..  
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Les fonctions résu-typées subi s sent un traitement totale-
ment différent, car le processus d'évaiuation de type ne permet 
que l'analyse d'expression dont le profil est connu, ce qui n'est 
pas le cas ici car l'on cherche à déterminer le type du résultat. 
Le traitement sera axé sur l'information que l'on peut tirer de 
la position dans l'énoncé de la référence de fonction. 
Signalons au préalable une fonction résu-typée· 
particulière à la notation si_i_7 représentant la fonction acces 
(s,i). Lorsque ce raccourci d'écriture est rencontré, on sait que 
s est défini au moyen du constructeur suite dont le paramètre est 
le type du résultat de s/-i 7 
- - . 
Soit f une fonction résu-typée. Pour déterminer 
le type de son résultat, nous procéderons de la façon suivante : 
- si f est utilisé comme argument de certaines fonction s SPES non 
redéfinissables (~,et,~), il est possible d'évaluer le type 
de son résultat en extrapolant que celui-ci est le type de 
l'argument de la fonction standard. Ainsi, non(f), f et ••• , 
L ~ ••• permettent d'inférer que f est à résultat de type booléen. 
- si f est utilisé comme argument dans. une référence à un énoncé, 
le type du ·.résultat de f est le type de l'argument "formel" lui 
correspondant dans cet énoncé. Ainsi, si l'on trouver= A(f,j), 
le type du résultat de f est le type du premier paramètre "formel" 
de A. 
- si f est la seule expression d'un membre d'une égali t é, le type 
de f est le type obtenu par le processus d' é.valuation de type de 
l'expression figurant dans l'autre membre de l'égali t é. 
- si f est la seule expression d'une condition, alors le type 
de son résultat est ~B. 
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- si la position de f ne rentre dans aucun des cas précités, alors 
le principe des fonctions atypées est appliqué. 
3.4.3.2 Les constructeurs n-aires 
--~----------------------
Les constructeurs n-aires (struct et structfonct) 
ne possèdent pas de méta-types. Leur particularité commune réside 
dans le fait que pour chaque objet paramètre du constructeur est 
définie une fonction d'accès portant le nom de cet objet. De plus, 
la définition d'un objet structuré se fait par définition de ses 
différents champs, accessibles donc uniquement via les fonctions 
d'accès. 
Exemple 
Soit la description "SORTE $S == structi-a:~A,b:iB,c:$C_7 11 ; 
la définition d'un objet r de type $S doit obligatoirement avoir 
la forme "r .!,g_ a(r) = a' et b(r) = b' et c(r) = c·:· u, où 
a',b' etc' sont des expressions quelconques dont les types 
respectifs sont $A, ~B et $C. 
Lors de l'analyse d'une liste d'énoncés, on 
déduira qu'un objet r est d'un type défini à ·l'aide du constructeur 
struct si l'on trouve une définition implicite der formée de 
références de fonctions figurant dans des égalités à des expressions 
quelconques. 
Les références de fonction devront répondre aux 
critères suivants 
- avoir comme seul argument l'identificateur de l'objet r; 
- ne pas être une fonction SPES ou une fonction présente dans un 
méta-type. 
Si 1 'on trouve une définition implicite répondant 
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à ce critère, on en dédui_t que le constructeur de type est ustruct". 
Il faut remarquer que l'on ne peut à la lecture des énoncés préciser 
s'il s'agit du constructeur structfonct; c'est pourquoi le construc-
teur général struct sera toujours choisi. 
Le paramètre d'un constructeur n-aire est une 
liste de couples formés d'un objet et d'un identificateur de type. 
La reconstitution de chacun des couples est réalisée comme suit 
l'objet a comme identificateur l'identificateur de fonc t ion, et 
l'identificateur de type est soit celui trouvé par le processus 
d'évaluation du type d'une expression appliqué au second membre 
de l'égalité, soit un identificateur sans signification si l'éva-
luation du type est infructueuse. 
3.4.3.3. Exemple 
Soit la liste de fragments d'énoncés . sui vante : 
r,s A 
r:iT 
r !g_ a(r)=ancien et date(r) = date-du-jour 
date-du-jour: inATE 
ancien: $NOM 
s ir-1 
s = deri-10 _7 
der ~ 
der= rep i dans 1 •• 10 derl_i_7 
deri-1 Z = vrai 
= der/-i-1 7 et B(tête(p)) init 
- - - --
f>: $TRUC 
••• 
r :a(p) 
r $B 
p $B 
Les descriptions 
SORTE iT == structl-a: $NOM,date 
SORTE~== suite deL-~B_7 
SORTE $TRUC== file dèl-~B_7 
proposées sont les suivantes 
inATE_7 
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3.4.4 Réali:ation_du_Erocessu~_de_génération_de_des criEtion_de 
type __ def-type_idossierL 
(*dossier est la liste d'énoncés à analyser) 
définition-p~oposée~ vide (*contient toutes les définitions 
· déjà générées*) 
pour chaque énoncé eno de dossier 
faire pour chaque définition de type defi-ty de eno 
faire pour chaque objet ob de defi-ty 
faire générer (ob,type de defi-ty,eno,défini-
tion-proposée); 
fin-faire; 
fin-faire; 
fin-faire; 
afficher définition-proposée pour sélection. 
* générer (ob,type,eno,def-prop) 
si la définition formelle de f de ob dans eno est implicite 
alors paramètre 4-- vide; 
pour chaque fonction f de def dont ob est le seul paramètre 
faire si la fonction est un membre d'une égalité 
_f_in_-_s_i ; 
alors - créer un champ c dont le nom de l'obje-
est identificateur de fonction; 
évaluer-type (autre membre· égalité, 
· r?su); 
- si évaluation non concluante 
alors resu ~ identificateur 
bidon; 
fin-si; 
- identificateur de type de c ~ résu; 
- paramètre ~ paramètre + c; 
fin-si; 
fin-faire; 
- créer une description de type struct avec paramètre; 
- ajout (struct, def-prop); 
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pour chaque fonction f ayant ob comme paramètre 
faire type-fonct·( f, type ~constr,profil) 
si type= atypée 
alors résu~ identificateur de type bidon; 
ajout (constr avec resu,def-prop); 
.22:!. si type = para-typée 
alors pour chaque occurende derr~PARQ" dans profil 
faire évaluer-type (paramètre correspon-
dant, résu); 
si évaluation non-concluante 
alors resu ~ identificateur 
rrbidon"; 
fin-si; 
ajout (constr avec resu,def-prop); 
fin-faire; 
ou--si type = résu-typée 
alors recherche-position (f,resu); 
si recherche non concluante 
fin-si 
fin-faire; 
alors resur-identificateur rrbidonn ; 
fin-si; 
ajout(constr ave·c resu, def-prop); 
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* t:ype fonct (fonct,type,constr,profil) 
(détermine si une fonct 0 est para, resu ou atypée, et le construc-
teur cont.enant une fonction de ce nom). 
si fonct = objet indexé 
alors type~ resu-typée; 
constr ~ sui te de 
sinon si identificateur de fonction de fonct est présente dans un 
- méta-type 
alors profil'-- profil de la fonct 0 ; 
constr ~constructeur associé au méta-type; 
si profil ne contient pas d'occurence de $PARQ 
alors type ~ atypée; 
sinon si le domaine contient une occurence de $PARQ 
alors type E-'.-para-typée; 
sinon type~ resu-typée; 
fin-si 
fin-si; 
sinon type~ inconnu; 
fin-si; 
fin-si; 
* ajout (constr 2def-prop); 
(Ajoute conditionnellement une proposition à l'ensemble existant. 
L'adjonction est réalisée s'il n'existe pas encore de définition 
identique déjà archivée. S'il y a déjà une définition du type 
archivée, avec le même constructeur, et si l'une contient un 
identificateur de type créé, l'autre est choisie et remplace la 
première). 
* recherche position (f 2resu) 
(Essaie de déterminer le type du résultat de f selon sa position 
dans l'arborescence, en appliquant les règles définies pour les 
fonctions résu-typées). 
4. OUTILS D'ANALYSE D'UNE SPECIFICATION 
Du fait de l'utilisation d'un éditeur syntaxique, le 
texte introduit via l'éditeur est à tout moment en concordance 
avec la grammaire du langage. Il existe cependant un ensemble 
de propriétés qui ne peuvent Atre formalisées dans la grammaire, 
et donc que l'éditeur syntaxique ne peut analyser. 
Il est donc souhaitable d'enrichir l'environnement de 
spécification de procédures vérifiant que des règles non gram-
maticales mais sémantiques sont vérifiées au sein d'une arbores-
cence syntaxiquement correcte. 
Les règles à vérifier sont des contraintes qu'on écrit 
habituellement en langage naturel lors de la description d'un 
langage. 
Le présent chapitre est di visé en qlt,a"t:re. ~-pâ:rt.ies a.fin 
de regrouper les vérifications effectuées au sein d'un énoncé, 
du dossier,- ! de la bibliothèque -et en!'in de la spécifiëat ion.-
4.1 Vérifications effectuées au sein d'un énoncé 
------------------------------------------------
Au départ d'un énoncé, et en disposant de son envi-
ronnement (bibliothèque et dossier), on peut vérifier certaines 
règles qui doivent Atre satisfaites dans le corps de cet énoncé. 
Ces vérifications peuvent &tre effectuées soit à la demande 
expresse de l'utilisateur qui désire savoir ce qu'il doit modifier 
ou ajouter dans l'énoncé courant, soit systématiquement lors de 
l'archivage, archivage qui de plus entra1ne l'exécution du 
processus de gestion de pseudo-commentaires. 
Les vérifications suivantes sont envisagées au sein 
d'un énoncé: 
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- chaque objet dont la portée est l'énoncé doit posséder dans 
celui-ci une et une seule définition de chaque sorte 
(définition de. type, formelle et informelle) • 
chaque objet possédant une définition doit contribuer à 
l'élaboration du ·ou des résultats de cet énoncé. On p~ut ainsi 
détecter les objets définis mais non utilisés. 
- On ne peut avoir de définitions formelles d'objets qui soient 
cycliques; un objet est considéré comme ayant une définition 
cyclique si les objets qui le définissent (ses descendants) 
font référence à lui ou aux objets qu'il contribue à définir 
(ses ascendants) dans leurs propres définitions. 
- Il peut Atre utile de signaler les types référenciés dans 
l'énoncé et dont la définition est inconnue. 
- On peut également vérifier les concordances de types au sein 
des définitions formelles; ainsi on peut vérifier que 
l'objet à définir et sa définition sont de même type, ou que 
le type d'une condition est bien booléen. 
L'objet des sections suivantes est la présentation de 
la manière dont ont été envisagées ces vérifications. 
4.1.1 !!!~~!~~!-!~-~!~!~!-2!!_2~!!~!~!2~!-2~22J!~~-!~ 
~~!~~!2~-2!!_2ËJ!l!.1!2~-~~!1!~! 
Rappels 
- Dans un énoncé, chaque objet possède un identificateur, et la 
relation liant objet et identificateur est univoque dans une 
définition. 
- Les objets ont soit une portée globale à l'énoncé, soit une 
portée locale. Les seuls objets ayant une portée locale sont 
- l'indice présent dans les définitions de suite de la 
forme "pour" 
- les objets liés aux quantificateurs universels (qq) ou 
existentiels (ex). 
La portée de ces objets est étendue dans le premier cas à la 
définition de suite, et, dans le second, à la formule associée 
au quantificateur. / 
• • • • 
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- Les objets ayant une portée globale doivent poss~der trois 
définitions (une définition formelle, une définition i nformelle, 
et une définition de type), sauf les arguments d 1 un énoncé qui 
ne peuvent avoir de définition formelle dans l'énoncé analysé. 
Ob,iectifs 
Le premier objectif est de détecter tous les objets 
n'ayant pas une et une · seule définition de chaque espèce _·:et 
vérifier que les objets locaux ont des identificateurs distincts 
des objets globaux. 
Le second objectif est de détecter tous les objets 
inutiles. On dira qu'un objet non résultat est inutile s'il ne 
contribue pas à l'élaboration d'un résultat, c-à-d si cet 
objet n'est ni un résultat, ni un objet intermédiaire, un objet 
intermédiaire étant présent dans la définition formelle du 
résultat ou d'un objet intermédiaire. 
Ces deux vérifications sont présentées simultanément 
car il s'agit de contrôles que ! ·'utilisateur demande fréquemment 
lors de l'écriture d'un énoncé, car ils lui indiquent les 
définitions qu'il doit encore introduire dans l'énoncé courant. 
Ces vérifications sont à mettre en rapport avec celles 
effectuées dans les analyseurs statiques de programme (compi-
lateurs de haut niveau) qui détectent des variables présentes 
dans une zone de déclaration sans jamais être utilisées dans 
le bloc de traitement correspondant, des variables utilisées 
sans être présentes dans les zones de déclarations englobantes, 
ou encore les variables auxquelles une valeur est affectée, 
sans que cette valeur ne soit jamais utilisée. 
4.1.1.1 ~~!!!E1! 
L'énoncé à analyser est le suivant (on 
n'attachera aucune attention à sa pertinence) : ./ ••• 
res,res2 ENO (par,par2) 
res,par:$M 
par2:$N 
res2,par,par2? res2 est la somme de par et de par2 
res2=par+par2 
res2=dep i dans o •• 10 rep res2=w 
double-v=par+par2 
double-v:$M 
double-v? somme des deux paramètres 
par=5+f(15,10) 
Les erreurs suivantes seront détectées et 
signalées: 
pas de définition de type de:w,res2 
pas de définition informelle de:res,w 
pas de définition formelle de:res,w 
plusieurs définitions formelles de:res2,par 
(par est _un argument de l'énoncé et ne peut donc y avoir de 
définition formelle) 
objet non utilisé: double-v 
Il s'agit de construire un algorithme qui, par 
analyse de l'arborescence d'un énoncé reçue comme argument, devra 
signaler les objets ne vérifian~ . pas la règle d'existence et 
d'unicité des définitions, ou ne contribuant pas aux résultats 
ou enfin source d'ambiguité. 
Pour un énoncé donné, il faudra dès lors: 
- signaler les objets globaux n'ayant pas une et une seule dé-
finition formelle, une et une seule définition informelle ou 
une et une seule définition de type. On prendra la convention 
que la définition d'un objet comme argument formel d'un 
énoncé constitue la définition formelle de cet objet • 
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- signaler les objets inutiles. Un objet inutile est un objet 
non résultat ne pouvant &tre trouvé par application de la 
règle suivante: - définir les objets intermédiaires comme 
étant ceux utilisés dans la définition formelle du ou des 
résultats 
- considérer ces objets intermédiaires comme 
de nouveaux résultats, et appliquer récursivement cette 
démarche 
- s'arr&ter lorsque ces objets intermédiaires 
sont en provenance de l'extérieur de l'énoncé. 
- signaler les objets locaux ayant un identificateur ambigu, 
soit par rapport à un autre objet local également utilisable 
dans la définition, soit par rapport à un objet global. 
4.1.1.3 Concepts 
La réalisation est basée sur un parcours 
unique de l'arborescence de l'énoncé en mémorisant les objets 
rencontrés dans des files en fonction de l'information que l'on 
peut tirer de la position de l'objet dans l'arbre syntaxique et 
de sa présence dans d'autres files. 
On disposera de files indiquant les objets 
possédant plus d'une définition formelle, informelle ou de type. 
Les objets n'ayant pas une des trois définitions seront les 
objets globaux que l'on a rencontrés dans l'énoncé ne se trouvant 
pas dans des files indiquant qu'ils possèdent au moins une 
définition de l'espèce considérée. Les objets non utilisés sont 
ceux rencontrés sans que l'on ait pu les trouver par application 
de la règle précitée. Enfin, les objets locaux dont les identi-
ficateurs sont ambigus seront ceux rencontrés à la fois comme 
objets locaux et globaux. 
On utilisera dès lors les files suivantes 
afin de remplir l'objectif . : 
. / ... 
- une file contenant les objets pour lesquels on a au moins une 
définition formelle • UFO .
- une file contenant les objets pour lesquels on a au moins une 
définition informelle . UIN . 
- une file pour les objets dont on a au moins une définition de 
type • UTY • 
- une file contenant les objets pour lesquels on a plus d'une 
définition formelle . PFO . 
- une file contenant les objets pour lesquels on a plus d'une · 
définition informelle • PIN . 
- une file contenant les objets pour lesquels on a plus d'une 
définition de type • PTY .
- une file contenant les objets résultats et les objets pouvant 
Atre obtenus par la règle d'utilisation: UTI 
- une file· contenant tous les objets globaux rencontrés dans 
I 
l'énoncé analysé: REN 
- une file contenant tous les objets locaux rencontrés: LOC 
Pour parvenir à vérifier les définitions des 
différentes files précédentes, d'autres files doivent 8tre 
introduites: PROVISOIRE et INCERTAIN. 
La file UTI est remplie initialement par les 
résultats de l'énoncé. Pour qu'un nouvel objet y soit introduit, 
il faut qu'il appartienne à la définition formelle d'un objet 
présent dans UTI. L'ordre des définitions formelles étant 
aléatoire {la démarche déductive étant souhaitée mais non 
imposée), un objet peut Atre présent dans la définition formelle 
d'un autre objet sans que l'on puisse savoir si cet objet sera 
ou non présent dans UTI. Dans ce cas, le couple (objet, objet 
dans la définition formelle duquel il est présent) est placé 
dans la file INCERTAIN. 
Exemple 
soit le fragment d'énoncé suivant: 
. / ... 
r : .DO 
r=a+b 
c=g+h 
b=c+y. 
Lors de la rencontre de "c=g+h", g eth sont 
placés dans la file INCERTAIN avec c, et en seront extraits 
lorsque l'analyse de la définition suivante indiquant que c 
contribue au résultat. 
La file PROVISOIRE contient les objets locaux 
dont 11 ne faut pas tenir compte durant l' analys.e de tout ou 
partie du membre droit d'une définition formelle. Elle est 
destinée à emp&cher que ces objets soient placés dans les files 
REN, UTI et INCERTAIN. 
Exemple 
soit la définition suivante (à la signification de laquelle on 
n'attachera pas d'importance) : 
"r !9. .!!! i:$N (1 '- 20 _!!! ·ggy:$N(i+y+r ~ 100)) ". 
Une occurence de "1" dans le prédicat associé à".!!" ne signifie 
pas que l'on a rencontré un objet global "i", ni que celui-ci est 
utilisé pour l'élaboration du résultat •. L'objet "1" sera donc mis 
dans la file PROVISOIRE avant 1' analyse du prédicat "1 ~ 20 !! 
.!9. y:$N (i+y+r ~ 100))", et "Y" y sera placé avant l'analyse du 
prédicat •i+y+r > 100". Un objet est extrait de PROVISOIRE à la 
sortie du prédicat lié au quantificateur auquel 11 est associé. 
(PROVISOIRE constitue donc une précondition d'entrée des files 
UTI, REN et INCERTAIN ou sens que la présence d'un objet dans 
PROVISOIRE interdit son introduction dans une des files 
précitées.) 
./ ... 
4.1.1.4 Construction 
------------
Remarque 
.Dans ce qui suit, il convient de ne pas 
confondre mise dans la file xx et insertion dans xx. Dans les 
2 cas, si l'élément n'est pas présent dans la file xx, on l'y 
ajoute. La mise en file est différente de l'insertion dans le 
sens que la seconde renvoie un signal d'erreur si l'élément 
était déjà présent dans la file. Une ·insertion sera donc toujours 
suivie d'un traitement d'exception. 
Algaritbme principal 
*analyse-énoncé (énoncé) 
pour chaque résultat res de énoncé 
faire mettre res dansUTI; 
mettre res dans REN; 
fin-faire; 
pour chaque paramètre par de énoncé 
faire insérer par dansUF'O; 
si· erreur 
- alors mettre par dans PFO 
fin-si; · 
mettre par dans REN; 
fin-faire; 
pour chadue définition def de énoncé 
si ef est une défimit!ô'n de type 
- alors pour chaque objet ob de def 
faire insérer ob aans UTY; 
si erreur 
- alors mettre ob dans PTY; 
fin-si; 
mettre ob dans REN; 
fin-faire 
ou si def est une définition informelle 
aiors pour chaque objet ob de def 
faire insérer ob aans UIN; 
si erreur 
- alors mettre ob dans PIN; 
fin-si; 
mettre ob dans REN; 
fin-faire; 
./ ... 
ou si def est une définition formelle 
alors pour chaque objet ob de def 
faire insérer ob dans UFO; 
si erreur 
- alors mettre ob dans PFO; 
fin-si; 
fin-si; 
fin-faire; . 
afficher-résultats;. 
*afficher-résultat 
mettre ob dans REN; 
fin-faire; 
analyse-définition (def); 
afficher "pas de définitions de type de:"; 
afficher les objets de REN non présents dans UTY; 
afficher "pas de définition formelle de:"; 
afficher les objets de REN non présents dans UFO; 
afficher "pas de définition informelle de:"; 
afficher les objets de REN non présents dans UIN; 
afficher "plusieurs définitions de type de",PTY; 
afficher "plusieurs définitions formelles de",PFO; 
afficher "plusieurs définitions informelles de",PIN; 
afficher "objets ne contribuant pas au résultat"; 
afficher les objets de REN non présents dans UTI; 
afficher "objets ayant signification locale et globale"; 
afficher les objets de LOC présents dans REN. 
*analyse-définition ~def) 
si def est uneé.finition implicite 
- alors an-def-impl (partie gauche de def, partie droite 
de de!); -
sinon si def est unedéfinition de suite "pour" 
- alors analyse-pour (de!); . 
sinon analyse-normale (partie gauche de def 
partie droite de def~; -
fin-si; 
fin-si;. 
*an-def-im~l (objetst prédicat) 
si predicat con ient une expression quantifiée 
- alors mettre l'objet lié dans PROVISOIRE; 
an-def-impl (objetst expression liée au quantifi-
cateur J; 
retirer l'objet lié de PROVISOIRE; 
mettre l'objet lié dans LOC; 
an-def-impl (objets, prédicat sans le quantificateur 
ni l'expression quantifiée); 
sinon si un objet ob de objets appartient à UTI 
alors pour chaque objet ob2 de prédicat 
.faire si ob2 n'appartient pas à PROVISOIRE 
- alors adjonction-uti(ob2); 
fin-si; 
fin-faire; 
mettre ob2 dans REN; 
. / ... 
sinon pour chaque objet ob de objets 
faire pour chagueobjet ob2 de prédicat 
faire si ob2 n'appartient pas à 
!in-si; 
fin-si;. 
- PROVISOIRE 
alors mettre (ob,ob2) 
dans INCERTAIN; 
mettre ob2 dans 
REN; 
fin-si; 
fin-faire; 
fin-faire; 
*analyse-pour~de!~ 
mettre 1 indice dans LOC; 
an-def-impl (partie gauche de def, bornes); 
mettre l'indice dans PROVISè5IRE; 
analyse-normale (partie gauche de def, corps de la définition); 
analyse-normale (partie gauche ae de!, initialisations); 
retirer l'indice de PROVISOIRE;:-
*analvse-normale (objets, définition) 
si définition est une conditionnelle 
- alors pour chaque alternative~ définition 
( *une alternative est de la forme ".§! cond alors derl _· , def2, ••• ~ 
defnJ 
faire an-def-impl (objets, cond); 
analyse-normale (objets, définitions 
d'objet) 
fin-faire; 
sinon pour tout i 
faire si l'objet ide objets est dans UTI 
fin-si;. 
- alors pourchague objet ob2 de la ième 
définition-
faire ~si ob2 n'appartient pas 
- à PROVISOIRE 
alors adjonction-uti 
(ob2); 
mettre ob2 dans 
REN; 
fin-si; 
fin-faire; 
sinon pour chaque o~jet ob2 ~ la dème 
definition 
fin-si; 
fin-faire; 
faire si ob2 n'appartient pas 
- à PROVISOIRE 
alors mettre (ob,ob2) 
dans INCERTAIN; 
mettre ob2 dans 
REN; 
fin-si; 
fin-faire; 
. / ... 
*adjonetion-utiàob) 
mettre ob ans UTI; 
pour chaque couple (ob1,ob2) de INCERTAIN 
faire si ob1=ob · -
- alors retirer (ob1,ob2) de INCERTAIN; 
adjonction-uti(ob2); 
fin-si; 
fin-taire; • 
• Rappel 
• Un objet est considéré comme ayant une définition cyclique 
si les objets contribuant à sa définition formelle (ses descen-
dants) font référence à lui ou à l'un des objets qu'il contribue 
à définir (ses ascendants) dans leurs propres définitions 
formelles. 
r=s+t 
S=U+V 
U=1S 
V=16 
t=b+v 
b=r+w 
Considérons, par exemple, la suite de définitions: 
Dans cette suite, les objets r, t et b ont des défi-
nitions cycliques car r utilise t qui utilise b qui utiliser 
pour ~••,, définir. 
De tels cycles rendent une spécification inconsistante, 
et 11 est donc souhaitable de les détecter. 
Objectif 
L'objectif de cet outil de contrôle est la détection de 
tous les cycles de définition au sein d'un énoncé. 
. / ... 
Il s'agit de construire un alg~rithme qui, par 
analyse de l'arborescence d'un énoncé reçue corame argument, devra 
détecter tous les cycles de définitions· présents dans cet énoncé, 
et, pour chaque cycle, les objets définis -dans ce cycle. 
Pour l'exemple donné au point précédent, le 
mes~age suivant s'affichera sur la console de l'utilisateur: 
nLes objets r,.t, b ont des définition~ formelles 
formant un cycle". 
• Précondition 
L'énoncé à analyser doit répondre aux exigences 
suivantes: 
- tout objet possède une et une se~le définition 
formelle 
- les identificateurs des obj'ets locaux sont différents 
des identificateurs des objets globaux 
- tous les objets contribuent au(x) résultat(s) de 
l'énoncé. 
Comme il l'est indiqué dans la description du 
langage, les définitions formelles implicites se distinguent des 
définitions formelles explicites en ce qu'elles autorisent la 
présence de l'objet défini dans le corps de sa définition. 
Ainsi la définition n _ x tg a* x ~2+b*x+c=o" 
est une définition implicite correcte permettant de définir x 
comme étant les racines d'une équation du second degré . 
. / ... 
Par contre, la définition "r=f(r)+b" est 
incorrecte car r se trouve dans les deux membres de la définition 
explicite. 
Les objets référencés dans la définition 
implicite précedente sont donc a, b etc, tandis que pour la 
définition explicite, on considère que r et b sont références. 
L'objectif du présent algorithme est de détecter 
dans un énoncé tout objet dont l'ensemble des descendants (ou 
objets devant Atre définis pour que l'objet considéré puisse &tre 
défini) est d'intersection non vide avec l'ensemble de ses ascen-
dants (objets ne pouvant être définis que si l'objet considéré 
l'est aussi). 
Afin de rendre ce processus plus efficace, il 
sera établi pour chaque objet une liste dont les éléments sont 
constitués par les objets à retenir figurant dans le membre de 
droite de sa définition formelle. 
Certains objets figurant dans le corps d'une 
définition formelle ne seront pas présents dans cette liste. 
Ainsi, pour les définitions implicites, toute occurence en partie 
droite des objets définis est ignorée; les objets locaux à la 
définition ne sont eux non plus pas présents dans cette liste. 
On appellera filer la liste des objets à 
retenir figurant dans le membre droit de la définition formelle 
der. Ces listes sont établies par un seul parcours de l'arbores-
cence initiale, et la présence d'objets à ignorer dans une 
définition introduit la notion de "cache", constitué par une 
liste contenant pour la définition analysée les objets qu'il 
faut ignorer (liste PROVISOIRE). 
. / ... 
*detect-cycle (énoncé) 
pour chaque définition formelle def de énoncé 
faire si def est une définition Implicite 
- alors provisoire liste des objets définis 
-par def; 
an-impl (partie droite de def, provisoire, 
res) -
pour chaque objet ob de provisoire 
faire créer file ÎOb, res); 
fin-faire; 
provisoire vide; 
sinon an-expl (def); 
fin-si; 
fin-faire 
pour chaque résultat r de énoncé 
faire f r; -
analyser (f, filer); 
fin-faire;. 
* an-compl (prédicat, provisoire, res) 
si prédicat contient un quantificateur 
- alors an-impl (prédicat sans le quantificateur, provisoire, 
res); 
provisoire a:-- provisoire + objet lié au quantifi-
cateur; 
an-impl (expression liée au quantificateur, 
provisoire, res); 
enlever le dernier élément de provisoire; 
sinon pour chaque objet ob de prédicat 
faire si ob n'est pas dans provisoire 
- alors res c::s-- res + ob; 
fin-si; 
fin-faire; 
fin-si;. 
*an-expl (def) 
pour chaQue objet ob défini par def 
faire créer une file ob; 
créer (ob, partie droite de la définition, 
provisoire, file) 
pour chaque objet ob2 de file 
faire si ob2 n'est pas dans proviso i re 
- alors file ob d- file ob + ob2; 
fin-si; 
fin-faire; 
provisoire d- vide; 
fin-faire;. 
./ ... 
créer ob co rovisoire file 
.ll corps es une e inition e suite . "pour" 
alors provisoire r:1-- objet d' indiçage; · 
fin-si; 
s1 corps est une définition conditionnelle 
- alors pour chaque alternative alt de corps 
faire file d- file + cona de al t; 
créer (obj, définition d'objet de alt, 
provisoire, file) -
fin-faire; 
sinon déterminer la définition de corps correspondant à obj; 
(dans une définition formelle, plusieurs objets peuvent &tre 
définis, la ième définition d'objet correspond au ième objet à 
définir} 
file file+ définition correspondante; 
fin-si;. 
analyser (f1, f2) 
pour chaque objet obj de f2 
faire Insérer obj aans f1; 
si erreur 
- alors définition cyclique (f1,obj); 
sinon si obj n'est pas un argument de l'énoncé 
aiors analyser (f1,file obj); 
retirer obj de f1; 
fin-si; 
fin-si; 
fin-faire;. 
*définition-cyclique (file 1obj) déterminer la position de obj dans file; 
afficher "les objets", le reste de la file, "ont des 
définitions cycliques";. 
4.1.3 Y!~!f!2~~!2~-~~~-22~~2~~~E~~-~~-1IE~-~~-~~!~-~~~~ 
énoncé 
------
Certaines règles présentes dans la grammaire du langage 
ont trait au type du résultat d'une expression: 
- l'objet défini et l'expression définissante doivent @tre de 
m&me type dans les définitions formelles explicite. 
- La partie droite d'une définition formelle implicite est un 
prédicat, et donc une expression dont le type du résultat est 
booléen. 
. / ... 
L'objectif de cette réalisation est la vérification des 
contraintes portant sur le type des résultats d'expressions _. 
Deux fonctions ont été distinguées pour remplir cet 
objectif: 
- un processus qui, recevant une expression et l'énoncé dont elle 
est extraite, évalue le type du résultat de cette expression 
(l'évaluateur de type) 
- un programme qui analyse un énoncé, détermine dans celui-ci les 
expressions à évaluer, appelle l'évaluateur de type pour les 
expressions sélectionnées, et vérifie ensuite la concordance 
entre type attendu et résultat de l'évaluation de type. 
SPES étant un langage utilisant les types abstraits 
algébriques, la vérification de la concordance (ou de l'équiva-
lence) entre deux types abstraits est un problème complexe, 
relevant encore du domaine de la recherche. Une troisième fonction 
devrait donc Atre isolée, ayant pour but de vérifier l'équivalence 
de deux types abstraits. 
Cette troisième fonction n'est pas actuellement implantée 
du fait de sa complexité et 'de notre relative ignorance en la 
matière. Dans ce qui suit, l'on considérera donc que deux types 
sont équivalents s'ils portent le m8me identificateur. Par 
conséquent, seules les deux premières · fonctions seront abordées 
ici, la troisième ayant une implementation trop rudimentaire pour 
que l'on s'y attache. 
La découpe choisie, séparant évaluation du type d'une 
expression et vérification de la concordance, fut sélectionnée 
car le processus d'évaluation de type est utilisable à d'autres 
fins que les vérifications abordées ici. Signalons qu'il inter-
vient notamment dans le processus de génération des structures 
d'objet (cf1 point 3.4), où, par analyse du dossier, on infère 
la structure d'un objet. 
. / ... 
L'évaluateur de type a pour objectif d'évaluer le 
type d'une expression de complexité indifférente dans un contexte 
donné·. Un tel processus détectera donc certaines erreurs, et les 
signalera, mais avant sa réalisation, il a été décidé que sa 
fonction était uniquement l'évaluation du type d'une expression, 
et que les erreurs qu'ils signalent sont uniquement celles ·l'ayant 
empêché de réaliser son objectif. Ainsi, l'analyse de l'expression 
"a Li_7 Lj_7" restera si l'objet "a" peut être indicé deux fois, 
et si oui évaluera le type de cette expression. Le processus ne 
vérifiera pas que les expressions i et j ont un résultat entier, 
car le fait qu'ils le soient ou non n'a pas d'influence sur le 
type du résultat de l'expression. C'est donc un processus de 
niveau supérieur qui devra guider l'évaluateur sur les expressions 
i et j, et en tirer les conclusions quant aux résultats fournis. 
Il est souhaitable qu'un évaluateur de type 
analyse la totalité de l'expression analysée et y détecte le 
maximum d'erreurs, et qu'il fournisse un maximum de renseignements 
sur la manière dont s'est déroulée l'évaluation. ' 
Afin de détecter le maximum d'erreurs et 
d'analyser la totalité de l'expression, il sera fait appel à 
certaines constructions du langage SPES. Il existe en effet en 
SPES des opérateurs qui ne peuvent &tre surchargés, et dont on 
conna1t domaine et co-domaine. C'est le cas des opérateurs 
suivants : ==> , <:.== '> , ,tl, ,2!!,~ ; les paramètres et résultats 
de ces opérateurs sont tous de type booléen ($B). 
Ainsi, l'évaluation de l'expre~sion non(a) 
donnera toujours comme résultat $B, que a soit ou non booléen. 
Le premier intérêt de ce système est qu'il 
permet d'analyser au mieux l'expression en entrée. Supposons 
. / ... 
par exemple l'expression "non(a)+b" à évaluer, où b est de 
type $M. Avec ce mécanisme, il est possible de vérifier s'il 
existe une définit~on de l'opérateur"+" avec comme domaine 
$B,$M, et par là soit de détecter une erreur si la définition 
n'~xiste pas, soit de continuer l'analyse de l'expression 
englobante. 
Le second intérêt est de fournir un résultat 
pour ces opérateurs quels que soient leurs arguments, et donc 
éventuellement de permettre la .vérification d'équivalence sur 
une expression contenant l'un de ces opérateurs avec un argument 
dont le type ne correspond pas à l'attente. 
Dans le texte qui suit, on appellera opérateur-
bin-bool les opérateurs suivants : ==> , <..== > , ".tl", "2!:!", qui 
sont des opérateurs infixés ayant des arguments de type $B et un 
résultat de type $B. L'opérateur "!!2!!" sera appelé opérateur-un-
bool, et est lui préfixé et possède un paramètre de type $B et 
un résultat de type $B. 
a) Spécification 
L'évaluateur de type est un programme recevant comme argu-
ment une expression et l'énoncé englobant celle-ci, donnés sous 
forme arborescente. Il est destiné à déterminer le type du résultat 
de l'expression dans l'énoncé considéré. Compte tenu de son objectif, 
certains éléments inclus dans l'expression ne seront pas vérifiés, 
tels le type du résultat d'une expression d'indiçage, le type et 
le nombre d'arguments présents dans une référence d'énoncé. 
Afin d'analyser au mieux l'expression, il sera tenu compte 
d'opérateurs prédéfinis du langage, dont le type des arguments et 
résultats sont connus. Les opérateurs prédéfinis sont les opéra-
teurs d'arguments et de résultat de type booléen(~( ••• ),•••!!•••, 
~ i:iQ( ••• ), ••• ==> ••• , ••• ). 
./ ... 
Le processus renverra deux résultats. Le premier indique-
ra la manière dont s'est déroulée l'évaluation, qui peut soit, . 
s'être déroulée parfaitement, soit s'être arrêtée sans avoir pu 
remplir l'objectif, soit en!in fournir un résultat correct, mais 
après avoir remarqué certafueserreurs (p.ex. des arguments d'opérateurs 
prédéfinis dont . le type n'est pas booléen). Le secondargument est 
une liste d'identificateurs de type représentaiat le tn,e du résultat 
de l'expression fournie pour autant que l'objectif ait pu être 
rempli. 
b) Procédé de construction 
Le processus d'évaluation proposé ici est le processus 
classique ascendant, qui pour déterminer le type du résultat d'un 
opérateur détermine le type du résultat de ses arguments, arguments 
auxquels le même principe est appliqué .par récurrence. Ce processus 
se termine lorsque l'argument est une constante, un objet , un objet 
indexé, une référence de fonction ou une référence d'énoncé. 
Si l'argument est une constante, le nom du noeud indique 
le type de la constante. 
Le type d'un objet peut être déterminé par le recherche de 
sa définition de type dans ·1•énoncé englobant. Si celle~ci n'existe 
pas, la procédure le signalera au processus appelant par le position-
nement d'un indicateur, et à l'utilisateur pour l'a.ffichage d'un 
message. 
Pour obtenir le type d'un objet indexé, la pre~ère étape 
consiste à déterminer le type de l'objet par la recherche dans 
l'énoncé de sa définition de type. Si celle-ci n'existe pas, la 
procédure se termine de façon identique au cas précédent. En posses-
sion de la définition de type, il y a recherche dans la bibliothèque 
de la description d'expression associée à ce type. Si celle-ci ne s'y 
./ ... 
trouve pas ou si la description trouvée n'utilise pas le construc- · 
teur "suite", la procédure la signale et renvoit l'indicateur 
d'erreur. Cette phase de recherche en bibliothèque est appliquée 
successivement pour chaque expression d'indiçage, la recherche 
s'effectuant chaque fois sur l.e paramètre de "suite"présent dans 
la description précédente. Après n recherches en bibliothèque, où n 
est-·~1e nombre d'indice de l'objet pour autant qu'il n'y ait pas eu 
d'arrêt prématuré du processus, le type de ·1 1 objet, indicé est 
l'identificateur de type utilisé comme paramètre du constructeur 
"suite" dans la dernière description cherchée en bibliothèque. 
Le type d'une fonction sera établi en déterminant le type 
du résultat de chacun de ses arguments. Si le type de tous les 
arguments peut être évalué, une recherche est effectuée en biblio-
thèque d'une .fonction ayant même nom et même domaine (type des argu-
ments). 
Si la recherche est concluante, le type du résultat de la 
fonction est obtenue par copie de l'identificateur indiquant la 
co-domnirie de la fonction trouvée dans la bibliothèque. 
Si la recherche n'est pas concluante, un message indique à 
. 1 •·utilisateur qu_' il s'agit d'une fonction non encore décrite, et un 
indicateur est positionné afin de le signaler au-processus appelant. 
Enfin, si le type de tous les arguments ne peut être évalué, 
un indicateur est positionné afin d'indiquer au processus appelant 
que la détermination du type n'a pas réussi. 
Dans le cas d'une référence d'énoncé, une recherche est 
effectuée dans le dossier afin d'y trouver l'énoncé. Si celui-ci est 
absent du dossier, un message indique à l'utilisateur cet te absence, 
et signale l'échec au processus appelant par le positionnement d'un 
indicateur. Si l'énoncé est trouvé, le type de chacun de ses 
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résultats est déterminé par recherche de leurs définitions de 
type dans l'énoncé référencé. Si la recherche est concluante pour 
tous les résultats, ceux-ci sont renvoyés au processus appelant dans 
une liste. Si le type de tous les résultats ne peut être évalué, 
un indicateur est positionné afin de signaler au processus appelant 
l'échec subi. 
Lorsque les types des deux arguments d'un opérateur ont 
été trouvés, le type du _résultat est obtenu, comme dans le cas des 
des références de fonctions, par recherche dans le bibliothèque 
du même opérateur avec le même domaine. 
Dans le cas des opérateurs prédéfinis, il est vérifié que 
le type de chacun des arguments est bien iB, à savoir booléen. Dans 
le cas contraire, un message est affiché signalant que l'expression 
correspondante doit avoir un résultat booléen, il est signalé au .. ~ 
processus appelant qu'une erreur a été détectée, mais récupérée. 
Dans tous les cas, le type du résultat est~ et est renvoyé au 
niveau supérieur. 
Il convient d'évoquer un traitement particulier conçu 
pour les expressions contenant un quantificateur (~,.91a), dont la 
forme est "~ objet : iTYPE (predicat) n. Pour permettre 1 'analyse 
du prédicat associé, sans avoir à se _soucier de l'objet lié au 
quantificateur, la stratégie suivante est appliquée: création dans 
le corps de l'énoncé d'une définition de type reprenant l'objet lié 
et son type déclaré;. analyse du prédicat associé; destruction de 
la définition de type précédemmen~~créée. 
Aucune opération de base n'étant présente sur les tn,es 
prédéfinis, une arborescence a été initialement créée contenant 
pour les types prédéfinis (iN, ~R, $Cet $13) les · opérations standards 
sur des objets de ces tn,es (comparaison, addition, soust raction ••• ). 
Les profils de ces différentes opérations sont archivés,, et seront 
consultés durant l'évaluation du type du résultat d'une expression. 
Cependant, ces profils sont moins priori tai.res que ceux créés par 
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l'utilisateur. Ainsi, si le profil "+:iN ,iN • iB 11 est défini· / par 
l'utilisateur, et si le profil "+:iN ,iN -'>iN" est défini de façon 
standard, le type d'une expression "a+b" où a et b sont entiers est 
iB. L'arborescence standard prédéfinie n'est dès lors consultée 
qu'en cas d'échec dans la recherche des profils fournis par l'uti-
lisateur. 
c) Conception 
La procédure globale, évaluation, possède quatre paramètres. 
- exp: l'expression _à analyser 
- eno: l'énoncé englobant exp. 
- des: résultat indiquant comment s'est déroulée l'évaluation 
de~ vaut 1
-- si l'évaluation s'est déroulée sans détection 
derreurs; 
2.- si l'évaluation s'est déroulée avec détection 
d'erreurs que l'on a récupérée; 
3.- si l'évaluation nta pu être effectuée. 
_ :.._ _  
- tn> : résultat indiquant, si der vaut 1 ou 2, le type du résul tao 
de l'expression exp dans l'énoncé eno. 
L'algorithme de ce processus est présent dans l'annexe B de ce 
rapport. 
4.1.3.2 ~~~~!!!~!-~!-!!E!f!~!~!2~-~!-~n?! 
(Implémentati0n réalisée par P. Vanhemelryck) 
Dans la grammaire du langage, certaines contraintes 
existent quant au type du résultat d'une expression, contraintes 
exprimées en fonction de la position "rdans l'arbre syntaxique de cette 
expression. Ainsi, par exemple, dans une définition formelle implicite, 
le membre droit de la définition doit avoir un résultat de type 
booléen. 
Le processus de vérification de type doit, à l'aide 
de l'évaluateur, contrôler que toutes les contraintes portant sur 
le type du résultat d'uneexpression sont vérifiées dans un énoncé • 
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Il s'agit donc d'un processus qui va analyser 
l'arborescence, détecter dans celle-ci les expressionssur lesquelles 
une contrainte porte, demander ensui te d'évaluer .. le type de cette 
expression et enfin comparer celui-ci avec le type attendu, en 
signalant les violations de contraintes lorsque celles-ci survien-
nent. 
La première partie de ce travail consistera à 
détecter dans la grammaire du langage les contraintes portant sur 
les types~des expressions, et la seconde phase sera constituée par 
l'implémentation du contrôle de ces différentes règles. 
a) Spécification 
Il s'agit de constru.iF-.è un programme qui par 
analyse de l'arborescence d'un énoncé reçu, signalera à l'utilisa-
teur la violation des contraintes du langage portant sur le type 
des expressions dans un énoncé. Pour parvenir à ces fins, le 
programme utilisera l'évaluataur. de type présenté en 4.1.3.1 
b) Relevé des contraintes portant sur le ty;pe des expressions 
La première contrainte porte sur les définitions 
implicites, qui sont la forme "objets 1, ••• ,objet .n tg: prédicat". 
Il faut que. dans ce cas, le type d_e •·•prédicat" soit iB (c .à.d. 
booléen). Dans les définitions formelles explicites, il doit y 
avoir une correspondance par paires entre type de l'objet défini 
et type de l'expression le définissant 
Ex. r,s,t, = a+b, coud, q 
La présence du mot réservé "donnée" en tant que 
définition formelle d'un objet est réputée valide pour tout objet, 
et aucune vérification · na doit dans ce cas être effectuée. 
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L'expression située dans une définition condi-
tionnelle après un "si" ou située dans une définition de boucle de 
forme "jusqu'à" après le "jqa" doit avoir un résultat de type 
~B(booléen). 
nan·s les définitions de sui te de forme "pour", 
les expressions délimitant les bornes de l'intervalle de défini-
tion de la suite doivent être de type~ (entier),de même que toutes 
lesexpressions d'indiçage d'un objet. 
Dans les références d'énoncé, il doit y avoir 
correspondance entre type du paramètre effectif et type du paramètre 
formel. 
c) Procédé de construction 
La programme consiste en un balayage d'un 
énoncé afin d'y sélectionner les définitions formelles. 
Pour chaque référence d'énoncé présente dans la 
définitionsélectionnée~il est vérifié qu'un énoncé de même nom est 
archivé. Si c'est.le cas,le type de chaque paramètre effectif est -
comparé au type du paramètre formel correspondant, et toute non-
concordance est signalée à l'utilisateur, de même que l'éventuelle 
différence entre le nombre de paramètres affectifs et formels. 
Si un objet indicé est situé dans la définition 
à analyser, chacune de s~s expressions d'indice voit son type évaluer, 
et ensuite comparé avec le type attendu (iN). En cas de différence, 
l'indice est affiché ainsi qu'un message explicatif. 
Si la définition à analyser est une définition 
implicite, la partie droite de la définition voit son type évaluer • 
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Si eelui~ci n'est pas~ ou si l'évaluation n'a pu se terminer 
correctement, un message est affiché signalant · que la définition 
ne vérifie pas la contrainte. 
Dans le cas de définition explicite, la première 
étape consiste en la détermination du t:ype des objets y définis, 
et ensuite un traitement est appliqué selon le type de la définition. 
Si la définition à analyser est une conditionnelle, 
alors chacune des alternatives voit le type de la condition associée 
évaluerr. Si celui-ci est non .. . évaluable ou différent de iB, un 
message le signale à l'utilisateur. Pour chacune des alternatives est 
alors appliqué le traitement des définitions simples, expliqué par 
la suite. 
Si la définition courante est une définition de 
suite de la forme "pour", il est d'abord procédé à l'évaluation des 
expressions définissant les bornes de l'intervalle de définition de 
la suite, évaluation devant produire le résultat ~N. Si tel n'est pas 
le cas, . un message est affich·é, le signalant à l'utilisateur. Les 
parties "définition du corps" et "initialisation" sont ensuite 
analysées comme si elles étaient des définitions formelles, car 
elles sont aussi composées d'une liste d'éléments de suite à définir; 
et d'une liste de définitions correspondantes. Avantde ppocéder à 
cette évaluation, une définition de . type est introduite dans 1 'énoncé , 
l'objet défini étant l'indice local de la définition, et son type 
iN (entier), définition détruite à la fin de l'analyse de la défini-
tion. 
Dans le cas de définition de suite de la forme 
"jusqu'à", - l'éxpression reprenant la condition d'arrêt voit son 
type évaluer. Sii celui-ci est distinct de ~ ou non évaluable, alors 
un message le signale à l'utilisateur. Les parties "définition du 
corps" et 11 initialisation" subissent ensuite un traitement identique 
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à celui présenté par leurs "homologues 11 des définitions "pour", 
sans cependant créer une définition de type, aucun objet local 
n'étant défini. 
Le traitement effectué pour les définitions 
formelles explicites "simples" consiste en une évaluation de 
chaque définition distincte du mot réservé "donnée", et le résultat 
est comparé avec l'élément correspondant de la liste des types des 
objets définis dans la définition courante. Si les types du défini 
et de l'expression définissante sont distincts, un message le signale 
à l'utilisateur. 
L'algorithme du vérificateur de type peut être 
consulté dans l'annexe C du présent rapport. 
4.2 Vérificatioœde cohérence effectuées au sein du dossier 
L'objectif poursuivi dans cette section est la détection 
d'incohérences d'un dossier eu égard aux règles de référence des 
énoncés. Trois règles sont vérifiées: l'existence et l'unicité 
d'un énoncé racine, l'absence de cycles de références entre énoncés, 
et enfin la présence dans le dossier de tous les énoncés référencés 
et l'absence d'énoncés non-racinesnon référencés. 
Un énoncé est dit racine, s'il n'est référencé par aucun 
autre. Un dossier doit comporter un et un seul énoncé de ce type. 
Des références sont qualifiées cycliques si la liste 
des descendants d'un énoncé contient l'énoncé considéré. La liste 
des descendants d'un énoncé, composée initialement de tous les 
identificateurs des énoncés référencés dans l'énoncé considéré, 
contient pour chaque identificateur d'énoncé X présent dans cette 
liste, tous les identificateurs des énoncés référencés par X. 
Enfin, tout énoncé sur lequel porte une référence dans un 
énoncé du dossier doit faire partie du dossier, et tout énoncé du 
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dossier doit soit être l'énoncé racine, soit être ··un énoncé référencé 
dans le dossier. 
Pour arriver à réaliser ces différents objectifs, la 
table des pseudo-commentaires reprenant sous forme condensée les 
références d'énoncé (cf. section 3.1) sera avantageusement utilisée. 
4.2.1 Présence d'un et un seul énoncé racine 
Un énoncé e$t dit racine s'il est défini, mais n'est 
référencé par aucun · autre énoncé. Notons en particulier que 
l'énoncé racine ne peut pas avoir d'arguments, car leur présence 
implique une référence par un autre énoncé. 
4.2.1.1 ~E!~!f!~~!!~~-
Ce module doit vérifier qu'il existe bien une 
et une seule racine dans le dossier, ensemble des énoncés archivés. 
L'entrée initiale du module est un dossier, et 
l'effet de son exécution est l'affichage de messages indiquant les 
éventuelles erreurs trouvé•es ou l'identificateur de l'énoncé racine. 
Les erreurs possibles sont l'absence de racine 
ou ~a présence de plusieurs racines. L'absence de racine est dûe 
au fait que soit tous les énoncés du dossier possèdent au moins une 
référence, soit que les énoncés pour lesquels aucune référence 
n'existe possèdent un ou plusieurs arguments. 
4.2.1.2 Procédé de construction 
,La spécification peut être réalisée en résolvant 
les sous-problèmes suivants: 
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- recherche · dans la table des pseudo-commentaires de tous les 
énoncés référencés par les énoncés archivés et mémorisation de 
leurs identificateurs; 
- recherche dans le dossier de tous les identificateurs d'énoncés 
archivés et mémorisation des identificateurs; 
- mémorisation des identificateurs trouvés à la deuxième étape 
et non trouvés à la première; si un seul de ces identificateurs 
correspond~à un énoncé sans argument, il s'agit de l'énoncé 
racine, si plusieurs ne possèdent pas d'arguments, il y a présence 
de plusieurs racines; si aucun identificateur n'est mémorisé ou 
si tous les identificateurs correspondent à des énoncés possédant 
des paramètres, alors il n'y a pas de racine. 
4.2.1.3 Construction 
Dans les algorithmes qui suivent, la fonction 
mise en file XX de l'objet Y, notée XX E ll+Y, insère l'objet Y 
dans la file XX pour autant que ceuxi-ci ne s'y tr.ouvaient déjà; elle 
est sans effet dans le cas contraire. 
*Algorithme princizal 
rech-rêfêrencês file-référencés); 
rech-définis(file-définis); 
pour chaque identificateur id de file-définis 
fair~ si id n'est pas présent dans file-référencés 
alors file-racine~ file-racine+id; 
fin-si; 
fin-faire; 
pour chaque identificateur id de file-racine 
faire si l'énoncé id ne possàde pas de paramètres 
-alors f-rac 1::-- f-rac+id; 
fin-si; 
fin-faire; 
si file-racine est vide ou f-rae est vide 
alors afficher "pas de racine dans le dossier"; 
sinon si f-rac contient un seul objet 
alors afficher "une.· seule racine:" ,f-rac; 
sinon afficher "plusieurs racines:",f-rac; 
fin-si; 
fiil-si; ~-
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*Rech-référencés file 
dans table des pseudo-commentaires, le premier élément représente 
dans tous les cas l'énoncé référencé). 
pour chaque pseudo-commentaire ps de la table 
faire file < file + premier objet de ps; 
fin-faire;. 
*Rech-définis~file~ 
pour chaque enonce archivé eno du dossier 
faire file~ file+ identificateur de eno; 
fin-faire;. 
4.2.2 Détection des cycles de référence 
---------------------------------
Ce module doit analyser le dossier et y détecter les _,éycles 
de références d'énoncés. Il y a cycle de référence lorsque la liste des 
descendants d'un énoncé contient l'énoncé considéré. La l iste des 
descendants d'un énoncé est obtenue par l'ajout à la liste des énoncés 
référencés dans l'énoncé courant de la liste des descendants de 
chacun . de ceux-ci. 
Aucune hypothèse n'est émise sur le dossier: il peut 
posséder o, 1 ou plusieurs racines. Ce choix a été fait pour 
obtenir des outils autonomes et pour permettre de signaler l'ensemble 
des incohérences en une fois plutôt que d'attendre pour la détection 
de cycle qu'il y ait une et une seule racine. 
4.2.2.1 Réalisation 
L'ensemble des références d'énoncé à analyser 
est présent dans la table des pseudo-commentaires. L'analyse sera 
donc basée sur celle-ci. La structure des éléments présents dans cette 
table permet une automatisation facile: le premier élément d'un 
composant de la table est toujours l'identificateur de l'énoncé 
référencé, et le dernier est toujours l'identificateur de l'énoncé 
référençant. 
Aucune hypothèse n'étant fait sur le groupe, le 
point dè départ de l'analyse est quelconque. On décidera par exemple 
de commencer l'analyse par le premier composant de la tabl e • 
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4.2.2.2 Procédé de construction 
-----------------------
La première phase de l'algorithme consiste en 
la sélection d'un pseudo-commentaire dont le dernier élement 
(l'énoncé référençant) est un identificateur sur lequel aucune 
analyse n'a été réalisée. Une file contiendra dès lors tous les 
énoncés ayant déjà été analysés. 
Un identificateur d'énoncé étant sélectionne et 
mémorisé, on va sélectionner successivement tous les énoncés qu'il 
référencie, par balayage de la table des pseudo-commentaires. Pour 
chacun de ces énoncés, on vérifie qu'il n'est pas mémorisé. Afin 
d'effectuer cette vérification, la mémorisation consistera en fait 
en la mise en pile de l'identificateur rencontré. Si l'identificateur 
est déjà présent dans cette pile, alors il y a cycle de référence 
entre la première et la seconde occurence de l'identificateur. Si 
l'identificateur n'est pas dans la pile, il doit y être inséré, et 
il devient l'identificateur sélectionné, auquel le processus est 
appliqué. 
Lorsque tous les pseudo-commentairesdans lesquels 
-l'énoncé analysé est situé en dernière position ont été traités, 
l'identificateur de cet énoncé est retiré de la pile. 
Ce processus se termine toujours car il n'y a 
qu'un nombre fini d'énoncés, et dès lors après un nombre fini de 
récurrence, on trouvera _un énoncé qui soit ne contient aucune référence 
à d'autres énoncés, soit ne contient que des références à des énoncés 
déjà présents dans la pile, auquel cas on ne procède qu'à l'affichage 
des cycles détectés. 
Tel qu'il est présenté, l'algorithme effectue 
beaucoup de travail inutile. Si un identificateur est présent en 
dernière partie de plusieurs pseudo-commentaires, son insertion dans 
la file des énoncés déjà analysés fait qu'il ne sera plus sélectionné 
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par la première phase. Cependant, tous les derniers éléments ne 
doivent pas être analysés. La sélection initiale doit en effet 
porter non seulement sur des identificateurs n'ayant pas été 
sélectionnés mais ·aussi sur des identificateurs d'énoncé n'ayant pas 
été trai tÉs durant la phase de récurrence. Supposons en effet, la 
présence d'un énoncé Bayant été sélectionné par le principe de 
récurrence appliqué au départ de l'énoncé A. Dès lors, l'analyse 
de A a consisté partiellement en l'analyse complète de B. Si aucun 
cycle n'a été détecté à partir de A, à fortiori il est impossible 
d'en détecter à partir de B, et tout cycle détectable à partir 
de B l'a déjà été par l'analyse ayant comme point de départ A. 
Il est dès lors inutile de sélectionner B dahs la phase initiale 
(B reste bien évidemment séleetionnable par récurrence). 
Pour éviter ce travail inutile, chaque énoncé 
qu'il soit sélectionné par la première phase ou sélectionné par 
application de la règle de récurrence, verra son identificateur 
placé dans une file. La. première étape consistera dès lors en la 
sélection d'un pseudo-commentaire dont le dernier élément n'est 
pas dans cette file. 
4.2.2.3 22~~~~~!2~­
Algorithme prineïpal 
*Détection-c4cle 
créer une file énoncé-traité; 
pour chaque composant co~de la table des pseudo-commentaires 
faire si le dernier élément Ede comp n'est pas dans énoncé-
traité 
alors créer un file ascendant; 
ascendant f-- E; 
analyse-cycle CE.;·, ascendant, énoncé-traité) ; 
fin-si · 
fin-faire;. 
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*.Analyse-c*cle(eno 2ascend 2eno-trait~) 
eno-trai te ~ eno-trai té+eno; 
pour chaque composant comp de la table des pseudo-commentaires 
faire si eno est le dernier élément de comp 
- alors nouv-eno ~ premier élément de comp; 
insérer n·ouv-eno dans ascend; 
si erreur (*si nouv-eno est dans ascend*) 
fin-si; 
fin-faire;. 
alors rlficher "références cycliques pour 
les énoncés suivants:" 
sous-liste coi;nmençant à la 
première occurence de nouv-eno . 
nouv-eno; 
sin.on analyse-cycle (nouv-eno,ascend, 
eno-traité); 
retirer nouv-eno de ascend; 
fin-si; 
Ce module a le double but - comme le titre ne l'indique 
pas - de vérifier que tout énoncé référencé par un énoncé du dossier 
fait lui-même partie du dossier, et qu'il n'existe pas dans le 
dossier d'énoncés non référencés autres que l'énoncé racine. 
Procédé de construction 
A.fin de déterminer s'il n'existe pas dans le dossier 
d'énoncés non référencés autres que l'énoncé racine, les résultats 
du processus vérifiant . l'unicité èt l'existence de l'énoncé racine 
seront largement exploités. En disposant d'une liste reprenant les 
énoncés archivés mais non référencés, il suffit d'y éliminer les 
énoncés susceptibles d'être racine, à savoir ceux n'ayant pas d'ar-
guments, et la liste contient dès lors les identificateurs des 
énoncés archivés non racines et non référencés. 
Le second objectif, visant à vérifier que tous les énoncés 
référencés sont archivés emploiera· également les résultat s créés par 
ce processus. En disposant de -la liste des énoncés référencés et de 
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la liste des énoncés archivés, il suffit de sélectionner les 
identificateurs d'énoncés présents dans la première mais non dans 
la seconde pour obtenir la liste désirée. 
Les manipulations effectuées étant élémentaires, aucune 
information supplémentaire ne sera donnée à leurs sujets. 
Pour rappel, une spécification SPES est composée d'un 
dossier, liste d'énoncés~et d'une bibliothèque, liste de 
descriptions de type. La bibliothèque contiendra donc ·une 
description de chaque type utile au dossier. Ces descriptions 
peuvent être des descriptions d'expressions, des descriptions 
strictes ou des descriptions d'adjonctions. 
La bibliothèque doit également obéir à certaines règles qui 
ne peuvent être vérifiées par l'éditeur syntaxique, car il s'agit 
de règles de cohérence et non de règles syntaxiques. Des procé-
dures auxiliaires devraient par conséquent pouvoir vérifier des 
règles de cohérence parmi .. ,les descriptions de type. Ainsi ,par 
exemple, les règles suivantes doivent· être vérifiées: 
- Il ne peut y avoir de cycle de description de type. 
- Tout type non prédéfini (les types prédéfinis étant $N, $C,~R 
i:a.-.,$B)dont l'identificateur apparaît dans une description de 
type doit posséder une description dans la bibliothèque. 
Chaque couple formé d'un identificateur de fonction et du 
profil de ses paramètres doit être unique au sein de la 
bibliothèque. 
Des procédures de contrôle ont été implémentées pour les 
deux premières règles énoncées, et sont présentées dans les 
deux sections suivantes. 
4.3.1 !~~!f!~!~!~~-~=-!~!!!!~!~~=-~~~=-~=~~E!E~!2~-E2~E-!2~~ 
~~= 
Dans la plupart des descriptions de type, se trouvent 
des identificateurs de type. Une description - et · dès lors un type -
n'est donc complète qu'à la condition que chaque type y inter-
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venant, via son identificateur, possède lui-même une de scription, 
à l'exception des types prédéfinis (à savoir ~N, ~B, ~C, iR). 
L!objectif de ce processus est de signaler à l'uti-
lisateur tous les types utilisés dans la bibliothèque n'ayant pas 
eux-mêmes de descriptions. 
4.3.1.2 Procédé de construction 
Ce processus consiste en une analyse de la biblio-
thèque description par description. Pour chaque descript ion, il 
doit être vérifié que tous les identificateurs présents corres-
pondent bien à un type possédant une description. La solution la 
plus simple consiste à rechercher pour chaque type non prédéfini, 
la description de ce type dans la bibliothèque, et en cas d'échec 
signaler à l'utilisateur l'absence de description pour ce type. 
Cette procédure a deux désavantages: sa lenteur et la répétition 
éventuelle du même message pour le même type~ La lenteur est due 
au fait que pour chaque identificateur, il y a parcours de la biblio-
thèque, afin de déterminer l'absence ou la présence de description, 
et donc si un identificateur intervi~nt n f~is, n recher ches sont 
effectuées. De plus, dans le cas d'absence de description, n messages 
sont affichés noyant dès lors l'information nouvelle parmi l'infor-
mation connue. 
Dès lors, chaque identificateur pour lequel une 
recherche a été effectuée e·st placé dans une file, et il n'y a 
parcours de la bibliothèque que si l'identificateur n'est pas 
dans la file. Afin d'optimiser quelque peu, on insérera égale-
ment dans la file l'identificateur de type dont la descr iption 
est analysée. Initialement, cette file contiendra les identifi-
cateurs des types prédéfinis afin d'homogénéiser le trai tement 
effectué. 
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4.3.1.3 Construction 
*Existence 
cas-analyse< . ~N,~B,~C,~R; 
pour chaque description desc de la bibliothèque 
faire cas-analyse'- cas -analyse+ identificateur 
· . du type défini 
fin-faire;. 
par desc; 
pour chaque identificateur de type 
faire fil id n'est pas dans cas-analysé 
alors recherche en bibliothèque d'une 
description pour le type id; 
si recherche non concluante 
alors afficher ''description 
manquante pour ce type",id 
fin-si; 
cas-analyse ~ cas-analyse + id; 
fin-si; 
fin-faire; 
4.3.2 ~~!~~!~~-~!..?J".2}.2..:3_~!-~!~~E!E!!~~~-~~-!~! 
4.3.2.1 ~E~~!f!~!!!~~-
Il est possible de définir un type à partir 
d'autres types, soit ·par leur emploi en tant que paramètre d'un 
constructeur dans la description d'expression du type considéré, 
soit _par leur utilisation en tant que type de référence dans les 
descriptions d'adjonction. 
Il importe, pour que les types soient correcte-
ment définis, qu'il n'y ait pas de cycles lors de l'utilisation 
de telles constructions. Il y a cycle de descriptions lorsque 
l'ensemble des descendants d'un type contient l'identificateur 
de ce type. L'ensemble des descendants d'un type considéré est 
constitué: 
- des identificateurs de type utilisés dans la description 
d'expression ou d'adjonction du type considéré; 
- de l'ensemble des descendants de chacun des types utilisés 
dans la description, ensemble trouvé par application de la 
récurrence. 
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L'objectif de ce module est de signaler à l'utili-
sateur tous les cycles de description existant dans la 
bibliothèque. 
4.3.2.2 Procédé de construction 
------------------------
Le procédé de construction est fort proche 
de celui utilisé pour la détection des cycles de références 
d'énoncés, aussi nous contenterons-nous d'en rappeler les points 
principaux. La première étape consiste à choisir dans la biblio-
thèque une description qui va servir à l'analyse; celle-ci est 
choisie de façon à .correspondre à un type n'ayant jamais été 
analysé, choix correspondant à son absence d'une file. L'identi-
ficateur du type choisi est placé dans une file . des cas analysés 
et au sommet de la pile des descendants. 
Pour cha~un •des· idènti~icateurs de type du 
corps de la description; cet identificateur est placé dans:~,la 
file des cas analysés; s'il est présent dans la pile des des-
cendants, alors il y à cycle de description, signalé à l'utili-
sateur. Sinon, si ce type possède une description d'adjonction 
ou d'expression, il est placé dans la pile des descendants, et 
sa description subit la même analyse par récurrence à la fin de 
laquelle l'identificateur est ôté de la pile des descendants. 
L'objet de cette section est la présentation non d'un 
outil implémenté, mais de concepts pouvant servir de base à 
l'implémentation d'un analyseur de la cohérence 
des prédicats associés aux références entre énoncés. 
Comme nous l'avons déjà vu, il est possible en SPF,S 
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2cc 
d'associer à un ensemble de définitions un nom d'énoncé, et de 
faire référence à ce nom au sein ·d'autres énoncés ce qui permet 
d'éviter de devoir y introduire l'ensemble des définitions 
correspondantes. Ces références d'énoncés peuvent êtr e représen-
tées sous forme d'arborescence sans· circuit, le langage inter-
disant lœcyeles de référence. Un arc de l'arborescence repré-
sente une référence d'énoncé, l'origine de l'arc étant l'énoncé 
référençant et le destinataire l'énonèé référencé. De plus, 
suivant la définition du langage, on sait que l'arborescence a une 
seule racine. L'arborescence n'ayant pas de circuit, nous décidons 
que chaque référence entrainera la création d'un nouveau noeud 
destinataire, ou encore que chaque noeud à l'exception de la 
racine, est destinataire d'un et un seul noeud. Il y aura donc au 
moins autant de noeuds de même nom qu'il y a de références à 
l'énoncé correspondant. 
A chaque arc va être associé un prédicat reprenant la 
condition de référence. En effet, les références peuvent être 
présentes dans une expression sur laquelle porte une condition 
(p.ex. : r= si cond alors A). La condition de référence représente 
donc la condition devant être vérifiée dans l'énoncé référençant 
pour que la référence soit utilisée. 
Nous appelerons prédicat-chemin d'un noeud, la conjonc-
tion des prédicats arcs de la chaîne d'arcs liant la racine au 
noeud considéré. Un prédicat chemin reprend donc l'ensemble des 
prédicats à vérifier pour qu'un énoncé soit référencé sur un 
chemin donné. 
Dans ce qui suit, nous appellerons conditions redon-
dantes des conditions apparaissant plusieurs fois dans un prédicat. 
Des conditions seront réputées contradictoires si leur conjonc-
tion, produisant la valeur"faux~ interdit la production de la 
valeur "vrai" pour le prédicat dans lequel elles interviennent. 
La finale de ce travail est la détection dans les 
prédicats chemins de conditions redondantes ou incompatibles • 
. / ... 
2..01. 
4.4.2 Procédé de construction 
Afin de parvenir à remplir les objectifs, trois sous-
problèmes semblent se dégager: 
- la création de l'arborescence des références d'énonce, y 
compris la production des prédicats arcs associés à ces références 
- la création pour chaque prédicat-arc d'une table de vérité, 
reprenant toutes les combinaisons des conditions du prédicat arc 
permettant l'attrib~tion de la valeur "vrai" au prédicat-arc; 
- détection dans les prédicats chemins des conditions contradic-
toires ou redondantes. 
4
•
4
.3 ~E!~~!~~-~!-!~~E~~E!~=!~~!_!~-~~~-EE!~!~~~~:!E~~-
4.4.3.1 ~!~~2~~!!!2~ 
Le dossier à analyser doit vérifier les condi-
tions suivantes: 
- absence de cycles dans les références d'énoncé; 
- un seul énoncé n'est référencé par aucun autre; il s'agit de 
l'énoncé racine; 
- les objets mentionnés dans chaque énoncé sont tous correctement 
définis : par rapport à tous les contrôles effectués dans ce 
travail; 
- la définition formelle de chaque objet d'un énoncé doit être 
de forme explicite, c.à.d. en particulier qu'elle ne peut 
contenir de quantificateurs, difficilement manipulables. 
4
•
4
.3.2 ~E!~!f!2~!!2~ 
Le but de ce module est la construction d'une 
arborescence représentant les relations de référence entre énoncés, 
construction réalisée par analyse du dossier. 
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2.oi. 
L'arborescence résultat de cette procédure 
répondra aux exîgences suivantes: 
- chaque noeud représente un énoncé; 
- un arc représente une référence en provenance de l'énoncé; 
représenté par le noeud origine de l'arc vers l'énoncé desti-
nataire de l'arc; 
- chaque noeud est origine d'autant d'arcs que le corps de 
l'énoncé correspondant contient de références d'énoncés; 
- c~que .nœu.d est destinataire d'un ~c ._au. J>l11S ; le seul 
énoncé n'étant destinataire d'aucun arc est l'énoncé racine; 
si un énoncé est référencé plus d'une fois dans le dossier, 
plusieurs noeuds porteront le nom de cet énoncé; 
- chaque arc sera étiqueté d'un prédicat-arc reprenant la 
condition de référence de l'énoncé destinataire de l'arc dans 
l'énoncé origine; l'absence de condition de référ ence 
correspond.ra à la présence d'un prédicat dont l'expression est 
nvrai"; 
- le prédicat-arc devra donc reprendre la correspondance entre 
l'objet défini et .son identificateur; si deux objet s distincts 
ont des noms identiques dans des énoncés différents, les noms 
présents dans les prédicats-arcs seront distincts; parallèle-
ment, si un objet possède deux noms ·distincts dans deux énoncés 
(phénomène observé lors du passage d'agument dans une référence 
d'énoncé), les prédicats-arcs reprendront cette identicité de 
l'objet par l'attribution du même nom. 
Avant toute chose, il convient de rappeler 
la structure des définitions sur lesquelles peut porter une 
condition , dans le langage SPES. Ces constructions sont au nombre 
de deux: la définition de suite de la forme "jusqu'à" et la 
définition conditionnelle. 
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2..o~ 
La définition de suite de la forme "jusqu'à" 
a comme représentation "r=.J.9.!, cond rep objet= définiti on init 
objet= définition". La définition présente derrière init est 
appliquée, puis ensuite la définition présente derrière rep 
appliquée, elle, j_usqu 'à ce que la condition cond soit établie. 
Toute référence d'énoncé présente dans cette dernière définition 
aura donc comme condition de référence non(cond). 
La définition conditionelle prend la forme 
suivante : 
r = si cond1 alors def1 , 
& cond2 alors def2 
sinon def3. 
Cette formulation est équivalente à la suivante: 
r = si eond1 alors de.f1 , 
si non(cond1) tl cond2 alors def2 
si non(cond1) tl non(cond2) alors def3. 
La condition de référence associée, par exemple,à 
toute référence présente dans def2 est non( cond1) et cond2 . 
4.4.3.4 Procédé de construction 
Deux sous-problèmes peuvent être séparés dans 
l'élaboration de l'arborescence : la création d'une arborescence 
"nue", et 1 'adjonction à celle-ci des prédicats- arcs. 
La première phase peut être réalisée à l'aide 
de la table des pseudo-commentairesreprenant sous forme compacte 
l'ensemble des références d'énoncés du dossier. 
L'adjonction des prédicats-arc ne peut être 
réalisée que par analyse du dossier si du moins l'on respecte la 
dernière rè_gle de la spécification concernant la correspondance 
./ ... 
entre l'objet et son identificateur, correspondance existant 
dans chaque énoncé mais qu'il faut rétablir au niveau du dossier. 
- Création de l'arborescence nue 
L'algorithme suivant péut être appliqué afin de construire 
l'arborescence nue: - détermination de l'énoncé racine; 
création d •_un noeud dont le nom est celui 
de l'énoncé racine; 
- l'énoncé racine devient l'énoncé considéré; 
- son noeud devient le noeud considéré; 
- analyse de la table des pseudo-commentaires 
pour chaque énoncé référencé par l'énoncé 
considéré, création d'1m noe~d dont le nom 
est· celui -de i 'énoncé: référencé, et d'un 
arc dont le noeud considéré est origine, 
et le noeud créé destinataire, le noeud 
créé devient le noeud considéré et l'énoncé 
référencé .devient l'énoncé considéré, 
auquel le principe est appliqué par récur-
rence. 
Comme il n'y a pas de cycle de référence, il est certain 
que cet algorithme se termine. 
- Création des prédicats-arcs 
Le prédicat-arc entre deux noeuds est soit la conditi on de 
référence du~destinataire de l'arc dans le co_rp..s de l 'énoncé 
correspondant à l'origine. _ de l'arc, soit la constante "vrai" 
dans le cas où:. aucune condition ne pèse sur la référence. 
Nous ne nous préoccuperons à ce niveau que des références 
sur lesquelles portent une condition. 
Dans ce cadre, deux sous-problèmes interviennent: la déter-
mination de la condition de référence telle que présente dans 
l'énoncé, et ensuite la transformation de celle-ci de manière 
à vérifier la correspondance dans tous les prédicats-arcs entre 
l'objet et son identificateur. 
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'2.05 
Détermination de la condition de référence 
La détermination de la condition de référence peut s'envi-
sager de deux façons: soit détermination précise par trans-
formation d'énoncé (cf. 4.4.3.3: transformation de la première 
forme de conditionnelle vers la seconde) soit beaucoup plus 
simplement par récupération dans la table des pseudo-commentaires 
de cette information._ 
La seconde méthode ne nécessitant aucune manipulation sera 
choisie. On se basera dès lors sur les pseudo-comment aires qui, 
dans le cas où existe une condition de référence, ont la forme 
suivante : "A ~!~-~!:!:2:~-~!E B 2:~:! C", où Best la condition 
de référence. 
Avant -d'entamer la seconde phase, précisons quelque p~u l'état 
actuel de notre arborescence par un exemple. Soit la suite de 
fragments d'énoncés suivante, à la signification desquels nous 
n'attacherons pas d'importance: 
r A 
r = si x >0 alors B(x) 
sinon C(x) 
• 
• 
• 
r B(y) 
• 
• 
• 
r = si w > 0 alors (w) 
sinon E 
w = y+5 
• 
• 
• 
r D(a) -
• 
• 
• 
r E(a) 
• 
• 
• 
r C(q) 
r = si q:>0 alors B(q) 
sinon D (q) 
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L'arborescence construitè à partir de ce dossier 
à laquelle nous ajoutons les conditions de référence est la 
suivante: 
A 
x~o 
B 
W">O /4~non(w,.o) 
D E 
C 
~;/~n(q>O) 
B D 
W> o / \ non(w ;,o) 7@ ~ 
D E 
La transformation à effectuer consiste à réta-
blir la correspondance entre objet et identificateur. Ainsi, sur 
les arcs 5 et 8, l'objet identifié par q est en fait l'objet iden-
tifié par x dans l'énoncé A. De mêma, l'objèt w des arcs 2 et 3 
représente en réalité l'expression x+5, du fait de la définition de 
w et du passage d'argument lors de la référence de B dans A. 
La seconde partie transformera cette première 
arborescence en la suivante : 
A 
B . C 
x+5-,. o 4~n(x+5 '> o) x~ ~on(x..,.o) 
D E B D 
x+5">/f1) ~on(x+5 '>O) 
D E 
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C'est à partir de cette nouvelle arborescence 
que seront vérifiées non-redondance et compatibilitédes conditions 
d'un prédicat-chemin. Un des résultats sera de signaler que le 
chemin 1, 2, dont le prédicat-chemin est (x><> et x+5 "> o) c·ontient 
une condition redondante (x+5 > o), ou encore que le chemin 1,3 
de prédicat-chemin _(x > o et non(x+5 > o)) contient des conditions 
incompatibles, empêchant d'attribuer la valeur "vrai" à ce prédicat-
chemin. 
-- Transformation de la condition de référence 
En SPES, comme dans la plupart des langages (qu'ils soient 
de spécification ou de programmation), on peut classer les 
objets en deux classes: les objets externes/en provenance de 
l'extérieu~et les objets internes dont la valeur est obtenue 
en utilisant la valeur des premiers, des constantes et en 
reliant ceux-ci par des opérateurs et/ou par des fonctio~s. 
Ainsi, dans le~ prodécu~~S:.PASC~,d 'utilisation comparable 
à un énoncé SPES, les objets externes sont les paramètres de 
la procédure, les variables lues en cours d'exécution de la 
procédure, et les_ variables globales définies dans l ' environne-
ment de l'appel. Les objets internes sont les variables locales 
à la procédure, aon·~ identificateur, et les variables destinées à 
recevoir le ou les résultats. 
Dans un énoncé SPES, les objets externes sont les paramètres de 
cet énoncé, et les objets dont la définition formelle indique que 
ce sont des données pour l'énoncé considéré. Les autres objets 
(résultats de l'énoncé et objets intermédiaires) sont définis 
en liant les objets externes et des constantes par des opéra-
teurs ou appels de fonction. 
De plus, en SPES, les classes d'objets (externe et interne) 
sont distinctes, l'appartenance d'un objet à l'une entraînant 
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son exclusion de l'autre, et tout objet appartient à l'une des 
classes. 
Cette dernière propriété permet de réécrire chaque objet interne 
présent dans un prédicat-arc par une expression ne contenant que 
des objets définis au niveau supérieur, des constantes et des 
objets donnés, où un objet-donné est un objet dont la d~finition 
explicite est le mot réservé "donnée". 
En itérant ce processus de transformation aux objets définis au 
niveau supérieur dans l'énoncé duquel ils proviennent, chaque 
arc possèdera un prédicat-arc exprimé en fonction des objets-
donnés; dès lors dans le prédicat-chemin, les objets ayant même 
signification auront même identificateur (pour autant que, 
par exemple, l'on suffixe le nom de l'objet par l'énoncé dans 
lequel il est défini). 
Le procédé de construction associé à cette transformation est 
le, suivant :pour chaque objet de l'expression, si l'objet est 
un objet-donné de l'énoncé, concaté:ner à son identificateur 
l'identificateur d'énoncé. Si l'objet est un paramètre de 
l'énoncé analysé, alors remplacer l'objet _par le paramètre effec-
tif, et appliquer à celui-ci la transformation dans le contexte 
de l'énoncé référençant. Si l'objet n'est ni un objet-donné, ni 
un paramètre formel, remplacer cet objet par sa définition 
formelle, à laquelle est à nouveau appliquée la transformation. 
4.4.3.5 2~~~~~~~!~~-
*Algorithme prinéipal 
arborescence-ref ~ vide; 
chercher l'énoncé racine ENO; 
créer un noeud de nom ENO dans arborescence-ref; 
arborescence (ENO);. 
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*Arborescence (ident) 
pour chaque composant comp ~ la table des pseudo-commentaires 
faire si le dernier élément g& comp est ENO 
alors créer noeud dont le nom est le premier élément 
de comp; 
créer Ün arc reliant le noeud créé et ident; 
créer (prédicat-arc,comp) 
. attacher prédicat-arc à l'arc créé;. 
arborescence (premier élément de comp); 
fin-si; 
fin-faire;. 
*Créer (prédicat,pseudo) 
.§i pseudo indique une référence sans condition 
alors prédicat 4'-- ~; 
sinon condition (2ème élément de pseudo, cond-resul, 
3ème élément de pseudo); 
prédicat ~ cond-résul; 
fin-si;. 
*Condition (expression,cond-résui,eno-référençant) 
cond-résul ~ expression; 
pour chaque objet ob ~ expression 
faire transformation(ob, résul,eno-référençant); 
remplacer dans cond-résul chaque occurence de ob par 
résul; 
fin-faire;. 
*Transformation(ob,res,référençant) 
§.i la définition formelle de ob dans référençant est "donnée" 
alors res ~ concotenation(référeniant,ob); P 
ou si ob est un paramètre formel de référençant 
alors déterminer l'énoncé ENO qui référencie référençant 
dans la chaîne courante; 
res ~ paramètre effectif correspondant dans ENO à 
ob; 
transformation(res,ENO,résultat); 
res .(-- résultat; 
ou si ob est une référence de l'énoncé E 
alors résultat~ définition formelle du résultat de E; 
transformation(résultat,res,E); 
sinon res~ définition formelle de ob dans référençant; 
transformation(res,résultat, référençant); · 
res ~ ·résultat; 
fin-si;. 
Un prédicat-arc consiste donc en une transformation 
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de condition de référence, et représente donc une condition devant 
être vérifiée pour que l'énoncé destinataire de l'arc soit référenci 
dans l'énoncé origine. A tout prédicat-arc va être associé une 
table de vérité. Toute ligne dans cette table contient une expres-
sion à résultat · booléen et une suite de valeurs booléene.s. Toutes 
les lignes de la table de vérité ont même longueur. Les e:x:p~essions 
à résultats booléens sont les différentes conditions élémentaires 
où une condition élémentaire est un :. terme du prédicat ayant comme 
caractéristique le fait d'avoir un résultat booléen et une repré-
sentation arborescente dont le sommet ne corespond paa à une 
fonction ou opérateur à opérandes de type booléen. 
Exemple 
Soit le prédicat-arc "a=b et ( c1 ou c2)", où c1 et c2 sont des 
objets de type booléen, et a et b des entiers que l'on compare. La 
représentation arborescente de ce prédicat-arc est: 
t 
Les conditions élémentaires de ce prédicat-chemin sont a=b;c1;c2. 
Une colonne de cette table de vérité représente une 
conjonction logique des différentes conditions élémentaires, con-
jonction permettant l'attribution de la valeur "vrain au prédicat-
àrcs. 
La ième condition sera affirmée dans la conjonction 
logique si le ième booléen de la colonne analysée vaut 1· , et niée 
s'il vaut o. 
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Exemple : 
Le prédicat arc "a=b et (c1 ~ c2)" se verra associé à ·1a table 
vérité suivante 
a = b 1 1 1 
c1 1 1 0 
c2 1 0 1 
Le prédicat-arc pourra dont être validé par l'une des trois combi-
naisons suivantes: (a=b) !!, c1 tl c2,(a=b) et c1 et ~(c2),ou 
(a=b) tl ~(c1) et c2. 
Chaque occurence d'une condition élementaire dans le prédicat-are 
se voit attribuer une ligne de décision; il peut donc y avoir dans 
la table plusieurs lignes ayant la même condition élémentaire. 
Spécification 
L'objectif de ce module est la production d'une 
table de vérité associée à un prédicat donné. La table de vérité 
aura autant de- lignes qu'il y a de conditions élémentaires dans 
le _prédicat-arc. Une colonne de cette table représentera une 
combinaison des \di.fférentes conditions élémentaires telle que leur 
conjonction permet d'attribuer la valeur "vrai" au prédicat-arc. 
Le procédé de c~nstruction peut être consulté dans 
l'annexe D du présent rapport. 
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L'objectif de cette troisième phase est la détection 
dans les prédicats-chemins de conditions redondantes ou incompatibles, 
en s'aidant des tables de vérité associées aux prédicats-arcs. 
Une condition est réputée redondante si son évaluation 
dans le prédicat-chemin n'apporte aucune information nouvelle, c.à.d. 
si l'espace de variation des objets du prédicat-chemin permettant la 
satisfaction du prédicat-chemin ne varie pas, si la condition consi-
dérée est enlevée du prédicat-chemin. 
Une condition est réputée incompatible avec le prédicat-
chemin si, compte tenu de la ligne de vérité qui lui est associée, 
aucune valeur des objets du prédicat-chemin ne permet d'attribuer 
à celui-ci la valeur "vrai 11 • 
L'analyse du prédicat-chemin sera réalisée de la manière 
suivante, le noeud initial étant le noeud de l'énoncé racine, et le 
prédicat-chemin initial vide. 
Pour chaque arc partant -du noeud considéré, il y a 
analyse du prédicat-arc, en tenant compte du prédicat-chemin 
existant. Avant l'insertion de chaque ligne du prédicat-arc, dans 
le prédicat-chemin, il est vérifié que la ligne de vérité n'est 
ni redondante ni incompatible avec les lignes déjà présentes dans 
le prédicat-chemin. Si la ligne à insérer est inutile, elle ne sera 
pas insérée dans le prédicat-chemin, et un message le signalera à 
l'utilisateur. Si elle est incompatible avec le prédicat-chemin, 
un message le signalera à l'utilisateur, et l'analyse se terminera 
pour l'arc courant_, ainsi que tous ceux partant du noeud destina--
taire de l'arc. Si la condition n'est ni redondante ni incompatible, 
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elle sera insérée dans le prédicat-chemin, moyennant une éventuelle 
suppression des colonnes dont l'analyse de la ligne de v~rité a 
indiqué qu'elle serait source d'incompatibilité, suppression réa-
lisée dans le prédicat-chemin et dans le prédicat-arc. 
Exemple 
Soit le prédicat-chemin déjà analysé suivant 
Soit le prédicat-arc restant: 
a._ 0 
x+y >20 
S'il a été déterminé (nous verrons comment par la suite) que les 
deux premières colonnes de la première ligne du prédicat-arc rendent 
incompatibles les colonnes correspondantes au prédicat-arc, l'analyse 
se poursuivra avec le prédicat-chemin suivant: 
a => 0 0 
b~O 1 
a:> 0 0 
Le prédicat-arc devenant 
x+Y ::> 20 1 1 
Cette analyse est réalisée pour chaque ligne du prédicat-
arc, pour autant qu'aucun ne soit source d'incohérence. Lorsque 
toutes les lignes ont été analysées, il faut appliquer le même prin-
cipe par récurrence aux arcs originaires du noeud destinataire de 
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l'arc -oourant, mais après avoir appliqué une modification au 
prédicat-chemin et au prédicat-arc à analyser. Le prédicat-chemin 
voit sa partie, table de vérité, reproduite en autant d'exemplaires 
qu'il y a d'éléments dans la suite de booléens du prédicat-arc 
suivan~, et le prédicat-arc suivant, et le prédicat-arc voit 
chaque colonne de sa table de vérité reproduite en autant d'exemplaires 
qu'il y avait d'éléments dans la suite du prédicat-chemin, afin de 
pouvoir envisager toutes les combinaisons des différentes conditions. 
Exemple 
Soit les tables de vérité du prédicat-chemin et du prédicat-arc 
suivantes: 
a~ 0 · 1 0 1 q+y >20 1 0 
x+y <23 0 1 1 y~ 30 0 1 
Table prédicat-chemin Table prédicat-arc 
Aprè~ application des reproductions, ces tables sont transformées 
en les suivantes: 
:, , . 
a~ 0 1 0 1 1 0 1 
x+y < 23 0 1 1 0 1 1 
Table prédicat-chemin 
q+y -:> 20 1 1 1 0 0 0 
y< 30 0 0 0 1 1 1 
, . Table predicat-arc 
Le dernier concept a été introduit seulement à ce moment 
pour des facilités de compréhension, mais doit, en fait, être pris 
en considération dès le début, la règle peut être traduite de la 
façon suivante : 
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*Re·dondance-incompatibili té (noeud 2 prédicat-chemin) 
pour chaque arc partant de noeud 
faire si la longueur d'une ligne du prédicat-chemin est 
supérieur à 0 
alors reproduire la table de vérité du prédicat-chemin 
en autant d'exemplaires qu'il y a de colonnes 
dans le prédicat-arc; 
reproduire les colonnes du prédicat-arc en 
autant d'exemplaires qu'il y a de colonnes dans 
le prédicat~chemin initial; 
fin-si; 
pour chaque ligne du prédicat-arc 
faire vérifier (ligne, prédicat-chemin); 
si ligne incompatible 
sortie: fin-faire;. 
alors l'afficher; 
aller en sortie 
sinon détruire les lignes incompatibles; 
si ligne redondante 
fin-si; 
fin-faire; 
alors l'afficher; 
sinon insérer la ligne 
dans le prédicat-chemin; 
fin-si; 
L'objet de la suite de cette section est la détermination 
de la fonction "vérifier" (ligne, prédicat - chemin) , qui permet de 
détecter si la condition est redondante ou incompatible avec le 
prédicat-chemin, et d'indiquer égalem~nt les éventuelles colonnes 
représentant des combinaisons incompatibles. 
Afin d'y arriver, nous procéderons en trois phases: 
- La première concerne la cohérence interne d'une ligne de prédicat-
arc: Nous regarderons dans ce cas s'il n'y a pas d'incompatibilité 
ou de redondance entre la condition et sa ligne de vérité; 
-La seconde phase concerne les interactions pouvant surgir entre la 
ligne de vérité et chaque ligne de la table du prédicat-chemin; 
-La troisième phase concerne les interactions pouvant survenir entre 
la ligne de vérité et plusieurs lignes de la table du prédicat-chemin, 
cas que nous ramènerons en fait à l'analyse de la seconde phase • 
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4.4.5.1 Cohérence d'une ligne de prédicat-arc 
-------~------------------------------
Si la partie condition d'une ligne de prédicat-
arc ne comporte que des constantes, des traitements particuliers 
peuvent être effectués. 
La présence de constantes uniquement pourra 
ne pas relever de l'exception, du fait de la substitution des objets 
par leurs définitions formelles. 
Nous supposerons à ce niveau l'existence d'un 
outil capable d'interpréter une expression booléene afin de déter-
miner si celle-ci est vraie ou fausse. Dès à présent, il est certain 
qu'une condition ne contenant que des constantes est une condition 
inutile. 
La ligne de vérité associée à la condition peut, 
soit contenir des éléments tous identiques (tous vrais ou tous faux), 
soit contenir des éléments des deux valeurs. 
Si l'évaluation de l'expression booléene fournit 
pour la condition formée de constantes la valeur nvrai" (resp "faux"),· 
les cas suivants sont à envisager: 
- si tous les éléments de la suite des valeurs sont "vrai" (resp"faux") ; 
la ligne est inutile sans plus; 
- si tous les éléments de la suite des valeurs sont 11fauxu (resp nvrai" 1 
la ligne est incompatible. , la condition devant être vraie (fausse) 
pour le prédicat-chemin, alors qu'il est établi qu'elle est fausse 
(vraie); 
- si la ligne contient des éléments des deux valeurs, il faut marquer 
les colC?nnes contenant la valeur "faux" (resp "vrai"), a.fin de 
détruire celle-ci par la suite et indiquer de plus que la condition 
est inutile; 
./ .. -. 
1 lt 
La fonction "vérifier", établissant redondance 
et incompatibilité, doit vérifier que la ligne à insérer n'inter-
agit pas avec chaque ligne prise individuellement dans la table 
du prédicat-chemin. 
Nous allons ici analyser les interactions possibles 
entre deux conditions. 
Dans un premier temps, nous allons introduire les 
relations pouvant exister entre deux conditions, et les renseignements 
que l'on peut en tir er, quant à la redondance et l'incompatibilité. 
Nous verrons ensuite comment détecter .l'éventuelle relation existant 
entre deux conditions, et enfin, comment déterminer les redondances 
et les incompatibilités. 
a) Détermination des relations entre conditions 
Afin d'envisager tous les cas nous intéressant de 
relations entre deux conditions, nous nous baserons sur la recherche 
de couples de conditions dont l'évaluation des résultats n'est pas 
indépendante. 
En définissant la notation c comme "la condition c 
est vraie'', et non (c) comme "la condition c est fausse", nous 
avons dès lors analysé les inférences suivantes: 
c1 :> c2 
c1 ~ non(c2) 
non(c1) > c2 · 
non(c1) > non(c2) 
• c1 __ _,, c2 
======= ·-=-=== 
Nous distinguons deux cas dans lesquels le fait 
que - c1 soit vrai entraîne que c2 doit l'être : l'équivalence et la 
plus grande contrainte. 
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* La_relatiog_ d' ég.!!,iy:_aleg_c~ est prise au sens du calcul des prédicats. 
ex : x > =20 et 20== < x 
Pour établir des règles quant aux interactions, 
nous 12.rocéderons dans ce cas comme dans les suivants, en se basant 
sur l'idée suivante : soient c1 et c2 des conditions ayant entre-
elles la relation étudiée (ici l'équivalence). Nous regarderons les 
quatre combinaisons des deux valeurs de chacune de ces conditions 
et en tirerons des conclusions. 
Soient c1 et c2 deux conditions ayant entre-elles une re l ation 
d'équivalence. Les quatre combinaisons possibles de leurs valeurs 
sont: 
c1 
c2 
@ La première combinaison "c1 vrai et c2 vrai n : c1 et c2 étant 
équivalents, une telle combinaison de valeurs est redondante. 
® "c1 vrai et c2 faux" . combinaison de valeurs incompat ible étant . 
donnée la relation d'équivalence existant entre c1 et c2. 
® "c1 faux et c2 vrai" . remarque identique. . 
© "c1 faux et c2 faux" combinaison redondante, étant donnée 
l'équivalence de c1 et c2. 
Dès lors, nous pouvons affirmer que dans le cas où 
une relation d'équivalence existe entre c1 et c2, la présence dans 
un prédicat-chamin de c2 est soit redondante, soit incompatible. 
Si les lignes de vérité associées à c1 et c2 sont identiques, alors 
c2 est inutile (cf. cas dJ et ©). 
Si les lignes de vérité associées à c1 et c2 sont différentes, mais 
possèdent au moins un couple de valeurs identiques, alors les éléments 
de la ligne de vérité de c2 diffèrent de ceux de o"~ const ituent des 
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combinaisons incompatibles, et doivent être marquées afin de permettre 
la destruction des colonnes correspondantes, c2 étant de plus inutile 
(cf. cas @ et @ ) . 
Si la ligne de vérité associée à c2 est la négation logique de celle 
de c1, alors c2 est incompatible. 
* La_relatioa, -9:.e_plu.f! _gr_!nde_c,2.ntr!!:_int~ est celle de l'implication 
au sens du calcul des prédicats 
ex x ✓ 30 et x ~ 0 
Soient c1 et c2 deux conditions ayant entre-elles une relation de 
plus grande contrainte. Les quatre combinaisons . possibles des valeurs 
de 2 booléens sont: 
c1 1 1 0 0 
c2 1 0 1 0 
(i) ® ®@ 
"c1 vrai et c2 vrai": combinaison de valeur redondante, les 
conditions étant liées par la relation de plus grande contrainte. 
"c1 vrai et c2 faux'' : combinaison de valeurs incompatible, 
au vu de la relation entre c1 et c2. 
"c1 faux et c2 vrain: combinaison réaliste, la négation de la 
condition la plus contraignante ne permettant pas d'inférer la 
valeur de l'autre condition. 
® "c1 faux et c2 faux" : combinaison également réaliste. 
De ce qui précède nous pouvons tirer les règles 
suivantes dans le cas de conditions ayant une relation de plus 
grande contrainte: 
- si la ligne de vérité de c1 ne contient que des éléments "vraiu 
- alors si celle de c2 ne contient que des éléments "vrai" 
- alors c2 est une condition redondante 
si celle de c2 contient des élémentsnvrai" et des 
éléments"fauxu 
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2fo 
- alors il faut marquer les colonnes où un élément de 
c2 a la valeur '1faux", qui correspondent à des colonnes 
incompatibles à éliminer, et c2 est redondante. 
si la ligne de vérité de c2 ne contient que des éléments 
ttfaux" 
- alors, la condition c2 est incompatible 
- si la ligne de vérité de c1 contient des éléments "vrai11 et des 
éléments "faux" 
- alors chaque élément de la ligne de vérité de c2 valant 
"faux" et correspondant à une valeur "vrai" pour c1 
doit voir sa colonne marquée en vu.e d'une destruction 
ultérieure. 
• c1 ~ non( c2) 
================ 
Nous distinguons deux cas dans lesquels le fait que 
c1 soit vrai entraîne la négation de c2: la contradiction et 
l'implication négative. 
* L'i~licatio!! B:_é_g_ati.!_e..:. Deux conditions sont réputées avoir une 
relation d'implication négative, si la validation de la première 
implique la certitude que l'autre est logiquement fausse, sans que 
la négation de la première permette d'inférer la valeur logique 
de la seconde. 
ex x = 0 et x '";> 20 
Soit c1 une condition ayant une relation d'implication négative avec 
c2. Les quatre combinaisons possibles des valeurs de 2 booléens 
sont 
:: 1 ~· 
1 0 0 
0 1 0 
cD ©©© (2) "c1 vrai et c2 vrai": combinaison de valeurs incompatible, 
c1 ayant une relation d'implication négative avec c2 
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® "c1 vrai et c2 faux" . combinaison de valeurs redondante, . 
vue la relation entre c1 et c2 
Œ) "c1 faux et c2 vrai" : combinaison réaliste, la négation de c1 
ne permettant pas d'inférer 
Œ) nc1 faux et c2 vrai 11 : combinaison réaliste eu égard à la relation 
entre c1 et c2. 
De ce qui précède, nous pouvons tirer les règles 
suivantes, dans le cas de conditions, ayant entre-elles une relation 
d'implication négative : 
- si la ligne de vérité de c1 ne contient que des élément s de 
valeur "vrai11 
alors - si la ligne de vérité de c2 ne contient que des 
éléments de valeur"vrai" 
alors c2_ est incompatible 
- si la ligne de vérité de c2 ne contient que des 
éléments de valeur "faux" 
alors c2 est redondante 
- si la ligne de vérité de c2 contient des éléments 
de valeur '~faux11 et des éléments de valeur "vrai n 
alors il faut marquer les éléments de c2 ayant la 
valeur "vrai', qui correspondent à des colonnes 
incompatibles, à éliminer ultérieurement, 
et c2 est redondante 
- si la ligne de vérité de c1 contient des éléments des deux valeurs 
alors chaque élément de la ligne de vérité de c2 
ayant la valeur "vrai" correspondant à une 
valeur "vrai" pour c1 doit être marqué en vue 
d'une destruction ultérieure.-
* La_c.2,ntradicti.2,n_entre deux conditions se traduit par le fait que 
la validation de l'une entraîne la négation de l'autre et v.v • 
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ex : x = 0 et x~>O 
Soient c1 et c2, deux conditions contradictoires. Les quatre 
combinaisons possibles des valeurs de 2 booléens sont 
c1 
1 ~ 1 0 0 c2 0 1 0 
Ci) nc1 vrai et c2 vrai": combinaison de valeurs incompatible, 
c1 étant contradictoire avec c2 
@ "c1 vrai et c2 fauxn : combinaison de valeurs redondante, 
la validation d'une condition entraînant la négation de 
l'autre 
{J) "c1 faux et c2 vrai : combinaison de valeurs redondante 
@ "c1 faux et c2 faux" : combinaison de valeurs incompatible , 
c1 étant contradictoire avec c2. 
De ce qui précède, nous pouvons tirer les règles 
suivantes, dans le cas de conditions contradictoires: 
- si la ligne de vérité associée à c1 est identique à celle de c2, 
alors c2 est incompatible; 
- si la ligne de vérité associée à c1 est la négation logique de 
celle de c2, alors c2 est redondante; 
- si les deux lignes possèdent des éléments semblables et des 
éléments différents, 
alors il faut marquer les colonnes correspondant à des 
valeurs semblables des deux lignes, et c2 est redondante • 
• non(c1) -->~c2 
·===========· ==== 
Nous distinguons deux cas dans lesquels la négation 
de c1 entraîne la validation de c2: la contradiction et le recou-
vrement. 
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* La_c.2,ntradicti.Q_n_: cf c1. --, non( c2) 
* Le_r,!_c.2,uy_r!,m!.nt. Nous appellerons conditions à recouvrement 
d'espace de validation, des conditions dont l'une au moins est 
vraie, les deux pouvant l'être. 
ex : x <: 20 et x ':> 10 
Soient c1 et c2 deux conditions à recouvrement de valeurs. Les 
quatre combinaisons possibles de valeurs de deux booléens sont 
c1 1 0 0 
c2 0 1 0 
0J ® Œ ® 
0) "c1 vrai et c2 vrai" . situation réaliste, les deux conditions • 
pouvant être simultanément vraies 
® "c1 vrai et c2 faux" . situation également plausible . 
@ "c1 faux et c2 vrai" . idem . 
@ "c1 faux et c2 faux" . combinaison entraînant l'incompatibilité, . 
l'une au moins des conditions devant être vraie. 
Des quatre points qui précèdent, l'on peut en déduire 
les règles suivantes, valables pour les conditions en relation de 
recouvrement: 
- si la ligne de vérité de c1 ·n•est composée que d'éléments ttfaux'·' 
alors si la ligne de c2 n'est composée que d'élément s "faux" 
alors ~2 est incompatible 
- si la ligne de vérité de c1 est composée d'éléments de valeur 
"vrai" et d'éléments de valeur ttfaux" 
alors chaque colonne de la ligne de c2 ayant la valeur ttfaux" 
correspondant à un élément de c1 ayant la valeur "faux'' est 
marquée, afin d'être détruite ultérieurement • 
• non(c1) ~ non(c2) 
===== ============== 
Nous distinguons également deux relations dans lesquelles 
la négation de c1 entraîne la négation de c2: l'équivalence et la 
moindre contrainte. 
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* L' é~i.:!aleB:_c~ : cf._ c1. ~ c2 
* La_m,Q,indre_c,2.ntr.!!:,int~; Une condition c1 est en relation de moindre 
contrainte avec une condition c2 si la négation de c1 entraîne la 
négation de c2 sans que la validation de c1 permette la négation 
ou l'affirmation de c2. 
ex : x > o et x ;> 30 
Soit c1 une condition en relation de moindre contrainte avec c2. Les 
quatre combinaisons possibles des valeurs de deux booléens sont: 
c1 
1 ~ 1 0 0 c2 0 1 0 
6) @ d) © 
G) nc1 vrai et c2 vrai n : combinaison plausible et utile des valeurs 
de deux conditions liées par une moindre contrainte, la 
validation de c1 ne permettant pas d'inférer c2 
® 
G) 
"c1 vrai et c2 fauxn : combinaison plausible et utile pour les 
A • memes raisons. 
''c1 faux et c2 vrai" : combinaison incompatible de valeurs, c1 
étant faux, c2 doit l'être aussi. 
@ 11c1 faux et c2 fauxn : combinaison redondante de valeurs, c1 
étant faux, ·on sait que c2 l'est aussi. 
Des quatre points qui précèdent, on peut déduire les 
règles suivantes, valables pour des conditions c1 et c2, c1 étant 
moins contraignante que c2 
- si la ligne de vérité de c1 n'est composée que d'éléments de 
valeur "faux" 
alors -si la ligne de vérité de c2 n'est , composee que 
d'éléments de valeur "faux" 
alors c2 est redondante 
-si la ligne de vérité de c2 n'est , composee que 
d'éléments de valeur "vrai" 
-alors c2 est incompatible 
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c1 
- si la ligne de vérité de c2 est composée d'éléments 
des deux valeurs 
alors marquer les colonnes dont les éléments de 
c2 ont la valeur "vrain en vue d 'une 
destruction ultérieure 
c2 est redondante 
- si la ligne de vérité de c1 est composée d'éléments 
des deux valeurs 
alors marquer chaque colonne dont les éléments 
de c2 ont la valeur "vrai" et les éléments 
de c1 la valeur "faux", en vue d'une 
destruction ultérieure. 
Les quatre inférences initiales (pour rappel: 
-->~non(c2), non(c1) >c2, non(c1) >non(c2)) 
sont complètement couvertes par les 6 relations définies entre deux 
conditions. Nous allons le montrer pour l'une des inférences • 
• c1 --p.,.,c2 
============= 
Quatre cas peuvent être envisagés: 
c1 :;::>c2 et c1 >non(c2) (1) 
c1 et non(c1) , c2 (2) 
c1 .- c2 et non(c1) > non(c2) (3) 
c1 ~ c2 et non(non(c1) =:,non(c2)) (4) 
(1) : situation impossible 
(2) : idem 
(3) : relation d'équivalence 
(4) : relation de plus grande contrainte. 
b) Détection de la relation existant entre deux relations 
L'objectif de ce module est de déterminer l'éventuelle 
relation existant entre deux conditions. 
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La première hypothèse à poser pour détecter la 
relation entre deux conditions est que le membre contenant des 
objets soit. identique dans les deux conditions. 
Il n'est pas -question pour l'instant de chercher 
une relation entre, par exemple, a -;, 0 et a+b <: O. Les détections 
porteront sur des couples du type "a"> 0 et a< 0 11 ou "a+4y > =23 et 
a+4y< > 30n. 
Pour déterminer l'éventuelle relation existant entre 
deux relations, il sera fait référence à une -base de connaissance 
reprenant pour les formes canoniques des conditions, les relations 
existant entre celles-ci. 
Cette base de connaissance pourrait prendre la forme 
d'une liste de règles de types abstraits, le premier membre étant 
composé de deux conditions, le second indiquant le type de relations 
avec une éventuelle condition sur les arguments. 
ex a"> b et a >b 
--
equivalence si b = c; 
a,b et a, C 
--
moindre contrainte si b <c; 
a~b et a,c == plus grande contrainte si b ":> c; 
a=b et a>C == implication négative si b= .C: c; 
a=b et a, C 
--
plus grande contrainte si b> c; 
a=b et a<)b 
--
contradiction; 
a=b et ~,c == équivalence si b<>c; 
a<,b et a ?C -- recouvrement si b '> c; 
a(b et a7 C -- implication négative si b = c; 
a<b et a~ C -- implication négative si b 4:: c. 
••• 
La détermination de la relation existante entre deux 
relations comportera typiquement deux phases: l'évaluation des 
expressions formées de constantes, et une recherche dans la base 
de connaissance afin de déterminer le cas à envisager. 
L'évaluation des expressions doit être effectuée afin 
de permettre la -comparaison de celle-ci, et dès lors d'évaluer la 
partie condition d'm:erègle de type abstrait. 
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La recherche dans la base de connaissance comprendra 
une recherche d'une règle dont le membre droit est la forme canonique 
des conditions à analyser, et ensuite validation de l'éventuelle 
condition présente dans la règle. 
c) Détermination des redondances et incompatibilités 
L'objectif est de déterminer la redondance ou l'incom-
patibilité d'une condition face au prédicat-chemin existant. La 
condition sera comparée successivment à toutes les conditions du 
prédicat-chemin. L'itération s'arrêtera soit lorsque toutes les 
conditions ont été utilisées, soit lorsque la condition est inco-
hérente avec une condition, soit enfin lorsque toutes les colonnes 
de la ligne de vérité de la condition à analyser ont été marquées 
en vue d'une destruction ultérieure. 
Nous avons, dans un premier temps, envisagé la 
cohérence interœd'un couple (condition, ligne de vérité), cohérence 
interne vérifiable pour des conditions uniquement comp·osées de 
constantes. 
La seconde étape concernait les interactions 
survenant entre deux conditions, pour autant que celles-ci aient un 
nombre identique. 
Nous allons envisager ici le cas où une condition 
interagit avec plusieurs conditions simultanément. 
Ex : soit les conditions " a"> O, b., 0 et a+b, on. 
La condition "a+b7 0" interagit simultanément avec les deux 
premières. 
./ ... 
Pour arriver à traiter facilement ces cas, de 
nouvelles conditions seront introduites dans le prédicat-chemin, 
conditions construites à partir de celles déjà présentes dans le 
prédicat-chemin. 
Cette construction sera basée sur les propriétés 
formelles des opérateurs utilisés. 
L'intérêt de cette insertion est de permettre 
d'analyser pour toute condition uniquement les interactions entre 
cette condition et chaque condition du prédicat-chemin. 
Le mécanisme utilisé sera le suivant, modificant 
quelque peu l'algorithme redondance-incompatibilité présenté auparavant 
Après l'insertion de la ligne de vérité dans le 
prédicat-chemin, il va être fait appel à une fonction ayantpour but 
de générer- de nouvelles conditions, génération effectuée par 
application des définitions formelles des opérateurs. Nous nous 
interrogerons pour chaque condition présente dans le prédicat-
chem.in, de la possibilité de · coupler celle-ci avec la nouvelle 
condition insérée, a~in de- déterminer une nouvelle ligne dans la 
table de vérité. 
Une définition formelle des opérateurs consiste 
en fait en la présentation d'un certain nombre de règles permettant 
la manipulation de certaines expressions. Un exemple de règle 
formelle est : 11a ~b et c <:: d == a+c ~ b+d". 
Aux conditions ainsi créées seraient adjointes 
des lignes de vérité pouvant contenir outre les valeurs "vrai'' et 
"faux11 , la valeur "indécidable" (notée 2 par· la sui te) • 
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Ex: soit le prédicat chemin 
al o 1 1 0 
bool 1 0 1 
le prédicat-arc devant encore être analysé étant: 
b <10 1 0 0 
a+b < 20 1 1 1 
après la vérification de la ligne 11b ~10 110", celle-ci sera 
insérée dans le prédicat-chemin qui deviendrait: 
a <O 1 1 0 
bool 1 0 1 
b<10 1 0 0 
Cette insertion réalisée, une recherche serait effectuée en 
vue de combiner les lignes précédentes et la nouvelle, phase 
qui modifierait la table du prédicat-chemin en: 
aC::O 1 1 0 
bool 1 0 1 
b<10 1 0 0 
a+b<.10 1 2 0 
L'analyse de la condition suivante du prédicat-arc, 
"a+b < 20 111" indiquant que la 3ème colonne est source d 'incompa-
tibilité, et · ce uniquement par analyse de couples de conditions. 
Ce traitement basé sur les expressions formelles 
des opérateurs, permettrait donc une analyse des cas d'inférence de 
plus de deux conditions de manière identique à l'analyse de 
l'inférence de deux conditions. 
5. PRODUCTION DE RECAPITULATIFS 
Dans ce chapitre, nous aborderons la présentation 
de quelques récapitulatifs utiles à l'utilisateur. 
Nous envisagerons successivement le récapitulatif des 
profils d'énoncés qui indique pour chaque énoncé le type des 
arguments et des résultats y associés, et le récapitulatif d'une 
spécification, qui comprend à la fois le dossier, le récapitu-
latif des profils d'énoncés et la bibliothèque des types. 
,P,31 .. 
5.1 Production_de_récaEitulatif_de_Erofils_d'énoncés 
5.1.1 Opportunité 
Lors de l'écriture de spécifications, le spécifieur doit 
pouvoir disposer rapidement d'i~formations sur ce qui a déjà été 
écrit sans qu'il soit obligé de faire de longues consultations. 
A cet égard, les profils d'énoncés sont des informations 
intéressantes. Un profil d'énoncé est un objet structuré qui comprend 
un identificateur d'énoncé, la liste des types de ses arguments et 
celle de ses résultats. 
Lorsque le spécifieur SPES utilise une référence dans une 
définition formelle, il doit savoir de quel type sont les arguments 
et les résultats de l'énoncé auquel il est fait référence, ceci 
afin d'attribuer les bons types aux objets correspondants dans 
l'énoncé qu'il traite. Un récapitulatif des profils d'énoncés lui 
permettra dès lors de trouver rapidement cette information. 
La non-existence d'un tel récapitulatif l'aurait contraint 
à rechercher l'information dans : le dossier, ce qui occasionne une 
perte de temps inutile. 
Ce récapitulatif doit pouvoir être consulté à l'écran et 
se trouver dans l'état imprimé de la spécification (cf. paragraphe 
5.2). Il peut également être exploité lors de l'établissement du 
graphe des références entre énoncés. Il serait en effet intéressant 
pour le spécifieur de visualiser en même temps dans le graphe, les 
références entre énoncés, les conditions associées à ces références, 
et le type des résultats et des arguments de chacun des énoncés 
représentés dans ce graphe. Ces informations constituent générale-
ment ce que le spécifieur cherche à savoir lorsqu'il désire intro-
duire de nouveaux énoncés dans le dossier. 
./ ... 
Signal·ons que la procédure de sortie graphique du graphe 
des références entre énoncés n'a pas été implémentée, nous avions 
cependant prévu l'utilisation du récapitulatif des profils d'énoncés 
dans ce contexte. 
5.1.2 Spécification_de_la_procédure 
La proc_édure doit générer un récapitula tif de profils 
d'énoncés à partir d'un dossier en mémoire. Pour chaque énoncé 
du dossier, on produira l'identificateur de l'énoncé et la liste 
des types des arguments et des résultats. 
Le type des arguments et des résultats dans la liste des 
~ 
types d'un profil doit correspondre, pour autant qu'il existe, ~u 
type des arguments et des résultats contenus dans le corps de 
l'énoncé. L'ordre dans lequel sont décrits les types dans les listes 
d'un profil dépendra de l'ordre d'apparition des objets dans les 
listes de l'en-tête de l'énoncé. Si pour un objet (résultat ou 
argument) il n'existe pas, dans le corps de l'énoncé, une définition 
de type, on ·indiquera dans la liste des types, à l'endroit corres-
pondant à l'objet, l'absence de cette définition. 
Nous renvoyons le lecteur au paragraphe 3.2.2 pour la 
description de la structure des énoncés SPES. 
Chaque profil dans le récapitulatif aura la structure 
suivante 
Identificateur 0 Liste des types - Liste des d'énoncé des arguments c-~ types des 
- résultats 
(Les symboLes entourés sont des mots-réservés du langage) 
Les listes de types des arguments et des résultats 
comprennent ·ô.Il nombre de type égal au nombre d'arguments et de 
./ ... 
résultats définis dans les listes de l'en-tête d'énoncé. Il existe 
un type particulier qui indique l'absence de définition de type 
pour un objet décrit dans l'en-tête d'énoncé. L'identificateur 
d'énoncé existe toùjours. 
Pour illustrer ce qui précède, prenons l'exemple 
suivant: 
Supposons le dossier suivant en mémoire 
Commande; validité-commande CONSTRUCTION-COMMANDE-INTER.l."\Œ 
Commande : $BC 
Validité-commande $B 
• 
• 
• 
Commande-valide CONSTRUCTION-COM1'1ANDE-VALIDE (bon-commande) 
· commande-valide : $BC 
• 
• 
• 
L'exécution de la procédure sur cette liste d'énoncés 
donnera le récapitulatif suivant: 
CONSTRUCTION-COMMANDE-INTERNE: --~iBC,$B 
CONSTRUCTION-COM1'1ANDE-VALIDE: $NON-SPECIFIE~-~ ~BC 
Nous observons que l 'énoncé''CONSTRUCTION-COMMANDE-INTERNE" 
n'a pas d'arguments. Par conséquent la liste des types des arguments 
est inexistante. La liste des types des résultats est $BC, $B indi-
quant que le premier résultat est d'un type $BC défini par l'utili-
sateur dans une description de type et le deuxième de type booléen 
($B). Dans l'énoncé "CONSTRUCTION-COMMANDE-VALIDE", l'argument 
"bon-commande" n'est pas typé. Par conséquent, on aura dans la liste 
des arguments le type "$NON-SPECIFIE" indiquant l'absence de type 
pour l'argument. La liste des types des résultats est $BC indiquant 
que le type du résultat est du type $BC. 
./ ... 
5.1.3 Conception de l'algorithme 
--------------------------
5.1.3.1 Structure de l'algorithme 
------------------------~-
Nous pouvons donner une représentation arborescente 
de la structure de l'algorithme en utilisant des diagrammes à la 
Jackson LJack, 7z7 Création du réca-
Création de la lis-
te des types corres 
pondant à la liste 
des résultats 
pitula tif des pro-
fils d'énoncés en 
fonction du dos-
sier 
·-
Création du 
profil d'un 
énoncé 
* 
Création de la liste 
des types cor respon 
dant à la listes des 
arguments 
Liste des 0 
arguments 
non vide 
Liste des 0 
arguments 
vide 
Adjonction du type· 
du résultat à 1~ liste 
des types à l'endroit 
correspondant au 
résultat 
Adjonction du type 
de l'argument à la 
liste des types à 
l'endroit correspon 
dant à l'ar~ument 
Création d'une 
liste vide de 
types 
Définition° 
de type pou 
le résultat 
existe 
Copie du 
type du 
résultat 
Définition° 
de type pour 
le résultat 
n'existe nas 
Définition° 
de type pour 
l'argument 
ëxiste 
Copie du type de · 
l'argument 
Génération de l'in-
formation de non-
existance du type 
du ré.sul tat 
Definition 
de type pour 
l'argument 
n'existe pas 
Generation de in-
formation de non-
existence du type de 
ent. 
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5.1.3.2 Détail_de_l'algorith.me 
PROCEDURE: création ·du récapitulatif des profils des énoncés 
FAIRE; 
*CREER récapitulatifdes profils VIDE; 
POUR CHAQUE énoncé du dossier 
FAIRE; 
*CREER profil d'énoncé VIDE; 
*RECOPIER identificateur d'énoncé A LA SUITE DE profil 
d'énoncé; 
*FAIRE création de la liste des types correspondant à 
la liste des arguments FIN-FAIRE; 
*FAIRE création de la liste des types corre spondant à 
la liste des résultats Filf-FAIRE; 
*ADJOINDRE profil d'énoncé A LA SUITE DE récapitulatif· 
des profils; 
FIN-FAIRE; 
FIN-FAIRE; 
PROCEDURE: création de la liste des types correspondant à la 
liste des arguments. 
FAIRE; 
*CREER liste de types VIDE; 
SI liste des arguments EXISTE DANS en-tête de l'énoncé 
ALORS POUR CHAQUE argument de la liste des arguments de 
l'en-tête de l 'énoncé 
FAIRE: 
*RECHERCHER type de l'argument DANS corps de l'énoncé; 
SI type de l'argument EXISTE DANS corps de l'énoncé 
-ALORS *RECOPIER type de l'argument A LA SUITE DE 
liste de types 
SINON *ADJOINDRE type particulier A LA. SUITE DE 
liste de types; 
. FIN.:..SI; 
FIN-FAIRE; 
FIN-SI 
ADJOINDRE liste de types A LA SUITE DE profil d'énoncé 
FIN-FAIRE; 
./ ... 
PROCEDURE: création de la liste des types correspondant à la liste 
des résultats 
FAIRE; 
*CREER liste de types VIDE; 
POUR CHAQUE résultat de la liste des . résultats de l'en-tête de 
l'énoncé 
FAIRE: 
*RECHERCHER type du résultat DANS corps de l'énoncé 
SI type du résultat EXISTE DANS corps _de l'énoncé 
ALORS *RECOPIER type du resultat A LA SUITE DE 
liste de types 
SiliON *ADJOINDRE type particulier A LA SUITE DE liste de 
types; 
FIN-SI; 
Filî-FAIRE; 
ADJOINDRE liste de types A LA SUITE DE profil d'énoncé 
FIN-FAIRE; 
./ ... 
5.1.4 Quelques_détails_sur_l'imElémentation_de_la .Erocédure 
L'implémentation de l'algorithme s'est faite sous forme 
d'uœprocédure Mental pour plusieurs raisons : 
- Elle permet l'utilisation de l'arbre abstrait créé à partir 
de la liste des énoncés lors de la phase d'édition. 
Nous avons à plusieurs reprises parlé de l'avantage de travailler 
sur l'arbre abstrait, à savoir qu'il est relativement aisé de 
rechercher dans le texte certaine de ses éléments car l'arbre 
renferme de l'information sur la structure de ce texte (Ex. : 
liste des résultats, listes des arguments, ••• ). 
- L'arbre abstrait· ne peut être accédé que par le langage Mental. 
Le dossier, les énoncés et leurs composants, ainsi que 
le récapitulatif des profils des énoncés seront représentés par 
un arbre en mémoire. 
La forme textuelle du récapitulatif est obtenue par 
décompilation de l'arbre lui correspondant. 
Nous pouvons à présent donner un schéma qui situe la 
procédure dans son contexte : 
Mémoire centrale 
.--------
·PROCEDURE DE 
CREATION DU 
utilise i RECAPITULATIF 
module ,, DES PROFILS 
DES ENONCES 
utilise le 
', module 
" 
EDITEUR 
ro-
duit·n e 
~__..,.__.' 
ARBRE ABSTRAIT 
DE LA LISTE DE 
ENONCES 
ARBRE ABS·-1. " 
DU RECAPITULA-
TIF DES PROFILS 
DES ENONCES 
./ ... 
La procédure doit disposer en mémoire 
l'arbre correspondant au dossier. Il doit contenir au minimum 
un énoncé qui peut éventuellement être réduit à un en-tête 
complet et à une définition. 
./ ... 
5.2.1 Opportunité 
L'utilisateur désire obtenir un état imprimé structuré 
de la spécification comprenant à la fois le dossier, le récapitulatif 
des profils d'énoncés et la bibliothèque des types, le tout encadré 
de titres. Il est souhaitable que la liste des énoncés soit ordonnée 
de manière à ce que les énoncés gardés soient immédiatement suivis 
de leur garde (pour rappel, les gardes sont aussi des énoncés pré-
sents dans le dossier). Ceci permet d'avoir en regard l'énoncé et 
sa garde et évite à l'utilisateur de devoir chercher ces éléments 
dans le dossier. 
L'utilisateur souhaite également que le texte des énoncés 
soit structuré en groupes d'éléments. Dans un énoncé en SPES, 5 types 
d'éléments sont à distinguer: les définitions formelles, informelles, 
de type, les commentaires et les pseudo-commentaires (c.à.d. les 
informations concernant les références d'énoncés et les gardes tirées 
du dossier). Rappelons que ces éléments apparaissent dans un énoncé 
dans un ordre quelconque. Il est également souhaitable de pouvoir 
agencer ces différents groupes au choix. 
Le regroupement et l'agencement permettent donc de struc-
turer les textes d'énoncés en paragraphes, ce qui permet à l'utili-
sateur une recherche plus aisée et plus rapide des informations qui 
l'intéressent. 
5.2.2 Spécification_de_l~ procédure 
La procédure permettra de créer un état imprimé à part~r 
d'une spécification en mémoire (pour rappel, une spécification 
comprend le dossier des énoncés et la bibliothèque des types) • 
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Nous renvoyons le lecteur au paragraphe 3.2.2 pour · 1a 
description de la structure d'un énoncé et au paragraphe 5.1.2 
pour la structure des profils d'énoncés. 
L'état imprimé aura la structure suivante 
DOSSIER 
1, RECAPITULATIF DES PROFILS 
BIBLIOTHEQUE DES TYPES 
En ce qui concerne la présentation du dossier, nous 
tiendrons compte des remarques formulées au paragraphe précédent. 
Toutefois, seuls les définitions formelles, les définitions 
informelles et les définitions de type seront placées dans l'ordre 
déterminé par l'utilisateur. Cet ordre sera le même pour tous les 
énoncés du dossier. Quant aux. paragr~phes des pseudo-commentaires 
et des commentaires, ils seront respectivement placés juste après 
l'en-tête de l'énoncé et à la suite des autres paragraphes de 
l'énoncé. Nous obtiendrons donc pour un énoncé gardé la structure 
suivante : 
./ ... 
ENONCE 
A 
EN-TETE DE L'ENONCE 
PSEUDO-COMMENTAIRES 
DEFINITIONS INFORMELLES 
DEFINITIONS FORMELLES 
DEFINITIONS DE TYPE 
COMMENTAIRES ,, 
Un exemple d'agen-
cement possible des 
paragraphes de 
définiti ons 
Un partie 
du dossier 
l 
ENONCE 
B 
GARDE DE 
L'ENONC 
A 
EN-TETE DE L'ENONCE 
PSEUDO-COMMENTAIRES 
DEFINITIONS INFORMELLES 
DEFrnITIONS FORMELLES 
DEFINITIONS DE TYPE 
COMMENTAIRES ·· 
Le dossier de l'état imprimé, comprend les même s énoncés 
que le dossier en mémoire, mais leur ordre et éventuellement leur 
nombre s"Ont modifi~par rapport au dossier en mémoire. (Pour rappel, 
les gardes d'énoncés suivent immédiatement les énoncés qu'elles 
-gardent, si un énoncé en garde plusieurs, il est recopié à la suite 
de chacun des énoncés qu'il garde). 
Le récapitulatif des profils d'énoncés sera obtenu à 
partir du dossier. Nous renvoyons le lecteur au ·paragraphe 5.1·.2 
pour la spécification de ce récapitulatif. 
La bibliothèque des types comprend un certain n ombre de 
descriptions. Une description de type peut avoir les structures 
suivantes: 
./ ... 
a) description stricte 
ou une description 
d' adrjonction 
EN-TETE DE 
TYPE 
PARTIE 
OPERATION 
PARTIE 
DECLARATION 
PARTIE 
REGLE 
b) description d'exoression · 
EN-TETE DE 
TYPE 
DESCRIPTEUR 
Nous renvoyons le lecteur au paragraphe se rapportant 
à la définition du langage SPES pour le contenu de chacune de ces 
descriptions. 
La b~bliothèque des types de l'état imprimé sera iden-
tique à celle présente en mémoire. 
Pour terminer, signalons que sur l'état imprimé doivent 
figurer des titres adéquats en en-tête 
- de l'état imprimé; 
- du dossier; 
du récapitulatif des profils d'énoncés 
- de la bibliothèque des types 
- d'un paragraphe de définitions informelles 
- d'un paragraphe de définitions formelles 
- d'un paragraphe de définitionsde type 
- d'un paragraphe de commentaires 
- d'une garde d'un énoncé. 
Pour illustrer ce qui précède, nous donnons ci-dessous 
un exemple de spécification en SPES. Les figures 1 et 2 r eprésentent 
respectivement le dossier et la bibliothèque des types p r ésents en 
mémoire. Les figures 3, 4 et 5 représentent l'état imprimé. 
./ ... 
DOSSIER EN MEMOIRE 
co~m.val CONS_COM 
comm : $E:C 
ccmrn? bo~ de commande intar~e 
val~ resu:tat booleen indiquant ;i la commande client est valide ou non 
~offiru~val = si _ COMMANDE_CORRCbc) alors .CONS_COMM_VALCbc) jvrai 
s i ri o n b c 1 f' -=- u >: 
be : $E:QHCDM 
~c? bond~ com~a~de client 
be= donnee 
~o CONS_COMM_VAL ( be) 
CONS_COMM_VAL g~rde par COMMANDE_CORR(bc> dans CONS_COM 
C ,J $E:C 
co - bon de ~ommande interne 
be $E:ONCOM 
be bon de comffiande client 
co t~ id_cli_val(co ) = id_cli et li_pro_id(co) = li_pro 
id_cli s::D_CLI 
4 
id_cli? identification du client figurant sur le bon de commande interne 
li_pro $LI_F'RC 
li_?ro? lignes de co~mande ~igG~2nt sur le bon de commande int~rne 
be tq id_cli_comm(bc) = ident_cli et li_pro_comm(bc) = lib_prod 
id_cli = CONS_!D_CL!Cide~t_cli ) 
li_pro = CONS_LI_PROClib_prod) 
ident_cli : SIO_CLI 
i d ~ r! t .. ,: l i 
lib_pr'od 
? identification du client ~igurant -sur le bon de commande cli~nt 
$L!_PRO" 
lib_~rod? li~ nes de commande figurant sur le bon de commande client 
r COMMANDE_CORR (be) 
1 COMMANDE_CORR garde positive 
r !. H: 
1:·,,: : -~Ë:ONë·o·11-
CONS _ C'IJ1·l 
T' ? r- e s '--' 1 t a t, ::, o o .l e e n i. n d i q '-' a n t. ·= i l a •~ o m m a r, d e C? s r., r: o r r 1::- c ·t_ e rJ ,_. , ;-
1 0 n be? bon de commande client 
be tq id_cli_~omm(bc) : ident_cli et li_2ro_~omm ( bc ) ~ li b _prod ~t 
r = CLI_IDENTIFCident_cli) et 
ident_cli ? identification du 
lib_prod? lignes de commande 
sign 7 signature figurant 3Ur 
ident_cli : SID_CLI 
lib_~rod ! tLI_PRO 
si.•:Jn : $SIGNE 
: i '3 n 2 +, 1 _1 r- r.~ i' b c- ) -~ ·= i. ':J r, 
.LI_PROD_ID(lib_prod ~ et 
client figur3nt sur le bon 
_!_i '3'-'r' ar,t srr 1 e bor; de comrrrz:1d~ 
1~ bciri ~e ·iommande ~liênt 
1 ' . 
SIGNATÜRE_IDENT<~ign • 
de ~omm3nM~ ~li~nt 
client; 
(fig. 1) 
BIBLIOTHEQUE DES TYPES EN MEMOIRE 
SORTE IBC~=str~ct Cid_cli_val ~ tIDCLI,li_2ro_id 
SClRTE H:C 
QP i.d_cli_·.·al : H:C - .:• HDCLI 
l1_pro_irl : $8C - >SLI_PRO 
jr 1IDCLI,1Lr:PRO . - ~ $8~ .. :- .- :,..- ------=-- - -- --· . .:: - - · . . 
DEC ml $E:C · 
~EG 3r ( i~_c li_v~l(m1):li_pro_id(~1))==m1 
SORTE H: 0 ~,CO M = = s t -r 1.1 c t · C i d _ c 1 i _ c o mm 
: $SIGNE~ 
S01::TI: SBONCOM 
OP td_cli_comm : tBONCOH - >tIO_CLI 
si •2mat,.1r e : SBOtJCOM - > SS-IGNE 
montant_comm : t80NCOt1 - >SHONTANT 
li_pro_comm : 180NCOM - >SLI_PRO 
1ID_CLI,li_pro_comm 
Jr tIO_CLI•ISIGNE~1MONTANT,1LI_PRO - >t 80NCOH 
DEC n.1 SE:ONCOM 
SOPTE 1=L !_PF:O::::~s•.11 t.e de î._'lLIGNEJ 
(fig.2) 
,, 
1MONTANf,sijnature 
ETAT IMPRII'".Œ 
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com~,val CONS~COK . 
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7. 
7. 
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5.2.3 Conception~~ ·l'algorithme 
5.2.3.1 Structure_générale_~~_l'algorithme 
Nous pouvons donner la structure générale de 
de l'algorithme sous la forme d'un arbre en utilisant des diagrammes 
à la Jackson Ljack,?27 Création de l'état impri-
mé à partir d'une spéci-
Structura-
ration des 
énoncés du 
dossier en 
hes 
Structura-* 
tion d'un 
énoncé du 
dossier en 
paragraphes 
cf(infra) 
Recherche , · 
de la garde 
dans l'état 
à imprimer 
Rien 
Enoncé 0 
gardé 
fication 
Mise en page 
des énoncés 
de l'état à 
imprimer 
\_ 
\ 
Création 
du récapi-
tulatif des 
profils des 
énoncés 
(cf 5.1. 3) 
Mise en* 
page d'un 
énoncé de 
l'état à 
im rimer 
Détermina-
tion du type 
de l'énoncé 
en fonction 
des pseudo-
commentaires 
de l'énoncé 
non 
gardé 
Ratta- 0 
chée à 
un énonc 
Indé 0 
pendan-
te 
1 
Suppression 1 
de la garde 
utilisée pour 
, . 
Copie de 
de la bi~ 
bliothèque 
des types 
I 
--------
Structuration d'un* 
énoncé du dossier en 
paragraphes 
Regroupement es 
éléments de même 
nature à l'intérieur 
du corps d'un énoncé 
Agencement des 
_groupes d'éléments 
en fonction du choix 
de l'utilisateur 
----·-·--------....i 
Adjonction d'un* 
élément au groupe 
auquel il a:ppar-
tie:q.t 
Elément = 0 
définition 
formelle 
Adjonction 
de 1 'élémen · 
au groupe 
des défini-
tions for-
melles 
Elément = 0 
définition 
informelle 
Adjonction 
de l'élément 
au groupe 
des défini-
tions infor-
melles 
Elément = 0 
définition 
de type 
Adjonction 
de l'élémen 
au groupe 
des défini-
tions de 
type 
Elément= 0 
pseudo-
commentaire . 
Adjonction 
de l'élémen 
au groupe 
des pseudo-
commentaire 
5.2.3.2 Détails_de_conceEtion_de_l'algorithme 
PROCEDURE : création, -état. -imprimé 
* FAIBE: 
*CREER état à imprimer VIDE; 
Elément= 0 
commen-
taire 
·Adjonction 
de l'élément 
au groupe 
des commen-
taires. 
* ADJOINDRE an~tête -d'un· •etat A état à imprimer; 
*DEMANDER ordre de •présentation des paragraphes de définition; 
*ADJOINDRE en-tête -d'un dossier A LA SUITE DE état a imprimer; 
*FAIRE : STRUCTURATION· -DES -ENONCES- EN--PARAGRAPHES FIN-FAIRE; 
*FAIRE : MISE- •EN• ·PAGE -DES ENONCES FIN-FAIRE; 
*ADJOINDRE en-tête d'une bibliothèque des types A LA SUITE DE 
état•, iffiîPrimer; 
*FAIRE: ·CREATION DU RECAPITULATIF -DES· PROFILS.DES •ENONCES 
FIN-FAIRE; 
*ADJOINDRE récapitulatif des profils A LA SUITE DE état -à 
imprimer; 
*RECOPIER bibliothèque des types A LA SUITE DE état à- imprimerj 
FIN-FAIIŒ· _._/ _._ 
PROCEDURE Structuration-des-énoncés en paragraphes 
*FAIRE: 
POUR CHAQUE énoncé du dossier 
~FAIRE: 
*CREER paragraphe-def-informelles VIDE; 
*CREER paragraphe-def-formelles VIDE; 
*CREER paragraphe-dei-types VIDE; 
*CREER paragraphe-pseudo-commentaires VIDE; 
*CREER paragraphe-commentaires VIDE; 
*ADJOINDRE en-tête-def-informelle A paragraphe-def-informelles : 
*ADJOINDRE en-tête-def-formelle A paragraphe-def-formelles; · 
*ADJOINDRE en-tête-def-type A paragraphe-def-types; 
*ADJOINDRE en-tête-commentaire A. paragraphe-commentaires; 
POUR CH.A.QUE élément du corps d'un énoncé 
*FAIRE: 
SI élément EST une def-informelle ALORS*RECOPIER 
définiti'ën-informelle A LA SUITE DE paragraphe-
FIN-SI· def-informelles; 
' 
_S_I ___ é_l-ément EST une def-formelle ALORS*RECOPIER 
définition formelle A LA SUITE DE paragraphe-
FIN-SI· def-formelles; ______ , 
SI élément EST une def-type ALORS*RECOPIER 
- définition de type A LA SUITE DE paragraphe-de-
FIN-SI; . type; 
SI èlément EST un pseudo-commentaire ALORS*RECOPIER 
pseudo-commentaire A LA SUITE DE paragraphe-
FIN-SI· pseudo-commentaires; ___ ,
SI élément EST un commentaire ALORS*RECOPIER 
- commentaire A LA SUITE DE paragraphe-commentaires; 
FIN-FAIRE; 
FIN-FAIRE; 
FIN-FAIRE; 
---- --*RECOPIER en-.tête de l 'é~oncé A LA SUITE DE état à 
imprimer; 
SI paragraphe pseudo-commentaires CONTIENT AU MOINS u:; 
· pseudo-commentaire ALORS*ADJOINTIRE paragraphe-
pseudo-commentaires; 
A LA SUITE DE état à imprimer 
_F.11~-SI; 
*ADJOINDREparagraphe-def-informelles,paragraphe-def-
- formelles, paragraphè-def-type A LA SUITE 
DE état à imprimer; 
EN FONCTION w ordre de présentation des 
paragraphes de définitions; 
SI paragraphe-commentaire CONTIENT AU MOINS un 
commentaire, 
ALORS*ADJOINDRE paragraphe-commentaire A LA SUITE D" 
etat à imprimer 
FIN-SI; 
./ ... 
PROCEDURE: mise en page des énoncés 
*FAIRE: 
POUR CHAQUE énoncé de l'état-à-imprimer 
*FAIRE: 
*DETERMINER SI l'énoncé EST gardé EN FONCTION DES 
pseudo-commentaires de l'énoncé; 
SI l'énoncé EST gardé ALORS 
*FAIRE 
*RECHERCHER la garde de l'énoncé DANS l'état à imprimer 
*RECOPIER la garde de l'énoncé A LA SUITE DE l'énoncé; 
SI la garde utilisée pour la copie N'EST PAS rattachée 
- à un énoncé ALORS *SUPPRIMER garde non rattachée; 
FIN- -SI; 
FIN-FAIRE; 
FIN-SI; 
FIN-FAIRE; 
FIN FAIRE; 
Pour déterminer si l'énoncé traité est gardé ou non, 
nous recherchons dans l'énoncé s'il existe un pseudo-commentaire 
du type : 
C) Identificateur de l'énoncé 
traité 
Identificateur 
d'énoncé 
(Les caractères entour és rep.résentent des mots - r éservés du l2i.ngagE 
S'il existe, la procédure sait à la fois que l'énoncé 
est gardé et par quel énoncé il est gardé. Il suffira donc de 
rechercher cet énoncé dans l'état à imprimer. 
La suppression dans l'état •à • imprimer de la garde utilisée 
pour la copie, mais non rattachée à un énoncé, permet d'obtenir un 
état à imprimer dans lequel tous les énoncés jouant le r ôle de garde 
sont rattachés aux énoncés qu'ils gardent. 
PROCEDURE: création du récapitulatif des profils des énoncés. 
(cf. paragraphe 5.1.3.2) 
./ ... 
5.3.4 Qµelques détails d'implémentation 
---------------------------------
L'algorithme a été implémenté sous forme 
d'une procédure Mentol pour plusieurs raisons : 
- Elle permet l'utilisation de l'arbre abstrait créé à partir 
de la liste des énoncés lors de la phase d'édition. Nous avons, 
à plusieurs reprises, signalé que cet arbre renferme de l'infor-
mation sur la structure du texte, ce qui permet de faciliter la 
recherche de certains de ses éléments (Ex. : définition informelle, 
formelle, de type ••• ); 
- L'arbre abstrait ne sait être manipulé qu'au moyen du langage 
Mentol. 
Pour créer la partie correspondant à la liste des 
énoncés dans l'état imprimé, la procédure créé un arbre intermé-
diaire dans lequel elle placera, au fur et à mesure, les énoncés 
structurés en paragraphes (cet arbre intermédiaire correspondant à 
l'état à imprimer de l'algorithme). Pour créer les paragraphes 
d'un énoncé, la procédure crée 5 arbres: un pour le paragraphe 
des définitions formelles, un pour les définitions informelles, 
un pour les définitions de type, un pour les pseudo-commentaires, 
un pour les commentaires. (Ces 5 arbres correspondent aux 5 
paragraphes de l'algorithme). Ensuite, elle parcourt le texte 
de l'énoncé(= corps de l'énoncé) et recopie le sous-arbre 
rencontré dans l'arbre qui lui correspond (Ex. : si la procédure 
rencontre une définition formelle, elle recopie celle-ci dans 
l'arbre correspondant au paragraphe des définitions informelles). 
Après traitement d'un énoncé, on obtient 5 ar~res qui représentent 
les 5 paragraphes. 
Le récapitulatif des profils des énoncés est 
obtenu par exécution de la procédure décrite au paragraphe 5.1 . 
. / ... 
L'impression de l'état se fait en deux temps : 
- La procédure utilise le décompilateur pour cré.er le texte 
correspondant à l'arbre intermédiaire, à l'arbre du récapitulatif 
des profils et à l'arbre de la bibliothèque des types . Ce texte 
est produit sur un fichier au lieu d'être affiché à l ' écran, ce 
qui permet de mémoriser l'état imprimé qui peut alors être obtenu 
à la demande par impression du texte contenu dans le fichier. 
La procédure doit disposer en mémoire centrale de 
- L'arbre représentant la liste des énoncés. Il doit contenir au 
minimum un énoncé; 
- L'arbre représentant la bibliothèque des types. Il doit contenir 
au minimum une description de type. 
- La procédure de création du récapitulatif des profils des 
énoncés. 
Nous pouvons à présent donner un schéma qui situe 
la procédure dans son contexte. 
./ ... 
MEMOIRE CENTRALE 
dossier 
Procédure . des-~tuise_l~ r_g_oc!_ulE~ 
4'. :t.l · -, D' . 1 impressions lllo_duitse 1 ec~mpi a-
, se 1le création du 
uti îel.rolu ées . P:o:edur: de /'---__ e_u_r __ _., 
mod~fe &~1S~ récapitulatif 
/ 1-e J\g... des profils \ .• se ....,. , , 
.----"---~ ~t~ ~ ~ . d'enonces 
,,,. 
Editeur 
rbre ab-
strait de 
la biblio-
thèque des 
types 
Arbre ab~ 
strait de 
la biblio-
thèque des 
types à 
im rimer 
/ 
Arbre ab-
strait du 
récapitulatif 
des profils 
des énoncés. 
CONCLUSIONS 
En guise de conclusion à ce travail nous proposons 
d'évaluer dans un premier t -emps les éléments imposés, à savoir 
le système MENTOR et le langage de spécification SPES. Nous 
passerons ensuite à une analyse critique de l'environnement de 
spécification créé. 
A~ dernier point, on abordera les extensions possibles 
à ce travail. 
./ ... 
A. EVALUATION CRITIQUE DE MENTOR 
L'intérêt principal du système MENTOR, est qu'il 
permet à un utilisateur de générer un éditeur syntaxique pour un 
langage donné, par sa description en une forme proche de la notation 
BNF. 
Cet aspect générique du système MENTOR, trop rarement 
présent dans les autres systèmes, répond aux préoccupations actue-lles 
de la recherche dans le domaine des éditeurs syntaxiques. 
Cet aspect générique permet à l'utilisateur de se 
concentrer uniquement sur la description du langage, sans avoir à 
se soucier de l'analyse syntaxique, de la représentation interne, 
de constructions d'arbres ••• 
Le second aspect intéressant du système MENTOR, est 
qu'il permet à l'utilisateur de se définir un ensemble d'outils 
constituant un environnement d'utilisation en rapport avec le langage 
défini. 
Les outils créés par l'utilisateur ont la particularité 
de travailler sur des structures riches, à savoir la représentation 
arborescente du texte. 
MENTOR possède son propre langage de manipulations 
d'arborescences (MENTOL), contenant des primitives simples et 
puissantes. 
Cependant, notre expérience en tant qu'utilisateurs de 
MENTOL, nous amène à émettre certaines réserves. 
./ ... 
Le principal reproche que l'on peut formuler se rap-
porte à l'aspect peu lisible et esotérique d'une procédure MENTOL 
La compréhension du texte d'une procédure nécessite 
la connaissance parfaite de la syntaxe du langage et de sa 
représentation interne. 
La forme des structures de contrôle rend tout procé-
dure difficilement compréhensible, car elle empêche de visualiser 
la structure logique de la procédure. 
La mise au point des outils est rendue plus ardue 
encore par le manque de clarté des messages affichés lors de 
l'exécution d'une procédure, et surtout par le manque d'information 
relatif à l'endroit où l'erreur s'est produite. 
Ce manque de clarté des messages est également à 
signaler pour la phase de génération d'un éditeur syntaxique pour un 
langage donné. 
Une grande faiblesse du système MENTOR est la fragilité 
de sa documentation. Ainsi, par exemple, certaines procédures. d'aide 
à la construction du décompilateur ne possèdent aucune spécification 
ou information relatives à leur objectif. De même, certaines 
contraintes liées au système MENTOR ne sont signalées nulle part, et 
seul leur violation permet de les relever. De plus, certaines notions 
introduites sont loin d'être compréhensibles, et insuffisamment 
défiµies. 
Un autre inconvénient du système MENTOR a été relevé 
Par · son utilisation. Pour rappel, un texte peut être introduit 
sous MENTOR de façon semblable aux éditeurs classiques. Dans ce 
cas, l'analyse syntaxique de ce texte n'est réalisée qu'à la fin de 
./ ... 
son introduction. Dès lors, si une erreur est détectée, lors de 
l'analyse syntaxique, il y a impossibilité de générer un arbre 
représentant ce texte, et l'ensemble du texte créé est 
perdu. 
Le dernier point de l'évaluation du système MENTOR 
concerne l'aspect fermé de celui-ci. 
L'implémentation des outils manipulant les arborescences 
n'est en effet prévue, pour le moment, qu'en MENTOL. Il est regrettable 
que le système ne permette pas l'utilisation d'autres langages (tels 
que PASCAL ••• ). Cependant, dans l'évolution actuelle du système 
MENTOR, cette possibilité est prise en considération. 
B. EVALUATION .CRITIQUE DE SPES 
Avant toute chose, rappe~ons que notre objectif n'était 
pas de définir ce langage, même si dans la réalité, nous avons 
consacré beaucoup de temps à essayer d'en préciser la structure et 
d'en comprendre les mé~anismes fondamentaux. 
Une première critique formulable à son propos, est 
l'aspect peu naturel du langage. Ce langage est d'un usage relativement 
peu aisé pour un informaticien moyen, par son aspect trop mathématique 
et théorique. 
Ce langage attend encore d'être confronté à des spécifi-
cations de problèmes de taille importante, afin d'être éventuellement 
modifié en fonction de l'enseignement qu'on en aura retiré. 
· Il est à signaler que même si ce langage a été conçu sur 
base de petits exemples, nous avons déjà pu le confronter à un 
problème de plus grande importance, à savoir la validation d'une 
commande dans le cas PETITPAS. 
./ ... . 
Eu égard à la relative jeunesse du langage, il est 
permis d'espérer une amélioration allant à l'encontre des remarques 
formulées ci-dessus. 
C. APPRECIATION DES OUTILS DEVELOPPES 
Les outils développés forment une partie seulement 
de l'environnement de spscification qu'il est possible de créer 
autour du langage SPES. 
Les outils créés ont été choisi, parmi ceux qui 
vraisemblablement seront utiles au SPES-ifieur. 
La principale critique que l'on puisse faire à leur 
propos est la redondance des contrôles effectués. Ces redondances 
sont nécessaires, eu égard à l'absence d'ordre précis d' utilisation 
de ces outils. 
Nous avons essayé de créer un ensemble d'outils 
représentatifs d'un environnement de spécification: outils 
d'aide à l'introduction, outils de contrôle des règles sémantiques, 
outils de présentation ••• 
Notre expérience en tant qu'utilisateur de l'environne-
ment créé, nous suggère fortement le regroupement des différents 
outils en les intégrant dans un pilote. 
Un pilote est _ùll:,programm.e de plus haut niveau, servant 
de séquenceur aux différents outils, et obligeant le respect d'une 
démarche de spécification. 
Un pilote possédant une vue globale de la spécification 
peut assurer le respect des règles sémantiques dès l'introduction 
du texte, permettant ainsi la suppression des redondances 
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des contrôles des règles sémantiques dans les outils développés. 
Le pilote servant de séquenceur des différents 
outils, il deviendra donc possible d'établir des préconditions sur 
ceux-ci, préconditions permettant la suppression de certaines 
vérifications devant être envisagées en l'absence d'hypothèse, 
quant à la séquence. 
La création de ce pilote aurait pour conséquence la 
négation de l'hypothèse prise quant au non-dirigisme des outils, 
mais semble devoir malgré tout, s'imposer comme devant être une 
des prochaines améliorations du système développé. 
D. EXTENSIONS~POSSIBLES A CE TRAVAIL 
Outre l'adjonction d'un pilote, devant être réalisée 
prioritairement, d'autres outils pourraient être ajoutés à l'environ-
nement créé. 
Une première adjonction utile est celle d'outils 
graphiques permettant notamment la visualisation du graphe des 
références entre énoncés, avec mention des conditions de références 
d'un énoncé dans un autre et des profils des énoncés apparaissant 
dans le graphe., • 
Un second outil qu'il nous paraît intéressant de 
développer consiste en des fonctions de création et de consultations 
de bases de connaissances. 
Celles-ci contiendraient de l'information relative 
à un domaine d'activité spécifique. L'information contenue serait 
par exemple composée de la structure -des objets fréquemment utilisés 
dans un type de spécification (gestion clientèle, gestion de stock ••• ) 
ainsi que des propositions de sémantique informelle pour ces objets • 
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Un troisième outil pouvant compléter utilement 
l'environnement de spécification, est un analyseur de cohérence 
et de complétude. 
L'analyse de cohérence consiste à vérifier que toutes 
les alternatives d'une définition conditionnelle sont susceptibles 
d'être validées. 
L'analyse de complétude consisterait à contrôler que 
l'ensemble des cas prévus corresponde à l'ensemble des cas à prévoir • 
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.ANNEXE A 
ME~·~TOL (GUY, 80) 
Nous donnons dans cette annexe la description de la 
syntaxe des commandes MENTOL. Dans ce qui suit, les caractères 
soulignés représentent des mots-réservés du langage. Les accola-
des indiquent qu'un choix doit se faire entre plusieurs éléments 
et les crochets indiquent les parties optionnelles. 
1) ~~-repère 
Un repère est une variable contenant l'adresse mémoire 
du noeud qu'il désigne. Un repère s'écrit: 
(?mom de repère) 
Signalons aussi que chaque schéma-prédéfini possède un 
repère qui lui est propre. Par exemple, le repère correspondant 
au schéma prédéfini "conditionnelle" sera (J· conditionnelle. 
2) Les_commandes_de_déplacement_dans_l'arbre 
La syntaxe de ces commandes est la suivante 
' ✓re .péré) {I j [ ren:ier>}] 
La commande : 
•
11un (up) p.ermet d'atteindre dans l'arbre un noeud ascendant du 
noeud considéré • 
• 
11 s'' (son) permet d'atteindre dans l'arbre un noeud descendant 
du 1er ordre du noeud considéré • 
• "L" (left) permet d'atteindre dans l'arbre un noeud situé à gauche 
du noeud considéré. Ces deux noeuds se trouvent sur 
un même niveau dans l'arbre • 
• "R" (right) permet d'atteindre dans l'arbre un noeud situé à 
droite du noeud considéré. Ces deux noeuds se trouvent 
sur un _même . niveau __ dans l'arbre. 
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Le déplacement dans l'arbre se fait toujours à partir 
du noeud désigné par le repère. L'entier indique le facteur de 
répétition de la commande. Ainsi, la commande(;)AL5 permettra 
d'atteindre le 5ème noeud situé à gauche du noeud désigné par le 
repèreQit, et serait équivalente à@.AIJ,LLTJ. 
L'entier peut être omis, auquel cas la valeur 1 sera 
prise par défaut. L'entier peut être remplacé par le caractère 
n*n indiquant que la commande doit être répétée jusqu'à ce qu'il 
ne soit plus possible de l'exécuter. 
Notons,pour terminèT, que dans le cas de la commande 
S, l'entier désigne plutôt l'ordre d'apparit ion du noeud dans le 
sous-arbre considéré (le parcour~ se fait de la gauche vers la 
droite). 
Dans les paragraphes suivants, nous parlerons souvent 
d'adresse structurelle. L'adresse structurelle est constituée 
soit d':un ~èpère, soit d'un repère et d'une des commandes détail-
lées ci-dessus. 
3) Assignation_d'un_repère_~-~-~~~~~ 
La syntaxe d'une assignation d'un repère à un noeud 
est la suivante : 
soit ~ repère) : <'adresse structurelle"> 
ou lrenère) ~ {k 
...... -- -
La première règle correspond à la manière d'indiquer au 
système qu'un repère doit désigner un noeud situé à l'adresse 
structurelle. 
Lorsque le symbolek est utilisé, on indique au système 
que le repère devra désigner la racine de l'arbre correspondant 
au texte introduit à la console. 
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4) Manipulation_d'arborescences 
La commande de copie <repère7 = ✓adresse s.tructurelle> 
permet à l'utilisateur de créer un arbre qui est la copie de 
l'arbre dont la racine est située à l'adresse structurelle donnée. 
Ensuite le repère précisé dans la commande sera assigné à la 
racine de l'arbre créé. 
4.2 Destruction 
La commande de destruction D <adresse structurelle) 
permet à l'utilisateur de détruire l'arbre dont la racine est 
donnée par l'adresse structurelle. 
4.3 Remplacement 
La commande de remplacement <adresse structurelle) 
C<adresse structurelle'"> a pour but de remplacer l'arbre dont 
la racine est donnée par l'adresse structurelle de droite, par 
l'arbre dont la racine est donnée par l'adresse structurelle de 
gauche. MENTOR vérifie que l'arbre à substituer a pour racine 
un opérateur appartenant au phylum requis à l'endroit du rempla-
cement. En cas d'échec, la commande n'est pas exécutée. 
5) Recherche_d'une_occurence_d'un_sous-arbre_Earticulier 
La syntaxe de ces commandes est la suivante 
<adresse structurelle) F (repère"> 
<adresse structurelle") FF <repère) 
Elles permettent la recherche de la première occurence 
./ ... 
d'un sous-arbre correspondant au sous-arbre dont la, -racine est 
donnée par le repère, dans ie sous-arbre dont la racine est donnée 
par l'adresse structurelle. La recherche s'effectue en parcourant 
l'arbre en profondeur d'abord et en largeur ensuite. La commande F 
effectue uniquement cette recherche dans le sous-arbre, tandis 
que la commande FF effectue cette recherche dans le sous-arbre, mais 
aussi dans les sous-arbres situés à droite du noeud dés i gné par 
l'adresse structurelle. Après exécution le repère(lK désignera la 
racine du sous-arbre correspondant à l'occurence recherchée. 
6) Affichage 
La commande d'affichage c adresse structurelle-:> R_ Lentier') 
permet à l'utilisateur de visualiser à l'écran le sous-arbre dont 
la racine est donnée par l'adresse structurelle. L'entier indique 
la profondeur de l'arbre à afficher. Rappelons que cette commande 
fait appel au décompilateur. 
7) Les_structures_de_contrôle 
7.1 La_séquence_de_commandes 
La séquence dec.ommandès, est constituée d'un nombre 
quelconque de commandes séparées par le caractère Il • Il 
' 
Les commandes sont exécutées en séquence de gauche à 
droite. L'exécution d'une commande peut résulter en un succès, ou 
en un échec. Si une des commandes ne peut s'exécuter, on interrompt 
la séquence de commandes. Un indicateur permet de savoir si la 
séquence de commandes s'est déroulée normalement ou si elle a été 
interrompue (cas d'échec d'une commande). Dans le cas où la 
commande qui ne peut s'exécuter est suivie d'une commande de 
traitement d'exception, on poursuivra normalement la séquence de 
commandes. 
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7.2 La_boucle 
La boucle n'est rien d'autre qu'une séquence de comman-
des itérée. Elle s'écrit de la manière suivante : 
i_séquence de 
L'entier désigne le facteur de répétition de la séquence 
de commandes.Il peut être omis, dans ce cas il sera pris égal à 1. 
L'entier peut être remplacé par le- caractère rr* rr indiquant que la 
séquence de commande sera itérée indéfiniment. Le contrôle de la 
boucle est souvent exprimé à l'intérieur de la séquence de commandes 
à l'aide, par exemple, des commandes de traitement d'exception et 
de sortie de boucle. 
7.3 La_sortie_de_boucle 
La commande de sortie de boucle s'écrit 
Cette commande provoque la sortie de boucle sur un 
certain nombre de niveaux d'imbrication. Ce nombre est précisé 
par l'entier. Il peut être omis, dans ce cas il sera pris égale 
à r14 n. Il peut être remplacé par ; le caractère "* u, dans ce cas 
on sortira de tous les niveaux d'imbrication. 
7.4 La commande de traitement d'exception 
----------~------------~-------------
L'exécution d'une commande peut se solder par un succès 
ou un échec. Un indicateur détiendra une de ces ·valeurs après 
l'exécution d'une commande. 
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La commande de traitement d'exception permet de tester 
la valeur de cet indicateur et selon .les cas, effectuer l'un ou 
l'autre des traitements y précisés. 
Elle s ' é.cri t 
? < commande 1 > , < commande 2 '> 
-
Si la commande précédant la commande de traitement 
d'exception a réussi , la 1ère commande sera exécutée, sinon la 
2ème. Les commandes 1 et 2 peuvent être des séquences de commandes. 
Dans ce cas, l'utilisateur veillera à les entourer de parenthèses. 
7.5 La commande de liaison de commandes 
-----------------------------------
Elle permet également de tester la valeur de l'indica-
teur. 
Elle s'écrit 
< commande 1 .> / < commande 2 :> 
La commande 1 est exé~utée. Si elle réussit, la commande 
2 est exécutée et on termine l'exécution de la séquence de commandes 
courante. Si elle échoue, on exécute la commande suivante de la liste 
des commandes. Les commandes 1 et 2 peuvent être des séquences de 
commandes. Dans ce cas, l'utilisateur veillera à les entourer de 
parenthèses. 
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ANNEXE B 
*Evaluation(exp 2eno 2des 2t:yp) des~ 1; 
analyse ( exp , eno , des , ·typ) ; 
*Analyse(exp 2eno 2des 2t:yp)-Si exp est une constante entière alors tn>e ,1:-- iN; 
~ exp est une constante caractère alors 'tn)e <.:--- ic; 
Si exp est une constante booléene alors type ~ ~; 
Si exp est une constante réelle alors type<::-- iR; 
Si exp est un objet alors an-objet(exp,eno,des,typ); 
·-2C g 
Si exp est un objet indicé alors an-ob-ind(exp,eno,des,typ); 
.ê_i exp est une référence de fonction alors an-ref-fonct(exp,eno, 
des,t:,p); 
Si exp est une référence d'énoncé alors an-ref-eno(exp,eno,des,typ); 
~i exp est un opérateur-bin~bool alors an-op-bin-bool(exp,eno, 
des,typ); 
Si exp est un opérateur-un-bool alors an-op-un-bool(exp,eno,des, 
typ); 
Si exp est une expression parenthétisée alors analyse (exp sans 
parenthèse, eno,des,t:yp); 
Si exp est un symbQle surehargeable alors an-symb-surch(exp,eno, 
des,tn>); 
Si exp est une expression avec quantificateur alors an-quant(exp, 
eno,des,typ); 
*An-objet(exp,eno,des,t:n,) 
chercher dans eno la definition de 'tn)e de exp; 
Si recherche concluante 
-alo~s typ ~ ~rie présent dans la définition . de type ; 
sinon des t:-- 3; 
afficher "définition de 'tn)e manquante",exp; 
Fin-si;. 
*An-ob-ind(exp,eno 2des 2t:yp) 
rloc '-- 1; 
an-objet(exp sans indice, end;rloc,type) 
Si rloc,;;/= 3 
·alors t · <-- type ; 
obj ~ exp sans indice; 
pour chaque indice et tant que rloc =/=- 3 
0 
rech: faire chercher la définition d'expression de t; 
si recherche concluante · 
-alors si la définition trouvée est un iden-
tificateur de t:ype 
alors aller en rech; 
fin-si; 
sinon rloc ~ 3; 
afficher "définition d'expression 
manquante", t :,; 
fin-si; 
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si rloc 1- 3 et la définition de t n'utilise 
pas le constructeur. "sui te" 
alors rloc ~ 3; 
afficher nexpression non indiçable",obj; 
sinon typ ~ t; 
s ~ paramètre du construc·teur suite_; 
obj ~ obj + indice venant d'être · 
analysé; 
fin-si; 
fin-faire; 
fin-si; 
des 4':-- max(des,rloc);. 
*An-ref-fonot(exp,eno,res,t:ype) 
créer une vile vide "file"; 
rloc ~ 1; 
pour chaque paramètre par et tant 5ue rloc-;i= 3 
faire analyse(par,eno,rloc,type ; 
si rloc -:t: 3 
alors file <-file+ type; 
fin-si; 
fin-faire; 
§1 rloc-::/= 3 
alors chercher une description de fonction en utilisant le 
nom de la fonction et file; 
si recherche :_ concluante ~, 
alors type ( type du résultat de la description 
fin-si; 
sinon rloc •<-- 3; 
fin-si; 
res ~ max(rloc ,res);. 
*An-ref-eno(ez;r,eno,res,t:ype) 
. rloc ~ ; 
trouvée; 
recherche de l'énoncé dont l'identificateur id est présent dans 
exp; 
si recherche non fructueuse 
alors res ~ 3; 
afficher "énoncé non défini", id; 
sinon pour chaque résultat r de id et tant que rloc f 3 
faire analyse (r,enoncé id,rloc,sorte-bin); 
si rloc!f: 3 
alors sorte ~ sorte + sorte-bin; 
fin-si; 
fin-faire; 
fin-si; 
res <E-- max(rloc ,res);. 
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*.An-op-bin-bool(expr,eno,res,t:ype) 
rloc e--1; 
1 fo 
analyse (premier opérande de expr,eno,rloc,type); 
si rloc = 3 ou type-:fr~ 
alors affi:ëher "le type de l'expression doit être booléen", 
premier opérande de expr; 
res ~ max(res,2); 
sinon res ~ max(res,rloc); 
fin-si; 
analyse (second opérande de e:x:pr,eno,rloc,type) 
si rioc = 3 ou type -f-: iB 
alors afficher "le type de l'expression doit être booléen", 
second opérande de expr; 
res '"-- mu-(res ,2); -
sinon res ~ max•{res,rloc); 
fin-si~ 
type <E-- iB;. 
*.An-op-un-bool(expr 2eno 2rloe 2tzye) 
rloc ~ 1; 
analyse(opérande de e:xpr,eno,rloc,type) 
si rloc = 3 .QY type -:;:. iB 
alors afficher "le type de l'expression doit être booléen", 
opérande de e:x:pr; 
res ~ max(res,2); 
sinon res ~ max(res ,rloc); 
fin-si; 
type~~;. 
*An-s;ymb-surch(expr,enon,res,tzye) 
rloe ~t!--1 
analyse (premier opérande,eno,rloc,type) 
si rloc . -/=- 3 
alors analyse (second opérande,eno,rloc,sorte-bin) 
si rloc -f 3 
- alors recherche du symbole avec comme profil sorte, 
sorte-bin; 
si recherche concluante 
alors type~ type du résultat; 
sinon rloc ~ 3; 
fin-si; 
fin-si; 
fin-si; 
afficher "opération inconnue", 
symbole, sorte,sorte-bin; 
res ~ ma:x:(rloc ,res); ~ 
*An-guant(expr3eno,res,tzye) 
er~er une definition de type pour l'obj~t lié au quantificateur; 
insérer cette définition dans eno; 
rloc<:--:-1; ~ 
analyse(predi~-associe,eno,rloc,type); 
si rloc = 3 ou type # ~ 
alors afficher •1e résultat de l'expression doit être booléen", 
r.loc .é::- 2 
fin-si; 
type ~ ~; 
res <- max:(res,rloc);. 
prédicat-associé; 
ANNEXE C 
Algorithme du vérificateur de type 
--~----------------------~--------
*Vérificateur (énoncé) 
pour chaque définition formelle deffor da. énoncé · 
faire si deffor est une définition implicite 
. r. alors defi:m(deffor; énoncé) 
sinon defexp(deffçr,énonçé) 
tfu-si; 
fin-faire; • 
*Def · def eno 
evaluation partie droite de def,éno,res,type); 
sires= 3 ou non(comp(type,iB)) 
alors afficher "le type de 1 'expression doit être booléen'', 
partie droite d~ déf; 
fin-si; 
ob-ind-ref-eno(partie droite de def,eno);. 
*Ob-ind-ref-eno(exp,eno) 
pour chaque référence ~énoncé A Q! exp 
faire app-énoncé (A,eno); 
fin-faire; 
pour chaque objet indicé oi à.§.. exp 
faire ob-ind(oi,eno); 
fin-faire ; • 
*Ob-ind(oi 2eno) 
pour chaque indice ide oi · 
faire évaluation (i,eno,r,typ); 
sir= 3 .QB. non(comp(tn,,iN) 
alors afficher "le type de l'expression doit être entier"; 
fin-si; 
fin-faire;. 
*App-énoncé(id 2en) 
si id ne correspond pas à un énoncé archivé 
alors afficher "énoncé non archivé", id; 
aller en sortie; 
fin-si; 
créer une•file p, 
pour chaque paramètre formel parfor de if 
faire évaluation(parfor,id,res,typ); 
sires= 3 
alors p 4-- p + iINDEF; 
SJ.D.On p é-- p + 'typ ; 
fin-si; 
fin-faire; 
res <S-:- 1; 
positionner p sur son premier élément; 
i; 
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pour chaaue paramètre effectif pareff ~ id 
faire évaluation (pareff,en,res,tn,); 
si res =j= 3 
alors si comp(p,tn,) 
alors afficher "paramètre de mauvais type", 
pareff; 
fin-si; 
p é suivant ~ p; 
si erreur 
- alors passer au paramètre effectif suivant; 
si erreur 
alors aller en sortie; 
sinon afficher "trop de paramètres 
effectifs",id; 
fin-si; 
fin-si; 
fin-si; 
fin-faire; 
afficher "pas assez de paramètre effectif",id; 
sortie :;. 
*Def-e:x:p(def,eno) 
créer une file"'-; 
pour chaque objet ob de la partie gauche ~ def 
faire évaluation{ob,eno,res,tn,); 
sires= 3 · 
alors r ( r + ~INDEF; 
sinon ré r + tn,; 
. fin-si; 
fin-faire; 
si def est une conditionnelle 
alors condit(r,def,eno); 
ou si def est une définition,- de suite de la forme "jusqu'à" 
alors defjqa(r,def,eno): 
ou si ref est une définition de suite de la forme "pour" 
alors defpour(r,def,eno); 
sinon groupe(partie droite d&_def,eno,r); 
*Condit(r,def,eno) 
pour chaque alternative alt de def 
faire ob-ind-ref-eno(condition de alt,eno); 
évaluation(condition de alt,eno,res,tn,); 
sires= 3 ou non(comp(typ,~)) 
alors afficher n1•expression doit être booléene", 
condition de alt; 
-fin-si; 
groupe(partienalors"de alt,eno,r); 
fin-faire• 
groupe(partie"sinon"de def,eno,r);. 
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*Def· a r def eno 
ob-ind-ref-eno condition de def,eno); 
évaluation(condition de def,eno,res,typ); 
sires• 3 ou non(comp--rtyp,~)J 
- alors afficher "le résultat de l'expression doit être booléen", 
condition de def; 
fin-si; 
corps-définition(corps,eno);. 
*Defpour(r 2def 2eno) pour chaque borne de l'intervalle de définition de def 
. faire ob-ind-ref-eno(borne,enoî; 
évaluation(borne,eno,res,typ); 
si res = 3 ~ non(comp(typ,~)) 
alors af"ficher "le résultat de l'expression doit 
être entier•, borne; 
fin-si; 
fin-faire; 
créer une définition de type pour l'objet d'indiçage et l'insérer 
dans eno; 
corps-defin1tion(corps-eno1 
ôter de eno la définition de -_type introduite; • 
*Corps définition(c,eno) 
def-exp(définition principale de c,eno); 
def-exp(partie initialisation de c,eno);. 
* ·Gro;upe~ exp::2 eno., r) 
positionner r sur son premier élément; 
pour chaque expression e presente dans exp 
faire si~ est différent de donnée 
alors évaluation(e, eno,res,sor) 
si res~3 
alors si non(comp(type,file)) 
- alors afficher "incompatilbité de type pour 
l'expression",e; 
_fin-si; 
fin-si; 
fin-si; 
r f-- suivant de r; 
si erreur 
alors prendre 1 'expression suivante .,dans exp: 
si correct 
- alors afficher "trop d'expression dans la 
définition" ,g; 
fin-si; 
aller en sortie; 
fin-si; 
fin-faire; 
afficher "pas assez d'expression dans 11 , exp; 
sortie: ob-ind-ref-en(exp,eno);. 
./ ... 
ANNEXE D 
Procédé de construction du constructeur de table de vérité 
Afin de déterminer les conditions élémentaires au départ 
de l'arborescence du prédicat-arc, la démarche suivante peut être 
suivie, le premier noeud considéré étant le sommet de l'arbores-
cence. 
- si le noeud considéré représente un objet ou une constante de 
type booléen, la condition élémentaire est cet objet ou cette 
constante; 
- si le noeud considéré représente une fonction ou un opérateur 
dont tous les arguments sont de type booléens, alors appliquer 
récursivement cette démarche pour chacun des arguments ; 
- si le noeud considéré représente une fonction ou un opérateur dont 
un au moins des arguments n'est pas de type booléen, la condition 
élémentaire est l'expression correspondant au noeud. 
Toutes les conditions élémentaires étant déterminées, il 
reste bien.. évidemment à déterminer les suites de booléens associées 
aux conditions élémentaires. 
Afin d'y arriver, chaque opérateur ou fonction dont tous 
les arguments sont .de type booléen doit posséder une table de 
décision, soit créée une fois pour toutes, soit créée pour une 
spécification par l'utilisateur. 
Exemples 
- L'opérateur net" possède la table de décision suivante, table 
définie une fois pour toutes. 
a 1 1 0 0 
b 1 0 1 0 
et 1 0 0 0 
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- -La fonction ou-exclusif définie par un spécifieur dans l'éla-
boration d'une spécification particulière~et ayant trois 
arguments, se verra associer par l'utilisateur la tabl e de 
décision suivante 
a 1 0 0 1 1 1 0 0 
b 0 1 0 1 1 0 1 0 
C 0 0 1 1 0 1 1 0 
ou-exclusif 1 1 1 0 0 0 0 0 
Ces tables pourraient être archivées sous forme de 
règles définissant les opérateurs dans les descriptions strictes. 
Exemple 
La fonction ou-exclusif aurait sa table de décision archivée 
de manière semblable au fragment suivant : 
ou-exclusif(a,b,c) == vrai si a~ !!2B,(b) ~ non(c); 
ou-exclusif(a,b,c) == vrai -~i ~(a)~ b ~ ~(c); 
ou-exclusif(a,b,c. ) == faux si a tl b et no:g.(c) 
A chaque noeud correspondant à une expression à 
résultat booléen de l'arborescence sera attachée une liste PREVAL 
reprenant les valeurs booléenes autorisées comme résultat de la 
sous-arborescence débutant au noeud considéré. 
Le sommet de l'arborescence a comme lis te PREVAL 
associée le singleton "vrain, seule valeur autorisée pour l'ensemble 
de l'arborescence. 
La détermination des listes PREVAL associées aux noeuds 
. 
non-sommet de l'arborescence (listes que nous appellerons PREVAL') 
sera appliquée par récurrence selon les règles suivant~s, o~ nous 
./ ... 
appellerons noeud couran.t, le noeud auquel correspond PREVAL, et 
noeuds fils,les noeuds correspondants aux arguments du noeud 
courant • .
- pour chacun des élêments de la liste PREVAL, si cet élément est 
nvrai 11 (resp."faux,, on sélectionnera dans la table de décision 
associée à l'opérateur représenté par noeud-courant,toutes les 
règles fournissant la valeur "vrai" (resp."faux 11 ), règles faisant 
chacunesintervenir les n arguments de l'opérateur; 
- les p règles étant sélectionnées, les ·~ _1iles sont remplies de 
l -~-
p valeurs, la ième valeur de la file PREVAL'associée au jème 
noeud -fils étant la valeur 11vrai" ou "fauxn admise pour le jème 
argument dans la ième règle. 
La sélection dans la table de décision des règles fournis-
sant une valeur particulière ("vrai" ou"faux") déterminera toujours 
au moins une règle, à moins qu'il ne s'agisse d'un opérateur ou 
fonction fournissant la valeur "faux" (ou"vrai'·') quels que soient 
&es arguments, opérateurs n'ayant donc aucun intérêt. 
Le processus est appliqué avec récurrence pour chacun 
des noeuds-fils dont le type de tous les arguments _est booléen. 
Exemple 
Soit l'arborescence suivante, dans laquelle a,b,c et d sont des 
expressions à résultat booléen, et x> o représentant la comparaison 
de deux entiers. 
a 
X 0 
./ ... 
singleton 
La table PREVAL correspondant au noeud "et 11 est le 
"vrai 11 
' 
"et 11 étant le sommet de l'arborescence. Pour 
fournir la valeur "vrai" à l'opération ''et", les deux arguments 
doivent avoir · la valeur nvrai". La table PREVAL associée à ''a" 
de même que celle associée au noeud "ou-exclusif" se réduit donc 
elle -aussi au singlèton "vrai". . 
Pour fournir la valeur "vrai" à 1 'opérateur ''ou-exclusif", 
l'un seulement des trois arguments peut. être 11vrai". Les tables 
PREVAL associées à "b", "ou" et">" sont donc respectivement "vrai", 
"faux", ''faux"; "faux", "vrai n, "faux"; "faux, "faux", "vrai". 
La table PREVAL associée à cet d reprendra successivement 
toutes les combinaisons de valeur rendant le "ou" successivement 
faux, vrai et faux, conformément à sa table PREVAL. 
La table PREVAL associée à c est dès lors la suivante: 
faux .,vrai, vrai, faux, faux, et celle associée à d: faux, yrai, 
faur; .vrai, faux. 
En associant les tables PREVAL à leurs noeuds , on obtient 
l'arborescence suivante, ou 1 est noté pour "vrai" et O pour "faux" • 
. / ... 
A.fin de pouvoir reconstituer la table de vérit é, nous 
introduisons un séparateur dans les listes PREVAL. Ces séparateurs 
seront insérés entre les valeurs provenant de règles di stinctes, 
et seront distincts'd'un niveau à l'autre et y seront insérés 
durant la construction de la table PREVAL. 
Les nouvelles tables ainsi définies auront donc la 
forme terminale suivante: 
' Nom du noeud PREVAL . , associee 
et 1 
a 1 
ou-exc·lusif 1 
b 12020 
ou 02120 
C 021313020 
d 021303120 
> 02021 
Détermination de la table de vérité 
Il convient ici de rassembler les tables PREVAL afin 
d'obtenir la table de vérité du prédicat-arc. 
Si le noeud considéré est une condition élémentaire, sa 
table PREVAL est inchangée. 
Si les noeuds-fils sont tous les conditions él émentaires, 
la table PREVAL du noeud considéré est constituée des tables PREVAL' 
de ses noeuds-fils; nous positionnerons dans ce cas un indicateur 
./ ... 
.re.nc à "vrai 
Exemple 
120 
@) • 
b~~20 
10120 
11020 
®~ 
b~120 c 1313020 
Si tous les noeuds fils ne sont pas tous des conditions 
élémentaires, la première constatation à faire est que chacun des 
n noeud-fils possède dans sa table PREVAL'le mêmernombre de sépa-
rateurs émanant des règles déduites a~ niveau supérieur. Nous 
appellerons NTABLEi le nombre de valeurs comprises dans la table 
TABLE entre le i-1 et le ième séparateur, et généraliserons la 
notion de séparateur à l'indicateur de début ou de fin de ligne. 
Si tous les noeuds-fils ne sont pas des conditions 
élémentaires, il y a récurrence pour le premier fils. Pour les 
fils suivants, nous distinguerons les noeuds conditions élémentaires 
et les autres. Dans le premier cas, si ième est positionné 
(c.à.d. si dans l'analyse des fils actuels, un noeud n'étant pas 
condition élémentaire a été rencontré), alors il faut reproduire · 
en NPREVAL i exemplaires chaque colonne de PREVAL'située entre 
le i-1 et le ième séparateur, puis ajouter PREVAL' à PREVAL. 
Si renc n'est pas positionné, l'ajout de PREVAL' à 
PREVAL rep~ésentèFa la table de vérité partielle des arguments 
déjà analysés. 
Si le noeud n'est pas une condition élémentaire, alors 
il faut déterminer par récurrence sa table PREVAL. Lorsque cette 
étape est terminée, il faut repro.d}_li,re en NPREVAL' i exemplaires 
les colonnes de PREVAL, et en NPREVAL iles groupes de colonnes de 
PREVAL' entre i-1 et le ième séparateur. 
./ ... 
Avant la sortie de cette règle, et quel que soit le 
cas, il faut modifier PREVAL de façon à ce q'uil ne contienne plus 
que les séparateurs autorisés. 
Exemple 
Soit l'arborescence suivante: 
Les tables PREVAL des différents noeuds sont les 
suivantes: 
Nom du noeud PREVAL 
ET 1 
a 1 
0U-EXCL 1 
ou 12020 
C 13130 a)20 
d 130312020 
e 02120 
ou 02021 
f 020213130 
g 020213031 
Le noeud initial est "et" dont les fils ne sont pas des 
conditions élémentaires. 
PREVAL.__ 1 (valeur du PREVAL du 1er fils) 
recurrence pour ou-excl. 
./ ... 
ses fils ne sont pas tous àes conditions élémentaires 
récurrence pour le 1er fils ou 
les deux fils sont des conditions élémentaires. 
-7 PREVAL ?- 131302020 
130312020 
après élimination des séparateurs 
PREVAL 4.--- 1102020 
1012020 
La table PREVAL' du noeud e est 02120. 
Ce noeud est une condition élémentaire, et renc étant 
positionné, le traitement suivant est effectué. 
- duplication en NPREVALi exemplaire de chaque ëolonne de PREVAL' 
située entre le i-1 et le ième séparateur, et inversément 
PREVAL devient dès lors: 0002120 
PREVAL n'étant pas modifié par le dupliquage, sa nouvelle 
valeur est PREVAL+PREVAL' cdd 
1102020 
1012020 
0002120 
L'argument suivant n'étant pas une condition élémentaire, 
il y a détermination ·par récurrence de sa nouvelle table 
PREVAL. Ses deux .arguments étant des conditions élémentaires, 
PREVAL est la juxta-position des deux PREVAL' à savoir 
•- . . ,_ .. 
020213130 
920213031 
De cette table, il faut encore ret'iTer les séparateurs 
indésirables.PREVAL' de "OU" devient dès lors: 
0202110 
0202101. 
Il faut ensuite dupliquer en NPREVAL'i 
exemplaires les colonnes de PREVAL, et en NPREVALi des 
groupes de colonnes de PREVAL'. 
./ ... 
PREVAL devient: 110202000 
101202000 
000212000 
et PREVAL' : 0·002021-10 
000202101 
La nouvelle table PREVAL associée au noeud "OU-EXCL" 
est donc la suivante : 110202000 
101202000 
000212000 
000202110 
000202101 
La table PREVAL du noeud "OU-EXCL" devient, après 
suppression des séparateurs: 1100000 
1010000 
0001000 
0000110 
0000101 
Cette table PREV.AL .redevenant PREVAL' est fus ionnée avec 
celle existante pour le premier argument. 
Le cas envisagé pour le "et" était celui où t ous les 
fils n'étaient pas conditions élémentaires. 
La table PREVAL du premier argument est le singleton 1. 
Il faut dupliquer en NPREVAL'i exemplaires l e s colonnes 
de PREVAL et en NPREVALi exemplaires les groupes de 
colonnes de PREVAL'. 
PREVAL devient 1111111, et P.REVAL' reste inchangé 
La fusion des deux tables fournit dès lors: 
1 1 1 1 1 1 1 
1100000 
1010000 
0001000 
0000110 
0000101 ./ ... 
Si l'algorithme de détermination des conditions élé-
mentaires est appliqué à l'exemple, ïl produira, dans l'ordre, 
les conditions élémentaires: a,c,d,e,f,g. 
La table de vérité peut dès lors être construita par 
association du ième résultat de cet algorithme à la ième ligne de 
la table PREVAL, afin d'obtenir la table de vérité suivante 
'1 ,, 
associée au prédicat-arc a tl ou-exclusif(e ,2!!d,e,f .QJ! g) : 
a 1 1 1 1 1 1 1 
C 1 1 0 0 0 0 0 
d 1 0 1 0 0 0 0 
e 0 0 0 1 0 0 0 
f 0 0 0 0 1 1 0 
g 0 0 0 0 1 0 1 
./ ... 
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