In this work, we construct the first locally-correctable codes (LCCs), and locally-testable codes (LTCs) with constant rate, constant relative distance, and sub-polynomial query complexity. Specifically, we show that there exist LCCs and LTCs with block length n, constant rate (which can even be taken arbitrarily close to 1) and constant relative distance, whose query complexity is exp(Õ( √ log n)) (for LCCs) and (log n) O(log log n) (for LTCs). Previously such codes were known to exist only with Ω(n β ) query complexity (for constant β > 0).
INTRODUCTION
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• We say that a code C is a locally-correctable code (LCC) 1 if there is a randomized algorithm that, when given a string z that is close to a codeword c ∈ C, and a coordinate i, computes ci while making only a small number of queries to z.
• We say that a code C is a locally-testable code (LTC) if there is a randomized algorithm that, when given a string z, decides whether z is a codeword of C, or far from C, while making only a small number of queries to z.
The number of queries that are used by the algorithms is called the query complexity.
Besides being interesting in their own right, LCCs and LTCs have also played important roles in different areas of complexity theory, such as program checking [11, 35, 12, 41] , probabilistically checkable proofs [5, 4, 3, 22] , derandomization, hardness amplification and average-case to worst-case reductions [6, 43, 44] and private information retrieval [13] . It is therefore a natural and well-known question to determine what are the best parameters that LCCs and LTCs can achieve.
LCCs and LTCs were originally studied in the setting where the query complexity was either constant or polylogarithmic. In those settings, it is believed that LCCs and LTCs must be very redundant, since every bit of the codeword must contain, in some sense, information about many other bits of the codeword. Hence, we do not expect such codes to achieve a high rate. In particular, in the setting of constant query complexity, it is known that linear LCCs cannot have constant rate [30, 50, 51] 2 , and that LTCs with certain restrictions cannot have constant rate [16, 10] . On the other hand, the best-known constant-query LCCs have exponential length 3 , and the best-known constant-query LTCs have quasi-linear length (see e.g. [8, 15, 48] ).
It turns out that the picture is completely different when allowing the query complexity to be much larger. In this setting, it has long been known that one can have LCCs and LTCs with constant rate and query complexity O(n β ) for constant β > 0 [5, 41] . More recently, it has been discovered that both LCCs [34, 23, 27] and LTCs [9, 46, 23] can simultaneously achieve rates that are arbitrarily close to 1 and query complexity O(n β ) for an arbitrary constant β > 0. This is in contrast with the general belief that local correctability and testability requires much redundancy, and is of potential interest in practical applications of coding theory to data storage and transmission, as using codes of very small rate translates into increasing the storage required or transmission time manifold, and is unacceptable for most such applications.
In this work, we show that there are LCCs and LTCs with constant rate (which can in fact be taken to be ar-bitrarily close to 1) and constant relative distance, whose associated local algorithms have n o(1) query complexity and running time. We find it quite surprising in light of the fact that there were several quite different constructions of LCCs and LTCs [5, 41, 34, 9, 46, 23, 27] with constant rate and constant relative distance, all of which had Ω(n β ) query complexity. Specifically:
• For LCCs, we obtain query complexity and running time exp( √ log n · log log n).
• For LTCs, we obtain query complexity and running time (log n) O(log log n) .
Furthermore, we show that such codes can achieve stronger trade-offs between the rate and relative distance than were known before. Specifically, over large alphabets (of constant size), our codes approach the Singleton bound: they achieve a tradeoff between rate and distance which is essentially as good as possible for general error-correcting codes. This means that, remarkably, local correctability and local testability with n o (1) queries over large alphabets is not only possible with constant rate and constant relative distance, but it also does not require "paying" anything in terms of rate and relative distance. Over the binary alphabet, our codes meet the Zyablov bound. Such trade-offs were previously not known for any o(n) query complexity.
Main Results
We first state our theorems for the binary alphabet. Theorem 1. For every r ∈ (0, 1), there exists Z(r) ∈ (0, 1) such that there exists an explicit infinite family of binary linear codes {Cn} n satisfying:
1. Cn has block length n, rate at least r, and relative distance at least Z(r).
2.
Cn is locally correctable from 1 2 · Z(r) fraction of errors with query complexity and running time at most exp( √ log n · log log n).
Theorem 2. For every r ∈ (0, 1), there exists Z(r) ∈ (0, 1) such that there exists an explicit infinite family of binary linear codes {Cn} n satisfying:
Cn is locally testable with query complexity and running time at most (log n) O(log log n) .
Our proofs in fact show that Z(r) can be taken to equal any real number smaller than max R∈(r,1)
where H(x) = x log x + (1 − x) log(1 − x) is the binary entropy function and H −1 is the inverse of H in the domain (0, 1 2 ). Thus the codes in the above theorems can be made to approach the Zyablov bound. The above codes over the binary alphabet are obtained by first constructing LCCs and LTCs over large alphabets, and then concatenating them with binary codes. The following theorems describe these large-alphabet LCCs and LTCs, which have the additional feature that they achieve the best possible tradeoff between rate and distance (i.e., they approach the Singleton bound).
Theorem 3. For every r ∈ (0, 1) and ε > 0, there exist a finite alphabet Σ = F s 2 and an explicit infinite family of F2-linear codes {Cn} n over Σ satisfying:
1. Cn has block length n, rate at least r, and relative distance at least 1 − r − ε,
Cn is locally correctable from
fraction of errors with query complexity and running time at most exp( √ log n · log log n),
3
. |Σ| is at most exp(poly(1/ε)).
Theorem 4. For every r ∈ (0, 1) and ε > 0, there exists a finite alphabet Σ = F s 2 and an explicit infinite family of F2-linear codes {Cn} n over Σ satisfying:
2.
Cn is locally testable with query complexity and running time at most (log n) O(log log n) , 3 . |Σ| is at most exp(poly(1/ε)).
The above theorems are proved in Sections 3 and 4. We note that the exponential dependence of the alphabet size on ε follows from our use of the distance-amplification method of Alon, Edmonds, and Luby (see below). This dependence indeed seems to be a bottleneck in all applications of this method, e.g. [25] .
Our Techniques
The AEL distance-amplification. Our constructions are based on a technique of Alon, Edmonds, and Luby [1, 2] . We observe that this technique can be viewed as a method for distance amplification. This distance amplifier, based on a d-regular expander, converts an error-correcting code with relative distance 1/d into an error-correcting code with larger relative distance δ, while reducing the rate only by a factor of ≈ (1 − δ). Thus for a large enough constant d, if we start with a code of rate 1 − ε and relative distance 1/d, where ε δ, then after distance amplification with a d-regular expander, we get a code with rate (1−δ)(1−ε) ≈ (1 − δ) and relative distance δ.
The original application of this technique in [1, 2] was to construct linear-time erasure decodable codes approaching the Singleton bound. In addition to the above distanceamplification technique, [1, 2] constructed a linear-time erasure decodable code (not approaching the Singleton bound) which could be used as the input code to the amplifier. The main result of [1, 2] then follows from the fact that distance amplification via a constant-degree expander preserves linear-time erasure-decodability.
Subsequent applications of this distance-amplification technique followed a similar outline. One first constructs codes with high rate with some (possibly very small) constant relative distance and a certain desirable property. Then, applying distance amplification with a (possibly very large) constant-degree expander, one obtains a code with a much better tradeoff between its rate and relative distance. Finally one shows that the distance amplification with a constant degree expander preserves the desirable property. This scheme was implemented in [25] , who constructed codes that can be decoded in linear time from errors (rather than erasures) and achieve the Singleton bound, and in [24, 26] , who constructed capacity-achieving list-decodable codes with constant alphabet. For the sake of brevity, throughout the rest of this paper, we refer to this technique as the "AEL distance-amplification".
Our observations. The first main observation of this paper is that the distance-amplification technique also preserves the property of being an LCC or an LTC. Specifically, if we start with an LCC or LTC with query complexity q, and then apply distance amplification with a d-regular expander, then the resulting code is an LCC/LTC with query complexity q · poly(d).
The next main observation is that this connection continues to hold even if we take d to be super-constant, and take the LCC or LTC to have sub-constant relative distance Θ(1/d). This is potentially useful, since we only blow up the query complexity by a factor of poly(d), and perhaps LCCs/LTCs with high rate and sub-constant relative distance can have improved query complexity over their constant relative distance counterparts. As far as we are aware, there have been no previous uses of the AEL distance amplification technique using an expander of super-constant degree. Thus to construct LCCs/LTCs with constant rate, constant distance and subpolynomial query complexity, it suffices to construct LCCs/LTCs with constant rate, (somewhat) subconstant distance, and subpolynomial query complexity.
To obtain our results on LCCs, we show that an existing family of high-rate LCCs can achieve sub-polynomial query complexity if we only require them to have sub-constant relative distance. Specifically, multiplicity codes [34] in a superconstant number of variables give us the desired LCCs. To obtain our results on LTCs, we give a new construction of constant rate LTCs in the subconstant distance regime. This construction is iterative, along the lines of a previous iterative construction of LTCs in the constant-query regime by Meir [36] (which is itself inspired by the PCP and LTC construction of [8] 4 , and similar in spirit to several other classical, iterative, brave, yet moderate, algorithms [20] : the zigzag product [40] , undirected connectivity in log-space [39] and the PCP theorem via gap amplification [15] ). Our iterative construction is based on repeated applications of several code operations: tensor product (via a result of Viderman [49] , which builds on a long line of work on testability of tensor products initiated by Ben-Sasson and Sudan [7] ), AEL distance-amplification (this is a second appearance of AEL distance amplification in our construction, this time in a different parameter range), and concatenation.
The generality of the AEL technique.
We wish to draw attention to the AEL technique. It can be viewed as a general scheme for improving the ratedistance tradeoff for codes with certain desirable properties. In particular, it may transfer properties that codes with constant rate and sub-constant relative distance are known to have, to codes with constant rate and constant relative distance, and even to codes approaching the Singleton bound. This is probably the main "take-home message" from this work. Recently, following a preliminary version of this work [38] , Hemenway and Wootters [28] used this observation on the generality of the AEL technique to construct linear-time list-recoverable codes.
Additional results. Using our methods, it is also possible to construct improved codes that are simultaneously locally correctable and locally testable with query complexity of n O(1/ log log n) . This can be done by applying the distance amplification to an appropriate instantiation of the affineinvariant codes of [23] . Our construction of LCCs also implies a construction of locally-decodable codes (LDCs) with similar parameters. This is done by observing that our LCCs are linear and hence can be made systematic. We omit the (standard) details.
Organization of this paper. We review the required preliminaries in Section 2. We sketch the constructions of our LCCs and LTCs in Sections 3 and Section 4. We defer some of the technical proofs to the appendix and omit some other proofs due to space limitations.
PRELIMINARIES

Error-correcting Codes
Let Σ be an alphabet and let n be a positive integer (the block length). A code is simply a subset C ⊆ Σ n . If F is a finite field and Σ is a vector space over F, we say that a code C ⊆ Σ n is F-linear if it is an F-linear subspace of the F-vector space Σ n . If Σ = F, we simply say that C is linear. The rate of a code is the ratio log |C| log(|Σ| n )
, which for F-linear codes equals
. The elements of a code C are called codewords. For any finite alphabet Σ and any pair of strings x, y ∈ Σ n , the relative Hamming distance (or, simply, relative distance) between x and y is the fraction of coordinates on which x and y differ, and is denoted by dist(x, y) def = |{i ∈ [n] : xi = yi}| /n. We say that C has relative distance at least δ if for every pair of distinct codewords c1, c2 ∈ C it holds that dist(c1, c2) ≥ δ. We will use the notation dist(w, C) to denote the relative distance of a string w ∈ Σ n from C, and say that w is ε-
Concatenation. Concatenation is an operation on codes that can be used for reducing the alphabet size of a code. Let Λ and Σ be alphabets, where we think of Σ as being much larger than Λ. Let C ⊆ Σ n be a code over Σ and let H ⊆ Λ m be a code over Λ such that |H| = |Σ|. Let φ : Σ → H be a bijection . The concatenation of C with H is the code C ⊆ Λ m·n that is obtained as follows: for each codeword c ∈ C, we construct a corresponding codeword c ∈ C by replacing each symbol ci with φ(ci). We shall use the following well-known fact.
n be a code with rate rC and relative distance δC , let H ⊆ Λ m be a code with rate rH and relative distance δH , and let C ⊆ Λ m·n be the concatenation of C with H. Then C has rate rC · rH and relative distance δC · δH . Furthermore, if Λ is a field, C is Λ-linear, and H is linear, then C is linear.
Expander Graphs
Expander graphs are graphs with certain pseudorandom connectivity properties. Below, we state the construction and properties that we need. The reader is referred to [29] for a survey. For a graph G, a vertex s and a set of vertices T , let E(s, T ) denote the set of edges that go from s into T . The main object we shall use is a sampler defined below. Roughly speaking, a sampler is a bipartite d-regular graph in which the density of any subset T of right vertices can be approximated by the value of E(s, T )/d for a uniformly random left vertex s.
We say that G is an (α, γ)-sampler if the following holds for every T ⊆ V : For at least 1 − α fraction of the vertices s ∈ U it holds that
Lemma 1. For every α, γ > 0 and every sufficiently large n ∈ N there exists a bipartite d-regular graph Gn,α,γ = (U ∪ V, E) with |U | = |V | = n and d = poly 1 α·γ such that Gn,α,γ is an (α, γ)-sampler. Furthermore, there exists an algorithm that takes as inputs n, α, γ, and a vertex w of Gn,α,γ, and computes the list of the neighbors of w in Gn,α,γ in time poly( log n α·γ ).
The proof of the above lemma is omitted due to space limitations.
Locally-correctable Codes
Intuitively, a code is said to be locally correctable [5, 43, 30] if, given a codeword c ∈ C that has been corrupted by some errors, it is possible to decode any coordinate of c by reading only a small part of the corrupted version of c. Formally, it is defined as follows.
Definition 2. We say that a code C ⊆ Σ n is locally correctable from τ fraction of errors with query complexity q if there exists a randomized algorithm A that satisfies the following requirements:
• Input: A takes as input a coordinate i ∈ [n] and also gets oracle access to a string z ∈ Σ n that is τ -close to a codeword c ∈ C.
• Output: A outputs ci with probability at least 2 3 .
• Query complexity: A makes at mostueries to the oracle z.
We say that the algorithm A is a local corrector of C.
Remark 1. By definition it holds that τ < dist(C)/2. The above success probability of
Locally-testable Codes
Intuitively, a code is said to be locally testable [19, 41, 22] if, given a string z ∈ Σ n , it is possible to determine whether z is a codeword of C, or rather far from C, by reading only a small part of z. There are two variants of LTCs in the literature, "weak" LTCs and "strong" LTCs, where the main difference is that weak LTCs are required to reject only words which are of sufficiently large constant relative distance from C, while strong LTCs are required to reject any word w not in C with probability proportional to the relative distance of w from C. From now on, we will work exclusively with strong LTCs, since it is a simpler notion and allows us to state a stronger result.
Definition 3. We say that a code C ⊆ Σ n is (strongly) locally testable with query complexity q if there exists a randomized algorithm A that satisfies the following requirements:
• Input: A gets oracle access to a string z ∈ Σ n .
• Completeness: If z is a codeword of C, then A accepts with probability 1.
• Soundness: If z is not a codeword of C, then A rejects with probability at least dist(z, C)/4.
We say that the algorithm A is a local tester of C.
A remark on amplifying the rejection probability. It is common to define strong LTCs with an additional parameter ρ, and have the following soundness requirement:
• If z is not a codeword of C, then A rejects with probability at least ρ·dist(z, C).
Our definition corresponds to the special case where ρ = . However, given an LTC with ρ < 1 4 , it is possible to amplify ρ up to 1 4 at the cost of increasing the query complexity by a factor of O(1/ρ). Hence, we chose to fix ρ to 1 4 in our definition, which somewhat simplifies the presentation.
LCCS WITH SUB-POLYNOMIAL QUERY COMPLEXITY
In this section, we sketch the proofs of Theorems 3 (LCCs over large alphabet) and 1 (binary LCCs). The proof of Theorem 3 has two steps: In the first step, we give a transformation that amplifies the fraction of errors from which an LCC can be corrected -this step follows the distance amplification of [1, 2] . In the second step, we construct a locally-correctable code Wn with the the desired query complexity but that can only be corrected from a sub-constant fraction of errors. Finally, we construct the desired code Cn by applying the distance amplification to Wn (in a slightly non-trivial way). Those two steps are formalized in the following pair of lemmas.
Lemma 2. Suppose that there exists a code W with rate rW that is locally correctable from τW fraction of errors with query complexity q. Then, for every 0 < τ < 1 2 and ε > 0, there exists a code C that is locally correctable from τ fraction of errors with query complexity q · poly(1/(ε · τW )), such that:
• |C| = |W |.
• C has relative distance at least 2 · τ , and rate at least rW · (1 − 2 · τ − ε).
• Let Λ denote the alphabet of W . Then, the alphabet of C is Σ def = Λ p for some p = poly(1/(ε · τW )).
Lemma 3. There exists an explicit infinite family of F2-linear codes {Wn} n satisfying:
1. The code Wn has block length n, rate at least 1 − 1 log n , and relative distance at least Ω log log n log 3 n .
2. The code Wn is locally correctable from Ω log log n log 3 n fraction of errors with query complexity exp( log n · log log n).
The most complicated part is the proof of Lemma 2, and we sketch it in Section 3.1 below. The rest of the details are provided in the appendices: We prove Theorem 3 from Lemmas 2 and 3 in Appendix A.1, and prove these lemmas in Appendices A.2 and A.3. We turn to discuss the construction of binary LCCs that meet the Zyablov bound (Theorem 1). Basically, we construct those binary LCCs by concatenating the large-alphabet LCCs of Theorem 3 with appropriate Gilbert-Varshamov codes. However, there is one subtle point that need to be dealt with: we would like to show that the concatenated codes can be locally corrected up to half their relative distance. Such results are usually proved using the GMD decoder of [18] . Unfortunately, this algorithm cannot be used as is in the setting of LCCs. Hence, we design a slight variant of the GMD decoder that is tailored to the setting of LCCs, and this gives us the desired result. The full details of our binary LCC construction are omitted due to space limitations.
Lemma 2 -Proof Overview
. Our goal is to construct a code C that can be locally corrected from τ fraction of errors. The idea of the construction is to combine the LCC W with a ReedSolomon code to obtain a code C that enjoys "the best of both worlds": both the local correctability of W and the good error correction capability of Reed-Solomon. We do it in two steps: first, we construct a code C which can be locally corrected from τ fraction of random errors. Then, we augment C to obtain a code C that can be corrected from τ fraction of adversarial errors.
Random errors. We first describe the construction of C .
To this end, we describe a bijection from W to C . Let w be a codeword of W . To obtain the codeword c ∈ C that corresponds to w, we partition w into blocks of length b (to be determined later), and encode each block with a Reed-Solomon code RS b,d . We choose the relative distance of RS b,d to be 2 · τ + ε, so its rate is 1 − 2 · τ − ε and the rate of C is indeed rW · (1 − 2 · τ − ε), as required.
We now claim that if one applies to a codeword c ∈ C a noise that corrupts each coordinate with probability τ , then the codeword c can be recovered from its corrupted version with high probability. To see it, first observe that with high probability, almost all the blocks of c have at most τ + ε 2 fraction of corrupted coordinates. Let us call those blocks "good blocks", and observe that the good blocks can be corrected by decoding them to the nearest codeword of
is half the relative distance of RS b,d ). Next, observe that if b is sufficiently large, the fraction of "good blocks" is at least 1 − τW , and hence we can correct the remaining τW fraction of errors using the local corrector algorithm of W . It follows that C can be corrected from τ fraction of random errors, as we wanted.
More specifically, the local corrector A of C works roughly as follows: Suppose that A is given a string z which is obtained by taking a codeword of C and corrupting each coordinate with probability τ . The local corrector A of C emulates the local corrector AW of W . Whenever AW makes a query to a coordinate j, the local corrector A emulates it by reading the block of z that corresponds to j, decoding it to the nearest Reed-Solomon codeword, and retrieving the answer to the query of AW from the latter codeword. It is not hard to see that the query complexity of A is not much larger than that of AW , and the above argument shows that A succeeds with high probability.
Adversarial errors. We now show how to augment C to obtain a code C that is correctable from adversarial errors. This requires two additional ideas. The first idea to apply a permutation that is "pseudorandom" in some sense to the coordinates of C . The "pseudorandom" permutation is determined by the edges of an expander graph (see Appendix 2.2). This step is motivated by the hope that, after the adversary decided which coordinates to corrupt, applying the permutation to the coordinates will make the errors behave pseudorandomly. This will allow the above analysis for the case of random errors to go through.
Of course, on its own, this idea is doomed to fail, since the adversary can take the permutation into account when he chooses where to place the errors. Here the second idea comes into play: after applying the permutation to the coordinates of C , we will increase the alphabet size of the code, packing each block of symbols into a new big symbol. The motivation for this step is that increasing the alphabet size restricts the freedom of the adversary in choosing the pattern of errors. Indeed, we will show that after the alphabet size is increased, applying the permutation to the coordinates of the code makes the errors behave pseudorandomly, in the sense that all but τW fraction of the Reed-Solomon blocks get at most τ + ε 2 fraction of errors. This allows us to prove that the code can be decoded from τ fraction of errors, as we wanted.
We conclude by describing the local corrector A of C. Suppose that A is given a string z that is τ -close to a codeword of C . The local corrector A emulates the local corrector AW of W . Whenever AW makes a query to a coordinate j, the local corrector A emulates it as follows: the corrector A reconstructs the block of z that corresponds to j, decodes it to the nearest Reed-Solomon codeword, and retrieves the answer to the query of AW from the latter codeword. The reconstruction is done by reading the big symbols that correspond to the Reed-Solomon block, and reversing the "pseudorandom" permutation. It is not hard to see that the query complexity of A is not much larger than that of AW , and then we argue that A succeeds with high probability along the lines sketched above.
LTCS WITH QUASI POLYLOGARITH-MIC QUERY COMPLEXITY
In this section, we sketch the proof of Theorems 4 (LTCs over large alphabet). Given the latter theorem, it is easy to prove Theorem 2 (binary LTCs), and the reader is referred to [33] for more details.
As in Section 3, the proof of Theorem 4 has two steps. In the first step, we give a transformation that amplifies the relative distance of an LTC -this step follows the distance amplification of [1, 2] . In the second step, we construct a locally-testable code Wn with the desired query complexity but that has sub-constant relative distance. Finally, we construct the code Cn by applying the distance amplification to Wn. Those two steps are formalized in the following pair of lemmas.
Lemma 4. Suppose that there exists a code W with rate rW and relative distance δW that is locally testable with query complexity q. Then, for every 0 < δ, ε < 1, there exists a code C with relative distance at least δ that is locally testable with query complexity q · poly(1/(ε · δW )), such that:
• C has rate at least rW · (1 − δ − ε).
• Let Λ denote the alphabet of W . Then, the alphabet of C is Σ def = Λ p for some p = poly(1/(ε · δW )).
Lemma 5. There exists an explicit infinite family of binary linear codes {Wn} n satisfying:
1. Wn has block length n, rate at least 1 − 1 log n , and relative distance at least 1 poly log n .
Wn is locally testable with query complexity (log n)
O(log log n) .
The proof of Theorem 4 from Lemmas 4 and 5 is analogous to the proof of Theorem 3 from Lemmas 2 and 3, and is omitted due to space limitations. The proof of Lemma 4 is similar to the proof of Lemma 2: the code C is constructed from the code W in exactly the same way, and it can be shown that it has the required relative distance using an argument that is similar to the one of Section 3.1. To show that C is locally testable, we design a tester A that emulates the tester AW of W . As in Section 3.1, we show that each query of AW can be emulated using a small number of queries of A, due to the local nature of the construction. We do not give the full proof here, since the lemma actually follows from our proof of Lemma 6 in Appendix B below.
It remains to describe the proof of Lemma 5. The rest of this section is dedicated to this proof, and is organized as follows. In Section 4.1, we describe two basic operations on codes that are used in the lemma. Then, in Section 4.2, we describe the construction of the codes {Wn} n .
Basic Operations
Tensor Product
The tensor product of codes is an operation whose usefulness for constructions of LTCs has been discovered by [7] , and was studied further in [45, 14, 17, 36, 9, 9, 47, 21, 37, 48, 49] . For a linear code C1 ⊆ F n 1 and C2 ⊆ F n 2 , their tensor product code C1 ⊗ C2 ⊆ F n 1 ×n 2 consists of all the matrices M such that all the rows of M are codewords of C2 and all the columns are codewords of C1. For a linear code C, let C 1 def
The following is a useful fact regarding the tensor product operation and its effect on the classical parameters of a code (see e.g. [42, 17] ).
Fact 2 (Properties of tensor product). Let C1 ⊆ F n 1 and C2 ⊆ F n 2 be linear codes of rates r1, r2 and relative distances δ1, δ2 respectively. Then C1 ⊗ C2 ⊆ F n 1 ×n 2 is a linear code of rate r1 · r2 and relative distance δ1 · δ2.
In our construction, we would like to apply the tensor product operation to LTCs. In order for the argument to work, we need the tensor product to preserve the local testability of the codes. To this end, we define a property of codes called "property ", and observe that the tensor product operation preserves the local testability of codes that have that property. Then, throughout our construction of the codes {Wn} n , we will make sure that the codes we work with have the property .
Definition 4 (Property ).
We say that a code C has property if and only if there exists a code D such that
The following is an easy corollary of [49, Theorem 4.4] (see [33, Corollary 3.4] for details).
Corollary 1. Let C be a code of relative distance δ that is locally testable with query complexity q, and suppose that C has the property . Then, C 2 is locally testable with query complexity 1200 · q/δ 6 .
-distance Amplification
The second operation we use is based on the distance amplification method of [1, 2] (i.e., Lemma 4), but has two adaptations. First, we modify the distance amplification operation such that it yields binary codes rather than codes over a large alphabet. Second, we modify the distance amplification operation such that it preserves the property . The cost of those modifications is that the resulting codes have a somewhat worse rate. We thus obtain the following variant of Lemma 4 above.
Lemma 6 ( -distance amplification).
There exists a universal constant δ0 such that the following holds. Suppose that there exists a binary code C such that:
• C has rate r and relative distance δ < δ0
• C is locally testable with query complexity q.
• C has property .
Then, for every 0 < δ < 1, there exists a binary code C with relative distance at least δ such that:
• |C | = |C|.
• C has rate at least r · (1 − 6 · 12 √ δ ).
• C is locally testable with query complexity q·poly(1/δ).
We now sketch the proof of Lemma 6 (see Appendix B for more details). The code C is constructed as follows: By assumption, there exists a code D such that C = D 2 . We first apply Lemma 4 to D in order to amplify its relative distance. Then, we concatenate the resulting code with a binary Zyablov code, in order to reduce the alphabet to binary -let D be the resulting concatenated code. Finally, we set C def = (D )
2 . Obviously, C has property , and it is not hard to choose the parameters such that it has the desired rate and relative distance. The non-trivial part is to show that C is locally testable. To this end, we use an approach that was developed in [36] : We first show that C can be obtained from C by combining operations that work on small blocks, and operations that permute the coordinates of the code. Then, following [36] , we show that both kinds of operations preserve the local testability of the code and therefore conclude that C is locally testable.
The Construction
In this section we outline the proof of Lemma 5. The fully rigorous proof is omitted due to space limitations. We would like to construct a family of LTCs {Wn} n that has rate 1 − 1 log n , relative distance 1 poly log n , and query complexity (log n) O(log log n) . We construct those LTCs using an iterative strategy, along the lines of the construction of Meir [36] . Our construction starts with a code of very small block length, which can be tested simply by reading the entire received word. Then, the block length is increased iteratively, while the rate, relative distance, and query complexity are not harmed by too much.
We now describe the construction of a code Wn in the family for some fixed block length n. We construct a sequence of LTCs B0, B1 . . ., and we will eventually set Wn def = Bt for some t to be chosen later. All the codes in the seqeunce B0, B1 . . . will have relative distance δ = 1 poly log n . We choose B0 to be an arbitrary code of block length poly log n with rate r0 = 1 − 1 poly log n and relative distance δ. Observe that B0 is trivially locally testable using poly log n queries.
Next, for every i ≥ 0, we obtain the code Bi+1 from the code Bi as follows. Let ni, ri, and qi be the block length, rate, and query complexity of Bi respectively. We apply to the code the two operations discussed above:
• Tensor product: Consider the tensor product (Bi)
2 . The code (Bi) 2 has block length n 2 i , rate r 2 i , relative distance δ 2 , and query complexity qi · poly(1/δ).
• -distance amplification: We apply Lemma 6 to the code (Bi) 2 , in order to amplify its relative distance from δ 2 to δ. We set the resulting code to be Bi+1, and note that it has block length O(n
, relative distance δ, and query complexity qi · poly(1/δ).
By an appropriate choice of δ, we get that the code Ci+1 has rate ri+1 def = = (1 − 1 poly log n ) · r 2 i and query complexity qi · poly log n. Due to our choices of r0 and q0, it is not hard to prove by induction that ri ≥ (1 − O(log log n) , as required.
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APPENDIX A. LCCS -MISSING PROOFS
A.1 Proof of Theorem 3 from Lemmas 2 and 3
It is tempting to try to prove Theorem 3 by applying the transformation of Lemma 2 to the codes Wn of Lemma 3 with τ ≈ . This would indeed yield codes of the required rate, relative distance and query complexity, but the alphabet size of those codes would be too large, and in particular, super-constant.
We therefore take a slightly indirect route: first, we apply the transformation of Lemma 2 to the codes Wn with τ ≈ ε. This yields codes with very high rate, constant (but small) relative distance, and alphabet of super-constant size. Then, we concatenate those codes with binary codes of high rate and small constant distance, thus obtaining binary codes with very high rate and small constant distance. Finally, we apply the transformation to the latter binary codes with τ ≈
1−r 2
, and this gives the codes with the desired parameters. Details follow.
Fix a choice of the parameters r and ε. We describe how to construct the corresponding infinite family of codes {Cn} n . We start by applying Lemma 2 to the family {Wn} n of Lemma 3 with τW = Ω log log n log 3 n , τ = 1 64
· ε, and ε = 1 32 · ε. This yields an infinite family of codes {W n } n that has rate 1 − 1 16
· ε and alphabet size exp exp( √ log n · log log n) , and which is locally correctable from 1 64 · ε fraction of errors with query complexity which is exp( √ log n · log log n). Let {Zn} n be the infinite family of binary Zyablov codes of rate 1 − · ε and relative distance 1 8 · ε 3 whose existence is guaranteed by the Zyablov bound. We concatenate the family {W n } n with the family {Zn} n , thus obtaining an infinite family of binary linear codes {Bn} n with rate 1− 1 4 ·ε and relative distance Ω(ε 4 ). Furthermore, it is not hard to see that those codes are locally correctable from Ω(ε 4 ) fraction of errors using query complexity exp( √ log n · log log n): the localy corrector of {Bn} n emulates the local corrector of {W n } n . Whenever the local corrector of {W n } n makes a query, the localy corrector of {Bn} n reads the corresponding puported codeword of the inner Zyablov code, decodes it to the nearest codeword, and uses the result to answer the query of the local corrector of {W n } n . It is easy to see that the query complexity of this local corrector is of the form exp( √ log n · log log n), and standard arguments of coding theory show that it can correct Ω(ε 4 ) fraction of errors (the detailed are omitted due to space limitations).
Finally, we apply Lemma 2 again, this time to the family {Bn} n , with τW = Ω ε 4 , ε = 1 4
· ε, and
This results in an infinite family {Cn} n of F2-linear codes with rate
and alphabet size exp(poly(1/ε)), which is locally correctable from τ ≥ 1−r−ε 2 fraction of errors with query complexity exp( log n · log log n) · poly(1/ε) = exp( log n · log log n), as required.
A.2 Proof of Lemma 2
A.2.1 The construction of C
Choosing the parameters. Let W , rW , τW , r, ε, and Λ be as in Lemma 2. Let {Gn} n be an infinite family of (τW , Recall that we assumed that W is F2-linear, so |Λ| is a power of 2. Let F be an extension field of F2, whose size is the minimal power of |Λ| that is at least d. Let RS b,d be a Reed-Solomon code over F with relative distance 2 · τ + ε, rate 1 − 2 · τ − ε, and block length d.
Let nW be the block length of W , and let t be such that |F| = |Λ| t . The block length of C will be n def = n W b·t , and its alphabet will be Σ def = F d . Here, we assume that nW is divisible by b · t. If nW is not divisible by b · t, we consider two cases:
• if nW > b · t/ε, we increase nW to the next multiple of b · t by padding the codewords of W with additional zero coordinates. This decreases the rate of W by at most ε, which essentially does not affect our results.
• Otherwise, we set C to be any Reed-Solomon code with blocklength nW , relative distance 2 · τ , and rate 1 − 2 · τ . Observe that such a Reed-Solomon is locally correctable from τ fraction of errors with query complexity
which satisfies our requirements.
A bijection from W to C. We construct the code C by describing a bijection from W to C. Given a codeword w ∈ W , one obtains the corresponding codeword c ∈ C as follows:
blocks of length b · t. We view each of those blocks as a vector in F b , and encode it via the code RS b,d . Let us denote the resulting string by c ∈ F n·d and the resulting codewords of RS b,d by B1, . . . , Bn ∈ F d .
• Next, we apply a "pseudorandom" permutation to the coordinates of c as follows: Let Gn be the graph from the infinite family above and let U = {u1, . . . , un} and V = {v1, . . . , vn} be the left and right vertices of Gn respectively. For each i ∈ [n] and j ∈ [d], we write the j-th symbol of Bi on the j-th edge of ui. Then, we construct new blocks S1, . . . , Sn ∈ F d , by setting the j-th symbol of Si to be the symbol written on the j-th edge of vi.
• Finally, we define the codeword c of C ⊆ Σ n as follows: the i-th coordinate ci is the block Si, reinterpreted as a symbol of the alphabet Σ def = F d . We choose c to be the codeword in C that corresponds to the codeword w in W .
This concludes the definition of the bijection. It is not hard to see that this bijection can be computed in polynomial time, and that the code C is F2-linear. Furthermore, Σ =
as required. The relative distance of C is at least 2 · τ -although this could be proved directly, it also follows immediately from the fact that C is locally correctable from τ fraction of errors, which is proved in the next section.
A.2.2 Local Correctability
In this section, we complete the proof of Lemma 2 by proving that C is locally correctable from τ fraction of errors with query complexity poly(d) · q. To this end, we describe a local corrector A. The algorithm A is based on the following algorithm A0, which locally corrects coordinates of W from a corrupted codeword of C. Lemma 7. There exists an algorithm A0 that satisfies the following requirements:
• Input: A0 takes as input a coordinate i ∈ [nW ], and also gets oracle access to a string z ∈ Σ n that is τ -close to a codeword c ∈ C.
• Output: Let w c be the codeword of W from which c was generated. Then, A0 outputs w c i with probability at least 1 − 1 3·b·t·d .
• Query complexity: A0 makes poly(d)·q queries to the oracle z.
Before proving Lemma 7, we show how to construct the algorithm A given the algorithm A0. Suppose that the algorithm A is given oracle access to a string z that is τ -close to a codeword c ∈ C, and a coordinate i ∈ [n]. The algorithm is required to decode ci. Let w c ∈ Λ n W be the codeword of W from which c was generated, and let B 2. The code Wn is locally correctable from Ω log log n log 3 n fraction of errors with query complexity exp( log n · log log n).
3. The alphabet of Wn is a vector space Λn over F2, such that |Λn| ≤ exp exp( √ log n · log log n) .
Furthermore, the family {Wn} n has a uniform local corrector that runs in time exp( √ log n · log log n).
For the proof of Lemma 3 we use the multiplicity codes of [34] , in a specialized sub-constant relative distance regime. 
The alphabet of C is F ( , 12 · (s + 1)}. Then M is locally correctable from δ/10 fraction of errors with query complexity O(s m · |F|). As discussed in Section 4.3 of [34] , this local corrector can be implemented to have running time poly(|F| , s m ) over fields of constant characteristic. In fact, [31] shows that the query complexity and running time for local correcting multiplicity codes can be further reduced to |F| · O ( 1 δ ) m queries, but this does not lead to any noticeable improvement for our setting.
We now prove Lemma 3.
Proof. Let n ∈ N be a codeword length. We set the code Wn to be a multiplicity code with the following parameters. We choose F to be a field of size 2 √ log n·log log n , and choose m = log n log log n . Note that indeed |F| m = n. We choose s = 2 · m 2 · log n. Let δ = 1 2·m·log n (this will be a lower bound on the relative distance of the code) and choose the degree of the polynomials to be d = s · |F| · (1 − δ).
It can be verified that the relative distance of the code is at least δ ≥ Ω log log n log 3 n . The rate of the code is at least
as required. The alphabet size is
log log n log n log log n   = exp exp log n · log log n .
Moreover, the alphabet is a vector space over F and hence in particular over F2 (since we chose the size of F to be a power of 2). The code Wn is F-linear and in particular F2-linear. By Lemma 10, Wn is locally correctable from 
as required.
B. -DISTANCE AMPLIFICATION
In this section, we describe the -distance amplification operation and analyze its effect on the parameters of an LTC. In other words, we prove Lemma 6, restated next.
Lemma 11. [6] There exists a universal constant δ0 such that the following holds. Suppose that there exists a binary code C such that:
• C is locally testable with query complexity q ·poly(1/δ).
As explained in Section 6, the -distance amplification operation is designed to improve the relative distance of an LTC C while preserving the property . This is done roughly as follows: Let C be an LTC that has the property , i.e., there exists some code D such that C = D 2 . We would like to improve the relative distance of C. To this end, we apply the Alon-Luby distance-amplification technique to D, thus obtaining a code D , and set C = (D )
2 to be the new code. Clearly, C has the property , and it is not hard to show that this operation improves the relative distance. The main challenge in this section will be to show that C is still locally testable.
There is one more issue that needs to be handled: the Alon-Luby distance-amplification technique increases the alphabet size of the code. Thus, if D was a binary linear code, the code D would have alphabet Σ = {0, 1} p for some p ∈ N. In particular, D would not be a linear code, but only an F2-linear code. This is problematic, both because we need to maintain the linearity of our codes (as otherwise the tensor product operation would not be defined), and because we do not want the alphabet size of our codes to increase throughout the iterations. In order to resolve this issue, after applying the Alon-Luby amplification, we concatenate the resulting code with a binary inner code to reduce the alphabet size back to 2.
We now construct the code C and show that it has the required rate and relative distance. In the rest of the section we will show that C is locally testable with the required query complexity and running time. As explained above, the basic idea of the construction is to first apply the AlonLuby distance-amplification to D, and then concatenate the resulting code with a binary inner code to reduce the alphabet size back to 2. We choose δ0 to be sufficiently small such that the Zyablov bound holds. The code C is constructed as follows:
• Recall that the code D has rate √ r and relative distance √ δ. We apply the Alon-Luby distance-amplification (Lemma 2) to the code D, choosing both the parameters δ and ε to be p (for some p = poly(1/δ)).
• We choose our inner code to be the binary linear code Z obtained from the Zyablov bound δ · δZ = √ δ and rate at least
• Finally, we set C def = (D ) 2 . It is not hard to see that C is a linear code over F with relative distance δ and 5 The code meeting the Zyablov bound was chosen just for concreteness of parameters. Any explicit family of binary linear codes with distance δ and rate 1 − poly(δ) (for arbitrary δ) would have sufficed for this construction.
Thus, C has the required parameters. It remains to analyze the query complexity and running time of the local tester of C . The basic idea of the proof is as follows: we observe that C can be obtained from C by applying "local operations", and show that such local operations preserve the local testability. The rest of this section is organized as follows: in Section B.1, we set up a framework for working with local operations, which is a special case of framework of [36] . Then, in Section B.2, we show that C is locally testable by showing that it can be obtained from C using local operations, thus completing the proof of Lemma 6.
B.1 Local Operations
B.1.1 Block-wise Operations
The first type of local operations that we use is block-wise operations, defined as follows.
Definition 5 (Block-wise operations). Let φ : Σ p → Σ m be one-to-one, and let w ∈ Σ n such that p divides n. We say that w ∈ Σ n is obtained by applying φ to w block-wise if it holds that w = φ(w1 . . . wp) φ(wp+1 . . . , w2p) · · · φ(w n −p+1 . . . , w n ).
Observe that applying φ to w block-wise is a one-to-one function. For a set W ⊆ Σ n , we say that a set W ⊆ Σ n is obtained by applying φ to W block-wise if W is the result of applying φ block-wise to all the elements w ∈ W .
The following proposition shows that block-wise operations preserve local testability (this is a variant of Corollary 5.18 in [36] ). Proposition 1. Let L ⊆ Σ n be a code that is locally testable with query complexity q, and let φ : Σ p → Σ m be one-to-one. Then, the code L ⊆ Σ n that is obtained by applying φ to L block-wise is locally testable with query complexity O(m 2 · q).
Proof. Let A be the local tester of L. We describe a local tester A for L . When given oracle access to a purported codeword z ∈ Σ n , the local tester A acts as follows. First, A partitions z to blocks of length m, chooses a uniformly distributed block, checks that this block is an image of φ, and rejects otherwise.
Next, A emulates A. Whenever A makes a query to a coordinate i ∈ [n], the tester A acts as follows: A reads the block of z to which i belongs, i.e., the block whose index is i/p . If this block is not an image of φ, the tester A rejects. If the block is an image of φ, the tester A inverts it, retrieves the value of the i-th coordinate from the preimage, and feeds it to A as an answer to the query. Finally, when A finishes running, A accepts if A accepts and rejects otherwise.
It is easy to see that the query complexity of A is (q + 1) · m, that it has the required running time, and satisfies the completeness property. We show that A rejects z with probability at least
·dist(z , L ) -this can be amplified to dist(z , L )/4 at the cost of increasing the query complexity and running time by a factor of O(m), which will give us the required result (see the discussion in Section 2.4).
Let y be the string that is obtained by replacing each block of z with the closest image of φ. Suppose first that dist(y , z ) ≥ dist(z , L )/2. In this case, at least dist(z , L )/2 fraction of the blocks of z are not images of φ, and hence A rejects in the first step with probability at least dist(z , L )/8.
Consider now the case where that dist(y , z ) < dist(z , L )/2. In this case, the triangle inequality implies that dist(y , L ) ≥ dist(z , L )/2. Let y be the string obtained by inverting φ on all the blocks of y . It is not hard to see that when A emulates a query i of the tester A, it either answers it with yi or rejects. Hence, the rejection probability of A on z is at least the rejection probability of A on y, which is at least dist(y, L)/4. Now, observe that dist(y , L ) · n ≤ m · dist(y, L) · n, and therefore
It thus follows that A rejects z with probability at least · dist(z , L ), as required.
B.1.2 Permutations
The second type of local operations that we use is permuting the coordinates of a code: Definition 6 (Permutations). Let σ : [n] → [n] be a permutation, and let w ∈ Σ n . We say that w ∈ Σ n is obtained by applying σ to w if it holds that w i = w σ(i) for every i ∈ [n]. For a set W ⊆ Σ n , we say that a set W ⊆ Σ n is obtained by applying σ to W if W is the result of applying σ to all the elements w ∈ W . We say that σ is invertible in time T if there is an algorithm that takes as an input a coordinate j ∈ [n], runs in time T , and computes its pre-image σ −1 (j). We refer to the latter algorithm as the inverter of σ.
It is easy to see that applying a permutation preserves local testability. The following proposition states this fact along with the effect of the permutation on the running time of the tester. Proposition 2. Let L ⊆ Σ n be a code that is locally testable with query complexity q, and let σ : [n] → [n] be a permutation. Then, the code L that is obtained by applying σ to L is locally testable with query complexity q.
B.1.3 Local Operations and Tensor Products
The following propositions describe the interaction between the above local operations and tensor products of codes. This will be useful for analyzing the local testability properties of the -distance amplification procedure, which applies local operations to a tensor product code.
Proposition 3. Let F be a finite field, and let φ : F p → F m be a linear one-to-one function. Let L ⊆ F n be a linear code, and let L ⊆ F n be the code that is obtained by applying φ to L block-wise. Then, there exist a linear one-to-one function φ : F 
