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Abstract
Schonbek [M.E. Schonbek, Convergence of solutions to nonlinear dispersive equations, Comm. Partial Differential Equations 7
(1982) 959–1000] obtained the strong convergence of uniform Lploc bounded approximate solutions to hyperbolic scalar equation
under the assumption that the flux function is strictly convex. While in this paper, by constructing four families of Lax entropies,
we succeed in dealing with the non-convexity with the aid of the well-known Bernstein–Weierstrass theorem, and obtaining the
strong convergence of uniform L∞ or Lploc bounded viscosity solutions for scalar conservation law without convexity.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
We are concerned with the strong convergence of a sequence of uniform L∞ or Lp bounded approximate solutions
uε(x, t) of the following Cauchy problem for scalar conservation law:
ut + f (u)x = 0 (1.1)
with measurable initial data
u(x,0) = u0(x), (1.2)
where the real-valued function f (u) ∈ C2(R).
Schonbek [7] obtained the strong convergence of uniform Lploc bounded uε(x, t) as well as an Lp weak solution
for the Cauchy problem (1.1)–(1.2) under the assumptions:
(A1) the flux function f (u) ∈ C2(R) is strictly convex, i.e., f ′′(u) > 0 for u ∈ R;
(A2) f (u) = o(|u|p) as |u| → ∞, and |f ′(u)| C(1 + |u|p−1) for some p > 1.
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Lu [1] under the hypotheses:
(H1) meas{u: f ′′(u) = 0} = 0;
(H2) f (u) ∈ C2(R) satisfies the growth condition |f (u)| C|u| p2 , |f ′(u)| C|u| p2 −1 for some p  2.
The study of the nonlinear hyperbolic equation by using the compensated compactness theory was started with the
help of the Kruzkov entropy by Tartar [9]. After that, DiPerna extended the result to nonlinear hyperbolic systems of
two equations by using the entropy–entropy flux pairs of Lax type. So, it is interesting to use the Lax entropy to give
a new proof for the scalar equation. In this paper, by constructing four families of entropy–entropy flux pairs of Lax
type, we obtain the strong convergence of uniform L∞ or Lploc bounded viscosity solutions for scalar conservation
law without convexity and growth rate at infinity, which implies the existence of a global weak solution to the Cauchy
problem (1.1)–(1.2). At the end of this paper, some applications of these results are also given and more general results
obtained.
2. Existence of L∞ entropy solution
Let us consider the Cauchy problem for the related parabolic equation:
uεt + f
(
uε
)
x
= εuεxx (2.1)
with bounded measurable initial data
uε(x,0) = uε0(x) = u0(x),
∥∥u0(x)∥∥L∞ N. (2.2)
Lemma 2.1. If uε0(x) ∈ L∞, ‖uε0(x)‖L∞  N and f ∈ C2[−N, N ], then the viscosity solutions uε to the Cauchy
problem (2.1)–(2.2) exist and also satisfy ‖uε(x, t)‖L∞ N .
Proof. Since |uε0(x)|N , by the standard maximum principle of parabolic equations, the viscosity solutions uε have
an a priori estimate∥∥uε(x, t)∥∥
L∞ 
∥∥uε0(x)∥∥L∞ N, (2.3)
which implies the existence of uε for t > 0 from Theorem 1.0.2 of [4]. 
Lemma 2.2. Any entropy η(u) ∈ C2(R) of Eq. (1.1) satisfies the H−1 compactness, namely, η(uε)t + q(uε)x is
compact in H−1, where q is the entropy flux associated with the entropy η and uε uniquely defined by the Cauchy
problem (2.1)–(2.2).
Proof. It is obvious that Eq. (1.1) has a strictly convex entropy η(u) = u22 and the corresponding entropy flux q(u) =
uf (u) − ∫ u0 f (s) ds. Let K ⊂ R × R+ be an arbitrary compact set and choose φ ∈ C∞0 (R × R+) such that φ = 1 on
K and 0 φ  1. Then multiplying Eq. (2.1) by uεφ and integrating over R × R+ by parts to obtain
∞∫
0
∞∫
−∞
ε
(
uεx
)2
φ dx dt =
∞∫
0
∞∫
−∞
η
(
uε
)
φt + q
(
uε
)
φx + εη
(
uε
)
φxx dx dt M(φ)
because of the estimates (2.3) and hence
ε
(
uεx
)2
are bounded in L1loc. (2.4)
For any η(u) ∈ C2(R), multiplying Eq. (2.1) by η′(uε), we have
η
(
uε
) + q(uε) = εη(uε) − εη′′(uε)(uεx)2 = I1 + I2. (2.5)t x xx
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Schauder theorem (see Chapter 10 of [10]); I1 is compact in H−1, since |η(uε)x | = |η′(uε)uεx |C|uεx |. The left-hand
side of (2.5) is bounded in W−1,∞, so η(uε)t + q(uε)x is compact in H−1 by the Murat’s Lemma (see [6]). Thus we
finish the proof. 
Now we give two families of entropy–entropy flux pairs of Lax type:
ηk = eku, qk =
u∫
−N
f ′(s)keks ds + f ′(−N)e−kN = f ′(u)eku −
u∫
−N
f ′′(s)eks ds; (2.6)
η−k = e−ku, q−k =
N∫
u
f ′(s)ke−ks ds + f ′(N)e−kN = f ′(u)e−ku +
N∫
u
f ′′(s)e−ks ds. (2.7)
By the integral mean-value theorem,
∫ u
−N f
′′(s)eks ds = f ′′(ξ) ∫ u−N eks ds = O( 1k )eku; similarly, ∫ Nu f ′′(s)e−ks ds =
O( 1
k
)e−ku. Thus
qk(u) =
(
f ′(u) + O
(
1
k
))
ηk(u),
q−k(u) =
(
f ′(u) + O
(
1
k
))
η−k(u). (2.8)
Obviously, the Lax entropies η±k(u) satisfy the H−1 compactness.
To simplify the notation, whenever we extract a subsequence of the viscosity solutions we will also denote it by uε .
By virtue of the estimates (2.3), there is a subsequence uε such that
u(x, t) = w − limuε(x, t). (2.9)
We will use the entropies constructed above to obtain that uε in (2.9) indeed converges point-wisely a.e. to u, which
is an L∞ entropy solution to the Cauchy problem (1.1)–(1.2). More precisely, we give the main result of this section
as follows:
Theorem 2.3. Let ‖u0(x)‖L∞  N and f ∈ C2(R) with the property meas{u | f ′′(u) = 0} = 0. Then uε converges
point-wisely a.e. to u and u is a global L∞ entropy solution to the Cauchy problem (1.1)–(1.2).
Remark 2.4. A function u(x, t) is called an entropy solution of the Cauchy problem (1)–(2) if for any test function
φ(x, t) ∈ C10(R × R+),
∞∫
0
∞∫
−∞
uφt + f (u)φx dx dt +
∞∫
−∞
u0(x)φ(x,0) dx = 0 (2.10)
and
η
(
u(x, t)
)
t
+ q(u(x, t))
x
 0
in the sense of distributions for any convex entropy η(u) of Eq. (1.1), where q(u) is the entropy flux associated
with η(u).
To prove the theorem, we need the following lemma.
Lemma 2.5. Assume that the real-valued function F(s) ∈ C[a, b] has the property: for any k ∈ Z+, ∫ b
a
F (s)eks ds
= 0. Then F(s) ≡ 0 on [a, b].
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β∫
α
F (lnx)xk dx = 0, k  0, k ∈ Z.
Thus for any polynomial p(x), we have
β∫
α
F (lnx)p(x)dx = 0.
Since F(s) ∈ C[a, b], F(lnx) ∈ C[α,β]. Thus by the well-known Bernstein–Weierstrass theorem, there is a sequence
of polynomials pn(x) which converges uniformly to F(lnx). Therefore,
∫ β
α
F 2(lnx)dx = 0 and hence F(lnx) ≡ 0
on [α,β], i.e., F(s) ≡ 0 on [a, b]. 
Proof of Theorem 2.3. Since the viscosity solutions uε(x, t) are uniformly bounded in L∞ space, by the representa-
tion theorem of Young measures, we consider the family of compactly supported probability measures νx,t . Without
loss of generality we may fix (x, t) ∈ R × R+ and consider only one measure ν.
For any entropy–entropy flux pairs (ηi, qi), i = 1,2, of Eq. (1.1) satisfying the compactness of η(uε)t + q(uε)x
in H−1, we have from the Tartar–Murat lemma that
η1
(
uε
)
q2
(
uε
)− η2(uε) q1(uε)= η1(uε)q2(uε)− η2(uε)q1(uε),
where η(uε) = w − limη(uε), q(uε) = w − limq(uε). Then using the representation theorem of Young measures,
we have the following measure equation:
〈ν, η1〉〈ν, q2〉 − 〈ν, η2〉〈ν, q1〉 = 〈ν, η1q2 − η2q1〉. (2.11)
Let I denote the smallest characteristic interval:
I = [u−, u+]⊂ [−N,N ],
which contains the support of ν.
We now prove u− = u+ by contradiction. If u− < u+, we introduce two new probability measures μ±k on I defined
by
〈
μ+k , h
〉 = 〈ν,hηk〉〈ν, ηk〉 ,
〈
μ−k , h
〉= 〈ν,hη−k〉〈ν, η−k〉 ,
where h = h(u) denotes an arbitrary continuous function. Clearly both μ+k and μ−k are uniformly bounded with
respect to k. Then as a consequence of weak-star compactness, there exist probability measures μ± on I such that
〈μ±, h〉 = limk→∞〈μ±k , h〉 after the selection of an appropriate subsequence. Moreover,
suppμ+ = {u+}, suppμ− = {u−}. (2.12)
Indeed, for any function h(u) ∈ C(I) with supph(u) ⊂ [u−, u¯], where u¯ ∈ [u−, u+) is any number, as k → ∞, we
have
|〈ν,hηk〉|
|〈ν, ηk〉| =
|〈ν,heku〉|
|〈ν, eku〉| 
c1eku¯
c2ek(u+−δ)
= c1
c2
ek(u¯+δ−u+) → 0,
where c1, c2 are two suitable positive constants and δ > 0 satisfies δ < u+ − u¯, since I is the smallest characteristic
rectangle of ν. Thus we get the proof of the former equality of (2.12). Similarly we can prove the latter equality.
Let (η1, q1) = (ηk, qk) in (2.11). Then
〈ν, q2〉 − 〈ν, η2〉 〈ν, qk〉〈ν, ηk〉 =
〈ν, ηkq2 − η2qk〉
〈ν, ηk〉 . (2.13)
Noticing the relation (2.8) between ηk and qk , and letting k → ∞ in (2.13), we have
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〈
μ+, f ′(u)
〉 = 〈μ+, q2 − f ′(u)η2〉. (2.14)
Similarly, let (η1, q1) = (η−k, q−k) in (2.11) and let k → ∞. We have
〈ν, q2〉 − 〈ν, η2〉
〈
μ−, f ′(u)
〉 = 〈μ−, q2 − f ′(u)η2〉. (2.15)
Let (η1, q1) = (ηk, qk) and (η2, q2) = (η−k, q−k) in (2.11). Then
〈ν, q−k〉
〈ν, η−k〉 −
〈ν, qk〉
〈ν, ηk〉 =
〈ν, ηkq−k − η−kqk〉
〈ν, η−k〉〈ν, ηk〉 = O
(
1
k
)
1
〈ν, η−k〉〈ν, ηk〉 (2.16)
from (2.8). Clearly, 〈ν, η−k〉  ce−kα , 〈ν, ηk〉  cekα for some α ∈ [u−, u+] and positive constant c. Thus letting
k → ∞ in (2.16), we get〈
μ+, f ′(u)
〉 = 〈μ−, f ′(u)〉 (2.17)
from (2.8). Combining this with (2.14)–(2.15), we obtain the following relation:〈
μ+, q − f ′(u)η〉 = 〈μ−, q − f ′(u)η〉
for any (η, q) satisfying that ηt + qx is compact in H−1. Especially,〈
μ+, qk − f ′(u)ηk
〉= 〈μ−, qk − f ′(u)ηk 〉, k ∈ Z+. (2.18)
Noticing (2.6) and (2.12), it follows from (2.18) that ∫ u+
u− f
′′(s)eks ds = 0 k ∈ Z+. In view of Lemma 2.5, f ′′(s) ≡ 0
on [u−, u+], which contradicts to meas{u | f ′′(u) = 0} = 0. This shows that u− = u+ and the Young measure ν is a
Dirac mass. Therefore, according to the compensated compactness method, uε converges point-wisely a.e. to u, which
is a global bounded entropy solution to the Cauchy problem (1.1)–(1.2). This completes the proof. 
3. Existence of Lp weak solution
We consider the Cauchy problem for the related parabolic equation:
uεt + f
(
uε
)
x
= εuεxx (3.1)
with bounded measurable initial data
uε(x,0) = uε0(x) = φε(x)
1
ε
∫
R
u0(y)J
(
x − y
ε
)
. (3.2)
Here u0(x) ∈ Lp ∩L2(R) and ‖u0(x)‖Lp = M(p), J is a mollifier, namely, 0 J ∈ C∞0 (R), suppJ (x) ⊂ [−1,1] and∫
R J (x)dx = 1; and φε(x) is a smooth function satisfying that 0 φε(x) 1, suppφε(x) ⊂ [− 2ε , 2ε ] and φε(x) = 1
on [− 1
ε
, 1
ε
]. Thus uε0(x) is smooth, and also satisfies:
lim|x|→∞u
ε
0(x) = 0, uε0(x) → u0(x) a.e., as ε → 0.
Moreover, from the classical Young inequality, we have
∥∥uε0(x)∥∥L∞  1ε
∥∥uε0(x)∥∥Lp‖J‖Lp′ M(ε), ∥∥uε0(x)∥∥Lp  ∥∥u0(x)∥∥Lp = M(p) (3.3)
for a positive constant M(ε) depending only on ε, where p′ = p
p−1 .
Lemma 3.1. Let ‖u0(x)‖Lp = M(p) and f ∈ C2(R). Then for any fixed ε and T > 0, there is a solution uε of the
Cauchy problem (3.1)–(3.2) such that uε ∈ C∞0 (R × (0,∞)), and∥∥uε(·, t)∥∥
Lp
M(p), lim|x|→∞u
ε(x, t) = 0 (3.4)
for t ∈ [0, T ].
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lim|x|→∞ uε(x, t) = 0 can be also obtained by Theorem 1.0.2 of [4].
Multiplying Eq. (3.1) by p|uε|p−2uε and then integrating over R × [0, t], we get
∞∫
−∞
∣∣uε(x, t)∣∣p dx +
∞∫
0
∞∫
−∞
εp(p − 1)∣∣uε∣∣p−2(uεx)2 dxdτ =
∞∫
−∞
∣∣uε0(x)∣∣p dx  (M(p))p.
Thus ‖uε(·, t)‖Lp M(p) and hence∥∥uε∥∥
Lp(R×[0,T ]) C(p,T ), (3.5)
where C(p,T ) is a positive constant which depends on p and T . 
Lemma 3.2. Let u0(x) ∈ L2(R) and f ∈ C2(R). Then any entropy η(u) ∈ C20(R) of Eq. (1.1) satisfies the H−1
compactness, namely, η(uε)t + q(uε)x is compact in H−1, where q is the entropy flux associated with the entropy η
and uε uniquely defined by the Cauchy problem (3.1)–(3.2).
Proof. Similar to the proof for the first part in (3.4), multiplying Eq. (3.1) by uε and integrating over R × [0, T ], we
obtain
T∫
0
∞∫
−∞
ε
(
uεx
)2
φ dx dt = 1
2
∞∫
−∞
(
uε0
)2 − (uε(x,T ))2 dx M(T ,∥∥uε0∥∥L2).
This shows that
ε
(
uεx
)2
are bounded in L1
(
R × [0, T ]), T > 0. (3.6)
For any η(u) ∈ C20(R), multiplying Eq. (3.1) by η′(uε), we have
η
(
uε
)
t
+ q(uε)
x
= εη(uε)
xx
− εη′′(uε)(uεx)2 = I1 + I2. (3.7)
Since η(u) ∈ C20(R), η(uε), η′(uε) and η′′(uε) are uniformly bounded with respect to ε. The left is exactly analogous
to that of Lemma 2.2. Thus we get the proof of Lemma 3.2. 
Now we construct two families of entropy–entropy flux pairs of Lax type:
ηm(u) = φm(u)eC(m)u, (3.8)
qm(u) =
u∫
−m
f ′(s)η′m(s) ds = f ′(u)ηm(u) −
u∫
−m
f ′′(s)ηm(s) ds, (3.9)
η−m(u) = φm(u)e−C(m)u, (3.10)
q−m(u) =
m∫
u
f ′(s)η′−m(s) ds = f ′(u)η−m(u) +
m∫
u
f ′′(s)η−m(s) ds (3.11)
for all u ∈ [−m,m], where φm(u) ∈ C∞0 (R) with suppφm ⊂ [−m,m] satisfies φm = 1 on [−m2 , m2 ], 0 φm  1; and
C(m) = m2 + max|u|m(f ′′(u))2. Then by the integral mean-value theorem, we have
u∫
−m
f ′′(s)ηm(s) ds = φm(ξ)f ′′(ξ)
u∫
−m
eC(m)s ds = O
(
1
m
)
eC(m)u,
similarly,
m∫
f ′′(s)η−m(s) ds = O
(
1
m
)
e−C(m)u.u
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qm(u) = f ′(u)ηm(u) + O
(
1
m
)
eC(m)u,
q−m(u) = f ′(u)η−m(u) + O
(
1
m
)
e−C(m)u. (3.12)
Clearly, the Lax entropies η±m(u) ∈ C∞0 (R) and hence satisfy the H−1 compactness by Lemma 3.2.
Noticing the estimates (3.5), there is a subsequence uε such that
uε(x, t) ⇀ u(x, t) weakly in Lp
(
R × [0, T ]), T > 0. (3.13)
We shall prove that the weak convergence in (3.13) is indeed a strong convergence. Precisely, we have the following
theorem:
Theorem 3.3. Let u0(x) ∈ Lp ∩ L2(R) (p > 1) and f ∈ C2(R) with the property meas{u | f ′′(u) = 0} = 0. Then uε
converges to u strongly in Lqloc(R × [0, T ]), T > 0, for any 1 q < p. Furthermore, if the flux function f (u) satisfies
the growth condition∣∣f ′(u)∣∣C(1 + |u|p−1), (3.14)
where C is a positive constant, then u is an Lp entropy solution to the Cauchy problem (3.1)–(3.2) in the sense
of (2.10).
To get the proof for the theorem, we state a lemma.
Lemma 3.4. Assume that the real-valued function F(s) ∈ C[a, b] has the property: for any function η(s) ∈ C20 [a, b],∫ b
a
F (s)η(s) ds = 0. Then F(s) ≡ 0 on [a, b].
Proof. We prove it by contradiction. If there exists s0 ∈ [a, b] such that F(s0) > (<)0, the there must be a interval
[α,β] ⊂ [a, b] such that F(s) > (<)0 on [α,β] from the continuity of F(s). Define
η(s) =
{
(s − α)3(β − s)3, s ∈ [α,β],
0, otherwise.
Then η(s) ∈ C20 [a, b] and
b∫
a
F (s)η(s) ds =
β∫
α
F (s)η(s) ds > (<)0,
which contradicts to the assumption of Lemma 3.4. So F(s) ≡ 0 on [a, b]. 
Proof of Theorem 3.3. Similar to the proof of Lemma 2.3, we consider only one probability measure ν.
Let Q denote the smallest characteristic rectangle
Q = [u−, u+],
which contains the support of ν.
First, we assert that u+ and u− are finite numbers. Namely, there exist α−, α+ ∈ R such that
ν
{
u: α+  u < ∞} = 0 and ν{u: −∞ < u α−}= 0.
We will prove the assertion by contradiction. Our proof is motivated in part by the argument of Lin [3] and Serre [8].
If, oppositely, the assertion is not true, then one of the following three cases holds:
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limK→∞ u−K = −∞, ν(u−K) > 0;
(C2) There exists a sequence {u+K} such that limK→∞ u+K = ∞, ν(u+K) > 0 and u− is a finite number;
(C3) There exists a sequence {u−K} such that limK→∞ u−K = −∞, ν(u−K) > 0 and u+ is a finite number.
For case (C1), as in Section 2, we introduce the probability measures μ±m on Q defined by
〈
μ+m,h
〉 = 〈ν,hηm〉〈ν, ηm〉 ,
〈
μ−m,h
〉 = 〈ν,hη−m〉〈ν, η−m〉
for m > 2 max{|u+1 |, |u−1 |}, where h = h(u) denotes an arbitrary continuous function. As a consequence of weak-
star compactness, there exist probability measures μ± on Q such that 〈δ±, h〉 = limm→∞〈μ±m,h〉 after selecting an
appropriate subsequence. Moreover, similar to the proof for (2.12), we can deduce that the measures δ+ and δ− are
concentrated at ∞ and −∞ respectively, i.e.,
supp δ+ = {∞}, supp δ− = {−∞}. (3.15)
For any entropy–entropy flux pairs (ηi, qi), i = 1,2, of Eq. (1.1) satisfying the compactness of η(uε)t + q(uε)x
in H−1, we have the following measure equation:
〈ν, η1〉〈ν, q2〉 − 〈ν, η2〉〈ν, q1〉 = 〈ν, η1q2 − η2q1〉. (3.16)
Let (η1, q1) = (ηm,qm) in (3.16). Then for sufficiently large m,
〈ν, q2〉 − 〈ν, η2〉 〈ν, qm〉〈ν, ηm〉 =
〈ν, ηmq2 − η2qm〉
〈ν, ηm〉 . (3.17)
Let suppη2(u) ⊂ [−N,N ]. Then for sufficiently large m,
〈ν, ηmq2 − η2qm〉
〈ν, ηm〉 =
〈ν, q2ηm〉
〈ν, ηm〉 −
〈ν, qmη2||u|N 〉
〈ν, ηm〉 . (3.18)
Noticing the relation between ηm and qm in (3.12), and letting m → ∞ in (3.18), it follows from (3.17) that
〈ν, q2〉 − 〈ν, η2〉 lim
m→∞
〈ν, qm〉
〈ν, ηm〉 =
〈
δ+, q2 − f ′(u)η2
〉
. (3.19)
Similarly, let (η1, q1) = (η−m,q−m) in (3.16). Then we have
〈ν, q2〉 − 〈ν, η2〉 lim
m→∞
〈ν, q−m〉
〈ν, η−m〉 =
〈
δ−, q2 − f ′(u)η2
〉
. (3.20)
Let (η1, q1) = (ηm,qm) and (η2, q2) = (η−m,q−m) in (3.16). Then for sufficiently large m,
〈ν, q−m〉
〈ν, η−m〉 −
〈ν, qm〉
〈ν, ηm〉 =
〈ν, ηmq−m − η−mqm〉
〈ν, η−m〉〈ν, ηm〉 . (3.21)
For sufficiently large m with 0 < 2u+K < m, −m < 2u−K < 0 for some K , we have
〈ν, ηm〉 C1eC(m)u+K , 〈ν, η−m〉C2e−C(m)u−K .
Thus the denominator on the right hand of (3.21) tends to infinity as m → ∞; whereas the numerator is O( 1
m
)
from (3.12). Therefore, letting m → ∞, we get
lim
m→∞
〈ν, q−m〉
〈ν, η−m〉 = limm→∞
〈ν, qm〉
〈ν, ηm〉 . (3.22)
Combining this with (3.19)–(3.20), we have〈
δ+, q − f ′(u)η〉 = 〈δ−, q − f ′(u)η〉 (3.23)
566 Z.X. Cheng / J. Math. Anal. Appl. 340 (2008) 558–568for any η(u) ∈ C20(R), where q is the corresponding entropy flux to η. It follows q(∞) = q(−∞) from (3.15).
Integrating the entropy equation q ′(u) = f ′(u)η′(u) over (−∞,∞), we obtain
q(∞) = q(−∞) −
∞∫
−∞
f ′′(s)η(s) ds
and hence
∫ ∞
−∞ f
′′(s)η(s) ds = 0 for all η(u) ∈ C20(R). In view of Lemma 3.4, f ′′(s) ≡ 0 on (−∞,∞), which
contradicts to meas{u | f ′′(u) = 0} = 0. This shows that Case (C1) is impossible.
By similar treatment, we can deduce that
∞∫
u−
f ′′(s)η(s) ds = 0,
u+∫
−∞
f ′′(s)η(s) ds = 0, η(u) ∈ C20(R),
hold for Cases (C2) and (C3), respectively. This is impossible, and hence u+ and u− are finite numbers.
Let K be sufficiently large such that K  2 max{|u+|, |u−|}. We construct the following entropy–entropy fluxes of
Lax type:
η¯k = φKeku, q¯k =
u∫
−K
f ′(s)η¯′k ds = f ′(u)η¯k −
u∫
−K
f ′′(s)η¯k(s) ds;
η¯−k = φKe−ku, q¯−k =
u∫
K
f ′(s)η¯′k ds = f ′(u)η¯−k +
u∫
K
f ′′(s)η¯−k(s) ds,
where φK(u) ∈ C∞0 (R) with suppφK ⊂ [−K,K] satisfies φK = 1 on [−K2 , K2 ], 0 φm  1. Using (η¯±k, q¯±k) to sub-
stitute (η±k, q±k) given by (3.8)–(3.11), then we can get u− = u+ by the same method in the proof for Theorem 2.3.
Thus the Young measure ν is a Dirac mass. Hence uε converges to u strongly in Lqloc for 1 q < p.
Under the growth condition (3.19), it is standard to show that the limit function u(x, t) is a global Lp weak solution
in the sense of (2.10). So we end the proof of Theorem 3.3. 
From the above proof, we can easily get the following conclusion, which is the extension of the result obtained
in [1].
Corollary 3.5. Let u0(x) ∈ Lp(R) and f (u) ∈ C2(R) satisfy the growth condition f ′(u)  C(1 + |u|p−2) for some
p  2. If meas{u: f ′′(u) = 0} = 0, then the viscosity solutions uε of the Cauchy problem (3.1)–(3.2) converges to u
strongly in Lqloc for any 1 q < p and u is a global Lp weak solution to the Cauchy problem (3.1)–(3.2) in the sense
of (2.10).
4. Applications
In the final section, we give some applications of our results and obtain more general conclusions.
First consider the following Cauchy problem for the parabolic equation:
ut + f (u)x + g(u, x, t) = εuxx (4.1)
with measurable initial data
u(x,0) = uε0(x). (4.2)
Theorem 4.1. Assume that uε0(x) = u0(x), ‖u0(x)‖L∞ N , f (u) ∈ C2(R) and g(u, x, t) ∈ C(R × R × R+) has the
property: ug(u, x, t)  0, |u| M and |g(u, x, t)|  C(M), |u| M for some M  N , where C(M) is a positive
constant which depends only on M . Then the viscosity solutions uε exist and satisfy ‖uε‖L∞  M. Moreover, if
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the Cauchy problem
ut + f (u)x + g(u, x, t) = 0 (4.3)
with measurable initial data
u(x,0) = u0(x). (4.4)
Proof. Since the smooth function G(u) = u2 is convex, it follows from Theorem 4.4 of [2] that Σ = {u: G(u)M2}
is a positive invariant region for system (4.1). Hence we have the a priori estimate: G(uε(x, t))  M2, i.e.,
‖uε(x, t)‖L∞  M . The left is completely analogous to that of Theorem 2.3. Thus we get the proof of Theo-
rem 4.1. 
Theorem 4.2. Assume that uε0(x) = u0(x), ‖u0(x)‖L∞ N , f (u) ∈ C2(R) and g(u, x, t) ∈ C(R × R × R+) satisfies
|g(u, x, t)|  C˜(1 + |u|). Then the viscosity solutions uε exist and satisfy ‖uε(x, t)‖L∞(R×[0,T ])  N(T ), T > 0.
Moreover, if meas{u: f ′′(u) = 0} = 0, then there is a subsequence uε which converges a.e. to a weak solution u of the
Cauchy problem (4.3)–(4.4).
Proof. Multiplying Eq. (4.1) by 2u and using the basic inequality, we have(
u2
)
t
+ f ′(u)(u2)
x
= 2uuxx − 2ug(u, x, t)
(
u2
)
xx
+ (2C˜ + 1)u2 + C˜2.
Let w = u2e−(2C˜+1)t + C˜2
2C˜+1e
−(2C˜+1)t
. Then direct calculations show that
wt + f ′(u)wx wxx and w|t=0 = (u|t=0)2 + C˜
2
2C˜ + 1 N
2 + C˜
2
2C˜ + 1 .
Thus we have w(x, t)N2 + C˜2
2C˜+1 by the maximum principle and hence
∥∥uε(x, t)∥∥
L∞(R×[0,T ]) 
[(
N2 + C˜
2
2C˜ + 1
)
e(2C˜+1)t
] 1
2
N(T )
for any T > 0. Then using the same method in the proof of Theorem 2.3, we can finish the proof. 
Theorem 4.3. Let u0(x) ∈ Lp ∩ L2(R) and uε0(x) be defined by (3.2). Assume f (u) ∈ C2(R) and g(u, x, t) ∈
C(R × R × R+) has the property: ug(u, x, t)  0 and | ∂g(u,x,t)
∂u
|  C(1 + |u|p−1). Then the viscosity solutions uε
globally exist and satisfy ‖uε(·, t)‖Lp  ‖u0(x)‖Lp . If meas{u: f ′′(u) = 0} = 0, then there is a subsequence uε
which converges to u strongly in Lqloc for 1  q < p. Furthermore, if the function f (u) satisfy the growth condition
|f ′(u)| C(1 + |u|p−1), then u ∈ Lp(R × [0, T ]) is a global weak solution of the Cauchy problem (4.3)–(4.4) in the
sense of distributions.
Proof. Using the same technique in the proof of Lemma 3.1 and Theorem 4.1, we can obtain the existence uε and
uε ∈ Lpb (R × [0, T ]), T > 0. The left is completely similar to that of Theorem 3.3. Thus we get the proof of Theo-
rem 4.3. 
Next we study the strong convergence of approximate solutions for generalized KdV-Burger equation with dissi-
pation
ut + f (u)x + δuxxx = εuxx (4.5)
and BBM-Burger equation with dissipation
ut + f (u)x + δuxxt = εuxx. (4.6)
Schonbek’s result for the convex flux was extended by Lu [5] to the case meas{u: f ′′(u)} = 0. Since the restriction
of the strict convexity on the flux function f (u) is removed in Theorem 3.3, we can also deduce the following results
directly.
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sequence of smooth solutions of (5.5) which vanish at infinity and take on the smooth initial data uε,δ(x,0) = uεδ0(x)
which have compact support and satisfy ‖uεδ0‖H 2 + ‖uεδ0‖L4  C0. If δ = O(ε3) and meas{u: f ′′(u)} = 0, then there
exists a subsequence uε such that uε → u strongly in Lploc(R × [0, T ]) for 1  p < 4 and u ∈ L4(R × [0, T ]) is a
weak solution of
ut + f (u)x = 0.
Corollary 4.5. Assume f ∈ C2(R) satisfy the growth condition f ′(u)  C(1 + |u|2). Let uεδ : R × [0, T ] → R be a
sequence of smooth solutions of (4.5) which vanish at infinity and take on the smooth initial data uε,δ(x,0) = uεδ0(x)
which satisfy the conditions described in Theorem 4.4 and also ‖uεδ0‖L6  C0. If δ = O(ε4) and meas{u: f ′′(u)} = 0,
then there exists a subsequence uε such that uε → u strongly in Lploc(R×[0, T ]) for 1 p < 6 and u ∈ L6(R×[0, T ])
is a weak solution of
ut + f (u)x = 0.
Theorem 4.6. Assume f ∈ C2(R) satisfy the growth condition f ′(u)  C(1 + |u|p−1) for some p  2. Let
uεδ : R × [0, T ] → R be a sequence of smooth solutions of (4.6) which vanish at infinity and take on the smooth
initial data uεδ0(x) which satisfy the conditions described in Theorem 4.4 and also ‖uεδ0‖L2p  C0. If δ = O(ε4) and
meas{u: f ′′(u)} = 0, then there exists a subsequence uε such that uε → u strongly in Lqloc(R×[0, T ]) for 1 q < 2p
and u ∈ L2p(R × [0, T ]) is a weak solution of
ut + f (u)x = 0.
The key of the proofs for these results is to derive some typical estimates for the approximate solutions of (4.5)
and (4.6) by energy method. That is, we can use several multipliers and the Schwarz’s inequality to obtain the esti-
mates. For instance, the crucial multiplier for Eq. (4.5) is δuxx − f (u); and the one for Eq. (4.6) is u2p−1 + 2εut .
Then via the compactness framework in the proof of Theorem 3.3, we get the proofs. For brevity of the paper, we omit
the specific proofs and refer the readers to [7] for more details.
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