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ABSTR.\CT 
This paper first describes a theory and algorithms for asymptotic integer programs. 
Next, a class of polyhedra 1s introduced. The vertices of these polyhedra provide 
solutions to the asymptotic integer programming problem; their faces are cutting 
planes for the general integer programming problem and, to some extent, the polyhedra 
coincide with the convex hull of the integer points satisfying a linear programming 
problem. These polyhedra are next shown to be cross sections of more symmetric 
higher dimensional polyhedra whose propertics are then studied. Some algorithms 
for integer programming, based on a knowledge of the polyhedra, arc outlined. 
INTRODUCTION 
It is well known that a great variety of combinatorial problems can 
be written as integer programming problems, that is, as systems of 
inequalities : 
A’x’ < b, XI 3 0, X’ integer, (1) 
together with a linear function c’ . x’ to be maximized. In (l), A ’ is an 
m x n integer matrix, X’ an integer n-vector, and b an integer m-vector. 
* This work was supported in part by the Office of Saval Research under contract 
Nonr 3775-(00), NR 047040. 
t Part of this paper was written while the author was a visiting member of the 
Courant Institute of Mathematics, New York ITniversity. 
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Alternatively, the integer programming problem can be written as 
subject to 
max c * x (2) 
Ax=b, x > 0, x integer. 
In this formulation, A is an m x (m + n) integer matrix, x is an (m + n) 
integer vector (including the slacks of the previous formulation), and 
b is an integer m-vector. For simplicity in what follows, we assume 
that A contains an m x wz unit matrix. 
One difficulty with the integer programming approach to combina- 
torial problems is that the formulation of (1) or (2) often provides neither 
an effective algorithm nor insight into the form or other properties of 
the solution. This contrasts with the ordinary linear programming 
problem, which is (1) or (2) without the integer restriction. There the 
simplex method provides what is empirically known to be an effective 
computational method, and there is also information about the form of 
solution. For example, we know that there are at most m positive com- 
ponents in x. 
The differences between linear and integer programming are not 
easily removed, for to be able to use the simplex method on (1) we would 
first have to obtain the faces of the polyhedron P which is the convex 
hull of the lattice points (integer points) satisfying (1). With P or, more 
precisely, the faces of P available, the problem would become an ordinary 
linear programming problem over P, although of an as yet unknown size 
and degree of degeneracy. 
However, and this is the essential point, the dependence of P on A 
or A’ can be complicated indeed. Although the algorithms of [4] and 
[5] obtain faces or vertices of P from the inequalities of (l), they are 
unpredictable in length and have so far shed little light on the structure 
of the polyhedron P. 
Since any algorithm for the integer programming problem, whether 
related to linear programming, branch and bound, exhaustive search, 
or whatever, must end up finding a vertex of P, information on P seems 
relevant to any approach to the integer programming problem. Yet 
information about P is very difficult to obtain. 
In this paper we attack the problem by introducing a family of poly- 
hedra closely related to P but having simpler and more accessible prop- 
erties. 
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These polyhedra are obtained by replacing the columns of the linear 
programming problem by elements of a finite .kbelian group and examining 
the solutions. The polyhedra so obtained are related to the original integer 
programming problem in two ways. First, the vertices of the polyhedra 
give the complete list of solutions to the asymptotic integer programming 
problem-the problem that results when b becomes large. Second, the 
faces of the polyhedra give inequalities that are in a certain sense the 
strongest possible that can be used for a “cutting plane” [4! approach 
to the original problem. Third, under conditions that will be explained, 
the new polyhedra actually coincide with that part of P which is near 
one vertex of the linear programming polyhedron. 
It will be shown that many different polyhedra of this sort can be 
obtained by intersecting various subspaces with a single family of higher 
dimensional polyhedra. Thus we shall see that many seemingly different 
combinatorial problems can actually correspond to different cross sections 
of the same large polyhedron. . 
The paper is divided into three main parts: Sections 1, 2, and 3. 
Section 1A introduces the group equations for a first version of the 
new polyhedra, the corner polyhedra, and gives a geometrical interpreta- 
tion. Section 1B introduces asymptotic integer programming and connects 
it with the corner polyhedra. Results are then given showing the periodicity 
of asymptotic integer solutions, as well as results on their form, domain 
of applicability, and methods of calculation. Appendix 1, which relates 
to this part of the paper, gives a numerical example of an asymptotic 
integer programming problem. 
Section 2 is devoted to the corner polyhedra. Section 2A connects 
the faces of the corner polyhedra with cutting plane methods for the 
general integer programming problem. It then gives a theorem showing 
that all faces of the corner polyhedra can be computed by linear pro- 
gramming. Appendix 3 gives a dynamic programming calculation for 
producing one face. Section 2B develops special properties of the faces 
of the corner polyhedra. Section 2C introduces the family of higher 
dimensional polyhedra, the master polyhedra P(Y, go), of which the various 
corner polvhedra are cross sections and explains the connection between 
the P(Y, go) and corner polyhedra. 
Section 3 is devoted to the P(Y, ,u,,). Section 3A deals with the effect 
of group automorphisms. We see here that there is one master polyhedron 
P(9, go) for each automorphism class of each finite Abelian group. 
Section 3B develops properties of faces of the P(9, go). In particular it 
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includes the proof of a theorem which connects the faces of the master 
polyhedra with the vertices of a special, highly structured linear pro- 
gramming problem. This theorem, which is useful in many ways, is then 
used to compute the first 34 master polyhedra, which are tabulated in 
Appendix 5. It is apparent from these tables that faces can be obtained 
by more special methods. One such method, for the polyhedra belonging 
to cyclic groups, is given in Section 3C. Connections between faces and 
subgroups are given in Section 3D. These theorems enable us to produce 
special faces for any group. Section 3E discusses group characters. It is 
shown that the characters enable us to produce cutting planes while 
doing a linear programming calculation but without knowing what group 
is involved. They explain precisely the relation between the inequalities 
of [4] and the present families of inequalities. Section 3F describes 
special properties of the groups 9Yz n and 9an and their associated master 
polyhedra. The number of vertices is obtained as n + CQ. Section 3G 
summarizes some of the more obvious algorithmic possibilities and some 
directions for further research. 
This paper* follows up the P.N.A.S. notes [7] and [8] in which many 
of the results of Sections 1 and 2 were first outlined. The group notion 
introduced in [7] has since been developed in interesting directions by 
Glover [3] and White [12]. Some of the ideas of Section 1 can be found 
in primitive form in Gilmore and Gomory [2], and some of the results 
of Section 2 were anticipated in a very interesting unpublished paper by 
Taylor [lo] which he has recently brought to my attention. 
I would like to thank Alan Konheim for his contributions to Section 3E, 
Alan Hoffman for many useful remarks and suggestions, and Carol Shanesy 
for carrying out the programming and computation of the faces, vertices, 
and incidence matrices of the polyhedra. 
1. CORNER POLYHEDRA AND ASYMPTOTIC INTEGER PROGRAMMING 
A. Equations for Corner Polyhedra 
In (2) let B be any nonsingular submatrix formed from m columns 
of A. Without loss of generality we can assume that B consists of the 
first m columns ; so 
* Most of the results of this paper were presented in a series of seminars sponsored 
by the American Mathematical Society at Stanford University in July 1967 and 
at the International Symposium on Mathematical Programming at Princeton 
University in August 1967. 
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where B is m x m, and N is m x n. In terms of 
(2) as 
Bx, + Nx, = b, 
455 
B and N we can write 
(2a) 
where xB is an m-vector and xN an n-vector. Once x.~ is chosen, xB = 
B-l(b - Nx,) is uniquely determined by (2a). If x = (xB, x,v) is to 
satisfy all the conditions of (2), a nonnegative integer xAV must be chosen 
such that the resulting xB is both: 
(i) integer and 
(ii) nonnegative. 
X’-SPACE 
FIG. la. P* is shaded region. 
These are the conditions that give a feasible solution to the integer 
programming problem. However, in what follows we shall examine 
instead the problem that results when condition (i) is maintained but 
condition (ii) is dropped, i.e., 
Bx, + Nx, = b, xN 3 0, (xN, xg) integer. (2b) 
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Whenever B is a feasible basis the conditions (2b) have a geometrical 
interpretation which motivates much of what follows. The basis B can 
be thought of as determining a vertex v of the linear programming poly- 
hedron P’ (see Fig. la). Inside P’ is the integer programming polyhedron 
P. If we relax the conditions XB 3 0 as we have done in (2b), the new 
linear programming problem becomes the one corresponding to an un- 
bounded polyhedral cone we will refer to as C, and the integer programming 
problem, given by conditions (2b), corresponds to the polyhedron P*, which 
is the convex hull of the integer points in C. It is P*, the striped area in 
Fig. la, which we refer to as the corner polyhedron. As we will see, and 
as Fig. la suggests, P* is often closely connected to P. 
We now turn to the conditions on x_~ that ensure an integral, but 
not necessarily nonnegative xB. 
Let f be a fixed homomorphism sending M(I), the space of all integer 
m-vectors, onto 9 = 44(1)/M(B). M(B) is the module generated over 
the integers by the columns of B, i.e., the lattice in m-space of all integer 
combinations of these columns, and 9 is the (finite) factor group in which 
all elements of M(B) are treated as zero (are mapped by f into the zero, 
6, of 9). An f can be calculated explicitly from B by standard methods.? 
See, for example, Van der Waerden [ll]. 
Applying f to (24, 
f(BxJ + f(A’xs) = fb. 
f(Bx,) = 0 if and only if x, is integer, so 
f(Nxs) = fb (3) 
is a necessary and sufficient condition on x2,, to produce integer xB. 
If f maps the column Aii of N into the element gi of 3, and sends b 
into g,, then (3) gives 
t--11 
L -‘I ,z f(Ni%+, 1 = fb = 2 (fN,)x,~., 
r-1 
or 
(4) 
t This is done for a numerical example III =\ppendix I 
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So the group equation (4) together with the conditions x,+~ > 0 and 
x m +_i integer ensures nonnegative integer x,,, and integer xB. 
We next introduce variables that have advantages in dealing with 
the group equation (4). With these variables there will be at most one 
variable for each group element. 
Let N be the set of nonzero group elements fAri, i = 1,. . ., n, 
fNi # 0. Let 12’ = INi, Jn’j < n. Introduce n’ variables t(g), one for 
each g E JV; let T be the n’-vector with components t(g). There is 
then a natural correspondence, which in general is many-one, between 
points in x-space that solve (2a) and points in T-space. The correspondence 
F is 
F: (x,, xx) - (xv) - T, 
where T is given by 
t(g) = c 
{zl/(.V,)= 
x tn Vl’ 
Of course, if there is no duplication, i.e., different columns are mapped 
by f into different nonzero R, then T has exactly the same components 
as xA-. 
The points x satisfying (2b), or equivalently the group equation (4), 
correspond under F to those nonnegative integer points of T-space which 
satisfy the group equation 
2 t(g) .
KLk” 
g = go. 
The vertex x = (xB = B-lb, xN = 0) corresponds to xg = 0 and to the 
origin in n’-dimensional T-space. The portion of x-space, in which the 
nonbasic variables remain 3 0, corresponds to the first (or nonnegative) 
orthant in T-space (Fig. lb). Alternatively, in terms of the inequalities 
of (1) and the original n-vector x’, the nonnegative orthant of T-space 
corresponds to the cone C in Fig. la. If T is a nonnegative integer n- 
vector and also solves (5), it is shown in Fig. lb as one of the circled 
integer points. x’ is an integer point of C in Fig. la if, and only if, the 
x of which it is the nonbasic part corresponds to one of these circled 
points in T-space. 
The corner polyhedron is the convex hull, in x-space, of the nonnegative 
integer solutions to (2b). We shall refer to this as P,(B, N, b). The 
convex hull, in T-space, of the nonnegative integer solutions to (5) will 
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be the polyhedron P(9, A’“, g,). The corner polyhedron in n/-space is 
P,,(B, N, b). P,,(B, N, b) and P(Y, JV, g,) are the objects pictured in 
Figs. la and lb. 
FIG. lb. 
These polyhedra are, of course, essentially the same, and we shall 
work throughout with P(%, JV, go). The following easily verified remarks 
give the connection between P,(B, N, b) and P(9, .M, go). 
Remark 1. (xB, x,,,) is a vertex of P,(B, N, b) if and only if 
(i) t = F(x,, x1\-) is a vertex of P( 3, Jlr, go), and 
(ii) whenever fNi = fNj, i # j; then either x,+{ = 0 or x,+~ = 0; 
(iii) whenever fN, = 6, xi = 0. 
In other words, to produce one of the x-space vertices corresponding 
to vertex t, use the component value t(g) as exactly one of its corresponding 
nonbasic x,+,, and use the component value 0 in the others. Doing this 
for each t(g) and setting xi = 0 if fN, = 6 produces x.~. For xB use 
x B = B-i@ - NXs). 
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Turning now to faces, we can denote the T-space inequality 
c&J 4&+(g) b n, by (n, 7c,,), where 7~ is a n’-vector and 7t0 a scalar. 
In x-space we denote an inequality by (?cB, RN,zJ. Using xB = 
B-‘(b - Nx,~) gives an equivalent inequality on the nonbasic variables 
alone, that is, an inequality of the form (0, ji,, ?&,). 
Remark 2. (0, ji,, ii,) is an (n - 1)-dimensional face of P,(B, N, b) 
if, and only if, (n, no), where n(fN,) = iif, is an (n’ - 1)-dimensional face 
of P(9, x, go). 
Thus, to obtain a face of P,(B, N, b) from a face of P(3; ii’, go) we 
merely write the component value n(g) in all the corresponding places 
in 5.~. 
B. Asymptotic Integer Programming 
We will say that an integer point t(g) of P(B, JV, go) is irreducible 
if for any set of integers s(g) and r(g) the conditions 0 < s(g) < t(g), 
0 < 7(g) < t(g)? and XFEdV s(g) * g = ZCEAf % * g imply r(g) = &A for 
We shall see that the integer points of P(%, JV”, go) that occur in 
problems of linear maximization and minimization are points with the 
property of irreducibility. 
THEOREM 1. If t, with nonnegative integer components t(g), is irreducible, 
then the t(g) satisfy 
where 131 is the number of elements in the group. 
Proof. Let t’ = (t’(g)) with 0 < t’(g) < t(g) and integer. Since there 
are t(g) + 1 different possible entries in each component, there are 
ngEM (1 + t(g)) possible different vectors t’ satisfying these inequalities. 
If t is irreducible, the sum xIEM t’(g) * g = g(t’) must be a different 
group element g(t’) for each different 1’. However, there are only 19’) 
different group elements; hence the inequality. 
It is a standard result about these groups that, if 29 = M(I)/M(B), 
then 131 = /det Bl. Thus j92i can be replaced by /det RI in the above. 
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THEoREhl 2. Every vertex of P(9, x, g,) is irreducible. 
Proof. Suppose there is a vertex v = (t(g))gE, and it is reducible, i.e., 
there are integers r(g) and s(g), 0 < r(g) < t(g), 0 < s(g) ,< t(g), r(g) # s(g) 
for some g, and ZBEJy s(g) . g = XgiN dd * g. So 
c Sk) * g 
nwv 
= 23 (4.4 - m + sk)k 
and 
= ,Es (t(g) - s(g) + Q))g. 
Since t(g) - r(g) 3 0 and t(g) - s(g) > 0, the vectors zlr = (t(g) - r(g) + 
s(g)) gSJlr and ~a = (t(g) - s(g) + r(g))zFM have nonnegative integer 
components and solve (5); hence they are in P(%, JV, go). But ‘u = 
(Vi + Q/2, so v is not a vertex. 
It is not true in general that the vertices are the only irreducible 
integer points of P(9, JV, go). Generally, there are many irreducible 
points that are not vertices. However, for the special case of groups 3 
that are direct sums of cyclic groups of order 2 or of groups of order 3, 
all the irreducible points are in fact vertices. This is shown in Section 3F. 
We now return to the original integer programming problem (2) to 
connect it with P(9, JV, go). 
Let B be chosen as an optimal basis of the linear programming problem, 
i.e., (2) without the integer restriction. Let X = (XLI, Xs) be an optimal 
solution to the integer programming problem (2). Since 2 satisfies 
Bx, + NzAV = b, 
the cost c. x can be expressed entirely in terms of the XJy: 
c . x = cBxB + csx,,. = c,B-l(b - NZ,) + c.>xX, 
Linear Algebra and Its Applications 2(1969), 451-558 
POLYHEDRA AND CO.MBINATORIAL PROBLEMS 461 
where c.~* = - c,,, + c,BpiX. Since B is the optimal linear programming 
basis, c,B-lb, which we will denote by zL(b), is the value of the linear 
programming solution, and the components c:+~ of cN* are the relative 
prices of linear programming, and are all 3 0. Denoting the value c. 2 
of the optimal integer solution by z,(b), (6) becomes 
z,(b) = z,,(b) - ~.\.*2,~. (7) 
Let FZ = tand let c* be the n’-vector with components c*(g) = min~,,l,yj=R1 
* c,, I. Clearly, Xs. cN* > ic*. 
Let us consider the problem of minimizing c*t over P(9, JV, go) or, 
equivalently, 
min 2 c*(gP(g), c g * M = go1 (8) 
CEJt” WV 
where t(g) > 0 and integer. t is a feasible, i.e., not necessarily minimal, 
solution to the conditions of (8). Let t* be a minimizing vertex solution 
to (8). Let x* be a vertex of P,(B, AT, b) corresponding to t*, and using 
only least cost columns. That is, x,+~ > 0 only if c,*+, = c*(fNJ. x* 
satisfies the conditions (2b) and the value c. x* can be computed from 
c . x* = c,B-lb - c_~*x~~* = z=(b) ~~ c,.*x.~*. 
But 
l-,-*x,* = c*t*, 
and, since t* minimizes in (s), 
SO 
c . x* > zL(b) - c~\,*-u~~ = z,(b). (9) 
If xLI* > 0, x* is a feasible solution to the integer programming problem. 
By (9) it is also maximizing, so we have the following theorem: 
THEOKEM 3. If t* is a vertex of P(%, J”, go) minimizing (S), thex 
uny corresponding vertex x* of P,(B, N, b), x* = (B-l(b ~ Nx,*), x_~*) 
with Fx* = t*, and x,+~ > 0 only if cz+% = c*(fNJ, is an optimal solution 
to the integer programming jwoblem (2) provided B-l(b - Nxs*) > 0. 
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We now state some conditions that ensure the nonnegativity of 
B-l@ - Nx,*). 
The points y in m-space for which B is a feasible basis form a cone 
given by the condition B-ly >, 0. We denote this cone by K,. The cone 
of points in K, at a euclidean distance of d or more from the frontier of 
K, we denote by KB(d). So K, = KB(0). 
We can now state the following theorem: 
THEOREM 4. If b E K,(I,,,,(D - l)), Caere D = /det BI and I,_ is 
the (euclidean) length of the longest nonbasic column, then the x* of Theorem 
3 is an optimal integer solution to (2). 
Proof. For the t*(g) oft*, z,,, (1 + t*(g)) < 191 = D. Expanding 
shows 
SO 
II~~N*/I = 11 gw+i 11 G I,,, &jgC+i 
= 4rl,, 2% t(g) < hn,,P - 1). 
So, when b E K,(l,,,,(D - l)), (b - Nx,*) E K,; so B-l(b - Nx,*) >/ 0 
and Theorem 3 applies. This proves Theorem 4. 
Now t* is the same for all right-hand sides b which are equivalent 
mod B, since the group equation is unchanged. We can, therefore, put 
together the preceding theorems in the following statement: 
THEOREM 5. If b E K&,,,,(I) - l)), then there is an optimal solution 
to (2) of the form (B-l(b - NxN*(b)), xN*(b)) where the n-vector xAV* is 
periodic in the columns B, of B, i.e., xN*(b + Bi) = xN*(b), for any Bi. 
xN* is part of the vector x* = (xg*, xN*), where Fx* = t* minimizes in 
the group problem: 
min C c*(dtk)~ 2 t(g) * g = go* 
df REX 
and x,+~ > 0 only if c:+_~ = c*(fN,). 
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Some remarks help in understanding this theorem. First of all, let 
us consider the cones and the domain of applicability of the solution. As 
a preliminary, consider the ordinary (noninteger) linear programming 
problem with fixed A and c but with varying right-hand side b. We 
get the picture illustrated in Fig. 2a. The space of possible right-hand 
KB 
bt 
FIG. 2a. 
FIG. 2b. 
side m-vectors b splits up into cones corresponding to the different optimal 
bases B, B,, . . ., etc. If B is optimal for right-hand side b, and b’ is 
another right-hand side such that B-lb’ is > 0, then B is also optimal 
for b’ and, in fact, B-ly > 0 is the necessary and sufficient condition 
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that y is in the cone K,. Theorem 5 shows that each cone has a band 
along the edge of fixed-width l,,,,,(D - 1) depending on the cone, and 
any point not lying on these bands is definitely a right-hand side where 
the solution obtained from the group applies. See Fig. 2b. Within the 
domain of applicability, the solutions have a periodic character. More 
precisely, the solution can be written as the sum of two terms: 
x*(b) = (XB*(b), X.\!*(b)) = (B--V, 0) + (- R-‘Nx,*(b), +*(b)), 
where the first is the linear programming solution and the second is a 
periodic correction. Two right-hand sides b and b’ lying in the same 
position relative to the lattice of columns of I3 will correspond to the 
same group element, and their solutions will differ only by the linear 
programming term B-‘(6 - b’). 
The solution to the group minimization problem need be computed 
only once for each of the possible g,, i.e., for one period. There are D 
possible g,. When this has been done (and it can be done by a single 
dynamic programming calculation as explained below), the solution to 
the integer programming problem has been obtained for all right-hand 
sides in the domain of applicability.+ 
Every b for which the linear programming problem can be solved at 
all belongs to some K, and so has a representation b = zi_T &Bi in 
terms of the columns Bi of R with ili > 0. Unless some Ai = 0, the multiple 
kb will, for large enough k, lie in K,(I,,,(D - 1)). Hence, except for 
the vectors b lying on a lower than m-dimensional surface, the integer 
programming problem Ax = kb for k large enough always lies in the 
domain of applicability. Hence the name asymptotic theorem. 
Let us remark that, for a vector b in the domain of applicability, 
the restriction on the form of the solution to the group equation, which 
says that the components t(g) must satisfy 
n (1 + t(g)) <D, 
&/$f 
carries over to the corresponding vertex x of P(B, N, b). The reason is 
that each nonzero x,+~ is numerically equal to some t(g). Hence there 
are optimal integer programming solutions x to (2) with 
I ~.?I 
y (1 + xrn+i) < D. (10) 
+ Appendix 1 contains a numerical example of an asymptotic integer programming 
problem. 
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When D = 1, we have strip width I,,,(D - 1) = 0 and so, from (lo), 
all XmCi = 0. This is the unimodular case. As D increases, we gradually 
move away from this linear programming form (all x,+~ = 0), and the 
strip widths become larger. At all times the number of positive nonbasic 
variables in the solution x is, again from (lo), limited by log, D. 
Thus we see that there is a gradual transition away from the linear 
programming form of solution toward the most general integer program- 
ming form as D increases. 
Turning now to the actual computation of t, we see that the group 
minimization problem can be formulated as a dynamic programming 
problem with D states, one for each element of G. 
For any set Y’C N and element h E 9, we define $(Y, h) as 
where, as usual, the t(g) are required to be nonnegative integers. $ satisfies 
a simple recursion relation for, if g’ E Y, then either t(g’) = 0 or t(g’) > 1 
in the minimizing solution. In the first case, c$(Y, 12) = $((Y - g’), h); 
in the second case, $(9, h) = c*(g’) + $(Y, /z - g’); so in every case 
$(Y, h) = min{+((.Y -g’), h), c*(g’) + dCCV, h -g’)}. 
$’ 
Although this is not quite a simple dynamic programming recursion, it 
is very close, and the dynamic programming approach is easily adapted 
to the situation. The calculation is given in detail in Appendix 2. The 
arithmetic work involved is proportional to nD. 
It is often useful, both for the group minimization problem and for 
Sections 2 and 3, to introduce the graph H(%, JV”, n) which consists of: 
(i) a vertex -t’(g) for each g E 9, 
(ii) directed arcs e(g, g t g’) from Y(g) to V”(g + g’) for all g E 9’ 
and all g’gNL, 
(iii) an arc length n(g’) assigned to each arc e(g, g + g’) for all g. 
The graph for a cyclic group of four elements 0, g,, g,, g,, with g, = 2g, 
and g, = 3g,, is shown in Fig. 3. JV = {gl, gZ> and :z = (4, 5). 
The minimization problem is exactly the problem of finding the shortest 
path from V(6) to the vertex V(g,) corresponding to the right-hand side 
element go when 7c is taken to be c*. 
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Any of the standard shortest-path methods can be applied to this 
perfectly ordinary graph H(3, N, n) and provide methods for finding 
the shortest path to g, or for finding the shortest path from 6 to g for all 
g and, hence, giving t*(g) for all g. 
FIG. 3 
Finally, let us turn to the actual width of the bands in which the 
solution does not apply. Theorem 4 shows that this width is < l,_(D - l), 
and this formula can easily be converted into a calculation that shows 
‘0 
FIG. 4. Ks is sho\vn for B = 
i i 3 -4 
. For circled dots (b,, b,), the asymptotic 
solution applies. For dots with crosses inside circles, it fails 
whether or not a given b is in K,(2,,,(D - 1)). However, numerical 
examples and the actual vertices of the polyhedra P(‘3, N, g,) computed 
so far indicate that this width, although it can be attained for just the right 
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combination of g,, and of the column attaining I,,,,,, etc., is usually a gross 
overestimate in the sense that most of the points in the band are points 
where the asymptotic solution does in fact apply. See, for example, Fig. 4 
which gives the areas of applicability of the example in Appendix 1. 
This lack of precision in the bound is not surprising, as the bound is based 
on irreducibility rather than on properties peculiar to the vertices them- 
selves. 
“. THE CORNER POLYHEDR;\ 
A. Properties and Faces 
We now turn to the study of the polyhedra P(%, M, g,) themselves, 
independent of group minimization problems. These polyhedra have 
the following useful properties : 
(i) their vertices provide solutions to the asymptotic problem and 
all extreme point solutions to the asymptotic problem correspond to 
these vertices. 
(ii) their faces provide valid inequalities for the original integer 
programming problem ; 
(iii) for some right-hand sides b, the P,(B, N, b) actually coincide 
with portions of the sought-after polyhedron P. 
Property (i) has already essentially emerged from our discussion. To 
state it more precisely: if c is some objective function for which B is 
optimal (the condition is cB(B-‘N) > cjY), then the asymptotic solution 
x to (2) is obtained from some vertex of P,(B, N, b) and, hence, from a 
vertex of P(3, JV, go). Also, if v is any vertex of P(3, JV, g,), there is 
a c, with optimal basis B, whose asymptotic solution is obtained from 
that vertex. 
Property (ii) follows from the fact that the original convex hull P 
of feasible integer solutions to (2) is certainly contained in P,(B, N, b) 
and, therefore, all its points lie on one side of the faces of P,(B, hr, b). 
These faces, as we observed earlier, are almost the same as, and are 
easily obtained from, the faces of P(9, JV, go). 
Property (iii) can be stated more precisely. Consider a vertex ?I of 
P,(B, N, b). If v satisfies the inequalities xB > 0, it will also be a vertex 
of P. If b E K,((D - 1)1,,,), it follows from Theorem 5 that all vertices 
of P,(B, N, b) satisfy xB 3 0. Hence all vertices of P,(B, N, b) are 
vertices of P. Similarly, all bounded faces of P,(B, N, b), being determined 
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by a set of linearly independent vertices, are also faces of P. So, except 
for its unbounded faces, P,(B, N, b) coincides with a portion of P for 
problems with b E K,((D - 1)1,,,). 
It is easily seen that the part of P which coincides with P,(B, N, b) 
consists of (i) all vertices of P which maximize some linear objective 
function c whose linear programming maximum is at the linear program- 
ming vertex determined by the basis B; (ii) the faces of P determined by 
these vertices. 
Turning now to P(%, JV, g,), we see at once that it is either empty 
or n’-dimensional. For, if g, does not lie in G9n, the subgroup generated 
by JV, then no solution to the group equations is possible. On the other 
hand, if g, E 9%, then 
go = c t(g) .6 
WV 
with the t(g) taken 0 < t(g) < s(g). s(g) is the order of the element g, 
i.e., s(g) * g = 0. These t(g) provide one point t of P(9, JV, go). If we 
use u(g) to denote the unit vector with t(g) = 1 and all other components 0, 
then clearly t + s(g)ti(g) is also a solution to (5) for each of the n’ possible 
g E JV; so P(9, JV, g,) is n’-dimensional. 
Of course, if P(9, A’-, go) is empty, so is P,(B, N, b) and the original 
integer programming problem has no solution. 
We next consider faces. By a face of P(9, A’“, go) we will always 
mean an (n’ - 1)-dimensional face or, more precisely, an (n’ - l)-dimen- 
sional hyperplane (i) with all points of P(3, Jlr, go) on one side and (ii) 
generated by the points of P(%, JV, go) lying on it. (Here generated 
means that all points of the hyperplane are weighted sums of the generating 
points with total weight 1.) 
Every face corresponds to some inequality, and we denote the coeffi- 
cients in an inequality such as 
2 n(g)@) 2no (II) 
s&f 
by (7c, zO), where n is n’-vector different from 0 and no a scalar > 0. For 
(n,n,) to provide a face, the vectors t satisfying (11) and the equality 
nt = no must meet the conditions outlined in (i) and (ii) above. 
Now let us call the set of nonnegative integer solutions to (5) the set 
T. Since P(9, A’“, go) is the convex hull of the points of T we can easily 
prove that (11) provides a face of P(3, JV, go) if and only if 
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(i)’ for every t E T, 7~. t 3 rcO, and 
(ii)’ there arc t’ E T which generate the hyperplane nt = no. 
The first fact about faces is: 
THEOREM 6. I/ (n,z, ) is a face of P(9, M, go), then n(g) 3 0 for all 
g E. 1’, and x0 3 0. 
Proof. If t(g) solves (5) so that t(g) E T, then so does t(g) $ n(g)@) 
when the n(g) are any nonnegative integers. If (z, n,) is a face, we must, 
therefore, have 
for any choice whatsoever of the n(g). But, if n(s’) were < 0 for some 
g’, then for n(g’) sufficiently large t(g) + n(g)s(g) would not satisfy the 
inequality. So n(g) 3 0 for all g. Also, since the t(g) and n(g) are 3 0, 
and equality must be obtained for some t(g) if (z, z,,) is a face, it follows 
that 7c,, 3 0. 
Next we have a theorem which connects the faces of P(L9, N, g,) 
with a linear programming problem: 
THEOREM 7. The inequality d 3 n, > 0 provides a face of P(9’, A’“, go) 
if, and only if, n is a basic feasible solution of the system of inequalities 
nt >Z”, all tg T. 
This system involves one inequality for each t E T. A basic feasible 
solution is one which satisfies all the inequalities and produces equality 
on a set of rows of rank n’. 
Proof. If (n, jza) provides a face, then, by (i)‘, 7~ * t 3 q, for all t E T, 
and, by (ii)‘, there are n’ t” E T which satisfy 7c * t’ = q, and generate the 
hyperplane n. t = no. Since the t” generate the hyperplane and since 
no > 0, the hyperplane does not pass through the origin, the ti must 
be linearly independent. Therefore 7t is a basic solution. 
Now, if 7~ is a basic feasible solution to the system of inequalities, we 
ha\re ;z * t 2 x0 all t E T and, hence, (i)’ is satisfied. Since 7~ is basic, there 
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are n’ independent rows which are satisfied as equalities; we may take 
these rows as the vectors t”. Since they are linearly independent, they 
must generate the entire hyperplane 7c - t = q,; so (ii)’ is satisfied and 
(n,n,) is a face. 
There are a number of remarks to be made about this theorem: 
(i) We can perfectly well fix no at 1 in Theorem 7, since positive 
multiples of (n, n,,) yield the same face. 
(ii) Although there is an infinity of t E T, all t with t(g) > s(g) are 
superfluous. Hence the number of inequalities is trivially reducible to 
the finite number npE,M (1 + s(g)). 
(iii) The large finite number of rows remaining in nt >, z-c,, could be 
dealt with in a computation by using row generating methods like those 
of [6] and [9]. Basically, one uses either the primal or the dual simplex 
method but produces rows only when needed. 
In the primal method, after selecting a pivot column, one needs to 
know the row which represents the inequality that is violated first if the 
variable of the pivot column is increased. This leads to an extremalization 
problem over all possible rows. The row selected is the pivot row for the 
pivot step, and this is repeated. 
In the dual method, we look for the row whose inequality is most 
violated and select it for each pivot step. 
In our case these extremalization problems over all rows become 
extremalization problems over all t E T or over all solutions to the group 
equations; so any of the shortest-path or dynamic programming methods 
for group minimization apply. 
(iv) To get started with a primal method, a primal feasible solution 
is desirable. That is, one face of P(g, Jlr, g,) is wanted. Now (at least) 
one face can be obtained by variants of the dynamic programming or 
shortest-path schemes for group maximization. The idea of the variant 
is this: choose the n(g) so that the shortest-path problem, say, has ties 
in its solution, i.e., more than one shortest path. By changing the n(g) 
to produce more ties, one eventually produces a 7~ for which there are 
PZ’ - 1 independent shortest paths (independent solutions t”), each costing 
no (i.e., 7~. ti = n,), and all other paths are longer, i.e., for all other t, 
2x.t >no. This calculation is given in Appendix 3. 
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B. Faces: Special Properties 
Let us turn now to some more of the properties of faces of P( 9, M, go). 
In Theorem 7 we discussed only faces (n, n,) with z0 > 0. Since any 
face can be given by an inequality (7c, no) with ?t,, 3 0, there still remains 
the possibility z0 = 0. 
THEOREM 8. The only possible faces (n, 7c,,) of P(3, JV”, g,) with no = 0 
are the n’ hyperplanes n = u(g) or, equivalently, t(g) = 0. 
Proof. Suppose (n, 0) is a face of P(9, N, go). Since the origin lies 
on this hyperplane, it is a (12’ - 1)-dimensional subspace, and, as it is 
generated by elements t E T, there must be a set of n’ - 1 linearly in- 
dependent t E T on the hyperplane. So, for each of these t”, i = 1, . . . , n’ - 
1, we have 7c * 2’ = 0. Since the n(g) are >, 0, we have n(g) = 0 unless 
t”(g) = 0 for all vectors ti. But, if t”(g) = 0, all i, for more than one element 
g, the rank of the n’ - 1 vectors t” would be n’ - 2 or less, a contradiction. 
So the only possibility aside from n(g) = 0, all g EN, is n(h) > 0, and 
z(g) = 0, g # h, which yields the face of the theorem. 
We have shown that the conditions t(h) > 0 give the only possible 
faces with right-hand side x0 = 0. It is also easy to say when these 
conditions actually do give faces. 
THEOREM 9. t(h) 3 0 is a face of P(9, JV, g,) if, and only if, the 
element g, lies in the subgroup gJy-_, of .qU generated by the elements of 
./v-h. If g&Q_,~ then t(h) >, p > 0 is a face. Here p is the 
smallest positive integeu’defining the coset ph + r9,,y_ ,~ in which g, lies. 
Proof. If go4 ~Jr_,,~ then there are no solutions to the group 
equations with t(h) = 0; hence t(h) > 0 is not a face. If go E 3 /j/_/,1 
then we must have a representation 
and the unit vectors s(g)u(g) added to t for all g EM - h form an 
(n’ - 1)-dimensional array of solutions to t(h) = 0; hence t(h) > 0 is a 
face. 
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P(3, M, go) is not empty, g, is in one of these cosets. The coset must be 
of the form $h f rgN__,,, and we can choose for each coset the smallest 
possible fi. Again, this gives one solution to the equality t(h) >, p, and 
the others follow by adding unit vectors z&(g), g E JV ~ 71. Since there 
is no representation for g, with t(/z) < #, the inequality t(h) >, p is satisfied 
for all t E T. 
In what follows it is particularly useful to remember the shortest- 
path interpretation based on the graph H(%, A’“, n). In this graph a 
shortest path P from Y+‘(O) to V&J, which contains t(g) arcs corresponding 
to g, gives a solution t = t(g), g E JV to the group minimization problem. 
The objective function is z = n(g), g E JV. There are, of course, man> 
different paths corresponding to the same solution t(g) in which the cor- 
responding arcs are taken in different orders. 
LEMMA 1. .S~~ppo.se P is a shortest path front i ‘(6) to +.(g,) and t 
the corresponding solution. Then, if t’ is any nonnegative integer vector 
z&h t’(g) < t(g), and ZPEuV t’(g) . g = k, then an>) path starting at V(g) 
and corresponding to the 7lectoY t’(g) is a shortest Path from $“(g) to T(g + h). 
Proof. It is clear from the definitions that any path corresponding 
to t’ and starting at V(g) must go from V(g) to “y_(g + 1%). If there were 
a shorter path P” from V(g) to Y”(g + k), then the corresponding 1” 
would have t” * ;I < t’ . n; and, since v *,,-,,,” t”(g)g = 1% (L” + (t - t’)) 
would give a path from P”(0) tog, which would be shorter than the shortest 
path since (t” + (t - t’)) . z < t. n. This is a contradiction. 
LEMMA 2. I/ (n, no), x0 > 0, is a face of P(Y, N, go), and g E A’, 
then there is a shortest path from Y(6) to V&J with t(g) > 0. This implies 
that there is a shortest Path /ram V(0) to %‘(g,J passing through V(g). 
Proof. Since (n, no) is a face with z,, > 0, there exist 12’ linearl) 
independent tZ with t’n = n,,. For all other t satisfying (5), 1. n 3 no. 
Each of these t” yields shortest paths. If all t”(g) = 0, for some g, the t’ 
would be linearly dependent; so at least one has t’(g) 3 1. 
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THEOREhf 10. If (n,n,), S-C,, > 0 is a face, n(g) is the hZ@h Of the 
shortest path from Y(0) to Y(g). 
Proof. By Lemma 2, there is a shortest path to V”(gO) with t(g) 3 1. 
Using this solution as t and IL(~) as t’, by Lemma 1 the one arc path 
corresponding to u(g) is a shortest path. The length of the path is n(g). 
COROLLARY 1. If gl and g, E .A’/’ and g = g, + g, with g E N, then 
n(g) f 4gJ + n(g2). 
Proof. t(gJ = 1, t(g.J = 1 provide a path to V(g) of length n(gJ + 
n(g,), but n(g) is the length of the shortest path to V(g). 
COROLLARY 2. If g, and g, E A”, and g, + g2 = 60, then j’d&) + 
7&) = 760. 
Proof. By Lemma 2, there is a shortest path from V-(O) to 9^(g,,) 
with t(gl) > 0. Let the corresponding solution be t. Then both I 
and t - u(gJ are vectors t’ satisfying Lemma I, and hence they correspond 
to shortest paths from -t’(i) to V(gr) and from 3 ‘(0) to V(gJ (g2 = go - gl) , 
respectively; so _ 
and therefore, by Theorem 10, 
Leaving for the moment the properties of the n(g) associated with a 
fixed face of a fixed polyhedron P(3, N, go), we ask instead the following 
question. When does a face persist from one polyhedron to the next, 
i.e., when, if (n, no) provides a face of P(Y, .A*, go), does it also provide 
a face of P(%, A’“, h) ? 
It is easily seen that persistence of a face in this sense is too strong 
a demand. For, if (n, no) is to be a face for both polyhedra, there would 
have to be at least S’ shortest paths from V(6) to V(g,) and n’ more from 
V-(6) to V”(h), all of the same length, and this seems to be a very special 
situation. However, if we allow parallel displacement of a face, we see 
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that persistence of a face in this sense is common and occurs under the 
following simple sufficient condition : 
THEOREM 11. Consider the graph H(9, M, n) with arc lengths n(g) 
based on a face (n, n,,), rz,, > 0, of P(9, N, go). Let V(h) be alzy of the 
vertices that can be reached by a shortest path passing through V(g,,). Then 
for each such V(h) there is a constant n&h) such that (n, n,(h)) provides a 
face for P(Y, JV, 12). 
Proof. Let t(h) be the vector corresponding to the shortest path from 
Y‘(gJ to V(h). Then, if the t’, i = 1, . . , n‘, give the n’ linearly independent 
shortest paths from V(6) to Y‘(g,), the n’ vectors ti + t(h) provide n’ 
paths from V(0) to V(h). Because of our assumption about the existence 
of a shortest path through V(gO) to V(h), these are all shortest paths. 
What must be shown is that these vectors are still linearly independent. 
Now suppose there is a dependence with weights wi. We can assume 
the wi sum to 1; so, using the weights to form a zero vector, we would 
have 
j? + (2 w$’ + t(h))) = 0. 
But n. t’ = q, ; hence 
;cO + it. t(h) = 0. 
But q, > 0 and all components of 71 and of t(h) are nonnegative ; therefore 
this is a contradiction. Thus these paths are linearly independent and 
(n, n,(h)) is a face of P(Y, Jlr, h) with q,(h) the shortest-path distance 
from V(i) to V(h). 
We now turn away from the P(9, A”, go) to introduce the larger 
polyhedra P(59, go), which are investigated in more detail in the next 
section. 
C. The Polyhedra P(Y, go) 
We define P(9, go) as P(%, 9 - 6, go). The set JV is taken to be all 
of 9 except 6 and, adopting for 3 - 6 the symbol SF, we therefore 
define P(3, go) as the convex hull of the nonnegative* integer vectors 
* For g, = 0, we define P($?, (0)) as the convex hull of the nonzero nonnegative 
vectors satisfying (12). The solution t(g) = 0 is excluded. 
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t in D - 1 = 13 - 1 dimensional space ED_, satisfying 
The relation between P(9, go) and P(3, JV, go) is given by the following 
theorem. If we let E(N) be the n’-dimensional subspace in (D - l)- 
dimensional space in which t(g) = 0, g $ A’, we can identify our previous 
n’-dimensional space with this subspace and consider P(3, JV, g,) as 
lying in this space. All vectors t in our previous s’-dimensional space 
are extended by adding components t(g) = 0 for all g 4 .N. Then we 
have the theorem. 
THEOREM 12. P(9’, N, go) = P(F?, g,) il E(N). 
The theorem asserts that the various possible P(3, JV, go) are obtained 
from the master polyhedron P(%, go) by setting some variables to zero. 
Since P(Y, A’-, go) is the convex hull of certain lattice points in P(3, go) fl 
E(N), the content of the theorem is that P(%, N, g,) is in fact the whole 
intersection. Of course, in general, the intersection of P(%, g,) with 
some subspace would be completely different from the convex hull of 
the lattice points in that intersection. (There could be no lattice points 
in the intersection, for example.) They coincide here because the intersec- 
tion lies entirely on one side of P(9, go). This is the only property used 
in the following proof. 
Proof. Clearly, any nonnegative integer t E P(%, .N, g,,) lies in E(N) 
and, since it satisfies zXEJ1/. t(g) . g = g,, it satisfies (12) and so is in 
P(3, go). Therefore P(9, N, g,) C P(9, go) fl E(N). 
Xow suppose a point $ E P(9, g,) ll E(N). Since it is in P(9,g,), 
it is a convex combination of integer points ti E P(Y, go) which satisfy 
(12). Selecting those ti with positive, i.e., nonzero, weight iii only, we have 
p = 2; A,,“. s ince p E E(M), its gth component p(g) must = 0 for 
g $ N. So each tf E E(N). Since t’ satisfies (12) and lies in E&h’“), it also 
satisfies the group equation defining P(3, M, go) and so is in P(9, JV, go). 
Thus p is a convex combination of points of P(3, JV, go). So $ E P(Y, JV, go) 
and, therefore, P(9, JV, go) 3 P(9, go) fl E(N), which concludes the proof. 
With respect to vertices and faces the connection between P(9, go) 
and P(G9, .N, go) is quite direct and is summarized as follows: 
I.ineau .4lgsbra and Its .4pplzcations 2(1969), 461-538 
476 K. E. GOMORY 
THEOREM 13. (i) An inequality (n, no) with x an n’-vector provides 
an (n’ - I)-dimensional face of P(%, JV, go) ij ad only if there is a (D - l)- 
dimensional face (d, no) of P(Y, g,) z&h n’(g) = n(g) all g EN. 
(ii) Every vertex of P(9, JV, g,) is a vertex of P(9, g,,). A vertex 
t = t(g) of P(3, go) is a vertex of P(3, N, g,) if and only if t E E(N). 
TABLE I 
FACES 
.?cl ?c2 n3 n4 715 no 
101011 
2 1 3 2 1 3 
1 2 3 2 1 3 
1 2 3 1 2 3 
100000 
010000 
001000 
000100 
000010 
P@,,{(O), (l), (2)? (3), (5)If (3)) 
?cl ?cz n3 nj Jzg 
1 0 1 1 1 
2 1 3 1 3 
1 2 3 1 3 
1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
VERTICES 
Essentially, (i) states that every face of P(9, M, g,) is obtained by 
taking some face of P(S’, g,) and simply omitting the components of 
7~’ $X. If this is done for all faces of P(3, g,), all faces of P(Y, N, g,) 
will be obtained plus some valid but superfluous inequalities. To prove 
(i) we merely note that, in view of Theorem 12, P(%, N, g,) is the set of 
points satisfying 
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for all (n, x0) that are faces of P(9, go). Now, if a polyhedron is given by 
a finite set of inequalities, each face corresponds to some one of these 
inequalities; so each face of E’(9, JV, g,) corresponds to some (z, n,,). 
For (ii) we merely note that, if t is a vertex of P(%, 8,) with all t(g) L 0, 
g C$ JV, then it is in E(J) and certainly, as a vertex of P(3, g,), it is a 
vertex of P(3, N, 8,). If t were a vertex of P(9, M, go) and not avertex 
of P(%‘, g,), it would have to be a positive convex combination of points 
of P(Y, g,). But, just as in the proof of Theorem 12, these points must 
lie in P(Y, M, g,); this would contradict the assumption that t is a 
vertex of P(F?, JV”, g,). 
Table I illustrates the relationships (i) and (ii) for the polyhedra 
P(g’,, (3)) and P(g,, {(O), (l), (2), (3), (S)}, (3)). 
Thus the faces and vertices of P(3, 8,) contain the faces and vertices 
of P(3, JV, g,) for all possible JV, and so contain information about 
many different problems. 
M’e turn next to the study of the P(9, go), 
:3. PROPERTIES OF THE P(y, R,,) 
A. Automorjlhisms 
In dealing with P(9, g,) there is much to be gained from the use of 
symmetry as expressed in the group automorphisms. In what follows 
we shall see that, in dealing with P(Y, go), one face leads to other faces, 
one vertex leads to other vertices, and knowledge about P(Y, go) leads 
to knowledge about other polyhedra P(F?, h). 
1Ve start by describing the effect of an automorphism on a face of 
P(YJ 8,). 
THEOREM 11. If (z, 7~“) is a fmx oj P(c??, g,) witlz components z(g) 
and +: 9 + 9 is an)’ automorphism of 9, then (ii, no) -with components 
S(g) = x(4-lg) is a face of P(Y, r&J). 
Proof. We make use of the graph H(3, SfL,n) which we now refer 
to as H(9,n). In H(Y,n), let P be any path from V(6) to V’“(g,), i.e., 
any vector t = t(g), g E Y+, satisfying 
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c t(g) .g = go. 
S&T+ 
Applying the automorphism 4 gives 
c t(g) * +(A = &To) = lz+ Wig) * g; 
r&P 
so the vector Z = E(g) = t($-lg) g ives a path P to V($(g,)). Now we 
introduce new arc lengths E(g) = n($-lg). The length of P in terms 
of the Z(g) is 
c %)Qg) = IE~+wM-lg~ = gE~+n(g)t(g) = I(P) ; 
YE%+ 
therefore under the automorphism 4 the path P in H(9, n) goes into 
a path P in H(%, 5) of equal length. Thus, as 4 has an inverse 4-l, 
this sets up a one-to-one length preserving correspondence between paths 
in H(9,n) and paths in H(‘3, E). In particular, shortest paths go into 
shortest paths. Also, since Z is merely a rearrangement of the components 
of t, a set of linearly independent t go into a set of linearly independent f. 
If t’ are the independent set of shortest paths in H(~,JE), the ? are an 
independent set in H(9, ?i) ; thus ?i satisfies the conditions for a face. 
Since the faces completely determine the polyhedra, this means that 
the polyhedra P(9, go) and P(3, $(g,)) are identical after the rearrange- 
ment of coordinates induced by $. If $1 eaves go fixed, this is a symmetry 
of P(%, go). If $(go) = h # g,, this means that the polyhedron P(3, h) 
can be obtained by simply rearranging the coordinates, once P(%, go) is 
obtained. For example, if 9 is cyclic of prime order, there is an auto- 
morphism $ mapping go onto every nonzero 12, so there is essentially 
only one polyhedron P(9, go) to be obtained. All of the various other 
P(%, h) have the same number of vertices, faces, etc., which can be 
explicitly exhibited, once P(9, go) has been obtained, simply by applying 
the automorphism $ that sends go onto h. 
In general, then, there is essentially only one polyhedron P(3, go) 
for each automorphism class in 9’. 
For vertices we have the following corollary: 
COROLLARY. If t = t(g) is a vertex of P(9, go), thert t = f(g) = t(y5-lg) 
is a vertex of P(9, #go). 
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Vertices, however, have an additional property : they can be produced 
by taking subsets. 
THEOREM 15. Let t = t(g) be a vertex of P(Y, go). Let s = s(g) with 
0 < s(g) < t(g) for all g E F. Then, if 
h = 2 s(g) . g, 
n&f+ 
s is a vertex of P(3, h). 
Proof. Lemma 1, specialized to our situation, shows that, if t is a 
shortest path from Y(O) to Y(g,,), then s is a shortest path from Y(O) to 
Y(h). Lemma 1 can be applied to any YC used as an objective function 
in this minimization problem, not only to faces n; thus any ?t minimized 
over P(F?, go) at t is a x minimized over P(3, h) at s. Since t is a vertex, 
there are certainly D - 1 independent vectors z minimized at t; since 
these are minimized at s, it must be a vertex also. 
COROLLARY. Let t and s be as in Theorem 15. If there is a $ 
such that $h = go, then S = S(g) = s($-lg) is a vertex of P(3, go). 
This corollary merely combines Theorems 14 and 15, but it allows 
additional vertices to be produced for the same polyhedron even when 
no automorphisms leave g, fixed. For example, consider the cyclic group 
of order 11. Denoting it by 9rr, and the generator by 1, we find from 
Appendix 5 that P(FY,,, (10)) has a vertex t, = 3, t, = 1; t, = 0, m # 7, 
m # 1. According to Theorem 15, each t given by: 
3 0 0 3 
2 1 0 9 
2 0 0 2 
1 1 0 8 
10 0 1 
01 0 7 
is a vertex of the polyhedron P(ZJl,, (h)) w h ose h appears in the last column. 
Applying the corollary and the automorphisms by multiplying through 
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by 7, by 6, by 5, by 4, by 10, and by 3, respectively (7 x 3g = 21g = 
log; 6 x 9g = 54g = log,. , ., etc.), we obtain six vertices of P(ZJr,, log), 
namely, 
t,, = 1, all other components 0, 
t, = 2, t, = 1, all other components 0, 
t, = 2, all other components 0, 
t,=1, t,=1, all other components 0, 
t,, = I, all other components 0, 
t,, = I, all other components 0, 
of which four are distinct. 
B. Faces 
We turn next to the properties of the n(g) making up the faces of 
P(g, go). We have two types of faces: those given by inequalities (n, no) 
with z,, > 0 and those with S-Q, = 0. First, for those with 7c0 = 0, we have 
the simple result: 
THEOREM 16. The condition t(h) >, 0, for a fixed h E 3, yields a face 
of P(3, go) unless 9 is cyclic of order 2. 
Proof. Applying Theorem 9, we need only show that g, lies in the 
subgroup of elements generated by P - h to establish the theorem. 
First, if Iz is of any order s(h) other than 2, then C!?+ - h. contains - h 
and, hence, contains h in the group it generates. If h is of order 2 but 
Y+ contains some other element h’, h - h’ must be # 0 and # h, so it is 
some other element h” E $9 +. Thus P contains h” and h’ with h” + h’ = h, 
and thus generates Iz. This leaves only the case g+ = h, h of order 2. 
If 9 is cyclic of order 2 and g, = h is the generator, then 1 * t(h) = 0 is 
never attained as an equality. Instead, 1 . t(h) = 1 is a face because of 
the solution t(h) = 1. 
Next, turning to the faces (n,n,), n, > 0, we have: 
THEOREM 17. If (76 n,) is a face of P(g, go), go # 0, 
(i) n(g) + n(g, - g) = 7co, all g E g+, 
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(ii) n(g) + n(g’) 3 n(g + g’), all g, g’ E g+, 
and 
(iii)* 7&J = 7c0. 
Proof. (i) and (ii) are direct applications of Theorem 10, Corollaries 
1 and 2, to the case JV = 9’+. However, (i) has more significance now, 
for it means that the coefficients n(g) occur in pairs and, if n(g) is known, 
then (if, say, n0 is normalized to 1) so is its complement z(gO - g). (iii) 
follows from the application of Theorem 10 with the g of the theorem 
replaced by g,. Since n, is the length of the shortest path from V(i) 
to V(g,), Theorem 10 asserts that jz(g,) = 7c0. 
Theorem 17 is mainly a restatement of previous lemmas with wider 
usefulness in the case of P(Y,g,). However, with its aid we can now 
replace Theorem 6 with the following strong result 
THEOREM 18. (s-c, n,), no > 0, is a face of the polyhedron P(9, g,), 
g, # 6, if and o&y if it is a basic feasible solution to the system of equations 
and inequalities: 
‘~(&) = zo, 
n(g) + 4go - g) = %J gsg+> gfgor 
(13) 
n(g) + 4g’) 3 4s + g’), g, g’Eg+, 
n(g) b 0, gEF. 
In contrast with Theorem 7 we can easily write down conditions (13) 
explicitly, and we have a highly structured matrix with at most three 
nonzero entries in each row and reflecting the group structure of 9 very 
closely. 
If the equalities are used to eliminate variables, we will have roughly 
D/2 variables and, eliminating duplications among the inequalities after 
the equations are taken into account, about D2/6 inequalities aside from 
the nonnegativity conditions on the variables. 
* If g, = 0, (i) and (ii) hold and (iii) is dropped. 
t If g, = 6, then n(& = z,, is omitted and the modified theorem holds. 
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Proof.* We show first that any basic feasible solution to (13) is 
a face. 
If n is a basic feasible solution of (13), it satisfies equations whose 
rows are of rank D - 1. It certainly satisfies the first of equations (13), 
n&J = ?E~, and the second, n(g) + n(g, - g) = 7ta, for all g E P, g # g,, 
and these provide a linearly independent set of rows. This set can then 
be augmented by other equations until a set of D - 1 independent 
equations, which includes the ones just listed, is obtained. These additional 
equations can be of two forms: either 
U) 4g) + n(h) - n(g + h) = 0, g+h#g,,#O; 
or 
(ii) n(g) = 0, g f&Y 
If an equation is of form (i), it is added to the equation n(g + h) + 
n(g, - (g $- h)) = zO to form the new, and still independent, equation 
4s) + 44 + 4go - k + h)) = 7%. 
If it is of type (ii), multiply by the order of g, s(g), and add the equation 
n(g,) = no to obtain 
s(g)n(g) + n(g0) = ZO’ 
which is, of course, still independent. 
If at this point we consider all the rows, we see that the entries P(g) 
of row ti are nonnegative integers satisfying 
and that ti . x = no. Since the ii are linearly independent, this is a set of 
n’ -= (11 - I)-vectors belonging to T and generating jz. t = x0; thus 
(n, 7~~) is a face. Now we need only show that every face is a basic feasible 
solution of (13). 
Ry Theorem 17, any face (n,n,) satisfies (13). Since the solutions 
to (13) form a bounded polyhedron, (n,n,) is either (i) a basic feasible 
solution to (13) (vertex) or (ii) a nontrivial convex combination (sum with 
* This proof has beeu considerably shortened as a result of a suggestion from 
Ellis Johnson. 
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nonnegative weights adding to 1) of basic feasible solutions (zi, 7~~). 
But, since (n, x,,) and the (ni, no) are faces, they are basic feasible solutions 
(vertices) of the system of inequalities appearing in the statement of 
Theorem 7. Since one vertex of that system cannot be a convex combina- 
tion of others, (7~,n,,) cannot be a convex combination of the (n,,n,). 
Thus possibility (ii) is eliminated and (i) holds. This ends the proof. 
All faces of the 36 polyhedra listed in Appendix 5 have been computed 
using this theorem. A computer code of Balinski and Wolfe j13] was 
used to list all basic feasible solutions to the system (13). This list provided 
all vertices of the polyhedron given by (13). Generally, many (degenerate) 
bases gave the same vertex. 
The faces listed in Appendix 5 show obvious symmetries and patterns 
depending on the group structure. This suggests the possibility of con- 
structing at least some of the faces of P(SY, go) without the use of Theorem 
18. We shall see that this is the case and that many of the faces of P(Y, g,) 
can be produced essentially by formula. 
WTe start with cyclic groups and then move on to some theorems 
that enable us to produce faces of noncyclic groups from faces of their 
cyclic subgroups. 
C. Some Faces for Cyclic Groups 
We shall see that it is quite easy to construct a family of faces for 
any cyclic group 99 and right-hand side g,. We first consider the case 
g,#O. 
Let us examine the graph H(%‘,sz) for a cyclic group. 1Ve designate 
a generator by g, and represent the other elements as multiples. Let 
g, = mg,. In Fig. 5 we put in only a few of the arcs of the graph. Let 
0 PI 201 “gl (D-219, (D-l)g, 
FIG. 5. 
D = 191 be the order of the group. We can form D - 1 independent 
paths To by using the group element $g, once and then completing the 
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path to g, by iterating g, if p < m, or iterating - g, = (D - l)g, if 
p > m. This set of paths is clearly independent. Now, if we set n,(&J = 
p/m, ~5 < m, all the T,, p < m, have a total length 1. To achieve the 
same result for the remaining paths we set n,(pg) = (D - p)/(L) - m), 
for p > m. 
Now it is easily seen that the length of any path in this H(??,n,) 
from 0 to go is at least 1, for in any path the occurrence of any element 
$g, can be replaced by @g’s or the appropriate number of - gi’s, if p > m, 
without changing the path length. It follows that the T, are minimal 
paths, and so this assignment of z values gives a face with q, = 1. 
We can produce a face this way for each possible right-hand side 
mg,. If we are interested in a particular right-hand side, say g, = m,g,, 
then, using automorphisms, we can convert the other faces that are 
in the same automorphism class into faces of P(%, g,). For example, 
taking 9 to be the cyclic group of order 7, we have for P(gT, (6)) the face 
(%l~ I) with m = 6: 
or 
It, + 2t, + 35 + 4t, + 5t, + 6t, 3 6, 
in which the fractions n(gi) = &, etc., have been converted into integers. 
Similarly, for the other g,, the n(g) are: 
I@,, (5)) 2 4 6 8 10 5 10 P@,, (4)) 3 6 9 12 8 4 12 PC%‘?> (3)) 4 8 12 9 6 3 12 P(%,, (2)) 5 10 8 6 4 2 10 
P(3?, (1)) 6 5 4 3 2 1 6 
Now to produce faces for P(9,, (6)) we apply the automorphism 
sending 5g, into 6gi (multiplication by 4), obtaining from the top row 
of the table the new face of P(9,, (6)): 
4t, + St, + 5t, + Zt, + 6t, + lot, > 10; 
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similarly, from the next row, multiplying the group elements by 5 yields 
as a face of P(9,, (6)): 
Itt, + 4t, + 65 + Xt, + 3t, + 12t, >, 12. 
Applying multiplication by 2 to the next row merely produces this 
last face once again, and the remaining faces obtained by applying 
automorphisms are duplicates of those already obtained. 
It is easily proved that the general situation is this: If m, m’, and 
m” are in the same automorphism class (which simply means, for cyclic 
groups, that the g.c.d.‘s (m, D), (m’, D), and (wz”, D) are equal), then 
the face obtained by using the face (n,,,t, 1) of P(9, nz’gl) and applying 
the automorphism 4, &m’g,) = (mg,) yields the same face of P(9, mg,) 
as using nt,,, and applying $“, $“(m”gl) = mg, if, and only if, m”g = 
- m’g. 
Thus, in general, this procedure produces, for a right-hand side mgl, 
about half as many different faces as there are elements in the auto- 
morphism class of mg,. 
So far we have discussed the case g, f: 0. If g, = 0, P(9, (0)) consists 
of the convex hull of the nontrivial solutions to the group equation, and 
it is easily verified that the values n(mgJ = m/D allow, almost exactly 
_ - 
as above, D - 1 independent nontrivial minimal paths from 0 to 0 in 
H(9, n). Hence this it is a face. The automorphism situation is, however, 
a little different. Every automorphism of 9 sends 0 into 0 and, hence, 
sends (z, 1) into another face of the same polyhedron P(%, (0)). Since 
n(g) # n(g’) whenever g # g’, it follows that all of these faces are different. 
Thus, in the case go = 0, we get as many different faces from this one 
construction as there are automorphisms of 3. Taking again the cyclic 
group of order 7, we construct the face 
It, + 2t, + 3t3 + 4t, + 5t, t 
of P(9,, 0) and then have by automorphisms 
and 6) the faces 
6t, = 7 
(multiplying by 2, 3, 4, 5, 
4t, + It, + 5t, + 2, + 6t, + 3t, > 7, 
5t, + 3t, + It, + Bt, + 4t, + 2t, > 7, 
dt, + 4t, + 6t3 + It4 + 3t, + 5t, > 7, 
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6t, + 5t, + 4t, + 3t, + 2t, + It, > 7. 
These are faces of P(‘3,, (0)), and, in fact, a comparison with the list of 
faces in Appendix 5 shows that these are all the faces. 
We turn next to the problem of connecting faces of larger or more 
complicated groups with the faces of smaller ones. 
D. Lifting up Faces 
THEOREM 19. Let C/J be a homomor$hism of Y onto 2 with kernel 
Y and with g, $X. Then, if (n’, no) is a face of P(X’, #g,), (n, q,) is a 
face of P(9, go) when n(g) is given by n(g) = n’(#g). (We take n’(o) = 0; 
so n(g) = 0, g E X.) 
Proof. We proceed to construct D - 1 independent minimal paths 
in H(9,n) from 6 to g,. 
First we note that the value of such a minimal path is 3 no, for, if 
there were a path of value zi < 11~ with g occurring t(g) times, we would 
have 
n, >n, = ;s+ t(g) *n(g) = c c t(g) -n’(+d 
htH rt&-‘h 
= c ( 2 t(g)) .n’(h); 
heH gs$-'h 
then the path in H(2,n’) from 6 to h, = $gO with components t(h) = 
~RE~-,h t(g) would have cost zi < z,,, and this is a contradiction. 
Next we see that there are many paths in H(9,n) which actually 
attain the value z-cc, and hence are minimal. To obtain them we select 
elements from each coset to imitate a path in H(z@, h,). If the total of 
these elements is not g,, we add in an element of K (which has cost 0) 
to make the path go to g,. 
More precisely, let 4 be any function from S into C!? which selects 
coset representatives, i.e., $4(h) = h. Any such 4 provides a unique 
representation of each element g in the form 
g = qW4 + k’, he%‘, K’EX. 
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Then for each path r(h) in H(S, h,) we obtain 1x1 paths in H(%, go) by 
G(g) = 6, if g = +(h) + k’ with h # 0 and k’f k, 
b(g) = 4k), if g = 4(h) + k’ with h # 6 and k’ = k, 
b(g) = 1, if g = c&h) + k’ with h = 6 and k’ = go - 2 tk(g) . g 
EM 
4(R) = 0, if g = f+(h) + K’ with h = 6 and k’ # g, - 2 tk(g) e g. 
Gf- 
If we call this path Tk(r), we obtain, using the ISI - 1 independent 
minimal paths in H(Xg,), (!<Zi - 1),.X1 minimal paths in H(9, go). These 
paths can be arranged as rows with a component for each g E P. 
If we put together rows Tk(r) with the same k but different t, we obtain 
,.X/ blocks of rows, each block containing 1.2~ - 1 rows. Next we put 
together the columns with g E Z and then each set of columns with 
g E c#-~(A?+) + k for each k. We then obtain an (I& - 1) l.%‘I x (d - 1) 
matrix (see Fig. 6). 
35 6'W+)+k, +-‘(u+)+k2 +-‘(?/+)+k3 
TI I I I I I 
T2 ’ I I I 
r3 I I II I 
0 0 
. . . . . . . . . . . . . 
rl I I I I I 
*2 I 
r3 I 0 I’,:‘, 0 
: . . . . . . . . . . . . 
TI I I I I I 
52 
I 
T3 I 
0 O I',:', 
; . . . . . . . . . . . . 
FIG. 6. 
The columns belonging to each k consist of blocks which are replicas 
of the independent minimal paths in H(&‘,n’). No element g appears 
in more than one block since the representation of g involves a unique 
k. The matrix is of maximal rank because the blocks are all of maximal 
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rank. Now, if we augment this matrix (see Fig. 7) by adding for each 
h E X a row whose only nonzero entry is the integer p(k) in the column 
belonging to the group element K, we have a matrix which is (D - 1) x 
(D - 1) and of rank D - 1. If we choose the p(k) to be the order of k, 
x5 4-‘(“H+)+k, 4-‘(H+)+k2 4-‘W+)+k3 
I I I I I 
I I I I 
I I II I 0 0 
. . . . * . , . . . . . 
I I I I I 
I 
0 
I II 
I 
0 I II I 
. . . . . . . . . . . . 
I II II 
I 
0 0 
I 1 I 
I I II l 
. * . . . . . . . . . . 
r'(h) 
P(k2) 
p(b) 
0 0 0 
. . 
FIG. ‘7 
so that p(k). k = 0, we need only add any row from the upper part of 
the matrix to each row of the newly added section to have a matrix of 
D - 1 independent minimal paths. 
This establishes the theorem. 
A simple example of this type of face is given by P(Y,, (5)). If we take 
X in g, to be the even elements, we get a mapping onto gZ, with the face 
of P(9YZ, (1)) given by n’(6) = 0, n’(kJ = 1, 7c0 = 1. Carrying this back, 
we get the face 
t, + ot, + It, + ot, f It, >, 1 
of P(+Y6, (5)). Similarly mapping onto 93 with 0 and 3g, as the kernel, 
we carry back the face (n,,n,;n,) = (1, 2; 2) into the face 
t, + 2t, + ot, + It, + 2t, 3 2 
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of P(g6, (5)). Many examples of faces of this kind can be seen in the 
Appendix; in fact, as we shall see shortly, any nontrivial face containing 
a zero component can be obtained this way. 
The groups 32,2 and g2,?,? in Appendix 5 are also particularly good 
examples of this construction as all their faces are obtained by mapping 
onto $!Z2 and by using its one nontrivial face (7c;q,) = (1, 1) over and 
over again in different mappings to produce different faces of P(32,2, g,), 
etc. 
It should be borne in mind, however, that the faces corresponding 
to a fixed 2 and 7~’ and different mappings # are not always distinct. 
Finally, when dealing with groups 2Y that are direct sums of more than 
one cyclic group, this theorem allows us to use our knowledge about 
the cyclic components. For, if 3 = X1 @ Z2, g, cannot be both in S1 and 
in ZZ; so, let us say g, q! Z1. Then .X2 can serve as the kernel 3” and 
the factor group is Xl. Thus every face of Z1 extends to a face of 9, etc. 
Theorem 19 has a converse which shows that every (nontrivial) face 
of P(U, g,) having a zero component is a face of this type. 
THEOREM 20. Let @cl, no) be a nodrivial face of P(Y, g,). If n(g) = 0 
for some g # 0, then there is a group SF, homomorphism C/J, and face (n’, no) 
of P(S, ho) such that 2 = Q!&‘, and n(g) = n’($g). 
Proof. Let us suppose that n(g) = 0. If n(g) is zero for two elements 
g and g’ (not necessarily distinct), then 
0 = 43 + n(g’) >n(g + g’) ; 
therefore 7c(g + g’) = 0; thus the elements for which n(g) = 0 form a 
group. If we call this group X and use it to split ??’ into cosets, we find, 
for any two elements g and g’ belonging to the same coset, that, since 
g’ = g + k, k E Xx, then ~(5’) <n(g) + n(k) = n(g). Since we can also 
have n(g) >, n(g’), we conclude that elements in the same coset have the 
same n(g). If we now take the homomorphism I,+!J mapping g onto 3/X, 
we can assign unambiguously the values n’(h) = n(g), where #g = h. If 
we let Y/-X be the group X, we have provided the Z, $I, and x1 of the 
theorem. What remains is to show that (z’, q,) is a face of P(X, $g”). 
It is easily seen that the minimal path length from 6 to h, in H(Z’, h,) 
is x1 >, q,. For, if there were a path in H(X, h,) of cost q < n,, this path 
would give rise, by the same method used in the proof of Theorem 19, 
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to paths in X’(Y, g,) of the same length; so n, is 3 7ca. However, there 
are lHl - 1 independent paths actually attaining the value n,. For, if 
we take the mapping of (D - l)-dimensional t-space to (1H1 - l)-dimen- 
sional t-space induced by 1c, (i.e., the vector t(g) goes into z(h) = 
Cge+-lChj t(g)? h f O), th is mapping is clearly linear, and onto, and hence 
sends the (D - 1) independent minimal paths which form a basis for 
t-space onto a basis for t-space from which IH[ - 1 independent paths 
can be selected. These paths go from 0 to h, and have cost q,; so they 
are minimal and (n’, no) is a face of P(&“, ,4,). 
We turn next to a method of face construction that is applicable 
when go E 37. Again it is particularly useful in allowing us to carry faces 
of cyclic groups into faces of more complex ones. 
In stating the next theorem we refer to special faces of a polyhedron 
P(%, (0)) where 2 is cyclic. By a special face we mean either the face 
z(Ph) = L jff ’ no= 1, 
or one of the faces obtained from it by an automorphism. 
We can now assert the following theorem: 
THEOREM 21. Let 1c, be a homomorphism sending 9 onto Z, a cyclic 
group of order > 2 with go E .X, the kernel. Then the inequality (n, 1) 
defined by 
is a face of P(3, g,,). Here (nl, 1) is any face of P(z?, g,) and (nz, 1) is a 
special face of P(.S, (0)). 
For example, if we take the group 33,3 as consisting of pairs of integers 
(ni, n,) with addition modulo 3, and let g, = (0, 2), then the mapping 
C/J: (nl, n,) 4 (nl, 0) is an appropriate $I, and the kernel X is the subgroup 
of elements of the form (0, n2). Since (fr, 1; 1) is a face of P(g3, (2)) 
and (4, +; 1) is a special face of P(%a, (0)), the theorem asserts that the 
valuesn((n,, na)) given by 
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x1 = 0 n, = 1 n, = 2 
form a face of P(5!93,,, (0, 2)). 
Proof. We prove the theorem by showing that z is a basic feasible 
solution to the system of equations and inequalities given in Theorem 18. 
We start by showing that x is a feasible solution. Clearly n(g) 3 0. 
To show z(g) + n(g, - g) = 7c(g0), we have two cases: 
1. g E ,X. Then (go - g) E .X; so7c = zi and therefore the condition is 
satisfied. 
2. g I$ Y. Then (g, - g) $ X’; so n = z2 and therefore the condition 
is satisfied. 
Next we must show n(g) + 7c(g’) > n(g _t g’). Again, if g and g’ are 
in ~6, it follows that g + g’ is too, so this case is taken care of byn = 7~~. 
If g, g’, and g + g’ $ .X, the argument is the same. 
If g, g’ 4 X but (g + g’) E .X’“, we have 
43 4 4g’) = %A&?) + %(fCls’)~ 
Since $(g + g’) = h,, 
%?Wg) + n,(ldg’) = I 3 4g + R’) 
If g E X but g’ $ X, we have 
n(g) + 4s’) = n1(s) + n&g’) 
g + g’ must $ .Y, so 
4g + g’) = %4/Q + g’)) = %,(#g’) ; 
therefore 
n(g) + 4g’) 3 4g + g’). 
This covers all cases. 
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Now, to show that z is basic, we must produce a submatrix of rank 
191 - 1, including all the equations. n(g) + n(g, - g) = 1 and with all 
inequalities satisfied as equalities. We split the matrix M into two parts : 
the columns corresponding to elements in X and the remaining ones: 
M, ~ 0 
i~-~-~- ). 0 ( M, 
M, consists of rows for the relations n(g) + z(gO - g) = 1 for the g E X 
and for the set of relations satisfied by 7ti to form a basis for the system 
(13) applied to P(X, go): 
M, = 
1 1 
1 1 
2 
1 1 -1 
1 1 -1 
M, has 1x1 - 1 rows and is of rank j.Xi - 1, 
What remains is to create an M, of the proper form and rank. We 
do this separately for the cases 1x1 odd and 121 even. In what follows 
we refer to a generator of 2 as h, and to the zero element in 2 as ha. 
We recall that the special faces of P(S’, (0)) are produced by automorphism 
from the face (n’, 1) with 7~‘(sh,) = s/1&‘1. Thus we can assume that 
n,(sh,) = n’(v-l(sh,)) when 9 is some automorphism of S. 
Case 1: /Z/ odd. First we partition M, into two parts. The first 
one consists of the columns belonging to elements g for which +-l#g = & 
with 0 < s < IZl/2. The second part contains the columns whose 
corresponding g is such that @‘$g = h,, s > IZl/2. 
Sinceg, E Y, #(go - g) + 4(g) = h,; so $-l&g, - g) + +-l+(g) = h,. 
Hence, if g belongs to one part of the partition, [ = g, - g belongs to 
the other. 
We proceed to fill out M, by putting in the rows corresponding to 
the $(I31 - 1x1) equations: 
n(g) + 74) = 1. 
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The corresponding row in M, has a 1 in the g column, a 1 in the g column, 
and is zero elsewhere. (We are not describing the constant terms as 
part of M,.) We have already shown that these equations are satisfied 
by 7~. 
Next we put in rows corresponding to the &(/Y - 1.X~) equations: 
71(g) + ‘z(R - R) - n(g) = 0, 
for all g with $-‘$g = h,, s < l~+‘C/j?. 
We do not, as yet, know that our 7c satisfies anything except the 
condition n(g) + 7c(g - g) -n(s) 3 0. It will be necessary to show 
equality if our M is to be accepted as a basis. 
The appearance of M, at this point is roughly : 
Part 1 Part 2 
1 
1 
1 
-1 
2 
1 
1 
1 
-1 
In the bottom half, most rows have three entries: two l’s and a - 1, 
with one 1 and one - 1 under a pair of l’s belonging to a row in the 
upper half. (The row representingn(g) + n(g) = 1 for that g.) Occasionally 
g and R - g can coincide to produce a row with a 2 and a - 1. Note 
that we are implicitly using the odd parity of 1%~ here, for, since g + 
(g - g) - B = 0, 
Ifz&-g) =O,#g=$g;but#= -#g, so 2(#g) = 6. This is impossible, 
for 2 does not divide ISi. Therefore I& - g) # 6; and thus the element 
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(S - g) is not in X and does appear to be associated with a column of 
M,, not of M,. 
Next we show that z satisfies the relations represented by the lower 
half of M,, as equalities. For a particular g, with @l$g = h,, s < /%1/2, 
we have 
= ~‘W1$& c n’(+‘&! - g) 
= n’(k) + n’(h,) 
=s+r, 
with s < 1%(/Z. Also 
n(g) = n’(@l$g) = z’(h,,) = (s’/lZ,) > _:. 
Since 
Y + szs s’, mod(lf4). 
But, since s < 191/Z and s’ > /X1/2 and 0 < Y < lX’1, the only possibility 
is s + Y = s’, which establishes the desired equality. 
What remains now is to show that M, is nonsingular. We proceed 
to modify M, by row operations. We first modify the row with entries 
at g, S - g, and g by adding to it the row (from the top half) with entries 
at g and S. This, of course, does not affect the rank of the matrix, but 
M now has the form 
1 
0 
0 1 
0 
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where the a’s are 2’s except when g and S - g have coincided; so the 2 
is replaced by 3. Now, in the bottom half, if there is a 1 in the second 
partition, we add - 1 times the row having a +l in that column in the 
upper half, and we obtain all zeros in the lower right partition: 
‘1 
1 
1 
b 1 
b -1 
b 
/ 
1 
1’ 
1’ 
0 
Now b is at least 2 if the (one) other row entry is 1 or - 1 and b is at least 
1 (actually 3) if it is the only entry in its row. This lower left matrix is 
nonsingular, by the diagonal dominance criterion,* so the entire matrix 
is. Therefore76 is a basic solution, for the rank of M, is 191 - I&/ and that 
of M, is 1x1 - 1. So M has rank 131 - 1. 
Thus 7~ is feasible, and it satisfies enough of the inequalities of Theorem 
18 to form a basic solution. Therefore 7c is a basic feasible solution and, 
hence, a face. 
This proves the theorem for i%l odd. We now take up the case ISI 
even and > 2. 
Case 2: i~Z( even. The matrix M, is constructed as before ; the 
construction of M, is slightly more complicated. We partition the M, 
matrix into sets of columns corresponding to the cosets of X. M, is the 
part corresponding to X itself. In the upper portion of M, we write 
the relations 
Since H is cyclic of order divisible by 2, 2g = g, is now possible for 
some of the g E $-1(iXl/2)h,; so the upper portion of M, has the form 
* A matrix is nonsingular if the absolute value of the diagonal element exceeds 
the sum of the absolute values of the other row elements. 
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where the columns belonging to the coset K corresponding to i,%/ZIhr 
are divided into sections R, and x, containing g’s with distinct com- 
plements [, and a middle section containing the p elements g for which 
2g = go. As before, columns to the left of the center coset L? contain 
elements with ~$-l#g = /zt,, s < (iyi”l/2). (~#-~h,l4/2 = h,jS!/2). We 
obtain in this way #%C’~(~Z’ - 2) + IY, + p) rows. In the cosets, 
other than the middle one, R, we write the same relations as before, 
i.e., for each g corresponding to a column to the left of the middle 
coset, we write the row corresponding to 
n(g) + 46 - g) - 467) I 
and, by the same reasoning as before, the relation 
n(g) + n(b’ - g) -n(g) = 0 
is fulfilled by our 7~. However, the reasoning fails and the relation is also 
false for g in the middle coset; for, whenever g E R, so does S. Therefore 
$g = $g and n(g) = nz($g) = n,(#) = n(g). But, since (g - g) is in X, 
n(g) = ni(g - g), which certainly can be f 0. 
At this point we have constructed, then, an additional $13’I(lXi - 2) 
rows, $(lXl - i/3/) rows are needed to make M, square. At this point 
32, has the appearance shown in Fig. 8. 
By row operations (adding multiples of rows of the upper block U 
to rows of the lower block L) we can change the matrix, as before, into 
one having entries 3 2 on the lower left diagonal and only zeros in the 
lower right block. We can also eliminate entries in the lower part of the 
columns lying in R, and R,. 
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FIG. 8 
We now adjoin the needed additional &(/K/ - 8) relations to make 
1 
1 
1 
1 ~ 
1 
1 
1 ( (1 
1 1 
-1 
-1 
1 
-1 
_ 1 
1 
I I 
M, square. We add to M, : $( 1K j - /I) rows; their intersection with 
I?r is a square matrix; and we center - l’s on the main diagonal of this 
square. Then in the row of each - 1 we enter two + l’s in the left section 
of the matrix. 
The choice of the two + l’s, that is, the choice of the actual relations 
to be added, requires some discussion. The appearance of the matrix 
at this point is as given in Fig. 9. 
Returning to the choice of relations, we note that it is possible to 
choose the columns originally entered in I?, and I?, with a certain degree 
of freedom, a column c(g) can go into either R, or I?,; it is only necessary 
that its complementary column c(g) go into the other partition. We can 
exploit this freedom to make sure that (a) each c(g) E I?, has at least as 
many + l’s in its L-rows (the only possible entries are 0 and + 1) as 
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1 
~ 1 
i 1 
1 
KL 
I 
1 
1 
1 
1 
bl’ 1; 
b -1 
b 
I 
0 ,o 
b -1 
) 0 
b 
b 
I 1 
I / 
1 I 
does the corresponding c(g); (b) the c(g) having no + l’s in their L-rows 
are the right-most columns in R,. Thus R, splits into two parts, R,’ 
and l?r”, with the O-columns of L in iir”. 
After the matrix has been put into the form shown in Fig. 9, this 
choice has the following consequences for the part of R, lying in the 
L-rows: (a) implies that, if there are nonzero entries, there are at least 
as many + l’s as - l’s in each column; (b) means there is a block of 
O’s above the last - l’s added below L. The situation is illustrated in 
Fig. 10, which also explains the obvious notation A’ and A”. 
We now choose the new relations as follows: If c(g) E R,’ and so has 
nonzero entries in L, then it contains a +l in L. Say this is in row 
s(g). The only other nonzero entry in s(g) is b. In the new row r(g), the 
one containing a - 1 in c(g), enter a +I under the diagonal b entry of 
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FIG. 10. 
row s. Say this + 1 is in column c(gi). Enter a second + 1 in row y(g), 
column c(gs), with g, + g, = g. If c(gJ coincides with c(gi), enter a 
+ 2 in row r(g). Since g, = g - g,, g, certainly lies in the left side of the 
matrix and, since g, and g are in different cosets, g, $ .X. 
r(g) now represents a new relation. 
In the above, we have used the fact that 1x1 > 2 to give us at least 
one coset # .?+7 to the left of R. 
If the column c(g) E Iti” and so has no nonzero entries, then we 
choose any g, and g, from the left-hand cosets and such that g, + g, = g. 
This always can be done. 
We must next show that those new rows are satisfied as equalities, 
i.e., that n(gi) + n(gs) - n(g) = 0. But n(g,) = nz(#gl) = z’(+-l&i) = 
Si/)X < g. Similarly n(g,) = ns(#gi) = n’(+-i#gs) = sa/jX < $ and 
n(g) = n,($g) = n’($-l+g) = s/l% = +. Since h5, + h,? = hs, si + sa = 
s mod( I#/), which with the inequalities on si and sa implies si + sa = s. 
This establishes the desired equality. 
It remains now to show that the square matrix consisting of (K, U R,‘) fl 
(L U A’), Fig. 10, is nonsingular. From this the nonsingularity of (K, U ri-,) ll 
(L U A’ U A”) follows and gives the nonsingularity of Ma. 
If g E K,‘, add a (negative) multiple of the row s(g) to r(g) to make 
the + 1 in column c(gi) vanish. The new r(g) now contains only the 
other + 1 and the term in column c(g) itself, which is now strictly < - 1 
because a negative multiple of + 1 has been added to it. Doing this for 
all g E l?,’ produces diagonal dominance in these rows and hence in all 
rows of (K, U R,‘) fl (L U A) which is, therefore, nonsingular. 
This proves the nonsingularity of M, and so ends the proof. 
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E. Characters and Inequalities 
The methods described so far have enabled us to produce some faces 
of P(9, g,) rapidly and without making use of the general method of 
Theorem 18. If we used these methods to provide inequalities for a 
cutting plane method, we could: 
(i) for a given problem calculate by standard methods the factor 
group M(1)/M(B) = 9 for our particular current basis B and find out 
which group elements correspond to the various nonbasic columns and 
to the right-hand side; 
(ii) knowing what group 3 is involved, what g, is, and what group 
elements are in the set JV, produce inequalities by (a) creating some 
faces for P(Y, go), (b) deleting the variables corresponding to group 
elements not in JV. 
We note that this procedure involves computing M(I)/M(B) to find 
out what 9 is involved. This is in contrast to [4], where the inequalities 
of the cutting plane method described were obtained without ever exam- 
ining the group and the fractional parts of certain matrix rows were used 
directly as inequalities. Remembering this, it is reasonable to ask if it 
is now possible to produce other inequalities without computing the 
group. 
In fact, it is possible to produce whole new families of inequalities 
without computing 9. To see this we first discuss certain properties of 
the fractional parts of the matrix. We connect this with group characters, 
and then with inequalities. 
By a group character is often meant a mapping Z+!I from the group 
9’ to the unit circle in the complex plane such that, if $(gJ = cl = 
exp(&), $(g,) = Tz = exp(%), then r&i + ga) = L = exp(@, + 0,)) = 
[r - c2. It is easily verified that Q/J(~) must be 1 and, since for any group 
element l%l* g = 0, we have, if c = #(g), that <“I = $(19/g) = I,!J(~) = 1; 
so the only 5 ever used are the /3lth roots of unity. 
Now the multiplicative group of the 131th roots of unity, the additive 
group of the fractions n/D modulo 1 (n integer), and the integers n modulo 
131 are all three isomorphic groups (cyclic of order /C!?l), so it is possible 
to define characters as mappings $(gr + g,) = #(gr) + #(gJ, where the 
values 4(g), instead of being on the unit circle, are in one of the last two 
groups. The usual theorems still hold, i.e., the characters on 9 form a 
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group with ($, + &J(g) defined as #i(g) + &(g), and this group of all 
characters on 9 is isomorphic to 3. 
We shall see that actual numerical characters are readily available 
to us from the transformed matrix A, or even from a knowledge of B-i. 
It is convenient in discussing this to use a diagram in which various 
relevant mappings occur : 
A = (B, n;) f: (I, B-IN) 
B-l is the matrix sending A into the transformed matrix (I, B-liV) 
which is used in linear programming. We use B-l again to indicate the 
isomorphic mapping of the module M(B, N) onto the module M(I, B-‘IV) 
which is induced by B-l. k, sends M(B, N) = M(I) onto the factor 
group M(I)/M(B) = 8. k, is the mapping of M(1, B-IN) onto 
M(I, B-lN)/M(I). 
B-l sends M(B) onto M(I), so the factor groups M(B, M)/M(B) and 
M(I, B-lN)/M(I) are isomorphic. This isomorphism, induced by B-l, 
we denote by b. The mappings k, and k, send the modules into their 
factor groups. We have assumed throughout that M(B, N) contains a 
unit matrix; so &f(B, N) = M(1) and the factor group is 59. 
The diagram above shows that there is an isomorphic correspondence 
b between 9 and the group generated by the columns of B-lnT modulo 
M(I), i.e., all components are being treated as elements modulo 1. The 
group element g E 3’ corresponding to a column in M(1, B-lN) is deter- 
mined by the fractional parts of its components alone. In particular, 
this is true of the columns of B-lN itself. 
We turn next to the group characters. 
We define the mapping F(m/D), where m is any integer and D = 
ldet Bl = 191, to be that group element in the cyclicgroup Y1,, 0, l/D, . . . , 
PID,..., (D - 1)/D, for which the numerical value P/D G mjD modulo 
1. Thus, for example, if yi is the ith row of B-l, and c is any integer 
column, P(rj. c) is a mapping of integer columns c into gD, since the 
elements of B-l and hence of yi and yi. c are all of the form m/D. 
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Now, for any row yi, we define the function $I&), g E 3, by 
where klc = g. To show that this is in fact a function of g and independent 
of the choice of c, we note that, if k,c = g = k,c’, then k,(c - c’) = 6 E $9, 
so that k,B-l(c - c’) = 6 E M(1, B-lN)/M(I) ; therefore Bpi(c - c’) 
must be an all-integer vector and so, in particular, YJC - c’) s 0 mod 1. 
Hence F(yi * c) = F(yi * c’) for any c’ with k,c’ = g. It is easily verified 
that &(g, + gz) = &(g,) + &(gJ; thus +!Q is in fact a group character. 
We have shown that JJJ~ is a character. It is a routine matter to verify 
that the mappings $I = offs PZ&, ni integer, are also characters and 
that the entire character group is obtained this way. 
In fact, although we do not need this at the moment, it is easy to show 
that the columns of B-l, taken modulo 1, generate 9, while the rows 
of B-l, taken modulo 1 and used to define the mappings z+Q, generate the 
(isomorphic) character group. 
In dealing with a linear programming problem we need only pick 
the ith row of B-l(B, N) = (I, B-lN) and take the fractional parts 
of the entries to obtain the Q!J~ character values for those group elements 
that correspond to the various columns. 
Now we connect inequalities and characters. 
Let 9 be a group of order D, and Z be cyclic of the same order, D. 
Let (n, z,,) be a face of P(Z, Jz,). Define n,(g) for a fixed character 1c, 
of 9 by 
Note that here our character is interpreted as a mapping into X, a cyclic 
group isomorphic to the group of fractions m/D. 
If t(g) gives a path in H(29, nJ from 6 to gO, i.e., 
then cgE9+ z/(g)t(g) = #(go) since # is a character; so, as usual, the 
mapping from the path in 9 produces a path in %‘. The cost of the path, 
either in H(+Y,n,J or in H(S, n), is the same and is given by 
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Since n is a face of P(Z, h,), the 7c components satisfy the inequality 
n(h,) + 76&J 3 n(h, + h2); so 
This, then, is an inequality that must be satisfied by any t(g) in P(Y, go). 
Hence it can be used as a cutting plane. Note that we do not assume 
?Ngo) = 4. 
By varying the character 4, D - 1 inequalities are produced from 
each face of P(Z’, h,). These inequalities are generally not faces, although 
that can happen. 
In particular, let us consider the face of P(S, (D - 1)) obtained by 
using a special face with the components n(sh,) = s/D and with z0 = 
(D - 1)/D. Then the family of inequalities obtained is exactly the farnil! 
of “fractional cutting planes” of [41. 
We illustrate the use of characters to produce inequalities by a numerical 
linear programming example in Appendix 4. 
One relationship among the various inequalities produced is worth 
noting: 
THEOREM 22. Let T’ be any (D - 1)-vector with nonnegative (but not 
necessarily integer) components given b_y t’(g) for all g E CF. Then, if T’ 
satisfies for a fixed $ and go, 
c n($g)t’(g) 2no1 
n&?+ 
for all faces (n,2zO) of P(2, $gO), t 1 i a so satisfies the inequalities 
2 n(!k)t’(g) 2 +%) 
S&7* 
obtained using the JI- from all faces (n, no) of the polyhedra P(X’, h,) for 
all h, E 2. 
One meaning of this theorem is that, as far as cutting planes are 
concerned, we can limit ourselves to using character inequalities derived 
* If $(g,) = 0, nz,b(g,) = 0, and the inequality is trivial. 
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from faces of P(X, t&a), if these faces are all available. If they are not 
all available, there is usually something to be gained by using the in- 
equalities derived from other P(Z’, ha). 
Proof. The proof of the theorem is quite direct. Since T’ satisfies 
the inequalities listed in the theorem, the vector with components z(h), 
satisfies 2 r(h)n(h) 3 n, for all faces (n, n,) of P(Z, #go). Consequently 
t(h) is a convex combination of vertices ri of P(X, z,&) and they are, of 
course, integer vectors representing paths to $g,, in the graph H(X,n). 
Now, using for z any face of P(Z’, h,), we have for any path to #g,,, and 
hence for the ri. 
and, since t is a convex combination of the rL, 
which implies 
This was the desired result. 
F. Some Special Groujx 
In this section we discuss groups of whose elements are all of order 2 
or all of order 3. The only such finite Abelian groups are 9a, gz7?, Yz,z,z, 
etc., and F?s, 5?S,zl, 9z3,s,s, etc. We shall see that in these groups the notions 
of irreducible solution and of vertex coincide and that these groups have 
special properties that enable us to count the vertices of the polyhedra 
P(9, g,) for all these 9. 
In the theorem below we mention sets of independent group elements. 
A set of group elements g,, , g, is said to be independent if c: ‘r; s,g, = 0 
implies s,g, = 0 all i. 
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THEOREXT 23. If all elements of 3 are of order 2 OY all of order 3, then 
t(g), a solution to the groufi equation, is irreducible if, and only if, it is a 
vertex. Furthermore, if go # 0, the elements g for which t(g) > 0 in such a 
vertex solution are always a set of independent grou$ elements and, hence, 
part of a groufi basis. 
The proof consists mainly of the following lemma: 
~~ERIAIA. For 6 = 2 OY p = 3, if t and s are integers satisfying 
p>t>o, 
p > s > 0, 
then there are integers t’ and t” satisjying 
t > t” > 0, 
and 
t’ -1 s z t” (mod fi). 
This can be verified by simply looking at all cases. Generally, for a 
given p, t, and s, there is more than one pair (t’, t”) satisfying the conditions. 
One solution pair is (t’, t”) = (0, s) f or all cases except I) = 3, t = 1, s = 2, 
in which case (t’, t”) = (1, 0). 
\\‘e turn now to the proof of the theorem. Of course, a vertex is 
irreducible; so it is necessary only to prove that for these circumstances 
an irreducible point is a vertex. 
Let t(g) be an irreducible solution to the group equation and let T be 
the set of group elements for which t(g) > 0. Suppose there is a nontrivial 
relation s(g) among the g E T, i.e., 
Then, by the lemma, there exist a t’(g) < t(g) and t”(g) < t(g) with 
t’(g) + s(g) G t”(g) mod+. 
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Summing gives 
so zIEr t’(g) . g = zSEr t”(g) . g, which contradicts the irreducibility of 
L(g). So the g E T must be an independent set. 
Now suppose that 16(g) is some other distinct solution to the group 
equation with u(g) = 0, g $ 7‘. Choose s(g) to be 
s(g) = L(g) - l”(g) 
and 
0 <s(g) < fi. 
Then s(g) satisfies 
and so the T are not independent, a contradiction. It follows that t(g) 
is the only group equation solution with components zero on all g $ T. 
But t(g) is then the unique solution minimizing the n(g) given by 
n(g) = 0, g E T, and n(g) = 1, g 4 T. So t(g) is a vertex. 
We next proceed to count the vertices of these special groups. 
A vector t(g) will be a vertex for some P(9, go), g, f 6, if and only 
if the g for which t(g) > 0 are independent, and if, also, t(g) < s. Here 
s = 2 for the groups Ysn, etc., and s = 3 for the groups 9an. 
Now the number of distinct independent $-element subsets is, for 
the group with sn elements: 
ji (S’S - I). ($3 - s)(s” - 9). . . (p - sP-1). 
For each such set there are (s - l)O different vertices (of P(gsn, g,,) with 
various g,) that have t(g) > 0 on the set and zero elsewhere. Since every 
vertex is associated uniquely with some p-element set, p > 0, we have, 
for the number of vertices, D(P), of all P(GYs,, go): 
Separating the term fl = n in the sum gives 
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Since nqzO q n-l (1 - l/~“~~~) is readily shown to decrease from (1 - l/s) 
toward a limit K, > 0 as n - 30, 
(s _ l)y~ 
V(P) - Ks -n!- , 
where N means that the ratio of the two sides approaches 1. This formula 
gives the total number of vertices of all polyhedra P(3, go) for a fixed 
~91 = s” and summed over all g, # 6. However, for the groups we are 
discussing, there is always an automorphism from g, to g,’ # 6. Hence, 
all D - 1 of these polyhedra have the same number of vertices; so the 
number of vertices of P(3, go), when 3 = Y,?,,’ is given by 
z+-“) - K,v - 
12 ! 
Since sfi’,/n! = s++‘il i ‘W~,Y~~~/~~, th’ is grows very rapidly. In terms of D, 
where 4(D) - 0 as D - co. 
The number of vertices far exceeds the number of known faces in 
the case s = 2. To see this, choose any independent basis for the group 
gzfi, including go as one of the basis elements. Any mapping C$ of these 
elements onto the elements of 3z in which +(g,,) = (1) defines a homo- 
morphism of all Yzn onto F?z for which Theorem 19 applies and hence 
results in a face of P(gQw, go). The faces obtained from the various possible 
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mappings # involve only 1 and 0 as coefficients and, as different mappings 
must differ on some basis element, these faces are distinct. There are 
2n-1 such mappings and hence 2%-l such faces. In the case s = 2, we 
can infer from the work of Edmonds [lj that these are all the faces for 
many of the subpolyhedra P(Ygn, n, go). This list of known faces grows 
at the rate of D/2 in contrast with the much more rapid D1Ogzu of the vertices 
in this one case. 
G. Conclusion, Algorithms, etc. 
One of the most interesting areas for further work is the investigation 
of properties of the polyhedra P(Y, g,,), especially such points as the 
rates of growth of the number of vertices, faces, and degree of degeneracy. 
The relation between P(‘3, go) and P(Z, g,), when Z is a subgroup of 
Y containing g,, is certainly not completely covered by the theorems 
given here. For example, in all cases looked at so far every face of P(Y, g,) 
is, suitably restricted, a face of P(S, go). 
Certainly the simple faces of Section 3C are not the only ones that 
can be produced by formulas. A glance at Appendix 5 suggests that 
there are many more. Better methods for obtaining vertices are important 
and are needed. 
In the area of algorithms there is a great variety of possibilities. One 
approach would be the cutting plane methods. First the group is calculated 
as a direct sum of cyclic groups, then, using the simple faces of the cyclic 
components and Theorems 19 and 20, faces are produced. Or Theorems 
19 and 20 can be used to produce more faces even within the cyclic 
components. Or, if the group is such that some components are tabulated, 
the tabulated faces can be used. Or, if the entire P(9, g,) is tabulated, 
it should be possible to select the vertices lying in P(9, NC, go) for the 
particular N we are dealing with and, then using incidence matrices, 
select only faces of P(%, g,,) incident to at least /M/ of these vertices. 
Aside from methods which require determination of 9 as a direct 
sum of cyclic components, there are methods which make use of the group 
characters. Hence it is only necessary to know the value of D = (91 = 
jdet BI. Then faces of the P(gD, g,), gu cyclic of order D, can be obtained 
through the combining of simple faces, tabulation, and Theorems 19 
and 20. These are then used with the characters which are already 
available from the simplex calculations, as explained above, to produce 
inequalities. There are other possibilities in which the prime decomposition 
of D, D = PIaL, . . . , P,,,““, plays a role. 
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Along different lines, quite different methods based on the use of 
vertices rather than faces would seem extremely desirable. There are 
also primal methods like that in [14] and all-integer methods like that in 
[4] to be considered as well as methods for the mixed-integer problem. 
In most of these algorithms the numerical problems to be encountered 
can be expected to require separate study. 
The various possibilities are numerous, and too little is known about 
their relative merit to make an extensive catalog of possibilities worthwhile. 
What seems clear at this point is that further tabulation of the P(9, go) 
would be helpful both for algorithms and for a further understanding 
of the properties of the polyhedra. 
APPEiVDIX 1 
Asymptotic Integer Programming: A Numerical Example 
We illustrate the asymptotic calculation by a numerical example. 
If we solve the linear programming problem 
max z = 2x, + x2 + x3 -C 3x, + x5, 
2x,+x, +4x,+2x5<41, 
xi 3 0, i= 1,...,5, 
we find that the basic variables are xi and xp, so that the basis matrix 
and b is 
We can obtain the group M(I)/M(B) by reducing B to the standard 
elementary divisor form by row and column operations. These operations 
are confined to permuting rows and columns and to adding integer 
multiples of rows to other rows and integer multiples of columns to 
columns. (See, for example, Van der Waerden 1111.) Carrying this 
reduction out on our B, we obtain successively 
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The row and column operations can be summarized by unimodular 
matrices P and Q which will have the property 
Here 
and Q is 
The row operations correspond to unimodular changes of basis in the 
space of all column vectors, the column operations to changes in the basis 
of the lattice generated by the columns of B. This lattice, with respect 
to the new space basis, now consists of all multiples of 
(b) and (:I. 
Multiplying N and b by P, we bring all these columns over to the new 
space basis : 
0 -1 14 210 - 4 -1 1 0 -1 
PN = 
( I( ) ( 
.,=i -5i&rl~~~;;l I= g 6 O l 2 
I1 
To obtain the corresponding elements of 9 we regard all the elements 
of the B-lattice as zero. Thus for each vector the corresponding group 
element is obtained by replacing the first component by an integer 
equivalent mod 1 and the second by an integer equivalent mod 6. There- 
fore 
and 
The group is, of course, cyclic of order 6. We can refer to the element 
0 0 a as (4. 
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Reviewing, we see that the xs column corresponds to group element 
(3), the x4 to (0), the x5 to (0), the x6, or first slack, to (l), and the x,, 
or second slack, to (2). The right-hand side corresponds to (3). 
The linear programming solution, which actually appears in Appendix 
4, provides us with costs for each column and hence for the group elements. 
These costs are: 
Group 
Element 
cost 
(0) 0 
(1) 1; 
(2) 
4 
i? 
(3) 3; 
(4) X 
(5) X 
We now solve the shortest-path problem in H(g, JV, g,) = H(S6, {(l), 
(4, (3))) (3)). Using any method (that of Appendix 2 is an example), 
we find as solution 
Shortest Path 
from (0) to Cost Path 
(0) 0 0 
(1) 1; t,= 1 
(2) 4 
s 
t, = 1 
(3) 2; t,=1, t,=1 
(4) 1; t, = 2 
(6) 3; t,=1, t,=2 
where ti is the number of times group element (i) is used in the path. 
The asymptotic integer programming solution is x = (xB, x,,,,), where 
xB = B-r(b - Nx,) and x2,,, = (x3, x4, x5, x6, x7). Using the correspond- 
ence x6 --f t, and x, + t,, we find for xN, using the table above and the 
fact that (f - k)(ii) determines g,: 
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x _v = (0, 0, 0, 0,O) if (1, 2) * (b,, b,) E (0) mod 6, 
x,\, = (O,O, 0, 1,O) if (1, 2). (b,, b,) E (1) mod 6, 
K,,- = (0, 0, 0, 0, 1) if (1, 2) * (b,, b,) -_ (2) mod 6, 
xs = (O,O,O,l,l) if (1,2)*(b,,b,) ~(3)mod6, 
x.~ = (0, 0, 0, 0, 2) if (1, 2) . (b,, b,) 3 (4) mod 6, 
x,~ = (0, 0, 0, 1, 2) if (1,2) * (b,, b,) E (5) mod 6. 
For example, for our right-hand side 
0 
;; ) (1,2). (41,47) = (135) E 
(3) mod 6. Therefore x.~ = (0, 0, 0, 1, l), and Nx, = 
so XB is given by 
Since .x1 and x, are both > 0, the solution is applicable. In fact, as Fig. 4 
shows, the solution is applicable for almost all (b,, b,) for which B is the 
optimal basis. 
It should be noted that the calculations given here are almost the 
most laborious possible. Generally it is much easier to obtain the group 
by working with the fractional parts of B-l if B-l is already available. 
Many other economies are possible. The method of computation described 
here was chosen mainly for ease of exposition. 
APPENDIX ” 
A Group Minimization Calculation 
To solve for nonnegative n(g), the problem 
subject to 2 g - t(g) = g,, we can proceed as follows: 
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First, as a preliminary, we reduce 9 to a direct sum of 7 cyclic groups 
Y, of orders Q. Each element of the group can now be represented as 
an 7 vector, 
with components xi added modulo Q. 
With these preliminaries completed, the steps described, which involve 
the addition of group elements or the ability to check through a list of 
group elements, can easily be carried out. 
The calculation is dynamic programming with some additional 
modifications to take care of the group structure. 
We define $s for any set of group elements SC Jlr+ by 
and define 4 for the null set S, by +s,(g) = M, g # 0, $(6) = 0, where 
M > 131 max n(g). 
g&s 
Then, assuming &(g) already computed, we describe a computation 
for q&,, where S’= SUg, ~EJV, g$S. 
First we compute & for the group elements 6, [, St, . . ., sg, . . . , Y[ = 
6 by &(?I) = 0 and 
&&g) = min {&4(s - lk) + 4dJ #~.dsC)~~ r>s>o. 
Next we choose an F, for which &(h) has not been computed and 
proceed to get #s, for h, h + S, h + 2& . . . , etc., by the following steps: 
First we introduce $,? by 
Clearly J,!J~ could be computed for all integer s > 0. These #,Y are closely 
related to the sought-after &. Since 4, = min(74) + $r __, , $,(h)}, 
since 7 * g = 6, we have & < &,. It follows from the recursion that 
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&+, < $p and that, if z,!J~_+ = 4, for some $, then $r’rsp = $I for all 
P >k 
On the other hand, if Q!J~_~ < &, then #r,P < I&, < +.s(h + pi); so 
$rSP = $,+p_l +n(g). Now we cannot have 
for p = 0, 1, 2, . . . , r - 1, because this implies &_i = #~~_i + ran([), 
which contradicts $Y+Cr_,j < $,_i. Thus there is always a p, 0 <p < 
Y - 1, for which I+$,~~ = #J$. 
Let 6 be the first such 9; then I,/J~~~ = $P, all p > fi. If we set 
4.S’@ + PSI = *,I P3aJ 
we obtain values for $s, for all elements h + sg, and the & are readily 
seen to satisfy the relation 
4d + SC) = min{h& + (s - lk) + 48, &(h + sg)}. 
Since it is easily shown that z,!J~ = $(h + #g), it follows that #s,(h + $0 = 
+s(h + $4. Th ese facts are enough to establish +s, as the sought- 
after minimizing function. 
The calculation is repeated until there are no more F, for which & 
has not been computed. This gives &. The whole process is then 
repeated until S’ = JV. 
The computation yields the solutions t(g) by backtracking in the usual 
manner of dynamic programming. It is only necessary to record, when 
&,(g) is obtained, whether or not [ was used in the solution. Even 
for backtracking, it is unnecessary to keep the values of +s, once 4s 
is computed. 
APPENDIX 3 
A Face Calculation 
To calculate a face of P(3, JV, g,,) we start by setting 4M 0(g) = 
M > 1, g # 6, and +/r/- (0) = 0. Th en, if the coefficients n(g) have 
already been computed Ofor g E S, we compute n(g), S q! S, as follows : 
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(i) Find the values of m, if any, for which &.(g,, - mg) < 1. If 
there are none, set n(g) = 0. If there are values mi, i = 1, . . ., q, set 
47) b!. 
n(g) = max 
1 ~ &s(g, - m&g) 
i=1,...,q mi 
(ii) Use this value of n(g) to compute &(g), g E 3, as in Appendix 2 
(or by any other method). 
Repeat this process until n(g) has been obtained for all g E Jv‘. 
The inequality 
is a face of P(3, JV, g,). 
To see this, let us suppose that the first Y elements result in n(g) = 0 
and the next, say element g, results in n(g) = (1 - &.(g, - mg))/m > 0. 
We can easily verify that $s(gO - mg) = 0; therefore the zero length 
path leading to g, - mg followed by mg’s is a path of length 1 to g,, and 
that any other paths are as long. Y + 1 independent paths are obtained 
by adding to this one the loops s(g) * g = 0, where g is any one of the 
earlier elements, all having n(g) = 0. Moving on to the r + 2 element 
h’. we see two cases: 
(0 ?c(h’) = 0. 
In this case we can use h’ in a loop and form a new path. 
(ii) n(h’) > 0. 
In this case the maximizing m, provides a path mihi from g, - mih’ to 
go. This path is of length 1; all others involving h’ are of length 3 1 
because of the choice of n(h’) which implies mp(h’) > 1 - c#&, - mh’), 
and so &(ga - mh’) + mih’ > 1, all i. All paths not using h’ at all are 
already known to be of length 3 1; so this is a shortest path and, since 
it used h’, it is independent of previous paths. 
We can go on in this way until INI elements are used and /JV 
shortest paths formed. Thus the n(g) are a face. 
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APPENDIX 4 
Characters and Inequalities: A n’umerical Examjde 
We illustrate the use of characters to produce inequalities by an 
example. 
The linear programming problem of Appendix 1, written in a matrix 
form that includes the objective function becomes: maximize .z subject to 
c 0 1 ~ 0 2 3-4 -1 2 -1 4 1 -3 4 1 -1 0 2 0 1 0 1 1 
2’ 
Xl 
x2 
0 
x3 
= 41 
x4 
x5 i) 
47 
X6 
x7. 
The optimal basis consists of the first columns, and the optimal transformed 
matrix is 
i 0 10 10 0 0 1 3; ;21+  5 31 2 1; f f 0 
Xl 
x2 
x3 
x 4 
x5 
X6 
x7, 
The optimal basis has determinant 6. 
Each row of this matrix gives us a mapping into the cyclic group of 
order 6. These mappings, $~r, I/J~, #3, are characters and are specifically, 
using the fractional parts as described in Section 3E: 
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CCllu1nIl 
Name z Xl x2 YQ x1 x- J X6 Y, R.H.S. 
g6 element $bl (9) (0) (0) (3) (0) (0) (5) (4) (3) 
q6 element $2 (0) (0) (0) (3) (0) (0) (3) (0) (3) 
q6 element z+bg (0) (0) (0) (3) (0) (0) (4) (2) (0) 
Since $r sends the right-hand side column into (3), we use the faces of 
P(9Y6, (3)) from Appendix 5. According to Section 3E, each face 71 gives 
~z(c,!I,) 3 ?ta. Kote that, although we have not determined what g 
of 9 = M(I)/M(B) corresponds to each column, this is not necessary, 
as we do know the values z,/J:. From the faces of P(Y6, (3)), using $,, we 
obtain : 
From face 1: lx, + lx, + On-, > 1; 
From face 2 : 3x, + lx, + 2x, >, 3; 
From face 3: 3x, + lx, + 2x, > 3; 
From face 4: 3x, + 2x, + lx, > 3. 
Using $rz and P(g6, (3)), we obtain: 
From face 1: lx,+ lx,> 1; 
From face 2 : 3x, + 3x, 3 3 ; 
From face 3 : 3x, + 3x, >, 3 ; 
From face 4: 3x,+ 3x,>3. 
Now #a provides nothing further, as it sends the right-hand side into 
(0). So, eliminating duplicates, we have obtained the inequalities: 
3x, + 2x, + x7 3 3. 
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In this case, because 9 = M(B)/M(I) is actually cyclic and z,$ is an 
isomorphism, we have actually obtained all faces of the corner polyhedron. 
The fractional inequalities of [4] in this case would have been a 
weaker set. We would have obtained from & 
3x3 + 5x6 + 4x, b 3, 
and from I+$ 
3x3 + 3x6 > 3. 
APPENDIX 5 
FACES 
Row 
1 1 2 
VERTICES 
1. (9 = (2) 
INCIDENCE MATRIX 
Face 1 
FACES 
Row 
1 1 1 
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VERTICES 
1. (4) = (1) 
INCIDENCE MATRIX 
Face 1 
Vertex 
1. 1 
FACES 
ROW 
1 2 1 3 
2 1 2 3 
VERTICES 
1. (4) = (3) 
2. (& &) = (1. 1) 
3. (h) = (3) 
INCIDENCE MATRIX 
Face 1 2 3 4 
vertex 
1. 0 1 0 1 
2. 1 1 0 0 
3. 1 0 1 0 
FACES 
ROW 
1 1 2 2 
519 
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CvERTICES 
1. (tl) = (2) 
2. (&) = (I) 
INCIDENCE MATRIX 
vertex 
1. 1 0 1 
2. 1 1 0 
P(94. (0)) 
FACES 
VERTICES 
1. PI) = (4j 
2. Pl) = (2) 
3. pl, t3) = (1, I) 
4. (Q = (4) 
INCIDENCE MATRIX 
Face I 2 3 4 5 
Vertex 
1. 0 1 0 1 I 
2. 1 1 1 0 1 
3. 1 1 0 1 0 
4. 1 0 I 1 0 
Row 
1 1 2 1 -” 
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VERTICES 
1. (tl) = (2) 
2. (q = (1) 
3. (fa) = (2) 
INCIDENCE MATRIX 
Fax 1 2 3 4 
vertex 
1. 1 0 1 1 
2. 1 1 0 1 
3. 1 1 1 0 
Row 
I 1 0 1 I 
2 I 2 3 3 
VERTICES 
1. (5) = (3) 
2. (t1, 1,) = (1, 1) 
3. V3) = (1) 
INCIDENCE MATRIX 
Face 1 2 3 4 5 
Vertex 
1. 0 1 0 1 1 
2. 1 1 0 0 1 
3. 1 1 1 1 0 
521 
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VERTICES 
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1. P1.O) = (2) 
2. (43,l) = (2) 
3. (4.1) = (2) 
INCIDENCE MATRIX 
Face 1 2 3 4 
Vertex 
1. I 0 1 1 
2. 1 1 0 1 
3. 1 1 1 0 
FACES 
,%.O %,l n1.1 no 
Row 
1 1 1 0 1 
2 1 0 1 I 
VERTICES 
1. Pl.0) = (1) 
2. P,,,, 4.1) = (1. 1) 
INCIDENCE MATRIX 
Face 1 2 3 4 5 
Vertex 
1. 1 1 0 1 1 
2. 1 1 1 0 0 
FACES 
nl n2 n3 n4 “0 
~___~ ~~ 
Row 
I 4 a 2 I 5 
2 3 1 4 2 5 
3 2 4 1 3 5 
4 1 2 3 4 5 
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VERTICES 
1. PI) = (5) 
2. VI. &J = (1. ‘4 
3. P2) = (5) 
4. (t,, t3) = (2, 1) 
5. (&, t3) = (1. 1) 
6. (tz) = (5) 
7. (tl, t4) = (1, 1) 
8. (is, t4) = (2, 1) 
9. (tz, t4) = (1. 2) 
10. (La) = (5) 
INCIDENCE MATRIX P(gs, (0)) 
Face 12345678 
vertex 
1. 00010111 
2. 01010011 
3. 01001011 
4. 00110101 
5. 11111001 
6. 00101101 
7. 11110110 
8. 10101100 
9. 11001010 
10. 10001110 
FACES 
\‘ERTICES 
1. (b) = (4) 
2. (b) = (2) 
3. (tl, i3) = (1, 1) 
4. (k) = (3) 
5. @a) = (1) 
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INCIDENCE MATRIX Pt??,. (411 
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Face 123456 
Vertex 
1. 100111 
2. 111011 
‘3 I 110101 
4. 011101 
5. 111110 
FACES 
ROW 
1 5 4 3 2 1 6 
2 4 2 3 4 2 ti 
3 2 4 3 2 4 6 
4 1 2 3 4 5 6 
LTERTICES 
1’ (4) = (6) 
2. (h) = (3) 
3. (b) = (2) 
4. (tl, t4) = (2. 1) 
5. (&, id) = (1. 1) 
6. 04) = (3) 
7. (tl, tJ = (1. 1) 
3. (&. ts) = (1. 2) 
9. (&) = (6) 
INCIDENCE MATRIX P($?n, (0)) 
Face 123456789 
Vertex 
1. 000101111 
2. 010110111 
3. 111111011 
4. 001101101 
5. 111110101 
6. 101011101 
7. 1 1 1 1 0 1 1 1 0 
a. 110010110 
9. 100011110 
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FACES 
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1. @I) = (3) 5. (&. t5) = (2, 1) 
2. VI, t‘J = (1. 1) 6. v4, &) = (1. 1) 
3. ($) = (1) 7. (4,) = (3) 
4. PI. tJ = (1. 2) 
1NCIDENCE MATRIX P(gR, (3)) 
Face 123456789 
vertex 
1. 0 1 1 0 0 I 1 1 1 
2. 111100111 
3. 111111011 
4. 1 0 0 1 0 1 1 0 1 
5. 110010110 
6. 111111100 
I. 0 1 1 0 1 1 1 0 1 
FACES 
n-1 2-62 ?za ?cp* 7Q 7% 
ROW 
1 2 1 0 2 1 2 
2 1 2 3 4 2 4 
VERTICES 
1. (6) = (4) 4. V4) = (1) 
2. (%) = (2) 5. (&) = (2) 
3. (& t3) = (1, 1) 
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INCIDENCE MATRIX P(ge, (4)) 
Face 1234567 
vertex 
1. 0 1 0 1 1,l 1 
2. 1110111 
3. 1101011 
4. 1111101 
5. 1111110 
FACES 
1 0 1 0 1 1 
1 2 0 1 2 2 
1 2 3 4 5 5 
VERTICES 
1. (tl) = (5) 
2. (tl, tz) = (1, 2) 
3. (fl. t3) = (2, 1) 
4. (tz. ts) = (1. 1) 
5. (tl. t3 = (1, 1) 
6. (ts. id) = (1, 2) 
7. (h) = (1) 
INClDENCE MATRIX P@fs,. (5)) 
vertex 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
12345678 
00101111 
10100111 
01101011 
11110011 
11101101 
11011001 
1 1 1 1 1 1 1 0 
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Row 
1 6 5 4 3 2 1 7 
2 5 3 1 6 4 2 7 
3 4 1 5 2 6 3 7 
4 362514 7 
5 2 4 6 1 3 5 7 
6 1 2 3 4 5 6 7 
VERTICES 
1. PI) = (7) 
2. PI> t.2) = (1, 3) 
3. (h) = (7) 
4. (h. b) = (2, 1) 
5. (hv t3) = (1, 2) 
6. (G) = (7) 
7. (b, b) = (3, 1) 
8. @I, t,, t&J = (1, 1, 1) 
9. ct3, t4) = (1. 1) 
10. vz. t41 = (1, 3) 
11. @a) = (7) 
12. (tl, t5) = (2, 1) 
INCIDENCE MATRIX P(g,, (0)) 
13. (&, $) = (1, 1) 
14. (&’ &) = (3, 1) 
15. (t4, $) = (1. 2) 
16. (G) = (7) 
17. (& t6) = (1. 1) 
18. (t4. &.) = (2, 1) 
19. (t3, t,, te) = (1. 1, 1) 
20. (t,, &) = (3, 1) 
21. (&, tJ = (1, 2) 
22. (t3, tJ = (1, 3) 
23. (&) = (7) 
Face 1 2 3 4 5 6 7 8 9 10 11 12 
Vertex 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
000001011111 
001001001111 
001000101111 
011001100111 
010101010111 
010000110111 
000011011011 
001011001011 
111111110011 
001010101011 
000010111011 
000111011101 
111111101101 
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INCIDENCE MATRIX P(%,, (0)) (continued) 
Face 1 2 3 4 5 6 7 8 9 10 1112 
14. 0 1 0 1 0 0 1 1 0 1 0 1 
15. 100110111001 
16. 000100111101 
17. 111111011110 
IX. 101010111010 
19. 110100110100 
20. 100100111100 
21. 111000101110 
22. 110000110110 
23. 100000111110 
FACES 
ROW 
1 1 2 3 4 5 6 6 
2 6 5 4 3 2 8 8 
3 4 8 5 2 ti 10 10 
4 9 4 6 8 3 12 12 
T’ERTICES 
1. (6) = (6) 6. (4) = (5) 
2. (h?) = (3) 7. v** &) = (1, 1) 
3. (b) = (2) 8. pa* is) = (2, 1) 
4. (tl. t4) = (2. 1) 9. (fs) = (4) 
5. vr, tl) = (1, 1) 10. (&) = (1) 
INCIDENCE M;ZTRIY P@,, (6)) 
Face 12 4 5 G 8 910 3 7 
vertex 
I. 1000011111 
2. 1001101111 
3. I 1 11110111 
4. 1010011011 
5. 1111101011 
6. 0010111011 
7. 1111011101 
8. 0110111001 
9. 0101111101 
10. 1111111110 
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FACES 
529 
ROW 
1 
2 
3 
4 
5 
6 
7 
8 
3 2 1 2 3 2 1 4 
1 2 3 2 1 2 3 4 
7 6 5 4 3 2 1 8 
5 2 3 4 5 6 3 8 
3654325 8 
3 6 1 4 7 2 5 8 
5 2 7 4 1 6 3 8 
1 2 3 4 5 6 7 8 
VERTICES 
1. (4) = (8) 12. PI, te) = (2, 1) 
2. M = (4) 13. (&, ts1 = (1.1) 
3. (b 2%) = (2, 2) 14. (&, t6) = (2, 1) 
4. (fz. b) = (1, 2) 15. (G = (4) 
5. (t3) = (8) 16. (tl, t7) = (1, 1) 
6. (ta) = (2) 17. (&. t,) = (3, 1) 
7. (k GJ = (3, 1) 18. (13, ts, t,) = (1, 1, 1) 
8. (tl. t,, ts) = (1, 1s 1) 19. (t‘& t,) = (1, 2) 
9. (b ts) = (1, 1) 20. (&> f,) = (2, 2) 
10. (tl, t5) = (1, 3) 21. (f3. t,) = (1, 3) 
11. (Q = (8) 22. (G) = (8) 
INCIDENCE MATRIX P(gs, (0)) 
Face 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Vertex 
1. 000000010111111 
2. 000100111011111 
3. 000001010101111 
4. 100101011001111 
5. 000001001101111 
6. 111111111110111 
7. 010000010111011 
8. 010000110011011 
9. 111111111101011 
10. 010000100111011 
11. 000000101111011 
12. 010011010111101 
13. 111111111011101 
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\‘EKTICBS 
1. (4) = (6) 6. (tl, tJ = (1, 1) 
2. (b) : (3) 7. (t4, t-) = (1 “) ,- 
3. (t3) = (2) s. (ta) = (6) 
1. (tl, t4) = (2, 1) 5). (&) x (1) 
5. (tr. tJ = (I. I) 10. (t,) E (2) 
vertex 
1. 
2. 
3. 
4. 
*i. 
6. 
7. 
x. 
9. 
10. 
0 0 I 0 I I 1 1 1 1 
0 1 I 1011111 
11111011I1 
1 0 1 0 1 1 0 1 I I 
1 I 1 1 0 1 0 1 1 1 
1110111011 
1 I 0 1 1 I 0 0 1 1 
010111 I 0 1 I 
1 1 1 I 1 1 1 I 0 1 
1111111110 
P@*‘,, (7)) 
l;;\CES 
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VERTICES 
R. E. GOMORY 
1. Pl) = (7) 
2. (h, fz) = (1, 3) 
3. (h t3) = (2, 1) 
4. (fl> 13) = (I. 2) 
5. 03) = (5) 
6. (b, 14) = (3, 1) 
7. PI, t,, f4) = (1. 1, 1) 
8. (b t4) = (1, 1) 
INCIDENCE MATRIX P(g,, (7)) 
9. Pl> is) = (2, 1) 
10. (tz? 4) = (1, 1) 
11. M = (3) 
12. (L b) = (1, 1) 
13. @a, t,, ts) = (1, 1, 1) 
14. (b to) = (I. 2) 
15. (ts. b) = (1, 3) 
16. (b) = (1) 
Face 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
vertex 
1. 00001000111111 
2. 10001000011111 
3. 10011001001111 
4. 00111010101111 
5. 00010011101111 
6. 01001000110111 
7. 11001000010111 
8. 11111111100111 
9. 01101000111011 
10. 11111111011011 
11. 01100111111011 
12. 11111110111101 
13. 11000101110001 
14. 10010111101101 
15. 10000101111001 
16. 11111111111110 
p@4,2* (01 0)) 
FACES 
ROW 
1 3 2 1 2 3 2 1 4 
2 1 2 3 2 3 2 1 4 
3 3 2 1 2 1 2 3 4 
4 1 2 3 2 1 2 3 4 
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1. (h.0) = (4) 6. (h.1) = (4) 
2. (h.0) = (2) 7. (&,1) = (2) 
3. (t 1.01 t,/J = (1, 1) 8. p,,,, t,,,j = (1, 1) 
4. (b.O) = (4) 9. k.1) = (41 
5. (Gl.1) = (2) 
INCIDENCE IMATRIX P(%d.,, (0, 0)) 
I’aCX 12 3 4 5 6 7 8 91011 
\.ertex 
1. 0 I 0 1 0 I I I 1 1 1 
2. 1 1 1 1 1 0 1 I 1 1 1 
3. 1 1 1 10101111 
4. 1 0 1 0 I 1OllIl 
5. 11111110111 
6. 00111111011 
7. 11111111101 
8. 1 1 I 1 1 1 1 1 0 1 0 
9. 1 1 0 0 1 111110 
* 
~1.0 %,O %.o .%.l n1.1 %,l n3.1 -% 
ROW 
1 1 2 1 0 I 2 1 2 
2 1 2 1 2 L 0 1 2 
VERTICES 
1. (tl.0) = (2) 4. (h.1) = (2) 
2. (t&O) = (2) 5. (f,,,, L,,,) = (1. 1) 
3. (h.0) = (3) 6. (b.1) = (2) 
INCIDENCE MATRlX P($!?-d,2, (2.9)) 
Face 1 2 3 4 5 6 7 8 9 
Vertex 
1. 110111 1 1 I 
2. 111011111 
3. 1 1 1 101111 
4. 1 1 1 111011 
5. 1 1 1 1 1 0 1 0 1 
6. 111111110 
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FACE 
R. E. GOMORY 
Row 
1 1 0 1 1 0 1 0 1 
2 1 0 1 0 1 0 1 1 
3 1 2 3 2 3 0 1 3 
4 1 2 3 2 1 2 1 3 
5 1 2 3 0 1 2 3 3 
VERTICES 
INCIDENCE MATRIX P(‘i??h,,,, (3. 0)) 
Face 1 2 3 4 5 6 7 8 9 10 11 12 
Vertex 
1. 001110111111 
2. 111110011111 
3. 111111101111 
4. 110011010011 
5. 100110111011 
6. 100011110011 
7. 011010110101 
8. 111111111001 
9. 111111110110 
10. 111001011100 
11. 101100111110 
12. 101001111100 
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Jva,,, (0, 1)) 
FACES 
535 
3.0 %,o %.a $1 n1.1 %,l =3.1 “0 
Row 
1 1 0 1 I 0 1 0 1 
2 0 0 0 1 1 1 1 1 
3 1 2 I 2 1 0 1 2 
4 3 2 I 4 3 2 I 4 
5 1 2 3 4 1 2 3 4 
VERTICES 
1. U0.l) = (1) 
2. (G,cv h.1) = (3, 1) 
3. (t,,,, t,,,, L,,,) = (1, 1, 1) 
4. (&J* h.1) = (1. 1) 
5. (t 1.0, L) = (1, 3) 
6. (h,,, t,,,) = (2, 1) 
7. (t 2.0, t,,,) = (1, 1) 
8. (h,,, t2.1) = (2, 1) 
9. (t 1.1, t2.1) = (2, 1) 
10. (t I,0 t3.d = (1. 1) 
11. (t,,,, t,,,, t,,,j = (1, 1. 1) 
12. (t,,,, t,.,) = (3. 1) 
13. (f,,,, L,,,) = (1, 2) 
14. (f,,,. t,,,) = (1, 3) 
INCIDENCE MATRIX P(S!?4,2, (0, 1)) 
Face 1 2 3 4 5 6 7 8 9101112 
.~~_~~~ ~~ 
vertex 
1. 1 I 1 1 I 1110111 
2. 010010111011 
3. 1 1 0 0 1 0 0 1 1 0 I 1 
4. 1 1 1 I I I 1 0 1 0 1 I 
5. 100010111011 
6. 011010111101 
7. 111111011101 
8. 011101101101 
9. 101011111001 
10. 111110111110 
II. 110101001110 
12. 010101101110 
13. 101101111 1 0 0 
14. 100101101110 
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FACES 
%,o,o %,l.O ,%,l,O x0.0.1 %,O,l ~0,l.l %.l,l x0 
Km 
1 1 I 1 1 1 1 1 2 
\-ERTICES 
1. VI,,,,) = (2) 6. (t 1,"J = (-7) 
2. (to,,,,) = (2) 6. (ho,,,,) = (2) 
3. (Al,,,,) = (2) 7. (f 1.1.1) = (2) 
4. (to,,,,) = (2) 
INCIDENCE MATRIX P(%?z,,,,, (0, 0, 0)) 
Fact2 1 2 3 4 5 6 7 8 
\-ertex 
1. 1011111l 
2. 11011111 
3. I 1 I 0 I 1 I 1 
4. 1 1 110111 
5. 11111011 
6. 1 1 I 1 1 1 0 I 
7. 11111110 
P@,,,*,, (1, 0. 0)) 
FACES 
=1,0.0 ~O,l,O ~1.1.0 5.0.1 JQ.o.1 no.1.1 %.l,l JTO 
Row 
1 1 0 I 1 0 I 0 I 
2 1 1 0 0 I I 0 1 
3 I I 0 1 0 0 I 1 
4 1 0 1 0 1 0 1 I 
\.ERTICI:S 
1. (~1.0.0) = (1) 5. (t 0.1.0* h*O,l. toJ,l) = (1, ', 1) 
2. (toJ.0, Lo) = (1, 1) 6. (t U.1.0~ to.o.1, h,l) = (1, 1, 1) 
3. (~O,O,l. fl.O.1) = (1, 1) 7. (t 1.1.0, ~1.0.1~ G,l,l) = (1, 1, 1) 
4. (G,,,,. to,,,,, to,l,l) = (1, 1. 1) 8. (to.l.1. h,Ll) = (1, 1) 
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INCIDENCE MATRIX P(%z,,.g, (1, 0, 0)) 
Face 12 3 4 5 6 7 8 91011 
vertex 
1. 
2. 
7 . 
4. 
5. 
6. 
7. 
8. 
11110111111 
11111001111 
11111110011 
01111100101 
1 0 1 I 1 0 1 1 0 0 1 
11011010110 
11101101010 
1 1 1 1 1 111100 
FACES 
ROW 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
1% 
13 
14 
15 
16 
2 I 2 2 1 I 2 1 3 
2 I 1 2 1 2 2 I 3 
1 2 2 1 2 1 1 2 3 
1 2 1 1 2 2 1 2 3 
8 7 6 5 4 3 2 1 9 
7 5 3 1 8 6 4 2 9 
5 1 6 2 7 3 8 4 9 
4 8 3 7 2 6 1 5 9 
2 4 6 8 1 3 5 7 9 
1 2 3 4 5 6 7 8 9 
14 10 6 11 71” 8 4 IX 
11 4 6 8 10 12 14 7 18 
10 11 12 414 6 7 8 18 
8 7 6 14 4 12 11 10 18 
7 14 12 10 8 6 4 11 18 
4 8 12 7 11 6 10 14 18 
VERTICES P(go, (0)) 
1’ (b) = (9) 
2. (tl. &) = (1, 4) 
3. (&) = (9) 
4. (b b) = (3, 1) 
5. (&) = (3) 
6. (tz, t,, t4) = (1, 1, 1) 
7. (f1, b) = (1, 2) 
8. (b. b) = (1. 4) 
9. (b) = (9) 
10. VI, ts) = (4, 1) 19. (t& ts) = (3, 1) 
11. (&, q = (2, 1) 20. (&) = (3) 
12. (tl, t,, &) = (1. 1, 1) 21. (tl. t,) = (2, 1) 
13. (& .$,) = (1, 1) 22. (&, t;) = (1, 1) 
14. (&. t5) = (1. 3) 23. (ts, t,) = (4, 1) 
15. (t5) = (9) 24. vs. t,, t,) = (1, 1, 1) 
16. (&, &J = (3, 1) 25. (t4. t,) = (1. 2) 
17. (tl, t,. t6) = (1. 1, 1) 26. (&-> t,) = (1, 3) 
18. (t3, t6) = (1, 1) 27. (t,) = (9) 
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4 5 3 1 2 ti 4 2 6: 
4 2 3 4 2 6 4 2 6 
1 2 3 4 5 6 4 2 6 
2 4 3 2 4 6 2 4 6 
4 2 3 4 2 6 1 5 6 
5 10 6 2 7 12 8 4 12 
2 4 6 8 10 12 5 7 12 
8 7 6 5 4 12 2 10 12 
VERTICES 
1. (tl) = (6) 9. FJ = (3) 
2. (&) = (3) 10. (G.) = (1) 
3. @a) = (2) 11. (t*, t,) = (2, 1) 
4. (tl> f,) = (2, 1) 12. (tl. t,) = (1, 2) 
5. (&> t4) = (1, 1) 13. (t3, t,) = (1, 3) 
6. (t3. t4) = (1. 3) 14. (b) = (6) 
i. (tr) = (6) 15. (t;, ta) = (1, 1) 
8. (tl, is) = (1, 1) 16. (tR) = (3) 
1NCIL)ENCE MhTKlX P(gg. (6)) 
Face I 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
\-ertex 
1. 0 0 1 0 0 0 1 0 0 I 1 I I 1 1 1 
2. 0110101010111111 
3. 1111111111011111 
4. 0 0 1 1 0 1 1 0 0 1 I 0 1 1 I I 
5. 1 I I 1 1 1 1 1 1 0 I 0 1 1 I I 
6. 1 0 0 0 0 1 0 0 I 100111I 
7. 10 0 0 0 IO 0111011 11 
8. 1 1 1 1 I 1 1 1 0 I 110111 
9. 1100100111110111 
10. I 111111111111011 
11. IO 010 101111011 0 1 
12. 0 0 0 1 1 0 1 1 0 I 111101 
13. 0 0 0 0 1 0 0 1 1 1 0 1 1 1 0 1 
14. 0 0 0 0 1 0 0 I I 1 1 1 1 1 0 1 
15. 1111111111111100 
16. 1 110010011111110 
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FACES 
R. E. GOMORY 
Xl =2 n3 n4 % 7% % %a* % 
ROW 
1 12012012 2 
2 2 1 3 2 1 3 2 4 4 
3 12345678 8 
4 8 7 6 5 4 3 2 10 10 
5 4 8 12 7 2 6 10 14 14 
6 11 4 6 8 10 12 5 16 16 
7 16 5 12 10 8 15 4 20 20 
VERTICES 
1. Pl) = (8) 8. (tp t6) = (1, 1) 15. (& t7) = (2, 1) 
2. 02) = (4) 9. (b. ts) = (1, 3) 16. (&. t,) = (1. 2) 
3. (tl, f3) = (2, 2) 10. (b) = (7) 17. (te, t,) = (2, 2) 
4. (L u = (1, 2) 11. (tl, &) = (2, 1) 18. (t,) = (5) 
5. (h) = (2) 12. (fz, &) = (1, 1) 19. (b) = (1) 
6. @I. tj) = (3, 1) 13. ($, ts) = (1, 2) 
7. (&t,, t5) = (1, 1, 1) 14. ($, t;) = (1, 1) 
INCIDENCE MATRIX P(gg, (8)) 
Face 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
vertex 
1. 
2. 
3. 
4. 
.5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
001000001111111 
011001110111111 
101000001011111 
101001010011111 
111111111101111 
001010001110111 
011010000110111 
111111111010111 
010010010110111 
000010011110111 
101010001111011 
1 1 1 1 1 1 110111011 
100110011110011 
111111101111101 
010110111110101 
100101111011101 
100100011111001 
000100111111101 
111111111111110 
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FACES 
541 
ROW 
1 2 
2 1 
3 2 
4 1 
5 2 
6 1 
7 2 
8 1 
9 2 
10 1 
11 2 
12 1 
13 2 
14 1 
15 2 
16 1 
X’ERTICES P($!?z,5, (0, 0)) 
l. P1.o) = (3) 7. (4l,l> &I,,) = (1, 1) 
2. (f,,,, t,,,) = (1, 1) 8. Vo.2) = (3) 
3. V2.O) = (3) 9. (t,,,, t,,,) = (1. 1) 
4. (41.1) = (3) 10. (h.2) = (3) 
5. (h.1) = (3) 11. (t t,*,) = (1, 1) 1.11 
6. (tz.1) = (3) 12. (t2,c) = (3) 
INCIDENCE MATRIX P(gs,,, (0, 0)) 
Face l 2 3 4 5 6 7 8 9 10 11 12 13 14 15 I6 17 18 19 20 21 22 23 24 
Vertex 
1. 010101010 10 10 10 10 1 11 11 1 1 
2. 111111111 111111100111111 
3. 101010101 0 10 10 10 10 11 11 11 
4. 001100110 0 11 0 0 11 1 10 1 1 1 1 1 
5. 000000001 1 1 1 1 1 1 1 1 1 I 0 1 1 1 1 
6. 000011110 0 0 0 11 11 1 I 1 10 1 1 1 
7. 111111111 I 1 1 I 1 1 1 11011011 
8. 110011001 10 0 11 0 0 11 1 I I 0 1 1 
9. 111111111 1 1 1 1 1 1 I 11110101 
10. 111100001 11 10 0 0 0 111 11 10 I 
11. 111111111 11 11 I1 1 l 11 0 1 1 1 0 
12. 111111110 0 0 0 0 0 0 0 1 11 1 1 1 1 0 
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1v3.3. (1, 0)) 
R. E. GOMORY 
2 1 1 0 2 2 1 0 2 
2 1 0 2 1 0 2 1 2 
2 1 2 I 0 1 0 2 2 
6 3 4 4 4 2 2 2 6 
6 3 2 2 2 4 4 4 6 
VERTICES 
1. (h.0) = (1) 8. (4l.1, 4.2) = (1, 1) 
2. k!.o) = (2) 9. PO,,, b,,) = (23 1) 
3. (&, t,,,) = (2, 1) 10. (t 1.1, t1.21 = (29 2) 
4. (4.1. f2.1) = (2, 1) 11. (b,,, b,,) = (12 1) 
6. (to,,, h.1) = (1, 2) 12. Pl,,, &,,) = (2. 1) 
6. Pl,,, h,,,) = (1, 1) 13. (~,,l? h.2) = (29 2) 
7. (~,,l~ 4l.z) = (2, 2) 14. (~0.m h,,) = (1, 2) 
INCIDENCE MATRIX P(g2 R, (1,0)) 
Face 1 2 3 4 5 6 7 8 9 10 11 12 13 
Vertex 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
1111101111111 
1111110111111 
1100111001111 
1010111100111 
0110111010111 
1111111101011 
0110011110011 
1111111011101 
0111011111001 
1010011101101 
1111111110110 
1011011111100 
1100011011110 
1101011111010 
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P(~l,, (0)) 
FACES 
ROW 
1 987654321 10 
2 8 6 4 2 5 8 6 4 2 10 
3 7 4 6 8 5 2 4 6 3 10 
4 7 4 1 8 5 2 9 6 3 10 
5 6 2 8 4 5 6 2 8 4 10 
6 6 2 3 4 5 6 7 8 4 10 
7 4 8 7 6 5 4 3 2 6 10 
8 4 8 2 6 5 4 8 2 6 10 
9 3 6 9 2 5 8 1 4 7 10 
10 3 6 4 2 5 8 6 4 7 10 
11 2 4 6 8 5 2 4 6 8 10 
12 1 2 3 4 5 6 7 8 9 10 
VERTICES J’(‘??l,a (0)) 
1. PI) = (10) 
2. (b) = (5) 
3. (b b) = (2, 2) 
4. (h> b) = (1, 3) 
5. (b) = (10) 
6. Vs. b) = (2, 1) 
7. @I, tl) = (2, 2) 
8. (be b) = (1. 2) 
9. (La) = (5) 
10. (&, t,, t5) = (1. 1. 1) 
11. (ts) = (2) 
12. (tl, tG) = (4, 1) 
13. (&, t6) = (2, 1) 
14. (tl. t,, ts) = (1, 1, 1) 
15. v4, &) = (1, 1) 
16. (G) = (5) 
17. (tl. 1,) = (3, 1) 
18. (tl, t,, t,) = (1, 1, 1) 
19. (t3. t,) = (1, 1) 
20. (&, t,) = (1, 2) 
543 
21. (&, t,) = (1, 4) 
22. (b) = (10) 
23. (tl, &) = (2, 1) 
24. (tz. ts) = (1, 1) 
25. (la, is) = (4. 1) 
26. (is. ts) = (2, 1) 
27. (t5, t,, ts) = (1, 1, 1) 
28. (ta. &,) = (1, 2) 
29. (t,. is) = (2, 2) 
30. (Q = (5) 
31. (&. &) = (1, 1) 
32. (&,, t,, tg) = (1, 1. 1) 
33. (t4, t,. tg) = (1, 1. 1) 
34. (t,, t.J = (3, 1) 
35. (t3. t,, t$J = (1, 1, 1) 
36. (&, to) = (1, 2) 
37. (&. &) = (2, 2) 
38. (t3, t9) = (1, 3) 
39. (t4? ts) = (1, 4) 
40. (+I) = (10) 
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w3”,,, (5)) 
FACES 
ROW 
1 1 0 1 0 1 0 1 0 1 1 
2 1 2 1 2 3 2 1 2 1 3 
3 432154321 5 
4 123454321 5 
5 314253142 5 
6 2 4 1 3 5 2 4 1 3 5 
I 341252143 5 
8 1 2 3 4 5 1 2 3 4 5 
9 3 6 4 7 10 8 6 4 2 10 
10 2 4 6 8 10 7 4 6 3 10 
11 6 7 3 4 10 6 2 8 4 10 
12 4 8 2 6 10 4 3 7 6 10 
13 7 4 11 8 15 12 9 6 3 15 
14 3 6 9 12 15 811 47 15 
15 9 8 7 6 15 4 31211 15 
16 11 12 3 4 15 6 7 8 9 15 
VERTICES P(gl,, (5)) 
1. @I) = (5) 
2. (bs &) = (1. 2) 
3. (b. &) = (2, 1) 
4. (h. f3) = (1, 1) 
5. (b) = (6) 
6. (b t4) = (1, 1) 
7. (h b) = (1, 3) 
8. (G) = (1) 
9. (G Q = (1. 2) 
10. 01, te) = (1, 4) 
11. (&, t,) = (4, 1) 
12. (t& t,) = (2. 1) 
13. (&, t,. t,) = (1, 1, 1) 
14. (&, t,) = (3, 1) 
15. (tl, q = (1, 2) 
16. (5) = (5) 
17. (l3, t& GJ) = (1, 1, 1) 
18. (tl, &? ts) = (1, l> l) 
19. (b *8) = (1. 1) 
20. VI, 43) = (1, 3) 
21. h. ‘8) = (1. 4) 
22. (b. G) = (3. 1) 
23. (b. ts) = (2. 1) 
24. (&?, t,> &#) = (1, 1, 1) 
25. (b. Gl) = (4, 1) 
26. (h &I) = (1, 1) 
21. (h b) = (2. 1) 
28. (b $9) = (1, 2) 
29. &a) = (5) 
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INCIDENCE BlATKIX P(91,, (5)) 
- 
Face 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
vertex 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
Il. 
12. 
13. 
14. 
15. 
16. 
li. 
18. 
19. 
20. 
21. 
22. 
23. 
24. 
2.5. 
26. 
27. 
2x. 
29. 
000100010 10 0 0 10 0 0 11 11 11 I1 
100110010 10 0 1 10 0 0 0 11 11 11 1 
010101011 10 10 10 0 0 10 11 11 1 1 
111111111 1 1 1 1 I 11 10 0 1 I 1 1 1 1 
000001100 0 0 10 0 0 11 10 111 11 1 
111111111 1 1 1 1 1 1 10 I I 0 11 1 1 1 
101000000 0 0 0 0 0 0 J 11 0 0 11 11 1 
111111111 I 11 11 1 11 11 10 11 11 
100001110 0 0 10 0 1 I 11 0 I 10 11 1 
100000010 0 0 0 0 0 0 0 0 11 11 0 11 1 
100010000 0 0 0 0 0 0 0 10 111 10 11 
101010100 0 10 0 0 11 11 10 11 0 1 I 
100010010 II 0 0 0 0 10 10 11 10 0 11 
100000010 0 0 0 0 0 10 11 11 10 0 1 1 
010010110 111 0 0 10 0 1 11 11 0 11 
000010100 0 10 0 0 10 1 I 11 11 0 11 
10 100 10 00 0 0 0 0 0 0 1 1 1 0 0 1 1 1 0 1 
10 0 0 0 10 10 0 0 0 0 1 0 0 0 1 1 1 1 0 1 0 1 
111111111 1 1 1 1 1 I I 1 1 1 I 1 10 0 1 
100001000 0 0 0 0 10 0 0 11 11 11 0 1 
100001000 0 0 0 0 0 0 0 11 0 1111 0 1 
100010000 0 0 0 10 0 0 10 11 1 11 10 
011001101 0 1 1 0 0 0 1 1 1 0 1 1 1 1 1 0 
101010000 0 0 0 10 0 0 10 10 11 11 0 
101000000 0 0 0 0 0 0 0 11 10 11 11 0 
111111111 1 11 11 11 I 11 11 0 11 0 
101101001 0 0 0 11 0 0 I 11 11 11 0 0 
011110001 1 1 0 10 0 0 1 1 1 I 1 I 0 10 
001100001 0 0 0 10 0 0 11 1 11 11 10 
.Zl x2 ?z3 2x4 xg X6 XT z** n, no 
J<ow 
1 3 1 4 2 0 3 1 4 2 4 
2 2 4 6 3 0 2 4 6 3 6 
3 2 4 1 3 A 2 4 6 3 6 
4 6 2 3 4 5 6 2 8 4 8 
5 1 2 3 4 5 6 7 8 4 8 
6 9 8 7 6 5 4 3 12 6 12 
7 9 8 2 6 10 4 3 12 6 12 
I.iwav Algebra and Its Applicatzons 2(1969), 451-558 
POLYHEDRA AND COblBINAT’3Rl.~L PROBLEMS 547 
1. PI) = (8) 
2. V*) = (4) 
.3. (tl> tz) = (2, 2) 
4. P2, t3) = (1, 2) 
5. (f3) = (6) 
6. (t4) L (2) 
5. (&. tj) = (3, 1) 
8. (&. t,, tJ = (1, 1, 1) 
9. (t3. t:) = (1, 1) 
10. (tl. to) = (2, I) 
11. (tz. to) = (1, 1) 
12. (&) = (3) 
13. (tl, t7) = (1, 1) 
12. (f;, t,, t7) = (1, 1, 1) 
18. (t,) = (4) 
16. (ts) = (1) 
17. h) = (2) 
INCIDENCE MATRIX P(?tl,s (8)) 
Face 1 2 3 4 5 6 7 8 9 10 I1 12 13 14 15 16 
\~crtex 
1. 
2. 
3. 
4. 
.5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
Ii. 
0 0 0 0 1 0 0 0 1 1 1 1 I 1 1 1 
1 0 0 1 100101111 1 1 I 
0 0 1 0 I 0 0 0 1 0 1 1 1 1 1 1 
0011 10110011 1 I 1 I 
0.0 I 0 0 0 I 1 1 0 I 1 1 1 1 I 
I 1 I I 1 11111011111 
0 1 0 0 1 0 0 0 1 1 1 0 1 I I I 
1 I 0 0 1 0 0 0 0 1 1 0 1 1 1 I 
1 1 1 1 1 1 1 I I 0 1 0 1 1 1 I 
0 I 1 0 1 0 0 0 I 1 1 1 0 1 I 1 
1 1 1 1 1 1 1101110111 
011001 1111110 Ill 
I 1 I 1 1 1 1 0 1 1 1 1 1 0 I 1 
110001011 1100011 
1001011111 1 1 1 0 1 1 
I 1 1 1 1 11111111101 
1 1 I I 1 1 1111111110 
Jw,,. (9)) 
FhCES 
Zl % n3 “4 x5 lls ld, n, 760 % 
Iiou 
I 1 0 1 0 1 0 1 0 I 1 
2 1 2 1 2 1 2 1 2 3 3 
3 1 2 3 1 0 1 2 3 4 4 
4 4 3 2 K 0 4 :I 2 6 6 
5 4 3 2 I 5 4 3 2 6 6 
6 2 4 6 3 5 2 4 6 8 8 
5 6 7 3 4 5 6 2 3 9 9 
8 6 2 3 4 5 6 7 3 9 9 
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FACES (continued) 
% % 7% n4 =5 % % 5 n9 no 
9 1 2 3 4 5 6 7 8 9 9 
10 9 8 7 6 5 4 3 2 11 11 
11 6 12 8 4 10 6 2 8 14 14 
12 9 18 7 6 15 14 3 12 21 21 
VERTICES P(??l,, (9)) 
1. (tl) = (9) 12. (tl, &) = (3, 1) 
2. (&, tz) = (1, 4) 13. (tl, t,, &) = (1, 1, 1) 
3. (h? b) = (3, 1) 14. (L3> &) = (1, 1) 
4. (b) = (3) 15. PI, ts) = (1. 3) 
5. (&. t,, t4) = (1, 1, 1) 16. (ts, ta) = (1, 4) 
6. (tl, t4) = (1, 2) 17. (tl. 1,) = (2, 1) 
7. (&, t4) = (1, 4) 18. (&, t,) = (1, 1) 
8. (h ‘fs) = (4, 1) 19. (t& t,) = (3, 1) 
9. (t2’ is) = (2, 1) 20. ($. t7) = (2, 1) 
10. (tl, t,. t5) = (1. 1, 1) 21. (ts, t,) = (1, 2) 
11. P4, ts) = (1, 1) 
INCIDENCE MATRIX P(L??l,, (9)) 
R. E. GOMORY 
22. (tl, q = (1,4) 
23. (t7) = (7) 
24. (h, ts) = (1, 1) 
25. (ts, t,. ts) = (1, 1, 1) 
26. (t4, t,, t9) = (1, 1, 1) 
27. (f,, is) = (3, 1) 
28. (is, t*) = (1, 2) 
29. (t5. t*) = (1, 3) 
30. (LT. is) = (1, 4) 
31. (b) = (1) 
Face 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
vertex 
1. 000000001000011111111 
2. 100000001000001111111 
3. 100000011000100111111 
4. 010110111001110111111 
5. 100010011000100011111 
6. 100011001011011011111 
7. 100010000000110011111 
8. 001000001000011101111 
9. 101100011000101101111 
10. 011100001000010101111 
11. 111111111111111001111 
12. 001001001000011110111 
13. 101001001000001110111 
14. 111111111111110110111 
15. 101001000000011110111 
16. 101000000000111100111 
17. 011001001011011111011 
18. 111111111111101111011 
19. 100010000011111011011 
20. 101001000110111110011 
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INCIDENCE MATRIX P(gl,, (9)) (continued) 
- 
FXC 1 2 3 4 5 6 7 8 9101112131415161718192021 
21. 011100100111111101011 
22. 000000000011011111011 
23. 000000000011111111011 
24. I 1 1 1 I 1 1 1 1 1 11011111101 
25. 1 0 1 1 0 0 0 0 0 1 0 0 1 1 I 1 0 0 1 0 I 
26. 10001010011 111101 1 0 0 I 
27. 00000010011111111 1 0 0 1 
28. 100110110100110111101 
29. 1001000001001 11101101 
30. 1000000001001 I 1 1 I 1 0 0 I 
31. 1 I 11 1 I1 1 I1 11 11 I1 1 I 1 1 CI 
Row 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
I 3 
14 
15 
16 
17 
18 
19 
20 
21 
22 
2 1 2 2 2 I I I -” 1 
1 2 1 1 I 2 2 2 1 2 
10 9 8 7 6 5 4 3 2 I 
9 I 5 3 1 10 8 6 4 2 
8 .5 2 10 7 4 I 9 6 3 
7 3 10 6 2 9 5 1 8 4 
6 1 7 2 x 3 9 4 10 5 
5 10 4 9 3 8 2 7 1 6 
4 8 I 6 9 2 6 10 3 I 
3 6 9 1 4 7 10 2 5 8 
2 4 6 8 10 1 3 5 7 9 
1 2 3 4 5 6 7 8 9 10 
18 14 10 6 13 9 16 12 8 4 
16 10 4 9 14 8 13 18 12 6 
14 6 9 12 4 18 10 13 16 8 
13 4 ti 8 10 12 14 16 18 9 
I2 13 14 4 16 6 18 8 9 10 
10 9 8 I8 6 16 4 14 13 12 
9 18 16 14 12 10 8 6 4 13 
8 16 13 10 IX 4 12 9 6 14 
6 12 18 13 8 14 9 4 10 16 
4 8 12 16 9 13 6 10 14 18 
,?l 
3 
3 
11 
II 
11 
11 
11 
11 
II 
II 
11 
II 
22 
22 
22 
22 
22 
2% 
22 
22 
22 
22 
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VERTICES P(gll, (0)) 
1. (b) = (11) 44. (&> b) = (1. 1) 
2. PI, tz) = (1, 5) 45. (t& tj, $8) = (1, 2, 1) 
3. (b) = (11) 46. (&, t&J = (5, 1) 
4. (b b) = (4, 1) 47. (t7. ts) = (2, 1) 
5. (L h) = (2, 3) 48. (&, Ls) = (3, 2) 
6. (tz. is) = (1, 3) 49. (&, f,, is) = (1, 1, 2) 
7. 03) = (11) 50. (&, t&J = (1, 2) 
8. (L a = (3, 2) 51. @I, ts) = (1, 4) 
9. PI> t,, t4) = (1, 1, 2) 52. (f4, fs) = (1, 5) 
10. (&. La) = (1, 2) 53. (i,) = (11) 
11. (&, t4) = (1, 5) 54. (&. is) = (2, 1) 
12. (kJ = (11) 55. (&, t$J = (1, 1) 
13. (La, LJ = (3, 1) 56. (&, tg) = (4, 1) 
14. (&, is) = (2, 1) 57. (is, t,, to) = (2, 1, 1) 
1.5. (fz, t,, ts) = (1, 1, 1) 58. (t6, t,, t$) = (1. 1. 1) 
16. (tl. ts) = (1, 2) 59. (t,, t$J = (5, 1) 
17. @a, ts) = (3, 2) 60. (ts, t,. ts) = (1. 1, 1) 
18. (&. &,) = (1, 4) 61. (&. $J = (3, 1) 
19. (k) = (11) 62. (t4, t8) = (1. 2) 
20. (Ll. t,$) = (5, 1) 63. (tss ts) = (3, 2) 
21. @I. t,, t6) = (1, 2. 1) 64. (&, tg) = (2, 3) 
22. VI, t,, &) = (2, 1, 1) 65. &, &) = (1, 3) 
23. (tz, t,, t6) = (1. 1, 1) 66. (ts, is) = (1, 4) 
24. (tI, t,, t6) = (1, 1, 1) 67. (ts) = (11) 
25. Pa, &) = (4, 1) 68. PI, t,“) = (1, 1) 
26. (tj. &) = (1, 1) 69. (tz+ t,,) = (4, 1) 
27. (tz, &) = (2, 3) 70. (b ho) = (3. 1) 
28. (t. te) = (1, 3) 71. (b hl) = (2, 1) 
29. (&, &) = (1, 5) 72. ($3 t,, t,,) = (1, 1, 1) 
30. (Q = (11) 73. (t4, t,, t,,) = (1. 1, 1) 
31. PI, t,) = (4, 1) 74. (t3, t,, i,,) = (1, 1, 1) 
32. (tz, t,) = (2, 1) 75. (t,, t,, f,,) = (2, 1, 1) 
33. @I, t,, t,) = (1, 1, 1) 76. (t5. t,, t,,) = (1. 2, 1) 
34. (f3, t,) = (5. 1) 77. (t9, 2,,) = (5, 1) 
35. (t& t,) = (1. 1) 78. (&. t,,) = (1, 2) 
36. (tj, t,) = (3, 1) 79. (t$ t,. f,,) = (1, 1, 2) 
37. (f3, $j, t,) = (1, 2, 1) 80. (&f &J = (3, 2) 
38. VI, t,) = (1, 3) 81. (b. ho) = (1, 3) 
39. (t@ t7) = (2, 3) $2. (b. ho) = (2, 3) 
40. (& i,) = (1, 4) 83. (f4. 11,) = (1, 4) 
41. (b) = (11) 84. (&. &,) = (1, 5) 
42. VI. &,) = (3, 1) 85. (h) = (11) 
43. (fl, t,, &) = (1, 1, 1) 
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001ooooo-oo--0000000-000 
oo- 00000000-00000000-000 
oo- 00000000-00000000-003 
-010000--1o- 000000~1-000 
~0~-“i~~~~0-~~e~00~~~00~ 
e-i 00000000-000000----00 
-03o--0003--0-000000-000 
oo- oooooo-o--oco-ooo~oo- 
&i-3’ oooioo-ooooooo--000 
oo-ooooo-oo--oooooo----- 
oo- ooooo--~-o-~--‘oo-oo- 
oo- oooooooo-~ooooooo-~-o 
00 -oooooooo-oooooooo-oo- 
00- oooooooo- 00000000-000 
OO- ooooo-oo-oooooooo-oo- 
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‘30 000300000000 
~-~oooo-------_~ 
-=-*---oo--d3- 
31~~---_--__0~_- 
--_--_--i_-___ 
o--3~c-_o----io_ 
-o~~_“~~--3~o__ 
3-oc-~--ioc-~~ 
‘--i~--=-.---d~- 
-ii--+w--31--- 
00=t00~0*000~0 
000003200~0000 
0’000000~00000 
00000000300003 
-00 00000000000 
O’C 003 00000000 
000000 -0000000 
-0s coo-=500==0 
03 -000-00-0000 
0-~0=3~00-0-~= 
GOC ooooo=ooo’o 
00 oooo= 0000000 
0-00c30000~0022 
00-00000000000 
-O--M -00000000 
0-0000-0003000 
‘-002~---00000 
10 --001 oo--000 
~-~0~0~10~0-10 
--3~-+-----3~~ 
00000000000000 
ooc3oo-o=ocooo 
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7Il x2 27% ?cd ?r$ 2x9 27, ?c* ZQ 4 
RoW 
I 1 2 3 4 5 ti 7 s 9 10 
2 10 9 8 7 6 5 4 3 2 12 
3 8 5 2 10 7 4 12 9 6 14 
4 6 12 7 13 8 3 9 4 10 16 
5 6 12 7 2 8 14 9 4 10 16 
6 15 8 12 8 9 13 6 10 3 18 
7 4 8 12 16 9 2 6 10 14 1x 
x 4 8 12 5 9 13 6 10 14 18 
9 13 4 6 8 10 12 14 16 7 20 
10 13 15 6 8 10 12 14 5 7 20 
II 20 7 16 14 12 10 8 17 4 24 
I” 9 18 16 14 Id 10 8 6 15 24 
1 3 9 18 16 3 12 21 8 6 15 24 
14 9 18 5 14 12 10 19 6 15 24 
15 1x 14 10 6 13 20 16 12 8 26 
16 16 21 4 20 14 8 24 7 12 2x 
Ii 2.5 6 20 12 15 18 10 24 5 30 
18 14 6 20 12 15 18 10 24 16 30 
10 
12 
14 
16 
16 
1X 
18 
1x 
“0 
“0 
24 
24 
24 
24 
“6 
‘8 
30 
30 
\;ERTICES P($!?‘lI, (10)) 
1. (1,) = (10) 18. (tl, t,. t;) = (1, 1, 1) 
2. (t*) = (5) 19. (t3, q = (1, 1) 
3. v*, ts) = (2, 2) 20. (t7) = (3) 
4. (G, b) = (1, 3) 2 I. (tl, ts) = (2, 1) 
5. (G) = (7) 22. (&, t*) = (1, 1) 
6. (&. f,) = (2, 1) 23. (&, t*) = (4, 1) 
7. @I. id) = (2, 2) 24. (t6, 1,, ts) = (1, 1, 1) 
8. vz. L4) = (1,2) 25. (t& = (4) 
9. (t4) = (8) 26. (11. tJ = (1, 1) 
10. (Q = (2) 27. (/,, t,$ = (3, I) 
11. (tl, &) = (4, 1) “8. (f6, fQ) = (2, 1) 
12. (t*. tsi = (2, 1) 29. (ta, t,, is) = (1, 1, 1) 
13. (tl, t,, te) = (1, I, 1) 30. (&, &) = (1, 2) 
14. (t4, &) = (1, 1) 3 1. (t$ tQ) = (1, 3) 
15. (t3, &) = (1, 3) 32. (fd = (6, 
16. (t6) = (9) 33. (Q = (I) 
Ii. (tl, t;) = (3, 1) 
* 1 would like to thank Fred Glover and Ellis Johnson for supplying three faces 
of P(qIl, (10)) that were missin g in earlier versions of this paper. 
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