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Abstract
We show the existence of global weak solutions to the three-dimensional
compressible primitive equations of atmospheric dynamics with degen-
erate viscosities. In analogy with the case of the compressible Navier-
Stokes equations, the weak solutions satisfy the basic energy inequality,
the Bresh-Desjardins entropy inequality and the Mellet-Vasseur estimate.
These estimates play an important role in establishing the compactness
of the vertical velocity of the approximating solutions, and therefore are
essential to recover the vertical velocity in the weak solutions.
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1 Introduction
1.1 The compressible primitive equations
In this work, we aim at studying the following compressible primitive equations
of atmospheric dynamics without buoyancy (no gravity).
∂tρ+ divh (ρv) + ∂z(ρw) = 0 in Ω,
∂t(ρv) + divh (ρv ⊗ v) + ∂z(ρwv) +∇hP (ρ)
= divh (h(ρ)D(v)) + ∂z(h(ρ)∂zv) +∇h(g(ρ)divh v) in Ω,
∂zP (ρ) = 0 in Ω,
(CPE)
where P (ρ) = ργ , with γ > 1. Here, ρ is a scaler function denoting the density
profile, and u = (v, w) ∈ R2 × R denotes the velocity filed. The domain is
assumed to be Ω := Ωh × (0, 1), with Ωh = T2, being the fundamental periodic
domain in R2. ∇h = (∂x, ∂y)⊤ and divh = ∇h· denote the horizontal gradient
and divergence, respectively. Also, ∆h = ∂xx + ∂yy is the Laplacian operator
in the horizontal direction. The viscosity coefficients h, g are functions of the
density. The horizontal viscosity tensor D(v) is assumed to be symmetric with
respect to the gradient, that is
D(v) := 1
2
(∇hv + (∇hv)⊤).
The following boundary condition is imposed on system (CPE),
(∂zv, w)
∣∣
z=0,1
= (0, 0). (1.1)
The isentropic compressible primitive equations (CPE) are obtained by replac-
ing the equation of the vertical velocity (vertical momentum) in the isentropic
compressible Navier-Stokes equations with the hydrostatic balance equation,
i.e., (CPE)3. The compressible primitive equations are used to model the mo-
tion of flows in the atmosphere, which is an extremely complicated dynamical
system. Indeed, as described in [42], the full hydrodynamic and thermody-
namic equations with Coriolis force and gravity describe the motion and state
of the atmosphere. However, such equations are too complicated to study and
compute. By making use of the fact that the planetary horizontal scales are
significantly larger than the vertical one in the atmosphere, one can replace the
equation of the vertical momentum with the hydrostatic balance equation. In-
deed, since the vertical scale of the atmosphere is significantly smaller than the
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planetary horizontal scales, the authors in [16] take advantage, as it is commonly
done in planetary scale geophysical models, of the smallness of this aspect ra-
tio between these two orthogonal directions to formally derive the compressible
primitive equations of planetary atmospheric dynamics from the compressible
Navier-Stokes equations. It turns out that the hydrostatic approximation bal-
ance equation is accurate enough for practical applications and is used as a
fundamental equation in atmospheric science models. It is the starting point of
many large scale models in the theoretical investigations and practical weather
and climate predictions (see, e.g., [40]). This has also been observed by meteo-
rologists (see, e.g., [47,53]). In fact, such an approximation is reliable and useful
in the sense that the balance of gravity and pressure dominates the dynamic in
the vertical direction and that the vertical velocity is usually hard to observe
in the atmosphere. On the other hand, instead of the molecular viscosity, eddy
viscosity is used to model the statistical effect of turbulent motion in the atmo-
sphere. The above observations and more perceptions from the meteorological
point of view can be found in [47, Chapter 4].
In the simplified model (CPE), we assume that the atmosphere is under
adiabatic process. Moreover, we neglect here the Coriolis force and the gravity.
However, it is worth stressing that adding the Coriolis force will not cause any
difficulties and our results will be equally valid. In addition, for the compressible
Navier-Stokes equations, the kinetic theory implies that the viscosity coefficients
h, g depend on the temperature, and for an isentropic flow, this dependence is
translated into the dependence of the viscosity on the density (see, e.g., [44]).
Moreover, the relation
g(ρ) = h′(ρ)ρ− h(ρ). (1.2)
of the viscosity coefficients is introduced in [2] by Bresch and Desjardins for
the compressible Navier-Stokes equations, which will induce a mathematical
entropy, i.e., the Bresch-Desjardins entropy (see, also, [3]). This motivates us
to assume h(ρ) = ρ, g(ρ) = 0.
Consequently, system (CPE) can be written as,
∂tρ+ divh (ρv) + ∂z(ρw) = 0 in Ω,
∂t(ρv) + divh (ρv ⊗ v) + ∂z(ρwv) +∇hP (ρ)
= divh (ρD(v)) + ∂z(ρ∂zv) in Ω,
∂zP (ρ) = 0 in Ω,
(CPE’)
with initial data
(ρ, v)|t=0 = (ρ0, v0), (1.3)
and boundary conditions (1.1). Our goal is to establish the existence of global
weak solutions to (CPE’). Notice, in the vacuum set {ρ = 0}, the viscosity
vanishes in system (CPE’), and hence the system has a degenerate viscosity.
The first mathematical treatment of the compressible primitive equations
(referred to as CPE) reformulated the system in the pressure coordinates (p-
coordinates) and showed that in the new coordinate system, the equations are
in the form of classical primitive equations (called the primitive equations, or
PE hereafter) with the incompressibility condition in the new coordinates. This
was done by Lions, Temam and Wang in [40]. The authors also showed the
existence of global weak solutions to the PE and therefore indirectly studied the
CPE. We point out that the pressures on the upper and lower boundaries were
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assumed to be constant in [40], which is not the case in reality. In yet another
work [39], the authors modeled the nearly incompressible ocean by the PE. It is
formulated as the hydrostatic approximation of the Boussinesq equations. The
authors show the existence of global weak solutions and therefore indirectly
study the CPE (see, e.g., [38, 41] for additional work by the authors). Since
then, the PE have been the subject of intensive mathematical research. For
instance, Guille´n-Gonza´lez, Masmoudi and Rodr´ıguez-Bellido in [21] study the
local existence of strong solutions and global existence of strong solutions for
small data to the PE. In [56] the authors address the global existence of strong
solutions to the PE in a domain with small depth for large, but restricted initial
data that depends on the depth. In [46], the authors study the Sobolev and
Gevrey regularity of the solutions to the PE. The first breakthrough concerning
the global well-posedness of the PE is obtained by Cao and Titi in [11], in
which the authors show the existence of unique global strong solutions (see, also,
[12,22–26,28,29,34–37,55] and the references therein for related study). On the
other hand, with partial anisotropic diffusion and viscosity, Cao, Li and Titi in
[6–10,13] establish the global well-posedness of strong solutions to PE. For the
inviscid primitive equations, or hydrostatic incompressible Euler equations, in
[4, 27, 45], the authors show the existence of solutions in the analytic function
space and in Hs space. More recently, the authors in [5,54] construct finite-time
blowup for the inviscid PE in the absence of rotation. Also, in [20] , the authors
establish the Gevrey regularity of hydrostatic Navier-Stokes equations with only
vertical viscosity.
In this work, we focus on showing the global existence of weak solutions to
(CPE’). It should be emphasized that prior to this work, even though it has
been studied indirectly, the global existence of weak solutions to the CPE has
been open. This is due to the fact that the former study has neglected the effect
of the physical boundary condition on the pressure. In particular, and as we
stated above, in [40] the pressures of the CPE on the boundaries are taken to be
constant. In fact, the physical pressures on the boundaries should be changing
in time cooperating for the evolving flows in the atmosphere. In fact, this is
the very reason and motivation of our study of the existence of weak solution
to (CPE’), which is our main goal in this work.
Recently, Gatapov, Kazhikhov, Ersoy, Ngom construct a global weak so-
lution to some two dimensional compressible primitive equations in [15, 19].
Meanwhile, Ersoy, Ngom, Sy, Tang, Gao study the stability of weak solutions to
CPE in [16, 50], in the sense that a sequence of weak solutions satisfying some
entropy conditions contains a subsequence converging to another weak solution.
In this work, we address the problem of existence of such global weak solutions
to (CPE’).
The existence of global weak solutions to the isentropic compressible Navier-
Stokes equations with constant viscosity coefficients was established by P.-
L.Lions in [43]. It was further developed by Feireisl, Novotny´ and Petzeltova´ in
[17] (see also [18]). Very recently, independently by Vasseur and Yu in [52], and
by Li and Xin in [33], the problem of existence of global weak solutions to the
compressible Navier-Stokes equations with degenerate viscosity is addressed.
In order to establish the existence of global weak solutions to (CPE’), our
main difficulty is due to the lack of evolutionary equation for the vertical ve-
locity (momentum). Indeed, the vertical velocity is recovered from the density
and the horizontal velocity by making use of the stratifying property of the
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density (induced by the hydrostatic balance equation (CPE’)3) and the con-
tinuity equation (CPE’)1 (see, e.g., (4.26), below). Furthermore, the vertical
velocity is less regular than the horizontal velocity in general. To overcome this
difficulty, in [16,50], the authors make use of the Bresch-Desjardins entropy in-
equality by taking the viscosity coefficients as in (CPE’). This will give some
extra regularity to the density and the vertical velocity. That is, one will have
ρ1/2 ∈ L∞(0, T ;H1(Ω)) and ρ1/2∂zw ∈ L2(Ω × (0, T )) (see (3.16) and (3.17),
below). Moreover, one has, as in the compressible Navier-Stokes equations, the
Mellet-Vasseur estimate for the horizontal velocity (see (3.20), below). Such
estimates will help us to deal with the required compactness argument in the
nonlinearities involving the vertical velocity.
We follow here the same strategy of [33]. Indeed, we introduce the approx-
imating problem in section 2. In particular, such an approximation captures
the bound of the basic energy, the Bresch-Desjardins entropy inequality and
the Mellet-Vasseur estimate (see Proposition 2, below). The first main part of
this work is to construct global strong solutions (the approximating solutions)
to the approximating problem. This is done in section 4. In fact, our approxi-
mating solutions are less regular than those for the compressible Navier-Stokes
equations in [33] (see section 4.1). We employ a Galerkin type approximating
scheme, modified from that in [17], to show the existence of global strong so-
lutions to the approximating problem (2.1), below (see section 4.2). Then we
show the compactness result which will be the final ingredient in this work. We
emphasize that the main convergences to restore the compactness in the non-
linearities, involving the vertical velocity, are the strong convergences in (5.13),
(5.36) and the weak convergence in (5.39), below. In particular, the vertical
velocity is obtained in (5.40), below.
In this work, we will assume the initial data (ρ, v)
∣∣
t=0
= (ρ0, v0) satisfies the
following bounds. For γ > 1 and some ̟ > 0,
ρ0 = ρ0(x, y) ≥ 0, almost everywhere in Ω, ρ0 ∈ L1(Ω) ∩ Lγ(Ω),
∇hρ1/20 ∈ L2(Ω), m0 := ρ0v0 ∈ L2γ/(γ+1)(Ω),
m0 = 0, almost everywhere in the set {ρ0 = 0} ⊂ Ω,
ρ−1−̟0
∣∣m0∣∣2+̟ ∈ L1(Ω), and ρ0v20 = ρ−10 m20 ∈ L1(Ω),
(1.4)
where we set ρ−10 m
2
0 = ρ
−1−̟
0
∣∣m0∣∣2+̟ = 0, almost everywhere in the set {ρ0 =
0}, i.e., in the vacuum set of ρ0.
This work is organized as follows. In the next section, we will introduce
some notations, that we will be using in this work, and we will also state our
main theorem. In section 2, we will introduce our approximating problem of
(CPE’). With the approximating solutions defined there, we establish the uni-
form estimates in section 3, which will capture the basic energy estimate, the
Bresch-Desjardins entropy and the Mellet-Vasseur estimates. Next, in section
4, we focus on the construction of the approximating solutions. This is done by
presenting the a priori estimates in section 4.1 and the constructing the solu-
tions via a modified Galerkin type approximating scheme in section 4.2. Finally,
in section 5, we summarize the compactness argument and show the existence
of weak solutions to (CPE’). Moreover, we show the energy inequality and the
entropy inequalities. This in turn will complete the proof of our main theorem.
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1.2 Preliminaries and the main theorem
We will use the notations∫
· d~x =
∫
Ω
· d~x =
∫
Ω
· dxdydz,
∫
Ωh
· dxdy
to denote the integrals in the whole domain and in the horizontal domain,
respectively. Furthermore, we useww·ww
Lp
=
ww·ww
Lp(Ω)
,
∣∣·∣∣
Lp
=
ww·ww
Lp(Ωh)
,
to denote the Lp, p > 1, norms in the whole spatial domain and in the horizontal
domain, respectively. W k,p(Ω),W k,p(Ωh), k ∈ N+, p > 1, are the corresponding
Sobolev space in the whole domain and in the horizontal domain, respectively,
and when p = 2, they are denoted byHk(Ω), Hk(Ωh). W
−1,1(Ω) =
(
W 1,∞(Ω)
)∗
is the dual space of W 1,∞(Ω). C∞c (Ω × [0, T )) consists of the smooth function
with compact support in Ω × [0, T ) for any given positive constant T ∈ (0,∞)
(e.g., trigonometric polynomials of variables (x, y) such that the coefficients are
C∞ functions of (z, t) with support in any compact subset of [0, 1] × [0, T )).
D′(0, T ) is the space of distribution functions in the temporal variable. Also,
we have the following De Giorgi-type lemma.
Lemma 1 (De Giorgi) Consider a function on the positive real line
g : R+ 7→ [0,∞).
Suppose that g is bounded and non-increasing, and that there exist constants
α, β, C ∈ (0,∞) such that, for any l, k ∈ R+, with l > k,
g(l) ≤ C(l − k)−βg(k)1+α. (1.5)
Then there exists a constant L ∈ (0,∞) such that g ≡ 0 on [L,∞).
Proof Take k = 1 in (1.5). It follows that there is a constant C′ such that for
any l > 1,
g(l) ≤ C(l − 1)−βg(1)1+α ≤ C
′
lβ
. (1.6)
Define the monotonically increasing sequence {hi}i=0,1,2,···, by hi = hi−1 + i−2,
for i ≥ 1, and h0 = κ, with κ ∈ (1,∞) to be determined later. Then from (1.5),
for i ≥ 2,
g(hi) ≤ Ci2βg(hi−1)1+α, or equivalently
i
4β
α g(hi) ≤ C
(
i
i− 1
) 2αβ+4β
α
g(hi−1)
α/2
(
(i− 1) 4βα g(hi−1)
)1+α/2
≤ C2 2αβ+4βα g(h0)α/2
(
(i− 1) 4βα g(hi−1)
)1+α/2
≤ C(C′)α/22 2αβ+4βα κ−αβ2 ((i − 1) 4βα g(hi−1))1+α/2,
where we have applied inequality (1.6) for l = h0. Then for κ large enough, we
have for i ≥ 2,
i
4β
α g(hi) ≤
(
(i − 1) 4βα g(hi−1)
)1+α/2
.
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We iterate this inequality i times to obtain
i
4β
α g(hi) ≤
(
g(h0)
)(1+α/2)i
=
(C′
κ
)(1+α/2)i ≤ 1,
for κ large enough, where we have applied inequality (1.6) for l = h0 = κ. Thus
g(hi) ≤ i−
4β
α .
Since hi is increasing, and g is non-increasing and non-negative, we have
lim
i→∞
g(hi) = g(h∞) = 0,
where h∞ = κ+
∑∞
i=1 i
−2 ∈ (0,∞). Consequently, since g is non-increasing and
non-negative, then g ≡ 0 on [L,∞), for any L ≥ h∞.

The following is the definition of weak solution to CPE in this work:
Definition 1 (Global weak solutions to CPE) Given any positive constant
time T ∈ (0,∞), a triple (ρ, v, w) is called a weak solution to (CPE’), with (1.1)
and (1.4), in Ω× (0, T ), if ρ = ρ(x, y, t) and it satisfies the following weak for-
mulation,∫
Ω
ρ0ψ|t=0 d~x+
∫ T
0
∫
Ω
[
ρ∂tψ + ρv · ∇hψ + ρw∂zψ
]
d~x dt = 0,∫
Ω
m0 · φ|t=0 d~x+
∫ T
0
∫
Ω
[
ρv · ∂tφ+ ρv ⊗ v : ∇hφ+ ρwv · ∂zφ
+ργdivh φ
]
d~x dt−
∫ T
0
∫
Ω
[
ρD(v) : ∇hφ+ ρ∂zv · ∂zφ
]
d~x dt = 0,
for any smooth functions (ψ, φ) ∈ C∞c (Ω× [0, T );R)×C∞c (Ω× [0, T );R2), where
the following regularity holds
0 ≤ ρ = ρ(x, y, t) ∈ L∞(0, T ;L1(Ω) ∩ Lγ(Ω)),
∇hρ1/2 ∈ L∞(0, T ;L2(Ω)), ρ1/2v ∈ L∞(0, T ;L2(Ω)),
∇hργ/2 ∈ L2(Ω× (0, T )), ρ1/2∇v ∈ L2(Ω× (0, T )),
ρ1/2∂zw ∈ L2(Ω× (0, T )).
In addition, the following energy inequality holds,
d
dt
{1
2
∫
ρ
∣∣v∣∣2 d~x+ 1
γ − 1
∫
ργ d~x
}
+
∫
ρ
∣∣D(v)∣∣2 d~x
+
∫
ρ
∣∣∂zv∣∣2 d~x ≤ 0,
in D′(0, T ). Also, we have the following entropy inequality,
sup
0≤t≤T
{∫ ∣∣∇hρ1/2∣∣2 d~x+ ∫ ρ(e+ v2) log(e+ v2) d~x}
+
∫ T
0
∫
Ω
ρ
∣∣∇hv∣∣2 + ρ∣∣∂zw∣∣2 d~x dt+ ∫ T
0
∫
Ω
ργ−2
∣∣∇hρ∣∣2 d~x dt
7
≤ CTE0,
where E0 is defined as
E0 :=
wwρ−10 m20wwL1(Ω) +wwρ−1−̟0 ∣∣m0∣∣2+̟wwL1(Ω) +ww∇hρ1/20 wwL2(Ω)
+
wwρ0wwL1(Ω) +wwρ0wwγLγ(Ω). (1.7)
Next, we introduce the main theorem in this work.
Theorem 1.1 Considering the initial data given in (1.4), then there is a global
weak solutions to the problem (CPE’), (1.1) (1.3), satisfying Definition 1.
2 The approximating problem
In this section, we will study the following approximating problem of (CPE’).
Consider the following parabolic regularizing system,
∂tρε + divh (ρεvε) + ∂z(ρεwε) = G(ρε) in Ω,
ρε∂tvε + ρεvε · ∇hvε + ρεwε∂zvε +∇hP (ρε)
= divh (ρεD(vε)) + ∂z(ρε∂zvε) + F (vε, ρε) in Ω,
∂zP (ρε) = 0 in Ω,
(2.1)
where
G(ρε) := ερ
1/2
ε ∆hρ
1/2
ε + ερ
1/2
ε divh (
∣∣∇hρ1/2ε ∣∣2∇hρ1/2ε ) + ερ−p0ε ,
F (vε, ρε) :=
√
εdivh (ρε∇hvε) + F˜ (vε, ρε),
F˜ (vε, ρε) := ερ
1/2
ε
∣∣∇hρ1/2ε ∣∣2∇hρ1/2ε · ∇hvε − ερ−p0ε vε − ερε∣∣vε∣∣3vε,
with the positive constants ε, p0 satisfying,
ε > 0, p0 > max{24, γ − 1} > 0.
Similarly, we complement the above system with the following initial and bound-
ary conditions,
(ρε, vε)|t=0 = (ρε,0, vε,0), (∂zv, w)|z=0,1 = (0, 0). (2.2)
Next, we will define the approximating initial data and solutions of the approx-
imating compressible primitive equation (2.1).
Definition 2 (Approximating initial data) Let ε0 ∈ (0, 1) be a finite posi-
tive constant. A sequence of approximating initial data to (ρ0, v0), with m0 =
ρ0v0, as in (1.4), is {(ρε,0, vε,0)}ε∈(0,ε0) satisfying the following conditions:
• As ε→ 0+,wwρε,0 − ρ0wwL1(Ω) +wwρε,0 − ρ0wwLγ(Ω) +ww∇h(ρ1/2ε,0 − ρ1/20 )wwL2(Ω)
+
wwρε,0v2ε,0 − ρ−10 m20wwL1(Ω) → 0;
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• for any fixed ε ∈ (0, ε0),
ε1/p0+1 < ρε,0 < ε
−1/p0−1, ∂zρε,0 = 0, ∂zvε,0|z=0,1 = 0,
ρε,0 ∈W 1,4(Ω), vε,0 ∈ H1(Ω),
withwwρ1/2ε,0 vε,0ww2L2(Ω) +wwρε,0wwγLγ(Ω) +wwρε,0wwL1(Ω) +ww∇hρ1/2ε,0 ww2L2(Ω)
+
wwρε,0v2+̟ε,0 wwL1(Ω) +wwε1/p0ρ−1ε,0wwp0Lp0(Ω) +wwε1/4∇hρ1/2ε,0 ww4L4(Ω)
< 2
wwρ−10 m20wwL1(Ω) + 2wwρ0wwγLγ(Ω) + 2wwρ0wwL1(Ω) + 2ww∇hρ1/20 wwL2(Ω)
+ 2
wwρ−1−̟0 ∣∣m0∣∣2+̟wwL1(Ω) =: C0.
Definition 3 (Approximating solutions) Let ε0 ∈ (0, 1) be a finite positive
constant. Then a sequence of approximating solutions {(ρε, vε)}ε∈(0,ε0) consists
of the global strong solutions (ρε, vε) to the approximating equations (2.1) with
the approximating initial data (ρε,0, vε,0), as defined in Definition 2, for all
ε ∈ (0, ε0). In particular, for any positive time T ∈ (0,∞), there is a positive
constant C = Cε,T <∞ such that C−1 < ρε < C and,
ρ1/2ε ∈ L∞(0, T ;W 1,4(Ω)) ∩ L2(0, T ;H2(Ω)),∇hρε ∈ L30(Ω× (0, T )),∣∣∇hρ1/2ε ∣∣2∇2hρ1/2ε ∈ L2(Ω× (0, T )), ∂tρε ∈ L2(Ω× (0, T )),
vε ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)) ∩ L5(Ω× (0, T )) ∩ L10(Ω× (0, T )),
∇vε ∈ L10/3(Ω× (0, T )), ∂tvε ∈ L2(Ω× (0, T )), ∂zwε ∈ L2(Ω× (0, T )).
Here wε is given by
wε(x, y, z, t) = −ρ−1ε (x, y, t)
∫ z
0
divh
(
ρε(x, y, t)(vε(x, y, z
′, t)
−
∫ 1
0
vε(x, y, z
′′, t) dz′′)
)
dz′.
We will establish the global existence of approximating solutions for ε ∈
(0, ε0), for some ε0 small enough. In addition, we will establish some estimates
for the approximating solutions, that are independent of ε, capturing the ba-
sic energy, the Bresch-Desjardins entropy and the Mellet-Vasseur estimates of
(CPE’). In fact, we will show the following:
Proposition 1 (Global existence of approximating solutions) For any fixed
ε > 0, there is an approximating solution (ρε, vε) as defined in Definition 3.
The proof will be presented in section 4. In particular, see the arguments in
section 4.2.
3 ε-independent uniform estimates
In this section we will establish some uniform a priori estimates of the approxi-
mating solutions defined in Definition 3 independent of ε. These estimates will
capture the basic energy, the Bresch-Desjardins entropy and the Mellet-Vasseur
estimates of the solutions to (CPE’). In fact, we are going to show the following:
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Proposition 2 There is a constant ε0 > 0, small enough, such that for every
T ∈ (0,∞) the approximating solution (ρε, vε) on [0, T ), with ε ∈ (0, ε0), as
defined in Definition 3 will satisfy the following estimates: for some constant
CT > 0, which is independent of ε, but depends on T and the initial data (1.4)
and (1.7),
• the bound of the basic energy bound:
sup
0≤t≤T
{∫
ρε
∣∣vε∣∣2 d~x+ ∫ ργε d~x+ ∫ ρε d~x+ ε ∫ ρ−p0ε d~x}
+
∫ T
0
∫ (
ρε
∣∣D(vε)∣∣2 + ρε∣∣∂zvε∣∣2) d~x dt+ ε ∫ T
0
∫ (
ρ−p0ε
∣∣vε∣∣2 + ρε∣∣vε∣∣5
+
∣∣∇hρ1/2ε ∣∣4∣∣vε∣∣2 + ∣∣∇hρ1/2ε ∣∣2∣∣vε∣∣2 + ∣∣∇hρ1/2ε ∣∣4) d~x dt
+ ε2
∫ T
0
∫
ρ−2p0−1ε d~x dt ≤ CT ,
• the Bresch-Desjardins entropy inequality:
sup
0≤t≤T
{∫ ∣∣∇hρ1/2ε ∣∣2 d~x+ ε ∫ ∣∣∇hρ1/2ε ∣∣4 d~x}+ ∫ T
0
∫ (
ρε
∣∣∇hvε∣∣2
+ ρε
∣∣∂zwε∣∣2) d~x dt+ ∫ T
0
∫
ργ−2ε
∣∣∇hρε∣∣2 d~x dt+ ε ∫ T
0
∫ (∣∣∆hρ1/2ε ∣∣2
+
∣∣∇hρ1/2ε ∣∣2∣∣∇2hρ1/2ε ∣∣2) d~x dt+ ε2 ∫ T
0
∫ ∣∣∇hρ1/2ε ∣∣4∣∣∇2hρ1/2ε ∣∣2 d~x dt
≤ CT ,
• and the Mellet-Vasseur estimate:
sup
0≤t≤T
∫
ρε(e+ v
2
ε ) log(e + v
2
ε) d~x ≤ CT ,
where wε is given by
wε(x, y, z, t) = −ρ−1ε (x, y, t)
∫ z
0
divh
(
ρε(x, y, t)(vε(x, y, z
′, t)
−
∫ 1
0
vε(x, y, z
′′, t) dz′′)
)
dz′.
Proof This follows directly from (3.7), (3.17) and (3.20) in the following sub-
sections.

For the sake of convenience, we shall denote, in the following subsections,
the approximating solution (ρε, vε) as (ρ, v) and wε as w. It should be noted
that the following calculations are rigorous in view of the regularity given in
Definition 3.
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3.1 The basic energy bound
Multiplying (2.1)2 with v and integrating the resultant over Ω to obtain
d
dt
{
1
2
∫
ρ
∣∣v∣∣2 d~x}− ∫ 1
2
G(ρ)
∣∣v∣∣2 d~x+ ∫ ∇hP (ρ) · v d~x
+
∫ (
ρ
∣∣D(v)∣∣2 + ρ∣∣∂zv∣∣2) d~x+√ε∫ ρ∣∣∇hv∣∣2 d~x = ∫ F˜ (v, ρ) · v d~x.
(3.1)
In the meantime, by making use of (2.1)1, after integration by parts, the follow-
ing identity holds, for any q 6= 1,∫
∇hρq · v d~x =
∫
q
q − 1∇hρ
q−1 · (ρv) d~x =
∫ (
q
q − 1ρ
q−1
× (∂tρ− ∂z(ρw) −G(ρ))
)
d~x =
d
dt
{ 1
q − 1
∫
ρq d~x
}
+
ε(2q − 1)q
16(q − 1)
∫
ρq−3(4ρ+
∣∣∇hρ∣∣2)∣∣∇hρ∣∣2 d~x− εq
q − 1
∫
ρq−p0−1 d~x,
(3.2)
where we have also used the fact that ρ is independent of the z variable and the
following identity,∫
ρq−1G(ρ) d~x =
∫
ρq−1
(
ερ1/2∆hρ
1/2 + ερ1/2divh (
∣∣∇hρ1/2∣∣2∇hρ1/2)
+ ερ−p0
)
d~x = −ε(2q − 1)
∫ (
ρq−1
∣∣∇hρ1/2∣∣2 + ρq−1∣∣∇hρ1/2∣∣4) d~x
+ ε
∫
ρq−p0−1 d~x.
Therefore, applying (3.2), with q = γ in (3.1), one has
d
dt
{
1
2
∫
ρ
∣∣v∣∣2 d~x+ 1
γ − 1
∫
ργ d~x
}
+
∫
ρ
∣∣D(v)∣∣2 d~x+ ∫ ρ∣∣∂zv∣∣2 d~x
+ (
√
ε− ε)
∫
ρ
∣∣∇hv∣∣2 d~x + ε
2
∫
ρ−p0
∣∣v∣∣2 d~x+ ε ∫ ρ∣∣v∣∣5 d~x
+
ε
32
∫
ρ−2
∣∣∇hρ∣∣4∣∣v∣∣2 d~x + ε
16
∫
ρ−1
∣∣∇hρ∣∣2∣∣v∣∣2 d~x
+
ε(2γ − 1)γ
16(γ − 1)
∫
ργ−3(4ρ+
∣∣∇hρ∣∣2)∣∣∇hρ∣∣2 d~x ≤ εγ
γ − 1
∫
ργ−p0−1 d~x,
(3.3)
where we have substituted above the following calculation,∫
F˜ (v, ρ) · v d~x+
∫
1
2
G(ρ)
∣∣v∣∣2 d~x = −ε ∫ ρ−p0 ∣∣v∣∣2 d~x− ε ∫ ρ∣∣v∣∣5 d~x
− ε
2
∫
divh (ρ
1/2
∣∣∇hρ1/2∣∣2∇hρ1/2)∣∣v∣∣2 d~x+ ∫ ( ε
2
ρ1/2∆hρ
1/2
∣∣v∣∣2
+
ε
2
divh (ρ
1/2
∣∣∇hρ1/2∣∣2∇hρ1/2)∣∣v∣∣2) d~x− ε
2
∫ ∣∣∇hρ1/2∣∣4∣∣v∣∣2 d~x
+
ε
2
∫
ρ−p0
∣∣v∣∣2 d~x = −ε
2
∫
ρ−p0
∣∣v∣∣2 d~x− ε ∫ ρ∣∣v∣∣5 d~x
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− ε
32
∫
ρ−2
∣∣∇hρ∣∣4∣∣v∣∣2 d~x− ε
8
∫
ρ−1
∣∣∇hρ∣∣2∣∣v∣∣2 d~x
− ε
2
∫
(∇hρ · ∇h)v · v d~x,
and the estimate
−ε
2
∫
(∇hρ · ∇h)v · v d~x ≤ ε
16
∫
ρ−1
∣∣∇hρ∣∣2∣∣v∣∣2 d~x+ ε ∫ ρ∣∣∇hv∣∣2 d~x.
On the other hand, direct integration of (2.1)1 over Ω gives
d
dt
∫
ρ d~x+
ε
16
∫
ρ−2(4ρ+
∣∣∇hρ∣∣2)∣∣∇hρ∣∣2 = ε ∫ ρ−p0 d~x. (3.4)
Furthermore, using identity (3.2), with q = −p0, yields
d
dt
{
1
1 + p0
∫
ρ−p0 d~x
}
+
εp0(2p0 + 1)
16(p0 + 1)
∫
ρ−p0−3(4ρ+
∣∣∇hρ∣∣2)∣∣∇hρ∣∣2 d~x
+
εp0
p0 + 1
∫
ρ−2p0−1 d~x =
∫
ρ−p0divh v d~x ≤ εp0
2(p0 + 1)
∫
ρ−2p0−1 d~x
+
p0 + 1
εp0
∫
ρ
∣∣D(v)∣∣2 d~x,
(3.5)
where we have used the fact that∣∣divh v∣∣2 = ∣∣∂1v1 + ∂2v2∣∣2 ≤ 2(∣∣∂1v1∣∣2 + ∣∣∂2v2∣∣2) ≤ 2∣∣D(v)∣∣2.
Therefore, multiplying (3.5) by
ε
4
and adding the result to (3.3) and (3.4) yield
d
dt
{
1
2
∫
ρ
∣∣v∣∣2 d~x+ 1
γ − 1
∫
ργ d~x+
∫
ρ d~x+
ε
4(1 + p0)
∫
ρ−p0 d~x
}
+ (1 − p0 + 1
4p0
)
∫
ρ
∣∣D(v)∣∣2 d~x+ ∫ ρ∣∣∂zv∣∣2 d~x+ (√ε− ε)∫ ρ∣∣∇hv∣∣2 d~x
+
ε
2
∫
ρ−p0
∣∣v∣∣2 d~x+ ε ∫ ρ∣∣v∣∣5 d~x+ ε
32
∫
ρ−2
∣∣∇hρ∣∣4∣∣v∣∣2 d~x
+
ε
16
∫
ρ−1
∣∣∇hρ∣∣2∣∣v∣∣2 d~x+ ε(2γ − 1)γ
16(γ − 1)
∫
ργ−3(4ρ+
∣∣∇hρ∣∣2)∣∣∇hρ∣∣2 d~x
+
ε
16
∫
ρ−2(4ρ+
∣∣∇hρ∣∣2)∣∣∇hρ∣∣2 d~x+ ε2p0
8(p0 + 1)
∫
ρ−2p0−1 d~x
+
ε2p0(2p0 + 1)
64(p0 + 1)
∫
ρ−p0−3(4ρ+
∣∣∇hρ∣∣2)∣∣∇hρ∣∣2 d~x
≤ εγ
γ − 1
∫
ργ−p0−1 d~x+ ε
∫
ρ−p0 d~x ≤ 2ε
∫
ρ−p0 d~x
+ εCγ
∫
ρ d~x,
(3.6)
where Cγ > 0 is a constant depending only on γ and we have employed the fact
p0 ≥ max{1, γ − 2}.
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Then for sufficiently small ε0, with ε ∈ (0, ε0), by applying the Gro¨nwall’s
inequality, (3.6) implies,
sup
0≤t≤T
{∫
ρ
∣∣v∣∣2 d~x+ ∫ ργ d~x+ ∫ ρ d~x+ ε ∫ ρ−p0 d~x}
+
∫ T
0
∫ (
ρ
∣∣D(v)∣∣2 + ρ∣∣∂zv∣∣2) d~x dt+ ε ∫ T
0
∫ (
ρ−p0
∣∣v∣∣2 + ρ∣∣v∣∣5
+ ρ−2
∣∣∇hρ∣∣4∣∣v∣∣2 + ρ−1∣∣∇hρ∣∣2∣∣v∣∣2 + ρ−2∣∣∇hρ∣∣4) d~x dt
+ ε2
∫ T
0
∫
ρ−2p0−1 d~x dt ≤ CT ,
(3.7)
where CT depends only on T and the bounds of initial data given in (1.7).
3.2 The Bresh-Desjardins entropy estimate
Multiplying (2.1)1 with ρ
−1 will lead to
∂t log ρ+ v · ∇h log ρ+ divh v + ∂zw = G(ρ)/ρ in L2(0, T ;L2(Ω)).
Now, we take the horizontal derivative ∇h to the above equation which gives
∂t∇h log ρ+ (v · ∇h)∇h log ρ+∇hv · ∇h log ρ+∇hdivh v +∇h∂zw
= ∇h(G(ρ)
ρ
), in L2(0, T ;H−1(Ω)).
Taking the L2-inner produce (or the duality action) of this equation with ρ∇h log ρ =
2ρ1/2∇hρ1/2 ∈ L2(0, T ;H1(Ω)) and using (2.1)1 imply
d
dt
{
1
2
∫
ρ
∣∣∇h log ρ∣∣2 d~x} = ∫ (1
2
(G(ρ) − ∂z(ρw))
∣∣∇h log ρ∣∣2
+∇h(G(ρ)
ρ
) · ρ∇h log ρ
)
d~x −
∫ (
ρ∇h log ρ · (∇hv · ∇h log ρ
+∇hdivh v +∇h∂zw)
)
d~x = −
∫
G(ρ)(∆h log ρ+
1
2
∣∣∇h log ρ∣∣2) d~x
−
∫ (
ρ−1∇hρ · ∇hv · ∇hρ− (divh v)∆hρ
)
d~x.
(3.8)
On the other hand, taking the L2-inner produce of (2.1)2 with ∇h log ρ = ∇hρ/ρ
will lead to∫
∂tv · ∇hρ d~x+
∫
ρ−1P ′(ρ)
∣∣∇hρ∣∣2 d~x+ ∫ ((v · ∇h)v · ∇hρ
+ w∂zv · ∇hρ
)
d~x+ (1 +
√
ε)
∫
divh v∆hρ d~x
− (1 +√ε)
∫
ρ−1(∇hρ · ∇h)v · ∇hρ d~x =
∫
F˜ (v, ρ) · ∇h log ρ d~x.
(3.9)
As before, applying the horizontal derivative ∇h to (2.1)1 yields,
∂t∇hρ+∇hdivh (ρv) +∇h∂z(ρw) = ∇hG(ρ), in L2(0, T ;H−1(Ω)).
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Therefore, thanks to the above, we have the following equality, since v ∈
L2(0, T ;H1(Ω)),∫
∂tv · ∇hρ d~x = d
dt
∫
v · ∇hρ d~x−
∫
v · ∂t∇hρ d~x = d
dt
∫
v · ∇hρ d~x
+
∫
v · (∇hdivh (ρv) +∇h∂z(ρw) −∇hG(ρ)) d~x = d
dt
∫
v · ∇hρ d~x
+
∫ (
v · ∇hdivh (ρv)− ∂z(ρw)divh v +G(ρ)divh v
)
d~x.
Together with (3.9), we have
d
dt
∫
v · ∇hρ d~x+ γ
∫
ργ−2
∣∣∇hρ∣∣2 d~x+ ∫ ((v · ∇h)v · ∇hρ
+ v · ∇hdivh (ρv)
)
d~x+
∫ (
w∂zv · ∇hρ− ρ∂zw divh v
)
d~x
+
∫
G(ρ)divh v d~x + (1 +
√
ε)
∫ (
(divh v)∆hρ
− ρ−1(∇hρ · ∇h)v · ∇hρ
)
d~x =
∫
F˜ (v, ρ) · ∇h log ρ d~x.
(3.10)
Notice that applying integration by parts yields∫ (
(v · ∇h)v · ∇hρ+ v · ∇hdivh (ρv)
)
d~x = −
∫
ρ∇hv : ∇hv⊤ d~x
= −2
∫
ρD(v) : ∇hv d~x+
∫
ρ
∣∣∇hv∣∣2 d~x,∫ (
w∂zv · ∇hρ− ρ∂zwdivh v
)
d~x =
∫
−∂zw divh (ρv) d~x
=
∫
∂zw(∂tρ+ ∂z(ρw) −G(ρ)) d~x =
∫
ρ
∣∣∂zw∣∣2 d~x, (3.11)
where we have used the fact ρ is independent of z from (2.1)3. Therefore,
multiplying (3.8) by (1 +
√
ε) and adding the result to (3.10) yield
d
dt
{
1 +
√
ε
2
∫
ρ−1
∣∣∇ρ∣∣2 d~x+ ∫ v · ∇hρ d~x}+ ∫ ρ∣∣∇hv∣∣2 dx
+
∫
ρ
∣∣∂zw∣∣2 d~x+ γ ∫ ργ−2∣∣∇hρ∣∣2 d~x+ (1 +√ε)∫ G(ρ)(∆h log ρ
+
1
2
∣∣∇h log ρ∣∣2) d~x = 2 ∫ ρDv : ∇hv d~x− ∫ G(ρ)divh v d~x
+
∫
F˜ (v, ρ) · ∇h log ρ d~x =: I1 + I2 + I3.
(3.12)
By virtue of the identity
∆h log ρ+
1
2
∣∣∇h log ρ∣∣2 = 2ρ−1/2∆hρ1/2 = ρ−1∆hρ− 1
2
ρ−2
∣∣∇hρ∣∣2,
we have∫
G(ρ)(∆h log ρ+
1
2
∣∣∇h log ρ∣∣2) d~x = 2ε ∫ ∣∣∆hρ1/2∣∣2 d~x
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+ 2ε
∫
divh (
∣∣∇hρ1/2∣∣2∇hρ1/2)∆hρ1/2 d~x+ 2ε ∫ ρ−p0−1/2∆hρ1/2 d~x
= 2ε
∫ ∣∣∆hρ1/2∣∣2 d~x + 2ε ∫ ∣∣∇hρ1/2∣∣2∣∣∇2hρ1/2∣∣2 d~x
+ ε
∫ ∣∣∇h∣∣∇hρ1/2∣∣2∣∣2 d~x + ε(4p0 + 2)∫ ρ−p0−1∣∣∇hρ1/2∣∣2 d~x.
Moreover, by applying integration by parts and the Young’s inequality, the
right-hand side of (3.12) satisfies the following estimates:
I1 ≤ 1
2
∫
ρ
∣∣∇hv∣∣2 d~x+ 2 ∫ ρ∣∣D(v)∣∣2 d~x,
I2 = −
∫ (
ερ1/2∆hρ
1/2 + ερ1/2divh (
∣∣∇hρ1/2∣∣2∇hρ1/2) + ερ−p0)divh v d~x
≤ ε
2
4
∫ ∣∣∆hρ1/2 + divh (∣∣∇hρ1/2∣∣2∇hρ1/2)∣∣2 d~x+ ε2
4
∫
ρ−2p0−1 d~x
+ 2
∫
ρ
∣∣divh v∣∣2 d~x,
I3 = ε
∫ (
2(
∣∣∇hρ1/2∣∣2∇hρ1/2 · ∇h)v · ∇hρ1/2 − ρ−p0−1v · ∇hρ− ∣∣v∣∣3v · ∇hρ) d~x
= −ε
∫
2
∑
i,j∈{1,2}
vj∂i(
∣∣∇hρ1/2∣∣2∂iρ1/2∂jρ1/2) d~x− ε ∫ 1
p0
ρ−p0divh v d~x
− ε
∫ ∣∣v∣∣3v · ∇hρ d~x =: I ′3 + I ′′3 + I ′′′3 , with
I ′3 ≤ ε
∫ ∣∣∇hρ1/2∣∣2∣∣∇2hρ1/2∣∣2 d~x+ εC ∫ ρ−2∣∣∇hρ∣∣4v2 d~x,
I ′′3 ≤ ε2
∫
ρ−2p0−1 d~x+ C
∫
ρ
∣∣divh v∣∣2 d~x ≤ ε2 ∫ ρ−2p0−1 d~x
+ C
∫
ρ
∣∣Dv∣∣2 d~x,
I ′′′3 ≤ ε
∫
ρ−1/5︸ ︷︷ ︸
L20
· ρ7/10|v|7/2︸ ︷︷ ︸
L10/7
· ρ−1/2
∣∣∇hρ∣∣|v|1/2︸ ︷︷ ︸
L4
d~x ≤ ε
∫
ρ−2
∣∣∇hρ∣∣4v2 d~x
+ ε
∫
ρv5 d~x+ εC
∫
ρ−4 d~x ≤ ε
∫
ρ−2
∣∣∇hρ∣∣4v2 d~x+ ε ∫ ρv5 d~x
+ εC
∫
ρ−p0 d~x+ εC
∣∣Ω∣∣.
where we have used the fact
p0 ≥ 4,
and ∫
ρ−4 d~x =
∫
{ρ>1}
ρ−4 d~x+
∫
{ρ≤1}
ρ−4 d~x
≤
∫
1 d~x+
∫
{ρ≤1}
ρ−p0 d~x ≤ ∣∣Ω∣∣ + ∫ ρ−p0 d~x.
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Therefore, after summing up the above inequalities, (3.12) implies
d
dt
{
1 +
√
ε
2
∫
ρ−1
∣∣∇hρ∣∣2 d~x+ ∫ v · ∇hρ d~x}+ 1
2
∫
ρ
∣∣∇hv∣∣2 dx
+
∫
ρ
∣∣∂zw∣∣2 d~x+ γ ∫ ργ−2∣∣∇hρ∣∣2 d~x+ ε ∫ ∣∣∆hρ1/2∣∣2 d~x
+ ε
∫ ∣∣∇hρ1/2∣∣2∣∣∇2hρ1/2∣∣2 d~x ≤ C ∫ ρ∣∣D(v)∣∣2 d~x
+ ε2C
∫
ρ−2p0−1 d~x+ εC
∫
ρ−2
∣∣∇hρ∣∣4v2 d~x+ εC ∫ ρv5 d~x
+ εC
∫
ρ−p0 d~x+
ε2
4
∫ ∣∣∆hρ1/2 + divh (∣∣∇hρ1/2∣∣2∇hρ1/2)∣∣2 d~x+ εC.
(3.13)
On the other hand, (2.1)1 can be written as
2∂tρ
1/2 − ε∆hρ1/2 − εdivh (
∣∣∇hρ1/2∣∣2∇hρ1/2)
= −2v · ∇hρ1/2 − ρ1/2(divh v + ∂zw) + ερ−p0−1/2.
(3.14)
After multiplying (3.14) with −ε∆hρ1/2 − εdivh (
∣∣∇hρ1/2∣∣2∇hρ1/2) and inte-
grating the resultant over Ω, we will have
d
dt
{
ε
∫ ∣∣∇hρ1/2∣∣2 d~x+ ε
2
∫ ∣∣∇hρ1/2∣∣4 d~x}
+ ε2
∫ ∣∣∆hρ1/2 + divh (∣∣∇hρ1/2∣∣2∇hρ1/2)∣∣2 d~x
+ ε2(2p0 + 1)
∫
ρ−p0−1(
∣∣∇hρ1/2∣∣2 + ∣∣∇hρ1/2∣∣4) d~x
=
∫
ρ1/2(divh v + ∂zw)(ε∆hρ
1/2 + εdivh (
∣∣∇hρ1/2∣∣2∇hρ1/2)) d~x
+
∫
2(v · ∇h)ρ1/2(ε∆hρ1/2 + εdivh (
∣∣∇hρ1/2∣∣2∇hρ1/2)) d~x
≤ ε
2
4
∫ ∣∣∆hρ1/2 + divh (∣∣∇hρ1/2∣∣2∇hρ1/2)∣∣2 d~x+ C ∫ ρ∣∣divh v∣∣2 d~x
+
ε
2
∫ (∣∣∆hρ1/2∣∣2 + ∣∣∇hρ1/2∣∣2∣∣∇2hρ1/2∣∣2) d~x
+ εC
∫ (
ρ−1
∣∣∇hρ∣∣2v2 + ρ−2∣∣∇hρ∣∣4v2) d~x.
(3.15)
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After adding this estimate to (3.13), one will end up with
d
dt
{
1 +
√
ε
2
∫
ρ−1
∣∣∇hρ∣∣2 d~x+ ∫ v · ∇hρ d~x+ ε ∫ ∣∣∇hρ1/2∣∣2 d~x
+
ε
2
∫ ∣∣∇hρ1/2∣∣4 d~x}+ 1
2
∫
ρ
∣∣∇hv∣∣2 dx+ ∫ ρ∣∣∂zw∣∣2 d~x
+ γ
∫
ργ−2
∣∣∇hρ∣∣2 d~x+ ε
2
∫ ∣∣∆hρ1/2∣∣2 d~x+ ε
2
∫ ∣∣∇hρ1/2∣∣2∣∣∇2hρ1/2∣∣2 d~x
+
ε2
2
∫ ∣∣∆hρ1/2 + divh (∣∣∇hρ1/2∣∣2∇hρ1/2)∣∣2 d~x
+ ε2(2p0 + 1)
∫
ρ−p0−1(
∣∣∇hρ1/2∣∣2 + ∣∣∇hρ1/2∣∣4) d~x
≤ C
∫
ρ
∣∣D(v)∣∣2 d~x+ εC ∫ (ρ−2∣∣∇hρ∣∣4v2 + ρ−1∣∣∇hρ∣∣2v2) d~x
+ εC
∫
ρv5 d~x+ ε2C
∫
ρ−2p0−1 d~x+ εC
∫
ρ−p0 d~x+ εC.
(3.16)
Moreover, for ε0 sufficiently small and ε ∈ (0, ε0),
ε2
2
∫ ∣∣∆hρ1/2 + divh (∣∣∇hρ1/2∣∣2∇hρ1/2)∣∣2 d~x
≥ ε
2
4
∫ ∣∣divh (∣∣∇hρ1/2∣∣2∇hρ1/2)∣∣2 d~x− ε
4
∫ ∣∣∆hρ1/2∣∣2 d~x.
Applying integration by parts twice yields∫ ∣∣divh (∣∣∇hρ1/2∣∣2∇hρ1/2)∣∣2 d~x = ∫ ( ∑
i,j∈{1,2}
∂j(
∣∣∇hρ1/2∣∣2∂iρ1/2)
× ∂i(
∣∣∇hρ1/2∣∣2∂jρ1/2)) d~x = ∫ (∣∣∇hρ1/2∣∣4∣∣∇2hρ1/2∣∣2
+
∣∣∇h∣∣∇hρ1/2∣∣2 · ∇hρ1/2∣∣2 + 1
2
∇h
∣∣∇hρ1/2∣∣4 · ∇h∣∣∇hρ1/2∣∣2) d~x
=
∫ (∣∣∇hρ1/2∣∣4∣∣∇2hρ1/2∣∣2 + ∣∣∇h∣∣∇hρ1/2∣∣2 · ∇hρ1/2∣∣2
+
∣∣∇hρ1/2∣∣2∣∣∇h∣∣∇hρ1/2∣∣2∣∣2)d~x.
Therefore, after plugging the above into (3.16) and integrating the result with
respect to the temporal variable, we obtain the following estimate,
sup
0≤t≤T
{∫
ρ−1
∣∣∇hρ∣∣2 d~x+ ε ∫ ρ−2∣∣∇hρ∣∣4 d~x}+ ∫ T
0
∫ (
ρ
∣∣∇hv∣∣2
+ ρ
∣∣∂zw∣∣2) d~x dt+ ∫ T
0
∫
ργ−2
∣∣∇hρ∣∣2 d~x dt+ ε ∫ T
0
∫ (∣∣∆hρ1/2∣∣2
+
∣∣∇hρ1/2∣∣2∣∣∇2hρ1/2∣∣2) d~x dt+ ε2 ∫ T
0
∫ ∣∣∇hρ1/2∣∣4∣∣∇2hρ1/2∣∣2 d~x dt
≤ CT ,
(3.17)
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where we have also employed the energy estimate (3.7). Here CT depends only
on T and the bounds of initial data given in (1.7).
3.3 The Mellet-Vasseur estimate
We take the inner product of (2.1)2 with (1 + log(e + v
2))v and integrate the
resultant to get
d
dt
{1
2
∫
ρ(e+ v2) log(e+ v2) d~x
}
+
∫
ρ(1 + log(e+ v2))(
∣∣D(v)∣∣2 + ∣∣∂zv∣∣2
+
√
ε
∣∣∇hv∣∣2) d~x = − ∫ ∇hργ · (1 + log(e+ v2))v d~x
−
∑
i,j,k∈{1,2}
∫ (
ρ
2vjvk
e+ v2
∂ivkD(v)ij + ρ 2vivj
e+ v2
∂zvi∂zvj
+
√
ερ
2vjvk
e+ v2
∂ivj∂ivk
)
d~x+
∫
F˜ (v, ρ) · (1 + log(e+ v2))v d~x
+
1
2
∫
(e+ v2) log(e+ v2)G(ρ) d~x = −
∫
∇hργ · (1 + log(e + v2))v d~x
−
∫
ρ
∑
i,j,k∈{1,2}
(
2vjvk
e+ v2
∂ivkD(v)i,j + 2vivj
e+ v2
∂zvi∂zvj
+
√
ε
2vjvk
e+ v2
∂ivj∂ivk
)
d~x+
ε
2
∫
ρ1/2∆hρ
1/2(e + v2) log(e + v2) d~x
− ε
∫
ρ
∣∣v∣∣3(1 + log(e+ v2))v2 d~x+ ε ∫ (1
2
ρ−p0(e+ v2) log(e+ v2)
− ρ−p0(1 + log(e+ v2))v2
)
d~x+
ε
2
∫ (
(ρ1/2divh (
∣∣∇hρ1/2∣∣2∇hρ1/2)
− divh (ρ1/2
∣∣∇hρ1/2∣∣2∇hρ1/2))(e + v2) log(e+ v2)) d~x
≤ −
∫
∇hργ · (1 + log(e+ v2))v d~x + C
∫
ρ(
∣∣∇hv∣∣2 + ∣∣∂zv∣∣2) d~x
+
ε2
2
∫
ρ1/2∆hρ
1/2(e+ v2) log(e+ v2) d~x+ εC
∫
ρ−p0 d~x. (3.18)
The first two integrals on the right-hand side of the last two lines of (3.18)
can be calculated after applying integration by parts and Young’s inequality as
follows:
−
∫
∇hργ · (1 + log(e+ v2))v d~x =
∫
ργ(1 + log(e + v2))divh v d~x
+
∫
ργ
2(v · ∇h)v · v
e+ v2
d~x ≤ C
∫
ρ
∣∣∇hv∣∣2 d~x+ C ∫ ρ2γ−1 log2(e + v2) d~x,
ε2
2
∫
ρ1/2∆hρ
1/2(e + v2) log(e+ v2) d~x = −ε
2
2
∫ (
(e + v2) log(e+ v2)
∣∣∇hρ1/2∣∣2
+ (1 + log(e + v2))(∇hρ · ∇h)v · v
)
d~x
≤ −ε
2
2
∫
(e+ v2) log(e + v2)
∣∣∇hρ1/2∣∣2 d~x+ ε2 ∫ ρ(1 + log(e+ v2))∣∣∇hv∣∣2 d~x
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+
ε2
16
∫
ρ−1
∣∣∇hρ∣∣2v2(1 + log(e+ v2))︸ ︷︷ ︸
≤8v2 log(e+v2)|∇hρ1/2|2
d~x
≤ −ε
2
2
∫
e log(e+ v2)
∣∣∇hρ1/2∣∣2 d~x+ ε2 ∫ ρ(1 + log(e+ v2))∣∣∇hv∣∣2 d~x.
Therefore, after substituting the above estimates in (3.18) and integrating with
respect to the temporal variable, one obtains,
sup
0≤t≤T
∫
ρ(e + v2) log(e + v2) d~x+
∫ T
0
∫ [
ρ(1 + log(e+ v2))(
∣∣D(v)∣∣2
+
∣∣∂zv∣∣2 + (√ε− ε2)∣∣∇hv∣∣2)] d~x dt ≤ C+
+ C
∫ T
0
∫
ρ2γ−1 log2(e + v2) d~x dt,
(3.19)
where we have also used estimates (3.7), (3.17). Meanwhile, the last integral on
the right-hand side of (3.19) can be estimated by interpolation and embedding
inequalities. Indeed, for any δ ∈ (0, 1), small enough satisfying
4γ − 2− 2δ
1− δ > 1,
since ρ = ρ(x, y, t) is independent of the z variable, applying the Ho¨lder and the
Young’s inequalities yields,∫ T
0
∫
ρ2γ−1 log2(e+ v2) d~x dt ≤
∫ T
0
((∫
ρ log2/δ(e+ v2) d~x
)δ
× (∫ ρ(2γ−1−δ)/(1−δ) d~x)1−δ) dt ≤ δ ∫ T
0
∫
ρ(e + v2) d~x dt
+ (1− δ)
∫ T
0
∣∣ρ1/2∣∣(4γ−2−2δ)/(1−δ)
L(4γ−2−2δ)/(1−δ)
dt ≤ δC
+ (1− δ)
∫ T
0
(∣∣ρ1/2∣∣2
L2
∣∣∇hρ1/2∣∣(4γ−4)/(1−δ)L2 + ∣∣ρ1/2∣∣(4γ−2−2δ)/(1−δ)L2 ) dt
≤ CT ,
where we have used the two-dimensional Gagliardo-Nirenberg inequalities in the
third inequality and the facts that∣∣ρ1/2∣∣
L2
=
(∫
ρ d~x
)1/2
< C,
∣∣∇hρ1/2∣∣L2 = 12(
∫
ρ−1
∣∣∇hρ∣∣2 d~x)1/2 < CT ,
as consequences of (3.7) and (3.17). Therefore, from (3.19), with ε0 small
enough, and ε ∈ (0, ε0), we have established the Mellet-Vasseur type estimate
sup
0≤t≤T
∫
ρ(e + v2) log(e+ v2) d~x ≤ CT . (3.20)
Here CT depends only on T and the bounds of initial data given in (1.7), but
is independent of ε.
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4 The existence of the approximating solutions
In this section, we aim at showing the global existence of the strong solutions
(ρε, vε) to the approximating system (2.1). That is, we will show that there are
approximating solutions (ρε, vε) satisfying Definition 3, for any given ε ∈ (0, ε0),
with ε0 small enough. This is done in two steps. We first present some a priori
estimates, which show the regularity of the global strong solutions, provided
they exist. Then we employ a modified Galerkin approximating scheme to show
the existence of the approximating solutions.
4.1 The global a priori estimates
We shall first present the global a priori estimates. In fact, we will show the
following:
Proposition 3 Let T ∈ (0,∞), and suppose that there is a smooth enough
solution (ρε, vε) to (2.1) on the interval [0, T ], with the approximating initial
data (ρε,0, vε,0) defined in Definition 2. Then there exists a positive constant
Cε,T such that the following estimates hold,
C−1ε,T < ρε < Cε,T ,
sup
0≤t≤T
{ww∇ρε(t)wwL2 +ww∇hρε(t)wwL4 +wwvε(t)wwL2 +ww∇vε(t)wwL2}
+
ww∇2ρ1/2ε wwL2(Ω×(0,T )) +ww∇ρεwwL30(Ω×(0,T )) +ww∂tρεwwL2(Ω×(0,T ))
+
ww∣∣∇hρ1/2ε ∣∣2∇2hρ1/2ε wwL2(Ω×(0,T )) +wwvεwwL5(Ω×(0,T )) +ww∇vεwwL2(Ω×(0,T ))
+
ww∇2vεwwL2(Ω×(0,T )) +ww∂tvεwwL2(Ω×(0,T )) + wwvεwwL10(Ω×(0,T ))
+
ww∇vεwwL10/3(Ω×(0,T )) +ww∂zwεwwL2(Ω×(0,T )) < Cε,T .
Here wε is given by
wε(x, y, z, t) = −ρ−1ε (x, y, t)
∫ z
0
divh
(
ρε(x, y, t)(vε(x, y, z
′, t)
−
∫ 1
0
vε(x, y, z
′′, t) dz′′)
)
dz′.
In particular, we have
ρ1/2ε ∈ L∞(0, T ;W 1,4(Ω)) ∩ L2(0, T ;H2(Ω)),∇hρε ∈ L30(Ω× (0, T )),∣∣∇hρ1/2ε ∣∣2∇2hρ1/2ε ∈ L2(Ω× (0, T )), ∂tρε ∈ L2(Ω× (0, T )),
vε ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)) ∩ L5(Ω× (0, T )) ∩ L10(Ω× (0, T )),
∇vε ∈ L10/3(Ω× (0, T )), ∂tvε ∈ L2(Ω× (0, T )), ∂zwε ∈ L2(Ω× (0, T )),
and therefore (ρε, vε) is the approximating solution satisfying Definition 3.
Proof This is a direct consequence of (4.1), (4.12), (4.14), (4.27), below.

As before, we shall denote (ρε, vε, wε) as (ρ, v, w), for the sake of convenience.
Moreover, all the estimates in this section may depend on ε > 0. In particular,
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through out this section, the generic constant C may depend on ε ∈ (0, ε0),
T > 0 and the bounds of initial data given in Definition 2, unless it is stated
differently.
4.1.1 The upper and lower bounds of the density
We first establish the upper and lower bound of the density ρ. That is, we will
establish the following:
Proposition 4 Let T ∈ (0,∞), and consider a solution (ρ, v) on [0, T ] of equa-
tion (2.1), satisfying the estimates in Proposition 2. Then there is a constant
C ∈ (0,∞), which may depend on ε and T , such that
C−1 ≤ ρ ≤ C. (4.1)
Proof It suffices to show the upper and lower bounds of ρ1/2. Indeed, define
η = η(x, y, t) := ρ1/2(x, y, t), σ = σ(x, y, t) := ρ−1/2(x, y, t). (4.2)
Then the two-dimensional Sobolev embedding inequality yields
sup
0≤t≤T
∣∣η∣∣
L∞
≤ C sup
0≤t≤T
{∣∣η∣∣
L2
+
∣∣∇hη∣∣L4} = C sup
0≤t≤T
{(∫
ρ d~x
)1/2
+
1
2
(∫
ρ−2
∣∣∇hρ∣∣4 d~x)1/4} < C,
as a consequence of (3.7) and (3.17). In particular,
sup
(x,y,z,t)∈Ω×[0,T ]
ρ(x, y, z, t) < C. (4.3)
On the other hand, recall σ = ρ−1/2. Thanks to (2.1)1, σ satisfies
2∂tσ + 2v · ∇hσ − σ(divh v + ∂zw) + εσ3+2p0 + 2εσ−1
∣∣∇hσ∣∣2
+ 2εσ−5
∣∣∇hσ∣∣4 = ε(∆hσ + divh (σ−4∣∣∇hσ∣∣2∇hσ)). (4.4)
We will employ a De Giorgi type procedure to obtain the upper bound of σ. Mul-
tiple (4.4) with (σ−k)+ = (σ−k)1{σ>k} with k ≥
wwσ(·, 0)ww
L∞
=
wwρ−1/20 wwL∞ ,
where 1{σ>k} is the characteristic function of the set {σ > k} ⊂ Ω× (0, T ), and
integrate the resultant over Ω. It follows, after applying the Young’s inequality,
d
dt
∫ ∣∣(σ − k)+∣∣2 d~x+ ε ∫ (∣∣∇h(σ − k)+∣∣2 + σ−4∣∣∇h(σ − k)+∣∣4) d~x
= −3
∫
(σ − k)+v · ∇hσ d~x−
∫
σv · ∇h(σ − k)+ d~x
− ε
∫
(σ3+2p0 + 2σ−1
∣∣∇hσ∣∣2 + 2σ−5∣∣∇hσ∣∣4)(σ − k)+ d~x
≤ C
∫
1{σ>k}(
∣∣(σ − k)+∣∣ + ∣∣σ∣∣)∣∣v∣∣∣∣∇h(σ − k)+∣∣ d~x
≤ ε
4
∫
σ−4
∣∣∇h(σ − k)+∣∣4 d~x+ Cε−1/3 ∫ 1{σ>k}σ8/3∣∣v∣∣4/3 d~x.
(4.5)
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Integrating the above expression with respect to the temporal variable yields
sup
0≤t≤T
∫ ∣∣(σ − k)+∣∣2 d~x+ ε ∫ T
0
∫ ∣∣∇h(σ − k)+∣∣2
+ σ−4
∣∣∇h(σ − k)+∣∣4 d~x dt ≤ Cε−1/3 ∫ T
0
∫
1{σ>k}ρ
−4/3
∣∣v∣∣4/3 d~x dt. (4.6)
On the other hand, since
p0 > 24/11,
applying Ho¨lder’s inequality yields∫ T
0
∫
1{σ>k}ρ
−4/3
∣∣v∣∣4/3 d~x dt ≤ (∫ T
0
∫
ρv5 d~x dt
)4/15
× (∫ T
0
∫
1{σ>k}ρ
−24/11 d~x dt
)11/15 ≤ C(∫ T
0
∫
ρ−p0 d~x dt
) 24
15p0
× ∣∣{σ > k}∣∣ 1115− 2415p0 ≤ C∣∣{σ > k}∣∣1115− 2415p0 ,
(4.7)
where we have applied (3.7). Here
∣∣{σ > k}∣∣ denotes the measure of the set
{σ > k} ⊂ Ω × (0, T ). Since σ = ρ−1/2 is independent of the z variable, so
is (σ − k)+. We will apply the two-dimensional Sobolev embedding inequality
together with (4.6) and (4.7),
∣∣(σ − k)+∣∣4L4(Ωh×(0,T )) ≤ C
∫ T
0
(∣∣(σ − k)+∣∣2L2∣∣∇h(σ − k)+∣∣2L2 + ∣∣(σ − k)+∣∣4L2) dt
≤ C sup
0≤t≤T
∫ ∣∣(σ − k)+∣∣2 d~x × ∫ T
0
∫ ∣∣∇h(σ − k)+∣∣2 d~x dt
+ C
(
sup
0≤t≤T
∫ ∣∣(σ − k)+∣∣2 d~x)2 ≤ C∣∣{σ > k}∣∣ 2215− 4815p0 .
Then notice for for any positive number l > k we have∣∣{σ > l}∣∣(l − k)4 ≤ ww(σ − k)+ww4L4(Ω×(0,T )) = ∣∣(σ − k)+∣∣4L4(Ωh×(0,T )).
Then by denoting ak :=
∣∣{σ > k}∣∣, we arrive at
al ≤ C(l − k)−4a
22
15−
48
15p0
k , (4.8)
with 2215 − 4815p0 > 0. Notice ak ∈ (0,
∣∣Ω× (0, T )∣∣) is bounded and non-increasing
with respect to k. In fact, from (4.8) it can be easily shown that, for every
k ≥ k0 + 1, one has
0 ≤ ak ≤ ak0+1 ≤ C(k0 + 1− 1)−4a
22
15−
48
15p0
1 ≤ Ck−40 < C. (4.9)
Similarly from (4.8), for l > k > 1, and since p0 ≥ 24, it follows that
al ≤ C(l − k)−4a4/3k . (4.10)
Then the De Giorgi-type Lemma will imply the upper bound of σ. Indeed,
apply Lemma 1 with g(l) = al, α =
1
3 , β = 4, which implies that there exists
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L ∈ (0,∞) such that aL = 0. This will imply that σ ≤ L < ∞. Therefore, it
yields
ρ ≥ c, (4.11)
for some c ∈ (0,∞) which may depend on ε and T . This together with (4.3)
shows the upper and lower bounds of ρ. This finishes the proof.

4.1.2 The global-in-time regularity estimates: for η
From the previous estimates (3.7), (3.17), (4.1), we have
sup
0≤t≤T
{wwv(t)ww
L2
+
ww∇hη(t)wwL2 +ww∇hη(t)wwL4}+wwvwwL5(Ω×(0,T ))
+
ww∇vww
L2(Ω×(0,T ))
+
ww∂zwwwL2(Ω×(0,T )) +ww∇2hηwwL2(Ω×(0,T ))
+
ww∣∣∇hη∣∣2∇2hηwwL2(Ω×(0,T )) ≤ C.
(4.12)
Also, from (2.1)1, η = ρ
1/2 satisfies
2∂tη − εdivh ((1 +
∣∣∇hη∣∣2)∇hη) = −divh (ηv) − η∂zw
− (v · ∇hη − εη−2p0−1).
(4.13)
We have the following proposition concerning the parabolic estimate of equation
(4.13).
Proposition 5 Let T ∈ (0,∞). Consider η = ρ1/2, v, w satisfying the estimates
(4.1), (4.12) and η is the solution to (4.13) over [0, T ] with ∂zη ≡ 0. We have
the following bounds,ww∂tηwwL2(Ω×(0,T )) +ww∇2hηwwL2(Ω×(0,T )) < C. (4.14)
Proof We only need to derive the bound of ∂tη. Notice η is independent of
the z variable. Integrating (4.13) in the vertical direction yields
2∂tη − εdivh ((1 +
∣∣∇hη∣∣2)∇hη) = −divh (ηv)− (v · ∇hη − εη−2p0−1), (4.15)
where the average of v over the vertical variable is defined as,
v = v(x, y, t) :=
∫ 1
0
v(x, y, z′, t) dz′. (4.16)
Then it is straightforward to check from (4.1) and (4.12) thatwwdivh ((1 + ∣∣∇hη∣∣2)∇hη)wwL2(Ω×(0,T )) ≤ Cww∆hηwwL2(Ω×(0,T ))
+ C
ww∣∣∇hη∣∣2∇2hηwwL2(Ω×(0,T )) ≤ C,wwdivh (ηv) + v · ∇hηwwL2(Ω×(0,T )) ≤ Cww∇hvwwL2(Ω×(0,T ))
+ C
wwvww
L4(Ω×(0,T ))
ww∇hηwwL4(Ω×(0,T )) ≤ Cww∇hvwwL2(Ω×(0,T ))
+ C sup
0≤t≤T
ww∇hηwwL4 ·wwvwwL5(Ω×(0,T )) ≤ C,
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where we have applied Ho¨lder’s inequality and noticed the fact that for any
ϕ ∈ Lp(Ω), p > 1, the vertical average ϕ := ∫ 10 ϕ(·, z′) dz′ satisfies,∣∣ϕ∣∣
Lp
≤
∫ 1
0
∣∣ϕ∣∣
Lp
(z′, t) dz′ ≤ (∫ 1
0
∣∣ϕ∣∣p
Lp
(z′, t) dz′
)1/p
=
wwϕww
Lp
, (4.17)
by employing the Minkowski and Ho¨lder’s inequalities. Then (4.14) follows
directly from the equation (4.13).

Before we move on to the estimates for v, we will derive the a Lp estimate
of ∇hη first. This will be useful in deriving the estimates on v.
Proposition 6 Under the same assumptions as in Proposition 5, we have the
following inequality,ww∇hρww3pL3p(Ω×(0,T )) ≤ Cpww∇hηww3pL3p(Ω×(0,T )) ≤ Cp+Cpwwvww2pLp(Ω×(0,T )), (4.18)
for any p > 4/3.
Proof To establish this inequality, we first write (4.13) in the divergence form.
In order to do so, define ξ to be the solution to the following elliptic equation
in Ωh.{
∆hξ = v · ∇hη − εη−2p0−1 −
∫
(v · ∇hη − εη−2p0−1) dxdy,∫
ξ dxdy = 0.
(4.19)
Here ∣∣∫ (v · ∇hη − εη−2p0−1) dxdy∣∣ ≤ C∣∣v∣∣L2∣∣∇hη∣∣L2 + C
≤ C
wwvww
L2
ww∇hηwwL2 + C < C,
where we have applied (4.17). Then, thanks to the Sobolev embedding inequal-
ity, and since
∫ ∇hξ dxdy = 0, ξ will satisfy, for any p > 2,∣∣∇hξ∣∣Lp ≤ C∣∣∇2hξ∣∣L2p/(2+p) ≤ C∣∣∆hξ∣∣L2p/(2+p) ≤ C∣∣v¯ · ∇hη∣∣L2p/(2+p)
+ C ≤ C
∣∣v∣∣
Lp
∣∣∇hη∣∣L2 + C ≤ CwwvwwLpww∇hηwwL2 + C
≤ C
wwvww
Lp
+ C.
(4.20)
Then (4.15) can be written as
2∂tη − εdivh ((1 +
∣∣∇hη∣∣2)∇hη) = −divh (ηv +∇hξ)
−
∫
(v · ∇hη − εη−2p0−1) dxdy.
Or, by denoting
ηˆ = η +
1
2
∫ t
0
∫
Ωh
(v · ∇hη − εη−2p0−1) dxdy dt,
the following equation holds
2∂tηˆ − εdivh (
∣∣∇hηˆ∣∣2∇hηˆ) = divh (ε∇hη − ηv −∇hξ) =: divh fˆ , (4.21)
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with ηˆ(x, y, 0) = η(x, y, 0) = ρ
1/2
ε,0 (x, y). Then by applying the L
p estimate in
[1, Theorem 1] for the p-Laplacian equation (4.21), for p > 4/3, we have∣∣∇hηˆ∣∣4L3p(Ωh×(0,T )) ≤ Cp(∣∣∇hηˆ∣∣4L4(Ωh×(0,T )) + ∣∣fˆ ∣∣4/3Lp(Ωh×(0,T )) + 1)2.
Therefore, by employing (4.1), (4.12), (4.17), (4.20),ww∇hηww3pL3p(Ω×(0,T )) = ∣∣∇hηˆ∣∣3pL3p(Ωh×(0,T )) ≤ Cp(ww∇hηww3pL4(Ω×(0,T ))
+
∣∣fˆ ∣∣p
Lp(Ωh×(0,T ))
+ 1
)2 ≤ Cp(1 + ∣∣∇hη∣∣pLp(Ωh×(0,T ))
+
∣∣v∣∣p
Lp(Ωh×(0,T ))
+
∣∣∇hξ∣∣pLp(Ωh×(0,T )))2
≤ Cp + Cp
wwvww2p
Lp(Ω×(0,T ))
+
1
2
ww∇hηww3pL3p(Ω×(0,T )),
where in the last inequality, Ho¨lder’s and Young’s inequalities have been applied
as follows,∣∣∇hη∣∣2pLp(Ωh×(0,T )) ≤ ww∇hηww2pLp(Ω×(0,T )) ≤ ww∇hηww2pL3p(Ω×(0,T ))
≤ Cp + 1
2
ww∇hηww3pL3p(Ω×(0,T )).
This together with (4.1) completes the proof.

4.1.3 The global-in-time regularity estimates: for v
Next, we will derive the estimates of v. To do so, (2.1)2 can be written as
∂tv −
(1
2
+
√
ε
)
∆hv − ∂zzv − 1
2
∇hdivh v = g, (4.22)
where
g := (
1
2
+
√
ε)∇h log ρ · ∇hv + 1
2
∇hv · ∇h log ρ− v · ∇hv − w∂zv
− ρ−1∇hργ + ερ−1/2
∣∣∇hρ1/2∣∣2∇hρ1/2 · ∇hv − ερ−p0−1v − ε∣∣v∣∣3v. (4.23)
Let v be the vertical average defined in (4.16) and
v˜ = v − v. (4.24)
Then we have, for any p > 1, the following inequalities as in (4.17),wwvww
Lp
=
∣∣v∣∣
Lp
≤ wwvww
Lp
,
wwv˜ww
Lp
≤ wwvww
Lp
+
wwvww
Lp
≤ 2wwvww
Lp
,ww∇hvwwLp = ∣∣∇hv∣∣Lp ≤ ww∇hvwwLp , ww∇2hvwwLp = ∣∣∇2hv∣∣Lp ≤ ww∇2hvwwLp ,ww∇hv˜wwLp ≤ 2ww∇hvwwLp , ww∇2hv˜wwLp ≤ 2ww∇2hvwwLp .
(4.25)
Moreover, after integrating (2.1)1 in the vertical direction and taking the differ-
ence, we have the following equations
∂tρ+ divh (ρv) = G(ρ),
divh (ρv˜) + ∂z(ρw) = 0.
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Then we have
w = −ρ−1
∫ z
0
divh (ρv˜) dz
′. (4.26)
In the rest of this section, we will show the following:
Proposition 7 Under the same assumptions as in Proposition 5, let v be the
solution to the parabolic equation (4.22) and w be given by (4.26). Then the
following estimate holds
sup
0≤t≤T
ww∇v(t)ww
L2
+
ww∇2vww
L2(Ω×(0,T ))
+
wwvtwwL2(Ω×(0,T )) < C,wwvww
L10(Ω×(0,T ))
+
ww∇vww
L10/3(Ω×(0,T ))
+
ww∇hρwwL30(Ω×(0,T )) < C. (4.27)
Proof We will establish the vertical derivative estimate for v first. Take the
inner product of (4.22) with −2∂zzv and integrate the resultant in the spatial
variable. After integration by parts, one obtains,
d
dt
∫ ∣∣∂zv∣∣2 d~x+ ∫ ((1 + 2√ε)∣∣∇h∂zv∣∣2 + 2∣∣∂zzv∣∣2 + ∣∣∂zdivh v∣∣2) d~x
=
∫ (
(1 + 2
√
ε)(∇h log ρ · ∇h)∂zv · ∂zv
+ (∇h∂zv · ∇h) log ρ · ∂zv
)
d~x− 2
∫
∂z(v · ∇hv + w∂zv) · ∂zv d~x
+ 2ε
∫
(ρ−1/2
∣∣∇hρ1/2∣∣2∇hρ1/2 · ∇h)∂zv · ∂zv d~x
− 2ε
∫ (
ρ−p0−1
∣∣∂zv∣∣2 + ∣∣v∣∣3∣∣∂zv∣∣2 + 3
4
∣∣v∣∣∣∣∂z∣∣v∣∣2∣∣2)d~x
=: I1 + I2 + I3 + I4.
(4.28)
As a consequence of (4.1), we have the following estimates of the right-hand
side of the above equation,
I1 ≤ C
ww∇hρwwL6ww∂zvwwL3ww∇h∂zvwwL2
≤ C
ww∇hρwwL6(ww∂zvww1/2L2 ww∇∂zvww3/2L2 +ww∂zvwwL2ww∇h∂zvwwL2)
≤ 1
8
ww∇∂zvww22 + C(ww∇hρww4L6 +ww∇hρww2L6)ww∂zvww2L2 ,
I3 ≤ C
ww∇hρww3L15ww∂zvwwL10/3ww∇h∂zvwwL2
≤ C
ww∇hρww3L15(ww∂zvww2/5L2 ww∇∂zvww8/5L2 +ww∂zvwwL2ww∇h∂zvwwL2)
≤ 1
8
ww∇∂zvww2L2 + C(ww∇hρww15L15 +ww∇hρww6L15)ww∂zvww2L2 ,
I4 ≤ 0,
where we have applied the Gagliardo-Nirenberg inequality as follows,ww∂zvwwL3 ≤ Cww∂zvww1/2L2 ww∇∂zvww1/2L2 + Cww∂zvwwL2 ,ww∂zvwwL10/3 ≤ Cww∂zvww2/5L2 ww∇∂zvww3/5L2 + Cww∂zvwwL2 ,
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noticing that ∂zv = 0 at z = 0, 1. On the other hand, directly applying integra-
tion by parts implies,
I2 = −2
∫
(∂zv · ∇hv + ∂zw∂zv) · ∂zv d~x− 2
∫
(v · ∇h∂zv + w∂2zv) · ∂zv d~x
= 2
∫ (
∂zdivh v(v · ∂zv) + (∂zv · ∇h)∂zv · v − (v · ∇h)∂zv · ∂zv
)
d~x
−
∫
∂zw
∣∣∂zv∣∣2 d~x.
After substituting (4.26), we have
−
∫
∂zw
∣∣∂zv∣∣2 d~x = ∫ ρ−1divh (ρv˜)∣∣∂zv∣∣2 d~x = −2 ∫ v˜ · ∇h∂zv · ∂zv d~x
+
∫
(ρ−1v˜ · ∇hρ)
∣∣∂zv∣∣2 d~x.
Therefore, we have after employing (4.1)
I2 ≤ C
∫ ∣∣∇hρ∣∣∣∣v˜∣∣∣∣∂zv∣∣2 d~x+ C ∫ (∣∣v∣∣ + ∣∣v˜∣∣)∣∣∂zv∣∣∣∣∇∂zv∣∣ d~x =: I ′2 + I ′′2 .
As before, applying (4.25), the Sobolev embedding and Young’s inequalities
then yield,
I ′2 ≤ C
ww∇hρwwL15wwv˜wwL5ww∂zvww2L30/11 ≤ Cww∇hρwwL15wwvwwL5(ww∂zvww6/5L2
×
ww∇∂zvww4/5L2 +ww∂zvww2L2) ≤ 18ww∇h∂zvww2L2
+ C(
ww∇hρww5/2L15 +ww∇hρww5/4L15 +wwvww5L5)ww∂zvww2L2 ,
I ′′2 ≤ C(
wwvww
L5
+
wwv˜ww
L5
)
ww∂zvwwL10/3ww∇∂zvwwL2 ≤ CwwvwwL5(ww∂zvww2/5L2
×ww∇∂zvww8/5L2 +ww∂zvwwL2ww∇∂zvwwL2) ≤ 18ww∇∂zvww2L2
+ C(
wwvww5
L5
+
wwvww2
L5
)
ww∂zvww2L2 .
After summing up these estimates and applying Ho¨lder’s and Young’s inequal-
ities, (4.28) implies
d
dt
ww∂zvww2L2 + (12 + 2√ε)ww∇h∂zvww2L2 + 32ww∂zzvww22
≤ C(
ww∇hρww15L15 +wwvww5L5 + 1)ww∂zvww2L2 , (4.29)
where from (4.12) and (4.18), with p = 5, we have∫ T
0
(ww∇hρww15L15 +wwvww5L5 + 1) dt < C. (4.30)
Therefore, after applying Gro¨nwall’s inequality to (4.29), we have
sup
0≤t≤T
ww∂zv(t)wwL2 +ww∇∂zvwwL2(Ω×(0,T )) < C. (4.31)
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Next, we establish the horizontal derivative estimates for v. Take the inner
product of (4.22) with −2∆hv and integrate the resultant in the spatial variable.
After integration by parts, one has,
d
dt
∫ ∣∣∇hv∣∣2 d~x+ ∫ ((1 + 2√ε)∣∣∆hv∣∣2 + 2∣∣∇h∂zv∣∣2 + ∣∣∇hdivh v∣∣2) d~x
= −
∫ (
(1 + 2
√
ε)(∇h log ρ · ∇h)v ·∆hv + (∆hv · ∇h)v · ∇h log ρ
)
d~x
+ 2
∫
(v · ∇hv + w∂zv) ·∆hv d~x+ 2
∫
ρ−1∇hργ ·∆hv d~x
− 2ε
∫
(ρ−1/2
∣∣∇hρ1/2∣∣2∇hρ1/2 · ∇h)v ·∆hv d~x
+ 2ε
∫
ρ−p0−1v ·∆hv d~x − 2ε
∫ ∣∣v∣∣3∣∣∇hv∣∣2 + 3
4
∣∣v∣∣∣∣∇h∣∣v∣∣2∣∣2 d~x
=: I5 + I6 + I7 + I8 + I9 + I10.
(4.32)
With (4.1), we will have the following estimates of the right-hand side of the
above terms,
I5 ≤ C
ww∇hρwwL6ww∇hvwwL3ww∆hvwwL2 ≤ Cww∇hρwwL6(ww∇hvww1/2L2
×
ww∇2vww3/2
L2
+
ww∇hvwwL2ww∆hvwwL2) ≤ 18ww∇2vww2L2
+ C(
ww∇hρww4L6 +ww∇hρww2L6)ww∇hvww2L2 ,
I7 ≤ C
ww∇hρwwL2ww∆hvwwL2 ≤ 18ww∆hvww2L2 + Cww∇hρww2L2 ,
I8 ≤ C
ww∇hρww3L15ww∇hvwwL10/3ww∆hvwwL2 ≤ Cww∇hρww3L15(ww∇hvww2/5L2
×ww∇2vww8/5
L2
+
ww∇hvwwL2ww∆hvwwL2) ≤ 18ww∇2vww2L2
+ C(
ww∇hρww15L15 +ww∇hρww6L15)ww∇hvww2L2 ,
I9 ≤ 1
8
ww∆hvww2L2 + Cwwvww2L2
I10 ≤ 0,
where we have applied the following interpolation inequalitiesww∇hvwwL3 ≤ Cww∇hvww1/2L2 ww∇2vww1/2L2 + Cww∇hvwwL2 ,ww∇hvwwL10/3 ≤ Cww∇hvww2/5L2 ww∇2vww3/5L2 + Cww∇hvwwL2 .
One the other hand, after substituting (4.26),
I6 = 2
∫ [
(v · ∇h)v ·∆hv − ρ−1
∫ z
0
(
divh (ρv˜)(·, z′, t)
)
dz′(∂zv ·∆hv)
]
d~x
= 2
∫
(v · ∇h)v ·∆hv d~x− 2
∫ [(∫ z
0
divh v˜ dz
′
)
(∂zv ·∆hv)
]
d~x
− 2
∫ [(∫ z
0
(v˜ · ∇h log ρ) dz′
)
(∂zv ·∆hv)
]
d~x =: I ′6 + I
′′
6 + I
′′′
6 ,
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I ′6 ≤ C
wwvww
L5
ww∇hvwwL10/3ww∆hvwwL2 ≤ 18ww∇2vww2L2
+ C(
wwvww5
L5
+
wwvww2
L5
)
ww∇hvww2L2 .
Meanwhile, we shall estimate I ′′6 , I
′′′
6 by making use of the stratification struc-
ture. Indeed, we will apply the Minkowski and Ho¨lder’s inequalities as follows,
I ′′6 = −2
∫ 1
0
[∫
Ωh
[(∫ z
0
divh v˜(·, z′, t) dz′
)
(∂zv ·∆hv)(·, z, t)
]
dxdy
]
dz
≤ C
(∫ 1
0
∣∣∇hv˜∣∣L4 dz′)× (∫ 1
0
∣∣∂zv∣∣L4∣∣∆hv∣∣L2 dz)
≤ C
(∫ 1
0
∣∣∇hv˜∣∣1/2L2 ∣∣∇2hv˜∣∣1/2L2 dz′)× (∫ 1
0
(
∣∣∂zv∣∣1/2L2 ∣∣∇h∂zv∣∣1/2L2 + ∣∣∂zv∣∣L2)
· ∣∣∆hv∣∣L2 dz) ≤ Cww∇hv˜ww1/2L2 ww∇2hv˜ww1/2L2 (ww∂zvww1/2L2 ww∇h∂zvww1/2L2
×
ww∆hvwwL2 +ww∂zvwwL2ww∆hvwwL2) ≤ 18ww∇2hvww2L2
+ C(
ww∂zvww2L2ww∇h∂zvww2L2 +ww∂zvww4L2)ww∇hvww2L2 ,
I ′′′6 ≤ C
(∫ 1
0
∣∣v˜∣∣
L6
∣∣∇hρ∣∣L12 dz′)× (∫ 1
0
∣∣∂zv∣∣L4 ∣∣∆hv∣∣L2 dz)
≤ C
(∫ 1
0
(
∣∣v˜∣∣5/6
L5
∣∣∇hv˜∣∣1/6L2 + ∣∣v˜∣∣L2)∣∣∇hρ∣∣L12 dz′)× (∫ 1
0
(
∣∣∂zv∣∣1/2L2 ∣∣∇h∂zv∣∣1/2L2
+
∣∣∂zv∣∣L2)∣∣∆hv∣∣L2 dz) ≤ 18ww∆hvww2L2 + Cwwvww5L5ww∇hvwwL2
+ C
ww∇hρww12L12 + Cww∂zvww2L2ww∇h∂zvww2L2 + Cwwvww6L2 + Cww∂zvww4L2 ,
where we have employed (4.25) and the two-dimensional Sobolev embedding
inequality. Therefore, by summing up all these inequalities and employing (4.12)
and (4.31), (4.32) implies
d
dt
ww∇hvww2L2 + 18ww∇2hvww2L2 + 98ww∇h∂zvww2L2
≤ C(ww∇hρww15L15 +wwvww5L5 +ww∇h∂zvww2L2 + 1)ww∇hvww2L2
+ C
ww∇hρww15L15 + Cwwvww5L5 + Cww∇∂zvww2L2 + C.
Therefore, (4.30), (4.31) and the Gro¨nwall’s inequality imply
sup
0≤t≤T
ww∇v(t)ww
L2
+
ww∇2vww
L2(Ω×(0,T ))
< C. (4.33)
For simplicity, in the following, we denote, for every p > 1 the norm in space-
time
ww·ww
Lp(Ω×(0,T ))
as
ww·ww
Lptx
. The Sobolev embedding inequality and (4.33)
then yield, wwvww
L10tx
+
ww∇vww
L
10/3
tx
≤ ( sup
0≤t≤T
ww∇vww
L2
)4/5
ww∇2vww1/5
L2tx
+
wwvww
L2tx
+ ( sup
0≤t≤T
ww∇vww
L2
)2/5
ww∇2vww3/5
L2tx
< C.
(4.34)
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Then by taking p = 10 in (4.18), we haveww∇hρwwL30tx ≤ Cww∇hηwwL30tx ≤ Cp + Cpwwvww2/3L10tx < C. (4.35)
Here we have used (4.1). Now, we can obtain the integrability of g in (4.23).
Indeed, the interpolation and Young’s inequalities imply,ww∇hρ · ∇hvwwL3tx +ww∇hv · ∇hρwwL3tx ≤ Cww∇hρwwL30txww∇vwwL10/3tx ,wwv · ∇hvwwL5/2tx ≤ CwwvwwL10txww∇vwwL10/3tx ,ww∣∣∇hρ∣∣2∇hρ · ∇hvwwL5/2tx ≤ Cww∇hρww3L30txww∇vwwL10/3 ,ww∣∣v∣∣3vww
L
5/2
tx
≤ C
wwvww4
L10tx
.
Moreover, from (4.1), (4.25), (4.26), we have
www∂zvwwL2tx = wwρ−1
(∫ z
0
divh (ρv˜) dz
′
)
∂zv
ww
L2tx
≤ Cww(∫ z
0
divh v˜ dz
′
)
∂zv
ww
L2tx
+ C
ww(∫ z
0
v˜ · ∇hρ dz′
)
∂zv
ww
L2tx
.
Observe that,
ww(∫ z
0
divh v˜ dz
′
)
∂zv
ww2
L2tx
=
∫ T
0
[∫ 1
0
(∫
Ωh
∣∣(∫ z
0
divh v˜ dz
′
)
∂zv
∣∣2 dxdy) dz] dt
≤ C
∫ T
0
[∫ 1
0
(∣∣∫ z
0
divh v˜ dz
′
∣∣2
L4
∣∣∂zv∣∣2L4) dz] dt
≤ C
∫ T
0
[
(
∫ 1
0
∣∣∇2hv˜∣∣1/2L2 ∣∣∇hv˜∣∣1/2L2 dz′)2 ∫ 1
0
(
∣∣∇h∂zv∣∣L2 ∣∣∂zv∣∣L2
+
∣∣∂zv∣∣2L2) dz] dt ≤ C ∫ T
0
[ww∇2hvwwL2ww∇hvwwL2 × (ww∇h∂zvwwL2
·ww∂zvwwL2 +ww∂zvww2L2)] dt ≤ C sup
0≤t≤T
ww∇v(t)ww2
L2
×ww∇2vww2
L2tx
+ C sup
0≤t≤T
ww∇v(t)ww4
L2
,
and thatww(∫ z
0
v˜ · ∇hρ dz′
)
∂zv
ww2
L2tx
=
∫ T
0
∫ 1
0
(∫
Ωh
∣∣(∫ z
0
v˜ · ∇hρ dz′
)
∂zv
∣∣2 dxdy) dz dt
≤ C
∫ T
0
[∫ 1
0
∣∣∫ z
0
v˜ · ∇hρ dz′
∣∣2
L4
∣∣∂zv∣∣2L4 dz] dt
≤ C
∫ T
0
[
(
∫ 1
0
∣∣v˜∣∣
L60/13
∣∣∇hρ∣∣L30 dz′)2 ∫ 1
0
(∣∣∂zv∣∣L2∣∣∇h∂zv∣∣L2
+
∣∣∂zv∣∣2L2) dz] dt ≤ C ∫ T
0
[wwvww2
L60/13
ww∇hρww2L30 × (ww∂zvwwL2
·
ww∇h∂zvwwL2 +ww∂zvww2L2)] dt ≤ C ∫ T
0
[
(
wwvww3/10
L2
ww∇vww17/10
L2
30
+
wwvww2
L2
)
ww∇hρww2L30(ww∂zvwwL2ww∇h∂zvwwL2 +ww∂zvww2L2)] dt
≤ Cww∇2vww2
L2tx
+ C
ww∇hρww30L30tx + C sup0≤t≤T(wwv(t)wwL2 +ww∇v(t)wwL2)90/13
+ C.
Therefore, we have
wwgww
L2tx
< C, thanks to (4.12), (4.27), (4.34) and (4.35). In
particular, (4.22) together with (4.33) implies,wwvtwwL2(Ω×(0,T )) +ww∇2vwwL2(Ω×(0,T )) ≤ C + CwwgwwL2(Ω×(0,T )) < C. (4.36)
With (4.33), (4.34) and (4.35) at hand, this finishes the proof of the proposition.

4.2 The global existence of approximating solutions
Now we will establish the existence of the approximating solutions satisfying
Definition 3, for any fixed ε > 0, via a modified Galerkin approximation scheme.
This is equivalent to show the existence of strong solutions to the system con-
sisting of (4.15), (4.26) and the momentum equation with w given by (4.26).
By omitting, for simplicity, the approximating parameter ε (taking, e.g., ε = 1),
we arrive at the following parabolic system:
2∂tη − divh ((1 +
∣∣∇hη∣∣2)∇hη) = −divh (ηv)− v · ∇hη + η−2p0−1 in Ω,
∂t(η
2v) + divh (η
2v ⊗ v) + ∂z(η2wv) +∇hη2γ − divh (η2D(v))
− ∂z(η2∂zv)− divh (η2∇hv) = η(∆hη)v + divh (η
∣∣∇hη∣∣2∇hη ⊗ v)
−
∣∣∇hη∣∣4v − η2∣∣v∣∣3v in Ω,
w = − ∫ z
0
(
divh v˜ + 2v˜ · ∇h log η
)
dz′ in Ω,
∂zη = 0 in Ω,
(4.37)
with the boundary condition
∂zv
∣∣
z=0,1
= 0, (4.38)
where the momentum equation (4.37)2 is obtained by making use of (2.1)1 and
(2.1)2. Notice, we are using the notation η = ρ
1/2.
It is worth mentioning that a modified version of the incompressible Navier-
Stokes equations with similar nonlinear viscosity as in (4.37)1 have been studied
in [30, Page 194], and also [31, 32]. Moreover, Smagorinsky [49] has proposed
this type of eddy viscosity in the context of turbulence modeling in meteorology.
We now describe our modified Galerkin approximation scheme. Let ei =
ei(x, y, z), i = 1, 2 · · · be an orthonormal basis of L2(Ω) of eigenfunctions of the
Laplacian operator −∆ = −∆h − ∂zz , with the Neumann boundary condition
in the z-variable and periodic in the horizontal variable, corresponding to the
eigenvalue λi, i.e. −∆ei = λiei, ∂zei|z=0,1 = 0 and λ1 < λ2 ≤ · · · . Here
λ1 = 0, e1 ≡ 1 and
∫
ei d~x = 0 for i ≥ 2. For any n ∈ N+, define the space
Xn := [Span{ei, 1 ≤ i ≤ n}]2. For any fixed 0 < T <∞, given vn ∈ C(0, T ;Xn),
we will construct the following map. As before, denote vn :=
∫ 1
0 vn dz
′ and
v˜n := vn − vn. We set
S : vn  (ηn, wn),
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where ηn is the unique solution to (4.37)1 and wn is given by (4.37)3 with
(η, v) = (ηn, vn). That is, S is the solution map of equations (4.37)1 and
(4.37)3 with given vn ∈ C([0, T ];Xn). Then we will apply the Banach fixed-
point theorem to show that there exists a unique approximating solution in the
space C(0, T ;Xn) to the projection into the finite-dimensional space Xn, at the
n-level of equation (4.37)2. Then we will establish some estimates independent
of n. By employing a compactness theorem, we will extract a subsequence which
converges to a solution to (4.37), as n→∞.
4.2.1 On the equations (4.37)1 and (4.37)3: the map S
We start by studying the map S. It suffices to find the solution to (4.37)1, since
once η is obtained for a given v, (4.37)3 follows by direct substitution.
Consider v ∈ C([0, T ];C∞(Ω)) satisfying the boundary condition (1.1). Then
v ∈ C([0, T ];C∞(Ωh)). We will find the strong solution to (4.37)1. Notice, that
equation (4.37)1 involves a singular term on the right-hand side. We shall
consider the following regularization of (4.37)1. Let ηδ be the solution to the
following regularized problem. For δ > 0, consider the equation
2∂tηδ − divh ((1 +
∣∣∇hηδ∣∣2)∇hηδ) = −divh (ηδv)
− v · ∇hηδ + (η2δ + δ)−p0−1/2,
(4.39)
with initial data ηδ|t=0 = ρ1/2ε,0 in Ωh. Notice that, once ηδ is obtained, formally,
by taking δ → 0+, η := limδ→0+ ηδ will be the solution to (4.37)1 by means
of δ-independent estimates. In order to solve equation (4.39), we will perform
another layer of the Galerkin’s approximation here. In fact, we will prove the
following:
Proposition 8 Consider v ∈ C(0, T ;C∞(Ω)) satisfying the boundary condition
(1.1). There is a unique strong solution ηδ to (4.39) with given initial data ρ
1/2
ε,0 .
In particular, ηδ admits the following estimates which are independent of δ.
C−1T,v < ηδ < CT,v, sup
0≤t≤T
{∣∣ηδ(t)∣∣L2 + ∣∣∇hηδ(t)∣∣L2 + ∣∣∇hηδ(t)∣∣L4}
+
∣∣∇hηδ∣∣L2(Ωh×(0,T )) + ∣∣∇hηδ∣∣L4(Ωh×(0,T )) + ∣∣∇2hηδ∣∣L2(Ωh×(0,T ))
+
∣∣∣∣∇hηδ∣∣∣∣∇2hηδ∣∣∣∣L2(Ωh×(0,T )) + ∣∣∣∣∇hηδ∣∣2∣∣∇2hηδ∣∣∣∣L2(Ωh×(0,T ))
+
∣∣∂tηδ∣∣L2(Ωh×(0,T )) < CT,v,
(4.40)
for some positive, finite constant CT,v which depends on
T,
∣∣v∣∣
L∞(Ωh×(0,T ))
,
∣∣∇hv∣∣L∞(Ωh×(0,T )),
and is independent of δ.
Proof For any m ∈ N+, let X¯m := Span{e¯i, 1 ≤ i ≤ m} be the eigen-space
consisting of the first m orthonormal eigenfunctions of the two-dimensional
Laplacian with the periodic boundary condition in L2(Ωh). That is −∆he¯i =
λ¯ie¯i, where λ¯i are the eigenvalues with λ¯1 ≤ λ¯2 ≤ · · · . Here
∣∣e¯i∣∣L2 = 1,
λ¯1 = 0, e¯1 ≡ 1 and
∫
Ωh
e¯i dxdy = 0 for i ≥ 2. Let ηδ,m(t) :=
∑m
i=1 ai(t)e¯i ∈ X¯m
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and ηδ,m|t=0 =
∑m
i=1 ai,0e¯i = P¯mρ
1/2
ε,0 ∈ X¯m, being the projection of ρ1/2ε,0 on the
space X¯m. Here P¯m is the L
2 projection operator onto X¯m.
Step 1: Solving the regularization problem (4.39)
Consider the following ODE system,
∂tηδ,m =
1
2
P¯m
(
divh ((1 +
∣∣∇hηδ,m∣∣2)∇hηδ,m)
− divh (ηδ,mv)− v · ∇hηδ,m + (η2δ,m + δ)−p0−1/2
)
.
(4.41)
Notice, that the above equation is an implicit form of the equations of {ai}i=1,2···m
and the right-hand side is Lipschitz in {ai}i=1,2···m. Then by using the standard
ODE theory, there exists a unique local solution in the time interval (0, Tδ,m).
In the meantime, multiply (4.41) with 2ηδ,m and integrate the resultant. One
has, after applying integration by parts,
d
dt
∫
Ωh
η2δ,m dxdy +
∫
Ωh
(∣∣∇hηδ,m∣∣2 + ∣∣∇hηδ,m∣∣4) dxdy
=
∫
Ωh
ηδ,m(η
2
δ,m + δ)
−p0−1/2 dxdy ≤ Cδ +
∫
Ωh
η2δ,m dxdy.
(4.42)
Therefore, the Gro¨nwall’s inequality implies Tδ,m = T and that
sup
0≤t≤T
∣∣ηδ,m(t)∣∣L2 + ∣∣∇hηδ,m∣∣L2(Ωh×(0,T )) + ∣∣∇hηδ,m∣∣L4(Ωh×(0,T )) < CT,δ.
On the other hand, multiply (4.41) with −2P¯m(divh ((1 +
∣∣∇hηδ,m∣∣2)∇hηδ,m))
and integrate the resultant. After applying integration by parts and the Cauchy-
Schwarz inequality,
d
dt
∫
Ωh
(∣∣∇hηδ,m∣∣2 + 1
2
∣∣∇hηδ,m∣∣4) dxdy
+
∫
Ωh
∣∣P¯m(divh ((1 + ∣∣∇hηδ,m∣∣2)∇hηδ,m))∣∣2 dxdy ≤ Cδ
+ C(
∣∣v∣∣2
L∞(Ω×(0,T ))
+
∣∣∇hv∣∣2L∞(Ω×(0,T )))∫
Ωh
(
η2δ,m
+
∣∣∇hηδ,m∣∣2) dxdy.
(4.43)
Notice that, ∆hηδ,m ∈ X¯m,∫
Ωh
∣∣P¯m(divh ((1 + ∣∣∇hηδ,m∣∣2)∇hηδ,m))∣∣2 dxdy = ∫
Ωh
(∣∣∆hηδ,m∣∣2
+ 2∆hηδ,mdivh (
∣∣∇hηδ,m∣∣2∇hηδ,m) + ∣∣P¯mdivh (∣∣∇hηδ,m∣∣2∇hηδ,m)∣∣2) dxdy
=
∫
Ωh
(∣∣∆hηδ,m∣∣2 + 2∣∣∇hηδ,m∣∣2∣∣∇2hηδ,m∣∣2 + ∣∣∇h∣∣∇hηδ,m∣∣2∣∣2
+
∣∣P¯mdivh (∣∣∇hηδ,m∣∣2∇hηδ,m)∣∣2) dxdy.
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Then, by applying the Gro¨nwall’s inequality, we have from (4.43) the following,
sup
0≤t≤T
{
∣∣∇hηδ,m(t)∣∣2L2 + ∣∣∇hηδ,m(t)∣∣4L4}+ ∣∣∇2hηδ,m∣∣2L2(Ωh×(0,T ))
+
∣∣∣∣∇hηδ,m∣∣∣∣∇2hηδ,m∣∣∣∣2L2(Ωh×(0,T )) + ∣∣P¯mdivh (∣∣∇hηδ,m∣∣2∇hηδ,m)∣∣2L2(Ωh×(0,T ))
< CT,δ(1 +
∣∣v∣∣2
L∞(Ωh×(0,T ))
+
∣∣∇hv∣∣2L∞(Ωh×(0,T ))).
(4.44)
Moreover from (4.41)∣∣∂tηδ,m∣∣L2(Ωh×(0,T )) ≤ C∣∣∇2hηδ,m∣∣L2(Ωh×(0,T ))
+ C
∣∣P¯mdivh (∣∣∇hηδ,m∣∣2∇hηδ,m)∣∣L2(Ωh×(0,T ))
+ C
∣∣v∣∣
L∞(Ωh×(0,T ))
∣∣∇hηδ,m∣∣L2(Ωh×(0,T ))
+ C
∣∣∇hv∣∣L∞(Ωh×(0,T ))∣∣ηδ,m∣∣L2(Ωh×(0,T )) + Cδ
≤ CT,δ(1 +
∣∣v∣∣
L∞(Ωh×(0,T ))
+
∣∣∇hv∣∣L∞(Ωh×(0,T ))).
Therefore, applying the Aubin’s compactness Theorem (see, e.g., [51, Theo-
rem 2.1] and [14, 48]), the estimates above imply that there exists a subse-
quence, denoted also by {ηδ,m}, and that there is a ηδ ∈ L∞(0, T ;W 1,4(Ωh)) ∩
L2(0, T ;H2(Ωh)), ∂tηδ ∈ L2(Ωh× (0, T )), such that, for (p, q) ∈ (1,∞)× [2,∞),
ηδ,m → ηδ, in L2(0, T ;W 1,p(Ωh)) ∩C(0, T ;Lq(Ωh),
ηδ,m
∗
⇀ ηδ, weak-∗ in L∞(0, T ;W 1,4(Ωh)),
ηδ,m ⇀ ηδ, weakly in L
2(0, T ;H2(Ωh)),
∂tηδ,m ⇀ ∂tηδ, weakly in L
2(Ωh × (0, T )).
(4.45)
Consequently, let ψ ∈ C∞c (Ωh × [0, T )) be the test function. After taking the
L2-inner product of (4.41) with ψ in the space-time domain Ωh × (0, T ) and
applying integration by parts in the resultant, we have the identity∫ T
0
∫
Ωh
∂tηδ,mψ dxdy dt = −1
2
∫ T
0
∫
Ωh
(1 +
∣∣∇hηδ,m∣∣2)∇hηδ,m · ∇hP¯mψ dxdy dt
+
∫ T
0
∫
Ωh
ηδ,mv · ∇hP¯mψ dxdy dt+
∫ T
0
∫
Ωh
(
(−v · ∇hηδ,m
+ (η2δ,m + δ)
−p0−1/2)P¯mψ
)
dxdy dt.
Then (4.45) implies that after taking m→∞ in the above equation, we have,∫ T
0
∫
Ωh
∂tηδψ dxdy dt = −1
2
∫ T
0
∫
Ωh
(1 +
∣∣∇hηδ∣∣2)∇hηδ · ∇hψ dxdy dt
+
∫ T
0
∫
Ωh
ηδv · ∇hψ dxdy dt+
∫ T
0
∫
Ωh
(
(−v · ∇hηδ
+ (η2δ + δ)
−p0−1/2)ψ
)
dxdy dt,
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where we have applied the fact that P¯mψ → ψ strongly in Lp(Ωh × (0, T )) for
every p ∈ (1,∞). Therefore ηδ is a weak solution to (4.39). Moreover, applying
(4.45) again, for any ψ ∈ C∞c (Ωh × (0, T )),∫ T
0
∫
Ωh
∣∣∇hηδ∣∣∣∣∇2hηδ∣∣ψ dxdy dt = lim
m→∞
∫ T
0
∫
Ωh
∣∣∇hηδ,m∣∣∣∣∇2hηδ,m∣∣ψ dxdy dt
≤ C
(
sup
m≥1
∣∣∣∣∇hηδ,m∣∣∣∣∇2hηδ,m∣∣∣∣L2(Ωh×(0,T ))
)
×
∣∣ψ∣∣
L2(Ωh×(0,T ))
,∫ T
0
∫
Ωh
∣∣∇hηδ∣∣2∇hηδ · ∇hψ dxdy dt
= lim
m→∞
∫ T
0
∫
Ωh
∣∣∇hηδ,m∣∣2∇hηδ,m · ∇hP¯mψ dxdy dt
= − lim
m→∞
∫ T
0
∫
Ωh
P¯mdivh (
∣∣∇hηδ,m∣∣2∇hηδ,m)ψ dxdy dt
≤ C sup
m≥1
∣∣P¯mdivh (∣∣∇hηδ,m∣∣2∇hηδ,m)∣∣L2(Ωh×(0,T )) × ∣∣ψ∣∣L2(Ωh×(0,T )).
Together with (4.44), these inequalities imply that∣∣∣∣∇hηδ∣∣∣∣∇2hηδ∣∣∣∣L2(Ωh×(0,T )) + ∣∣divh (∣∣∇hηδ∣∣2∇hηδ)∣∣2L2(Ωh×(0,T ))
≤ CT,δ(
∣∣v∣∣
L∞(Ωh×(0,T ))
,
∣∣∇hv∣∣L∞(Ωh×(0,T ))).
Consequently, similar arguments imply that ηδ is the strong solution to (4.39)
with ηδ|t=0 = ρ1/2ε,0 satisfying
sup
0≤t≤T
{∣∣ηδ(t)∣∣L2 + ∣∣∇hηδ(t)∣∣L2 + ∣∣∇hηδ(t)∣∣L4}+ ∣∣∇hηδ∣∣L2(Ωh×(0,T ))
+
∣∣∇hηδ∣∣L4(Ωh×(0,T )) + ∣∣∇2hηδ∣∣L2(Ωh×(0,T )) + ∣∣∣∣∇hηδ∣∣∣∣∇2hηδ∣∣∣∣L2(Ωh×(0,T ))
+
∣∣∣∣∇hηδ∣∣2∣∣∇2hηδ∣∣∣∣L2(Ωh×(0,T )) + ∣∣∂tηδ∣∣L2(Ωh×(0,T ))
< CT,δ(
∣∣v∣∣
L∞(Ωh×(0,T ))
,
∣∣∇hv∣∣L∞(Ωh×(0,T ))).
(4.46)
where we have applied the fact
∣∣divh (∣∣∇hηδ∣∣2∇hηδ)∣∣2L2(Ωh×(0,T )) =
∫ T
0
∫
Ωh
∣∣divh (∣∣∇hηδ∣∣2∇hηδ)∣∣2 dxdy dt
=
∫ T
0
∫
Ωh
(∣∣∇hηδ∣∣4∣∣∇2hηδ∣∣2 + ∣∣∇hηδ · ∇h∣∣∇hηδ∣∣2∣∣2
+
∣∣∇hηδ∣∣2∣∣∇h∣∣∇hηδ∣∣2∣∣2) dxdy dt ≥ ∣∣∣∣∇hηδ∣∣2∣∣∇2hηδ∣∣∣∣2L2(Ωh×(0,T )).
Step 2: δ-independent estimates
It suffices to show that ηδ, see (4.39), admits uniform upper and lower bounds
independent of δ. In fact, the above estimates will be independent of δ once we
have ηδ > C a priorly, for some positive constant C independent of δ.
Multiply (4.39) with η2p0+1δ and with −divh ((1 +
∣∣∇hηδ∣∣2)∇hηδ), respec-
tively, and integrate the resultants in the space-time domain Ωh × (0, T ). Then
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after applying integration by parts and the Young’s inequality, one obtains
sup
0≤t≤T
{ 1
p0 + 1
∫
Ωh
∣∣ηδ∣∣2p0+2 dxdy} + (2p0 + 1)∫ T
0
∫
Ωh
(
η2p0δ
∣∣∇hηδ∣∣2
+ η2p0δ
∣∣∇hηδ∣∣4) dxdy dt ≤ C∣∣v∣∣L∞(Ωh×(0,T ))
∫ T
0
∫
Ωh
η2p0+2δ dxdy dt
+ C
∫ T
0
∫
Ωh
η2p0+1δ (η
2
δ + δ)
−p0−1/2︸ ︷︷ ︸
≤C
dxdy dt+ C,
sup
0≤t≤T
{∫
Ωh
∣∣∇hηδ∣∣2 + 1
2
∣∣∇hηδ∣∣4 dxdy} + ∫ T
0
∫
Ωh
(
1
2
∣∣∆hηδ∣∣2
+
∣∣∇hηδ∣∣2∣∣∇2hηδ∣∣2 + 12 ∣∣∇hηδ∣∣4∣∣∇2hηδ∣∣2 + (2p0 + 1)(η2δ + δ)−p0−3/2
× (1 +
∣∣∇hηδ∣∣2)∣∣∇hηδ∣∣2)dxdy dt ≤ C(∣∣v∣∣2L∞(Ωh×(0,T ))
+
∣∣∇hv∣∣2L∞(Ωh×(0,T )))
∫ T
0
∫
Ωh
(
1 + η2p0+2δ +
∣∣∇hηδ∣∣2) dxdy dt+ C,
where C is independent of δ. Therefore, after applying the Gro¨nwall’s inequality
to the above inequalities, and the following Gagliardo-Nirenberg inequality, we
have ∣∣ηδ∣∣L∞(Ωh×(0,T )) ≤ C sup0≤t≤T{∣∣ηδ∣∣L2p0+2 + ∣∣∇hηδ∣∣L4}
< CT (
∣∣v∣∣
L∞(Ωh×(0,T ))
,
∣∣∇hv∣∣L∞(Ωh×(0,T ))), (4.47)
where the right-hand side of the last inequality is independent of δ. On the
other hand, let σδ := η
−1
δ . Then σδ satisfies
2∂tσδ + 2v · ∇hσδ − σδdivh v + σ2δ (σ−2δ + δ)−p0−1/2 + 2σ−1δ
∣∣∇hσδ∣∣2
+ 2σ−5δ
∣∣∇hσδ∣∣4 = ∆hσδ + divh (σ−4δ ∣∣∇hσδ∣∣2∇hσδ).
Notice we have σ−1δ = ηδ < CT,v < ∞ from (4.47) and hence there is no
singularity in the above equation. Here and in the following, CT,v denotes
a constant depending on T,
∣∣v∣∣
L∞(Ωh×(0,T ))
,
∣∣∇hv∣∣L∞(Ωh×(0,T )). Multiply this
equation with (3σ5δ )+ := 3σ
5
δ1{σδ>0} and (σδ − k)+ := (σδ − k)1{σδ>k}, respec-
tively, with some k ≥ ∣∣ρ−1/2ε,0 ∣∣L∞ = ∣∣σδ|t=0∣∣L∞ > 0, and integrate the resultant.
After applying integration by parts, it holds
sup
0≤t≤T
∫
Ωh
∣∣(σδ)+∣∣6 d~x+ 9 ∫ T
0
∫
Ωh
(
(σ4δ )+
∣∣∇h(σδ)+∣∣2 + ∣∣∇h(σδ)+∣∣4) dxdy dt
≤ C
∣∣∇hv∣∣L∞(Ωh×(0,T ))
∫ T
0
∫
Ωh
(σ6δ )+ dxdy dt+ C,
sup
0<t<T
∫
Ωh
∣∣(σδ − k)+∣∣2 dxdy + 1
2
∫ T
0
∫
Ωh
(∣∣∇h(σδ − k)+∣∣2
+ σ−4δ
∣∣∇h(σδ − k)+∣∣4) dxdy dt
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≤ C(
∣∣∇hv∣∣2L∞(Ωh×(0,T )) + 1)
∫ T
0
∫
Ωh
∣∣(σδ − k)+∣∣2 dxdy dt
+ C
∫ T
0
∫
Ωh
1{σδ>k}
∣∣σδ∣∣2 dxdy dt.
Then applying the Gro¨nwall’s inequality implies
sup
0≤t≤T
∫
Ωh
∣∣(σδ)+∣∣6 d~x+ ∫ T
0
∫
Ωh
(
(σ4δ )+
∣∣∇h(σδ)+∣∣2 + ∣∣∇h(σδ)+∣∣4) dxdy dt
≤ CT,v <∞,
sup
0≤t≤T
∫ ∣∣(σδ − k)+∣∣2 dxdy + ∫ T
0
∫
Ωh
(∣∣∇h(σδ − k)+∣∣2
+ σ−4δ
∣∣∇h(σδ − k)+∣∣4) dxdy dt ≤ CT,v ∫ T
0
∫
Ωh
1{σδ>k>0}
∣∣σδ∣∣2 dxdy dt
≤ CT,v
∣∣{σδ > k}∣∣2/3(∫ T
0
∫
Ωh
∣∣(σδ)∣∣6 dxdy dt)1/3 ≤ CT,v∣∣{σδ > k}∣∣2/3.
Then using similar arguments as in (4.10), we have, after applying interpolation
inequality, for l > k,∣∣{σδ > l}∣∣ ≤ (l − k)−4∣∣(σδ − k)+∣∣4L4(Ωh×(0,T )) ≤ C(l − k)−4
× ( sup
0≤t≤T
∫
Ωh
∣∣(σδ − k)+∣∣2 dxdy ∫ T
0
∫
Ωh
∣∣∇h(σδ − k)+∣∣2 dxdy dt
+ ( sup
0≤t≤T
∫
Ωh
∣∣(σδ − k)+∣∣2 dxdy)2) ≤ CT,v(l − k)−4∣∣{σδ > k}∣∣4/3.
Then using the De Giorgi-type Lemma (i.e., Lemma 1) as before, from (4.10)
to (4.11) in section 4.1.1, yield that there is a positive constant C′T,v <∞ such
that
σδ < C
′
T,v.
Therefore since ηδ|t=0 > 0, it follows from the upper bounds of
∣∣ηδ∣∣, σδ = η−1δ
and the continuity of ηδ in space-time that there is a positive constant 0 <
CT,v <∞ depending on
T,
∣∣v∣∣
L∞(Ωh×(0,T ))
,
∣∣∇hv∣∣L∞(Ωh×(0,T )),
such that
1/CT,v < ηδ < CT,v. (4.48)
Therefore, by performing similar arguments as in (4.42), (4.43), the estimate
(4.46) is independent of δ. This finishes the proof.

With Proposition 8 at hand, after letting δ → 0+ in (4.39), one will get the
strong solution η to (4.37)1.
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Proposition 9 Under the same assumption as in Proposition 8, there is a
unique strong solution η to (4.37)1 with the following estimates.
C−1T,v < η < CT,v, sup
0≤t≤T
{∣∣η(t)∣∣
L2
+
∣∣∇hη(t)∣∣L2 + ∣∣∇hη(t)∣∣L4}
+
∣∣∇hη∣∣L2(Ωh×(0,T )) + ∣∣∇hη∣∣L4(Ωh×(0,T )) + ∣∣∇2hη∣∣L2(Ωh×(0,T ))
+
∣∣∣∣∇hη∣∣∣∣∇2hη∣∣∣∣L2(Ωh×(0,T )) + ∣∣∣∣∇hη∣∣2∣∣∇2hη∣∣∣∣L2(Ωh×(0,T ))
+
∣∣∂tη∣∣L2(Ωh×(0,T )) < CT,v,
(4.49)
for some positive constant CT,v = CT,v(T,
∣∣v∣∣
L∞(Ωh×(0,T ))
,
∣∣∇hv∣∣L∞(Ωh×(0,T ))) <∞. Moreover,∣∣η1 − η2∣∣L∞(0,T ;L2(Ωh)) ≤ CT,v1,v2(∣∣η1,0 − η2,0∣∣L2
+ T ·
∣∣v1 − v2∣∣L∞(Ωh×(0,T )) + T · ∣∣∇h(v1 − v2)∣∣L∞(Ωh×(0,T ))), (4.50)
where ηi satisfies (4.37)1, with initial data ηi
∣∣
t=0
= ηi,0 and v replaced by vi ∈
C(0, T ;C∞(Ω)), i = 1, 2, and CT,v1,v2 ∈ (0,∞) depends on
T,
∣∣v1∣∣L∞(Ωh×(0,T )), ∣∣∇hv1∣∣L∞(Ωh×(0,T )),∣∣v2∣∣L∞(Ωh×(0,T )), ∣∣∇hv2∣∣L∞(Ωh×(0,T )).
In particular, the map S : v  (η, w) for v ∈ C(0, T ;C∞(Ω)) is well-defined.
Proof The existence of the strong solution η to (4.37)1 and the estimates
(4.49) follow from similar arguments as from (4.45) to (4.46) by replacing the
sequence {ηm,δ}m=1,2,··· with {ηδ}δ∈(0,∞) and taking the limit δ → 0+. The
uniqueness follows from (4.50) by taking v1 = v2 and η1,0 = η2,0.
To show (4.50), denote by η12 := η1 − η2 where ηi, i = 1, 2, are solutions to
(4.37)1 with v = vi. Then η12 satisfies
2∂tη12 −∆hη12 −
(
divh (
∣∣∇hη1∣∣2∇hη1)− divh (∣∣∇hη2∣∣2∇hη2))
= −divh (η12v1)− v1 · ∇hη12 − divh (η2v12)− v12 · ∇hη2
+ (η−2p0−11 − η−2p0−12 ),
where v12 := v1 − v2. Multiply the above equation with η12 and integrate the
resultant over Ωh. After applying integration by parts and the Cauchy-Schwarz
inequality, one obtains
d
dt
∣∣η12∣∣2L2 + ∣∣∇hη12∣∣2L2 − ∫
Ωh
((
divh (
∣∣∇hη1∣∣2∇hη1)
− divh (
∣∣∇hη2∣∣2∇hη2))η12) dxdy
=
∫ (
η2v12 · ∇hη12 + η2divh (η12v12)
)
dxdy
+
∫
Ωh
(η−2p0−11 − η−2p0−12 )η12 dxdy ≤
1
2
∣∣∇hη12∣∣2L2 + C∣∣η12∣∣2L2
+ C
∣∣v12∣∣2L∞(Ωh×(0,T )) + C∣∣∇hv12∣∣2L∞(Ωh×(0,T )),
(4.51)
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where C depends on the upper and lower bounds of ηi, i.e., C
−1
T,vi
< ηi <
CT,vi , i = 1, 2. Notice that the operator divh (
∣∣∇hη∣∣2∇hη) in η admits the
monotonicity (see, e.g., [30, Page 194]):
−
∫
Ωh
(
divh (
∣∣∇hη1∣∣2∇hη1)− divh (∣∣∇hη2∣∣2∇hη2))(η1 − η2) dxdy ≥ 0. (4.52)
Then applying the Gro¨nwall’s inequality to (4.51) yields
sup
0≤t≤T
∣∣η12(t)∣∣2L2 ≤ C∣∣η12∣∣t=0∣∣2L2 + CT ∣∣v12∣∣2L∞(Ωh×(0,T ))
+ CT
∣∣∇hv12∣∣2L∞(Ωh×(0,T )).
This finishes the proof of (4.50). Notice that (4.50) implies the uniqueness and
the Lipschitz continuity of η with respect to v.

We present a proof of the monotonicity in (4.52) here. In fact, after re-
arranging the left hand side of (4.52) and applying integration by parts, one
obtains
−
∫
Ωh
(
divh (
∣∣∇hη1∣∣2∇hη1)− divh (∣∣∇hη2∣∣2∇hη2))(η1 − η2) dxdy
=
∣∣∣∣∇hη1∣∣∇hη12∣∣2L2 + ∣∣∇hη2 · ∇hη12∣∣2L2
+
∫
Ωh
(∇hη1 · ∇hη12)(∇hη2 · ∇hη12) dxdy
≥ 1
2
∣∣∣∣∇hη1∣∣∇hη12∣∣2L2 + 12 ∣∣∇hη2 · ∇hη12∣∣2L2 ≥ 0,
where in the last inequality we have applied the Cauchy-Schwarz inequality.
4.2.2 On the momentum equation of the approximating system and
the fixed point
Now we are in the place to establish the modified Galerkin approximation to
(4.37)2. This is done following a similar scheme as in [17] with the mapS defined
in the last subsection. As mentioned before, let vn =
∑n
i=1 ai(t)ei ∈ Xn, for
a fixed n ∈ Z+, with vn|t=0 = Pnvε,0 ∈ Xn is the projection of vε,0 into the
space Xn. Here Pn is the L
2 projection operator onto the space Xn. Let
(ηn, wn) := S(vn), given by Proposition 9.
Consider the following ODE system for the coefficients aj(t), j = 1, · · · , n,∫
∂t(η
2
nvn) · ei d~x =
∫
(−divh (η2nvn ⊗ vn)− ∂z(η2nwnvn)−∇hη2γn
+ divh (η
2
nD(vn)) + ∂z(η2n∂zvn) + divh (η2n∇hvn) + ηn∆hηnvn
+ divh (ηn
∣∣∇hηn∣∣2∇hηn ⊗ vn)− ∣∣∇hηn∣∣4vn − η2n∣∣vn∣∣3vn) · ei d~x,
(4.53)
for i = 1, 2 · · ·n, which is an implicit form of the equations for {aj(t)}j=1,2···n.
Define the map M [ηn] : Xn 7→ Xn as follows. Let mij [ηn] :=
∫
η2nei · ej d~x.
For every ~u =
∑n
i=1 aiei ∈ Xn, define M [ηn]~u :=
∑n
i=1(
∑n
j=1 ajmij [ηn])ei ∈
Xn. Thus
∫
M [ηn]~a ·~b d~x =
∫
η2n~a ·~b d~x, for every ~a,~b ∈ Xn, which is positive
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definite, since ηn is bounded from below by a strictly positive number. Thus
M [ηn] is invertible. In particular,
(M [ηn])
−1(Pn(η
2
nvn)) = vn.
Then the following integral representation of vn holds,
vn = Q(vn) := (M [ηn])
−1
(
Pn
[∫ t
0
(−divh (η2nvn ⊗ vn)− ∂z(η2nwnvn)
−∇hη2γn + divh (η2nD(vn)) + ∂z(η2n∂zvn) + divh (η2n∇hvn)
+ ηn∆hηnvn + divh (ηn
∣∣∇hηn∣∣2∇hηn ⊗ vn)− ∣∣∇hηn∣∣4vn
− η2n
∣∣vn∣∣3vn) ds]+ Pn(η2nvn)|t=0).
(4.54)
Here the map Q is mapping C([0, T ];Xn) into C([0, T ];Xn). Moreover, for
η ∈ {η ∈ L2(Ωh), inf
(x,y)∈Ωh
η > c} with some positive constant c ∈ (0,∞),
the following map
η 7→ (M [η])−1 is a map of L2(Ωh) into L(Xn, Xn).
It is well-defined as mentioned before, and it is Lipschitz, thanks to the identity
(M [η1])
−1−(M [η2])−1 = (M [η1])−1(M [η2]−M [η1])(M [η2])−1, η1, η2 ∈ L2(Ωh).
Together with (4.50), this implies that Q is contracting in C([0, Tn];Xn) for
some sufficiently small Tn ∈ (0, T ], and consequently, after applying the Banach
fixed-point theorem to the finite dimension system (4.54) (or equivalently (4.53))
in the Banach space C([0, Tn];Xn), one can obtain that there is a local solution
vn to (4.53) in the time interval [0, Tn] ⊂ [0, T ].
Notice that (ρn = η
2
n, vn, wn) satisfies the equation
∂tη
2
n + divh (η
2
nvn) + ∂z(η
2
nwn) = ηndivh ((1 +
∣∣∇hηn∣∣2)∇hηn) + η−2p0n .
After multiplying (4.53) with ai and summing the resultant, for i = 1, 2 · · ·n,
one has the following equation, which is the same as (3.3),
d
dt
(
1
2
∫
η2nv
2
n d~x
)
+
∫ (
η2n
∣∣D(vn)∣∣2 + η2n∣∣∂zvn∣∣2 + η2n∣∣∇hvn∣∣2) d~x
+
∫
∇hη2γn · vn d~x+
1
2
∫ (
ηn∆hηn
∣∣vn∣∣2 + ηndivh (∣∣∇hηn∣∣2∇hηn)∣∣vn∣∣2
+ 2ηn
∣∣∇hηn∣∣2∇hηn · ∇hvn · vn − η−2p0n ∣∣vn∣∣2) d~x.
Moreover, vn ∈ C([0, Tn];Xn) is smooth and ηn, wn is sufficiently regular.
Therefore, one can perform similar arguments as in section 3.1 and obtain the
bound of the approximating basic energy
sup
0≤t≤Tn
{∫
η2nv
2
n d~x+
∫
η2γn d~x+
∫
η2n d~x+
∫
η−2p0n d~x
}
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+∫ Tn
0
∫ (
η2n
∣∣D(vn)∣∣2 + η2n∣∣∂zvn∣∣2 + η2n∣∣∇hvn∣∣2) d~x dt
+
∫ Tn
0
∫ (
η−2p0n
∣∣vn∣∣2 + η2n∣∣vn∣∣5 + ∣∣∇hηn∣∣4∣∣vn∣∣2 + ∣∣∇hηn∣∣2∣∣vn∣∣2
+
∣∣∇hηn∣∣4 + ∣∣ηn∣∣−4p0−2) d~x dt < CT ,
independent of n. Therefore, it follows that Tn = T . Now we further discuss the
estimates of ηn. Indeed, multiply (4.37)1 for (η, v) = (ηn, vn) with −divh ((1 +∣∣∇hηn∣∣2)∇hηn) and integrate the resultant. It holds after applying integration
by parts, as before we have
sup
0≤t≤T
{∫
Ωh
(∣∣∇hηn∣∣2 + 1
2
∣∣∇hηn∣∣4) dxdy}+ 1
2
∫ T
0
∫
Ωh
(∣∣∆hηn∣∣2
+
∣∣∇hηn∣∣2∣∣∇2hηn∣∣2 + ∣∣∇hηn∣∣4∣∣∇2hηn∣∣2) dxdy dt ≤ C ∫ T
0
∫
Ω
(∣∣ηn∣∣−4p0−2
+
∣∣∇hηn∣∣2∣∣vn∣∣2 + ∣∣ηn∣∣2∣∣∇hv∣∣2) d~x dt < C.
Then one can follow the same arguments as in section 4.1.1 to get the upper
and lower bounds for ηn as in (4.1) . Therefore the bound in (4.12) holds for
(η, v, w) replaced by (ηn, vn, wn) and (4.14) holds for ηn. With such estimates,
from (4.53) one will get the boundww∂tvnwwL2(0,T ;W−1,1(Ω)) < C.
Therefore, there exists a subsequence, denoted also by {(ηn, vn)}, that after
taking n→∞, one will get the weak solution (η, v) to the equation (4.37)2 and
the strong solution η to the equation (4.37)1. Indeed, after applying the Aubin’s
compactness Theorem (see, e.g., [51, Theorem 2.1] and [14, 48]), as n→∞, we
have the following:
ηn → η, in L2(0, T ;W 1,p(Ωh)) ∩ C(0, T ;Lq(Ωh),
for (p, q) ∈ (1,∞)× [2,∞),
ηn
∗
⇀ η, weak-∗ in L∞(0, T ;W 1,4(Ωh)),
ηn ⇀ η, weakly in L
2(0, T ;H2(Ωh)),
∂tηn ⇀ ∂tη, weakly in L
2(Ωh × (0, T )),
vn → v, in L2(0, T ;Lp(Ω)), for p ∈ (1, 6) ,
vn
∗
⇀ v, weak-∗ in L∞(0, T ;L2(Ω)),
vn ⇀ v, weakly in L
5(Ω× (0, T )) ∩ L2(0, T ;H1(Ω)),
∂tvn ⇀ ∂tv, weakly in L
2(0, T ;W−1,1(Ω)),
wn ⇀ w, weakly in L
2(Ω× (0, T )),
∂zwn ⇀ ∂zw, weakly in L
2(Ω× (0, T )),
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where
η ∈ L∞(0, T ;W 1,4(Ωh) ∩ L2(0, T ;H2(Ωh)), ∂tη ∈ L2(Ωh × (0, T )),
v ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)) ∩ L5(Ω× (0, T )),
∂tv ∈ L2(0, T ;W−1,1(Ω)), w, ∂zw ∈ L2(Ω× (0, T )).
(4.55)
Then arguing as in Proposition 9 yields that η is the strong solution to (4.37)1
and admits positive upper and lower bounds. Similar arguments yield that
(η, v, w) satisfies (4.37)3 in L
2(Ω× (0, T )). Also, after applying the convergence
above in (4.53), one has the following weak formulation of (4.37)2, for every
φ = (φ1, φ2)
⊤ ∈ C∞c (Ω× [0, T )),∫ T
0
∫ [
v · η2∂tφ− η2D(v) : ∇hφ− η2∇hv : ∇hφ− η2∂zv · ∂zφ
+ η2v ⊗ v : ∇hφ+ η2wv · ∂zφ+ η2γdivh φ+ η∆hηv · φ
− (η
∣∣∇hη∣∣2∇hη ⊗ v) : ∇hφ− ∣∣∇hη∣∣4v · φ− η2∣∣v∣∣3v · φ] d~x dt
= −
∫
η2v · φd~x
∣∣∣∣
t=0
.
By taking a positive approximating sequence of η in C∞c (Ω× [0, T ]), the above
formulation holds true for φ =
ψ
η2
, with ψ ∈ C∞c (Ω× [0, T )). Then after making
use of (4.37)1 and (4.37)3, one will arrive at:∫ T
0
∫ (
v · ∂tψ − 3
2
∇hv : ∇hψ − ∂zv · ∂zψ − 1
2
divh vdivh ψ
)
d~x dt
+
∫ T
0
∫
g · ψ d~x dt = −
∫
v · ψ d~x
∣∣∣∣
t=0
,
(4.56)
where g is as in (4.22) with ε = 1. This procedure is rigorous since η > 0 admits
upper and lower bounds and enough regularity. In particular, (η, v) is the weak
solution to the following equation which is (4.22) with ε = 1,
∂tv − 3
2
∆hv − ∂zzv − 1
2
∇hdivh v = g, (4.57)
with g defined as in (4.23).
On the other hand, we extend (η, v, w) to (η, ve, we) in Ωh × 2T as follows.
Let ve be a function satisfying:
ve = v in Ωh × (0, 1), and ve is even in z ∈ (−1, 1) and periodic in z ∈ 2T.
Then, since η is independent of the z-variable, we given by (4.37)3 with v re-
placed by ve is odd in z ∈ (−1, 1) and periodic in z ∈ 2T. Then it is easy
to verify that (η, ve, we) is a weak solution to (4.37) in (Ωh × 2T) × [0, T ),
and that (η, ve, we) = (η, v, w) in Ω × [0, T ) satisfying the same regularity
of (η, v, w) as in (4.55). In particular, (4.56) are satisfied by (η, ve, we) and
(η, ve)
∣∣
t=0
= (ρ
1/2
ε,0 , vε,0), ve is a weak solution to (4.57).
Then after employing the standard difference quotient method in (4.56),
following similar estimates as in section 4.1.3 with the differential operators
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replaced by corresponding difference quotients, one can get the following esti-
mates, similar to (4.27),ww∇vewwL∞(0,T ;L2(Ωh×2T)) +ww∇2vewwL2((Ωh×2T)×(0,T ))
+
ww∂tvewwL2((Ωh×2T)×(0,T )) < C.
This, together with (4.37)3, implies that (η, ve, we) satisfies equations (4.57) and
(4.37) almost everywhere in (Ωh×2T)× (0, T ). In particular, the trace theorem
implies that
ve
∣∣
z∈Z
∈ L2(0, T ;H3/2(Ωh)),
and in particular, thanks to the symmetry property, ∂zve
∣∣
z∈Z
≡ 0. Since v = ve
in Ω, we then have
v ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)), ∂tv ∈ L2(Ω× (0, T )),
v
∣∣
z=0,1
∈ L2(0, T ;H3/2(Ωh)), and ∂zv
∣∣
z=0,1
≡ 0.
This verifies the boundary condition (4.38).
In particular, now one can employ the global a priori estimates in section 4.1
to show the existence of the the approximating solutions satisfying Definition
3. This finishes the proof of Proposition 1.
5 Compactness and existence of weak solutions
In this section, we aim at taking ε → 0+ in a subsequence of approximating
solutions satisfying Definition 3. This will eventually establish the global exis-
tence of weak solutions to the compressible primitive equations (CPE’). We will
need some compactness arguments in order to do so. Recall, from Proposition
2, we have the following uniform estimates of the approximating solutions,
sup
0≤t≤T
{wwρ1/2ε vεwwL2 +wwρεwwLγ +wwρεwwL1 +wwε1/p0ρ−1ε wwLp0
+
ww∇hρ1/2ε wwL2 +wwε1/4∣∣∇hρ1/2ε ∣∣wwL4 +wwρε(e+ v2ε) log(e+ v2ε )wwL1}
+
wwρ1/2ε ∇vεwwL2(Ω×(0,T )) +wwρ1/2ε ∂zwεwwL2(Ω×(0,T ))
+
wwργ/2−1ε ∇hρεwwL2(Ω×(0,T )) +wwε1/2ρ−p0/2ε vεwwL2(Ω×(0,T ))
+
wwε1/5ρ1/5ε vεwwL5(Ω×(0,T )) +wwε1/2∣∣∇hρ1/2ε ∣∣2vεwwL2(Ω×(0,T ))
+
wwε1/2∣∣∇hρ1/2ε ∣∣vεwwL2(Ω×(0,T )) +wwερ−p0−1/2ε wwL2(Ω×(0,T ))
+
wwε1/2∆hρ1/2ε wwL2(Ω×(0,T )) +wwε1/2∣∣∇hρ1/2ε ∣∣∣∣∇2hρ1/2ε ∣∣wwL2(Ω×(0,T ))
+
wwε∣∣∇hρ1/2ε ∣∣2∣∣∇2hρ1/2ε ∣∣wwL2(Ω×(0,T )) < CT ,
(5.1)
where CT is independent of ε. Since ρε is independent of the z-variable, it
follows from the Minkowski inequality that,wwρ1/2ε wεwwL2(Ω×(0,T )) = ww∫ z
0
ρ1/2ε ∂zwε dz
′
ww
L2(Ω×(0,T ))
≤
wwρ1/2ε ∂zwεwwL2(Ω×(0,T )). (5.2)
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In the following subsections, we will first discuss the compactness based on
the uniform estimates (5.1) and then establish the existence of weak solutions.
Through the rest of this section, CT denotes a positive constant independent of
ε. Without further mentioned, all the convergences, below, hold in the sense of
a subsequence of ε, as ε→ 0+.
5.1 Strong convergences
Strong convergence of ρε
By applying Ho¨lder’s inequality, one has, by virtue of (5.1), for every t ∈ [0, T ],ww∇ρεwwL2γ/(γ+1) ≤ wwρ1/2ε wwL2γwwρ−1/2ε ∣∣∇hρε∣∣wwL2
= 2
wwρεww1/2Lγ ww∇hρ1/2ε wwL2 ≤ CT ,
where CT is independent of ε. In particular, after applying the Gagliardo-
Nirenberg inequality, one has,wwρεwwL∞(0,T ;W 1,2γ/(γ+1)(Ω)) < CT . (5.3)
On the other hand, from (2.1)1, we have
∂tρε + divh (ρεvε) + ∂z(ρεwε) = ερ
1/2
ε ∆hρ
1/2
ε
+ εdivh (ρ
1/2
ε
∣∣∇hρ1/2ε ∣∣2∇hρ1/2ε )− ε∣∣∇hρ1/2ε ∣∣4 + ερ−p0ε . (5.4)
Notice that after making use of (5.1) and (5.2),
sup
0≤t≤T
wwρεvεwwL1 ≤ sup
0≤t≤T
wwρ1/2ε vεwwL2 sup
0≤t≤T
wwρ1/2ε wwL2
= sup
0≤t≤T
wwρ1/2ε vεwwL2 sup
0≤t≤T
wwρεww1/2L1 < CT , (5.5)wwρεwεwwL1(Ω×(0,T )) ≤ T 1/2 sup
0≤t≤T
wwρ1/2ε wwL2 ×wwρ1/2ε wεwwL2(Ω×(0,T ))
≤ CT 1/2 sup
0≤t≤T
wwρεww1/2L1 ×wwρ1/2ε ∂zwεwwL2(Ω×(0,T )) < CT , (5.6)wwερ1/2ε ∆hρ1/2ε wwL1(Ω×(0,T )) ≤ ε1/2T 1/2 sup
0≤t≤T
wwρ1/2ε wwL2
×
wwε1/2∆hρ1/2ε wwL2(Ω×(0,T )) < ε1/2CT , (5.7)wwερ1/2ε ∣∣∇hρ1/2ε ∣∣2∇hρ1/2ε wwL1(Ω×(0,T )) ≤ ε ∫ T
0
sup
0≤t≤T
wwρ1/2ε wwL2
×
ww∣∣∇hρ1/2ε ∣∣3wwL2 dt < ε1/6CT , (5.8)wwε∣∣∇hρ1/2ε ∣∣4wwL1(Ω×(0,T )) ≤ ε ∫ T
0
sup
0≤t≤T
ww∇hρ1/2ε wwL2
×
ww∣∣∇hρ1/2ε ∣∣3wwL2 dt < ε1/6CT , (5.9)wwερ−p0ε wwL1(Ω×(0,T )) ≤ ε1/(2p0+1)wwερ−p0−1/2ε wwp0/(p0+1/2)L2(Ω×(0,T ))
< ε1/(2p0+1)CT , (5.10)
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where in the above estimates we have noticed the facts that ρε is independent
of the z variable and that ε ∈ (0, ε0), with ε0 ∈ (0, 1) which is small enough,
and applied the Ho¨lder and Minkowski inequalities and the two-dimensional
Gagliardo-Nirenberg inequality,∫ T
0
ww∣∣∇hρ1/2ε ∣∣3wwL2 dt = ∫ T
0
∣∣∣∣∇hρ1/2ε ∣∣3∣∣L2 dt
≤ C
∫ T
0
∣∣∣∣∇hρ1/2ε ∣∣3∣∣2/3L4/3∣∣∣∣∇hρ1/2ε ∣∣2∣∣∇2hρ1/2ε ∣∣∣∣1/3L2 + ∣∣∣∣∇hρ1/2ε ∣∣3∣∣L4/3 dt
= C
∫ T
0
ww∇hρ1/2ε ww2L4ww∣∣∇hρ1/2ε ∣∣2∣∣∇2hρ1/2ε ∣∣ww1/3L2 +ww∇hρ1/2ε ww3L4 dt
≤ CT 5/6 sup
0≤t≤T
ww∇hρ1/2ε ww2L4 ×ww∣∣∇hρ1/2ε ∣∣2∣∣∇2hρ1/2ε ∣∣ww1/3L2(Ω×(0,T ))
+ CT sup
0≤t≤T
ww∇hρ1/2ε ww3L4 ≤ ε−1/2−1/3CT + ε−3/4CT ≤ ε−5/6CT . (5.11)
Therefore, from (5.4) we haveww∂tρεwwL1(0,T ;W−1,1(Ω)) ≤ CT . (5.12)
Thus together with (5.3), applying the Aubin’s compactness Theorem (see, e.g.,
[51, Theorem 2.1] and [14, 48]) implies that there is a ρ ∈ Lp(Ω× (0, T )),
ρε → ρ in Lp(Ω× (0, T )), (5.13)
for any 1 < p < 2γ, as ε→ 0+, up to a subsequence. Also we have
ρ ∈ L∞(0, T ;L1(Ω) ∩ Lγ(Ω)). (5.14)
In particular, as ε→ 0+,
ρε → ρ, almost everywhere in Ω× (0, T ). (5.15)
On the other hand, from (5.1), for some positive constant independent of ε,
sup
0≤t≤T
{wwρ1/2ε wwL2 +ww∇hρ1/2ε wwL2} < CT .
Therefore, one has, as ε→ 0+,
ρ1/2ε
∗
⇀ ρ1/2 weak-∗ in L∞(0, T ;W 1,2(Ω)). (5.16)
Thus we have shown the following:
Proposition 10 As ε → 0+, taking a subsequence if necessary, the following
convergences hold, for 1 < p < 2γ,
ρε → ρ in Lp(Ω× (0, T )), (5.13)
ρε → ρ almost everywhere in Ω× (0, T ), (5.15)
ρ1/2ε
∗
⇀ ρ1/2 weak-∗ in L∞(0, T ;W 1,2(Ω)). (5.16)
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Strong convergence of ρεvε
It follows from (5.1) that,
sup
0≤t≤T
wwρεvεwwL1 ≤ sup
0≤t≤T
(
wwρ1/2ε wwL2wwρ1/2ε vεwwL2)
= sup
0≤t≤T
(
wwρεww1/2L1 wwρ1/2ε vεwwL2) < CT ,ww∇(ρεvε)wwL2(0,T,L1(Ω)) ≤ ww∇hρεvεwwL2(0,T,L1(Ω)) +wwρε∇vεwwL2(0,T,L1(Ω))
≤ T 1/2C sup
0≤t≤T
(
ww∇hρ1/2ε wwL2wwρ1/2ε vεwwL2) + C sup
0≤t≤T
wwρ1/2ε wwL2
×wwρ1/2ε ∇vεwwL2(Ω×(0,T )) < CT .
Hence, wwρεvεwwL2(0,T ;W 1,1(Ω)) < CT . (5.17)
To obtain the estimate of ∂t(ρεvε), from (2.1), we have
∂t(ρεvε) + divh (ρεvε ⊗ vε) + ∂z(ρεwεvε) +∇hργε − divh (ρεD(vε))
− ∂z(ρε∂zvε) = ερ1/2ε ∆hρ1/2ε vε + εdivh (ρ1/2ε
∣∣∇hρ1/2ε ∣∣2∇hρ1/2ε ⊗ vε)
− ε
∣∣∇hρ1/2ε ∣∣4vε +√εdivh (ρε∇hvε)− ερε∣∣vε∣∣3vε.
(5.18)
Moreover, from (5.1), (5.2), (5.11), we havewwρεvε ⊗ vεwwL1(Ω×(0,T )) ≤ T sup
0≤t≤T
wwρ1/2ε vεww2L2 < CT , (5.19)wwρεvεwεwwL1(Ω×(0,T )) ≤ T 1/2 sup
0≤t≤T
wwρ1/2ε vεwwL2
×
wwρ1/2ε ∂zwεwwL2(Ω×(0,T )) < CT , (5.20)wwργεwwL1(Ω×(0,T )) ≤ T sup
0≤t≤T
wwρεwwγLγ < CT , (5.21)wwρεD(vε)wwL1(Ω×(0,T )) + wwρε∂zvεwwL1(Ω×(0,T )) ≤ wwρε∇vεwwL1(Ω×(0,T ))
≤ T 1/2 sup
0≤t≤T
wwρ1/2ε wwL2 ×wwρ1/2ε ∇vεwwL2(Ω×(0,T )) < CT , (5.22)ww√ερε∇hvεwwL1(Ω×(0,T )) < √εCT , (5.23)wwερ1/2ε ∣∣∇hρ1/2ε ∣∣2∇hρ1/2ε ⊗ vεwwL1(Ω×(0,T )) ≤ εC sup
0≤t≤T
wwρ1/2ε vεwwL2
×
∫ T
0
ww∣∣∇hρ1/2ε ∣∣3wwL2 dt ≤ ε1/6CT . (5.24)
On the other hand, thanks to (5.1), we havewwερ1/2ε ∆hρ1/2ε vεwwL1(Ω×(0,T )) ≤ ε1/2T 1/2 sup
0≤t≤T
wwρ1/2ε vεwwL2
×
wwε1/2∆hρ1/2ε wwL2(Ω×(0,T )) < ε1/2CT , (5.25)wwε∣∣∇hρ1/2ε ∣∣4vεwwL1(Ω×(0,T )) ≤ wwε1/2∣∣∇hρ1/2ε ∣∣2wwL2(Ω×(0,T ))
×
wwε1/2∣∣∇hρ1/2ε ∣∣2vεwwL2(Ω×(0,T )) ≤ ε1/2 sup
0≤t≤T
ww∇hρ1/2ε ww1/2L2
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× (∫ T
0
ww∣∣∇hρ1/2ε ∣∣3wwL2 dt)1/2 × wwε1/2∣∣∇hρ1/2ε ∣∣2vεwwL2(Ω×(0,T ))
≤ ε1/2−5/12CT = ε1/12CT , (5.26)wwερε∣∣vε∣∣3vεwwL1(Ω×(0,T )) ≤ ε1/5wwε1/5ρ1/5ε vεww4L5(Ω×(0,T ))wwρ1/5ε wwL5(Ω×(0,T ))
≤ ε1/5T 1/5wwε1/5ρ1/5ε vεww4L5(Ω×(0,T )) × sup
0≤t≤T
wwρεwwL1(Ω×(0,T ))
< ε1/5CT . (5.27)
Therefore, we have, for some positive constant CT independent of ε,ww∂t(ρεvε)wwL1(0,T ;W−1,1(Ω)) < CT . (5.28)
Together with (5.17), after applying the Aubin’s compactness Theorem (see,
e.g., [51, Theorem 2.1] and [14,48]), this shows that there ism ∈ L2(0, T ;L3/2(Ω))
such that, as ε→ 0+, up to a subsequence,
ρεvε → m in L2(0, T ;Lp(Ω)), (5.29)
for any p ∈ [1, 3/2). Define the horizontal velocity v as follows,
v(x, y, z, t) :=
{
m(x, y, z, t)/ρ(x, y, t) in {ρ > 0},
0 in {ρ = 0}. (5.30)
Then
ρεvε → ρv almost everywhere in Ω× (0, T ). (5.31)
Indeed, since (5.29) implies ρεvε → m almost everywhere in Ω× (0, T ), ρεvε →
ρv almost everywhere on the set {ρ > 0} as the direct consequence of definition
(5.30). On the other hand, over the set M0 := {ρ = 0} ⊂ Ω× [0, T ],wwρεvεwwL1(M0) ≤ wwρ1/2ε wwL2(M0)wwρ1/2ε vεwwL2(M0)
≤ T 1/2 sup
0≤t≤T
wwρ1/2ε vεwwL2 ×wwρεww1/2L1(M0) < CTwwρεww1/2L1(M0) → 0,
as ε→ 0+. Here we have applied the Lebesgue dominated convergence theorem,
which follows from the facts that ρε → 0 almost everywhere in M0 from (5.15)
and that
wwρεwwL1(M0) ≤ T sup0≤t≤TwwρwwL1 < CT . Therefore ρεvε → 0 = ρv
almost everywhere in M0.
Thus, we have shown the following:
Proposition 11 As ε → 0+, taking a subsequence if necessary, the following
convergences hold,
ρεvε → ρv, almost everywhere in Ω× (0, T ), (5.31)
where v is defined in (5.29) and (5.30).
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Strong convergence of
√
ρεvε
Notice that from the definition of v in (5.30) and (5.15), for almost every
(x, y, z, t) ∈ {ρ > 0} ⊂ Ω× (0, T ), we have
ρ
∣∣v∣∣2 log(e+ ∣∣v∣∣2) = ∣∣m∣∣2 log(eρ2 + ∣∣m∣∣2)− 2∣∣m∣∣2 log ρ
ρ
= lim
ε→0+
∣∣ρεvε∣∣2 log(eρ2ε + ∣∣ρεvε∣∣2)− 2∣∣ρεvε∣∣2 log ρε
ρε
= lim
ε→0+
ρε
∣∣vε∣∣2 log(e+ ∣∣vε∣∣2),
where on the right-hand side we have applied the fact that ρε > 0 in Ω× (0, T )
as a consequence of (4.1), for any ε ∈ (0, ε0), and ε0 ∈ (0, 1) is sufficiently small.
On the other hand, over the set {ρ = 0}, we have
ρ
∣∣v∣∣2 log(e + ∣∣v∣∣2) = 0 ≤ ρε∣∣vε∣∣2 log(e+ ∣∣vε∣∣2),
for any ε ∈ (0, ε0). Therefore, from (5.1) and Fatou’s Lemma, we havewwρ∣∣v∣∣2 log(e + ∣∣v∣∣2)ww
L1(Ω×(0,T ))
≤ wwlim inf
ε→0+
ρε
∣∣vε∣∣2 log(e+ ∣∣vε∣∣2)wwL1(Ω×(0,T ))
≤ lim inf
ε→0+
wwρε∣∣vε∣∣2 log(e+ ∣∣vε∣∣2)wwL1(Ω×(0,T )) < CT .
(5.32)
Next, for any M > 0, we have,wwρ1/2ε vε − ρ1/2vww2L2(Ω×(0,T )) ≤ C ∫ T
0
∫
Ω
∣∣ρ1/2ε vε1{|vε|≤M}
− ρ1/2v1{|v|≤M}
∣∣2 d~x dt+ C ∫ T
0
∫
Ω
∣∣ρ1/2ε vε1{|vε|>M}∣∣2
+
∣∣ρ1/2v1{|v|>M}∣∣2 d~x dt =: I1 + I2.
(5.33)
First, we show that I2 → 0, as M → ∞, uniformly in ε. Indeed, from (5.1),
(5.32), as M →∞, one has
I2 ≤ 1
log(e +M2)
(wwρε∣∣vε∣∣2 log(e + ∣∣vε∣∣2)wwL1(Ω×(0,T ))
+
wwρ∣∣v∣∣2 log(e+ ∣∣v∣∣2)ww
L1(Ω×(0,T ))
) ≤ CT
log(e +M2)
→ 0.
(5.34)
What is left is to show that for any fixed M ∈ (0,∞), I1 → 0, as ε → 0+.
Consider any number δ ∈ (0,∞). Denote the set Mδ := {ρ > δ} ⊂ Ω × (0, T ).
Obviously,Mδ is of finite measure. From (5.15), Egorov’s Theorem implies that
there is a subset Qδ ⊂ Mδ, with
∣∣Mδ\Qδ∣∣ < δ, such that ρε → ρ uniformly in
Qδ, as ε → 0+. Hence, there is a ε1 ∈ (0, ε0) such that ρε > δ/2 in Qδ for any
ε ∈ (0, ε1). Then we have, from (5.15) and (5.31), that, as ε→ 0+,
vε =
ρεvε
ρε
→ ρv
ρ
= v, almost everywhere (x, y, z, t) ∈ Qδ.
Again, together with (5.15), as ε→ 0+,
ρ1/2ε vε → ρ1/2v, almost everywhere (x, y, z, t) ∈ Qδ.
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Thus, (5.1) and the dominated convergence theorem imply∫ T
0
∫
Ω
1Qδ
∣∣ρ1/2ε vε1{|vε|≤M} − ρ1/2v1{|v|≤M}∣∣2 d~x dt→ 0, as ε→ 0+.
On the other hand, as ε→ 0+,∫ T
0
∫
Ω
1Mδ\Qδ
∣∣ρ1/2ε vε1{|vε|≤M} − ρ1/2v1{|v|≤M}∣∣2 d~x dt
≤M2C
∫ T
0
(
wwρεwwLγ +wwρwwLγ )∣∣Mδ\Qδ∣∣1−1/γ dt ≤ δ1−1/γM2CT ,∫ T
0
∫
Ω
1Mc
δ
∣∣ρ1/2ε vε1{|vε|≤M} − ρ1/2v1{|v|≤M}∣∣2 d~x dt
≤
∫ T
0
∫
Ω
1{ρ≤δ}M
2
∣∣ρε − ρ∣∣ + C1{ρ≤δ}M2∣∣ρ∣∣ d~x dt
≤M2
wwρε − ρwwL1(Ω×(0,T )) + δM2CT → δM2CT .
Consequently, for any δ > 0, we have
lim sup
ε→0+
I1 = lim sup
ε→0+
∫ T
0
∫
Ω
(1Qδ + 1Mδ\Qδ + 1Mcδ )
∣∣ρ1/2ε vε1{|vε|≤M}
− ρ1/2v1{|v|≤M}
∣∣2 d~x dt
≤ δ1−1/γM2CT + δM2CT , as ε→ 0+.
(5.35)
Therefore, by taking δ → 0+, we conclude that I1 → 0, as ε→ 0+, for any fixed
M ∈ (0,∞). Together with (5.33) and (5.34), we conclude with the following:
Proposition 12 As ε→ 0+, taking a subsequence if necessary,
ρ1/2ε vε → ρ1/2v in L2(Ω× (0, T )), (5.36)
with
ρ1/2v ∈ L∞(0, T ;L2(Ω)). (5.37)
5.2 Existence of weak solutions
Now we are at the stage of showing the existence of weak solutions to (CPE’).
In particular, this proves the main theorem of this work, Theorem 1.1. Starting
with the continuity equation, let ψ be a scalar function in C∞c (Ω× [0, T )). Mul-
tiply (5.4) with ψ and integrate the resultant over Ω× (0, T ). After integration
by parts, we have∫
Ω
ρε,0ψ|t=0 d~x+
∫ T
0
∫
Ω
(
ρε∂tψ + ρεvε · ∇hψ + ρεwε∂zψ
)
d~x dt
= ε
∫ T
0
∫
Ω
(
−ρ1/2ε ∆hρ1/2ε ψ + ρ1/2ε
∣∣∇hρ1/2ε ∣∣2∇hρ1/2ε · ∇hψ
+
∣∣∇hρ1/2ε ∣∣4ψ − ρ−p0ε ψ) d~x dt.
(5.38)
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On the one hand, the right-hand side of (5.38) is bounded by
(ε1/2 + ε1/6 + ε1/(2p0+1))CT
(wwψww
L∞(Ω×(0,T ))
+
ww∇ψww
L∞(Ω×(0,T ))
)→ 0,
as ε→ 0+.
The above follows from inequalities (5.7)–(5.10). On the other hand, (5.2) yields
that, as ε→ 0+, there is a κ ∈ L2(Ω× (0, T )) such that
ρ1/2ε wε ⇀ κ, weakly in L
2(Ω× (0, T )). (5.39)
We define the vertical velocity as
w(x, y, z, t) :=
{
κ(x, y, z, t)/ρ1/2(x, y, t) in {ρ > 0},
0 in {ρ = 0}. (5.40)
Then it is easy to verify from (5.39) that, as ε→ 0+,
(ρ1/2ε wε − ρ1/2w)ρ1/2 = (ρ1/2ε wε − κ)ρ1/2 ⇀ 0 weakly in Lq(Ω× (0, T )),
with q ∈ (1, 2), since ρ = ρ(x, y, t) and
ρ1/2 ∈ L∞(0, T ;W 1,2(Ωh)) ⊂ L∞(0, T ;Lp(Ω)),
for every p > 1. Together with (5.1), (5.2), (5.15) and the Lebesgue Dominated
Convergence Theorem, this yields, as ε→ 0+,wwρ1/2ε − ρ1/2wwL2(Ω×(0,T )) → 0, and∫ T
0
∫
Ω
(ρεwε − ρw)∂zψ d~x dt =
∫ T
0
∫
Ω
(ρ1/2ε − ρ1/2)ρ1/2ε wε∂zψ d~x dt
+
∫ T
0
∫
Ω
(ρ1/2ε wε − ρ1/2w)ρ1/2∂zψ d~x dt ≤
wwρ1/2ε − ρ1/2wwL2(Ω×(0,T ))
×wwρ1/2ε wεwwL2(Ω×(0,T ))ww∂zψwwL∞(Ω×(0,T ))
+
∫ T
0
∫
Ω
(ρ1/2ε wε − ρ1/2w)ρ1/2∂zψ d~x dt→ 0.
Then (5.1), (5.13), (5.31) together with the above analysis imply that by taking
ε→ 0+, (5.38) converges to∫
Ω
ρ0ψ|t=0 d~x+
∫ T
0
∫
Ω
(
ρ∂tψ + ρv · ∇hψ + ρw∂zψ
)
d~x dt = 0, (5.41)
which shows (CPE’)1.
Finally, to establish (CPE’)2, let φ be a vector-valued function in C
∞
c (Ω ×
[0, T );R2). Take inner product of (5.18) with φ and integrate the resultant over
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Ω× (0, T ). After integration by parts, we have∫
Ω
ρε,0vε,0 · φ|t=0 d~x+
∫ T
0
∫
Ω
(
ρεvε · ∂tφ+ ρεvε ⊗ vε : ∇hφ
+ ρεwεvε · ∂zφ+ ργεdivh φ
)
d~x dt−
∫ T
0
∫
Ω
(
ρεD(vε) : ∇hφ
+ ρε∂zvε · ∂zφ
)
d~x dt = ε
∫ T
0
∫
Ω
(
−ρ1/2ε ∆hρ1/2ε vε · φ
+ ρ1/2
∣∣∇hρ1/2ε ∣∣2∇hρ1/2ε ⊗ vε : ∇hφ+ ∣∣∇hρ1/2ε ∣∣4vε · φ
+ ρε
∣∣vε∣∣3vε · φ) d~x dt+ ε1/2 ∫ T
0
∫
Ω
ρε∇hvε : ∇hφd~x dt,
(5.42)
where the right-hand side is bounded by
(ε1/2 + ε1/6 + ε1/12 + ε1/5)C
(wwψww
L∞(Ω×(0,T ))
+
ww∇ψww
L∞(Ω×(0,T ))
)→ 0,
as ε→ 0+,
as a consequence of inequalities (5.23)–(5.27).
On the other hand, as ε→ 0+, (5.1), (5.2), (5.36), (5.39) and (5.40) imply∫ T
0
∫
Ω
(ρεwεvε − ρwv) · ∂zφd~x dt =
∫ T
0
∫
Ω
ρ1/2ε wε(ρ
1/2
ε vε − ρ1/2v) · ∂zφd~x dt
+
∫ T
0
∫
Ω
(ρ1/2ε wε − ρ1/2w)ρ1/2v · ∂zφd~x dt =
∫ T
0
∫
Ω
ρ1/2ε wε(ρ
1/2
ε vε
− ρ1/2v) · ∂zφd~x dt+
∫ T
0
∫
Ω
(ρ1/2ε wε − κ)ρ1/2v · ∂zφd~x dt→ 0.
In the meantime,
wwρ1/2ε ∂zvεwwL2(Ω×(0,T )) < CT , by (5.1), which implies that
there is a ι ∈ L2(Ω× (0, T )) such that
ρ1/2ε ∂zvε ⇀ ι, weakly in L
2(Ω× (0, T )). (5.43)
As before, define
∂zv(x, y, z, t) :=
{
ι(x, y, z, t)/ρ1/2(x, y, t) in {ρ > 0},
0 in {ρ = 0}. (5.44)
Then, as ε→ 0+,∫ T
0
∫
Ω
(ρε∂zvε − ρ∂zv) · ∂zφd~x dt =
∫ T
0
∫
Ω
ρ1/2ε ∂zvε(ρ
1/2
ε − ρ1/2) · ∂zφd~x dt
+
∫ T
0
∫
Ω
(ρ1/2ε ∂zvε − ρ1/2∂zv)ρ1/2 · ∂zφd~x dt =
∫ T
0
∫
Ω
ρ1/2ε ∂zvε(ρ
1/2
ε
− ρ1/2) · ∂zφd~x dt+
∫ T
0
∫
Ω
(ρ1/2ε ∂zvε − ι)ρ1/2 · ∂zφd~x dt→ 0.
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This argument equally holds when replacing ∂z with ∂h, and hence we have, as
ε→ 0+,
ρ1/2ε ∇hvε ⇀ Ξ, weakly in L2(Ω× (0, T )),
∇hv(x, y, z, t) :=
{
Ξ(x, y, z, t)/ρ1/2(x, y, t) in {ρ > 0},
0 in {ρ = 0},∫ T
0
∫
Ω
(ρεD(vε)− ρD(v)) : ∇hφd~x dt→ 0.
(5.45)
We remark that in (5.44) (5.45), by taking the convergence in the subsequence
of that in (5.29), the velocity v here is equal to that in (5.30).
Therefore, the left-hand side of (5.42) will converge according to (5.1), (5.13),
(5.16), (5.31) and (5.36) . Thus, by taking ε→ 0+, (5.42) converges to∫
Ω
m0 · φ|t=0 d~x+
∫ T
0
∫
Ω
(
ρv · ∂tφ+ ρv ⊗ v : ∇hφ+ ρwv · ∂zφ
+ ργdivh φ
)
d~x dt−
∫ T
0
∫
Ω
(
ρD(v) : ∇hφ+ ρ∂zv · ∂zφ
)
d~x dt = 0.
(5.46)
Together with (5.41), this shows the global existence of weak solutions to (CPE’).
What is left is to establish the energy inequality. In fact, from (3.3) and
(5.1), one has
d
dt
{1
2
∫
ρε
∣∣vε∣∣2 d~x + 1
γ − 1
∫
ργε d~x
}
+
∫
ρε
∣∣D(vε)∣∣2 d~x+ ∫ ρε∣∣∂zvε∣∣2 d~x
+ (
√
ε− ε)
∫
ρε
∣∣∇hvε∣∣2 d~x ≤ εγ
γ − 1
∫
ργ−p0−1ε d~x
≤ εγ
γ − 1
(∫
ρ−p0ε d~x
) p0−γ+1
p0 ≤ Cγε
γ−1
p0 sup
0<t<T
wwε1/p0ρ−1ε wwp0−γ+1Lp0 ≤ Cγ,T ε γ−1p0 .
Then by taking ε→ 0+ in the above inequality, we arrive at
d
dt
{1
2
∫
ρ
∣∣v∣∣2 d~x+ 1
γ − 1
∫
ργ d~x
}
+
∫
ρ
∣∣D(v)∣∣2 d~x
+
∫
ρ
∣∣∂zv∣∣2 d~x ≤ 0, (5.47)
in D′(0, T ). The entropy inequality follows from the Bresch-Desjardins entropy
inequality and the Mellet-Vasseur estimate in Proposition 2 after taking ε→ 0+.
The regularity follows from (5.1), (5.13), (5.14), (5.16), (5.37), (5.39), (5.40),
(5.43), (5.44), (5.45). This finishes the proof of Theorem 1.1.
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