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Abstract. In existing theoretical approaches to core-level excitations of transition-
metal ions in solids relaxation and polarization effects due to the inner core hole
are often ignored or described phenomenologically. Here we set up an ab initio
computational scheme that explicitly accounts for such physics in the calculation of
x-ray absorption and resonant inelastic x-ray scattering spectra. Good agreement
is found with experimental transition-metal L-edge data for the strongly correlated
d9 cuprate Li2CuO2, for which we determine the absolute scattering intensities. The
newly developed methodology opens the way for the investigation of even more complex
dn electronic structures of group VI B to VIII B correlated oxide compounds.
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1. Introduction
Some of the most interesting properties of a molecule or a solid concern the response
to an external electromagnetic field. This response also provides clues on the actual
electronic structure of the system and is therefore a main aspect that is analyzed in
experimental labs. For high-energy incoming photons as used in x-ray absorption or
photoemission measurements, a challenging task on the theoretical and computational
side is a reliable description of the changes that occur in the electronic environment
after creating a localized electron vacancy, be it in a core or valence-shell level. Such
changes are also referred to as charge relaxation, orbital breathing, or screening effects
and can be classified into intra-atomic and extra-atomic contributions [1, 2]. Here we
outline an ab initio wave-function-based methodology that allows to explicitly describe
the readjustment of the charge distribution in the ‘vicinity’ of an excited electron by
performing separate self-consistent-field (SCF) optimizations for the different electron
configurations. While this idea of using individually optimized wave functions has been
earlier employed for the interpretation of x-ray absorption (XA) [3, 4] and resonant
inelastic x-ray scattering (RIXS) [5, 6] spectra of small organic molecules [3] and of
Fe-based complexes in solution [4–6], we here apply it to the calculation of XA and
RIXS excitations and cross sections of a transition-metal ion in a solid-state matrix
and compare the computational results to fresh experimental data. Li2CuO2, a strongly
correlated d-electron system, is chosen as a test case. We find large SCF relaxation
effects of &10 eV for the Cu core-hole excited states. Using such SCF many-body wave
functions, all trends found experimentally for the incoming-photon incident-angle and
polarization dependence are faithfully reproduced in the computed RIXS spectra. This
also allows us to determine RIXS intensities on an absolute scale, from which we compute
a resonant scattering enhancement of the order of 105.
RIXS is a powerful and fast-developing technique to measure a diversity of different
elementary excitations in correlated electron systems [2, 7], for example, dispersive
magnetic modes [8], orbital excitations [9–11] and phonons [12, 13]. As the interaction
between x-ray photons and matter is relatively strong — much stronger than for instance
the interaction of neutrons with matter — these modes can be measured on very
small sample volumes, for example, cuprate nanostructures that are only a few unit
cells thick [14, 15]. Also, the scattered x-ray photon leaves the material under study
behind with a low-energy elementary excitation that may be directly compared to
the elementary response of other inelastic scattering techniques. One complication
in RIXS is however posed by the resonant character of the technique, which implies
the presence of a resonant intermediate state. The intermediate state is transient but
strongly perturbed with respect to the ground state due to the absorption of a high-
energy x-ray photon which results in the creation of a hole in the electronic core. The
difficulties in the calculation and interpretation of RIXS spectra arise from the fact
that the intermediary electron configuration determines all the transition probabilities
from the initial to the final state and as such affects the scattering cross sections of the
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different excitations.
Attempts to compute full RIXS spectra for correlated, d-electron open-shell systems
have been made with both model-Hamiltonian approaches [2, 7, 16–23] and ab initio
wave-function-based quantum chemistry methods [5, 6, 24–26], to address either the
d-shell multiplet structure [5, 6, 21–25] or Mott-Hubbard physics [16–20]. Yet, in
the solid-state context, one important aspect that is either missing or described
just phenomenologically in earlier computational work is the valence-shell charge
relaxation in response to the creation of a core hole in the intermediate RIXS state.
To treat such effects in a reliable way, we choose to carry out independent SCF
optimizations for the many-body wave functions describing the reference dn and core-
hole c?dn+1 configurations. This is achieved through multiconfiguration SCF (MCSCF)
calculations [27] on relatively large but nevertheless finite clusters with appropriate
solid-state embedding. The individual MCSCF optimizations obviously lead to sets
of nonorthogonal orbitals. Matrix elements (ME’s) between wave functions expressed
in terms of nonorthogonal orbitals can be however computed with dedicated quantum
chemistry algorithms [3,28–30]. Not only is our approach unbiased this way with regard
to strong charge readjustment effects, it also allows to calculate absolute RIXS cross
sections — core information for any scattering technique. Our results for the latter can
directly be tested experimentally.
2. Cu L-edge excitations in Li2CuO2
Li2CuO2 is being extensively investigated in the context of low-dimensional quantum
magnetism. We here address the Cu 2p to 3d (L-edge) excitations of this compound.
Quantum chemistry calculations were carried out on a [Cu3O8Li16] cluster consisting of
one reference CuO4 plaquette for which Cu 2p–3d and 3d–3d excitations are explicitly
computed, two other nearest-neighbor (NN) CuO4 plaquettes (see Figure 1) and 16
adjacent Li ions. The surrounding solid-state matrix was modeled by an array of point
charges optimized to reproduce the ionic Madelung field. To reduce the computational
effort and the complexity of the subsequent analysis, the NN Cu2+ S = 1/2 3d9 ions
were represented by closed-shell Zn2+ 3d10 species. Scalar relativistic effects were taken
into account using the Douglas-Kroll-Hess methodology [31, 32]. We used all-electron
relativistic basis sets of valence-shell quadruple-zeta quality with polarization functions
for Cu and O sites of the central plaquette along with valence double-zeta basis functions
for the neighboring Cu, O and Li ions [33–35]. All computations were performed with
the molpro quantum chemistry package [36].
The scattering process involves absorption of a single photon with known energy,
momentum and polarization {~ω,~k, ε} and emission of another photon characterized by
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the parameters {~ω′, ~k′, ε′}. The RIXS double differential cross section is [2, 37] :
d2σRIXS~k,ε
dΩ′d~ω′
=
α2~2
c2
ωω′3
∑
j
1
ggs
∑
k
∣∣∣∣∣∑
l
〈Ψkfs|~ ′ · ~R |Ψlc?〉 〈Ψlc? |~· ~R |Ψjgs〉
Ejgs + ~ω − Elc? + iΓlc?/2
∣∣∣∣∣
2
× Γ
k
fs/2pi(
Ejgs + ~ω − Ekfs − ~ω′
)2
+
(
Γkfs
)2
/4
,
(1)
where α is the fine structure constant, ~ and ~ ′ are polarization vectors of the incoming
and outgoing photons and ~R is a site specific position operator. The lifetimes for the
excited core-hole and final states are Γc? and Γfs, respectively. The summations take
into account all available intermediate and final states and the possible degeneracy of
the ground state, ggs.
Many-body wave functions, eigenvalues and dipole transition ME’s were computed
at both the MCSCF and multireference configuration-interaction (MRCI) levels of
theory [27]. The active orbital space includes all five Cu 3d orbitals for the Cu 3d9
states and five Cu 3d orbitals plus the Cu 2p functions for the intermediate 2p53d10
states. In order to prevent for the latter MCSCF states 2p53d10→2p63d9 ‘de-excitation’,
the orbital optimization was carried out in two steps in the MCSCF calculations,
following a freeze-and-thaw orbital relaxation (FTOR) scheme : (i) optimize first the
core-level Cu 2p orbitals, while freezing all other orbitals; (ii) freeze next the Cu 2p
functions and optimize the rest. Repeating these two steps until there is no further
change in energy (averaged over all 2p53d10 states) ‘keeps’ the hole down in the core
and allows the valence and semi-valence shells to relax and polarize, both on-site and
at neighboring sites. Appropriate changes were further operated in the configuration-
interaction module of molpro to preclude 2p53d10→2p63d9 de-excitation in the MRCI
wave functions. The dipole transition ME’s between the independently optimized d9
and c?d10 groups of states were derived according to the procedure described in [30]. An
approach in the same spirit, based on separate multiconfiguration SCF optimizations
for the different dn states but a subsequent treatment of further correlation effects by
perturbational methods, have been recently applied for the computation of XA and RIXS
ℏω'
ℏω πσ
σ π' z~
x~y
~
z(a)
x(b)
y(c)θα=50˚ γ=69˚
Figure 1. Sketch of the scattering geometry in Li2CuO2, see text. The small spheres
depict a sequence of three edge-sharing CuO4 plaquettes.
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spectra of iron hexacyanides in solution [4–6]. In earlier work in the solid-state context,
this idea of using individually optimized wave functions has been employed for the
interpretation of x-ray photoelectron spectra [38, 39], the computation of quasiparticle
band structures [40–42] and the analysis of superexchange virtual excitations [43,44].
The scattering geometry and details on how the polarization analysis is carried out
are specified in Figure 1. The unit cell of Li2CuO2 is defined in terms of skew axes, where
the angle between the (100) and (101) planes is γ≈69◦, not 45◦ as in the cubic case. The
samples could only be cleaved perpendicular to the [101] axis [45]. The scattering plane
thus incorporates the crystallographic b axis and is perpendicular to the (101) plane.
The b axis matches the direction of the chain of edge-sharing CuO4 plaquettes, see
Figure 1. The ‘included’ scattering angle (between incoming and outgoing light beams)
was fixed to α=180◦−130◦=50◦, while the incident angle θ (between the sample plane
and the incoming photon direction) was varied from 10◦ to 125◦. The incoming light was
linearly polarized, either perpendicular to the scattering plane (σ polarization) or within
the scattering plane (pi polarization). Since no polarization analysis was performed for
the outgoing radiation, we carry out for the latter an ‘incoherent’ summation over the
two independent polarization directions (the vector pi′ is introduced to this end).
For the analysis of the quantum chemistry wave functions we use a local coordinate
frame {x, y, z} having the z axis perpendicular to the CuO4 plaquette and x along the
chain. The transformation to the setting used on the experimental side ({x˜, y˜, z˜}, see
Figure 1) is however straightforward. The rotation of the σ, pi and pi′ vectors as function
of the angle θ is also described by simple geometrical relations :
~Dσ = ~Dy˜ ,
~Dpi = ~Dx˜ sin θ + ~Dz˜ cos θ ,
~Dpi′ = ~Dx˜ sin (θ + α) + ~Dz˜ cos (θ + α) ,
(2)
where ~Dij =〈Ψic?| e· ~R |Ψjd9〉 stands for dipole transition ME’s, with superscripts dropped
in (2). By summing up over the outgoing polarization directions, (1) changes to
I(~ω, ~ω′, ε, θ)=
d2σRIXS~k,ε
dΩ′d~ω′
=
α2~2
e4c2
ωω′3
∑
ε′
∑
gs
1
ggs
∑
fs
∣∣∣∣∣∑
c?
〈fs| ~Dε′ |c?〉 〈c?| ~Dε |gs〉
Egs + ~ω − Ec? + iΓc?/2
∣∣∣∣∣
2
× Γfs/2pi
(Egs + ~ω − Efs − ~ω′)2+Γ2fs/4
.
(3)
The natural widths Γc? and Γfs are here set to 1 and 0.1 eV, respectively, typical values
for Cu L-edge RIXS [7,10].
The RIXS experiments were performed at the adress beamline of the Swiss Light
Source (Paul Scherrer Institute) using the saxes spectrometer [46]. The RIXS spectra
were recorded using a scattering angle of 130◦. The combined energy resolution at the
Cu L-edge was 130 meV. Given its hygroscopic character, the crystal was cleaved in-
situ at T = 20 K, as described in [47]. The measurements were recorded at the same
temperature, T =20 K.
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Table 1. Relative energies (eV) for Cu2+ 3d9 and 2p53d10 states in Li2CuO2. The
MRCI d-level splittings include Davidson corrections [27]. The x axis is taken along
the chain of CuO4 plaquettes and z perpendicular to the plaquette plane, see Figure 1.
Each theoretical value stands for a spin-orbit Kramers doublet.
Hole orbital MCSCF+SOC MRCI+SOC Experiment
dxy 0 0 0
dx2−y2 1.24 1.55 1.7
dzx 1.73 2.02 2.1
dyz 1.80 2.09 2.1
d3z2−r2 2.54 2.85 2.6
p3/2 933.6; 933.8
a 932.5; 932.6 931.6
p1/2 954.4
a 953.3 —
a 944.9, 945.1 and 965.2 eV by using orbitals optimized for the 3d9 configuration.
3. Results and discussion
Computed excitation energies are compared to experimental data in Table 1. While XA
and RIXS spectra have been earlier measured for Li2CuO2 at the O K-edge [47,48], Cu
L-edge data have not been reported so far on this material. The Cu 2p core-hole states
are strongly affected by spin-orbit couplings (SOC’s): the 2p5 j=3/2 quartet and j=1/2
doublet are separated by ≈20 eV. The effect of SOC is on the other hand fairly small
for the Cu 3d9 valence states and brings only tiny corrections to those relative energies.
The p3/2 p
6d9→ p5d10 excitation energy as computed at the MCSCF level overestimates
by about 2 eV the experimental result. But without a separate SCF optimization of the
2p53d10 states and using orbitals optimized for the ground-state 2p63d9 configuration, as
in previous L-edge electronic-structure calculations [24–26,49,50], this energy difference
is larger by a factor of 5, i.e., about 11 eV (see footnote in Table 1). This strong effect
that we quantify here has to do with readjustment of the electronic charge within the
Cu second and third atomic shells upon the 2p→ 3d transition and further to orbital
polarization at neighboring O sites. It is even stronger than the short-range relaxation
and polarization effects for (N±1) processes (i.e., complete removal of a ±e charge)
within the valence levels of, e.g., MgO or diamond [40,41]. Obviously, such strong charge
readjustment can in principle significantly affect the dipole transition ME’s employed
for deriving the RIXS intensities.
As seen in Table 1, the MRCI treatment yields additional corrections of & 1 eV to
the p3/2 p
6d9→ p5d10 excitation energies, which brings the ab initio values within 1 eV
of the measured p3/2 XA edge. It is worth pointing out that longer-range polarization
effects are not very important for relatively localized excitations that conserve the
number of electrons in the system such as the L-edge 2p→ 3d transitions. This is
one feature that makes the accurate modeling (and the interpretation) of L-edge d-
metal RIXS spectra easier than of, e.g., photoemission spectra [1,51–53], once a reliable
many-body scheme is set up for describing the ‘local’ multiplet structure.
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Figure 2. Calculated (MRCI+SOC) versus experimental L3-edge double differential
cross sections as function of the incident angle θ.
Ab initio results for full Cu L3-edge RIXS spectra are shown in Figure 2 along
with experimental data. The theoretical spectra are obtained on an absolute intensity
scale, an aspect on which we shall elaborate in the following. The evolution of the RIXS
intensities when modifying the incident angle θ is different for each of the main peaks —
see also the I(Einc, Eloss) plots in Figure 3 — and this specific dependence can be used to
unmistakably identify the origin of each particular feature. The quantum chemistry data
agree well with the experiment, with all major trends nicely reproduced: the intensities
of the two peaks in the range of 2–3 eV, in particular, clearly display distinct behavior
with increasing incident angle — while the higher-energy excitation loses spectral weight,
the one at about 2 eV gradually acquires more and more intensity. The calculations also
reveal that the experimental feature at ≈2 eV has to do with two different possible final
states, with the 3d hole in either the Cu dyz or dzx orbital. Due to x–y anisotropy, the
yz and zx components are slightly split apart but not strongly enough to be resolved
as two individual peaks in experiment. The anisotropic environment splits as well the
computed p3/2 states (Table 1), into two sets of doublets. With regard to peak positions,
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Figure 3. Theoretical I(Einc, Eloss) RIXS plots for Li2CuO2 using the geometrical
setup employed in the measurements. In addition to the Cu L3-edge excitations, the
L2 ‘signal’ is also visible.
the agreement with the experimental data is within 0.15 eV for the dx2−y2 , dyz and dzx
hole states. For the d3z2−r2 hole state, the MRCI calculations overestimate the relative
energy by 0.25 eV, ≈10%.
One achievement with the ab initio methodology is that absolute values for the
dipole transition ME’s are obtained, not just relative estimates as in semi-empirical
schemes. In particular, it is possible to calculate absolute cross sections for the RIXS
process using Equation 3. The theoretical plots provided in Figure 2 and Figure 3 are
based on such absolute values. Having the latter, one can quantify specific ‘scattering
properties’ of the material, e.g., how many photons of particular energy and polarization
will be scattered by a given atomic site in a given direction. No results have been
reported so far for absolute experimental RIXS intensities, although such measurements
should in principle be possible. Absolute intensities have been reported however for
non-resonant inelastic x-ray scattering (NIXS) [54, 55]. Since the RIXS intensities are
expected to be a few orders of magnitude larger than in NIXS [7], it is then instructive to
compare our computational results with the available NIXS data. For direct comparison
with the dynamical structure factor per volume unit measured by NIXS, s, we must
divide the cross sections from Equation 3 by the product of the unit cell volume per
Cu site, the squared classical electron radius and the ratio ω′/ω ≈ 1 and additionally
account for the fact that in RIXS we integrate over all ε′. By doing so, the initial value
IRIXS ∼10−4 A˚2eV−1 translates into intensities ∼103 A˚−3eV−1, about 105 times larger
than typical values of s in NIXS (∼10−2 A˚−3eV−1) [55].
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4. Conclusions
In sum, we introduce a multireference configuration-interaction-type of methodology
for the ab initio calculation of transition-metal L-edge excitations in solids, i.e.,
both XA energies and RIXS cross sections for the 2p → 3d → 2p transitions.
The results obtained with this computational scheme show good agreement with
experimental data, for both excitation energies and polarization- and angle-dependent
intensities. Orbital relaxation effects in the presence of the core hole are taken into
account by performing two independent MCSCF calculations and utilising afterwards
a nonorthogonal configuration-interaction type of approach for the computation of the
dipole transition matrix elements [3, 28–30]. The use of separately optimized orbitals
brings an energy stabilization effect of 11 eV for the core-hole c?dn+1 states as compared
to the case where ground-state (dn) orbitals are employed. While here we test this
computational scheme for the more convenient case of a Cu2+ 3d9 ground state —
giving rise to a simple, closed-shell 3d10 valence electron configuration subsequent to
the initial absorption process — the procedure is applicable to other types of correlated
electron systems, dn or fn. Having the new methodology in hand, such investigations
and more involved calculations for arbitrary n will be the topic of future studies.
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Appendix: Computational details of the quantum chemistry calculations
Theoretical RIXS and XA excitation energies together with transition matrix elements
of the dipole operator were obtained by MCSCF and subsequent MRCI calculations [27].
These computations were carried out on clusters which contain one central CuO4
plaquette, the two NN CuO4 plaquettes and the nearby 16 Li ions. The solid-state
surroundings were modeled as a large array of point charges fitted to reproduce the
crystal Madelung field in the cluster region. To obtain a clear picture on crystal-field
effects at the central Cu site, we cut off the magnetic couplings with the adjacent Cu
ions by replacing the open-shell d9 NN’s with closed-shell Zn2+ d10 species. This is
common procedure in quantum chemistry studies on transition-metal systems, see, e.g.,
Refs. [56–61].
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For all quantum chemistry calculations, the molpro suite of ab initio programs [36]
was employed. We used all-electron relativistic basis sets from the standard molpro
library in conjunction with the second-order Douglas-Kroll-Hess operator [31, 32]. For
the central Cu site, we utilized the s and p functions of the cc-pwCVQZ-DK basis set
together with d and f functions from the cc-pVQZ-DK compilation [33]. For O ligands
at the central CuO4 plaquette, the s and p functions of the cc-pVQZ-DK basis set were
used, along with polarization d functions of the cc-pVTZ-DK kit [34]. For other ions
in the neighborhood of the central CuO4 plaquette, valence double-zeta basis functions
of cc-pVDZ-DK type were employed (spd functions for Cu and sp functions for O and
Li) [33–35].
The MCSCF calculations were carried out by ‘freezing’ all orbitals centered at O
and metal sites beyond the reference CuO4 plaquette as in the initial Hartree-Fock
computation. To separate the transition-metal 3d and O 2p valence orbitals into
different groups, i.e., central-plaquette and adjacent-ion orbitals, we used the Pipek-
Mezey localization module [62] available in molpro. Separate (state-averaged) MCSCF
optimizations were performed for the Cu 2p63d9 and 2p53d10 orbital configurations, with
the central-plaquette Cu 3d and Cu 2p, 3d orbitals, respectively, as active orbitals. The
subsequent MRCI treatment was carried out with the restriction of having at most five
Cu 2p electrons for internal and semi-internal substitutions in the case of the Cu 2p53d10
states. Only electrons of ions on the central plaquette were correlated by MRCI, i.e.,
Cu 2s, 2p, 3s, 3p, 3d and O 2s, 2p. Spin-orbit (SO) effects were accounted for by
diagonalizing the Breit-Pauli SO matrix in the basis of correlated scalar-relativistic
states.
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