) of Blumer et al. (1989) and Haussler, Littlestone and Warmuth (1994) . Our bound is established using the closure algorithm, that generates as its hypothesis the intersection of all concepts that are consistent with the positive training examples. On the other hand, we show that many intersection-closed concept classes including e.g. maximum intersection-closed classes satisfy an additional combinatorial property that allows a proof of the optimal bound of O( 
Introduction
In the PAC model a learning algorithm generalizes from given examples to a hypothesis that approximates a target concept taken from a concept class known to the learner. The learning algorithm A then PAC learns a concept class, if for ε, δ > 0 there is an m = m (ε, δ) , such that with probability at least 1 − δ the algorithm outputs a hypothesis with error smaller than ε, when m random examples are given to A. Bounds on m often depend on the VC-dimension, a combinatorial parameter of the concept class. For finite d the well-known bound of Blumer et al. (1989) ) was established by Haussler, Littlestone and Warmuth (1994) .
In this paper we give a complementing bound of O(
)) when learning intersection-closed concept classes (cf. e.g., Auer, 1997; Auer & Cesa-Bianchi, 1998; Helmbold et al., 1990) with the closure algorithm. Intersection-closed concept classes include quite natural classes such as hyper-rectangles in R d or the class of all subsets of size at most d of some finite set X . These specific intersection-closed concept classes as well as many others satisfy an additional combinatorial property that allows to prove an optimal bound of O(
)) in these particular cases (see Auer, Long and Srinivasan, 1998 and Section 4 below, respectively). It is an open problem whether this optimal bound holds for intersectionclosed concept classes in general. If so, it can be achieved only for special learning algorithms, since there are consistent learning algorithms that need (
)) examples to learn some intersection-closed concept classes (see Section 4 below).
Preliminaries

Intersection-closed concept classes
A concept class over a (possibly infinite) set X is a subset
For any set Y ⊆ X and any concept class C ⊆ 2 X we define the closure of Y (with respect to C) as the intersection of all concepts in C that contain Y , i.e. clos C (Y ) := Y ⊆C∈C C. If it is clear to which concept class we refer, we often drop the index and write clos(Y ). Note that if there is no concept containing Y , then the closure is by definition of the nullary intersection the set X itself, so that Y ⊆ clos(Y ) holds in general. The following proposition provides an alternative definition of intersection-closed concept classes for finite X . Proof: First, it is clear by definition that clos(Y ) ∈ C for intersection-closed C. Now suppose that for Y ⊆ C ∈ C one always has clos(Y ) ∈ C, and let C 1 , C 2 ∈ C. Then because of C 1 ∩ C 2 ⊆ C 1 , C 2 we have by definition of the closure, clos(C 1 ∩ C 2 ) ⊆ C 1 , C 2 and consequently Proof (Helmbold et al., 1990) : First, we consider the case where X is finite. Let Y ⊆ C Y for some C Y ∈ C. We show that any minimal spanning set of Y is shattered by C. Thus let S ∈ span(Y ). Since C is intersection-closed, it is sufficient to show that (i) S ⊆ C for some C ∈ C and (ii) for each x ∈ S there is a C ∈ C such that S \ {x} ⊆ C and x / ∈ C. Because of S ⊆ Y we have S ⊆ clos(S) ⊆ clos(Y ) ⊆ C Y ∈ C, so that (i) holds. To see that (ii) holds as well, note that for x ∈ S one has clos(S) = clos(S \ {x}) due to the minimality of S. It follows that S \ {x} ⊆ clos(S \ {x}) and x / ∈ clos(S \ {x}). Since by Proposition 1, clos(S \ {x}) ∈ C, this finishes the proof for finite X .
If X is infinite, one shows as above that S is shattered by C ∩ S and hence by C. However, it is easy to see that a minimal spanning set of an arbitrary finite Y ⊆ X cannot have more than d + 1 elements.
Corollary 1. Let C ⊆ 2 X be an intersection-closed class of VC-dimension d. Then all minimal spans of any finite Y ⊆ X have size at most d + 1.
Proof: Let C := C ∪ X . It is easy to see that the VC-dimension of C is at most d + 1, so that the corollary follows immediately from Theorem 1.
Furthermore, we shall need the following well-known theorem.
Theorem 2 (Sauer's Lemma, Sauer, 1972) 
Learning
Learning a concept C ∈ C means learning the characteristic function 1 C on X . Thus the learner outputs a hypothesis h : X → {0, 1}. Given a probability distribution P on X , the error of the hypothesis h with respect to C and P is defined as er C,P (h) :
, such that for all probability distributions P on X and all C ∈ C: when learning C from m examples, the output hypothesis h has er C,P (h) > ε with probability smaller than δ in respect to the m examples drawn independently according to P and labelled by C.
A new PAC bound
The property mentioned in Theorem 1 can be used together with Sauer's Lemma to modify the original proof of the bound of O(
)) for arbitrary concept classes by Blumer et al. (1989) to obtain the following alternative bound.
examples.
The closure algorithm
Unlike the original theorem of Blumer et al. (1989) , the result of Theorem 3 does not hold for any consistent learning algorithm, but for the closure algorithm. Given a set of labelled examples (x 1 , y 1 ), . . . , (x m , y m ) with labels y i ∈ {0, 1}, the hypothesis generated by the closure algorithm is the closure of the positive examples, i.e., clos({x i | y i = 1, 1 ≤ i ≤ m}). Thus, negative examples don't have any influence on the generated hypothesis.
Example 1.
(a) Consider the intersection-closed class of all convex sets in R n . In this case, the closure of a set is simply its convex hull. Thus, the hypothesis output by the closure algorithm is the convex hull of all positive examples, which is the smallest concept of the class that is consistent with the positive examples. As Example 1 (b) shows, the output hypothesis need not be a concept in C but obviously inC. For a classification task with n labelled and m unlabelled examples given, one would restrict the concept class to the n + m given examples. With respect to the arising concept class C , the closure of the positively labelled examples is guaranteed to be a concept in C , which in turn can be used to classify the unlabelled examples.
Proposition 3. The hypothesis generated by the closure algorithm classifies all negative examples correctly.
Proof: The algorithm returns the intersection of all concepts that are consistent with the given positive examples. Consequently, if the output hypothesis classified any negative example incorrectly, there wouldn't be any concept in C that is consistent with the given examples.
Proof of Theorem 3
We start with some simple observations. Suppose we have some concept C ∈ C and examples (x 1 , y 1 ), . . . , (x 2m , y 2m ), k of which are misclassified by C. According to Proposition 3, these k examples must be positive. Let be the number of positive examples among (x 1 , y 1 ), . . . , (x 2m , y 2m ). We define recursively sets X , given m independent random examples labelled by C and drawn according to P, the probability that the hypothesis h generated by the closure algorithm has error er C,P (h) > ε is at most
where p = εm/2 .
Proof:
As mentioned before, we modify the original proof of Blumer et al. (1989) , pp. 952ff. The basic first step is exactly as in the original proof. One shows that the probability in the lemma can be upper bounded using the so-called "doubling trick": 2 We are interested in the probability that given m labelled examples (x 1 , y 1 ) , . . . , (x m , y m ), the generated hypothesis h has error greater than ε. This can be interpreted as follows: Given another m examples (x m+1 , y m+1 ), . . . , (x 2m , y 2m ) drawn according to P, the probability for each single example that it is misclassified by h is at least ε. On average, εm of these m examples get misclassified. Now, basically applying Chebyshev's inequality, one can show that the probability that at least εm/2 examples are misclassified exceeds
where the hypothesis h in both cases is calculated from the examples (x 1 , y 1 ), . . . , (x m , y m ), and er C,s (h) denotes the error of the hypothesis h on the sample (x m+1 , y m+1 ), . . . , (x 2m , y 2m ). Now, the latter probability equals
, where π(2m) denotes the number of those permutations of a sample of 2m examples where the hypothesis calculated from the first m examples misclassifies at least p = εm/2 of the second m examples. It follows that P ((x 1 , y 1 
Note that due to the doubling trick, we may restrict the concept class C to the 2m given examples, so that we may assume that the closure algorithm returns a concept in this restricted class. This is implicitly used in the application of Proposition 4 below. Now we deviate from the original proof by giving a new upper bound on π(2m). One has to consider the number of witnesses, i.e. all subsets of {x 1 , . . . , x 2m } that may occur as the k ≥ p misclassified examples among the π (2m) permutations. Since we use the closure algorithm for hypothesis calculation, by Proposition 4, it is sufficient to consider the corresponding 2 In the following we only give an outline of Lemmata A1.1, A2.1 and the first part of Lemma A2.2 of Blumer et al. (1989) , pp. 954ff. For the proof of these lemmata one needs the already mentioned measuretheoretic assumptions on C that guarantee that the following two sets are measurable: (i) the set of all m-tuples ((x 1 , y 1 ) , . . . , (x m , y m )) such that the hypothesis calculated from these examples has error larger than ε, and (ii) the set of all (2m)-tuples ((x 1 , y 1 ) , . . . , (x 2m , y 2m )) such that the hypothesis calculated from the first m elements misclassifies at least εm/2 of the second m elements (for a detailed discussion see Blumer et al. (1989) Proof: First, we are going to use Proposition A2.1 (iii) of Blumer et al. (1989) , which tells us that for k, d ≥ 1 one has
It is easy to check that for d ≥ 10 and x := 8 d log d it holds that x log 2 > 2d log(ex). It follows that for d ≥ 10 and
Hence for p ≥ 8 d log d we have from (1) and (2) 2 m k= p
and substituting p = εm/2 , it is easy to see that for m ≥ Remark 2. It is easy to see that the closure algorithm corresponds to one particular orientation of the 1-inclusion graph algorithm (Haussler, Littlestone and Warmuth, 1994) . Thus, besides our bound of O( Blumer et al. (1989) , the bound of O( d ε log 1 δ ) for the 1-inclusion graph algorithm of Haussler, Littlestone and Warmuth (1994) holds as well for learning intersection-closed classes with the closure algorithm.
An optimal PAC bound for intersection-closed classes with homogeneous spans
In this section we consider intersection-closed classes whose concepts have spanning sets with some additional combinatorial structure. For these classes one can obtain a bound of O(
, which meets the lower bound on the number of examples any algorithm needs to learn some particular concept classes of VC-dimension d (cf. Ehrenfeucht et al., 1989) . 
S(Y ) \ x ⊆ S(Y \ x).
The following proposition is a straightforward consequence of Definition 3.
with homogeneous spans. Then for all finite Y ⊆ X and all Z ⊆ S(Y ):
All interesting intersection-closed concept classes we are aware of have homogeneous spans. Some of them are mentioned in the following proposition. Floyd & Warmuth, 1995) = clos(Y ), so that by the uniqueness assumption However, one can give very simple intersection-closed classes that don't have homogeneous spans:
Example 2. Consider the following intersection-closed concept class of VC-dimension 2:
Possible spans for X = {1, 2, 3, 4} are {2, 3} or {1, 4}, which on the other hand are the only spans for {1, 2, 3} = X \ {4} and {1, 2, 4} = X \ {3}, respectively. However, after setting S(X ) = {1, 4} the homogeneous span property is violated, since
On the other hand, setting S(X ) = {2, 3} doesn't give homogeneous spans either: Proof: Here we adapt the proof of the bound of O(
)) for hyper-rectangles of Auer, Long and Srinivasan (1998) , following the main lines of the proof of Theorem 7 on pp. 381ff. Similar to the proof of Theorem 3, we start exactly as in the original proof by bounding the probability that er C,P (h) > ε with a "permutation trick": Let h be the hypothesis generated by a sample of m labelled examples (x 1 , y 1 ) , . . . , (x m , y m ). Then one can show (cf.
Lemma 8 of Auer, Long and Srinivasan, 1998, pp. 381f ) that E(er C,P (h) p ) is equal to the probability, if one chooses m + p random examples, that the hypothesis calculated from the first m examples misclassifies all p remaining examples. Let π (m + p) denote the number of possibilities to choose m from m + p given examples such that the hypothesis calculated from these m examples misclassifies the p remaining examples. Then we have by Markov's inequality that P ((x 1 , y 1 ), . . . , (x m , y m ) ) : er C,P (h) > ε = P ((x 1 , y 1 ), . . . , (x m , y m ) ) :
Now we may consider the concept class C = C ∩ {x 1 , . . . , x m+ p } instead of C itself. Let C be the set of concepts in C that misclassify exactly p examples among (x 1 , y 1 ), . . . , (x m+ p , y m+ p ). We will show that |C | ≤ d+ p p , so that the probability that
for which after choosing p = log Now we want to encode each concept C in C according to its classification of some particular examples x 1 , . . . , x d+ p ∈ X + 1 . That is, C ∈ C is encoded as a word in {0, 1} d+ p as follows: a 1 on the j-th position means that C classifies x j correctly, while a 0 indicates that x j is misclassified by C. In order to be able to guarantee the uniqueness of each code word, we impose an arbitrary yet fixed order on the elements in X + 1 . Now choose the smallest element x 1 from S(X + 1 ). If C classifies x 1 correctly, that is, x 1 ∈ C, we claim that x 1 ∈ S(C). Indeed, setting Z := X + 1 \ C, it follows by Proposition 5 that
We set the first letter of the code word for C to 1 and continue with the smallest element x 2 ∈ S(X + 1 ) \ {x 1 }. Otherwise, if C misclassifies x 1 , the first letter of C's code word is set to 0, and we continue with the smallest element from S(X +,mult 1 \ {x 1 }). Repeating this procedure we obtain for each C a sequence of elements x i in X +,mult 1 which corresponds to a word ∈ {0, 1} * . Note that each sequence is uniquely determined by the corresponding word, so that it is not possible that two different concepts obtain the same code word. Now, each positive classification of an x j determines an element of S(C) and there are exactly p misclassifications. Since by Definition 3 the spanning set S(C) has at most d elements, it follows that each concept ∈ C can be encoded as word in {0, 1} d+ p consisting of p letters 0 and d letters 1. The number of these words is equal to d+ p p , which finishes our proof.
The following theorem shows that for our new bounds the choice of the learning algorithm is essential, as there are concept classes that need ( , it follows by Chebyshev's inequality that 
Now if m = n log 1 16ε
, it follows from (3) and (4) 
