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Abstract 
We define an iterative error-minimizing secret key adapting method for multicarrier 
CVQKD. A multicarrier CVQKD protocol uses Gaussian subcarrier quantum continuous 
variables (CVs) for the transmission. The proposed method allows for the parties to 
reach a given target secret key rate with minimized error rate through the Gaussian sub-
channels by a sub-channel adaption procedure. The adaption algorithm iteratively de-
termines the optimal transmit conditions to achieve the target secret key rate and the 
minimal error rate over the sub-channels. The solution requires no complex calculations 
or computational tools, allowing for easy implementation for experimental CVQKD sce-
narios. 
 
Keywords: quantum key distribution; continuous variables; CVQKD; AMQD; AMQD-
MQA; quantum Shannon theory. 
 2
1  Introduction 
Continuous-variable quantum key distribution (CVQKD) provides an easily implementable solu-
tion to realize unconditional secure communication over the current telecommunication networks 
[10–22]. CVQKD does not require single-photon sources and detectors and can be implemented 
in an experimental scenario by standard devices [1], [9–26], [30–37]. In a CVQKD setting, the 
information is carried by a continuous-variable quantum state that is defined in the phase space 
via the position and momentum quadratures. In an experimental CVQKD scenario, the CV 
quantum states have a Gaussian random distribution, and the quantum channel between the 
sender (Alice) and receiver (Bob) is also Gaussian, because the presence of an eavesdropper 
(Eve) adds a white Gaussian noise into the transmission [19-41].  
The CVQKD protocols have several smart properties. However, the relevant performance at-
tributes of experimental CVQKD (i.e., secret key rates, transmission distances, tolerable excess 
noise, etc.) still require significant improvements. For this purpose, the multicarrier CVQKD has 
been recently introduced through the adaptive quadrature division modulation (AMQD) [2]. The 
multicarrier CVQKD scheme injects several additional degrees of freedom into the transmission, 
which are not available for a standard (single-carrier) CVQKD setting. In particular, the extra 
benefits and resources allow the realization of improved secret key rates and a higher amount of 
tolerable losses with unconditional security. These results also made possible to utilize several 
significant phenomena for CVQKD that are unavailable in a standard CVQKD protocol (such as 
single layer transmission [4], enhanced security thresholds [5], multidimensional manifold extrac-
tion [6], characterization of the subcarrier domain [7], adaptive quadrature detection and sub-
channel estimation techniques [8], extensive utilization of distribution statistics and random ma-
trix formalism [9], and advanced statistical approaches for performance improvements [10], [41-
42]). 
In this work, we define an iterative error-minimizing secret key adaption method for multi-
carrier CVQKD. The proposed secret key adaption algorithm iteratively determines the optimal 
transmit conditions at a given target secret key rate to realize minimal error transmission over 
the sub-channels. At a given transmission rate of private classical information (private rate), the 
method determines and selects that sub-channel from the set of available sub-channels for the 
transmission of the quadratures, which sub-channel provides a minimal error rate. The secret 
key adaption successively utilizes private rate curves for the sub-channels. The curves also define 
an adaption region for each sub-channel. Particularly, the adaption region provides a base for 
the iterative, private rate increment method utilized by our secret key rate adaption algorithm. 
The iterative sub-channel selection procedure depends on the actual target private rate and the 
noise levels of the sub-channels. The scheme provably yields a minimized error rate transmission 
for all sub-channels while achieving the selected target secret key rate. We demonstrate the re-
sults through the framework of AMQD and also extend the results to the multiple-access multi-
carrier CVQKD. 
This paper is organized as follows. In Section 2, preliminary findings are summarized. Sec-
tion 3 discusses the iterative secret key adaption scheme. Section 4 extends the results to a mul-
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tiuser setting. Finally, Section 5 concludes the results. A numerical evidence is included in the 
Supplemental Information.  
 
2  Preliminaries 
In Section 2, the notations and basic terms are summarized. For further information, see the 
detailed descriptions of [2–10].  
 
2.1   Multicarrier CVQKD 
The following description assumes a single user, and the use of n Gaussian sub-channels i  for 
the transmission of the subcarriers, from which only l sub-channels will carry valuable informa-
tion.    
In the single-carrier modulation scheme, the j-th input single-carrier state j j jx pj = +i  is a 
Gaussian state in the phase space  , with i.i.d. Gaussian random position and momentum 
quadratures  
( )
0
20,jx wsÎ  , ( )020,jp wsÎ  ,                                     (1) 
where 
0
2
ws  is the modulation variance of the quadratures. In the multicarrier scenario, the in-
formation is carried by Gaussian subcarrier CVs, i i ix pf = +i , via quadratures 
( )20,ix wsÎ  , ( )20,ip wsÎ  ,                                        (2) 
where 2ws  is the modulation variance of the subcarrier quadratures, which are transmitted 
through a noisy Gaussian sub-channel i . Precisely, each i  Gaussian sub-channel is dedi-
cated for the transmission of one Gaussian subcarrier CV from the n subcarrier CVs. (Note: in-
dex i refers to a subcarrier CV, index j to a single-carrier CV, respectively.)  
The single-carrier CV state jj  in   can be modeled as a zero-mean, circular symmetric com-
plex Gaussian random variable 20,
z j
jz ws
æ ö÷çÎ ÷ç ÷çè ø , with a variance 
 
0
22 22
z j
jzw ws s
é ù= =ê úë û ,                                             (3) 
and with i.i.d. real and imaginary zero-mean Gaussian random components  
( ) ( )
0
2Re 0,jz wsÎ  , ( ) ( )02Im 0,jz wsÎ  .                             (4) 
In the multicarrier CVQKD scenario, let n be the number of Alice’s input single-carrier Gaus-
sian states. The n input coherent states are modeled by an n-dimensional, zero-mean, circular 
symmetric complex random Gaussian vector  
( ) ( )0 1, , 0,Tnz z -= + = Î zz x p K i ,                               (5) 
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where each jz  is a zero-mean, circular symmetric complex Gaussian random variable  
20,
z j
jz ws
æ ö÷çÎ ÷ç ÷çè ø , j j jz x p= + i .                                      (6) 
In the first step of AMQD, Alice applies the inverse FFT (fast Fourier transform) operation to 
vector z  (see (5)), which results in an n-dimensional zero-mean, circular symmetric complex 
Gaussian random vector d , ( )0,Î dd K , ( )0 1, , Tnd d -=d  , precisely as 
( )
( )2 2 20 1
0
2 21
d dnT T
F e e
sw + + --= = =d AA dd z

,                               (7) 
where  
i ii d d
d x p= + i , ( )20,
i
i d
d sÎ  ,                                    (8) 
where 22 22
di
id wws s
é ù= =ê úë û , thus the position and momentum quadratures of if  are i.i.d. 
Gaussian random variables with a constant variance 2ws  for all , 0, , 1i i l= -  sub-channels: 
( ) ( )2Re 0,
ii d
d x ws= Î  , ( ) ( )2Im 0,ii dd p ws= Î  ,                      (9) 
where †é ùê úë û=dK dd , e eg gé ùé ù é ù= =ê úë û ë ûë ûd d di i   , ( )TT Te e eg g gé ùé ù é ù= =ê úê ú ê úë û ë ûê úë ûdd d d ddi i i2    for 
any 0,2g pé ùÎ ë û .  
The ( )T   transmittance vector of   in the multicarrier transmission is 
( ) ( ) ( )0 0 1 1, , T nn nT T - -é ù= Îë ûT     ,                            (10) 
where 
( ) ( )( ) ( )( )Re Imi i i i i iT T T= + Î   i ,                         (11) 
is a complex variable, which quantifies the position and momentum quadrature transmission 
(i.e., gain) of the i-th Gaussian sub-channel i , in the phase space  , with real and imaginary 
parts  
( )0 Re 1 2 ,i iT£ £  and ( )0 Im 1 2i iT£ £ .                  (12) 
Particularly, the ( )i iT   variable has the squared magnitude of  
( ) ( ) ( )2 2 2Re Imi i i i i iT T T= + Î    ,                          (13) 
where  
( ) ( )Re Imi i i iT T=  .                                       (14) 
The Fourier-transformed transmittance of the i-th sub-channel i  (resulted from CVQFT op-
eration at Bob) is denoted by  
( )( ) 2i iF T  .                                               (15)  
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The n-dimensional zero-mean, circular symmetric complex Gaussian noise vector 
( )20,
n
sDD Î  , of the quantum channel  , is evaluated as  
( ) ( )0 1, , 0,Tn- DD = D D Î K  ,                                (16) 
where  
†
D é ùê úë= D ûDK  ,                                             (17) 
with independent, zero-mean Gaussian random components  
( )20,
i i
x sD Î   , and ( )20,i ip sD Î   ,                              (18) 
with variance 2
i
s , for each iD  of a Gaussian sub-channel i , which identifies the Gaussian 
noise of the i-th sub-channel i  on the quadrature components ,i ix p  in the phase space  . 
Thus ( ) ( )20,
i
F sDD Î  , where 
2 22
i i
s sD =  .                                                  (19) 
The CVQFT-transformed noise vector can be rewritten as 
( ) ( ) ( )( )0 1, , TnF F F -D = D D ,                                   (20) 
with independent components ( ) ( )20,
i i
xF sD Î    and ( ) ( )20,i ipF sD Î    on the quadra-
tures, for each ( )iF D .  
 
2.1.1   Multiuser Quadrature Allocation (MQA) 
In a MQA multiple access multicarrier CVQKD, a given user , 0, , 1kU k K= - , where K is 
the number of total users, is characterized via m subcarriers, formulating an 
kU
  logical chan-
nel of kU ,   
,0 , 1, ,k k k
T
U U U m-é ù= ê úë û   ,                                       (21) 
where ,kU i  is the i-th sub-channel of kU . For a detailed description of MQA for multicarrier 
CVQKD see [3].  
The general model of AMQD-MQA is depicted in Fig. 1 [3], [5].  
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Figure 1. The AMQD-MQA multiple access scheme with multiple independent transmitters 
and multiple receivers [3]. The modulated Gaussian CV single-carriers are transformed by a uni-
tary operation (inverse CVQFT) at the   encoder, which outputs the n Gaussian subcarrier 
CVs. The parties send the kj  single-carrier Gaussian CVs with variance 20,kws  to Alice. In the 
rate-selection phase, the encoder determines the transmit users. The data states of the transmit 
users are then fed into the †CVQFT  operation. The if  Gaussian subcarrier CVs have a vari-
ance 2ws  per quadrature components. The Gaussian CVs are decoded by the CVQFT unitary 
operation. Each kj¢  is received by Bob k (AWGN – additive white Gaussian noise). 
 
2.2   Private Classical Rate Curves 
The secret key adaption method utilizes 2r +  rate curves for the sub-channels, defined via set 
( ) ( ) ( ){ }min max, , , 0 1i iR R q R q r= = -   .                          (22) 
Specifically, for all sub-channels i , 0, , 1i l= -  a given rate curve is selected from   (22) 
according to the sub-channel conditions. In particular, a ( )R q  rate curve refers to the transmis-
sion rate of private classical information (private rate) over i , with the relation  
( ) ( ) ( ) ( )min max0 1i iR R R r R< < - <  ,                           (23) 
where ( )R q  is referred to as the target private rate at an ( )1R q -  actual private rate in an 
iteration procedure. 
Without loss of generality, assuming a reverse reconciliation, a given target private rate ( )R q  is 
defined as 
( ) ( )
( ) ( )( )
,
1
lim max ,
i i
i
AB i BE in p
R q P
n r
c c
¥ "
£
= -

                              (24) 
where ( )iP   is the private classical capacity of i , ( )AB ic   and ( )BE ic   are the Holevo 
information of Alice (transmitter) and Bob (receiver), and Bob and Eve (eavesdropper), respec-
tively. 
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3  Secret Key Rate Adapting with Minimized Error Rate 
Theorem 1. A given target secret key rate ( ) ( )1* 0l i iiS R-== å  , where ( )i iR   is the 
private rate of sub-channel i , can be achieved over the l sub-channels such that the error rate 
of all sub-channels is minimized.  
 
Proof.  
The proof focuses on a single sub-channel i  for the private transmission of a single quadrature 
component ix  (or ip ), which refers to a ( )20,ix wsÎ   position or a ( )20,ip wsÎ   momentum 
quadrature of the i-th subcarrier, respectively.  
Let  
( ) ( )( ) 22
i
i i i iF Tn s=                                          (25)  
of the i -th, 0, , 1i l= -  sub-channel i .  
Let ( )min iR   and ( )max iR   be the minimal and maximal private classical information 
transmission rates selected for i . The private rates are referring to the transmission of a given 
quadrature ix .  
These rate curves, ( ) ( )1R q R q> - , allow us to reach a target secret key rate ( )*S   over 
the sub-channels with a minimized error rate in a multicarrier CVQKD setting. Specifically, it 
requires a rigorously defined iterative condition on the selection of the sub-channels for each 
target rate ( )R q . 
From ( )min iR   and ( )max iR  , an adaption region A  can be characterized with r rate curves 
inside the region. Define r  rate curves for the transmission of ix  in the region of A  
( ) ( )min max,i iR Ré ù= ë û A ,                                         (26) 
as 
( )R q , 0 1q r= - ,                                               (27) 
such that (23) holds. 
Precisely, at a given private rate ( )iR  , (25) is referred to as ( )( )i iRn  ,  
( )( ) ( ) ( )( )( ) 22 ii i iRR F T Rn s=   ,                                (28) 
where ( )
2
iR
s   is the noise variance of i  at ( )iR  , while ( )( )( )iF T R   is the transmittance 
coefficient of i  at ( )iR  . Note that in function of (28), after a scaling the rate curves of (27) 
are almost parallel to ( )min iR  . By theory, at ( ) 0iR =  (28) is directly defined from 2
i
s  is 
the noise variance and ( )i iT   is the transmittance coefficient of i , as given in (25).  
In function of ( )( )i iRn  , the SNR of i  at a given ( )iR   is expressed as [17] 
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( )( ) ( )( )110SNR 10 log i ii RR n=  .                                   (29) 
To step forward, we have to focus on the behavior of parameter ( )in ⋅  at an increased transmis-
sion rate. 
Particularly, let ( )iR   be the current private rate and ( )iR   be the target private rate for a 
sub-channel i , such that ( ) ( ) ( )i i iR R R< <     . Then let ( )( )i iRnd   identify the 
cumulative ( )( )i iRn   parameter of i  at an increased (target) private rate ( )iR  , evalu-
ated via the following iteration:  
( )( ) ( )( ) ( ) ( )( ),
i i ii i i i
R R R Rn n nd d= + D

    ,                     (30) 
where 
inD  identifies the difference of in  at ( )iR   and ( )iR
   as  
( )( ) ( )( )
i i i i i
R Rn n nD = -
  ,                                    (31)    
the iteration (30) at no transmission, ( ) 0iR = , identifies ( )i in   as 
( )( ) ( )0
i i i i
Rnd n= =  ,                                          (32) 
while for any ( ) ( ) 0i iR R> >  ,  
( )( ) ( )( )i i i iR Rn n<   .                                        (33) 
To conclude, from (30) follows that a rate increment from ( )iR   to ( )iR   also increases 
( )( )
i i
Rnd    by ( ) ( )( ),i i iR RnD
  , thus for any ( ) ( )i iR R>   , the following relation 
holds [17]: 
( )( ) ( )( )
i ii i
R Rn nd d>   .                                       (34) 
Let us then define r private transmission curves in the adaption region A  of i . The aim of 
the iterative secret key adaption scheme is to provide a rate increment in each step by selecting 
that sub-channel i , for which (30) is minimal. Specifically, it is a convenient approach because 
this sub-channel provides the best condition for the transmission.  
As we show, by using this sub-channel, the increased rate R

 can be achieved with a minimized 
error rate, but at the same time, it keeps the target secret key rate. Therefore, applying the sub-
channel selection procedure with respect to the iterative condition of (30), a desired target secret 
key rate can be achieved such that the transmission is adapted to not just the sub-channel con-
ditions, but also to yield a minimized error rate for all sub-channels.  
Applying (30) for a ( )min iR   private rate is as follows. An ( )min iR   target private rate over 
i , ( )( )mini iRnd   is yielded via ( )i in   and ( ) ( )( )min , 0i iR RnD   derived from ( )0R Î A  
as 
( )( ) ( ) ( ) ( )( )min min , 0i ii i i iR R Rn nd n= + D   .                       (35) 
Applying (30) to the r  rate curves ( )R q Î A , 0 2q r= -  at a target rate ( )R q  results in 
( )( )
i
R qnd  as   
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( )( ) ( )( ) ( ) ( )( )1 , 1
i i i
R q R q R q R qn n nd d= - + D + ,                       (36) 
Specifically, in each step for a given target ( )R q , the method selects that i , for which (36) is 
minimal, because that sub-channel provides the best conditions. Thus, the secret key adaption is 
an iterative process and depends on the ( )( )1
i
R qnd -  parameter obtained at ( )1R q -  and on 
( ) ( )( ), 1
i
R q R qnD + .  
In particular, for 0q = , (36) yields 
( )( ) ( )( ) ( ) ( )( )
( ) ( ) ( )( ) ( ) ( )( )
min
min
0 0 , 1
, 0 0 , 1 ,
i i i
i i
i
i i i
R R R R
R R R R
n n n
n n
d d
n
= + D
= + D + D

             (37) 
where ( )1R Î A . While, for 1q r= - , (30) results in 
( )( ) ( )( ) ( ) ( )( )
( ) ( ) ( )( ) ( ) ( )( )
( ) ( )( )
max
2
min
0
max
1 2 1 ,
, 0 , 1
1 , ,
i i i
i i
i
i
r
i i i
k
i
R r R r R r R
R R R k R k
R r R
n n n
n n
n
d d
n
-
=
- = - + D -
æ ö÷ç ÷ç= + D + D + ÷ç ÷ç ÷çè ø
+D -
å

 

 (38) 
where ( )R k Î A , 0 2k r= - . For ( )max iR  , by definition ( )( )maxi iRnd = +¥  [17].  
The distribution of a sample set ( )( )
i
R qnd  for m sub-channels, 0, , 1i m= - , in a low-SNR 
CVQKD scenario is illustrated in Fig. 2(a). The SNR in Fig. 2(b) is derived from the ( )( )
i
R qnd  
set of the m sub-channels as ( )( )( ) ( )( )( )( )10SNR 10 log 1i iR q R qn n= .  
0
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         (a)               (b) 
Figure 2. The distribution of a low-SNR set ( )( )
i
R qnd , 0, , 1i m= - , for 1000m =  sub-
channels (a). The SNR is derived from ( )( )
i
R qnd  for all sub-channels (b). 
 
Next, we show that for an arbitrary target private rate ( ) 0iR > , the iterative condition on 
( )( )
i i
Rnd   (see (36)) provides a minimized error rate over the selected i .  
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Let   be the bit error rate, and let ( ) ( )( )1
i
R q
R q
nd -
æ ö÷ç ÷ç ÷è ø  refer to the bit error rate of i  at tar-
get private rate ( )R q , at an actual rate ( )1R q - , and ( )( )1
i
R qnd - . Then, at a given ( )R q , 
selecting that i , 0, , 1i l= -  from the total l, for which ( )( )1i R qnd -  is minimal, as 
( )( ) ( )( )1 min 1
ii
R q R qnx d"- = -                                      (39) 
yields a minimized bit error rate at a given ( )R q  over the selected i  as   
 ( ) ( )( )( ) ( ) ( )( )min1 1
i
iR q R q
R q R
nx d- -
æ ö÷ç= ÷ç ÷è ø   ,                             (40) 
where ( ) ( )( )min 1
i
i R q
R
nd -
æ ö÷ç ÷ç ÷è ø   is defined as  
( ) ( ) ( ) ( )( ) ( ) ( )( )
( ) ( ) ( )( ) ( ) ( )( )( )( )
1
min
0
min , 0 , 1
1
min2
, 0 1 , ,
q
i i ii i
k
i i
i R R R k R k
i i i
R
erfc R R R q R q
n nn
n nn
-
=
æ ö÷ç ÷ç+ D + D + ÷ç ÷ç ÷çè ø
æ ö÷ç ÷ç ÷ç ÷ç å ÷÷çè ø
= + D + + D -
  
  
 (41) 
where function ( )⋅  is evaluated as 
( ) ( ) ( )( ) ( ) ( )( )( )( )
( )( ) ( )( )( ) ( )( )( )
( )( )( ) ( )( )( )
min
min
1
0
, 0 1 ,
SNR SNR 0 SNR
,
SNR 1 SNR
i ii i i
i i i i i
q
i i
k
R R R q R q
R R
R k R k
n nn
n n n
n n
-
=
+ D + + D -
æ öé ù- - ÷ç ë û ÷ç ÷ç ÷æ öç ÷= ÷ç ç ÷÷é ùç ç ÷- + - ÷ ÷ç ç ë û ÷ ÷ç ç ÷ç ÷ç è øè ø
å
  
 
         (42)  
where ( )( )( ) ( )( )( )( )10SNR 10 log 1i iR x R xn n= , while ( )erfc ⋅  is the complementary error 
function  
( ) 22 t
x
erfc x e dtp
¥ -= ò .                                            (43) 
The aim of the error minimization procedure is to achieve (40) for all ( )R ⋅  via the selection of 
that i  for which ( )( )1i R qnd -  is minimal. 
Let ( ) ( )( )1
i
R k
R k
nd
+  refer to a private rate ( )1R k +  over at ( )( )
i
R knd  with respect to the 
transmission of a single quadrature component ix  (or ip ).   
First, we apply (39) to the minimal rate ( )min iR   by the selection of that i , for which 
( )i in   is minimal, thus  
( ) ( )0 min 0 min
i ii in
x d n
" "
= = ,                                      (44) 
which yields 
( ) ( )( ) ( ) ( )( )min min0 .i ii iR Rx n=                                     (45) 
Similarly, at ( )0R , that sub-channel is selected for the ( )0R  rate transmission, for which 
( )( )mini iRnd   is minimal.  
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In particular, due to the iterative determination of ( )( )mini iRnd  , the corresponding 
( ) ( )( )( )min0 iRR x   is yielded as 
( ) ( )( )( ) ( ) ( ) ( ) ( )( )min minmin , 00 .i i i iiiR R RR R nx n +Dæ ö÷ç= ÷ç ÷è ø                        (46) 
Precisely, for ( )R q , 1 1q r= - , therefore, in each step, that sub-channel selected for the 
transmission, for which ( )( )1R qx -  is minimal, ensures that the resulting ( ) ( )( )( )1R qR q x -  is 
evaluated as 
( ) ( )( )( ) ( ) ( )( ) ( ) ( )( )min1 2 1 ,
i i
iR q R q R q R q
R q R
n nx d- - +D -
æ ö÷ç= ÷ç ÷è ø   .                (47) 
Putting the pieces together, the utilization of (47) for 1q =  is as   
( ) ( )( )( ) ( ) ( )( ) ( ) ( )( )minmin0 0 , 11 ii iiR R R RR R n nx d +Dæ ö÷ç= ÷ç ÷è ø   ,                   (48) 
while for 1q r= - ,  
( ) ( )( )( ) ( ) ( )( ) ( ) ( )( )min2 3 2 , 11 ,
i i
iR r R r R r R r
R r R
n nx d- - +D - -
æ ö÷ç- = ÷ç ÷è ø               (49) 
and finally, for ( ) ( )( )max 1i R rR x - , the corresponding error rate is  
( ) ( )( )( ) ( ) ( )( ) ( ) ( )( )maxmax min1 2 1 , ii ii iR r R r R r RR R n nx d- - +D -æ ö÷ç= ÷ç ÷è ø    .             (50) 
The   bit error rates at private rates, ( ) ( ) ( ) ( )min min max, 0 , , 1 ,i iR R R r R-  , for a given 
sub-channel i  in function of in  (low-SNR scenario) are summarized in Fig. 3 for the range 
0.1, 0.3in é ù= ë û  (a), and 0.3, 0.9in é ù= ë û  (b).  
 
 
Figure 3. The   bit error rates at ( ) ( ) ( ) ( )min max, 0 , , 1 ,i iR R R r R-   in a low-SNR 
scenario for a given sub-channel i  at 0.1, 0.3in é ù= ë û  (a) and 0.3, 0.9in é ù= ë û  (b).  
 
The iterative secret key adapting method with the error minimization is summarized as follows. 
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        Algorithm (Iterative Secret Key Adapting)  
1. Let ( ) ( )min max,i iR R   be the minimal and maximal private trans-
mission rates selected for all sub-channels i , 0, , 1i l= - .  
2. For a given i , let ( ) ( )( ) 22
i
i i iF Tn s=    at noise variance 
2
i
s  and transmission coefficient ( )( )i iF T  . Define r  curves ( )R q , 
0 1q r= -  in the adaption region ( ) ( )min max,i iR Ré ù= ë û A , with 
relation ( ) ( ) ( )min 0 1iR R R r< < -  ( )max iR<  .  
3. For target private rate ( )min iR  , determine ( )( )mini iRnd   as 
( )( ) ( ) ( ) ( )( )min min , 0i ii i i iR R Rn nd n= + D   . For the ( )R q  
0 2q r= -  curves of the adaption region A , compute ( )( )
i
R qnd  as  
( )( ) ( )( ) ( ) ( )( )1 , 1
i i i
R q R q R q R qn n nd d= - + D + . At 1q r= - , use    
( )( ) ( )( ) ( ) ( )( )max1 2 1 ,i i i iR r R r R r Rn n nd d- = - + D -  . At 
( )max iR  , use ( )( )maxi iRnd = +¥ . 
4. Utilize the adaption method: At a target rate ( )R q , 0 1q r= - , se-
lect that sub-channel i  for which ( )( )1i R qnd -  is minimal. At 
( )min iR  , select that i  for which ( )i in   is minimal. At ( )0R  se-
lect i  for which ( )( )mini iRnd   is minimal, while at ( )max iR  , se-
lect i  for which ( )( )1i R rnd -  is minimal.  
5. Repeat the steps until ( ) ( )1* 0l i iiS R-=£ å  , where ( )*S   is the 
desired secret key rate over the l sub-channels, and ( )i iR   is the pri-
vate transmission rate of i  at a minimized  for all i . 
■ 
 
The resulting   bit error rates of the secret key rate adapting method for a given sub-channel 
i  in function of in  are summarized in Fig. 4. Parameter in  is scaled for the SNR with 5 dB  
steps in the range of 15, 5é ù-ë û  as ( )( ) ( )( )( )SNR 1010 i R xi iR x nn -=  
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Figure 4. The   bit error rate of secret key adapting for a sub-channel i  in function of 
( )( ) ( )( )( )SNR 1010 i R xi iR x nn -= . The adaption is made via r  rate curves ( )R q , 0 1q r= - , 
( ) ( ) ( ) ( )min max0 1i iR R R r R< < - <   in the ( ) ( )min max,i iR Ré ùë û A =  adaption 
region (shaded area). 
 
4  Multiuser Multicarrier CVQKD Scenario 
This section extends the results for a multiuser multicarrier CVQKD scenario.  
 
Lemma 1. The secret key adaption can be extended to a , 0, , 1kU k K= -  multiuser setting, 
where K is the number of users, to achieve target secret key rate ( )*
kU
S   with minimized er-
ror rate over the m sub-channels of 
kU
  of kU , for k" . 
 
Proof. 
The proof focuses on a given logical channel ,0 , 1, ,k k k
T
U U U m-é ù= ê úë û    of a user kU , where 
,kU i
 , 0, , 1i m= -  is the i-th sub-channel. 
Let K  be the number of transmit users, and select a given , 0, , 1kU k K= - . Let ( )* kUS   
be the target secret key rate of users over 
kU
 , and let ( ),kU iR   be the private rate of ,kU i . 
The steps of the extension are summarized as follows. 
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Let   
( ) ( )( )
,
22
, ,k kU ik
i U i U iF Tn s=   ,                                (51) 
where 
,
2
U ik
s  is the noise variance of ,kU i , while ( ),ki U iT   is the transmittance coefficient of 
,kU i
 . At a given rate curve ( ), 0kU iR > , 
( )( ) ( ) ( )( )( ),
22
, ,k kU ik
i U i U iR
R F T Rn s=   ,                       (52) 
where ( ),
2
U ik
R
s   is the noise variance at ( ),kU iR  , while ( )( ),ki U iT R   is the transmittance 
coefficient of ,kU i  at ( ),kU iR  , respectively. Apply the secret key rate adaption method over 
the set 
kU
  of m ,kU i ,  sub-channels of kU , until 
( ) ( )1* ,
0
k k
m
U U i
i
S R
-
=
£ å  .                                         (53) 
Apply the steps for all transmit users kU  for their kU  sets of m sub-channels. Therefore, one 
can utilize (47) at a given ( ) ( ),kU i iR R q= , where ( )iR q  refers to the ( )R q  curve of ,kU i , 
and from (32) follows ( )( ) ( ), ,0i k kU i i U iRnd n= =  , which yields the error rate for ,kU i  of 
kU
  as 
( ) ( )( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )1, min ,
0
, min ,1 , 0 , 1
q
k k
i U i U i i i ik i k i
k
U i U iR q R R R k R k
R R
n nx n
-
=
æ ö÷ç ÷ç- + D + D + ÷ç ÷ç ÷çè ø
æ ö÷çæ ö ÷ç÷ç ÷= ç÷ ÷ç ÷ç ç ÷è ø åç ÷çè ø 
    . (54) 
■ 
 
4.1   Variance Adaption for an Equalized Error Rate for Users 
In this section, we propose a modulation variance adaption method to achieve an equally mini-
mized error rate for the sub-channels of a given user. The results can be extended to an arbi-
trary number of users.  
 
Theorem 2. For all kU , 0, , 1k K= - , the error rate of the ,kU i , 0, , 1i m= -  sub-
channels of 
kU
  of user kU  can be equally minimized via the a 22 2
iw
w w ss s= + D  modulation 
variance correction, where 2 0
iw
sD > .  
 
Proof. 
Let 
 ( ) ( ), 1kU i iR R q= -  , 0, , 1q r= - ,                                    (55) 
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and ( ),kU iR   be the target private rate, 
( ) ( ),kU i iR R q= ,                                                (56) 
where ( )iR q  refers to the ( )R q  curve of ,kU i , with relation to ( ) ( )1i iR q R q- < , and let us 
identify ( ) ( )min ,1 ki U iR R- =   and ( ) ( )max ,ki U iR r R=  .  
Precisely, for a given kU  at ( ),kU iR  , the minimal ( )( ),i kU iRnd    parameter for the ,kU i , 
0, , 1i m= -  sub-channels of the set 
kU
 is evaluated as 
( )( ),mink i k
Uk
U U ii
Rnx d" Î=   .                                        (57) 
Let 2ws  refer to the input modulation variance of the i-th subcarrier of kU . Specifically, using 
the expression of 
kU
x  in (57), the 2ws  modulation variance of the i-th subcarrier is corrected by 
2
iw
sD  as  
( )( )2 ,i k k
i
U i URw ns
d xD = -  ,                                        (58) 
yielding a modulation variance increment 
2
2 2
iw
w w ss s= + D                                                 (59) 
for the input of ,kU i .  
In particular, using (59), the ( )( ),ki U iRndj   resulting ind  parameter for ,kU i  at a target rate 
( ),kU iR   is therefore 
( )( ) ( )( ), ,k i k ki U i U i UR Rnd nj d x= -  ,                                  (60) 
from which the ( )( )( )SNR ,ki U iRndjD   SNR increment of ,kU i  at a given ( ) ( ),kU iR R q=  
is as 
( )( )( )
( ) ( ) ( )( ) ( ) ( )( )( )( )
SNR ,
1
10
, min ,
10 log
, 0 , 1 ,
ki
Uk
k i k i
U i
i U i U i
R
R R R q R q
nd
x
n n
j
n
D
=
- + D + + D +

  
(61)                     
where ( )⋅  is specified in (42).  
Therefore, the ( ),k
Uk
U iR x
æ ö÷ç ÷ç ÷çè ø   error rate for all ,kU i  at an arbitrary ( ) ( )( ),,k U ii kU i RR nd    is 
equally minimized by 
kU
x via (41) as 
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( )
( ) ( )( )
( ) ( )( )
,
,
,
,
min ,
min
, 0, , 1.
k
Uk
k
U iU i kk
k
U ii k
U i
U i Ri
U i R
R
R
R i m
n
n
x
d
d
" Î
æ ö÷ç ÷ç ÷çè ø
æ ö÷ç= ÷ç ÷çè ø
æ ö÷ç= = -÷ç ÷çè ø





 
 
 
                              (62) 
The formula of (62) proves the minimal error rate at arbitrary ( )*
kU
S   over 
kU
 for all ,kU i  
sub-channels of kU .  
Without loss of generality, the results can be extended for all K  users to achieve minimized 
equalized error rate over all 
kU
 , 0, , 1k K= -  logical channels.  
In a single user setting, e.g., 1K = , the method provides an equal, minimized error rate over 
the l sub-channels. 
■ 
 
A numerical evidence is included in the Supplemental Information.  
 
5  Conclusions 
We defined an iterative secret key adaption method for multicarrier CVQKD. The scheme pro-
vides a minimized error rate using the utilization of an adaptive private classical information 
transmission through the sub-channels. The private classical transmission is realized through 
pre-defined private rate curves, which characterize an adaption region for each sub-channel to 
find the best conditions for the transmission at a given private classical rate. The method allows 
us to reach a given target secret key rate with optimal transmit conditions and minimized error 
rate for all sub-channels. The scheme requires no complex calculations or sophisticated computa-
tional tools, allowing for easy implementation for experimental CVQKD scenarios.  
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Supplemental Information 
S.1  Numerical Evidence 
This section proposes numerical evidence to demonstrate the results through a multiuser multi-
carrier CVQKD environment (AMQD-MQA [3]). The numerical evidence serves demonstration 
purposes. 
 
S.1.1   Parameters 
To demonstrate the results of Section 4.1, let kU  be a given user with m sub-channels. The pa-
rameters of the numerical evidence are summarized as follows.  
The single-carrier inputs of user kU , 
( )
0
2
, 0,kU jx wsÎ  ,                                              (S.1) 
have a modulation variance of 
0
2
ws  and formulate a d -dimensional input vector kUx
 . 
The j-th single-carrier is dedicated to a single-carrier channel ,kU j . The single-carrier channel 
transmittance coefficient is depicted by ( ),kU jT  , 0, , 1j d= - , where d  is the dimension of 
the input vector. 
The single-carriers are granulated into m subcarriers, where the i-th subcarrier is 
( )2, 0,kU ix wsÎ  ,                                              (S.2) 
and has a modulation variance of 2ws .  
The m sub-channels,  
,kU i
 , 0, , 1i m= - ,                                          (S.3) 
formulate the 
kU
  logical channel of user kU ,  
,0 , 1, ,k k k
T
U U U m-é ù= ê úë û   .                                     (S.4) 
The ( )
,
20,
i U ik
x sD Î    noise of ,kU i  is added to the subcarriers, where ,
2
U ik
s  is the noise 
variance of ,kU i .  
For a given sub-channel ,kU i  of kU , parameters ( ),ki U in   and ( )( ),ki U iRn   are evaluated 
as 
( ) ( )( )
,
22
, ,k kU ik
i U i U iF Tn s=   ,                                (S.5) 
and 
 21
( )( ) ( ) ( )( )( ),
22
, ,k kU ik
i U i U iR
R F T Rn s=   ,                         (S.6) 
where the ( ),kU iT   sub-channel transmittance coefficients are estimated in a pre-
communication phase via the subcarrier spreading technique [8]. 
The ( )( ),i kU iRnd   of ,kU i  parameters are determined from ( ),ki U in   for all sub-channels 
via the iterative method of Theorem 2.  
 
S.1.2   Modulation Variance Adaption 
The analysis focuses on a low-SNR CVQKD scenario. An initial low-SNR set of ( )( ),i kU iRnd   , 
0, , 1i m= -  of user kU  from a low-SNR scenario is illustrated in Fig. S.1(a). The minimum 
of the set is ( )( ),mink i k
Uk
U U ii
Rnx d" Î=   , from which the modulation variance correction for 
,kU i
  is ( )( )2 ,i k k
i
U i URw ns
d xD = -  . The corresponding 2
iw
sD  (see (58)), 0, , 1i m= -  val-
ues determined from the ( )( ),i kU iRnd    elements are depicted in Fig. S.1(b).  
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Figure S.1. An initial low-SNR set of ( )( ),i kU iRnd    of user kU , 0, , 1i m= - , 1000m = . 
The minimum of set ( )( ),i kU iRnd    is kUx  (red solid line) (a). The resulting 2
iw
sD  variance 
correction, 0, , 1i m= - , 1000m =  determined from the ( )( ),i kU iRnd    elements (b). 
 
In a low-SNR setting due to the value range of ( )( ),i kU iRnd   , 0, , 1i m= - , the required 
2
iw
sD  variance correction for the subcarriers is therefore is negligible.  
 
 
 22
The ,kU ix , 0, , 1i m= -  input quadratures of user kU  with a constant variance 2ws  are illus-
trated in Fig. S.2(a). Applying the result of 2
iw
sD , the ,kU ix , 0, , 1i m= -  input quadratures 
of user kU  at the 2
2 2
i iw
w sws s= + D  increased variance are depicted in Fig. S.2(b). 
-50
-30
-10
10
30
50
-50
-30
-10
10
30
50
V
al
ue
0         200       400       600        800        1000      0         200       400       600        800        1000      
V
al
ue
2
, ,kU ix ws 2, ,k iU ix ws 
Data unit index Data unit index
(a)                                                        (b)  
Figure S.2. The ,kU ix , 0, , 1i m= - , 1000m =  input quadratures of user kU  at a constant 
variance 2 64ws =  (a). The ,kU ix , 0, , 1i m= - , 1000m =  input quadratures of user kU  at 
increased variance 22 2
i iw
w sws s= + D  (b). 
 
The variance adaption of ,kU ix , 0, , 1i m= -  requires only a moderate 2
iw
sD  for all subcarri-
ers to achieve an equalized, significantly lower error rate through the sub-channels. 
 
S.1.3   SNR Differences 
The effects of the 2
iw
sD  variance correction and the resulting ( )( ),ki U iRndj   can be expressed 
in terms of the resulting SNR change. 
The ( ) ( ) ( )2 2 2SNR SNR SNR
i i
ww ws s sD = -  , 0, , 1i m= -  SNR difference for the input quad-
ratures { }, ,,k kU i U ix x  at 2ws  and 22 2i iww sws s= + D  is depicted in Fig. S.3(a). The 
( )( )( )SNR ,ki U iRndjD   SNR differences (see (61)) achieved at a given ( )( ),ki U iRndj  , 
0, , 1i m= -  are illustrated in Fig. S.3(b).  
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Figure S.3. The ( )2SNR
iwsD  , 0, , 1i m= - , 1000m =  parameter for { }, ,,k kU i U ix x  at 2ws  
and 2
iws  (a). The ( )( )( )SNR ,ki U iRndjD   parameter, 0, , 1i m= - , 1000m =  (b).  
 
The ( )2SNR
iwsD   input SNR difference results in an improved ( )( )( )SNR ,ki U iRndjD   parameter 
via ( )( ),ki U iRndj   for all i. 
 
S.1.4   Error Rate Minimization 
The BER values for the initial low-SNR set and for the set of ( )( ),ki U iRndj   are compared in 
Fig 4. The BER of ,kU i  at the initial low-SNR set of ( )( ),i kU iRnd   , 0, , 1i m= -  are illus-
trated in Fig. S.4(a). The BER of the m sub-channels ,kU i , 0, , 1i m= -  at 
( )( ),ki U iRndj  , is depicted in Fig. S.4(b).  
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Figure S.4. The BER for the initial low-SNR set ( )( ),i kU iRnd   , 0, , 1i m= - , 1000m =  
(the minimum of the set is depicted by the green solid line) (a). The BER values for 
( )( ),ki U iRndj  , 0, , 1i m= - , 1000m =  (b).  
 
As follows, as 
kU
x  is determined and applied in the iteration procedure, the resulting BER is 
equally minimized for all ,kU i  sub-channels of user kU . 
 
S.2  Notations 
The notations of the manuscript are summarized in Table S.1. 
 
Table S.1. Summary of notations.  
 
Notation Description 
i Index for the i-th subcarrier Gaussian CV, ii i ix pf = + . 
j 
Index for the j-th Gaussian single-carrier CV, 
ij j jx pj = + . 
l 
Number of Gaussian sub-channels i  for the transmission 
of the Gaussian subcarriers. The overall number of the sub-
channels is n. The remaining n l-  sub-channels do not 
transmit valuable information. 
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,i ix p  
Position and momentum quadratures of the i-th Gaussian 
subcarrier, ii i ix pf = + . 
,i ix p¢ ¢  
Noisy position and momentum quadratures of Bob’s i-th 
noisy subcarrier Gaussian CV, ii i ix pf¢ ¢ ¢= + . 
,j jx p  
Position and momentum quadratures of the j-th Gaussian 
single-carrier ij j jx pj = + . 
,j jx p¢ ¢  
Noisy position and momentum quadratures of Bob’s j-th 
recovered single-carrier Gaussian CV ij j jx pj¢ ¢ ¢= + . 
,A ix , ,A ip  
Alice’s quadratures in the transmission of the i-th subcar-
rier. 
if , if¢  Transmitted and received Gaussian subcarriers.  
( )0,Î zz K  A d-dimensional input CV vector to transmit valuable in-formation. 
T¢z  
A d-dimensional noisy output vector, 
( )( ) ( )† 0 1, ,TT d dF z z -¢ ¢ ¢= + D =z A z  , where 
( )( )( ) ( ) ( )( )
0
1 2 21
, ,0
0,2 .
l
j j i j i jil
z F T z F ws s
-
=¢ = + D Î +å   
 
M 
Measurement operator, homodyne or heterodyne measure-
ment. 
  
Set of private rates, identifies 2r +  rate curves for a given 
sub-channel i , as 
( ) ( ) ( ){ }min max, , , 0 1i iR R q R q r= = -   , 
where ( ) ( ) ( ) ( )min max0 1i iR R R r R< < - <  . 
( )R q  
A target private rate, refers to a target transmission rate of 
private classical information over i . Also identified by 
( )iR  . 
( )1R q -  
A current private rate, refers to a current transmission rate 
of private classical information over i . Also identified by 
( )iR  . 
( )iP   Private classical capacity of a sub-channel i . 
( )AB ic   Holevo information of Alice (transmitter) and Bob 
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(receiver), with respect to sub-channel i . 
( )BE ic   Holevo information of Bob and Eve (eavesdropper), with respect to sub-channel i . 
( )*S   Target secret key rate ( ) ( )
1*
0
l
i ii
S R
-
== å  , where 
( )i iR   is the private rate of sub-channel i . 
A  
Adaption region, ( ) ( )min max,i iR Ré ù= ë û A , contains r 
private rate curves for the iteration. 
( )( )SNR iR   
SNR (signal to noise ratio) of i  at private rate ( )iR  ,  
( )( ) ( )( )110SNR 10 log i ii RR n=  , 
where ( )( ) ( ) ( )( )( ) 22 ii i iRR F T Rn s=   , ( )2 iRs   is 
the noise variance of i  at ( )iR  , while ( )( )( )iF T R   
is the transmittance coefficient of i  at ( )iR  . 
( )( )
i i
Rnd   
Cumulative ( )( )i iRn   of i  at an increased (target) 
private rate ( )iR  , evaluated as 
( )( ) ( )( ) ( ) ( )( ),
i i ii i i i
R R R Rn n nd d= + D

    , 
where ( )iR   is the current private rate, ( )iR   is the 
target private rate for i , ( ) ( ) ( )i i iR R R< <     .  
inD  
Difference of in  at ( )iR   and ( )iR  , 
( ) ( ) 0i iR R> >   , 
( )( ) ( )( )
i i i i i
R Rn n nD = -
  . 
  
Bit error rate of i . At target private rate ( )R q  at a 
current rate ( )1R q - , and ( )( )1
i
R qnd - , is expressed as 
( ) ( )( )1
i
R q
R q
nd -
æ ö÷ç ÷ç ÷è ø . 
( )( )1R qx -  
Identifies that i , 0, , 1i l= -  from the total l, for 
which ( )( )1
i
R qnd -  is minimal at a given ( )R q ,  
( )( ) ( )( )1 min 1
ii
R q R qnx d"- = - , 
where ( ) ( )0 min 0 min
i ii in
x d n
" "
= = . 
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( ) ( )( )1
i
R q
R q
nd -
 
A target private rate ( )R q  over i  at a current 
( )( )1
i
R qnd - . 
( ) ( )( )min 1
i
i R q
R
nd -
æ ö÷ç ÷ç ÷è ø   
Minimal bit error rate, achievable at ( )min iR  , at a given 
( )( )1
i
R qnd - .  
( )⋅  
Function, evaluates SNR quantities from the input ( )in ⋅  
parameters, defined as 
( ) ( ) ( )( ) ( ) ( )( )( )( )
( )( ) ( )( )( ) ( )( )( )
( )( )( ) ( )( )( )
min
min
1
0
, 0 1 ,
SNR SNR 0 SNR
,
SNR 1 SNR
i ii i i
i i i i i
q
i i
k
R R R q R q
R R
R k R k
n nn
n n n
n n
-
=
+ D + + D -
æ öé ù- - ÷ç ë û ÷ç ÷ç ÷æ öç ÷= ÷ç ç ÷÷é ùç ç ÷- + - ÷ ÷ç ç ë û ÷ ÷ç ç ÷ç ÷ç è øè ø
å
  
 
where ( )( )( ) ( )( )( )( )10SNR 10 log 1i iR x R xn n= . 
( )erfc ⋅  Complementary error function, ( ) 22 t
x
erfc x e dtp
¥ -= ò . 
kU   A given user, 0, , 1k K= - . 
kU
  
Logical channel of user , 0, , 1,kU k K= -  where K is the 
number of total users,  
,0 , 1, ,k k k
T
U U U m-é ù= ê úë û   , 
and ,kU i  is the i-th sub-channel of kU , m is the number 
of subcarriers dedicated to kU . 
( )*
kU
S   
Target secret key rate of 
kU
 , 
( ) ( )1* ,
0
k k
m
U U i
i
S R
-
=
= å  , 
where ( ),kU iR   is the private rate of ,kU i . 
( ),kU iR   A current private rate of ,kU i , ( ) ( ), 1kU i iR R q= -  . 
( ),kU iR   
A target private rate of ,kU i , ( ) ( ),kU i iR R q=  where 
( )iR q  refers to the ( )R q  rate of ,kU i , with relation 
( ) ( )1i iR q R q- < , ( ) ( )min ,1 ki U iR R- =  , and  
( ) ( )max ,ki U iR r R=  .  
( )( )
i i
R qnd  Parameter ind of ,kU i  at private rate ( ),kU iR  . 
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kU
x  
Identifies the minimal ( )( ),i kU iRnd    parameter for the 
,kU i
 , 0, , 1i m= -  sub-channels of the set 
kU
 , as 
( )( ),mink i k
Uk
U U ii
Rnx d" Î=   . 
2
iw
sD  
Modulation variance adaption at rate ( ),kU iR  , 
( )( )2 ,i k k
i
U i URw ns
d xD = -  . 
2
ws  
A corrected modulation variance, 22 2
iw
w w ss s= + D , where 
2
ws  is the initial input subcarrier modulation variance, and  
( )( )2 ,i k k
i
U i URw ns
d xD = -  . 
( )( ),ki U iRndj   
The resulting 
ind  parameter for ,kU i  at a target rate 
( ),kU iR  , ( )( ) ( )( ), ,k i k ki U i U i UR Rnd nj d x= -  . 
( )( )( )SNR ,ki U iRndjD   
SNR increment of ,kU i , achieved by 2
iw
sD  at a given 
( ) ( ),kU iR R q= . 
( ),k
Uk
U iR x
æ ö÷ç ÷ç ÷çè ø   
An equally minimized bit error rate for all ,kU i  at an 
arbitrary ( ) ( )( ),,k U ii kU i RR nd   . 
F Fourier transform (FFT). 
kU
j  
A d-dimensional input vector of user kU , 0, , 1k K= - , 
( ),0 , 1, ,k k k TU U U dj j j -=  , where ,kU jj  refers to the j-th 
single-carrier CV, , , ,ik k kU j U j U jx pj = + , and { }, ,,k kU j U jx p  
are Gaussian random quadratures.  
kU
x
  A d-dimensional vector of kU , ( ),0 , 1, ,k k k
T
U U U dx x x -=
  , 
where ,kU jx  is the quadrature component of ,kU jj . 
,kU i
x ¢  
Noisy subcarrier, discrete variable, ( ), ,k kU i U ix M f¢ ¢= , where 
M  is a measurement operator, and ,kU if¢  is the i-th noisy 
Gaussian subcarrier CV of kU . 
,kU i
x  Input subcarrier vector, ( ), ,0 , 1, , .k k k TU i U U mx x -=x    
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,kU i
¢x  Output subcarrier vector, ( ), ,0 , 1, , .k k k TU i U U mx x -¢ ¢ ¢=x    
( )20, zz sÎ   
The variable of a single-carrier Gaussian CV state, 
ij Î  . Zero-mean, circular symmetric complex Gaussian 
random variable, 
0
22 22z z ws s
é ù =ê úë û=  , with i.i.d. zero 
mean, Gaussian random quadrature components 
( )
0
2, 0,x p wsÎ  , where 0
2
ws  is the variance.  
( )20,sDD Î   
The noise variable of the Gaussian channel  , with i.i.d. 
zero-mean, Gaussian random noise components on the posi-
tion and momentum quadratures ( )2, 0,x p sD D Î   , 
222 2s sD é ù =ê úë û= D  . 
( )20, dd sÎ   
The variable of a Gaussian subcarrier CV state, if Î  . 
Zero-mean, circular symmetric Gaussian random variable, 
22 22d d ws sé ù =ê úë û=  , with i.i.d. zero mean, Gaussian ran-
dom quadrature components ( )2, 0,d dx p wsÎ  , where 2ws  
is the (constant) modulation variance of the Gaussian sub-
carrier CV state.  
( ) ( )1 †CVQFTF- ⋅ = ⋅  The inverse CVQFT transformation, applied by the en-
coder, continuous-variable unitary operation. 
( ) ( )CVQFTF ⋅ = ⋅  The CVQFT transformation, applied by the decoder, con-
tinuous-variable unitary operation. 
( ) ( )1 IFFTF- ⋅ = ⋅  Inverse FFT transform, applied by the encoder. 
0
2
ws  Single-carrier modulation variance. 
2 21
illw ws s= å  Multicarrier modulation variance. Average modulation vari-ance of the l Gaussian sub-channels i .  
( )
( )
,
1
,
IFFT
.
i k i
k i i
z
F z d
f
-
=
= =  
The i-th Gaussian subcarrier CV of user kU , where IFFT 
stands for the Inverse Fast Fourier Transform, if Î  , 
( )20,
i
i d
d sÎ  , 22
i
id
ds é ù= ê úë û , i ii d dd x p= + i , 
( )20,
i F
dx wsÎ  , ( )20,i Fdp wsÎ   are i.i.d. zero-mean 
 30
Gaussian random quadrature components, and 2
Fws  is the 
variance of the Fourier transformed Gaussian state. 
( ), CVQFTk i ij f=  
The decoded single-carrier CV of user kU  from the subcar-
rier CV, expressed as ( ) ( )( )1 , , .i k i k iF d F F z z-= =  
  Gaussian quantum channel. 
, 0, , 1i i n= -  Gaussian sub-channels. 
( )T   
Channel transmittance, normalized complex random vari-
able, ( ) ( ) ( )Re ImT T T= + Î   i . The real part 
identifies the position quadrature transmission, the imagi-
nary part identifies the transmittance of the position quad-
rature. 
( )i iT   
Transmittance coefficient of Gaussian sub-channel i , 
( ) ( )( ) ( )( )Re Imi i i i i iT T T= + Î   i , quantifies 
the position and momentum quadrature transmission, with 
(normalized) real and imaginary parts 
( )0 Re 1 2 ,i iT£ £  ( )0 Im 1 2i iT£ £ , where 
( ) ( )Re Imi i i iT T=  .  
EveT  Eve’s transmittance, ( )1EveT T= -  . 
,Eve iT  Eve’s transmittance for the i-th subcarrier CV. 
( )0 1, , Tdz z -= + =z x p i  
A d-dimensional, zero-mean, circular symmetric complex 
random Gaussian vector that models d Gaussian CV input 
states, ( )0, zK , †é ùê úë û=zK zz , where j j jz x p= + i , 
( )0 1, , Tdx x -=x  , ( )0 1, , Tdp p -=p  , ( )
0
20,jx wsÎ  , 
( )
0
20,jp wsÎ   i.i.d. zero-mean Gaussian random variables.
( )1F-=d z  
An l-dimensional, zero-mean, circular symmetric complex 
random Gaussian vector, ( )0, dK , †é ùê úë û=dK dd , 
( )0 1, , Tld d -=d  , i i id x p= + i , ( )2, 0,
F
i ix p wsÎ   are 
i.i.d. zero-mean Gaussian random variables. The i-th com-
ponent is ( )20,
i
i d
d sÎ  , 22
i
id
ds é ù= ê úë û . 
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( )†0,k k kÎ é ùê úë ûy y y   A d-dimensional zero-mean, circular symmetric complex Gaussian random vector. 
,k my  
The m-th element of the k-th user’s vector ky , expressed as 
( )( ) ( ) ( ), .k m i i i ily F T F d F= + Då   
( )( )F T   
Fourier transform of 
( ) ( ) ( )0 0 1 1, T ll lT T- -é ù= Îë ûT     , the complex 
transmittance vector. 
( )F D  Complex vector, expressed as ( )
( ) ( ) ( )
2 ,
TF FF
F e
- D DD
D =
K
 with 
covariance matrix ( ) ( ) ( )†F F FD = D Dé ùê úë ûK  . 
jé ùë ûy  AMQD block, ( )( ) ( ) ( )j F F j F jé ù é ù é ù= + Dë û ë û ë ûy T d . 
( ) 2F jt é ù= ë ûd  
An exponentially distributed variable, with density 
( ) ( ) 2221 2 ,nf e wt swt s -= 22n wt sé ù £ë û . 
,Eve iT  
Eve’s transmittance on the Gaussian sub-channel i , 
, , ,Re ImEve i Eve i Eve iT T T= + Î i , ,0 Re 1 2Eve iT£ £ , 
,0 Im 1 2Eve iT£ £ , 
2
,0 1Eve iT£ < . 
id  A id  subcarrier in an AMQD block.  
minn  
The { }0 1min , , ln n -  minimum of the in  sub-channel co-
efficients, where ( )( ) 22i i iF Tn s=    and i Even n< . 
2
ws  
Constant modulation variance, ( ) ( )2 minEve p xws n n d= -  , 
1
Eve ln = , ( ) 2
22 1 1* *1
0 0
ik
n
n n
ki kn
F T T e
pl -- -= == = å å i  and 
*T  is the expected transmittance of the Gaussian sub-
channels under an optimal Gaussian collective attack. 
 
 
S.3  Abbreviations 
 
AMQD   Adaptive Multicarrier Quadrature Division 
AWGN  Additive White Gaussian Noise 
CV    Continuous-Variable 
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CVQFT  Continuous-Variable Quantum Fourier Transform 
CVQKD   Continuous-Variable Quantum Key Distribution 
DV   Discrete Variable 
FFT   Fast Fourier Transform 
ICVQFT  Inverse CVQFT 
IFFT   Inverse Fast Fourier Transform 
MQA    Multiuser Quadrature Allocation 
QFT   Quantum Fourier Transform 
QKD   Quantum Key Distribution 
SNR   Signal to Noise Ratio 
 
  
 
 
