Predicting viral emergence is difficult due to the stochastic nature of the underlying 12 processes and the many factors that govern pathogen evolution. Environmental factors 13 affecting the host, the pathogen and the interaction between both are key in emergence. 14 In particular, infectious disease dynamics are affected by spatiotemporal heterogeneity in 15 their environments. A broad knowledge of these factors will allow better estimating 16
Introduction

33
Since the term "emerging infectious disease" was coined in the mid-1900s, its definition 34 has evolved (Rosenthal et al. 2015) . Woolhouse and Dye (2001) enunciated the most 35 comprehensive definition of an emerging infectious disease as one "whose incidence is 36 increasing following its first introduction into a new host population or whose incidence 37 is increasing in an existing host population as a result of long-term changes in its 38 underlying epidemiology". Engering et al. (2013) rephrased this definition and suggested 39 that emergence events can be classified into three groups: (i) viruses showing up in a 40 novel host, (ii) mutant viral strains displaying novel traits in the same host, and (iii) 41 already known viral diseases spreading out in a new geographic area. Following these 42 definitions, viral emergence is usually associated to cross-species transmission but it can 43 actually occur with or without species jump (Di Giallonardo and Holmes 2015) . 44
The emergence and re-emergence of viruses cause serious threatening to public 45 health (Morens and Fauci 2013) and are responsible for large yield losses in crops that 46 compromise food security (Vurro et al. 2010) . Gaining knowledge on the principles that 47 govern viral emergence would allow to predict when and where such events are more 48 likely to happen. Achieving an accurate prediction of the emergence of viral diseases is 49
The role of host population heterogeneity has also received quite a lot of attention 83 from theoreticians (e.g., Comins et al. 1992 ; Gandon et al. 1996; Boots and Sasaki 1999, 84 2002; Gandon and Michalakis 2002; Tellier and Brown 2011) , resulting in a number of 85 interesting predictions that in many instances have not been properly tested 86 experimentally. One of the most tantalizing predictions is that in the absence of host 87 heterogeneity, parasites must evolve toward a host exploitation strategy that maximizes 88 transmission with low virulence (Haraguchi and (2018) showed that evolutionary emergence is more likely to occur when the host 95 population contains intermediate levels of resistant hosts, confirming this prediction using 96 different phages and bacterial hosts with different alterations in the CRISPR/Cas immune 97 systems that conferred the cells with different levels of resistance. 98
In this study we use experimental evolution to explore the effect of host population 99 structure for genes involved in susceptibility to infection in the evolution of 100 infectiousness and virulence of a plant virus; in particular, we want to explore the extent 101 to which host heterogeneity determines the rate of evolution of these two fitness-related 102 traits. According to the above theoretical predictions and experimental observations in 103 other pathosystems, we expect the virus infectiousness and virulence to evolve to lower 104 levels in genetically homogeneous host populations, but at a faster rate, than in maximally 105 genetically diverse host populations. The pathosystem we have studied is composed of treatment, each TuMV lineage in the metapopulation only experienced a particular host 156 genotype along their evolution. In this treatment, we expect evolution to be dominated 157 by rapid local adaptation. 158
The second treatment consists of a host population without subpopulation structure 159 composed of 10 plants from each of the six ecotypes. TuMV was thus evolved in a host 160 population with maximal genetic heterogeneity. In this case, the passages were made 161 harvesting all the symptomatic plants of all the ecotypes, pooling the tissues, preparing 162 sap and transmitting it again to 10 plants from each of the ecotypes (Fig. 2 ). In this 163 treatment, the TuMV evolving population has an equal opportunity of infecting each plant 164 ecotype at each passage. More susceptible ecotypes will contribute more to the next viral 165 generation because more plants are infected and support more generations of replication, 166 while more restrictive ones will contribute in a minor amount to the viral population. In 167 this treatment, we expect a slower adaptation due to fluctuating selection and the 168 evolution of generalist viruses. 169
This evolution experiment was replicated in two fully independent blocks, hereafter, 170 referred as P and R, respectively. Each block was initiated with a different viral stock 171 (as described in section 2.2), different light sources (P with fluorescent tubes at PAR 100 AUDPS (Simko and Piepho 2012) was evaluated as a proxy to virulence. AUDPS 182 represents the speed at which symptoms appear in a population of inoculated plants, and 183 in our case, it is bounded between zero (no plant shows symptoms 14 dpi) and 10 (all 184 plants show symptoms at 1 dpi). In the case of the heterogenous host population 185 treatment, I and AUDPS were evaluated in each of the ecotypes. I data were probit-186 transformed as ! = probit($) = √2erf () (2$ − 1) hence the new variable f is now 187
Gaussian distributed with mean zero and variance 1. For visualizing infectiousness data 188 in a meaningful scale, I will be presented in figures while the f transformed data will be 189 used in the statistical analyses described in the section 2.5 below. where Xijkl = (AUDPSijkl, fijkl) T is the vector of phenotypic traits observed at time i, 208 experimental block j, population structure k and ecotype l, µ represents the vector of 209 phenotypic grand mean values and e ijkl stands for the vector of errors. In addition, 210 univariate ANCOVA analyses were performed for AUDPS and f using the same model 211
equation. 212
The magnitude of effects was evaluated using the : ; < statistic (proportion of total 213 variability in the traits attributable to each factor in the model). Conventionally, values 214 : ; < < 0.05 are considered as small, 0.05 £ : ; < < 0.15 as medium and : ; < ³ 0.15 as large 215
effects. 216
Unless otherwise mentioned, all statistical analyses described in this work were 217 performed using SPSS version 25 software (IBM, Armonk, NY). p < 0.001) and hence multivariate methods were used to analyze the data while increasing 263 the power of the tests. Both datasets were fitted to the MANCOVA model equation 264 described in section 2.5. In all cases, an overall trend to increase virulence and infectivity 265 along time can be observed in the time-series data ( Fig. 3 and Fig. 4 ). This trend is 266 statistically supported by a significant net effect of the passage (covariable t) on both 267 phenotypic traits (Table 1 ; p < 0.001). 268
Results
Next, given the differences in starting inocula, light conditions and experimenter 269 responsible for performing each experimental block, we expect a priori to find significant 270 block effects, either net or in combination with other factors in the model. Table 1 shows 271 that experimental block has a net (B) effect on the phenotypic vector (p < 0.001). This 272 effect changes along evolution passages (B ´ t) (p < 0.001) and depends on the particular 273 ecotype (B ´ E) (p = 0.006). The observed net block effect is of large magnitude (: ; < = 274 0.647), while the effect of its interaction with passage number (: ; < = 0.089) and ecotype 275 (: ; < = 0.046) can be considered of small-medium size. 276
Most interestingly, the population structure in which the TuMV lineages had evolved 277 has a highly significant net (D) effect on the phenotypic vector (Table 1 ; p < 0.001), 278 though it is of small-medium size in the multivariate analysis (: ; < = 0.057), and of similar : ; < = 0.042 and : ; < = 0.051, respectively). Taking a look to Fig. 3 and Fig. 4 , this effect 281 comes from a pattern (consistent across both experiments) that AUDPS and I values are 282 usually larger for the lineages evolving in the homogeneous population during the early 283 passages of evolution than for those evolved in the heterogeneous populations (solid 284
symbols are above open ones). Indeed, on average AUDPS was 7.42% larger for TuMV 285 lineages evolved in heterogeneous than in homogeneous populations. Likewise, f was 286 12.25% higher for TuMV lineages evolved in the heterogeneous plant population than in 287 the genetically homogeneous ones. Furthermore, the effect of population structure 288 changed along passages (D ´ t) (Table 1 ; p = 0.023), though this effect is of small size in 289 the multivariate analysis (: ; < = 0.023) and also in the univariate ones (Supplementary 290 Table 1; : ; < = 0.016 and : ; < = 0.028, respectively). 291
The host ecotype in which lineages evolved has a highly significant effect on the 292 magnitude of the phenotypic vector (Table 1 ; p < 0.001), the size of this effect being large 293 (: ; < = 0.155). Indeed, the univariate analyses show that the effect is much larger for 294
AUDPS than for f ( Supplementary Table 1 ; : ; < = 0.233 and : ; < = 0.085, respectively). The 295
TuMV evolved in Ga-0 was the most virulent (AUDPS = 9.492), followed by viruses 296 evolved in Ta-0 and Gy-0, while the less virulent infection corresponds to a homogenous 297 group formed by TuMV lineages evolved in Col-0, Wt-1 and Oy-0 (AUDPS in the range 298 5.938 -6.525) (sequential Bonferroni's post hoc test, p £ 0.017). This ranking of 299 ecotypes according to virulence slightly differs from the ranking observed for the 300 ancestral TuMV isolate ( Fig. 1) . Likewise, the virus evolved in Ga-0 was also the most 301 infectious (f = 1.264), followed by lineages evolved in Col-0 and Ta-0. The less infectious 302 viruses were those evolved in Wt-1, Oy-0 and Gy-0 (f in the range 0.905 -0.972). diversity for genes involved in susceptibility to infection selects for more virulent and 305 infectious viruses. For both phenotypic traits studied, this effect depends on the presence 306 of particular ecotypes. 307 308
Rates of phenotypic evolution 309
In the previous section we found that a net effect of passage on the virulence-related traits. 310
More interestingly, this effect depended on the population structure (D) and was 311 consistent across both experimental blocks (non-significant B ´ D ´ t effect; Table 1) , 312 which allow us to treat the estimates of rates of evolution from each block as replicates 313 in a GLM analysis. Next, we sought to get a better understanding of the effect of 314 population structure for susceptibility to infection on the rates of phenotypic evolution. 315
To do so, we have estimated evolution rates as described in section 2.6. Summary 316 statistics for the ARIMA(1,0,0) model fitting are shown in Supplementary Table 2 . Fig.  317 5 compares the estimated rates of evolution for AUDPS and I for both population 318 structures analyzed. Rates of evolution were fitted to the GLM described in section 2.6. 319
The results from these analyses are shown in Table 2 . Firstly, lets focus in the rate of 320 AUDPS evolution. In all cases except for the lineages evolved in Wt-1, the rate of 321 evolution for lineages evolved in the homogeneous host populations is larger than for the 322 corresponding lineages evolved in the heterogeneous host population (Fig. 5A ). This 323 trend is statistically significant ( Table 2 ; p = 0.015) and the size of effect must be 324 considered as large (: ; < = 0.219). 325
Secondly, a similar result has been observed for the rates of I evolution ( Fig. 5B) : 326 rates of infectiousness evolution are faster in the homogeneous populations than in the heterogeneous ones. Again, differences among population structures are significant 328 (Table 2 ; p = 0.026) and of large effect (: ; < = 0.187). 329
For both traits, no significant differences in rates of evolution exist between ecotypes 330 (E) nor for the interaction between ecotypes and population structure (D ´ E) (Table 2) , 331
with the power of the tests being too low (1 -b £ 0.259) as to fully discard we are not 332 accepting a false null hypothesis of no effects. Low statistical power must clearly be due 333 to the small sample size used (only two experimental blocks). 334
As a conclusion for this second section, evolution of virulence and infectiousness 335 took place at a faster pace in genetically homogeneous host populations than in 336 heterogeneous populations. 337 338
Comparison of infection matrices 339
Finally, we evaluated the degree of specificity of adaptation to the six ecotypes for all the 340 To further test this hypothesis, we evaluated the nestedness and modularity of the 360 two matrices. The infection matrix estimated for the homogeneous host populations 361 shows a significant nestedness ( Fig. 6, left ; p = 0.035). This suggests that virus evolution 362 in a single host genotype selects for a gene-for-gene interaction mechanism. This model 363 of host-virus interaction is fully compatible with the above hypothesis. However, the 364 matrix estimated for the heterogenous population did not show significant nestedness 365 ( Fig. 6, right ; p = 0.149), suggesting that gene-for-gene interactions have not being 366 selected under this ecological situation. Indeed, odds ratios indicate that the left matrix 367 in Fig. 6 is 3.16% more nested that the right one. 368
Both matrices show significant modularity (p = 0.022 for the homogeneous and p = 369 0.012 for the heterogeneous host populations), though the modularity in the 370 heterogeneous host population matrix is slightly larger (odds ratio: 0.24%). A module is 371 a group of viruses and hosts for which the viruses in the set are more likely to be virulent 372 in these hosts that to any other host outside the group, and that hosts in the group are more 373 likely to be infected with similar virulence by viruses from within the group. Such 374 modules suggest common selective constraints imposed by the hosts and similar 375 evolutionary solutions found by the viruses.
Finally, we sought to quantify the degree of specialization in the host ecotype -viral 377 lineage, or partner diversity. To this end, we applied Blüthgen et al.
For 378 the infection matrix estimated for viruses evolved in the homogeneous host populations 379 ( Fig. 6 left) , d' = 0.00207, while the for the matrix estimated for viruses evolved in the 380 heterogeneous host population (Fig. 6 right) , d' = 0.00061. Therefore, 3.39 times greater 381 specialization evolved when the virus was facing a single host genotype during the 382 evolution experiment. At the other hand, polyphenism means that pathogens facultatively express alternative 415 virulence strategies depending on the host phenotypes. In case of viruses with compacted 416 genomes and multifunctional proteins, polymorphisms seem a more plausible 417 explanation, though we cannot rule out polyphenism. In this sense, highly polymorphic 418 viral populations would behave as generalists owed to the diversity of specialists they 419 contain. 420 421
Host population structure, selection of recognition mechanisms and evolution of 422 virulence 423
We have also characterized the evolution of two-virulence related traits, AUDPS and populations, as a more efficient exploitation strategy that maximizes transmission. By 428 contrast, host heterogeneity is postulated to select for increased virulence (Ganusov et al. 429 2002) . Indeed, in the absence of trade-offs between the virulence in the different host 430 ecotypes, it is expected that virulence increases without bounds (Regoes et al. 2000) . Our 431 results also provide support to this hypothesis. TuMV lineages evolved in homogenous 432 host populations are, on average, less virulent on their local hosts than those lineages 433 evolved in the maximally heterogeneous host population. However, a note of caution 434 must be added here: the aforementioned models assume a trade-off between virulence 435 and transmission rates because more virulent viruses will reduce their host's lifespan or 436 production of viable progeny. In our experiments, this trade-off has been broken since 437 transmission rate is controlled by us and, therefore, virulence can increase without paying 438 a cost. Therefore, our results are consistent with the expectation that mild infections are 439 selected in genetically homogenous host populations, though the precise mechanism does 440 not rely in the transmission-virulence trade-off and needs to be explored in future work. is not always achieved against all parasite genotypes but results from the specific 445 interaction between the genotypes of the host and the pathogen in agreement with the so-446 called gene-for-gene relationship. This mechanism proposes that for each locus 447 determining resistance in the plant host, there is a corresponding locus for virulence in 448 the virus. This model predicts that infection matrices must show significant nestedness: 449 the most susceptible host carrying few resistance genes will be successfully infected by 450 every virus, while the host genotypes carrying large number of resistance loci will be test whether the gene-for-gene relationship has evolved in our experiment, we evaluated 453 the structure of the infection matrices. In agreement with the gene-for-gene model, we 454 found that the infection matrix for the TuMV lineages evolved in homogeneous hosts was 455 significantly nested, with viruses evolved in the most restrictive host Gy-0 being also the 456 most generalist ones able of infecting all alternative ecotypes equally well. By contrast, 457 viruses evolved in the most permissive host Oy-0 were the most specialized ones, 458 infecting alternative hosts with less efficiency. Interestingly, the lineages evolved in the 459 heterogeneous host population did not generate a nested matrix, suggesting that 460 fluctuating selection avoided the fixation of beneficial alleles in all required virulence 461 loci. It is also noteworthy mentioning that, regardless whether or not nested, both 462 infection matrices were significantly modular, suggesting that the mechanism underlying 463 TuMV-A. thaliana interaction is far more complex than expected under a simple gene-464 for-gene model. Two possible mechanisms will contribute to create modularity: firstly, 465 plant ecotypes sharing alleles in given sets of defense-response genes will likely impose 466 similar selective constraints to the virus. Secondly, negative pleiotropic effect of 467 mutations in small and compacted RNA genomes limits the number of alternative 468 evolutionary pathways. 469 470
Are our findings in agreement with those from other previous evolution 471
experiments? 472
We would like to compare our findings with those from studies with small RNA and large 473 There is a number of field studies performed with plant viruses whose results are fully 502 compatible with those from our experimental approach. We are just mentioning a few. 503 Malpica et al. (2006) analyzed the prevalence of five plant viruses on 21 wild plant 504 species and found that specialization was the most successful viral strategy, with highly 505 selective viruses (specialist) being the most prevalent ones. In a recent follow up study, 506
McLeish et al. (2017) have applied ecological networks theory to explore the association 507 between plant host diversity and virus spatial distributions. Two important observations 508 were made: (i) an association between host abundance and viral prevalence and (ii) most 509 prevalent viruses behave as facultative generalists, meaning that they have the widest host 510 range breadth but can narrow it to the most permissive host without paying a fitness cost. 
Concluding remarks 521
Ecological factors, such as the spatial distribution of host genotypes, is fundamental to 522 understand the evolutionary and epidemiological dynamics of infectious diseases. The 523 role of spatial host structure has attracted quite a lot of attention from theoreticians that 524 made a number of interesting testable predictions. Unfortunately, many of these still 525 remain untested. Here we have tried to provide experimental evidences for a plant-virus local adaptation and low virulence of the virus, whereas the presence of host genetic 528 heterogeneity for susceptibility to infection will slow down the rate of viral evolution and 529 favor more virulent viruses. Supporting these predictions, we found faster TuMV 530 adaptation to homogeneous than to heterogeneous A. thaliana experimental populations. 531
However, viruses evolved in heterogeneous host populations were more pathogenic and 532 infectious than viruses evolved in the homogeneous population. Furthermore, the viruses 533 evolved in homogeneous populations showed stronger signatures of local specialization 534 than viruses evolved in heterogeneous populations. These results illustrate how the 535 genetic diversity of hosts in an experimental ecosystem favors the evolution of virulence 536 of a pathogen and may help agronomists to handle crops in ways that will minimize the 537 rise and spread of virulent viral strains. Table 1 . MANCOVA analysis of the AUDPS and f data ( Fig. 3 and Fig. 4 ). See section 2.5 for a description of the model equation and parameters. 1 -b is the power of the corresponding test.
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