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ABSTRACT
We present a new general procedure for determining a given set of quantities. To
this end, we define certain statistic, that we call ’modified χ2’ (χ2
M
), because of its
similarity with the standard χ2. The terms of this χ2
M
are made up of the fluctuations
of an unbiased estimator of some statistical quantities, and certain weights. Only the
diagonal terms of the covariance matrix explicitly appear in our statistic, while the
full covariance matrix (and not its inverse) is implicitly included in the calculation
of the weights. Choosing these weights we may obtain, through minimising the χ2
M
,
the estimator that provides the minimum RMS, either for those quantities or for the
parameters on which these quantities depend. In this paper, we describe our method
in the context of Cosmic Microwave Background experiments, in order to obtain either
the statistical properties of the maps, or the cosmological parameters. The test here
is constructed out of some estimator of the two-point correlation function at different
angles. For the problem of one parameter estimation, we show that our method has
the same power as the maximum likelihood method. We have also applied this method
to Monte Carlo simulations of the COBE-DMR data, as well as to the actual 4-year
data, obtaining consistent results with previous analyses. We also provide a very good
analytical approximation to the distribution function of our statistic, which could also
be useful in other contexts.
Key words: methods: statistical – cosmology: cosmic microwave background – cos-
mology: cosmological parameters
1 INTRODUCTION
The study of the Cosmic Microwave Background (CMB)
anisotropies is providing strong constraints on theories of
structure formation. These theories are statistical in essence,
so the extraction of the information must be done in a statis-
tical way. In particular, the standard method for analysing
a CMB experiment is the maximum likelihood estimator
(ML). The procedure is straightforward: maximise the prob-
ability of the parameters of the model given the data,
P(parameters|data), over the allowed parameter space. Usu-
ally, we take the prior probability for the parameters to be
constant, so this is equivalent to maximising the likelihood,
P(data|parameters), via the Bayes’ theorem.
The ML method has been widely applied in CMB
analyses, for power spectrum or parameters estimation,
(Davies et al. 1987; Go´rski 1994; Hinshaw et al. 1996a).
When computing the likelihood in these problems, we have
to deal with the inversion of the covariance matrix of
the data, which usually involves O(N3) operations, being
⋆ Present address: Max-Planck-Institut fu¨r Astrophysik, Karl-
Schwarzschild Str. 1, D-85748 Garching, Germany.
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N the number of pixels of the map. The increasing size
of the datasets makes this method computationally cost-
full for new experiments, so other methods have been in-
vestigated in the last few years to confront the problem.
There have been several proposals on this matter. Pioneer-
ing work on the problem of power spectrum estimation
(Hauser & Peebles 1973; Peebles 1973), based on an eval-
uation of the aℓm’s coefficients of the multipole expansion
of the observed map in the spherical harmonics basis, have
been applied to COBE data (Wright et al. 1996). Quadratic
estimators have been proposed by several authors (Tegmark
1997; Bond, Jaffe, & Knox 1998) as statistics that give the
same parameters that maximise the likelihood, but requiring
less computational work.
Nevertheless, alternative statistical methods are re-
quired in the field to extract the cosmological information
from future CMB experiments (as PLANCK) where the
number of data points will be very large (see, e.g. Borrill
(1999) for an estimation of the scaling of the computing
time with the dataset size).
Here, we propose a new statistical method to analyse
a CMB map. In order to illustrate it, we will use the two-
point correlation function (CF). We first replace the likeli-
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hood of the full map by the likelihood of the fluctuations
of an estimator of the CF. Then, we derive the cosmological
parameters from it in an efficient manner. If we assume gaus-
sianity for the primordial CMB fluctuations, the CF com-
pletely characterises the statistical properties of the field. In
this line, it has been suggested (Bashinsky & Bertschinger
2001) that it can be used to obtain the power spectrum or for
parameter estimation, because it encodes all the relevant in-
formation for that purpose. This approach of considering the
CF in CMB analyses has been recently used by other authors
(Szapudi et al. 2001a; Kashlinsky et al. 2001; Szapudi et al.
2001b) to estimate the power spectrum. They obtain the
CF using different estimators, and integrate it, projecting
over the Legendre polynomials, to obtain the Cℓ’s. The ad-
vantage of this estimator is that it only needs at the most
O(N2) operations to be computed, and not O(N3), as is
required for the likelihood.
We construct a modified version of the standard χ2 test,
using the CF evaluated at a certain set of points. The esti-
mate of the parameters of the model is given by the mini-
mum of this statistic, as in the standard analysis. We give
a very good approximation to the distribution function of
this modified χ2, so the confidence limits can be obtained
without using simulations, by integration below that curve,
as for the ML. We show that, in several problems, choosing
a large enough set of points to evaluate the CF, our method
has the same power as the maximum likelihood, while being
two different methods.
2 THE MODIFIED χ2-TEST
In this section we will introduce the test, using for this pur-
pose the two-point CF. Nevertheless, all the procedure de-
scribed below can be applied to any other estimator.
For a certain map of the CMB anisotropies, X =
{x1, ..., xN} with N pixels, and errors σ = {σ1, ..., σN}, we
can estimate the CF, C(θ), in a set of n angular distances,
{θk}nk=1. In this work we have used the following estimator,
E[C(θk)] =
∑
i,j∈{k}
xixj∑
i,j∈{k}
1
(1)
where {k} stands for the set of all pixel pair (i, j) such that
their angular distance is θk, but our proposal and techniques
can be applied to other estimators for the CF (see, for ex-
ample, Kashlinsky et al. (2001), or Szapudi et al. (2001b)).
Hereafter, we will write the estimate of a certain parameter
as E[...]. If we have a map with zero mean and no noise, eq.
(1) is a unbiased estimator of the theoretical two-point CF,
which for a experiment with a symmetric beam is given by
C(θk) =
1
4π
+∞∑
ℓ=2
(2ℓ+ 1)CℓWℓPℓ(cos θk) (2)
whereWℓ stands for the window function of the experiment.
We have explicitly removed the dipole contribution in the
previous equation, because these coefficients are dominated
by the kinematic dipole in a real map. If the CMB signal is
gaussian, the power spectrum (or its Fourier transform, the
CF), encodes all the information about the model. So, under
this assumption, we can parameterise a model through the
Cℓ’s themselves, or through the cosmological parameters,
by writing Cℓ = Cℓ(n,Ω,Ωb,ΩΛ,H0, ...). In general, we will
write C(θk|Mˆ), being Mˆ the parameters of the model.
As an example of the general procedure that we propose
in this paper, we consider in detail the estimator derived
from the following statistic:
χ2M (Mˆ) =
n∑
k=1
Pk
(E[C(θk)]− C(θk|Mˆ)− CN(θk))2
σ2(C(θk))
(3)
where Pk’s are certain weights to be defined below, and
σ2(C(θk)) stands for the variance of the estimator E[C(θk)].
CN(θk) represents the discrete CF of the noise. If we have
an experiment with uncorrelated noise, this function takes
the form
CN(θk) =
{ ∑
i
σ2
i
N
, θk = 0
0, θk 6= 0
(4)
This method is a modification of the standard form of
a χ2-test, for the case when the error of each of the es-
timates entering (3) are independent and gaussianly dis-
tributed (hereafter, we mean by standard χ2-test the case
when Pk = 1, ∀k, and all the terms of the sum in (3) are
independent). In the present case, the E[C(θi)] quantities
follow very closely a gaussian, but are correlated. For this
reason, we have introduced some weights (Pk), that will be
determined by minimising the dispersion of the estimator
derived from equation (3), as we will see in the next section.
Those quantities will account for the different degree of cor-
relation between terms, and in a general problem, they will
be a function Pk = Pk(C
′), where C′ij stands for the correla-
tion matrix between the errors of the estimates of C(θi|Mˆ)
and C(θj |Mˆ), i.e.
C′ij = C
′
ij(Mˆ) =<
(
E[C(θi)]−C(θi|Mˆ)− CN (θi)
)
×
×
(
E[C(θj)]− C(θj |Mˆ)− CN(θj)
)
> (5)
so the variance σ2(C(θk)) is related to the C
′-matrix by
σ2(C(θi)) = C
′
ii (6)
The brackets < ... > represent an average over an ensemble
of Universes, i.e., an average over realizations for one fixed
CMB model.
In principle, our construction seems to miss information
about the correlations when compared to the usual χ2 pro-
cedure to analyse correlated datasets, because in equation
(3) only the diagonal terms of the covariance matrix (C′)
are explicitly shown. Nevertheless, as we will see in the next
section, the Pk weights depend on the full covariance matrix
and not on its inverse, so all the correlations implicitly enter
in that expression.
We will not make a detailed comparison between the
usual χ2 method with uses the full covariance matrix C’
(we will refer to this method as the “usual χ2”) and our
χ2M . However, we will illustrate this with an example (see
section 6.1). In addition, in Appendix A we present a brief
comparison of some characteristics of both methods (χ2M
and the usual χ2) for the case of linear problems. It is an
interesting result that, for gaussian linear problems, if we
are estimating only one parameter, the estimates from both
c© 2003 RAS, MNRAS 000, 1–??
A Modified χ2-Test for CMB Analyses 3
methods are exactly equal, while being different statistics
(i.e. they will give different probability contours). Hereafter,
we will concentrate in our method, and its application to
CMB problems.
It is worth to notice that our χ2M statistic is a different
approach to the ML, in the sense that it provides different
estimates and probability contours. However, in the case of
CMB analyses, we will see below that it has a similar power
to the ML, but avoiding the problem of the inversion of the
covariance matrix. There is however a minor sense in which
our test may formally be considered as an approximation to
the ML. It is well-known that the ML is an asymptotically
efficient estimator for our problem. Thus, in the limit of in-
finite size of the sample (or for those problems where an effi-
cient estimator exists, as in linear gaussian problems), then
the ML is the only one statistic which renders the minimum
variance, and thus any other estimator may be regarded as
approximate.
2.1 Estimate of the method
Once we have constructed the χ2M test, the estimate for
this method is given by the set of values for the param-
eters that minimise eq. (3), i.e. the solution to the set of
equations ∂χ2M (Mˆ)/∂Mˆ = 0. For a given problem, we pro-
ceed as follows. If we want to estimate a set of p parame-
ters, Mˆ = {ξ1, ..., ξp}, we first compute the C′ matrix by
assuming an initial value for those parameters, Mˆ0. Using
this matrix, we obtain our estimate by solving the following
system of equations,
∂χ2M
∂ξi
= 0, i = 1, ..., p (7)
When computing these derivatives with respect to Mˆ , we
neglect the dependence of C′ on the parameters, which is
equivalent to assuming that σ2(C(θk)) and Pk are constants
in the derivation. This process is iterated until convergence.
The reason to keep the C′ matrix fixed in the derivation is
that we want to have an unbiased estimator of the parame-
ters.
The evaluation of the C′ matrix can be done by Monte
Carlo simulations, but we also propose an analytical ap-
proach. It is possible to evaluate equation (5) using the quan-
tities < xixjxkxl >, for a multivariate-gaussian field, as is
the case for the CMB (see Appendix B).
In the particular case of power spectrum estimation, the
set of parameters we have to determine are the Cℓ’s them-
selves, or the band powers in a certain number of multipole
bands centred at multipoles {ℓ1, ..., ℓp} (i.e., Mˆ = {Cℓ}ℓ=ℓpℓ=ℓ1 ).
As the theoretical CF (2) is linear in the Cℓ’s, we have that
eq. (7) is a linear system of p equations, and the solution
can easily be found.
As an example, we present here the equations for the de-
termination of the total power measured by a certain experi-
ment. In this case, we only have one parameter, Mˆ = {σ2sky},
defined as
σ2sky = C(θ = 0
o) = (∆T/T )2RMS =
∑
ℓ
2ℓ + 1
4π
CℓWℓ (8)
which is essentially a normalisation of the spectrum. From
here, we define the function f(θ) ≡ C(θ)/σ2sky , which is inde-
pendent of σ2sky. We can now obtain the analytic expression
for the estimate of σ2sky by minimising eq. (3) with respect
to σ2sky, which in this case takes the form
χ2M (σ
2
sky) =
n∑
k=1
Pk
(E[C(θk)]− σ2skyf(θk))2
σ2(C(θk))
(9)
For simplicity, we will not write the term of the noise CF,
but it can be easily included inside the true CF. Inserting
the previous expression in equation (7), we obtain, for fixed
Pk, an equation for σ
2
sky . It must be noted that due to the
dependence of σ2(C(θk)) on σ
2
sky, this equation is not ex-
actly linear. We could solve it iteratively, starting with cer-
tain fixed value for σ2(C(θk)). However, for all the values
of these quantities within the current limits, a first iteration
is enough, as we will see, so that the equation determining
σ2sky is effectively linear, and therefore its solution is given
by
E[σ2sky] =
(∑
i
Pif
2
i
σ2(C(θi))
)−1∑
i
Pifi
E[C(θi)]
σ2(C(θi))
(10)
The RMS of this estimator is given by
RMS(E[σ2sky]) =
(∑
i
Pif
2
i
σ2(C(θi))
)−1
×
×
[∑
i
P 2i f
2
i
σ2(C(θi))
+
∑
i6=j
fifjPiPjC
′
ij
σ2(C(θi))σ2(C(θj))
]1/2
(11)
where we have defined fi = f(θi). The expression within
large parentheses in this equation is the RMS of the second
sum in equation (10). The first sum within the parentheses
correspond to the quadratic addition of the contributions
of each term in (10), which is present even when the ran-
dom variables E[C(θi)] are independently distributed. The
second sum is due to the correlations between any pair of
these variables. It should be noted that equation (11) has
been obtained assuming that the quantities E[C(θi)] follow
a multivariate gaussian distribution. This is a good approx-
imation if there are enough pixel pairs entering in the sum
in (1) (see, for example, Hinshaw et al. (1996b), for the CF
of the COBE data). Similar calculations for the standard χ2
and the likelihood function can be found in Betancort-Rijo
(1993) (hereafter, B93). The matricial expression of the es-
timate and the RMS for a general linear problem are shown
in Appendix A.
3 THE PK QUANTITIES FOR A GIVEN
PROBLEM
The Pk’s weights in equation (3) are introduced in order to
take into account the different degree of correlation of the
terms of the sum. Their expression can be obtained once we
define exactly what we are interested in. For example, one
common criteria for one parameter estimation is to use the
estimator which has the minimum RMS. We will consider
this criteria here.
For the problem of one parameter estimation described
in the previous section, once we have the analytic expression
for the RMS, and an initial guess for the C′ matrix, we
c© 2003 RAS, MNRAS 000, 1–??
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can obtain the optimum set of Pk’s using the “minimum
RMS criteria”. We minimise eq. (11) with respect to the
Pk’s quantities. We obtain that the Pk’s quantities are given
by the solution to the implicit set of equations
Pkfk
∑
i
Pif
2
i
σ2(C(θi))
+
1
2
(∑
i6=k
fiPiC
′
ik
σ2(C(θi))
)(∑
j
Pjf
2
j
σ2(C(θj))
)
−
−fk
∑
i
f2i P
2
i
σ2(C(θi))
−fk
∑
i6=j
fifjPiPjC
′
ij
σ2(C(θi))σ2(C(θi))
= 0, k = 1, ..., n(12)
which can be solved numerically, using a Newton-Raphson
scheme for nonlinear systems of equations. It should be
noted that in the case when C′ij = 0, i 6= j, equation (12)
has the trivial solution Pk = 1, as we expected for the stan-
dard case without correlations. The estimates obtained with
these Pk give us a better guess for C
′, that could be used in
equation (12) to obtain more appropriate values of the Pk.
However, in practice, we have checked that for all the cases
that we consider in this paper, this iteration is not necessary,
since over the a priori uncertainty region of the parameter,
the variation of the Pk is negligible.
The previous expression, derived for the problem of to-
tal power estimation, can also be applied to any problem of
one parameter estimation, as follows. Let M be the param-
eter we are interested in. If we expand the CF in a Taylor
series around an initial guess, M = M0, we obtain, up to
first order,
∆C(θk|M) = C(θk|M)− C(θk|M0) =
=
∂C(θk|M)
∂M
∣∣∣∣∣
M0
∆M +O(∆M2), k = 1, ..., n (13)
with ∆M = M −M0, so we can use equation (12), with
fk =
∂C(θk|M)
∂M
∣∣∣∣∣
M0
, k = 1, ...n (14)
If we use an initial guess close to the real value, this
linear approximation will give good results. The fk’s can be
obtained numerically for each problem.
When we deal with a problem of several parameters es-
timation, it is not well defined what has to be minimised. A
reasonable criteria for these problems, if we want to estimate
the set Mˆ = {M1, ...,Mp}, is to minimise
∏
i
RMS(E[Mi]),
where we define RMS(E[Mi]) as the RMS for each individ-
ual parameter. Linearising around our initial guess, Mˆ0, we
can derive a simple expression for the RMS of each param-
eter. In this case, we have that
∆C(θk|Mˆ) =
p∑
i=1
fk,i∆Mi +O(∆M
2), k = 1, ...n (15)
where we define
fk,i =
∂C(θk|Mˆ)
∂Mi
∣∣∣∣∣
Mˆ0
, i = 1, ..., p (16)
The estimate of the parameters is given by the solution to
the linear system of equations ∂χ2M/∂Mi = 0, where we
have again neglected the dependence of σ2(C(θk)) on the
parameters. The general expression of the covariance matrix
of the parameters is shown, for a general linear problem, in
Appendix A. If we expand those matrices, we obtain that
the general form of this estimate, for our problem, is given
by
E[∆Mi] =
1
R
∑
k
Jk,iPk
E[C(θk)]− C(θk, Mˆ0)
σ2(C(θk))
, i = 1, ..., p(17)
where E[∆Mi] = E[Mi]− (M0)i, and R and J are numbers
obtained from the fk,i’s. From (17) we can infer the general
expression for the RMS in the case of several parameters,
obtaining
RMS(E[Mi]) =
1
R
[∑
k,j
Jk,iJj,iPkPj
C′kj
σ2(C(θk))σ2(C(θj))
]1/2
(18)
where i = 1, ..., p. Using the previous equation, we can ob-
tain the Pk quantities for any problem, just minimising the
product
∏
i
RMS(E[Mi]) numerically. Summarising, we will
have a different expression for the Pk’s for each particular
problem. An application of these equations for the problem
of two parameters estimation can be found in Section 6.1.
4 DISTRIBUTION FUNCTION FOR THE
MODIFIED χ2
The χ2M proposed in eq. (3) corresponds to a sum of quan-
tities which are not independent. If we had set Pi = 1, we
would have the standard χ2 statistic, but still with correla-
tions among the terms. Therefore, its distribution function
will not be the standard one.
The formal expression for the distribution of a χ2 con-
structed from variables which are distributed following a
multivariate gaussian distribution is given in Appendix C.
This distribution, when applied to CMB analyses, was stud-
ied in B93. There, they proposed that the distribution func-
tion for the statistic (3) is given by an standard (rescaled)
χ2 function, but with an effective number of degrees of free-
dom. This proposal is not exact (see also Appendix C), but
it turns out to be a very good approximation for the true
distribution function, as we shall see in the following sec-
tion. In a general case, the error in the distribution function
using our approximation will be a few percent.
The basis of the approximation is to assume that corre-
lations only reduce the degrees of freedom, but do not change
the shape of the distribution 1. Quantifying this argument,
there exist a certain constant, A, which makes the statistic
U = Aχ2M (19)
to be distributed as an ordinary χ2, with an effective number
of degrees of freedom, neff . This number, and the constant
A, are obtained just by imposing the new distribution to
have the mean and the variance of a standard χ2, i.e.,
< U >= neff , (20)
MS(U) ≡< U2 > − < U >2= 2neff (21)
1 This idea has been used recently by other authors:
Wandelt et al. (2000); Hivon et al. (2002).
c© 2003 RAS, MNRAS 000, 1–??
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where MS means mean square. Summarising, our proposal
is that once the first and second moments are fixed, the
whole distribution will follow a χ2 very closely. For our prob-
lem, we obtain
A =
2 < χ2M >
MS(χ2M )
=
∑n
i=1
Pi∑n
i=1
P 2i +
∑
i6=j
PiPj
C
′2
ij
σ2(C(θi))σ
2(C(θj ))
(22)
neff =
2 < χ2M >
2
MS(χ2M )
= A
n∑
i=1
Pi (23)
In this calculation, we needed to compute theMS of eq. (3).
This result is obtained using the fact that the data points
follow a multivariate gaussian distribution, and it can be
found in B93 (see also Appendix B for similar calculations).
In general, neff is a real number, so we have to consider
the analytic extension of a standard χ2 distribution (which is
known as the Gamma distribution function, see for example
Stuart & Ord (1994)),
dF (χ2neff , neff ) = g(χ
2
neff
, neff )dχ
2
neff
=
1
2neff Γ(
neff
2
)
exp(−χ
2
neff
2
)(χ2neff )
neff
2
−1dχ2neff (24)
just by replacing the factorial with the gamma function (Γ).
In (24), dF is the probability of finding a value for U between
χ2neff and χ
2
neff
+ dχ2neff , and g stands for the probability
density function. Once we know the distribution function,
the confidence limits are given by integration bellow this
curve. We assign a weight to each hypothesis as in a standard
χ2 analysis, integrating the distribution from the obtained
value up to infinite,
WMˆ ≡ F (χ2neff > U(X, Mˆ)) =
=
∫ +∞
U(X,Mˆ)
g(χ2neff , neff (X, Mˆ))dχ
2
neff
(25)
i.e., the probability of finding a value of χ2neff bigger than
or equal to U(X, Mˆ). Here, we explicitly write where the
dependence in the data (X) and in the parameters (Mˆ) is.
5 CHECKING THE METHOD
In this section, we will test the whole method in the problem
of one parameter estimation, but first, we will study the
quality of our approximation to the distribution function of a
χ2 with correlations. These two points will be done by means
of Monte Carlo simulations. In order to do that, we have
chosen the JB-IAC 33 GHz Interferometer (Melhuish et al.
1999) as the reference experiment.
This experiment is a two element interferometer, which
operates at 33 GHz, at the Teide Observatory. It has two
configurations, with angular resolutions 2o (ℓ = 106 ± 19),
and 1o (ℓ = 208± 18), respectively. The window function in
both configurations is very narrow, so the results are quoted
in terms of total power inside the band (band power). The
experiment has given measurements on the power spectrum
on both scales (Dicker et al. 1999; Harrison et al. 2000),
which are consistent with the Boomerang data (de Bernardis
2000). We have the likelihood analysis implemented for this
experiment, so the comparison with the new method will be
Figure 1. Distribution function for a χ2 with correlations with
N = 10 terms. We show the histogram with the frequencies for
the rescaled χ2, obtained from 1000 realizations, for four different
cases, varying w (signal-to-noise ratio). We use 10 bins of equal
size to sample the distribution function. In all the figures, the
dots represent the numbers coming from the realizations, and
the error bars show their sampling error. The solid line is our
approximation to the distribution function, using the value of
neff from the formula (shown within parentheses in the figure).
It is also shown, using dot-dashed lines, the distribution function
of a (rescaled) χ2 with N = 10. We can see the effect of the
correlations as w increases.
straightforward. In our analyses, we have used the compact
configuration, and only one of the two channels (i.e., the real
part of the complex visibility).
The CMB realizations have been done assuming the
following values for the cosmological parameters: n = 1,
Ω = 1, Ωb = 0.03, ΩΛ = 0.7 and H0 = 75km s
−1Mpc−1.
For this model, the total power inside the window function
(or band power) is BP = 51.45µK for the short configura-
tion (ℓ = 109 ± 18). This number is related with σsky by
a conversion factor, which is obtained using the flat band
power approximation (i.e. BP = ℓ(ℓ + 1)Cℓ/2π constant
inside the window function) in equation (8). For our in-
strument, this conversion factor is BP = 5.44σsky , which
gives σsky = 9.46µK for the previous model. For this ex-
periment, the sensitivity in a 30s integration is given by
σnoise ≈ 250µK/
√
Ndays, where Ndays is the number of ob-
serving days. Therefore, the signal-to-noise ratio is given by
w = σ2sky/σ
2
noise.
5.1 Our approximation to the distribution
function
The first point is to check the validity of our approximation
to the distribution function for a χ2 with correlations. We
will study the case when the xi quantities entering in the
χ2 follow a multivariate gaussian distribution. This is the
case for an (ideal) CMB map, where the temperature at
each pixel has two contributions, one coming from gaussian
noise, and another one from the cosmological fluctuation
field, which is supposed to be also gaussian. Using the CMB
terminology from Section 2, we will study the distribution
of the statistic
c© 2003 RAS, MNRAS 000, 1–??
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Table 1. Values of neff and A, for N = 10.
Theoretical valuesa Numerical valuesb
w neff A neff A
0.34 8.4 0.84 8.4 0.84
0.69 6.7 0.67 6.8 0.67
1.37 5.0 0.50 4.8 0.47
2.74 3.9 0.39 3.8 0.37
a Computed using eqs. (22) and (23).
b Computed using 100 CMB realizations, from the numerical
value of < χ2 > and MS(χ2).
χ2 =
N∑
i=1
x2i
σ2i + σ
2
sky
(26)
and we will compare it with the proposed approximation.
This is a particular case of (3), when Pi = 1. We will study in
detail this case here, but our results are completely general.
It should be noted that our proposal is exact, by definition,
in the two limit cases of no correlations at all, and totally
correlated points. The first one correspond to the definition
of the χ2 distribution function, and the second one is the
case of a χ2 with N = 1.
In Appendix C we present the formal aspect of the dis-
tribution function for (26), and we study in detail, analyti-
cally, the case N = 2. The cases with low N turn out to be
the critical ones, because the shape of the distribution func-
tion differs strongly from a gaussian. In the limit of high N ,
both our approximation and the real distribution function
tend to a gaussian distribution (the same one, by definition),
as a consequence of the Central Limit Theorem. Therefore,
it is interesting to test our proposal for a intermediate range
of values of N . We have done so, and we will present here,
as an example, the case for N = 10.
We generate CMB realizations with noise, for a ten pix-
els map. From each simulation, we compute (26), and from
the whole set of values obtained, we study the histogram
with the frequencies, and we compare it with the proposed
one, for several values of the signal-to-noise ratio. We show
these results in Figure 1. In general, the asymptotic shape of
the distribution is very well reproduced, and the largest dif-
ferences always occur for low values of χ2. This is precisely
the kind of approximation we need, because in a statistical
analysis we usually are interested in the tail of the distribu-
tions.
We can see that the distribution of the χ2 with cor-
relations among terms is compatible, inside the numerical
precision, with an standard (rescaled) χ2, with an effective
number of degrees of freedom, smaller than N .
We have also checked that the numerical values for neff
and A are correctly given by equations (23) and (22). In
Table 1 we compare the values obtained from the simulations
with the predicted ones given by the theoretical formulae.
Their difference is in all cases smaller than the sampling
errors, so we conclude that our expressions give the correct
values for these parameters.
5.2 Applying the method to one parameter
estimation
We will now test our method in the problem of one pa-
rameter estimation. The idea is to compare, by means of
Monte Carlo simulations, our method with the Maximum
Likelihood on the full map, which is widely accepted as the
optimal method for CMB analyses. We will consider in de-
tail the problem of determining the total power measured
by a given experiment, so our parameter will be σ2sky .
Both the χ2M and the ML are, by construction, almost
unbiased methods for determining the total power of an ex-
periment. In order to compare them, we have studied the
power of each one. The power of an statistical method, when
determining a certain parameter, is characterised by the
RMS of the estimate of this parameter. The smaller this
value, the more powerful is the method. To compute it, we
will use Monte Carlo simulations for a fixed CMB sky plus
simulated noise. We will consider different values for the
signal-to-noise ratio, and for each one, we will obtain the
RMS for each method. Finally, we will also compute the
degree of coincidence of both methods, which can be pa-
rameterised through the quantity RMS(ML, χ2M ), defined
as the RMS of the difference between their estimates.
For the experiment we are considering, we have gener-
ated simulations for an observation of declination +41o, and
R.A. range 8h-18h, for a fixed CMB signal (σsky = 9.46µK).
Each realization contains, for a single channel, 300 data
points, with a pixel size of 0.5 degrees. Given that this ex-
periment has a narrow window function, the band power is
directly a measurement on the power spectrum.
The values of the Pk’s turn out to be not critical in this
problem. The solution to the equation (12) is Pk ≈ 1, ∀k,
so we use here Pk = 1. The results of the realizations are
summarised in Table 2. We conclude that, in this problem,
the maximum likelihood on the full map and the χ2M method
have the same power, within the uncertainty.
If we study the degree of coincidence of both methods,
by computing the quantity RMS(ML, χ2M ), we conclude
that both methods are highly coincident when the signal
to noise is low. For example, for w = 0.13, the RMS of
both methods is ∼ 1150µK2, and the dispersion between
estimates is 590µK2, roughly half the RMS. So, not only
the power of the methods is similar for low w, but also the
estimates are. For high values of w (w & 0.6), both meth-
ods tend to be independent, in the sense that the degree of
coincidence RMS(ML,χ2M ) approaches to the value of the
RMS.
Once we have the (approximated) distribution function,
we can determine the confidence region for one particular
experiment. Usually, the size of this region is given by the
68% of the probability. Our error bars has to be interpreted
in a frequentist way. That is, if we make lots of simulations,
the true signal will lie inside the confidence region of each
realization the 68% of the times. It is known that this value
does not necessarily represent the ’error bars’ defined in the
usual Bayesian way, by treating the band-power likelihood
function as a probability distribution.
As an example of application of our method, we have
analysed the data from Dicker et al. (1999). These data cor-
respond to declination +41o, observed with the low resolu-
tion configuration (ℓ = 106± 19). The value obtained using
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Table 2. Comparison of the power of the ML and the χ2M methods for a single parameter estimation: the total power measured by
an experiment (σ2
sky
). The values were obtained from Monte Carlo simulations of the model σsky = 9.46µK, which corresponds to
BP = (51.45µK)2 = 2647µK2. We quote the results in terms of band power (BP ).
χ2M method ML method
Ndays σnoise w neff RMS(E[σ
2
sky ])
a RMS(E[σ2sky])
a RMS(χ2M ,ML)
b
(µK/pixel) (µK2) (µK2) (µK2)
90 26.35 0.13 7.27 1170 1150 590
120 22.82 0.17 6.94 980 1065 520
240 16.14 0.34 4.50 800 805 410
480 11.41 0.69 3.43 640 680 410
960 8.07 1.37 2.95 570 640 420
1920 5.71 2.74 2.67 530 570 440
3840 4.03 5.51 2.65 500 540 490
a We report here the RMS for both methods, obtained from 500 CMB plus noise realizations, for different signal-to-noise ratios (w).
The sampling uncertainty in the RMS can be obtained as σ2RMS = 2RMS
2/Nrealizations. We can see that the values coming from
both methods are compatible, inside that uncertainty. We have also checked that both methods give unbiased estimates, i.e.
< E[σ2
sky
] >= σ2
sky
. We do not include the values for < E[σ2
sky
] > in the table for clarity.
b We report here the degree of coincidence of both methods, i.e. the quadratic dispersion of the estimates from both ones. The values
were obtained from 12 CMB plus noise realizations.
the likelihood analysis is ∆T = 43+13−12µK. In order to com-
pute the C′, we use a value for ∆T = 40µK. In any case,
our result does not depend on this initial value, and starting
with another one (∆T = 20µK or ∆T = 60µK, for exam-
ple) gives the same result in the first iteration. The estimated
value using our method, with Pk = 1, is ∆T = 43
+9
−11µK,
where the C.L. are defined as the 68%. The effective num-
ber of degrees of freedom is this case was neff = 18.14, and
the total number of points where the CF was evaluated was
n = 20. The lag used for sampling the CF was 0.67 deg, but
the result is not sensitive to changes in this number.
We have obtained the same estimate as the likelihood,
but our confidence region is smaller. As we have pointed
before, this probably is due to the fact that the confidence
region has a different definition in both methods. In order
to compare those confidence levels, we perform Monte Carlo
simulations, using the measured signal and the experimen-
tal noise, and we obtain the equivalence between the confi-
dences levels for both methods. We conclude that the region
that contains the 68% of the area of the likelihood around
the peak, corresponds to ∼ 75% of the probability in a fre-
quentist sense (i.e., that region contains the true signal the
∼ 75% of the times). This explains why the likelihood give
us bigger error bars in this particular problem. In a general
case, we will have to repeat this analysis for the likelihood
estimate, in order to compare the sizes of the confidence
levels.
6 ESTIMATING SEVERAL PARAMETERS
In the previous section, we have proved that our method,
when constructed from the CF, has the same power as the
likelihood when determining a single parameter (an overall
normalisation). We now probe if this is true for a larger
number of parameters.
For the case of several parameters estimation, the CF
has proved to be a very good statistic in determining the
power spectrum of the CMB (Szapudi et al. 2001a). In their
paper, they obtain the Cℓ’s by a Gauss-Legendre integration
of the CF. When applied to simulations of the Boomerang
data (de Bernardis 2000), the error bars for that method,
coming from Monte Carlo simulations, are of the same order
as the sample variance, which is the theoretical limit to the
size of the error bars.
Here, we will apply our method to the COBE Differen-
tial Microwave Radiometer data in order to obtain the Cℓ’s
in two cases. The first one, using the power law parameteri-
sation of the angular power spectrum, in terms of the spec-
tral index of the primordial spectrum, n (with P (k) ∝ kn),
and the normalisation parameter, Qrms−PS. In this case,
using our notation, we have Mˆ = {n,Qrms−PS}. The de-
pendence of the Cℓ’s in these parameters, for a pure Sachs
& Wolfe spectrum (which dominates in the considered mul-
tipole range), is given by (Bond & Efstathiou 1987)
Cℓ =
4π
5
Qrms−PS
Γ(ℓ+ n−1
2
)Γ( 9−n
2
)
Γ(ℓ+ 5−n
2
)Γ(n+3
2
)
(27)
The second case will be to estimate several Cℓ’s directly, i.e.,
Mˆ = {Cℓ}ℓ=ℓpℓ=ℓ1 .
6.1 Estimating (n,Qrms−PS) for the COBE data
The CF has been applied for COBE analyses of
the (n,Qrms−PS) parameters by other authors. In
Hinshaw et al. (1996b), the quadrupole normalisation is in-
ferred using Monte Carlo-based gaussian likelihood analy-
sis for a scale-invariant (n = 1) power-law spectrum. In
Bunn, Hoffman, & Silk (1994) (hereafter BHS94), they de-
termine n and Qrms−PS as the best fit values to the com-
puted CF. They show, by means of Monte Carlo simula-
tions, that this method is not optimal for the determination
of those parameters, because they obtain a large RMS when
trying to recover them simultaneously (see Table 2 in that
paper). Nevertheless, other estimators, such as the direct
evaluation of the aℓm, give smaller RMS’s. We will use here
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the CF, but with our method, to probe whether we obtain
good results.
In order to test our method with these two parameters,
we perform Monte Carlo realizations of COBE like maps,
using a scale invariant power spectrum (n = 1) with a nor-
malisation Qrms−PS = (18µK)
2 = 324µK2. We will use
the standard COBE pixelization of N = 6144 pixels (in-
dex level 6), in galactic coordinates. We include in our re-
alizations the noise level corresponding to the combined 4-
year COBE map of the three frequencies, using the weights
quoted in Hinshaw et al. (1996b) (this map is referenced
there as 31+53+90). The CF has been sampled using a 2.6o
step, as it appears in that paper (that size correspond to the
typical pixel size). Anyway, we have checked that our results
are consistent when changing that step. In our calculation
of the CF, we use a galactic cut |b| > 20o.
We will use the Pk quantities given by the minimum of
the function RMS(E[n])×RMS(E[Qrms−PS]), as we have
discussed in Section 3. Those RMS’s can be derived, using
the linear approximation to the CF, from equation (18). In
this problem, the R and J quantities are given by
R =
(∑
i
Pif
2
i,1
σ2(C(θi))
)(∑
i
Pif
2
i,2
σ2(C(θi))
)
−
(∑
i
Pifi,1fi,2
σ2(C(θi))
)2
(28)
Jk,1 = fk,1
(∑
j
Pjf
2
j,2
σ2(C(θj))
)
− fk,2
(∑
j
Pjfj,1fj,2
σ2(C(θj))
)
(29)
where 1 stands for n, and 2 for Qrms−PS. The equation for
Jk,2 can be obtained from Jk,1, just interchanging 1↔ 2.
In order to check the previous expressions for the RMS,
we use 100 of the above mentioned realizations of COBE
like maps (n = 1; Q
1/2
rms−PS = 18µK), and we analyse them
using several sets of Pk’s. In this way, we can obtain the
real value of the RMS, and compare it with the number
coming from the formula. The results are summarised in
Table 3. In all cases, the theoretical numbers obtained from
equation (18) are in agreement with the numerical results,
so we conclude that the linear approximation to the true CF
works well in computing the RMS. The largest differences
occur when we obtain a large RMS, due to the fact that, in
that case, fails the linear approximation to the CF.
The average values recovered for n and Q from Monte-
Carlo simulations show that the estimator is unbiased, as
we would expect. It should be noticed that, in Table 3,
the effective number of degrees of freedom is quite small.
In all cases, we obtain neff . 3, but we are using n = 70.
The reason is that the CF contains long-range terms, com-
ing from low multipoles (ℓ ∼ 2). This fact reduces the de-
grees of freedom drastically, so the choice of the Pk will
be critical in this problem. The numbers obtained when we
consider the whole CF and Pk = 1 are compatible with
those in BHS94, but slightly better because we consider the
noise of the 4-year COBE map. In that paper, they ob-
tained, using the same galactic cut (|b| > 20o), and the
noise from the 2-year map, the values RMS(E[n]) = 0.96
and RMS(E[Qrms−PS ]) = 253µK
2 (in our units). Never-
theless, we see that considering only the first points, and
setting to zero the others, strongly reduces the RMS of
the estimate, even below the values obtained when they do
not consider noise and incomplete sky coverage (they have
RMS(E[n]) = 0.36 and RMS(E[Qrms−PS]) = 175µK
2).
Figure 2. Optimum set of Pk’s for the 31+53+90 4-year COBE
map (see details in the text), using the galactic cut |b| > 20o.
These values were obtained by numerical minimisation of the
product RMS(E[n])×RMS(E[Qrms−PS]), using the linear ap-
proximation to the CF. Each value for k (1 6 k 6 70) corresponds
to an angular distance, given by θk = (k−1)2.6
o. An explanation
of this peculiar structure can be found in the text (Section 6.1).
Finally, we can obtain the optimum set of Pk’s by nu-
merical minimisation of the product of RMS’s. We have
used the Fortran program amoeba (Press et al. 1986, p.402).
The obtained value for these quantities is shown in Figure
2. These numbers do not depend on the initial guess for n
and Qrms−PS within the a priori region of uncertainty. The
values obtained have a peculiar form, but it can be under-
stood as follows. We see that the terms which contribute to
the optimum estimator (minimum RMS) correspond to the
first ∼ 10 degrees, i.e. the first part of the CF, as we would
expect. But there are also two regions, one at ∼ 50◦, and
another at ∼ 125o, which contribute to the estimator. These
peaks are located just in the zeros of the quadrupole (ℓ = 2)
which is the multipole with the largest cosmic variance. By
using those points, we add some information to the estima-
tor (coming from higher ℓ values), but we do not increase its
variance. In any case, to consider or not those points do not
affect too much to the power of the method (in Table 3, the
values obtained when using the first 10 points from the CF
are close to those obtained with the optimal set). Following
this interpretation, one could think about other combina-
tions of the Pk parameters using others points (for example,
taking two points at ∼ 40◦ and ∼ 105◦. We have explored
this possibility as an illustration, and we find the values
RMS(n) = 0.31 and RMS(Qrms−PS) = 144 µK
2, which
are similar but slightly higher than those obtained for our
optimal Pk. Thus, we can conclude that for this problem, we
can find a set of estimators (one for each one of these sets of
Pk values) which give similar RMS values when estimating
n and Q, and as we show below, these values are comparable
to those given by the likelihood method.
Finally, we have applied our χ2M -test for the CF to the
actual 4-year COBE data. Our estimates, from the analysis
of the 31 + 53 + 90 map, using the galactic cut |b| > 20o,
a step of 2.6o to sample the CF, and the optimum set of
Pk’s, are E[n] = 1.08, and E[Q
1/2
rms−PS] = 15.2µK, so our
estimate of the parameters, using the true RMS from 100
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Table 3. Results of Monte Carlo simulations for the determination of n and Qrms−PS with the χ
2
M method, using different sets of
Pk parameters. We explore the cases of: (a) an uniform value of Pk for k = 1, ..., kmax and zero the others (first four rows, quoted
as ’Uniform, kmax’); and (b) the optimum set of Pk values. The MC simulations have parameters n = 1 and Q
1/2
rms−PS = 18µK, and
the correlation function is sampled at 70 equally spaced bins of size 2.6o. We use the galactic cut |b| > 20o, and the noise levels of the
combined 4-year COBE map.
Pk
a n b Qrms−PS [µK
2] b neff RMS(n)
c RMS(Qrms−PS) [µK
2] c
Uniform, 70 1.04± 0.54 323 ± 184 2.55 0.60 190
Uniform, 41 1.02± 0.50 331 ± 178 1.92 0.52 177
Uniform, 10 1.08± 0.34 307 ± 147 1.12 0.28 133
Uniform, 3 0.99± 0.45 327 ± 145 1.05 0.34 147
Optimal 1.03± 0.28 316 ± 141 1.78 0.19 114
a Adopted values for the Pk’s. The last row is the optimum set of Pk values (see Figure 2).
b Results from 100 Monte Carlo simulations of COBE data (see details in the text). The first number is the average value for the
parameter, and the second one is the RMS from the simulations.
c RMS values obtained analytically, using the linear approximation to the CF (see Section 3).
realizations, will be n = 1.08± 0.28, and Q1/2rms−PS = 15.2±
3.5µK. This result has to be compared with the likelihood
analysis using these data (see Hinshaw et al. (1996a), Table
1). They obtain for this map n = 1.25+0.26−0.29, Q
1/2
rms−PS =
15.4+3.9−2.9µK. The estimates from both methods are nearly
the same, and now the error bars coming from the CF are
compatible in size with those coming from the maximum
likelihood method. For comparison, using no weights (Pk =
1), we would obtain E[n] = 1.10± 0.54, and E[Q1/2rms−PS] =
(16.0 ± 4.8)µK, so we can see that using the Pk’s for this
problem is essential.
6.2 Estimating band power spectra for COBE
data
Finally, we will apply our method to obtain band power
spectra for the COBE data. We have used the realizations
from the previous subsection (n = 1; Q
1/2
rms−PS = 18µK),
and the same COBE map. We will compare our results with
those from Hinshaw et al. (1996a) (see Table 2 in that pa-
per). We have used exactly the same ℓ range: four multipole
bands between ℓ = 2 and ℓ = 40. Those bands are: 2 6 ℓ 6 5;
6 6 ℓ 6 10; 11 6 ℓ 6 20 and 21 6 ℓ 6 40. Using those real-
izations, we have checked that the method is unbiased when
applied to power spectrum estimation.
When applied to the 31+53+90 4-year COBE map, we
obtain the results that are shown in Table 4. We quote the
band power values in terms of the quadrupole normalisation
expected for a scale-invariant power-law spectrum within the
specified range of ℓ. The quoted values for our method have
been obtained from the optimal set of Pk for this problem.
When compared with the ML data, we can see that the error
bars are of the same order in both cases, as in the previous
subsection. So we again obtain a method of a similar power
to the likelihood on the pixel map.
The estimates from both methods are consistent in all
bins, except the apparent inconsistency at the second one,
where the two estimates differ in more than 3 times the size
of one error bar. Nevertheless, the statistical significance of
that deviation has to be computed as follows: given that
we do not know the true value for the band power, when
comparing two results we have to consider the difference of
Table 4. Band power values for the COBE data (31+53+90
map)a.
Multipole Band
Method 2 6 ℓ 6 5 6 6 ℓ 6 10 11 6 ℓ 6 20 21 6 ℓ 6 40
χ2M , optimal 17.0± 3.3 9.0± 2.6 17.6± 1.8 0± 4.4
ML b 18.6+4.5−3.4 16.7
+2.4
−2.0 20.3
+2.2
−2.1 1.0
+13.2
−1.0
a These band power amplitudes are expressed in terms of Q1/2,
i.e. the quadrupole normalisation expected for a scale-invariant
power-law spectrum within the specified range of ℓ. The units are
µK.
b ML values from Hinshaw et al. (1996a) for the same map.
both estimates, and so we have to compute the variance of
the difference. In this case, the difference is 16.7µK−9µK =
7.7µK, and the RMS of the difference of those two estimates
is RMS ∼ √2.62 + 2.22 ∼ 3.4µK. Here we are assuming the
fact that both methods are almost independent, following
the results for the case of one parameter estimation, with
signal-to-noise ratios of the order of 1. Therefore, we find
a deviation at the 2.3-sigma level, which corresponds to a
fluctuation of 1 in 47 (for a normal distribution). This can be
understood given that the ML and the χ2M are two different
methods: the first is based on the full map, and the second
on the correlation function. Therefore, the estimates will be
different in general, although as we can see, both methods
have similar power, so there is no reason to consider any one
of them as “the estimate”.
Summarising, we have seen that it is possible with our
method to perform an analysis with a similar power to the
ML, even for the case of several parameters.
7 DISCUSSION AND CONCLUSIONS
In this paper we have presented an statistical method to
analyse CMB maps. It consists in a variation of an stan-
dard χ2-test for the case when we have correlated points.
Here, our test has been constructed from the two-point cor-
relation function, following the proposal from other authors
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(Bashinsky & Bertschinger 2001) that the CF contains all
the relevant information concerning the cosmological pa-
rameter estimation. In this line, we propose a χ2M based on
the CF, which is a different approach from the “usual χ2”
method (which uses the full covariance matrix C′). Our pro-
posal explicitly uses only the diagonal terms of the covari-
ance matrix of the data, but we introduce certain weights,
which now implicitly contain all the correlations. This ap-
proach has two important ’computational’ advantages com-
pared with the “usual χ2”, or with a likelihood based on the
CF:
• we do not need to invert the covariance matrix, C′; all
the quantities (the χ2M , neff , A and the expression for the
RMS) depend on C′ directly.
• even more, if we have a problem with a low value for
neff , the effective number of Pk to use (i.e. the number of
Pk’s which are significantly different from zero) will be also
small, typically, of order O(neff ). So it is not even necessary
to use all the terms of the diagonal.
These advantages are more important when compar-
ing our method with the standard ML analysis on the full
map. We do not need to invert the covariance matrix of the
map (N × N), and we only need to concentrate on a few
numbers, so the problem is computationally accessible if we
have to deal with large datasets. It it important to stress
here that the χ2M is not an approximation to the ML on the
full map, but a different approach (i.e. both methods will
give different estimates and probability contours for a given
problem). So the χ2M can be applied to any problem, but
it has to be checked, by means of Monte Carlo simulations,
that the method has a similar power to the maximum like-
lihood. As we have seen, this is the case for several CMB
common problems (power spectrum estimation, and cosmo-
logical parameter estimation).
The largest computational effort in our method has to
be done estimating the CF, which is a ∼ N2 operation.
Nevertheless, there are estimators for the CF more effi-
cient (Kashlinsky et al. 2001; Szapudi et al. 2001b), so our
procedure could be applied to current WMAP data, and
PLANCK simulated data, but this will be treated in detail
in future works.
Our method can be extended for general noise covari-
ance matrices. We only need to compute CN (θ) in the same
way as the CF, and introduce it in equation (3). If we have
the noise matrix, it is straightforward to obtain CN(θ). But,
if we do not have the noise matrix, we can obtain an esti-
mate of the correlation function of the noise using MC sim-
ulations. This idea has been used recently by other authors
(Szapudi et al. 2001b). It must be noted that if the noise
changes substantially from pixel to pixel, then we would
have to use weights in equation (1) to compute the CF in a
more efficient way.
We have also presented an approximation which gives
very accurately the distribution function for a χ2 con-
structed from a set of multivariate gaussian variables. This
proposal can be extended to approximate the distribution
function of any quantity made of a sum of squares, each
of them distributed (exactly or approximately) following a
gaussian distribution.
To conclude, we propose that, if we are interested in
obtaining a certain set of parameters, Mˆ , we can use an
unbiased estimator of certain quantities depending on these
parameters, provided that they contain all the relevant in-
formation to these parameters (in our case, we have used the
CF at certain angles). From it, we may obtain, by varying
the Pk’s, the best estimator of those parameters. In this
paper, we have tested this proposal, using the two-point
CF as the reference estimator, in CMB problems. For the
case of one parameter estimation (the normalisation of the
spectrum), our method, with the CF, turns out to be as
powerful as the ML. When applied to COBE data, we have
shown the importance of choosing the right set of Pk’s. In
the optimum case, we obtain a value for the RMS two or
three times smaller than the one obtained without weight-
ing at all. In this problem, the Pk’s are critical because the
effective number the degrees of freedom is very small. The
reason is that when we have strong correlations (neff small
compared with n), the structure of these correlations, which
is encoded in the Pk’s, will be relevant, so there will be
a considerable difference between the optimal weights and
Pk = 1. When analysing CMB data which contain large
scales (low multipoles), we are considering correlations over
long distances. All the points are correlated with the oth-
ers due to these low multipoles (quadrupole, octupole,...).
In the case of Boomerang data (Szapudi et al. 2001a), the
effective number of degrees of freedom will be larger (if we
throw away the large scales), so the Pk’s will be closer to
1, and a standard χ2 test based on the CF should produce
good results.
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APPENDIX A: RELATIONSHIP BETWEEN
THE USUAL χ2 AND THE χ2M FOR GAUSSIAN
LINEAR PROBLEMS
In this Appendix we will study the relationship between the
usual χ2 analysis (the standard approach for the case of cor-
related data points, which uses the full covariance matrix),
and our approach, for gaussian problems in which the model
depends linearly on the parameters, and with a covariance
matrix independent of the parameters. This case is not ex-
actly equal to the usual one in CMB analyses, but it is very
close and is particularly suitable for illustration.
We will use here the following notation. Let yˆ =
(y1, ..., yn) be a 1× n matrix containing the n data points,
which, by hypothesis, are distributed following a multivari-
ate gaussian distribution. Let αˆ = (α1, ..., αk) be a 1 × k
matrix whose elements are the k parameters of the model.
Let xˆ be a k × n matrix, also given by the model. Their
elements are defined so that the mean value of yˆ, < yˆ >,
is given by the matrix multiplication αˆxˆ. Finally, let Mˆ be
the covariance matrix of the problem, defined as
Mˆ =< (yˆ− αˆxˆ)T(yˆ − αˆxˆ) >
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where T stands for the transpose. Using the previous def-
initions, the usual χ2 and our χ2M are given, respectively,
by
χ2 = (yˆ − αˆxˆ)Mˆ−1(yˆ − αˆxˆ)T (A1)
χ2M = (yˆ− αˆxˆ)Vˆ−1 (yˆ − αˆxˆ)T (A2)
where we have defined the matrix Vˆ using the diagonal of
the covariance matrix, and our weights (Pi), in the following
way: Vˆii = Mii/Pi, for i = 1, .., n, and Vˆij = 0 for i 6= j.
It should be noted that the Vˆ matrix depends implicitly on
the weights (Pi).
For this family of models under consideration, the op-
timum estimator is the maximum likelihood, which is given
by
L ∝ exp(−
1
2
χ2)
det(Mˆ)
(A3)
Until this point, we have not made use of the fact that
the covariance matrix is independent of the parameters. If we
use it now, from the last equation we have that the maximum
likelihood reduces to the usual χ2 for this problem. The
estimate for both methods is obtained by minimising the
previous expressions with respect to the parameters, so we
have
E1[αˆ] = (yˆMˆ
−1xˆT)(xˆMˆ−1xˆT)−1 (A4)
E2[αˆ] = (yˆVˆ
−1 xˆT)(xˆVˆ−1 xˆT)−1 (A5)
Hereafter in this section, we will use subscript 1 for the stan-
dard (usual χ2) method, and 2 for the χ2M . We compute
now the covariance matrices of the parameters, Wˆ, which
are given by
Wˆ1 ≡ Variance(E1 [αˆ]− < E1[αˆ] >) = (xˆMˆ−1xˆT)−1 (A6)
Wˆ2 ≡ Variance(E2 [αˆ]− < E2[αˆ] >) =
= (xˆVˆ−1 xˆT)−1(xˆVˆ−1MˆVˆ−1 xˆT)(xˆVˆ−1 xˆT)−1 (A7)
Using this notation, the MS for each parameter is given by
the corresponding element in the diagonal of Wˆ.
The following point is to compare the estimates of both
methods. For the case of one parameter estimation, it can be
argued that both method give the same estimate, and there-
fore have the same RMS. The argument is as follows: in this
case, the estimate for both methods is a linear combination
of the n quantities yˆ. So it could be possible, in principle,
to fix the n quantities (Pi) to equalise the n coefficients
in expressions (A4) and (A5). Given that for this partic-
ular problem the usual χ2 is the optimal method (i.e. the
one with the minimum variance), and that the correspond-
ing estimator is the only linear one for which this variance
is obtained, those Pi quantities which set equal the coeffi-
cients in (A4) and (A5), are exactly the same that would
be obtained by minimisation of the RMS of that param-
eter. We have checked this statement for the critical case
where we have a χ2 with only n = 2 terms. In Figure A1
we present several particular examples, showing that for the
set of Pi quantities that minimise the RMS for the χ
2
M , we
always obtain the same RMS as in the case of the usual χ2.
We have also checked that, for those values of the Pi, the
estimates from both methods are exactly the same.
Let’s consider now the case of several (k > 1) parame-
ters. For this problem, it is not possible in general to obtain
Figure A1. RMS for the standard χ2 method with correlations,
and our χ2M method, for several linear gaussian models with only
one parameter, α, and n = 2 variables, named (y1,y2), normally
distributed with means < y1 >= αx1 and < y2 >= αx2. We
also assume a covariance matrix independent on the parameter,
and we parameterise it as Mˆ11 = σ21 = 1, Mˆ2 = σ
2
2 = 1, and
Mˆ12 = Mˆ21 = C12, but these results are completely general.
We plot here four typical cases for this problem. The dot-dashed
line in all four panels corresponds to the usual χ2 value for the
RMS in the estimate of α. The solid line is the RMS obtained for
the χ2M , using the shown value of P1. The P2 is obtained from
the normalisation equation P1 + P2 = 2. We see that it is always
possible to find a certain value of P1, for which we have exactly
the same RMS for both methods. For that P1 value, the estimates
are also obtained to be equal (see text for details).
a set of Pi quantities which render the RMS of the usual
χ2. In any case, we have checked that it is always possible
to choose those quantities to make the estimate for just one
of the parameters exactly equal, and so its RMS. We have
studied this problem in detail for the case of n = 3 terms in
the χ2, and k = 2 parameters. The results are the following:
• if we choose to minimise the RMS of only one param-
eter to find the optimal Pi quantities, we can always make
the estimate for that parameter exactly equal to the usual
χ2. For those Pi values, the estimator for the other parame-
ter is very close to the optimum, in the sense that the RMS
for the other parameter at the most 10% bigger that the
optimal one.
• if we minimise the product of the two RMS’s, we find
in all cases that both estimates are close to the optimal ones,
and the largest relative differences between Wˆ1 and Wˆ2 are
smaller than ∼ 1%.
Therefore, we can conclude that the criteria to obtain
the Pi quantities has an small ambiguity, in the sense that if
we are interested in one parameter in particular, we should
minimise the RMS for that parameter only. In practice,
this ambiguity is not relevant because, for this problem, the
differences between the estimates and the obtained RMS
values are negligible. Therefore, we will maintain the orig-
inal proposal of minimising the product of RMS’s, which
in some sense is equivalent to minimise the average size of
the confidence region. All these arguments can be applied
to cases with k > 2 parameters.
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APPENDIX B: USEFUL QUANTITIES FOR
MULTIVARIATE GAUSSIAN DISTRIBUTIONS
UP TO 4TH ORDER
The probability density function for a multivariate gaussian
distribution of n variables (n−MGD), X = {X1, ..., Xn}, is
given by
g(X) =
1
(2π)n/2|C|1/2 exp
(
− 1
2
(X −X)TC−1(X −X)
)
(B1)
where C is called the covariance matrix, |C| stands for its
determinant, and X is the mean of X. The elements of C
are given by
Cij =< (Xi −Xi)(Xj −Xj) > (B2)
We define σ2i ≡ Cii. When computing the mean square of
equation (3), or the C′ matrix given in (1), we need to know
the following quantities: < X2iX
2
j >, < X
2
iXjXk > and
< XiXjXkXl >. We will obtain them here. For a 2−MGD,
we can obtain the quantity
< X21X
2
2 >=
∫ +∞
−∞
∫ +∞
−∞
1
2π
√
|C|
X21X
2
2×
× exp
[
− 1
2|C| (X
2
1σ
2
2 +X
2
2σ
2
1 − 2C12X1X2)
]
dX1dX2 =
= σ21σ
2
2 + 2C
2
12 (B3)
For a 3−MGD, we obtain
< X21X2X3 >= 3|C|2(A22A33 − A223)(A11A23 − A12A13)
− 2|C|A23 (B4)
where Aij stands for the elements of the inverse of the C
matrix. Using the same notation, for a 4−MGD, we obtain
< X1X2X3X4 >= |C|
(
2A12A34 − A14A23 −A13A24
)
−
−3|C|2
(
A12A
2
34 + A14A24A33 −−A14A23A34 −A12A33A44−
−A13A24A34 +A13A23A44
)(
A11A23A24 +A
2
12A34−
− A11A22A34 + A13A14A22 − A12A14A23 − A12A13A24
)
(B5)
APPENDIX C: PROBABILITY DISTRIBUTION
FUNCTION FOR A χ2 CONSTRUCTED FROM
MULTIVARIATE GAUSSIAN VARIABLES
The moment generating function of the quadratic form χ2 =∑n
i=1
PiX
2
i /σ
2
i , where theX = {X1, ..., Xn} variables follow
a n−MGD with zero mean (eq. B1), is given by (see Mathai
(1993); Stuart & Ord (1994))
G(t) =
n∏
j=1
(1− 2tλj)−1/2 (C1)
In this equation, λ1, ..., λn are the eigenvalues of the matrix
ΣC, where C is the covariance matrix (B2), and Σ is defined
as Σij = (Pi/σ
2
i )δij , being δij the Kronecker-delta. From
this expression, the distribution function can be obtained
by the Laplace inverse transform. Formally, we have
Ψn(χ
2) = L−1[G(−t)] (C2)
where L−1 stands for the inverse Laplace transform
(Gradshteyn & Ryzhik 1980, p.1142), and we use the nota-
tion Ψn(χ
2) for the exact distribution function of the χ2. As
an example, we will study in detail the case n = 2, compar-
ing the exact distribution function with our approximation.
C1 Distribution function for n=2
The analytical expression for the distribution function
can be obtained using Gradshteyn & Ryzhik (1980), eq.
(17.13.9), p.1143, and the convolution theorem for Laplace
transforms. We obtain
Ψ2(χ
2) =
1
2
√
αβ
exp
(
− χ
2
4αβ
(α+β)
)
I0
(
χ2
4αβ
(β−α)
)
(C3)
where α and β are the two eigenvalues of the ΣC matrix,
and I0 is the zero order I Bessel function.
For this problem, is also easy to obtain the analytic
expression for the k-order moment of the distribution, using
the binomial expansion. We obtain
< (χ2)k >= π−1
k∑
l=0
(
k
l
)
P l1P
k−l
2 σ
−2l
1 σ
−2l
2 ×
×
l∑
j=0
(
2l
2j
)
(C12)
2l−2j2k|C|jΓ(j + 1/2)Γ(k − j + 1/2) (C4)
We compare both the distribution function and the k-
order moments up to k = 4 with the values obtained using
our approximation. The results quoted here correspond to
the case P1 = P2 = 1, and σ
2
1 = σ
2
2 = 1, so C12 varies in the
range [0, 1]. Nevertheless, the results are completely general.
For our problem, we can write α = 1+C12, β = 1−C12,
and neff = 2(1 + C
2
12)
−1. In Figure C1 we present the Ψ2
function for the value of C12 which gives us the maximum
percentage difference between the exact and the approxi-
mated functions. This value corresponds to C12 = 0.825.
The largest percentage difference in the distribution func-
tion for this case is reached at χ2 = 0.388, and has a
value of ∼ 17%. In terms of the weights, we obtain for
this point a difference of a 13% ( WMˆ (true) = 0.73 , and
WMˆ (approx) = 0.70). Nevertheless, the power of our ap-
proximation is that the largest differences always occur at
low values of χ2. The asymptotic shape of the exact dis-
tribution function is well reproduced, as we need for a χ2
analysis.
To conclude, we show in Figure C2 the third and fourth
order moments, both for the real distribution and the ap-
proximation, in the whole range of values for C12. By defini-
tion, the first and second moments are equal for the true and
the approximate distribution. We see again that the approx-
imation follows quite closely the true function, as we have
found from the simulations in Section 5.1.
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Figure C2. Skewness and kurtosis for a χ2 with N = 2 terms. We see that the approximation and the true distribution coincide in the
two limit cases of C12 = 0 (no correlations) and C12 = 1 (totally correlated terms). For comparison, we also show these quantities for a
gaussian distribution with the same mean and variance as the exact one (see text for details).
Figure C1. Distribution function for a χ2 with correlations, with
N = 2 terms. We have used P1 = P2 = 1, and σ1 = σ2 = 1. We
show the case C12 = 0.825, because for that value we have the
largest percentage difference between the true function and our
approximation, which is given by neff = 1.2 and A = 0.60. We
can see that the largest differences occur at low values of χ2. The
asymptotic values are well reproduced.
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