Introduction
An Artificial General Intelligence (AGI) system is likely to require the ability of selfreflection; that is, to inspect and reason about its own program code and to perform comprehensive modifications to it, while the system itself is running. This is because it seems unlikely that a human programmer can come up with a completely predetermined program that satisfies sufficient conditions for general intelligence, without requiring adaptation. Of course self-modifications can take on different forms, ranging from simple adaptation of a few parameters through a machine learning technique, to the system having complete read and write access to its own currently running program code [1] . In this chapter we consider the technical implications of approaching the latter extreme, by building towards a pro-gramming language plus interpreter that allows for complete inspection and manipulation of its own internals in a safe and easily understandable way.
The ability to inspect and manipulate one's own program code is not novel; in fact, it was standard practice in the old days when computer memory was very limited and expensive. In recent times, however, programmers are discouraged of using self-modifying code because it is very hard for human programmers to grasp all consequences (especially over longer timespans) of self-modifications and thus this practice is considered error-prone.
Consequently, many modern (high-level) programming languages severely restrict access to internals (such as the call stack) or hide them altogether. There are two reasons, however, why we should not outlaw writing of self-modifying code forever. First, it may yet be possible to come up with a programming language that allows for writing self-modifying code in a safe and easy-to-understand way. Second, now that automated reasoning systems are becoming more mature, it is worthwhile investigating the possibility of letting the machine-instead of human programmers-do all the self-modifications based on automated reasoning about its own programming.
As an example of a system embodying the second motivation above we will consider the Gödel Machine [2] [3] [4] [5] , in order to put our technical discussion of self-reflection in context. The fully self-referential Gödel Machine is a universal artificial intelligence that is theoretically optimal in a certain sense. It may interact with some initially unknown, partially observable environment to solve arbitrary user-defined computational tasks by maximizing expected cumulative future utility. Its initial algorithm is not hardwired; it can completely rewrite itself without essential limits apart from the limits of computability, provided a proof searcher embedded within the initial algorithm can first prove that the rewrite is useful, according to its formalized utility function taking into account the limited computational resources. Self-rewrites due to this approach can be shown to be globally optimal with respect to the initial utility function (e.g., a Reinforcement Learner's reward function), relative to Gödel's well-known fundamental restrictions of provability [6] .
In the next section we provide an outline of the specification of the Gödel Machine concept, which then provides the context for a subsequent discussion of self-reflective systems.
As alluded to above, a Gödel Machine implementation calls for a system with the ability to make arbitrary changes to its currently running program. But what does that mean? What is a change, how arbitrary can a change be, and what does a running program actually look like? We will see that these are nontrivial questions, involving several subtle but important issues. In this chapter we provide an overview of the issues involved and ways to overcome them.
The Gödel Machine Concept
One can view a Gödel Machine as a program consisting of two parts. One part, which we will call the solver, can be any problem-solving program. For clarity of presentation, we will pretend the solver is a Reinforcement Learning (RL) [7] program interacting with some external environment. This will provide us with a convenient way of determining utility (using the RL program's reward function), which will be an important topic later on. But in general, no constraints are placed on the solver. The second part of the Gödel Machine, which we will call the searcher, is a program that tries to improve the entire Gödel Machine (including the searcher) in a provably optimal way. This searcher will be the main topic of this section.
A Gödel Machine's searcher is said to hold a function computing the machine's expected cumulative future utility. This utility function is then used to construct a target theorem; that is, the Gödel Machine is only allowed to perform a self-modification if it is provably useful to do so. As we will see below, the target theorem specifies precisely when a rewrite is considered "useful."
Basically, the function for determining the expected cumulative future utility, shown as u below, sums all rewards for all future time steps. Here "time steps" actually means not clock ticks, but execution of elementary instructions. Indeed, each instruction takes time to execute, so if we can find a way to explicitly represent the instructions that are going to be executed in the future, we automatically have a window into a future time. An obvious choice of such a representation is the continuation, which is a well-studied concept in light of λ -calculus-based programming languages (e.g., Lisp, Scheme) [8] . Intuitively, a continuation can be seen as the opposite of a call stack; instead of showing "where we came from," a continuation explicitly shows "what is going to happen next." Note that in all but the simplest cases, a continuation will only be partially expanded. For example, suppose the current continuation is { A(); if B() then C() else D() }; this continuation specifies that the next thing to be done is expanding A and executing its body, and then the conditional statement will be executed, which means that first B will be expanded and depending on its result, either C or D will be expanded. Note that before executing B, it is not clear yet whether C or D will be executed in the future; so it makes no sense to expand either of them before we know the result of B.
In what follows we consistently use subscripts to indicate where some element is encoded. u is a function of two parameters, us(s, c), which represents the expected cumulative future utility of running continuation c on state s. Heres represents the evaluating state (where u is encoded), whereas s is the evaluated state. The reason for this separation will become clear when considering the specification of u: It is crucial to note that u and r are taken from the evaluating states, not from the state s under evaluation. Doing the latter would break the global optimality [5] of the Gödel Machine, because then it would be capable of rewriting its utility function in arbitrary, even detrimental ways. Therefore, the original, unchanged utility function ofs must be used to first show that a rewrite is useful. In contrast, μ and M are taken from s, because for any interesting Gödel Machine, c will both contain instructions that affect the external environment (e.g., output to actuators) and instructions that update the internal model of the environment (encoded in s) accordingly. To make use of these updated models, u must extract them from s. Likewise, κ and K are taken from c, because after each instruction the continuation necessarily changes, resulting in new κ and K.
It is also important to notice that the function u is recursive. In formula (10.1), a Gödel [5] ), testing them for equivalence with tt. The first method can be seen as a top-down approach to proving tt and the latter as bottom-up. Hybrid approaches are also possible, so this specification of the target theorem allows for a family of possible Gödel Machine implementations [9] .
To make sure the Gödel Machine is at least asymptotically optimal even before the first self-rewrite, it may be initialized with Hutter's non-self-referential but asymptotically fastest algorithm for all well-defined problems HSEARCH [10] , which uses a hardwired brute force proof searcher and ignores the costs of proof search. Given some problem, the Gödel Machine may decide to replace HSEARCH by a faster method suffering less from large constant overhead, but even if it does not, its performance will not be less than asymptotically optimal.
Having explained an example of a system needing self-reflection, we will now move on to explaining the technical aspects of attaining self-reflection.
The Theoretical Foundations of Self-Reflective Systems
In the mid-eighties, there was a fashion for reflective interpreters, a fad that gave rise to a remarkable term: "reflective towers." Just imagine a marsh shrouded in mist and a rising tower with its summit lost in gray and cloudy skies-pure Rackham! (. . . ) Well, who hasn't dreamed about inventing (or at least having available) a language where anything could be redefined, where our imagination could gallop unbridled, where we could play around in complete programming liberty without trammel nor hindrance? [8] The reflective tower that Queinnec is so poetically referring to, is a visualization of what happens when performing self-reflection. 1 If an evaluator evaluates an evaluator evaluating an evaluator etc. etc., we get the image of "a rising tower with its summit lost in gray and cloudy skies." If a program reflects on a reflection of a reflection etc. etc., we get the image of the base of the tower "shrouded in mist." What happens were we to stumble upon a ground floor? In the original vision of the reflective tower, there is none, because it extends infinitely in both directions (up and down). Of course in practice such infinities will have to be relaxed, but the point is that it will be of great interest to see exactly when, where, and how problems will surface, which is precisely the point of this section.
According to Queinnec, there are two things that a reflective interpreter must allow for.
First:
Reflective interpreters should support introspection, so they must offer the programmer a means of grabbing the computational context at any time. By "computational context," we mean the lexical environment and the continuation [8] .
The lexical environment is the set of bindings of variables to values, for all variables in the lexical scope 2 of the currently running program. Note that the lexical environment has to do only with the internal state of a program; it has nothing to do with the external environment with which a program may be interacting through actuators. The continuation is a representation of future computations, as we have seen in the previous section. And second:
A reflective interpreter must also provide means to modify itself (a real thrill, no doubt), so (. . . ) that functions implementing the interpreter are accessible to interpreted programs [8] .
In this section we will explore what these two requirements for self-reflection mean technically, and to what extend they are realizable theoretically and practically.
Basic λ -calculus
Let us first focus on representing a computational context; that is, a lexical environment plus a continuation. The most obvious and well-studied way of elucidating these is in λ -calculus, which is a very simple (theoretical) programming language. The notation of expressions in λ -calculus is a bit different from usual mathematical notation; for example, parentheses in function application are written on the outside, so that we have ( f x) instead of the usual f (x). Note also the rounded parentheses in ( f x); they are part of the syntax and always indicate function application, i.e., they are not allowed freely. Functions are made using lambda abstraction; for example, the identity function is written as λ x.x. So we write a λ symbol, then a variable, then a period, and finally an expression that is the body of the function. Variables can be used to name expression; for example, applying the identity function to y can be written as "g(y) where g(x) = x," which is written in λ -calculus
Formally, the language (syntax) Λ 1 of basic λ -calculus is specified using the following recursive grammar.
This expresses succinctly that (1) if x is a variable then x is an expression, (2) if x is a variable and M is an expression then λ x.M is an expression (lambda abstraction), and (3) if M and N are expressions then (M N) is an expression (application).
In pure λ -calculus, the only "operation" that we can perform that is somewhat akin to evaluation, is β -reduction. β -reduction can be applied to a Λ 1 (sub)expression if that (sub)expression is an application with a lambda abstraction in the operator position. Formally:
So the "value" of supplying an expression N to a lambda abstraction λ x.M is M with all occurrences of x replaced by N. Of course we can get into all sorts of subtle issues if several nested lambda abstractions use the same variable names, but let's not go into that here, and assume a unique variable name is used in each lambda abstraction.
At this point one might wonder how to evaluate an arbitrary Λ 1 expression. For example, a variable should evaluate to its binding, but how do we keep track of the bindings introduced by lambda abstractions? For this we need to introduce a lexical environment, which contains the bindings of all the variables in scope. A lexical environment is historically denoted using the letter ρ and is represented here as a function taking a variable and returning the value bound to it. We can then specify our first evaluator E 1 as a function taking an expression and a lexical environment and returning the value of the expression. In principle this evaluator can be specified in any formalism, but if we specify it in λ -calculus, we can easily build towards the infinite reflective tower, because then the computational context will have the same format for both the evaluator and evaluated expression.
There are three syntactic cases in language Λ 1 and E 1 splits them using double bracket notation. Again, we have to be careful not to confuse the specification language and the language being specified. Here they are both λ -calculus in order to show the reflective tower at work, but we should not confuse the different floors of the tower! So in the specification below, if the Λ 1 expression between the double brackets is floor n, then the right-hand side of the equal sign is a Λ 1 expression on floor n − 1. E 1 is then specified as follows.
It should first be noted that all expression on the right-hand side are lambda abstractions expecting a lexical environment ρ, which is needed to look up the values of variables. To start evaluating an expression, an empty environment can be provided. According to the first case, the value of a variable x is its binding in ρ. According to the second case, the value of a lambda abstraction is itself a function, waiting for a value ε; when received, M is evaluated in ρ extended with a binding of x to ε. According to the third case, the value of an application is the value of the operator M applied to the value of the operand N, assuming the value of M is indeed a function. Both operator and operand are evaluated in the same lexical environment.
For notational convenience, we will abbreviate nested applications and lambda abstractions from now on. So (( f x) y) will be written as ( f x y) and λ x.λ y.M as λ xy.M.
We have now introduced an explicit lexical environment, but for a complete computational context, we also need a representation of the continuation. To that end, we rewrite the evaluator E 1 in continuation-passing style (CPS). This means that a continuation, which is a function historically denoted using the letter κ, is extended whenever further evaluation is required, or invoked when a value has been obtained. That way, κ always expresses the future of computations-although, as described before, it is usually only partially expanded.
The new evaluator E 1 works explicitly with the full computational context by taking both the lexical environment ρ and the continuation κ as arguments. Formally:
In the first and second case, the continuation is immediately invoked, which means that the future of computations is reduced. In these cases this is appropriate, because there is nothing extra to be evaluated. In the third case, however, two things need to be done: the operator and the operand need to be evaluated. In other words, while the operator (M) is being evaluated, the evaluation of the operand (N) is a computation that lies in the future.
Therefore the continuation, which represents this future, must be extended. This fact is now Let's return now to the whole point of explicitly representing the lexical environment and the continuation. Together they constitute the computational context of a program under evaluation; for this program to have self-reflective capabilities, it must be able to "grab" both of them. This is easily achieved now, by adding two special constructs to our language, grab-r and grab-k, which evaluate to the current lexical environment and current continuation, respectively.
These specifications look deceptively simple, and indeed they are. Because although we now have a means to grab the computational context at any time, there is little we can do with it. Specifically, there is no way of inspecting or modifying the lexical environment and continuation after obtaining them. So they are as good as black boxes.
Unfortunately there are several more subtle issues with the evaluator E 1 , which are easily overlooked. Suppose we have a program π in language Λ 1 and we want to evaluate it. For this we would have to determine the value of (E 1 [[π]] ρ 0 λ x.x), supplying the evaluator with an initial environment and an initial continuation. The initial continuation is easy: it is just the identity function. The initial environment ρ 0 and the extension of an environment (used in (10.9) but not specified yet) can be specified as follows.
So the initial environment is a function failing on every binding lookup, whereas an extended environment is a function that tests for the new binding, returning either the bound value (ε) when the variables match ( (= x y) ), or the binding according to the unextended environment ((ρ y)). But here we see more problems of our limited language Λ 1 surfacing:
there are no conditional statements (if), no primitive functions like =, and no constants like ⊥, so we are not allowed to write the initial and extended lexical environment as above.
Also the language does not contain numbers to do arithmetics (which has also caused our examples of Λ 1 expressions to be rather abstract). Admittedly, conditionals, booleans, and numbers can be represented in pure λ -calculus, but that is more of an academic exercise than a practical approach. Here we are interested in building towards practically feasible self-reflection, so let's see how far we can get by extending our specification language to look more like a "real" programming language.
Constants, Conditionals, Side-effects, and Quoting
Let's extend our very austere language Λ 1 and add constructs commonly found in programming languages, and in Scheme [11] in particular. Scheme is a dialect of Lisp, is very close to λ -calculus, and is often used to study reflection in programming [8, 12, 13] . The Scheme-like language Λ 2 is specified using the following recursive grammar.
where constants (c) include booleans, numbers, and, notably, primitive functions. These primitive functions are supposed to include operators for doing arithmetics and for inspecting and modifying data structures (including environments and continuations!), as well
as IO interactions. The if construct introduces the familiar if-then-else expression, set!
introduces assignment (and thereby side-effects), and quote introduces quoting (which means treating programs as data).
In order to appropriately model side-effects, we need to introduce the storage, which is historically denoted using the letter σ . From now on the lexical environment (ρ) does not bind variables to values, but to addresses. The storage, then, binds addresses to values.
This setup allows set! to change a binding by changing the storage but not the lexical environment. The new evaluator E 2 is then specified as follows.
where α is a fresh address. Again, it will be very instructive to carefully compare the familiar (10. As an example of a primitive function, the binary addition operator can be specified as follows. The reason that we cannot specify primitive procedures and constructs nonrecursively at this moment is because the specifications so far say nothing about the data structures used to represent the language constructs. Theoretically this is irrelevant, because the ground floor of the reflective tower is infinitely far away. But the inability to inspect and modify data structures makes it hard to comply with Queinnec's second condition for self-reflection, namely that everything-including the evaluator-should be modifiable. There are now (at least) two ways to proceed: (1) set up a recursive loop of evaluators with shared state to make the reflective tower "float" without a ground floor, or (2) let go of the circular language specification and retire to a reflective bungalow where everything happens at the ground floor. Both options will be discussed in the next two sections, respectively.
Nested Meta-Circular Evaluators
Using the well-studied technique of the meta-circular evaluator [12] , it is possible to attain self-reflectivity in any (Turing-complete) programming language. A meta-circular evaluator is basically an interpreter for the same programming language as the one in which the interpreter is written. Especially suitable for this technique are homoiconic languages such as Lisp and in particular its dialect Scheme [11] , which is very close to λ -calculus and is often used to study meta-circular evaluators and self-reflection in programming in general [8, [12] [13] [14] [15] [16] [17] [18] [19] . So a meta-circular Scheme evaluator is a program written in Scheme
runs ←− Fig. 10.1 The self-inspection and self-modification required for a Gödel Machine implementation can be attained by having a double nesting of meta-circular evaluators run the Gödel Machine's scheduler. Every instruction is grounded in some virtual machine running "underwater," but the nested meta-circular evaluators can form a loop of self-reflection without ever "getting their feet wet."
which can interpret programs written in Scheme. There is no problem with circularity here, because the program running the meta-circular Scheme evaluator itself can be written in any language. For clarity of presentation let us consider how a meta-circular Scheme evaluator can be used to obtain the self-reflectivity needed for e.g. [13] , of which we shall highlight one property that is very interesting in light of our goal to obtain a self-reflective system. Namely constructs also supposed to be modifiable? All the way down the "functions implementing the interpreter" can be described in terms of machine code, but we cannot change the instruction set of the processor. The regress in self-modifiability has to end somewhere. 4 
A Functional Self-Reflective System
Taking the last sentence above to its logical conclusion, let us now investigate the consequences of ending the regress in self-modifiability already at the functions implementing the interpreter. If the interpreter interprets a Turing-complete instruction set, then having the ability to inspect and modify the lexical environment and the continuation at any point is already enough to attain functionally complete reflective control.
The reason that Queinnec mentions modifiability of the functions implementing the interpreter is probably not for functional reasons, but for timing and efficiency reasons. As we have seen, the ability to "grab the computational context" is enough to attain functional reflection, but it does not allow a program to speed up its own interpreter (if it would know how). In this section we will introduce a new interpreter for a self-reflective system that takes a middle road. The functions implementing this interpreter are primitives (i.e., black boxes); however, they are also (1) very few in number, (2) very small, and (3) fast in execution. 5 We will show that a program being run by this interpreter can inspect and modify itself (including speed upgrades) in a sufficiently powerful way to be self-reflective.
First of all, we need a programming language. Here we use a syntax that is even simpler than classical λ -calculus, specified by the following recursive grammar.
where c are constants (symbols for booleans and primitive functions) and n are numbers (sequences of digits). There are no special forms (such as quote, lambda, set!, and if locations store pairs. The set of constants is denoted as P. We refer the reader to the appendix for more details on notation and storage whenever something appears unclear.
The crux of the interpreter to be specified in this section is that not only programs are stored as pairs, but also the lexical environment and the continuation. Since programs can build (cons), inspect (car, cdr), 7 and modify (set-car!, set-cdr!) pairs, they can then also build, inspect, and modify lexical environments and continuations using these same functions. That is, provided that they are accessible. The interpreter presented below will see to that. 5 The last point of course depends on the exact implementation, but since they are so small, it will be clear that they can be implemented very efficiently. In our not-so-optimized reference implementation written in C++, one primitive step of the evaluator takes about twenty nanoseconds on a 2009-average PC. Since reflection is possible after every such step, there are about fifty million chances per second to interrupt evaluation, grab the computational context, and inspect and possibly modify it. 6 Our reference implementation also supports vectors (fixed-size arrays) though. 7 In Scheme and Λ 3 , car and cdr are primitive unary functions that return the head and tail of a pair, respectively.
As is evident from (10.24), the language lacks variables, as well as a construct for lambda abstraction. Still, we stay close to λ -calculus by using the technique of De Bruijn indices [20] . Instead of named variables, numbers are used to refer to bound values. For example, where in Scheme the λ -calculus expression λ x.λ y.x is written as (lambda (x y) x), with De Bruijn indices one would write (lambda (lambda 1)).
That is, a number n evaluates to the value bound by the nth enclosing lambda operator (counting the first as zero). A number has to be quoted to be used as a number (e.g., to do arithmetics). But as we will see shortly, neither lambda nor quote exists in Λ 3 ; however, a different, more general mechanism is employed that achieves the same effect.
By using De Bruijn indices the lexical environment can be represented as a list, 8 with "variable" lookup being simply a matter of indexing the lexical environment. The continuation will also be represented as a list; specifically, a list of functions, where each function specifies what has to be done as the next step in evaluating the program. So at the heart of the interpreter is a stepper function, which pops the next function from the continuation and invokes it on the current program state. This is performed by the primitive unary function step, which is specified as follows. (Note that every n-ary primitive function takes n + 2 arguments, the extra two being the continuation and the storage.)
where F 1 and F 2 are the sets of all primitive unary and binary functions, respectively. In the first case, the top of the continuation is a primitive unary function, and step supplies π to that function. In the second case, the top is a primitive binary function, but since we need a second argument to invoke that function, step makes a pair of the function and π as its first argument. In the third case, where such a pair with a binary function is found at the top of the continuation, π is taken to be the second argument and the binary function is invoked. In the fourth case, the top of the continuation is found not to be a function (because the first three cases are tried first); this is an error, so the non-function is popped from the continuation and step continues with ⊥ to indicate the error. Finally, in the fifth case, when the continuation is not a pair at all, step cannot continue with anything and π is returned as the final value.
It is crucial that all primitive functions invoke step, for it is the heart of the evaluator, processing the continuation. For example, the primitive unary function cdr, which takes the second element of a pair, is specified as follows.
Henceforth we will not explicitly write the "step(⊥)(κ, σ ) otherwise" part anymore. As a second example, consider addition, which is a primitive binary function using the underlying implementation's addition operator. Then eval must distinguish three cases because a program can either be a primitive constant (i.e., ⊥, ∅, or a function), a number, or a pair. Constants are self-evaluating, numbers are treated as indices of the lexical environment, and pairs are treated as applications. eval is then specified as follows. is the operator, to be evaluated immediately; θ 2 is the operand, to be evaluated "next." Both closures get the same lexical environment (ρ). The new continuation κ reflects the order of evaluation of first π then π : eval itself is placed at the top of the continuation, followed by the primitive binary function next with its first argument (θ 2 ) already filled in. The second argument of next will become the value of π, i.e., the operator of the application.
next then simply has to save the operator on the continuation and evaluate the operand, which is its first argument (a closure). This behavior is specified in the second case below.
What does the first case do? It handles a generalized form of quoting. The reason that quote, lambda, set!, and if are special forms in Scheme (as we have seen in Λ 2 ) is because their arguments are not to be evaluated immediately. This common theme can be handled by just one mechanism. We introduce the binary primitive function quote2 and add a hook to next (the first case above) to prevent quote2's second argument from being evaluated. Instead, the closure (θ , which represented the unevaluated second argument of quote2) is supplied to the first argument of quote2 (which must therefore be a function). 9 So where in Scheme one would write (quote (1 2)), here we have to write ((quote2 cdr) (1 2)). Since quote2 supplies a closure (an environment-expression pair) to its first argument, cdr can be used to select the (unevaluated) expression from that closure. Also, we have to quote numbers explicitly, otherwise they are taken to be De Bruijn indices. For example, Scheme's (+ 1 2) here becomes ((+ ((quote2 cdr) 1)) ((quote2 cdr) 2)). This may all seem cumbersome, but it should be kept in mind that the Scheme representation can easily be converted automatically, so a programmer does not have to notice any difference and can just continue programming using Scheme syntax.
What about lambda abstractions? For that we have the primitive binary function lambda2, which also needs the help of quote2 in order to prevent its argument from being evaluated prematurely. For example, where in Scheme the λ -calculus expression λ x.λ y.x is written as (lambda (x y) x), here we have to write ((quote2 lambda2) ((quote2 lambda2) 1)). lambda2 is specified as follows 9 quote2 may also be seen as a kind of fexpr builder.
(cf. (10.17) ).
So lambda2 takes a closure and a value, extends the lexical environment captured by the closure with the provided value, and then signals that it wants the new closure to be evaluated by pushing eval onto the continuation.
As we saw earlier, conditional expressions are ternary, taking a condition, a then-part, and an else-part. In the very simple system presented here, if is just a primitive unary function, which pops from the continuation both the then-part and the else-part, and sets up one of them for evaluation, depending on the value of the condition.
So any value other than ⊥ is interpreted as "true." Where in Scheme one would write
(if c t f), here we simply write (((if c) t) f).
An implementation of Scheme's set! in terms of quote2 can be found in the appendix.
Now we have seen that the lexical environment and the program currently under evaluation are easily obtained using quote2. What remains is reflection on the continuation.
Both inspection and modification of the continuation can be achieved with just one very simple primitive: swap-continuation. It simply swaps the current continuation with its argument.
The interested reader can find an implementation of Scheme's call-with-current-continuation in terms of swap-continuation in the appendix.
This was the last of the core functions implementing the interpreter for Λ 3 . All that is missing is some more (trivial) primitive function like cons, pair?, *, eq?, and function(s)
for communicating with the external environment.
Discussion
So is Λ 3 the language a self-reflective Gödel Machine can be programmed in? It certainly is a suitable core for one. It is simple and small to the extreme (so it is easy to reason about), yet it allows for full functional self-reflection. It is also important to note that we have left nothing unspecified; it is exactly known how programs, functions, and numbers are represented structurally and in memory. Even the number of memory allocations that each primitive function performs is known in advance and predictable. This is important information for self-reasoning systems such as the Gödel Machine. In that sense Λ 3 's evaluator solves all the issues involved in self-reflection that we had uncovered while studying the pure λ -calculus-based tower of meta-circular evaluators.
We are currently using a Λ 3 -like language for our ongoing actual implementation of a Gödel Machine. The most important extension that we have made is that, instead of maintaining one continuation, we keep a stack of continuations, reminiscent of the poetically beautiful reflective tower with its summit lost in gray and cloudy skies-except this time with solid foundations and none of those misty marshes! Although space does not permit us to go into the details, this construction allows for an easy and efficient way to perform interleaved computations (including critical sections), as called for by the specification of the Gödel Machine's scheduler.
Appendix: Details of Notation Used
After parsing and before evaluation, a Λ 3 program has the following structure:
#f, error =⇒ ⊥ (π π ) =⇒ π:π #t, '() =⇒ ∅ lambda π =⇒ (quote2: lambda2):π
x =⇒ x for x ∈ P ∪ F ∪ N quote π =⇒ (quote2: cdr):π For historical reasons [8] , π is a typical variable denoting a program or expression (same thing), ρ is a typical variable denoting an environment, κ is a typical variable denoting a continuation (or 'call stack'), and σ is a typical variable denoting a storage (or working memory). where the set of primitives P is defined as follows: For convenience we often shorten the allocation and looking up of nested pairs: Note that the result of an allocation is always the modified storage, whereas the result of a lookup is true or false.
Taking the nth element of list ρ stored in σ is defined as follows. 
