We present an efficient skeleton-free mesh deformation method with motion capture data. With this technique, the user can directly drive 3D virtual characters without building skeleton structures for motion capture data. Furthermore, the computation complexity of our method is irrelative to the number of retro-reflective markers, as the markers just serve as the constraints of our solution system in the uniform least squares sense. The final results are obtained by optimizing a quadratic functional, which can be efficiently minimized by solving a sparse linear system.
Introduction
Motion capture is a popular process to generate vivid character animation used for entertainment, film industry, computer gaming, and other applications. Motion capture systems are mainly of three kinds, optical, magnetic, and exoskeleton-based ones, which all now have the ability to perform real-time capture of the typical human motion. The sensor information from a performer is always transformed into an articulated, hierarchical rigid-body object. Many skinning techniques are widely applied to model and animate these articulated figures. Among them, skeletalsubspace deformation (SSD) is the most popular skeletondriven deformation technique for its simplicity and plausibility. SSD [14] define the position of the surface geometry as a function of an underlying skeletal structure or a more abstract system of control parameters. Vertex locations are weighted averages of points in several coordinate frames. The main drawbacks of SSD are that the deformation is restricted to the indicated subspace and it does not permit direct manipulation. Pose space deformation (PSD) [11] generalizes and improves upon the common skeleton-driven deformation techniques. This deformation approach uniformly represents several types of deformation as the mappings from a pose space to displacements in the object local coordinate frames. Instead of storing the displacement fields for each key pose and then interpolating between them at runtime, as in PSD, EigenSkin [10] uses principal component analysis (PCA) to construct an error-optimal eigendisplacement basis for memory efficiency. However, it is always cumbersome to construct the skeleton structure for lots of marker points. Moreover, the number of markers often changes in different scenes, so does the skeleton structure generated from those markers. Recently, some skeleton-free approaches are used for mesh deformation and motion tracking [6] . Allen et al. [2] demonstrated a model fitting approach with sparse markers only. This method is based on a dataset consisting of 250 scans of different humans in the same pose. Chai et al. [5] introduced an approach to performance animation that employed a small set of retro-reflective markers supplemented by a database of pre-recorded human motion. SCAPE [3] is also a data-driven method for building a human shape model that spans variation in both subject shape and pose. In analogy to traditional skeleton-based inverse kinematics for posing skeletons, Sumner et al. [18] presented mesh-based inverse kinematics, called MESHIK. MESHIK algorithm learns the space of meaningful shapes from example meshes and then generates new shapes that respect the deformations exhibited by the examples, while satisfying vertex constraints imposed by the user. Krayevoy [9] introduced a variant of pyramid coordinates for boneless motion reconstruction. However, the reconstruction of the Cartesian coordinates from the pyramid coordinates is a non-linear optimization and therefore is time consuming. To improve time performance, Krayevoy incorporated a multiresolution structure into the reconstruction procedure. In this paper, we present an efficient skeleton-free mesh deformation method with Mocap data. In contrast to standard methods for motion reconstruction, our technique does not require any additional global knowledge of the model structure such as skeleton. Moreover, the markers are attached on the surface of the performer's body, not in the body. So the motion capture data cannot actually represent the ideal skeleton positions that are located in the central line of the body. Our idea becomes realizable through the recent trend to cast mesh modelling problems as discrete Laplace or Poisson models [1, 12, 17, 20, 21] . Within this framework, the pose of the 3D model is edited while preserving the geometric details of the surface as much as possible. Here, we discretize the Laplace operator using cotangent weights instead of uniform weights for fine approximation qualities. Our technique is purely mesh-based and need not extra dataset. In addition, the Mocap markers just serve as the deformation constraints, so the computation complexity of our method is independent of the number of markers.
Notation and Algorithm

Laplacian Differential Coordinates with Cotangent Weights
= is a graph where V denotes the set of vertices, E denotes the set of edges and F denotes the set of faces; and P is the geometry associated with each vertex in V . The Laplacian differential coordinates [1, 12, 17] are represented by the difference between i v and the average of its neighbors:
are the edge neighbors,
is the valence of a vertex, i.e. the number of edges which emanate from this vertex. Here, we discretize the Laplace operator using cotangent weights [15] . These geometry-dependent weights lead to i δ with normal components only, unlike the uniform Laplace weights which also have tangential components. 
Skeleton-Free Human Motion Animation
In the following paragraphs, we discuss how to drive a 3D mesh model with marker point data in four steps. 1) Given a mesh model (see Figure 2a ) and Mocap data (see Figure 2c ), in the first step, the user firstly builds a correspondence between the markers in the Mocap data and the counterpart vertices on the mesh (see Figure 2b ). These feature markers were typically placed on the subject at anthropometric landmarks, such as the shoulders, elbows and wrists. The correspondence provides the positions for a subset of the model's vertices for each frame in the motion sequence.
That is, we use markers' positions as the spatial constraints of our solution system. 2) Then in the second step, we need to obtain an initial result with some mesh editing technique, such as multiresolution approaches [4, 8, 23] , Laplacian editing [1, 12, 17, 22] , Poisson editing [20, 21] , pyramid coordinates for morphing and deformation [16] , or linear rotation-invariant coordinates for meshes [13] . Here we adopt Laplacian mesh editing method for its simplicity and efficiency. Different to [17] , the Laplace operator is discretized using cotangent weights instead of uniform weights for better qualities. Note that in the case of the overall deformation of human motion, neither the user need specify the desired region of interest (ROI), nor need adjust the transformation of the handle frame to the transformation of the handle position, such as in [13, 21] . In this step, we use markers' positions as the spatial constraints with relative large weights, so the specified vertices of the deformed mesh will match exactly with the correspondent marker points. Our goal is to find the positions for the remaining vertices in a manner that best preserves the shape of the original model. We solve for the reconstructed 
For a more detailed discussion of the expressions for i Q see the appendix of [17] . Note that artifacts may appear in the initial deformed mesh M ′ (see Figure 2d ) because of the incorrect correspondences of vertices/markers, large deformations, or exaggerated movements. So in the following steps, we should adjust the initial result that already has captured the overall pose information.
3) In the third phase, we will obtain a temporary mesh { , , } || || (7) Note that although the above function is a non-linear optimization problem, the iterative process is still very fast because it only includes ten free variables (the x/y/z components of three vertices 1 2 3 { , , } For a more detailed discussion of solution methods, we suggest a text on the subject such as Fletcher [7] . 
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The computation is numerically efficient with a sparse LU solver [19] . We firstly compute the factorization of the normal equations and then find the solution by backsubstitution.
Results
The motion data are obtained with our motion capture system, and formatted into TRC point format file. The sample rate of our Mocap system is up to 100Hz. This high sampling rate is advisable when fast motions, such as sports motions, are captured. Then the motion capture data are input into 3D skeleton-free deformation animation program. Some results are shown in Figure 2 . In this case, a walk man's motion capture data with 21 marker points are used to drive a women's 3D model. We do not construct the skeleton from the motion capture data. If the user establishes the incorrect correspondences between the marker points and the mesh's vertices, or their segment length proportions are very different, unnatural result will appear (see Figure 2d) . However, since this initial result has contained enough pose information, we can still get the satisfactory final result (Figure 2f ) using our method. Figure  2g shows a motion sequence. We only need adjust the parameters for the first frame. Then these parameters can be successfully applied to the other frames without the user's any extra labour. 
Conclusions
In this paper, we present an efficient skeleton-free mesh deformation method with motion capture data. Our approach is numerically efficient, as the solution to the optimization problem can be obtained by fast solving a sparse linear system. For example, 5.5K vertices require 0.6 seconds for factorization and 0.03 seconds for back-substitution on an Intel P4/3.0 GHz. Experimental results show that our method is effective enough for common applications. 
