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1. Introduction
Let A be a bounded linear operator on a complex Hilbert space H . For 0 q  1, the q-numerical radius wq(A) of A is
deﬁned by
wq(A) = sup
{|z|: z ∈ Wq(A)},
where
Wq(A) =
{〈Aξ,η〉: ξ,η ∈ H, ‖ξ‖ = ‖η‖ = 1, 〈ξ,η〉 = q}
is the q-numerical range of A. This concept is a generalization of the classical numerical range, namely,
W (A) = W1(A) =
{〈Ax, x〉: x ∈ H, ‖x‖ = 1}.
It is known that the q-numerical range Wq(A) is a bounded convex subset of C (cf. [20]), and it is related with the height
function
h(z) = hA(z) = sup
{
t  0: (z, t) ∈ W (A, A∗A)}
deﬁned by the Davis–Wielandt shell
W
(
A, A∗A
)= {(ξ∗Aξ, ξ∗A∗Aξ) ∈ C× R: ξ ∈ Cn, ‖ξ‖ = 1}
(cf. [5,13]). The Davis–Wielandt shell has also been discussed by some authors [9,10,14]. There have been a sequence of
interesting papers with results related to the q-numerical range (cf. [1,5–7,13,15,16,19,20]). In the case q = 1, Stout [18] gave
a formula for the numerical radius of a general Hilbert–Schmidt class weighted shift operator, as the reciprocity of a minimal
positive root of an entire analytic function. Weighted shift operators have been discussed in many aspects (cf. [3,8,11,19]).
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weights. In that paper, a bounded operator A on the Hilbert space 2(N) deﬁned by
A(x1, x2, x3, . . .) = (0, s1x1, s2x2, s3x3, . . .), (x1, x2, x3, . . .) ∈ 2(N)
is considered, where (sn)∞n=1 is a sequence of nonnegative real numbers with period m 1, i.e., sn+m = sn , n = 1,2, . . . . It is
shown in [6] that the q-numerical radius of a weighted shift operator A with periodic weights on 2(N) coincides with the
q-numerical radius of the following weighted cyclic matrix
C =
⎛
⎜⎜⎜⎜⎝
0 0 0 . . . 0 sm
s1 0 0 . . . 0 0
0 s2 0 . . . 0 0
.
.
.
.
.
.
.
.
.
. . .
.
.
.
.
.
.
0 0 0 . . . sm−1 0
⎞
⎟⎟⎟⎟⎠ , (1)
and
hA(z) = hC
(|z|),
z ∈ W (A). It follows from this fact and Tarski–Seidenberg’s theorem that there exists a real polynomial F (q,w) satisfying
F (q,wq(A)) = 0 for 0  q  1 (cf. [4]), that is, the q-numerical radius w = wq(A) is an algebraic function in the weights
s1, s2, . . . , sn of A. For instance, if m = 3, s1 = s2 = 1, s3 = 0, then
wq(A) = 1
8
√
27+ 18q − 13q2 + (9+ 7q)((1− q)(9+ 7q))1/2
for 1/2  q  1 and wq(A) = 1 for 0  q  1/2 (cf. [13]). However exact computation of the polynomial F (q,w) is not
performed except for some special cases. In Section 5, we provide such a polynomial for a rather simple case. By the result
wq(A) = wq(C), hA(z) = hC (|z|), a numerical algorithm in [5] is available to obtain a uniform approximation of the graph
wq(A) for 0  q  1. We provide another method to analyze the radius wq(A) which gives more precise information of
wq(A) near q = 0. We consider the Taylor series of the function wq(A) in q near q = 0. The coeﬃcients of the Taylor series
for the q-numerical radius of the weighted shift operator A are treated, and the formulae to compute the coeﬃcients up to
the 4th order are given. By the invariance of the q-numerical range under a unitary similarity, the q-numerical radius of A
is invariant under a cyclic replacement of the weights. Moreover, the q-numerical range is transpose invariant, we have that
the q-numerical radius of A is invariant if we reverse the oder of its weights.
In quantum mechanics, perturbation formulae have been used in many instances [2,17]. In this paper, the coeﬃcients of
the Taylor series up to the 4th order are described explicitly as real rational functions of the weights of the shift operator A.
The explicit formula is basically deduced from (2.33) in [12] and the duality between the family of q-numerical radius of A
and the function hA .
2. Perturbation formulae
In this section, we apply the perturbation method introduced by Kato [12], and give some preliminary formulae for
later computations. Let B be an n × n Hermitian matrix. Suppose that {ξ1, ξ2, . . . , ξn} is an orthonormal eigenbasis of B
corresponding to the eigenvalues b1,b2, . . . ,bn related by Bξi = biξi . Let T be an n × n Hermitian matrix, we consider a
perturbation B(k) = B + kT , where k is a small real perturbation parameter. By applying Taylor series to the eigenvalue
λi(B(k)) of B(k) close to bi , we ﬁnd that
λi
(
B(k)
)= bi + c(1)i k + c(2)i k2 + c(3)i k3 + c(4)i k4 + c(5)i k5 + · · · . (2)
We treat the eigenvalue λi(B(k)) for an index i such that b j = bi for j ∈ {1,2, . . . ,n}\{i}. This condition is called non-
degenerated in quantum mechanics (cf. [17]).
Consider the 1-dimensional orthogonal projection P (k) satisfying
B(k)P (k) = λi
(
B(k)
)
P (k).
Then the eigenvalue
λi
(
B(k)
)= tr(λi(B(k))P (k))= tr(B(k)P (k)),
or equivalently
λi
(
B(k)
)− bi = tr(B(k)P (k) − bi P (k))= tr((B(k) − bi I)P (k))
for small |k|. We write P (k) in the power series
P (k) = P + kP (1) + k2P (2) + k3P (3) + k4P (4) + k5P (5) + · · · ,
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R(ζ ) = (B − ζ I)−1.
With respect to the orthonormal basis {ξ1, ξ2, . . . , ξn}, the matrix representation of the resolvent R(ζ ) is
diag
(
1/(b1 − ζ ),1/(b2 − ζ ), . . . ,1/(bn − ζ )
)
.
If 1 j  n, j = i, then the function 1/(b j − ζ ) near ζ = bi is expressed as
1
b j − ζ =
1
b j − bi
∞∑
m=0
(
(ζ − bi)/(b j − bi)
)m
.
We deﬁne a Hermitian matrix S by
Sξ j = 1
b j − bi ξ j
for j = i and Sξi = 0. Then the resolvent R(ζ ) satisﬁes
R(ζ ) = −(ζ − bi)−1P +
∞∑
m=0
(ζ − bi)mSm+1, (3)
for small |ζ − bi |.
By [12], we have
(
B(k) − bi I
)
P (k) =
∞∑
m=1
B˜(m)km, (4)
B˜(m) = 1
2π i
∫
Γ
R(ζ )T R(ζ )(ζ − bi)dζ, (5)
where Γ is a positively oriented circle enclosing bi but no other eigenvalues of B . We substitute (3) into (4) and (5), then
take the trace on (4). By using the facts that T P = P T , P2 = P , S P = 0, we compare the coeﬃcients of (2), and obtain the
equalities
c(1)i = tr(P T P ) = tr(T P ) = 〈T ξi, ξi〉,
c(2)i = −tr(P T ST P ) = −tr(T ST P ) = −〈T ST ξi, ξi〉 = −〈ST ξi, T ξi〉,
c(3)i = tr(P T ST ST P ) − tr
(
P T S2T P T P
)= 〈T ST ξi, ST ξi〉 − 〈T P T ξi, S2T ξi 〉,
c(4)i = tr
(−T ST ST ST P + T S2T ST P T P)+ tr(T ST S2T P T P + T S2T P T ST P − T S3T P T P T P)
= −〈ST ST ξi, T ST ξi〉 +
〈
T ST P T ξi, S
2T ξi
〉+ 〈S2T P T ξi, T ST ξi 〉+ 〈P T ST ξi, T S2T ξi 〉− 〈P T P T ξi, T S3T ξi 〉.
By the transformation S , the coeﬃcients become
c(1)i = 〈T ξi, ξi〉
c(2)i =
∑
1 jn, j =i
|〈T ξi, ξ j〉|2
bi − b j ,
c(3)i =
∑
1 jn, j =i
(〈T ξ j, ξ j〉 − 〈T ξi, ξi〉)|〈T ξi, ξ j〉|2
(bi − b j)2 + 2
∑
1 j<pn, j,p =i
	(〈T ξ j, ξi〉〈T ξi, ξp〉〈T ξp, ξ j〉)
(bi − b j)(bi − bp) . (6)
The expression of c(4)i is more complicated, and is given by
c(4)i = c(4)i,1 + c(4)i,2 + c(4)i,3 + c(4)i,4 ,
where
c(4)i,1 =
∑
1 jn, j =i
|〈T ξi, ξ j〉|2((〈T ξ j, ξ j〉 − 〈T ξi, ξi〉)2 − |〈T ξi, ξ j〉|2)
(bi − b j)3 ,
c(4)i,2 =
∑ |〈T ξi, ξ j〉|2
(bi − b j)2
|〈T ξp, ξ j〉|2 − |〈T ξp, ξi〉|2
bi − bp ,1 j =pn, j,p =i
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∑
1 j<kn, j,k =i
(−〈T ξi, ξi〉 + 〈T ξk, ξk〉
(bi − b j)(bi − bk)2 +
−〈T ξi, ξi〉 + 〈T ξ j, ξ j〉
(bi − a j)2(bi − bk)
)
	(〈T ξ j, ξi〉〈T ξi, ξk〉〈T ξk, ξ j〉),
c(4)i,4 = 2
∑
1 jn, j =i
∑
1p<qn, p,q =i, j
	(〈T ξp, ξi〉〈T ξ j, ξp〉〈T ξi, ξq〉〈T ξq, ξ j〉)
(bi − b j)(bi − bp)(bi − bq) . (7)
3. Weighted shift operators and matrices
We consider the m × m weighted cyclic matrix C with weights {s1, s2, . . . , sm} deﬁned by (1), where we assume that
s1, s2, . . . , sm are nonnegative distinct numbers. Consider the m ×m perturbation Hermitian matrix
B(k) = diag(s21, s22, . . . , s2n)+ k (C + C∗)/2
⎛
⎜⎜⎜⎜⎜⎝
s21 k s1/2 0 . . . 0 k sm/2
k s1/2 s22 k s2/2 . . . 0 0
0 k s2/2 s23 . . . 0 0
.
.
.
.
.
.
.
.
.
. . .
.
.
.
.
.
.
k sm/2 0 0 . . . k sm−1/2 s2m
⎞
⎟⎟⎟⎟⎟⎠
.
Suppose that {ξ1, ξ2, . . . , ξm} is the standard orthonormal basis for Cm , i.e.,
ξ1 = (1,0,0, . . . ,0)T , ξ2 = (0,1,0, . . . ,0)T , . . . , ξm = (0,0, . . . ,0,1)T .
The perturbed eigenvalues (2) of B(k) suﬃciently close to s2i , 2 i m, become
λi
(
B(k)
)= s2i +
(
s2i
4(s2i − s2i+1)
+ s
2
i−1
4(s2i − s2i−1)
)
k2 + c(3)i k3 + c(4)i k4 + c(5)i k5 + · · · , (8)
and
λ1
(
B(k)
)= s21 +
(
s21
4(s21 − s22)
+ s
2
m
4(s21 − s2m)
)
k2 + c(3)1 k3 + c(4)1 k4 + c(5)1 k5 + · · · .
We introduce an m ×m Hermitian matrix
T˜ = C + C∗ =
⎛
⎜⎜⎜⎜⎝
0 s1 0 . . . 0 sm
s1 0 s2 . . . 0 0
0 s2 0 . . . 0 0
.
.
.
.
.
.
.
.
.
. . .
.
.
.
.
.
.
sm 0 0 . . . sm−1 0
⎞
⎟⎟⎟⎟⎠ ,
and consider the perturbation
B(k) = diag(s21, s22, . . . , s2n)+ k2 T˜ .
Let m = 3. By (6), it follows
c(3)1 =
1
4
s1s2s3
(s21 − s22)(s21 − s23)
,
c(3)2 =
1
4
s1s2s3
(s22 − s21)(s22 − s23)
,
c(3)3 =
1
4
s1s2s3
(s23 − s21)(s23 − s22)
.
It is obvious that c(4)i,3 = c(4)i,4 = 0, i = 1,2,3, and hence c(4)i = c(4)i,1 + c(4)i,2 for i = 1,2,3. We ﬁnd that
c(4)1,1 =
−1
16
3∑
j=2
〈T˜ ξ j, ξ1〉4
(s21 − s2j )3
= − 1
16
(
s41
(s21 − s22)3
+ s
4
3
(s21 − s23)3
)
,
c(4)1,2 =
1
16
( 〈T˜ ξ1, ξ2〉2
(s21 − s22)2
〈T˜ ξ3, ξ2〉2 − 〈T˜ ξ3, ξ1〉2
s21 − s23
+ 〈T˜ ξ1, ξ3〉
2
(s21 − s23)2
〈T˜ ξ2, ξ3〉2 − 〈T˜ ξ2, ξ1〉2
s21 − s22
)
= 1
16
(
s21
(s2 − s2)2
s22 − s23
s2 − s2 +
s23
(s2 − s2)2
s22 − s21
s2 − s2
)
= 1
16(s2 − s2)(s2 − s2)
(
s21(s
2
2 − s23)
s2 − s2 +
s23(s
2
2 − s21)
s2 − s2
)
.1 2 1 3 1 3 1 2 1 2 1 3 1 2 1 3
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c(4)1 = −
1
16
s21(s
4
1 − s22s23)[s41 − (s22 + s23)s21 + s42 − s22s23 + s43]
(s21 − s22)3(s21 − s23)3
.
Similarly, we have
c(4)2 = −
1
16
s22(s
4
2 − s21s23)(s42 − (s21 + s23)s22 + s41 − s21s23 + s43)
(s22 − s21)3(s22 − s23)3
,
c(4)3 = −
1
16
s23(s
4
3 − s21s22)(s43 − (s21 + s22)s23 + s41 − s21s22 + s42)
(s23 − s21)3(s23 − s22)3
.
In the case m = 4, we see that
c(4)1,4 =
1
8
〈T˜ ξ2, ξ1〉〈T˜ ξ4, ξ1〉〈T˜ ξ2, ξ3〉〈T˜ ξ4, ξ3〉
(s21 − s23)(s21 − s22)(s21 − s24)
= s1s2s3s4
8(s21 − s22)(s21 − s23)(s21 − s24)
.
Similarly,
c(4)2,4 =
s1 s2 s3 s4
8(s22 − s21)(s22 − s23)(s22 − s24)
,
c(4)3,4 =
s1 s2 s3 s4
8(s23 − s21)(s23 − s22)(s23 − s24)
,
c(4)4,4 =
s1 s2 s3 s4
8(s24 − s21)(s24 − s22)(s24 − s23)
.
Furthermore, we have
c(4)2,1 =
−1
16
∑
1 j4, j =2
〈T˜ ξ j, ξi〉4
(s2i − s2j )3
= − 1
16
(
s41
(s22 − s21)3
+ s
4
2
(s22 − s23)3
)
,
and
c(4)1,1 = −
1
16
(
s41
(s21 − s22)3
+ s
4
4
(s21 − s24)3
)
,
c(4)3,1 = −
1
16
(
s42
(s23 − s22)3
+ s
4
3
(s23 − s24)3
)
,
c(4)4,1 = −
1
16
(
s44
(s24 − s21)3
+ s
4
3
(s24 − s23)3
)
.
By using (7), we obtain
c(4)2,2 =
1
16
∑
1 j =p4, j,p =2
〈T˜ ξ2, ξ j〉2
(s22 − s2j )2
〈T˜ ξp, ξ j〉2 − 〈T˜ ξp, ξ2〉2
s22 − s2p
= 1
16
(
s21
(s22 − s21)2
−s22
s22 − s23
+ s
2
2
(s22 − s23)2
−s21
s22 − s21
)
+ 1
16
(
s21
(s22 − s21)2
s24
s22 − s24
+ 0
(s22 − s24)2
〈T˜ ξ4, ξ1〉2 − 〈T˜ ξ1, ξ2〉2
s22 − s21
)
+ 1
16
(
s22
(s22 − s23)2
s23
s22 − s24
+ 0
(s22 − s24)2
〈T˜ ξ3, ξ4〉2 − 〈T˜ ξ3, ξ2〉2
s22 − s23
)
= 1
16
(
− s
2
1s
2
2
(s22 − s21)2(s22 − s23)
− s
2
1s
2
2
(s22 − s23)2(s22 − s21)
+ s
2
1s
2
4
(s22 − s21)2(s22 − s24)
+ s
2
2s
2
3
(s22 − s23)2(s22 − s24)
)
.
Similarly, we verify that
c(4)3,2 =
1
16
(
− s
2
2s
2
3
(s23 − s22)2(s23 − s24)
− s
2
2s
2
3
(s23 − s24)2(s23 − s22)
+ s
2
2s
2
1
(s23 − s22)2(s23 − s21)
+ s
2
3s
2
4
(s23 − s24)2(s23 − s21)
)
,
c(4)4,2 =
1
16
(
− s
2
3s
2
4
(s24 − s23)2(s24 − s21)
− s
2
3s
2
4
(s24 − s21)2(s24 − s23)
+ s
2
3s
2
1
(s24 − s23)2(s24 − s22)
+ s
2
4s
2
1
(s24 − s21)2(s24 − s22)
)
,
c(4)1,2 =
1
16
(
− s
2
4s
2
1
(s2 − s2)2(s2 − s2) −
s24s
2
1
(s2 − s2)2(s2 − s2) +
s24s
2
2
(s2 − s2)2(s2 − s2) +
s21s
2
2
(s2 − s2)2(s2 − s2)
)
.1 4 1 2 1 2 1 4 1 4 1 3 1 2 1 3
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c(3)i =
1
4
∑
1 j<pm, j,p =i
〈T˜ ξ j, ξi〉〈T˜ ξp, ξi〉〈T˜ ξp, ξ j〉
(s2i − s2j )(s2i − s2p)
= 0, (9)
for 1 i m.
In the case m 5 the equation
〈T˜ ξp, ξi〉〈T˜ ξq, ξi〉〈T˜ ξp, ξ j〉〈T˜ ξq, ξ j〉 = 0
holds for distinct 1 i, j, p,qm, and hence
c(4)i,4 =
1
8
∑
1 jn, j =i
∑
1p<qn, p,q =i, j
〈T˜ ξp, ξi〉〈T˜ ξq, ξi〉〈T˜ ξp, ξ j〉〈T˜ ξq, ξ j〉
(s2i − s2j )(s2i − s2p)(s2i − s2q)
= 0
for all 1 i m. Hence we have
c(4)i = c(4)i,1 + c(4)i,2 , (10)
in particular
c(4)3,1 =
−1
16
∑
1 jm, j =3
〈T˜ ξ j, ξi〉4
(s2i − s2j )3
= − 1
16
(
s42
(s23 − s22)3
+ s
4
3
(s23 − s24)3
)
, (11)
c(4)3,2 =
1
16
∑
1 j =pm, j =3, p =3
〈T˜ ξ3, ξ j〉2
(s23 − s2j )2
〈T˜ ξp, ξ j〉2 − 〈T˜ ξp, ξ3〉2
s23 − s2p
= 1
16
∑
( j,p)=(2,4),(4,2),(4,5),(2,1)
〈T˜ ξ3, ξ j〉2
(s23 − s2j )2
〈T˜ ξp, ξ j〉2 − 〈T˜ ξp, ξ3〉2
s23 − s2p
= 1
16
(
− s
2
2s
2
3
(s23 − s22)2(s23 − s24)
− s
2
2s
2
3
(s23 − s24)2(s23 − s22)
+ s
2
3s
2
4
(s23 − s24)2(s23 − s25)
+ s
2
1s
2
2
(s23 − s22)2(s23 − s21)
)
. (12)
4. Periodic weights
Let A be a shift operator with periodic nonnegative weights {s1, s2, . . . , sm}, m  3. Suppose that s2 > s j for all j =
1,3, . . . ,m. It is shown in [6] that the second-order perturbation of the q-numerical radius of A is determined, namely,
wq(A) = s2 − (s
2
2 − s21)(s22 − s23)
2s2(2s22 − s21 − s23)
q2 + c3q3 + · · ·
for suﬃciently small q. In this section, we proceed to ﬁnd up to the fourth-order corrections of the q-numerical radius
when the largest weight has multiplicity 1. It does not matter which weight is the largest among the weights because
of the invariance of wq(A) under cyclic changes of weights. In the following theorems, we specify the largest weight for
simplicity.
Theorem 4.1. Let A be the shift operator with periodic nonnegative weights {s1, s2, s3, s4, . . . , sm}, m  5, such that s3 >
max{s1, s2, s4, . . . , sm}. Then the perturbation of the q-numerical radius is
w = s3 − (s
2
3 − s22)(s23 − s24)
2s3(2s23 − s22 − s24)
q2 + c(4)3 q4 + O
(
q5
)
,
where
c(4)3 = −
1
8α˜
+ β˜
16α˜4
− s3
8
, α˜ = − s3(2s
2
3 − s22 − s24)
2(s43 − s22s24)
, β˜ = β1
β2
,
β2 = 8s33
(
s22
(s23 − s22)
+ s
2
3
(s23 − s24)
)4
,
β1 = −
(
s22
s23 − s22
+ s
2
3
s23 − s24
)2
− 2
(
s22
s23 − s22
+ s
2
3
s23 − s24
)3
−
(
s22
s23 − s22
+ s
2
3
s23 − s24
)4
+ 4s23
(
− s
4
2
(s23 − s22)3
+ s
2
2
(s23 − s22)2
(
s21
s23 − s21
− s
2
3(2s
2
3 − s22 − s24)
(s23 − s24)2
)
+ s
2
3
(s23 − s24)3
(
−s23 +
s24(s
2
3 − s24)
s23 − s25
))
.
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h(x) = sup{y ∈ R: x+ iy ∈ W (	(A) + i A∗A)}
for x ∈ W (	(A)), x  0, where 	(A) = (A + A∗)/2. By [4, Theorem 2], the graph of h is the upper part of the numerical
range W (	(A) + i A∗A), and is obtained as the envelope of the one-parameter family of straight lines
y + kx = maxσ (T (k)), k 0. (13)
By hypothesis s3 > s j  0 for j = 3, we may assume that maxσ(T (k)) = λ3(T (k)) near k = 0. Together with (8)–(12), the
straight line (13) becomes
−y − kx+ s23 +
1
4
(
s22
s23 − s22
+ s
2
3
s23 − s24
)
k2 + 1
16
(
− s
4
2
(s23 − s22)3
− s
4
3
(s23 − s24)3
− s
2
2s
2
3
(s23 − s22)2(s23 − s24)
− s
2
2s
2
3
(s23 − s24)2(s23 − s22)
+ s
2
3s
2
4
(s23 − s24)2(s23 − s25)
+ s
2
1s
2
2
(s23 − s22)2(s23 − s21)
)
k4 + O (k5)= 0.
The coeﬃcients c2, c4 of the Taylor expansion of the function y = h(x) near x = 0
h(x) = s23 + c2x2 + c4x4 + O
(
x5
)
,
can be obtained by solving the discriminant of the quartic polynomial
−y − kx+ s23 +
1
4
(
s22
s23 − s22
+ s
2
3
s23 − s24
)
k2 + 1
16
(
− s
4
2
(s23 − s22)3
− s
4
3
(s23 − s24)3
− s
2
2s
2
3
(s23 − s22)2(s23 − s24)
− s
2
2s
2
3
(s23 − s24)2(s23 − s22)
+ s
2
3s
2
4
(s23 − s24)2(s23 − s25)
+ s
2
1s
2
2
(s23 − s22)2(s23 − s21)
)
k4
with respect to k. We obtain that the discriminant is a quartic polynomial in x, y:
H(x, y) = 256β2 y3 + (128α2β − 768s23β2)y2 + (16α4 − 256α2βs23 + 768β2s43)y + 27βx4 + 144αβx2 y
+ (4α3 − 144αβs23)x2 + (−16α4s23 + 128α2βs43 − 256β2s63), (14)
where
α = 1
4
(
s22
s23 − s22
+ s
2
3
s23 − s24
)
,
β = c(4)3,1 + c(4)3,2
= 1
16
(
− s
4
2
(s23 − s22)3
− s
4
3
(s23 − s24)3
− s
2
2s
2
3
(s23 − s22)2(s23 − s24)
− s
2
2s
2
3
(s23 − s24)2(s23 − s22)
+ s
2
3s
2
4
(s23 − s24)2(s23 − s25)
+ s
2
1s
2
2
(s23 − s22)2(s23 − s21)
)
. (15)
By solving the equation H(x, y) = 0 in y, we obtain the Taylor expansion of h:
y = h(x) = s23 −
1
4α
x2 + β
16α4
x4 + O (x5).
Moreover the function
φ(x) =
√
h(x) − x2
is expressed as
φ(x) = s3 − 4α + 1
8αs3
x2 + 4βs
2
3 − 16α4 − 8α3 − α2
128α4s33
x4 + O (x5)= s3 + α˜x2 + β˜x4 + O (x5).
By using this expression, we compute the Taylor series of the q-numerical radius w = wq(A) near q = 0. We recall (cf. [6])
that
wq(A) = max
{
qx+
√
1− q2φ(x): 0 x w1(A)
}
.
The implicit function expression of w = wq(A) is obtained as the discriminant of the quartic polynomial
G(x) = −w + qx+
√
1− q2(s3 + α˜x2 + β˜x4),
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q = 2τ
1+ τ 2 ,
√
1− q2 = 1− τ
2
1+ τ 2 .
The relation
w = s3 + c2τ 2 + c4τ 4 + O
(
τ 5
)
implies that
w = s3 + c2
4
q2 +
(
c2
8
+ c3
16
)
q4 + O (q5),
since
τ = q
2
+ q
3
8
+ O (q5), τ 2 = q2
4
+ q
4
8
+ O (q6), τ 4 = q4
16
+ O (q6).
The discriminant (14) becomes
H˜(τ ,w) = 16β˜2(τ 2 + 1)3(τ 2 − 1)w3 − 8β˜(α˜2 − 6β˜s3)(τ 2 − 1)2(τ 2 + 1)2w2
+ ((τ 2 − 1)2α˜4 − 16β˜s3(τ 2 − 1)2α˜2 + 36β˜τ 2α˜ + 48β˜2s23(τ 2 − 1)2)w
+ s3
(
τ 2 − 1)4α˜4 − τ 2(τ 2 − 1)2α˜3 + 36s3β˜τ 2(τ 2 − 1)2α˜ + β˜(16β˜s33(τ 2 − 1)4 − 27τ 4).
By solving the equation H˜(τ ,w) = 0 in w , we have
w = s3 − 1+ 2α˜s3
α˜
τ 2 +
(
2s3 + β˜
α˜4
)
τ 4 + O (τ 5),
and hence
w = s3 − 1+ 2α˜s3
4α˜
q2 +
(
− 1
8α˜
+ β˜
16α˜4
− s3
8
)
q4 + O (q5). 
Notice that the coeﬃcients of the perturbations up to the fourth order are independent of the weights s j with | j− i| > 2,
where si > sk for all k = i.
Remark. The hypothesis s3 > max{s1, s2, s4, . . . , sm} is essential for the proof of Theorem 4.1. For example, if m = 5 and
s1 = s3 > max{s2, s4, s5}, then the expression β of (15) contains an undeﬁned fraction s21s22/(s23 − s22)2(s23 − s21). Indeed, it
is shown in [6] that in this case the q-numerical radius wq(A) is strictly decreasing near q = 0 which is not applicable to
Theorem 4.1.
We may apply the perturbation method used in Theorem 4.1 for m = 4, and obtain the following analogous formula.
Theorem 4.2. Let A be a shift operator with periodic nonnegative weights {s1, s2, s3, s4} such that
s3 >max{s1, s2, s4}.
Then the perturbation of the q-numerical radius is
w = wq(A) = s3 − (s
2
3 − s22)(s23 − s24)
2s3(2s23 − s22 − s24)
q2 + c(4)3 q4 + O
(
q5
)
,
where
c(4)3 = −
1
8α˜
+ β˜
16α˜4
− s3
8
, α˜ = − s3(2s
2
3 − s22 − s24)
2(s43 − s22s24)
, β˜ = β2
β1
,
β2 = 8s33
(
s22
(s23 − s22)
+ s
2
3
(s23 − s24)
)4
,
β1 = −
(
s22
s23 − s22
+ s
2
3
s23 − s24
)2
− 2
(
s22
s23 − s22
+ s
2
3
s23 − s24
)3
−
(
s22
s23 − s22
+ s
2
3
s23 − s24
)4
+ 4s23
(
− s
4
2
(s23 − s22)3
+ 2s1s2s3s4
(s23 − s21)(s23 − s22)(s23 − s24)
+ s
2
2
(s23 − s22)2
(
s21
s23 − s21
− s
2
3(2s
2
3 − s22 − s24)
(s23 − s24)2
)
+ s
2
3
(s23 − s24)3
(
−s23 +
s24(s
2
3 − s24)
s23 − s21
))
.
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Theorem 4.3. Let A be a shift operator with periodic nonnegative weights {s1, s2, s3} such that s3 >max{s1, s2}. Then, for suﬃciently
small q, the perturbation of the q-numerical radius is
wq(A) = s3 − (s
2
3 − s21)(s23 − s22)
2s3(2s23 − s21 − s22)
q2 + s1s2(s
2
3 − s21)2(s23 − s22)2
s33(2s
2
3 − s21 − s22)3
q3 − γ (s
2
3 − s21)2(s23 − s22)2
8s53(2s
2
3 − s21 − s22)5
q4 + O (q5),
where
γ = 16s123 − 32
(
s21 + s22
)
s103 +
(
30s41 + 72s21s22 + 30s22
)
s83 −
(
11s61 + 93s41s22 + 93s21s42 + 11s62
)
s63
+ (s81 + 34s61s22 + 162s41s42 + 34s21s62 + s82)s43 + (3s81s22 − 75s61s42 − 75s41s62 + 3s21s82)s23 + 36s61s62.
Proof. Under the hypotheses, the computations in Section 3 show that the perturbation eigenvalue λ3(B(k)) in (8) close to
s3 becomes
λ3
(
B(k)
)= s23 + c(2)3 k2 + c(3)3 k3 + c(4)3 k4 + O (k5),
where
c(2)3 =
(
s23
4(s23 − s21)
+ s
2
2
4(s23 − s22)
)
,
c(3)3 =
s1s2s3
4(s23 − s21)(s23 − s22)
,
c(4)3 = −
1
16
s23(s
4
3 − s21s22)(s43 − (s21 + s22)s23 + s41 − s21s22 + s42)
(s23 − s21)3(s23 − s22)3
.
The height function h(x) is given by
h(x) = s23 −
1
4c(2)3
x2 + c
(3)
3
8(c(2)3 )
3
x3 +
(
c(4)3
16(c(2)3 )
4
− 9(c
(3)
3 )
2
64(c(2)3 )
5
)
x4 + O (x5).
Then the function φ(x) =√h(x) − x2 becomes
φ(x) = s3 − 4c
(2)
3 + 1
8c(2)3 s3
x2 + c
(3)
3
16(c(2)3 )
3s3
x3 +
(
4c(4)3 s
2
3 − 16(c(2)3 )4 − 8(c(2)3 )3 − (c(2)3 )2
128(c(2)3 )
4s33
− 9(c
(3)
3 )
2
128(c(2)3 )
5s3
)
x4 + O (x5)
≡ s3 + γ2x2 + γ3x3 + γ4x4 + O
(
x5
)
.
By the same computation method used in Theorem 4.1, we obtain that
wq(A) = s3 − 1+ 2γ2s3
4γ2
q2 − γ3
8γ 32
q3 +
(
γ4 − 2γ 32 − 2γ 42 s3
16γ 42
− 9γ
2
3
64γ 52
)
q4 + O (q5). 
5. An example
Consider m = 3 and s3 = 3, s2 = 2, s1 = 1. In this case the equation of the boundary of the range W (	(A) + i A∗A) is
given by
G(x, y) = 230400x6 + 141904x4 y2 + 13728x3 y3 + 31213x2 y4 + 5292xy5 + 1772y6 − 1393952x4 y + 38304x3 y2
− 552720x2 y3 − 74088xy4 − 40012y5 − 2574544x4 − 1030176x3 y + 3415594x2 y2 + 163296xy3 + 352898y4
+ 2305248x3 − 8355480x2 y + 1153656xy2 − 1636441y3 + 6166993x2 − 4704588xy + 4312028y2
+ 3456432x− 5965897y + 2975652 = 0.
By using this equation, we conclude that the q-numerical radius w = wq(A) of A satisﬁes the following equation for
0 q 1 (cf. [6]).
M.-T. Chien, H. Nakazato / J. Math. Anal. Appl. 345 (2008) 954–963 963F (q,w) = 27550846224− 68933960064q2 − 4156777440q4 + 30451135088q6 + 17002264336q8 + 3151987200q10
+ 207360000q12 − 51930577440qw − 14309646624q3w + 81916081632q5w + 15607175808q7w
− 551577600q9w − 80585718696w2 + 169278008760q2w2 − 22599299016q4w2 − 15107919512q6w2
+ 5639718112q8w2 + 1021708800q10w2 + 105492347784qw3 − 45605787240q3w3 − 37905787104q5w3
+ 3306107136q7w3 + 197683200q9w3 + 85641344145w4 − 150260732370q2w4 + 35647672865q4w4
− 8016544928q6w4 + 2157480976q8w4 − 72975621600qw5 + 39986940000q3w5 − 3193550304q5w5
+ 791833728q7w5 − 41491673154w6 + 57361433548q2w6 − 15142964962q4w6 + 2465873672q6w6
+ 22331273832qw7 − 9915540936q3w7 + 1179448032q5w7 + 9990605737w8 − 9543082514q2w8
+ 1622456297q4w8 − 3067461360qw9 + 758020848q3w9 − 1155644000w10 + 554496544q2w10
+ 150038784qw11 + 50239744w12 = 0.
The equation F (0,w) = 0 in w has the greatest real root w = 3. By using the method of indeﬁnite coeﬃcients, we obtain
the Taylor expansion
w = 3− 20
39
q2 + 3200
59319
q3 − 1548380
10024911
q4 + 504563200
15247889631
q5 − 646241536520
7730680042917
q6 + O (q7)
from the equation F (q,w) = 0. For instance, if we substitute w = 3+ c2q2 into the polynomial F (q,w), then we have
F
(
q,3+ c2q2
)= (1230235905600 + 2398960015920c2)q2 + O (q3),
and thus c2 = −20/39. By successive substitutions, we can determine the coeﬃcients of the Taylor expansion. This result
coincides with the one deduced from Theorem 4.3 up to the fourth order.
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