Semantic segmentation plays a critical role in image understanding. Recently, Fully Convolutional Network (FCN)-based models have made significant progress in semantic segmentation. However, achieving the full utilization of contextual information and recovery of lost spatial details remains a huge challenge. In this paper, we present a semantic segmentation model based on pyramid context contrast and a subpixel-aware dense decoder. We propose first using the pyramid context contrast to exploit the capability of contextual information by aggregating multi-scale foreground representations in different background regions via the pyramid context contrast module. Then, we add a subpixel-aware dense decoder architecture to reuse features extracted from different decoder levels by pixel shuffle, which can reasonably resolve resolution inconsistency between feature maps. Next, we refine the boundary by utilizing spatial visual information about low-level features via a boundary refinement branch with addition of auxiliary supervision. The presented model was evaluated using the PASCAL VOC 2012 semantic segmentation benchmark and achieved a performance of 86.9%, demonstrating that the proposed model achieves considerable improvement over most state-of-the-art models.
I. INTRODUCTION
Convolutional neural networks have been widely introduced into various fields [1] - [6] . Their performance is comparable to that of recurrent neural networks in natural language processing. Remarkable progress has also been made with semantic segmentation in the development of convolution networks. As a core technology of a variety of industrial applications such as self-driving vehicles and medical image analysis, the aim of semantic segmentation is to group pixels according to their categories by assigning a unique label to each pixel in a given image. Therefore, semantic segmentation can be regarded as a pixel-wise classification task. Most state-of-the-art semantic segmentation models follow The associate editor coordinating the review of this manuscript and approving it for publication was Yonghong Tian.
the Fully Convolutional Network (FCN) design [4] , wherein a classification model is adopted, but all fully connected layers are replaced by convolutional ones. Consequently, these networks allow images of arbitrary size as inputs and generates dense outputs according to size, for which the categorical probabilities of all pixels are given. On the other hand, such an FCN network could always be divided into two parts. One part would have the role of learning highly semantic feature representation as an encoder, while the other would have the roles of reconstruction of spatial resolution and generation of reconstruction and segmentation results as a decoder.
For the encoding part, modern backbone models [7] - [13] pretrained on ImageNet [14] have always been the first choice because of their powerful ability to represent semantic features. However, owing to size limitation of the effective receptive field, these models cannot incorporate global VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ contextual information. Although previous works [15] - [18] provides many different solutions based on large-scale pooling or dilated convolution, these methods collect contextual information indiscriminately and neglect the relationship between foreground and background context, which is inconsistent with human behavior and may be harmful for learning a discriminative feature. In fact, human beings always observe foreground objects in contrast to the background, which is essential for distinguishing a target object from other similar ones. To address this issue, the context contrasted local (CCL) model [19] is used to combine local and contextual information using contrast to discriminate local features, but it performs less well in contextual representation owing to its poor utilization ratio of dilated convolution [20] . Inspired by the above observations, we introduce a background contrasted foreground feature with element-level discrimination. This feature can capture foreground and background context information simultaneously by dilated convolution and pooling, respectively, and determine the contrast between them. We also propose a pyramid context contrast (PCC) module to concatenate several background contrasted foreground features with different pool sizes and dilated rates for multi-scale aggregation. The PCC module can combine the advantages of both a pyramid pooling module [16] and an atrous spatial pyramid pooling (ASPP) module [17] , [18] . Therefore, the features extracted by the encoder become more powerful and element-level discriminative.
For decoding, it is common to divide resolution reconstruction into multiple similar upsampling steps. However, in most works, the output of each decoding step only depends directly on the previous one, and so does the segmentation result. Although low layers encode low-level visual information while high layers encode high-level semantic information in the encoding process, we argue that features from all decoder levels contribute to generating a consistent segmentation result. Therefore, both the decoded outputs and segmentation results can benefit from all previous decoded outputs, and the decoding process should explore how to reuse decoded outputs extensively. For this purpose, we add a subpixel-aware dense decoder architecture to solve resolution inconsistency by pixel shuffle. Unlike [21] , we take the learnable subpixel convolution [22] as the upsampling method so that feature resolution can be freely converted in a natural way by the tradeoff between depth and space.
Recent studies have proven that low-level feature fusion is an effective way to recover spatial details [4] , [19] , [21] , [23] - [26] . For the same purpose, we introduce a boundary refinement branch (BRB) to exploit the low-level spatial visual features, but without the semantic embedding of [27] , [28] . The intention is that low-level visual information such as edges and corners is sufficient to classify those ambiguous boundary pixels. Hence, we simply add some adaptive convolution units to bridge the potential gap between learning and the utilization of the low-level visual information. Meanwhile, we explicitly supervise the boundary refinement branch using a simplified version of semantic segmentation named edge detection [29] . In this way, we can learn the low-level visual features more easily and achieve better performance of boundary refinement.
In summary, our main contributions are as follows: 1) We propose a background contrasted foreground feature, which is element-level discriminative. We also propose a pyramid context contrast (PCC) module to obtain a multi-scale context contrast representation by selectively aggregating appropriate background contrasted foreground features. 2) We present a newly designed subpixel-aware dense decoder architecture, which can effectively reuse outputs of all decoding layers and solve the problem of resolution inconsistency in a natural way. 3) We propose a boundary refinement branch to exploit low-level visual features to alleviate the lack of spatial detail and to develop an auxiliary supervision strategy to learn the low-level visual features by employing edge detection.
II. RELATED WORK A. ENCODER-DECODER
With most of the FCN-based models, it is common practice to take a pretrained classification model (e.g., VGG [7] , ResNet [8] , [9] , GoogleLeNet [10]- [12] , DenseNet [13] ) as the main encoding part and fine-tune the entire model using the semantic segmentation dataset [30] - [33] . However, both max-pooling and strided convolution in these models result in low-resolution features and poor spatial details, which is harmful for the dense prediction. One way to mitigate this problem is to control the resolution of features to prevent losing too much important spatial information. To this end, some methods [16] - [18] remove the last few downsampling layers in the backbone model and adopt dilated convolution, which maintains the feature resolution without reducing the receptive field. As for the decoding part, there are mainly three upsampling methods for resolution reconstruction, and the most popular one is bilinear interpolation, which is efficient but unlearnable. To enhance the learning ability of the upsampling layer, the deconvolution was first proposed in [4] and then employed in later works, such as [23] - [25] . However, this approach is inefficient because it must pad many zeros before convolution. To overcome the limitation of these two methods, subpixel convolution [22] is applied in [34] to generate prediction efficiently. In decoding processes, the output of each decoding stage is only used by the next stage in almost all existing models except [21] . Unlike FC-DenseNet [35] , which extends DenseNet [13] only to build efficient blocks, Bilinski and Prisacariu [21] adopts the idea of dense connections to reuse the output of each decoding stage. However, the performance of [21] may potentially be limited by its easy upsampling method (i.e., bilinear interpolation).
B. CONTEXTUAL MODULE
For visual recognition tasks, the receptive field is a crucial concept that can roughly describe the richness of contextual information. The larger the receptive field size, the richer the contextual information. Although the theoretical receptive field size of ResNet [8] is already large, the effective receptive field size is much smaller than the theoretical one, especially on deeper layers [36] . Furthermore, when the backbone model pretrained on ImageNet [14] is applied to a semantic segmentation task, the effective field size is not large enough because the image sizes of segmentation datasets [30] - [33] are much larger than those in the dataset used for pretraining. Therefore, how to obtain richer contextual information has become a prime target for optimization. To this end, ParseNet [15] first captures global contextual information by applying average pooling on the entire image. Inspired by spatial pyramid pooling (SPP) [37] , the use of pyramid pooling module [16] and ASPP module [17] , [18] are proposed to collect multi-scale contextual information. DenseASPP [38] creates dense connections between dilated layers to obtain a larger receptive field. To increase the utilization ratio of the ASPP module, Xie et al. [20] introduced vortex pooling, which can use all covered descriptors. Inspired by the attention mechanism, pixel-level attention is provided by [27] to the encoder feature using a feature pyramid attention (FPA) module. However, these works pay attention to only one part of the information and they fail to combine the foreground and background context information for inference. To address a similar issue, Ding et al. [19] introduce a context contrasted local (CCL) model to make features locally discriminative by making a contrast between local and contextual information, but the contextual clues obtained by dilated convolution cannot explore all the descriptors it covers. This may cause the loss of some important contextual clues. Therefore, attempts to obtain better contextual representation is still a valuable research issue.
C. LOW-LEVEL FEATURE FUSION
Low-level feature fusion is a crucial way to supplement the spatial information of the decoded feature. The FCN [4] combines only one low-level feature and one high-level feature at a time while the Hypercolumn [39] merges features from different levels at the same time. Note that both the FCN and Hypercolumn are trained in stages. There are more existing modules trained end-to-end for feature fusion by summation or concatenation, such as, U-net [23] , SegNet [24] , RefineNet [25] , and DFN [26] . Some methods [27] , [28] also embed semantic information to enhance the low-level feature representation. Such semantic embedding seems redundant because the introduction of low-level feature fusion is essential for spatial details. Therefore, the key is how to learn better low-level visual representation for feature fusion.
On the other hand, deep or auxiliary supervision with the same optimization target, such as in ExFuse [28] and PSPNet [16] , is an effective way to improve performance. However, such a strategy is rarely adopted to optimize the learning of low-level visual representation, which it seems can also improve the final performance. Therefore, the auxiliary supervision of the learning of the low-level visual representation is also an important issue. Note that a simpler auxiliary target, such as edge detection [29] , seems to be better for this situation owing to the limited information needed for it.
III. PROPOSED NETWORK A. OVERALL FRAMEWORK
The overall framework of the proposed network is given in Fig. 1 . The entire framework consists of four modules as follows.
1) DEEP CONVOLUTIONAL NEURAL NETWORKS
The deep convolutional neural networks (DCNN) are the entry to the entire model. Here, we employ ResNet [8] and modify several layers as [16] - [18] did. Specifically, the first 7 × 7 convolution is replaced by three 3 × 3 convolutions, and some original convolutions within the pooling operation are replaced by dilated convolution to control the feature resolution and to maintain the size of the receptive field.
2) PYRAMID CONTEXT CONTRAST
Following the DCNN, the pyramid context contrast (PCC) module is designed to exploit complex contextual information. It collects multi-scale foreground and background contextual information by dilated convolution and average pooling, respectively, then selectively makes several contrasts between this two kinds of contextual information before concatenation. Each of contrasts corresponds to foreground contextual information of one scale and background contextual information of a larger scale. Note that this module is followed by a dropout layer and a 1 × 1 convolution in our framework.
3) SUBPIXEL-AWARE DENSE DECODER
Following the pyramid context contrast (PCC) module, the subpixel-aware dense decoder (SADD) has several dense decoding steps and predicts the segmentation result after the last bilinear interpolation. The dense decoding step is designed to reuse all previous decoded outputs, which takes the pixel shuffle as the last step to increase feature resolution. The dense decoding step can accept encoded features, previous output and low-level features as inputs and some fusion steps can be skipped when corresponding inputs do not exist. For example, the input of the first dense decoding step has only one feature extracted by the encoder.
4) BOUNDARY REFINEMENT BRANCH
Before the low-level feature fusion, a boundary refinement branch (BRB) is introduced to refine low-level features with different resolutions in the DCNN and to provide subtle lowlevel features for the decoding part. It first applies 1 × 1 convolution on features extracted from the middle layers of DCNN for feature reduction. Subsequently, the edge adaption and fusion adaption are employed to bridge the potential gap between learning and utilization of the low-level visual information, respectively. Meanwhile, features from the middle layers are fused to generate an edge detection result for auxiliary supervision in edge adaption to improve the lowlevel visual feature learning. More details of the presented network are introduced in the following sections.
B. PYRAMID CONTEXT CONTRAST MODULE
Recently, it has been proven that contextual clues can significantly boost performance. For example, pooling and dilated convolution operations have been successfully utilized to capture multi-scale contextual information using a pyramid pooling module and ASPP module, respectively. However, they still have some limitations owing to the basic operation mechanisms. In contrast, the approaches based on the pooling operation apply convolution after pooling to capture different sub-region information and then upsample the feature to the original size, as shown in Fig 2. Such a pooling operation usually depends on a fixed bin size, which indicates the number of regions a feature map should be divided into, resulting in a large and variable kernel size. However, this design uses feature values in a region in an indiscriminate manner, resulting in poor spatial discrimination. On the contrary, the dilated convolution, which is a variant of the standard convolution operation, implicitly increases the kernel size by inserting zero between the filter values. However, it has been demonstrated [20] that there are always only nine useful descriptors in the dilated convolution regardless of the size of the rate, so that some important information is likely to be neglected, as shown in Fig 3. As mentioned above, the goal of our contextual module is to capture the foreground contextual information for contrast with the corresponding background contextual information. Spatial discrimination is critical for identifying the desired foreground objects but is not needed for identifying the background information. Therefore, we collect the foreground and background contextual information separately using the dilated convolution and pooling operations, respectively.
Here, we introduce the background contrasted foreground feature to imitate the human behavior of observing things by fusing foreground contextual information with the corresponding background contextual information. Considering the fact that adjacent pixels may belong to different classes, this spatial discrimination is essential for the foreground context. Therefore, we use the dilated convolution to capture the foreground context because such a variant convolution can obtain long-range contextual information without losing any spatial discrimination. As for the background context, it should be shared by several pixels in its region and the spatial discrimination becomes unnecessary. Therefore, we employ the pooling operation to explore all descriptors in a target region to make full use of the information. To obtain the contrasted context, we finally subtract the background context from the foreground context to focus on the representation of the target objects. As illustrated in Fig. 4 , a pooling result can be shared with different dilated convolution, and vice versa.
Furthermore, the PCC module is proposed to meet better the challenge of multi-scale objects in contrast to different regions by aggregating several parallel background contrasted foreground features. Considering that no meaningful background regions can be found within the target object in 2-D images, it may be reasonable to consider a contrasting context in which the background context has less coverage than that of the foreground. Therefore, we can focus only on meaningful contrasted features by excluding the combination of high-level foreground context and low-level background context. As a result, we only select ten out of sixteen possible combinations composed of four levels of foreground information and four levels of background information to produce the background contrasted foreground features. More specifically, each piece of foreground information is paired with background information at the same level or higher. As illustrated in Fig. 5 , the foreground context of the smallest rate is paired with all the levels of the background context while that of the largest rate is only paired with the background context of the smallest bin size.
In our proposed PCC module, the combination of the spatial discriminative foreground context and the complete background context causes the features to be more discriminative. Meanwhile, selective multi-scale feature combinations can capture complex multi-scale contextual information with less meaningless information. In addition, the feature values of different channels at the same position, take the same feature values as the input. Therefore, each feature value is fully capable of representing a case independently. Thus, the dropout [40] operation is still a suitable and effective way to improve further the generalization ability of our model. Note that dropout is seldom applied in convolutional neural networks because of the wide usage of batch normalization.
C. SUBPIXEL-AWARE DENSE DECODER
For the pixel-wise semantic segmentation task, it is essential to output a full-resolution result. However, the final feature map of the original backbone model is much smaller than the input resolution because of the pooling and strided convolution operations. Here, we follow [18] to represent the rate of input-to-output resolution by output stride. Owing to the GPU memory limitation, the output stride can usually be increased only to 8 or 16, even if a dilated convolution is applied to extract a denser feature map. Therefore, the upsampling operation becomes a necessary component. Up to now, there have been three main upsampling methods for the segmentation task, among which bilinear interpolation is the one most commonly used. Bilinear interpolation is fast and memory-efficient so that it works well even if the output stride is large. But from another perspective, bilinear interpolation is prone to lose fine details because this nonparametric method is not learnable. Another popular method used in recent works [23] - [25] is deconvolution, in which several zeros are padded, first in the unpooling operation, after which a regular convolution is applied to this padded feature, resulting in pixel-wise decoding. However, when it comes to a large output stride, efficiency is significantly deteriorated because there are too many padded zeros. The last method is subpixel convolution, which contains a regular convolution and a pixel shuffle operation, which was proposed in [22] and later extended to the segmentation task [34] . The subpixel convolution converts channel information to space information for pixel-wise decoding, so it satisfies the requirements for fine detail and efficiency.
In dense upsampling convolution [34] , the subpixel convolution is used only for the final prediction. Instead, we employ the subpixel convolution in each decoding step. Specifically, the proposed subpixel-aware dense decoder (SADD), extends the idea of dense connections proposed in [21] to reuses all previous decoded outputs, and replaces the original upsampling method with subpixel convolution to unify the feature resolution. Such a design employs one convolution operation and many different pixel shuffle operations, so the decoded outputs can be reused more naturally in the different subsequent decoding steps.
Suppose os is the output stride and a feature map with dimension H × W × C is the desired output. After a regular convolution operation, a feature map with dimension H os × Fig. 6 . In other words, this design directly generates a feature map with final resolution and then converts the resolution for different decoding steps as needed. Thus, features from different decoder levels can be converted to the same resolution, and satisfy the demand for dense connections. On the other hand, this design can also meet the requirement to fuse low-level features with different resolutions extracted from the middle layers.
The key component of the proposed SADD is the dense decoding step, as shown in Fig. 7 . First, an fusion step for encoded feature is applied, and only the encoded feature is used if the previous output does not exist. This fusion simply upsamples the encoded feature by bilinear interpolation, followed by an optional concatenation with the previous output. Next, we employ feature adaption after a channel reduction by a 1 × 1 convolution. Feature adaption comprises a full preactivation residual block [9] and a 3 × 3 convolution. The former aims to make the model easier to be trained while the latter enable the learning of a different representation. Subsequently, we employ a low-level feature fusion to fuse the low-level feature extracted from the middle layer of a backbone model if the corresponding low-level feature exists. This part can be seen as an identity block if there is no corresponding low-level feature. Next, we perform feature extraction by a 3 × 3 convolution and prepare for the pixel shuffle by a 1 × 1 convolution. Finally, we apply the subpixel convolution to generate the final output with a higher resolution. If previous output exists, we further concatenate it with the feature extracted by the last convolution and apply the pixel shuffle to the concatenation result to generate a dense feature. As a consequence, the output of the dense decoding step contains features from all previous decoder levels. This means that dense connections are created among different decoding steps. In this way, both decoded outputs and the prediction result can benefit from all previous decoded outputs, and the feature closer to the output naturally contributes more channels.
As for the entire decoder architecture, there are two issues that need to be discussed: the encoding output and final prediction. The encoding output and final prediction are both related to the pixel shuffle step. To upsample a feature map by 2, channels need to be one-fourth the size of the original channels. For example, a previous feature with 256 channels only contributes 64 channels for the next decoding process. Consequently, if we do not assign more channels to early features, the representation of subsequent features will be limited. Rather than extracting features with large channels, we simply add encoding output to each decoding step to enhance the representation. On the other hand, suppose the backbone model outputs a feature map with output stride = 8, and what we want is a full-resolution feature map. Then the feature channels will be reduced by 64 times. That is to say, a feature with 256 channels would only provide 4 channels for the last prediction. To avoid this problem, we employ a simple bilinear interpolation for upsampling in the last decoding step. Note that the upsampling factor in most studies is greater than 4 while ours is 2, which can prevent losing more fine details.
D. BOUNDARY REFINEMENT BRANCH
As stated previously, we aim to exploit the low-level visual features for recovery of spatial details. We hold that the high-level semantic features have the capacity of gathering pixels with similar appearance into one cluster so that pixels in the same cluster are very likely to have the same (and correct) category except for edge pixels. These edge pixels are close to multiple objects so that it is hard to determine to which category they belong. Worse still, generating a highresolution feature from a low-resolution one further reduces the recognizability of edge pixels. Therefore, we focus on how to enhance low-level visual information near edges. To this end, we add edge detection as an auxiliary task to the proposed segmentation model explicitly to guide learning of low-level visual information.
As illustrated in Fig. 1 , the low-level features extracted from the middle layers of the backbone model are fed into the proposed boundary refinement branch (BRB) to provide refined low-level features for the decoder. First, a 1 × 1 convolution is separately applied to different inputs to reduce the number of channels. Subsequently, we apply edge adaption separately on the reduced features to improve the low-level visual features learning. Then, the features are passed to the auxiliary edge supervision and fusion adaption for different purposes. The goal of auxiliary edge supervision is to merge all low-level features to predict an edge detection result for auxiliary supervision. All the upsampling features with the same resolution as the largest one, are concatenated and a sigmoid function is applied to output a probability map for the auxiliary loss computation after a 1×1 convolution and bilinear interpolation. This part is abandoned in the testing phase because only the semantic segmentation result is needed. As the features have been directly used for edge detection in the auxiliary edge supervision already, we further employ the fusion adaption to bridge the potential gap between the low-level visual feature learning and fusion, which produce the final, refined low-level visual features for the SADD.
Because edge detection is introduced to supervise the BRB, the refined low-level feature is capable of acquiring low-level visual information about edges. In this way, the boundary of objects can be accurately located and spatial information can be effectively reconstructed. Note that auxiliary supervision is naturally integrated into the proposed network by the binary cross-entropy (BCE) loss. More specifically, we employ the cross-entropy on the outputs of softmax and sigmoid to compute the categorical cross-entropy (CCE) loss for semantic segmentation and binary cross-entropy (BCE) loss for edge detection, respectively. Both losses are minimized to optimize the learning process. This ensures that the entire model is trainable end-to-end. In addition, several shallow layers shared between the main and auxiliary branch, have the same learning objective, so the gradient can be propagated backwards more than one way, speeding up the learning process of the entire model.
IV. EXPERIMENTS
We carried out ablation experiments using the PASCAL VOC 2012 dataset, which is the most widely used dataset for semantic segmentation. It contains 20 object categories and one background class, with a total of 21 classes. In official settings, the dataset is split into 1464 (train), 1449 (val), and 1456 (test) for training, validation, and testing, respectively. According to common practice [16] - [18] , we used the additional annotations provided by [41] to augment the official dataset, resulting in a new split named trainaug, which contained 10,582 images. The evaluations were conducted using the val set because the annotations of the test set are not publicly available. For comparison of the proposed one with other state-of-the-art models, we reported the performance of the proposed model using the test set by submitting the segmentation predictions to the Pascal VOC challenge evaluation server.
A. IMPLEMENTATION DETAILS
We implemented the proposed model using TensorFlow [42] . Four NVIDIA Tesla V100 GPUs were used for the experiments, and each GPU had memory of 16 GB.
1) BASELINE
Following [18] , we adopted ResNet-101 [8] , which consisted of five parts as the network backbone and upsampled the final logits by bilinear interpolation for full-resolution prediction. Specifically, the 7 × 7 convolution in the first part was replaced by three 3 × 3 convolutions, and dilated convolution was employed in the last two parts to extract denser features as needed. For example, the backbone model with output stride of 16, means that the last part applied dilated convolution at rate = 2. When it comes to the output stride (= 8), the penultimate and the last part applied dilated convolution with rates of 2 and 4, respectively. The first row in Table 1 shows the results of the baseline on the val set.
2) ADDITIONAL MODULES
For the PCC module, we followed [16] to get four-level background contextual information by the pooling operation with pooling kernel covering 6, 3, 2, and 1 portions of the top feature of the backbone model. Then, the corresponding four-level foreground contextual information was obtained by applying dilated convolution with rates of 2, 5, 8, and 16 for the output stride of 16, and each one minus the background information representation with the same and higher level, resulting in 4, 3, 2, and 1 features, respectively. This was followed by a dropout layer with the drop rate of 0.5. Both batch normalization and activation function were only used after subtraction and the channel of all convolution operations was 256. For the SADD, three dense decoding steps generated features with 512, 384, and 256 channels; contributing 32, 96, and 256 final features, respectively. For the BRB, we picked the output of the penultimate unit in the conv2x and conv3x blocks from the backbone model for low-level feature fusion, by reducing the channel size to one-fourth of the original one. For all the convolution operations, the channel number was unchanged. For supervision of the loss of the auxiliary edge, the weight was set to 1, which is the same as that of the original task.
3) TRAINING POLICY
Like [16] - [18] , we used the weights pretrained on Ima-geNet [14] to initialize the backbone model. Following [16] - [18] , we adopted ''poly'' learning rate policy for all experiments, in which the current learning rate is the product of the initial one and (1 − iter max_iter ) power with power = 0.9. The batch normalization parameters were trained with weight decay = 0.9997 and the others were trained with weight decay = 0.0001. Similar to [18] , we first performed training on the trainaug set with 30 K iterations and the initial learning rate was set as 0.007. Then, we finetuned the proposed model using the train set with another 30 K iterations and the initial learning rate decreased to 0.001, at which the batch normalization parameters were frozen. The batch size was set to 16 when the output stride = 16 and was changed to 8 when the output stride = 8. For evaluations on the test set, we fine-tuned the proposed model on the trainval set and duplicated the images that contained hard classes of bicycle, chair, table, potted plant, and sofa. This resulted in a total of 3609 images, named the hardtrainval set. Meanwhile, the output stride of the backbone model was set to 8 and the batch normalization parameters were frozen in two stages.
Note that the rates of the PCC module should be changed according to the output stride, which changes for different training stages. For example, we had to double the rates when the output stride changed from 16 to 8. Note that our model did not compute the batch normalization statistics using the total batch, as is done by Deeplab [18] and PSPNet [16] . Specifically, our model was built on the Tensorflow official implementation, such that only the batches on the first GPU were used for batch normalization statistics computation (i.e., only one-fourth the of batch size was effective for batch normalization), which indicated that the performance of the proposed model could be further improved if we adopted the same strategy named SyncBatchNorm as PSPNet and DeeplabV3. We also followed [18] for applying random scaling of the input images (from 0.5 to 2.0) and random leftright flipping for data augmentation. The crop size was set to 513 × 513.
4) INFERENCE STRATEGY
With the introduction of dilated convolution, we could train with the output stride of 16 and predict with the output stride of 8 to improve performance without extra parameters. Meanwhile, we followed [18] to calculate the average probabilities generated at multiple scales (i.e., 0.5, 0.75, 1.0, 1.25, 1.5, and 1.75) and the left-right flipped inputs, which showed stable improvement (see Table. 1).
5) PRETRAINED ON MS-COCO
To compare this one with the other state-of-the-art models, we further pretrained the proposed model on the MS-COCO dataset [33] , which improved the performance significantly in all experimental settings (see Table. 1). Following [18] , we treated those classes not defined in the PASCAL VOC 2012 dataset as the background class and abandoned a portion of the images, those in which the number of annotated pixels belonging to 20 object categories were less than 1000. After pretraining with this dataset with 500 K iterations and an initial learning rate of 0.007, the batch normalization parameters were also frozen at the training stage and the initial learning rates of the original two stages decreased to 0.001 and 0.0001, respectively.
B. PYRAMID CONTEXT CONTRAST MODULE
In this subsection, we discuss the results form experiments on the proposed pyramid context contrast module.
In Table. 2, we show the results of experiments on the effect of dropout [40] with different keep probabilities to the PCC module. Because Srivastava et al. [40] proved that dropout with a half-keep probability obtained the best performance because it randomly generated the most network structures, we first fixed the keep probability at 0.5. Meanwhile, we also employed the PCC module without dropout for comparison (i.e., with keep probability = 1). Then, we observed that dropout with a keep probability of 0.5 improved the performance by 0.83%, reaching final performance of 77.84%. To better investigate the impact of the keep probability, we conducted more experiments with different keep probabilities, such as 0.4, and some values between 0.5 and 1.0. From the experimental results given in Table 2 , it is shown that the mIOU continuously improved until the keep probability dropped to 0.4 and the best performance was achieved when the keep probability was 0.5. More specifically, the keep probability of 0.9 and 0.8 slightly improved the mIOU by 0.08% and 0.27%, but seemed to have little effect. The improvement became significant when the keep probability was set to 0.7 and 0.6, at which setting the mIOU reached 77.63% and 77.74%, respectively. The best mIOU (77.84%) was obtained when the keep probability was 0.5 and the mIOU dropped when the keep probability was set to 0.4.
Note that dropout has become an outdated technology since batch normalization became widely used in convolutional networks. Meanwhile, combining dropout with batch normalization seems less effective and sometimes has negative effects. As described in [43] , the reason that dropout has become less effective in convolutional networks may be that closely related information can still be obtained from nearby positions owing to the spatial correlation of the convolution. In other words, the contribution of the same neuron unit to close positions is similar, resulting in low discriminative features. However, it can be seen from our experiments that dropout still works well with batch normalization in the PCC module because the contextual information of foreground and background are taken into consideration at the same time. The same foreground context is different from the background context, and vice versa. Therefore, the representations learned by different neuron units are quite different. This can suppress the spatial correlation of the convolution and allow the PCC model to get useful benefit from dropout.
Because the PCC module was built using a combination of ASPP [17] , [18] and pyramid pooling modules [16] , we conducted further experiments to evaluate the effect of dropout with the same keep probabilities, when other two popular designs were employed. For a fair comparison, all convolution operations had 512 filters and the concatenation result was reduced to 256 channels. Note that all convolution operations in the proposed contextual module had 256 filters. The comparison results are shown in Fig. 8 . For the pyramid pooling module, the performance fluctuates within a small range, indicating that dropout has little effect on performance improvement. Owing to pooling with a large kernel size and upsampling by simple bilinear interpolation, semantic information generated from the same pooling region is quite similar and highly correlated. Therefore, it makes little sense to apply dropout to such a contextual module because closely related information of a dropped neuron can be easily obtained from nearby ones. For an ASPP module, the best performance is obtained when the keep probability equals 0.9 and the performance continuously declines as the keep probability drops. In regular convolution operation, batch normalization weakens the ability of dropout to improve generalization so that increasing the drop rate cannot further improve performance. As for the proposed PCC module, as expected, the performance continuously improved until the keep probability dropped to less than 0.5, which means that dropout still worked effectively with batch normalization in the PCC module. Furthermore, the performance improvement brought by dropping neurons randomly proves that the features generated by the PCC module are discriminative. In summary, from the comparison results of the three contextual modules shown in Fig. 8 , the proposed PCC module is obviously superior to the other two in terms of best and of overall performance, revealing the superiority of contextual information based on contrast.
We conducted further experiments to observe the effect of different bin sizes and dilated rates, as listed in Table. 3. The first row is a standard setting with the same group of bin sizes as that in PSPNet, which ensures that the region of foreground context is smaller than that of background context with the same level. The second row, another standard setting, is modified from the first row to avoid background context overlap. In other words, one low-level background context is fully contained by one higher-level background context. Compared with the first row, the performance significantly decreases from 77.84% to 76.68%. This may be attributed to more background contexts being divided into several pieces. The last two rows show the experimental results of other combinations of bin sizes and dilated rates. Compared with the second row, the performance of the fourth row decreases from 76.68% to 76.64% because the dilated rate is larger than the standard one. Compared with the first row, the performance of the third row decreases from 77.84% to 77.06% due to a smaller dilated rate. Therefore, it is reasonable to select a large and practically feasible dilated rate for the foreground context.
As presented in Table. 4, the performance decreases to 77.14% and 76.77% by halving and doubling the component depth, respectively, and the performance decreases to 77.49% and 76.87% by halving and doubling the projection depth, respectively. Therefore, both the component and projection depths were set to 256 for building the most optimal model. Additionally, the performance significantly decreases to 76.65% when batch normalization and activation function were shifted and placed before subtraction, which indicates that the positions of both these operations have a significant influence on the performance.
C. SUBPIXEL-AWARE DENSE DECODER
In this subsection, we report the results of experiments conducted to analyze the dense decoder structures with different upsampling methods. The channel of low-level features was reduced to one-fourth of its original value in all experiments.
For the proposed subpixel-aware dense decoder, subpixel convolution was adopted for upsampling so that features extracted by different dense decoding steps could be concatenated in a natural way, even if their resolution changed. Only the final 1 × 1 convolution and the pixel shuffle operation in the dense decoding step was replaced by a 3 × 3 convolution and bilinear interpolation, respectively, for the comparison with the same dense decoder structure using bilinear interpolation for upsampling because deconvolution incurs high GPU memory costs. Nevertheless, bilinear interpolation increases resolution without changing the channel size, resulting in convolution of the features with high resolution and more than 1000 channels. This demands a large amount of GPU memory, more than what we have. Therefore, we made each dense decoding step output a feature with the same number of channels (256) to make it possible to train such a network. Meanwhile, we applied the same settings to the proposed subpixel-aware dense decoder for further comparison.
The comparison results are shown Table. 5. From the first two rows of Table. 5, it can be seen that the proposed SADD based on bilinear interpolation, is slightly better than the dense decoder (0.23%). Note that the computation cost of the SADD is less than that of the other, not only because of the final 1 × 1 convolution instead of the 3 × 3 one, but also because the feature for convolution had fewer channels. For example, the three dense decoding steps contributed 16, 64, and 256 channels, respectively, for final prediction, resulting in an input with 336 channels. By contrast, the dense decoder based on bilinear interpolation provided a feature with a total of 768 channels. Moreover, the performance was further improved to 78.65% by allocating more channels to the output with lower resolution of the dense decoding step (see the third row in Table. 5 ). Even so, for the final prediction, the contribution of three dense decoding steps reached 32, 96, and 256 channels respectively, resulting in an input with only 384 channels, which is acceptable for the computation resources available.
D. BOUNDARY REFINEMENT BRANCH
In this subsection, we report the results of further evaluation of the effect of channel reduction and auxiliary supervision in the boundary refinement branch. Both the proposed contextual module and the dense decoder structure were employed in all experiments.
To exploit the low-level visual information, we picked the last feature of the penultimate unit in the res2x and res3x blocks from the backbone model, resulting in features with 256 and 512 channels, respectively. As mentioned above, the first step of the BRB is to reduce the number of channels of the low-level features by applying a 1 × 1 convolution operation. Here, we defined the channel multiplier to indicate how many channels should remain after reduction. For example, a channel multiplier of 1/4 means that the channels of the low-level features would be reduced by 4 times, resulting in 64 and 128 channels, respectively. We halved and then doubled 1/4 to get 1/8 and 1/2, respectively, and then averaged each of them and 1/4 to get another two, resulting in 5 channel multipliers. As shown in Table. 6, the best performance was obtained when the channel multiplier of 1/4 was adopted: too many and too few channels caused performance degradation. It is important to reduce channels to a suitable number because too many channels lead to over-reliance on the lowlevel features, while a feature with too few channels does not have enough information for recovery of spatial details. Therefore, we employed this channel multiplier to establish the best model.
We further report the effect of BRB for different decoder settings, as detailed in Table. 5. Compared with the first three rows, the performance of the last three rows is observed to improve steadily from 78.10%, 78.33% and 78.65% to 78.58%, 78.68% and 78.97%, respectively, owing to the addition of BRB.
On the other hand, we conducted further experiments on auxiliary edge supervision. From the fourth row in Table. 5, it can be seen that the performance was improved even more, from 78.79% to 79.49%. Note that we set the weight of the auxiliary loss to 1, which is quite abnormal. In other models with an auxiliary loss, the weight of an auxiliary loss is almost always set to less than 0.5 (usually to 0.2 or 0.4). Unfortunately, employing such an auxiliary loss weight did not seem to work in our model. We argue that the edge detection and semantic segmentation are similar, but that the former is weaker than the latter. This potentially reduces the impact of the auxiliary edge supervision. As a result, we found that the performance could be improved steadily when the weight = 1. As the weight became higher, the performance tended to be less stable. Therefore, we fixed the weight of the auxiliary loss (= 1) empirically.
E. COMPARISON WITH STATE-OF-THE-ART METHODS 1) PASCAL VOC 2012
We report the best performance of the proposed model for the test set. Our best model was trained using the MS-COCO, trainaug, and hardtrainval sets successively, and both multiscale inputs and left-right flipping were adopted for better inference. More details can be seen in Section 4.1. We submitted the results of the test set to the evaluation server, and the highest performance obtained was 86.9%. The results from comparison with other state-of-the-art methods are shown in Table. 7. Some qualitative visualization results are shown in Fig. 9 .
2) CITYSCAPES
The Cityscapes dataset is a large-scale dataset intended for the semantic understanding of urban scenes and contains a total of 30 classes. There are 2975, 500, and 1525 samples for training, validation, and testing, respectively, and the annotations are of high quality. The dataset also has additional 19998 images with coarse annotation. According to [31] , only 19 classes were used for evaluation and the void class was not considered. During training, we adopted the same strategy as that of the former test but the number of iterations were increased to 90,000. Note that the crop size was also the same as that in the former test. For inference too, we adopted the same strategy as that of the former test. However, the scales were changed to 0.75, 1, 1.25, 1.5, 1.75 and 2. The performance on the Cityscapes dataset is reported in Table 8 . Some qualitative visual results are shown in Fig. 9 .
V. CONCLUSION
To capture complex context information, we introduced a background contrasted foreground feature, which fuses foreground and background information by contrast, resulting in a more discriminative feature. The proposed pyramid context contrast model selectively concatenated several background contrasted foreground features to exploit suitable contextual information, which benefitted from both atrous spatial pyramid pooling and pyramid pooling modules. In addition, we designed a novel subpixel-aware dense decoder structure to better reuse all the features generated for final prediction. This enabled the fusion of features with different resolutions in a more nature way. Finally, we introduced a boundary refinement branch for recovery of spatial details to incorporate low-level information, in which edge detection was further introduced to guide explicitly the learning of lowlevel visual information. The experimental results on the PASCAL VOC2012 and Cityscapes semantic segmentation benchmarks and showed that the proposed model achieved considerable improvement over other state-of-the-art models. In the future, we will focus on ways to combine diverse and detailed contextual information to obtain hierarchical contextual information and approaches to improve the model capability for distinguishing objects with similar context based on their structural information. We will also focus on ways to build a lighter and more effective model. TENGDA HUANG is currently pursuing the M.S. degree with the College of Mathematics and Computer Science, Fuzhou University, Fuzhou, China. His current research interests include computer vision and machine learning. VOLUME 7, 2019 
