Abstract-The purpose of this work is to validate, by comparing numerical and experimental results, the ability of the Westervelt equation to predict the behavior of ultrasound beams generated by phased-array transducers. To this end, the full Westervelt equation is solved numerically and the results obtained are compared with experimental measurements. The numerical implementation of the Westervelt equation is performed using the explicit finite-difference time-domain method on a three-dimensional Cartesian grid. The validation of the developed numerical code is first carried out by using experimental data obtained for two different focused circular transducers in the regimes of small-amplitude and finite-amplitude excitations. Then, the comparison of simulated and measured ultrasonic fields is extended to the case of a modified 32-element array transducer. It is shown that the developed code is capable of correctly predicting the behavior of the main lobe and the grating lobes in the cases of zero and nonzero steering angles for both the fundamental and the second-harmonic components.
I. Introduction m ost simulations of nonlinear acoustic fields are based on the popular Khokhlov-Zabolotskaya-Kuznetsov (KZK) equation [1] [2] [3] . much work has been done on the application of this equation; see, for example [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . The parabolic approximation underlying the KZK equation restricts the domain of validity and the accuracy of this equation. The KZK equation is valid for directional sound sources at distances beyond a few source radii and in regions close to the axis of the source (up to about 16° off the central propagation axis in the far field [5] ). a detailed discussion of the domain of validity of the KZK equation for plane and focused sources can be found, for example, in [3] [4] [5] . The limitations of the KZK equation hamper its use in the field of modern medical ultrasound sources. The development of medical ultrasound transducers and novel imaging modalities, such as harmonic imaging, requires computational models that allow one to accurately predict three-dimensional nonlinear acoustic fields with a steered propagation axis varying over a wide range of angles. These requirements motivate interest in approaches that are free of the limitations of the parabolic approximation inherent in the KZK equation; see the discussion of this problem in [20] . one such approach is to use the Westervelt equation [21] , which is derived from the full equations of fluid motion by keeping terms up to quadratic order [3] . quite a few numerical simulations using the Westervelt equation have been conducted. Hallaj and cleveland [22] used the finite-difference time-domain (FdTd) method to get a numerical solution of the Westervelt equation for a sound source having the form of a spherical cap (bowl) with azimuthal symmetry about the axis of the source. a discussion of advantages of this method as applied to wave-propagation problems can be found in [23] . It should be noted that numerical simulations in the time domain rather than in the frequency domain are highly desirable if the propagation medium is dispersive and has frequency-dependent attenuation, as is the case with human tissues. a discussion of numerical methods based on the frequency-domain representation of the Westervelt equation can be found in [24] . Hallaj and cleveland [22] performed the numerical integration of the Westervelt equation on a polar cylindrical grid, i.e., their computational scheme consisted of two spatial dimensions, r and z. Karamalis et al. [25] also used the FdTd method for the numerical implementation of the Westervelt equation on a 2-d spatial grid. They made simulations of ultrasound wave propagation and the subsequent generation of 2-d ultrasound images showing a fetus and anechoic regions embedded in a highly scattering medium. It should be noted that neither [22] nor [25] compared numerical results with experimental measurements. 2-d FdTd computational schemes were also applied in [26] and [27] . In [26] , Huang et al. used the Westervelt equation to calculate the pressure field generated by a single-element, spherically focused transducer. This field was then used to model the process of ultrasound heating in tissues with vascular structure. numerical predictions were validated by a comparison with in vitro experiments employing nonuniform flow-through tissue phantoms. In [27] , purrington and norton used the Westervelt equation to model nonlinear ultrasound propagation in a layered medium simulating mammalian tissue. The purpose of their study was to compare results that are obtained when the tissue is described as a thermoviscous fluid with those when the tissue is described as a dispersive medium with frequency-dependent attenuation and phase velocity. no comparison with experiments was made in their study.
Examples of three-dimensional implementations of the Westervelt equation can be found in [28] [29] [30] . In [28] by numerical examples that the proposed method makes it possible to calculate effectively the nonlinear acoustic field generated by phased-array transducers with a steered propagation axis. However, the simulations presented in [30] do not include situations in which grating lobes are generated, and are not subjected to experimental validation. The purpose of our work is to fill in the gaps in the preceding investigations. To this end, first, we carry out an FdTd implementation of the full (including the dissipation term) Westervelt equation on a 3-d cartesian grid, which allows one to model transducers of any configuration and any spatial variants of wave propagation. second, we present simulations for both focused circular and steered phased-array transducers. Third, for phasedarray transducers, we perform simulations for both zero and nonzero steering angles under conditions in which the generation of grating lobes is observed, the computational domain being far beyond the limits of validity of the KZK equation. Finally, all our simulations are validated by a comparison with experimental measurements made for the fundamental and the second-harmonic components of the ultrasound field.
The finite-difference formulation used in our simulations is described in section II. The results of the simulations and their comparison with experiments are presented in section III. concluding remarks are provided in section IV.
II. numerical model
The Westervelt equation is taken in the following form [3] : 
where ∇ 2 = ∂ 2 /∂x 2 + ∂ 2 /∂y 2 + ∂ 2 /∂z 2 is the laplace operator, p is the sound pressure, c is the sound speed, t is time, δ is the acoustic diffusivity, ρ is the fluid density, and β = 1 + B/2A is the coefficient of nonlinearity, with B/A being the parameter of nonlinearity of the fluid. The first two terms in (1) describe linear lossless wave propagation. The third term describes loss resulting from the viscosity and the heat conduction of the fluid. The fourth term describes nonlinear distortion of the propagating wave caused by finite-amplitude effects.
The numerical implementation of (1) was performed using the explicit FdTd method on a 3-dimensional cartesian grid. The terms of (1) were approximated by the following finite-difference equations [32] :
, ,
Here, the indices i, j, and k denote the spatial dimensions x, y, and z, respectively, n stands for the temporal dimension, ∆x, ∆y, and ∆z are the spatial discretization steps, and ∆t is the temporal discretization step. It should be mentioned that the finite-difference formulation given by (2)- (7) is of second-order accuracy in time and of forthorder accuracy in space. such schemes have demonstrated that they are able to provide sufficiently accurate numerical results [22] , [29] , [33] .
To model the input signal from a focused circular transducer, we apply the planar pressure source approximation [34] , according to which the pressure produced by a transducer with radius a and focal length d on the plane at z = 0 is calculated as in (8), see above, where p 0 is the peak pressure amplitude, F(t) is a given function of time (e.g., a Gaussian pulse) that has a maximum magnitude of unity, r is the distance from the center of the transducer, and α is the aperture angle.
The directivity of a linear array transducer with N emitting elements is modeled using focusing time delays for its elements. The propagation time during which the signal from the mth element reaches a given focal point is calculated as follows [35] :
where d is the focal length, α s is the steering angle, p x is the pitch, and m = 1, 2, …, N. The focusing delay for the mth element is then defined as ∆t m = t max -t m , where t max is a maximum of t m . note that positive values of α s in (9) are measured from the central axis z of the array transducer toward the positive direction of the x-axis, along which the emitting elements are assumed to be arranged, so that for α s > 0, t max = t 1 . The directivity of an array transducer with a different geometry can be modeled in a similar way, projecting the emitting elements of the transducer onto the plane z = 0 and introducing appropriate focusing delays.
III. simulations and Experiments

A. Circular Transducer
The validation of the developed numerical code was first carried out for the case of a focused circular transducer. The results of comparison of measured and simulated acoustic fields are presented in Figs. 1 and 2 . Fig.  1 exemplifies the case of small-amplitude (linear) excitation. The sound source used in the experiment is a custom transducer with the piezoelectric ceramic from meggitt (Kvistgaard, denmark). The radius of the transducer is a = 23.5 mm and the focal length is d = 48.6 mm. a 10-cycle Gaussian pulse, centered at 1 mHz, was generated using matlab (The mathWorks Inc., natick, ma) and then transmitted through a GpIb port (national Instruments corp., austin, TX) to an arbitrary function generator (33220a, agilent Technologies Inc., palo alto, ca). The signal was then amplified using a power amplifier (150a100b, amplifier research, souderton, pa) and transmitted to the transducer mounted in a water bath. The on-source pressure amplitude p 0 was estimated by fitting the measured axial pressure profile with that calculated by means of Field II, software that is considered a standard in the modeling of linear wave propagation [36] . as a result, p 0 was found to be 5 kpa. The transmitted signals were measured at different distances in the ultrasonic field using a calibrated needle hydrophone (0.075 mm, precision acoustics ltd., dorchester, UK) mounted on a XyZ positioning system (Trioptics GmbH, Wedel, Germany). The received signals were displayed on a digital oscilloscope (Tektronix, beaverton, or) and transferred to a personal computer through a GpIb port. The axial pressure profile was measured with the spatial step size 1 mm ± 0.005 mm, and the lateral pressure profile was measured with the spatial step size 0.5 mm ± 0.005 mm. The accuracy of measurement of signal amplitudes was 13%. This value corresponds to the hydrophone calibration error specified in the manufacturer's datasheet.
The parameters used in the simulations were: c = 1480 m/s, δ = 4.5 × 10 −6 m 2 /s, ρ = 1000 kg/m 3 , and β = 3.5. These values correspond to water. Fig. 1(a) shows the measured (circles) and the simulated (solid line) axial pressure profiles. Fig. 1(b) shows the measured and the simulated lateral pressure profiles in the focal plane. The axial distance z is normalized by the focal length d, and the lateral distance x is normalized by the transducer radius a. The pressure is normalized by the on-source pressure amplitude p 0 . The computational domain spanned an area with −53.7 mm ≤ x, y ≤ 53.7 mm and 0 ≤ z ≤ z max = 77.8 mm. The simulation was performed with the following discretization steps: ∆t = 0.01/f = 10 −8 s, ∆x = ∆y = 0.2λ = 0.296 mm, and ∆z = 0.1λ = 0.148 mm, where f is the driving frequency and λ = c/f is the sound wavelength. as reported in studies on the numerical integration of the Westervelt equation (see, for example, [24] and [30] ), the maximum size of the temporal step is usually estimated by the nyquist rate: ∆t = 1/(2f max ), where f max is the frequency of the highest harmonic to be tracked. The size of the spatial steps is usually set to be 10 to 20 steps per wavelength. In each specific case, however,
the choice of the step sizes is determined by the specific conditions of a simulated situation and is based on the tradeoff between accuracy and computational effort. We used the same approach, i.e., the choice of the aforementioned step sizes was based on an attempt to get satisfactory agreement with experiments at a minimal possible computation time. The same rule was used when choosing the discretization step sizes in simulations described later. The number of time steps was set to be equal to N ts = (T pro + T sig + T del )/∆t, where T pro is the time during which sound propagates from z = 0 to z max , T sig is the duration of the driving signal, and T del is the delay between the signals that are emitted from the center of the transducer and from the edge of the transducer. as one can see in Fig. 1 , the simulated curves and the experimental data are in good agreement and the main characteristics of the measured pressure profiles are well predicted by the numerical results. To quantify the difference between the experimental measurements and the simulations, we calculated the l2 norm error [24] , which is defined as
where p i exp and p i sim are experimental and simulated values, respectively. For the curves in Figs. 1(a) and 1(b), the l2 norm errors were found to be ε = 0.14 and 0.06, respectively. It should be noted that the experimental data in Fig. 1(a) do not demonstrate minima in the prefocal region which are present on the simulated curve. This is explained by the influence of noise, which was substantial because a weak signal was used to get the regime of linear wave propagation.
The case of finite-amplitude (nonlinear) excitation is exemplified in Fig. 2 . The sound source is a piezoelectric transducer (sofranel, sartrouville, France) with radius a = 13.4 mm and focal length d = 57 mm. The experimental procedure was similar to that described previously. The center frequency and the on-source pressure amplitude were set to be 2.25 mHz and 54 kpa, respectively. To estimate the value of the on-source pressure amplitude, the measured signal was filtered at the fundamental frequency and then the axial pressure profile of this filtered signal was fitted with that calculated by Field II [36] . Field II is known to be a program for the modeling of linear wave propagation. Therefore, it should be emphasized that its use in the aforementioned operation is possible because it is applied to the linearized signal involving the fundamental component alone. The data presented in Fig. 2 show the axial pressure profiles for the fundamental and the second-harmonic components. The simulation was performed in an area with −27.6 mm ≤ x, y ≤ 27.6 mm and 0 ≤ z ≤ 85.5 mm. The discretization steps were set to ∆t = 0.01/f = 0.44444 × 10 −8 s, ∆x = ∆y = 0.2λ = 0.13156 mm, and ∆z = 0.04λ = 0.02631 mm. The number of time steps N ts was calculated by the same equation as used in Fig. 1 . The experimental and theoretical curves for the fundamental component were obtained by filtering in the range from 1.5 to 3 mHz (matlab, butterworth filter, order 3). similarly, the second harmonic was extracted using a band-pass filter in the range from 3.5 to 5.5 mHz. as one can see, the behavior of the second harmonic of the pressure filed is well predicted by the numerical calculation. The l2 norm errors for the fundamental and the second harmonic are ε = 0.08 and 0.12, respectively. It should be noted that the simulation of the nonlinear case requires a smaller step size in the z direction. To represent the second harmonic correctly, the step size should provide about 10 samples per spatial wavelength that corresponds to the second harmonic frequency. This observation agrees with the comment made in [30] , namely that the fine discretization is the main issue of finite-difference methods, which necessitates a great computational effort in such cases as the simulation of the three-dimensional nonlinear wave propagation. discussion of this problem as applied to the KZK equation can be found in [37] .
B. Phased-Array Transducer
comparisons of experimental and numerical results obtained for a phased array transducer are presented in Figs.  3-6 . The experiments were performed using a 128-element pZT linear-array probe (Vermon, Tours, France) with a pitch of 305 µm and an elevation of 7.12 mm. The probe was centered at 4 mHz, with a fractional bandwidth of 60% at −3 db. In our experiments, however, the probe was not excited at its center frequency. as an excitation signal, a 20-cycle Gaussian pulse with a center frequency of 2.5 mHz was used. This frequency was chosen so that both the fundamental and second harmonic fall within the passband of the transducer. The pulse was generated using matlab and then transmitted to a 128-channel fully programmable ultrasound system (Wavemaster, m2m, les Ulis, France) equipped with analog transmitters. To verify theoretical predictions, the probe was adapted to generate grating lobes. Hence, only 1 of 4 elements was driven, so the probe functioned as a 32-element linear,array transducer. The transmit focal law was calculated by the program package cIVa (cEa, Gif-sur-yvette, France) to obtain a focal length of 40 mm. The propagating signals received from the hydrophone were displayed on a digital oscilloscope and then transferred to matlab for postprocessing (signal filtering). during every measurement, to decrease the noise level, 16 consecutive signals were averaged. The axial pressure profiles were measured with the spatial step size 0.5 mm ± 0.005 mm, and the lateral pressure profiles were measured with the spatial step size 0.25 mm ± 0.005 mm.
Figs. 3-5 illustrate the case of a zero steering angle, where the sound beam propagates along the central axis of the transducer. The computation domain had the following limits: −39 mm ≤ x ≤ 39 mm, −6 mm ≤ y ≤ 6 mm, and 0 mm ≤ z ≤ 60.3 mm. The discretization steps were set to ∆t = 0.01/f = 0.4 × 10 −8 s, ∆x = 0.23λ = 0.13616 mm, ∆y = 0.25λ = 0.148 mm, and ∆z = 0.05λ = 0.0296 mm. The number of time steps was calculated as N ts = (T pro + T sig + ∆t max )/∆t, where ∆t max is the maximum focusing delay given by (9) . Fig. 3 shows the axial pressure profiles for the fundamental and the sec- ond-harmonic components, which were obtained using a band-pass filter (matlab, butterworth filter, order 3) in the ranges from 1.75 to 3.25 mHz and from 4 to 6 mHz, respectively. The l2 norm errors for the fundamental and the second harmonic are ε = 0.09 and 0.2, respectively. Fig. 4 shows the lateral pressure profiles in the focal plane for the fundamental and the second-harmonic components for the same case as in Fig. 3 . The l2 norm error for the data in Fig. 4(a) is 0.15. The presence of strong noise in Fig. 4(b) interferes with an adequate evaluation of the l2 norm error. The side peaks in Fig. 4 are grating lobes. The value of the pitch was intentionally set to be large enough to check whether the developed code is capable of capturing the grating lobe generation. In the case under consideration, the location of the grating lobes is expected, according to the equation of grating lobes [38] , to be at about 28° (21 mm) from the central propagation axis. note that the grating lobes are located far outside the 16° validity region of the KZK equation. In Fig. 5 , the measured and simulated waveforms at the focal point and spectra corresponding to these waveforms are presented. as one can see, Figs. 3-5 demonstrate satisfactory agreement between the experimental and numerical results. The position and the form of the main lobe and the grating lobes are well predicted for both the fundamental and the second-harmonic components. There is a difference in the peak amplitude of the second harmonic. This disagreement is especially visible in Fig. 3 . one possible explanation is as follows. Fig. 4(b) reveals that the central peak of the second harmonic is very narrow in the lateral direction, and hence even a very small deviation from the central axis in the process of measurement can result in understating the peak amplitude. such a deviation can be caused by accumulating errors in the experimental spatial step size as the lateral distance is measured from the maximum negative value of x. The number of time steps was determined in the same way as in the case of zero steering angle. The pressure profiles were obtained at a distance from the transducer equal to the focal length (40 mm). In this case, the position of the main lobe is expected to be at about 14.5 mm (20°) to the left of the central axis. The first-order grating lobe is expected, according to the equation of grating lobes [38] , to be at about 5 mm (7.3°) to the right of the central axis, and the second-order grating lobe, at about 29.7 mm (36.6°). Thus, the second-order grating lobe is located far beyond the validity region of the KZK equation. Fig. 6 shows a satisfactory fit of the simulated curves to the experimental data for both the fundamental and the second harmonic. The l2 norm error for the data in Fig. 6(a) is 0.3 .
The characteristic computational time in the cases shown in Figs. 3-6 is 7 to 9 h. The calculations were performed on a personal computer Hp compaq 6200 pro mT pc (Hewlett-packard co., palo alto, ca) with a 2.90-GHz Intel pentium G850 cpU (Intel corp., santa clara, ca) and 4 Gb of ram.
IV. conclusions a numerical code has been developed to model acoustic fields generated by ultrasound transducers. The code is based on a 3-dimensional numerical solution of the full Westervelt equation. The numerical scheme was realized by using the explicit finite-difference time-domain (FdTd) method. The main purpose of the work was to verify, by comparing numerical and experimental results, the ability of the Westervelt equation to predict the behavior of nonlinear ultrasound beams generated by phased-array transducers. simulations and experimental measurements were carried out for cases that were not investigated in the preceding works in which similar numerical approaches were used. In particular, the developed code was applied to simulating the generation of grating lobes at zero and nonzero steering angles in cases in which the grating lobes are located far beyond the validity region of the KZK equation.
The initial validation of the developed numerical code was carried out by using experimental data obtained for two focused circular transducers having different diameters and focal lengths. The first transducer, driven at a center frequency of 1 mHz, was used to measure the axial and lateral pressure profiles in the case of small-amplitude excitation. The second transducer, driven at 2.25 mHz, was used in the regime of finite-amplitude excitation to measure the axial pressure profiles for the fundamental and the second-harmonic components. In both linear and nonlinear cases, good agreement between the measured and the simulated data was demonstrated.
Experimental measurements were then carried out for a modified 32-element linear-array transducer. The specifications of the transducer were modified so as to generate grating lobes. pressure profiles for the fundamental and the second-harmonic components were measured at 0° and 20° steering angles. The conditions of wave propagation were set in such a way that the grating lobes were generated far beyond the validity region of the KZK equation. comparison of the experimental and numerical results has shown that they are in satisfactory agreement for both the fundamental and the second-harmonic components in all the cases tested.
The results of the present work confirm that a 3-d FdTd implementation of the Westervelt equation is capable of providing adequate simulation of nonlinear ultrasound fields generated by phased-array transducers. This approach allows one to predict with satisfactory accuracy nonlinear wave propagation even in relatively complicated situations, namely when the propagation of an ultrasonic beam at a nonzero steering angle is accompanied by the generation of grating lobes which are located at large angles from the central propagation axis. The shortcoming of the presented approach is that it requires quite a small step size along the main propagation axis (z-axis) to catch higher harmonics correctly; the step size decreases with increasing excitation frequency. as a result, the simulation of 3-d nonlinear wave propagation can be very time consuming at high frequencies. solving this problem could be the objective of further work. references
