Abstract-In this paper, we propose a novel path-preserving trellis-search (PPTS) algorithm and its high-speed VLSI architecture for soft-output multiple-input-multiple-output (MIMO) detection. We represent the search space of the MIMO signal with an unconstrained trellis, where each node in stage of the trellis maps to a possible complex-valued symbol transmitted by antenna . Based on the trellis model, we convert the soft-output MIMO detection problem into a multiple shortest paths problem subject to the constraint that every trellis node must be covered in this set of paths. The PPTS detector is guaranteed to have soft information for every possible symbol transmitted on every antenna so that the log-likelihood ratio (LLR) for each transmitted data bit can be more accurately formed. Simulation results show that the PPTS algorithm can achieve near-optimal error performance with a low search complexity. The PPTS algorithm is a hardware-friendly data-parallel algorithm because the search operations are evenly distributed among multiple trellis nodes for parallel processing. As a case study, we have designed and synthesized a fully-parallel systolic-array detector and two folded detectors for a 4 4 16-QAM system using a 1.08 V TSMC 65-nm CMOS technology. With a 1.18 mm 2 core area, the folded detector can achieve a throughput of 2.1 Gbps. With a 3.19 mm 2 core area, the fully-parallel systolic-array detector can achieve a throughput of 6.4 Gbps.
I. INTRODUCTION

M
ULTIPLE-INPUT-MULTIPLE-OUTPUT
(MIMO) systems have great potential to increase spectral efficiency by transmitting independent data streams on multiple antennas. As an example, the Vertical Bell Laboratories Layered Space-Time (V-BLAST) system has been shown to achieve very high spectral efficiency [1] . MIMO technologies have been adopted in many new wireless standards such as 3GPP LTE/LTE-Advanced, IEEE 802.16e/802.16m WiMAX, and IEEE 802.11n/802.11ac WLAN. There is an increasing demand for Gbps wireless systems. For example, 3GPP LTE-Advanced, IEEE 802.16m WiMAX, IEEE 802.11ac WLAN, and WIGWAM [2] target for Gbps throughput with MIMO technology. Soft-output MIMO detection poses significant challenges to the MIMO receiver design as the computational complexity increases exponentially with the number of antennas. However, the optimal soft-decision detector, the maximum a posteriori (MAP) detector, will consume enormous computing power and require tremendous computational resources which makes it infeasible to be used in a practical MIMO receiver. As such, researchers are seeking efficient algorithms to reduce the MIMO detection complexity.
A. Related Work
Traditionally, the MIMO detection problem is usually tackled based on tree-search algorithms. The tree-search algorithms can be often categorized into the depth-first search algorithm and the breadth-first search algorithm. The sphere detection algorithm [3] - [7] is a depth-first tree-search algorithm to find the closest lattice point. To provide soft information for outer channel decoders, a modified version of the sphere detection algorithm, or soft sphere detection algorithm, is introduced in [8] . There are many implementations of sphere detectors, such as [9] - [18] . However, the sphere detector suffers from non-deterministic complexity and variable-time throughput. The sequential nature of the depth-first tree-search process significantly limits the throughput of the sphere detector especially when the SNR is low. The -Best algorithm is a fixed-complexity algorithm based on the breadth-first tree-search algorithm [19] - [24] . But this algorithm tends to have a high sorting complexity to find and retain the best candidates, which limits the throughput of the detector especially when is large. There are some other variations of the -Best algorithm, which require less sorting than the regular -best algorithm, e.g., [25] - [29] , but it is still very difficult for the -Best detectors to achieve 1+ Gbps throughput because of the high sorting complexity.
Generally, to make a soft decision for a bit , a maximumlikelihood (ML) hypothesis and a counter-hypothesis of this bit are both required to form the LLR. A major problem for almost all the "conventional" tree-search algorithms is that the counterhypotheses for certain bits are missing due to tree pruning. As a consequence of missing counter-hypotheses, the magnitude of the LLRs for certain bits cannot be determined, which will lead to performance degradation.
B. Proposed MIMO Detection Algorithm
To avoid the missing counter-hypothesis problem and to reduce the search complexity, we investigate high performance MIMO detection algorithms and high-speed VLSI architectures. In our earlier work [30] , we have presented a 600 Mbps softoutput MIMO detector based on a greedy graph algorithm. In this paper, we significantly improve that algorithm and architecture, and we propose a high-performance detection scheme based on a path-preserving trellis-search (PPTS) algorithm.
We use an unconstrained trellis structure as an alternative to the tree structure to represent the search space of the MIMO signal. It should be noted that the terminology "trellis" in this paper has a different meaning than the typical "trellis" used in the optimal sequence detection algorithm in communication theory. We only use the data structure of the unconstrained trellis to represent the connections of the nodes. In the trellis graph, a path maps to a symbol vector so that the path weight is the Euclidian distance between the received signal and the product of the symbol vector and the channel matrix. Because each node maps to a possible transmitted symbol in a constellation so that a path weight is an indicator of the soft probability for nodes (or symbols) on this path. The PPTS algorithm is a multiple shortest paths algorithm on the condition that every trellis node must be included at least once in this set of paths so that the soft information for every possible symbol transmitted on every antenna is always available. When computing the LLR for every transmitted bit , we can guarantee that a ML hypothesis and a counter-hypothesis of are both available. We will discuss this important feature in Section III. On the other hand, the -Best algorithm or the sphere algorithm may not preserve enough soft information for every bit . Thus the missing counter-hypothesis problem may occur, which will lead to some performance loss.
From the implementation point of view, the advantage of the PPTS algorithm is that it is a very data-parallel algorithm because the searching operations at multiple trellis nodes can be performed simultaneously. Moreover, the local search complexity at each trellis node is kept very low to reduce the processing time. For very high data rate applications, we propose a pipelined, fully-parallel, systolic-array VLSI architecture. In this architecture, nodes in the same stage of the trellis are processed in parallel, and nodes in different stages of the trellis are processed in a pipelined manner. As a result, the systolic-array detector can process one MIMO symbol per clock cycle, leading to multiple Gbps throughput performance. For a lower data rate scalable system, we propose a folded architecture to save area.
The rest of this paper is organized as follows. Section II summarizes the MIMO system model. Section III introduces the PPTS algorithm. Section IV evaluates the error performance and analyzes the sorting complexity of the PPTS algorithm. Section V describes the VLSI architecture. Section VI summarizes the VLSI implementation results. Finally, Section VII concludes this paper.
II. SYSTEM MODEL
We consider a spatial-multiplexing MIMO system with transmit antennas and receive antennas . The MIMO transmission can be modeled as (1) where is a complex matrix and is assumed to be known perfectly at the receiver, is a transmit symbol vector , is a received vector , and is a vector of independent zero-mean complex Gaussian noise entries with variance per real component. A real bit-level vector is mapped to the complex symbol , where the th bit of is denoted as and is the number of bits per constellation point. Throughout this paper, the complex symbol and its associated bit vector will be used interchangeably. The optimal MAP detector is to compute the log-likelihood ratio (LLR) value for the a posteriori probability (APP) of each transmitted bit. Assuming there is no a priori information for the transmitted bit, the LLR APP of each bit can be computed as [8] (2)
With the Max-Log approximation [8] , (2) is simplified to (3) Note that to form LLR for bit , both the ML hypothesis and the counter-hypothesis of bit are required. Otherwise, the magnitude of the LLR will be undetermined. If a (sorted) QR decomposition of the channel matrix according to is used, where and refer to an unitary matrix and an upper triangular matrix, respectively, then (3) is changed to (4) where the Euclidean distance, , is defined as
In the equation above, , and denotes the -th element of a vector.
III. PATH-PRESERVING TRELLIS-SEARCH ALGORITHM
Computing the bit LLR in (4) requires searching for a ML hypothesis and a counter-hypothesis of this bit over a large search space. To reduce the search complexity and avoid the missing counter-hypothesis problem, we introduce a path-preserving trellis-search (PPTS) algorithm for soft MIMO detection.
A. Unconstrained Trellis Model
The Euclidean distance in (5) can be computed recursively. To visualize the recursion, we create a graph model, which resembles an unconstrained "trellis". As an example, Fig. 1 shows the trellis graph for the 4 4 4-QAM system. In this graph, nodes are ordered into vertical slices or stages, where stage corresponds to symbol transmitted by antenna . The trellis starts with a root node and ends with a dummy sink node. The stages are labeled in descending order. In each stage, there are different nodes, where each node maps to a constellation point that belongs to a known alphabet. Thus, each transmitted symbol vector is a path from root to sink. The trellis is fully connected, so there are number of different paths from root to sink. The nodes in stage are denoted as , where . The edge between nodes and has a weight of (6) where is the partial symbol vector , and is the complex-valued symbol . Throughout this paper, the complex-valued symbol and its associated real-valued number will be used interchangeably. We define the path weight as the sum of the edge weights along this path. Then the weight of a path from root to sink is an Euclidean distance . Define a (partial) path metric as the sum of the edge weights along this (partial) path. Then the path weight is computed recursively as (7) where is initialized to 0, and is the path weight (or Euclidean distance).
B. Multiple Shortest Paths Problem
We transform the soft MIMO detection problem into a multiple shortest paths problem. In the trellis graph, each trellis node maps to a complex symbol such that each path from root to sink maps to a symbol vector . A path weight is a measurement of the soft probability for nodes (symbols) on this path. To make a soft decision for every transmitted bit , finding one shortest path is not enough. We want to find multiple paths which cover every node in the trellis graph. The multiple shortest paths problem is defined as follows. For each node in the trellis graph, find a shortest path from root to sink that must visit this node . The corresponding shortest path weight is related to the symbol probability . If we can find such a conditional shortest path for each node in the trellis, we will then have one soft information value for every possible symbol transmitted on every antenna. As a result, we will have sufficient soft information values to avoid the missing counter-hypothesis problem. Thus, the LLR for every data bit can be formed accurately based on these soft information values.
C. Trellis Traversal Strategies
Because of the unconstrained trellis structure, there are different paths from root to sink that need to be evaluated. In order to reduce the search complexity, we propose a greedy algorithm that approximately solves the multiple shortest paths problem defined above. In this search algorithm, the trellis is pruned by removing the unlikely paths. However, we always preserve a predefined number of paths at each trellis node so that there is enough soft information to compute LLRs. We refer to it as the path-preserving trellis-search (PPTS) algorithm. It is a two-step algorithm which is summarized as follows.
1) Step 1-Path Reduction:
The path reduction algorithm is used to prune the unlikely paths in the trellis by applying the -algorithm [31] locally at each node. Fig. 2 illustrates the basic flow of the path reduction algorithm. In this algorithm, each node evaluates all its incoming paths and only preserves a predefined number of paths that go through this node. We define the following notation to help explain the algorithm. Let denote the incoming path candidates for node , and denote the surviving path metrics selected by node . The indices and represent the trellis node number, where . The superscript represents the th surviving path, where . In 2) Final Selection: For each node , select the best paths from the path candidates .
As an example, Fig. 3 shows the result graph after applying the path reduction algorithm to a 4 4 4-QAM trellis, where each node preserves the best incoming paths. After the path reduction, we can see that every node in the last stage, i.e., stage 0, has shortest paths that go through this node. Recall that each trellis node in stage maps to a possible symbol in a constellation. Thus, we have obtained a soft information value for every possible symbol , the symbol transmitted by antenna 0. This is sufficient to guarantee that both the ML hypothesis and the counter-hypothesis in the Max-Log LLR calculation of (4) are available for every data bit transmitted by antenna 0. Then, the LLRs for data bits , , can be computed as (8) where . However, aside from stage 0, not every node in stage is included in a path from root to sink. For example, in Fig. 3 , nodes and have uncompleted paths. Thus, we may not have enough soft information values to calculate the LLRs for data bits transmitted by antenna because the counter-hypotheses for these bits can be missing. Although we can use LLR clipping [8] to saturate the LLR values, there will be some performance loss. To preserve enough soft information values for each data bit, we next introduce a path extension algorithm to find paths for every trellis node.
2)
Step 2-Path Extension: To obtain soft information for every possible symbol , we need to make sure every node in stage is included in a path from root to sink. To extend node , we start to travel the trellis from this node and try to find the most likely paths from this node to the sink node. This is achieved by extending the paths stage by stage, where the best extended paths are selected in every stage. Fig. 4 shows an example data flow for the path extension for one node . Note that instead of waiting for the entire path reduction operation to finish, we will start the path extension operation for antenna as soon as the path reduction algorithm has finished processing stage of the trellis. In Fig. 4 for example, to detect antenna , we first perform path reduction from stage to stage , and next we perform path extension from stage to stage 0. Note that only one node's path extension process is shown in this figure. In fact, we will extend all the nodes in stage simultaneously.
We define the following notation to help explain the algorithm. paths from node to the sink node. The path extension algorithm is summarized in Algorithm 2. is the edge weight as defined in (6).
1.c) Loop Update:
Set . If goto 1.a).
2) Final Selection: For each node , select the best paths from the path candidates . Fig. 5 shows an example to extend node in a 4 4 4-QAM trellis. We can see that paths are extended from this node to the sink node. It should be noted that nodes can be extended in parallel since there is no data dependency between them. After the path extension is finished, every node in stage will be included in a path from root to sink. Thus, we have obtained a soft information value for every possible symbol , the symbol transmitted by antenna . This is sufficient to guarantee that both the ML hypothesis and the counter-hypothesis are available for every data bit . Then, the LLRs for data bits transmitted by antenna can be computed as
where . Note that although we keep paths for each node in every extension step, we only use the final smallest path weight for each node, i.e., , in (9) to compute the LLR. However, keeping multiple paths in the intermediate steps helps to improve the accuracy of the LLR values.
IV. SIMULATION RESULT AND COMPLEXITY ANALYSIS
In this section, we evaluate the error performance of the proposed PPTS detector through computer simulations. The . In the error performance comparison, the Max-Log MAP detector with exhaustive search criterion is considered as the baseline reference.
For a 4 4 16-QAM system, when , the PPTS detector shows about 1 dB performance loss at FER compared to the baseline reference. When , the PPTS detector shows about 0.35 dB performance degradation. When , the PPTS detector shows only 0.15 dB performance degradation. When , the PPTS detector achieves a performance almost the same as the baseline reference. Compared to the -Best detector with , the PPTS detectors with significantly outperform the -Best detector. For a 4 4 64-QAM system, when , the PPTS detector shows about 0.75 dB performance loss at FER compared to the baseline reference. When , the PPTS detector shows about 0.3 dB performance degradation. When , the PPTS detector achieves a performance that is very close to the baseline reference. Compared to the -Best detector with , the PPTS detectors with outperform the -Best detector. Now we discuss the complexity of the PPTS algorithm. The sorting complexity and the partial Euclidian distance (PED) computation complexity are two major contributors to the overall complexity. In terms of the sorting complexity, the PPTS detector need to carry out a sorting operation: find the smallest values out of candidates. Generally, to find the smallest values from candidates requires at least pair-wise comparisons [32] . This bound is only achievable for . In the proposed PPTS algorithm, we employ concurrent small sorters at each stage of the trellis. Because the PPTS detector can achieve good performance with a small value, e.g. , such a small sorting operation can be done quickly and efficiently. For example, when using for a 16-QAM system, each sorter needs to perform a (2,32) sorting operation, which only needs to perform 35 pairwise comparisons. Therefore, the sorting complexity of the PPTS algorithm is significantly lower than the traditional -best algorithm, which needs to perform a larger global sorting operation at each level of the tree. The proposed PPTS algorithm can achieve a near-optimal detection performance with a very low sorting complexity.
In terms of the PED computation complexity, the PPTS detector needs to evaluate the number PEDs in each stage of the trellis. To have a fair comparison between a PPTS detector and a K-Best detector, we need to consider the error performance when choosing parameters and . From the performance comparison in Fig. 6 and Fig. 7 , we can see that the PPTS detector with outperforms the K-Best detector with for both a 4 4 16-QAM system and a 4 4 64-QAM system. For a K-best detector with , the number of PEDs that need to be computed at each level of the tree is . Thus, the PED complexities of PPTS detectors and K-Best detectors will both likely grow quadratically with the constellation size . However, if we compare the sorting complexity, the advantage of the PPTS detector will be more significant for large size constellations because sorting is performed in a distributed manner as opposed to a larger global sorting required by the K-Best detector. The PPTS algorithm is a highly parallel algorithm such that the number of trellis nodes in a stage can be processed in parallel, which leads to a very high throughput. This is a very important feature that the detector will not be a bottleneck in a system given that the computation resources are not constrained. Although the algorithm has a quadratic complexity with the constellation size , we can design a scalable architecture that can be tailored for different throughput requirements. To achieve the highest throughput, we can develop a fully parallel architecture where each of the trellis nodes has a dedicated node processor. If the computation resources are limited, as a balanced tradeoff, we can develop a partial-parallel architecture where a certain number of the trellis nodes share a common node processor to save area while still maintaining the throughput requirement. Nevertheless, with the advance of VLSI technology, the PPTS algorithm has a great potential to be applied in a practical MIMO system.
V. VLSI ARCHITECTURE
In this section, we describe VLSI architectures for the proposed PPTS detector. We introduce a fully-parallel "systolic" architecture to achieve the maximum throughput performance, and a "folded" architecture to reduce area for lower throughput applications. For the sake of clarity, we describe a PPTS detector architecture with for the 4 4 16-QAM system. It should be noted that the architecture described can be easily scaled for other values of and other MIMO configurations.
A. Fully-Parallel Systolic Architecture
Fig . 8 shows the fully-parallel "systolic" architecture for a antenna system. This architecture is fully pipelined so that it can process one MIMO symbol in every clock cycle. In this architecture, the main processing elements include three path reduction units (PRUs), three path extension units (PEUs), four path selection units (PSUs), and four LLR calculation (LLRC) units. The detailed structures of these processing elements will be described in the following subsections.
In Fig. 8 , three PRUs and one PSU are employed to implement the path reduction algorithm. The main diagonal of the systolic array is related to the path reduction data flow shown in Fig. 2 . The PRU implements one main iteration loop of Algorithm 1 by employing path reduction processors to simultaneously process nodes in a certain stage (cf. Fig. 2) .
implements the final selection step of Algorithm 1 by using search units. The data flow for the path reduction is as follows. First, receives , , and the precomputed , and it computes all the path candidates in parallel, which are fed to the next PRU, i.e., . Then, computes , which are fed to , and so forth. Finally, receives from and computes , which are fed to to compute based on (8) .
In Fig. 8 , three PEUs and three PSUs are employed to implement the path extension algorithm. Each row (but the last) of the systolic array is related to the path extension data flow shown in Fig. 4 . The PEU implements one main iteration loop of Algorithm 2 by employing path extension processors to simultaneously extend nodes in a certain stage (cf. Fig. 4) . The PSU is used to implement the final selection step of Algorithm 2. The data flow for the path extension is as follows. To detect antenna , number of the PEUs and 1 PSU are used. Let . First, receives from and it computes , which are fed to . Next, computes , which are fed to , and so forth. Finally, receives from and computes , which are fed to to compute based on (9) . Note that to detect antenna 1, only one PSU is required.
B. PRU
The structure of the PRU is shown in Fig. 9 . The PRU is used to implement the path reduction algorithm (cf. Algorithm 1: main loop). The PRU employs path reduction processors to process all the nodes in a certain stage in parallel. Each path reduction processor contains one minimum (min) finder unit (MFU) and one path calculation unit (PCU), where the MFU is used to select the best paths from the incoming path candidates (cf. Algorithm 1-1.a), and the PCU is used to compute the new extended path candidates (cf. Algorithm 1-1.b). 
1) MFU:
The MFU is used to select the best paths from path candidates. Fig. 10 shows the block diagram for the MFU unit which finds the minimum value and the second minimum value from its 32 data inputs ( to ). The MFU is comprised of 16 CMP (comparison) units, 15 variable size C-S (compare and select) units, and one MIN unit. The structure of the CMP unit is shown in Fig. 11(a) . The CMP unit compares two data inputs and , and outputs the smaller one (or the "winner"):
, and the larger one (or the "loser"):
, and the sign: . The variable size C-S unit has inputs and outputs
. The different values of for the variable size C-S unit are . Output of the C-S unit is the smallest data among all the inputs. Outputs of the C-S unit are candidates for the second smallest data among all the inputs. Fig. 11(b) and (c) show the structure of the 4:3 C-S unit and the 6:4 C-S unit. The structure of the larger size C-S units, e.g., 8:5 C-S unit and 10:6 C-S unit, are omitted in this paper because they have very similar structure as the 6:4 C-S unit.
The MFU functions as follows. As shown in Fig. 10 , the MFU takes data inputs and feeds them to 16 CMP units, where each CMP unit generates the winner and the loser of its two data inputs. The connection of the computational blocks in the MFU resembles a tree-like structure. Every two CMP units are connected to one 4:3 C-S unit, where the outputs of the 4:3 C-S unit are the winner of its four data inputs, and two candidates for the second winner. Every two 4:3 C-S units are connected to one 6:4 C-S unit, where the outputs of the 6:4 C-S unit are the smallest data among its 6 data inputs, and three candidates for the second smallest data. Similarly, every two 6:4 C-S units are connected to one 8:5 C-S unit, and two 8:5 C-S units are connected to a final 10:6 C-S unit. Finally, output of the 10:6 C-S unit is the smallest data among the 32 data . Outputs of the 10:6 C-S unit are the five candidates for the second smallest data among the 32 data inputs. A MIN unit is used to generate the second smallest data . Fig. 12 shows the PCU architecture which employs partial Euclidean distance calculation (PEDC) units to compute path metrics in parallel. The partial Euclidean distance (PED) is computed recursively as
2) PCU:
The metric increment [cf. (6) ] is computed as follows: (11) where (12) For a given PED , we need to compute new PEDs . Instead of computing each new PED separately, we can compute new PEDs in a group by knowing that symbol is drawn from a known alphabet:
, and is a real value if using a certain QR decomposition method, e.g., Gram-Schmidt QR decomposition [33] . Let , , denote the complex symbol for the th constellation point in the alphabet. Then (11) is re-expressed as (13) We precompute for different and save them in registers. Fig. 13 shows the architecture for the PEDC unit, which computes PEDs in parallel. In this architecture, a shift and add (SHAD) unit is used to implement the constant multiplication , a multiplier (MULT) is used to implement , and a CPX (complex) NORM unit is used to compute the L2 norm of the complex signal .
C. PEU
The PEU implements the path extension algorithm (cf. Algorithm 2: main loop). The PEU has a very similar architecture to the PRU. Fig. 14 shows the block diagram for the PEU, which employs path extension processors to extend nodes in a certain stage in parallel. Each path extension processor contains one MFU and one PCU, where the MFU is used to select the best paths from path candidates (cf. Algorithm 2-1.a), and the PCU is used to calculate the new extended path candidates (cf. Algorithm 2-1.b) 
D. PSU
The PSU implements the final selection step in Algorithm 1 or Algorithm 2. As shown in Fig. 15 , the PSU contains only MFUs to realize concurrent sorting .
E. LLR Computation Unit (LLRC)
The LLRC is used to compute LLRs based on (8) or (9) . Fig. 16 shows the block diagram for the LLRC unit. To compute LLRs for antenna in parallel, we need four sets of hardware blocks shown in Fig. 16 to compute , , for our example 16-QAM system. It should be noted that the multiplier in Fig. 16 may not be required if the outer channel decoder uses a linear decoding algorithm such as the Min-Sum algorithm [34] in LDPC decoding or the Max-Log-MAP algorithm [35] in Turbo decoding. In that case, the multiplier can be replaced by a simpler normalizer.
F. Throughput Performance of the Systolic Architecture
The proposed systolic MIMO detector architecture (cf. Fig. 8 ) can provide very high throughput performance. This architec- ture is fully pipelined so that it can process one MIMO symbol in every clock cycle. Generally, if we let the clock frequency be MHz, then the throughput (Mbps) for a -QAM system can be expressed as (14) As an example, assuming a system clock of 400 MHz, the systolic architecture can provide a throughput of 6.4 Gbps for a 4 4 16-QAM system.
G. Folded Architecture
For system applications that may require less throughput, we can fold the fully-parallel systolic architecture to reduce the parallelism and hence the hardware complexity. Fig. 17 shows the folded architecture where only one PRU and one PEU are instantiated to save area. Note that the PRU/PEU is the most area-consuming block in the PPTS detector.
Because we only have one PRU and one PEU, we need to schedule them sequentially. Fig. 18 illustrates the detection timing diagram using the folded architecture for a four antenna system. In this diagram, the PRU is scheduled to run the path reduction (PR) operations from to , and the PEU is scheduled to run the path extension (PE) operations from to . Note that the subscripts of the PRs and PEs in this diagram have the same meaning as that in Fig. 8 . For simplicity, the final path selection operations (executed in PSU) and the LLR calculation operations are omitted in this diagram. Furthermore, as the pipeline stages for the PRU and PEU are 4 clock cycles, we can feed four back-to-back MIMO symbols in four consecutive cycles, e.g at to fully utilize the hardware. We can feed the next four back-to-back MIMO into the pipeline, and so forth. The throughput of the folded architecture for a four antenna system is given as (15) For a larger MIMO system with transmit antennas, if we still use one PRU and one PEU, the throughput for a antenna system is estimated as (16) Note that for larger MIMO systems , the throughput is limited by the number of path extension operations. However, we can employ more than one PEU in the folded architecture to match with the processing speed of the PRU.
VI. VLSI IMPLEMENTATION RESULT
A. Fixed-Point Detector Design for 4 4 16-QAM System
In a 4 4 16-QAM MIMO transmission, typically the QAM symbol is scaled by in the transmitter for the transmitted symbol to have unit energy. In the PPTS MIMO detector, instead of using the scaled signal, we scale each element in the matrix [cf. (5) ] by and use the original QAM symbol in the computation. We use the notation to represent a fixed point number with number of integer bits and number of fractional bits so that the total word length is . Table I summarizes the fixed point design parameters for the scaled , received , PED, and LLR, where the PED is rounded to 10 bits between computational blocks. Based on the same simulation parameters as described in Section IV, this fixed-point detector has shown about 0.1 dB performance loss compared to the floating-point detector. Fig. 19 shows the fixed-point simulation result for the proposed PPTS detector.
B. ASIC Synthesis Result and Architecture Comparison
As a proof of concept, we have implemented a systolic PPTS detector with , and two folded PPTS detectors with and for a 4 4 16-QAM system. The three detectors have been described using Verilog HDL, and have been synthesized for a 1.08 V TSMC 65-nm CMOS technology using the Synopsys Design Compiler tool. The designs are placed and routed using the Cadence SoC Encounter tool. The power consumption is estimated using the Synopsys PrimePower tool. Table II compares the throughput and the hardware complexity of the proposed detectors with two detectors from the literature: a depth-first soft sphere detector from [16] , and a soft -Best detector from [22] . Because different technologies are used in these designs, to have a fair comparison, we scale the clock frequency and the area [16] and [22] to a common standard, where the scaling factor for area is 65 nm/Feature size and the scaling factor for frequency is Feature size/65 nm [36] . To compare the hardware efficiency, we define an area metric as Gate Count/Scaled Throughput.
The depth-first detector from [16] has a variable throughput of 10-95 Mbps because the number of visited nodes will change for different SNR levels. The sequential nature of the depthfirst algorithm makes it hard to achieve very high throughput. The K-Best detector from [22] has a fixed throughput that will not change with the SNR level. The K-Best detector from [22] can achieve a 106 Mbps throughput when running at 200 MHz. After scaling the clocks of these two reference designs to 65-nm technology, the scaled throughputs of detector [16] and detector [22] become 38-365 and 212 Mbps, respectively.
The proposed systolic PPTS detector with can achieve a 6.4 Gbps throughput when running at 400 MHz. As can be seen from the table, the proposed detectors achieve very high data throughput while still maintaining a low area requirement. Compared to the K-Best detector from [22] , the PPTS detectors with have a better area efficiency based on the area metric defined in Table II . The PPTS detector with achieves a balanced tradeoff between hardware complexity and error performance ( 0.3 dB loss). The PPTS detector with achieves a close-to-optimal error performance (cf. Fig. 6 ) with a reasonable hardware cost. Therefore, the proposed detector is a viable solution for the Gbps MIMO detection problem as it achieves both high throughput performance and good error performance.
VII. CONCLUSION
We propose a novel soft-output MIMO detector architecture based on the PPTS algorithm. The PPTS algorithm is a searchefficient algorithm based on a path-preserving trellis search approach. We introduce a path reduction and a path extension algorithm to reduce the search complexity while still maintaining sufficient soft information values to form the LLRs. We avoid the missing counter-hypothesis problem by keeping multiple paths during the trellis search process. Simulation results show that the PPTS algorithm can achieve very good error performance with a small value. The PPTS algorithm is a data-parallel algorithm and is very suitable for high speed VLSI implementation. Based on the PPTS algorithm, we have synthesized a systolic detector and two folded detectors for a 4 4 16-QAM system. Compared with tree-search based detectors, the proposed detectors have a significant improvement in terms of detection throughput and area efficiency. The proposed MIMO detector has great potential for application in the next generation Gbps wireless systems by achieving very high throughput and good error performance.
