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Numerical Time Integration for Air Pollution Models

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Abstract
Due to the large number of chemical species and the three space dimensions, o-the-shelf
sti ODE integrators are not feasible for the numerical time integration of sti systems of
advection-diffusion-reaction equations
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from the eld of air pollution modelling. This has led to the use of special time integration
techniques. This paper is devoted to a survey of such techniques, encompassing sti chemistry
solvers, positive advection schemes, time or operator splitting, implicit-explicit methods and
approximate matrix factorization solutions. Of great importance in practice is high perfor-
mance computing due to the huge problem scales, in particular for global models. We will
therefore also report on experiences with vector/parallel shared memory and massively paral-
lel distributed memory architectures and clusters of workstations. The survey is not entirely
unique to air pollution models and biased towards work done at CWI over approximately the
last 5 years.
1991 Mathematics Subject Classication: Primary: 65M06, 65M20. Secondary: 65Y05, 65Y20.
1991 Computing Reviews Classication System: G.1.8 and G.1.1, J.2.
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1 Introduction
The subject of this paper concerns the numerical solution of advection-diffusion-reaction systems
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Although our ndings do have a wider scope, the motivating application is atmospheric air qual-
ity modelling where PDE systems like (1) lie at the heart of complicated models employed in
studies on the chemical composition of the atmosphere. The societal motivation for these stud-
ies concerns air pollution [32, 115]. The wind eld u and the diusion coecient matrix K are
given, so that the problem is linear with respect to the transport part; c represents a vector of
m concentrations of trace gases like ozone, methane, nitrogen oxides, hydrocarbons, radicals, etc.
The chemical reactions between these species are of rst and second order, so that the reaction
term R is quadratically non-linear. This term introduces stiness into the problem as the range of
characteristic reaction times in the atmosphere is very large. Emissions and depositions can also
be contained in R. Without the chemistry term R the m equations of (1) are uncoupled. The
coecients u;K and the reaction term R are allowed to depend on the spatial variable x and time
t. As a rule this dependence is suppressed in our notation. Boundary conditions for (1) will be
specied only when explicitly needed.
Solution methods often used in air pollution modelling follow the method of lines (MOL)
approach, i.e., the PDE system with its boundary conditions is rst discretized in space on a
three-dimensional Eulerian grid, resulting in a huge, continuous-time ordinary dierential equation
(ODE) system. On this grid this system is then solved in time by a numerical integration technique.
Due to the huge ODE dimensions, o-the-shelf sti ODE integrators based on standard numerical
algebra routines are not feasible. This has led to the use of special time integration techniques. This
paper is devoted to a survey of such techniques, encompassing time or operator splitting, implicit-
explicit (IMEX) methods and approximate matrix factorization solutions. The typical nature of
the problem has also led to special sti chemistry solvers and positive advection schemes. These
solvers and schemes are in fact the work horses in operational 3D transport-chemistry solvers
and consume most of the CPU time. Therefore, a number of chemistry solvers and advection
schemes will be reviewed. One of the better advection schemes we discuss, does not t in the MOL
approach, as it is based on a direct space-time discretization. Use of this direct scheme in solving
(1) presupposes operator or time splitting.
Because in many large-scale applications computer capacity is still a limiting factor for resolu-
tion, attention will be paid to high performance computing. We will report on experiences with
vector/parallel shared memory and massively parallel distributed memory architectures and clus-
ters of workstations. The survey is not entirely unique to air pollution models and biased towards
work done at CWI over approximately the last 5 years.
1
.
2 Time integration concerns
General numerical time integration concerns today in the eld of air pollution modelling are classic
ones, but as yet their importance is still undiminished:
 Eciency. This is self evident, but we should keep in mind that in spite of the tremendous
increase in computer speed during the last years, computational speed still is one of the main
concerns in the eld. For example, global scenario studies easily require many hours of CPU
time on the fast super computers of today.
 Stability. Also self evident, but particularly important for advection and the sti chemistry
solution which easily accounts for over 50% of the total CPU time. Sti solvers should remain
stable for large step sizes and not be sensitive to initial transients which are present all the
time when operator splitting is used.
1
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 Accuracy. One is interested in extremely fast, low accurate solutions. High accuracy is
superuous since most of the data is not so accurate. As a rule of thumb, approximately
1% relative accuracy for important output species is considered sucient. Generating low
accurate solutions at minimal costs and large step sizes is numerically delicate as one then
may operate too far from asymptotic assumptions on which methods are based.
 Positivity. Keeping the concentration values positive is not only natural, but also necessary
for a stable chemistry solution. Hence the requirement of positivity is one of the major
concerns. It is encountered mainly in the application of sti chemistry solvers and numerical
advection schemes, for the latter both in the spatial discretization and time integration parts.
Positivity for advection schemes is intimately related with monotonicity. As a rule, higher
order schemes do not a priori maintain positivity.
 Mass conservation. Since models are in fact mass balances, mass conservation is natural.
Standard sti ODE solvers from the Runge-Kutta and linear multistep families mimic mass
conservation for the chemical kinetics system. The popular special purpose chemistry solvers
QSSA [37], EBI [36] and TWOSTEP [99] do not, as these solvers do not operate with the
analytic Jacobian matrix R
0
(c). Hence these methods need special attention in connection
with mass conservation. In the spatial discretization of the advection and diusion operator
mass conservation is trivially maintained if the ux form is used.
 Non-iterative schemes. Integration methods for sti chemistry problems often employ a
form of iteration and dierent temporal step sizes over the space grid. This may create load-
balancing problems when multiple processors are used, as e.g. exemplied in Elbern [25, 26].
'Non-iterative' methods, requiring a xed amount of work and allowing one and the same
temporal step size over the grid, are therefore of interest in connection with parallelism. The
linearly implicit Rosenbrock method proposed in [105] is of non-iterative type as it avoids
(Newton) iteration. This method has been successfully tested with equal temporal step size
over the grid.
 Vectorization. For ecient use of vector computers and cache memory, 'grid vectorization'
is important. This technique is helpful if at many grid points identical, uncoupled computa-
tions need to be done which itself do not vectorize, like the LU decomposition. By reversing
loops, vectorization over the grid then becomes ecient. Grid vectorization therefore should
be considered in the selection of algorithms. Fortunately, many algorithms for PDEs lend
themselves for grid vectorization. Performance results for air pollution models have been
reported in [45, 86, 103]. As far as we know, grid vectorization, or vectorization across linear
systems, was rst mentioned in [31].
 Parallelism. PDEs of type (1) also lend themselves very well for parallel computing. Using
domain decomposition and the communication interface MPI, portable scalable code can
be developed for vector/parallel shared memory and massively parallel distributed memory
architectures and clusters of workstations. However, for reactive ow problems with many
reactions and species memory use is more or less random. Consequently, processors with a
hierarchical type of memory (registers, primary/secondary cache, memory, disk) show as yet
a rather disappointing op rate performance. Illustrative experiences can be found in [13].
Two specic subjects of interest not discussed in this paper are adaptivity and reduction:
 Grid adaptivity. For complicated PDE calculations in air pollution modelling grid adap-
tivity is of interest. With grid adaptivity one attempts to reduce the number of grid points
without losing overall accuracy. For example, [63] has implemented local renement in a
smog prediction model, using a uniform-grid based cascade technique producing nested grids
within one basic time step. In [97] a powerful unstructured triangular grid is rened to solve
2D problems with spatially inhomogeneous source terms.
4
 Chemical kinetics reduction. Reducing techniques are of interest for large-scale reactive
ow problems. The idea is to somehow dynamically 'remove' chemical species which live on
a 'fast time scale', under the assumption that they are 'insignicant' for the 'slow time scale'
or 'smooth manifold' solution one is normally interested in. This idea is central, for example,
in singular perturbation theory applied to sti ODEs. Research into reduction in combustion
modelling [64] has renewed interest in this subject. See also [22, 89, 91] and the references
therein.
3 The chemical kinetics system
3.1 General observations
Atmospheric chemical kinetics systems describe chemical reactions between trace gases, such as
ozone, nitrogen oxides, methane, hydrocarbons, etc. One often studies ozone levels in the lower
troposphere, as ozone is dangerous for humans and animals during short term smog episodes and
can damage crops when over longer seasonal periods levels are too high. Ozone is also a greenhouse
gas, similar as methane, carbon dioxide and other species. Air pollution models are therefore also
used in connection with climate studies. Ozone itself is not emitted but formed in very many dif-
ferent reactions. A nice introduction to the eld of atmospheric chemistry can be found in Graedel
and Crutzen [32].
Example As a simple illustration, we consider the following reactions which are basic to any
tropospheric air pollution model:
NO
2
+ h
k
1
 ! NO +O(
3
P )
O(
3
P ) +O
2
k
2
 ! O
3
(2)
NO +O
3
k
3
 ! O
2
+NO
2
Putting c
1
= [O(
3
P )]; c
2
= [NO]; c
3
= [NO
2
]; c
4
= [O
3
], the associated ODE system reads
_c
1
= k
1
c
3
  k
2
c
1
;
_c
2
= k
1
c
3
  k
3
c
2
c
4
+ s
2
;
_c
3
= k
3
c
2
c
4
  k
1
c
3
;
_c
4
= k
2
c
1
  k
3
c
2
c
4
:
The unit for time is seconds and for concentrations number of molecules per cm
3
. Note that an
emission source s
2
for NO has been added and that oxygen is taken constant, which is a natural
assumption. Typically, the rst of the reactions is photochemical, giving rise to rapid changes in
concentration values at sunset and sunrise. Figure 1 illustrates this, showing the time evolution of
the concentrations for the specic set of initial and source values
c = [ 0; 1:3 10
8
; 5:0 10
11
; 8:0 10
11
]
T
; s
2
= 10
6
:
The reaction coecients are dened by
k
3
= 10
 16
; k
2
= 10
5
; k
1
= 10
 40
(night time); k
1
= 10
 5
e
7:0 sec(t)
(day time);
where
sec(t) =

sin(

16
(t
h
  4))

0:2
; t
h
= th  24bth=24c; th = t=3600;
with daytime between 4 o'clock in the morning and 8 o'clock in the evening and bth=24c denotes
the largest integer  th=24. Hence sec(t) is periodic with a period of 24 hours, but dened only
during daytime.
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The concentration values and reaction coecients more or less approximate their counterparts
used in real models. Because oxygen is held constant, k
2
contains the total number of O
2
molecules
per cm
3
and is therefore much larger than k
1
and k
3
. In all real models such large dierences in
magnitude between reaction coecients occur, revealing stiness. Here the (articial) time depen-
dence chosen for k
1
is meant to generate the photochemistry. Sunrise and sunset take place at 4
o'clock in the morning and 8 o'clock in the evening. The maximum for k
1
is equal to  0:01 and
occurs at 12 o'clock. The concentrations are plotted over approximately 5 days, from sunrise at
day 1 (initial value) until sunset at day 5 (time interval 14400  t  517600 sec.). Although the
model is too limited from the chemical point of view, the variation of the concentrations due to
the diurnal cycle are more or less realistically simulated. An important practical point is that the
diurnal cycle puts a limit to the step sizes that can be taken in a numerical integration process.
Say at most about 30 to 60 minutes, even for the most sophisticated ODE solver. In real models
the number of species diers per application. In the survey paper [67] it is pointed out that as
many as 40 to 100 species are necessary for an adequate analysis of perturbations to atmospheric
chemistry caused by anthropogenic emissions. Realistic box-models containing these numbers of
species were used in numerical comparisons reported in [78, 77, 102, 101]. 2
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Figure 1: Time evolution of the concentrations for the example problem from Section 3.1. The
numbers 04 12 20 refer to sunrise, noon and sunset, respectively.
In all models the chemical kinetics system can be cast in the production-loss ODE form
_c = R(c); R(c) = P (c)  L(c)c; (3)
6
where P (c) contains production terms and L(c)c loss terms with L(c) a diagonal matrix. Very often
R is a quadratic vector function, since mostly only rst and second order reactions are modelled.
All components of P (c) and entries of L(c) are non-negative, for any c 2 IR
m
. From P (c)  0 it
follows that any solution c(t) 2 IR
m
is non-negative:
c(t
0
)  0 ) c(t)  0 for all t > t
0
: (4)
A numerical solution must maintain this property, since otherwise severe instability can show up,
even resulting in a numerical blow up within a few time steps. The simple non-linear scalar problem
_c = c
2
;  < 0; (5)
whose solution
c(t) =
c(0)
1  c(0)t
remains positive if c(0) is positive, reveals the danger of a negative solution value. Its scalar
Jacobian 2c can become large positive if c is negative and   0. In this situation the problem
thus can become severely unstable and its solution may not even exist. Henceforth we write
positivity when we mean c  0.
Associated with R we also have molecular mass conservation laws
m
X
l=1

l
R
l
(c) = 0; 8c 2 IR
m
; (6)
with constants 
l
 0 on the whole set of species c
l
(all 
l
> 0) or on a subset. This trivially
implies that for any true solution the mass of the associated set of species is conserved, i.e.
m
X
l=1

l
c
l
(t) = constant: (7)
It is obviously desirable that a numerical solution should maintain this property.
Curiously, the only solid method known to the authors which mimics both (4) and (7) without
any step size restriction, is the well-known implicit Euler method
c
n+1
= c
n
+ R(c
n+1
): (8)
Here c
n
denotes the approximation to c(t
n
) and  is the step size such that t
n+1
= t
n
+  . The
mass conservation property (7) follows immediately for the sequence fc
n
g by inserting the rule (6)
in (8). Positivity follows immediately by rewriting (8) as
c
n+1
=
 
I + L(c
n+1
)

 1
 
c
n
+ P (c
n+1
)

; (9)
due to the positivity of P and L. It is here assumed that the backward Euler solution exists
and somehow can be solved for any  > 0. Apparently, preservation of both mass and positivity
simultaneously is cumbersome and often requires 'ts and tricks' if one is not content with the
implicit Euler rule or encounters diculties in using it. Numerical positivity is the most dicult
of the two as it is subject to a fundamental constraint. Namely, when applied to a certain class of
sti linear ODE systems, the consistency order of any Runge-Kutta or linear multistep method is
bounded by one when such a method is required to be positive for any  > 0 [15].
Conservation of mass is in principle easy, since any classic explicit or implicit method of Runge-
Kutta and multistep type conserves mass. However, implicit methods then need to be properly
implemented with regard to solving the implicit relations. For example, modied Newton iterates
conserve mass when the analytic Jacobian matrix R
0
(c) is used. But this property can be lost when
iterating with crude approximations to R
0
(c) or with the alternative iteration techniques exploited
in the special purpose methods discussed in Section 3.2.
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To illustrate the mass conservation property when iterating with the analytic Jacobian matrix,
let us apply the modied Newton method to the implicit Euler scheme (8). Suppressing n+1, we
rst dene
G(c) = c  c
n
  R(c):
Modied Newton iteration applied to the implicit Euler system G(c) = 0, yields the relation
G
0
(~c) c
new
= G
0
(~c) c
old
 G(c
old
): (10)
The solution value ~c denotes an arbitrary approximation (Newton iteration has ~c = c
old
). Suppose
that the iterate c
old
and the Euler solution c
n
are mass conservative. Denote ~ = [
1
; : : : ; 
m
].
Using inner product notation, the mass conservation law (6) then implies ~ R(c
old
) = ~ G(c
old
) =
0. For the analytic Jacobian, the mass conservation property implies ~  R
0
(~c) =
~
0, where
~
0 is the
zero row vector. Multiplying (10) by ~ now immediately reveals that ~ c
new
= ~ c
old
. This proves
mass conservation.
In assessing sti ODE solvers for atmospheric applications, one has to take into account that
they will be used within operator splitting (cf. Section 5.2) or variants thereof. This means
integration over thousands to millions of grid points, repeatedly in the course of time over the
chosen split intervals. If the ODE integration will be carried out with variable step sizes, methods
should start up very eciently since any splitting step involves a start up. If xed step sizes will
be used, methods should be able to skip articial sti transients with a step size large enough to
be of practical interest. These articial transients are introduced by splitting the PDE problem.
Although in the public domain an interesting variety of well documented sti ODE solvers is
available [35], many atmospheric modellers still use their own variants of the somewhat awkward
special purpose methods of Section 3.2. The general experience is that for large-scale three-space
dimensional transport-chemistry problems o-the-shelf solvers are not fast enough and tailor-made
solvers are therefore popular. In Section 3.3 we will present (sparse) Rosenbrock methods from the
sti ODE eld which are not special purpose and certainly competitive.
3.2 Special purpose methods
The production-loss form (3) is often exploited in the numerical solution process, e.g. in the many
variants of the well-known QSSA method, long ago already advocated by Hov and co-workers [37]
and Young and Boris [112], in EBI [36] and in TWOSTEP [99]. In this section we will discuss the
ideas behind these special purpose methods. We use the term special purpose in view of the fact
that these methods solve the sti ODE in a sort of explicit manner, in contrast to the requirement
of (linearly) implicitness imposed on common sti ODE methods [21, 35].
3.2.1 QSSA
The basic formula for the QSSA (Quasi Steady State Approximation) method is
c
n+1
= e
 L
n+1
c
n
+

I   e
 L
n+1

(L
n+1
)
 1
P
n+1
: (11)
Here L
n+1
= L(c
n+1
), etc. QSSA is motivated by the fact that it is exact if P and L are constant,
componentwise. In general this is not the case and then the relation is implicit and non-linear, so
iteration is required to nd c
n+1
. Starting from the initial iterate c
n
, functional iteration is applied
for approximating c
n+1
. This renders the scheme explicit. Only exponential functions need to be
calculated, which in turn could be well approximated by a simpe rational Pade approximation.
Scheme (11) provides a 1st-order accurate approximation for  ! 0. It is inaccurate but often
surprisingly stable, owing to the scalar implicitness of the loss term. It is also positive for any
 > 0, something which is an asset for stability. However, (11) does not not preserve mass and
problem dependent mass xes are really needed to render it competitive. Consequently, QSSA
implementations are not very transparant.
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As a rule the number of functional iterations may vary per component. One usually distin-
guishes between two sets of components and in addition simultaneously switches between dierent
formulas, see e.g. the description in [102]. To the rst set only one iteration is applied. This yields
c
n+1
l
= e
 L
n
l
c
n
l
+

I   e
 L
n
l

(L
n
l
)
 1
P
n
l
: (12)
If for a component in this rst set L
n
l
< 0:01, say, then for this component e
 L
n
l
is replaced by
1  L
n
l
, resulting in the explicit Euler formula
c
n+1
l
= c
n
l
+ (P
l
(c
n
)  L
l
(c
n
)c
n
l
):
If for a component in this set L
n
l
> 10:0, say, then e
 L
n
l
is replaced by zero, resulting in the
steady state solution expression
c
n+1
l
= P
n
l
=L
n
l
:
To the second set of components more such iterations are applied, say about 5. The selection
of these two dierent sets is based on chemical considerations. Components for which a strong
non-linear coupling exist belong to the second set. Note that the replacements of the exponen-
tial function are not essential, since the exponential function automatically takes care of these
replacements with suciently large accuracy.
Of considerable greater importance is that in order to be ecient, the scheme must be heav-
ily tuned by 'lumping'. This technique imposes conservation for subsets of species, thus aiming
at eliminating strong couplings among components, since the scalarly implicit approach is more
suitable for problems with a weak coupling. To this end subsets are grouped together into a new
species which can be solved accurately. For example, for model (3) the species NO
x
= NO+NO
2
satises the dierential equation d=dt [NO
x
] = s
2
, so that NO
x
satises the conservation law
[NO
x
](t) = [NO
x
](t
0
) + s
2
(t  t
0
):
This law thus can be imposed after each integration step by either redening [NO] or [NO
2
]. With
regard to this choice, care should be exercised in avoiding cancellation of digits by subtracting
nearly equal, very large concentration values. Hence it may depend on the time of the day which
species is redened. In a similar vein one may choose to truly eliminate NO or NO
2
from the
integration.
In practice the lumping technique is intertwined with the functional iteration procedure. Need-
less to say that for large models lumping requires considerable chemical knowledge of how to group
species. Normally, for a given problem the technique can only be described comprehensively using
chemical notation. We believe that the increasing complexity of models will impede tuning. It
should be emphasized though that atmospheric chemists have developed very ecient, tuned im-
plementations which for low accuracies are really fast. The low accuracy means no restriction for
the eld. An example is provided by a QSSA implementation for the so-called EMEP chemistry
consisting of ca. 140 reactions among ca. 70 species, see [102] and the references therein to Hov and
coworkers. We note that the CHEMEQ scheme proposed in [112] is similar to the QSSA scheme
discussed here. Attempts to improve QSSA by numerical considerations have been reported in [46]
and [100]. The resulting schemes provide only a minor improvement and are not advocated without
the aforementioned lumping. In Section 3.4 results of a numerical comparison will be presented.
3.2.2 EBI
The EBI (Euler Backward Iterative) method proposed in [36] is based on the implicit Euler rules
(8) and (9). It improves the QSSA approach in two ways. First, the positive implicit Euler method
preserves mass and, unlike the exponential formula (11), implicit Euler has the correct local error
structure for sti problems (see [21] and [100] for details). Second, the EBI iteration procedure
is better than the simple functional iteration procedure used by QSSA. The EBI procedure is a
mix of block Jacobi techniques. Within the blocks strongly coupled species are kept together in
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the iteration procedure, even using exact solutions for subsystems within the blocks. However,
like QSSA the method is heavily problem dependent. A complete specication is possible only in
chemical notation. It is also noted that the EBI iterates itself are not mass conservative. Hence
with only a few iterates mass may get lost or produced in the course of time. Yet, for the chemistry
schemes treated, the EBI scheme has been shown to be very fast for low accuracies. We recall
that low accuracy means no restriction for the eld. Accuracy can also be improved by porting
the specic iteration procedure to a higher order integration formula, e.g. to the BDF2 formula
used by TWOSTEP, see Section 3.2.3. In Section 3.4 a result of a numerical comparison will be
presented.
3.2.3 TWOSTEP
This variable step size solver was proposed in [99] and further elaborated in [102]. Like the QSSA
method, it is motivated by the production-loss form (3). The main feature of TWOSTEP is that
a simple form of non-linear Gauss-Seidel iteration is applied, to the implicit BDF2 method, rather
than the usual modied Newton iteration. Consider the 2-step BDF formula
c
n+1
=
4
3
c
n
 
1
3
c
n 1
+
2
3
R(c
n+1
); (13)
for simplicity in xed step size form. Applied to the production-loss form (3) we can write
c
n+1
= G(c
n+1
) :=

I +
2
3
L(c
n+1
)

 1

C
n
+
2
3
P (c
n+1
)

; C
n
=
4
3
c
n
 
1
3
c
n 1
: (14)
The Gauss-Seidel technique is now applied to the non-linear system of equations c = G(c) as
follows. Given the vector iterate c
(i)
, we apply the componentswise formula
c
(i+1)
l
= G
l

c
(i+1)
1
; ::: ; c
(i+1)
l 1
; c
(i)
l
; ::: ; c
(i)
m

; l = 1; :::;m; (15)
dening an explicit Gauss-Seidel process which requires only scalar divisions. The choice for BDF2
is justied in view of the low accuracy requirement. The approach can of course be applied also
for higher order BDF formulas, or to the implicit Euler formula. In computational eort per time
step, TWOSTEP is more or less comparable to QSSA and EBI.
For components for which both P
l
and L
l
are constant, the implicit solution is obtained in
one iteration. Consequently, when individual components rapidly approach their steady state
value P
l
=L
l
, they are handled eciently. In this respect we have a resemblance with QSSA. The
dierence is that we start from a mass conservative formula, which does not a priori assume that
P
l
and L
l
slowly vary, in contrast with QSSA. This provides a better starting point for components
for which P
l
and L
l
are truly varying, supposing that the Gauss-Seidel technique then still yields
a suciently good approximation within a few iterations.
The technique appears to be very stable for gas-phase chemistry problems, rendering it feasible
for low accuracies. In this respect we have not observed much dierence with the more commonly
used iterative modied Newton technique. However, the latter preserves mass when based on the
analytical Jacobian matrix R
0
(c), which is not true for Gauss-Seidel. So the BDF2 solution should
be solved suciently accurate to preserve mass suciently accurate. It should also be noted that
BDF2 itself does not guarantee positivity. Comprehensive comparisons reported in [77, 78, 101]
show the eectiveness of TWOSTEP compared to QSSA, EBI and a number of general purpose
solvers from the sti ODE eld, including LSODE, VODE, RODAS and SEULEX (see [35] for
descriptions). In these comparisons TWOSTEP outperforms QSSA (both without tuning) and
is often faster than the general purpose solvers in the low accuracy region. Unfortunately, only
one comparison with EBI exists [78]. In this comparison EBI and TWOSTEP are more or less
competitive to one another. In Section 3.4 some results of these comparisons will be presented.
Finally it is stressed that TWOSTEP is meant for gas-phase problems only. For aqueous-phase,
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heterogeneous chemistry exhibiting a much stronger coupling between components, the Gauss-
Seidel convergence is too slow for step sizes of practical interest. This also holds for QSSA. We are
not aware of an EBI implementation for heterogeneous chemistry problems.
Iteration (15) is non-linear and works matrix-free, i.e. it does not need the Jacobian matrix.
A related linear Gauss-Seidel technique, which does use the Jacobian matrix, has been proposed
in [52]. The two techniques are believed to be close in performance. See [52] for numerical
comparisons.
3.3 General purpose methods of Rosenbrock type
We next discuss an alternative for the special purpose methods, viz. low order Rosenbrock meth-
ods from the sti ODE eld which use sparse matrix routines to reduce numerical algebra over-
head [76, 77, 78]. Earlier experiences reported in [35] have shown that for sti ODEs from dierent
applications Rosenbrock solvers are competitive with other solvers for low to modest accuracies.
Because for atmospheric applications the greatest interest lies in high eciency for very low accu-
racy (two digits at most), Rosenbrock methods are natural candidates.
3.3.1 The Rosenbrock method
Usually, sti solvers use some form of implicitness in the discretization formula for reasons of
numerical stability. The simplest implicit scheme is the implicit Euler method (8). Since c
n+1
is
dened implicitly, this numerical solution itself must also be approximated. Common practice is
to use some modication of the iterative Newton method, again for reasons of numerical stability.
Suppose, for the time being, that the problem is autonomous, i.e., R is independent of time t.
Next suppose that just one iteration per time step is applied. If we then assume that c
n
is used as
the initial iterate, the following numerical result is found,
c
n+1
= c
n
+ k where k = R(c
n
) + A k (16)
and A denotes the Jacobian matrix R
0
(c
n
). The numerical solution is now eectively computed by
solving the system of linear algebraic equations that denes the increment vector k, rather than a
system of non-linear equations.
Rosenbrock [74] proposed to generalize this linearly implicit approach to methods using more
stages, so as to achieve a higher order of consistency. The crucial consideration put forth was to
no longer use the iterative Newton method, but instead to derive stable formulas by working the
Jacobian matrix directly into the integration formula. His idea has found widespread use and a
generally accepted formula for a so-called s-stage Rosenbrock method, is
c
n+1
= c
n
+
s
X
i=1
b
i
k
i
where k
i
= R(c
n
+
i 1
X
j=1

ij
k
j
) + A
i
X
j=1

ij
k
j
(17)
and s and the formula coecients b
i
; 
ij
and 
ij
are chosen to obtain a desired order of consistency
and stability for sti problems. A brief introduction on the properties of consistency, stability and
sti accuracy for Rosenbrock methods is presented in the appendix of [78]. A comprehensive
treatment of Rosenbrock methods can be found in Hairer and Wanner [35].
For the non-autonomous system _c = R(t; c), the denition of k
i
is changed to
k
i
= R(t
n
+ 
i
; c
n
+
i 1
X
j=1

ij
k
j
) + 
i

2
@R
@t
(t
n
; c
n
) + A
i
X
j=1

ij
k
j
;
where

i
=
i 1
X
j=1

ij
; 
i
=
i
X
j=1

ij
:
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This non-autonomous formulation follows from the autonomous formula (17) by treating time t also
as a dependent variable, i.e. by augmenting the system with the equation
_
t = 1. Like Runge-Kutta
methods, Rosenbrock methods successively form intermediate results
c
n
+
i 1
X
j=1

ij
k
j
; 1  i  s; (18)
which approximate the solution at the intermediate time points t
n
+ 
i
h. Rosenbrock methods
are therefore also called Runge-Kutta-Rosenbrock methods. Observe that if we identify A with
the zero matrix and omit the @R=@t term, a classical explicit Runge-Kutta method results. The
coecients 
ii
are often taken equal for all stages, i.e. 
ii
=  for all i = 1; : : : ; s, because we then
encounter only one matrix I A. This saves computational work (for LU decompositions). Note
for s = 1,  = 1 the above linearized implicit Euler formula is recovered.
Rosenbrock methods are attractive for a number of reasons. Like fully implicit methods, they
mimic exact conservation properties due to the use of the analytic Jacobian matrix. However, they
do not require an iteration procedure as for truly implicit methods and are therefore more easy to
implement. So they are of 'non-iterative' type, which is an asset for parallel implementations over
space grids as true iteration may create load imbalancing. Rosenbrock methods can be developed
to possess optimal linear stability properties for sti problems (A- and L-stability). They are of
one-step type and thus can rapidly change step size. We recall that this is of particular importance
for our application in view of the many operator-split restarts when variable step sizes are to be
used. But perhaps of greater importance is that a suitable Rosenbrock method can be applied to a
much wider range of chemical kinetics problems than special purpose methods. Test results in [78]
and [105] indicate that the methods RODAS3 and ROS2, discussed below, can be applied equally
eciently to tropospheric/stratospheric gas-phase and aqueous, heterogeneous problems. In this
regard a suitable Rosenbrock method can be called a general purpose method.
Each time step requires an evaluation of A, s matrix-vector multiplications with A, and as-
suming that 
ii
= , s solutions of a linear system with the matrix I   A accompanied with
s derivative evaluations. The multiplications with A are easily avoided (see Section IV.7 of [35]).
Most of the CPU time is spent on the solution of the s linear systems involving the matrix I A.
The linear system solution requires one matrix factorization (LU decomposition) and s backsolves
(forward-backward substitutions).
High CPU costs for these matrix manipulations are of course most notable if the number of
species m is large. Fortunately, for large atmospheric chemistry models the number of zeroes in
A readily exceeds 50% by far, since in large models species react with only a limited number of
others. This high level of sparsity can be exploited to signicantly reduce the costs for the Jacobian
update, LU decomposition and backsolves. For atmospheric problems sparsity has been considered
in [45, 76, 77, 78, 101, 105, 95]. In particular a pivoting technique using a diagonal Markowitz
criterion proves to minimize ll-in and to reduce the numerical algebra costs considerably for large
models [76].
To relieve modellers from a lot of error prone coding, for a long time symbolic preprocessing
is used to automatically turn a set of chemical reactions into code dening the ODE system.
More sophisticated preprocessors also generate code (FORTRAN mostly) for the Jacobian, the LU
decomposition and the backsolve. Such a preprocessor is KPP (Kinetics PreProcessor) [20], which
outputs sparse matrix routines based on the diagonal Markowitz technique advocated in [76]. The
routine for the backsolve comes without indirect addressing. The LU routine delivered by the
original KPP uses indirect addressing. This can be easily avoided [87], which is computationally
advantageous. Altogether this means that with KPP the numerical algebra within a Rosenbrock
method can be handled very eciently.
Below we present a method of order two and a method of order three, which both have proven
to be eciently applicable to atmospheric chemical kinetics problems. For low accuracies, both
are truly competitive to BDF solvers like LSODE, VODE and SPRINT [35]. While their costs
per time step can still be signicantly higher than for the 'explicit' special purpose methods of
Section 3.2, as a rule they outperform these special purpose methods.
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3.3.2 ROS2
As mentioned previously, a major concern is positivity. Truly positive Rosenbrock methods for
general non-linear chemical kinetics systems (3) do not exist. Yet, in a search for low order
Rosenbrock methods with acceptable positivity and non-linear stability properties, the following
2nd-order consistent method proved promising [105]:
c
n+1
= c
n
+
1
2
k
1
+
1
2
k
2
; (19)
k
1
=  R(c
n
) + Ak
1
;
k
2
=  R(c
n
+ k
1
)  2Ak
1
+ Ak
2
:
Henceforth this method will be called ROS2. With  = 1+1=
p
2 it is L-stable, which is of obvious
interest for sti chemistry. The property of mass conservation holds as long as the true analytic
Jacobian matrix R
0
is used. Curiously, compared to the 3rd-order method RODAS3 given below,
ROS2 appears to be much more stable for non-linear problems for large xed step sizes. See [105]
for a stability test with three dierent chemistry models from practice. A rigorous explanation is
lacking. We only know that ROS2 is positive for the scalar models _c = c and _c = c
2
for any
 > 0 and any  < 0, whereas this does not hold for RODAS3.
ROS2 also has another advantage compared to RODAS3, viz. it is 2nd-order consistent for any
matrix A. This 'approximate Jacobian' or 'W-method' property [35], can be used to advantage
in the solution of 3D transport-chemistry problems. This will be explained in Section 5.4. In
Section 3.4 some illustrative results of numerical comparisons between ROS2 and other methods will
be presented. Finally, ROS2 is currently examined for implementation in the regional tropospheric
models EURAD (see [49]) and LOTOS (see [14]).
3.3.3 RODAS3
In [78] the 3rd-order Rosenbrock method RODAS3 belonged to the best methods tested there.
RODAS3 was designed along the same principles as RODAS from [35], the only dierence being
its lower order and lower number of stages. RODAS3 is based on a stiy accurate, embedded pair
of consistency order 3(2). The number of stages is s = 4, requiring four backsolves, but only three
derivative evaluations are used. The 3rd-order formula is given by
c
n+1
= c
n
+
5
6
k
1
 
1
6
k
2
 
1
6
k
3
+
1
2
k
4
; (20)
k
1
=  R(c
n
) +
1
2
A k
1
;
k
2
=  R(c
n
) + A k
1
+
1
2
A k
2
;
k
3
=  R(c
n
+ k
1
) 
1
4
A k
1
 
1
4
A k
2
+
1
2
A k
3
;
k
4
=  R(c
n
+
3
4
k
1
 
1
4
k
2
+
1
2
k
3
) +
1
12
A k
1
+
1
12
A k
2
 
2
3
A k
3
+
1
2
A k
4
:
Like ROS2, this integration formula is L-stable and preserves mass, since the true analytic Jacobian
matrix is supposed. Unfortunately, RODAS3 is not positive. The scalar stability test model _c = c,
yielding the numerical solution
R(z) =
1 
1
2
z  
1
4
z
2
(1 
1
2
z)
3
; z = ;
provides a simple counterexample for z <  1 
p
5. When using variable step sizes, and local error
control, as in [78], serious lack of positivity will automatically lead to step rejections and smaller
step sizes then will save the computation, provided the control is robust enough. If this occurs not
too often the damage is limited. When xed step sizes are used, lack of positivity can lead to a
numerical blow up. Some numerical results for RODAS3 will be presented in Section 3.4.
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3.4 A numerical illustration
We throw a quick glance at performances of QSSA, EBI, TWOSTEP and RODAS3 shown in two
work-precision diagrams from [78]. See Figures 2 and 3 which are identical to Figures 1 and 3 in [78].
The captions are unchanged and mention names of chemistry box-models of tropospheric gas-phase
type and dierent solvers. For solvers not discussed here, see [78] and Hairer and Wanner [35]
2
.
QSSA only occurs in Figure 3. It is the most simple QSSA method tested in [77], without any
tuning. EBI only occurs in Figure 2.
The solvers are applied in an operator splitting setting with a large number of restarts. The
chemistry model TMk from Figure 2 is limited in size, consisting of 36 reactions between 18 species.
In Figure 3 two chemistry models appear, viz. CBM-IV (81 reactions and 32 species) and AL (176
reactions and 84 species). So the latter one is quite large. Work is measured in CPU times and
precision in the number of correct digits, here called SDA, in a relative error norm. SDA = 1 and 2
means 10% and 1% accuracy in this norm, respectively. Fast codes should yield about 1% to 10%
for a minimum in CPU. Note that SDA > 2 is not of much interest for practice while SDA < 1 is
too inaccurate. The good performance of RODAS3 (and the other two Rosenbrock solvers ROS3
and RODAS) should be acknowledged. EBI and TWOSTEP also perform quite satisfactorily in the
low accuracy range. Forcing RODAS3 to compute in lower accuracy is sometimes problematical,
as a too loose local error control can result in instability. QSSA falls behind severely and cannot
compete, but lumping is not used here. It should also be stressed that TWOSTEP, EBI and QSSA
cannot eectively be applied to aqueous phase, heterogeneous problems, whereas RODAS3 and
the other sti solvers from the ODE eld can handle these more dicult problems [77].
.04 .05    .07       0.1 0.2 0.3    0.5    0.7        1 
0
0.5
1
1.5
2
2.5
3
3.5
4
CPU time [seconds]
SD
A
Problem  A  (TMk)
Figure 2: Work-precision diagram for test problem A (tmk): Sparse rodas3 (solid with \"),
Sparse ros3 (solid with \x"), Sparse rodas (solid with \o"), twostep seidel (dots with \x"),
Sparse vode (dots with \o"), Sparse seulex (dashed with \o") and ebi (dash-dots with \o").
4 The advection problem
The major transport mechanism in air pollution models is advective transport in a wind eld.
Hence the quality of the advection computation is crucial. In this section we consider several
schemes based on third order upwind type discretizations with ux limiting, as pioneered by van
2
Results for ROS2 are not included either since this method was examined after the publication of [78]. The
forthcoming report [14] is completelely devoted to ROS2, with and without use of 'approximate Jacobians' as
proposed in [105].
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Figure 3: Work-precision diagram for test problems B (cbm-iv urban) and D (al urban), with a
restart each 15 minutes: Sparse rodas3 (solid with \"), Sparse ros3 (solid with \x"), Sparse
rodas (solid with \o"), twostep seidel (dots with \x"), Sparse vode (dots with \o"), Sparse
seulex (dashed with \o") and qssa (dash-dots with \x").
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Leer and others. This choice provides a good compromise between accuracy and shape preservation
on the one hand, and computational ease on the other hand. For other schemes, such as spectral
or nite element schemes, we refer to [73, 106].
4.1 Semi-discrete and fully discrete advection schemes
For simplicity of presentation we start with the scalar advection problem in one space dimension,
c
t
+ uc
x
= 0; u = constant > 0; (21)
for t  0 with given initial condition. For the moment, boundary conditions will be ignored. The
grid is assumed to be uniform with a grid size h, i.e. x
i
= ih.
4.1.1 A semi-discrete advection scheme
Applying the 3rd-order upwind-biased spatial discretization to c
x
gives the semi-discrete system
d
dt
w
i
(t) =
u
h

 
1
6
w
i 2
(t) + w
i 1
(t) 
1
2
w
i
(t) 
1
3
w
i+1
(t)

: (22)
Here w
i
(t) can be viewed as an approximation to the point value c(x
i
; t) or to the average over the
cell (x
i 
1
2
; x
i+
1
2
). The above spatial discretization scheme is also called the  = 1=3-scheme [56].
This system of ordinary dierential equations requires numerical time integration, for instance
by a Runge-Kutta method, to obtain fully discrete approximations. As already mentioned in the
introduction, this approach, in which space and time are considered separately, is called the method
of lines (MOL). At this initial stage of derivation, we will rst motivate the 3rd-order upwind-biased
(upwind for short in the remainder) formula, by relating it with the standard 4th-order central
one, and by looking at the modied equation and dissipation and dispersion properties. The time
integration will be discussed later on.
Inspection of (22) reveals that it ts in the form
d
dt
w
i
(t) + u
w
i 2
(t)  8w
i 1
(t) + 8w
i+1
(t)  w
i+2
(t)
12h
=  u
1
12
h
3
w
i 2
(t)  4w
i 1
(t) + 6w
i
(t)  4w
i+1
(t) + w
i+2
(t)
h
4
;
where  = 1. For  = 0 one gets the 4th-order central scheme. The dierence formula in the
right-hand side is the standard, central approximation to the fourth order derivative,
w
i 2
  4w
i 1
+ 6w
i
  4w
i+1
+ w
i+2
h
4
=
@
4
w
@x
4
(x
i
) +
1
60
h
2
@
6
w
@x
6
(x
i
) +O(h
4
): (23)
Hence the upwind scheme is identical to the central one if the two central schemes are applied to
c
t
+ uc
x
=  
1
12
h
3
u
@
4
c
@x
4
; (24)
showing the intimate relation between the two.
This equation is often called a 'modied equation' for the original advection equation (21).
The meaning of a modied equation is that in the limit the discrete solution is expected to be
closer to the true solution of a modied equation than to that of the original equation to which the
discretization is applied. Hence studying modied equations can enhance insight in discretization
properties, see for example [33]. In our case we see that the term c
xxxx
is a higher order dissipation
term, so that the upwind scheme yields articial damping. However, oscillations are still possible.
Note that the equation c
t
=  c
xxxx
does not satisfy the maximum principle. For instance, if
c(x; 0) = 1  cos(2x) then c(0; 0) = 0 and c
t
(0; 0) =  (2)
4
< 0.
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Other insight can be obtained with Fourier analysis. This analysis enables one to study the
important properties of numerical dispersion (dierent frequencies result in dierent wave speeds)
and numerical dissipation (articial diusion). Fourier analysis is possible for constant coecient
problems satisfying periodic boundary conditions. The use of Fourier analysis for dierence schemes
is originally due J. von Neumann and is well explained in the classic monograph [71] and in later
text books, e.g. [34].
Let the Fourier mode
c(x; t) = c^(t) e
!x
;  =
p
 1; ! 2 IR; (25)
be a solution of (21). Then c^ solves dc^=dt+ !uc^ = 0, so that
c(x; t) = c^(0) e
 !ut
e
!x
; (26)
and c^(0) can be interpreted as a Fourier coecient arising in a Fourier expansion or decomposition
of the initial function c(x; 0), associated with a frequency !. For linear dierence schemes the
'Ansatz' of Fourier-von Neumann analysis is that a completely similar decomposition in Fourier
modes exist and hence that it suces to study properties of the dierence scheme for single Fourier
modes, similar to (26).
Let
w
i
(t) = w^(t) e
!x
i
;  =
p
 1;
be such a Fourier mode for (22). An elementary calculation shows that w^ solves dw^=dt = w^, 
being an eigenvalue of the linear upwind operator, i.e.
() =  
1
3
u
h
 
(cos    1)
2
+  sin (4  cos )

;  = !h: (27)
Hence
w
i
(t) = w^(0) e
t
e
!x
i
; (28)
and it should be noted that we may restrict  to the interval [ ; ], reecting the fact that only
a nite number of frequencies can be represented on the grid.
It is evident that the eigenvalue  is the semi-discrete counterpart of the purely imaginary
eigenvalue  !u. The eigenvalue  determines the dissipation and dispersion properties of the
upwind scheme. Dissipation is introduced through the negative real part of , which satises
 
1
3
u
h
(cos    1)
2
=  
1
12
u!
3
+O(
5
):
Hence for given ! it decreases with h
3
for h ! 0, in line with what the modied equation shows.
Clearly, very high frequency modes (! far away from zero) are rigorously damped. The numerical
dispersion is determined by the purely imaginary part of , which approximates  !u and satises
1
3
u
h
sin  (4  cos ) = (1 +O(
4
))!u:
Hence the 3rd-order upwind scheme is of order 4 with respect to dispersion errors, which we may
consider to be an asset. In fact, it has exactly the same numerical phase velocity as the 4-th order
central scheme, once more revealing the intimate relation between the two (for 4-th order central
 has the same imaginary part and the real part is zero).
Dispersion errors show up in oscillations and hence in negative concentrations. Dispersion
errors are unavoidable, no nite-dierence method can resolve arbitrarily short wavelengths without
excessive dispersion errors. Inspection of  shows that in the frequency region where the dispersion
error is largest, also the spurious damping is largest. So also in this respect the 3rd-order upwind
scheme is a good choice. But to truly avoid negative concentrations in regions of strong variation
a technique like ux limiting is needed. We will introduce this technique later on in Section 4.2.
First we will introduce another upwind discretization for (21).
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4.1.2 A direct space-time advection scheme
This discretization falls outside the MOL approach as it is based on a direct space-time (DST)
discretization. Using the same stencil, involving two upwind points and one downwind point, the
discretization formula reads
w
n+1
i
= 
 2
w
n
i 2
+ 
 1
w
n
i 1
+ 
0
w
n
i
+ 
1
w
n
i+1
: (29)
Here w
n
i
is the approximation to c(x
i
; t
n
) and t
n+1
= t
n
+  ,  being the step size in time. The
coecients, depending on the Courant number
 =
u
h
; (30)
are given by

 2
=  
1
6
(1  
2
); 
 1
=
1
2
(2  )(1 + ); 
0
=
1
2
(2  )(1  
2
); 
1
=  
1
6
(2  )(1  ):
This formula also has order 3 and it is stable for   1, which follows from the classical, funda-
mental results on optimal order schemes of Strang [92] based on Fourier-von Neumann analysis.
The method can be derived using the consistency conditions, but also from a semi-characteristic
approach, where the characteristics are traced backward in time, from t
n+1
to t
n
, and Lagrange
interpolation is used. From the semi-characteristic interpretation it follows that the method be-
comes more accurate the closer  is to 1. Specically, the global error jw(x
i
; t
n
)   w
n
i
j can be
bounded by C(1  )h
3
, with C a positive constant depending on the exact solution only, see [40].
There is a close connection between (22) and (29). If we consider the limit  ! 0 for xed h
and t
n
> 0, then the approximations w
n
i
of (29) converge to the solution w
i
(t
n
) of (22). This easily
follows by writing (29) as
1

(w
n+1
i
  w
n
i
) =
u
h

 
1
6
w
n
i 2
+ w
n
i 1
 
1
2
w
n
i
 
1
3
w
n
i+1

+O(); h > 0;  ! 0:
So, for h xed and  tending to zero, the DST scheme becomes identical to the MOL scheme
with exact time integration. Recall, however, that there is a clear advantage for the DST scheme
since its error will become smaller for larger , up to  = 1. In the MOL approach the error will
grow with increasing  due to growing temporal inaccuracy of the numerical ODE method. The
advantage can also be illustrated by directly expanding (29) (see for instance [40]). This gives
c
t
+ uc
x
=  
1
12
e()h
3
u
@
4
c
@x
4
+O(h
4
); (31)
where e() = (1 )(1 
1
2
)(1+). Apparently, e() vanishes as  ! 1. Observe that in line with
the convergence of (29) to (22) shown above, the modied equation (24) is recovered if we replace
e() by e(0) = 1 and remove the O(h
4
)-term.
4.2 Flux limiting
As already mentioned, both methods (22) and (29) can produce some over- and undershoot, which
may lead to negative values. If w stands for a concentration of a chemical species, this should,
of course, remain non-negative. Although the negative values created by the upwind schemes are
rather small compared to those created by central dierence schemes, they can lead to instabilities
when advection is combined with chemical reactions. Schemes with the property that solutions re-
main non-negative for arbitrary non-negative initial values are often called 'positive'. The simplest
way to avoid negative values, setting them equal to zero, can lead to a distorted mass balance.
Following the approach of Sweby [96], we therefore consider ux limiting.
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We start with the DST scheme, which can be written in conservation form as
w
n+1
i
= w
n
i
+

h
(f
n
i 
1
2
  f
n
i+
1
2
): (32)
Omitting the superscripts n on the right hand side, the uxes f
i+
1
2
are given by
f
i+
1
2
= u

 
1
6
(1  
2
)w
i 1
+
1
6
(1 + )(5  2)w
i
+
1
6
(2  )(1  )w
i+1

:
Let d
0
=
1
6
(2  )(1  ) and d
1
=
1
6
(1  
2
). Introducing the ratios

i
=
w
i
  w
i 1
w
i+1
  w
i
;
the ux can be written as
f
i+
1
2
= u

w
i
+ (d
0
+ d
1

i
)(w
i+1
  w
i
)

: (33)
For limiting we consider the more general form
f
i+
1
2
= u

w
i
+  (
i
)(w
i+1
  w
i
)

; (34)
with a so-called limiter function  yet to be determined.
Since w
i+1
  w
i
= (w
i
  w
i 1
)=
i
, the total scheme can be written in the form
w
n+1
i
= (1  
i
)w
i
+ 
i
w
i 1
with 
i
= 1   (
i 1
) +
1

i
 (
i
); (35)
from which we immediately conclude that the method is positive if and only if
0  
i
 1:
The limiter function  should now be chosen such that this requirement holds for all ratio values

i
. On the other hand, the original non-limited ux should be reobtained for ratios 
i
close to 1,
since this is the generic situation for a smooth prole. As in [40, 41] we consider
 () = max(0; min(1; d
0
+ d
1
; )); (36)
where  is a positive parameter, which is still free. With this limiter we have 0   ()  1 and
0   ()=  . Hence
0  
i
 1 + ;
and the condition for positivity thus is
(1 + )  1: (37)
Note that this condition also implies other nice properties, such as the maximum principle
min
j
w
n
j
 w
n+1
i
 max
j
w
n
j
and the total variation diminishing (TVD) property, see [60].
The ux limited counterpart of the MOL scheme (22), which we studied earlier in [41], can be
obtained by taking the limit  ! 0 with h > 0 xed, just as for the schemes without limiting. We
then obtain
d
dt
w
i
(t) =
1
h
(f
i 
1
2
  f
i+
1
2
); (38)
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with uxes as before from (34), (36), with d
0
=
1
3
, d
1
=
1
6
. The resulting MOL scheme gives non-
negative solutions for any  > 0 if the time-stepping is done exactly. Observe that the limiting
procedure turns a linear dierence scheme into a non-linear one.
The free parameter  from (36) has still to be chosen. Large values of  give more accurate
results, as more often the original ux will be obtained. It leads, for example, to less clipping of
peaks. However, larger values for  result in smaller allowable Courant numbers. In the MOL
approach of [41] it was found experimentally that  = 1 performs quite well and is more ecient
than  = 3, for example. The fact that large values of  are inecient in the MOL approach, is
due to the ODE solvers. These require smaller step sizes, that is, smaller , to maintain positivity
in the time integration if  is increased. For example, with the explicit Euler scheme as ODE
method, we get again condition (37) as a positivity condition imposed by explicit Euler (see also
Section 4.4.1). In the following, we therefore consider  = 1 in the semi-discrete system (38). This
specic limiter was rst proposed by Koren, see his paper in [106] and [41]. The limiter function
is illustrated in Figure 4.
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Figure 4: The Koren-Sweby limiter function for  = 1.
With the DST scheme we have the exibility to have  depend on the Courant number. Taking
 as large as possible within the positivity constraint gives
 = (1  )= for 0    1: (39)
Now the DST scheme is positive for all   1 and thus the most accurate region for this scheme
where  is near 1 can be included. Moreover, for small Courant numbers,  gets large which is
advantageous, e.g. less clipping of peaks compared to xed  = 1 will be needed.
4.3 Related work and remarks
The choice for the 3rd-order upwind-biased formulas is not primarily based on the 3rd-order accu-
racy property. Compared to 2nd-order central or fully upwind, the 3rd-order formulas have much
better shape preserving properties (moderate oscillations and small phase errors). Moreover, in
connection with ux limiting, the upwind biased stencil is also a natural choice. A Sweby-type
limiter already needs 3 points, so that the upwind stencil only needs one more. The complete
stencil consisting of 5 points per direction thus oers a good compromise between computational
eciency, accuracy and shape preservation.
With a variable velocity u = u(x; t), the formulas can be applied by using the local velocity
u
i+
1
2
 u(x
i+
1
2
; t) in the ux expression. If u
i+
1
2
< 0, the stencil fx
i 1
; x
i
; x
i+1
g should be reected
around the point x
i+
1
2
to maintain the upwind character. We then get
f
i+
1
2
= u
i+
1
2

w
i+1
+  (
1

i+1
)(w
i
  w
i+1
)

: (40)
The results on positivity remain valid. For both the MOL and the DST scheme the order of
consistency 3 decreases to 2, pointwise. This can be proven only when the original uxes are used.
Flux limiting itself might also lead to some order reduction, even when u is constant.
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The DST scheme can be derived in various ways. In [40] it was derived for non-constant veloci-
ties by interpolation of primitive functions, similar to the approach of Colella and Woodward [19].
Alternative derivations of the DST scheme are found in Bott [17] and Leonard [57] (Quickest),
for example. Some other, popular ux limiters for fully discrete schemes can be found in [60, 114],
expressed in terms of () = 2 ()=(1  ). Typical examples are the MUSCL limiter
() = max(0;min(2; 2;
1
2
(1 + )))
of van Leer [55] and the "superbee" limiter
() = max(0;min(1; 2);min(; 2))
of Roe [72]. The MUSCL limiter gives more diusion and clipping of peaks than our choice (36),
whereas the superbee limiter gives roughly the same peak values as (36), and slightly better results
for advection of a square wave. However superbee is more inaccurate for smooth solutions showing
a strong tendency to turn smooth curves into straight lines, see the gures presented in [114]. Our
limiter ts into the general formula (5.13) in [114], where it was called target limiting since there
is a target function, the non-limited ux, that is preserved as much as possible.
An alternative to ux limiting is ux corrected transport (FCT), originally due to Boris and
Book [16] but nowadays commonly used in the version of Zalesak [113]. Here the high order
uxes are mixed with 1st-order upwind (donor cell) uxes. The FCT procedure, however, is more
complicated from a computational point of view than ux limiting. An advantage of FCT is that
it can be applied to any discretization, as long as it is in ux form.
As for semi-Lagrangian methods, it is easy to obtain a DST form that is unconditionally stable.
Consider once more scheme (32). For the computation of the uxes f
i+
1
2
we can allow the stencil
to vary with the Courant number. With large Courant numbers also the contribution to the ux
of non-adjacent cells should be taken into account. In this way we achieve unconditional stability
while maintaining explicitness and mass conservation of the scheme. As an example, rst consider
the ux for the donor cell scheme

h
f
i+
1
2
=


i+
1
2
w
i
if u
i+
1
2
 0;
 
i+
1
2
w
i+1
if u
i+
1
2
< 0
with 
i+
1
2
= ju
i+
1
2
j=h the local Courant number at the cell boundary x
i+
1
2
. In this form the
scheme is stable under the CFL restriction max
i

i+
1
2
 1. The stability restriction is avoided by
taking

h
f
i+
1
2
=

~
i+
1
2
w
i k
+ (w
i k+1
+   + w
i
) if u
i+
1
2
 0;
 ~
i+
1
2
w
i+k+1
  (w
i+1
+ : : :+ w
i+k
) if u
i+
1
2
< 0;
where
k = k
i+
1
2
= b
i+
1
2
c and ~
i+
1
2
= 
i+
1
2
  k
i+
1
2
;
and bc denotes the largest integer  . Inserting this into formula (32), we see that for constant
u the same formula is applied as for Courant numbers  1, with a shift over k grid points.
Therefore the scheme will be unconditionally stable (for constant u). Note that this is similar as
with semi-Lagrangian methods, but due to the conservation form of the scheme we still have mass
conservation. A scheme of this type was introduced by LeVeque [61] for non-linear conservation
laws. Finally, instead of the donor cell uxes we can use the 3rd-order uxes with limiting. Then
the terms ~
i+
1
2
w
i k
are replaced by their 3rd-order counterparts. The full formulas can be found
in [42].
4.4 Time integration
We next address the time integration of the semi-discrete MOL schemes (22) and (38). We consider
the 1st-order explicit Euler method, also known as forward Euler method, a 2nd-order explicit
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Runge-Kutta method, also called explicit trapezoidal rule, and a 2nd-order explicit linear multistep
method derived from the 2nd-order BDF formula. The forward Euler method is discussed only
for illustrational purposes as the combination of this method with 3rd-order upwind is unstable.
Hence this combination is not advocated for real use. On the other hand, both 2nd-order methods
have shown to perform very well in dierent tests, e.g. in [41, 103, 105]. Both will also appear
as special cases of schemes discussed later on in Section 5. Observe that we restrict ourselves to
explicit time stepping. At the end of this section a brief remark is made on the use of implicit
methods for advection.
For convenience of notation we write the ODE system (38) in the non-linear vector function
form
d
dt
w = F (w); w = [: : : ; w
i 1
; w
i
; w
i+1
; : : :]
T
; F
i
(w) =
f
i 
1
2
  f
i+
1
2
h
: (41)
In the same way the linear, constant coecient system (22) is written as
d
dt
w = Dw; (Dw)
i
=
u
h

 
1
6
w
i 2
+ w
i 1
 
1
2
w
i
 
1
3
w
i+1

: (42)
4.4.1 The explicit Euler method
The most simple explicit integration method for general ODE systems _w = F (w) is Euler's rule
w
n+1
= w
n
+ F (w
n
): (43)
Similar as the DST scheme (29) (the uxes are dierent), explicit Euler proceeds from time level
to time level by using only one evaluation of F . Hence per time step the method is very cheap.
However, it is only 1st-order consistent. This means that, at best, the global error w
n
  w(t
n
) =
O() for  ! 0 and n ! 1 with t
n
= n xed. Therefore the accuracy is mostly considered too
low. Moreover, when combined with 3rd-order upwind, the method lacks stability.
Stability To examine time step stability for semi-discrete MOL schemes, we again apply the
Fourier-von Neumann technique. In spite of the linearity assumption and the restriction to constant
coecients and periodic boundary conditions, for many important PDE problems the 'reliability'
of this technique is beyond question [34, 71]. So we apply explicit Euler to the linear system (42),
which yields the linear recurrence relation
w
n+1
= (I + D)w
n
: (44)
The 'Ansatz' of Section 4.1.1 is now extended with the 'Ansatz' that the Fourier mode
w
n
i
= w^(0)P
n
e
!x
i
;  =
p
 1; (45)
solves (44) like (28) solves (42). Note that the amplication factor P then must approximate the
exponential e

,  representing eigenvalues (27) of the dierence operator D. Inserting the Fourier
mode (45) shows that P = P() such that
P() = 1 + : (46)
Fourier-von Neumann stability now means that all Fourier modes represented on the grid are not
amplied in time, that is, we must satisfy the inequality
jP()j  1 for all       : (47)
This condition imposes a restriction on the values  or, equivalently, on the CFL number  =
(u)=h. More precisely, the inequality reads
j1 
1
3
 (cos    1)
2
 
1
3
 sin (4  cos )j  1: (48)
If we x  and let  ! 0, this inequality is easily shown to be false, irrespective of the size of .
Consequently, explicit Euler is not stable.
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Positivity Curiously, for the Koren-Sweby limiter shown in Figure 4, explicit Euler is positive
under the CFL condition
 =
u
h

1
2
: (49)
This follows immediately from the observation that for system (41), the Euler rule (43) is equivalent
to formula (35), if we insert the MOL limiter function in the ux expressions. The analysis following
this formula then applies and condition (37) just appears to be the positivity condition for explicit
Euler. Inserting  = 1 yields (49). Although explicit Euler is not recommended for practice, this
positivity result is of interest in its own as it can be used to prove positivity for the two 2nd-order
integration methods discussed next.
4.4.2 The explicit trapezoidal rule
Consider the 2-stage Runge-Kutta formula
w
n+1
= w
n
+
1
2
F (w
n
) +
1
2
F (w
n
+ F (w
n
)); (50)
henceforth called RK2. It proceeds from time level t
n
to t
n+1
using two evaluations of F . This
2-stage formula is also called the explicit trapezoidal rule, as it is obtained from the well-known
implicit trapezoidal rule
w
n+1
= w
n
+
1
2
F (w
n
) +
1
2
F (w
n+1
);
by replacing w
n+1
in the righthand side with the explicit Euler result w
n
+ F (w
n
). RK2 has
2nd-order consistency. Since in air pollution modelling only modest accuracies are required, we
consider 2nd-order in time sucient.
Stability Time step stability is analysed in the same way as for the Euler scheme. We then
arrive at condition (47), with the polynomial P now given by
P() = 1 +  +
1
2

2

2
: (51)
In the ODE literature, P is called the stability function. An easy way to determine a good
approximation to the critical CFL number, is to draw (())-loci for dierent values of , and
to visually inspect for which  we get intersection with the boundary locus of the RK2 stability
region fz : jP(z)j  1g. Figure 5 shows this stability region and the locus for  = 0:87. This locus
appears to be close to the critical one. Observe that the critical point of intersection lies near the
imaginary axis. We thus conclude that RK2 is Fourier-von Neumann stable if
 =
u
h
 0:87: (52)
Positivity To prove positivity for RK2 we rewrite (50) as
w
n+1
=
1
2
w
n
+
1
2
( ~w + F ( ~w)); ~w = w
n
+ F (w
n
); (53)
so that two successive explicit Euler steps appear, each with a step size  . It follows immediately
that if explicit Euler is positive, RK2 is positive too. So with ux limiting we have again positivity
under the CFL condition
 =
u
h

1
2
: (54)
Note that this condition is more restrictive than the stability condition (52). A systematic in-
vestigation on positivity of the general class of explicit Runge-Kutta methods is due to Shu and
Osher [81]. It turns out that theoretical bounds guaranteeing positivity are quite restrictive. Many
methods even fail to be positive irrespective the size of the time step. However, experiments in-
dicate that for most solution proles a minor violation of the theoretical step size bound will not
lead to negative solution values [41].
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Figure 5: Stability regions (shaded) for RK2 (left) and EBDF2 (right) with the third order spectrum
for  = 0:87 (RK2) and  = 0:46 (EBDF2). Note the dierence in scaling.
4.4.3 The explicit BDF2 formula
A second integration formula that combines well with the 3rd-order upwind discretization, is the
explicit backward dierentiation formula [103]
w
n+1
=
4
3
w
n
 
1
3
w
n 1
+
2
3
F (2w
n
  w
n 1
); (55)
henceforth called EBDF2. This 2-step formula is also 2nd-order consistent and is obtained from
the well-known implicit 2-step BDF formula
w
n+1
=
4
3
w
n
 
1
3
w
n 1
+
2
3
F (w
n+1
) (56)
by replacing w
n+1
in the righthand side with the extrapolated value 2w
n
  w
n 1
. Because it is
of 2-step type, an extra initial value is required to start the computation. For this purpose the
explicit Euler rule can be used.
Stability When combined with 3rd-order upwind, EBDF2 can be shown to be Fourier-von Neu-
mann stable under the CFL condition [103]
u
h
 0:4617485908 ( 0:46) (57)
The critical CFL number is about two times smaller than for RK2. On the other hand, one
integration step with EBDF2 requires only one evaluation of F against two for RK2. The stability
region is given in Figure 5 with the (())-locus for  = 0:46.
Positivity EBDF2 can also be shown to be positive under a mild CFL restriction when ux
limiting is used. We present a proof due to [43]. Like for RK2, this proof exploits the CFL
condition on positivity for explicit Euler. Let d
n
= 2w
n
  w
n 1
. Then (55) can be written as
d
n+1
=
2
3
d
n
+
1
3
w
n
+
4
3
F (d
n
) =
2
3
(d
n
+ 2F (d
n
)) +
1
3
w
n
: (58)
Let n = 1 and suppose that the extra starting vector w
1
is computed by explicit Euler from a start
vector w
0
 0. Hence w
1
= w
0
+ F (w
0
) so that d
1
= 2w
1
  w
0
= w
0
+ 2F (w
0
). The positivity
condition for explicit Euler then implies that w
1
 0, d
1
 0 as long as
 u
h

1
4
: (59)
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This also implies d
1
+ 2F (d
1
)  0 so that d
2
 0. This in turn implies that w
2

1
2
w
1
 0
which completes the proof for the rst EBDF2 step using forward Euler as starting formula. The
same reasoning holds for all successive steps, proving positivity under the CFL condition (59),
which is again a factor two smaller when compared with RK2. Interestingly, the bound 1/4 can
be sharpened to 5/16 if we substitute w
n
=
1
2
d
n
+
1
2
w
n 1
into (58), so that we get
d
n+1
=
5
6
(d
n
+
8
5
F (d
n
)) +
1
6
w
n 1
:
However, we then must suppose additionally that the rst step guarantees d
1
 0 since with the
bound 5/16 positivity of d
1
= w
0
+ 2F (w
0
) is not certain.
4.4.4 Implicit versus explicit time stepping
Explicit advection with a MOL scheme leads to CFL numbers between, approximately, 0.5 and
1.0. Nevertheless, in many practical computations explicit methods are considered ecient, as
they allow a suciently large step size. In particular this is true for global and large-scale regional
models. Such models use quite large grid boxes and very often temporally averaged wind elds
(e.g. monthly), so that strong local winds are eliminated.
In small-scale regional or urban models, CFL limits may be felt more restrictive, due to ner
grids and stronger winds. The CFL stability restriction can be avoided by using implicit time
stepping. Implicit time steps are more costly because of the implicit relations that need to be solved.
When limiting is used, the solution of the non-linear implicit relations can become cumbersome.
Another reason to be reluctant in advocating implicit methods, is that they do not guarantee
positivity for arbitrarily large step sizes, except for the implicit Euler method. Hundsdorfer [44]
presents numerical results which show that even with quite moderate CFL numbers, this lack
of positivity can result in notable negative values in regions with large gradients. These results
question the use of implicit time stepping, for positive scalar advection in atmospheric applications.
4.5 The multi-dimensional MOL approach
In applications we have to deal with multi-dimensional problems, say in 2D with
c
t
+ (uc)
x
+ (vc)
y
= 0: (60)
A clear advantage of the MOL approach is that the 1D semi-discretization is naturally extended,
by discretizing on a 2D space grid each of the 1D operators as before and adding the resulting
expressions to obtain a 2D semi-discrete system _w = F (w). Variable velocities and boundary
conditions render no particular diculties either. See [41] for details.
The integration of this 2D system with schemes like RK2 or EBDF2 goes through without
any diculty, as the schemes are explicit. We have to face larger Courant numbers though. For
problem (60) the expression becomes
 = 

juj
x
+
jvj
y

: (61)
To determine critical step sizes  , the bounds found in 1D should be imposed on this inequality.
In spite of the fact that Fourier-von Neumann analysis is not applicable, for variable velocities the
maximum of this expression over the grid often yields a reliable step size limit for stability. Posi-
tivity in the ux limited case is guaranteed by using this maximized Courant number expression.
4.6 The multi-dimensional DST approach
4.6.1 Splitting
An easy way to extend the DST approach is dimension splitting [40, 60]. In two dimensions we
then solve subsequently on [t
n
; t
n+1
] the equations
c
t
+ (uc)
x
= 0; c
t
+ (vc)
y
= 0;
25
with the DST scheme (32),(36) to obtain
w

ij
= w
n
ij
+

x

f
n
i 
1
2
j
  f
n
i+
1
2
j

;
w
n+1
ij
= w

ij
+

y

g

ij 
1
2
  g

ij+
1
2

:
The uxes f
i+
1
2
j
and g
ij+
1
2
are dened in x and y direction, respectively. It is well known that this
simple splitting procedure is only 1st-order accurate, unless the wind eld is constant, in which
case there is no splitting error, see for instance [60] and [50]. The order can easily be raised to
two by using Strang splitting, which basically amounts to interchanging the order of the fractional
steps after each complete time step of size  . In a more general setting Strang splitting is discussed
in Section 5.2.
With regard to stability and positivity, splitting is advantageous compared to the otherwise
more exible MOL approach. From the 1D considerations and the sequential nature of splitting,
it follows immediately that positivity is guaranteed if
max

 juj
x
;
 jvj
y

 1; (62)
which should be satised over the whole grid. Recall that this is also the condition for stability,
in the sense of Fourier-von Neumann, with the non-limited DST scheme for constant velocities.
Comparison with (61) shows that the multi-dimensional nature works out less restrictive.
4.6.2 Modied splitting
However, in spite of the positivity property, in more dimensions splitting may involve lack of
monotonicity. As pointed out by Bott [17], this can already occur if the sought concentration is
constant in space and the wind eld is divergence free and variable. The reason is that in the rst
split step the equation c
t
+(uc)
x
= 0 is approximated in a manner consistent with the conservation
form. The intermediate solution is then positive, but neither constant nor monotone. Bott [17]
observed that 1st-order splitting may give qualitatively bad results with deformational ow elds
with a background concentration. Experiments in Hundsdorfer and Spee [42] suggested that for
advection on a plane much better results are obtained if one uses a genuine 2nd-order splitting
method. However, tests with advection on a sphere in [42] revealed that the lack of monotonicity is
also felt with 2nd-order splitting. On the sphere the monotonicity problem is in a sense amplied
by a singularity at the poles (see equation (63)).
To remedy this problem, in [42] a modication was suggested with the somewhat fancy name
'deformation correction'. This modication consists of multiplying, after each step, the concentra-
tions w
n+1
ij
with a certain factor, such that if we had started with w
n
ij
 1, the concentrations w
n+1
ij
would be the same as those obtained with the non-splitted, donor-cell algorithm applied to this
uniform concentration eld. This modication yields indeed a notable improvement, but since it
modies concentrations, rather than uxes, the resulting scheme is no longer strictly mass conser-
vative. Although some tests in [42] on an analytical wind eld of Williamson and Rasch [109] gave
results which were 'almost' mass conserving, this point remained a matter of concern. A modi-
cation on the uxes, with a similar goal, was suggested by Russell and Lerner [75]. Our attention
to this paper was drawn by the article of Easter [24]. We will rst describe this modication for
'articial densities'. After that an adjustment for genuine meteo densities will be given.
If the wind eld is divergence free, a constant concentration eld at time t
n
should still be
constant at t
n+1
. Suppose now that we are given velocities that are divergence free in the discrete
form
1
x
(u
i+
1
2
j
  u
i 
1
2
j
) +
1
y
(v
ij+
1
2
  v
ij 
1
2
) = 0:
Then, if we introduce the articial densities 
n
ij
 1 at time t
n
and set


ij
= 
n
ij
+

x

u
i+
1
2
j
  u
i 
1
2
j

; 
n+1
ij
= 

ij
+

y

v
ij+
1
2
  v
ij 
1
2

;
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we have 
n+1
ij
 1 in spite of the fact that the intermediate results 

ij
may give large variations.
The splitting modication of Russell and Lerner now consists of calculating the uxes not from
the concentrations w
n
ij
and w

ij
, but from the mixing ratios q
n
ij
= w
n
ij
=
n
ij
and q

ij
= w

ij
=

ij
. The
resulting scheme is
q
n
ij
=
w
n
ij

n
ij
; w

ij
= w
n
ij
+

x

f
n
i 
1
2
j
  f
n
i+
1
2
j

;
q

ij
=
w

ij


ij
; w
n+1
ij
= w

ij
+

y

g

ij 
1
2
  g

ij+
1
2

;
with mixing ratio uxes f
i+
1
2
j
and g
ij+
1
2
These uxes are computed in the same way as the
concentration uxes, except that now the values q
n
ij
, q

ij
are used instead of w
n
ij
, w

ij
. Assume that
the very rst step of this algorithm gives q
n
ij
= 1 for all i; j. Then the interpolation for the uxes
is trivial and we get q

ij
= 1, since the formulas for w
n+1
ij
and 
n+1
ij
will be the same. In a similar
way it follows that q
n+1
ij
= w
n+1
ij
=
n+1
ij
 1. Likewise, if we have a constant concentration eld
w
n
ij
 C, then it follows that w
n+1
ij
 C, a property not shared by the original splitting. Due to
the fact that the intermediate quantities w

ij
may be far from equilibrium, the interpolation in the
second step may give large errors in the original splitting.
Provided these are available, one can also use meteo data for the densities. In that case the
mixing ratio uxes should be multiplied by density uxes. Let 
i+
1
2
j
and 
ij+
1
2
be the average
density inow during the time step at horizontal and vertical cell boundaries calculated by some
preprocessor. In the above scheme f
n
i+
1
2
j
is then replaced by 
i+
1
2
j
f
n
i+
1
2
j
and g

ij+
1
2
by 
ij+
1
2
g

ij+
1
2
.
The above modied splitting procedure based on 3rd-order uxes produced very favourable results
in Petersen, Spee, van Dop and Hundsdorfer [68], also in 3 dimensions. In this paper a convergence
proof is presented for a simplied scheme based on the donor cell algorithm.
Finally we note that another splitting modication with the same objectives as above was
presented by Lin and Rood [62]. We have no experience with this modication, but results
in [62] indicate that it also works well. Similar modications are considered in Leonard, Lock
and MacVean [58].
4.6.3 A two-dimensional DST scheme
A generalization of the DST formula (32) to two dimensions in conservation form, with an FCT
procedure for limiting, was considered in Rasch [70]. The resulting formula is very complicated,
even without limiting, and not very attractive from a computational point of view. Moreover,
generalization to three dimensions seems hardly feasible with this approach.
4.6.4 Some remarks on the semi-Lagrangian technique
A semi-Lagrangian method uses the method of characteristics to compute discrete solutions on
a priori chosen space grids, as in the Eulerian grid approach. In 1D semi-Lagrangian methods
are based on the advective form c
t
+ uc
x
= 0. This equation shows that c is constant along
characteristics (x(t); t) given by the dierential equation _x(t) = u(x(t); t). Thus to nd the value
at (t
n+1
; x
i
), we can trace the characteristic passing through this point backward to the time
level t
n
, where it will pass through some point (t
n
; x
i
). The value at this point can be found by
interpolation of the known w
n
j
from the grid. The interpolation thus maps the Lagrangian solution
back to the Eulerian grid after each time step. This technique carries over to multi-dimensional
problems with variable wind elds.
Dierent monotone interpolations of Hermite type were considered byWilliamson and Rasch [109]
and Smolarkiewicz and Rasch [85]. The big advantage of semi-Langrangian methods is the absence
of a Courant restriction. With large time steps it is only the calculation of the characteristics that
needs care. However, a major disadvantage of such formulas is lack of mass conservation. In par-
ticular for long time integrations this can be a deciency. The cause of lack of mass conservation
lies in the fact that the methods are not in conservation form.
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4.7 A numerical illustration
4.7.1 The Molenkamp-Crowley problem
For a numerical illustration we solve the two-dimensional Molenkamp-Crowley test problem
c
t
+ (uc)
x
+ (vc)
y
= 0; t > 0; 
 = [0; 1]
2
;
dened by the divergence free velocity eld
u(x; y) = 2(y  
1
2
); v(x; y) =  2(x 
1
2
):
The characteristics (x(t); y(t)) are given by
x(t) = a sin(2t) + b cos(2t) +
1
2
; y(t) =  b sin(2t) + a cos(2t) +
1
2
;
a and b arbitrary constants, being circles with center (
1
2
;
1
2
). The velocity eld thus denes a
rotation with period 1 around the center of the domain. The velocity signs show that the rotation
is clockwise. As solution we rotate a cylinder and cone of height 1, both with base radius 0.15 and
centered at (
1
2
;
3
4
) and (
1
2
;
1
4
) at t = 0, respectively.
This test problem gives a good indication of the capability of advection schemes, since it
involves variable Courant numbers and diagonal ow, and both the cylinder and the cone provide
a numerically dicult solution prole. These proles cannot be resolved with standard advection
schemes if wiggles or negative solutions are not allowed. On the other hand, it is of course only
a simplied model. For example, the modication on the dimensional splitting for DST using 

ij
values is trivial here. Some comments on more dicult tests are given at the end of this subsection.
4.7.2 Test details
The numerical tests were performed on a cell-centered 50  50 grid with the ux-limited MOL
scheme, using RK2 and EBDF2 for the time integration, and with the ux-limited DST scheme,
the latter with dimensional splitting. At the inow boundaries the uxes are prescribed. For points
adjacent to the outow boundaries, where the schemes need additional points outside the domain,
these additional values are provided by constant extrapolation from the interior.
The step size  was chosen as 1=(100k), with integer k such that the numerical results for
 = 1=(100(k   1)) were unstable. This resulted in
 =
1
400
for EBDF2;  =
1
300
for RK2;  =
1
200
for DST:
Note that EBDF2 thus uses the maximal 2D Courant number

h
(juj
max
+ jvj
max
) =
1
4
;
which is larger than the previously given theoretical bounds for stability and positivity. We still
get a stable, positive solution due to the fact that the largest Courant numbers are found at the
corners of the domain where boundary conditions are dominant. Likewise, RK2 uses the maximal
2D Courant number =3 which is also too large. DST is applied with the Courant number

h
max(juj
max
; jvj
max
) =
1
4
;
which is within the range of the theoretical bound. To make comparison of the results easier,
the unconditional stability option for DST was not used here. That option seems more suited
for problems where large Courant numbers arise away from the boundaries, for example, near the
poles with advection on a sphere.
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4.7.3 Results
Numerical solutions are shown for EBDF2 and DST after 1, 2 and 5 full rotations. The pictures
for RK2 were nearly identical to those of EBDF2 and are therefore omitted here. Figures 6 and 7
give contour plots, with solid contour lines at 0:1; 0:3; 0:5; 0:7; 0:9 and dotted contour lines at
0:2; 0:4; 0:6; 0:8 and at 0:01 and 1  0:01. Figures 8 and 9 contain the corresponding 3D plots. The
pictures for EBDF2 and DST look similar, showing good shape preservation and phase speed. Of
course, sharp proles like cylinders and cones are diused due to upwinding and ux-limiting. The
results for DST are somewhat less diusive than those of EBDF2 and RK2. This is due to the
underlying 1D scheme, see the discussion at the end of Section 4.1.2. The articial diusion notably
decreases upon grid renement. Although one step with DST requires slightly more work than
with EBDF2, since the coecients depend on the Courant numbers, this is more than balanced by
the fact that DST allows larger step sizes. So, for this test the results for DST are slightly better
than for EBDF2 and RK2. If the spatial grid size is reduced, the three schemes become equally
accurate.
The same conclusion was reached with the more challenging tests in Petersen, Spee, van Dop
and Hundsdorfer [68] for a solid body rotation on a sphere and a 3D real-life Radon problem. In
that paper, the MOL scheme with RK2 as time integrator was used on a so-called reduced grid (see
Figure 10). DST was used on both a uniform grid (but with the unconditional stability option)
and on the reduced grid with the usual Courant restriction. In those tests also the Slopes Scheme
of Russell and Lerner [75] and the Second Moment scheme of Prather [69] were incorporated.
Due to memory use and computational eort on ne grids, the conclusion in [68] was somewhat
unfavourable for the latter two schemes. On the whole, however, the dierences between the
numerical results were not very large, except for the very diusive donor cell scheme which was
also applied. The overall conclusion in [68] is that the schemes discussed here, either in the MOL
approach or DST with dimensional splitting, are computationally ecient with a modest memory
requirement. For Slopes and Second Moment the memory requirement can become a problem
when very ne grids are needed in global modelling, which is anticipated for the near future.
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Figure 6: Molenkamp-Crowley test on 50 50 grid. EBDF2 contour lines at T = 0; 1; 2; 5 for the
cylinder and the cone. Time step  = 1=400 (unstable with  = 1=300).
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Figure 7: Molenkamp-Crowley test on 50  50 grid. DST contour lines at T = 0; 1; 2; 5 for the
cylinder and the cone. Time step  = 1=200 (unstable with  = 1=100).
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Figure 8: Molenkamp-Crowley test on 50 50 grid. EBDF2 solutions at T = 0; 1; 2; 5. Time step
 = 1=400 (unstable with  = 1=300).
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Figure 9: Molenkamp-Crowley test on 50  50 grid. DST solutions for T = 0; 1; 2; 5. Time step
 = 1=200 (unstable with  = 1=100).
4.8 Final remarks on advection
In spite of its simplicity, the constant coecient 1D model c
t
+ uc
x
= 0 reveals major diculties
encountered in scalar numerical advection (stability, positivity and monotonicity, shape preser-
vation). Extending 1D schemes to multi-dimensional problems c
t
+ r  (uc) = 0, dened with
a variable velocity eld u and subjected to boundary conditions is usually possible. However,
in applications one always encounters technicalities which are sometimes far from trivial. Four
important issues found in real air pollution models are:
 Spherical co-ordinates. Spherical co-ordinates are normally used in large regional and
global models. The 2D spherical advection problem reads
@c
@t
+
1
a cos y
[(u c)
x
+ (v c cos y)
y
] = 0; (63)
where x 2 [0; 2] denotes longitude, y 2 [ 

2
;+

2
] latitude and a is the radius of the earth.
Cartesian grid upwind discretizations are easily reformulated in spherical co-ordinates. For
example, the cell-centered MOL scheme now reads:
d
dt
w
ij
+
1
a cos y
j

f
i+
1
2
j
  f
i 
1
2
j
x
+
cos y
j+
1
2
f
ij+
1
2
  cos y
j 
1
2
f
ij 
1
2
y

= 0: (64)
The ux expressions are similar as before, except that they take into account the sign of the
velocity vector. For example,
f
i+
1
2
j
= max (u
i+
1
2
j
; 0) f
+
i+
1
2
j
+min (u
i+
1
2
j
; 0) f
 
i+
1
2
j
;
where
f
+
i+
1
2
j
= w
ij
+  (
ij
)(w
i+1j
  w
ij
)
and, cf. (40),
f
 
i+
1
2
j
= w
i+1j
+  (
1

i+1j
)(w
ij
  w
i+1j
):
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 The pole problem. The spherical co-ordinates give rise to a singularity at the poles.
Problem (63) is not dened at the poles and when approaching the poles the longitudinal
grid distances x cos y approach zero. This results in very small longitudinal CFL numbers
causing a severe stability restriction on the step size of explicit advection schemes. Numerical
remedies to this pole problem are surveyed in Williamson [108]. For scalar advection the
reduced grid approach provides a satisfactory solution. We adopted this approach in [12]
and in later papers on global numerical models collected in the PhD thesis Spee [87]. A
reduced grid coarsens the grid near the poles in a manner illustrated in Figure 10. Grid
reduction leads to a few technicalities at the grid interfaces, see [12, 87].
 Vertical wind. In nature the main transport by wind takes place parallel to the earths
surface. In this respect vertical advection may be neglected. However, in real models vertical
advection is usually accounted for. A practical reason is that wind elds are often based on a
combination of measurements and output from weather forecast or circulation models. Such
elds are numerically adjusted on a priori prescribed 3D grids to assure mass conservation,
which may introduce vertical wind components. In [2], where a similar upwind scheme (Van
Leer type) as the present ones is discussed, it is emphasized that the vertical transport
calculation can be sensitive to numerical adjustement.
 Orography. In real models the vertical wind calculation is further complicated by the
orography of the earth. To model orography, modern models often use a co-ordinate trans-
formation based on a hybrid co-ordinate system, following the orography at the surface and
equal-pressure levels at the top. This hybrid sigma-pressure transformation, and vertical
wind components, give rise to dierent technicalities. Those of the transformation itself can
be found in [11]. We again refer to [2] for a discussion on the vertical wind treatment.
5 Solving the 3D transport-chemistry problem
So far we have considered the numerical solution of advection and chemistry on its own. The next
major research question is, how to eciently solve the 3D problem where advection and chemistry
are coupled, together with diusion. In view of the many species and grid points, its numerical
time integration requires a tailored approach so as to keep CPU times within reasonable bounds.
In this section we will review three dierent possibilities enabling this, viz.
 Operator or time splitting, traditionally the most popular approach in the atmospheric mod-
elling eld since the paper by McRae, Goodin and Seinfeld [65].
 Implicit-explicit (IMEX) time stepping, which might be interpreted as splitting within a
method rather than at the operator level.
 Approximate matrix factorization, which might be interpreted as splitting at the level of the
numerical algebra, rather than within the method or at the operator level.
5.1 The semi-discrete formulation
To facilitate a unied presentation, we discuss the three approaches for the semi-discrete system
_w = F (w); (65)
dened by the spatial discretization of
@c
@t
+r  (uc) = (Kc
z
)
z
+R (c) ; c = c(x; t); c 2 IR
m
; x 2 
  IR
3
: (66)
Hence w(t) now represents the 3D grid function approximating the true solution c(x; t) on some 3D
grid covering 
. The vector function F is the complete semi-discrete operator, containing terms
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Figure 10: A reduced 64  32 grid on the globe with its northern hemisphere part in longitude-
latitude co-ordinates.
from advection, vertical diusion and chemistry. Note that we neglect horizontal diusion. In
real models horizontal diusion is often omitted, as it is minor compared to horizontal advection.
Adding horizontal diusion to codes solving (66), is straightforward, as an explicit integration
will do. Horizontal diusion can for example be combined with explicit horizontal advection. We
further observe that for (66) one may also read its counterpart in spherical co-ordinates.
It should be emphasized that the semi-discrete formulation poses a restriction for the direct
space-time advection scheme DST. This scheme does not t in the MOL approach (see Section 4).
DST can of course be used for (66), provided operator splitting is used. When appropriate we will
return to this issue.
For the discussion to follow, we next split F in three parts, i.e. we rewrite (65) as
_w = F (w)  F
A
(w) + F
D
(w) + F
R
(w); (67)
such that
 _w = F
A
(w) is the non-linear semi-discrete advection problem based on the mass-conservative,
ux-limited, 3rd-order upwind discretization. Eventually it may be extended with a hori-
zontal diusion discretization. Of practical interest is that _w = F
A
(w) decouples into m
subsystems, one for each species. When considered on its own, each subsystem can be inte-
grated explicitely with simple 2nd-order methods like RK2 or EBDF2 (cf. Section 4.4).
 _w = F
D
(w) is the linear semi-discrete system obtained from a mass-conservative discretiza-
tion of (Kc
z
)
z
on a central 3-point stencil. This system usually requires implicit time step-
ping, because vertical (turbulent) transport can be considerable and grid sizes in the vertical
direction can be quite small. Of practical interest is that also _w = F
D
(w) decouples into m
subsystems, one for each species. Further, each subsystem decouples over the horizontal grid.
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This means that we only encounter tridiagonal implicitness, which is cheap, irrespective the
choice of implicit integrator.
 _w = F
R
(w) contains chemistry terms. Hence this system is sti and requires implicit time
stepping or a special purpose method as discussed in Section 3.2. Of importance is that
_w = F
R
(w) is decoupled over the grid, but coupled over the species. Emission and deposition
terms associated to chemistry are also put in F
R
(w)
To keep the presentation general, we do not specify boundary conditions for (66). Instead,
semi-discrete boundary conditions of various kinds are supposed to be included in F
A
or F
D
.
For example, at the upper side of the domain 
 one might encounter a no-ux condition for the
vertical diusion process. This condition is then placed in F
D
. Likewise, surface emissions might
be incorporated as a Dirichlet boundary condition for the vertical diusion process. At the surface
one also encounters mixed ux conditions, containing surface emission and dry deposition. The
incorporation of emission and deposition may dier per model. For example, surface emissions are
sometimes treated as uxes (boundary condition), but also as source terms directly linked with
chemistry.
When assembling a time integration method for the 3D system (66), one should again take
into account the properties of mass conservation and positivity. The original PDE problem (66)
conserves mass spatially through the advective and diusive transport terms r  (uc) and (Kc
z
)
z
.
This property is maintained in the semi-discretization by using dierence formulas in the ux
form. Standard Runge-Kutta and linear multistep methods retain this property. As explained in
Section 3, molecular mass is conserved in the chemistry model R(c). Implicit and linearly implicit
integration methods conserve mass when they work with the true analytic Jacobian matrix. The
special purpose methods from Section 3.2 do not. For positivity similar remarks can be made.
It should be emphasized, however, that truly retaining positivity in the chemistry integration is
troublesome. See the chemistry Section 3.
Step size notation In the remainder we switch to the notation t for a temporal step size.
Likewise, t
s
denotes a discrete time point such that t
s+1
= t
s
+t. The step size t thus may
represent a step size used by an operator splitting scheme and [t
s
; t
s+1
] a temporal split interval.
5.2 Operator splitting
Operator splitting, or time splitting, is in vogue already for a long time. In the atmospheric
modelling eld it is the standard way of solving the 3D transport-chemistry problem since the
paper by McRae, Goodin and Seinfeld [65]. The basic idea of operator splitting is to treat processes
like advection, diusion and chemistry on their own in numerical time-stepping, so as to enable an
easy use of well prepared, tailored solvers for these dierent subprocesses.
5.2.1 Standard 1st-order splitting
For the semi-discrete system (67), the most simple operator splitting amounts to sequentially
solving the three subproblems
_w = F
A
(w); t
s
 t  t
s+1
;
_w = F
D
(w); t
s
 t  t
s+1
; (68)
_w = F
R
(w); t
s
 t  t
s+1
;
over split intervals [t
s
; t
s+1
]; s = 0; 1; 2; : : : , while using for each separate integration the result
from the preceding integration as initial value. Because we do not directly solve _w = F (w), a
so-called splitting error is introduced. A formal Taylor series expansion of (68) shows that the
original problem _w = F (w) is approximated up to O(t) in the split step size t = t
s+1
  t
s
.
Hence the formal order of consistency is equal to one. It should be emphasized that in general this
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splitting error always exists, even when the subproblems are solved exactly. Only in the special
case of commuting operators, splitting as above leaves no error (see Section 5.2.5). In the actual
use of (68) one will of course also encounter numerical integration errors. These errors add to the
splitting error [50].
Stability for (68) is determined by the stability properties of the subprocesses in view of the
purely sequential nature. Likewise, when the numerical methods used for the subprocesses conserve
mass and retain positivity, this holds for the complete approximation method.
5.2.2 2nd-order Strang splitting
In an early inuential paper, Strang [93] pointed out that the formal order O(t) is raised to
O(t
2
) if the computations are symmetrized around t = t
s+
1
2
. Since then Strang splitting is
popular. The 2nd-order symmetric version of (68) reads
_w = F
A
(w); t
s
 t  t
s+
1
2
;
_w = F
D
(w); t
s
 t  t
s+
1
2
;
_w = F
R
(w); t
s
 t  t
s+1
; (69)
_w = F
D
(w); t
s+
1
2
 t  t
s+1
;
_w = F
A
(w); t
s+
1
2
 t  t
s+1
:
As already mentioned, the splitting technique is very popular due to its simple concept and the
freedom in choosing dierent solvers for advection, diusion and chemistry. In connection with
advection it is emphasized that also the DST scheme can be used within operator splitting. It
simply ts in the above splitting formulations if we replace the solution steps for the ODE system
_w = F
A
(w) by a fully discrete relation like
w
new
= A(w
old
);
where A denotes the mapping dened by the DST scheme used.
A fundamental question for any splitting application should be how to relate numerical errors at
substeps with the O(t) or O(t
2
) splitting error. It is clear that a certain balance should exist,
since otherwise part of the computation would readily be too accurate or inaccurate, resulting
in loss of eciency. It appears that answering this question is dicult. Instead, in applications
very often 'operational' demands dictate choices. O-line meteo data, such as wind elds for the
advection and temperature and humidity for the chemistry, is refreshed for a priori xed time
intervals. This data is then often linearly interpolated from t
s
to t
s+1
, so as to secure a smoother
evolution. The split step size t is mostly adjusted to the a priori xed time points t
s
and t
s+1
.
For advection one usually selects the maximal step size allowed by the CFL condition, such that it
ts with (integer fractions of) t. The step size for diusion is often chosen in a similar manner.
Very often the chemistry is integrated with a variable step size governed by some form of local error
control. Since this requires a start up, it seems advantageous to integrate once over a distance t
instead of twice over a distance
1
2
t, explaining why the chemistry is often put in the middle.
In applications one encounters further splittings inside the ones discussed here. Even sinks and
sources are splitted. Its seems wise though, to minimize the number of splitted operators. Simply
because in general each single splitted operator will involve a splitting error and an additional
numerical integration error. Because it is hard to nd the best balance between many dierent
errors, it is best to avoid them if possible.
5.2.3 1st-order Source splitting
In the splittings (68) and (69) chemistry alternates with advection and diusion such that a
discontinuity in the concentrations for the chemistry occurs at any time point t
s
. In general
this discontinuity will result in sti transients. Sti solvers often exhibit diculties in resolving
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sti transients requiring smaller step sizes in transient phases. Hence these discontinuities, being
an artefact of the splitting, may increase the computational costs for the chemistry part.
An alternative splitting, aimed at circumventing solution discontinuities, is source splitting.
Source splitting is advocated in [47, 51, 88, 94, 110]. The underlying idea is to treat the transport
as a piecewise constant source over split intervals within the chemistry integration. Consider the
semi-discrete system
_w = F (w)  F
R
(w) + F
T
(w); F
T
(w) = F
A
(w) + F
D
(w): (70)
Source splitting amounts to approximate this system at successive split intervals by
_w =
~
F (w)  F
R
(w) +
~
F
T
(w(t
s
)); t
s
 t  t
s+1
; (71)
where the operator
~
F
T
represents a temporal approximation to the semi-discrete transport operator
F
T
, kept constant over each of the split intervals. Because the source is piecewise constant over
intervals of length t, the splitting error here must be O(t) in general.
One has basically the same freedom as in (68) or (69) for one's favourite combination of trans-
port algorithms. Suppose that the transport problem is integrated over [t
s
; t
s+1
], yielding the
result ~w
s+1
for the start vector w
s
. We then dene
~
F
T
(w
s
) =
~w
s+1
  w
s
t
: (72)
In the actual application one has of course to reckon with numerical stability, similar as in the
substeps of Strang splitting. Necessary is stability for the transport computation alone and whether
this is sucient for the whole will depend on the chosen combination. A particular scheme which
for advection underlies RK2 and for diusion a Rosenbrock method, will be presented later on in
Section 5.4.
If the transport part slowly varies in time, source splitting is probably an attractive option. Note
that with exact integration, any source splitting scheme applied to the inhomogeneous constant
coecient linear system
_w = Aw + C;
with C representing a constant source, yields the true solution
w
s+1
= e
tA
 
w
s
+ (I   e
 tA
)A
 1
C

:
On the other hand, both splittings (68) and (69) yield a splitting error in this trivial case. For
example, rst solving _w = C followed by _w = Aw, would yield
w
s+1
= e
tA
(w
s
+tC):
Compared to Strang splitting, a disadvantage of source splitting may be the O(t) splitting error.
Yet we believe that with respect to accuracy source splitting can be of interest. Because when a sti
problem is involved, the 2nd-order in Strang splitting may not show up unless t is unrealistically
small. Following Sportisse [90], in the next section we will numerically illustrate this, again for an
academic but otherwise instructive linear example problem.
5.2.4 Numerical example
Consider the linear ODE problem
_w = Aw +Bw; t > 0; (73)
for which the constant matrix A is sti and the constant matrix B is non-sti, relative to a step
size t. By this we mean that jjtAjj  1 and jjtBjj < 1. Assuming exact integration, for this
linear problem we consider the 1st-order splittings (cf. (68))
_w = Aw; _w = Bw (called 'AB');
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_w = Bw; _w = Aw (called 'BA');
the 2nd-order Strang splittings (cf. (69))
_w = Aw; _w = Bw; _w = Aw (called 'ABA');
_w = Bw; _w = Aw; _w = Bw (called 'BAB');
and the source splitting
_w = Aw +
 
e
tB
  I

(t)
 1
w(t
s
) (called 'SP'):
Note that 'BA' and 'AB' only dier in the order 'non-sti followed by sti' and 'sti followed by
non-sti', respectively. We also have this dierence in order for 'ABA' and 'BAB'.
We now choose A and B as
A =

 1 
 1
0  
 1

; 0 <  1; B =

 :5 1
1  2

:
With this denition A is sti and B is non-sti for stepsizes t between  and 1, approximately.
If t gets smaller than , A is no longer sti. As a test example, this linear model is therefore
of interest only for step stepsizes t > . For t > 0 the solution w
2
(t) is in fact proportional to
. We therefore call w
2
here the sti component. Likewise, w
1
(t) is dominated by the exponential
associated with the non-sti eigenvalue. Therefore w
1
is here called the non-sti component. We
put  = 10
 5
, w(0) = [1; 1]
T
and apply the ve splittings over the time interval [0; 1] using step
sizes t > , i.e. in the sti range. Figure 11 shows relative errors in w
1
(1)  1:2130 and
w
2
(1)  0:1213 10
 4
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Figure 11: Splitting errors for the linear example problem from Section 5.2.4. Solid lines with -*-
refer to 'BA', with -o- to 'AB', with -x- to 'ABA' and with -+- to 'BAB' splitting. The dashed
line with -o- refers to 'ST' splitting.
The relative errors are quite revealing. For the non-sti component they are almost equal for
all splittings, except the Strang splitting 'ABA' yields a slightly smaller error. Apparently this is
due to the 1st-order convergence observed for all splittings, including 'ABA' and 'BAB'. What we
here encounter for the Strang splittings 'ABA' and 'BAB' is order reduction from 2 to 1 in the
sti case. The reduction can be explained from the fact that in the sti case, where jjtAjj  1,
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the standard Taylor expansion argument based on truncation of terms breaks down. In the sti
case the remainder terms in the series expansion cannot be neglected for arbitrary solutions.
For the sti component we observe huge dierences. Splittings 'AB' and 'BAB' show 1-st
order but the errors are large. Splittings 'BA' and 'ABA' do not converge but the errors are
signicantly smaller than for 'AB' and 'BAB'. What happens here is that 'AB' and 'BAB' do
not mimic the exponential solution decay for the sti component, resulting in these large relative
errors. They do not decay, simply because the non-sti solution step, indicated with 'B', has
been put at the end of the split step. In this way there is an error prone coupling from non-sti
to sti solution components, resulting in loss of decay for sti components. On the other hand,
splittings 'BA' and 'ABA' do have the sti solution step at the end, with the consequence that
the sti component is made exponentially small. Since the true value is proportional to , we here
encounter a relative error equal to 1 and no convergence as long as we are in the sti step size range.
Finally, the source splitting 'ST' performs very satisfactorily for this linear example problem. It
shows 1st-order convergence for both components so that the sti component is computed much
more accurately than in all the other cases.
For linear ODE problems, Sportisse [90] has analysed this order reduction phenomenon using
tools from singular perturbation theory, amongst others proving 1st-order convergence for so-called
reduced solutions. He has also presented a number of numerical examples, similar as the above, and
a more realistic numerical test for a reaction-diusion system based on non-linear chemistry. This
test conrms that putting the sti computation at the end, as in 'BA' and 'ABA', yields smaller
relative errors. These results are interesting and warrant further research into the question how the
splittings compare in real atmospheric applications. See for example Wolke and Knoth [110], who
report promising results for a special source type splitting scheme implemented in a real meso-scale
model.
Interestingly, the same order reduction phenomenon is observed when Runge-Kutta methods
are applied to sti, non-linear ODEs (see Chapter 7 on B-convergence in [21]). It further occurs for
PDE problems with time-dependent boundary conditions and source terms. See e.g. [39], where
LOD (locally one-dimensional) splitting methods are discussed and [80], where it is shown that even
explicit Runge-Kutta methods applied to hyperbolic problems may suer from order reduction.
5.2.5 Commuting operators
From the theoretical point of view, the success of the splittings (68) and (69) is primarily determined
by the splitting error introduced by solving the subproblems one after another in a completely
decoupled manner. In general this splitting error always exists, also when all subproblems are
solved exactly. However, their do exist cases for which the splittings are exact. This occurs if the
splitted operators are commuting. Linear operators, such as constant square matrices A and B,
are said to commute if AB = BA. A consequence is that when splitting the ODE system
_w = Aw +Bw;
as in (68) or (69), no splitting error results. This follows from the exponential solution operator,
for which commutativity goes through, i.e.,
e
tA+tB
= e
tA
e
tB
= e
tB
e
tA
:
Interestingly, the notion of commuting operators can be extended to the general non-linear
case, both in nite dimension (ODE case) and innite dimension (PDE case). Specically, the
splittings (68) and (69) are exact if and only if all F
k
; F
l
commute with one another, i.e., for all w,
F
0
k
(w)F
l
(w) = F
0
l
(w)F
k
(w) (
0
denotes dierentiation tow): (74)
This result can be proven by using the concept of Lie operator (see Lanser and Verwer [50] and
references therein). Elaboration of the semi-discrete commutators F
0
k
(w)F
l
(w)  F
0
l
(w)F
k
(w) is in
general a very cumbersome task, however. For the PDE problem itself this is easier and in [50] one
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nds an analysis directed at our 3D transport-chemistry problem (1). For the autonomous, pure
initial value problem
@c
@t
+r  (uc) = r  (Kr c) +R (c) ; c = c(x; t); c 2 IR
m
;
it is proved that
a) Advection commutes with diusion if u and K are independent of x.
b) Advection commutes with chemistry if r  u = 0 and R is independent of x.
c) Diusion commutes with chemistry if R is linear in c and independent of x.
These results are of interest in themselves but, unfortunately, they do reveal that in the actual
application of (68) or (69) the splitting error will always exist, since the conditions for true com-
mutativity are too strict. Also an explicit expression for the leading term of the local splitting
error has been derived in [50] using the Baker-Campbell-Hausdor formula. The result is too
complicated to provide much insight though. Including boundary conditions in the analysis would
even lead a more complicated analysis. A few comments on this can also be found in [50]. Finally
we wish to emphasize that source splitting does not benet from commuting operators. This type
of splitting does yield a splitting error even when the operators commute.
5.3 Implicit-explicit methods
An alternative to the above splitting methods is provided by so-called implicit-explicit (IMEX)
methods. The aim of an IMEX method is also to reduce somehow the implicitness in multi-
dimensional PDE calculations, for example to enable an explicit treatment of advection in advection-
diusion calculations as analysed in Ascher et al. [3, 4].
5.3.1 IMEX-BDF2
Here we focus on a method of the linear multistep type, viz. a variant of the well-known 2-step
implicit backward dierentiation (BDF2) method we earlier encountered in Sections 3.2.3 and 4.4.3.
Applied to the semi-discrete system (67), this IMEX variant reads
w
s+1
=
4
3
w
s
 
1
3
w
s 1
+
2
3
tF
A
(2w
s
  w
s 1
) +
2
3
t
 
F
D
(w
s+1
) + F
R
(w
s+1
)

: (75)
It is obtained from its implicit counterpart by replacing the unknown w
s+1
in F
A
by the extrap-
olation 2w
s
  w
s 1
, so that for advection alone (75) is identical to the explicit formula (55). For
application to atmospheric transport-chemistry problems, this particular method has been exam-
ined in [103]. In that paper one also nds references to related methods used in atmospheric
applications, amongst others [51, 54]. IMEX methods of Runge-Kutta type for time-dependent
PDEs are analysed in [4]. An application towards atmospheric problems of a particular Runge-
Kutta type IMEX method is discussed in [53].
A dierence with operator splitting is that one and the same step size t is used for advec-
tion, diusion and chemistry. Since the extrapolation 2w
s
  w
s 1
does not lower the 2nd-order
consistency, for air pollution models method (75) is believed to provide sucient accuracy. With
this method we stay close to a solid sti ODE method, which is considered to be advantageous.
A disadvantage of the IMEX approach, compared to operator splitting, is that only the advection
integration is made easier. Diusion and sti chemistry are still implicitly coupled. In this sense
the IMEX approach provides less exibility. The question how to eciently solve diusion and
sti chemistry in air pollution models is addressed in Section 5.3.3.
The major impact of the extrapolation, is a stability change. While the implicit method is
L-stable, it is obvious that with the IMEX method we have to settle for less. A comprehensive
linear stability analysis (basically Fourier-von Neumann) for (75) and similar methods has been
presented in [29]. From this paper we quote the following interesting results.
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5.3.2 Stability for IMEX-BDF2
Consider the scalar, complex-valued test model
_w = 
A
w + 
I
w; (76)
in which 
A
and 
I
are supposed to represent eigenvalues for linear operators F
A
and F
D
+ F
R
,
respectively. For example, if we diagonalize the chemistry partMc in the linear, constant coecient
PDE system
c
t
+ uc
x
+ vc
y
+ wc
z
= Kc
zz
+Mc;
spatially discretize on a uniform grid and decompose the resulting linear system in Fourier modes,
we end up with a scalar equation that ts in (76). Hence Fourier-von Neumann stability for this
linear PDE system can be examined through stability for the test model. Assuming 3rd-order
upwind discretization for advection, 
A
is just the sum of three dierent complex eigenvalues (27).
Likewise, 
I
is the sum of a real eigenvalue coming from Kc
zz
and an eigenvalue from M , possibly
complex-valued. In the stability analysis the eigenvalues are supposed to have non-positive real
part.
Application of (75) to (76) yields the recurrence relation
(1  z
I
)w
s+1
= (
4
3
+
4
3
z
A
)w
s
  (
1
3
+
2
3
z
A
)w
s 1
;
where z
I
= t
I
and z
A
= t
A
. For any given pair (z
A
; z
I
), stability for evolving time now
demands that the sequence fw
s
g is bounded uniformly in s. A slightly stricter condition is w
s
! 0
for s!1. The latter is true if the two characteristic roots of the recurrence relation lie inside the
unit circle. The stability analysis thus amounts to determine the set of (z
A
; z
I
)-values for which
this holds. The resulting set is called the (interior) stability region of the recurrence relation.
Trivially, for z
I
= 0 the explicit eigenvalue z
A
then must lie in the stability region of the explicit
BDF2 method (55), while for z
A
= 0 the implicit eigenvalue z
I
must lie in the stability region of
the original implicit BDF2 method, which is the left half complex plane in view of the L-stability
property.
For the general case z
A
; z
I
6= 0, the analysis appears to be far from trivial. In [29] the following
two questions are addressed:
 Suppose that z
A
lies in the stability region of the explicit method, denoted by S. What
restrictions are to be placed on the location of z
I
to have stability?
 Suppose that z
I
lies in the left half-plane, included in the stability region of the implicit
method. What restrictions are to be placed on the location of z
A
to have stability?
For the current IMEX method the answers are shown in Figures 12 and 13. The rst gure,
associated to the rst question, shows a smaller region for z
I
pointing to L()-stability with an
angle  < 90
o
: z
I
must lie in the wedge fz
I
2
j
C : j arg( z
I
)j < g with   0:32. We have
the impression that for atmospheric chemical kinetics problems this eigenvalue restriction renders
no serious limitation. This would mean that for our application the unconditional linear stability
of the implicit BDF2 is maintained for the chemistry-diusion part, so that the IMEX method is
linearly stable as long as z
A
2 S.
Figure 13 shows the answer to the second question. It turns out that if we want to really
maintain the L-stability property for the chemistry-diusion part, the explicit eigenvalues z
A
are
restricted to a smaller region, which is denoted by D. We see that D is only marginally smaller
than S. Unfortunately, near the imaginary axis its boundary moves away from the boundary of
S. The consequence is a smaller CFL number for the 3rd-order upwind discretization. The CFL
number 0.46 (cf. Section 4.4.3) valid for region S reduces to 0.23 for region D. Hence with regard
to linear stability, the situation pictured in Figure 12 is to be preferred.
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Figure 12: Stability region for IMEX-BDF2: The exterior of the shaded region is the stability
region for z
I
, assuming arbitrary z
A
2 S.
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Figure 13: Stability regions for IMEX-BDF2: The explicit stability region S (interior of dashed
boundary) and the explicit stability region D (interior of solid boundary).
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5.3.3 Tridiagonal Gauss-Seidel iteration
In [103] one nds a successful application of method (75) to a prototype of a regional 3D air
pollution model. This model is based on an analytically given horizontal wind eld, an analytically
prescribed vertical diusion term, and a realistic tropospheric gas-phase chemistry model. The
latter is the so-called EMEP chemistry model which takes m = 66 species into account.
In [103] a special iterative solution technique is proposed for the still implicitly coupled chem-
istry and vertical diusion computation. This special technique is meant to replace the standard
technique, based on modied Newton iteration and use of a linear block-tridiagonal solver. Recall
that F
D
(w) + F
R
(w) is uncoupled over the horizontal grid, so that the implicit coupling is only
one-dimensional. However, despite the 1D nature, the standard technique is costly when there are
very many species.
The special iterative solution technique is an extension of the Gauss-Seidel iteration from Sec-
tion 3.2.3, towards 1D diusion-chemistry systems. The Gauss-Seidel iteration is extended such
that only tridiagonal linear systems need to be solved. For gas-phase atmospheric chemistry mod-
els, this technique works very eciently, and much faster than the standard technique based on
using a band solver. If, however, the Gauss-Seidel technique is not applicable, and one uses the
standard technique, the IMEX scheme is most likely not competitive with Strang or source splitting,
simply because with splitting the vertical diusion and chemistry computation can be decoupled.
More numerical details on solving 1D atmospheric diusion-chemistry systems for a large num-
ber of species can be found in [1], [104] and [110]. In [104] the tridiagonal Gauss-Seidel technique is
further investigated. In [1] and [110] the technique of approximate matrix factorization is proposed.
We discuss the latter technique in the following section for the Rosenbrock method ROS2.
5.4 Approximate matrix factorization
The IMEX technique of the previous section might be viewed upon as splitting within a method.
In this section we illustrate the idea of approximate matrix factorization, which might be seen as
splitting at the level of the numerical algebra.
5.4.1 The factorized ROS2 method
Following [105], we again consider the Rosenbrock method ROS2 (cf. (19)). Applied to the semi-
discrete system (65) this method reads
w
s+1
= w
s
+
3
2
k
1
+
1
2
k
2
; (77)
(I   t A) k
1
= t F (w
s
);
(I   t A) k
2
= t F (w
s
+tk
1
)  2k
1
:
We use a slightly dierent formulation here that avoids the matrix-vector multiplication in (19).
The matrix A is now supposed to be the huge Jacobian matrix F
0
(w
s
),
A = F
0
A
(w
s
) + F
0
D
(w
s
) + F
0
R
(w
s
):
Solving the linear systems directly for this A is not advocated, as it would make ROS2 certainly
much slower than any of the other 3D schemes discussed before. Instead, we dene A such that
I   tA is approximately factorized into
I   t A = (I   t F
0
D
(w
s
)) (I   t F
0
R
(w
s
)): (78)
With this factorization, the computation of the two stage vectors k
1
; k
2
amounts to a normal F -
evaluation and two sequential linear system solutions, one for the vertical diusion and one for
the chemistry. Owing to the box-model structure of F
0
R
and the tridiagonal structure of F
0
D
, these
linear systems solutions can be carried out eciently. It should be emphasized that the original
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ROS2 method is 2nd-order consistent for any matrix A. Hence with factorization we still have
2nd-order consistenty.
In the sti ODE literature, methods like ROS2 allowing an arbitrary A for the same order
of consistency are sometimes called W-methods [35]. Of interest for our application is that the
normal F -evaluation avoids a genuine decoupling as in operator splitting. Since the advection
Jacobian F
0
A
(w
s
) is neglected in the factorization, we again assume that advection can be dealt
with explicitely. This makes sense here, since for a zero Jacobian matrix ROS2 appears to be
identical to the explicit RK2 method studied in Section 4.4.2. As shown in that section, RK2 has
good stability properties for the advection part of the problem. On the other hand, the two linear
system solutions, involving the diusion Jacobian F
0
D
(w
s
) and the chemistry Jacobian F
0
R
(w
s
), are
indispensable for stability. Similar as for the IMEX method, the L-stability property of (77) is lost
by the approximate factorization.
The technique of approximate matrix factorization is not new. As far as we know, in the
numerical solution of PDEs the idea has been introduced by Beam and Warming, see [9, 107].
Using dierent time integration methods, for transport problems it is also proposed in [1] and [38].
5.4.2 Stability of ROS2 with factorization
For examining stability, we again consider the standard scalar test model encountered in Fourier-
von Neumann analysis, now in the form
_w = 
A
w + 
D
w + 
R
w: (79)
As previously, 
A
denotes an advection eigenvalue while 
D
; 
R
are associated with diusion and
chemistry, respectively. Denote z
A
= t
A
, etc. and z = z
A
+ z
D
+ z
R
. Application of ROS2 with
factorization to the test model (79), yields the simple one-step recurrence
w
s+1
= R(z
A
; z
D
; z
R
)w
s
;
dening the stability function
R(z
A
; z
D
; z
R
) = 1 +
2z
(1  z
D
) (1  z
R
)
+
1
2
z
2
  z
(1  z
D
)
2
(1  z
R
)
2
: (80)
This stability function replaces the L-stable stability function
R(z) =
1 + (1  2) z
(1  z)
2
of the original ROS2. Putting z
D
= z
R
= 0 in (80) yields the stability polynomial
P (z
A
) = 1 + z
A
+
1
2
z
2
A
of the explicit trapezoidal rule RK2.
We are interested in stability, i.e. jR(z
A
; z
D
; z
R
) j  1, whenever z
D
< 0 is real and jP (z
A
)j  1.
This leads to a stability region for z
R
which we have determined numerically, see Figure 14. The
solid line in the left plot is the z
R
-stability boundary near the imaginary axis, in the neighbourhood
of the origin. For z
R
large and purely imaginary, this boundary tends to the imaginary axis. The
gure reveals A()-stability for z
R
: z
R
must lie in the wedge fz
R
2
j
C : j arg( z
R
)j < g with
  0:39. As already observed in the IMEX section, this angle probably is suciently large since
eigenvalues with a large imaginary part do not seem to occur in atmospheric chemistry models.
We have imposed z
D
< 0 and jP (z
A
)j  1. With a weaker condition on z
A
a larger angle will be
found.
In conclusion, with respect to linear stability the critical step size of the factorized ROS
method (77)-(78) is equal to that of RK2 for the advection computation. Finally we wish to
note that the idea of approximate factorization in our 2-stage Rosenbrock method has also been
brought forward in [79].
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Figure 14: At the left, part of the z
R
-stability boundary near the imaginary axis for the factorized
stability function (80). At the right the magnied subregion near the origin.
5.4.3 The source splitting ROS2 method
We next present a ROS2 variant that combines source splitting and approximate factorization. So
we again consider system (71). This system can be numerically integrated by any appropriate sti
ODE solver, once a good choice for the transport source operator
~
F
T
has been made. The ROS2
variant is based on the combination
~w
s+1
= w
s
+
3
2
k
1
+
1
2
k
2
; (81)
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s
);
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)  2k
1
;
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0
D
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s
);
and
w
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s
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2
; (82)
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);
where
~
F
T
(w
s
) is dened by (72).
Method (81) solves the transport problem _w = F
T
(w) and method (82) the chemistry problem
_w = F
R
(w) +
~
F
T
(w(t
s
)), using the same step size t over the interval [t
s
; t
s+1
]. Method (81) is
a special case of the approximate matrix factorization scheme (77)-(78). A little inspection shows
that the combination (81)-(82) solves advection explicitely and vertical diusion and chemistry
linearly implicitly. When considered on their own, both ROS2 schemes are 2nd-order consistent.
However, adding the constant source in the second scheme (source splitting), delivers at the end
of each combined step an approximation w
s+1
of 1st-order in t.
In [105] the linear stability for (81)-(82) is examined using the linear test model (79). As yet the
results are inconclusive. The method can be shown to be unconditionally stable for real negative

D
and real negative 
R
, as long as the underlying explicit trapezoidal rule is stable. Hence
in this sense it seems less generally applicable than the other 3D methods. However, numerical
results reported in [105] deny this and give rise to the conjecture that source splitting is a valuable
technique, worthwile to be further examined for atmospheric transport-chemistry problems. See
also the numerical example of Section 5.2.4.
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5.4.4 Numerical results
Extensive 3D numerical test results for ROS2, implemented with Strang splitting, approximate
factorization and source splitting, can be found in [105]. These tests are based on a spherical,
global prototype model (63), extended with vertical diusion and real tropospheric gas-phase
chemistry (17 species). As velocity eld the solid body rotation from [109] is used. The spatial
advection scheme is based on the ux-limited, 3rd-order upwind discretization on a reduced grid.
The overall conclusion of the tests was that relatively slowly varying species, like O
3
, are computed
equally accurate with the three implementations. Rapidly varying species, such as HO
2
NO
2
, are
more accurately solved with factorization and source splitting. The dierence in accuracy depends
on the vertical diusion coecient. A strong vertical diusion may lead to notable splitting errors
with Strang splitting, due to uncoupling diusion and chemistry.
Tests with realistic models, containing real meteo-data, real parameterized diusion, orography,
etc., are needed to draw more denite conclusions on the occurrence of splitting errors. Such
tests will be published in the forthcoming paper [14]. Approximate matrix factorization and
source splitting techniques seem promising from the numerical point of view and warrant further
investigation. However, in order to replace the highly exible standard splitting technique in large
air pollution models, they should oer a truly notable error decrease for the same amount of CPU
time, or, equivalently, a notable decrease in CPU time for the same level of accuracy.
6 High performance computing
Since the seventies, the new generations of computers have made computations much faster and
much cheaper. This development is of clear interest to air quality modeling, as it creates obvious
possibilities to increase grid resolutions, to cover longer time spans, and to add new chemical
species so far neglected due to computer constraints. On the other hand, one should always be
aware of the fact that increasing the computational performance of a given model, not necessarily
leads to better results for this particular model. For instance, subgrid-scale parametrizations, as
commonly used in air quality models (AQMs), are often valid for a certain range of grid sizes.
Consequently, making the grid ner and ner, just because computers are nowadays faster and
their memories larger, does not necessarily mean that computed solutions actually become better.
The opposite can be true because the parametrizations may no longer be valid. Further, without
new input data, e.g. describing velocities and emissions more accurately, a ner computational grid
does not make much sense either. However, in spite of these warnings, there is no doubt that the
current high performance computers, including high-performance desktop PCs and workstations,
can be used to great advantage in air quality modeling.
6.1 Hardware and compiler limitations
When designing large-scale software that will be used for a considerable period of time, it is
important to take into account the trends in the development of computer architectures. In the
last decade, the rate of improvement in the performance of processors has been much larger than
in the performance of memory and I/O systems. Or translated to programming: computational
times are getting faster than data access times.
Apparently, memory providing faster data access is more costly to build. Vector/parallel shared
memory (VPSM) systems, like a Cray C90 or a NEC SX4, are so expensive because the access
time to the main memory is short enough to feed the processors with sucient data. Cheaper
systems (at least per processor) depend on one or more levels of cache to provide the processors
with data. Shared memory systems also have the advantage, that no interconnecting network is
needed, to use in one processor the data generated by another. On the other hand, the number
of processors in such architectures is necessarily limited. In massively parallel processing (MPP)
systems, each processor has its own memory and because the processing elements should be cheap,
one or more (small) caches. The main dierence between an MPP architecture and the poor man's
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supercomputer - a farm of PCs or workstations - is the bandwidth of the interconnecting network,
and often also the I/O capacity.
Compilers for VPSM systems have matured in the last decade, and it is not uncommon to
reach half the peak performance of the system by simply compiling a code. On distributed memory
systems, a mere 10% of the peak performance is a very good score. In addition, this often requires
a few days of hand optimization. The reason for this is not so much the communication time as
the memory hierarchy control. Dierent versions of architectures often use dierent cache policies,
which implies that a well-tailored compiler can perform very badly on the next generation of the
same brand. Another problem is the coherency of the data in the cache.
A second bottle-neck in the use of distributed systems is I/O. In air pollution modeling, the
necessary input data is often stored in huge (sequential) les. This means that either all the data
has to be distributed in advance, or the currently needed data has to be distributed in a master-
slave model during the run. The same holds in principle for the output data, since the currently
used visualization packages are also based on single les.
6.2 The virtue of parallelism
Still the buzzword in large-scale numerical modeling is massively parallel computing. Processors are
nowadays 'cheap and powerful', and nothing seems more logical than combining the CPU power of
many processing elements into one computer engine with an impressively high peak performance.
The idea of exploiting parallelism is already very old. Famous early examples are the 'parallel
human computers' visioned by Richardson in very early weather prediction research and used by
Turing for the 'breaking of the code'.
In modern times, the rst approach was hand optimization of the model tailored to a specic
computer, something which is similar to programming the ENIAC: one has to know everything
about the machine and the code to squeeze everything out of it. In this approach it is not really
needed to have much knowledge of the underlying application eld. Although it is still successfully
followed (see, e.g. Elbern [25, 26]), it has two disadvantages. First of all, it is very dicult,
if not impossible, to prevent divergence of the various versions of the model. Secondly, since
computers are nowadays changing faster than the average lifetime of an environmental model, it
takes relatively much time to optimize the model by hand for every new computer. It is most likely
that one does not want to be convicted to just one computer.
Dependent on the scenario, simulation runs can range from 'small' to 'large'. Simulating short
term episodes, with a simple chemistry model on a coarse grid, can nowadays easily be done on
workstations and PCs. Simulations with a complex chemistry model, on a ne grid, will readily
give rise to memory restrictions. Long-term simulations, say over a period of years, require a huge
amount of time steps. Extreme CPU power is then needed to obtain feasible turn-around times.
In such cases one truly needs modern supercomputers, like vector/parallel shared memory archi-
tectures and massively parallel distributed memory architectures, or clusters of fast workstations
or PCs.
The number of parallel processors that can be eciently used is problem dependent. But in
general we certainly do not think of many thousands of processors. Instead, even in the far future,
a number of a few hundreds up to at most a thousand seems more realistic. Bulk massively parallel
processing, with really many thousands of processors, may have its use for non-deterministic search
or other truly embarrassingly parallel jobs. We believe that massively parallel processing, with
so many processors, can not be very practical for AQMs (see also the recent special issues of
Parallel Computing [5, 23, 111]). First of all, the underlying system of PDEs is coupled in time,
in space, and over the species. This means that independent of the distribution of the data over
the processors, communication will always be necessary. For a very large number of processors,
communication certainly cannot be neglected. In this connection, one should also realize that o-
line air pollution models are I/O-bound. Even on-line models, where the meteorological variables
are simultaneously computed, are I/O bound. In either case, the necessary input from deposition
and emission databases, combined with the desire to visualize or to steer computations on the y,
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most likely impedes bulk massively parallel computing from becoming very ecient.
6.3 The need for portable code
Development of sophisticated simulation software requires a high investment in terms of human
eort. Hence it makes sense to develop software applicable for dierent scenario's on dierent
computer systems. This leads to the requirement of portability in the development stage. Loosely
speaking, the idea of portability, is to develop one code for the model, which is robust, exible and
ecient.
Robustness means that both the algorithms and the implementation should be 'on the safe
side'. Flexibility means that it should be easy to incorporate changes, e.g. in the chemistry model,
or to add (subgrid) processes like cumulus convection, or to change the numerical algorithms. With
eciency we mean that it is possible to run the code, on a wide variety of computer platforms,
with a reasonable performance. In developing and implementing such a code, people tend to follow
two dierent roads: the computer science approach and the scientic computing approach.
The computer science approach The computer science approach is based on the idea that
everyone has his own specialism. You have model builders, mathematicians, numerical analysts
and programmers. The specic task of the programmers is to optimize programs and to arrange
optimal use of the variety in available computer architectures. For this purpose, computer science
can oer
 automatic optimization of code (dusty decks) (e.g. [8, 28, 98]), and
 application languages with building blocks easily optimized for dierent architectures (such
as [18, 27, 30]).
Both ideas are nice, but both have disadvantages. In the rst option it is almost always necessary
to let the automatic optimization be followed by hand optimization. This makes divergence of the
codes likely and requires additional human eort. Moreover, since 'old' numerical methods and an
'old' model are optimized, it will most likely not be very optimal. Especially if it is also written in
'spaghetti code', which is often the case when programs are developed over the years by dierent
people. As regards the second option, we do not know of any nished project and have our doubts
whether one day such application languages will be mature enough.
The computational science approach With our current knowledge, we thus believe that
the computational science approach is more promising. Here the main idea is to develop the
computational model anew, such that
 it is state-of-the-art with respect to the numerics, and
 easily allows optimization on dierent computers.
This involves programming in an existing high-level language, using data parallelism, automatic
vectorization and parallelization, and, possibly templates and libraries (cf. [6, 7, 66]). Following this
approach, the rst and main question to be addressed is: how are AQMs solved and how are we to
design a code that allows parallelism, especially on loosely coupled processors. Since air pollution
modeling is based on many physical processes and input data, testing numerical algorithms and
implementational ideas in a full-scale model is far from easy. As an aid to this, special prototypes
and benchmark codes are helpful.
6.4 A 3D benchmark
By a benchmark we mean
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 an implementation of a well documented prototype, based on appropriate numerical algo-
rithms, and for which the suitability of dierent computer architectures can be compared.
We developed a benchmark based on a 3D prototype on the sphere. This prototype is a 3D regional
model, containing those processes that are important from the numerical and computational point
of view. The PDE system is of type (66). It thus contains horizontal advection, vertical diusion
and, most importantly, a real ozone chemistry model. The chemistry model is the state-of-the
art EMEP MSC-W model (140 reactions between 66 species [82, 83]). In part of the domain
we prescribe low rural emissions, and in part high urban emissions. This causes concentrations
with large spatial gradients. Large gradients in time arise due to photolysis reactions (day/night
rhythm).
We used this prototype quite extensively in [103] to study various numerical algorithms. A
standard grid on the sphere is used, being uniform in the longitude and latitude direction and
non-equidistant in the vertical direction. The numerical method is of MOL type. The advection
operator is discretized in space using the ux-limited, 3rd-order upwind scheme (see Section 4).
The vertical diusion operator is discretized by means of a standard 2nd-order central dierence
method. To integrate the resulting huge and sti ODE system, the IMEX-BDF2 method is used
as described in Section 5.3. Consequently, advection is handled explicitly in the time integration,
and the chemistry implicitly and directly coupled with the vertical diusion. To solve the result-
ing nonlinear systems, the tri-diagonal block Gauss-Seidel iteration mentioned in Section 5.3.3 is
applied. In our tests a xed number of iterations is used.
6.5 Implementational paradigms
Implementational paradigms for the benchmark are discussed in [10, 48, 103]
3
. From these reports
we cite the following main conclusions and recommendations.
The aim is to have one code which can be eciently used on a variety of computer platforms.
The most demanding architecture for such a code is a distributed platform, where the communica-
tion bandwidth is small compared to the CPU performance. This is normally the case for a cluster
of workstations. On such parallel distributed memory systems, the one thing that is important
when developing a code, is the coupling which exists between the data that is distributed over
the processing elements (PEs). In equation (66), the advection and diusion part give rise to a
coupling in space and the chemical reaction term to a coupling across the species. It is customary
to compute the chemistry part implicitly, possibly coupled with vertical diusion. The advection
part is mostly always integrated explicitly in time. The implicit integration of the chemistry is the
most time-consuming process.
The physical data distribution across the PEs should be such that the most expensive part of
the computation will be done on local data. Redistribution of the data over the PEs, which is
an option on a distributed memory architecture with a very fast interconnecting network, such
as the Cray T3E, is not an option on a cluster of workstations coupled in an ethernet or ATM
star-network. So the four-dimensional concentration vectors - 3 space dimensions and the species -
should be distributed, such that the concentration values and the vertical dimension for each grid
point in the horizontal domain reside on one processor.
The most transparent way to realize this in one-code-for-all-platforms, is the data parallel pro-
gramming style. Here the data is distributed using directives and the computations are expressed
as much as possible in array syntax constructs, which are automatically distributed over the PEs.
This can be done completely portable in HPF, and almost completely portable in Fortran 90. A
disadvantage is that such an implementation is not very ecient on loosely coupled processors,
and most likely never will be.
A second way of looking at a portable implementation of the model, is the SPMD/domain de-
composition approach. Here the physical domain of the global model is decomposed in subdomains
that are distributed over the PEs. On each PE, a local model is computed, with in every time step
3
For a precise description of the prototype and its benchmark implementation, see also
http://www.cwi.nl/gollum/LOTOS/
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Table 1: Hardware specications: clock frequency, size of primary and secondary cache, memory
(for distributed memory systems per processor), and bandwidth of interconnecting network.
Clock Cache Memory Remote access
Cray C90 240 MHz 8 Gb
SGI Origin 2000 195 MHz 32Kb+ 32 Gb
R10000 4 Mb
Cray T3E 300 MHz 8Kb+ 128 Mb 6500 Mb/s
96 Kb
SGI O2 180 MHz 32Kb+ 96 Mb 5 Mb/s
R5000 0.5Mb
known boundary conditions between the subdomains if explicit time integration is used. Even on
a distributed memory architecture with a dedicated and very fast network, this is the best option
discussed in [10]. Communication of the internal boundaries is done in an enveloping program,
which has no other task than to take care of the exchange of the internal boundary conditions, and
to activate the dierent computational modules. The computations for the regional (sub)model are
expressed as much as possible in array syntax constructs, to facilitate automatic vectorization and
possibly also parallelization on shared memory or virtually shared (physically distributed) memory
architectures.
6.6 Benchmark results
We compared the performance of our benchmark on four dierent architectures:
 a vector/parallel shared memory architecture (a Cray C90 with 12 processors),
 a parallel shared memory architecture (SGI Origin 2000),
 a massively parallel distributed memory system (a Cray T3E), and
 a cluster of SGI O2 workstations coupled in a star-shaped ATM network.
To value the dierence in performance, we give in Table 1 some technical information of these
platforms: the clock frequency, the amount of primary/secondary cache, the available memory, and
for the distributed platforms the speed of the interconnecting network. Figure 15 shows a typical
performance of the benchmark code on the various computer platforms. The gure presents on a
log2 - log2 scale, CPU times versus the number of PEs, taken relative to one CPU of the Cray C90.
On the C90, the benchmark reaches 500 Mop, which is half the peak performance. Investigations
reported in [13] point to the following conclusions.
The scalability of the model with the number of PEs is very good, but for a larger number of
processors communication time and parallelism overhead will show up. More important, however,
is the large gap that exists between the performance on a vector/parallel architecture and the other
systems. The gap is not caused by the speed of the PEs, but mainly by the memory hierarchy.
The picture shows nicely, that a key factor in high performance computing is high performance
memory: a large number of memory banks and separate memory ports for all processors, leads to
a much better performance than bus-based cache-dominated systems.
We do not claim that this plot shows the ultimate performance for all AQMs on these types of
computers. We do believe though, that our 3D prototype is a good approximation of a full-scale
model. The one thing lacking in this prototype are the necessary I/O operations. As input an
o-line model needs meteo and emission data. Further, to enable on-the-y change of scenarios, the
computed concentrations need to be visualized. Therefore, for a good performance one also needs
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Figure 15: Benchmark performances: CPU times shown relative to the CPU time needed by the
C90, using 1 CPU and compiler option -Zv. Norm for the C90 is 100 (the dotted line), which
represents a performance of 500 Mop.
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sucient I/O capacity and the possibility to use it in a portable way. To test I/O performance,
we performed some experiments on the Cray T3E (cf. [13]). However, the results are as yet not
decisive. A preliminary conclusion is that the I/O does not scale, although the Cray T3E has a
scalable I/O architecture. On the other hand, for a not too large number of PEs, the I/O times
were not signicant using asynchronous parallel I/O. At the moment it is not possible to implement
this in a portable way, but asynchronous I/O will be available in the next HPF version and perhaps
also in Fortran 2000. It is also possible that the implementation of parallel I/O in MPI will give
sucient I/O eciency.
6.7 Main conclusions and nal remarks
The main conclusions that we have drawn from the high performance computing experiments read
as follows:
 A key factor in high performance computing is high performance memory: a large number of
memory banks and separate memory ports for all processors, leads to a much better perfor-
mance than bus-based cache-dominated systems. Consequently, for real computer speed for
AQMs, the vector/parallel shared-memory architectures are by far preferable. On the other
hand, if the size of the model leads to memory constraints, the distributed memory architec-
tures are a good alternative. Both are expensive. Cheaper, and not far from competitive, is
a dedicated cluster of workstations.
 With respect to the necessary I/O in an AQM, the use of the (almost portable) asynchronous
I/O is currently an ecient choice on all architectures. It results in negligible I/O times on
'shared nothing' architectures, where each processor has its own memory and disk.
 To avoid divergence of dierent implementations of an AQM aimed at dierent computer
platforms, it is highly recommendable to have one implementation of the model. The exper-
iments with our benchmark code on various platforms show that this is possible.
 In the design of the algorithms, and the implementations thereof, one should bare in mind
that the most impeding part of computer architectures on the performance of an AQM, is
the memory hiearchy. If the computations do not t in memory, most of the time is spent on
swapping data from disk to memory. Here, and in the dynamic behavior of the cache, one
can distinguish two dierent reasons for data misses: compulsory misses, e.g. because the
data has to be obtained from another processor, and capacity or conict misses. These can
be possibly cured by data reordering or clustering.
 With respect to the numerical algorithms to be used, we prefer that the time integration
methods should allow large step sizes equally chosen over the space grid, also for the sti
chemistry computations. When time steps in the order of a few minutes up to say half
an hour are possible for the chemistry, the above described SPMD/domain decomposition
approach is very ecient and the problem of load balancing (cf. [25, 26]) is avoided. It also
means that there is no real implementational dierence between the dierent time integration
approaches described in Section 5, including operator splitting, source splitting, IMEX and
approximate matrix factorization.
 A further important aspect in the development of the numerical algorithms is, to take care
that data access should as much as possible fulll the requirement of spatial and temporal
locality. The rst makes it possible to eciently use vector registers and cache lines, while
the second is of inuence on the reusage of cache.
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