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Abstract
In this thesis we investigate the development and use of numerical methods to study
astrophysical problems, particularly the formation and evolution of objects via grav-
itational instability in circumstellar discs.
We begin with a comprehensive overview of the development, validation and
optimisation of numerical tools. These formed the basis of SEREN, a Smoothed
Particle Hydrodynamics (SPH) code for modelling self-gravitating fluid dynamics.
SEREN has been rigorously tested and optimised, and is now being used for high-
performance research in various areas of star formation.
We then consider in some depth the problems associated with shocks, insta-
bilities and shear flows in numerical simulations, detailing why such problems arise
and what can be done to alleviate them.
Finally we model circumstellar discs, investigating the influence of both phys-
ical and computational parameters upon the formation of objects via gravitational
instability. We then model the interaction of discs with stars and other disc sys-
tems, investigating the influence of the orbital parameters upon the evolution of a
marginally stable disc.
Ultimately we find that gravitational instability in massive extended circum-
stellar discs is a viable mechanism for the formation of brown dwarfs and massive
planets, and provides an explanation for the “brown dwarf desert” and free-floating
planets.
We also find that while disc-star and disc-disc interactions might produce
accretion bursts and exert an influence over the disc evolution, they are not a likely
mechanism for triggering fragmentation in marginally stable discs.
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“We are star-stuff.”
Carl Sagan
Chapter 1
Introduction
In this chapter we summarise the processes involved in the formation of stars and
planets.
Beginning with a historical overview we then examine the collapse of interstel-
lar gas, condensing and heating until it forms a star, and also address the issues of
binary systems, brown dwarfs and extra-solar planets.
This allows us to locate our topic of interest (the evolution of circumstellar
discs and the formation of objects within them) in the wider astronomical context.
1.1 A Brief History of Star Formation
Stare up into the sky on a clear night and you get the chance to look forwards in space
and backwards in time as the light of nearby stars reaches your eyes. Even on an
overcast day our world is comfortably illuminated by the nearest star, our Sun. This
star lies at the heart of our solar system, providing the energy that fuels our existence,
and stars lie at the heart of some of the most fundamental questions in astronomy.
Galaxies are composed of hundreds of billions of stars, so to fully understand the
stucture and evolution of galaxies we need to understand stars themselves. Planets
orbit stars, born from the material that surrounds them, so a full understanding of
planets also requires that stars be understood. Even the heavy elements that make
up our bodies and the world around us had their origins in the nuclear processes
of stars. The fact that stars are important on all scales, from the structure of the
universe at large right down to our daily lives in orbit around one, makes them truly
profound objects.
Stars have been studied since the dawn of science, from the ancient Baby-
lonians and Egyptians right through to the present day, yet we still do not fully
understand them. Their motions and properties have been plotted through the ages,
and in recent centuries much has been learned about their evolution along the main se-
quence and even their often-violent deaths. But their births have long been shrouded
in dust and mystery, hidden deep within dense clouds of molecular hydrogen, where
our sight cannot penetrate. In recent decades the shroud was pierced when telescopes
operating at wavelengths longer than visible light, in the infra-red and sub-millimetre
bands, allowed us to peer inside to uncover the secrets within.
When we make astronomical observations we obtain snapshots in time of the
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Figure 1.1: The initial mass function (Meyer et al. 2000).
various stages as interstellar gas collapses from low densities of < 10−17 kgm−3 and
cold temperatures of ∼ 10K, through 20 or more orders of magnitude in density to
> 103 kgm−3, and heating to > 3× 106K, when hydrogen fusion begins and a star is
born.
The conversion process from cold diffuse gas to hot dense stars involves non-
linear self-gravitating fluid dynamics. This is the domain of star formation theory,
which aims to probe the underlying physical processes involved in forming stars from
gas, and to determine the relative importance of factors such as turbulence or mag-
netic fields, in order to ultimately explain why stars have their observed properties.
Given that the behaviour of a star is predominantly governed by its mass,
perhaps the most important observation to explain has been the initial mass function
(IMF), the normalised mass spectrum of all stars ever formed, with their mass mea-
sured immediately after formation (Salpeter 1955). This appears to follow a power
law at higher masses, but the behaviour at lower masses is less clear, since it is more
difficult to observe low-mass stars. Figure 1.1 shows several models for the initial
mass function.
Recent advances in infra-red and sub-millimetre astronomy have provided ob-
servations of prestellar cores and young stellar objects, and these new findings have
initiated the refinement of theories regarding star formation.
As with stars, questions have long been asked about how planets are formed,
driven by the fact that our solar system contains several planets and that we live upon
one of them. This once unique arrangement within the universe has been dramatically
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disrupted by the discovery of hundreds of extra-solar planets: planets orbiting stars
other than the Sun. Mayor & Queloz (1995) documented the first planet observed
around a Sun-like star. New findings once again spurred the refinement of theories
regarding planet formation, especially since our own planetary system now seems far
from a typical case. More commonly seen, perhaps because they are most easily
detected, are “hot Jupiters”: massive planets orbiting very close to stars.
In the following sections we will examine the current understanding of the
star formation process in some detail, beginning with cold diffuse interstellar gas and
following the collapse process until a star is formed. We will also address other issues
that arise, such as binary systems, brown dwarfs and the formation of planets.
1.2 The Collapse of a Molecular Cloud
The diffuse interstellar gas within the disc of a galaxy assembles into clouds of molec-
ular hydrogen by unknown processes (Dobbs, Bonnell & Pringle 2006). Concentrating
and condensing near the spiral arms, it attains an optical thickness that shields the
molecular hydrogen against dissociation from ultraviolet radiation. These molecu-
lar clouds range in size from diameters of a fraction of a parsec up to hundreds of
parsecs, and contain hundreds or even millions of solar masses of gas at densities of
10−19 to 10−17 kgm−3 and temperatures of 10− 20K (Ferrie`re 2001). Those ∼ 50 pc
in size, with masses 105 − 106M⊙, are typically referred to as giant molecular clouds
(GMCs); they have a hierarchical structure, consisting of clouds within clouds, and
tend towards irregular, filamentary shapes (Williams, Blitz & McKee 2000).
The nearby star-forming regions of Taurus and Orion are well-studied. Taurus,
at a distance of ∼ 140 pc, with mass ∼ 104M⊙ and extent ∼ 20 pc (Pineda et al.
2010), has low star and gas density, and high binary fraction (McKee & Ostriker 2007).
Orion, at a distance of ∼ 400 pc, with mass ∼ 105M⊙ and extent ∼ 50 pc, has high
star density and several OB associations (Myers 1999). These differing characteristics,
with low-mass isolated systems being the norm in Taurus and high-mass clusters in
Orion, suggest that star formation depends upon the initial conditions and dominant
forces at work.
1.2.1 The Jeans Condition
In order to investigate the collapse of a molecular cloud under its own gravity, we shall
consider a spherical cloud for the sake of simplicity. The self-gravitational potential
energy of a sphere is
−
∫ r=∞
r=0
GM(r)
r
dM(r) (1.1)
where G is the gravitational constant (G = 6.67×10−11m3 kg−1 s−2) and M(r) is the
mass contained within radius r. For a sphere of mass MS and radius RS, assuming
uniform density we can write M(r) =MS
(
r
RS
)3
. This can be rearranged as r(M) =
RS
(
M
MS
)1/3
, allowing the integral to be evaluated.
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−
∫ M=MS
M=0
GM
r(M)
dM = −GM
1/3
S
RS
∫ MS
0
M2/3dM = −3GM
2
S
5RS
(1.2)
The internal radial kinetic energy of the sphere is∫ r=RS
r=0
1
2
dM(r)
dr
v2(r)dr (1.3)
where v(r) is the radial velocity at radius r. If we assume that radial excursions are
homologous, we can write v(r) =
(
r
RS
)
dRS
dt
. Substituting dM
dr
= 4πr2ρ(r), where ρ is
the uniform density, the integral can now be evaluated with respect to r.
∫ r=RS
r=0
1
2
ρ4πr2
(
r
RS
dRS
dt
)2
dr = 2πρ
(
1
RS
dRS
dt
)2 ∫ RS
0
r4dr
= 2
5
πρR3S
(
dRS
dt
)2 (1.4)
Using MS = ρ
4
3
πR3S allows this kinetic energy to be expressed as
3
10
MS
(
dRS
dt
)2
.
Using the first law of thermodynamics, and assuming isothermal collapse of
the sphere, the increase in its internal energy must be accounted for by heating due to
the work done by compression. If, for the sake of simplicity, we neglect any external
pressure acting upon the system then
d
dt
(
3
10
MS
(
dRS
dt
)2
− 3GM
2
S
5RS
)
= P
dVS
dt
(1.5)
where P is the pressure and VS is the volume of the sphere. Under isothermal collapse,
P = c2sρ, where cs is the isothermal sound speed. The compression rate may be written
as dVS
dt
= d
dt
(
4
3
πR3S
)
= 4πR2S
dRS
dt
.
Making these substitutions on the right hand side, and differentiating the left
hand side,
3
5
MS
dRS
dt
d2RS
dt2
+
3GM2S
5R2S
dRS
dt
= c2sρ4πR
2
S
dRS
dt
(1.6)
The common dRS
dt
term now cancels throughout, and usingMS = ρ
4
3
πR3S allows
one factor of MS to be cancelled throughout, resulting in
3
5
d2RS
dt2
+
3GMS
5R2S
= c2s
3
RS
(1.7)
Rearranging gives
d2RS
dt2
= −GMS
R2S
+ 5
c2s
RS
(1.8)
which is the equation of motion for the radius RS of the sphere. For the sphere
to undergo collapse, the acceleration d
2RS
dt2
must be negative, and therefore the self-
gravity must overcome the internal pressure support.
GMS
R2S
> 5
c2s
RS
(1.9)
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Using MS = ρ
4
3
πR3S, and rearranging,
R2S >
15c2s
4πGρ
(1.10)
This defines a length scale known as the Jeans length: RJeans =
(
15
4πGρ
)1/2
cs.
The Jeans length is essentially the radius at which a cloud is first gravitationally
bound, so for a spherical cloud to collapse its radius must be greater than the Jeans
length.
Instead of a minimum length, the condition can alternatively be described in
terms of a minimum mass, the Jeans mass.
MJeans =
(
375
4π
)1/2
c3s
G3/2ρ1/2
(1.11)
Consideration of other forces, such as rotation, turbulent motions and mag-
netic fields, only increases the support of the cloud, so the Jeans conditions really
represent the lowest possible values at which a cloud can undergo collapse. The only
plausible way in which a smaller or less massive cloud could undergo collapse would
be through the action of external pressure confinement.
For a molecular cloud of temperature T = 10 − 20K, the isothermal sound
speed is cs =
(
kT
m
)1/2 ≃ 200 − 300m s−1, where k is the Boltzmann constant (k =
1.38× 10−23 JK−1) and m is the mean molecular mass (3.35× 10−27 kg for molecular
hydrogen). Typical densities of ρ = 10−19 − 10−17 kgm−3 therefore result in Jeans
lengths of RJeans ≃ 0.03−0.4 pc, or Jeans masses ofMJeans ≃ 13−378M⊙. Since even
the smallest molecular clouds are of this size and mass range, and giant molecular
clouds are many times greater in size (∼ 100 pc) and mass (∼ 106M⊙), most molecular
clouds would be expected to undergo collapse.
As the density increases during collapse, the Jeans mass decreases, so separate
parts of the cloud might fragment, collapsing independently in a hierarchical fashion.
The minimum mass of an object formed by fragmentation might be as low as 3 Jupiter
masses (Boyd & Whitworth 2005).
The observed rate of star formation is lower than the Jeans conditions predict.
Since thermal pressure alone cannot support such massive clouds, this is an indication
that other supporting forces are at work. Observed supersonic velocity dispersions
suggest that turbulence plays a role. Clumps within clouds are often observed at
scales of ∼ 1 parsec radius and mass ∼ 102M⊙ (Williams, Blitz & McKee 2000),
which might be suggestive of the effective Jeans scales.
The gas might also be supported by magnetic fields, regulating its collapse
(Shu, Lizano & Adams 1987; Hosking & Whitworth 2004). If the conductivity of the
gas is sufficiently high then it is coupled to the magnetic field, and constrained to
move along field lines by the Lorentz force. Neutral particles then experience this
force indirectly via collisions with ions, described as “ion-neutral friction”. Magnetic
support might be lost through ambipolar diffusion (Mestel & Spitzer 1956), as neu-
tral particles diffuse through the ions over time. In molecular clouds, the ionisation
fraction is low (10−8 to 10−6) so this could happen quite rapidly (Caselli et al. 1998).
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While magnetic support can delay collapse, it cannot completely prevent it due to
ambipolar diffusion, so eventual collapse is inevitable (Mouschovias 1976).
1.2.2 The Freefall Time
In the densest coldest regions, this additional support may fail to overcome the self-
gravity, allowing the gas to condense and form a star. If we consider the case where
self-gravity completely dominates over thermal pressure support then we can write
the equation of motion for the radius RS of a collapsing sphere of gas as
d2RS
dt2
= −GMS
R2S
(1.12)
Using an integrating factor of 2dRS
dt
, multiplied on each side of the equation,
allows us to integrate it. (
dRS
dt
)2
=
2GMS
RS
+ C (1.13)
The integration constant C can be determined by considering the sphere to have
an initial radius of R0 (at time t = 0), and to collapse from an initial state of rest
(dRS
dt
= 0), giving C = −2GMS
R0
. Substituting this, and taking the negative square root
(which describes the collapse solution),
dRS
dt
= −(2GMS)1/2
(
1
RS
− 1
R0
)1/2
(1.14)
The substitution RS = R0 cos
2(θ) can be used to solve this equation, where θ = θ(t)
is essentially a normalised parameterisation of the radius as a function of time.
−2R0 cos(θ) sin(θ)dθ
dt
= −
(
2GMS
R0
)1/2 (
sec2(θ)− 1)1/2 (1.15)
Using the trigonometric identity tan2(θ) = sec2(θ) − 1 and then dividing
through by tan(θ) and R0,
2 cos2(θ)
dθ
dt
=
(
2GMS
R30
)1/2
(1.16)
Using the identity 2 cos2(θ) = 1 + cos(2θ), and integrating with respect to t,
θ +
1
2
sin(2θ) =
(
2GMS
R30
)1/2
t (1.17)
Using the identities sin(2θ) = 2 cos(θ) sin(θ) and sin2(θ) = 1− cos2(θ),
θ + cos(θ)(1− cos2(θ))1/2 =
(
2GMS
R30
)1/2
t (1.18)
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Initially at t = 0 (when RS = R0), cos
2(θ) = 1, so θ = 0. When the sphere has
collapsed to a singularity (RS = 0), cos
2(θ) = 0, so θ = π
2
. The time taken to collapse
to a singularity through the action of self-gravity is the freefall time tff .
tff =
π
2
(
2GMS
R30
)−1/2
(1.19)
Since the mass MS of the sphere remains constant throughout collapse, the freefall
time can be written in terms of the initial density ρ0 =
3MS
4πR30
, giving
tff =
π
2
(
8πGρ0
3
)−1/2
=
(
3π
32Gρ0
)1/2
(1.20)
For a density of ρ = 10−17 kgm−3, the freefall time is ∼ 666, 000 years. The
collapse of dense clumps within a cloud might therefore occur on timescales of less
than a megayear.
Molecular clouds as a whole used to be thought to have long lifetimes ∼ 1
gigayear, but now appear to be regarded as shorter-lived transient rather than equi-
librium structures (Ballesteros-Paredes, Klessen & Va´squez-Semadeni 2003): assem-
bling, forming stars, and then dispersing, probably destroyed by the luminosity and
mechanical feedback of any high-mass stars they produce.
1.2.3 Prestellar Cores
Highly condensed regions have been observed inside molecular clouds and, since they
are believed to be the precursors of stars (Ward-Thompson et al. 1994), are referred
to as prestellar cores. They are tens of thousands of astronomical units (AU) in
diameter, with masses ranging from a fraction of a solar mass to tens of solar masses
(Andre´, Ward-Thompson & Barsony 2000). Their flattened rather than spherical
geometry (Kirk 2002) hints at rotation or perhaps the influence of a magnetic field.
They may be triaxial ellipsoids rather than prolate or oblate spheroids (Gammie et
al. 2003). Protostellar cores, however, are observed to be less elliptical than starless
cores (Goodwin, Ward-Thompson & Whitworth 2003).
The mass function for cores is similar in shape to the initial mass function
for stars, so the IMF could be determined by fragmentation at the prestellar stage
(Andre´, Ward-Thompson & Barsony 2000; Bonnell, Larson & Zinnecker 2006), but
whether this can produce the smallest masses in the IMF remains an open question.
Figure 1.2 shows a possible prestellar core inside the Horsehead nebula.
1.3 Theoretical Evolution
The initial collapse phase of a cloud, as described in the previous section, is essentially
isothermal (Larson 1969): the gas is optically thin and gravitational potential energy
can be freely radiated away. At only ∼ 10K this collapse phase approaches the freefall
timescale, with thermal pressure support overwhelmed by self-gravity.
24 Chapter 1. Introduction
Figure 1.2: A possible prestellar core inside the horsehead nebula (Ward-Thompson
et al. 2006). On the left is an optical image and on the right is a sub-millimetre
image (450µm) of the same region, penetrating the dust to reveal a condensation in
the “throat” of the horse.
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Once the core reaches a density of 10−10 kgm−3, however, it becomes opaque to
the radiation it emits, and enters a short-lived adiabatic phase (Larson 1969), heating
up until the resulting thermal pressure halts collapse at ∼ 200K.
It then enters a quasi-static phase of Kelvin-Helmholtz contraction, remaining
close to hydrostatic equilibrium (Larson 1969), and is considered a pre-main sequence
(PMS) star. The timescale for contraction is governed by the luminosity, since that
is the rate at which the released gravitational potential energy is able to escape from
the protostellar surface; this is much longer than a freefall time. While it contracts,
the rest of the cloud continues to collapse around it, causing it to heat up (Masunaga
et al. 1998).
At ∼ 2000K, molecular hydrogen dissociates and the collapse becomes almost
isothermal again (Masunaga & Inutsuka 2000) because energy goes into hydrogen
dissociation rather than heating. The PMS star then evolves along a Hayashi track
(Hayashi 1966), in convective equilibrium, getting denser and so reducing its surface
area, causing its luminosity to decrease.
Once all the hydrogen is dissociated the star heats up again, and at ∼ 3000K
it enters a radiative equilibrium and evolves along a Henyey track (Henyey, Lelevier &
Leve´e 1955), getting denser, hotter and gradually more luminous, and the accretion
of any infalling material may increase its mass.
If it reaches 3 × 106K then hydrogen burning can occur and the star joins
the main sequence. It will spend most of its life here since the energy from nuclear
reactions, fusing hydrogen to form helium, provides pressure support against further
collapse. This requires it to exceed the Kumar mass (Kumar 1963), which is ∼
0.08M⊙ (assuming protosolar elemental abundances of 70% hydrogen, 28% helium
and 2% heavy elements).
A less massive star cannot ignite hydrogen, so it does not join the main se-
quence. Instead it may burn deuterium and become a brown dwarf, supported against
collapse by electron degeneracy pressure. Such objects are faint (< 10−4 L⊙) making
them hard to observe.
Very massive stars also pose some problems, since they are observed to exist
beyond the Jeans mass (when they should have fragmented) or beyond the mass limit
where their own radiation pressure should have prevented accretion. Such cases have
prompted explanations such as mergers of lower-mass stars, accretion via a circum-
stellar disc, or runaway accretion processes in the denser regions of a protocluster
(Zinnecker & Yorke 2007).
Once the fuel for nuclear fusion has been exhausted, a star will die. Lower-mass
stars cool and fade to white dwarfs or neutron stars. Higher-mass stars may explode
in a supernova, enriching the galaxy with heavy elements and perhaps triggering a
new phase of star formation.
1.4 Observational Evolution
Young stellar objects (YSOs) with different observed characteristics have been inter-
preted as an evolutionary sequence (Andre´, Ward-Thompson & Barsony 1993). This
has only been well-established for low to intermediate mass stars, and is shown in
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Figure 1.3.
Ages or timescales for each class have been inferred from statistical consider-
ations and evolutionary models (Lada 1999) and are 104, 105, 106 and 107 years for
each class from O to III respectively.
1.4.1 Class 0 Objects
A Class 0 object is the earliest distinguishable stage of a protostar, with a central
luminosity source at its core (Andre´, Ward-Thompson & Barsony 2000). Such objects
cannot be observed directly because they are highly embedded, but their presence is
inferred by compact radio continuum emission, highly energetic bipolar molecular
outflows of collimated carbon monoxide, or an internal heating source.
With an emission peak in the sub-millimetre/far-infrared (SMM/FIR) range
150− 250µm, their spectral energy distributions (SED) can be fitted by a relatively
cold modified blackbody ∼ 15− 30K (Andre´, Ward-Thompson & Barsony 2000).
They are rapidly accreting material from their envelope at a rate> 10−5M⊙yr−1
in what may be the main accretion phase (Ward-Thompson et al. 2006), but have not
yet accreted half their final mass, and so these early-type protostars are less massive
than their envelopes.
1.4.2 Class I Objects
These consist of a dense central object surrounded by a residual envelope of gas and
dust (Ward-Thompson & Whitworth 2011), with bipolar outflows.
With an emission peak in the FIR range, their SEDs have an infrared (IR)
excess, and so cannot be modelled as a single blackbody or modified blackbody (grey-
body), only as a composite of them at different temperatures. The protostar emits in
the near-infrared (NIR), the envelope in the FIR, and the IR excess is emission from
material in a disc that has started to form.
With a lower accretion rate < 10−6M⊙yr−1 taking the protostar almost to
its final mass, these late-type protostars are at a more evolved stage (Whitworth &
Ward-Thompson 2001).
1.4.3 Class II Objects
These are classical T-Tauri stars in the pre-main sequence phase (Ward-Thompson &
Whitworth 2011), so their luminosity is mainly from Kelvin-Helmholtz contraction,
with their envelopes dissipated, and surrounded by geometrically thin but optically
thick discs with masses from ∼ 0.001M⊙ to ∼ 0.5M⊙ (Eisner et al. 2008). The
high-mass equivalents of T-Tauri stars at > 2M⊙ are Herbig Ae-Be stars (Waters &
Waelkens 1998).
The star is revealed rather than embedded, and therefore visible in the optical
range, with the disc indicated by IR excess.
These stars are probably a few megayears old, and distinguished by strong
H-alpha emission and the veiling of photospheric absorption lines in the UV and
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Figure 1.3: Evolutionary sequence of young stellar objects (Andre´ 1994) from class O
(top) to III (bottom), shown with typical spectral energy distributions (SED).
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optical bands due to hot continuum emission. This is indicative of disc material
accreting onto the stellar surface, since H-alpha emission occurs when mass flows
through magnetospheric accretion columns between the disc and the star (Calvet et
al. 2000).
1.4.4 Class III Objects
These are weak-line T-Tauri Stars (Ward-Thompson & Whitworth 2011), distin-
guished by weak H-alpha emission and little IR or UV excess, indicating negligible
accretion. The inner disc region has dissipated, or has been emptied of dust by
coagulation into larger rocks or protoplanets.
Blackbody emission peaks in the NIR or optical range. The disc is optically
thin and disappears completely after ∼ 10 megayears (Hollenbach, Yorke & Johnstone
2000), by which time the star evolves onto the main sequence.
1.4.5 Clusters and Associations
Embedded Clusters
The majority of stars form in embedded clusters, optically obscured by gas and dust
but observable in the infrared. These clusters are considered the dominant mode of
star formation (Lada & Lada 2003), as opposed to isolated star formation. Most
clusters are destroyed when the parent molecular cloud is destroyed, since the loss of
gas leaves the cluster gravitationally unbound, and the constituent stars disperse into
the field; many young clusters are therefore undergoing violent relaxation (Goodwin
& Bastian 2006). In the rare cases where they remain bound after this residual gas
loss they become open clusters, and may contain anything from a few dozen stars
(such as Ursa Major) to thousands (in the case of the Pleiades).
OB associations
Groups of O stars (with mass > 20M⊙) and B stars (with mass > 4M⊙) are typically
found close to molecular clouds. Orion contains 9 O stars and over 300 B stars. With
high luminosities and short lifetimes, these stars have little time to move far from
their birth site, so they provide good evidence that molecular clouds truly are the
sites of star formation.
1.5 Complications
1.5.1 Accretion Discs
Molecular clouds possess angular momentum, either as ordered rotation or within
turbulent motion (Burkert & Bodenheimer 2000; Ballesteros-Paredes et al. 2006).
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Figure 1.4: Circumstellar discs observed by the Hubble Space Telescope using corona-
graphs.
Gas and dust may therefore be prevented from falling onto a protostar by centrifugal
forces, and instead collapse down to form a disc around it. In the protostellar stages
it is likely that most of the envelope material will fall onto the disc rather than the
star.
Protostellar discs are highly embedded, with radiation reprocessed by the sur-
rounding envelope, but have been inferred from IR excesses in SEDs. Some discs
have also been observed directly, by the HST in the NIR range and by ground-based
adaptive optics (McCaughrean, Stapelfeldt & Close 2000). Figure 1.4 shows a cou-
ple of examples. They typically have sizes in the range 10 − 1000 AU (Watson et
al. 2006; McCabe, Stapelfeldt & Pham 2011) and masses 0.001− 0.5M⊙ (Eisner et
al. 2008; Jørgensen et al. 2009), and young discs around Class 0 protostars have
been observed with masses 0.04 − 1.7M⊙ (Enoch et al. 2011). Formed in the early
stages of evolution as protostellar discs, they last right through to the final stages,
as T-Tauri discs around Class II objects and then protoplanetary discs around Class
III objects, having an estimated lifetime of ∼ 10 megayears (Hollenbach, Yorke &
Johnstone 2000).
T-Tauri and protoplanetary discs have masses 10−5 to a few 10−1M⊙, accord-
ing to estimates based on assumed dust opacities, gas-dust ratios and disc density
profiles, although these are all poorly determined (Zuckerman 2001). T-Tauri discs
could be active, radiating energy produced by viscous dissipation, or passive, sim-
ply reprocessing stellar radiation. They are believed to be flared in profile (Dutrey
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& Guilloteau 2004), and truncated by the stellar magnetic field in the inner parts,
within a few stellar radii of the star (Stone et al. 2000).
Density perturbations in discs can make them gravitationally unstable (Toomre
1964), allowing for the possibility of fragmentation into multiple systems. This would
occur at the protostellar stage, when the disc has mass comparable to the proto-
star. Low-mass binary companions, triples and quadruples could be formed in discs
(Stamatellos & Whitworth 2009b).
Discs rotate in almost Keplerian orbit (Jørgensen et al. 2009; Dutrey & Guil-
loteau 2004), and angular momentum must be transported outwards in order for the
disc material to drift inwards and accrete onto the protostar. This redistribution of
angular momentum might be achieved via viscosity (Lynden-Bell & Pringle 1974) or
gravitational torques. From modelling, the initially formed disc surface density profile
scales with radius as r−1, but viscosity and self-gravity steepen this toward r−3/2 (Lin
& Pringle 1990). The origin of viscosity is uncertain, but might be supplied by turbu-
lence generated by convection (Lin & Papaloizou 1980) or by magnetic fields, through
the magneto-rotational instability (Balbus & Hawley 1991) or by magnetic braking
(Bodenheimer 1995), where angular momentum is transported by the Alfve´n waves
generated by the field lines being twisted into helical patterns. Due to these uncer-
tainties, a heuristic treatment has tended to be used, such as the alpha-prescription
(Shakura & Sunyaev 1973).
1.5.2 Outflows
A small fraction of accreted material is ejected in bipolar outflows or jets, typically
at ∼ 10% of the accretion rate (Richer et al. 2000; Hartigan et al. 1995). These are
oriented perpendicular to the disc, are highly collimated, and extend to distances of
0.01− 1 pc with velocities of hundreds of km s−1 (Bally, Reipurth & Davis 2006).
Outflows only occur during accretion phases, so they are an indicator of stel-
lar youth, and an accretion stage is almost always accompanied by outflows. This
suggests that outflows are powered by accretion, and might originate from discs as
disc winds (Ko¨nigl & Pudritz 2000), where material is driven out centrifugally from
a magnetised disc, or from the star-disc interface as X-winds (Shu et al. 2000), where
infalling material at the inner truncation radius is partially redirected into a helical
orbit by magnetic fields.
The T-Tauri stage possesses strong magnetic fields from dynamo action in the
central star. This would truncate the disc and might produce jets (Donati et al.
2011). It could also provide an explanation for the disc viscosity.
Accretion discs and jets seem to be ubiquitous in astrophysics. They appear
on galactic scales in the form of active galactic nuclei and quasars. At the lower end of
the scale, many young brown dwarfs appear to have discs, since they tend to exhibit
an IR excess in their SEDs, and outflows have also been observed (Whitworth et al.
2006).
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1.5.3 Binary and Multiple Systems
Over 50% of main sequence systems are binaries or multiples (Larson 2001), includ-
ing perhaps all pre-main sequence solar-mass stars (Padgett, Strom & Ghez 1997).
Many stars are found in multiple systems, and Taurus contains a particularly high
proportion of young low-mass binary systems (Mathieu et al. 2000).
Separations can range from a few solar radii up to a parsec, but averaging
20 − 50 AU, giving a typical period of 200 years. The binary frequency varies from
region to region, suggesting either an evolutionary effect (Goodwin et al. 2006; Parker
et al. 2009) or a variable formation efficiency (Bouvier et al. 2001; Kroupa, Petr &
McCaughrean 1999).
Capture between two initially unbound stars requires significant kinetic energy
loss, via a three-body interaction or the dissipation of energy through a disc (Watkins
et al. 1998). While such capture might be plausible in small, dense clusters of young
stars with discs, it cannot realistically explain the high observed binary frequency in
the galactic field. Most of these must have formed as binaries, probably during the
collapse and fragmentation of prestellar cores, or possibly from gravitational instabil-
ities in discs (Stamatellos & Whitworth 2009a).
Binary or multiple formation appears to be the dominant mode over single star
formation (Goodwin et al. 2006). Since single isolated stars are the exception, they
might occur when fragmentation is suppressed by feedback processes (Boyd 2003) or
magnetic fields (Hosking 2002).
About 15% of binaries are very close, with separation < 1 AU (Mathieu 2007).
This requires a large amount of angular momentum to have been extracted from the
system, unless it was formed from the accretion of particularly low angular momentum
gas. These tight binaries might be explained by dynamic interactions which ejected
a third body carrying away the angular momentum, or by dissipation through tidal
interactions between the binary system and a circumbinary disc, or by formation in
situ through disc fragmentation (Bonnell & Bate 1994).
There is also a wider angular momentum problem (Mestel 1965). Molecular
clouds possess specific angular momentum of ∼ 1017m2s−1, so angular momentum
conservation on their collapse would result in rapidly rotating stars. These are not
observed, however, with T-Tauri stars possessing specific angular momentum of ∼
5× 1013m2s−1 (Bodenheimer 1995).
The missing angular momentum might be extracted via magnetic fields during
the intial stages of collapse, when the gas is still coupled to it, or by dissipative
processes in the disc, whatever the source of the disc viscosity may be. It might
also be explained by the formation of binary or multiple systems, might be carried
away with the material ejected in outflows or jets, or might be incorporated into the
formation of planets.
1.5.4 Brown Dwarfs
The observed lack of brown dwarf companions around main sequence stars (Marcy &
Butler 1994), known as the “brown dwarf desert”, suggests that brown dwarfs might
have a different formation mechanism than other stars. Some possibilities include
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the ejection of low-mass embryos from their pre-stellar cores (Reipurth & Clarke
2001; Goodwin, Whitworth & Ward-Thompson 2003), gravitational instabilities in
discs (Stamatellos et al. 2007a), opacity-limited fragmentation in turbulent molecular
clouds (Boyd & Whitworth 2005) or the photo-evaporation of massive cores overrun
by a HII region (Whitworth & Zinnecker 2004).
1.5.5 Extra-Solar Planets
Our solar system appears to be atypical: a single isolated star with planets on rel-
atively distant orbits. Most stars are in binary systems, and in clusters, and most
planets are found on very tight orbits, although admittedly these are the easiest to
detect.
Planets have been observed with masses ranging from a few Earth masses
to many Jupiter masses (Schneider 2011). This makes the distinction between giant
planets and brown dwarfs somewhat blurred. The uncertainty regarding brown dwarf
formation mechanisms extends to giant planets. One possibility is that a large gas
giant might form via gravitational instability in a disc (Kuiper 1949), in a top-down
fashion. The conventional model has long been that planets are formed via core accre-
tion (Pollack et al. 1996), in a bottom-up fashion, through the gradual agglomeration
of dust grains (Lissauer 1993). While this must certainly be the case for rocky terres-
trial planets like our Earth, such a process might struggle to form a gas giant within
the lifetime of a disc. The two mechanisms might overlap, or could even combine into
a hybrid mechanism, to fully explain the formation of giant planets (Rice et al. 2006;
Boley & Durisen 2010).
Free-floating planets, typically < 13 Jupiter masses, have also been observed
within young stellar clusters (Lucas & Roche 2000; Zapatero Osirio et al. 2000),
suggesting that planet formation could be a chaotic and violent process. Indeed free-
floating Jupiter-mass objects might be twice as common as main sequence stars (Sumi
et al. 2011).
The high metallicity of the Sun suggests an origin closer to the galactic centre
or to an OB association, while the tilt of the ecliptic plane with respect to the solar
equator suggests the possibility of an encounter with another star. Our solar system
clearly has an interesting history, and leads one to wonder how much any chance
encounter with another star might have influenced its unique pattern of planet for-
mation. In fact many extra-solar planets are found to have very high inclinations
(Schneider 2011), which lends significant weight to turbulent formation and the pos-
sibility of encounters.
1.6 Numerical Star Formation
Astronomical observations only give us snapshots of the whole story, slices in time.
While statistical considerations allow us to infer the timescales involved at these
various observed stages, the onus is upon theory to attempt to join them up and fully
explain them.
The aim of this thesis is to investigate the objects that might be formed via
gravitational instability in discs around young stars. As we have discussed in this
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chapter, such objects could be low-mass companion stars, brown dwarfs or giant gas
planets. Some principal questions to address are:
• Under what circumstances can such objects form?
• When and where do they form?
• What factors determine their initial properties?
• What factors influence their subsequent orbital evolution?
Since an isolated disc might have the capacity to stabilise itself, the influence of
interactions with other stars and star-disc systems will also be considered.
Due to the non-linear and chaotic processes involved, analytic methods are
not capable of providing the answers. It therefore becomes necessary to resort to
numerical methods, so the investigation is performed through the aid of computer
simulations.
Indeed most of star formation theory has been ushered into an era of computer
simulation, since the isolated and quiescent modes of star formation studied in the past
using analytic methods have been replaced by the modern picture of star formation
as a turbulent, dynamic and sometimes violent process.
The nature of our problem requires formidable computational resources, in
terms of both hardware and the development of effective and efficient algorithms.
While computers have become a vital element in the investigation of theoretical mod-
els, their use involves many difficulties that are sometimes not immediately apparent
to the casual observer. Due to its critical importance in the investigation, a substan-
tial portion of the thesis is necessarily devoted to this computational aspect.
1.7 Overview of the Thesis
The main focus of the thesis is to investigate object formation via gravitational insta-
bility in circumstellar discs. Since the avenue of investigation is computational, much
of the early material is concerned with establishing the method used and its fidelity.
These foundations form the basis of the astrophysical results, so they must be seen
to be safely and solidly constructed.
In the first few chapters, we chart our path through the minefield of numerical
physics, developing the tools to deal with our problem in a trustworthy manner. We
develop, validate and optimise our tools in a comprehensive fashion, with our method
of choice ultimately being Smoothed Particle Hydrodynamics (SPH). Its effectiveness
and efficiency will be demonstrated by submitting it to rigorous testing across a
range of physical problems, to ensure its fidelity. Only a detailed knowledge of the
construction of a numerical tool, together with the often tacit knowledge required
to develop it, can truly provide the level of trust required to believe any results it
produces.
Chapter 2 (Numerical Methods) explores the powers and pitfalls of computa-
tion and examines several numerical integration schemes. Chapter 3 (Gravity) then
uses numerical integration to develop an N -body computer program which is used to
solve gravitational problems. Chapter 4 (Hydrodynamics) then incorporates compu-
tational fluid dynamics, developing the N -body code into a Smoothed Particle Hydro-
dynamics (SPH) code which is used to solve self-gravitating hydrodynamic problems.
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Chapter 5 (Optimisation) demonstrates several key refinements (a tree algorithm,
block timestepping, sink particles and parallelisation) that are used to improve the
efficiency of the code, allowing higher resolution simulations to be performed within
a reasonable timeframe.
Having developed an efficient numerical code for self-gravitating hydrodynamic
simulations, in the next couple of chapters we look in depth at one of the trickiest
physical problems of numerical hydrodynamics, or indeed hydrodynamics in general,
that of viscosity. We expose some of the difficulties that can crop up during the use
of a numerical code, and some ways to alleviate them.
Chapter 6 (Shocks and Instabilities) demonstrates how the need to resolve
shocks can be addressed using the concept of artificial viscosity, and discusses the
issues associated with its application; how to resolve hydrodynamic instabilities using
artificial thermal conductivity is also briefly examined. Chapter 7 (Shear Flows)
focuses upon the modelling of shear viscosity since this is of crucial importance to
the fidelity of disc simulations, where viscous and pseudo-viscous processes must be
treated correctly to produce valid results.
Having adapted the numerical code to handle viscous processes, in the final
chapters we apply it to the astrophysical problem of gravitational instability in cir-
cumstellar discs.
Chapter 8 (Circumstellar Discs) details how to model gravitational instabil-
ity in a massive extended disc, exploring the influence of the various physical and
computational parameters involved, and demonstrates that it is a viable mechanism
for the formation of free-floating planets and brown dwarfs. Chapter 9 (Disc Inter-
actions) investigates the effect of disc-star and disc-disc interactions on the evolution
of a marginally stable disc using a variety of orbital modes. Chapter 10 (Summary)
summarises our conclusions.
“There are more ways to
the wood than one.”
English proverb
Chapter 2
Numerical Methods
In this chapter we describe why numerical methods are necessary and how they can
be used to solve difficult problems. This provides a foundation for our aim to model
the behaviour of an astrophysical fluid.
Particular attention is paid to the difficulties and dangers introduced by the
use of computers.
The requirements for a numerical integration scheme are first considered. Then
a variety of basic schemes are studied in detail, revealing some of their merits and
flaws through their application to the simplest of problems. Finally, some of the effects
introduced by more complicated problems are considered.
2.1 The Need for Numerical Methods
Our ultimate aim is to investigate the behaviour of an astrophysical fluid: the com-
pressible, self-gravitating gas found in molecular clouds. In general, the behaviour
of this gas is described by a system of partial differential equations that are non-
linear, with the behaviour of any fluid element coupled to its neighbouring elements
hydrodynamically, and to all other elements gravitationally.
Analytic techniques can only be used to obtain solutions in the simplest cases,
typically those involving symmetry (such as spherically symmetric one-dimensional
problems), linear equations and few variables. Numerical methods have great power,
since they allow us to move beyond these limiting cases and deal with asymmetry,
non-linearity and many variables. These more difficult problems are modelled by
using a computer program to solve the equations numerically.
Numerical methods have their own fundamental limitation, however: they can
only model systems that are finite and discrete.
Computers represent numbers using fixed amounts of binary digits (bits), so
concepts like infinity or a continuum simply do not compute. The number of deci-
mal places that can be represented is fundamentally limited, making exact solutions
technically impossible to achieve.
In order to model a continuous fluid, it must be approximated as a system of
discrete elements. The time dimension must also be divided into discrete elements for
numerical methods to be able to operate. Computers cannot differentiate or integrate
analytically, because they cannot represent the infinitesimal limit. They must operate
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using finite limits, which are determined by the size of the discrete elements into which
the system being modelled is divided (discretised) in space and time.
Given the approximate nature of a computer model (simulation), it is vitally
important to ensure that physical results are produced (corresponding to the exact
solutions of the system equations) which are not corrupted by numerical effects (errors
introduced by the method itself).
2.1.1 Discretisation in Space
Our system of interest is an astrophysical fluid: a continuous medium that must be
discretised before computation is possible. This is done by constructing a spatial
mesh, which may consist of either stationary cells or mobile sampling points.
Stationary cells (grid cells) are basically volume elements that are fixed in
space, and the fluid flows through them; thus the entire volume occupied by the
continuous fluid is chopped into a finite number of cell-sized pieces.
Mobile sampling points (particles) are basically fluid elements containing a
fixed mass of fluid, which move with the fluid flow; thus the entire mass of continuous
fluid is chopped into a finite number of particle-sized pieces.
These discrete, finite elements, either grid cells or particles, can be handled
numerically. Ultimately we will be using the particle-based approach, modelling the
fluid using a finite number of particles; later in this chapter, however, we will adopt
the grid-based approach, using a uniform grid with spacing h, since this is arguably
the simplest conception of a spatial mesh and therefore makes the stability analysis
more accessible.
2.2 Numerically Solving the Initial-Value Problem
Essentially, we are trying to solve an initial-value problem: given a system whose
initial state is known, we want to predict its subsequent behaviour.
Stating the initial-value problem in general terms, we can describe a system
by its state vector s, which is a function of space and time. If s is defined at time
t = 0, we want to find s for all time t by solving the initial-value equation
ds
dt
= Ds (2.1)
where D is a matrix operator that provides the details of the differential equations
governing the system (Potter 1973).
For example, consider a particle with a state described by its position and
velocity, and a matrix operator describing its equation of motion as it orbits a single
body of mass M located at the origin of the co-ordinate system.
s = (r(t),v(t)) and D =
(
0 1
−GM|r|3 0
)
(2.2)
Substitution into the initial-value equation gives the equations of motion for
the particle as
dr
dt
= v and
dv
dt
= −GM|r|3 r (2.3)
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For a system of N gravitationally interacting particles, s becomes a vector
with 2N components and D becomes a non-linear 2N × 2N matrix, but the essential
principles remain the same.
2.2.1 Discretisation in Time
We need to integrate the initial-value equation in time, and achieve this by compu-
tation over small steps, dividing time into small finite intervals ∆t so that
s(t+∆t) = s(t) +
∫ t+∆t
t
Dsdt (2.4)
Since s(t) is not known for all times between t and t+∆t, the integral cannot be
evaluated exactly. A finite difference approximation is used, which for small timesteps
uses a finite Taylor expansion, resulting in (evaluated to second-order accuracy)
s(t+∆t) = s(t) + Ds(t)∆t+
(
d
dt
(Ds(t)
)
(∆t)2
2
(2.5)
To achieve first-order accuracy in time, we can ignore the final term in the
expansion, and only the use of values at the immediate time step (t) is required.
To achieve second-order accuracy in time, we need to define the time derivative
in the final term. This will require either the use of values from the previous time
step (t−∆t), the use of values at intermediate time steps (t+ ∆t
2
), or even the use of
values at the subsequent time step (t+∆t) itself. The flexibility in this choice allows
for a range of possible second-order integration schemes.
Integrating over small time steps, the initial-value problem is basically reduced
to the problem of obtaining a sequence of solutions at discrete time steps, where the
state at a given time step is related to the state at the previous time step by some
time integration operator T(∆t).
s(t+∆t) = T(∆t)s(t) (2.6)
2.3 Requirements for an Integration Scheme
The integration operator T is not unique, allowing for a choice of integration schemes.
This choice is guided by requiring that an integration scheme be consistent, accurate,
efficient and stable. The requirement for consistency is fundamental. Accuracy and
efficiency are inversely proportional to each other, and a suitable compromise must
be reached. Numerical stability is vitally important, and the most complex require-
ment to address, especially since it is often dependent upon the form of the specific
equations being modelled.
2.3.1 Consistency
For the integration scheme T to approximate the differential system D, then in the
limit of infinitesimal time step they must be identical.
lim
∆t→0
T(∆t)− I
∆t
= D (2.7)
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where I is an identity matrix. This condition is fundamental, because if it is not
satisfied then the initial-value problem of interest is not being modelled. While nec-
essary it is not sufficient, however, because the finite time steps used will produce
errors which cause the solution obtained from computation to deviate from the true
differential solution.
2.3.2 Accuracy
Accuracy is limited by rounding and truncation errors.
Rounding Error
Rounding error is introduced by the computer representation of numbers, which uses
a discrete number of bits (usually 32, or 64 when using double precision). Arithmetic
in this floating-point form (where 1 bit is used for representing the sign of the number,
8 bits for the exponent and 23 bits for the mantissa: the fractional values after an
assumed leading 1. in the significand) is not exact (Carter 2006). Accuracy is limited
by the 23-bit mantissa, which is equivalent to about 7 decimal places (log10(2
23) =
6.92), so rounding error is not usually a major issue, but can become important in the
limit of very small (or large) numbers, and in particular their summation order. The
smallest decimal value that can be represented is ∼ 10−35 (the largest being ∼ 1035).
A number that is 7 orders of magnitude smaller than another cannot effectively be
added to it (10−7+1 still equals 1), so numbers should ideally be added from smallest
to next smallest and upwards to largest, to minimise this effect.
Using double precision (twice as many bits to represent numbers) can reduce
these effects, introducing a trade-off between accuracy and memory usage (a compo-
nent of efficiency). Double precision uses an 11-bit exponent and a 52-bit mantissa,
giving log10(2
52) = 15.65 decimal places, and ∼ 10±308 as the size limit.
Mathematics assumes infinite precision, which is not possible on a computer;
while (a+b)−b = a mathematically, this might not be the case on a computer due to
rounding error. Floating-point operations possess many intricacies (the decimal value
0.1 is infinitely recurring when represented in binary: 0.000110) but the conclusion
may be stated simply: computer arithmetic is not exact.
Truncation Error
Truncation errors are introduced by the finite difference approximation and by dis-
cretisation.
The order to which the Taylor expansion is taken fundamentally limits the
accuracy of a numerical method. A scheme of sufficiently high order should be chosen,
to minimise the effects of truncation error from cutting off the higher-order terms of
the Taylor expansion. With first-order schemes, errors are ∼ ∆t, while with second-
order schemes, errors are ∼ (∆t)2.
When continuous variables are discretised in time and space they suffer from
incomplete representation. Any behaviour on timescales shorter than the time step,
or on size scales smaller than the spatial resolution length, cannot be resolved. These
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cut-off points in resolution are also sources of truncation errors. The time step ∆t
and the spatial resolution length (cell or particle size) should be sufficiently small to
minimise truncation errors.
2.3.3 Efficiency
Computers are finite in processing power and memory capacity, so it is not feasible
to use an arbitrarily complex integration scheme. Efficiency is defined as the total
number of operations required to obtain the solution per unit time of the problem.
While efficiency is decreased by using a more complicated higher-order integration
scheme, accuracy may be increased, so a suitable compromise between efficiency and
accuracy must be settled upon. For simple problems it is appropriate to use sophis-
ticated high-order schemes, but for systems with many variables it is necessary to
compromise accuracy for efficiency in order to obtain a solution in a reasonable time
span.
2.3.4 Stability
Stability determines whether small errors (from rounding and truncation) can grow
without bound. If an integration scheme can produce a solution which is not bounded
then the result can be catastrophic, and the scheme is numerically unstable. If an
error is amplified with each time step, it will swamp the solution and invalidate the
result. For an error ǫ (in general an error vector)
ǫ(t+∆t) = Aǫ(t) (2.8)
where A is the amplification factor (in general an amplification matrix, related to the
integration operator T). For a numerical method to be stable, any small error at any
stage must produce a smaller cumulative error. If it grows larger, it is numerically
unstable. Stability therefore requires |A| ≤ 1.
In the general case of an amplification matrix, error eigenvectors are related
between time steps by the eigenvalues Ai, so numerical stability requires that every
eigenvalue individually satisfies |Ai| ≤ 1.
2.4 Integration Schemes and their Properties
We will investigate a variety of basic integration schemes and use them to solve a single
first-order ordinary differential equation (ODE) in order to examine their stability (by
calculating their error amplification factor A).
Our initial value problem is therefore
ds
dt
= f(s, t) (2.9)
where s = s(t) is now a scalar state variable (rather than a vector), with an initial
value s(t = 0) = s0, and f is a function (in place of the matrix operator D).
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Integrating this ODE between time steps tn and tn+1 = tn +∆t gives
sn+1 = sn +
∫ tn+1
tn
f(s, t)dt (2.10)
We must now approximate the integral using some form of integration scheme.
2.4.1 The Euler Scheme
The simplest procedure is to approximate the integrand f(s, t) as f(sn, tn) across the
whole of the interval tn ≤ t ≤ tn+1, so that
sn+1 = sn + f(sn, tn)∆t (2.11)
This is the Euler scheme (Press et al. 1992). It is accurate to first-order, and
its simplicity makes it very efficient, but we must determine whether it is stable.
If we assume that an error ǫn exists in the state variable sn at time tn then
sn+1 + ǫn+1 = sn + ǫn + f ((sn + ǫn), tn)∆t (2.12)
Assuming that ǫn is small, we can approximate f ((sn + ǫn), tn) with a Taylor
expansion to first order about sn.
f ((sn + ǫn), tn) = f(sn, tn) +
∂f
∂s
ǫn (2.13)
Using the Euler scheme itself to substitute for sn+1, we find that
ǫn+1 = ǫn +
∂f
∂s
∆tǫn (2.14)
The error amplification factor A for the Euler scheme is therefore
A = 1 +
∂f
∂s
∆t (2.15)
For the Euler scheme to be numerically stable, |A| ≤ 1.
If ∂f
∂s
is positive (corresponding to growth equations, where s increases mono-
tonically with time) then it is unstable. The top-left plot in Figure 2.1 demonstrates
this, since all numerical solutions diverge from the analytic solution.
If ∂f
∂s
is negative (corresponding to decay equations, where s decreases mono-
tonically with time) then it is stable if |∂f
∂s
|∆t ≤ 2. This defines an upper limit on
the time step as ∆t ≤ 2/|∂f
∂s
|. With a time step larger than this limit the scheme is
unstable. For example, consider a typical decay equation ds
dt
= − s
τ
, which has the
analytic solution s = e−t/τ , where τ is the decay timescale. The condition for the
Euler scheme to produce a stable numerical solution is ∆t ≤ 2τ . The top-right plot
in Figure 2.1 demonstrates this: numerical solutions satisfying the stability condition
(dashed and short-dashed lines) converge towards the analytic solution, while failing
to satisfy the condition (the dot-dashed line for ∆t = 3τ) allows errors to grow with-
out bound. Note the neutrally stable solution (the dotted line for ∆t = 2τ), just
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Figure 2.1: Normalised demonstration of the stability properties of the Euler scheme.
The solid lines are analytic solutions. For growth and decay equations, the dashed,
short-dashed, dotted and dot-dashed lines are numerical solutions with ∆t = 0.5, 1, 2
and 3 respectively, with the growth or decay timescale normalised to τ = 1. For
oscillation equations, the dashed, short-dashed and dotted lines are numerical solutions
with ∆t = 12ω ,
1
ω and
2
ω respectively, with the oscillation frequency normalised to
ω = 2π to give oscillation period T = 1.
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satisfying the condition, where the solution oscillates between −1 and +1 (about the
asymptotic value of 0) but errors do not grow.
In the case of non-linear equations, where ∂f
∂s
is a function of s, the stability
condition can vary with time. It is then advisable to use a time step ∆t that can vary
with time, in an effort to maintain both numerical stability and optimal efficiency.
If ∂f
∂s
is imaginary then we have an oscillatory equation. When s is complex this
corresponds to a pair of coupled equations, where the real and imaginary components
of s oscillate with time. For example, consider a simple harmonic oscillator, ds
dt
=
−iωs, where s = x + iv and ω is the oscillation frequency. This gives two coupled
first-order equations, dx
dt
= ωv and dv
dt
= −ωx, which may be combined into the
familiar second-order equation d
2x
dt2
= −ωx.
In this oscillatory case, the amplification factor is complex (A = 1 − iω∆t).
In general,
|A| =
√
AA∗ =
√
1 +
(
∂f
∂s
)2
(∆t)2 (2.16)
Here the function should now be expressed as if , in order to correctly account
for the signs involved in multiplying by the complex conjugate. This factor always
exceeds unity, so the Euler scheme is always unstable for oscillatory equations. This
renders it inappropriate for resolving orbital motion, as we shall see in the next chap-
ter. The bottom plots in Figure 2.1 demonstrate this, since all numerical solutions
diverge from the analytic solution.
The Euler scheme is the simplest integration scheme and therefore the proto-
typical example against which others may be compared.
2.4.2 The Leapfrog Scheme
To improve upon the Euler method we need to move to second-order accuracy. This
can be achieved by using an approximation that time-centres the integrand f(s, t) as
f(sn+ 1
2
, tn+ 1
2
) across the whole of the interval tn ≤ t ≤ tn+1, using an intermediate
time step tn+ 1
2
which introduces a two-level formulation.
sn+ 1
2
= sn− 1
2
+ f(sn, tn)∆t (2.17)
sn+1 = sn + f(sn+ 1
2
, tn+ 1
2
)∆t (2.18)
This is the Leapfrog scheme (Potter 1973). It is accurate to second-order, but
has a problem because the initial conditions only specify s0 = s(t = 0) while this
scheme also requires s− 1
2
= s(t = −∆t
2
) to be specified. This can be estimated using
the Euler scheme (s− 1
2
= s0− f(s0, t0)∆t2 ) or ideally some higher-order method (since
the overall accuracy of the Leapfrog scheme is strongly affected by the accuracy of
this initial estimate).
In determining its stability we need only consider the second equation, since
the equations in the two-level formulation are essentially interchangeable.
If an error ǫn exists in the state variable sn at time tn, then
sn+1 + ǫn+1 = sn + ǫn + f
(
(sn+ 1
2
+ ǫn+ 1
2
), tn+ 1
2
)
∆t (2.19)
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Assuming that ǫn is small, we approximate f((sn+ 1
2
+ǫn+ 1
2
), tn+ 1
2
) with a Taylor
expansion to first order about sn+ 1
2
.
f
(
(sn+ 1
2
+ ǫn+ 1
2
), tn+ 1
2
)
= f(sn+ 1
2
, tn+ 1
2
) +
∂f
∂s
ǫn+ 1
2
(2.20)
Using the Leapfrog scheme itself to substitute for sn+1, we find that
ǫn+1 = ǫn +
∂f
∂s
∆tǫn+ 1
2
(2.21)
Within the two-level formulation, ǫn+1 = Aǫn+ 1
2
= A2ǫn, where A is the am-
plification factor, so
A2 = 1 +
∂f
∂s
∆tA (2.22)
There are two roots for the amplification factor A.
A = −1
2
∂f
∂s
∆t±
√(
1
2
∂f
∂s
∆t
)2
+ 1 (2.23)
For the Leapfrog scheme to be numerically stable, |A| ≤ 1 for both roots.
If ∂f
∂s
is real then one of the roots will always be greater than unity, making
the scheme unstable. This makes the Leapfrog scheme inappropriate for growth or
decay equations. The top plots in Figure 2.2 demonstrate this, since all numerical
solutions diverge from the analytic solution.
If ∂f
∂s
is imaginary, as is the case for a simple harmonic oscillator (ds
dt
= −iωs),
then the amplification factor A is complex, and (expressing the function as if) has
magnitude
|A| =
√
AA∗ =
√(
1
2
∂f
∂s
∆t
)2
∓
(
1
2
∂f
∂s
∆t
)2
+ 1 (2.24)
Taking the root with the minus-sign gives A = 1 (which is sufficient for sta-
bility), while the root with the plus-sign gives A =
√
2
(
1
2
∂f
∂s
∆t
)2 − 1. This results in
the stability condition ∂f
∂s
∆t ≤ 2. For the simple harmonic oscillator, ∆t ≤ 2
ω
.
The Leapfrog scheme can therefore be stable for oscillatory equations. This
renders it appropriate for resolving closed orbits, as we shall see in the next chapter.
The bottom plots in Figure 2.2 demonstrate this: numerical solutions satisfying the
stability condition (dashed and short-dashed lines) converge towards the analytic
solution. Note that the neutrally stable solution (dotted line) here allows errors to
grow without bound; this is due to rounding error causing the stability condition
to be broken. Because number representation on a computer is not exact, a certain
buffer of caution should be used to account for this fact. Strange behaviour can occur
as the neutrally stable solution is approached: when ∆t = 1.99
ω
, amplitudes can grow
but then decay, themselves oscillating with an envelope frequency, as shown in Figure
2.3. The buffer of caution should be chosen to screen out such behaviour; ∆t = 1.5
ω
is
probably sufficient.
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Figure 2.2: Normalised demonstration of the stability properties of the Leapfrog
scheme. The solid lines are analytic solutions. For growth and decay equations,
the dashed, short-dashed, dotted and dot-dashed lines are numerical solutions with
∆t = 0.5, 1, 2 and 3 respectively, with the growth or decay timescale normalised to
τ = 1. For oscillation equations, the dashed, short-dashed and dotted lines are nu-
merical solutions with ∆t = 12ω ,
1
ω and
2
ω respectively, with the oscillation frequency
normalised to ω = 2π to give oscillation period T = 1.
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Figure 2.3: Normalised demonstration of the strange behaviour of the Leapfrog scheme
as the neutrally stable solution is approached. The solid lines are analytic solutions.
The dashed lines are numerical solutions with ∆t = 1.99ω , with the oscillation frequency
normalised to ω = 2π to give oscillation period T = 1.
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Although conditionally stable against unbounded growth in amplitude, it
should be noted that an error in phase does accumulate over time, so a small timestep
∆t is needed to minimise this.
It should also be noted that in the case of non-linear equations, where ∂f
∂s
is a function of s, and the time step ∆t is varied with time (to maintain stability
and efficiency), the Leapfrog scheme ceases to be time-centred due to its two-level
formulation. This can become a source of numerical errors.
Nonetheless it is the simplest and most efficient second-order scheme, and will
be modified in the next chapter to maintain time-centred integration under varying
time steps and to provide stability for open (hyperbolic) orbits.
2.4.3 The Runge-Kutta Scheme
Another approach is to use an approximation that time-centres the integrand with
a two-step scheme, again using an intermediate time step tn+ 1
2
. Unlike the two-
level formulation of the Leapfrog scheme, where the intermediate level forms part
of the solution, here it is essentially an auxiliary calculation. The value of sn is
first extrapolated to the intermediate time step using the Euler scheme, and then
this intermediate value of sn+ 1
2
is used to inform the approximation of the integrand
f(s, t) as f(sn+ 1
2
, tn+ 1
2
) across the whole of the interval tn ≤ t ≤ tn+1, giving
sn+ 1
2
= sn + f(sn, tn)
∆t
2
(2.25)
sn+1 = sn + f(sn+ 1
2
, tn+ 1
2
)∆t (2.26)
This scheme is accurate to second-order and, being essentially identical to
the Runge-Kutta method taken to second-order, can be referred to as the Runge-
Kutta scheme (Press et al. 1992). While the Euler scheme is a direct application
of the Taylor approximation of the time integral taken to first-order, this scheme is
essentially a direct application of the Taylor expansion to second-order.
To determine its stability, both steps must be considered.
If an error ǫn exists in the state variable sn at time tn, then
sn+ 1
2
+ ǫn+ 1
2
= sn + ǫn + f ((sn + ǫn), tn)
∆t
2
(2.27)
sn+1 + ǫn+1 = sn + ǫn + f
(
(sn+ 1
2
+ ǫn+ 1
2
), tn+ 1
2
)
∆t (2.28)
Assuming that ǫn is small, we approximate f((sn + ǫn), tn) and f((sn+ 1
2
+
ǫn+ 1
2
), tn+ 1
2
) with Taylor expansions to first order about sn and sn+ 1
2
.
f ((sn + ǫn), tn) = f(sn, tn) +
∂f
∂s
ǫn (2.29)
f
(
(sn+ 1
2
+ ǫn+ 1
2
), tn+ 1
2
)
= f(sn+ 1
2
, tn+ 1
2
) +
∂f
∂s
ǫn+ 1
2
(2.30)
Using the Runge-Kutta scheme itself to substitute for sn+ 1
2
and sn+1, we find
that
ǫn+ 1
2
= ǫn +
∂f
∂s
∆t
2
ǫn (2.31)
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Figure 2.4: Normalised demonstration of the stability properties of the Runge-Kutta
scheme. The solid lines are analytic solutions. For growth and decay equations, the
dashed, short-dashed, dotted and dot-dashed lines are numerical solutions with ∆t =
0.5, 1, 2 and 3 respectively, with the growth or decay timescale normalised to τ = 1.
For oscillation equations, the dashed, short-dashed and dotted lines are numerical
solutions with ∆t = 12ω ,
1
ω and
2
ω respectively, with the oscillation frequency normalised
to ω = 2π to give oscillation period T = 1.
ǫn+1 = ǫn +
∂f
∂s
∆tǫn+ 1
2
(2.32)
Combining these results gives
ǫn+1 = ǫn +
∂f
∂s
∆t
(
1 +
∂f
∂s
∆t
2
)
ǫn (2.33)
Within the two-step formulation, ǫn+1 = Aǫn, where A is the amplification
factor, so
A = 1 +
∂f
∂s
∆t+
(
∂f
∂s
)2
(∆t)2
2
(2.34)
For the Runge-Kutta scheme to be numerically stable, |A| ≤ 1.
If ∂f
∂s
is positive (corresponding to growth equations) then it is unstable. The
top-left plot in Figure 2.4 demonstrates this, since all numerical solutions diverge
from the analytic solution.
If ∂f
∂s
is negative (corresponding to decay equations) then it is stable if |∂f
∂s
|∆t ≤
2. The stability condition constrains the time step ∆t ≤ 2/|∂f
∂s
|. The top-right plot
in Figure 2.4 demonstrates this: numerical solutions satisfying the stability condition
48 Chapter 2. Numerical Methods
(dashed and short-dashed lines) converge towards the analytic solution, while failing
to satisfy the condition (the dot-dashed line for ∆t = 3τ) allows errors to grow
without bound. Note the neutrally stable solution (the dotted line for ∆t = 2τ), just
satisfying the condition, where the solution remains at the initial value of 1 but errors
do not grow.
If ∂f
∂s
is imaginary, as in the case for a simple harmonic oscillator (ds
dt
= −iωs),
then the amplification factor A is complex, and (expressing the function as if) has
magnitude
|A| =
√
AA∗ =
√
1 +
(
∂f
∂s
)2
(∆t)4
4
(2.35)
Since this is always greater than unity, the Runge-Kutta scheme is numerically
unstable for oscillatory equations, but only marginally so because the dependence on
the time step is to the fourth power. The bottom plots in Figure 2.4 demonstrate
this, since all numerical solutions gradually diverge from the analytic solution.
The Runge-Kutta scheme behaves similarly to the Euler scheme in terms of
stability, but gives a higher order of accuracy. While it is a simple and useful method,
it is unfortunately marginally unstable when resolving closed orbits, as we shall see
in the next chapter.
2.4.4 The Implicit Scheme
A different approach is to use an approximation that uses a time-average for the
integrand f(s, t) across the whole of the interval tn ≤ t ≤ tn+1, giving
sn+1 = sn +
1
2
(f(sn, tn) + f(sn+1, tn+1))∆t (2.36)
This scheme is accurate to second-order, but the inclusion of f(sn+1, tn+1)
makes it an implicit method (Potter 1973), and therefore more difficult to implement
than the explicit methods shown so far.
Once the form of f is specified, the equation can be rearranged and solved
algebraically if possible; otherwise it must be solved iteratively to find a consistent
solution. Such iteration comes at considerable computational expense, which hampers
efficiency. Even algebraic solutions typically involve division, which is one of the more
expensive floating-point operations to perform.
To determine its stability, if an error ǫn exists in the state variable sn at time
tn, then
sn+1 + ǫn+1 = sn + ǫn +
1
2
(f(sn + ǫn, tn) + f(sn+1 + ǫn+1, tn+1))∆t (2.37)
Assuming that ǫn is small, we approximate f((sn + ǫn), tn) and f((sn+1 +
ǫn+1), tn+1) with Taylor expansions to first order about sn and sn+1.
f ((sn + ǫn), tn) = f(sn, tn) +
∂f
∂s
ǫn (2.38)
f ((sn+1 + ǫn+1), tn+1) = f(sn+1, tn+1) +
∂f
∂s
ǫn+1 (2.39)
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Figure 2.5: Normalised demonstration of the stability properties of the implicit scheme.
The solid lines are analytic solutions. For growth and decay equations, the dashed,
short-dashed, dotted and dot-dashed lines are numerical solutions with ∆t = 0.5, 1, 2
and 3 respectively, with the growth or decay timescale normalised to τ = 1. For
oscillation equations, the dashed, short-dashed and dotted lines are numerical solutions
with ∆t = 12ω ,
1
ω and
2
ω respectively, with the oscillation frequency normalised to
ω = 2π to give oscillation period T = 1.
Using the implicit scheme itself to substitute for sn+1, we find that
ǫn+1 = ǫn +
1
2
(
∂f
∂s
ǫn +
∂f
∂s
ǫn+1
)
∆t (2.40)
Rearranging this result into the form ǫn+1 = Aǫn gives the amplification factor
A as
A =
1 + 1
2
∂f
∂s
∆t
1− 1
2
∂f
∂s
∆t
(2.41)
For the implicit scheme to be numerically stable, |A| ≤ 1.
If ∂f
∂s
is positive (corresponding to growth equations) then it is unstable. The
top-left plot in Figure 2.5 demonstrates this, since all numerical solutions diverge
from the analytic solution.
If ∂f
∂s
is negative (corresponding to decay equations) then it is unconditionally
stable. Since there is no stability condition, it is stable for any time step, no matter
how large. The top-right plot in Figure 2.5 demonstrates this, since all numerical
solutions converge towards the analytic solution.
If ∂f
∂s
is imaginary then the amplification factorA is complex, and its magnitude
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is
|A| =
√
AA∗ =
√√√√1 + (12 ∂f∂s∆t)2
1 +
(
1
2
∂f
∂s
∆t
)2 (2.42)
Since this is always equal to unity, the implicit scheme is unconditionally
stable for oscillatory equations. The bottom plots in Figure 2.5 demonstrate that,
in its simplest implementation, while errors in the numerical solutions do not grow,
they remain at their initial value. A more sophisticated (and therefore less efficient)
inplementation is required for true convergence.
The unconditional stability of the implicit scheme makes it very desirable,
but this comes with a high computational cost. Fortunately a more efficient explicit
scheme can be constructed which shares similar properties.
2.4.5 The Predictor-Corrector Scheme
The implicit scheme can be made explicit by simply estimating the state at tn+1 (with
a prediction step using the Euler scheme or some higher-order method) as s˜n+1, and
then using that to calculate a f(s˜n+1, tn+1) term which can be used to time-average
the solution sn+1 (in a correction step).
s˜n+1 = sn + f(sn, tn)∆t (2.43)
sn+1 = sn +
1
2
(f(sn, tn) + f(s˜n+1, tn+1))∆t (2.44)
This is the Predictor-Corrector scheme (Press et al. 1992). It is accurate to
second-order, and its explicit form makes it more efficient.
To determine its stability, both steps must be considered.
If an error ǫn exists in the state variable sn at time tn, then
s˜n+1 + ǫ˜n+1 = sn + ǫn + f((sn + ǫn), tn)∆t (2.45)
sn+1 + ǫn+1 = sn + ǫn +
1
2
(f((sn + ǫn), tn) + f((s˜n+1 + ǫ˜n+1), tn+1))∆t(2.46)
Assuming that ǫn is small, we approximate f((sn + ǫn), tn) and f((s˜n+1 +
ǫ˜n+1), tn+1) with Taylor expansions to first order about sn and s˜n+1.
f ((sn + ǫn), tn) = f(sn, tn) +
∂f
∂s
ǫn (2.47)
f ((s˜n+1 + ǫ˜n+1), tn+1) = f(s˜n+1, tn+1) +
∂f
∂s
ǫ˜n+1 (2.48)
Using the Predictor-Corrector scheme itself to substitute for s˜n+1 and sn+1,
we find that
ǫ˜n+1 = ǫn +
∂f
∂s
∆tǫn (2.49)
ǫn+1 = ǫn +
1
2
(
∂f
∂s
ǫn +
∂f
∂s
ǫ˜n+1
)
∆t (2.50)
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Figure 2.6: Normalised demonstration of the stability properties of the Predictor-
Corrector scheme for oscillation equations. The solid lines are analytic solutions. The
dashed, short-dashed and dotted lines are numerical solutions with ∆t = 12ω ,
1
ω and
2
ω respectively, with the oscillation frequency normalised to ω = 2π to give oscillation
period T = 1.
Combining these results gives
ǫn+1 = ǫn +
1
2
[
∂f
∂s
ǫn +
∂f
∂s
(
ǫn +
∂f
∂s
∆tǫn
)]
∆t (2.51)
= ǫn
[
1 +
1
2
∂f
∂s
(
2 +
∂f
∂s
∆t
)
∆t
]
(2.52)
Since ǫn+1 = Aǫn, the amplification factor A is
A = 1 +
∂f
∂s
∆t+
1
2
(
∂f
∂s
)2
(∆t)2 (2.53)
This is identical to the Runge-Kutta scheme. In fact, for real functions f , the
schemes are algebraically equivalent and therefore possess the same stability proper-
ties (unstable for growth equations, but stable for decay equations with the condition
∆t ≤ 2/|∂f
∂s
|). These properties have already been seen in the top plots of Figure 2.4.
It would be expected that the same equivalence would hold for oscillatory
equations, and the scheme would be unconditionally unstable like the Runge-Kutta.
This is indeed true for the standard implementation, where the correction step uses
the immediate value and that of the prediction step for its time-averaging. Coupled
equations, however, allow a subtle alteration: one component can use the value from
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the correction step of the other component for its time-averaging, instead of the
prediction step value. Such a trick is not possible for the Runge-Kutta; it uses an
intermediate value rather than time-averaging.
For example, a simple harmonic oscillator has two coupled equations, dx
dt
= ωv
and dv
dt
= −ωx, which are implemented as
x˜n+1 = xn + ωvn∆t (2.54)
v˜n+1 = vn − ωxn∆t (2.55)
for the prediction step. If the correction step is simply implemented as
xn+1 = xn +
1
2
ω(vn + v˜n+1)∆t (2.56)
vn+1 = vn − 1
2
ω(xn + x˜n+1)∆t (2.57)
then the scheme is unconditionally unstable, in exactly the same manner as the Runge-
Kutta scheme (as seen in the bottom plots of Figure 2.4).
Modifying the correction step to
xn+1 = xn +
1
2
ω(vn + v˜n+1)∆t (2.58)
vn+1 = vn − 1
2
ω(xn + xn+1)∆t (2.59)
makes the scheme unconditionally stable, in a similar manner to the implicit scheme.
Alternatively modifying the correction step to
vn+1 = vn − 1
2
ω(xn + x˜n+1)∆t (2.60)
xn+1 = xn +
1
2
ω(vn + vn+1)∆t (2.61)
makes the scheme unconditionally stable in x but only conditionally stable in v, for
∆t ≤ 2/∂f
∂s
. At least this is the case when at t = 0, x(0) = 1 and v(0) = 0. If
instead x(0) = 0 and v(0) = 1 then the first formulation becomes only conditionally
stable in x (but unconditionally stable in v), while the second formulation is now
unconditionally stable. The implicitly treated state component must initially be zero
for unconditionally stability, in order to maintain its average value of zero for all time
steps.
The plots in Figure 2.6 demonstrate this: numerical solutions converge towards
the analytic solution. In the top-right plot, note how using a large time step stabilises
the numerical solution to its average (and initial) value of zero; if instead its initial
value was 1, this time step would be conditionally unstable.
Although stable against unbounded growth in amplitude, it should be noted
that an error in phase accumulates over time, and a small timestep ∆t is needed to
minimise this.
The Predictor-Corrector scheme is therefore a very useful method, capable of
being unconditionally stable when resolving closed orbits, as we shall see in the next
chapter. Although achieving this unconditional stability is dependent upon matching
the implementation to the initial conditions, conditional stability is guaranteed for
any implementation.
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2.4.6 Higher-Order Schemes
More sophisticated schemes exist, such as higher-order Runge-Kutta methods or the
fourth-order Hermite scheme. While they can be useful in performing highly accurate
gravitational N -body calculations, they are not readily applicable to partial differ-
ential equations or fluid dynamics problems. We therefore limit our discussion to
second-order methods.
2.5 Complications
Growing Solutions
Although growth equations have been shown to be unconditionally unstable, it is
technically possible to relax the stability condition (|A| ≤ 1) to allow an error to grow
without bound provided that it always remains smaller than the growing solution.
Higher-Order Equations
Extending these methods to higher-order ODEs is fairly straightforward, since any
equation of order n can be reduced to n first-order ODEs. The stability analysis is
made more complicated, since the error amplification factor A is replaced by an error
amplification matrix A of size n× n, but the results are in line with those discussed
previously, as we shall see in the next chapter.
N-Body Systems
N -body problems complicate the stability analysis further, since they increase the
size of the error amplification matrix by a factor of N . Since gravitation is governed
by a second-order equation, it involves a 2N×2N matrix. The equations are strongly
coupled, so the the matrix is not sparse, and it is difficult to obtain the eigenvalues Ai.
It seems reasonable, however, to extend the results of lower-N systems to higher-N
systems, since stability is most strongly affected by the closest interactions.
Non-Linearity
Non-linear equations affect the stability conditions, making them time-varying. This
means that a variable time step is usually necessary to maintain stability (by being
smaller than the condition requires) and efficiency (by being as large as possible given
the accuracy requirements).
2.6 Partial Differential Equations
Hydrodynamics introduces partial differential equations (PDEs), which have spatial
derivatives and therefore couple points in time and space. The solution s of a PDE
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can therefore be considered as a composition of waves, or Fourier modes in time t
and space x.
s(x, t) = sˆei(ωt−kx) (2.62)
The amplitude of the mode is sˆ. The angular frequency of the mode is ω = 2π
T
,
describing a characteristic period or timescale T . The wavenumber of the mode is
k = 2π
λ
, describing a characteristic wavelength or length scale λ.
The frequency ω can be related to the wavenumber k by a dispersion relation
ω = ω(k). A real value of ω indicates an oscillation or wave mode, while an imaginary
value of ω indicates the growth or decay of a mode.
2.6.1 Wave Propagation
Since we are considering the solution of a PDE to be a superposition of waves, it makes
sense to examine the wave equation as the prototypical example. In one dimension,
∂2s
∂t2
= v2
∂2s
∂x2
(2.63)
The characteristic timescale is the period of the wave, T = 2π
ω
. The character-
istic length scale is the wavelength, λ = 2π
k
.
Introducing a Fourier mode s(x, t) = sˆei(ωt−kx) as a solution to the wave equa-
tion gives the dispersion relation ω = vk, where v is the phase velocity of the wave;
all wave modes propagate at this same speed. Using this result allows the timescale
to be expressed as T = 2π
ω
= 2π
vk
= λv.
Stability analysis can be performed upon any numerical approximation to a
PDE by introducing a Fourier mode sn = sˆne
ikx. Considering modes k separately
essentially allows the analysis to be decoupled from the spatial discretisation involved
in the numerical method.
The mode amplitudes are related by the integration operator T.
sˆn+1 = e
−ikx
T(∆t, h)eikxsˆn (2.64)
Here h is the scale of spatial discretisation, just as ∆t is the scale of discreti-
sation in time. This allows an error amplification matrix A to be determined.
sˆn+1 = A(∆t, h, k)sˆn (2.65)
Diagonalising this matrix A relates the amplitudes of Fourier modes between
time steps. To be stable, a Fourier mode must be bounded. The condition for
stability is therefore that if the amplitude of a Fourier mode is initially finite (at
t = 0) then it must remain finite for all t. The condition on each eigenvalue then
becomes |Ai|n ≤ K, where K is some (positive) finite number and n is the number
of time steps (amplification occurring between each time step), in order to maintain
bounded values. It follows that |Ai| ≤ K1/n, and over a large time duration (n→∞)
this becomes |Ai| ≤ 1.
With non-linear PDEs, stability conditions can vary across space, so that they
then become local conditions for stability.
2.6. Partial Differential Equations 55
2.6.2 Advection
The PDE that describes the convective transport of fluid properties is the advection
equation. In its simplest form (linear and without source terms) in one dimension,
∂s
∂t
= −v ∂s
∂x
(2.66)
Here v is now the centre-of-mass velocity of a fluid element, not a wave phase
velocity. Introducing a Fourier mode again gives the dispersion relation ω = vk.
This allows the characteristic timescale to be expressed as T = 2π
ω
= 2π
vk
= λ
v
, which
simply describes the time taken for a fluid element moving with velocity v to traverse
a distance λ.
The advection equation can be solved numerically using an explicit first-order
scheme.
sn+1(x) = sn(x)− v
2h
(sn(x+ h)− sn(x− h))∆t (2.67)
where we have introduced a spatial discretisation with resolution length h to allow
us to approximate the spatial derivative.
To determine its stability, we introduce a Fourier mode s = sˆeikx,
sˆn+1e
ikx = sˆne
ikx − v
2h
sˆn
(
eik(x+h) − eik(x−h))∆t (2.68)
so
sˆn+1 = sˆn
(
1− iv
h
sin(kh)∆t
)
(2.69)
and this gives the error amplification factor A as
A(∆t, h, k) = 1− iv
h
sin(kh)∆t (2.70)
To satisfy the condition for stability, |A| = |AA∗| ≤ 1, for all wavenumbers k
we must take the maximum of the sine function, so
1 +
v2
h2
(∆t)2 ≤ 1 (2.71)
indicating that this scheme is numerically unstable. While consistent and efficient, it
is nonetheless not appropriate to solve the advection equation.
An alternative explicit first-order method, the Lax scheme (Lax 1954), uses a
spatial average for sn(x), giving
sn+1(x) =
1
2
(sn(x+ h) + sn(x− h))− v
2h
(sn(x+ h)− sn(x− h))∆t (2.72)
Introducing a Fourier mode s = sˆeikx gives
sˆn+1 = sˆn
(
cos(kh)− iv
h
sin(kh)∆t
)
(2.73)
56 Chapter 2. Numerical Methods
and this gives the error amplification factor A as
A(∆t, h, k) = cos(kh)− iv
h
sin(kh)∆t (2.74)
which has magnitude
AA∗ = cos2(kh) +
v2
h2
sin2(kh)(∆t)2 (2.75)
= 1− sin2(kh)
(
1− v
2
h2
(∆t)2
)
(2.76)
To satisfy the condition for stability for all wavenumbers k,
v2
h2
(∆t)2 ≤ 1 (2.77)
which constrains the time step ∆t ≤ h|v| . This is to be expected, since in our method
information can only travel through space at a speed of h
∆t
. Obviously the time step
∆t must be chosen so that this speed is sufficient to transmit information across the
resolution length h, as demonstrated by our constraint, which requires that this speed
be greater than the physical velocity v in order to resolve the convective motion. This
is essentially the Courant-Friedrichs-Lewy condition (Courant et al. 1928).
2.6.3 Diffusion
The PDE that describes the conductive transport of fluid properties is the diffusion
equation. In its simplest form (linear and without source terms) in one dimension,
∂s
∂t
=
∂
∂x
(
κ
∂s
∂x
)
(2.78)
Here κ is the conductivity (coefficient of diffusion). Introducing a Fourier
mode here results in iω = −κk2, which gives the dispersion relation ω = iκk2. The
imaginary value of ω indicates that modes decay in time. This allows the characteristic
timescale of decay to be expressed as T = 2π
ω
= 2π
κk2
= λ
2
2πκ
, which describes the time
taken to diffuse over a distance λ.
The diffusion equation can be solved numerically using an explicit first-order
scheme.
sn+1(x) = sn(x) +
κ
h2
(sn(x+ h)− 2sn(x) + sn(x− h))∆t (2.79)
Introducing a Fourier mode s = sˆeikx,
sˆn+1e
ikx = sˆne
ikx +
κ
h2
sˆn
(
eik(x+h) − 2eikx + eik(x−h))∆t (2.80)
so
sˆn+1 = sˆn
[
1 +
2κ
h2
(
1
2
eikh +
1
2
e−ikh − 1
)
∆t
]
(2.81)
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and this gives the error amplification factor A as
A(∆t, h, k) = 1 +
2κ
h2
(cos(kh)− 1)∆t (2.82)
= 1− 4κ
h2
sin2
(
kh
2
)
∆t (2.83)
To satisfy the condition for stability, |A| ≤ 1, for all wavenumbers k,
4κ
h2
∆t ≤ 2 (2.84)
which constrains the time step ∆t ≤ h2
2κ
. This is to be expected, since in our method
information can only travel through space at a speed of h
∆t
because only values at
x+h and x−h are used to integrate in time by ∆t at position x. Obviously the time
step ∆t must be chosen so that this speed is sufficient to transmit information across
the resolution length h, as demonstrated by our constraint.
The consistency of the method is demonstrated by introducing a Fourier mode
s = sˆei(ωt−kx), giving
sˆn+1e
iω∆t = sˆn
(
1 +
2κ
h2
(cos(kh)− 1)∆t
)
(2.85)
In the limit of small time steps (∆t → 0), where sˆn+1 = sˆn and to first-order
expansion eiω∆t = 1 + iω∆t, it follows that
1 + iω∆t = 1 +
2κ
h2
(cos(kh)− 1)∆t (2.86)
In the limit of large wavelengths (k → 0), then to first-order expansion
cos(kh) = 1− k2h2
2
, giving
iω =
2κ
h2
(
1− k
2h2
2
− 1
)
= −κk2 (2.87)
which gives the expected dispersion relation ω = iκk2, so the method is confirmed as
an approximation to the diffusion equation: it is consistent.
Its accuracy is of order ∆t in time and h2 in space.
2.6.4 Numerical Dispersion and Diffusion
The Lax scheme is a stable approximation to the advection equation, while the simpler
first-order scheme is unstable. Instability in first-order integration stems from the
equations not being time-centred.
We can write the simpler scheme
sn+1(x)− sn(x) = − v
2h
(sn(x+ h)− sn(x− h))∆t (2.88)
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in a second-order accurate form as
1
2
(sn+1(x)− sn−1(x))
+1
2
(sn+1(x)− 2sn(x) + sn−1(x)) = −
v
2h
(sn(x+ h)− sn(x− h))∆t (2.89)
which reveals that it is not quite equivalent to the advective equation but instead
models
∂s
∂t
+
∆t
2
∂2s
∂t2
= −v ∂s
∂x
(2.90)
The lack of time-centred integration gives rise to the second term, which is
where instability arises since it allows errors to grow without bound.
Writing the Lax scheme in a second-order accurate form gives
1
2
(sn+1(x)− sn−1(x))
+1
2
(sn+1(x)− 2sn(x) + sn−1(x)) =
− v
2h
(sn(x+ h)− sn(x− h))∆t
+1
2
(sn(x+ h)− 2sn(x) + sn(x− h)) (2.91)
which, through the inclusion of spatial averaging, models
∂s
∂t
+
∆t
2
∂2s
∂t2
= −v ∂s
∂x
+
h2
2∆t
∂2s
∂x2
(2.92)
as an approximation to the advective equation. This now has a diffusion term which
can counteract the growth term, stabilising the scheme when it is equal to or larger
than the growth term. For a Fourier mode s = sˆei(ωt−kx), this condition for stability
is therefore
∆t
2
ω ≤ h
2
2∆t
k2 (2.93)
which constrains the time step ∆t ≤ hk
ω
. Given the dispersion relation ω = vk, this
is ∆t ≤ h|v| as expected.
When ∆t = h|v| then the terms cancel each other and the approximation con-
verges to the advective equation. Unfortunately when ∆t < h|v| then, despite being
stable, numerical diffusion occurs. This results in modes decaying when they physi-
cally should not. In situations where the stability constraint is a local condition, such
numerical diffusion is difficult to avoid.
The details of numerical effects can be seen by deriving the dispersion relation
for the scheme, by using the Fourier mode s = sˆei(ωt−kx) to get
eiω∆t = cos(kh)− iv
h
sin(kh)∆t (2.94)
In general, ω is complex, so by considering ω = a + ib and equating real and
imaginary parts,
eia∆t = cos(kh)− iv
h
sin(kh)∆t (2.95)
⇒ cos(a∆t) + i sin(a∆t) = cos(kh)− iv∆t
h
sin(kh) (2.96)
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Figure 2.7: Normalised demonstration of numerical dispersion and diffusion for ad-
vection equations. The solid lines are the numerical solutions with v∆th = 1, which
correspond to the analytic solutions. The dashed, short-dashed and dotted lines are
numerical solutions with v∆th =
1
2 ,
1
4 and 2 respectively.
and
e−b∆t = cos(kh)− iv
h
sin(kh)∆t (2.97)
⇒ e−2b∆t = cos2(kh) +
(
v∆t
h
)2
sin2(kh) (2.98)
When ∆t = h
v
then a∆t = kh and e−2b∆t = 1, which gives a = vk and b = 0.
This gives the correct dispersion relation ω = vk, with no imaginary component.
For any other time step, however, it can be seen that the real component of the
dispersion relation becomes non-linear and an imaginary component appears. The
non-linear real component gives rise to numerical dispersion, where modes with differ-
ent wavenumbers propagate with different velocities. The existence of an imaginary
component gives rise to numerical diffusion, where modes with different wavenumbers
are damped by various amounts.
The plots in Figure 2.7 show these effects, with dispersion on the left and
diffusion on the right. Note the negative sign for the damping factor in the numerical
solution when the stability condition is broken (dotted line); this indicates terms that
are growing rather than decaying.
These numerical effects tend to become worse for larger wavenumbers k (short
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wavelength modes), while long wavelength modes (λ≫ h, so kh→ 0) are in reason-
ably good agreement with the true dispersion relation. From the imaginary compo-
nent, numerical diffusion is maximised at kh = π
2
, so λ = 4h is the most strongly
damped mode. The scale of spatial discretisation will therefore affect the results.
Numerical dispersion and diffusion are caused by difference approximations to
differential equations. They are most severe in these first-order methods, and higher-
order methods reduce their effects but do not eliminate them. They are essentially
truncation errors from the Taylor expansion; only by taking an infinite number of
terms would exact convergence with the differential equation be achieved.
2.6.5 Conservative Formulation
Non-linear equations allow for a variety of ways in constructing a difference approxi-
mation to them. Since many PDEs, such as the advective hydrodynamic equations,
are conservative (being derived from principles of conservation), it is sensible to ensure
that their difference approximations are also conservative.
∂s
∂t
= −v ∂s
∂x
(2.99)
This conservative equation may be integrated over finite volume elements of
space-time ∆V∆t so∫ t+∆t
t
dt
∫
V
∂s
∂t
dV = −
∫ t+∆t
t
dt
∫
V
v
∂s
∂x
dV (2.100)
Integrating the left-hand side over time, and applying the divergence theorem
to the right-hand side to make it a surface area integral,∫
V
sn+1dV −
∫
V
sndV = −
∫ t+∆t
t
dt
∫
A
vs · dA (2.101)
The total quantity s within a volume element can be defined as
sn(x)∆V =
∫
V
sndV (2.102)
and the flux s ·dA (where A is area) can be defined by summing over fluxes F through
the adjoining surfaces of N neighbouring volume elements
∑
N
FN (x) =
∫
A
s · dA (2.103)
giving
sn+1(x) = sn(x)−
∫ t+∆t
t
dt
1
∆V
∑
N
FN(x) (2.104)
This defines a conservative difference scheme. All that remains is to determine
a method to evaluate the fluxes such that they can be integrated in time.
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2.6.6 Hyperbolic Equations
The advection equation is hyperbolic. A conservative, explicit first-order accurate
method to approximate it is
sn+1(x) = sn(x)− 1
2h
(Fn(x+ h)− Fn(x− h))∆t (2.105)
where Fn = vsn. We have seen that this scheme is unstable, and previously replaced
it with the Lax scheme.
A time-centred, second-order accurate method can be constructed using the
Leapfrog scheme. Fluxes are defined on the intermediate time step level.
Fn+1/2(x) = F
(
sn+1/2(x)
)
(2.106)
sn+1(x) = sn − 1
h
(
Fn+1/2(x+ h)− Fn+1/2(x− h)
)
∆t (2.107)
sn+1/2(x) = sn−1/2 − 1
h
(Fn(x+ h)− Fn(x− h))∆t (2.108)
The solutions on the two levels are uncoupled and so may freely drift out of
phase. It is therefore advisable to consider only one of the solutions and discard the
other, rather than combining them.
Introducing a Fourier mode s = sˆeikx for the advection equation, where F =
vs, gives
sn+1(x) = sn(x)
(
1− v
h
(
sn+1/2e
ikh − sn+1/2e−ikh
)
∆t
)
(2.109)
The error amplification factor A, using ǫn+1 = Aǫn+1/2 = A
2ǫn, gives
A2 = 1− i2v
h
sin(kh)∆tA (2.110)
which has roots
A = −i v
h
sin(kh)∆t±
√
−
(v
h
sin(kh)∆
)2
+ 1 (2.111)
For stability, AA∗ ≤ 1, and
AA∗ =
(v
h
sin(kh)∆t
)2
−
(v
h
sin(kh)∆t
)2
+ 1 (2.112)
so AA∗ = 1 provided that the term inside the square root is positive (giving a real
result not an imaginary one), which gives the condition
v
h
sin(kh)∆t ≤ 1 (2.113)
Considering all wavenumbers k, we take the maximum of the sine function,
and the time step is contrained to be ∆t ≤ h|v| for stability. This is the Courant
condition.
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2.6.7 Parabolic Equations
The diffusion equation is parabolic. A conservative, explicit first-order accurate
method to approximate it is
sn+1(x) = sn(x) +
κ
h2
(sn(x+ h)− 2sn(x) + sn(x− h))∆t (2.114)
We have seen that this scheme is stable with the condition that ∆t ≤ h2
2κ
.
Note that the time step is limited here by the square of the spatial resolution length;
doubling the spatial resolution quarters the time step, so parabolic equations can
place serious limitations upon computational efficiency.
A time-centred, second-order accurate method can again be constructed using
the Leapfrog scheme.
sn+1(x) = sn +
2κ
h2
(
sn+1/2(x+ h)− 2sn+1/2(x) + sn+1/2(x− h)
)
∆t (2.115)
Introducing a Fourier mode s = sˆeikx for the diffusion equation gives
sn+1(x) = sn
(
1 +
2κ
h2
(
sn+1/2e
ikh + sn+1/2e
−ikh)∆t) (2.116)
The error amplification factor A, using ǫn+1 = Aǫn+1/2 = A
2ǫn, gives
A2 = 1 +
4κ
h2
cos(kh)∆tA (2.117)
which has roots
A = −2κ
h2
cos(kh)∆t±
√(
2κ
h2
cos(kh)∆t
)2
+ 1 (2.118)
For stability, |A| ≤ 1, but the term inside the square root is always positive,
so one of the roots is always greater than unity and the scheme, while consistent, is
unconditionally unstable.
Therefore schemes that are stable for parabolic equations may be unstable
for hyperbolic equations (like the explicit first-order scheme) or vice-versa (like the
Leapfrog scheme). Given that complicated problems may exhibit parabolic, hyper-
bolic and wave-like features, care must be taken in the application of a numerical
approximation.
2.6.8 Elliptic Equations
The PDE that describes boundary-value problems is elliptic. A familiar example is
Poisson’s equation.
∇2φ = −ρ (2.119)
Here the form of the source function ρ (mass density) governs the form of the
gravitational potential φ.
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Using the analogy with wave propagation, gravitational interaction assumes
that information is transported instantaneously, so the timescale for information to
propagate over any length scale is effectively zero (T → 0), making the frequency of
a Fourier mode effectively infinite (ω →∞).
Solving an elliptic equation such as Poisson’s equation using a numerical ap-
proximation results in a matrix equation. This can be solved exactly, using an arith-
metic approach (such as the Gauss elimination method), but is very inefficient for
large matrices, scaling as N3 (Fox 1964). Alternatively an inexact but consistent
solution can be found by iteration to convergence (using Jacobi or Gauss-Seidel iter-
ation, successive over-relaxation, cyclic Chebyshev method, or alternating-direction
implicit method (Potter 1973)), but this can require many iteration steps, which also
limits efficiency.
We shall see in subsequent chapters that gravitation is the most computation-
ally demanding aspect of our astrophysical problem.
2.7 Further Complications
Growing Modes
To account for the possibility of a growing local term in a system of PDEs, the
stability condition |Ai| ≤ 1 may be relaxed to |Ai| ≤ 1 +O(∆t) for all wavenumbers
k and all eigenvalues i (Richtmyer & Morton 1967).
Multi-Dimensional Explicit Methods
Explicit conservative methods can be extended to more than one spatial dimension,
but the Courant-Friedrichs-Lewy condition for stability may need to be modified to
∆t ≤ h|v|√D , where D is the number of spatial dimensions (Potter 1973).
Non-Linearity
Non-linear PDEs affect the stability conditions, making them space-varying as well as
time-varying. This means that a local condition is usually necessary to constrain the
time step. It seems reasonable to take the stability conditions obtained from simple
linear systems (such as the Courant condition) and apply these as local conditions in
more complex non-linear systems.
2.8 Summary
Computer arithmetic is not exact. Whenever a numerical approach is chosen, it is
vital to remember that it is inherently an approximation, and to be aware of the
limitations and shortcomings involved.
Numerical methods must be consistent with the problem they are attempting
to solve, must reach a suitable compromise between accuracy and efficiency, and must
be stable against the unbounded growth of numerical errors. Stability is typically
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conditional, and stability in one regime does not guarantee stability in others. Care
should be taken to ensure that numerical effects such as anomolous dispersion or
diffusion do not contaminate the results.
We have investigated the properties of various integration schemes in simple
situations, and this has served to highlight some of the difficulties involved. We can
now begin to apply them to more complicated problems, with an understanding of
the hazards allowing us to proceed with suitable caution.
In the next chapter we will apply numerical integration to gravitational prob-
lems, starting with the two-body problem (which can be solved analytically) before
modelling a stable three-body system and an N -body sphere in freefall collapse.
“The proof of the pudding
is in the eating.”
British proverb
Chapter 3
Gravity
In this chapter we use numerical methods to solve gravitational problems. Since our
aim is to model self-gravitating gas, this forms a vital component of the investigation.
By considering the simple two-body problem, which has an analytic solution,
integration schemes may be studied comparatively and in detail to reveal their merits
and flaws.
An N-body computer program is developed in stages to reveal the issues in-
volved in writing a numerical code, and the concepts of adaptive timestepping and
gravitational softening are introduced.
3.1 The Theory of Gravity
Although gravity is the weakest of the fundamental forces, it is the most important
in astrophysics because it dominates at large scales. The weak and strong nuclear
forces are intrinsically short range, and only affect the sub-atomic domain. The
electromagnetic force, while a long range force like gravity, and considerably stronger,
can be both attractive and repulsive, so it ultimately cancels out in neutral matter
and is only of concern when there is a significant degree of ionisation. Gravity, for
all its weakness, is always attractive, and so the more matter involved, the more
important it becomes. At astronomical scales its importance becomes overwhelming.
3.1.1 Kepler’s Laws of Planetary Motion
The theory of gravity was itself born out of astronomical observations. Using the ob-
servational data of planetary motions accumulated by Tycho Brahe, Johannes Kepler
showed that the planets did not orbit in circles, and formulated his three laws.
1. The planets have elliptical orbits, with the Sun at one focus.
An ellipse has two foci, and is described when the sum of the distances from each
focus is constant. Its shape is described by the eccentricity e, defined as the ratio of
the focus-to-centre distance with the semi-major axis a.
The orbit equation, describing the locus of an ellipse, can be obtained from its
geometry by applying the cosine rule to the triangle formed by a point on the ellipse
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Figure 3.1: Solutions of the orbit equation. The smallest orbit is a circular orbit
solution for e = 0. The larger closed orbit is an elliptical orbit solution for e = 12 .
The open orbit passing through the origin is a parabolic orbit solution for e = 1. The
remaining open orbit is a hyperbolic orbit solution for e = 2. The star point at the
origin indicates the occupied focus.
and the two foci. Polar coordinates are used, with r being the distance from the focus
to the point on the ellipse and θ being the true anomaly (angle from perihelion).
r =
a(1− e2)
1 + e cos θ
(3.1)
This equation describes an elliptical orbit when 0 < e < 1, with the occupied
focus somewhere between the centre and the orbital path. When e = 0, it describes
a circular orbit, with the focus at the centre. When e = 1, it describes a parabolic
orbit, with the focus on the orbital path. When e > 1, it describes a hyperbolic orbit,
with the focus outside the orbital path.
Circular and elliptical orbits have finite perimeters, forming closed orbits.
Parabolic and hyperbolic orbits are infinite, and therefore open orbits. Figure 3.1
shows all four types of solutions to the orbit equation. These analytic solutions will
be used later to examine the stability of numerical solutions to the gravitational
two-body problem of a planet orbiting a star.
2. The position vector from the Sun to a planet sweeps out equal areas in
equal times.
It follows that the orbital velocity v = r dθ
dt
∼ r−1 (indicating that a planet moves
fastest at perihelion) and that the specific angular momentum of the planet h =
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r × v = r2 dθ
dt
is constant, so Kepler’s second law is essentially a statement of the
conservation of angular momentum.
3. The cube of the semi-major axis of the orbit is proportional to the
square of the sidereal period.
a3 = kT 2, where k is Kepler’s constant.
3.1.2 Newton’s Law of Gravitation
Isaac Newton, using his laws of motion, considered how Kepler’s laws worked. To do
this, the radial component of the acceleration of an orbiting planet must be considered.
ar =
d2r
dt2
− r
(
dθ
dt
)2
=
d2r
dt2
− h
2
r3
(3.2)
The second derivative can be calculated by implicit differentiation of the re-
ciprocal of the orbit equation, and ultimately leads to
ar =
h2
r2
(
e cos θ
a(1− e2) −
1
r
)
= − h
2
a(1− e2)
1
r2
(3.3)
The radial acceleration is negative (directed towards the occupied focus along
r), and proportional to r−2. This indicates that the planet is under the influence of a
force acting towards the occupied focus which obeys an inverse square law. Expressed
in terms of Kepler’s constant:
ar = −4π
2k
r2
(3.4)
Introducing ideas from Newton’s equations of motion (of force being propor-
tional to inertial mass, and of action and reaction being equal and opposite) gives rise
to the concept of mutually interacting pairs of masses (m1 and m2) and the inverse
square law of gravitation.
Fr = −Gm1m2
r2
(3.5)
where G is the gravitational constant (6.67× 10−11m3 kg−1 s−2).
In vector form, Newton’s law of gravitation is
F1 = m1
d2r1
dt2
= − Gm1m2|r1 − r2|3 (r1 − r2) (3.6)
Since the law of gravitation is essentially derived from Kepler’s laws, it follows
that the orbit equation is the solution to the equation of motion for a system of two
gravitationally interacting bodies, where the reference frame is chosen such that one
body occupies a focus while the other body orbits about it.
It is also interesting to reflect that Newton’s theory (published in 1687) was
based upon Kepler’s work (published from around 1605 to 1619) building upon the
earlier observations of Brahe. One of the most fundamental theories from the dawn
of modern physics in the 17th century ultimately developed from observations by a
16th century astronomer who had worked with a geocentric conception of the solar
system.
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3.2 The Two-Body Problem
Any self-gravitating system can ultimately be considered as an ensemble of mass
elements whose masses m, positions r and velocities v are all known at some initial
point in time t = 0. To determine how the system evolves, for each mass element we
make the simplifying assumption that its mass does not vary, and need to find r and
v as functions of t, which entails solving its equation of motion.
For a system of N mass elements we have a system of N second-order ordinary
differential equations, all coupled to each other via the law of gravitation; such a
system cannot be solved in general by analytic means, so only a numerical method can
provide us with the answer. When fluid dynamics is incorporated in the next chapter,
partial differential equations appear, making the situation even more complicated.
For the simplest case of a binary star system, where N = 2 and each mass
element represents a star, we have a pair of coupled equations. By describing the
state of this system in terms of relative positions and velocities we can reduce this to
a single equation which has an analytic solution. This two-body problem can then be
used as a basis for comparison with numerical solutions, to ensure convergence with
the analytic solution.
Given a system of two stars with masses m1 and m2, initial positions r1 and
r2, and initial velocities v1 and v2, we set out to determine their subsequent motions.
Each star experiences a gravitational force towards the other star, so their
equations of motion are
d2r1
dt2
= − Gm2
(r1 − r2)2
r1 − r2
|r1 − r2| (3.7)
d2r2
dt2
= − Gm1
(r2 − r1)2
r2 − r1
|r2 − r1| (3.8)
Using the relative position (i.e. separation) r = r2 − r1 gives
d2r1
dt2
=
Gm2
r3
r (3.9)
d2r2
dt2
= −Gm1
r3
r (3.10)
Consideration of the gravitational forces experienced by each body reveals that
they are equal and opposite, as expected:
m1
d2r1
dt2
+m2
d2r2
dt2
= 0 (3.11)
This can be written as
d2
dt2
(m1r1 +m2r2) = 0 (3.12)
Comparing this with the position of the centre-of-mass of the system
rCoM =
m1r1 +m2r2
m1 +m2
(3.13)
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reveals that d
2
rCoM
dt2
= 0, so the centre of mass experiences no acceleration, remaining
at rest or at uniform velocity, and can be used as an inertial reference frame. Within
this frame, the equation of motion for the separation is
d2r
dt2
=
d2r2
dt2
− d
2r1
dt2
= −Gm1
r3
r− Gm2
r3
r = −G(m1 +m2)
r3
r (3.14)
This is essentially the same as the law of gravitation for a body of negligible
mass in orbit around a body of mass (m1 + m2), so the analytic solution for this
system must be the orbit equation.
3.2.1 Numerical Stability
The binary system can be described by a state vector s(t), where s = (r(t),v(t))
describes the separation and effective orbital velocity (the orbital velocity of one
body in the rest frame of the other body). If at time t = 0 the initial separation and
effective orbital velocity are supplied, the subsequent orbital evolution at all times t
can be evaluated.
Essentially we are solving
ds
dt
= Ds where D =
(
0 1
−GM|r|3 0
)
(3.15)
with M = m1 +m2 being the total mass of the system. This gives the equations of
motion dr
dt
= v and dv
dt
= −GM
r3
r, which can be solved numerically.
The binary system as described by a second-order ODE, equivalent to two
coupled first-order ODEs, has an error amplification matrix A of size 2× 2.
In general, for an integration scheme described by the time integration operator
T(s, δt), errors are related by sn+1+ ǫn+1 = T(sn+ ǫn,∆t). Assuming that ǫn is small,
we approximate the right hand side with a Taylor expansion to first order about sn.
T(sn + ǫn,∆t) = T(sn,∆t) +
(
∂
∂sn
(Tsn)
)
ǫn (3.16)
Since sn+1 = Tsn,
ǫn+1 =
(
∂sn+1
∂sn
)
ǫn (3.17)
The amplification matrix for the binary system is therefore
A =
(
∂rn+1
∂rn
∂rn+1
∂vn
∂vn+1
∂rn
∂vn+1
∂vn
)
(3.18)
Numerical stability is determined by the 2 eigenvalues Ai of this matrix, with
|Ai| ≤ 1 required for stability.(
∂rn+1
∂rn
−A
)(
∂vn+1
∂vn
− A
)
−
(
∂rn+1
∂vn
)(
∂vn+1
∂rn
)
= 0 (3.19)
gives the quadratic equation
A2 −
(
∂rn+1
∂rn
+
∂vn+1
∂vn
)
A−
(
∂rn+1
∂vn
)(
∂vn+1
∂rn
)
= 0 (3.20)
which can be solved to give the two eigenvalues A.
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3.2.2 Initial Conditions
The orbit equation (Equation 3.1) may describe a circle (e = 0), an ellipse (0 < e < 1),
a parabola (e = 1) or a hyperbola (e > 1). The eccentricity e and the semi-major
axis a will determine the initial values of position r and velocity v.
The gravitational potential energy is a maximum at the greatest separation
(apastron), when r = a(1+ e). At this point, the specific kinetic energy is 1
2
h2
r2
. Using
Kepler’s laws, and noting that Kepler’s constant k = GM
4π2
, and the area of an ellipse
A2 = π2a4(1− e2), the specific kinetic energy is 1
2
GMa(1−e2)
r2
.
The total specific energy at apastron is therefore
− GM
a(1 + e)
+
1
2
GM(1− e2)
a(1 + e)2
= −GM
2a
(
2
1 + e
− 1− e
2
(1 + e)2
)
= −GM
2a
(3.21)
Applying conservation of energy, at any point in the orbit
1
2
v2θ −
GM
r
= −GM
2a
(3.22)
Specifying the initial conditions at periastron, when the true anomaly θ = 0
and the distance from the focus is r = a(1− e),
v2θ = GM
(
2
a(1− e) −
1
a
)
= GM
(
2− (1− e)
a(1− e)
)
= GM
1 + e
r
(3.23)
which allows the initial tangential velocity to be calculated.
3.2.3 The Euler Scheme
We will begin by considering the simplest integration scheme: the first-order Euler
method.
rn+1 = rn + vn∆t (3.24)
vn+1 = vn + an∆t (3.25)
where the acceleration an = − GM|rn|3rn is a function of position.
Evaluating the components of the error amplification matrix A gives the eigen-
value equation as
A2 − (1 + 1)A− (∆t)
(
∂an
∂rn
∆t
)
= 0 (3.26)
which gives the eigenvalues
A = 1±
√
1 +
∂an
∂rn
(∆t)2 (3.27)
Since one of these values is always greater than unity, the Euler scheme is
numerically unstable. The plots in Figure 3.2 demonstrate this, since the numerical
solutions strongly diverge from the analytic solution even with a small timestep.
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Figure 3.2: Normalised demonstration of the orbital stability properties of the Euler
scheme. The solid lines are analytic solutions and the dashed lines are numerical
solutions with ∆t = 2π100 over 1000 integration steps. The circle has a radius of 1, and
the ellipse has eccentricity e = 12 giving a semi-major axis of 2.
3.2.4 The Leapfrog Scheme
Moving to second-order, we consider the Leapfrog scheme.
rn+1 = rn + vn+ 1
2
∆t (3.28)
vn+ 1
2
= vn− 1
2
+ an∆t (3.29)
This requires an initial extrapolation for the value of v− 1
2
, which can be made
with an Euler step v− 1
2
= v0 − an∆t2 .
The two-level formulation makes evaluating the components of the error ampli-
fication matrix A complicated, but the stability properties can be shown graphically.
The top plots in Figure 3.3 demonstrate stability with a small timestep. The bottom
plots use a large timestep to reveal deviations from the true orbital path, notably
significant variation in the orbital parameters (eccentricity and semi-major axis) and
the precession of the apastron position.
3.2.5 The Runge-Kutta Scheme
The Runge-Kutta scheme can be implemented to second-order.
rn+1 = rn + vn+ 1
2
∆t (3.30)
vn+1 = vn + an+ 1
2
∆t (3.31)
This introduces a “halfstep” midway between timesteps t and t+∆t, at which
the acceleration must be evaluated to provide the value of an+ 1
2
.
rn+ 1
2
= rn + vn
∆t
2
(3.32)
vn+ 1
2
= vn + an
∆t
2
(3.33)
The halfstep makes evaluating the components of the error amplification ma-
trix A complicated, so the stability properties are shown graphically. The top plots in
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Figure 3.3: Normalised demonstration of the orbital stability properties of the Leapfrog
scheme. The solid lines are analytic solutions and the dashed lines are numerical
solutions over 1000 integration steps with ∆t = 2π100 for the top plots and ∆t =
2π
10 for
the bottom plots. The circle has a radius of 1, and the ellipse has eccentricity e = 12
giving a semi-major axis of 2.
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Figure 3.4: Normalised demonstration of the orbital stability properties of the Runge-
Kutta scheme. The solid lines are analytic solutions and the dashed lines are numerical
solutions over 1000 integration steps with ∆t = 2π100 for the top plots and ∆t =
2π
10 for
the bottom plots. The circle has a radius of 1, and the ellipse has eccentricity e = 12
giving a semi-major axis of 2.
Figure 3.4 demonstrate stability with a small timestep. The bottom plots use a large
timestep to reveal deviations from the true orbital path, and only the inner parts of
the numerical solutions are shown since they are found to be unstable.
3.2.6 The Predictor-Corrector Scheme
The Predictor-Corrector scheme can be implemented by using a prediction step to
extrapolate the position to second-order accuracy using Taylor expansion, and then
calculating the acceleration at this extrapolated position in order to time-average the
velocity solution using a correction step.
rn+1 = rn + vn∆t+ an
(∆t)2
2
(3.34)
vn+1 = vn +
an + an+1
2
∆t (3.35)
Although there is no halfstep, two acceleration values are used in the formula-
tion so evaluating the components of the error amplification matrix A is complicated
and the stability properties are shown graphically. The top plots in Figure 3.5 demon-
strate stability with a small timestep. The bottom plots use a large timestep to reveal
deviations from the true orbital path, notably some variation in the orbital param-
eters (eccentricity and semi-major axis), but much less than was observed with the
Leapfrog scheme, and again the precession of the apastron position.
74 Chapter 3. Gravity
Figure 3.5: Normalised demonstration of the orbital stability properties of the
Predictor-Corrector scheme. The solid lines are analytic solutions and the dashed
lines are numerical solutions over 1000 integration steps with ∆t = 2π100 for the top
plots and ∆t = 2π10 for the bottom plots. The circle has a radius of 1, and the ellipse
has eccentricity e = 12 giving a semi-major axis of 2.
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3.2.7 The Modified Leapfrog Scheme
A modification can be made to the Leapfrog scheme. Instead of using a two-level
formulation with position and velocity on different levels (and acceleration evaluated
on the same level as position), we can choose to evaluate position and velocity on
the same level. This provides an improved solution of the state of the system since
the full state is now known at each timestep, but it requires the acceleration to
be evaluated on a different level for second-order accuracy. The “halfstep” midway
between timesteps t and t+∆t can be used to provide this acceleration an+ 1
2
.
rn+ 1
2
= rn + vn
∆t
2
(3.36)
vn+ 1
2
= vn + an− 1
2
∆t (3.37)
This requires a modification on the first timestep, since a− 1
2
is not known.
Instead the initial acceleration a0 is evaluated, and v 1
2
= v0 + a0
∆t
2
.
The halfstep acceleration can then be used to evaluate the subsequent velocity,
and this can be used to time-average the position solution in a similar manner to the
Predictor-Corrector scheme.
vn+1 = vn + an+ 1
2
∆t (3.38)
rn+1 = rn +
vn + vn+1
2
∆t (3.39)
The halfstep makes evaluating the components of the error amplification ma-
trix A complicated, so the stability properties are shown graphically. The top plots
in Figure 3.6 demonstrate stability with a small timestep. The bottom plots use a
large timestep to reveal deviations from the true orbital path, notably some small
variation in the orbital parameters (eccentricity and semi-major axis), but less than
was observed with the Predictor-Corrector scheme, and again the precession of the
apastron position. The ubiquitous apastron precession is due to the accumulation
of phase errors; while it might be minimised with a small timestep it will never be
eliminated.
The traditional Leapfrog scheme can be described as a “kick-drift-kick” im-
plementation (KDK), since the acceleration is evaluated on the fullsteps (giving the
“kick”) but not the halfsteps (where it simply “drifts”). The modified Leapfrog
scheme can therefore be described as a “drift-kick-drift” implementation (DKD)
(Springel 2005). Since this modified Leapfrog scheme can be expressed as a form of
Predictor-Corrector (predicting the velocity and correcting the position), the Predictor-
Corrector scheme in Section 3.2.6 (predicting the position and correcting the velocity)
could also be expressed as a modified Leapfrog with a KDK implementation.
3.2.8 Conservation of Energy
While a reasonable idea of stability can be gained from these observations of the
position vector as a function of time, it is perhaps more easily seen via examination
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Figure 3.6: Normalised demonstration of the orbital stability properties of the Modified
Leapfrog scheme. The solid lines are analytic solutions and the dashed lines are numer-
ical solutions over 1000 integration steps with ∆t = 2π100 for the top plots and ∆t =
2π
10
for the bottom plots. The circle has a radius of 1, and the ellipse has eccentricity e = 12
giving a semi-major axis of 2.
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of a scalar quantity. Energy is the obvious choice since it is an orbital constant.
Stability can therefore be gauged by how well energy is conserved.
Since the conservation of energy is a consequence of a system being symmetric
with respect to time through the application of Noether’s theorem, it follows that
time symmetry should be a good indicator of stability for an integration scheme. If
an integration scheme is time-symmetric then stepping backwards in time, using a
timestep of −∆t, will return the system to its initial state.
For the Euler scheme,
rn+1 − vn+1∆t = (rn + vn∆t)− vn+1∆t 6= rn
vn+1 − an+1∆t = (vn + an∆t)− an+1∆t 6= vn (3.40)
so it is not time-symmetric, and its numerical instability comes as no surprise.
For the Leapfrog scheme,
rn+1 − vn+ 1
2
∆t = (rn + vn+ 1
2
∆t)− vn+ 1
2
∆t = rn
vn+ 1
2
− an∆t = (vn− 1
2
+ an∆t)− an∆t = vn− 1
2
(3.41)
so it is time-symmetric between states (rn,vn− 1
2
) and (rn+1,vn+ 1
2
).
For the Runge-Kutta scheme,
rn+1 − vn+ 1
2
∆t = (rn + vn+ 1
2
∆t)− (vn+1 + 12)∆t = rn
vn+1 − an+ 1
2
∆t = (vn + an+ 1
2
∆t)− an+ 1
2
∆t = vn
(3.42)
so it is time-symmetric between states (rn,vn) and (rn+1,vn+1).
For the Predictor-Corrector scheme,
rn+1 − vn+1∆t+ an+1 (∆t)
2
2
= (rn + vn∆t+ an
(∆t)2
2
)−
(vn +
an+an+1
2
∆t)∆t+ an+1
(∆t)2
2
= rn
vn+1 − an+1+an2 ∆t = (vn + an+an+12 ∆t)−
an+1+an
2
∆t = vn
(3.43)
so it is time-symmetric between states (rn,vn) and (rn+1,vn+1).
For the modified Leapfrog scheme,
vn+1 − an+ 1
2
∆t = (vn + an+ 1
2
∆t)− an+ 1
2
∆t = vn
rn+1 − vn+1+vn2 ∆t = (rn + vn+vn+12 ∆t)− vn+1+vn2 ∆t = rn
(3.44)
so it is time-symmetric between states (rn,vn) and (rn+1,vn+1).
The Euler scheme is clearly unsuitable for resolving orbital motion, but the
time-symmetric second-order schemes all seem capable of doing so, given a small
enough timestep. As seen previously in Figures 3.3 to 3.6, with an arbitrarily chosen
time resolution of 100 timesteps per orbit, all the second-order schemes satisfactorily
resolved the circular and elliptical orbits.
The specific energy of the orbiting body is 1
2
v2 − 1
r
, giving a value of −1
2
for
the circular orbit and −1
4
for the elliptical orbit with eccentricity 1
2
. Inspecting this
energy, as shown in Figure 3.7, reveals details about each scheme. Note that for the
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Figure 3.7: Energy conservation of integration schemes. In the top plots the solid lines
are the Euler scheme, the dashed lines are the Runge-Kutta scheme and the short-
dashed lines are the Leapfrog scheme. In the bottom plots the solid lines are the
Predictor-Corrector scheme and the dashed lines are the modified Leapfrog scheme.
Numerical solutions using ∆t = 2π10 are shown for all schemes, except the Euler scheme
which is shown for ∆t = 2π100 . The circular orbit has specific energy −12 and the
elliptical orbit has specific energy −14 .
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Leapfrog scheme the velocity is interpolated between timesteps in order to evaluate
the kinetic energy at the same time as the gravitational potential energy.
The Euler scheme is clearly unstable, demonstrating catastrophic growth of
energy; this growth is most pronounced at each periastron in the elliptical orbit, since
this is the point of maximum velocity.
The Runge-Kutta scheme also demonstrates instability, with a similar energy
boost at each periastron leading to the catastrophic results observed in Figure 3.4.
The Leapfrog scheme demonstrates stability, but with significant errors cor-
responding to the orbital paths observed in Figure 3.3. In the circular orbit the
eccentricity appears to oscillates between ∼ 0 at perisatron and ∼ 0.2 at apastron,
with the apastron itself precessing. Such oscillation between two distinct solution
types is an unfortunate side-effect of the two-level formulation of the scheme. The
elliptical orbit fares even worse, oscillating between different elliptical solutions, with
a systematic error probably introduced by the initial extrapolation step, but it is still
ultimately stable.
The Predictor-Corrector scheme demonstrates stability, with only small errors.
The circular orbit periodically develops slight eccentricity with a precessing apastron.
The elliptical orbit develops increased eccentricity at apastron but returns to the
correct value at periastron, again with a precessing apastron.
The modified Leapfrog scheme behaves similarly to the Predictor-Corrector
scheme, but with errors smaller by a factor of ∼ 4.
Although these stable schemes are all time-symmetric, note that they only
conserve energy exactly (within the limits of rounding error) at the point of completion
of each orbit. During each orbit the energy may vary greatly, as is particularly
apparent in the behaviour of the Leapfrog scheme.
Figure 3.8 reveals the behaviour with a small timestep, when all the second-
order schemes appeared to resolve the orbital paths correctly.
The marginal instability of the Runge-Kutta scheme is demonstrated, with
unbounded growth of energy. This quickly exceeds the small systematic error of the
stable Leapfrog scheme for the circular orbit, but for the elliptical orbit the error
growth is slower. Such comparative behaviour is to be expected given the analysis
of these two schemes in the previous chapter: the Runge-Kutta scheme was shown
to be marginally unstable for oscillatory equations, while the Leapfrog scheme was
conditionally stable (∆t ≤ 2
ω
). A circular orbit is essentially simple harmonic oscil-
lation, and so the worst case scenario for the Runge-Kutta scheme and the best case
scenario for the Leapfrog scheme. The elliptical orbit plot indicates that eccentricity
effectively damps the error growth for the Runge-Kutta scheme and amplifies the
energy deviations for the Leapfrog scheme.
The bottom plots show the Predictor-Corrector and modified Leapfrog schemes
approaching the accuracy limit of rounding error for the circular orbit, as suggested
by the very small values and the quantised nature of fluctuations. The elliptical orbit
plot indicates that eccentricity amplifies the energy deviations for these schemes too.
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Figure 3.8: Energy conservation of second-order integration schemes using a small
timestep. In the top plots the solid lines are the Runge-Kutta scheme and the dashed
lines are the Leapfrog scheme. In the bottom plots the solid lines are the Predictor-
Corrector scheme and the dashed lines are the modified Leapfrog scheme. Numerical
solutions using ∆t = 2π100 are shown for all schemes. The circular orbit has specific
energy −12 and the elliptical orbit has specific energy −14 .
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Figure 3.9: Symplectic behaviour of integration schemes. Numerical solutions of the
circular orbit using ∆t = 2π100 are shown for all schemes, with the z component of
dp× dq plotted.
3.2.9 Symplectic Integration
The Leapfrog schemes and the Predictor-Corrector scheme are found to be symplectic
integration schemes, since they conserve a Hamiltonian (H = T + V ) only slightly
perturbed from the original one. This effectively means that they preserve the correct
phase space in terms of position q and momentum p as defined by the solution of
Hamilton’s equations dq
dt
= ∂H
∂p
and dp
dt
= −∂H
∂q
.
The strict definition of a symplectic integration scheme is one that conserves
dp × dq, since that is the conserved quantity in the time evolution of Hamilton’s
equations due to its symplectomorphism.
Figure 3.9 reveals the behaviour with a small timestep, plotting the time evo-
lution of dp × dq. Since the circular orbit is restricted to the (x, y) plane, only the
z component of dp × dq is non-zero. The Euler and Runge-Kutta schemes reveal
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growth instability, showing that they are not symplectic. The Leapfrog, Predictor-
Corrector and modified Leapfrog schemes demonstrate deviations of ∼ 10%, ∼ 0.4%
and ∼ 0.15% respectively, and are symplectic. This makes them well-suited to deter-
mining the long-term evolution of chaotic systems.
3.2.10 Assessment
The Euler scheme is catastrophically unstable (it is unconditionally unstable, and
rapidly deviates from the correct orbital path even when a small timestep is used, as
seen in Figure 3.2), and therefore clearly not suitable for resolving orbital motion.
The Runge-Kutta scheme is relatively inefficient, requiring two acceleration
evaluations every timestep (on both the halfstep and fullstep), and also marginally
unstable and not symplectic, making it a poor choice.
The Leapfrog scheme is more efficient, requiring only one acceleration evalu-
ation every timestep, relatively stable and symplectic, but its two-level formulation
makes it a dubious choice, since it oscillates between two distinct solution types.
The Predictor-Corrector scheme is also efficient, requiring only one accelera-
tion evaluation each timestep, and a reasonable choice.
The modified Leapfrog scheme is equally efficient, requiring only one acceler-
ation evaluation each timestep (on the halfstep but not the fullstep). This midpoint
evaluation, consequently allowing the correction step to be applied to position rather
than velocity, appears to improve the performance by a factor of ∼ 4 with respect to
the Predictor-Corrector scheme in terms of energy conservation. This lower deviation
in energy and phase space makes it our method of choice. It also has an established
pedigree, having been used in GADGET (Springel, Yoshida & White 2001).
3.2.11 Open Orbits
A circular orbit is essentially a simple harmonic oscillation, and an elliptical orbit is
closed and therefore also oscillatory. A parabolic or hyperbolic orbit is open, however,
and therefore not oscillatory; tending towards infinity, it essentially corresponds to
a growing solution. From the analysis in the previous chapter, we recall that none
of the integration schemes are capable of producing stable numerical solutions for
growth equations.
Figure 3.10 shows how the numerical solutions diverge from the analytic solu-
tions. For the parabolic orbit the Euler scheme performs particularly badly, and the
Runge-Kutta scheme slightly better than the other second-order schemes, although
all diverge strongly from the true solution, tending towards hyperbolic paths. For the
hyperbolic orbit all schemes diverge from the true solution, tending towards excess
orbital energy, although the Runge-Kutta scheme performs slightly better than the
others.
The better performance of the Runge-Kutta scheme relative to the others
implies that the eigenvalues of its error amplification matrix A have a weaker depen-
dence on the timestep ∆t in the asymptotic case (where position r → ∞, velocity
v → constant and acceleration a → 0), through the influence of the partial deriva-
tives of the acceleration with respect to position and velocity as they appear in the
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Figure 3.10: Normalised demonstration of the stability properties of integration
schemes for open orbits. The solid lines are analytic solutions and the dashed lines
are numerical solutions with ∆t = 2π100 . The hyperbola has an effective eccentricity of
2. In the top plots the dashed lines are the Euler scheme, the short-dashed lines are
the Leapfrog scheme and the dotted lines are the Runge-Kutta scheme. In the bottom
plots the dashed lines are the Predictor-Corrector scheme and the short-dashed lines
are the modified Leapfrog scheme.
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components of A.
Regardless of this, no numerical method handles growth solutions well. Open
orbits and other problems involving expansion out towards infinity should therefore
be avoided if possible. Fortunately most astrophysical scenarios involve closed orbits
and collapse towards singularity, which correspond to oscillatory and decay solutions,
and these are within the capabilities of numerical methods.
3.2.12 Stability Condition
The Leapfrog scheme is conditionally stable if ∆t ≤ 2
ω
. Recall, however, that as
the neutrally stable value is approached the error amplitudes periodically fluctuate,
which in turn affects the stability condition. Accounting for this, and aiming to be
conservative enough to resolve ∼ 1000 orbits, a condition ∆t . 0.68
ω
will suffice for a
circular orbit. Since ω = 2π
T
, this is equivalent to requiring that the orbital period
T is resolved by at least 10 timesteps: ∆t ≤ T
10
. This forms a useful basic stability
condition for any scheme attempting to resolve orbital motion, and with the modified
Leapfrog scheme will tend to keep orbital migration within ∼ 10%. Better is ∆t ≤ T
100
which, due to the second-order accuracy of the modified Leapfrog scheme, will tend
to keep orbital migration within ∼ 0.1%, an improvement of two orders of magnitude.
3.2.13 The N-Body Problem
Gravitation can be solved analytically for 2 bodies using the orbit equation, because
it can be reduced to a single mutual interaction. With 3, 4, 5 or more bodies this pure
analytic approach is no longer possible, since each body interacts with every other
body and the system of equations becomes non-linear, with 3, 6, 10 or more mutual
interactions, scaling as N
2−N
2
mutual interactions for N bodies.
A numerical method is necessary to solve systems of N bodies when N > 2,
and such N -body methods are commonly used to model the dynamics of stellar
clusters, where gravity is the only significant force. It is this force calculation, scaling
as N
2−N
2
, that provides the main computational difficulty. It is interesting to note
that some early N -body calculations were performed using lightbulbs to represent
stellar masses (Holmberg 1941), with light intensity from all lightbulbs in the system
measured using a photocell as a proxy for the gravitational force, since the intensity
falls off geometrically with the same 1
r2
scaling.
The advent of computers has made force calculation much easier, but it still
remains computationally expensive. The N2 scaling means that doubling the number
of particles quadruples the time taken to calculate forces. Even with the dramatic
advancement of processor speeds, two orders of magnitude in speed are required to
match each order of magnitude increase in particle number.
3.3 Developing an N-Body Code
N -body methods (Aarseth 2003) are in many respects the forerunners of all particle-
based numerical methods, including Smoothed Particle Hydrodynamics. An N -body
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computer code can therefore form the foundation of any other particle-based code,
and is a useful preliminary stage in developing a more sophisticated code.
All the numerical solutions shown so far can be obtained with relatively trivial
computer programs, but developing a computer program to model a self-gravitating
fluid at high resolution is far from trivial.
A fully developed numerical code can be a large and complex entity, tens of
thousands or even hundreds of thousands of lines in length. Fortunately it is possible
for development to be made incrementally, in a modular fashion, using a top-down
approach.
Given the likelihood that any non-trivial program contains at least one bug, it
is worth remembering Kernighan’s Law: debugging is twice as hard as programming,
so it follows that if you write the cleverest possible program then you are, by definition,
not clever enough to debug it.
When developing a complex computer program, it is therefore sensible to pro-
ceed incrementally, allowing for frequent testing and debugging. The first develop-
ment stage of our particle-based code will be to ensure that it can solve an N -body
gravitational problem correctly.
Before we begin to consider the structure of the program itself, we will briefly
consider some fundamental issues: the choice of programming language, the struc-
tures used to store particle data, and the use of compiler flags. We will then begin
development of the main program, considering some key elements (model parameters,
input/output format, memory allocation and dimensionless code units) before imple-
menting the integration scheme, the gravitational calculation and adaptive timesteps.
3.3.1 Programming Languages
Using a computer to apply a numerical method requires it to be supplied with suitable
instructions. These must be written in an appropriate programming language.
There are many programming languages, but they fall into two broad cate-
gories: interpreted languages and compiled languages.
Programs written in interpreted languages are run on-the-fly, line by line, by
an interpreter program. BASIC, Perl, Python and scripting languages such as BASH
are all interpreted languages. Their main advantages are ease of use (being able to
run immediately after being written) and interactivity potential (with the user able
to manipulate the program at run-time). The cost of this is that processing the
instructions line by line is a much slower approach than compiling instructions.
Programs written in compiled languages are converted into machine-code in-
structions before use. Fortran, C and C++ are all compiled languages. The additional
step of compiling source code into machine code before being able to use it adds a
level of complication and removes a level of interactivity, but allows for considerable
gain in performance by transforming the human-readable source-code instructions
into a very efficient computer-processable machine-code form.
For this performance reason, using a compiled language is the method of choice.
Which one to use is ultimately a matter of familiarity and taste.
Fortran has a long tradition of use within the scientific community, and a
good track record when it comes to floating-point operations, compiling to efficient
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machine code. Its Fortran 90 incarnation allows dynamic memory allocation, and
memory management is high-level (easy to use, being controlled by the compiler
more than the programmer). It is somewhat old-fashioned and protective in nature,
typically trading programming flexibility for stability and safety, making it clunky
but robust. Its extensive library of intrinsic mathematical functions and conformable
array operations help to compensate for its otherwise conservative nature.
C is less protective in its use, giving a finer degree of control over memory
management and more flexibility (allowing the use of pointers), albeit with the risk of
more dangerous programming errors. Its lower-level, more general-purpose approach
means it can be more time-consuming to program than Fortran, since more aspects
are ultimately left under the control of the programmer.
C++ is a superset of C, stricter in its checking for errors (and thus more
strongly enforcing good programming practice), and is designed to facilitate an object-
oriented approach. While initially taking longer to learn than C, its new features typi-
cally allow programs to be developed more quickly through the application of modern
programming concepts. Variables can be declared on-the-fly rather than at the start
of a program. Care must be taken in using object-oriented programming, since al-
though it can make things easier from a conceptual (and developmental) standpoint,
it may have a performance cost at run-time, specifically the overhead costs of the
virtual function tables when using polymorphism (Eckel 2000). Fortunately it follows
a strict design philosophy in this regard: you only pay for what you use.
Procedural programming focuses on methods rather than objects, and is based
upon lists of instructions, but has a much greater risk of developing tangled and messy
code. Such “spaghetti” code is difficult to read and debug; it is worth remembering
that code will be read more often than it is written.
Structured programming involves dividing the instructions into subroutines:
methods or functions which are called by the main program or by other routines. Each
such procedure called will typically receive input in the form of arguments and deliver
output in the form of return values. In the ideal case, each subroutine should do one
thing, and do it well. This structured approach becomes much more manageable
than simple sequential programming, especially as a task becomes larger. Modular
programs are much easier to maintain and develop than monolithic ones.
Further advice on programming style can be found in “Writing Scientific Soft-
ware: A Guide to Good Style” (Oliveira & Stewart 2006).
3.3.2 Data Structures
Particle data may be stored in individual arrays (for masses, positions and velocities)
or grouped together. Fortran types, C structures or C++ classes are an option for
grouping together certain particle properties. A similar outcome can be achieved
by using a two-dimensional array to store several particle properties together: one
index denotes the particle number while the other denotes the type of property (mass,
position or velocity). Since a loop over properties will typically be nested inside a
loop over particles, the optimal index order should be chosen: property then particle
number for Fortran (column-major order), or particle number then property for C
(row-major order).
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Data should be stored in an optimal order in memory because gravitational
force calculation is an expensive area of computation. Grouping the properties in-
volved in such calculations contiguously in memory (positions, masses and also grav-
itational softening lengths, described later) is considered to be the most efficient
arrangement.
Global variables, considered dangerous from a programming perspective (since
they cannot be protected from accidental manipulation), are nonetheless a reasonable
choice for particle data, since the majority of subroutines will require access to this
information, but appropriate care should be taken.
3.3.3 Compiler Flags
Since subroutines are favoured over monolithic code it is sensible to write each such
subroutine in its own file. This makes the compilation command very long-winded,
but the process can be simplified by using a Makefile to allow the GNU make utility to
compile the program. This Makefile is actually written in an interpreted programming
language, similar to a shell script, and allows for conditional compilation through
the use of variables referred to as “compiler flags”. By setting different compiler
flags, different sections of code may be compiled, allowing the implementation to be
generalised at the compilation-time level without sacrificing performance at run-time
level.
Consider generalising the number of spatial dimensions, for example, so that
it is not “hard-wired” to one value but can be set by the user to a value of 1, 2 or 3 as
befits the particular problem. This could be achieved by using an integer variable of
the programming language which is referenced whenever the number of dimensions
needs to be known, such as when referencing array elements for positions or veloci-
ties. Unfortunately this referencing operation incurs a small performance cost; while
admittedly very small, it is at great risk of being compounded, particularly within
loops of instructions. Fortunately this can be avoided by instead using a substitution
variable from the Makefile at the compilation level. By setting a compiler flag for
the number of dimensions in the Makefile, it can then be used as a “macro”, with
its value being substituted into the source code wherever the number of dimensions
needs to be known before compilation occurs. This provides the flexibility of a gener-
alised approach without any run-time performance cost. The cost is instead paid at
compilation-time: if the value needs to be changed, the entire program must be re-
compiled with the new value before being run, whereas a variable of the programming
language could be manipulated at run-time. Given that run-times are much greater
than compilation-times (except for the most trivial problems), a macro should clearly
be chosen over a variable.
The issues to consider when deciding between a macro and a variable are that
a macro cannot be changed at run-time (so only constants need be considered) and
that a macro is never type-checked (which might incur a greater risk of errors). If
a value is constant and occurs frequently in the program, such as inside a loop of
instructions, then a macro should be considered. If a value is not constant then a
macro cannot be used, and if it does not occur frequently then any small performance
gain is probably outweighed by the benefits of clarity and type-checking that would
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come with the use of a standard variable.
3.3.4 The Main Program
Using a top-down approach, our program essentially consists of three main parts:
input, integration and output.
Pseudocode (main):
input (supply initial state of system and prepare for integration)
REPEAT
integration (numerically integrate system in time)
output (current state of system)
UNTIL some end condition is satisfied
In the initial input part, we supply any model parameters and the initial
conditions (initial state of the system at time t = 0), and perform other preparations
such as allocating memory for data stuctures, converting to code units and initialising
variables (such as setting time t = 0).
In the integration part, which is inside the main program loop and forms the
core processing element, we perform the calculation itself through the application of
our numerical method in algorithmic form.
In the output part, also inside the main program loop, we deliver the results
of the calculation by writing the state of the system to an output file. This could
be done at every integration step, but since an excessive amount of data might be
produced it is best done conditionally, typically at some periodic interval.
The main program loop continues until some end condition is satisfied, typi-
cally when the integration time t exceeds some pre-defined end point tend.
3.3.5 Parameters
The model parameters could be read in from a file, and might include:
• A run identifier, used to generate output filenames;
• A filename for the file containing the initial conditions;
• An end time tend for the integration (providing the condition to end the main
program loop);
• An output time, used to determine the periodic interval at which output is
made;
• A backup time, used to determine how often output is made for backup pur-
poses, in the event of program failure (typically specified as an interval in terms
of integration steps rather than a physical timescale);
• A timestep multiplier, used to modify any timestep condition;
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• Scaling unit preferences, used to specify the physical units used for scales of
mass, position, velocity, acceleration, time, energy, momentum and so forth,
and also scaling factors for position and mass.
3.3.6 Input/Output Format
Initial conditions and output files should specify the state of the system. This requires
a record of the mass, position and velocity of each particle, in appropriate physical
units as specified by the model parameters, together with the corresponding time t
of the state.
Additional quantities, which are not required for input as initial conditions
(since they are calculated as functions of the state variables) but might be useful to
include in output for diagnostic purposes, include acceleration, energy and momen-
tum.
For large N scenarios, file sizes can become very large: the state of the system
requires N × (2D + 1) variables in D dimensions (1 for mass, D for position and
D for velocity). Significant compression might be possible, particularly if particles
have the same mass (effectively reducing the state to N × 2D variables); favouring
single over double precision halves the data size, and storage in binary form (machine
representation) rather than as formatted output (human readable numbers which,
being strings of characters, can easily increase the data size by a factor of ∼ 2 − 3)
also minimises the data size.
Including acceleration, energy and momentum in the output would signifi-
cantly increase the data size. For this reason, their inclusion is best considered as a
compiler-flagged option. Since energy and momentum could be treated not simply
as particle properties but instead summed to provide system-wide totals, it is rec-
ommended that they be incorporated in this form, providing useful information at
negligible storage cost.
Also note that while binary data saves storage space, a conversion program
to translate them into human readable numbers (formatted in rows and columns) is
advisable, since this allows the data to be plotted quickly and easily with third-party
software such as GNUPLOT. The ability to switch the output between unformatted
binary data (to save space) and formatted data (for ease of use) is recommended as
a compiler-flagged option.
Since memory allocation requires knowledge of the number of particles in the
system, this should be stored at the head of the input file.
In summary, a data file should include a header detailing:
• The number of particles in the system;
• The time t corresponding to the system state;
• Optionally the corresponding integration step n;
• Optional diagnostic information on the energy and momentum of the system.
This is followed by a record of the state of the system:
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• The mass of each particle;
• The position of each particle;
• The velocity of each particle;
• Optionally the acceleration of each particle;
• Optional information on the energy and momentum of each particle.
3.3.7 Memory Allocation
Memory for the data structures to store particle properties (including mass, position,
velocity and acceleration) can only be allocated once the number of particles is known.
Any memory that has been allocated should always be deallocated when it is no
longer needed, to prevent “memory leaks”. In the case of particle data stored in
global variables and in use until the very end of the program, it should automatically
be deallocated when the program ends but it is good practice to explicitly deallocate
it using a final “clean up” subroutine. Memory leaks are one of the most insidious
programming bugs, and the C language is particularly susceptible to them, so it is
recommended that memory management is enforced rigidly.
3.3.8 Code Units
Input and output should be made in physical units, as specified by the scaling unit
preferences in the model parameters. Unfortunately these units often result in very
large or small values being used in computations, which enhances numerical errors and
risks the overflow or underflow of the machine representation of numbers. Numerical
errors can be minimised by keeping computational values close to unity, and this is
achieved by normalising them into dimensionless units referred to as code units.
Conversion between physical units (used in input and output) and code units
(used within the program) must therefore be performed at the input/output inter-
faces.
This first requires a specification of the physical unit for each quantity X used:
mass in solar masses, position in astronomical units, velocity in km s−1 and time in
years, for example. Units for acceleration, energy and momentum may also be needed
for output purposes.
Each such physical unit can be concisely described using the numeric valueXSI
corresponding to its equivalent in SI units: a solar mass is mSI = 1.98892× 1030 kg,
an astronomical unit is rSI = 1.49598×1011m, 1 km s−1 is vSI = 103ms−1 and a year
is tSI = 3.1556952× 107 s, for example.
To normalise values we require a scaling factor for each unit. One code unit
will then correspond to Xscale physical units, so physical units may be normalised
into code units by dividing by Xscale upon input, and code units may be converted
into physical units by multiplying by Xscale upon output.
In order to determine Xscale for each unit, we first specify the scaling factors
for position and mass as model parameters, supplying them as rscale and mscale. This
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allows us to derive all the other scaling factors Xscale for each physical quantity X
using dimensional analysis.
In order to relate units of time t to length r and mass m, consider the law of
gravitation in dimensional terms: rt−2 = Gm
r2
, where G = 6.673× 10−11m3 kg−1 s−2 is
the gravitational constant in SI units. Rearranging this provides a scaling factor for
time:
tscale × tSI =
√
(rscale × rSI)3
G×mscale ×mSI (3.45)
The inclusion of G in this relationship effectively normalises the units of time in the
code such that G = 1. This is a very desirable arrangement because a value of unity
for the gravitational constant simplifies the gravitational calculation (eliminating one
multiplication operation), which greatly improves the efficiency of the code.
Scaling factors for velocity v, acceleration a, linear momentum p, angular
momentum L and energy E can be derived very simply:
vscale × vSI = rscale × rSI
tscale × tSI (3.46)
ascale × aSI = vscale × vSI
tscale × tSI (3.47)
pscale × pSI = mscale ×mSI × vscale × vSI (3.48)
Lscale × LSI = mscale ×mSI × vscale × vSI × rscale × rSI (3.49)
Escale × ESI = mscale ×mSI × (vscale × vSI)2 (3.50)
All physical quantities must be normalised upon input (divided by Xscale),
so the initial conditions will require mass, position and velocity normalisation, and
model parameters specifying the end time and output interval will require time nor-
malisation. Conversely all such physical quantities must be converted back to physical
units upon output (multiplied by Xscale).
3.3.9 Integration
The integration routine within the main program loop contains the core processing
elements.
Pseudocode (integration):
calculate total energy and momentum of system [optional diagnostic]
IF adaptive timestep is used THEN
calculate new timestep ∆t
ENDIF
FOR each particle
apply first part of integration scheme
(predict position)
ENDFOR
calculate gravitational accelerations (using predicted positions)
FOR each particle
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apply second part of integration scheme
(advance velocity and correct position)
ENDFOR
advance time: t = t+∆t
This description applies to the modified Leapfrog scheme, and requires addi-
tional data storage for the predicted positions. Similarly the Runge-Kutta scheme
requires additional storage for the halfstep positions and velocities, and the Predictor-
Corrector scheme for the previous accelerations. The Leapfrog scheme requires no
additional storage, nor does the Euler scheme.
Using different integration schemes therefore requires some modifications to
the implementation in each case. In particular, the Euler and Leapfrog schemes can
be implemented in one part rather than two, and the Runge-Kutta scheme requires
an additional calculation of gravitational accelerations.
3.3.10 Gravitational Calculations
The full gravitational calculation involves a loop over all particles. For each particle
the contribution to its gravitational acceleration from every other particle must be
evaluated, requiring another loop over all particles nested inside the first. This makes
the calculation an N2 operation. Since a particle has no gravitational influence on
itself, the self-contribution in the loop is skipped, resulting in an N2 −N operation.
Since the gravitational interaction is mutual, with each particle exerting an equal and
opposite force upon the other, the operation can be reduced to N
2−N
2
by accounting
for this and applying both contributions at the same time.
Pseudocode (calculate gravitational accelerations):
FOR each particle i = 1 to N
initialise acceleration to zero: ai = 0
ENDFOR i
FOR each particle i = 1 to N
FOR each subsequent particle j = i+ 1 to N
calculate gravitational acceleration aij between i and j
apply contribution to particle i: ai = ai + aij
apply contribution to particle j: aj = aj − mimj aij
ENDFOR j
ENDFOR i
The gravitational acceleration experienced by particle i due to particle j, with
G normalised to unity, is
aij = −mj rij|rij|3 (3.51)
where mj is the mass of particle j and rij = ri − rj is the relative position vector of
particle i with respect to particle j. For particle j,
aji = mi
rij
|rij|3 (3.52)
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3.3.11 Adaptive Timesteps
In choosing the timestep, the classic computational trade-off between accuracy and
speed comes into play. The timestep must be small enough to provide a stable and
accurate solution, but preferably no smaller since that would slow the computation
unnecessarily.
By using an adaptive timestep it can be adjusted at each integration step and
set to the value most appropriate to the state of the system at that point in time.
The downside is that this breaks the time symmetry of the integration scheme,
which leads to energy no longer being strictly conserved. This unfortunate side effect
becomes acceptable for collapse problems, where the choice must be made between
accurate fixed-timestep simulations and slightly inaccurate adaptive timestep simu-
lations which have run-times that are orders of magnitude faster; the dramatic gain
in speed makes the price worth paying.
To achieve convergence with the analytic solution for orbital motion, we previ-
ously found that the condition ∆t ≤ T
100
maintained accuracy within ∼ 0.1%. For the
circular orbit a fixed timestep is feasible; for the general case of potentially chaotic
N -body motion, however, a fixed timestep is inappropriate since it will at times be
too large and at other times too small.
In formulating a condition for an adaptive timestep it seems sensible to begin
with circular motion, which obeys the relationship a = v
2
r
. The orbital velocity may
be expressed as v = 2πr
T
, and substituting this and rearranging gives T = 2π
√
r
a
. This
provides a general timestep condition ∆t = 2π
100
√
r
a
. Applying this condition to each
mutual gravitational interaction between particles i and j gives
∆t =
2π
100
√
|rij|
|aij| (3.53)
This conservative condition assumes that each particle might be in circular
orbit around any other particle, and gives a timestep sufficiently small to resolve
such an orbit. For more complicated trajectories it essentially scales as |rij|3/2, which
provides the desired asymptotic behaviour: strongly decreasing the timestep for close
encounters between bodies as |rij| → 0, and likewise increasing it for weak interaction
as |rij| → ∞.
Taking a similar approach using the freefall time tff =
π
2
(
2GM
r3
)−1/2
, and
substituting |a| = GM
r2
, leads to the condition ∆t = π
2
√
2
√
|r|
|a| . Therefore the previous
“orbital” condition also provides sufficient time resolution in the case where two
bodies are approaching one another in gravitational freefall, due to the conservative
application of the factor of 100 in the denominator.
This freefall scenario reveals another timestep condition, provided by the “col-
lision” time ∆t =
|rij |
|vij | , which is the time taken for any two freely drifting bodies
to collide with each other. This expression essentially corresponds to the Courant-
Friedrichs-Lewy condition. It is usually applied more conservatively as ∆t = C
|rij |
|vij | ,
with C = 0.25 or 0.3 being typical.
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Figure 3.11: The “figure of eight” configuration for three bodies. The left plot shows
the tracks of each particle after one third of an orbital period, when they have changed
places. The right plot shows the tracks over 100 orbits, demonstrating the stability of
the adaptive timestep.
3.4 The Three-Body Problem
The first test to perform after writing an N -body code is to verify that it solves a
two-body problem correctly, such as a circular orbit. Once this has been achieved,
more stringent tests can be applied.
The dynamical motion of N -body systems with N > 2 is generally non-linear,
but stable configurations exist such as the three-body “figure of eight” configuration
(Chenciner & Montgomery 2000). In dimensionless units each particle has a mass of
1 and the initial positions and velocities are given in Table 3.1.
Particle 1 2 3
x 0.0 0.9700436 -0.9700436
y 0.0 -0.24308753 0.24308753
vx -0.93240737 0.466203685 0.466203685
vy -0.86473146 0.43236573 0.43236573
Table 3.1: Initial conditions for the three-body “figure of eight” configuration.
The particles move along a cyclic “figure of eight” orbit with period T ∼
6.3264. The orbit is stable to perturbations within a fraction of a percent, so this
provides a good test for the adaptive timestep. Each particle is displaced along the
orbit by a third of a period, so after t ∼ 2.1088 the particles will have changed places.
Figure 3.11 shows the numerical solutions, verifying that the adaptive timestep
is capable of resolving complicated orbital motion. Due to the breach of time symme-
try caused by the adaptive timestep, and the gradual accumulation of phase errors in
the modified Leapfrog scheme, the system loses energy at a rate of ∼ 10−3% per orbit.
This loss will therefore start to become appreciable after ∼ 1000 orbits, making the
validity of further orbital evolution questionable. Conversely the marginally unstable
Runge-Kutta scheme gains energy, and at a rate more than an order of magnitude
faster.
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Figure 3.12: Demonstration of noise and space-filling behaviour in random number
generation. The upper-left plot shows 1000 points placed using the pseudo-random
rand() function from the C math library. The lower-left plot shows 1000 points placed
using the quasi-random Halton sequence at base 2 in x and base 3 in y. The right plot
shows 1000 points placed using the quasi-random Sobol sequence.
3.5 Freefall Collapse
In Chapter 1 we derived the analytic solution for the collapse of a uniform density
sphere of mass M and initial radius R under gravitational freefall,
θ + cos(θ)(1− cos2(θ))1/2 =
(
2GM
R3
)1/2
t (3.54)
where cos2(θ) = r(t)
R
gives the evolution of the radius as a function of time. The
time taken to collapse to a singularity through the action of self-gravity is the freefall
time tff =
π
2
(
2GM
R3
)−1/2
, so for a sphere of unit mass and unit initial radius with G
normalised to 1, tff =
π
2
√
2
≃ 1.111.
This uniform density sphere can be modelled by placing N particles, each of
mass 1
N
and with no initial velocity, inside a spherical volume of unit radius. Placing
the particles at random will approximate uniform density; there is, however, the risk
of two particles having a very small initial separation, which consequently enforces
a very small timestep, slowing the computation. Due to the noisy behaviour of a
typical pseudo-random number generator on a computer, as shown in the top-left
plot of Figure 3.12, this effectively cripples the computation for large N . A space-
filling number generator reduces this problem, as shown in the bottom plots. This
essentially produces an irregular lattice; such self-avoiding sequences are not actually
random, but are often referred to as quasi-random or sub-random number generators.
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For the Halton sequence, each dimension is a Van der Corput sequence with a different
prime number used as its base; Table 3.2 shows the sequence with base 2. The Sobol
sequence has slightly better behaviour, but is more complicated in its implementation
(Press et al. 1992).
Term in In Base 2 Reversed and written In Base 10
Sequence (Binary) as a fraction (Decimal)
1 1 0.1 0.5
2 10 0.01 0.25
3 11 0.11 0.75
4 100 0.001 0.125
5 101 0.101 0.625
6 110 0.011 0.375
7 111 0.111 0.875
8 1000 0.0001 0.0625
9 1001 0.1001 0.5625
10 1010 0.0101 0.3125
Table 3.2: The Van der Corput sequence with base 2.
Even with particles spaced apart in the initial conditions, however, a collapse
problem inevitably results in the timestep decreasing as all particles approach each
other. Besides this timestep problem, there is a more general problem in computing
gravitational accelerations, because as rij → 0 when approaching singularity, aij →
∞. A computer can never represent this asymptotic behaviour correctly due to its
discrete number representation, so any close encounters always risk large numerical
errors.
3.5.1 Gravitational Softening
One way to address this problem is to soften the gravitational interactions through
the introduction of a softening length ǫ. The softened gravitational acceleration ex-
perienced by particle i due to particle j, with G normalised to unity, is given by
aij = −mj rij
(|rij|2 + ǫ2)3/2 (3.55)
When rij ≫ ǫ the gravitational acceleration behaves as before, but as rij → 0
the denominator can never be smaller than ǫ3 and so aij → 0 not ∞, preventing
the singularity problem. Although this circumvents the numerical issues, it does
clearly come at the expense of deviation from the analytic form of gravity at small
separations ∼ ǫ, as shown in Figure 3.13. The minimum occurs at r = ǫ√
2
, where
a = − 2
3
√
3
1
ǫ3
. A physical interpretation of this softened gravitational interaction can
be made by considering that a particle is no longer a point-mass but effectively has
a radial extent of order a few ǫ, with the mass distributed within this according to
some density profile that gives the resulting softened gravitational form shown.
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Figure 3.13: Normalised demonstration of gravitational softening, with the analytic
form (inverse square law) shown by the dashed line.
The adaptive timestep ∆t no longer scales as |r3/2ij | but as (|rij|2 + ǫ2)3/4,
which effectively limits the minimum timestep to ∼ 2π
100
ǫ3/2. This makes large N
computations more feasible.
An alternative to gravitational softening is regularisation. The equation of
motion for any two-body interaction can be regularised by performing a co-ordinate
transformation such that this regularised equation of motion does not become singular
at any point, allowing it to be accurately integrated and then transformed back to
the original co-ordinate frame (Steifel & Scheifele 1971). Close interactions involving
multiple bodies require a higher-order regularisation scheme to be implemented, such
as chain regularisation (Mikkola & Aarseth 1993).
Since gravitational softening provides a conceptual foundation for hydrody-
namical smoothing, we will neglect the more sophisticated methods of regularisation
in favour of this simpler approach.
Figure 3.14 shows the computer modelling of the freefall collapse of a uniform
density sphere represented by 1000 gravitationally softened particles placed using
the Halton sequence. It appears to be a reasonable approximation to the analytic
solution, given the relatively low resolution of 1000 particles, but softening ultimately
gives rise to deviations. The delay of collapse towards singularity in the centre, once
particles approach within a few ǫ of each other, has a cumulative effect. It is most
pronounced for those particles at the surface of the sphere, since the descent of each
particle is essentially governed by all those particles interior to it.
Energy is conserved within ∼ 0.01% provided that softening is also accounted
for within the calculation of gravitational potential energy.
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Figure 3.14: Freefall collapse for N = 1000 particles with gravitational softening ǫ =
10−3. The lines show the analytic solutions for the sphere radius and the 90%, 50%
and 10% mass radii inside it. The points are the numerical solution values at periodic
intervals.
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Figure 3.15: System of 10 bodies of zero mass in Keplerian orbit around a stationary
body of unit mass. Tracks are plotted over 100 outer orbital periods at periodic
intervals (10 times per outer orbital period).
3.6 A Planetary System
Setting 10 bodies with zero mass on circular orbits with tangential velocity v = 1√
r
around a body of unit mass placed at the origin provides a crude approximation of a
planetary system. After evolving the system for 100 orbital periods of the outermost
body, the results are shown in Figure 3.15.
The modified Leapfrog scheme demonstrates good orbital stability with the
adaptive timestep. The Runge-Kutta scheme, while appearing to accumulate less
phase error on the outermost orbit, demonstrates the effects of its marginal instability
on the innermost orbit, which has migrated outwards by ∼ 50%. The second orbit has
suffered migration of ∼ 2.5%, while the third orbit has remained reasonably stable.
Even after only 10 outer rotation periods, the innermost orbit has already migrated
outward by > 5%.
While this trivial system is physically similar to a planetary system around a
star, the results have obvious implications for the evolution of circumstellar disks. For
a large disk being evolved over many outer rotation periods, the innermost material
risks being incorrectly integrated by a Runge-Kutta scheme. Since much of the mass
resides in the innermost regions this is clearly a serious issue. Any minor benefits
of using a Runge-Kutta scheme to minimise phase errors and to better approximate
any open (parabolic or hyperbolic) orbits look certain to be outweighed by the major
drawbacks of marginal instability for closed orbits and relative inefficiency in terms
of both speed and memory usage (requiring twice as many acceleration calculations
and twice as much data storage).
3.7 A Stellar Cluster
When most of the mass in a cloud or core is still molecular gas, hydrodynamics plays
an important role and must therefore be modelled (using SPH for example) in order
to resolve the critical processes of fragmentation leading to star and planet formation;
this remains the focus of our investigation.
Once most of the gas is accreted onto stars (or evaporated away by O stars),
however, gravity alone dominates the stellar cluster and its dynamics can be modelled
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by an N -body code: stars are treated as point masses and their ballistic evolution is
followed.
Due to the highly chaotic nature of most N -body problems, it is vital that an
accurate integration scheme is used to correctly evolve a system and achieve conver-
gence. A higher-order method such as the fourth-order Hermite scheme is therefore
recommended. Hut & Makino (2007) provide a useful primer on the development of
an N -body code to model stellar dynamics; it assisted greatly in guiding the code
development within this chapter.
3.8 Summary
The modified Leapfrog scheme has proved to be the method of choice: it is efficient,
time-symmetric and symplectic. While it resolves closed orbital motion with the
greatest capability, it should be noted that no numerical method copes well with
open (parabolic or hyperbolic) orbits.
We have developed an N -body computer program, which has served to high-
light some important general issues involved in code development. Adaptive timestep-
ping and gravitational softening have been incorporated into this code.
Now that gravitational dynamics have been satisfactorily modelled we can
safely extend the application of the code into the realm of particle-based hydrody-
namics.
In the next chapter we will apply particle-based numerical modelling to self-
gravitating hydrodynamic problems such as an N -body sphere in isothermal collapse
and an N -body sphere of polytropic gas in hydrostatic equilibrium.
“However far the stream flows,
it never forgets its source.”
Nigerian proverb
Chapter 4
Hydrodynamics
In this chapter we use numerical methods to solve hydrodynamic problems, which then
allows us to complete our aim of modelling self-gravitating gas.
The N-body computer program of the previous chapter is extended to reveal the
issues involved in developing a particle-based code for computational fluid dynamics,
specifically Smoothed Particle Hydrodynamics (SPH).
By considering simple problems with analytic solutions, such as the isothermal
collapse of a uniform-density sphere and a sphere of polytropic gas in hydrostatic
equilibrium, the SPH code can be tested to ensure its fidelity.
4.1 Fluid Dynamics
Most astrophysical problems essentially involve gravitation and fluid dynamics. While
our simple N -body code is sufficient for modelling systems such as stellar clusters as
a collection of point masses, the clouds of gas involved in star and planet formation
necessitate the incorporation of computational fluid dynamics.
The foundations of fluid dynamics are the conservation laws:
1. the conservation of mass (the continuity equation);
2. the conservation of linear momentum (Newton’s second law of motion);
3. the conservation of energy (first law of thermodynamics).
These laws may be formulated using the Reynolds transport theorem, which
essentially states that the rate of change of a physical property X defined over a
volume V must equal whatever X is lost (or gained) through the surface S enclosing
the volume, plus whatever X is consumed by sinks (or created by sources) within the
volume.
d
dt
∫
V
XdV +
∫
V
Xv · nˆdS +
∫
V
X˙sinkdV = 0 (4.1)
where v is the fluid velocity (with respect to the stationary surface S), nˆ is the normal
unit vector out of the surface S, and X˙sink represents any net sink of X (or source if
negative in value).
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Applying Leibniz’s rule to the first term (bringing the differential operator
inside the integral) and using Gauss’s divergence theorem to convert the second term
into a volume integral allows all the terms to be combined into one volume integral.
For this combined integral to be zero for any volume, the integrand itself must be
zero.
∂X
∂t
+∇ · (Xv) + X˙sink = 0 (4.2)
4.1.1 The Continuity Equation
To formulate the mass continuity equation we use the mass density ρ of the fluid as
our property X and assume no sinks or sources of mass.
∂ρ
∂t
+∇ · (ρv) = 0 (4.3)
For the special case of an incompressible fluid, ρ is constant and this equation
reduces to ∇ · v = 0 (conservation of volume).
4.1.2 The Equation of Motion
To formulate the momentum equation we use ρv as our property X and body forces
F (which act throughout the volume of a body rather than only on the surface) as
our sinks or sources of momentum per unit volume, since a force is simply a rate of
change of momentum (from Newton’s second law of motion).
∂ρv
∂t
+∇ · (ρvv) + F = 0 (4.4)
Expanding the derivatives, then noting that v · ∇ρ + ρ∇ · v = ∇ · (ρv) and
collecting terms,
v
(
∂ρ
∂t
+∇ · (ρv)
)
+ ρ
(
∂v
∂t
+ v · ∇v
)
+ F = 0 (4.5)
The first term is zero due to the continuity equation, and the body forces F
can be split into two terms: forces resulting from stresses, and other forces f , giving
the Cauchy momentum equation
ρ
(
∂v
∂t
+ v · ∇v
)
−∇ · σij + f = 0 (4.6)
where σij is the Cauchy stress tensor,
σij =

 σxx τxy τxzτyx σyy τyz
τzx τzy σzz


= −

 P 0 00 P 0
0 0 P

+

 σxx + P τxy τxzτyx σyy + P τyz
τzx τzy σzz + P


= −P I + T
(4.7)
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where σ are normal stresses and τ are shear stresses, and pressure P = −1
3
(σxx +
σyy + σzz) is, by definition, the mean normal stress. I is a 3 × 3 identity matrix,
which when multiplied by P gives the mean hydrostatic (or volumetric) stress tensor,
describing changes in the volume of the body (normal stress), and T is a traceless
stress deviator tensor, describing distortions of the body (shear stress).
Using this, the momentum equation may now be written as
ρ
(
∂v
∂t
+ v · ∇v
)
+∇P −∇ · T + f = 0 (4.8)
which is the general form of the Navier-Stokes equation. The stress tensor T contains
too many unknowns for this equation to be of any use yet, so more information must
be supplied by considering the viscous behaviour of the fluid.
In the simplest case of a inviscid flow, we arrive at the Euler equation of
momentum.
ρ
(
∂v
∂t
+ v · ∇v
)
+∇P + f = 0 (4.9)
Including gravity (via the gravitational potential φ) as our only body force,
ρ
(
∂v
∂t
+ v · ∇v
)
+∇P + ρ∇φ = 0 (4.10)
The treatment of viscous flow begins with the assumptions that the fluid is
isotropic and that ∇ · T = 0 when the fluid is at rest, so that hydrostatic pressure is
experienced. Consideration of a Newtonian fluid (such as water), which has a stress
tensor that is a linear function of the strain rate, gives
Tij = µ
(
∂vi
∂xj
+
∂vj
∂xi
)
+ δijλ∇ · v (4.11)
where δij is the Kronecker delta function, and µ is the (first coefficient of) viscosity
(dynamic viscosity). λ is the second coefficient of viscosity, the bulk viscosity associ-
ated with changes in volume. For incompressible flows λ = 0, and for compressible
flows the most common approximation is λ ≈ −2
3
µ (Batchelor 1967). This gives the
Navier-Stokes equation for a Newtonian fluid as
ρ
(
∂v
∂t
+ v · ∇v
)
+∇P −∇ ·
([
µ ·
(
∇v + (∇v)T
)]
+∇ (λ∇ · v)
)
+ f = 0 (4.12)
where ()T indicates the transpose.
4.1.3 The Energy Equation
To formulate the energy equation we use ρu as our property X, where u is the specific
internal energy, and the rate of heat transfer out of the system Qloss and work W
done by the system as our sinks of energy per unit volume, in accordance with the
first law of thermodynamics.
∂ρu
∂t
+∇ · (ρuv) + ∂
∂t
(Qloss +W ) = 0 (4.13)
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Expanding the derivatives in the same manner as for the equation of motion,
we arrive at
ρ
(
∂u
∂t
+ v · ∇u
)
+
∂
∂t
(Qloss +W ) = 0 (4.14)
The fluid element does mechanical work W by expanding, where the product
of its force and displacement is given by the product of its pressure P and change in
volume δV . Since the rate of change of volume ∂V
∂t
= ∇ · v by Gauss’s divergence
theorem, we have as our energy equation
ρ
(
∂u
∂t
+ v · ∇u
)
+ P∇ · v + ∂Qloss
∂t
= 0 (4.15)
4.1.4 The Eulerian Equations of Fluid Dynamics
By considering a fixed volume in space, we have the Euler equations of fluid dynamics,
which express the properties of the fluid as functions of position and time.
∂ρ
∂t
+∇ · (ρv) = 0 (4.16)
ρ
(
∂v
∂t
+ v · ∇v
)
+∇P + ρ∇φ = 0 (4.17)
ρ
(
∂u
∂t
+ v · ∇u
)
+ P∇ · v + ∂Qloss
∂t
= 0 (4.18)
These equations give rates of change of quantities at a fixed point in space
(the volume considered) through which the fluid flows. This Eulerian formulation is
used by grid-based codes such as finite difference methods, which use a grid of cells
fixed in space (the computational volumes) as their reference frame.
4.1.5 The Lagrangian Equations of Fluid Dynamics
An alternative is the Lagrangian formulation of the equations, which does not use a
fixed frame of reference but instead one that moves with a fluid element, following the
flow. This Lagrangian formulation is used by particle-based methods such as SPH,
which use a system of sampling points moving within the flow (the computational
fluid elements) as their reference frame.
The Lagrangian derivative is defined as
DX
Dt
=
∂X
∂t
+ (v · ∇)X (4.19)
It is an advective derivative, representing ∂X
∂t
in the reference frame that co-
moves with the fluid element along the flow velocity field v (which is the flow velocity,
not the fluid element velocity).
Expanding the derivative in the continuity equation
∂ρ
∂t
+ ρ(∇ · v) + (v · ∇)ρ = 0 (4.20)
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allows us to write the Lagrangian continuity equation
Dρ
Dt
+ ρ(∇ · v) = 0 (4.21)
which shows the relation of rate of change of density to the rate of change of the
volume occupied by the fluid element (from Gauss’s divergence theorem).
For the equation of motion,
ρ
Dv
Dt
+∇P + ρ∇φ = 0 (4.22)
and for the energy equation,
ρ
Du
Dt
+ P∇ · v + ∂Qloss
∂t
= 0 (4.23)
which expresses the first law of thermodynamics (δu = δQgain − PδV ).
4.1.6 The Equation of State
Knowing the mass density ρ of the fluid and its flow velocity v at all spatial positions
r is sufficient to specify the gravitational potential φ in the momentum equation. The
pressure P , however, which appears in the momentum and energy equations, is not
yet specified.
In addition to the three conservation equations (fluid dynamics equations), a
fourth equation is therefore required to close the system of equations.
For the special case of an incompressible fluid, ∇ · v = 0 (conservation of
volume) is itself sufficient to close the system of equations.
In the more general case, an equation of state is used. This specifies the
pressure P of the fluid as a function of other thermodynamic variables, typically
density ρ and specific internal energy u. The isothermal equation of state, for example,
is P = c2sρ, where cs is the isothermal sound speed of the fluid.
4.2 Computational Fluid Dynamics
The fundamental equations of hydrodynamics are continuum equations that describe
a continuous fluid. Computations, however, cannot operate in this manner and so
the equations must first be discretised through the introduction of a finite number of
interpolation points. There are two main approaches that each achieve this require-
ment in a fundamentally different manner:
a) Grid-based (Eulerian) approach - use the vertices of a grid (typically fixed in space)
as the interpolation points.
b) Particle-based (Lagrangian) approach - use particles that move with the flow as
interpolation points.
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4.2.1 Grid-Based Methods
By constructing a grid of points, cells can be defined in the spaces between them.
In the class of “finite difference” schemes, fluxes (of mass, momentum and energy)
between adjoining cells are then calculated by taking finite differences of the fluid
quantities in space.
Using a grid, the spatial scale is fixed and the mass scale is free to vary. The
spatial resolution is thus limited by the cell size, making it difficult to follow large
changes in density once an object becomes smaller than the cell size. This is a major
issue for simulations of star and planet formation, where objects condense through
many orders of magnitude in density.
Multiple grid methods (finer grids placed within regions of interest) have been
used to improve this, culminating in “adaptive mesh refinement” (Truelove et al.
1998), where the grid is effectively dynamically rescaled to ensure sufficient resolution.
This is computationally expensive, however, slowing the method down considerably.
For disc simulations the grid is typically chosen to be cylindrical, or spherical
with cell divisions concentrated about the midplane. Such an arrangement is optimal
since it aligns with the fluid motion, thus minimising the shearing effects that would
be experienced by cells on a Cartesian grid. The drawback to this arrangement,
however, is that it essentially imposes a preferred geometry, and typically assumes
a fixed star at the origin of the coordinate system, preventing any modes involving
relative motion between the star and the disc from occurring. If a disc is of comparable
mass to the star then the prevention of such behaviour becomes physically unrealistic.
4.2.2 Particle-Based Methods
Gridless particle-based methods such as Smoothed Particle Hydrodynamics (SPH) use
freely moving particles to represent the fluid. Each particle is essentially a point at
which the underlying fluid quantities (of mass, momentum and energy) are sampled.
In order to calculate hydrodynamic quantities such as density and pressure,
contributions from other particles must be considered. Each particle is therefore given
a sphere of influence, and those with overlapping spheres interact with each other.
The size of this sphere might be fixed or allowed to vary, and is typically chosen
such that it always contains a suitable number of neighbouring particles. The total
hydrodynamic quantity for a particle can then be determined by a weighted average
over all its neighbours.
Using particles, the mass scale is fixed but the spatial scale is free to vary. This
makes it ideally suited to situations in which densities evolve through many orders of
magnitude to high values, such as star and planet formation. Conversely it makes it
difficult to resolve low density regimes correctly.
4.2.3 Complications
The Euler equations of fluid dynamics are nonlinear hyperbolic equations. As shown
in Chapter 2 this leads to various computational issues, including the risk of numerical
dispersion and diffusion.
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The general solutions to the equations are waves, and it is possible for these to
“break” and form shock waves where the solution becomes discontinous and effectively
multi-valued. Physically this essentially breaches the assumptions used to formulate
the differential equations. This problem could be circumvented by returning to the
integral equations and including discontinuities in the fluid quantities in order to
derive appropriate solutions. Physical quantities are rarely discontinuous, however,
since in reality any discontinuity is smoothed out through the action of viscosity.
Since this is not possible when the inviscid Euler momentum equation is used, and
since the Navier-Stokes equation can be difficult to implement, artificial viscosity is
often introduced to alleviate this problem, as will be shown in Chapter 6.
4.3 Smoothed Particle Hydrodynamics
Smoothed particle hydrodynamics (Lucy 1977; Gingold & Monaghan 1977) is a grid-
less method using freely moving particles to represent the fluid.
The foundation of SPH begins with the simple identity
A(ra) =
∫
A(rb)δ(|ra − rb|)drb (4.24)
Here A is any fluid quantity defined at all spatial positions r and δ is the Dirac delta
function.
We now replace the Dirac delta function with a smoothing function W , which
has a characteristic width h where lim
h→0
W (|ra−rb|, h) = δ(|ra−rb|) and is normalised
such that
∫
W (|ra − rb|, h)drb = 1.
A(ra) =
∫
A(rb)W (|ra − rb|, h)drb +O(h2) (4.25)
Incorporating the mass density ρ provides a mass element m = ρdr.
A(ra) =
∫
A(rb)
ρ(rb)
W (|ra − rb|, h)ρ(rb)drb +O(h2) (4.26)
This integral is discretised onto a finite set of interpolation points, replacing
the integral with a summation.
A(ra) ≈
∑
b
Ab
ρb
W (|ra − rb|, h)mb +O(h2) (4.27)
The subscripts b refer to quantities evaluated at the positions of the interpo-
lation points. These points have an associated mass mb given by the mass element
ρ(rb)drb.
This interpolated sum forms the basis of SPH.
Gradient terms can be calculated by analytic derivation of the integral.
∇A(ra) = ∂
∂ra
∫
A(rb)
ρ(rb)
W (|ra − rb|, h)ρ(rb)drb +O(h2) (4.28)
Discretising this results in the following expression.
∇A(ra) ≈
∑
b
Ab
ρb
∂
∂ra
W (|ra − rb|, h)mb +O(h2
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4.3.1 The SPH Continuity Equation
Taking density ρ as our fluid quantity A, we have
ρ(ra) =
∑
b
mbW (|ra − rb|, h) (4.30)
The time derivative of this
dρ(ra)
dt
=
d
dt
(∑
b
mbW (|ra − rb|, h)
)
(4.31)
=
∑
b
mb
d
dt
W (|ra − rb|, h) (4.32)
=
∑
b
mb
d(ra − rb)
dt
W (|ra − rb|, h)
d(ra − rb) (4.33)
=
∑
b
mb(va − vb) · W (|ra − rb|, h)
d(ra − rb) (4.34)
=
∑
b
mb(va − vb) · ∇aWab (4.35)
leads to the SPH continuity equation
dρ(ra)
dt
=
∑
b
mb(va − vb) · ∇W (|ra − rb|, h) = −ρ(ra)(∇ · v)a (4.36)
4.3.2 The SPH Equation of Motion
The SPH momentum equation can be derived by consideration of the Lagrangian
L = T − V =
∫ (
1
2
ρv2 − ρu− ρφ
)
dV (4.37)
which (noting that m = ρdV ) has the SPH form
LSPH =
∑
b
mb
(
1
2
v2b − ub(ρb, sb)− φ
)
(4.38)
The equation of motion will be provided by the Euler-Lagrange equation.
d
dt
(
∂L
∂v
)
− ∂L
∂r
= 0 (4.39)
The first term is simply
d
dt
(
∂LSPH
∂va
)
=
d
dt
(mava) = ma
dva
dt
(4.40)
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The second term is
∂LSPH
∂ra
=
∑
b
mb
(
−∂ub
∂ρb
∣∣∣
s
∂ρb
∂ra
− ∂φa
∂ra
)
(4.41)
where
∣∣∣
S
indicates constant entropy (an adiabat).
From the first law of thermodynamics, du = Tds−Pdv, it follows that ∂u
∂ρ
∣∣∣
s
=
−P dv
dρ
= −P d
dρ
(
1
ρ
)
= P
ρ2
.
Noting that ρb =
∑
cmcWbc =
∑
cmcW
(
|rb−rc|
h
)
, it follows that
∂ρb
∂ra
=
∑
c
mc
∂W (|rb − rc|, h)
∂ra
(4.42)
= δab
∑
c
mc
∂W (|ra − rc|, h)
∂ra
+ δac
∑
c
mc
∂W (|rb − ra|, h)
∂ra
(4.43)
= δab
∑
c
mc
∂Wac
∂ra
+ δacma
∂Wba
∂ra
(4.44)
Substituting these expressions into the second term, and noting that the
smoothing function is symmetric (∂Wba
∂ra
= ∂Wab
∂ra
), gives
∂LSPH
∂ra
=
∑
b
mb
(
−Pb
ρ2b
)
∂ρb
∂ra
(4.45)
= −
(∑
b
mb
Pb
ρ2b
δab
∑
c
mc
∂Wac
∂ra
+
∑
b
mb
Pb
ρ2b
δacma
∂Wba
∂ra
)
(4.46)
= −
(
ma
Pa
ρ2a
∑
b
mb
∂Wab
∂ra
+ma
∑
b
mb
Pb
ρ2b
∂Wba
∂ra
)
(4.47)
= −ma
∑
b
mb
(
Pa
ρ2a
+
Pb
ρ2b
)
∂Wab
∂ra
(4.48)
Finally substituting into the Euler-Lagrange equation gives the SPH equation
of motion.
dva
dt
= −
∑
b
mb
(
Pa
ρ2a
+
Pb
ρ2b
)
∂Wab
∂ra
(4.49)
It can be seen that the pressure force between two particles a and b is sym-
metric (equal and opposite), conserving linear momentum.
The SPH equation of motion also conserves angular momentum, which can be
seen by considering the time derivative of the angular momentum of a particle.
d
dt
∑
a
ra ×mava =
∑
a
ma
(
ra × dva
dt
)
(4.50)
=
∑
a
∑
b
mamb
(
Pa
ρ2a
+
Pb
ρ2b
)(
ra × ∂Wab
∂ra
)
(4.51)
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Since ∂Wab
∂ra
is ultimately a function of rab = ra − rb, the final term essentially
becomes a −(ra×rb) term. Over the double summation, each −(ra×rb) contribution
is cancelled by a +(rb × ra) contribution, giving a net result of zero, which indicates
the conservation of angular momentum.
4.3.3 The SPH Energy Equation
From the first law of thermodynamics, du = Tds−Pdv, we have seen that ∂u
∂ρ
∣∣∣
s
= P
ρ2
.
Using the chain rule, du
dt
= ∂u
∂ρ
dρ
dt
, so the specific internal energy is
dua
dt
=
Pa
ρ2a
∑
b
mb (va − vb) · ∇aW (|ra − rb|, h) (4.52)
Since this result has been obtained at constant entropy s, it applies only in
the absence of dissipation or heat transfer dQ/dt.
Alternatively, the energy equation could be formulated in terms of specific
entropy s, which might be considered a stricter and more desirable arrangement
(Springel & Hernquist 2002).
The total energy of the system, which is a conserved quantity, can be calculated
using the Hamiltonian H = T + V , which has the SPH form
HSPH =
∑
a
ma(
1
2
v2a + ua(ρa, sa) + φ) (4.53)
Taking the time derivative,
dH
dt
=
∑
a
ma
(
va · dva
dt
+
dua
dt
+
dφ
dt
)
(4.54)
and then considering that dH
dt
=
∑
ama
dea
dt
, where e is the specific energy, and substi-
tuting using the momentum and energy equations, gives the equation
dea
dt
= va ·
[
−∑bmb (Paρ2a + Pbρ2b
)
∂Wab
∂ra
]
+
Pa
ρ2a
∑
bmb (va − vb) · ∇aW (|ra − rb|, h)
(4.55)
which simplifies to
dea
dt
=
∑
b
mb
(
−
(
Pa
ρ2a
+
Pb
ρ2b
)
va · ∇aWab + Pa
ρ2a
(va − vb) · ∇aWab
)
(4.56)
=
∑
b
mb
((
−Pa
ρ2a
va − Pb
ρ2b
va +
Pa
ρ2a
va − Pa
ρ2a
vb
)
· ∇aWab
)
(4.57)
= −
∑
b
mb
(
Pb
ρ2b
va +
Pa
ρ2a
vb
)
· ∇aWab (4.58)
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4.3.4 The Smoothing Function
The smoothing function W (|ra − rb|, h) appears throughout the SPH equations, and
is referred to as the smoothing kernel or kernel function. It must satisfy two require-
ments:
a) In the limit of zero width h it must tend towards the Dirac delta function:
lim
h→0
W (|ra − rb|, h) = δ(|ra − rb|).
b) It must be normalised such that
∫
W (|ra − rb|, h)drb = 1.
There remains a great deal of flexibility in the choice of function, and its chosen
form will strongly affect the accuracy of the SPH implementation. It is sensible to
choose an even function (symmetric), and one function meeting all these requirements
is the Gaussian kernel W (|ra − rb|, h) = n(D)hD e
−
“
|ra−rb|
h
”2
, where D is the number of
spatial dimensions and n(D) is the normalisation factor required for that number of
dimensions (π−1/2, π−1 or π−3/2 for 1, 2 or 3 dimensions respectively). The Gaussian is
infinitely smooth (all its spatial derivatives are continous functions), which provides
it with good stability properties (Price 2004). Its infinite extent, however, gives
it a high computational cost: by spanning the entire computational domain, the
hydrodynamic calculations scale in the same manner as gravity (as O(N2)). Given
that the individual hydrodynamic calculations tend to involve more operations than
the gravitational calculations, this could effectively cripple a computer simulation.
Since the contribution from neighbouring particles decreases with increasing
distance, many of the particles in the system will have negligible effect upon each
other, so an N2 calculation is unnecessary. It is therefore more efficient to choose a
kernel function that has compact support (finite extent), limiting the hydrodynamic
calculations to those involving the nearest neighbours, resulting in an O(kN) calcu-
lation where k is the number of neighbours involved. This does incur the additional
cost of finding the k nearest neighbours for each particle, which remains an O(N2)
operation, but it can be reduced to an O(N logN) operation through the use of a
tree algorithm (see Chapter 5).
Kernel functions that are similar in form to the Gaussian tend to give the
best performance (Fulk & Quinn 1996), and one such function is the M4 cubic spline
(Monaghan & Lattanzio 1985):
W (q, h) =
n(D)
hD


1− 3
2
q2 + 3
4
q3 0 ≤ q ≤ 1
1
4
(2− q)3 1 ≤ q ≤ 2
0 q > 2
(4.59)
where q = |ra−rb|
h
. It is a piecewise continuous function with compact support of size
2h, and n(D) is 2
3
, 10
7π
or 1
π
for 1, 2 or 3 dimensions respectively.
The first spatial derivative of the M4 kernel function is
dW
dr
(q, h) =
n(D)
hD+1


−3q + 9
4
q2 0 ≤ q ≤ 1
−3
4
(2− q)2 1 ≤ q ≤ 2
0 q > 2
(4.60)
112 Chapter 4. Hydrodynamics
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.5  1  1.5  2
W
q
M4 Kernel
M4
Gaussian
-1
-0.8
-0.6
-0.4
-0.2
 0
 0  0.5  1  1.5  2
dW
/d
r
q
First Derivative of M4 Kernel
M4
Gaussian
-2
-1.5
-1
-0.5
 0
 0.5
 1
 0  0.5  1  1.5  2
d2
W
 / 
dr
2
q
Second Derivative of M4 Kernel
M4
Gaussian
Figure 4.1: The M4 cubic spline kernel and its derivatives, with the Gaussian kernel
shown for comparison.
and the second spatial derivative is
d2W
dr2
(q, h) =
n(D)
hD+2


−3 + 9
2
q 0 ≤ q ≤ 1
3
2
(2− q) 1 ≤ q ≤ 2
0 q > 2
(4.61)
Figure 4.1 shows the M4 kernel function and its derivatives. It can be seen that
the first and second derivatives are also continuous, which aids in limiting the effects
of noise from the particle distribution on the calculation of the fluid properties. A
discontinuity appears in the third derivative, so use of the M4 kernel function suggests
that second derivatives of SPH quantities should be avoided, since they will be subject
to more pronounced effects from noise.
Smoother kernel functions can be implemented, by increasing the size of the
compact support region (at the expense of increasing the computational cost factor
k) and/or by using higher order functions, such as quartic or quintic splines, but the
gain in accuracy over the cubic spline is minor (Price 2004).
4.3.5 Stability Properties
The one-dimensional dispersion relation for SPH may be derived by perturbing the
SPH equations by a factor ei(kxa−ωt) (Price 2004), giving
ω2a =
2mP0
ρ20
∑
b (1− cos [k(xa − xb)]) ∂
2W
∂x2
(xa − xb, h)
+ m
2
ρ20
(
c2s − 2P0ρ0
) (∑
b sin [k(xa − xb)] ∂W∂x (xa − xb, h)
)2 (4.62)
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Figure 4.2: Stability phase-space diagram for the M4 cubic spline kernel, with the
square of the numerical sound speed shown as a function of both wavenumber k and
smoothing length h, both plotted in units of particle spacing ∆x.
where particles of equal mass m have been assumed, the subscript 0 refers to the un-
perturbed quantities and cs =
∂P
∂ρ
is the sound speed, with the result being applicable
to any equation of state.
With an isothermal equation of state c2s =
P0
ρ0
, and assuming this to be unity
and the particle spacing ∆x = (xa − xb) to be unity, the normalised square of the
numerical sound speed c2n =
ω2
k2
can be plotted as a function of wavenumber k and
kernel width h, both in dimensionless units of particle spacing ∆x, as shown in Figure
4.2.
kx→ 0 represents the limit of an infinite number of particles per wavelength,
and h→∞ represents an infinite number of neighbours.
Numerical dispersion only occurs when 0.5 . h
∆x
. 1.5, and is maximum when
h
∆x
= 2
3
, and then decreases as h→∞.
Numerical diffusion begins when h
∆x
& 1.3, is maximum when h
∆x
= 2, and
then decreases as h→∞, becoming essentially negligible except in the very small k
regime. For 1.3 . h
∆x
. 1.5, numerical diffusion only occurs at extremes of k, but
at all values of k when h
∆x
& 1.5, although only the very small k regime contributes
significantly.
The numerical sound speed ω
k
→ −∞ as k → 0 when h
∆x
& 1.4, due to
numerical diffusion, but remains bounded for 0.5 . h
∆x
. 1.4, having a maximum at
h
∆x
= 2
3
(the minimum of the kernel gradient).
Numerical effects only occur when h
∆x
& 0.5 because a neighbour must be
within the compact support region of the kernel in order to contribute. They only
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become catastrophic (negative numerical sound speed) when h
∆x
& 1.4, in the inner-
most ∼ 2
3
of the kernel. The Thomas & Couchman modification to the kernel helps
to alleviate this issue (see Section 4.4.12).
Numerical effects become significant in the small k regime, and as k∆x → 0
the wavelength λ ≫ ∆x, resulting in many particles per wavelength. The longest
wavelength modes are therefore most susceptible to numerical effects.
Ideally the numerical sound speed should be equal to 1 for correct propagation,
but the phase space plot indicates that this is not always possible. Nonetheless, so
long as catastrophic numerical diffusion is avoided the behaviour should be accept-
able for most purposes. Catastrophic numerical diffusion is typically indicated by
the “clumping instability” of SPH, when a particle experiences an attractive rather
than repulsive inter-particle force in the innermost ∼ 2
3
of the kernel; such behaviour
demonstrates the necessity of the Thomas & Couchman modification, as will be seen
in Section 4.4.12. While the catastrophic behaviour of numerical diffusion can be
averted through such a modification, the milder effects of numerical dispersion are
unfortunately practically inevitable, and must therefore simply be accepted and en-
dured.
Morris (1996) provides a more detailed stability analysis of SPH.
4.3.6 The Smoothing Length
The kernel function possesses a characteristic width h, referred to as the smoothing
length, which essentially determines the radius of interaction for each particle (out
to 2h using the M4 kernel function). This in turn determines the number of nearest
neighbours k which contribute to the hydrodynamic calculations. The total hydro-
dynamic quantity for a particle is then effectively a weighted average over these k
neighbours, with the smoothing kernel W acting as the weighting function.
The simplest approach is to use a fixed smoothing length for all particles.
The sphere of hydrodynamic interaction (with diameter 4h using the M4 kernel func-
tion), however, determines the effective size of a particle, which corresponds to a
minimum spatial resolution length. Allowing the smoothing length to vary accord-
ing to local conditions can therefore substantially improve the spatial resolution, and
also improves stability by acting to normalise the kernel gradient, providing a major
improvement in accuracy (Price 2004).
In order to maintain resolution during a collapse process, the smoothing length
h must decrease as the density ρ increases. One way to achieve this is to determine h
by ensuring the sphere of interaction of a particle always contains the same number
of neighbours k. As density increases, particles become closer together and so h de-
creases. Conversely in diffuse regions where particles spread out, h increases to main-
tain sufficient contributions to the hydrodynamic calculations, preventing any particle
from effectively “decoupling” from the others. In keeping the number of neighbours
constant, an appropriate value for this factor must be chosen. More neighbours pro-
vide greater accuracy, but at the cost of more computational processing. A value of
∼ 50 neighbours seems to be the typical choice in the trade-off between accuracy and
speed. The number of neighbours k should be fixed, without any tolerance ∆k, in
order to minimise numerical dispersion and diffusion (Attwood 2008).
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Another way to determine h is to take the inverse scaling relation with density
as h ∼ ρ− 1D , where D is the number of spatial dimensions, and apply it directly. This
approach is more complicated to implement, since for each particle a the SPH density
ρa is a function of ha; a self-consistent solution therefore requires an iterative process.
The time evolution of h can be calculated using the chain rule, dha
dt
= dha
dρa
dρa
dt
=
− ha
Dρa
dρa
dt
. Using this relation to update h will maintain the inverse scaling relation
well enough for most practical purposes, particularly if ρ is updated using the SPH
continuity equation. To be fully self-consistent, however, terms involving the deriva-
tive of h should be incorporated into the momentum and energy equations (Springel
& Hernquist 2002).
“Grad-h” Formulation
Taking the SPH density summation
ρa = ρ(ra) =
∑
b
mbW (|ra − rb|, ha) (4.63)
and noting that ha = h(ρa) is now variable and so a function of time, the time
derivative is then
dρa
dt
=
∑
b
mb
(
∂|ra − rb|
∂t
dWab
dr
+
∂ha
∂t
dWab
dh
)
(4.64)
which, using the chain rule ∂ha
∂t
= ∂ρa
∂t
∂ha
∂ρa
, gives
dρa
dt
(
1− ∂ha
∂ρa
∑
b
mb
dWab
dh
)
=
∑
b
mb(va − vb) · ∇aWab(ha) (4.65)
which can be arranged in the usual form
dρa
dt
=
1
Ωa
∑
b
mb(va − vb) · ∇aWab(ha) (4.66)
where
Ωa = 1− ∂ha
∂ρa
∑
c
mc
∂Wab(ha)
∂ha
(4.67)
is then the correction term that accounts for the variation in h; this can be computed
at the same time as the SPH density summation.
For “grad-h” SPH, the Ω correction term kernel function in D dimensions is
given by
∂W
∂h
(q, h) =
n(D)
hD+1


−D + 3
2
(D + 2)q2 − 3
4
(D + 3)q3 0 ≤ q ≤ 1
−2D + 3(D + 1)q − 3
2
(D + 2)q2 + 1
4
(D + 3)q3 1 ≤ q ≤ 2
0 q > 2
(4.68)
or equivalently ∂W
∂h
= −DW − q dW
dr
(see Figure 4.3).
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Figure 4.3: The derivative of the M4 kernel with respect to h. The spatial derivative
with respect to r is also shown for comparison.
Since ∂ha
∂ρa
is negative, close neighbours within ∼ 2
3
will contribute to reducing Ω
below 1 (thus increasing their contribution to density), while more distant neighbours,
particularly those at a distance ∼ h, will contribute to increasing Ω (thus reducing
their contribution to density).
The equation of motion can again be found from the Euler-Lagrange equation,
thus conserving both linear and angular momentum, as
dva
dt
= −
∑
b
mb
(
Pa
Ωaρ2a
∂Wab(ha)
∂ra
+
Pb
Ωbρ
2
b
∂Wab(hb)
∂ra
)
(4.69)
and the energy equation as
dua
dt
=
Pa
Ωaρ2a
∑
b
mb (va − vb) · ∇aW (|ra − rb|, ha) (4.70)
Self-Consistent Calculation
To self-consistently calculate the SPH density summation ρa and the smoothing length
ha, the time evolution of h can be used to determine its expected value, which is then
used to calculate ρ in the SPH summation. Then a new value of the smoothing
length hnew can be calculated from this density using the inverse scaling relation
hnew = ηρ
− 1
D , where η is a scaling factor (effectively determining the number of
neighbours k). Convergence can be determined using a condition such as hnew−h
h
<
0.01 to maintain consistency within 1%. Any particles not satisfying convergence can
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then set their smoothing length to hnew and recalculate ρ using this value. Since
ρa is independent of hb, only particles that have not converged require this iterative
treatment, which can continue until the condition is met.
The iteration process can be improved by implementing the Newton-Raphson
method, using the calculated Ω gradient terms, since this converges faster than sim-
ple fixed point iteration. It is necessary, however, to maintain a simple brute force
approach, such as a bisection method, as a fall-back option to deal with any cases
where the Newton-Raphson method becomes unstable and gets trapped in an infinite
oscillation between values.
Since h = η (m/ρ)1/D, rearranging gives ρ = m (η/h)D. In order to find a
relationship between η and the equivalent number of neighbours k, consider that
ρ = (k+1)m
V
, where the +1 accounts for self-density and V is the volume enveloped by
the kernel, which for the M4 kernel (extending to 2h) is 2(2h), π(2h)2 or 4
3
π(2h)3 for
1, 2 or 3 spatial dimensions D.
η =
(
hD
V
(k + 1)
)1/D
(4.71)
For the fiducial value of k = 50 neighbours in 3 dimensions, η ≃ 1.15. Con-
versely, the popular value of η = 1.3 is equivalent to ∼ 72 neighbours in 3 dimensions.
The prevailing orthodoxy of k = 50 neighbours has arisen from the necessary
compromise between high values, which increases the “smoothness” of SPH (reducing
the noise and bringing the SPH summations closer to the integrals that they approxi-
mate through the increased number of contributions), and low values, which not only
provides computational efficiency (less calculations) but also increases the spatial res-
olution (due to the reduction in the values of the smoothing lengths h). It is therefore
desirable to choose the highest value of k or η that still provides reasonable efficiency
and sufficient resolution.
4.3.7 Time-Stepping Issues
Since SPH can be derived from a Hamiltonian variational principle (in the absence
of dissipation terms), it benefits from symplectic integration in time. Time symme-
try, however, becomes a complicated issue when considering equations with rates of
change involving the particle velocity (such as the energy equation or the continuity
equation), or when using individual particle timesteps.
The Courant-Friedrichs-Lewy condition must be modified to incorporate ∆t <
h
vsig
, where the signal velocity vsig = cs + h|∇ · v| must account for both the local
sound speed and the relative motion of the particles.
The stability condition based upon acceleration, ∆t < (h/|a|)1/2, must also be
maintained.
If the SPH energy equation is explicitly solved then it is sensible to limit the
fractional change in internal energy u per timestep by using ∆t < u/
(|du
dt
|+ ǫ), where
ǫ is a small number that prevents division by zero.
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4.3.8 Including Gravity
From the previous chapter, the gravitationally softened acceleration experienced by
particle i due to particle j can be written as
aij = −mj rij
(|rij|2 + ǫ2)3/2 (4.72)
where G is normalised to unity and ǫ is the softening length.
Since our formulation of hydrodynamics incorporates a smoothing length h
and a kernel function W , it is sensible to implement gravitational softening based
on these parameters, so that gravity and hydrodynamics are both resolved at the
same resolution scale. If they are not then if hydrodynamics is resolved in regions
where gravity is unresolved, collapse processes will be artificially suppressed, while
conversely if gravity is resolved in regions where hydrodynamics is not resolved then
collapse processes will be artificially enhanced (Nelson 2006). Using the smoothing
kernel W ,
aij = −mj rij|rij|3
∫ r
0
W (r, h)4πr2dr (4.73)
is the gravitational acceleration corresponding to the mass density distribution de-
scribed by the SPH equation ρ(ri) =
∑
j mjW (rij, h); this can be seen by applying
Poisson’s equation ∇2Φ = 4πGρ, where Φ is the specific gravitational potential, so
a = −∇Φ. Beyond the compact support region of the kernel function (2h for the
M4 kernel) this acceleration takes the form of an inverse square law, but within the
sphere of hydrodynamic interaction gravity is softened in a manner consistent with
the smoothed nature of the mass density distribution.
For conservation of momentum, the accelerations must be symmetrised such
that particle j experiences an equal and opposite contribution from particle i. With a
constant smoothing length h this is not a problem, but when h is variable it requires
symmetrisation, such as the formulation h =
hi+hj
2
. Unfortunately this spatially
varying value of the softening length results in the total energy of the system no
longer being conserved. It is possible, however, to use a Lagrangian formulation
of gravitational softening that conserves energy and momentum exactly, within the
constraints of errors introduced by the time integration scheme (Price & Monaghan
2007).
The Softening Kernel
We can write the specific gravitational potential as
Φ(r) = −G
∑
b
mbφ(|r− rb|, h) (4.74)
where the softening kernel φ is a function of particle separation and softening length
h. This softening length h is set to be the same as the hydrodynamic smoothing
length, for reasons detailed above. The softening kernel then determines the form of
the softened gravitational force law.
F(r) = −∇Φ = G
∑
b
mb
∂φ
∂|r− rb|(|r− rb|, h)
r− rb
|r− rb| (4.75)
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Since Poisson’s equation ∇2Φ = 4πGρ must result in
ρ(ri) =
∑
b
mbW (|r− rb, h) (4.76)
this allows the smoothing kernel W to be related to the softening kernel φ using
Equation 4.73.
−∂φ
∂r
=
1
r2
∫ r
0
W (r)4πr2dr (4.77)
gives
W (r) = − 1
4πr2
∂
∂r
(
r2
∂φ
∂r
)
(4.78)
or equivalently
∂φ
∂r
=
4π
r2
∫ r
0
Wr2dr (4.79)
and, integrating by parts,
φ =
∫
∂φ
∂r
dr = 4π
(
−1
r
∫ r
0
Wr2dr +
∫ r
0
Wrdr −
∫ 2h
0
Wrdr
)
(4.80)
where the final term is the integration constant determined by the condition that
φ→ 0 as r →∞, with assumed compact support of size 2h.
Using the M4 kernel function as the smoothing kernel W therefore gives the
softening kernel φ, normalised in 3 dimensions, as
φ(q, h) =
1
h


7
5
− 2
3
q2 + 3
10
q4 − 1
10
q5 0 ≤ q ≤ 1
8
5
− 4
3
q2 + q3 − 3
10
q4 + 1
30
q5 − 1
15
1
q
1 ≤ q ≤ 2
1/q q > 2
(4.81)
with q ≡ r
h
, and its first derivative as
−∂φ
∂r
(q) =
1
h2


4
3
q − 6
5
q3 + 1
2
q4 0 ≤ q ≤ 1
8
3
q − 3q2 + 6
5
q3 − 1
6
q4 − 1
15
1
q2
1 ≤ q ≤ 2
1/q2 q > 2
(4.82)
Figure 4.4 shows the softening kernel with its first derivative, and the effects
they have on the gravitational potential and force laws.
Energy-Conserving Formulation
We can write the gravitational potential term in the SPH Lagrangian as
Lgrav = −
∑
b
mbΦb = −G
2
∑
b
∑
c
mbmcφ(|rb − rc|, hb) (4.83)
where the factor of 2 in the denominator accounts for the double counting in the
double summation. Considering the swapping of indices in the double summation
gives the symmetrised form
Lgrav = −G
2
∑
b
∑
c
mbmc
φbc(hb) + φbc(hc)
2
(4.84)
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Figure 4.4: The softening kernel and its first derivative (upper plots). The lower plots
show the analytic forms of the gravitational potential and force laws (inverse linear
and square laws respectively) together with the kernel-softened forms.
which incorporates an average of the softening kernels. Differentiating the unsym-
metrised equation gives
∂Lgrav
∂ra
= −G
2
∑
b
∑
c
mbmc
(
∂φbc(hb)
∂|rbc|
∣∣∣
h
∂|rbc|
∂ra
+
∂φbc(hb)
∂hb
∣∣∣
r
∂hb
∂ra
)
(4.85)
where ∂|rbc|
∂ra
= rb−rc|rb−rc|(δba− δca) and using the chain rule
∂hb
∂ra
= ∂hb
∂ρb
∂ρb
∂ra
since hb = h(ρb).
Differentiating the SPH density summation gives
∂ρb
∂ra
=
1
Ωb
∑
d
md
∂Wbd(hb)
∂ra
(δba − δda) (4.86)
and making these substitutions gives
∂Lgrav
∂ra
= −G
2
∑
b
∑
cmbmc
(
∂φbc(hb)
∂|rbc|
∣∣∣
h
rb−rc
|rb−rc|(δba − δca)
+∂φbc(hb)
∂hb
∣∣∣
r
∂hb
∂ρb
1
Ωb
∑
dmd
∂Wbd(hb)
∂ra
(δba − δda)
) (4.87)
Using the Euler-Lagrange equation ma
dva
dt
∣∣∣
grav
= ∂Lgrav
∂ra
results in, after sim-
plifying,
dva
dt
∣∣∣
grav
= −G
2
∑
bmb
(
∂φab(ha)
∂|rab| +
∂φab(hb)
∂|rab|
)
ra−rb
|ra−rb|
−G
2
∑
bmb
(
ζa
Ωa
∂Wab(ha)
∂ra
+ ζb
Ωb
∂Wab(hb)
∂ra
) (4.88)
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Figure 4.5: The derivative of the softening kernel with respect to h.
where
ζa =
∂ha
∂ρa
∑
b
mb
∂φab(ha)
∂ha
(4.89)
is essentially a correction term.
For the M4 smoothing kernel the ∂φ
∂h
function is given by
∂φ
∂h
(q, h) =
1
πh3


7
5
− 2q2 + 3
2
q4 − 3
5
q5 0 ≤ q ≤ 1
8
5
− 4q2 + 4q3 − 3
2
q4 + 1
5
q5 1 ≤ q ≤ 2
0 q > 2
(4.90)
and is shown in Figure 4.5.
4.4 Developing an SPH Code
Using the N -body code from the previous chapter as a foundation, we can continue
the incremental development of the code to incorporate the SPH algorithms. For
testing and debugging purposes our aim will be to ensure that the code can solve
self-gravitating hydrodynamic problems correctly.
As a preliminary step the hydrodynamic settling of a periodic box will be
attempted. In the absence of gravity, such a box (filled at random with particles of
equal mass, and using an isothermal equation of state) should settle into a state of
uniform density through the action of pressure forces between neighbouring particles.
Since each particle will exert pressure on its neighbours this should ultimately result
in the formation of a glass-like structure. This is recommended as a first test because,
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although it requires the implementation of periodic boundary conditions, it is purely
hydrodynamic and so does not require the inclusion of gravity.
In keeping with incremental development, it is recommended that the correc-
tion terms (Ω and ζ) initially be ignored (they can be set to unity in the implemen-
tation), and that a constant smoothing length h is first used, in order to ease the
debugging process.
4.4.1 Data Structures
Particle data must now also incorporate smoothing lengths h and densities ρ, plus
the correction terms Ω and ζ . Depending on the equation of state used, pressures,
sound speeds, temperatures and/or internal energies may also be required.
In order to maintain the optimal order in memory for the gravitational force
calculation, the properties involved in such calculations should be grouped contigu-
ously in memory: positions, masses and smoothing lengths (which act as the gravi-
tational softening lengths).
Global variables have been recommended for the particle data, but those quan-
tities that depend upon the equation of state may benefit from being encapsulated
within a Fortran module or a C++ class.
4.4.2 Compiler Flags
Besides setting the number of spatial dimensions, compiler flags might be considered
for the purpose of switching the gravitational and hydrodynamic calculations on and
off, allowing for purely gravitational, purely hydrodynamic or self-gravitating hydro-
dynamic simulations, with a check to ensure that at least one of these flags is switched
on.
Flags to determine the equation of state would also be useful, as would flags to
switch on periodic boundary conditions. Periodic boundary conditions need only be
applied for the pure hydrodynamic case, but periodic gravity could be implemented
using the Ewald method (Hernquist et al. 1991). It would be useful to implement pe-
riodic boundary conditions independently in each dimension since this will be required
for later hydrodynamic tests in Chapter 6.
Certain parameters could be implemented as macros, such as η (the scaling
factor in the h(ρ) equation).
4.4.3 The Main Program
Using a top-down approach the program still consists of three main parts as before:
input, integration and output.
In the initial input part we again input any model parameters and the initial
conditions (initial state of the system being modelled at time t = 0), and perform
other preparations such as allocating memory for data stuctures (including the new
particle data), converting to code units (including new quantities) and initialising
variables (such as setting time t = 0, and also initialising the kernel function look-up
tables and smoothing lengths).
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In the integration part, where we perform the calculation itself through the
application of our numerical method in algorithmic form, we will need to make major
additions in order to incorporate SPH.
4.4.4 Parameters
New model parameters might include:
• Additional scaling unit preferences, used to specify the physical units used for
scales of density, pressure, temperature and so forth;
• Periodic boundary positions such as xmin, xmax, ymin, ymax, zmin and zmax;
• The number of elements to use in the kernel function look-up tables (probably
better suited to being a macro);
• The scaling factor η in the h(ρ) equation, or the number of neighbours k required
(probably better suited to being a macro);
• The mean molecular mass µ¯, used to determine the sound constant.
4.4.5 Input/Output Format
Additional quantities, not required for input as initial conditions since they are cal-
culated as functions of the state variables, that might be useful to include in output
for diagnostic purposes, include smoothing length, density, pressure, sound speed,
temperature and so forth. Density and temperature are probably the most useful to
incorporate here.
Any diagnostic information on acceleration could be split into two components:
the gravitational contribution and the hydrodynamic contribution. Similarly any
diagnostic information on energy could be split into three components: kinetic energy,
gravitational potential energy and internal thermal energy.
4.4.6 Memory Allocation
Memory for the data structures to store new particle properties (such as smoothing
length, density, and so forth) will need to be allocated. Memory will also be required
for the kernel function look-up tables; the number of elements to use in each table
could either be supplied as a parameter (requiring dynamic memory allocation) or as
a macro (using static arrays).
4.4.7 Code Units
Input and output should be made in physical units, as specified by the scaling unit
preferences in the model parameters.
Conversion between physical units (used in input and output) and code units
(used within the program) must be performed at the input/output interfaces.
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Additional units for density, pressure, temperature and so forth may need to
be incorporated for output purposes.
For gravitational calculations, tscale was determined in a manner that nor-
malised the gravitational constant G to unity. For the case of purely hydrodynamic
simulations, where there are no gravitational calculations, tscale itself can simply be
set to unity instead.
The scaling factors for density ρ and pressure P can be derived very simply,
since density is mass per unit volume and pressure is force per unit area.
ρscale × ρSI = mscale ×mSI
(rscale × rSI)3
(4.91)
Pscale × PSI = mscale ×mSI
rscale × rSI × (tscale × tSI)2
(4.92)
(4.93)
The sound constant Cˆs can also be calculated here. This is the constant of
proportionality between sound speed cs and temperature T , such that cs = Cˆs
√
T .
c2s =
kBT
mH µ¯
⇒ Cˆs =
√
kB
mH µ¯
(4.94)
where kB is the Boltzmann constant (1.38×10−23JK−1), mH is the mass of hydrogen
(1.67× 10−27kg), and µ¯ is the mean molecular mass (in units of mH , set as a model
parameter, with 2.29 being a typical value that is representative of the solar nebula).
The sound constant Cˆs is then normalised (divided by vscale × vSI) in order
to allow temperatures to be converted directly into sound speeds with dimensionless
code units when using the formula cs = Cˆs
√
T .
All physical quantities must be normalised upon input (divided by Xscale),
and conversely must be converted back to physical units upon output (multiplied by
Xscale).
Smoothing lengths should be multiplied by rscale on output, and sound speeds
by vscale, in order to make them consistent with the physical units specified for posi-
tions and velocities.
Temperatures T may be left in units of K throughout, eliminating the need
for Tscale.
4.4.8 Kernel Function Look-Up Tables
Since the kernel function W (and its derivative) appears throughout the SPH equa-
tions it will need to be evaluated many times during a simulation. Rather than
explicitly calculating W each time, it may be more efficient to tabulate it as a func-
tion of q = |ra−rb|
h
in the form of an array, and to simply look-up the corresponding
element each time it is needed.
Including more elements in the look-up table improves the accuracy of the
evaluations, but at the expense of greater memory requirements. Since it is sensible
to try to keep the table small enough to fit into one of the fast-access memory caches of
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the processor, 103 − 104 elements is probably a reasonable compromise. CPU speeds
have been improving at a faster rate than memory access speeds, however, so an
explicit calculation of W may prove to be faster than referencing a table in memory;
a speed comparison should be made in order to determine the optimal approach.
If each table is an array from i = 0 to i = n then each element i will correspond
to a value of q = 2i
n
, providing tabulation for 0 ≤ q ≤ 2.
Each table should be normalised appropriately for the number of spatial di-
mensions, but since the table is only a function of q and not h, the denominator
involving h has not been accounted for in the table and must therefore be explicitly
incorporated into the implementation of the SPH equations instead.
Tables should be made for the kernel function W and its first derivative dW
dr
.
The Thomas-Couchman modification should be made to the first derivative (see Sec-
tion 4.4.12), and tables made for the softening kernel φ and its first derivative dφ
dr
. For
the correction terms, tables should be made for dW
dh
for the Ω term, and dφ
dh
for the ζ
term.
The initialisation of the kernel tables is a good place to also initialise the
smoothing lengths to some reasonable value. A basic starting point is to assume
uniform density within the computational volume V and set the smoothing length as
h =
(
V
N
)1/D
for N particles in D spatial dimensions.
4.4.9 Integration
The integration routine within the main program loop contains the same core pro-
cessing elements as before, but with some new SPH elements now incorporated; these
additions have been marked (⋆) and highlighted to stand out from the previous pseu-
docode.
Pseudocode (integration):
calculate total energy and momentum of system [optional diagnostic]
IF adaptive timestep is used THEN
calculate new timestep ∆t
ENDIF
FOR each particle
apply first part of integration scheme
(predict position)
ENDFOR
⋆ FOR each particle
⋆ calculate smoothing length and density [and any correction terms]
⋆ ENDFOR
⋆ FOR each particle
⋆ calculate pressure using the equation of state
⋆ ENDFOR
⋆ calculate gravitational accelerations [and potentials]
⋆ calculate hydrodynamic accelerations
FOR each particle
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apply second part of integration scheme
(advance velocity and correct position)
ENDFOR
advance time: t = t+∆t
This description applies to the modified Leapfrog scheme. For the Runge-
Kutta scheme, or any other scheme, each and every calculation of gravitational accel-
erations should be preceded by the new SPH elements, thus allowing hydrodynamic
accelerations to also be calculated.
Note that if a non-barotropic equation of state is used then the internal energy
u will need to be integrated for each particle using the SPH energy equation in each
part of the integration scheme. Likewise any energy diagnostics may need to account
for the internal thermal energy.
The calculation of an adaptive timestep should also implement the appropriate
Courant-Friedrichs-Lewy condition for hydrodynamic simulations.
4.4.10 Smoothing Lengths and Densities
Using a fixed smoothing length, writing a subroutine to calculate the SPH density
for each particle by summation of the contributions from other particles is fairly
straightforward. This can then be tested on a randomly populated box (Figure 4.6,
top-left) to check that it works correctly.
Since the kernel function has been tabulated as a function of q, the 1
hD
denomi-
nator must be incorporated in order to correctly normalise the density. Also note that
the self-density (the contibution of a particle to its own density) should be included
to avoid under-estimating the density when the particles have settled (Whitworth et
al. 1995).
On average each particle should have the same density, except for those par-
ticles close to edge of the box because they will have a deficit of neighbours in
the outside direction. This edge effect is a peril of SPH, where particles at the
edge of the computational domain experience a drop in density (Figure 4.6, top-
right). For 1000 particles in 2 spatial dimensions the average smoothing length is
h =
(
V
N
)1/D
=
(
1
1000
)1/2 ≃ 0.0316. This length scale indicates how far the edge effects
can be expected to penetrate the computational domain.
Periodic boundary conditions will eliminate this effect, so they should be im-
plemented and tested next (Figure 4.6, bottom-left). These are fairly straightforward
to implement through the use of a dedicated subroutine for calculating relative posi-
tion vectors (rij = ri−rj) between two particles i and j whenever such information is
required. If the separation xij in any spatial dimension x exceeds half the size of the
computational domain Lx in that dimension, then the displacement can be adjusted
accordingly in order to enforce periodic boundary conditions.
If xij >
Lx
2
then xij maps to xij − Lx.
If xij < −Lx2 then xij maps to xij + Lx.
Since the correction term Ω can be calculated at the same time as the density
ρ, it may now be implemented and tested. On average each particle should have a
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Figure 4.6: A randomly populated box containing 1000 particles (top-left) and its SPH
density evaluation (top-right), showing a drop at the edges, which is eliminated by
employing periodic boundary conditions (bottom-left). The correction term Ω is also
shown (bottom-right).
value of Ω close to unity (Figure 4.6, bottom-right).
To implement the variable smoothing length, the derivative of density with
respect to time dρ
dt
should be calculated at the same time as density.
Pseudocode (calculate smoothing length and density):
FOR each particle i
store value of hi as hold
calculate dhi
dt
= − hi
Dρi
dρi
dt
estimate new value hnew = hold +
dhi
dt
∆t
REPEAT
set hi = hnew
calculate ρi using SPH summation
calculate hnew = η (mi/ρi)
1/D
calculate convergence = |hnew−hold|
hold
set hold = hnew
UNTIL convergence < 0.01
ENDFOR i
When estimating the new value hnew it is prudent to check that it is not
negative. Ideally the adaptive timestep conditions should prevent this from happen-
ing, but since that is not guaranteed then the possibility of an exception should be
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addressed.
4.4.11 Equation of State
The equation of state is used to calculate the pressure P for each particle. For
barotropic equations of state, where P is solely a function of density ρ and independent
of internal energy u, the SPH energy equation will not be required.
The simplest equation of state is the isothermal equation P = c2sρ, where cs is
the isothermal sound speed, which is found from the temperature T by cs = Cˆs
√
T ,
where Cˆs =
√
kB/(mH µ¯) is the sound constant.
For general barotropic equations of state, the isothermal sound speed cs =√
P/ρ no longer applies, and the local sound speed is given by cs =
√
∂P
∂ρ
.
In such cases it might be easier to use a pressure constant Pˆ = kB
mH µ¯
rather
than the sound constant Cˆs. Once normalised (multiplied by ρscale× ρSI and divided
by Pscale×PSI), this allows temperatures to be converted directly into pressures using
the equation P = Pˆ ρT .
The sound speed can then be calculated as cs =
√
Pˆ ∂(ρT (ρ))
∂ρ
.
For the case of a polytropic equation of state, where P = Kρη, the temperature
can then be calculated as T = P
Pˆρ
and the sound speed as cs =
√
ηP
ρ
.
In general, using any applicable barotropic equation of state, the temperature
T , sound speed cs and pressure P can all be evaluated.
For the non-barotropic case, the use of the SPH energy equation is required
and the internal energy variables u and du
dt
must be included. The internal energy u
is then integrated directly together with r and v in the integration scheme, and du
dt
can be calculated alongside the hydrodynamic component of acceleration, using the
SPH energy equation. An additional timestep condition, ∆t < u/
(|du
dt
|+ ǫ) is also
required to maintain stability in the integration of the energy equation, where ǫ is a
small number to prevent division by zero. The pressure may be calculated using the
ideal gas equation of state P = (γ − 1)ρu, and then the temperature as T = P
Pˆρ
and
the sound speed as cs =
√
γP
ρ
.
4.4.12 Hydrodynamic Calculations
With the pressure calculated, the hydrodynamic component of acceleration can be
calculated for each particle using the SPH equation of motion.
dva
dt
= −
∑
b
mb
(
Pa
Ωaρ2a
∂Wab(ha)
∂ra
+
Pb
Ωbρ
2
b
∂Wab(hb)
∂ra
)
(4.95)
The direction is given by ∂Wab
∂ra
, which is equivalent to ∂Wab
∂r
ra−rb
|ra−rb| .
Settling a Periodic Box
When a periodic box is allowed to evolve hydrodynamically (using an isothermal
equation of state) the particles will spread out through the action of pressure. Due
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Figure 4.7: The Thomas & Couchman (1992) modification to the M4 kernel derivative
(labelled TC) with the unmodified form also shown. The right-hand plot shows the
effect that this modification would have on the original M4 kernel.
to the functional form of the kernel gradient dW
dr
it is possible for particles to clump
together if they approach within 2
3
h of each other. This can be remedied by modifying
the first derivative of the kernel (Thomas & Couchman 1992).
dW
dr
(q, h) =
n(D)
hD+1


−1 0 ≤ q ≤ 2
3
−3q + 9
4
q2 2
3
≤ q ≤ 1
−3
4
(2− q)2 1 ≤ q ≤ 2
0 q > 2
(4.96)
This modification, shown in Figure 4.7, will slightly steepen and raise the
central portion of the original kernelW when integrated, but the difference is marginal
and affects very few particles (the purpose of the modification is to discourage them
from occupying this region of the kernel, after all) so the other kernel functions are
typically left in unmodified form.
The particles confined within a periodic box will spread themselves out as
much as possible through the action of pressure, essentially jostling each other for
space. This thermalised gas will remain in such a jostling state, and to fully settle
the particles into their relaxed configuration requires their motion to be damped. This
can be rapidly achieved through the application of artificial viscosity (see Chapter 6)
or more gradually by applying a damping factor directly to the accelerations, either
reducing them by a fixed percentage or in a velocity-dependent manner (dv
dt
= a−0.05v
for example). This damping process allows the gas particles to settle into a relaxed
crystalline configuration that resembles a glass (Figure 4.8).
Figure 4.9 shows the result of not using the Thomas & Couchman modification.
Although the particles have settled to a similar density range, close inspection reveals
that the structure contains a propensity of particle pairs that have clumped together
due to the close-range attractive behaviour of the kernel derivative.
A similar kind of clumping behaviour can occur if an adjustment algorithm
is used to settle particles towards a desired density profile (Whitworth et al. 1995).
Suitable caution is therefore advised whenever particles are settled, to avoid any
undesirable behaviour.
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Figure 4.8: 1000 particles in a 2D periodic box settled into a “glass” configuration, to
within ∼ 1− 2% of uniform unit density.
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Figure 4.9: 1000 particles in a 2D periodic box settled into a “glass” configuration,
without the Thomas & Couchman modification.
4.4. Developing an SPH Code 131
4.4.13 Gravitational Calculations
To calculate the gravitational acceleration experienced by particle i due to particle j,
with G normalised to unity,
aij = −mj rij|rij|3 (4.97)
where mj is the mass of particle j and rij = ri − rj is the relative position vector of
particle i with respect to particle j. For particle j,
aji = mi
rij
|rij|3 (4.98)
We can write the specific gravitational potential as
Φ(r) = −G
∑
b
mbφ(|r− rb|, h) (4.99)
where the softening kernel φ is a function of particle separation and softening length
h. This softening length h is set to be the same as the hydrodynamic smoothing
length for reasons detailed in Section 4.3.8. The softening kernel then determines the
form of the softened gravitational force law.
a(r) = −∇Φ = G
∑
b
mb
∂φ
∂|r− rb|(|r− rb|, h)
r− rb
|r− rb| (4.100)
which in symmetrised form gives
aij = −mj 1
2
(
∂φij(ha)
∂r
+
∂φij(hb)
∂r
)
rij
|rij| (4.101)
or, if the energy-conserving formulation is applied,
aij = −mj 12
[(
∂φij(ha)
∂r
+
∂φij(hb)
∂r
)
rij
|rij|
−
(
ζa
Ωa
∂Wab(ha)
∂r
+ ζb
Ωb
∂Wab(hb)
∂r
)] (4.102)
where the ζ correction term can be calculated at the same time as Ω.
Once kernel-softened gravity is implemented it can be tested using the freefall
collapse of a uniform-density sphere of cold gas (T = 0 so no hydrodynamic pressure
is experienced).
Note that in practice it is helpful to renormalise the softening kernel functions.
By multiplying φ by a factor of r (and ∂φ
∂r
by r2) the functions can then be tabulated
solely as functions of q (where q = r
h
), removing the presence of h (or h2) terms in
the denominator. All equations involving these renormalised softening kernels will
then require multiplication by 1
r
(or 1
r2
). Besides tending to be more computationally
efficient to express the calculations in this manner, it also preserves the physical
behaviour (inverse linear and square laws) with respect to r in an explicit manner,
making the equations (and the ensuing source code) easier for humans to read and
interpret.
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Figure 4.10: Freefall collapse for N = 1000 particles with kernel-softened gravity. The
lines show the analytic solutions for the sphere radius and the 90%, 50% and 10% mass
radii inside it. The points are the numerical solution values at periodic intervals.
Figure 4.10 shows the results of a freefall collapse simulation. As the singular-
ity is approached the simulation deviates slightly from the analytic solution due to
gravitational softening, particularly in the outermost parts. By this stage the density
is more than 7 orders of magnitude greater than its initial value.
Although the general form of the analytic solution is obeyed the combination
of adaptive timesteps and variable softening lengths greatly damages the conservation
of energy, particularly in the later stages of collapse. For strict energy conservation,
fixed timesteps and softening lengths are required; nonetheless the early stages of
collapse provide a useful preliminary test for the code at this developmental stage.
4.5 Isothermal Collapse
A static uniform density gas sphere with no internal (or external) pressure collapses
homologously to a singularity on a freefall timescale tff .
tff =
π
2
(
2GM
R3
)−1/2
(4.103)
where R and M are the radius and mass of the sphere respectively.
In the first chapter we derived the analytic solution for the evolution of the
radius of the sphere r(t) as a function of time under gravitational freefall,
θ + cos(θ)(1− cos2(θ))1/2 =
(
2GM
R3
)1/2
t (4.104)
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where cos2(θ) = r(t)
R
. This can be written in terms of the freefall time as
t
tff
=
2
π
(
arccos
( r
R
)1/2
+
( r
R
)1/2 (
1− r
R
)1/2)
(4.105)
If internal pressure is included (with an isothermal equation of state) then a
rarefaction wave propagates inwards from the surface of the sphere. Ahead of this
wavefront the gas collapses in accordance with Equation 4.105, but behind it the gas
deviates from the analytic solution. The position of the rarefaction wavefront rrf
moves inwards according to the sound speed cs and the local flow speed v(rrf , ρ), and
its progress can be evaluated (Truelove et al. 1998) according to
drrf
dt
= −cs + v(rrf , ρ) (4.106)
Introducing dimensionless variables ξ =
rrf
R0
for the position of the rarefaction
wavefront and τ = t
tff
for time,
R0
tff
dξ
dτ
= −cs + v(rrf , ρ) (4.107)
From conservation of energy the freefall velocity vff at the surface R0 is
vff =
(
2GM0
R0
)1/2
=
π
2
R0
tff
(4.108)
so
2vff
π
dξ
dτ
= −cs + v(rrf , ρ) (4.109)
Introducing a dimensionless variable δ = (ρ/ρ0)
1/3 ≡ R
r
, the freefall equation
can be written as
τ = 2
π
(
arccos
(
δ−1/2
)
+ δ−1/2 (1− δ−1)1/2
)
= 2
π
(
arccos
(
δ−1/2
)
+ δ−1 (δ − 1)1/2
) (4.110)
From conservation of energy,
1
2
v2(r) = GM
(
1
r
− 1
R
)
(4.111)
which can be rearranged to give the flow velocity in terms of the freefall velocity vff ,
v(r) =
(
2GM
(
1
r
− 1
R
))1/2
= vff
(
R
r
− 1)1/2
= vff (δ − 1)1/2
(4.112)
Since the flow velocity is homologous it can be rescaled (using the fact that
the mass M is constant throughout the collapse, so ρ0R
3 = ρr3rf , therefore v(rrf , ρ) ∼
(ρ/ρ0)
1/3 rrf
R
v(r)) to give the value at the position of the rarefaction wavefront,
v(rrf , δ(ρ)) = −rrfR δvff (δ − 1)1/2
= −ξvff (δ − 1)1/2
(4.113)
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where the negative sign is used to indicate the converging flow solution.
Substituting this result gives
2vff
π
dξ
dτ
= −cs − ξvffδ (δ − 1)1/2 (4.114)
so
dξ
dτ
= −π
2
(
cs
vff
+ ξδ (δ − 1)1/2
)
(4.115)
Considering the mass inside the rarefaction wavefront Mrf =
4
3
πr3rfρ, and
introducing a dimensionless variable µ = (Mrf/M)
1/3 for mass (so µ = ξδ and equiv-
alently ξ = µ
δ
) we can consider the rate of change of Mrf with respect to the density
ρ, using the product rule, as
dµ
dδ
=
dξ
dδ
δ + ξ (4.116)
and then applying the chain rule,
dµ
dδ
=
dξ
dτ
dτ
dδ
δ + ξ (4.117)
Using the previous results
dξ
dτ
= −π
2
(
cs
vff
+ ξδ (δ − 1)1/2
)
(4.118)
τ =
2
π
(
arccos
(
δ−1/2
)
+ δ−1 (δ − 1)1/2
)
(4.119)
and differentiating the second, using the identity d
dx
arccos x = −1
(1−x2)1/2 with the chain
rule to determine d
dδ
arccos(δ−1/2) = 1
2
δ−1(δ − 1)−1/2, to get
dτ
dδ
= 2
π
(
1
2
δ−1(δ − 1)−1/2 + [−δ−2(δ − 1)1/2]+ [δ−1 1
2
(δ − 1)−1/2])
= 2
π
[
δ−1(δ − 1)−1/2 − δ−2(δ − 1)1/2]
= 2
π
(
1
δ(δ−1)1/2 − (δ−1)
1/2)
δ2
)
= 2
π
(
δ2−δ(δ−1)
δ3(δ−1)1/2
)
= 2
π
1
δ2(δ−1)1/2
(4.120)
gives
dµ
dδ
= dξ
dτ
dτ
dδ
δ + ξ
=
(
−π
2
[
cs
vff
+ ξδ(δ − 1)1/2
])(
2
π
1
δ2(δ−1)1/2
)
δ + ξ
= −
(
cs
vff
1
δ(δ−1)1/2 + ξ
)
+ ξ
= − cs
vff
1
δ(δ−1)1/2
(4.121)
Using the substitution x2 = δ − 1, so dx
dδ
= 1
2x
,
dµ
dδ
=
dµ
dx
1
2x
= − cs
vff
1
(1 + x2)x
(4.122)
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so
dµ
dx
= − cs
vff
2
1 + x2
(4.123)
which can be integrated using the identity d
dx
arctan x = 1
1+x2
to get
µ = µC − 2 cs
vff
arctan (δ − 1)1/2 (4.124)
where µC is the integration constant, which is unity since µ = 1 when δ = 1 at time
t = 0.
Substituting back into physical variables,
(
Mrf
M
)1/3
= 1− 2 cs
vff
arctan
[(
ρ
ρ0
)1/3
− 1
]1/2
(4.125)
The position of the rarefaction wavefront rrf can therefore be determined as a function
of time, using Mrf =
4
3
πr3rfρ, and density ρ as a proxy for time t via the freefall
equation.
Note that in the limit ρ
ρ0
→ ∞, (Mrf/M)1/3 →
(
1− π cs
vff
)
, so the condition
for the sphere to collapse to a singularity before the rarefaction wavefront reaches the
centre and prevents this is
(
1− π cs
vff
)
> 0, giving cs <
vff
π
.
This analytic solution allows comparison with numerical solutions, providing
a useful basic test that involves both gravitational and hydrodynamic processes.
In order to minimise the effects of noise in the hydrodynamic calculations it
is best to use initial conditions that have been settled into a relaxed glass-like state
using a periodic box. The required uniform density sphere can then be trimmed from
within this uniform density cube.
Figure 4.11 shows the 90%, 50% and 10% mass radii as a function of time. The
simulation is dimensionless, with G = 1 and cs = 1; this means that the rarefaction
wave reaches the centre of the sphere in less than a freefall time, preventing collapse to
a singularity. As the rarefaction wavefront passes through each mass radius, collapse
is prevented and divergence from the pressureless analytic solution occurs.
The premature deviations in the simulation, occurring before the rarefaction
wave should have arrived, are due to hydrodynamic smoothing at low resolution; with
only 1000 particles in the sphere its radius is represented by just a few particles in
any given direction. Optimisation of the code to improve its performance will allow
this test to be repeated at higher resolution in the next chapter (see Section 5.5);
nonetheless it remains a useful preliminary test at this developmental stage, even at
such poor resolution, since the basic underlying physical behaviour is still exhibited.
4.6 Stable Polytropes
When a polytropic equation of state (P = Kρη) is applied, a uniform density gas
sphere will gradually relax to a polytrope.
The radial density profile of the polytrope is given by a Lane-Emden function,
which is obtained by numerically solving the Lane-Emden equation.
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Figure 4.11: Isothermal collapse for N = 1000 particles with SPH and kernel-softened
gravity. The lines show the freefall (pressureless) analytic solutions for the sphere
radius and the 90%, 50% and 10% mass radii inside it. The points are the numerical
solution values at periodic intervals. The sloping near-diagonal line is the analytic
solution for the inward propagation of the rarefaction wave.
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The particles will oscillate about this solution; in order to completely settle to
it their motion must be damped. Artificial viscosity (see Chapter 6) can be used for
this purpose.
4.6.1 The Polytropic Equation of State
P = Kρη (4.126)
The pressure P is related to the density ρ by a polytropic constant K and the poly-
tropic exponent η, which may also be expressed in terms of a polytropic index n where
η = 1 + 1
n
. Polytropes with a higher polytropic index are therefore more centrally
condensed, with the smaller value of η providing a softer equation of state; conversely
larger values of η give a harder equation of state.
4.6.2 The Lane-Emden Equation
For a spherically symmetric polytrope to be in hydrostatic balance,
1
ρ(r)
dP (r)
dr
= −GM(r)
r2
(4.127)
where r is the radial position, ρ(r) is the density at r and M(r) is the mass interior
to r, which rearranges to
M(r) = − r
2
Gρ(r)
dP (r)
dr
(4.128)
and this differentiates to give
dM(r)
dr
= − 1
G
d
dr
(
r2
ρ(r)
dP (r)
dr
)
(4.129)
From conservation of mass,
M(r) =
∫ r
0
ρ(r)4πr2dr (4.130)
so it follows that
d
dr
(
r2
ρ(r)
dP (r)
dr
)
+Gρ(r)4πr2 = 0 (4.131)
Substituting the polytropic equation of state P (r) = Kρ(1+
1
n
)(r) into this
equation gives
d
dr
(
r2ρ(
1
n
−1)(r)
dρ(r)
dr
)
+
nGρ(r)4πr2
K(n+ 1)
= 0 (4.132)
Introducing dimensionless variables ξ = r
R
for position and θn(ξ) = (ρ(r = ξR)/ρc)
1/n
as a proxy for density, where ρc is the central density (ρ(r = 0)) and R is a scale
length defined as R =
(
K(n+1)
4πG
ρ
( 1
n
−1)
c
)1/2
, this equation may then be expressed as
1
ξ2
d
dξ
(
ξ2
dθn(ξ)
dξ
)
+ (θn(ξ))
n = 0 (4.133)
which is the Lane-Emden equation.
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4.6.3 The Lane-Emden Functions
The Lane-Emden functions are the values of θn(ξ) that are solutions of the Lane-
Emden equation for different values of the polytropic index n. Finding these solutions
requires the application of boundary conditions.
The first boundary condition is provided by considering the definition of θn
at r = 0, which gives ρ(r = 0) = ρc (θn(ξ = 0))
n. Since ρ(r = 0) must equal ρc,
θn(ξ = 0) must be unity, giving the first boundary condition as θn(0) = 1.
The second boundary condition is provided by considering the pressure gradi-
ent dP (r)
dr
at r = 0. From hydrostatic balance this must be zero since M(r = 0) = 0
(there is no point mass at the centre to provide any gravitational acceleration), so
dP (r=0)
dr
= K
(
1 + 1
n
)
ρ(
1
n
)(r)dρ(r)
dr
= K(n+1)
R
ρ
(1+ 1
n
)
c (θn(ξ = 0))
n dθn(ξ=0)
dξ
= 0
(4.134)
giving the second boundary condition as dθn(0)
dξ
= 0.
Only three analytic Lane-Emden functions can be determined, corresponding
to n = 0, 1 and 5; other solutions must be determined by numerical integration.
For 0 ≤ n < 5 (equivalent to η > 6
5
) the Lane-Emden functions θn(ξ) fall to
zero at some finite value of ξ = ξn (so θn(ξn) = 0), which corresponds to the surface
of the polytrope. Having a finite extent these are termed to be hard polytropes.
For n ≥ 5 and n < −1 (equivalent to 0 < η ≤ 6
5
) the Lane-Emden functions
θn(ξ) do not fall to zero at finite ξ (effectively ξn = ∞). Having an infinite extent
they are termed to be soft polytropes. This includes the n =∞ solution (equivalent
to η = 1) which corresponds to the isothermal equation of state.
For −1 ≤ n < 0 (equivalent to η ≤ 0) pressure decreases as density increases,
so there can be no hydrostatic balance and therefore no Lane-Emden functions exist.
Any such objects could be termed very soft polytropes.
4.6.4 Polytrope Properties
Considering a complete polytrope as a sphere of gas with some constant value of the
polytropic constant K and the polytropic index n, its surface (where the density ρ(r)
falls to zero) will be located at r = RP = ξnR.
RP (ρc, K, n) = ξn
(
K(n + 1)
4πG
ρ
( 1
n
−1)
c
)1/2
(4.135)
The radius RP of a polytrope therefore scales with the central density as
RP ∼ ρ(
1−n
2n )
c . This indicates that the n = 1 solution is a special case, since the radius
RP is independent of the central density ρc and is simply a function of the polytropic
constant K. An n = 1 polytrope is a plausible model for a neutron star.
The mass MP of a polytrope is
MP (ρc, K, n) =
∫ RP
0
ρ(r)4πr2dr
=
∫ ξn
0
ρc (θn(ξ))
n 4πR3ξ2dξ
= 4πR3ρc
∫ ξn
0
(θn(ξ))
n ξ2dξ
(4.136)
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Rearranging the Lane-Emden equation gives
(θn(ξ))
n ξ2 = − d
dξ
(
ξ2
dθn(ξ)
dξ
)
(4.137)
which can be substituted to give
MP (ρc, K, n) = 4πR
3ρc
[
−ξ2 dθn(ξ)
dξ
]ξn
0
= 4π
(
K(n+1)
4πG
)3/2
ρ
( 3−n2n )
c
(
−ξ2n dθn(ξn)dξ
) (4.138)
The mass MP of a polytrope therefore scales with the central density asMP ∼
ρ
( 3−n2n )
c . This indicates that the n = 3 solution is a special case, since the mass MP
is independent of the central density ρc and is simply a function of the polytropic
constant K. An n = 3 polytrope is a plausible model for a main sequence star, based
upon the Eddington model of stellar structure.
The n = 5 solution can also be noted as special, because although it has
infinite extent it has finite mass.
Eliminating the central density ρc gives the scaling relation RP ∼ M(
1−n
3−n)
P ,
which indicates that for 1 < n < 3 the radius of a polytrope decreases as its mass
increases. Within this range an n = 3
2
polytrope is a plausible model for an object
supported by non-relativistic electron degeneracy pressure, such as the core of a red
giant star, a white dwarf star, a brown dwarf, a gas giant planet or even a rocky
planet.
4.6.5 Numerically Solving the Lane-Emden Equation
For a given value of the polytropic index n the Lane-Emden function θn(ξ) and the
boundary radius ξn are uniquely determined, so a family of physical solutions will
be described by relations between the polytropic exponent K, the central density ρc
and the radius RP and mass MP of the polytrope. When any two of these properties
are specified the remaining two properties are then determined from them, and the
dimensionless Lane-Emden function θn(ξ) can be converted into a physical radial
density profile ρ(r).
The Lane-Emden equation
1
ξ2
d
dξ
(
ξ2
dθn(ξ)
dξ
)
+ (θn(ξ))
n = 0 (4.139)
can be rearranged to
d
dξ
(
ξ2
dθn(ξ)
dξ
)
= −ξ2 (θn(ξ))n (4.140)
which, differentiating the left hand side, gives
ξ2
d2θn(ξ)
dξ2
+ 2ξ
dθn(ξ)
dξ
= −ξ2 (θn(ξ))n (4.141)
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which can be rearranged to
d2θn(ξ)
dξ2
= −
(
2
ξ
dθn(ξ)
dξ
+ (θn(ξ))
n
)
(4.142)
A numerical integration scheme can be used to solve this, which is implemented
for each discrete integration step i as
dθn
dξ
(i+ 1) = dθn
dξ
(i) + d
2θn
dξ2
(i)∆ξ
= dθn
dξ
(i)−
(
2
ξ(i)
dθn
dξ
(i) + (θn(ξ(i)))
n
)
∆ξ
(4.143)
θn(i+ 1) = θn(i) +
dθn
dξ
(i+ 1)∆ξ (4.144)
ξ(i+ 1) = ξ(i) + ∆ξ (4.145)
The boundary conditions θn(0) = 1 and
dθn(0)
dξ
= 0 are applied at the start of
the integration (i = 0). Note that although ξ(0) = 0 it should be approximated by a
small value ǫ ∼ ∆ξ
10
in order to prevent division by zero when evaluating the 2
ξ
term
in the second derivative.
Stepping forward in dimensionless radius by ∆ξ with each integration step,
the solution θn is thus determined as a function of ξ. For a hard polytrope, when
θn ≤ 0 the solution is complete and the integration can cease, noting that the value
of ξ at this point gives the boundary surface ξn.
Given a value of n (or η = 1+ 1
n
) the Lane-Emden function θn(ξ) can therefore
be numerically determined for ǫ(≈ 0) ≤ ξ ≤ ξn, which provides a value for ξn.
The relations between the polytropic exponent K, the central density ρc and
the radius RP and mass MP of the polytrope can then be used to determine the two
unspecified properties from the two specified ones.
RP (K, ρc) = ξn
(
K(n + 1)
4πG
ρ
( 1
n
−1)
c
)1/2
(4.146)
MP (K, ρc) = 4π
(
K(n + 1)
4πG
)3/2
ρ
( 3−n2n )
c
(
−ξ2n
dθn(ξn)
dξ
)
(4.147)
For an SPH simulation it is typical for RP andMP to be specified via the initial
conditions. These values can then be used to determine the polytropic constant K
required for the equation of state,
K =
(
4πG
n+ 1
)(
RP
ξn
)( 3−nn )(
−
4πξ2n
dθn(ξn)
dξ
MP
)( 1−nn )
(4.148)
which then determines the central density,
ρc =
(
K(n+ 1)
4πG
)( −n1−n)(RP
ξn
)( 2n1−n)
(4.149)
Note that when applying this expression using normalised code units it is
important to remember that G is normalised to unity.
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4.6.6 SPH Simulation of a Polytrope
Now that the Lane-Emden equation can be numerically solved and the resulting
radial density profile of a polytrope can be determined, a polytropic equation of state
(P = Kρη) can be applied to a gas sphere composed of SPH particles which are
gradually relaxed via damping. The resultant settled profile can then be compared
to the analytic solution (Price & Monaghan 2007).
It is possible to settle an initially uniform density sphere, but since this is
far from the solution a relatively long period of time is required for the large-scale
oscillations to damp down. In order to speed up the process the initially uniform
density sphere can be transformed to the analytic density profile, so that only the
damping of oscillations due to particle noise is required.
The numerical solution of the Lane-Emden equation gives θ as a function of
dimensionless radius ξ at each integration step i. These values can be used to calculate
the mass Mpoly contained within the radius ξ for the polytrope as
Mpoly(i+ 1) = Mpoly(i) + θ(i)
(
4πξ2(i)(ξ(i+ 1)− ξ(i))) (4.150)
beginning at the centre where Mpoly(0) = 0 and integrating outwards, reaching
Mpoly =MP at the point when ξ = ξn (which is equivalent to r = RP ).
For a uniform density sphere of mass MS and radius RS, the mass contained
within a radius r is simply MUDS = MS
(
r
RS
)3
. To transform a uniform density
sphere to a polytropic density profile, the position r of each particle must be adjusted
to a new position rnew = Fr such that the mass interior to it remains the same. This
requires finding the value of ξ at which
Mpoly(ξ)
MP
= MUDS(r)
MS
for the radial position r of
each particle (or in practice determining the closest possible value due to the finite
intervals of numerical integration). This value of ξ for each value of r then provides
the scaling factor F = ξRS
rRP
for each particle, and the particles can be repositioned
accordingly; their smoothing lengths h can also be rescaled by the same factor.
Using periodic boundary conditions, particles can be settled into a uniform
density “glass” configuration. A uniform density sphere can then be cut from this
glass box by keeping particles within a radius RS and removing those outside. This
uniform density sphere can then be transformed to the polytropic density profile and
allowed to settle further under the action of self-gravitating SPH with the inclusion
of artificial viscosity or some other damping mechanism.
Figure 4.12 shows the resulting radial density profile. The polytropic exponent
is 5/3, the mass of the sphere is fixed as 1 and the radius is chosen to be 1, which
gives a polytropic constant of K = 0.424 and a central density of ρc = 1.43. The
slight gaps at the centre and edge of the sphere are due to hydrodynamic smoothing,
and their size is comparable to the smoothing length at each point.
Although there are deviations from the analytic solution, with the central
density being too low and the edge density too high, this can be explained by hy-
drodynamic smoothing at low resolution; with only 1062 particles in the sphere its
radius is represented by only a few particles in any given direction.
Optimisation of the code to improve its performance will allow this test to
be repeated at higher resolution in the next chapter (see Section 5.5); nonetheless it
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Figure 4.12: Relaxation of a transformed uniform density sphere (composed of 1062
particles) to a polytrope with exponent 5/3. The figure shows the resulting radial
density profile. The dashed line indicates the analytic solution.
remains a useful preliminary test at this developmental stage, even at low resolution,
since the basic underlying physical behaviour is still exhibited.
Polytrope Oscillations
It is possible to use the radial modes of oscillation of a polytrope in order to test the
ζ correction terms of the energy-conserving formulation of SPH (Price & Monaghan
2007). These modes can be imposed via a radial velocity perturbation (such as
vr = 0.2r) but the remnant noise after the settling process is sufficient for our purpose.
To this end the settled sphere shown in Figure 4.12 can be used, with any artificial
viscosity or damping of the oscillations now removed.
It is also beneficial to use the standard M4 kernel function without the Thomas
& Couchman modification (since the modification impinges slightly upon energy con-
servation) and to use a low Courant number (such as a factor of 0.05 in the timestep-
ping condition) in order to minimise the errors due to the integration scheme itself.
Figure 4.13 shows the resulting variation in total energy, and it can be seen
that including the ζ correction terms greatly improves the conservation of energy.
The same essential behaviour is observed with a higher Courant number or the use of
the Thomas & Couchman modification but the amplitude of the noise is increased.
Further similar tests that might be performed at this stage include models of
‘Toy Stars’ (Price 2004) or acoustic oscillations of an isentropic monatomic gas sphere
(Attwood 2008).
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Figure 4.13: Oscillation of a polytrope (composed of 1062 particles) with exponent 5/3.
The upper line shows the variation in total energy without the ζ correction terms and
the lower line with the ζ correction terms included.
4.7 Summary
Smoothed particle hydrodynamics (SPH) has been introduced as a Lagrangian particle-
based method for discretising the fluid dynamics equations and, due to its spatially-
varying resolution length being inversely proportional to the cube root of the density
(in 3 dimensions), is well-suited to problems involving gravitational collapse.
The M4 kernel function is deemed to be suitable for evaluating first-order
derivatives, but noise from the particle distribution makes second-order derivatives
unreliable.
We have extended the N -body computer program to incorporate SPH, which
has served to highlight further issues involved in code development. Correction terms
to account for variable smoothing and softening lengths have been included, and the
Thomas & Couchman kernel modification has been introduced.
Now that hydrodynamics has been satisfactorily modelled in combination with
gravitational dynamics, demonstrating the accuracy of the numerical method (within
the limits of low spatial resolution), we can turn our attention towards improving its
speed and efficiency
In the next chapter we will optimise our SPH code in order to allow high
resolution simulations to be performed within a reasonable duration, including the
Boss & Bodenheimer test.
“As fast as laws are devised,
their evasion is contrived.”
German proverb
Chapter 5
Optimisation
In this chapter we describe the method used to optimise the performance of a self-
gravitating hydrodynamics code. This allows us to further our aim of modelling self-
gravitating gas by achieving higher resolution without considerable cost to efficiency.
In particular, three key developments are introduced and developed: the tree
algorithm, block timestepping and sink particles. Their effect upon both efficiency
and accuracy is demonstrated using simple performance tests, and higher resolution
simulations of tests from the previous chapter are also performed. The Boss & Bo-
denheimer test is used to demonstrate the sink routines.
Parallelisation is also discussed, allowing the code to run on multiple proces-
sors.
5.1 Optimisation
Optimisation is an important process for any complex computational procedure, and
various criteria are used to ensure efficiency since an acceptable level of accuracy must
be achieved in a reasonable amount of time. When simulation run times extend from
hours to days or even weeks or more, code optimisation rapidly becomes a significant
issue.
The classic computational trade-offs to consider are accuracy-speed (sacrificing
small amounts of accuracy for large gains in speed) and accuracy-memory (sacrificing
accuracy or precision for less memory usage, which also improves speed by reducing
cache misses).
Depending on the nature of the code, memory usage may or may not be a
critical factor; to be most efficient, all relevant variables must simultaneously fit into
the memory cache of the computer.
The accuracy of a numerical solution can be measured by its proximity to the
analytic solution. The speed can be gauged by the time taken to run the simulation,
which is determined by the number of computational operations required. The mem-
ory usage can be gauged roughly by inspection (by counting the number of variables
used and multiplying by 4 bytes each (or 8 for double precision), or by using the top
command) or in more detail through the use of profiling tools.
Speed and memory usage are obviously factors of N (the number of particles in
the simulation). For high-resolution simulations the total memory (RAM) available
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on a computer system will provide an absolute limit to N . Beyond this limit, virtual
memory (hard disk space) might be used in place of RAM, but the access speed
(reading and writing) is orders of magnitude slower and will cripple the speed of a
simulation, so this is to be avoided at all costs.
Between the main memory (RAM) of a computer and the registers of the
processor (where data is actually manipulated) there is a layer of low-latency memory
known as the cache. If the data to be manipulated can be retrieved from the cache
then access times are fast. If the data required is not present in the cache then a
“cache miss” occurs and the data must be retrieved from main memory. This typically
involves replacing a line of data in the cache with a line from the main memory.
This explains why our data structures were designed to store the data required
for gravitational calculations (r, m and h) contiguously in memory, to minimise cache
misses in the most frequently called subroutine.
Some optimisation issues have already been addressed, such as the use of
compiler flags and macros, and memory management issues such as optimal data
structures. In the same vein the kernel tables should be kept sufficiently small that
they can be accommodated in the cache.
It is worth noting that modern processors often have multi-level caches struc-
tured in a hierarchy with level 1 (L1) being the smallest fastest cache, the next largest
being L2 and so on until main memory is reached. Cache misses then result in a search
upwards through the hierarchy until the required data is found. As a rule of thumb,
typical sizes are kilobytes for the L1 cache (64KB being standard) and megabytes for
the L2 upwards (dependent on the chip architecture), with gigabytes usually available
in main memory.
5.2 Optimisation Methodology
There are four main avenues of optimisation, which tend to be best approached in
the order listed below.
5.2.1 Compiler Optimisation
The first (and simplest) approach is to use the optimisation flags associated with the
compiler, typically -OX (where X is a level of optimisation from 1 to 3 or more, de-
pending upon the compiler). These extend the compilation time but can dramatically
speed up the run time by making sure that an efficient machine code is compiled.
The typical convention is for O1 to optimise for binary size (compiling to
the least amount of machine code), O2 to optimise for speed (usually at the cost of
more machine code) and O3 to aggressively optimise for speed (by unrolling loops,
replicating code to eliminate branches, pre-fetching data and so on).
The O3 option is of particular benefit to loop-intensive codes using many
floating-point operations and processing large data sets (Intel 2006), so it should
be the best choice for SPH or N -body simulations.
Some other flags such as -fast might be appropriate, typically sacrificing
mathematical precision for greater speed.
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5.2.2 Profiling and Tuning
The next level of improvement is achieved by generating a profile during a run (first
compiling with the appropriate -pg flag and then running) and then viewing it using
a program such as gprof. A profile gives a breakdown of how much time is spent in
each subroutine, and even on each line of code. This allows the most expensive areas
of code to be fine-tuned on a line-by-line basis to enhance speed by ensuring that the
most efficient program structures and routines are used.
5.2.3 Algorithmic Replacement
Choosing the best algorithm can be very important. In the numerical integration of
functions (
∫
f(x)dx) the rectangle rule has errors that scale as order h (where h is
the width of the elements being summed), the trapezium rule errors scale as order
h2 and the Simpson rule errors scale as order h4. This means faster convergence can
be achieved with the latter methods, giving the same result for less iterations, which
improves the efficiency. Such considerations guided our choice of time integration
scheme in Chapter 3. By accepting small losses in accuracy for large gains in speed
this principle can be taken further: an N -body gravitational calculation scales as N2
but the use of a tree code can reduce this to an N logN process.
5.2.4 Parallel Computation
Parallelisation is usually a major undertaking and thus the final step in improving per-
formance. It achieves greater speed by spreading the computational work over multi-
ple processors. There is ultimately an overhead in balancing the cross-communication
required between processors with the gains from spreading the workload, so more pro-
cessors are not inevitably better: eventually the communication costs may eat into
the computation process too heavily.
5.2.5 Notes on Application
Compiler optimisation, while almost trivial, is greatly assisted by having a well-
written and stream-lined code in the first place, since the compiler can only do so
much optimisation within its finite compilation time.
The profiling and tuning process will reveal the specific bottlenecks of any given
code, but common to all self-gravitating hydrodynamics codes is the intense cost of
the gravitational calculations, particularly for high N simulations where it dwarfs
every other process. As a constituent of this, the subroutine dedicated to calculating
relative position vectors between two particles has the highest profile, and is therefore
the prime candidate for optimisation; it should be as stream-lined as possible, since
even the slightest deviation from optimal construction will be multiplied dramatically
at run-time. This is precisely why dimensionality should be handled with a macro and
periodic boundaries using compiler flags, to ensure that they never add unnecessary
costs here. It is recommended that the displacement vector and the square of the
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separation be returned by this subroutine to maximise efficiency. This prevents the
terrible cost of using an expensive square-root operation to calculate the magnitude
of separation within the subroutine, only to square it again immediately afterwards
in the calling routine. In high-usage routines such as these, extreme care is required
in their construction; keeping code as short and simple as possible, the general rule
for any subroutine, should be followed most rigorously here.
Algorithmic replacements that can alleviate costs are the tree code (reducing
the calculation to N logN), block timestepping (replacing the global timestep with
local timesteps prevents the central dense region of a collapse process from slowing
down the entire domain) and sink particles (replacing a high density region with a sink
particle prevents it from slowing beyond a certain threshold). These three techniques
will be introduced and developed in the remainder of this chapter, followed by a brief
discussion of parallelisation.
5.3 Developing a Tree Code
A tree code decomposes the computational domain by dividing it into cells, and
recursively subdividing these into smaller cells, repeating until each cell contains less
than some specified number of particles within it (such a cell is termed a leaf cell).
There are several ways in which the domain can be decomposed and one ap-
proach is octal-spatial decomposition, as typified by the Barnes-Hut tree (Barnes &
Hut 1986). This divides the 3-dimensional computational domain into eight cubic
sub-cells of equal volume and recursively divides these sub-cells down to the leaf
cells. A computational domain of uniform density will result in a highly symmetric
tree structure but in general it may be highly asymmetric, with leaf cells rapidly
reached in low density regions but deeply nested in high density regions. Rather
than considering one particle at a time it is more efficient to decompose them as
an ensemble (Pfalzner & Gibbon 1996) since this approach can easily be parallelised
later.
The tree structure allows particle-particle gravitational interactions to be re-
placed at long distances by particle-cell interactions, where the cell is treated as if it
was a single particle with the combined mass of all the particles contained within it
located at its centre of mass. This approach reduces the N2 gravitational calculation
to a more efficient N logN process.
Determining whether a particle is distant enough to interact with a cell, or
whether accuracy demands that it interact with the sub-cells or, in the case of a leaf
cell, constituent particles, requires the tree structure to be walked with a suitable
criterion applied at each stage (see Section 5.3.10). When this criterion is satisfied,
such as a cell subtending a small enough angle with respect to the particle, the tree
structure can be walked horizontally, moving from cell to cell on the same level. When
not satisfied a cell must be opened, and the tree structure walked vertically down into
the next level which contains the child cells, returning to the parent level and the next
cell only after all of these subcells have been walked (see Section 5.3.9).
The tree structure can be duplicated and a similar walk performed in order
to rapidly obtain neighbour lists for SPH interactions. The reason for using two
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separate tree structures, one for gravity and one for hydrodynamics, is that different
cell information is required in each case: separating this information out makes the
structure more efficient to process for each case by minimising cache misses.
Since the timestep stability conditions limit how far particles can move in
a single timestep, the tree structure will not change significantly from timestep to
timestep, so there is no need to build the tree structure every single timestep. Instead
it can be built every ∼ 10 timesteps, although the properties of each cell still need to
be calculated every timestep.
5.3.1 Data Structures
Tree data must now be incorporated in addition to the particle data. The tree struc-
ture is basically a linked list of cells. Useful global variables for managing the tree
structure include the total number of cells, the total number of levels and the identi-
fiers of the first and last cells on each level.
Each cell will possess two links: one to the next cell on its level and one to
its first child cell. These will be assigned when the tree is built and then used when
the tree is walked. Any cell that is a leaf cell will also need to store the number of
particles that it contains, together with a list of their identifiers.
The cells in the gravity tree will need to be stocked with their centre-of-mass
positions, the total mass they contain, a measure of their size (used to determine the
angle they subtend, for the opening criterion) and possibly any multipole moment
terms and multipole acceptance criterion. The size is best stored as a length squared,
in order to avoid expensive square root operations.
The cells in the hydrodynamic tree, used for SPH neighbour finding, will need
to be stocked with their centre-of-volume positions, a measure of their size (used to
determine the bounding box) and the maximum smoothing length contained (used
to extend the bounding box for scatter operations).
5.3.2 Compiler Flags
The use of the tree is best implemented with a compiler flag. This allows simulations
to be performed without the tree code using direct summation, which is useful for
comparison purposes (to determine the effect of the tree upon accuracy) or for low-N
simulations where its use is not warranted. It also allows different types of tree to be
incorporated if desired, such as a binary tree.
The inclusion of multipole moments (quadrupole or octupole) is best done with
compiler flags. This way they can be included when their contribution to accuracy
proves useful, or excluded to conserve memory usage in high-N simulations. The
possibility of using different types of multipole acceptance criteria is also best handled
with compiler flags.
It is often best to obtain lists of SPH neighbours on the fly, since they are only
needed to calculate smoothing lengths or hydrodynamic accelerations. If memory
usage is not at a premium, however, it can sometimes be worthwhile storing them to
save any repeated tree walks. Such an option is best included using a compiler flag.
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A macro is recommended for the maximum number of particles allowed within
a leaf cell. It may also be useful to have a macro for the maximum number of cells in
the tree, or the maximum number of levels in the tree (which in turn constrains the
maximum number of cells, since an octal tree can contain at most 1 +
∑L
i=1 8
i cells,
where L is the number of levels beyond the root cell, which can itself be considered
to be the zeroth level). Such a macro can be used to curtail excessively large tree
structures if memory usage is at a premium.
5.3.3 The Main Program
Using a top-down approach the program still consists of three main parts as before:
input, integration and output.
In the initial input part we again input any model parameters and the initial
conditions, and perform other preparations such as allocating memory for data struc-
tures (including the new tree data), converting to code units and initialising variables
(including building and stocking the tree based upon the initial conditions). Note
that since the hydrodynamic tree contains information that is dependent upon the
smoothing lengths h, it is useful to calculate the smoothing lengths here and then
stock the tree again to ensure the inclusion of this information.
In the integration part, where the calculations are performed through the
application of a numerical method in algorithmic form, we will need to make modi-
fications in order to incorporate the tree structure. This essentially consists of three
components: building the tree, stocking the tree and walking the tree.
5.3.4 Parameters
The frequency with which the tree structure is built can be handled as a parameter,
although a macro would be reasonable. Its value, typically a few steps (∼ 5 full
timesteps), is unlikely to need changing, but a lower number of steps might be more
suitable for violent turbulent simulations and a higher number of steps might be
suitable for quiet well-ordered simulations. Ultimately the frequency of tree-building
should account for the rate at which the geometry of the particle distribution might
change.
The criterion determining whether a cell is opened when the gravity tree is
walked is best handled as a parameter. For the geometric criterion this is described
by an opening angle. Increasing its size will benefit speed at the cost of accuracy
by allowing a greater number of cell-cell interactions. The value should be chosen to
satisfy the speed-accuracy requirements of the simulation. Some multipole acceptance
criteria may need a different parameter, typically the absolute size of an error term.
5.3.5 Memory Allocation
Memory for the data structures to store the tree information will need to be allocated.
If the tree structure is asymmetric then this is more difficult than particle data, where
the number of particles N precisely determines the size of the arrays required, because
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the number of cells required is dependent not just on the number of particles but also
the geometry of their distribution. In general, allocating memory for 2N cells is
sufficient. Since the majority of cells will be leaf cells, the macro determining how
many particles a leaf cell can contain has significant influence on the size of the tree
and thus the cell memory requirements. The conservative choice of 2N can usually
be reduced when leaf cells are able to contain large numbers of particles (typically
> 8).
5.3.6 Integration
The integration routine within the main program loop contains the same core pro-
cessing elements as before, with some new tree code elements now incorporated; these
additions have been marked (⋆) and highlighted to stand out from the previous pseu-
docode.
Pseudocode (integration):
calculate total energy and momentum of system [optional diagnostic]
IF adaptive timestep is used THEN
calculate new timestep ∆t
ENDIF
FOR each particle
apply first part of integration scheme
(predict position)
ENDFOR
⋆ IF tree needs building [every few steps as specified by parameter]
⋆ build tree (using predicted positions)
⋆ ENDIF
⋆ stock tree (using predicted positions)
FOR each particle
calculate smoothing length and density [and any correction terms]
⋆ by walking the tree
ENDFOR
FOR each particle
calculate pressure using the equation of state
ENDFOR
calculate gravitational accelerations [and potentials]
calculate hydrodynamic accelerations
⋆ by walking the tree
FOR each particle
apply second part of integration scheme
(advance velocity and correct position)
ENDFOR
advance time: t = t+∆t
This description applies to the modified Leapfrog scheme. For the Runge-
Kutta scheme the tree should be stocked a second time for the additional acceleration
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calculation.
5.3.7 Building the Tree
A new tree structure need not be built every integration step, but every few instead,
as determined by a parameter.
If all particles are self-gravitating gas particles then one tree structure can
be built for the gravity tree and simply duplicated for the hydrodynamic tree. If
special particle types are later incorporated into the code, such as non-gravitational
gas particles (to represent the intercloud medium for example), then the two trees
will have to be built separately, with the gravity tree including only gravitationally
interacting particles and the hydrodynamics tree including only hydrodynamically
interacting particles.
For particle data to be optimally arranged in memory in a contiguous man-
ner (to minimise cache misses) the ordering should follow that of the tree walking
process for the gravity tree. Although this requires additional code dedicated to the
rearrangement of particle data it is a worthwhile optimisation.
The routine to build a tree structure itself will be quite complicated, involving
a sizeable amount of auxiliary variables (local to the routine itself), but the overall
process is summarised below.
Psuedocode (build tree):
begin at level 0 (root level of tree)
determine cubic bounding box enclosing all particles in computational domain
set cell size to be length of side of this cubic cell
set position of this root cell to be at its centre
REPEAT
advance to next level of tree
halve cell size (to get subcell size for this level of tree)
FOR all cells on parent level (from Cfirst to Clast)
IF cell is a leaf cell THEN
skip to next cell
ENDIF
FOR each particle (Plist) contained in cell
determine which subcell it belongs to
ENDFOR P
ENDFOR C
create child cells for each occupied subcell
assign positions of these child cells (at their centres)
set up all linked lists between parent and child cells
store list of particles (Plist) contained in each cell
record first and last cell identifiers (Cfirst and Clast) of level
UNTIL all particles are in leaf cells
(i.e. all cells on final level are leaf cells)
reorder cells so that tree walks are contiguous in memory
5.3. Developing a Tree Code 153
At the end of the building process each cell will contain a link to the next cell
on that level (for when it is not opened) and a link to its first child cell (for when
it is opened), together with its position (the centre of volume). Any leaf cells will
also contain the list of particle identifiers (indicating which particles they contain)
together with the size of this list (the total number of particles contained).
This information is essentially common to both the gravity and hydrodynamic
trees, but will be modified and added to during the stocking process.
5.3.8 Stocking the Tree
The tree structure should be stocked on every acceleration step to ensure that correct
values are being used.
Stocking the tree must be performed from the bottom upwards, one level at a
time, beginning with the leaf cells of the final level. The properties of a leaf cell are
determined from the particles that it contains, and the properties of all other cells are
determined by those of their child cells, all the way up to the root cell which contains
the entire computational domain.
For the gravity tree each cell must be stocked with the total mass it contains
and the centre of mass assigned as its position. Additionally any multipole infor-
mation (such as the elements of the quadrupole moment tensor) together with any
multipole acceptance criterion (such as the opening angle) will be stocked here.
For the hydrodynamic tree each cell must be stocked with the position and
size of its bounding box for the purpose of gathering neighbours. The bounding box is
the cuboid volume element that is just big enough to contain all the particles within
the cell. Its position is given by the centre of this volume element and its size is
given by the diagonal length from the centre to a corner. Additionally once parti-
cles have had their smoothing lengths calculated, the maximum smoothing length in
each cell will also be stocked here; while not necessary for calculating the smooth-
ing lengths using a gather formulation, this information is necessary to extend the
range of the bounding box for calculations based upon a scatter formulation, such as
hydrodynamic accelerations.
5.3.9 Walking the Tree
Walking the tree must be performed from the top, beginning with the root cell and
using the linked list to move from one cell to the next until the end of the list is
reached, indicating that the entire tree has been walked.
This is the stage at which the original code must interface with the tree code
in order to reap its benefits.
Walking the Hydrodynamic Tree
For the hydrodynamic tree each cell is checked to determine if its bounding box
overlaps the smoothing volume of the particle that is walking the tree.
This bounding box may be determined by the constituent particle positions
alone (when using a gather formulation to determine smoothing length) or extended
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to include their own smoothing volumes (when using a scatter formulation, such as
when calculating hydrodynamic accelerations).
If there is no overlap then the cell cannot contain any potential SPH neighbours
and so deeper searching can be ignored; the link to the next cell on that level is then
followed in the walk through the linked list.
If there is an overlap then the cell is opened by following the link to the first
child cell instead. In the case of a leaf cell any SPH neighbours contained within it
can then be found directly on a particle-particle basis for each member of that cell,
before the walk continues to the next cell.
The last child of each parent cell always links to the next cell on the level of
their parent (the same as the link that would have been followed if the parent had not
been opened), and the last child of the root cell points to a marker indicating the end
of the list. The linked list therefore ensures that the entire tree structure is walked,
searching to the necessary depth for each cell to find all SPH neighbours. An N2
particle-particle search is reduced to a faster N logN search through this particle-cell
approach.
When calculating smoothing lengths, the gathering of neighbours in the SPH
density summation can be performed by walking the hydrodynamic tree.
A useful optimisation is to sort the list of SPH neighbours obtained from a
hydrodynamic tree walk into a reverse order (starting with the furthest and end-
ing with the closest). This optimises the accuracy of the summation by ensuring
that smaller contributions are added before bigger ones, minimising rounding errors.
Since a neighbour list typically consists of < 100 integer particle identifiers, a simple
injection-sort algorithm is usually sufficient. For more expensive sorting requirements
a heap-sort algorithm is recommended, which is best suited to large and highly jum-
bled arrangements; this is actually a form of tree code itself and enjoys the same
N logN performance.
When calculating hydrodynamic accelerations, the interacting particle pairs
(mutual neighbours) for the SPH momentum equation can be found by walking the
hydrodynamic tree using the extended bounding box.
It is important that the neighbour-finding method is symmetrised, ensuring
that if j is a neighbour of i then i is also a neighbour of j (so that all forces are
symmetric in accordance with Newton’s third law of motion). This can be achieved
via two different gather/scatter formulations: mean smoothing length (h¯) or mean
kernel (W¯ ). When walking the tree to find neighbours of particle i, a particle j is
its neighbour if their separation rij < hi + hj for the h¯ method, or if either rij < 2hi
or rij < 2hj for the W¯ method. The method chosen should be consistent with
the symmetrisation of the SPH momentum and energy equations, particularly with
respect to dissipative terms (see Chapter 6) and gravitational terms (see Section
4.4.13 in the previous chapter). In our case the W¯ method is the appropriate choice.
Neighbours j of particle i can be found either by gather (where |rij|2 ≤ 4h2i ),
scatter (where |rij|2 ≤ 4h2j) or both (where |rij|2 ≤ 4h2i or |rij|2 ≤ 4h2j). Note that
comparing the square of the separation to the square of the smoothing radius avoids
the need to perform expensive square root operations; cell sizes should therefore be
calculated and stored in length-squared terms when the tree is stocked.
Although a list of all potential neighbours is returned from the tree walk, there
5.3. Developing a Tree Code 155
is no need to prune down to the true SPH neighbours. This is because those potential
neighbours that are not true neighbours will simply fail to contribute anything to the
SPH calculations because the kernel functions are zero beyond the interaction radius
2h.
Walking The Gravity Tree
For the gravity tree each cell is checked with an opening criterion.
If the cell is not opened then the gravitational acceleration is determined by a
particle-cell interaction, which assumes that all the mass of the cell is located at its
centre of mass, although this can then be modified by multipole correction terms; the
link to the next cell on that level is then followed in the walk through the linked list.
If the cell is opened then the link to the first child cell of that cell is followed
instead. In the case of a leaf cell the gravitational accelerations are determined directly
on a particle-particle basis for each member of that cell, before the walk continues to
the next cell.
The linked list ensures that the entire tree structure is walked, progressing
down to the necessary depth for each cell based upon the opening criterion. Adding
up all the gravitational acceleration contributions along the way gives the net gravi-
tational acceleration. Since the tree replaces the N2 particle-particle summation with
particle-cell interactions whenever the opening criterion allows it, the calculation is
reduced to an N logN process.
When calculating gravitational accelerations, the entire process can be com-
pleted simply by walking the gravity tree for each particle in turn.
Note that, depending on the nature of the opening criterion, it might be nec-
essary to force a particle to always open its own cell; any possibility of a particle-cell
interaction with its own cell must obviously be eliminated entirely.
Since gravitational softening is typically only applied to particle-particle inter-
actions, the cell opening criterion should be chosen such that particle-cell interactions
do not occur within the softening length of the particle. Only long-range interactions
should involve cells, and the opening criterion must be conservative enough to ensure
this.
The tree cannot use the mutual acceleration optimisation that was available
under direct summation, where the N2 calculation was reduced to N
2
2
by applying
the result of the interaction between i and j to both i and j at the same time. This
results in the tree being less efficient than direct summation for low N simulations,
although the N logN performance wins out at higher N , typically & 2000.
A useful optimisation for walking the tree is to walk it for groups of particles
rather than individual particles. Since all the particles in the same leaf cell are likely to
require an identical (or almost identical) walk of the tree, applying the distant particle-
cell interactions to all particles in a leaf cell at the same time improves efficiency by
eliminating the need for repeated calculations.
Figure 5.1 shows how the tree performs on a simple gravitational calculation
such as the freefall collapse of a uniform density sphere. Each simulation was per-
formed for 90% of the freefall time and the run time was then normalised by the
number of integration steps required. The behaviour is as predicted (N2
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Figure 5.1: Comparison of performance (processing time per integration step) as a
function of the number of particles N between direct summation (crosses) and the tree
code (triangles). The lines indicate N2 and N logN behaviour.
summation and N logN for the tree). The gradual deviation seen for the tree at
higher N is essentially due to memory threshing when walking a tree that is larger
than the cache size.
5.3.10 Multipole Moments
Higher-order multipole terms may be calculated (and stored in the gravity tree) to
more accurately calculate the gravitational force of a particle-cell interaction. Multi-
pole expansion can be made to any order in principle, but in practice it is optimal to
truncate after only a few terms.
The monopole term is the centre-of-mass term for the cell, and the dipole term
is always zero if calculated with respect to the centre-of-mass of the cell. The first
non-zero correction terms are therefore the quadrupole moments. These are followed
by the octupole moments, hexadecipole moments and so on.
Calculating the multipole moments in the centre-of-mass frame of the cell,
the components of the quadrupole moment tensor Q for a leaf cell c in terms of the
particles it contains are given by
Qab,c =
∑
i
mi
(
3xa,ixb,i − r2i δab
)
(5.1)
where i is summed over all particles in the leaf cell. For a cell that is not a leaf cell,
the quadrupole moment tensor can be expressed in terms of the properties of the
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child cells.
Qab,c =
∑
d
md
(
3xa,dxb,d − r2dδab
)
+
∑
d
Qab,d (5.2)
where d is summed over all child cells.
The octupole moment tensor S for a leaf cell c is given by
Sab,c =
∑
i
mi
[
5 (3− 2δab) x2a,i − 3r2i
]
xb,i (5.3)
S123 = 15
∑
i
mix1,ix2,ix3,i (5.4)
where i is summed over all particles in the leaf cell. For non-leaf cells the octupole
moment in terms of the child cells is given by
Sab,c =
∑
d
mi
[
5 (3− 2δab)x2a,d − 3r2d
]
xb,d
+
∑
d
[
5 (1− δab)xa,dQab,d + 52xb,dQaa,d − xl,dQbl,d + Sab,d
] (5.5)
S123 = 15
∑
d
mix1,dx2,dx3,d
+
∑
d
[
5
3
(x1,dQ23,d + x2,dQ31,d + x3,dQ12,d) + S123,d
] (5.6)
where d is summed over all child cells.
The quadrupole moment tensor Q is a traceless symmetric matrix so there
are 5 independent terms that must be stored in memory for each cell. The octupole
moment tensor S is a more complicated rank-3 tensor whose symmetries result in 10
independent terms that must be stored in memory.
The gravitational potential at the position of particle i due to a cell c, up to
octupole order, is given by
φgrav,c = −
GMc
|r| −
Qab,crarb
2|r|5 −
Sab,cr
2
arb + S123,cr1r2r3
2|r|7 (5.7)
where r is the position of the particle relative to the cell, r1, r2 and r3 are the
components in each dimension and the Einstein summation convention is employed
where repeated indices are summed.
The gravitational acceleration due to a cell c, up to octupole order, is given
by (
dv
dt
)
grav,c
= −GMc|r|3 r+
Qab,cra
2|r|5 eb − 52
Qab,crarb
2|r|7 r
+
Sab,crarb
|r|7 ea +
Sab,cr
2
a
|r|7 eb −
7Sab,cr
2
arb
|r|9 r− 7S123,cr1r2r32|r|9 r
+
S123,c
|r|7 (r2r3e1 + r3r1e2 + r1r2e3)
(5.8)
where ea is the unit vector in the a
th direction.
The optimal expansion to use may be problem-dependent. The quadrupole
moment expansion is typically the fastest for a given accuracy but there may be some
cases, particularly where high accuracy is required, when expanding to octupole order
is the optimal choice in terms of speed.
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When walking the gravity tree the code must interrogate each cell to determine
whether to use the multipole expansion of that cell or to open the cell and use the
child cells instead. This is determined by a multipole acceptance criterion (MAC).
The effectiveness of the multipole expansion is highly dependent on the MAC chosen
for the simulation, and a variety of MACs are possible.
Geometric MAC
The geometric MAC is the original MAC used in the Barnes-Hut tree. It uses the
geometric size lc of the cell (its longest corner-to-corner length) and its distance r
from the particle to calculate the angle that the cell subtends relative to the particle:
θ = lc/r. If this angle is smaller than some tolerance parameter
lc
r
≤ θMAC (5.9)
then the gravitational force due to the cell is given by the multipole expansion (Equa-
tion 5.8). If this criterion is not satisfied then the cell is opened and the sub-cells on
the next level are interrogated. If a leaf cell is opened then direct particle-particle
interactions occur so no multipole terms are needed. For computational efficiency,
square root operations are avoided by formulating the criterion in terms of lengths
squared:
r2 ≥ r2MAC ≡
l2c
θ2MAC
(5.10)
GADGET MAC
It is possible for the geometric MAC to result in large force errors and non-conservation
of energy, particularly if the opening angle is not sufficiently small (θ ≤√1/3) (Hern-
quist, Hut & Makino 1993), so it would be better to use higher-order multipole error
terms or to employ some other opening criterion to prevent any catastrophic errors
when interrogating cells.
In this vein the GADGET SPH code uses a MAC that approximates the
leading error term in the multipole expansion to calculate the closest particle-cell
distance at which the multipole expansion can be used (Springel, Yoshida & White
2001). Since GADGET employs quadrupole moment corrections the leading error
terms are the octupole moments, but since these are small in a homogeneous density
field the hexadecipole moments are likely to be the largest error terms and are used
instead.
For a cell c of total mass Mc and linear size lc at a distance r from particle i,
a crude approximation to the acceleration of i due to the hexadecipole term is
ahex ≈ GMcl
4
c
r6
(5.11)
If ahex is less than some pre-defined fraction of the total gravitational accel-
eration of the particle (ahex < αMAC|agrav|) then the multipole expansion is used,
otherwise the cell is opened and its sub-cells are interrogated. Since the total accel-
eration is not known in advance (it is what is being calculated, after all) the total
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acceleration from the previous timestep is used as an approximation. Using Equation
5.11 the criterion can be expressed in terms of lengths squared:
r2 ≥ r2MAC ≡
(
GMcl
4
c
αMAC|agrav|
)1/3
(5.12)
Storing the quantity (GMcl
4
c/αMAC)
1/3
in memory for each cell allows for rapid
processing of the MAC for each particle.
If no quadrupole or octupole moment terms are used then the leading error
term is the quadrupole moment term. In this case an approximation to the accelera-
tion of the quadrupole term is applicable: aquad = GMcl
2
c/r
4. The criterion that the
quadrupole moment acceleration be smaller than some fraction of the total accelera-
tion (aquad < αMAC|agrav|) leads to
r2 ≥ r2MAC ≡
(
GMcl
2
c
αMAC|agrav|
)1/2
(5.13)
Here the quantity (GMcl
2
c/αMAC)
1/2
is stored in memory. The GADGET 2
SPH code (Springel 2005) uses this criterion since it does not implement any multi-
pole correction terms in the gravity calculation. In essence the criterion allows some
of the accuracy benefits of multipole correction terms to be captured (by crude ap-
proximation) without suffering any of their costs in either calculation time or storage
requirements (memory usage).
A downside to such approximation is that cells may appear to have a much
higher quadrupole term than they actually possess. A cell containing a spherically
symmetric distribution of particles should only possess a monopole term (able to be
treated as a point mass by Gauss’s theorem) but under approximation could appear to
have large quadrupole terms. This would lead to the cell being opened unnecessarily
and suffering a cost in speed without any gain in accuracy. It is possible to employ a
more sophisticated MAC in order to avoid this problem of being overly conservative.
One such approach involves basing the MAC upon λMAX, the maximum of the 3
eigenvalues of the traceless symmetric quadrupole moment tensor (Hubber, Batty,
McLeod & Whitworth 2011), resulting in the criterion
r2 ≥ r2MAC ≡
(
Gλc,MAX
αMAC|agrav|
)1/2
(5.14)
SPH Neighbour Criterion for MACs
A complication for tree gravity in an SPH code arises due to kernel-softened gravity,
where the gravitational force due to SPH neighbours is modified from the analytic
result (see section 4.3.8). If the chosen MAC results in SPH neighbours being included
in the multipole expansion of a cell then this value will be incorrect since the multipole
expansion does not account for softening. It must therefore be ensured that the
gravitational force due to SPH neighbours is always added by direct summation, so
any cells that could potentially include SPH neighbours must be opened.
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As the tree is built then the maximum extent dc for each cell c can be recorded,
where the extent is essentially the distance plus smoothing radius of a particle j from
the centre of mass of the cell (dc = MAXj {|rj − rc|+ 2hj}, assuming a smoothing
radius of 2h, applicable to the M4 kernel). The criterion to not open a cell based on
SPH neighbours is then
r2 ≥ MAX{(2hi)2 , d2c , r2MAC} (5.15)
This is similar to the MACs used in the VINE SPH code (Nelson, Wetzstein &
Naab 2009). The additional criterion for SPH adds an extra overhead to stocking and
walking the gravity tree, with two cell-opening criteria needing to be checked for each
cell, but in the highly clustered geometries that are frequently found in gravitational
collapse problems this extra effort can bring important accuracy benefits, and even
speed benefits too depending on the other MAC used. Certainly it should prevent
any large catastrophic errors from developing since this additional MAC precludes
the multipole expansion from being used in the cells which include the particle itself.
5.3.11 Multipole Expansion Test
The accuracy of the gravity tree and the multipole moment correction terms can be
tested by comparison with the gravitational force obtained from direct summation.
The accuracy is dependent on the chosen MAC and the chosen accuracy parameter for
that MAC. We will use the Geometric MAC since it has been used in previous tests
of this type (McMillan & Aarseth 1993), and define the root-mean-squared fractional
force error ǫ as
ǫ =


N∑
i=1
|F treei − F directi |2
N∑
i=1
|F treei |2


1/2
(5.16)
where Ftreei is the force of particle i evalulated using the tree and F
direct
i is the force
of particle i evalulated by direct summation over all particles.
We consider the accuracy of the gravity tree by calculating this fractional
force error ǫ for a uniform density sphere containing 100, 000 particles. We treat the
sphere as an N -body system so kernel-softened gravity is not applied (this removes
the effect of h-finding computations from our analysis). We calculate ǫ as a function
of the opening angle θMAC for values between 0.1 and 1.0 up to monopole, quadrupole
and octupole order (Figure 5.2). As expected the fractional error is a monotonically
increasing function of the opening angle (McMillan & Aarseth 1993) and the errors
decrease as we increase the multipole order. The largest decrease in error comes by
increasing from monopole to quadrupole order, where the error decreases by more
than an order of magnitude for some values of θMAC. Increasing to octupole order
also decreases the error for all values of θMAC but by only half an order of magnitude
at most. For most scenarios and values of θMAC, quadrupole order will therefore
be the optimal choice in terms of speed and memory usage against accuracy. This
is emphasised in Figure 5.3, which shows the relative time taken to perform a tree
calculation (as compared to direct summation) at a given error level.
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Figure 5.2: The RMS fractional force error as a function of the maximum opening
angle θMAC between 0.1 and 1 for a uniform density sphere (100,000 particles), shown
in logarithmic scale.
A value of θMAC = 0.2 using quadrupole order should therefore speed up the
gravitational calculations by an order of magnitude at a cost of < 0.01% error.
5.4 Block Timestepping
Individual block timesteps (Aarseth 2003) can be used to reduce the run-time of sim-
ulations where the particles have a large range of timesteps. In gravitational collapse
simulations a small fraction of the particles near the centre of the collapse obtain
small timesteps, and these will slow down all other particles when a global timestep
is employed. Likewise, in the case of a disc, the orbital period (and consequently
the optimal timestep) increases quite rapidly with radius (T ∼ R3/2 for Keplerian
rotation).
By instead allowing particles to have their own timesteps, each can be inte-
grated with a close to optimal step size and efficiency can be gained. In block timestep-
ping the timesteps are constrained to a hierarchy of possible values: tn = 2
ntMIN,
where n = 0, 1, 2, ..., nMAX. Integer powers of 2 are used so that the particles are
automatically synchronised at the end of the largest timestep ∆tMAX = 2
nMAXtMIN.
During the simulation the positions and velocities of all longer-timestep parti-
cles will be predicted simply by extrapolation using the existing integration scheme.
The accelerations of particles will only need to be calculated according to their chosen
timestep (on their halfstep with the modified Leapfrog scheme) and this reduction in
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Figure 5.3: The performance (time taken for the tree calculation relative to direct
summation) as a function of RMS fractional force error ǫ for a uniform density sphere
(100,000 particles), shown in logarithmic scale.
expensive calculations can provide a significant gain in speed. The impact on accu-
racy is often minimal since the timestep of each particle is tailored to satisfy its local
stability conditions. This timestep is recalculated immediately upon completion of a
full integration step for that particle, ensuring that stable behaviour is maintained in
the case where the optimal timestep decreases, and that efficiency is maintained in
the case where the optimal timestep increases.
When the optimal timestep of a particle decreases it can fall directly into any
level below it, because any lower timestep level will automatically be synchronised
with the higher level. This is not necessarily the case, however, when the optimal
timestep increases, so the lower timestep must continue to be used until it synchro-
nises with the higher level, at which point the particle can move up into that level.
For reasons of simplicity and safety it is recommended that a particle only be allowed
to ascend by one level upon synchronisation, rather than letting it jump up multi-
ple levels. While mildly hampering efficiency this serves to smooth the transition
upwards, thus minimising any potential problems with numerical errors.
A potential drawback of the block timestepping scheme occurs when the dif-
ference in timesteps between neighbouring particles becomes very large, which might
happen in simulations where there is a high Mach-number shock. This issue can be
resolved by routinely checking the particle timesteps and reducing them as needs be
if the difference from their neighbours is too large (Saitoh & Makino 2009), ideally
restricting differences to only one or two timestep levels. This can be done by com-
paring the timestep of a particle to all of its neighbours when a search for neighbours
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is performed. If the minimum timestep of those neighbours is too small then the
timestep of the particle can be reduced, provided that it is synchronised at this point
in time with the lower timestep level that it is moving to. To robustly ensure that
a particle always has an appropriate timestep relative to its neighbours, a dedicated
tree walk to compute this appropriate timestep should be employed (Springel 2009),
but the greater expense makes its inclusion less desirable; it is only worth employ-
ing in simulations where this issue is likely to be important, such as those involving
sources of ionising radiation which heat regions of gas to high temperatures (and thus
low timesteps).
5.4.1 Data Structures
New variables will be needed to handle the block timestepping scheme, such as the
total number of quantised timestep levels, the number of spare levels (included so that
those particles whose timesteps decrease will have available levels to fall into), the
number of timesteps needed to resynchronise (the number of minimum timesteps in a
maximum timestep), a reference timestep for creating levels (which should be chosen
to divide exactly into the time intervals at which data output is desired) and the real
timestep size of the minimum timestep (in physical units). As far as possible the
timestepping variables should be handled as integers (measured as integer multiples
of the minimum timestep) to maximise calculation efficiency.
The particle data will also require additional timestepping variables. Each
particle will require a boolean logical flag for performing acceleration calculations
(set to true when these are required, or false otherwise), its individual timestep size
np (in terms of the integer multiple of the minimum timestep) and the time that it
last completed a full integration step nlast.
This will require additional memory allocation, but it might be possible to
use smaller variable types for the logical and integer variables in order to minimise
memory usage.
5.4.2 Compiler Flags
The use of the block timestepping scheme should be implemented as a compiler flag
option since this will allow comparison tests with global timestepping. In principle,
however, block timestepping using a single timestep level should be equivalent to
using a global timestep in terms of accuracy, but the handling of the additional data
structures will incur some overhead costs in speed.
5.4.3 Parameters
Two useful parameters for the block timestepping scheme are the maximum number
of levels to use and the number of spare levels to include within them, since different
values may be appropriate to different problems, with less being needed for fairly quiet
and homogeneous simulations and more being needed for highly dynamic simulations
containing dramatically contrasting regions.
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5.4.4 Integration
The integration routine within the main program loop must now interface with the
block timestepping scheme; these additions have been marked (⋆) and highlighted to
stand out from the previous pseudocode.
Pseudocode (integration):
⋆ calculate total energy and momentum of system [optional diagnostic]
⋆ (only on synchronisation steps)
⋆ calculate block timesteps
FOR each particle
apply first part of integration scheme
(predict position)
ENDFOR
FOR each particle
calculate smoothing length and density [and any correction terms]
ENDFOR
FOR each particle
calculate pressure using the equation of state
ENDFOR
⋆ calculate gravitational accelerations [and potentials]
⋆ calculate hydrodynamic accelerations
⋆ (only for flagged particles)
FOR each particle
apply second part of integration scheme
(advance velocity and correct position)
ENDFOR
⋆ advance time t = t+ nstep∆tMIN
⋆ (also advance integer timestep counter n = n + nstep)
The principal addition is the subroutine to calculate the new timesteps for
each individual particle.
Energy and momentum need only be calculated on a synchronisation step
since an evaluation at any other time will be based upon extrapolated positions and
velocities.
5.4.5 Block Timestepping Routine
The routine for block timestepping will be quite complicated, involving a sizeable
amount of auxiliary variables (local to the routine itself), but the overall process is
summarised below.
Pseudocode (calculate block timesteps):
IF it is a synchronisation timestep (n = nMAX) THEN
reset integer timestep counter (n = 0)
FOR each particle p
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calculate ideal timestep ∆tp
ENDFOR p
use minimum timestep (∆tMIN) to build block timestepping scheme
(to desired number of levels)
FOR each particle p
assign to appropriate level according to ideal timestep ∆tp
(determine its integer timestep np)
ENDFOR p
ELSE
FOR each particle p that has completed a full integration step
recalculate ideal timestep ∆tp
reassign to appropriate level
ENDFOR p
ENDIF
When the simulation begins at t = 0, nMAX should be set to zero to ensure
that the first step is treated as a synchronisation timestep. The time at which each
particle last completed a full integration step nlast should likewise be initialised to
zero.
Synchronisation Timesteps
If it is a synchronisation timestep (when n = nMAX) then the integer timestep counter
can be reset (n = 0) and the ideal timesteps can be calculated for each particle
using the usual conditions (an appropriate Courant-Friedrichs-Lewy condition and
an acceleration condition to maintain stability).
The minimum timestep among all the particles will be used to form the basis
of the block timestepping scheme. To allow for S spare levels this minimum timestep
must be divided by 2S to determine ∆tMIN. With L total levels the synchronisation
timestep will be ∆tMAX = 2
L−1∆tMIN.
If using a reference timestep to create the levels (in order to synchronise them
with the time intervals ∆tint at which data output is desired) then before dividing by
2S the minimum timestep must be adjusted to exactly divide into this time interval.
First the required division depth must be determined using X = 1
loge 2
loge
(
∆tMIN
∆tint
)
−1
and rounding X down to the nearest integer. Then the minimum timestep can be
adjusted to ∆tMIN = 2
X∆tint.
If a fixed (rather than adaptive) timestepping scheme is required then ∆tMAX
can be fixed at some value, and then ∆tMIN =
∆tMAX
2L−1
. This will maintain the same
block timestepping structure throughout the simulation.
With L levels in the block timestepping scheme, the number of integer timesteps
until the next synchronisation will be nMAX = 2
L−1.
Now that the level structure of the block timestepping scheme has been de-
termined, each particle p can be assigned to the appropriate level according to its
ideal timestep ∆tp. This level can be determined using X =
1
loge 2
loge
(
1.01×∆tp
∆tMIN
)
+ 1
and rounding X down to the nearest integer, with the factor of 1.01 being used to
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tip borderline cases into the higher level to maximise efficiency. If X ever happens to
exceed L then X must be set to L in order to place the particle within the level struc-
ture, but any such occurrence will suggest that increasing the number of levels may
be beneficial. The individual timestep of the particle can now be set as np = 2
X−1 in
terms of its integer multiple of the minimum timestep ∆tMIN.
The lowest value of np will determine nstep, which is the number of integer
timesteps that correspond to a full integration step on the lowest occupied level.
After each integration step the integer timestep counter n is increased by nstep
and the real time t by nstep∆tMIN.
Non-Synchronisation Timesteps
On the other hand if it is not a synchronisation step then not all the particles will
need their timesteps recalculated. A particle only needs to do this at the end of its
individual timestep. Since nlast will be set to n whenever a particle completes a full
integration step, the condition n = nlast can be used to determine which particles
require recalculation.
If a particle requires recalculation then its previous value of np is first recorded
as nprev. Then its ideal timestep ∆tp can be calculated. It is useful to check that this is
not lower than the minimum timestep ∆tMIN since such an occurrence risks instability
and highlights the need for more spare levels in the scheme. The appropriate level
can be determined as before to obtain a new value of np.
If np > nprev then the particle can be raised one level (such that np = 2nprev)
if it is synchronised with the higher level. This requires that nprev <
nMAX
2
(so that
a higher level exists) and also that the remainder of n
2nprev
is zero (so that it is not
halfway between levels). If it is not synchronised then it must remain on its current
level (such that np = nprev).
In the other case, when np ≤ nprev, all lower levels are necessarily synchronised
with those above so there is no need to check. The exception, of course, is the case
mentioned above where ∆tp < ∆tMIN, when the lowest level np = 1 will have to suffice
(since no level exists below this).
The lowest value of np among all recalculated particles will again determine
nstep, the number of integer timesteps that correspond to a full integration step on
the lowest occupied level, but first the previous value of nstep should be recorded as
nold.
If nstep > nold then the whole integration can be speeded up by one level
(such that nstep = 2nold) if it is synchronised at this higher level. This requires that
nold <
nMAX
2
(so that the higher level exists) and also that the remainder of n
2nold
is
zero (so that it is not halfway between levels). If it is not synchronised then the
integration step must remain at its current level (such that nstep = nold).
In the other case, when nstep ≤ nold, integration can always continue at a lower
level if required, since lower levels are necessarily synchronised with those above.
As before, after each integration step the integer timestep counter n will be
increased by nstep and the real time t by nstep∆tMIN.
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Integration Scheme Modifications
Modifications will also need to be made to the integration scheme regarding particle
advancement. The details of the implementation will depend upon the integration
scheme, but for the modified Leapfrog scheme the following approach applies.
After the preliminary acceleration calculation the flag for whether a particle
requires an acceleration calculation is set to false. For any particular particle at any
given integration time n we can define ∆n = n − nlast (which gives the integer time
since the last fullstep), and a full integration step for the particle is given by np.
When ∆n < np the first part of the integration scheme is used to extrapolate
positions and velocities by ∆t, where ∆t = ∆n∆tMIN.
On the halfstep (∆n = np
2
) the flag for an acceleration calculation is set to
true.
On the fullstep (when ∆n = np) the second part of the integration scheme
is implemented, after which the positions and velocities are stored (since these non-
extrapolated values will be needed at each extrapolation step) and nlast is set to
n.
When calculating accelerations only flagged particles will require a calculation,
and this reduction in calculations is where the significant gain in efficiency is made.
After the acceleration calculation the flag is reset to false, and remains so until the
next halfstep is reached.
5.4.6 Performance Tests
The performance of the block timestepping scheme can be tested using a simple
gravitational calculation. A simulation of a low-mass disc orbiting a central star
was performed for one outer rotation period, with the run-time normalised by the
number of integration steps required. A disc was chosen because in Keplerian rotation
(T ∼ r3/2) an order of magnitude difference in radial orbit r corresponds to one and
a half orders of magnitude difference in orbital period T , providing good reason
to implement a block timestepping scheme. A low-mass disc was used (0.01% of
the central star mass) in order to remain stable against gravitational fragmentation,
which would needlessly complicate the timing results.
The behaviour of a disc represented by 10, 000 particles arranged in an annulus
with orbital radii between 100 AU and 1000 AU is used to demonstrate the effect of
the block timestepping scheme in Figure 5.4. Plotting the speed-up factor (reciprocal
of the time taken relative to global timestepping, which is shown as L = 1) against the
number of levels L in the block timestepping scheme shows the speed increasing up to
L = 6, at which point the performance gain is saturated. This is to be expected since
in Keplerian rotation an order of magnitude difference in orbital radius corresponds to
a 32-fold increase in orbital period (103/2 ≃ 32), which requires a 5-level structure to
span it (25 = 32). Accounting for the possibility of some particles straying marginally
inside the inner radius (or outside the outer radius) on slightly elliptical orbits, an
additional level (L = 6) provides the safety margin to handle these, but any further
levels prove to be unnecessary.
The speed-up factor for the disc simulation is ∼ 5, which is a significant gain
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Figure 5.4: Comparison of speed-up factor as a function of the number of levels L in
the block timestepping scheme for a disc of 10,000 particles.
in efficiency. The cost in accuracy is shown in Figure 5.5, where the breakdown in
the conservation of angular momentum has been used as a global gauge of accuracy.
There is negligible degradation in accuracy up to 4 levels, but more levels incurs a
small error in accuracy since the outermost particles (which contribute most to the
angular momentum, since L ∼ R1/2) are now integrated on longer timesteps. Even
with a large block timestepping structure (10 or more occupied levels) this error
remains at less than 0.2% after a full outer rotation period, so the significant gain in
efficiency comes at minimal cost to accuracy.
For a stable disc there is no need for any spare levels but collapse problems re-
quire their inclusion. Several spare levels are recommended to handle freefall collapse
since the timesteps of the central particles can rapidly decrease in orders of magnitude
before a synchronisation step is reached and the block timestepping structure can be
rebuilt. In general, 7 spare levels will handle a decrease of 2 orders of magnitude
(27 = 128).
The number of spare levels for such collapse problems is far more important
than the total number of levels since the initial uniform density sphere will begin
with all particles on the same timestep level. With sufficient spare levels provided,
the speed-up factor for the freefall collapse simulation is ∼ 3.7, a respectable gain in
efficiency. Care must be taken to ensure that there are not too many levels above
the spare levels (that L is not too much greater than S) in order to ensure that
synchronisation steps occur relatively frequently (before the spare levels run out).
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Figure 5.5: Comparison of accuracy in terms of angular momentum conservation as
a function of the number of levels L in the block timestepping scheme for a disc of
10,000 particles.
5.5 High Resolution Tests
Using a tree for the gravitational calculation together with a block timestepping
scheme enables simulations using greater numbers of particles to be performed in a
reasonable length of time. This allows higher spatial resolution to be achieved with
only a small loss of accuracy. Some of the tests performed in Chapter 4 are shown
again here at higher resolution (in Figures 5.6, 5.7 and 5.8), demonstrating behaviour
that is in very good agreement with the analytic solutions.
5.6 Sink Particles
Sink particles allow SPH simulations to be followed beyond the formation of the first
dense objects (Bate, Bonnell & Price 1995). Gravitational collapse inevitably leads
to high densities, high sound speeds, short smoothing lengths and therefore short
timesteps (from the timestep conditions), which translates to long run-times. Once
a gravitationally bound condensation has collapsed beyond some density threshold it
can often be safely assumed that it will continue to collapse to form a protostar (or
an unresolved protostellar multiple system, since the condensation may hierarchically
fragment further at even higher densities: see Section 1.2.1). At such a point the
particles composing the condensation can then be removed from the simulation and
replaced by a sink particle.
This sink particle has a finite radius (called the sink radius, or the accretion
radius, rsink) and any particle which enters this radius will be accreted by the sink
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Figure 5.6: Freefall collapse for N = 100, 000 particles with kernel-softened gravity.
The lines show the analytic solutions for the sphere radius and the 90%, 50% and 10%
mass radii inside it. The points are the numerical solution values at periodic intervals.
Figure 5.7: Isothermal collapse forN = 100, 000 particles with SPH and kernel-softened
gravity. The downward-curving lines show the freefall (pressureless) analytic solutions
for the sphere radius and the 90%, 50% and 10% mass radii inside it. The upward-
curving lines are the numerical solution values. The sloping near-diagonal line is the
analytic solution for the inward propagation of the rarefaction wave. As the wavefront
passes through each mass radius the solutions begin to deviate from the pressureless
form.
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Figure 5.8: Relaxation of a uniform density sphere (composed of 100,000 particles) to
a polytrope with exponent 5/3. The figure shows the resulting radial density profile.
The dashed line (mostly hidden beneath the points) indicates the analytic solution.
particle if it is gravitationally bound: its mass, linear and angular momentum are
added to that of the sink, and the particle itself is removed from the simulation.
The sink particle interacts gravitationally with all other sink and SPH parti-
cles, but does not interact hydrodynamically with any other objects. It is possible
to implement boundary conditions to estimate an appropriate hydrodynamic inter-
action (Bate, Bonnell & Price 1995), but such schemes tend to be rather ad-hoc and
cumbersome to implement and are therefore not often used.
5.6.1 Creation Criteria
A sink particle is created once an SPH particle satisfies a number of specific criteria.
Bate, Bonnell & Price (1995) suggest a large number of tests to be performed on each
particle; building upon these suggestions, the following criteria are recommended:
1. the mean density of a particle plus its neighbours is greater than some crit-
ical sink formation density (ρ > ρsink), where the mean is used to prevent a
spuriously high-density “rogue” particle from forming a sink;
2. the SPH velocity divergence of a particle is negative (∇ · v < 0), ensuring that
there is a local convergence of the neighbouring particles;
3. the SPH acceleration divergence of a particle is negative (∇ · a < 0), ensuring
that there are no external tidal or shearing forces that might act to break up
the condensation;
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4. the total mechanical energy of a particle (kinetic plus potential energy) is neg-
ative, ensuring that it lies within a gravitationally bound region;
5. there is no other sink particle within 2rsink of the candidate SPH particle, pre-
venting a sink particle from being formed where its radius would overlap with
an existing sink particle.
The thermal energy is ignored in the fourth criterion because it can act to dominate
over the other energy terms when only a particle and its neighbours are considered.
A clump-finding algorithm might be used, allowing the thermal energy to be included
in calculating the total energy of the entire clump, or surface terms may be calculated
to include thermal energy in the virial expression, if the inclusion of thermal energy
is deemed to be important.
Although the criteria listed here are ultimately subjective, they are nonetheless
reasonable indicators of the presence of a gravitationally bound object, and hence the
formation of a sink.
Constructing sink creation criteria is rarely straightforward. Consider a simple
criterion: that a particle and its neighbours must be gravitationally bound. This
does not guard against the possibility of the clump itself being bound when its core
is not. Compromises must eventually be reached between the guiding principles of
practicality and caution.
5.6.2 Accretion Criteria
An SPH particle is accreted by a sink if the following criteria are satisfied:
1. the particle lies within the sink radius (|r| ≤ rsink);
2. the 2-body energy (kinetic plus gravitational) of the sink-particle system is
negative, ensuring that it is gravitationally bound.
Note that when determining which particles are accreted by which sinks, the above
criteria are used to determine a list of particles that are candidates for accretion for
each sink. Only after all particles have been checked should the particle properties
(mass, momentum, angular momentum) actually be added to the sink; if they were
added immediately then the accretion process would be dependent on the order in
which the particles were checked.
5.6.3 Code Routines
The inclusion of sink particles should be handled with a compiler flag.
A subroutine will be needed to check for the formation of sinks at each
timestep; it is recommended that only one sink be allowed to form each timestep
for reasons of simplicity. Another subroutine will be needed to check for the accre-
tion of particles onto sinks each timestep. Both will require a dedicated subroutine
to remove SPH particles from the simulation.
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Sink particles that are formed will also need to be integrated in time alongside
SPH particles, with their gravitational accelerations likewise calculated; direct sum-
mation is recommended, avoiding the need to incorporate them into the gravity tree,
which would then require a different structure to the hydrodynamic tree. For time
integration, the timestep of a sink may be determined based upon the sink radius:
∆t ≤ rsink/|v| and ∆t ≤
√
rsink/|a|. For simplicity it is recommended that all sinks
are integrated according to a single lowest global sink timestep, and placed on the
lowest occupied level in a block timestepping scheme. Any particles that have a sink
within their smoothing radius could also benefit from being placed on this lowest
level.
New parameters will need to be incorporated for the sink formation density
threshold, and the sink radius (which might be an absolute value, or based upon the
smoothing length of the SPH particle from which it is formed: rsink = 2h).
New global variables will be needed to record the total number of sinks in the
simulation and for sink timestepping (to incorporate them within the block timestep-
ping scheme), and a new data structure will be needed to store the sink data. This will
need to store similar data to an SPH particle (mass, position, velocity, acceleration,
and so on) but the softening length h will not necessarily be the same as the accretion
radius rsink, so an extra variable will be needed. While hydrodynamic quantities will
not be needed, angular momentum will need to be recorded for conservation purposes
as accreted SPH particles are removed. Other useful quantities to record include the
time of formation, the internal angular momentum (present at formation, separate to
the accreted angular momentum), the gravitational potential (and potential energy)
and the mass accretion rate.
The data structures, subroutines and modifications necessary to incorporate
sink particles could easily be extended to incorporate other particle types, such as
inter-cloud medium particles (which interact hydrodynamically but not gravitation-
ally) or boundary particles (which interact hydrodynamically but are not integrated in
time normally, either remaining stationary or being integrated according to boundary
conditions).
5.6.4 The Boss & Bodenheimer Test
A useful test for the sink routines is the evolution of a uniform-density isothermal
sphere which is given an azimuthal density perturbation (of mode m = 2) and set
in solid body rotation (Boss & Bodenheimer 1979). This configuration was devised
to test the convergence and resolution of hydrodynamic codes in lieu of any simple
analytic test for the Jeans instability. The density perturbation and rotation cause
the sphere to collapse towards not one but two points, so two sink particles should
be formed.
A 1M⊙ sphere of radius 3× 1014m (∼ 0.01pc) and uniform density ρ0 is sub-
jected to a non-axisymmetric density perturbation along the azimuthal angle φ,
ρ = ρ0 (1 + A cos(mφ)) (5.17)
using a mode of m = 2 and a fractional amplitude of A = 0.5. It is set in solid body
rotation with angular speed Ω = 1.56× 10−12rads−1, giving the ratio of rotational to
174 Chapter 5. Optimisation
Figure 5.9: The isothermal evolution of a uniform density sphere (composed of 100,000
particles) subjected to an azimuthal density perturbation (mode m = 2, amplitude
A = 0.5) and moving in solid body rotation, shown after 1.2 freefall times. Two sink
particles (indicated by crosses) have formed at either end of a central bar.
gravitational energy as β ≃ 0.2. An initial uniform temperature of T0 = 10K gives
the ratio of thermal to gravitational energy as α ≃ 0.25. Support from rotation and
from thermal pressure is therefore insufficient to prevent collapse.
The sink creation density ρsink = 10
−9kgm−3, which is almost 5 orders of
magnitude higher than the initial density ρ0 ≃ 1.44× 10−14kgm−3.
The initial freefall time is tff = 5.529× 1011s (∼ 17, 500years), and two sinks
form at ∼ 1.166tff . Figure 5.9 shows the evolution after 1.2tff , with the two sinks at
either end of a central bar, each accreting material that is in relative rotation around
it.
The sink creation density effectively enforces a minimum smoothing length.
Without such a minimum, and therefore no enforced gravitational softening at some
minimum length scale, the isothermal collapse would proceed towards infinite density
at ∼ 1.26tff (Bate & Burkert 1997). This singularity makes the evolution difficult to
follow computationally when t→ 1.26tff unless sink particles are used.
It is entirely possible for additional sink particles to form at either end of
the bar, and then along the bar itself, if further collapsing material reaches the sink
creation density before it has a chance to be accreted onto one of the two original
sinks. One way to address this issue is to modify the isothermal equation using a
more physically-informed approach.
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Before applying the isothermal equation of state (P = Pˆ ρT ), we can convert
it into a more general barotropic form by first modifying the gas temperature.
T = T0
(
1 +
(
ρ
ρcrit
)γ−1)
(5.18)
We will use a ratio of specific heats (adiabatic index) γ = 7/5. This is rep-
resentative of molecular hydrogen, a diatomic gas with five degrees of freedom (3 in
translation and 2 in rotation); in general γ = f+2
f
, where f is the number of degrees
of freedom. Strictly speaking, γ = 7/5 only applies above T ∼ 200 K; at low temper-
atures it is very sensitive to the ortho/para ratio and effectively falls to γ = 5/3 for
a ratio of 1.
We will use a critical density threshold ρcrit = 10
−11kgm−3. Below this den-
sity the gas responds essentially isothermally, but above it the gas will heat up
more rapidly, approximately adiabatically. Since the sink creation density ρsink =
10−9kgm−3 is 2 orders of magnitude above this critical threshold, this heating will
begin to inhibit the collapse just before sink formation, acting to prevent any spurious
sink particles from being formed.
This equation of state more accurately models interstellar gas in a molecular
cloud, since the low density gas is optically thin to its cooling radiation but at higher
densities becomes optically thick. We use ρcrit = 10
−11kgm−3 because this is the peak
density above which the temperature begins to rise above 10K during the collapse of
a uniform density cloud (Stamatellos et al. 2007b).
Using this equation of state the two sinks form slightly later than in the isother-
mal case, at ∼ 1.28tff . Figure 5.10 shows the evolution after 1.5tff , again showing
the two sinks at either end of a central bar, each surrounded by a small accretion
disc.
Using this test in an essentially qualitative form is sufficient for the purpose of
verifying the sink routines. It is worth noting, however, that more stringent tests of
this kind have been used to deduce resolution conditions for simulations. For AMR
codes, fragmentation is only modelled correctly if the grid spacing d is less than a
quarter of the local Jeans length λJ . If this Jeans condition (d <
λJ
4
) is not satisfied
then artificial fragmentation can occur, where clumps of gas that should be Jeans
stable fragment due to numerical rather than physical effects (Truelove et al. 1997).
For SPH codes, the Jeans condition requires that the Jeans mass is greater than the
minimum resolvable mass, which is given by the mass contained within a smoothing
sphere. This constrains the smoothing length h to be less than about a fifth of the
Jeans length λJ (Bate & Burkert 1997), or more precisely h ≤ λJ4.58 (Bate, Bonnell &
Bromm 2002).
5.7 Cache Optimisation
All particle data should be ordered in memory in the order of traversal when the
gravity tree is walked. For an octal-spatial tree of uniform depth (where all branches
of the tree terminate at the same level), the positions of the particles in memory will
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Figure 5.10: The evolution (using a barotropic equation of state) of a uniform density
sphere (composed of 100,000 particles) subjected to an azimuthal density perturbation
(mode m = 2, amplitude A = 0.5) and moving in solid body rotation, shown after 1.5
freefall times. Two sink particles (indicated by crosses) have formed at either end of a
central bar.
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Figure 5.11: Performance profile of a disc simulation (using tree gravity and block
timestepping), showing how gravitational calculations steadily dominate as the number
of particles N increases, since gravity is a long range force while hydrodynamic forces
are local.
trace a space-filling curve known as a Morton curve (or Z-curve, due to the Z-like
shape traced within a 2D quad tree). In general the tree will have variable depth
across different branches, particularly in the case of gravitational collapse, but this
asymmetric space-filling curve is still essentially a Morton curve.
Morton space-filling curves have been used in other hydrodynamical codes,
such as in the FLASH grid-based code (Abel, Bryan & Norman 2002), to determine
how the grid cells are arranged in memory. This becomes important when parallelising
the code on distributed memory machines since the space-filling curve determines how
the cells will be distributed across the various processors.
In the GADGET 2 SPH code (Springel 2005) a Peano-Hilbert space-filling
curve is used to order the particles in memory, which groups neighbouring particles
together in an optimal manner such that they can be distributed to the same processor
on paralellisation, in order to minimise the amount of communication needed between
processors when calculating SPH quantities. This is useful for distributed-memory
parallelisation, but for shared-memory parallelisation the primary concern is simply
to optimise the cache usage when performing a tree walk. With the Morton curve,
when searching for SPH neighbours all particles in a leaf cell will be contiguous in
memory, and particles in nearby branches will likely be close (if not contiguous) in
memory.
The data structure for particles should be packaged so as to optimise the
gravitational calculations, since these dominate the processing time (see Figure 5.11).
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This requires grouping the position r, mass m and softening length h of a particle
together in memory (and also the ζ correction term for the energy-conserving for-
mulation). When walking the gravity tree the SPH neighbour criterion (Equation
5.15) ensures that nearby leaf cells are opened and we will have to compute the direct
particle-particle interactions for a number of neighbouring particles. Grouping all the
required variables for these calculations together in memory, in addition to ordering
these groups themselves along a Morton curve, will serve to minimise cache misses
when calculating the particle-particle contributions.
5.8 Parallelisation
There are two main paradigms for parallelisation: shared-memory (where each pro-
cessor shares the same memory space) and distributed-memory (where each processor
has its own memory space).
A code can be parallelised for shared-memory multi-processor machines using
OpenMP, which allows any loops within the code to be separated into chunks for
each processor, spreading the work of calculation across the multiple processors. If
the result of each looped calculation is independent of the others in that loop then
OpenMP parallelisation is trivial, merely requiring a compiler directive at the start
and end of the loop. An SPH code contains many such loops over all particles when
various properties need to be calculated, such as SPH quantities or accelerations.
5.8.1 Load Balancing
When a loop of N elements is parallelised across P processors using OpenMP, N
P
elements will be performed by each processor. If each loop element requires the same
number of processing operations then the work is divided evenly and parallelisation
efficiency is optimal. Some loops, however, will contain elements that require signifi-
cantly varying numbers of operations to complete, such as walking the gravity tree for
each particle, where some particles may need to walk the tree down to much greater
depths than others. This could lead to P−1 processors idly waiting for the remaining
processor with the heaviest work-load to finish its calculations.
In such cases the work needs to be spread more evenly across the processors,
and this task is referred to as load balancing. It can be achieved using the dynamic
sheduling option of OpenMP, where instead of each processor taking N
P
elements of
the loop, it takes only a few at a time (a chunk). Once it has finished processing this
chunk it takes another one. In this way all processors can be kept as active as possible.
Determining the size of the chunks is a compromise since each chunk incurs a small
overhead cost due to the communication requirement between processors (keeping
them all informed of which elements have been taken, to prevent any from taking
overlapping chunks). While a chunk size of 1 element would minimise any processor
idleness it maximises this communication cost, so a suitable middle ground must be
chosen between the extremes of 1 and N
P
. Using a chunk size of ∼ N
103P
has proven to
be a reasonable compromise in practice.
When block timestepping is used, further care must be taken to ensure load
balancing. If only a subset of the particles are deemed active (flagged to calculate their
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Figure 5.12: Parallel performance profile of a disc simulation showing how the speed-up
factor S scales with the number of processors N . The steep line shows ideal scaling
(perfectly parallelised P = 1). The gravitational calculations (crosses), when consid-
ered in isolation, perform close to this ideal. The hydrodynamic calculations (aster-
isks), however, do not, and slow the overall performance (pluses) down. The result is
effectively that of a 95% parallelised code (indicated by the lower curve).
SPH properties and accelerations on this timestep) then the loops should be performed
only over the active particles rather than all particles. This avoids the undesirable
scenarios of processors taking chunks that contain mostly inactive particles, or in
the worst case all active particles being situated within a single chunk, by replacing
the loop over N total particles with a loop over a sublist of A active particles (and
reducing the chunk size correspondingly to ∼ A
103P
).
5.8.2 Scaling Tests
Amdahl’s Law of Parallelisation states that the speed-up factor S = 1
(1−P )+(P/N) ,
where P is the proportion of the code that is parallelised andN is number of processors
used in parallel. A perfectly parallelised program (P = 1) would therefore garner a
speed-up factor of N while a completely serial program (P = 0) would have a speed-
up factor of unity. A half-parallelised program (P = 1
2
) would only have a speed-up
factor of 2N
N+1
, which tends towards 2 as N goes to infinity, so it is clearly important
to ensure that as much of the program is parallelised as possible. Fortunately, as was
shown in Figure 5.11, gravitational calculations dominate the program, and these can
be parallelised.
Figure 5.12 shows how parallel performance (speed-up factor S) scales with the
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number of processors N . The gravitational calculations dominate and perform very
well. Unfortunately the second largest component of the code, the hydrodynamic force
calculations, do not perform so well, and damp the speed-up factor for higher numbers
of processors. When considered in isolation the speed-up factor for the hydrodynamic
force calculations is actually lower for 16 processors than it is for 8. This is due to
the bottle-necking that occurs when multiple processors attempt to access the same
area of shared memory at the same time. Even the gravitational calculation suffers
this effect at higher N , but the effect is far more pronounced with the hydrodynamic
forces due to their local nature. The long-range gravitational calculations thresh
though the shared memory in a smooth and orderly fashion, while the short-range
hydrodynamic calculations access memory in a more fragmented manner, seeking
out only their spatial neighbours. Memory bottle-necks therefore enforce the law of
diminishing returns on the number of processors. Nonetheless a speed-up factor of
∼ 7 when using 8 processors is a respectable return and demonstrates the power of
parallelisation.
Also note that high-N shared-memory machines (N > 8) are not commonplace
(and therefore very expensive), while low-N shared-memory machines (N = 2 − 4)
have now become the norm (the default architecture of a desktop computer), so good
performance in this lower range is of particular significance.
5.8.3 Machine Architecture
Distributed Memory Architecture
While OpenMP can be used for shared-memory parallel processing, distributed mem-
ory is another matter entirely. Since there is no single global memory space, the only
way for the multiple processors to collate their efforts is to communicate with each
other when necessary.
A code can be parallelised for distributed-memory multi-processor machines
using MPI (Message Passing Interface), which allows communication between the
constituent processors, but such parallelisation is far from trivial and can require sig-
nificant modification. A simulation must effectively be divided into P sub-simulations,
one for each processor, and the difficulties arise when particles need to interact with
particles (or tree cells) on other processors, since this requires the passing of required
information between processors in an efficient manner; the various dependencies in-
volved in supplying such information can make load-balancing a far more intricate
task.
While the effort to parallelise for distributed-memory is significantly greater,
there are corresponding potential benefits. Shared-memory machines tend to be lim-
ited in the number of processors they possess, since having many processors all read-
ing and writing to a single global memory space creates serious bottle-necking issues.
With distributed-memory machines there is no such limit to the number of processors;
instead the only real concern is that they all have an efficient means of communicat-
ing with each other, such as Myrinet interconnection. As more processors are added,
bottle-necking will eventually occur in the intercommunications, so the performance
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scaling with P will start to drop off, entering the domain of diminishing returns.
At this point the latency (the overhead cost of communications) tends to become
less of an issue than bandwidth (the amount of communications traffic), so while a
small number of large communications are usually optimal for low P , this may need
adjustment to larger numbers of smaller communications at higher P to maintain
performance.
Not only does distributed-memory allow for much more potential processing
power to be available than shared-memory (allowing for faster run-times), it also
allows for much more memory to be available, since managing the memory of X ma-
chines each with Y gigabytes of individually-addressed memory is easier than manag-
ing the memory of one machine with X × Y gigabytes of globally-addressed memory.
More available memory extends the limit on the number of particles N that can be
included in a simulation, which allows for higher resolution simulations. Since spa-
tial resolution improves as N1/D in D dimensions, high-resolution 3D simulations can
have dramatic memory requirements that only distributed-memory machines are able
to satisfy.
Hybrid Architecture
A typical computer processor now contains multiple cores, making it equivalent to
a shared-memory multi-processor system. Each processor in a distributed-memory
system is therefore able to parallelise its sub-simulation across its multiple cores using
OpenMP, while communicating with the sub-simulations of other processors using
MPI. This MPI/OpenMP combination should maximise the efficiency of this hybrid
architecture which is prevalent in modern supercomputing.
Graphics Processing Units
The core on a typical computer processor can only handle one floating-point operation
per machine cycle. Most of the hardware is dedicated to handling large amounts of
integer (and character string) operations because the industry is guided by consumer
demand, and the typical computer user is more interested in the efficient browsing of
web pages than in the efficient calculation of gravitational accelerations.
Fortunately there is one popular area of the computer industry that requires
intense floating-point processing power: 3D computer graphics. Since a typical pro-
cessor is poor at this job, hardware exists in the form of a dedicated supplementary
processor, the graphics processing unit (GPU), to handle all the floating-point arith-
metic. The need to render the many polygons of high-resolution 3D graphics at a
respectable frame-rate has led to GPUs that can handling over a hundred floating-
point operations per machine cycle. Conveniently for astrophysics, the need to reduce
the cost of operations such as normalising 3D vectors means that the hardware is al-
ready greatly optimised for 1
r2
gravitational calculations. This raises the possibility of
harnessing the power of GPUs to increase the efficiency of gravitational calculations
by about two orders of magnitude (Nyland, Harris & Prins 2007).
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5.9 Summary
Methods to optimise the performance of a self-gravitating hydrodynamics code have
been described, allowing us to further our aim of modelling self-gravitating gas by
achieving higher resolution without any considerable cost to efficiency.
A tree algorithm has been developed which replaces the direct summation
of particle-particle gravitational interactions (an N2 calculation) with particle-cell
interactions (an N logN calculation). Multipole terms may be used to improve the
approximation, and an order-of-magnitude efficiency gain is possible with very little
cost in accuracy.
A block timestepping scheme has been developed which allows each particle to
operate close to its local ideal timestep, using a hierarchy of possible timesteps (tn =
2ntMIN) to ensure synchronisation. In simulations with widely-varying timescales
(such as Keplerian discs, where T = r3/2) an overall speed-up factor of ∼ 5 is possible
with only a small accuracy cost.
High-resolution simulations of freefall collapse, isothermal collapse and a poly-
trope clearly demonstrate the accuracy of an optimised self-gravitating hydrodynam-
ics code.
Sink particles have been incorporated in order to handle highly dense regions
in collapse simulations. Creation and accretion criteria have been addressed, and the
Boss & Bodenheimer test demonstrates their performance.
Parallelisation, allowing the code to run on multiple processors, has also been
discussed. It provides a speed-up factor close to optimal for 2 − 4 processors before
suffering from diminishing returns.
In the next chapter we will discover that we need to further refine our op-
timised SPH code in order to handle problems involving shocks and hydrodynamic
instabilities.
“Spending is quick,
earning is slow.”
Russian proverb
Chapter 6
Shocks and Instabilities
In this chapter we introduce some of the common problems associated with hydrody-
namic simulations, such as resolving shocks and hydrodynamic instabilities, together
with solutions that can be implemented, such as artificial viscosity and thermal con-
ductivity.
We demonstrate the effectiveness of the various solutions using a variety of
tests: supersonic collisions, the Sod shock tube, the Kelvin-Helmholtz instability and
the Sedov blast wave.
6.1 The Need for Viscosity
The general solutions to the equations of fluid dynamics are waves, and it is possible
for these to form shock waves where the solution becomes discontinous. As described
in section 4.2.3 this breaches the assumptions used to formulate the differential equa-
tions. In reality, physical quantities are rarely discontinuous since any discontinuity
would be smoothed out through the action of viscosity. This is not the case, however,
when the inviscid Euler momentum equation is used. Shock waves in SPH simula-
tions will therefore not be handled correctly, since without viscosity there will be no
dissipation: particles will not be able to form a layer to represent the shock front since
they will pass each other without slowing down. Figure 6.1 shows this effect when two
volumes of gas collide. An SPH simulation such as this does in fact provide a model
of real viscosity: being a particle-based method, a shock front will form with a width
given by the particle mean free path. An SPH particle is essentially a large ensemble
of real fluid particles, however, so its mean free path is much too long, allowing the
excessive interpenetration to occur.
The handling of shocks can be remedied by using the Navier-Stokes equa-
tion to incorporate viscosity (Watkins 1996), but this can be difficult to implement
in SPH so an artificial viscosity is often introduced instead (Gingold & Monaghan
1983). Grid-based codes also often use artificial viscosity to handle shocks (Math-
ews & Bodenheimer 1964), although it is possible to instead implement a piecewise
parabolic method (Collela & Woodward 1984) in order to use the solution of a Rie-
mann problem to calculate the fluxes at each cell interface. The related approach
in particle-based hydrodynamics is Godunov particle hydrodynamics (Inutsuka 1994;
Cha & Whitworth 2003), which uses a Riemann solver to calculate accelerations and
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Figure 6.1: Velocity profile of a supersonic collision between two flows (see Section
6.5.1 for details) at time t = 0.1. The dots indicate the SPH particles, while the line
inidicates the Riemann solution (see Section 6.2). Upon collision a thin shock layer
should have developed but instead the flows have interpenetrated each other.
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resolves shocks adequately without the need to resort to artificial viscosity.
6.2 The Riemann Solution
A Riemann problem consists of a conservation law with piecewise constant data that
possesses a single discontinuity. Its solution allows us to determine the properties of
shocks (and rarefaction waves) in the Euler equations.
A one-dimensional hydrodynamic Riemann problem can be represented as a
tube of gas extending from xL to xR with the discontinuity located at the mid-point
x0. To the left of x0 the gas properties are (ρL, vL) for density and velocity, and to
the right of x0 they are (ρR, vR).
An exact Riemann solution can be obtained for the properties (ρ⋆, v⋆) at the
discontinuity x0. The Lagrangian continuity equation in one dimension is
Dρ
Dt
+ ρ
∂v
∂x
= 0 (6.1)
and the Euler momentum equation (in the absence of gravity) is
Dv
Dt
+
1
ρ
∂P
∂x
= 0 (6.2)
which, using the isothermal equation of state P = c2ρ (where c is the isothermal
sound speed), becomes
Dv
Dt
+
c2
ρ
∂ρ
∂x
= 0 (6.3)
These two equations can be combined into one conservative equation
DU
Dt
+ A
∂U
∂x
= 0 (6.4)
using a state vector U =
(
ρ
v
)
and matrix A =
(
0 ρ
c2
ρ
0
)
.
The eigenvalues of A are ±c, and give the propagation speed of the gas (in-
cluding that of any discontinuity), in this case the isothermal sound speed. The
eigenvectors are
(
ρ
c
)
and
(
ρ
−c
)
.
Decomposing the left state in terms of these eigenvectors,
UL =
(
ρL
vL
)
= αL
(
ρ
c
)
+ βL
(
ρ
−c
)
(6.5)
gives the solutions
αL =
cρL + ρvL
2cρ
(6.6)
βL =
cρL − ρvL
2cρ
(6.7)
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Figure 6.2: The Riemann solution for density ρ and velocity vx at time t = 0.1 for the
supersonic collision between two flows.
Similarly the right state,
UR =
(
ρR
vR
)
= αR
(
ρ
c
)
+ βR
(
ρ
−c
)
(6.8)
gives the solutions
αR =
cρR + ρvR
2cρ
(6.9)
βR =
cρR − ρvR
2cρ
(6.10)
The solution at the interface between UL and UR can now be determined as
U⋆ =
(
ρ⋆
v⋆
)
= αL
(
ρ
c
)
+ βR
(
ρ
−c
)
(6.11)
This forms the basis for numerical Riemann solvers, which find a solution for
U⋆ (by iteration from an initial educated guess using the Newton-Raphson method)
and then use this to determine a solution for U(x) at time t across a discretised
domain of grid spacings ∆x between xL and xR (Toro 1989). Figure 6.2 shows the
solution obtained for a supersonic collision, demonstrating the formation of a shock
layer.
6.3 Artificial Viscosity
Fluid properties in SPH are assumed to vary smoothly on the smallest length scale
(the smoothing length h) so discontinuities cannot be resolved at such scales. By in-
troducing a small amount of viscosity the shock front will be able to spread out until
it can be sufficiently resolved (Von Neumann & Richtmyer 1950). The drawback of
this artificial viscosity is that it can produce excess heating elsewhere in the simula-
tion. Its greatest advantage is its simplicity, allowing it to be easily implemented and
combined with other constitutive physics at very little computational expense, unlike
Riemann solvers.
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Implementing artificial viscosity involves adding an extra term to the SPH
momentum equation. This artificial viscous pressure term will ensure that kinetic
energy is converted to thermal energy at the shock front, thus generating entropy
and forming the contact discontinuity. The viscous term
(
dvi
dt
)
visc
is simply added to
the normal hydrodynamic acceleration
(
dvi
dt
)
obtained from the equation of motion.
The nature of the extra dissipative term can be based upon the Riemann solver
(Monaghan 1997).
(
dvi
dt
)
visc
=
N∑
j=1
mj
αvsigvij · rˆij
ρij
∇iW (rij, hi, hj) (6.12)
where the mean kernel derivative is
∇iW (rij, hi, hj) = ∇iW (rij, hi) +∇iW (rij, hj)
2
(6.13)
and vsig = ci+ cj −vij · rˆij is the maximum signal velocity between the two particles,
with ci being the sound speed.
Here the symmetrisation between particles has been achieved via mean kernel
W rather than mean smoothing length h. This should match the symmetrisation
used in the kernel-softened gravitational interactions between particles (see Section
4.3.8). The mean smoothing length method would instead use ∇iW
(
rij,
hi+hj
2
)
.
The new parameter α is a numerical factor that determines how much artificial
viscosity is applied. A value of α = 0.5 is typical for handling shocks.
In the past, artificial viscosity has often been implemented as a two-parameter
αβ formulation (Monaghan & Gingold 1983). While this works in resolving shocks
it has less physical basis than the more recent formulation above, which can also be
generalised to model dissipation in other quantities such as thermal conductivity (see
Section 6.4).
For comparison, the αβ formulation uses
(
dvi
dt
)
visc
= −
N∑
j=1
mj
−αcijµij + βµ2ij
ρij
∇iW (rij , hi, hj) (6.14)
where
µij =
hijvij · rˆij
r2ij + η
2
(6.15)
and η = 0.1hij. It is often only applied when the particles are approaching each other
(vij · rˆij < 0) and set to zero otherwise. Values of α = 1 and β = 2 are typical for
handling shocks.
6.3.1 Artificial Viscosity Switches
In order to resolve shock fronts, artificial viscosity must be highly dissipative; it
therefore converts kinetic energy into thermal energy more rapidly than would be
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the case with physical (molecular) viscosity. This is a problem when the evolution
of velocity is critical to the outcome of a simulation, as is the case in turbulent
simulations. In the case of disc simulations it will also result in the transportation of
material and angular momentum through the effective shear viscosity (Bate 2000).
Methods have been developed to limit the artificial viscosity when it is not
needed while still preserving its capacity to resolve shocks.
One such method is a “switch” (Balsara 1995). A dimensionless factor f is
calculated for each particle, and this is symmetrically incorporated into the dissipative
term by multiplying the viscosity parameter α by
fi+fj
2
.
fi =
|∇ · v|i
|∇ · v|i + |∇ × v|i + 0.001(ci/hi) (6.16)
In strong compression regions (shocks) the divergence terms (|∇·v|) dominate
over vorticity terms (|∇ × v|) so fi → 1 and artificial viscosity is invoked to resolve
the shock front. In vortex regions (such as shear flows) the situation is reversed and
fi → 0 switches off the artificial viscosity.
Another method, which can be used in combination with the Balsara switch,
is time-dependent viscosity (Morris & Monaghan 1997). Each particle now possesses
its own value of α which is permitted to vary in time. This will typically be a low
value (αMIN ≃ 0.1) in order reduce unwanted dissipation, but non-zero in order to
maintain particle order (the presence of some artificial viscosity is often required to
damp out high-frequency particle noise). The value of αi then evolves according to
the differential equation
dαi
dt
= −αi − αMIN
τi
+ Si (6.17)
where τi = Chi/ci is a decay time for particle i (typically C ∼ 5, making τ approxi-
mately the sound-crossing time through the smoothing sphere). The source term Si
is of the form
Si = MAX {−〈∇ · v〉i, 0} (αMAX − αi) (6.18)
This ensures that the source term is zero for static or expanding fluids but has
a positive value for converging fluids (∇·v < 0). In strong compression regions αi will
therefore increase towards αMAX (which is typically set to 1), while when the source
term is zero or negligible the value of α will decay exponentially towards the minimum
value αMIN. When the αβ formulation is used, β is not varied independently but is
set to βi = 2αi.
Another possible method is a pattern-matching switch (Cartwright & Sta-
matellos 2010) designed to counteract any tendency for SPH estimates of ∇·v to find
particle convergence in regions of steady shear flow. This switch is very effective in
pure Keplerian discs (non-self-gravitating equilibrium discs modelled in the frame of
reference of the central star) but has not yet been adapted to work in more general
situations.
6.3.2 The Courant-Friedrichs-Lewy Condition
The local conditions on the timestep based upon acceleration (∆t =
√
h/(|a|+ ǫ))
and, when integrating the energy equation directly, internal energy (∆t = u/(du
dt
+ǫ)),
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remain unchanged. The small number ǫ is included simply to prevent division by zero.
The Courant-Friedrichs-Lewy condition based upon velocity (∆t < h
vsig
), how-
ever, requires some modification when artificial viscosity is used to account for the
effects of this dissipation term.
Previously the signal velocity vsig = cs + h|∇ · v| was used, accounting for
both the local sound speed and the relative motion of the particles. When applying
artificial viscosity an additional term should be included:
vsig = cs + h|∇ · v|+ Fviscαcs
= (1 + Fviscα) cs + h|∇ · v| (6.19)
where the scaling parameter Fvisc = 1.2 is typically used.
When using the αβ formulation:
vsig = cs + h|∇ · v|+ Fvisc(αcs + βh|∇ · v|)
= (1 + Fviscα) cs + (1 + Fviscβ)h|∇ · v| (6.20)
6.4 Artificial Thermal Conductivity
An extra dissipation term can be included in the SPH energy equation in a similar
manner to artificial viscosity, where it has the effect of introducing artificial thermal
conductivity.
(
dui
dt
)
cond
= −
N∑
j=1
mj
ρij
[
α(vij · rˆij)2
2
+ α′v′sig(ui − uj)
]
rˆij · ∇iW (rij, hi, hj) (6.21)
where the mean kernel derivative ∇iW is used as before (see Section 6.3).
This dissipation formulation contains two terms: the first due to differences in
momentum between particles (a viscous heating term that converts kinetic energy to
thermal energy) and the second due to differences in specific internal energy between
particles (an artificial thermal conductivity term). This conductivity term will act to
smooth out discontinuities in specific internal energy, conducting energy from high
energy regions to low energy regions.
The new parameter α′ is a numerical factor of order unity that determines
how much artificial thermal conductivity is applied.
A complication introduced by the artificial conductivity term is that the choice
of signal velocity vsig for the artificial viscosity term may not be applicable to the ar-
tificial conductivity, so it is advisable to use different signal velocities for the viscosity
and conductivity terms (vsig and v
′
sig).
For purely hydrodynamic simulations the recommended signal velocity for the
artificial conductivity term is (Price 2008)
v′sig =
√
|Pi − Pj|
ρij
(6.22)
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Equation 6.22 can cause problems in gravitational simulations, however, where
thermal energy may be conducted away from dense condensations faster than ex-
pected, causing any gravitational collapse to be artificially accelerated. A more suit-
able alternative when self-gravity is included is therefore (Wadsley et al. 2008)
v′sig = |vij · rˆij| (6.23)
In order to ensure that artificial thermal conductivity is only applied at steep
thermal energy gradients a time-dependent formulation may be applied (Price 2004),
in a similar manner to artificial viscosity but using a source term
S ′ = |∇√u| =
∣∣∣∣ ∇u2√u
∣∣∣∣ (6.24)
where
∇ui = 1
ρi
∑
j
mj(ui − uj)∇iWij(hi) (6.25)
6.5 Tests of Artificial Dissipation
We can now test the effectiveness of these dissipation terms. The artificial viscosity
term will be tested using supersonic collisions and the Sod shock tube. The artificial
thermal conductivity term will be tested using the Sod shock tube and the Kelvin-
Helmholtz instability. We will also use the Sedov blast wave to demonstrate another
problem and its solution.
6.5.1 Supersonic Collisions
A simple shock tube test to examine the ability of a code to capture strong (high Mach
number) shocks is a colliding flows test. It essentially demonstrates how effective the
artificial viscosity is in resolving strong shocks. This is particularly important in SPH
since an inadequate prescription of artificial viscosity can lead to particle penetration
and thus no shock layer (see Section 6.1).
In this test an isothermal equation of state is imposed with a dimensionless
sound speed cs = 1. We therefore do not need to solve the energy equation or include
artificial conductivity.
The initial conditions used for the colliding flows test consist of a shock tube
containing two flows of uniform density gas which collide and form a shock at the
contact boundary located at x = 0. The dimensions of the shock tube are 8× 1× 1,
stretching from x = −4 to x = +4 and from 0 to +1 in the y and z dimensions.
Periodic boundary conditions are employed in the y and z directions but not the x
direction. Each side of the shock tube contains 40, 000 equal-mass particles, with
the left-hand side moving with an initial velocity of vx = +4 and the right-hand
side at vx = −4, thus initiating a supersonic (Mach number M∼ 8) collision shock.
The particles are placed using a Halton sequence to reduce the effect of noise on the
density and forces. The simulation uses global timesteps and is terminated at time
t = 0.6.
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Figure 6.3: The colliding flows test using artificial viscosity (α = 1.0) showing (a) the
density ρ and (b) the velocity vx after a time t = 0.6. The dots represent the results
from the SPH simulation and the line shows the Riemann solution.
Figure 6.3 shows the SPH density ρ and velocity vx as a function of x together
with the one-dimensional Riemann solution. The peak density and the width of the
shock is in good agreement with the Riemann solution, but the density discontinuity is
not strictly resolved and is spread over several smoothing lengths. This is also visible
in the velocity profile. This happens because the SPH artificial viscosity is computed
from other smoothed quantities, which effectively smoothes out the deceleration over
several smoothing lengths rather than providing the instantaneous deceleration that
the shock jump conditions demand. The particles do not decelerate to exactly zero
in the shock, having a residual velocity dispersion of ∼ 0.2cs about zero due to errors
from the SPH summation approximation and the time integration scheme. Overall,
however, the test gives good results (favourable, in fact, when compared with results
obtained from Godunov particle hydrodynamic simulations), which provides us with
confidence in the ability of artificial viscosity to capture a shock.
Reasonably similar, although somewhat noiser, results can be obtained with
α = 0.5, but α = 0.1 only marginally resolves the shock layer, spreading it over twice
its expected width and thus providing more of a qualitative rather than quantitative
capture of the shock behaviour. With α = 0.05 the flows interpenetrate but are
gradually decelerated, while with α = 0.01 the flows interpenetrate almost freely. A
minimum value of α = 0.5 is therefore recommended for the quantitative capture of
shocks.
6.5.2 The Sod Shock Tube
The adiabatic Sod test (Sod 1978) is a version of the classic shock tube test used to
validate the ability of hydrodynamical codes to resolve shocks.
This shock tube test consists of two volumes of gas, one at a higher density and
pressure than the other, which then interact at their interface to form a shock. The gas
is assumed to behave adiabatically at the interface (compressional heating occurs and
no energy is lost from the system) so both the SPH momentum and energy equations
must be solved, which requires the use of both artificial viscosity and artificial thermal
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Figure 6.4: The adiabatic shock test using artificial viscosity and thermal conductivity,
showing (a) the density ρ, (b) the velocity vx, (c) the thermal pressure P and (d) the
specific internal energy u after a time t = 1.0. The dots represent the results from the
SPH simulation and the line shows the Riemann solution.
conductivity (to handle the discontinuities in velocity and temperature respectively).
The initial conditions used for the adiabatic Sod test again consist of a shock
tube of dimensions 8× 1× 1, stretching from x = −4 to x = +4 and 0 to +1 in the
y and z directions. Periodic boundary conditions are employed in all directions, so
a shock will be formed at both x = 0 and x = ±4, with a shock wave propagating
into the low-density gas and a rarefaction wave propagating into the high-density gas.
The left-hand side of the shock tube (x < 0) contains 64, 000 equal-mass particles and
the right-hand side (x > 0) contains 16, 000 equal-mass particles (giving one quarter
density of the left-hand side). The ratio of specific heats for the gas on both sides of
the shock tube is γ = 7/5 (diatomic gas). The pressure on the right-hand side is set
to be lower than the pressure on the left-hand side by a factor of 0.1795, with the
initial gas temperature T on each side given by T = P/ρ. The test is dimensionless
and is run until a time of t = 1.0 using global timesteps.
Figure 6.4 shows the profiles of the SPH density ρ, velocity vx, thermal pressure
P and specific internal energy u as a function of x together with the one-dimensional
Riemann solution. The SPH results follow the Riemann solution very closely but, due
to the fundamental role of smoothing in SPH, the discontinuities are spread across
several smoothing lengths.
Figure 6.5 shows that, without artificial thermal conductivity, the SPH results
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Figure 6.5: The adiabatic shock test using artificial viscosity without thermal conduc-
tivity, showing (a) the density ρ, (b) the velocity vx, (c) the thermal pressure P and
(d) the specific internal energy u after a time t = 1.0. The dots represent the results
from the SPH simulation and the line shows the Riemann solution.
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Figure 6.6: The adiabatic shock test without artificial viscosity or thermal conductivity,
showing (a) the density ρ, (b) the velocity vx, (c) the thermal pressure P and (d) the
specific internal energy u after a time t = 1.0. The dots represent the results from the
SPH simulation and the line shows the Riemann solution.
are noiser, particularly the specific internal energy u, and there is a small anomaly
in the pressure P at position x = 0.6. This is essentially due to the noiser and more
substantial overshoot in the thermal energy at the position of the contact discontinuity
(Price 2008). The artificial conductivity corrects this, providing almost constant
pressure across the contact discontinuity.
Figure 6.6 shows, for completeness, that without artificial viscosity or thermal
conductivity the SPH results are exceptionally noisy.
6.5.3 The Kelvin-Helmholtz Instability
The Kelvin-Helmholtz instability occurs, in the simplest case, between two bulk flows
that are shearing past each another. It has been extensively studied in recent years
as a diagnostic to compare the ability of SPH and grid codes to model the mixing of
interacting fluids. In particular this test highlighted an intrinsic problem in the SPH
method (Agertz et al. 2007), namely spurious pressure forces in regions with steep
density gradients leading to overly-damped interactions, and this has led to several
suggested improvements of SPH (Price 2008; Read et al. 2010).
We use similiar initial conditions to Price (2008), with equal-mass particles
in a two-dimensional periodic box extending from −0.5 to +0.5, arranged on cubic
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lattices such that an outer flow (|y| > 0.25, density ρ1 = 1, velocity vx = −0.5) is
shearing against a thicker central flow (|y| < 0.25, density ρ2 = 2, velocity vx = 0.5).
The two fluids are set in pressure balance (P = 2.5) and have a ratio of specific
heats γ = 5/3 (monatomic gas), so there is a discontinuity in the specific internal
energy u = P/(γ−1)ρ at the interfaces. This configuration is unstable to the Kelvin-
Helmholtz instability at all wavelengths, and can be seeded at a wavelength λ by
applying a small velocity perturbation in the y direction:
vy(x, y) = A sin [−2π(x+ 0.5)/λ] for |y − 0.25| < 0.025
vy(x, y) = A sin [2π(x+ 0.5)/λ] for |y + 0.25| < 0.025 (6.26)
A wavelength of λ = 1/6 and an amplitude of A = 0.025 are chosen.
At these subsonic velocities the growth timescale of the instability between
the two shearing layers is
τKH =
2π
ω
=
ρ1 + ρ2√
ρ1ρ2
λ
|∆vx| (6.27)
and since |∆vx| = 1, τKH = 0.35. We perform simulations using 73, 670 particles,
which does not provide very high resolution but is sufficient to demonstrate the overall
behaviour of the code. Improved results can be obtained at higher resolutions, and
by using a quintic kernel in place of the cubic M4 kernel (Hubber, Batty, McLeod &
Whitworth 2011).
We show the evolution of the density field and the development of the in-
stability at t = 6τKH , well into the non-linear phase where significant vorticity and
mixing should occur near the shearing interface. In Figure 6.7 (a), without artificial
viscosity or conductivity, the shearing motion has no effect and mixing occurs by out-
ward diffusion alone since the instability cannot be captured. In Figure 6.7 (b), with
artificial viscosity (α = 0.1) but not conductivity, there is growth of the perturbation
during the linear phase through the action of shear viscosity but the non-linear phase
demonstrates that viscosity alone is insufficient to capture the instability. In Figure
6.7 (c), with both artificial viscosity and conductivity (α′ = 1), the characteristic
vortices of the instability are captured. Figure 6.7 (d) demonstrates that artificial
conductivity alone is sufficient to capture the instability, which suffers from damping
when viscosity is present.
Similar tests may be performed to similar effect for other hydrodynamic insta-
bilities, such as the Rayleigh-Taylor instability (at the interface of two fluid volumes
of different densities that are being forced through each other, resulting in inter-
penetrating fingers) or the Richtmyer-Meshkov instability (when such an interface
experiences the passage of a shock wave, resulting in penetrating spikes or bubbles as
the heavier or lighter fluid penetrates the other respectively).
6.5.4 The Sedov Blast Wave
The Sedov blast wave test (Sedov 1959) demonstrates how well a code handles large
energy contrasts originating from a point source of energy (an explosion). A point
source of energy causes the formation of a shock front that travels radially outwards
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(a) Without artificial viscosity or thermal con-
ductivity.
(b) Including artificial viscosity (α = 0.1) but
not thermal conductivity.
(c) Including both artificial thermal conduc-
tivity (α′ = 1) and viscosity (α = 0.1).
(d) Including artificial thermal conductivity
(α′ = 1) but not viscosity.
Figure 6.7: The Kelvin-Helmholtz instability after time t = 6τKH .
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and builds up a dense layer of gas as it is swept up in the explosion. Sedov (1959)
provides a semi-analytic solution to such problems.
A problem of SPH is that it can perform poorly when neighbouring particles
have very different timesteps (Saitoh & Makino 2009). In a high Mach-number shock,
for example, the particles may interpenetrate because particles from the low-density
pre-shock gas have much longer timesteps than those in the high-density post-shock
gas, and therefore in a single timestep they advance deep into the shocked region.
This effect can be mitigated by broadcasting the timestep of each particle
(upon allocation) to all it neighbours. If one of the neighbours j of particle i has an
allocated timestep which is more than two levels higher in the hierarchy (tj > 4ti)
then their timestep is automatically reduced to tj = 4ti as soon as the timestep
hierarchy is correctly synchronised.
The Sedov blast wave test can demonstrate the robustness of the block timestep-
ping scheme (See Section 5.4) and, in particular, that it can correctly simulate sce-
narios that have very large differences in timesteps between neighbouring particles.
We set up the test in a similar manner to Saitoh & Makino (2009), with the SPH par-
ticles initially relaxed into a glass-like configuration. The problem assumes a central
point source of energy which then propagates outwards. In SPH it is more appropri-
ate to spread the energy amongst all particles within the smoothing kernel volume
surrounding the source. We also effectively “pre-smooth” the energies of the central
particles by distributing the energy amongst the particles in a weighted manner using
the smoothing kernel. This removes the discontinuity in specific internal energy be-
tween the central “hot” particles (total thermal energy ΣU = 1) and the surrounding
“cold” particles (total thermal energy ΣU < 10−6). Otherwise we would require ar-
tificial conductivity, which in effect smooths the discontinuity during the simulation
but also further reduces the minimum timestep.
Three simulations of the Sedov blast wave are performed using different timestep
algorithms (Hubber, Batty, McLeod & Whitworth 2011): (a) global timesteps, (b)
block timesteps and (c) block timesteps using the neighbour-checking procedure
(Saitoh & Makino 2009).
The density profiles of the three simulations at time t = 0.02 are shown in
Figure 6.8. The simulation with global timesteps (Figure 6.8a) shows agreement with
the semi-analytic solution. The position of the advancing shock front is at approx-
imately the same radius as the semi-analytic solution and its width is comparable.
The peak density is smaller than the semi-analytic solution, however, partly due to
the fact that SPH smoothing on any density peak tends to produce a value smaller
than the true peak density. When block timesteps are used (Figure 6.8b) the density
profile is incorrect. This is because the timesteps of the hot and cold gases are very
different (by a factor of ∼ 103) so the cold particles cannot respond to the pressure of
the rapidly advancing shock front (since it is operating on an inadequate timestep and
therefore does not compute a new acceleration until it is too late), allowing the hot
particles to penetrate through them. Introducing the neighbour-checking algorithm
(Figure 6.8c) provides a timestep limiter (no particle is allowed to have a timestep
more than four times longer than its neighbours) which corrects this problem. The
density profile now strongly resembles the global timestep case but benefits from the
speed-up factor of block timestepping (over an order of magnitude faster than a global
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Figure 6.8: The Sedov blast wave test using (a) global timesteps, (b) block timesteps
and (c) block timesteps with neighbour-checking (Saitoh & Makino 2009). The dots
represent the results from the SPH simulation and the line shows the semi-analytic
solution (Sedov 1959).
timestep).
6.6 Summary
Some of the common problems associated with hydrodynamic simulations, such as
resolving shocks and hydrodynamic instabilities, can be addressed with suitable mod-
ifications such as artificial viscosity, artificial thermal conductivity and neighbour
timestep checking.
The effectiveness of these modifications has been demonstrated in various tests:
supersonic collisions, the adiabatic Sod shock tube, the Kelvin-Helmholtz instability
and the Sedov blast wave.
In the next chapter we will look in detail at how artificial viscosity in SPH
models the effects of shear viscosity, since this has particular relevance to disc simu-
lations.
“Do not push the river,
it will flow by itself.”
Polish proverb
Chapter 7
Shear Flows
In this chapter we look in detail at how artificial viscosity in SPH models the effects
of shear viscosity.
Differential rotation within a circumstellar disc results in the occurrence of
shear flows, so ensuring that SPH correctly evolves such flows is a critical issue for
disc simulations.
It has been claimed that SPH does not accurately evolve shear flows and rapidly
results in the emergence of large density errors (Imaeda & Inutsuka 2002), but this
claim of a fundamental flaw in SPH has been refuted with a study of several repre-
sentative shear flows (Monaghan 2006).
We demonstrate correct viscous behaviour using a variety of tests: periodic
shear flow, Couette flow, Poiseuille flow, cylindrical spin-down and ring spreading.
7.1 Incompressible Fluids
Certain problems in classical fluid dynamics that involve the shear flow of incompress-
ible fluids have exact solutions; they therefore provide ideal tests for SPH simulations.
An incompressible fluid may be approximated by a slightly compressible fluid
through the use of a stiff equation of state (Monaghan 2006).
P =
c2sρ0
γ
[(
ρ
ρ0
)γ
− 1
]
(7.1)
where the pressure P is essentially due to interatomic forces rather than thermal
effects, cs is the sound speed, ρ0 is a reference density (normalised to 1) and γ is a
constant (set to 7 to provide the stiffness for approximate incompressibility). This
provides a reasonable approximation to a liquid such as water.
Setting the initial density uniformly to ρ = 1.02 provides a non-zero initial
pressure. This is achieved by setting the mass of each particle mp = 1.02
C
N
where C
is the computational volume and N is the number of particles.
Normalising the maximum flow speed to V = 1 and the sound speed to
cs =
√
50 gives a low Mach number M ∼ 0.14 and correspondingly small density
fluctuations of |δρ|
ρ0
∼M2 ∼ 0.02.
Any boundaries are simulated using fluid particles rather than free surfaces so
that SPH density summation is possible.
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7.2 Periodic Shear Flow
The chosen system for periodic shear flow is similar to the Cartesian shearing box
considered by Imaeda & Inutsuka (2002) but the Mach number is lower (0.14 as
opposed to 20). The flow is periodic in x and y using a rectangular 2×1 box, and the
particle spacing is 0.04 on a square lattice. The initial velocity is vx = sin(2πy) and
vy = 0. Since this velocity field maintains a steady state the density should remain at
its initial value. Artificial viscosity is applied at a small value (α = 0.01) to prevent
excessive dissipation.
Figure 7.1: Low Mach number periodic shear flow at time t = 2, showing the particle
positions (top), velocity profile vx(y) (bottom-left) and density profile ρ(y) (bottom-
right).
Figure 7.1 shows the particle positions, the variation of velocity vx with y and
the variation of density with y after one crossing of the box. The smoothing length
is h ∼ 0.046.
The particles have shifted from their square lattice arrangement, resulting in
shear. Their velocities remain close to their initial values but the effect of viscosity
has flattened the peaks. Their densities also remain very close to their initial uniform
value of 1.02, with no evidence of any large fluctuations. Over several crossing times
the flow gradually slows and settles through the action of viscosity, but the largest
density fluctations are ∼ 0.02 as expected. They settle towards a value slightly below
the initial value, which is reasonable since the initial state of the system is not in
equilibrium and so the particles settle into a lower energy configuration.
Imaeda & Inutsuka (2002) found large errors of ∆ρ ≥ ρ. When the details of
their model are compared with our well-behaved sub-sonic simulation, however, these
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large errors seem less surprising. Rather than modelling sub-sonic incompressible
fluid, they instead use a super-sonic polytropic fluid (with exponent η = 5/3) and
apply no artificial viscosity. Large density fluctuations can develop from instabilities
growing within such a simulation.
Since the kinematic shear viscosity is of order ν ∼ 1
8
αcsh (Monaghan 2005),
the Reynolds number R = V L
ν
where V and L are characteristic velocity and length
scales. In our simulation R ∼ 2460 and the flow is laminar. Applying no artificial
viscosity (relying upon numerical viscosity alone) in the super-sonic simulation gives
R > 106 which allows turbulent motions to cascade down to very small scales. High
artificial viscosity (α = 1.42) is required to lower the Reynolds number to match our
simulation. This is highly dissipative and after the initial shock waves are damped
the particles settle towards a glass-like structure with a uniform density close to the
initial value.
It is questionable to expect to model shear flow using highly super-sonic and
turbulent initial conditions. Substantial artificial viscosity is required to reduce the
Reynolds number below the critical turbulent threshold so that laminar viscous flow
is possible. This is highly dissipative and resolves the shock fronts. The shock waves
will first disrupt the flow and the dissipation will then damp the particles towards a
glass-like configuration.
7.3 Couette Flow
Couette flow occurs within a viscous incompressible fluid that is initially stationary
but lies between two parallel boundaries that move with different constant velocities.
In this case vx = +1 for the upper boundary and vx = −1 for the lower boundary. The
particles are again set up on a square lattice but with spacing 0.05. The boundaries
are formed by three rows of particles and confine the system in the y-direction, but
the system is periodic in the x-direction. Artificial viscosity is applied at a high value
(α = 0.5) in order to give strong initial response to shear.
The boundary particles must be given special treatment in the integration
scheme, being restricted to integration in the x-direction with constant vx. They
must also be given special treatment when their smoothing lengths and densities are
calculated. Since they lack neighbours on one side in the y-direction, their values
should be set to match the fluid.
Figure 7.2 shows the particle positions, the variation of velocity vx with y and
the variation of density with y at time t = 1. The smoothing length is h ∼ 0.0575.
The particles have again shifted from their square lattice arrangement, and
shear is clearly present. The velocity profile is as expected, with the boundary ve-
locities propagating into the initially stationary fluid through the action of viscosity.
The density profile also remains very close to the initial uniform value of 1.02, with
no evidence of any large fluctuations.
Couette flow can be solved analytically for its velocity evolution (Batchelor
1967) and for the system described above
vx = −V (1− 2y) + 4V
π
∞∑
j=2,4,6,...
1
j
sin(jπy) exp(−j2νπ2t) (7.2)
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Figure 7.2: Low Mach number Couette flow at time t = 1, showing the particle positions
(top), velocity profile vx(y) (bottom-left, with the line showing the analytic solution)
and density profile ρ(y) (bottom-right).
where ν = 1
8
αcsh is used for the kinematic shear viscosity (Monaghan 2005). The
simulation is in very good agreement with this analytic solution. Lower and higher
values of artificial viscosity (α = 0.25 and 1) do not produce any unexpected result,
and their agreement with the analytic solution is shown in Figure 7.3.
If the boundary velocities are highly super-sonic (M = 20) then density errors
develop and the analytic solution is not followed. Given that R ∼ 5570 the system is
likely to be in turbulent flow or at least in transition flow (where both laminar and
turbulent flows are possible) which helps to explain the results shown in Figure 7.4.
The original simulation is shown in Figure 7.5 at four different times (t = 0.1,
0.5, 1 and 1.5) to demonstrate that the analytic behaviour is followed throughout the
time evolution. For the summation over j in Equation 7.2 the early time solutions
require the inclusion of more terms (j = 8 is used for t = 0.1).
7.4 Poiseuille Flow
Poiseuille flow occurs within a viscous incompressible fluid that flows between two
static parallel boundaries under the action of a constant uniform acceleration g in the
direction of the flow. The initial conditions are the same as those for Couette flow.
The boundary particles are now held stationary in the integration scheme, and
the fluid particles are subject to an additional acceleration term g in the x-direction.
With g normalised to 1 to provide a reasonable flow velocity, the artificial viscosity
must be applied at a very high value (α = 10) in order to reduce the Reynolds number
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Figure 7.3: Low Mach number Couette flow at time t = 1, showing the velocity profile
vx(y) for lower viscosity (α = 0.25 on left) and higher viscosity (α = 1 on right) with
the lines showing the analytic solutions.
since turbulence can occur for R > 10 in Poiseuille flow (Watkins 1996). Using g = 1
and α = 10 ensures laminar flow (R < 1) and prevents turbulent motions from
affecting the results. Lower viscosity (α = 1) initially provides similar results but
gradually develops turbulent features that are indicative of transition flow.
Figure 7.6 shows the particle positions, the variation of velocity vx with y and
the variation of density with y at time t = 10. The smoothing length is h ∼ 0.0575.
The particles have again shifted from their square lattice arrangement, and
shear is clearly present. The velocity profile is as expected, with the stationary
boundaries slowing the fluid flow through the action of viscosity. The density profile
also remains very close to the initial uniform value of 1.02.
Poiseuille flow can be solved analytically for its steady-state velocity (Batchelor
1967) and for the system described above
vx =
g
2ν
[(
1
2
)2
−
(
y − 1
2
)2]
(7.3)
The simulation is in good agreement with this analytic steady-state solution,
although slight oscillation occurs about it due to the competing influences of the
driving acceleration g and very strong artificial viscosity.
7.5 Cylindrical Spin-Down
This system consists of a fluid in a cylindrical container that is initially rigidly rotating
(vθ = Ωr, with Ω set to 1).
The fluid particles are placed on 24 rings with a spacing of 0.05 between each
ring (and approximately the same spacing between particles around each ring), with
the cylindrical boundary represented by the four outermost rings of boundary particles
which provide an inward pressure on the fluid enclosed within a radius R = 1. By
setting the velocity of these boundary particles to zero in the integration scheme the
spin-down process of the fluid is initiated. Artificial viscosity is again applied at a
high value (α = 0.5) for strong initial shear.
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Figure 7.4: High Mach number Couette flow at time t = 1, showing the particle
positions (top), velocity profile vx(y) (bottom-left, with the line showing the analytic
solution) and density profile ρ(y) (bottom-right).
Figure 7.7 shows the particle positions, the variation of velocity vθ with r and
the variation of density with r at time t = 1. The smoothing length is h ∼ 0.0575.
The velocity profile is as expected and the density profile remains very close to the
initial uniform value of 1.02.
There is an analytical solution for the velocity evolution (Batchelor 1967) and
for this system
vθ = −2ΩR
∑
j
J1(λjr/R)
λjJ0(λj)
exp
(
−λ
2
jνt
R2
)
(7.4)
where J1 and J0 are Bessel functions and λj is the jth zero of J1.
The simulation is shown in Figure 7.8 at four different times (t = 1, 1.5, 2 and
2.5) to demonstrate that the analytic behaviour is closely followed throughout the
time evolution.
7.6 Further Tests for Incompressible Fluids
There are not many exact solutions for the Navier-Stokes equations. Besides Cou-
ette flow and Poiseuille flow, another degenerate case (zero non-linear terms) is the
oscillatory Stokes boundary layer (Batchelor 1967). This is formed close to a static
boundary in an oscillatory flow, or by an oscillating boundary driving a stationary
fluid, and can be solved for laminar flow (low Reynolds number). It might therefore
be used as an additional test of viscous behaviour.
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Figure 7.5: Low Mach number Couette flow at times t = 0.1 (top-left), 0.5 (top-right),
1.0 (bottom-left) and 1.5 (bottom-right), showing the velocity profile vx(y), with the
lines showing the analytic solutions.
Solutions to the full non-linear equations do exist, such as the Taylor-Green
vortex (Taylor & Green 1937). This is the two-dimensional unsteady flow of a decay-
ing vortex; the non-linear terms balance the pressure exactly, so there is only viscous
decay and no growth of harmonics. Its exact solution can be used to validate viscous
behaviour.
Note that the existence of an exact solution does not imply stability. Turbu-
lence can develop above a critical Reynolds number, disrupting the viscous behaviour.
Nonetheless in the laminar regime these exact solutions provide the essential testing
ground for viscosity algorithms.
7.7 Ring Spreading
There is a self-similar solution for a ring of material orbiting a central object (Lynden-
Bell & Pringle 1974). This provides a shearing arrangement similar to a circumstellar
disc and so provides a useful test.
For a ring of mass m at radius r0 the surface density Σ is
Σ(x, τ) =
(
m
πr20
)
τ−1x−1/4 exp
(
−(1 + x
2)
τ
)
I1/4
(
2x
τ
)
(7.5)
where x = r/r0 is the dimensionless radius, τ = 12νt/r
2
0 is the dimensionless time
and I1/4 is a modified Bessel function (Pringle 1981).
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Figure 7.6: Low Mach number Poiseuille flow at time t = 10, showing the particle
positions (top), velocity profile vx(y) (bottom-left, with the line showing the analytic
solution) and density profile ρ(y) (bottom-right).
A simulation can be performed by using an initial quasi-Monte Carlo distri-
bution of particles in a thin annulus centred upon r0 with a Gaussian surface density
profile. This Gaussian profile can be obtained using a Box-Muller transform (see
Equation 8.18 in Section 8.4.2). Since the ring begins with some thickness ∆r the
simulation is effectively beginning at some time t > 0, avoiding the singularity at
t = 0.
The particle velocities are set in Keplerian rotation about a central sink particle
of mass M . The mass of the ring m≪M so that the central gravity dominates and
the self-gravity of the ring is negligible. The gas is isothermal and its temperature
is set very low to limit the pressure forces. These conditions restrict the dominant
forces acting on the particles to the central gravity and the artificial viscosity.
Figure 7.9 shows the analytic evolution (top-left) and the SPH simulation
results (top-right). The SPH densities are binned by radius to reduce the noise from
the quasi-Monte Carlo distribution of 10, 000 particles.
The qualitative evolution is quite similar but some differences exist. One
reason for this is that the smoothing length h in our SPH formulation is not fixed but
variable.
As the ring spreads the density decreases which therefore increases the smooth-
ing length. This consequently increases the kinematic viscosity ν and the effective
time τ . Later evolution therefore appears to occur more rapidly, making the peak
densities lower at later times.
Since h also varies with r, this results in ν and τ increasing away from the
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Figure 7.7: Low Mach number spin-down flow at time t = 1, showing the particle
positions (top), velocity profile vθ(r) (bottom-left, with the line showing the analytic
solution) and density profile ρ(r) (bottom-right).
centre of the ring. Densities will therefore appear to fall away more rapidly, making
the width of the SPH solution narrower.
If variations in h are accounted for by normalising the SPH results in time
and width at later t then the results improve (bottom-right). There are still minor
discrepancies but these might be explained by the noisy Gaussian particle distribution,
spreading due to pressure forces and the influence of edge effects (see Section 8.6).
The overall evolution is nonetheless well-behaved, with no large density fluctuations
despite high Mach numbers caused by the gas being very cold and by the presence of
free boundaries (where the sound speed falls to zero so the Mach number will always
be large).
7.8 Circumstellar Discs
All these results carry into simulations of differentially-rotating self-gravitating discs
(Monaghan 2006). These are more complex simulations involving a self-gravitating
compressible fluid with a non-uniform density profile and therefore do not possess
analytic solutions. They nonetheless remain well-behaved, with the notable absence
of large density fluctuations despite high Mach numbers due to edge effects.
Keplerian rotation in a circumstellar disc gives V = 2πr−1/2AUyr−1. For a
Sun-like star with a temperature profile of T = 300r−1/2K the isothermal sound
speed is cs =
√
kT/m¯ ≃ 0.22r−1/4AUyr−1 (assuming a solar nebula: m¯ = 2.29mH).
The Mach number is therefore M≃ 28.6r−1/4, falling from ∼ 9 at 100 AU to ∼ 5 at
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Figure 7.8: Low Mach number spin-down flow at times t = 1 (top-left), 1.5 (top-right),
2 (bottom-left) and 2.5 (bottom-right), showing the velocity profile vθ(r), with the
lines showing the analytic solutions.
1000 AU.
In three dimensions the Reynolds number will scale as R ∼ 10
α
V
cs
L
h
(Monaghan
2005). Since α will typically range between 0.1 and 1, the Reynolds number will
range between 50L
h
and 900L
h
. The spatial resolution could therefore play a role in
the onset of turbulence.
7.9 Summary
SPH is capable of accurately evolving shear flow in general, with large density errors
only emerging in extreme cases such as highly super-sonic and turbulent regimes.
Correct viscous evolution has been demonstrated in various low Mach number
laminar flows: periodic shear flow, Couette flow, Poiseuille flow and cylindrical spin-
down.
The viscous spreading of a ring of cold gas is also well-behaved, and differen-
tially rotating circumstellar discs are not subject to large density fluctuations despite
high Mach numbers.
Hydrodynamic and viscous fidelity is maintained by SPH, but turbulent flow
will introduce problems for any numerical method. The well-behaved evolution of
disc density profiles suggests that physical processes are essentially being modelled
correctly.
With the handling of shear viscosity we complete the inclusion of constitutive
physics into our self-gravitating hydrodynamics code. Additional factors such as
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Figure 7.9: Viscous evolution of a ring of cold gas, with the analytic surface density
profile shown at times τ = 0.004, 0.016, 0.064 and 0.256 (top-left) and the SPH surface
density profile at the same ratio of times t = 1, 4, 16 and 64 in central rotation periods
(top-right). Accounting for the variation in smoothing length h improves the results
(bottom-left).
radiation transport, magnetohydrodynamics and chemistry might play a significant
role at various stages but ultimately will not be incorporated. We will, however, need
to refine our treatment of the thermal physics to account for stellar radiation.
In the next chapter we will perform self-gravitating hydrodynamic simulations
of circumstellar discs.
“All dreams spin out
from the same web.”
Hopi proverb
Chapter 8
Circumstellar Discs
In this chapter we perform self-gravitating hydrodynamic simulations of circumstellar
discs.
Beginning with a brief summary of disc observations, we perform a preliminary
simulation of disc formation before looking in detail at the process of disc fragmenta-
tion.
We then describe a method of disc initialisation to generate initial conditions
for simulations. After consideration of resolution requirements and edge effects, we
investigate the influence of physical and computational factors upon the evolution of
disc simulations.
We finally refine our treatment of the thermal physics and consider the im-
plications of our simulations in the context of star and planet formation, concluding
with a review of work in this field.
8.1 Disc Observations
More than half of young stars are surrounded by a disc of dust and gas (O’Dell
1995). Such discs have been observed directly for nearby stars, and for more distant
stars their presence has been inferred by features in the spectral energy distributions
(SEDs) such as infra-red excess (see Section 1.5.1).
It is estimated that 80% of young stars initially have discs (Haisch, Lada &
Lada 2001). Many stars lose their discs within 3 Myr, and those existing beyond 6
Myr are typically debris discs or planetary discs. The lifetime of a disc seems to be
a function of stellar mass: a massive star loses its disc more rapidly.
Direct visual observations indicate radial extents from 0.1 to 1000 AU, with
flared profiles. Masses are assumed to be 0.01 to 0.1M⊙, based upon the minimum
mass of the solar nebula (Weidenschilling 1977) and the required dust mass to produce
observed infra-red signatures (Beckwith et al. 1990). Hundreds of slightly more
massive discs (0.13 to 0.39M⊙) have been observed, with radii ∼ 400 AU (Eisner &
Carpenter 2006).
Large massive discs will be simulated, with a radial extent of 1000 AU and
masses from 0.45 to 0.68M⊙. These masses represent a range going from stable to
unstable against gravitational fragmentation. While the values are higher than those
provided by observations of discs around Class II objects, they might be reasonable
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Figure 8.1: Disc formation around a central sink particle at time t = 2700 years.
for embedded discs around Class I protostars.
The fragmentation process also has implications for disc observations, since
unstable discs rapidly (< 105 years) end up with masses < 0.1M⊙ and sizes < 100
AU (Stamatellos et al. 2010), which might explain the lack of observed massive
extended discs.
8.2 Disc Formation
The formation of a disc can be simulated in a similar manner to the Boss & Boden-
heimer test (see Section 5.6.4), starting with the gravitational collapse of a uniform
density cloud that is in solid body rotation. In this case, however, no perturbation
is applied and a 1M⊙ sink particle (with an accretion radius of 2.424× 105 pc, or 5
AU) is seeded at the centre of the cloud (Bate, Bonnell & Price 1995). The cloud
has a mass of 0.001M⊙, a radius of 0.01037 pc (3.2× 1016 cm), an angular velocity of
1.56 × 10−12 rad/s, an isothermal temperature of 10 K and is composed of 100, 000
particles. High artificial viscosity is applied (α = 1.0) to enhance dissipation and
therefore accelerate the formation process.
Figure 8.1 shows that the cloud collapses from over 2000 AU in radius to form
a disc of ∼ 750 AU radius and aspect ratio ∼ 0.2. Figure 8.2 shows the surface density
profile, which is fit quite well by a Σ ∼ r−7/4 power law in the outer region beyond
100 AU. This power law flattens to −3/2 in the inner region within 100 AU, and then
−5/4 before turning over as the density falls away due to SPH particles accreting
onto the central sink. The profile steepens at the outer edge, where the SPH density
drops away as it comes into contact with the more diffuse cloud envelope. This power
law applies for any initial cloud mass since the solution simply scales in density
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Figure 8.2: The surface density profile of a disc formed around around a central sink
particle. The line indicates a power law of Σ ∼ r−7/4.
accordingly. It also holds at lower values of artificial viscosity (α = 0.1 and 0.01)
although the disc takes longer to form as α is reduced. In the absence of artificial
viscosity the disc forms much more slowly and tends towards a slightly flatter power
law of −3/2.
Semi-analytic investigation of cloud collapse leading to disc formation has
suggested that the surface density profile of the disc follows a power law Σ(r) ∼ r−σ
with exponent 1 ≤ σ ≤ 3
2
, and steepening at the edge of the disc (Lin & Pringle 1990).
If viscous processes play little role during infall then σ ∼ 1, steepening to σ ∼ 3
2
as
viscous evolution dominates. Our 3D simulation suggests an even steeper relationship.
Although artificial viscosity plays a significant role in this, self-gravitation alone does
provide a pseudo-viscous effect.
The circular velocity is found to be vφ ∼ r−1/2 in the simulation, and since
Ω =
vφ
r
the disc is therefore in Keplerian rotation with Ω ∼ r−3/2.
The scale height of a disc H(r) ∼ cs(r)
Ω(r)
(assuming a light disc; see Section
8.4.2) where cs is the isothermal sound speed (here a constant) and Ω is the angular
frequency of rotation. The scale height therefore increases with radius as H ∼ r3/2;
this is a fairly steep relation, hence the large aspect ratio of ∼ 0.2.
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8.3 Disc Fragmentation
Arguably the most important parameter regarding self-gravity in discs is the Toomre
stability parameter (Toomre 1964),
Q =
csκ
πGΣ
(8.1)
where cs is the sound speed, κ is the epicyclic frequency (with which a fluid element
oscillates when perturbed from circular motion), G is the gravitational constant and
Σ is the surface density.
Instability against fragmentation requires Q . 1, and the equation indicates
that this is achieved more readily at lower temperature (and pressure, given by cs),
slower rotation speed (given by κ) and higher surface density.
8.3.1 The Fragmentation Process
A more detailed physical interpretation of the Toomre Q parameter can be found
by considering a small “protofragment” at radius rdisc in a disc. It has an initial
radius r0 and for simplicity is assumed to remain spherical throughout the process.
The question asked is whether or not such a fragment will be able to condense out.
The collapse (or expansion) is governed by pressure, rotation and self-gravity, so any
change in its radial size r is described by the following equation of motion:
d2r
dt2
≃ c
2
s(t)
r
+
h2(t)
r3
− 2πGΣ(rdisc)r
2
0
r2
, (8.2)
where cs is the isothermal sound speed in the fragment (which is essentially determined
by its radial position in the disc, i.e. its distance from the central star), and 2h/5
is the specific angular momentum of the fragment (which has an initial value of
2r20κ(rdisc)/5). For collapse,
d2r
dt2
< 0, and substituting in these initial values shows
that for instability against fragmentation:
2πGΣ(rdisc) >
c2s(rdisc)
r0
+ κ2(rdisc)r0 (8.3)
By differentiating the right hand side with respect to r0, it is found to be
a minimum when r0 = cs(rdisc)/κ(rdisc). Substituting this into the equation above
reveals that
πGΣ(rdisc) > cs(rdisc)κ(rdisc) (8.4)
which is exactly equivalent to the statement Q < 1 defined earlier.
Expressing Equation 8.3 in the form of a quadratic equation
r20 − 2
πGΣ(rdisc)
κ2(rdisc)
r0 +
c2s(rdisc)
κ2(rdisc)
= 0 (8.5)
solves to give
r0 =
πGΣ(rdisc)
κ2(rdisc)
(
1±
√
1−Q2
)
(8.6)
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which describes the range of initial proto-fragment radii that are unstable against
fragmentation (with Q < 1). The fastest growing proto-fragment will lie at the cen-
tre of this range, and thus have radius rfast =
πGΣ(rdisc)
κ2(rdisc)
and mass mfast = πr
2
fastΣ =
π3G2Σ3(rdisc)
κ4(rdisc)
. The timescale of this fragmentation, tfast, can be estimated from di-
mensional considerations (d
2r
dt2
(rfast) =
rfast
t2fast
, which is negative in the case of collapse)
as
tfast =
(
1
rfast
d2r
dt2
(rfast)
)−1/2
=
1
κ(rdisc)
(
1−Q2)−1/2 (8.7)
To determine whether a fragment is actually able to condense out fast enough
in order to survive as a bound object, however, requires that cs(t) and h(t) be con-
sidered fully, so radiative transport within the fragment and torques acting upon the
fragment should be taken into account.
8.3.2 Unstable Regimes
When Q < 1 instability occurs for axisymmetric (ring-like) disturbances (Toomre
1964). For high values of Q pressure stabilises short wavelengths and rotation sta-
bilises long wavelengths, represented by cs and κ respectively in the equations. The
most unstable wavelength when Q < 1 is λ ≈ 2π2GΣ/κ2 ≡ 2πrfast.
Numerical simulations have demonstrated that instability occurs when Q ≤
1.5 for non-axisymmetric (spiral) disturbances (Boss 2004). Since the instability is
linear and dynamic, small perturbations grow exponentially on the timescale of a
rotation period (Durisen et al. 2006). Values of Q & 1.5 are considered stable against
gravitational fragmentation.
Non-axisymmetric modes can occur at higher values of Q than axisymmetric
modes, so gravitational instabilities within discs are expected to develop from growing
multi-armed spiral waves.
Extending into the non-linear regime, where results are obtained from numer-
ical simulations, introduces some additional factors (Durisen et al. 2006):
i) The role of thermodynamics in the disc becomes particularly important, due to
heating from shocks, compression and gravitational torques.
ii) Non-linear mode coupling results in “gravitoturbulence”, when power is rapidly
distributed across modes with a wide range of wavelengths and the resulting self-
gravitating turbulence spreads throughout the disc.
iii) Surface distortions may occur from thermodynamic effects in the vertical structure
of the disc, such as shock heating.
8.3.3 An Alternative Formulation
The epicyclic frequency is defined as κ2 = r d
dr
Ω2 + 4Ω2 (Binney & Tremaine 1987).
With constant Ω (solid body rotation), κ = 2Ω. For a disc in Keplerian rotation,
Ω ∼ r−3/2 gives κ = Ω; we can therefore simply substitute Ω for κ in the case of a
Keplerian disc.
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For a disc with scale height H ≃ cs/Ω, where the disc mass is Mdisc = πR2Σ
and the gas moves in a circular orbit around the central star (so that RΩ2 = GMstar
R2
),
the condition Q ≡ csΩ
πGΣ
< 1 can be rewritten as
Mdisc >
H
R
Mstar (8.8)
The aspect ratio of a protostellar disc is typically H/R ∼ 0.1 (Stapelfeldt et al.
1998) so fragmentation requiresMdisc > 0.1Mstar and results in a typical condensation
mass scale of one Jupiter mass for a solar-mass star (Papaloizou & Terquem 2005).
It is possible, however, that a disc never becomes massive enough to satisfy
Q < 1 (Laughlin & Bodenheimer 1994). As the disc mass increases due to infall
from the surrounding envelope the Q value will fall, but spiral modes develop before
Q < 1. These transport angular momentum outward, allowing additional mass to
accrete onto the star, and this restores gravitational stability.
The redistribution of mass occurs with a timescale of a few outer rotation
periods, so Q can never fall below unity unless the disc can be cooled (to decrease
cs) or matter added (to increase Σ) on a similar timescale. This seems unlikely to
happen in the conventional planet formation region (the inner part of the disc) since
it is optically thick, but the optically thin outer regions of the disc present a greater
possibility.
Although the implication is that planet formation via gravitational instability
is unlikely in optically thick regions, it is worth noting that the development of spiral
arms might play a significant role in the core accretion model, since the pressure
maxima that they produce would assist in the agglomeration of solid bodies.
8.4 Disc Initialisation
To provide the initial state of a disc system we must determine the masses, positions
and velocities of the SPH particles that are used to represent the disc material.
The mass of each particle is simply the mass of the disc Mdisc divided by the
number of particles N , and Mdisc may either be supplied as an initial parameter or
instead derived from the Toomre Q parameter.
The position of each particle is determined in two stages.
Firstly the particle is located in terms of radial position r and azimuthal po-
sition φ (giving the two-dimensional coordinates x and y) using a quasi-Monte-Carlo
method (Halton sequence) to fit the desired disc dimensions (inner radius Rinner
and outer radius Router) and surface density profile (Σ(r) ∼ r−σ). Using the quasi-
Monte-Carlo method rather than the standard Monte-Carlo method (pseudo-random
numbers) reduces the number of closely-spaced particle pairs. Since these provide
numerical seeds for gravitational instabilities, the quasi-Monte-Carlo method effec-
tively limits the “noise” present in the system. This has a similar effect to the
“anti-clustering” placement techniques based upon the inhibition method of Diggle
(Diggle 1983; Cartwright 2006). Figure 8.3 compares the quasi-Monte-Carlo place-
ment method to the standard Monte-Carlo method; with 10, 000 particles, 960 have
their nearest neighbour within 0.2h if placed at random, but only 110 do so if placed
using the Halton sequence.
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Figure 8.3: The nearest neighbour of each particle in terms of the smoothing length h.
Secondly the particle is located in terms of vertical height z, completing the
determination of its three-dimensional position. The thickness of the disc is deter-
mined by its scale height, which is essentially determined by the temperature profile
T (r) ∼ Tstarr−1/2. Instead of distributing particles uniformly within the scale height
using a quasi-Monte-Carlo method, they may be distributed in a Gaussian manner
by using a Box-Muller transform; this concentrates their placement towards the mid-
plane.
In order to maintain the centre of mass at the origin, where the star is located,
particle placement is restricted to one half of the disc (0 < φ < π) and each particle
placed at position (x, y, z) then has a corresponding particle placed in “mirror” fashion
at (−x,−y,−z).
The velocity of each particle is determined by Keplerian rotation at its radial
position r. Although dominated by the mass of the central star, the contributions to
acceleration from the other particles within the disc are calculated in order to correct
the orbital velocity of each particle.
Determining the initial state of the disc therefore requires several parameters
to be provided: the mass of the disc Mdisc (or the Toomre Q parameter), the inner
radius Rinner and outer radius Router, the surface density profile (specifically the
exponent σ), the temperature profile (specifically the factor Tstar) and the mass of
the star Mstar.
The involvement of these parameters in determining the disc properties will
now be examined in detail.
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8.4.1 Disc Distribution
If we assume a simple surface density profile for the disc in terms of radial position
r, where Rinner ≤ r ≤ Router,
Σ(r) = Σ0r
−σ (8.9)
where Σ0 is the surface density at r = 1 then the total mass of the disc is
Mdisc =
∫ Router
Rinner
Σ2πrdr
= 2
(2−σ)πΣ0
[
(Router)
(2−σ) − (Rinner)(2−σ)
] (8.10)
The values of Rinner and Router, the inner and outer edges of the disc (which
might more appropriately be termed an annulus), are chosen to contain the region
of interest within the disc where objects are considered most likely to form. This is
likely to be between 100 and 1000 AU.
Each particle in the disc will have mass m = Mdisc
N
, where N is the number of
particles in the disc and is chosen to satisfy the resolution requirements (see Section
8.5). Calculating Mdisc may first require Σ0 to be determined from Q (see Section
8.4.4).
For a random (or quasi-random) number R1 between 0 and 1, radial positions
can then be determined within the desired surface density distribution using the
following transformation:
r =
[
(Rinner)
(2−σ) +
(
(Router)
(2−σ) − (Rinner)(2−σ)
)R1] 1(2−σ) (8.11)
Azimuthal positions can simply be generated using φ = πR2, which then gives
Cartesian coordinates x = r cos(φ) and y = r sin(φ). This particle position can then
be “mirrored” with a particle at (−x,−y).
8.4.2 Disc Thickness
The initial temperature T in the disc midplane is presumed to vary with distance
from the central star (the radial distance r) according to
T (r) = Tstarr
−1/2 (8.12)
where Tstar is the temperature at r = 1 AU and the exponent (−1/2) describes the
geometric dilution of heating from the star (since luminosity L ∼ T 4 scales as 1
r2
).
The isothermal sound speed scales as the square root of temperature so cs(r) ∼ r−1/4.
Thin accretion discs, whether active (having an intrinsic luminosity) or pas-
sive (only reprocessing radiation from the central star), have a temperature profile
T ∼ r−3/4 (Natta 1993). A flatter profile of T ∼ r−1/2, however, seems appropriate
for a flared accretion disc, and observations of the spectral energy distributions of
circumstellar discs support this (Beckwith et al. 1990).
The thickness or scale height H of the disc can be determined by considering
an approximate hydrostatic balance between the vertical component of gravity (from
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both the star and the disc material), acting towards the midplane, and the thermal
pressure opposing it.
GMstar
r2
H(r)
r
+ πGΣ(r) ≈ −1
ρ
dP
dH
≃ −1
ρ
P
H
≃ c
2
s(r)
H(r)
(8.13)
This can be rearranged into a quadratic equation
GMstar
r3
H2(r) + πGΣ(r)H(r)− c2s(r) = 0 (8.14)
which can be solved, taking the positive root, to give
H(r) = −πΣ(r)r
3
2Mstar
+
√(
πΣ(r)r3
2Mstar
)2
+
r3
GMstar
c2s(r) (8.15)
The disc thickness therefore depends upon the surface density profile and the
temperature profile. Assuming that the disc is much lighter than the star (Mdisc ≪
Mstar) then
H(r) ≃
√
r3
GMstar
cs(r) ≡ cs(r)
Ω(r)
(8.16)
Since the density of the disc is likely to decrease with distance from the mid-
plane according to a Gaussian profile (Frank, King & Raine 1992), the vertical position
z = H(r)
1
2
BM1(R3,R4) (8.17)
can be determined using a Box-Muller transformation
BM1(R3,R4) =
√
−2 log(R3) cos(2πR4)
BM2(R3,R4) =
√−2 log(R3) sin(2πR4) (8.18)
where only one of the components (BM1) is required and the factor of
1
2
is introduced
to ensure that 95% of particles (2 standard deviations) lie within a distance H from
the midplane.
Figure 8.4 shows the cross-section of the disc. The scale height H = cs
Ω
∼ r5/4,
and the resulting aspect ratio is ∼ 0.1.
8.4.3 Disc Rotation
The particle velocities are determined by assuming that the disc is in Keplerian rota-
tion with circular speed vφ(r) = 2πr
−1/2 and angular frequency Ω(r) = 2πr−3/2. For
Keplerian rotation the epicyclic frequency κ = Ω and the orbital period P (r) = r3/2.
The circular speed vφ must be related to the radial component of the ac-
celeration ar such that ar = −vφr in order to maintain a stable circular orbit. By
calculating the contributions of gravity (and optionally pressure) from other particles
in the disc towards ar, a corrected value for the circular speed can be determined
using vφ =
√|ar|r.
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Figure 8.4: Disc of 100, 000 particles viewed in the x-z plane, with an aspect ratio of
∼ 0.1.
 0
 1
 2
 3
 4
 5
 100  200  300  400  500  600  700  800  900 1000
ci
rc
ul
ar
 v
el
oc
ity
 v
φ (
km
/s)
radius R in x-y plane (AU)
 0
 1
 2
 3
 4
 5
 100  200  300  400  500  600  700  800  900 1000
ci
rc
ul
ar
 v
el
oc
ity
 v
φ (
km
/s)
radius R in x-y plane (AU)
Figure 8.5: Rotation velocity profiles for a disc of 100,000 particles with Q = 1. The
left-hand plot uses the total radial acceleration, while the right-hand plot includes only
the gravitational contribution. The thin lower line indicates the Keplerian rotation
curve.
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Figure 8.5 shows the effect of correcting the rotation curve. Although the
total radial acceleration ar from both gravity and pressure can be used (Cartwright
2006), the hydrodynamic contribution tends to incorporate a lot of noise (Poisson
noise increases with more particles as
√
N), and sub-Keplerian velocities occur at the
outer edge where the SPH density falls away (left-hand plot). We will therefore use
only the gravitational contribution, and restrict this to the component in the x − y
plane (Stamatellos 2003). This leads to a smoother correction which is consistently
super-Keplerian (right-hand plot) except at the extreme inner edge of the disc where
the self-gravitational force is outwards (Mestel 1963). The corrections are shown for
a relatively massive disc (0.68M⊙ with Q = 1) and so represent a fairly dramatic
correction case.
8.4.4 Disc Profiles
The Toomre Q parameter is given by
Q =
cs(r)κ(r)
πGΣ(r)
(8.19)
For a disc in Keplerian rotation κ(r) = Ω(r) ∼ r−3/2. For simple geometric
dilution of heating from the central star, the isothermal sound speed cs(r) ∼ r−1/4.
The surface density is given by Σ(r) ∼ r−σ. The scaling of Q with radial position r
is therefore Q(r) ∼ r(−7/4+σ). Choosing σ = 7/4 will therefore produce a disc with a
uniform value of Q.
Since the super-Keplerian velocity correction effectively increases the epicyclic
frequency, there will be a stabilising effect upon the outer regions of the disc; this will
result in Q increasing slightly at greater radial position.
The value of Q is essentially determined by the choice of Σ0 and the isothermal
sound speed c0, where cs = c0r
−1/4, since in Keplerian rotation Ω = 2πr−3/2.
Q =
2c0
GΣ0
(8.20)
Since Mdisc ∝ Σ0 and Tstar ∝ c0, these two parameters ultimately determine
the stability of the disc.
Temperatures of 31 K or more have been inferred at radius 100 AU in observed
discs (Beckwith et al. 1990; Dutrey & Guilloteau 2006), and solar system observations
within the asteroid belt indicate temperatures of 145 to 170 K (the “snow line”) at ra-
dius 2.7 AU in the solar nebula (Lecar et al. 2006). These results imply temperatures
of ∼ 300 K at radius 1 AU.
Fixing Tstar = 300 K (typical for a solar-mass star) gives c0 = 0.22AUyr
−1 and
since G = 39.48AU3M−1⊙ yr
−2 this results in Σ0 = 0.0111Q M⊙AU
−2. Supplying a value
of Q therefore provides Σ0 which allows Mdisc to be calculated. When Q = 1 this
produces a massive disc (0.68Modot) which is comparable to the mass of the central
star (1M⊙).
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8.4.5 The Locally Isothermal Equation of State
The temperature of an SPH particle in the disc is determined by its distance from the
central star r according to the relation T = 300r−1/2 K. The temperature drops below
10 K when r > 900 AU in this equation, however, which is not physically reasonable
since background radiation from nearby stars should maintain a temperature of at
least 10 K. In order to take this into account, a temperature can be calculated by
considering the sources of luminosity (central star and background) incident upon the
particle. Since luminosity L is related to temperature as L ∼ T 4, the temperature is
given by
T =
(
3004r−2 + 104
)1/4
K (8.21)
This temperature can then be used to determine the pressure P ∼ ρT and the
isothermal sound speed cs =
√
P/ρ.
8.5 Resolution Requirements
The primary constraint to properly resolve fragmentation is the Jeans condition (Tru-
elove et al. 1997). Its expression in SPH terms is that the diameter of an SPH particle
should always be less than the Jeans length: 4h < RJeans (Hubber, Goodwin & Whit-
worth 2006).
Contrary to some claims (Klein, Fisher & McKee 2004), under-resolved SPH
simulations (using too few particles to resolve the Jeans mass) should not cause
multiple fragmentations, but will instead act to suppress or slow down fragmentation
(Hubber, Goodwin & Whitworth 2006).
High resolution SPH simulations can also suffer from a lack of convergence
(Meru & Bate 2011) when a density gradient is being modelled, as is the case for our
disc, and this is discussed under Spatial Resolution in Section 8.7.3.
8.5.1 Resolving the Jeans Mass
The Jeans mass (see Section 1.2.1) is
MJeans =
(
375
4π
)1/2
c3s
G3/2ρ1/2
(8.22)
Using the scale height H(r) = cs(r)
Ω(r)
= c0
2π
r5/4, the midplane density is
ρ(r,H = 0) =
Σ(r)
2H(r)
=
πΣ0
c0
r−3 (8.23)
Substituting the midplane density ρ(r,H = 0) and sound speed cs(r) = c0r
−1/4
gives
MJeans =
1
π
(
375
4
)1/2
c
7/2
0
G3/2Σ
1/2
0
r3/4 (8.24)
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Using Σ0 =
0.0111
Q
M⊙AU−2 and temperature Tstar = 300 K (so c0 = 0.22AUyr−1)
gives MJeans ≃ 5.9× 10−4Q1/2r3/4.
For a disc extending from 100 to 1000 AU,MJeans/Q
1/2 ranges from ∼ 0.019 to
∼ 0.1M⊙. For a Q = 1 disc (mass 0.68M⊙) this requires ∼ 36 particles to represent
the Jeans mass with a single particle, or more appropriately ∼ 1900 particles to
represent it with the particle and its ∼ 50 neighbours within the smoothing sphere.
8.5.2 Resolving the Jeans Radius
The Jeans radius is RJeans = (15/4πGρ)
1/2 cs, so substitution gives
RJeans =
(
15
4πG
)1/2(
c30
πΣ0
)1/2
r5/4 (8.25)
This results in RJeans ≃ 0.096Q1/2r5/4. For a disc extending from 100 to 1000
AU, RJeans/Q
1/2 ranges from ∼ 30 to ∼ 540AU.
The spatial resolution in SPH is determined by the total number of particles N ,
since having more particles leads to lower mass particles that have shorter smoothing
lengths.
When the gas particles in the disc have equal mass, the mass of one such
particle is
m =
Mdisc
N
=
2πΣ0
(2− σ)N
[
(Router)
(2−σ) − (Rinner)(2−σ)
]
(8.26)
The smoothing length in 3 dimensions is therefore given by
h(r) = η
(
m
ρ
)1/3
= η
(
2c0
(2− σ)N
)1/3 [
(Router)
(2−σ) − (Rinner)(2−σ)
]1/3
r (8.27)
The Jeans condition 4h(r) < RJeans determines the critical resolution
CJeans(r) = 4h(r,H=0)RJeans
= 4πη
(
4GΣ0
15c30
)1/2 (
2c0
(2−σ)N
)1/3 [
(Router)
(2−σ) − (Rinner)(2−σ)
]1/3
r−1/4
(8.28)
The resolution condition CJeans(r) < 1 therefore requires the total number of
particles N to be
N >
128π3η3
(2− σ)c7/20
(
4GΣ0
15
)3/2 [
(Router)
(2−σ) − (Rinner)(2−σ)
]
r−3/4 (8.29)
Using η = 1.15 (∼ 50 neighbours), temperature Tstar = 300 K (so c0 ≃
0.22AUyr−1) and uniform stability Q (so σ = 7/4) for a disc extending from Rinner =
100 AU to Router = 1000 AU gives N > 475000Q
−3/2r−3/4. For a Q = 1 disc this
requires N > 2700 particles to resolve the outer edge of the disc and N > 15, 000
particles to resolve the inner edge. Smaller discs require higher particle numbers
(N > 48, 000 for a disc extending between 10 and 100 AU).
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8.5.3 Resolving the Toomre Wavelength
In a similar manner, the diameter of an SPH particle should always be less than the
Toomre wavelength: 4h < λToomre (Nelson 2006).
λToomre =
2c2s
GΣ
(8.30)
Within a Keplerian disc λToomre ≈
√
2QRJeans, so in practice this only becomes
more restrictive than the Jeans condition when Q < 0.5, which might apply to regions
of a disc as they begin to fragment.
8.5.4 Resolving the Disc Thickness
For a disc an additional resolution requirement is that the diameter of an SPH particle
should always be less than the thickness of the disc: 4h ≤ 2H(r) (Nelson 2006).
The critical resolution is
Cdisc(r) = 4h(r,H=0)2H(R)
= 4π
c0
η
(
2c0
(2−σ)N
)1/3 [
(Router)
(2−σ) − (Rinner)(2−σ)
]1/3
r−1/4
(8.31)
The resolution condition Cdisc(r) < 1 therefore requires the total number of
particles N to be
N >
128π3η3
(2− σ)c20
[
(Router)
(2−σ) − (Rinner)(2−σ)
]
r−3/4 (8.32)
Using η = 1.15, temperature Tstar = 300 K and uniform stability Q for a disc
extending from 100 to 1000 AU requires N > 7000 particles to resolve the outer edge
and N > 39, 000 particles to resolve the inner edge. Smaller discs require higher
particle numbers (N > 123, 000 for a disc extending between 10 and 100 AU).
The disc thickness condition is therefore a more conservative requirement than
the Jeans condition.
This is only a minimal requirement, however, and may not be sufficient; having
the disc thickness represented by several SPH particles would be more appropriate.
Doubling the resolution (halving C(r)) requires 8 times as many particles, which
dramatically increases the length of time required to run a simulation by an order
of magnitude. Simulations of small discs can rapidly become very computationally
expensive.
8.6 Edge Effects
SPH does not easily cope with an edge or boundary within a system. This is a
particular problem for discs since most of the particles lie close to an edge. At an edge
a particle only has neighbours to one side. This results in it having a larger smoothing
length, and in inevitably experiencing an outward hydrodynamic acceleration. As in
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the isothermal collapse scenario (see Section 4.5) a rarefaction wave will propagate
inwards, which might affect the evolution of the simulation to some degree (Martin,
Pearce & Thomas 1993).
In order to prevent these edge effects, boundary particles might be located at
the edges (to a depth of at least two smoothing lengths) and evolved according to
the boundary conditions, as in the Couette flow scenario (see Section 7.3). There
is no reason, however, why a particle could not percolate through such a boundary
layer and eventually escape from confinement within the system. For a disc system
it would also be computationally expensive to maintain such a layer, since many
particles would be needed to provide hydrodynamic confinement.
Alternatively an analytic function could be applied directly to any particles
that overlap the boundary, providing a corrective contribution (Boyd 2003). Again
there is no inherent reason why a particle could not eventually overcome such a
contribution, and both procedures become problematic when disc-disc interactions
are considered.
Since our region of interest is away from the edges, in the midplane and at a
middling radial distance, close enough to the star to be dense enough but far enough
away to be cool enough to fragment, the edge effects will simply be endured rather
than addressed directly.
While the outermost particles might tend to spread into the surrounding vac-
uum, in doing so they will act to provide some representation of the residual envelope
in which the disc system is embedded. The mass effectively lost to this envelope will
also bring our high-mass disc simulations closer towards observed disc masses.
When representing a disc as an annulus the innermost particles will experience
an outward self-gravitational force (Mestel 1963). This is most pronounced for dense
inner edges (steep surface density profiles) but the effect diminishes more slowly with
increasing radii for shallower surface density profiles (Cartwright 2006). This results
in a sub-Keplerian correction to rotation velocity at the inner edge (see Section 8.4.3).
The reason for representing a disc as an annulus is to eliminate the need to
evolve particles on very fast orbits close to the central star. Any tendency for particles
to drift inwards must therefore be countered in order to retain this benefit, and the
simplest method is to accrete them onto the central sink. Mass falling inward is
likely to accrete onto the star eventually, so this method seems reasonable, but the
central sink now essentially represents not just the star but also an inner disc region,
so the total mass and accretion rate of the sink will no longer directly correspond to
that of the star itself. This immediate accretion onto the sink nonetheless provides
upper limits of the values for the star (or likely values given sufficient accretion time).
Even if the absolute values become somewhat obscured by this method, like-for-like
comparison allows any relative differences to be observed.
8.7 Disc Evolution
The parameter space of disc evolution is investigated to determine its dependence
upon both physical parameters and computational parameters.
The physical parameters include the Toomre stability parameter, the viscosity
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(a) Instability developing at t = 3183 years. (b) Objects fragmenting at t = 5481 years.
Figure 8.6: Rapid formation of objects in a disc with Toomre stability parameter Q = 1.
parameter, the surface density profile, the temperature profile and the equation of
state.
The computational parameters include the sink creation density, the spatial
resolution, the particle distribution, the integration scheme and the smoothing factor.
8.7.1 Dependence on the Toomre Stability Parameter
Using a surface density profile of Σ ∼ r−7/4 we can generate a disc with a fairly uniform
Q value. From Section 8.3.2 we expect instability to occur for axisymmetric (ring-
like) disturbances when Q < 1 and for non-axisymmetric (spiral) disturbances when
Q < 1.5, with values ofQ ≥ 1.5 considered stable against gravitational fragmentation.
We therefore investigate the marginally unstable range of values between 1 and 1.5.
Figure 8.6 shows that a disc with Q = 1 is gravitationally unstable within a
ring that rapidly develops an m = 2 spiral mode. Figure 8.7 shows that discs with
Q = 1.1 to 1.4 are gravitationally unstable in the non-axisymmetric (spiral) mode,
forming sinks in strong spiral arms. Figure 8.8 shows that a disc with Q = 1.5
is marginally gravitationally stable; spiral arms develop but do not form sinks and
eventually stabilise the disc.
The disc with Q = 1 is extremely unstable and forms many sinks very rapidly.
A dense ring develops at r ∼ 200 AU (where the orbital period is ∼ 2800 years)
and the sinks form in the knots that develop within this ring, seeded in a symmetric
manner by the initial quasi-random mirrored particle distribution (see Section 8.4).
The discs with Q = 1.1 to 1.4 are also unstable and form sinks. Spiral arms
develop and the sinks form in the clumps that develop along them at r ∼ 200 to
300 AU, again following the mirror symmetry. Table 8.1 shows that the spiral modes
develop on a longer timescale than the ring-like mode, and the fragmentation timescale
tfrag increases as the stability Q increases. The fragment mass mfrag is significantly
lower for the fragments formed in spiral arms, and decreases as Q increases. The
fragment size is also smaller for the fragments formed in spiral arms, being ∼ 0.22
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(a) Disc with Q = 1.1 at t = 20, 240 years. (b) Disc with Q = 1.2 at t = 20, 330 years.
(c) Disc with Q = 1.3 at t = 25, 210 years. (d) Disc with Q = 1.4 at t = 27, 940 years.
Figure 8.7: Formation of objects in discs with Q = 1.1 to 1.4 at various times.
Figure 8.8: Stable disc with Q = 1.5 at t = 31, 620 years (1 outer rotation period).
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Q Mdisc tfrag rdisc mfrag
(in M⊙) (in years) (in AU) (in 10−3M⊙)
1.0 0.68 4261 197 1.80
1.1 0.62 19,784 195 0.421
1.2 0.57 20,294 263 0.342
1.3 0.52 25,159 238 0.241
1.4 0.49 27,840 225 0.0758
1.5 0.45 n/a n/a n/a
Table 8.1: Fragmentation parameters for discs of various stability Q, showing the disc
mass Mdisc, the fragmentation time tfrag at which the first sink forms, its radial
position rdisc within the disc and its initial mass mfrag.
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Figure 8.9: The accretion rate of the central star, shown by mass accreted plotted
against logarithmic time, for 6 discs from Q = 1 to Q = 1.5 (lines from left to right).
In the right-hand plot the accretion is normalised by the disc mass.
AU in radius compared with ∼ 0.33 AU for the fragment formed in the ring-like mode,
and does not vary with Q.
The disc with Q = 1.5 is stable and forms no sinks. Spiral arms develop and
enhance accretion onto the central sink, peaking after ∼ 1 outer rotation period, but
the disc then stabilises and evolves quiescently.
Figure 8.9 shows the accretion from the disc onto the central star. The Q = 1
disc has a rapid accretion rate (∼ 10−5M⊙yr−1), which is comparable to that of a Class
0 protostar (Ward-Thompson et al. 2006; Whitworth & Ward-Thompson 2001). In
reality, however, a Class 0 protostar is still accreting from an envelope of greater
mass than the star itself rather than from a disc of comparable mass. Sink formation
induces an accretion episode where the rate increases by a factor ∼ 2.75.
This disc which is unstable in the ring-like mode (Q = 1) has an accretion rate
one order of magnitude higher than the marginally unstable and stable discs (Q = 1.1
to 1.5). These all have a similar accretion rate (∼ 10−6M⊙yr−1) which is closer to that
of a Class I protostar (White et al. 2006; Whitworth & Ward-Thompson 2001). The
right-hand plot normalises the accretion (dividing it by the disc mass), demonstrating
that these discs have basically the same behaviour until the marginally unstable discs
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Figure 8.10: Sink formation time for unstable discs with Q = 1.0 to 1.4. For the stable
disc (Q = 1.5) the time at which spiral arms cause enhanced accretion onto the central
sink is plotted instead.
(Q = 1.1 to 1.4) form sinks. Sink formation leads to a burst of accretion where the
rate increases by a factor ∼ 1.5. Even the stable disc has this accretion enhancement
after ∼ 1 outer rotation period; spiral arms act to feed accretion enhancement even
if they are not strong enough to form sinks.
The sinks form more slowly with increasing stability Q in an approximately
linear manner (see Figure 8.10). The disc with Q = 1 is initially unstable in an
axisymmetric manner and an exception to the linear trend, rapidly forming a ring of
sinks. The discs with higher Q all develop non-axisymmetric spiral arms, and these fit
reasonably close to a line t = fQ− f
2
with gradient f equal to the outer rotation period
(∼ 32, 000 years). This basically means that the marginally unstable discs (Q = 1.1
to 1.4) begin to form sinks between 0.5 and 1 outer rotation periods, corresponding
to about 5 to 10 rotation periods at a typical radial position of formation (rdisc ∼ 220
AU).
8.7.2 Dependence on the Viscosity Parameter
The evolution of a rotating disc, with inner material losing angular momentum and
accreting onto the star, requires viscous forces to transfer angular momentum out-
wards (Lynden-Bell & Pringle 1974). The exact mechanism that supplies these forces
remains unknown. In our simulations it is effectively parameterised through the ac-
tion of artificial viscosity, making it something of a hybrid between a physical and
computational parameter.
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Time-dependent viscosity is used so that shocks are captured correctly while
excessive dissipation is prevented (see Section 6.3.1). The Balsara switch is not used
because it tends to under-estimate the viscosity in the high-vorticity regions of the
inner disc and over-estimate it in the low density regions of the disc (Cartwright
2006). Both methods suffer from an alignment artefact due to the SPH evaluation of
the velocity divergence in a Keplerian disc (Cartwright 2006) so some improvement to
the source term S in the time-dependent formulation would ultimately be desirable.
Time-dependent artificial viscosity requires two values of the viscosity param-
eter α, and the values chosen are αMAX = 1 and αMIN = 0.1.
The kinematic shear viscosity is ν = 1
10
αcsh (Monaghan 2005) and the Shakura
& Sunyaev viscosity parameter is αSS =
ν
csH
(Shakura & Sunyaev 1973) so combining
these expressions gives
αSS =
1
10
h
H
α (8.33)
Strictly speaking the αSS prescription is only applicable in the thin-disc ap-
proximation, up to aspect ratio ≤ 0.1 or equivalently Mdisc ≤ 0.5Mstar (Forgan et al.
2011), but nonetheless forms a useful basis of comparison for our artificial viscosity
parameterisation.
The smoothing-length to scale-height ratio h
H
for our disc ranges from ∼ 0.15
at the outer edge to ∼ 0.27 at the inner edge. This assumes standard parameters and
250, 000 particles; higher resolution would decrease these values. For αMIN this gives
αSS = 0.0015 to 0.0027, and αMAX gives αSS = 0.015 to 0.027.
Observations of discs suggest that αSS ≃ 0.01 is typical (Andrews & Williams
2007), which gives us an artificial viscosity factor α = 0.37 to 0.67. This range lies
between αMIN and αMAX so our viscosity parameterisation appears to be reasonable.
It will be slightly stronger than observed when capturing shocks and slightly weaker
in any regions without particle convergence.
The viscosity parameter α affects the transfer of angular momentum within
the disc, so it has significant influence over its evolution. Increasing viscosity is
also believed to enhance the survival of clumps by reducing the violence of collisions
(Pickett & Durisen 2007).
In simulations at marginal instability, uniformly high viscosity (α = 1) is
highly dissipative and suppresses both fragmentation and the development of spiral
arms. Uniformly low viscosity (α = 0.1) only marginally resolves shocks and slightly
enhances fragmentation. Sink formation occurs earlier (by about one rotation period
at the formation radius rdisc) and the fragment mass mfrag and size rfrag are greater.
Reducing time-dependent viscosity by an order of magnitude (αMAX = 0.1
and αMIN = 0.01) reduces the sink formation threshold from Q < 1.5 to Q < 1.3.
The sinks form in the same region rdisc = 220 − 230 AU, but on a faster timescale
tfrag and with lower mass mfrag. The lower viscosity seems to allow the spiral arms
to develop more quickly but with less material accumulated in them.
Reducing time-dependent viscosity by two orders of magnitude no longer re-
solves shocks and prevents the formation of spiral arms, since faster-moving disc
material is able to pass through slower-moving material essentially unhindered and
does not pile up. When Q = 1, however, collapse proceeds towards a ring which
then develops dense knots in strong spiral arms, albeit on a slower timescale. While
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self-gravity alone is sufficient for fragmentation when Q ≤ 1, a suitable viscous mech-
anism is required for non-axisymmetric modes when Q > 1. Slightly higher viscosity
(α ∼ 0.05) allows spiral arms to develop very slowly, but the implication may be that
low disc viscosity (αSS ≪ 10−3) will prevent fragmentation via non-axisymmetric
modes for Q > 1.
Since ν ∼ csh ∼ r3/4 in our parameterisation, the viscous timescale tvisc ∼ r2ν ∼
r5/4 indicates that viscous evolution is slightly slower at larger radii. Dividing this
by the dynamical time Ω−1 essentially gives the Reynolds number R ∼ r−1/4, which
is lower at small radii (laminar flow dominated by viscous forces, leading to smooth
motion, becomes more likely) and higher at large radii (turbulent flow dominated by
inertial forces, leading to eddies, vortices and instabilities, becomes more likely).
Turbulent viscosity has actually been proposed in place of molecular (colli-
sional) viscosity (which would be negligible in an astrophysical disc) in order to allow
accretion to occur from a disc on a realistic timescale. It was one of the original inspi-
rations for the Shakura-Sunyaev α parameterisation, although the parameterisation
itself is simply an application of dimensional analysis and independent of the viscous
mechanism; another strong candidate is magnetic viscosity.
8.7.3 Dependence on the Computational Parameters
Assessing the results of numerical simulations when computational parameters are
varied is an important step in judging their accuracy. Convergence of the results
should ideally occur.
Sink Creation Density
The standard value chosen for the density threshold at which sinks are created is
ρsink = 10
−6kgm−3, which is ∼ 5 to 6 orders of magnitude higher than the initial
density of a typical disc particle.
Varying this from 10−8 to 10−4kgm−3 does not affect the fragmentation time
tfrag and position rdisc; these are convergent properties.
It does, however, affect the fragment size rfrag, which increases as ρsink de-
creases (rfrag ∼ ρ−1/3sink ). A larger size will enhance initial accretion, which will delay
the formation of any subsequent fragments and reduce their potential mass. A smaller
size will reduce initial accretion, so any subsequent fragments will form sooner.
The system details may therefore be unresolved at lower values of ρsink, which
favours the formation of a massive primary object, while higher values of ρsink may
allow hierarchical fragmentation into multiple objects. These hierarchical cascades
tend to prevent precise convergence, but the total system mass does remain reasonably
consistent.
We can therefore reliably determine the time and position of fragmentation,
and have a reasonable idea of the system mass formed, but cannot be certain of the
details of this system.
These values of ρsink can be associated with pre-main sequence stars in the
quasi-static phase of Kelvin-Helmholtz contraction from ∼ 10−10kgm−3 (where ob-
jects becomes opaque to emitted radiation and enter an adiabatic phase) up to
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∼ 10−4kgm−3 (at ∼ 2000 K when near-isothermal evolution is restored) as described
in Section 1.3. In reality, therefore, this adiabatic phase should prevent hierarchical
fragmentation cascades.
Too low a value of ρsink may lead to spurious fragmentation (fragments forming
which would later be destroyed by tidal forces, shear stresses, collisions or shocks) but
higher values require longer run-times. The chosen value of 10−6kgm−3 is essentially
a compromise between these two factors.
Spatial Resolution
The spatial resolution is determined by the number of particles N , and the standard
value chosen is 250, 000. This is sufficient to resolve the disc thickness with more than
one particle at the formation radius (see Section 8.5: ∼ 24, 000 particles are needed
at ∼ 200 AU), and each particle represents less than one Earth mass.
At very low resolution (N = 31, 250), where the disc thickness is explicitly
unresolved at the inner region (≤ 135 AU), spiral arms do not form.
At low resolution (N = 62, 500), where the disc thickness is only marginally
resolved, spiral arms form but there is no accretion enhancement onto the central
sink. There must therefore be some condensation mechanism that acts to enhance
accretion which is not being resolved.
At fairly low resolution (N = 125, 000) spiral arms form and act to enhance
accretion onto the central sink. In the marginal cases, however, sink formation may
be suppressed despite the presence of strong spiral arms. When the disc thickness is
represented by a single particle then it is more difficult for sinks to condense out, due
to there being no neighbours in the z-direction.
At fairly high resolution (N = 500, 000) general behaviour similar to standard
resolution is observed. While the details are not convergent, since the instabilities
are seeded by a different particle distribution, the overall behaviour is reasonably
consistent, producing systems of similar total mass after similar times.
At high resolution (N = 1, 000, 000) the general behaviour is also fairly con-
sistent but system masses appear to be much lower than expected.
At very high resolution (N = 2, 000, 000) sink formation may be suppressed
completely, despite the presence of spiral arms. Poisson noise (shot noise) in the SPH
density calculation increases with the number of particles as ∼ √N . This only affects
the hydrodynamic force contributions, however, not the gravitational contributions
(Cartwright, Stamatellos & Whitworth 2009). The hydrodynamic noise therefore
effectively begins to overwhelm the self-gravitational “signal” and acts to suppress
fragmentation. This effect is so pronounced that it can even suppress fragmentation
when Q = 1. Careful disc settling is therefore required for very high-resolution
simulations.
A lack of convergence at higher resolution has also been found in simulations of
disc cooling (Meru & Bate 2011; see Section 8.8.1). At higher resolution the shorter
smoothing length effectively reduces the extent of hydrodynamic smoothing in the
SPH summation approximation, increasing its sensitivity to the effects of noise and
resulting in a less accurate representation of any underlying density gradient. Using
a quintic kernel function with larger compact support is one approach that begins to
8.7. Disc Evolution 233
address this issue (Hubber, Falle & Goodwin 2011).
This reveals a quandary for our simulations. Too few particles fails to fully
resolve the disc and its physical behaviour, but too many particles can suppress
fragmentation due to hydrodynamic noise. Using the results above as a guide, a
region of compromise (and relative convergence) appears to exist between 250, 000
and 500, 000 particles, with 125, 000 particles appearing to be too few and 1 million
slightly too many.
A natural compromise arises between the competing aims of increasing the
spatial resolution and reducing the simulation run-time. Ensuring sufficient resolution
is of course a vital requirement, but over-resolution incurs a cost in both time and
hydrodynamic noise.
Also note that higher resolution effectively reduces αSS (see Equation 8.33) so
the standard viscosity parameterisation may no longer be appropriate. An eightfold
increase in particle number (doubling the spatial resolution) will halve αSS.
Particle Distribution
The standard method used is quasi-random particle placement using the Halton se-
quence, since this reduces the number of close neighbours compared to random place-
ment (see Section 8.4). In fact, when random placement is used the resultant increase
in hydrodynamic noise can actually suppress fragmentation to the point where no
sinks form despite the presence of strong spiral arms. The increased noise also delays
the time at which accretion enhancement onto the central sink occurs.
Integration Scheme
The standard method used is the modified Leapfrog scheme, a drift-kick-drift formu-
lation.
Switching this to a kick-drift-kick formulation changes the detailed evolution of
the system, although the general behaviour is consistent. This highlights the chaotic
nature of the processes involved, where small deviations at early times rapidly lead
to diverging outcomes.
Switching to a Runge-Kutta scheme (which is not symplectic) can result in
suppression of fragmentation in the marginal cases, such that no sinks form despite
the presence of strong spiral arms. These act to enhance accretion onto the central
sink around the time when sinks would be expected to form.
This ultimate lack of precise convergence between integration schemes im-
plies that chaotic processes are involved, and highlights a requirement for like-for-like
comparisons between simulations: only one parameter should be varied at a time
in order to investigate underlying trends. Detailed comparisons of results produced
by different codes (those using different algorithms and/or parameters) is effectively
impossible under these circumstances (although code comparisons are of course very
useful for standard tests: those with analytic solutions, such as freefall collapse, or
more well-behaved arrangements, such as the Boss & Bodenheimer test).
Any results obtained from computer simulations must therefore be considered
with appropriate caution. While their worth in terms of absolutes is questionable, and
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little confidence can be placed in a simulation providing the physical truth, their value
in relative terms is still very useful. Varying a single parameter between simulations
may allow trends to be uncovered, and sets of simulations can provide the basis of
statistical arguments as to the likely outcomes of a particular scenario.
Smoothing
The standard value chosen for the smoothing factor η, which is essentially equiv-
alent to the number of SPH neighbours within a smoothing sphere, is 1.15 (∼ 50
neighbours).
Varying this from 1 to 1.3 (∼ 33 to ∼ 72 neighbours) affects the fragmentation
time tfrag, which increases as η increases. This is to be expected since increasing η
increases the smoothing length h, which is also the gravitational softening length; soft-
ening gravity over a larger distance slows the collapse process. The larger smoothing
length will also tend to increase the fragment size rfrag.
High values of η can increase the smoothing length to the point where collapse
can no longer be spatially resolved, suppressing fragmentation. In the marginal cases
with 250, 000 particles this occurs when moving from η = 1.2 to 1.3. The disc
thickness goes from being resolved by more than one particle to a single particle in
the formation region and sink formation is suppressed by the lack of neighbours in
the z-direction. Strong spiral arms remain and enhance accretion onto the central
sink on a timescale that is delayed by the increased gravitational softening.
The combination of a longer timescale tfrag and a larger smoothing length will
also tend towards fragmentation at larger radial positions rdisc.
The benefit of increasing η to reducing the SPH noise must therefore be care-
fully considered against the cost of reducing the spatial resolution. Larger values of
η become a more appropriate choice for larger numbers of particles N (which provide
greater spatial resolution but increase the Poisson noise) but the combination of high
η and high N has the greatest computational cost.
8.7.4 Dependence on the Surface Density Profile
Using a surface density profile of Σ = Σ0r
−σ we can vary σ between 1 and 2 to
investigate how this affects the disc stability. Unfortunately, only our standard value
of σ = 7/4 generates a disc with a uniform Toomre stability parameter Q. We
therefore compare simulations using different σ values for discs with the same mass
Mdisc.
Figure 8.11 shows the stability profile of 5 discs with a fixed disc mass. The
stability Q at the inner edge decreases as σ increases. The lower σ is below 7/4 (the
shallower the profile), however, the more rapidly the stability Q decreases as radius
increases. Conversely, when σ is higher than 7/4 (a steeper profile), the stability Q
increases with radius. A value of 1.99 is used instead of 2 in order to avoid division
by zero when determining the value of Σ0 from Mdisc (see Section 8.4.1).
The shallower profiles should be more unstable in the outer disc region beyond
400 or 500 AU, while the steeper profile should be more unstable in the inner disc
region inside 300 AU.
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Figure 8.11: Stability against gravitational fragmentation of discs with surface density
profiles Σ ∼ r−σ in the range σ = 1 to 2.
In simulations at marginal instability, the shallower profiles suppress fragmen-
tation and delay the development of spiral arms. The spiral arms are strongest for
σ = 3/2 and eventually enhance accretion onto the central sink, but are weaker for
σ = 5/4 and no clear arms develop for σ = 1.
The steeper profile (σ ≃ 2) enhances fragmentation. Sinks form more rapidly,
and the mass mfrag and size rfrag is greater.
A significant drawback here is that the most unstable regions are at the edges
of the discs, where edge effects come into play (see Section 8.6). The lower spatial
resolution (due to larger smoothing lengths) and the propagation of rarefaction waves
would act to suppress fragmentation, and this is the case for the shallower profiles.
Fragmentation in the steeper profile may have been encouraged by the stronger out-
ward self-gravitational force experienced at the inner edge of the disc.
In general, however, as the surface density profile steepens, objects form closer
to the star on a faster timescale and with greater mass. Conversely, as a surface
density profile becomes shallower it appears to become more stable (or more easily
stabilised), and any objects would form further from the star on a slower timescale.
8.7.5 Dependence on the Temperature Profile
Using a temperature profile of T = T0r
−β we can change β from 1/2 to 3/4 to
investigate how this affects the disc stability. In order to generate a disc with a uniform
Toomre stability parameter Q, this temperature profile requires the surface density
profile to be steepened from σ = 7/4 to 15/8. While β = 1/2 seems appropriate
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Figure 8.12: Three spiral arms shown at 1 outer rotation period in a disc with a steeper
temperature profile (β = 3/4) and surface density profile (σ = 15/8).
for flared discs, β = 3/4 would apply to thin discs. With β = 1/2 the scale height
H ∼ r5/4, while with β = 3/4 the scale height is shallower (H ∼ r9/8), which reduces
the aspect ratio from ∼ 0.1 to < 0.05.
Using the steeper temperature profile results in a disc of lower mass for a given
Q value: Mdisc(β = 3/4) = 0.48Mdisc(β = 1/2). If instead the disc mass is fixed, the
resulting Q value will be lower by the same factor.
In simulations at marginal instability, the steeper temperature profile sup-
presses fragmentation. Although prominent spiral arms eventually develop, accretion
onto the central sink is only enhanced slightly before the disc stabilises.
Unstable discs (Q < 1) fragment on a slower timescale with the steeper tem-
perature profile.
Although the steeper temperature profile results in a cooler outer disc, and
the surface density profile is also steeper, the disc nonetheless appears to be more
easily stabilised. The disc is also thinner, however, and the critical resolution Cdisc
scales more slowly as ∼ r−1/8. For a given number of particles N the disc thickness
is effectively less well resolved, which may contribute a stabilising influence.
Figure 8.12 shows three spiral arms developing with the steeper temperature
profile. Two spiral arms tend to be the dominant mode in the simulations, which is
probably encouraged by the mirror symmetry of the disc. Comparison with the surface
density profile simulations suggests that steeper surface density profiles (σ > 7/4) may
favour the three spiral arm mode.
8.7.6 Dependence on the Equation of State
Using a locally isothermal equation of state (see Section 8.4.5) provides a best-case
scenario for fragmentation, since the temperature of a condensing fragment is solely
determined by its distance from the central star. Any gain in temperature through
its own collapse (PdV work) is ignored, with the implicit assumption being that it
cools instantly by radiating away any thermal energy gained in this manner.
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(a) Q = 1.0 disc. (b) Q = 1.1 disc.
Figure 8.13: Suppression of fragmentation in discs shown after 1 outer rotation period
with the barotropic equation of state.
In other words the cooling time tcool = 0, which is only a reasonable approxi-
mation if tcool ≪ tdyn ∼ Ω−1, and the optical thickness of the disc is likely to prevent
this from being true.
Once a fragment reaches a density of ∼ 10−10kgm−3 it becomes opaque to
its own cooling radiation and behaves approximately adiabatically, so allowing it to
continue to behave isothermally is unrealistic.
The locally isothermal equation of state can be replaced with a locally barotropic
equation of state (see Section 5.6.4), so that a fragment will behave adiabatically
beyond a critical density threshold ρcrit = 10
−11kgm−3 (the density at which the
temperature begins to rise above 10K). In this case tcool =∞, as the thermal energy
gained during collapse (from PdV work) is never lost. This is only a reasonable ap-
proximation if tcool ≫ tdyn and is no longer appropriate once the gas reaches ∼ 2000 K
(energy can then go into hydrogen dissociation rather than heating). It can nonethe-
less provide a worst-case scenario for fragmentation.
Using this equation of state (with adiabatic index γ = 7/5 for molecular
hydrogen) suppresses fragmentation even for Q ≤ 1. Strong spiral arms form and
enhance accretion onto the central sink, but when swept-up material condenses its
increasing thermal energy causes it to adiabatically “bounce”, re-expanding before
being swept up again. Realistic thermal physics would be even stricter in the cold
early stages of collapse, since at low temperatures γ = 5/3 for an ortho/para ratio of
1.
Figure 8.13 shows the typical behaviour. For Q > 1 discs, material is swept
up into a single condensation fairly quickly (right-hand plot), and this oscillates be-
tween collapse and re-expansion as it orbits but never fragments. For Q ≤ 1 discs,
however, while no longer achieving rapid fragmention they maintain strong condensa-
tions in two distinct spiral arms (left-hand plot). It is possible for these two clumps to
eventually wind into each other, and a violent collision may result in a sink forming.
These circumstances were contrived for a Q = 1 disc by lowering the viscosity
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by an order of magnitude. This only marginally resolves shocks (αMAX = 0.1) but
speeds up the fragmentation timescale. After several episodes of enhanced accretion
onto the central sink, a violent collision formed a sink after 53, 478 years at radius
382 AU with mass 0.887× 10−3M⊙.
Although contrived, the fact that a Jupiter-mass fragment can reach a sink
density of 10−6kgm−3 despite adiabatic behaviour beyond 10−11kgm−3 is quite re-
markable. The initial conditions (a 0.68M⊙ disc with αSS ∼ 10−3) are extreme but
not ridiculous. Even in this worst-case scenario there exists a region of parameter
space that is unstable to disc fragmentation.
8.8 Disc Cooling
Besides the Toomre stability parameter, the cooling time is another important fac-
tor for fragmentation. The outcome of gravitational instability is sensitive to the
thermal physics of the gas, and if condensations cannot cool sufficiently rapidly then
fragmentation is suppressed.
Examining the extremes, with isothermal behaviour (tcool = 0) a fragment
may form while with adiabatic behaviour (tcool = ∞) it may not. We find that
with isothermal behaviour fragmentation occurs up to Q < 1.5, but with adiabatic
behaviour fragmentation is difficult to achieve even if Q ≤ 1.
The equation of state plays a crucial role in disc fragmentation (Stamatel-
los & Whitworth 2009b), and the correct treatment of molecular hydrogen in the
temperature region from 30 to 50 K might be particularly important (Boley et al.
2007).
8.8.1 The Cooling Criterion
A concise expression of this general concept is the following criterion for fragmentation
(Gammie 2001, which assumes a two-dimensional adiabatic index of γ = 2):
tcoolΩ ≤ 3 (8.34)
The cooling time must therefore be less than half an orbital period. If it is not
then the disc reaches a steady gravitoturbulent state in which the cooling is balanced
by heating from the dissipation of turbulence.
Although determined from two-dimensional investigations, the criterion has
been shown to be applicable in three-dimensional SPH simulations, with the finite
thickness introducing a small stabilising influence (Rice et al. 2003). In these simu-
lations the disc was heated by viscous dissipation and compression with the cooling
parameterised as
du
dt
= − u
tcool
(8.35)
using a cooling parameter β = tcoolΩ. The solution to this cooling equation, however,
is u = u0 exp
(
− t
tcool
)
, which allows the disc to cool exponentially towards zero. A
more realistic approach would be du
dt
= −u−uMIN
tcool
, so that the specific internal energy
u can never fall below some minimum value uMIN .
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The cooling time required for fragmentation increases as the adiabatic index
γ decreases (Rice, Lodato & Armitage 2005).
The cooling parameter β also regulates the amplitude of the spiral modes in
the disc: 〈δΣ/Σ¯〉 ∼ β−1/2 (Cossins, Lodato & Clarke 2009). The amplitude has only
weak dependence on the disc-star mass ratio, although it regulates the azimuthal
structure: a higher mass ratio gives a less tightly-wound structure.
Grid-based simulations have also been performed in which the disc is heated via
artificial viscosity and cooled according to a fixed cooling time (Mej´ıa et al. 2005).
Using values for tcool of 2, 1 and 0.25 outer rotation periods, as the cooling time
decreases the spiral instabilities grow stronger and fragmentation only occurs for
tcool = 0.25 outer rotation periods, but only at high azimuthal resolution.
There are issues of numerical convergence to consider, since the criterion ap-
pears to relax at higher resolution. Using more SPH particles allows fragmentation to
occur with longer cooling times (Meru & Bate 2011; see Spatial Resolution in Section
8.7.3). The value of the critical cooling time could therefore be open to debate.
While this simple criterion cannot be immediately applied to realistic radiative
cooling models, it is possible to use it in the asymptotic limit (Johnson & Gammie
2003).
8.8.2 Radiative Cooling
A useful diffusion approximation to radiative cooling (and heating) can be achieved
by using a polytropic model (Stamatellos, Whitworth, Bisbas & Goodwin 2007).
Essentially, every SPH particle is assumed to be embedded in a spherically
symmetric pseudo-cloud which has a polytropic density and temperature profile. The
density, temperature and gravitational potential of the particle can then be used to
estimate a mean optical depth. The gravitational potential is effectively used as a
gauge of the larger-scale cloud environment in which the particle is embedded, since
SPH quantities are local properties. The mean optical depth can then be used to
regulate radiative heating and cooling, since it governs how well shielded the particle
is from external radiation and how difficult it is for its own cooling radiation to escape.
This radiative component can then be applied to the integration of the SPH energy
equation.
This is a fully three-dimensional method for handling radiative processes, and
is surprisingly computationally efficient (only∼ 3% slower than the general barotropic
equation of state). It provides a more reasonable approximation to the thermal
physics of the gas in the disc, since the isothermal and adiabatic extremes can only
provide upper and lower limits to fragmentation. This method can also be combined
with flux-limited diffusion to get the benefits of both components with very little
computational cost (Forgan et al. 2009).
Combining this radiative diffusion approximation with ambient heating (using
the central star and the 10 K background radiation to determine the temperature as
before), simulations at marginal instability undergo fragmentation when Q ≤ 1.3.
Figure 8.14 shows three scenarios, demonstrating rapid instability for Q = 1,
the development of an unstable non-axisymmetric mode for Q = 1.2 and stability for
Q = 1.4.
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(a) Unstable disc with Q = 1.0
at t = 3189 years.
(b) Unstable disc with Q = 1.2
at t = 26, 460 years.
(c) Stable disc with Q = 1.4
at t = 31, 260 years.
Figure 8.14: Disc evolution at various times using the radiative diffusion approximation.
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Figure 8.15: The accretion rate of the central star, shown by mass accreted plotted
against logarithmic time, for 6 discs from Q = 1 to Q = 1.5 (lines from left to right)
using the radiative diffusion approximation. In the right-hand plot the accretion is
normalised by the disc mass.
In the stable case, condensations formed in the spiral arms are ejected before
fragmentation occurs. As a condensation forms, its radiative cooling regulates the
rate of collapse. In discs with Q ≥ 1.4 the collapse is slow enough that fragmentation
does not occur before the spiral arms wind into each other, and the interaction of the
two condensations results in ejection. In discs with Q < 1.4 the collapse is fast enough
for fragmentation to occur before this happens, although the sink might subsequently
be ejected. A violent interaction that induces fragmentation is not seen here since
viscous heating is accounted for in the radiative diffusion approximation.
Although the ejected condensations in discs with Q ≥ 1.4 have not fragmented
to form sinks, they are nonetheless bound objects undergoing a quasi-static contrac-
tion phase. A disc that appears stable against fragmentation (and the subsequent
formation of brown dwarfs) can therefore still be capable of producing free-floating
planets (see Figure 8.14 c).
Figure 8.15 shows that the accretion from the disc onto the central star is
similar to the locally isothermal case (Figure 8.9). The accretion rate is notably
higher for Q = 1, and spiral modes enhance accretion onto the sink at later times
with increasing Q.
Fewer sinks are formed compared to the locally isothermal case, and the
timescale tfrag for Q > 1 is slightly longer. Fragment masses and sizes are com-
parable (mfrag ∼ 0.24 to 0.47 × 10−3M⊙ and rfrag ∼ 0.22 AU) although there is no
longer a trend of decreasing mfrag with increasing Q. There might now be a trend of
increasing radial position rdisc with increasing Q, but this could simply be due to the
increased influence of interactions between spiral arms in the marginal Q = 1.3 disc.
It remains open to argument whether real discs ever cool fast enough for
fragmentation to occur, but our results using the radiative diffusion approximation
suggest that fragmentation is possible in massive discs (Mdisc > 0.5Mstar) at large
radial positions (rdisc & 200 AU).
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8.8.3 Subsequent Evolution
Fragmentation of the disc creates sink particles of up to a Jupiter mass (MJ), but
these rapidly accrete further disc material.
For the highly unstable Q = 1 disc, two sinks accrete from 1MJ to over 9MJ in
only a few hundred years. Small timesteps, however, prevent the subsequent evolution
from being investigated.
For discs unstable in the non-axisymmetric mode (Q ∼ 1.2) the first sink trav-
els on an eccentric orbit between 200 and 250 AU and accretes beyond the minimum
brown-dwarf mass (13MJ) after ∼ 1 orbit. A subsequent sink forms on a wider orbit
that is more eccentric. One such sink, formed at ∼ 360 AU, rapidly accretes to 3.7MJ
after formation. It then gradually grows to 5.4MJ over the next 2500 years, as it
drifts outwards to r ∼ 760 AU. This might be ejected as a free-floating planet.
For the marginally unstable Q = 1.3 disc, the sink travels on a wider, more
eccentric orbit between 250 and 500 AU. It rapidly accretes to 3.5MJ after formation
and grows to over 7MJ over the next 2000 years. Since other condensations have
already been ejected, it might struggle to attain brown-dwarf mass.
Disc fragmentation therefore offers a mechanism for the formation of brown
dwarfs and high-mass planets. The propensity for ejection also assists in explaining
the “brown dwarf desert” and massive free-floating planets.
An important question regards survival: whether fragments last long enough
to contract into permanent protoplanets before they are disrupted by tidal forces,
shear, collisions or shocks. The interactions of the spiral arms in the disc might
destroy fragments as well as create them. The formation of a sink particle neglects
this possibility, although the sink creation criteria (see Section 5.6.1) are designed to
preclude against such factors at the point of creation.
8.9 Planet Formation
Companion stars (> 75MJ assuming solar metallicity) are less likely to be produced
by disc fragmentation, since a considerable amount of material would need to be
accreted by the objects that are formed. Perturbations during core collapse (see the
Boss & Bodenheimer test in Section 5.6.4) are a more likely mechanism.
The sinks formed in the simulations immediately accrete to a minimum Jeans
mass ∼ 3MJ, so disc fragmentation at large radial position in massive discs cannot
explain lower-mass planet formation, but it might explain the observations of massive
planets.
8.9.1 Detections of Extra-Solar Planets
The first extra-solar object with a planetary mass was detected around a millisec-
ond pulsar (Wolszczan & Frail 1992), and similar objects have since been detected,
although it is not certain whether such planets formed before or after the supernova
explosion of their host star.
The first extra-solar planet around a Sun-like star was detected around 51 Pe-
gasi B by Mayor & Queloz (1995) and immediately confirmed from Lick Observatory
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(Marcy & Butler 1995). Its orbital properties were surprising: with a period of only
4 days, its proximity to the star meant that the temperature was too high for a solid
core to assemble. This led to the suggestion of orbital migration, initiated by tidal
interactions between the planet and the disc (Lin, Bodenheimer & Richardson 1996).
Over the next decade, over 150 planets were detected around solar-type stars
(Papaloizou & Terquem 2006), with ∼ 10% found to be multiple planetary systems,
and the current catalogue has > 500 entries (Schneider 2011).
The most common detection method uses Doppler shift measurements to look
for a periodic variation in radial velocity caused by the presence of a planet (Mayor
& Queloz 1995), and allows the orbital period and eccentricity to be determined,
together with a lower limit for the planet’s mass (only a “projected mass” can be
determined since the orientation of the orbital plane with respect to the line of sight
is unknown). This technique is limited to planets with semi-major axes < 5 AU,
but long-term radial velocity surveys have been very productive in finding planets
(Schneider 2011).
Transits (Charbonneau et al. 2000) are another promising detection method.
These allow an accurate mass determination (since the orbital orientation must be
“edge-on” for a transit to be observed) and the planet radius to be measured (from
the relative variation of the stellar flux). Although such events are rare, the Kepler
mission detected 1235 candidates around 997 stars from May to September 2009
(Borucki et al. 2011) and should therefore greatly expand the current catalogue of
> 500 entries.
Other detection methods include:
i) Direct imaging (Deming et al. 2005), using the Spitzer Space Telescope for exam-
ple, which operates at infra-red wavelengths (the most favourable for planet imaging,
since it is where the star/planet flux ratio is lowest).
ii) Microlensing, where the star and planet gravitationally lense the light from a back-
ground star, with the presence of the planet causing a distinctive two-spike pattern
to be superimposed onto the light curve (Mao & Paczynski 1991; Bond et al. 2004).
iii) Astrometry, using measurements of stellar motion perpendicular to the line of
sight (Benedict et al. 2002), although this has proved ineffective as an independent
method and is therefore used in combination with the radial velocity method.
8.9.2 Properties
About 5% of the stars monitored in radial velocity surveys have been found to host
at least one planet, and this serves as a lower limit since low-mass and/or long-period
objects cannot be detected using current methods (Papaloizou & Terquem 2005).
Typical masses range from 0.02MJ (6.3 Earth masses, less than half the mass
of Uranus) right up to 13MJ (the brown dwarf limit). Although there is an observa-
tional bias towards massive planets, 42% are ≤ 1MJ and only 19% are > 5MJ. The
most massive short-period planets are found in wide stellar binary systems (Zucker &
Mazeh 2002), implying that binarity affects the mass-period distribution of planets
through its influence upon the formation mechanism, the orbital evolution of planets,
or both.
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Typical separations range from 0.02 AU to beyond 5 AU (the detection limit
for radial velocity surveys, with 9% found at larger separations using other methods),
with a significant number (15%) found between 0.035 and 0.05 AU (orbital periods
from 2.5 to 4 days), dubbed “hot Jupiters”. Beyond ∼ 0.5 AU there seems to be
a deficit of sub-Jupiter mass planets, although this might be due to observational
biases.
Eccentricities range from zero up to 0.93, although planets within 0.05 AU all
have almost circular orbits consistent with tidal circularisation. The planets of our
solar system all have nearly circular orbits, so this is a stark contrast.
Differences between the eccentricity distributions of planets and stellar binaries
have been used as evidence to suggest that they have different underlying formation
mechanisms (Halbwachs et al. 2005). Planets have their orbits circularised much
more rapidly after formation than binary companions. Outside the circularisation
limit, planetary orbits have significantly smaller eccentricities than binary compan-
ions. Since binary systems with small mass ratios have eccentricities more similar to
equal-mass binaries than planetary systems, this difference is unlikely to be simply
a consequence of low secondary mass, and more likely a result of different formation
mechanisms.
Stars hosting planets initially appeared to be metal-rich, although the observed
tendency is now less pronounced (Schneider 2011). Although infall of planetary ma-
terial was suggested as an explanation for this (Sandquist et al. 2002), a primordial
origin tended to be favoured (Pinsonneault et al. 2001; Santos et al. 2002; Sadakane
et al. 2002).
A population of about 30 young free-floating planetary-mass objects has also
been found in the Sigma Orionis open cluster (Zapatero Osorio et al. 2000) and in the
Trapezium cluster (Lucas & Roche 2000). These objects introduce some confusion
regarding the definition of planets, since they do not orbit a star and they are unlikely
to have formed via the core-accretion scenario.
Recent observations using gravitational microlensing suggest that free-floating
Jupiter-mass objects might be twice as common as main sequence stars (Sumi et al.
2011).
8.9.3 Formation Mechanisms
Terrestrial planets have long been believed to form via solid body accretion of kilometre-
sized “planetesimals”, which have themselves been formed by collisional growth of
dust grains in a protoplanetary disc (Lissauer 1993).
The formation of giant planets, however, has seen two theories proposed.
In the first theory, giant planets are formed via collapse and fragmentation of
protostellar discs. Gravitational instabilities have long been considered as a mecha-
nism in this regard (Kuiper 1949).
In the second theory, known as the core accretion model, a solid core is first
assembled (in the same manner as terrestrial planets) which acquires a gaseous en-
velope once the core has become massive enough to gravitationally bind the gas it is
embedded within (typically at 0.1 Earth masses). Once a critical core mass is reached
(in the range of 5− 15 Earth masses) it is possible for runaway growth to occur via
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rapid accretion, leading to the formation of a giant planet (Pollack et al. 1996).
A drawback of the core accretion model is that the timescale for formation
is typically a few million years, which is similar to the lifetime of the protostellar
disc itself. Gravitational instability, on the other hand, operates on a much shorter
timescale, typically a few rotation periods. Over 100 extra-solar planets are > 5MJ,
and it seems unlikely that core accretion could form such objects, particularly since
gap formation will inhibit the accretion process once a certain critical mass is reached.
Observations of transition discs, between the Class II classical disc and the Class III
debris disc, should constrain the timescale for planetesimal formation (Cieza 2007).
Our simulations suggest that disc fragmentation is a viable mechanism for mas-
sive planet formation, and especially for free-floating planets. There are nine massive
planets which have mass ≥ 7MJ and separation > 250 AU, and disc fragmentation is
the most plausible explanation for them.
Hybrid mechanisms combining the two theories are possible. Planetesimal
growth might thus be speeded up in regions of enhanced density within spiral arms
produced by gravitational instability (Rice et al. 2006). Such accelerated growth
might in turn allow a gap to be swept out in the disc more rapidly, slowing down
the rate of inward planetary migration. Likewise the effects of grain growth within
the disc might influence the behaviour of gravitational instability (Boley & Durisen
2010).
8.10 Disc Simulations
In a disc that is unstable for non-axisymmetric perturbations (1 < Q ≤ 1.5), con-
densations may form as the density in the spiral arms increases (Boss 1998, using
grid-based method; Mayer et al. 2004, using SPH). Clumps that are formed in sim-
ulations do not appear to be long-lived, however, and might be transient objects
that are soon broken apart by either tidal forces, shear stresses, collisions or shocks
(Durisen 2001).
Boss’s simulations form clumps at ∼ 10 AU after ∼ 10 orbital periods at that
distance, and he suggests that convective cooling occurs (Boss 2004). This seems
highly questionable, however, and the motions observed are more likely due to the
“bounce” from pressure forces after the initial collapse rather than circulation due
to convection. Stable convection in the presence of spiral arms seems debatable, but
even if accepted it is still inherently limited by the radiative cooling from the disc
surface (Rafikov 2007). Simulating cooling by convection apparently allows the disc to
fragment (Boss 2007) but the cooling seems to be artificially high, with temperatures
at the convective surface effectively being set to zero (Cai et al. 2010).
Mayer’s simulations also form clumps at similar distances and times, although
there appear to be flaws in their approach when examined in detail (Mayer et al.
2004). They use an isothermal gas in which “the thermal energy of a given particle
is assigned based on its initial distance from the star and does not vary, irrespective
of its subsequent motion through the disc.” This assumes that no significant radial
departures occur, since it would otherwise be severely non-physical, but to make
such an assumption in the regime of non-axisymmetry seems very risky. Also the
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use of only 32 SPH neighbours and a fixed gravitational softening length (but a
variable smoothing length) are both questionable policies. Simulations using flux-
limited diffusion also claim that convective cooling allows fragments of ∼ 1MJ to
form at 10 AU (Mayer et al. 2007).
Gravitational instability is sensitive to the thermal physics of the gas. With an
adiabatic equation of state, heating of the gas prevents the formation of clumps, while
an isothermal equation of state allows condensations to form. If the disc is permitted
to expand via gravitational torques then even these clumps tend to dissolve back
into the gas (Pickett et al. 2000; Boss 2000). Simulations that model heating by
dynamical processes and radiative cooling tend to produce weaker spiral structures
that fail to form clumps (Nelson et al. 2000). Simulations also suggest that lower
metallicity leads to faster disc cooling and therefore stronger gravitational instability
(Cai et al. 2006), but planet-hosting stars are found to be metal-rich.
The effectiveness of gravitational instability in these disc simulations, which
all concentrate upon a gas giant planet formation region of order ∼ 10 AU, is ques-
tionable, and even if clumps are formed then their long-term survival is debatable.
Radiative simulations suggest that the formation of giant planets by disc fragmenta-
tion within 40 AU is unlikely (Stamatellos & Whitworth 2008).
It has been suggested, given that satisfying both Q < 1 and the Gammie
criterion requires a sufficiently massive disc that can cool quickly enough, that clump
formation is impossible at 1 AU, and highly unlikely at 10 AU, but more feasible
at 100 AU (Rafikov 2005). At these distances the clump masses are expected to be
higher (∼ 10MJ), and so less applicable to the formation of extra-solar planets in
general (since they would be unable to explain the observed mass distribution), but
would extend towards a mechanism for brown dwarf formation.
Boss has performed simulations in the region 100 to 200 AU with no clump for-
mation, however, and claims that gas depletion occurs too quickly for their formation
(Boss 2006). Other simulations, however, suggest that massive extended discs are ca-
pable of forming objects ranging from planetary-mass to low-mass hydrogen-burning
stars, but most commonly brown dwarfs (Stamatellos, Hubber & Whitworth 2007).
Indeed the fragmentation of massive extended discs can explain the low-mass IMF,
the brown dwarf desert, free-floating planets and the binary properties of low-mass
stars and brown dwarfs (Stamatellos & Whitworth 2011).
Although gravitational instability faces difficulties in explaining the general
formation of gas giant planets, it may play a role in outburst phenomena. Class II
objects tend to have a low accretion rate of 10−8M⊙yr−1 that is sometimes punctuated
by episodic bursts of 10−6M⊙yr−1, as exhibited by FU Orionis stars. Simulations that
are stable against fragmentation still frequently exhibit FU Orionis-like outbursts
(Boley et al. 2006; Rice, Mayo & Armitage 2010), and such accretion enhancements
were a regular feature of our simulations. Indeed such accretion episodes and the
bursts and lulls of luminosity that would be associated with them may regulate the
disc fragmentation process itself (Stamatellos, Whitworth & Hubber 2011).
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8.11 Summary
We have shown in detail how to construct a model of a circumstellar disc to investi-
gate fragmentation by gravitational instability, exploring the influence of the various
physical and computational parameters involved.
Using self-gravitating hydrodynamic simulations with a radiative diffusion ap-
proximation, we have shown that the fragmentation of massive extended discs is a
viable mechanism for the formation of free-floating planets and brown dwarfs.
In the literature we have seen that gravitational instability struggles to pro-
vide a robust mechanism for gas giant planet formation, although it might play an
important role in combining with the core accretion model in a hybrid mechanism.
We have also seen that extended disc fragmentation can explain many of the proper-
ties of brown dwarfs, and that gravitational instability might play a role in outburst
phenomena such as that exhibited by FU Orionis stars.
In the next chapter we will use the marginally stable disc (Q = 1.5) to inves-
tigate the effects of disc-star and disc-disc interactions.
“At high tide the fish eat ants;
at low tide the ants eat fish.”
Thai proverb
Chapter 9
Disc Interactions
In this chapter we perform self-gravitating hydrodynamic simulations of disc-star and
disc-disc interactions.
We investigate the effects of penetrating, grazing and distant interactions on
the evolution of the marginally stable disc (Q = 1.5) from the previous chapter for a
range of orbital or disc inclinations.
We compare the results of our simulations with other research in this field.
9.1 Disc-Star Interaction
Stellar separation within a cluster is typically more than two orders of magnitude
greater than the disc size, and although young embedded stellar densities will be
higher since a cluster expands as the gas is dispersed (Bastian et al. 2008), disc
lifetimes are relatively short, so intra-cluster disc-star or disc-disc encounters are not
likely, except perhaps at the centres of exceptionally dense young clusters.
A binary system might form within the collapse of a rotating or turbulent core,
however, where the separation might approach the order of the disc size, so intra-core
disc-star or disc-disc encounters are certainly plausible. Indeed the ∼ 7% tilt of the
ecliptic plane in our own solar system with respect to the solar equator suggests mild
turbulence at formation or perhaps an encounter with another star, and a great many
extra-solar planets have very high inclinations (Schneider 2011), lending significant
weight to turbulent formation and the possibility of encounters. The Atacama Large
Millimeter Array (ALMA) should provide observations of the substructure of cores,
allowing us to see whether they are forming binary systems.
9.1.1 Orbital Motion
The orbit of a stellar encounter is expected to be mildly hyperbolic (Larson 1990), but
for simplicity we will use a parabolic orbit. This lies on the border between elliptical
and hyperbolic orbits, so the difference in orbital energy should be minor.
The locus of a parabolic orbit can be written as
r =
2p
1 + cos θ
(9.1)
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where p is the periastron distance (closest approach), or equivalently in Cartesian
form as
y =
x2
4p
− p (9.2)
The velocity along this path is
v =
√
2GM
r
(9.3)
where M is the total system mass (of the system in orbit plus the system at the
focus).
While θ is the polar angle describing the locus of position, the velocity is
directed tangentially to the locus, so its components are
vx = v cos γ (9.4)
vy = v sin γ (9.5)
where tan γ = dy
dx
= x
2p
.
For a three-dimensional orbit, with inclination angle φ to the x− y (or r− θ)
plane, a locus can be described in Cartesian coordinates (Watkins 1996) as
x = −r sin θ cosφ (9.6)
y = −r cos θ (9.7)
z = −r sin θ sin φ (9.8)
with velocity
vx = v cos γ cosφ (9.9)
vy = v sin γ (9.10)
vz = v cos γ sinφ (9.11)
and tan γ = −r sin θ
2p
.
Since our disc lies in the x−y plane and rotates anti-clockwise, φ = 0 will give
a prograde coplanar encounter, φ = π a retrograde coplanar encounter and φ = π
2
an
orthogonal encounter.
We will use the stable Q = 1.5 disc from the previous chapter (seen in Figure
8.8) and a 1M⊙ perturbing star (represented by a sink particle).
9.1.2 Initial Separation
The magnitude of the gravitational acceleration in the disc due to the central star of
mass M is
agrav ∼ GM
r2disc
(9.12)
The magnitude of the tidal acceleration in the disc due to the perturbing star,
also of mass M , is
atidal ∼ 2GMrdisc
r3
(9.13)
9.1. Disc-Star Interaction 251
(a) t = 22, 140 years. (b) t = 25, 300 years.
Figure 9.1: Penetrating prograde coplanar disc-star encounter after periastron, with
no fragmentation.
The condition atidal ≪ agrav therefore requires
2
(rdisc
r
)3
≪ 1 (9.14)
If r = 5rdisc then 2
(
1
5
)3
= 0.016 which is comfortably less than 1.
Setting the initial separation r = 5rdisc and the periastron p allows θ to be
calculated (from Equation 9.1), which then gives the Cartesian position r = (x, y, z).
This allows γ to be calculated, giving the Cartesian velocity v = (vx, vy, vz).
By placing the perturbing star at position r
2
with velocity v
2
and offsetting the
positions and velocities of the disc system by − r
2
and −v
2
we obtain a centre-of-mass
reference frame for the interaction.
9.1.3 Encounters
Simulations are performed at three periastron distances (p = 1.5, 1 and 0.5rdisc), to
model encounters where the star simply passes nearby (distant), skims the outer disc
(grazing) or deeply penetrates the disc (penetrating).
Five inclination angles are used (φ = 0, π
4
, π
2
, 3π
4
and π), to model encoun-
ters that are prograde coplanar, tilted prograde, orthogonal, tilted retrograde and
retrograde coplanar.
Figures 9.1, 9.2, 9.3, 9.4 and 9.5 show snapshots of the penetrating encounters
at the five inclination angles shortly after periastron.
Figures 9.6, 9.7, 9.8, 9.9 and 9.10 show snapshots of the grazing encounters at
the five inclination angles shortly after periastron. Snapshots of the distant encounters
are not shown; they bear general similarity to the grazing encounters but with weaker
effects.
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(a) t = 22, 140 years. (b) t = 25, 300 years.
Figure 9.2: Penetrating tilted prograde disc-star encounter after periastron, with no
fragmentation, showing a prominent disc swept up around the perturbing star.
(a) t = 22, 140 years. (b) t = 25, 300 years.
Figure 9.3: Penetrating orthogonal disc-star encounter after periastron, with no frag-
mentation.
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(a) t = 22, 140 years. (b) t = 25, 300 years.
Figure 9.4: Penetrating tilted retrograde disc-star encounter after periastron, which
will soon fragment to form two free-floating planets (see Figure 9.11a).
(a) t = 22, 140 years. (b) t = 25, 300 years.
Figure 9.5: Penetrating retrograde coplanar disc-star encounter after periastron, which
fragments to form a brown dwarf companion.
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(a) t = 22, 140 years. (b) t = 25, 300 years.
Figure 9.6: Grazing prograde coplanar disc-star encounter after periastron, with no
fragmentation.
(a) t = 22, 140 years. (b) t = 25, 300 years.
Figure 9.7: Grazing tilted prograde disc-star encounter after periastron, with no frag-
mentation.
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(a) t = 22, 140 years. (b) t = 25, 300 years.
Figure 9.8: Grazing orthogonal disc-star encounter after periastron, with no fragmen-
tation.
(a) t = 22, 140 years. (b) t = 25, 300 years.
Figure 9.9: Grazing tilted retrograde disc-star encounter after periastron, with no frag-
mentation.
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(a) t = 22, 140 years. (b) t = 25, 300 years.
Figure 9.10: Grazing retrograde coplanar disc-star encounter after periastron, with no
fragmentation.
9.1.4 Fragmentation
Figure 9.11 shows the two encounters that resulted in disc fragmentation: the retro-
grade penetrating encounters.
The retrograde coplanar encounter (φ = π) formed a sink ∼ 5000 years after
periastron, at rdisc ∼ 212 AU with mass mfrag = 0.169 × 10−3M⊙ and size rfrag =
0.236 AU. It rapidly accretes to over 6MJ and then continues to steadily accrete
further material, reaching 18MJ after ∼ 1500 years of orbital motion to become a
brown dwarf companion.
The tilted retrograde encounter (φ = 3π
4
) formed two sinks after ∼ 10, 000
years: one at rdisc ∼ 514 AU with massmfrag = 0.276×10−3M⊙ and size rfrag = 0.132
AU, and another at rdisc ∼ 922 AU with mass mfrag = 0.149 × 10−3M⊙ and size
rfrag = 0.14 AU. The first rapidly accretes to 4.5MJ and the second to 4.9MJ; they
look set to become massive free-floating planets.
In the retrograde penetrating encounters the perturbing star opposes the flow
of the disc material and sweeps out a trailing arm of material. Its strong disrupting
effect appears to be sufficient to destabilise an initially marginally stable disc (Q =
1.5).
9.1.5 Condensation
While none of the other encounter modes destabilises the disc to the point of sink
creation, condensations form and are ejected. These condensations do not satisfy the
criteria required to form a sink particle (see Section 5.6.1), having not quite reached
the density threshold ρsink = 10
−6kgm−3. Ejected condensations are gravitationally
bound, however, with their collapse slowed as it enters the adiabatic phase. They
should therefore survive as free-floating planets.
In the isolated scenario this disc ejects a condensation after 35, 000 years,
providing a basis for comparison. In the context of free-floating planet formation,
9.1. Disc-Star Interaction 257
(a) Tilted retrograde at t = 30, 930 years,
where two free-floating planets have formed.
(b) Retrograde coplanar at t = 26, 720 years,
where a brown dwarf companion has formed
in the right-hand spiral arm.
Figure 9.11: Disc fragmentation in penetrating retrograde disc-star encounters.
even Q = 1.5 might be considered marginally unstable.
The orthogonal penetrating encounter ejects two condensations by this point,
while the prograde penetrating encounters eject no condensations but instead discs
are swept up around the perturbing star. Figure 9.2(b) shows a prominent disc formed
in the tilted prograde encounter.
In the grazing encounters, the prograde encounter ejects two condensations
while the tilted prograde encounter ejects one condensation but forms a more promi-
nent secondary disc. The orthogonal encounter forms four condensations and ejects
at least two of them, but on a timescale ∼ 10, 000 years later. The retrograde tilted
encounter ejects two condensations while the retrograde coplanar encounter forms
and ejects one condensation on a timescale ∼ 25, 000 years later.
In the distant encounters, the prograde coplanar and tilted encounters both
eject two condensations. The orthogonal encounter ejects four condensations at ∼
35, 000 years. The retrograde tilted encounter ejects one condensation, as does the
retrograde coplanar encounter but on a timescale ∼ 15, 000 years later.
A tilted prograde encounter appears to form the most prominent disc around
the perturbing star; the prograde motion goes with the flow of the disc material while
the tilt softens the shock of the encounter compared to the coplanar scenario.
An orthogonal encounter appears to cause the most disruption to the disc
evolution (short of fragmentation by retrograde penetrating encounters), producing
the largest number of ejected condensations.
9.1.6 Accretion
Table 9.1 summarises the enhancement of the accretion of disc material onto the
central sink.
Closer encounters provide greater accretion enhancement. For grazing and
distant encounters, prograde encounters result in greater accretion than retrograde
encounters. For penetrating encounters the same trend is initially followed, but is
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p = 0.5rdisc p = rdisc p = 1.5rdisc
(penetrating) (grazing) (distant)
φ = 0 (prograde) 0.110 0.086 0.050
φ = π/4 0.108 0.071 0.049
φ = π/2 (orthogonal) 0.124 0.052 0.050
φ = 3π/4 > 0.081 0.054 0.045
φ = π (retrograde) > 0.116 0.049 0.042
Table 9.1: Additional mass accreted onto the central sink in M⊙ for disc-star encounters
with periastron p and orbital inclination φ at t ∼ 37, 000 years.
quickly overridden when the disc is destabilised. Fragmentation results in a sustained
enhancement of accretion, as does the formation of several transient condensations in
the disruptive orthogonal encounter. The “>” symbol appears in the results for the
fragmenting encounters because sink formation prevented the evolution from being
followed up to the comparison time of t ∼ 37, 000 years.
Table 9.2 summarises the enhancement of the accretion of disc material onto
the perturbing sink.
p = 0.5rdisc p = rdisc p = 1.5rdisc
(penetrating) (grazing) (distant)
φ = 0 (prograde) 0.105 0.048 0.014
φ = π/4 0.076 0.021 0.004
φ = π/2 (orthogonal) 0.019 0.004 0.001
φ = 3π/4 0.013 0.004 0.001
φ = π (retrograde) > 0.066 0.014 0.003
Table 9.2: Additional mass accreted onto the perturbing sink in M⊙ for disc-star en-
counters with periastron p and orbital inclination φ at t ∼ 37, 000 years.
Closer encounters again provide greater accretion enhancement. Prograde en-
counters result in greater accretion. The accretion declines as φ increases until the ret-
rograde encounter (φ = π). This is a coplanar encounter so the perturbing star passes
through a significant quantity of disc material, enhancing its accretion. Nonetheless
it does not accrete as much material as the φ = π
4
encounter, which benefits from the
accretion of material captured in a secondary disc.
These results are in broad agreement with other parameter studies (Pfalzner
et al. 2005).
9.1.7 Disc Tilting
Figure 9.12 shows the disc tilting that results from non-coplanar encounters with
φ = π
4
and 3π
4
. The orthogonal encounters had a smaller tilting effect due to the rapid
transit of the perturbing star through the disc.
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(a) Penetrating tilted prograde (∼ 15◦). (b) Grazing tilted prograde coplanar (∼ 7◦).
(c) Distant tilted prograde (∼ 2◦). (d) Grazing tilted retrograde (∼ −7◦).
Figure 9.12: Disc tilting in tilted disc-star encounters at t = 31, 620 years.
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(a) Grazing prograde, with significant truncation.
(b) Grazing retrograde.
Figure 9.13: Disc truncation in coplanar disc-star encounters at t = 31, 620 years.
The tilted prograde encounter (φ = π
4
, or 45◦) results in a disc tilt of ∼ 15◦ for
the penetrating encounter, ∼ 7◦ for the grazing encounter and ∼ 2◦ for the distant
encounter.
The tilted retrograde encounter (φ = 3π
4
) results in a disc tilt of ∼ −18◦ for the
penetrating encounter, ∼ −7◦ for the grazing encounter and ∼ −2◦ for the distant
encounter.
A closer encounter has a greater tilting effect, but distant encounters also exert
some effect. The retrograde penetrating encounter, which resulted in disc fragmenta-
tion, has a slightly enhanced tilting effect.
9.1.8 Disc Truncation
Figure 9.13 shows the disc truncation that results from coplanar encounters with
φ = 0 and π, with contours plotted to outline the disc material.
Grazing encounters are shown because no fragmentation occurs. The prograde
encounter truncates the disc significantly, as expected from the accretion rates.
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9.1.9 Conclusions
1. Retrograde penetrating encounters can fragment a marginally stable disc.
2. Orthogonal penetrating encounters disrupt the disc and result in significant
accretion enhancement.
3. For grazing and distant encounters, the prograde encounters result in the great-
est accretion enhancement onto both stars, and truncate the disc to the greatest
extent.
4. Non-coplanar encounters tilt the disc.
If both stars formed out of similar cloud material then it might be expected
that prograde coplanar encounters would be the most common, and strong accretion
bursts would be associated with such encounters.
Penetrating retrograde encounters can trigger fragmentation in a marginally
stable disc, forming brown dwarf companions (in our coplanar scenario) or free-
floating planets (in our tilted scenario), but might be the least likely encounter sce-
nario.
If star formation is coeval then disc-star interactions are less likely and disc-
disc interactions more probable. Disc-star interactions might then occur where a
system has had its disc stripped by a previous interaction.
9.1.10 Disc-Star Simulations
Early work suggested that stellar encounters with massive extended discs might in-
duce disc fragmentation to produce low-mass companion stars, with 20% of random
encounters doing so, rising to 50% for prograde encounters (Boffin et al. 1998). Our
results suggest that it produces objects of brown dwarf or planetary mass, and has
the most dramatic effect in the retrograde scenario.
It has been suggested that fragmentation is unaffected by encounters, and that
any discs that fragment in encounters would do so in isolation (Clarke et al. 2008).
Our results suggest that only retrograde encounters might trigger disc fragmentation,
so it does not appear to be a high-probability mechanism.
Recent simulations incorporating radiative transfer have indicated that the
compressive and shock heating of an encounter will stabilise the disc, with the cool-
ing rate being insufficient for fragmentation to occur (Forgan & Rice 2009a). These
simulations focus on compact discs (≤ 40 AU), however, and simulations of massive
extended discs suggest that tidal perturbation alone may be sufficient to trigger frag-
mentation, producing highly eccentric or ejected brown dwarfs (Thies et al. 2010).
Our simulations were not so effective in terms of sink formation, but tidal perturba-
tion in grazing encounters did encourage massive transient condensations to form, so
the findings are not entirely inconsistent.
Apart from fragmentation, discs might also play a role in capture scenar-
ios through the increased cross-sectional area that they provide, producing binary
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and multiple systems. Any triples and quadruples formed by disc-star interactions
might eventually be disrupted and account for the excess of binaries among pre-main
sequence stars (McDonald & Clarke 1995). While many simulations suggest that
capture is not a frequent mechanism in low-mass disc-star interactions, it is much
more effective for massive stars (Moeckel & Bally 2007) and might explain the high
binarity of massive stars in the Orion Nebula Cluster (Pfalzner & Olczak 2007).
Disc-star encounters could also play a role in explaining FU Orionis-like out-
bursts, since SPH simulations of encounters with marginally stable discs can initiate
such outbursts (Forgan & Rice 2009b). Most FU Orionis stars do not have a compan-
ion, however, so this is not a robust explanation. Nonetheless the encounter-driven
scenario predicts that such outbursts should occur predominantly close to the centre
of young dense clusters (Pfalzner 2008). In such regions these encounters would also
affect the evolution of the discs themselves, resulting in observational signatures such
as the cluster disc fraction decreasing with increasing cluster density (Olczak et al.
2010).
9.2 Disc-Disc Interaction
To investigate the interactions of discs, we can use a replica of our Q = 1.5 disc
system in place of the perturbing star. Inverting the relative positions of the particles
in the replicated disc (r 7→ −r) will preserve the centre-of-mass in our offset reference
frame.
9.2.1 Encounter Modes
Simulations are performed at three periastron distances (p = 3, 2 and 1rdisc), to
model distant, grazing and penetrating encounters.
An inclination angle φ = 0 models spin-orbit parallel (SOP) encounters: copla-
nar encounters where both discs are prograde, spinning in the same direction as the
orbital motion. An inclination angle φ = π models spin-orbit mixed (SOM) encoun-
ters, where one disc is prograde and the other retrograde. Spin-orbit anti-parallel
(SOA) encounters, where both discs are retrograde, can be modelled by reversing the
rotations of the discs (v 7→ −v) when φ = 0.
Inclination angles of φ = π
4
, π
2
and 3π
4
model non-coplanar encounters that are
tilted or orthogonal between SOP and SOM.
Applying the inclination angle φ in the orbital equation will result in parallel-
aligned discs interacting along an inclined orbit. To incline the disc instead, the
orbital inclination angle is set to zero and a rotation matrix such as Rx(φ) is applied
to the positions r and velocities v of the disc.
Rx(φ) =

 1 0 00 cosφ sinφ
0 − sin φ cosφ

 (9.15)
Since modelling two separate disc systems is computationally expensive and
the orbital timescale of the interaction is quite long, the simulations are initiated just
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(a) t = 3163 years. (b) t = 6167 years.
Figure 9.14: Penetrating spin-orbit parallel disc-disc encounter after periastron, show-
ing the development of a strong shock layer.
before the point of periastron. While the disc-star encounters focused on gravita-
tional interaction, this close-contact disc-disc scenario focuses greater attention on
hydrodynamic interaction in the extended disc material.
9.2.2 Coplanar Encounters
Figures 9.14, 9.15 and 9.16 show snapshots of the penetrating encounters for SOP,
SOM and SOA modes shortly after periastron.
Figure 9.17 shows snapshots of the grazing encounters for SOP, SOM and SOA
modes after periastron. Snapshots of the distant encounters are not shown; they bear
general similarity to the grazing encounters but with weaker effects.
9.2.3 Non-Coplanar Encounters
Figures 9.18, 9.19 and 9.20 show snapshots of the penetrating encounters for disc
inclinations φ = π
4
, π
2
and 3π
4
shortly after periastron.
Figure 9.21 shows snapshots of the grazing encounters for disc inclinations
φ = π
4
, π
2
and 3π
4
after periastron. Snapshots of the distant encounters are not shown;
they bear general similarity to the grazing encounters but with weaker effects.
9.2.4 Shearing Encounters
Figures 9.22, 9.23 and 9.24 show snapshots of penetrating encounters for orbital
inclinations φ = π
4
, π
2
and 3π
4
shortly after periastron. In these encounters, both discs
lie in the x− y plane and shear through each other along an inclined orbital path.
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(a) t = 3163 years. (b) t = 6325 years.
Figure 9.15: Penetrating spin-orbit mixed disc-disc encounter after periastron, showing
the development of a stronger shock layer.
(a) t = 3163 years. (b) t = 6325 years.
Figure 9.16: Penetrating spin-orbit anti-parallel disc-disc encounter after periastron,
showing the development of the strongest shock layer.
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(a) Spin-orbit parallel. (b) Spin-orbit mixed.
(c) Spin-orbit anti-parallel.
Figure 9.17: Grazing coplanar disc-disc encounters after periastron at t = 9487 years,
with no fragmentation but enhanced formation of condensations.
(a) t = 3163 years. (b) t = 6325 years.
Figure 9.18: Penetrating φ = π4 disc-disc encounter after periastron, with shocked
material forming condensations.
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(a) t = 3163 years. (b) t = 6325 years.
Figure 9.19: Penetrating φ = π2 disc-disc encounter after periastron, with shocked
material forming condensations.
(a) t = 3163 years. (b) t = 6325 years.
Figure 9.20: Penetrating φ = 3π4 disc-disc encounter after periastron, with shocked
material forming condensations.
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(a) φ = pi
4
(b) φ = pi
2
(c) φ = 3pi
4
Figure 9.21: Grazing non-coplanar disc-disc encounters after periastron at t = 9487
years, with no fragmentation but enhanced formation of condensations.
(a) t = 6325 years. (b) t = 9487 years.
Figure 9.22: Shearing φ = π4 disc-disc encounter after periastron, with very rapid
formation of condensations.
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(a) t = 6325 years. (b) t = 9487 years.
Figure 9.23: Shearing φ = π2 disc-disc encounter after periastron, with rapid formation
of condensations.
(a) t = 6325 years. (b) t = 9487 years.
Figure 9.24: Shearing φ = 3π4 disc-disc encounter after periastron, with fairly rapid
formation of condensations.
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(a) SOP close-up at t = 6167 years, showing
dense shock-heated condensations in the tidal
tail.
(b) SOM at t = 8345 years, showing rapid
formation of condensations in the retrograde
disc on the right.
(c) SOA at t = 9487 years, showing rapid dis-
sipation of the discs.
Figure 9.25: Coplanar penetrating disc-disc encounters.
9.2.5 Evolution
None of the simulations undergoes fragmentation to the point of sink creation, but
several form condensations.
Figure 9.14 shows the development of a shock layer in the SOP penetrating
encounter. Figure 9.15 shows a stronger shock for the SOM encounter, and Figure
9.16 the strongest for the SOA encounter.
The SOP encounter, with connecting tidal tails, is the strongest candidate
for fragmentation. Dense condensations form from material piling into the tidal tail
(Figure 9.25 a), but the evolution of the system is crippled by a small timestep due
to the shock heating.
The SOM encounter results in the rapid formation of condensations in the
retrograde disc (Figure 9.25 b). The clumps are likely to be ejected, but again the
timestep cripples the evolution due to the shock heating of the innermost clump.
The SOA encounter is highly dissipative, with two condensations ejected as
the discs are rapidly destroyed (Figure 9.25 c). The retrograde angular momentum
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(a) φ = pi
4
(prograde), showing greater destabilisation in the level disc (right).
(b) φ = 3pi
4
(retrograde), showing greater destabilisation in the tilted disc (left).
Figure 9.26: Non-coplanar penetrating disc-disc encounters.
of the discs counters that of the orbit, resulting in a binary capture. Capture is
negligible in the SOP mode, but random inclination can result in a 20% capture rate
(Watkins et al. 1998b); disc-disc interactions increase the capture rate by up to a
factor ∼ 6 compared with disc-star interactions (Watkins 1996).
Non-coplanar penetrating encounters (Figures 9.18 to 9.20) also trigger the
formation of condensations. The timestep again prevents evolution, but the clumps
will probably be ejected or transitory. Figure 9.26 shows that with a prograde incli-
nation (a) the level disc is more destabilised while with a retrograde inclination (b)
the tilted disc is more destabilised. In both cases the level disc will have a greater
volume of material involved in the interaction because it lies on the orbital plane
and therefore collides edge-on. This provides the greater effect in (a), but in (b) the
retrograde motion is seen to outweigh this factor. In the orthogonal encounter, the
tilted disc destabilises first since it lies in the x− z plane; a disc aligned in the y − z
plane should provide a symmetric encounter.
The penetrating shearing encounters (Figures 9.22 to 9.24) result in rapid
clump formation, with the shortest timescale for the prograde angle (φ = π
4
) and the
longest for the retrograde angle (φ = 3π
4
).
In the isolated scenario the disc ejects a condensation after 35, 000 years.
In grazing coplanar encounters (Figure 9.17), the SOP encounter forms and
ejects two or three clumps from each disc by 32, 000 years. In the SOM encounter,
the retrograde disc ejects a clump after 18, 000 years. In the SOA encounter, both
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discs are already forming two or three clumps after 31, 000 years.
In grazing non-coplanar encounters (Figure 9.21), the φ = π
4
encounter forms
two or three clumps in each disc before 30, 000 years. In the φ = π
2
encounter,
the tilted disc ejects a clump at 30, 000 years. In the φ = 3π
2
encounter, the tilted
(retrograde) disc has formed three clumps at 29, 000 years.
In distant coplanar encounters, the SOP encounter forms clumps on a marginally
faster timescale than the isolated scenario. In the SOM encounter, the retrograde disc
forms several clumps and ejects one by 32, 000 years. In the SOA encounter there is
little significant effect.
In distant non-coplanar encounters, the φ = π
4
encounter forms clumps on a
slightly faster timescale, with greater activity in the level disc. The φ = π
2
encounter
forms clumps on a faster timescale, with greater activity in the tilted disc in the x−z
plane. In the φ = 3π
4
encounter, the tilted (retrograde) disc forms clumps on a faster
timescale with greater activity.
9.2.6 Accretion
Table 9.3 summarises the enhancement of the accretion of disc material onto the first
central sink.
p = rdisc p = 2rdisc p = 3rdisc
(penetrating) (grazing) (distant)
SOP (prograde) >0.030 0.031 0.030
SOM (retrograde) >0.038 0.031 0.030
SOA (retrograde) 0.397 0.031 0.030
φdisc = π/4 0.056 0.031 0.030
φdisc = π/2 0.089 0.034 0.030
φdisc = 3π/4 0.136 0.044 0.030
φorbit = π/4 0.078 n/a n/a
φorbit = π/2 0.087 n/a n/a
φorbit = 3π/4 0.157 n/a n/a
Table 9.3: Additional mass accreted onto the first central sink in M⊙ for disc-disc
encounters with periastron p and various orbital modes at t ∼ 10, 000 years.
Closer encounters provide greater accretion enhancement. Distant encounters
have no discernable initial effect. For grazing encounters, orthogonal and retrograde
disc-tilted encounters result in slightly greater accretion onto the level disc. For
penetrating encounters the accretion increases as the perturbing disc becomes more
retrograde-inclined (as φdisc increases), being greatest for the SOA mode. For shearing
encounters the accretion is also greatest for retrograde motion.
Table 9.4 summarises the enhancement of the accretion of disc material onto
the second central sink.
Closer encounters again provide greater accretion enhancement, with no initial
difference for distant or grazing encounters. For penetrating encounters the accretion
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p = rdisc p = 2rdisc p = 3rdisc
(penetrating) (grazing) (distant)
SOP (prograde) >0.030 0.031 0.030
SOM (prograde) >0.260 0.030 0.030
SOA (retrograde) 0.408 0.031 0.030
φdisc = π/4 0.050 0.031 0.030
φdisc = π/2 0.038 0.031 0.030
φdisc = 3π/4 0.038 0.031 0.030
φorbit = π/4 0.079 n/a n/a
φorbit = π/2 0.087 n/a n/a
φorbit = 3π/4 0.156 n/a n/a
Table 9.4: Additional mass accreted onto the second central sink in M⊙ for disc-disc
encounters with periastron p and various orbital modes at t ∼ 10, 000 years.
Figure 9.27: Disc tilting and twisting in a penetrating shearing disc-disc encounter.
decreases as the perturbing disc becomes more retrograde-inclined (as φdisc increases),
but is greatest when in coplanar retrograde motion (in the SOM and especially the
SOA mode). For shearing encounters the accretion is again greatest for retrograde
motion; being orbitally symmetric, both sinks follow the same accretion history.
In non-coplanar encounters, a prograde inclined disc (φ = π
4
) triggers greater
accretion in the level disc than itself, due to the greater volume of material disrupted.
A retrograde inclined disc (φ = 3π
4
) feeds a trail of shocked material into the level
disc in the same manner as the SOM mode. Note that, due to the manner in which
the coplanar modes were initialised, it is the first disc in the SOM mode that has the
retrograde motion and feeds material onto the second disc.
9.2.7 Disc Tilting
An encounter with an inclined disc does not significantly tilt the discs. A penetrating
shearing encounter, however, where the orbital path is inclined, results in a tilting
effect (see Figure 9.27). It also has a twisting effect on the outer edge of the disc.
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(a) Spin-orbit parallel (prograde), with signif-
icant truncation.
(b) Spin-orbit anti-parallel (retrograde).
Figure 9.28: Disc truncation in coplanar grazing disc-disc encounters at t = 18, 970.
9.2.8 Disc Truncation
Figure 9.28 shows the disc truncation that results from coplanar encounters in the
SOP and SOA modes, with contours plotted to outline the disc material.
Grazing encounters are shown because penetrating encounters are halted by
condensation (SOP) or dissipate the disc (SOA). The prograde SOP encounter trun-
cates the disc to a greater extent, as expected from the results of the disc-star inter-
actions.
9.2.9 Conclusions
1. SOP penetrating encounters produce dense condensations (as does the SOM
retrograde disc) but shock heating appears to inhibit fragmentation.
2. SOA penetrating encounters dissipate the disc and result in binary capture.
3. Grazing prograde coplanar encounters truncate the disc to the greatest extent.
4. Shearing encounters tilt and twist the disc.
SOP encounters, which might be more common, would result in disc trunca-
tion and negligible capture. Material piling into the tidal tails during penetrating
encounters might result in fragmentation, but the strong shock heating may prevent
this.
Penetrating SOA encounters do not trigger fragmentation but instead dissipate
the discs and result in binary capture, although this might be the least likely encounter
mode.
Disc-disc interactions do lead to greater instability, since more condensations
do form, and on a shorter timescale, but for our Q = 1.5 disc they are transient or
ejected and do not result in sink formation. A slightly less stable disc (Q ∼ 1.4)
might allow for induced fragmentation, but disc-disc interaction does not appear to
be a strong triggering mechanism.
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9.2.10 Disc-Disc Simulations
Early work suggested that interactions between massive extended discs might induce
disc fragmentation to produce low-mass companion stars, either via the fragmentation
of a shock layer in coplanar encounters (Watkins et al. 1998a) or within spiral arms
triggered by non-coplanar encounters (Watkins et al. 1998b). The efficiency of this
mechanism generated 0.6 companions on average for randomly inclined encounters,
rising to almost double for SOP encounters. Our results show that condensations do
form, but do not reach sink creation densities. The SOP mode, however, does appear
to be the best candidate for inducing fragmentation.
Some simulations have claimed that disc-disc interactions can actually inhibit
the fragmentation of discs that would fragment in isolation, due to tidally induced
shock heating (Mayer et al. 2005). These simulations involve massive compact discs
(mdisc ∼ 0.1M⊙, rdisc ∼ 20 AU) in close binaries with a separation of ∼ 60 AU. At
separation ∼ 120 AU fragmentation can proceed unhindered, so they suggest that
fewer planets might be expected to form in binary systems with separations < 100
AU. Our simulations suggest that shock heating in disc-disc encounters is likely to
inhibit a triggered fragmentation process.
Other simulations have formed disc-like objects of planetary to brown-dwarf
mass (2− 73MJ) involving massive extended discs (mdisc ∼ 0.6M⊙, rdisc ∼ 1500 AU)
that are initially stable (QMIN ∼ 1.6) undergoing penetrating disc-disc encounters
with p ∼ 1000 AU (Shen & Wadsley 2006). These objects have a fairly high ejection
rate, and are claimed to fragment in the shock layers, the prograde tidal tails and via
instabilities triggered in the inner disc. No sink particles are used, however, and their
fixed gravitational softening length probably enhances fragmentation (see Section
4.3.8). Their objects correspond to the condensations observed in our simulations.
More recent simulations have claimed the formation of objects from 0.9 to
127MJ, suggesting that disc-disc interaction could be a fairly frequent mechanism for
brown dwarf formation (Shen et al. 2010). They use a locally isothermal equation
of state with no shock heating, however, and claim that cooling would be efficient
in the outer regions of the disc (cooling parameter β = 0.3 to 0.7 beyond 50 AU).
Our simulations suggest that more detailed thermal physics inhibits the formation
mechanism. They also use only 32 SPH neighbours, which is a low value for 3D
simulations.
It is also interesting to note that SPH simulations are used to investigate
disc-disc interactions in the mergers of gas-rich disc galaxies (Richard et al. 2010).
9.3 Disc-Planet Interaction
Once a planet (or indeed any other object) forms in a disc, its interaction with the
disc in which it is embedded may become the subject of investigation.
It may exert a cooling effect in its locality due to the shadow that it casts in
the modelling of radiative transfer (Jang-Condell & Sasselov 2003).
A planet may undergo migration within the disc, in the fast type I regime
for terrestrial masses or, if sufficiently massive to open a gap in the disc (∼ 10
Earth masses), in the slower type II regime that provides inward migration on the
9.4. Summary 275
accretion timescale and explains the existence of “hot Jupiters” (Masset & Papaloizou
2003). Gravitational scattering might also occur, which may explain the eccentricity
distribution of extra-solar planets (Moeckel, Raymond & Armitage 2008).
Planetary accretion and migration within a disc has been studied using SPH
simulations (Shaefer et al. 2004). A thin non-self-gravitating disc is modelled (quite
unlike our simulations), and gap formation does not inhibit accretion onto the planet.
Regarding the formation of planets via core accretion, a detailed investigation
of the dynamics of planetesimals in protoplanetary discs may require the incorporation
of magnetohydrodynamics into a code (Nelson & Gressel 2010).
Massive planets (10−15MJ) embedded in discs might also provide a mechanism
for triggering FU Orionis outbursts (Lodato & Clarke 2004).
9.4 Summary
We have investigated the effect of disc-star and disc-disc interactions on the evolution
of a marginally stable disc (Q = 1.5).
Retrograde penetrating disc-star encounters can fragment a marginally stable
disc, while orthogonal penetrating disc-star encounters disrupt the disc and result in
significant accretion enhancement.
For grazing and distant disc-star encounters, prograde encounters result in the
greatest accretion enhancement onto both stars, and truncate the disc to the greatest
extent. Non-coplanar encounters will tilt the disc.
Spin-orbit parallel penetrating disc-disc encounters produce dense condensa-
tions, but shock heating is likely to inhibit fragmentation. Anti-parallel penetrating
encounters dissipate the disc and result in binary capture.
Grazing prograde coplanar disc-disc encounters truncate the disc to the great-
est extent, and shearing encounters will tilt and twist the disc.
Interactions do not appear to be a likely mechanism for inducing fragmentation
in otherwise stable discs. They are likely to be associated with observational signa-
tures, however, such as accretion bursts, and will significantly affect the evolution of
the disc itself.
“If there’s one thing I hope
I’ve taught you, it’s that
success is 95 percent blind na¨ıvete´
and 5 percent other stuff.”
Homer J. Simpson
Chapter 10
Summary
Aware of the powers and pitfalls of numerical methods, we have developed a computer
program that can handle self-gravitating hydrodynamic problems. We have used a
particle-based approach, Smoothed Particle Hydrodynamics (SPH), because is it par-
ticularly suited to the collapse and fragmentation problems of star and planet forma-
tion.
We have dealt with various issues along the way, such as numerical stability,
adaptive timesteps, gravitational softening and the Thomas & Couchman SPH kernel
modification. We have optimised the code with a Barnes-Hut tree, a block timestepping
scheme, sink particles and parallelisation. We have handled shocks, instabilities and
shear flows, and performed extensive tests to validate the code.
10.1 Disc Fragmentation
Suitably armed with our numerical code, we have modelled the fragmentation of mas-
sive extended circumstellar discs via gravitational instability, including a radiative dif-
fusion approximation for more realistic treatment of the thermal physics (Stamatellos
et al. 2007b).
This allowed us to investigate the objects that might be formed in discs around
young stars, which turned out to be brown dwarfs or massive planets, and to answer
some of the questions posed in Section 1.6.
Under what circumstances can such objects form?
The disc must have a Toomre stability parameter of Q . 1.3 to fragment, and the
fragment must be able to cool sufficiently quickly. This typically requires a massive
extended disc. A disc that is stable against fragmentation may still be capable of
ejecting bound condensations to produce free-floating planets.
When and where do they form?
In our discs, which have radial extent 100 < r < 1000 AU and surface density profile
Σ ∼ r−7/4, the objects formed on a timescale of ∼ 20, 000− 30, 000 years in a region
r ∼ 200− 500 AU. The timescale therefore corresponds to a few rotation periods at
the formation radius.
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What factors determine their initial properties?
The objects all have minimum Jeans mass ∼ 3MJ (Jupiter masses) and eccentric
orbits. They all form within spiral arms, and less stable discs might form objects
closer to the central star.
What factors influence their subsequent orbital evolution?
If an object is on a close orbital path r ∼ 200−250 AU then it might accrete to brown
dwarf mass (13MJ) within an orbit. If an object forms later and/or drifts outwards
it might only accrete to ∼ 5− 7MJ. Condensations which do not fragment also form
in the spiral arms, and interactions often result in ejections of bound objects. This
would explain the “brown dwarf desert” (the lack of brown dwarf companions around
main sequence stars) and the frequent formation of free-floating planets (Sumi et al.
2011).
10.2 Disc Interactions
We have also modelled the effect of disc-star and disc-disc interactions on the evolution
of a marginally stable disc (Q = 1.5). In a turbulent star-forming region, many
protostars might experience such an interaction.
Disc-Star Interactions
1. Retrograde penetrating encounters can fragment a marginally stable disc.
2. Orthogonal penetrating encounters disrupt the disc and result in significant
accretion enhancement.
3. For grazing and distant encounters, the prograde encounters result in the great-
est accretion enhancement onto both stars, and truncate the disc to the greatest
extent.
4. Non-coplanar encounters tilt the disc.
Prograde coplanar encounters might be the most common, and would result
in strong accretion bursts.
Penetrating retrograde encounters might be the least likely, but are the ones
which might trigger fragmentation in a marginally stable disc. They formed brown
dwarf companions in the coplanar simulation and free-floating planets in the non-
coplanar simulation.
Disc-Disc Interactions
1. SOP penetrating encounters produce dense condensations, but shock heating
appears to inhibit fragmentation.
2. SOA penetrating encounters dissipate the disc and result in binary capture.
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3. Grazing prograde coplanar encounters truncate the disc to the greatest extent.
4. Shearing encounters tilt and twist the disc.
SOP encounters, which might be more common, would result in disc trun-
cation and negligible capture. Material piles into the tidal tails during penetrating
encounters but is strongly shock heated.
Penetrating SOA encounters, which might be least likely, do not trigger frag-
mentation but instead dissipate the discs and result in binary capture.
Interactions do lead to greater instability, with more condensations forming,
and on a shorter timescale, but for our Q = 1.5 disc they are transient or ejected and
do not result in sink formation. Interaction does not appear to be a likely mechanism
for triggering star or brown dwarf formation, but it could provide an increased number
of free-floating planets.
10.3 Future Work
In the course of the investigation, several issues have arisen which suggest further
work.
The lack of numerical convergence at high resolution (see Section 8.7.3) should
be addressed, and replacing the M4 cubic spline kernel function with a quintic spline
function (Morris 1996) provides one initial approach (Hubber, Falle & Goodwin 2011).
It may ultimately involve finding an optimal trade-off between smoothing and resolu-
tion, in particular for simulations that model a density gradient, through convergence
testing.
Another numerical issue to consider is noise in the initial conditions. We
addressed this using the Halton sequence (based on the Van der Corput sequence in
Table 3.2), but alternatives include the Sobol sequence (Press et al. 1992), “anti-
clustering” placement methods (Cartwright 2006) or the direct transformation of a
settled “glass” configuration to the required profile. Noise reduction should assist in
achieving convergence.
An issue combining computational and astrophysical aspects concerns how
greatly the evolution of the simulations would be affected by a more sophisticated
treatment of viscosity, in terms of disc stability, fragmentation timescales and masses
(see Section 8.7.2). This could involve adjusting the source term in the time-dependent
artificial viscosity (see Section 6.3.1) or using a pattern-matching switch (Cartwright
& Stamatellos 2010).
Greater computing time and processing power will permit longer simulations,
allowing the long-term evolution of formed objects to be investigated, such as their
accretion histories and final masses. Multiple realisations, using different seeds (or
Halton bases) for the initial conditions, could build up a statistical picture of object
properties and ejection probabilities.
Longer simulations of disc-disc interactions might even determine the outcome
of coplanar penetrating encounters, such as whether the dense condensations in the
tidal tails of the SOP encounter can eventually cool and fragment or not.
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More simulations would allow the parameter space to be explored in finer
detail in order to reveal any underlying trends. In particular, the parameter space
for Q > 1.5 could be explored to seek the stability threshold for ejected bound
condensations (free-floating planet formation).
Distinguishing the parameter space for free-floating planet formation from
that of brown dwarf formation might be possible. Objects that form on close orbits
are able to accrete to brown dwarf mass after one full circular orbit, but a more
distant or eccentric orbit results in only planetary mass. More details of how effective
the interactions are in enhancing planet formation could also be determined using
simulations with Q > 1.5, by examining their effect upon the stability threshold.
Ejected free-floating planets could be removed from the simulations, allowing
the long-term evolution of the disc itself to be investigated, to see if the formation
process leaves any observational signatures that might be detected by ALMA, for
example. Interaction simulations, which result in accretion bursts and enhanced free-
floating planet formation, could also be investigated for any observational signatures
of the interaction.
Future astronomical observations will allow us to refine the initial conditions of
our simulations, and future simulations should highlight any observational signatures
of underlying processes. In this way, observations and simulations allow us to converge
towards the physical truth.
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