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Information about the last stages of a binary neutron star inspiral and the final merger can be extracted
from quasiequilibrium configurations and dynamical evolutions. In this article, we construct quasiequili-
brium configurations for different spins, eccentricities, mass ratios, compactnesses, and equations of state.
For this purpose we employ the SGRID code, which allows us to construct such data in previously
inaccessible regions of the parameter space. In particular, we consider spinning neutron stars in isolation
and in binary systems; we incorporate new methods to produce highly eccentric and eccentricity-reduced
data; we present the possibility of computing data for significantly unequal-mass binaries with mass ratios
q≃ 2; and we create equal-mass binaries with individual compactness up to C≃ 0.23. As a proof of
principle, we explore the dynamical evolution of three new configurations. First, we simulate a q ¼ 2.06
mass ratio which is the highest mass ratio for a binary neutron star evolved in numerical relativity to date.
We find that mass transfer from the companion star sets in a few revolutions before merger and a rest
mass of ∼10−2M⊙ is transferred between the two stars. This amount of mass accretion corresponds to
∼1051 ergs of accretion energy. This configuration also ejects a large amount of material during merger
(∼7.6 × 10−2M⊙), imparting a substantial kick to the remnant neutron star. Second, we simulate the first
merger of a precessing binary neutron star. We present the dominant modes of the gravitational waves for
the precessing simulation, where a clear imprint of the precession is visible in the (2,1) mode. Finally, we
quantify the effect of an eccentricity-reduction procedure on the gravitational waveform. The procedure
improves the waveform quality and should be employed in future precision studies. However, one also
needs to reduce other errors in the waveforms, notably truncation errors, in order for the improvement due
to eccentricity reduction to be effective.
DOI: 10.1103/PhysRevD.92.124007 PACS numbers: 04.25.D-, 04.30.Db, 95.30.Sf, 97.60.Jd
I. INTRODUCTION
The majority of coalescing binary neutron star systems
are often expected to have negligible eccentricity, low
spins, and be very close to equal mass (with masses around
1.35M⊙). These expectations are based on the masses and
spins of the population of observed binary neutron stars
where at least one star is seen as a radio pulsar (see, e.g.,
Refs. [1,2]), combined with the efficient shedding of
eccentricity due to gravitational waves (GWs) during the
long inspiral [3,4]. However, this observed population is
quite small, currently consisting of around 12 systems. For
many of these systems, the evidence that the companion of
the pulsar is in fact another neutron star is indirect, at best—
the companion could still be a fairly massive white dwarf
(see, e.g., Sec. 8 in Ref. [5] for some discussion of this
issue). Moreover, of these 12 systems, only seven have
well-determined masses, and only six systems (all with
well-determined masses) will merge within a Hubble time,
and thus contribute directly to merger rate calculations; see,
e.g., Table 2 of Ref. [6] and Table 1 in Refs. [1,2]. It is thus
unclear to what extent these small spins, medium masses,
and small mass ratios are just a selection effect.
On the one hand, population synthesismodels for binaries
formed “in situ” (e.g., Ref. [7]) predict a much wider range
of masses andmass ratios than those currently observed; see
the discussion in Appendix A 1. Also the spins at merger
could potentially be considerably higher than those
observed in binary pulsars to date, which is discussed in
Appendix A 2. On the other hand, dynamical capture in
dense stellar regions, such as globular clusters, offers the
possibility of forming quite exotic objects, such as double
millisecond pulsars [8,9]. In fact, there is good evidence that
dynamical capture and exchange interactions involving
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neutron stars are a frequent occurrence in globular clusters
[10]. Binaries formed by dynamical capture might also have
non-negligible eccentricity at merger [11].
Numerical simulations in full general-relativistic hydro-
dynamics are the only way to make accurate theoretical
predictions for the properties of these systems in the time
period around merger. A prerequisite for all simulations are
accurate initial data that solve the Einstein constraint
equations along with the Euler equation on the initial
hypersurface and also describe the physical system one
wants to study at some instant of time. Generally, one also
wants to have this time be not too far from merger, to avoid
an excessively expensive computation to reach the merger.
Additionally, quasiequilibrium sequences of initial data at
different separations can be used to study certain pre-
merger properties of these systems without a full dynamical
evolution.
Given the potential diversity of the population of
coalescing neutron stars in the Universe, it is important
to be able to generate accurate initial data for as much of the
potential parameter space as possible. In particular, even
relatively small spin and eccentricity can significantly bias
measurements of the neutron star tidal deformabilities,
affecting their ability to constrain the nuclear equation of
state [12,13]. Also note that higher mass-ratio neutron star
systems, even if rare, are quite interesting from a gravita-
tional-wave data analysis standpoint, since the individual
masses of a q ¼ 2.5 system could be measured much more
precisely than for equal-mass systems [14].
There are a number of well-developed codes for com-
puting binary neutron star initial data in certain portions of
the parameter space, most notably the open source spectral
code LORENE [15]. Other codes include the Princeton
group’s multigrid solver [16], BAM’s multigrid solver
[17], the COCAL code [18], the SpEC code’s spectral solver
[19,20], and our spectral code SGRID [21–23]. All these
codes are incapable of reaching certain portions of the
possible binary neutron star parameter space. In particular,
they cannot generate consistent initial data with (non-
corotating) spin with specified eccentricities. They also
generally have difficulty reaching large compactnesses and
high mass ratios. Additionally, when one evolves quasi-
circular initial data computed using these codes, one
obtains an eccentricity of ∼10−2, which is orders of
magnitude larger than we would expect in most binary
neutron star systems (see, e.g., Ref. [4]). There are standard
methods for iteratively reducing eccentricity in binary black
hole initial data (e.g., Refs. [24–27]). However, it is not
possible to apply these methods to binary neutron star
initial data generated with the standard helical Killing
vector technique. Such methods can only be applied to
consistent initial data if one appropriately generalizes the
helical Killing vector, as was only done recently in
Refs. [17,28]. Finally, there is no known way of including
magnetic fields consistently in binary neutron star initial
data—they are added by hand in all studies that include
them.
Of course, it is possible to generate less accurate initial
data in large regions of parameter space if one does not
solve the Euler equation and possibly not even the Einstein
constraint equations (e.g., using superpositions of boosted
isolated star solutions, possibly with constraint solving, as
was done in, e.g., Refs. [16,29–33]). It then becomes a
quantitative question of how much a constraint violation or
other limitations of the initial data affect the physical result.
Recently, there has been progress in generating consistent
initial data in all these portions of parameter space (except
for magnetic fields). One of us presented a method for
constructing consistent binary neutron star initial data with
arbitrary spin using the constant rotational velocity (CRV)
approach in Ref. [22] and implemented the method in SGRID
in Ref. [23]. This method has now also been implemented
by other groups [18,20]. There has also been some work on
obtaining somewhat high mass ratios (up to q ¼ 1.5
[34,35]) and high compactnesses (up to C≃ 0.26 [36]),
but neither of these are close to the maximummass ratios (at
least ∼2; possibly up to ∼3 for a large maximum neutron
star mass) and compactnesses (up to ∼0.3) that are (at least
in principle) possible. We also presented a method for
generating consistent binary neutron star initial data with
arbitrary eccentricity, including the possibility of reducing
the eccentricity present in standard quasicircular data, in
Ref. [17]. Concurrently, Ref. [28] applied a similar method
for eccentricity reduction of binary neutron star initial data.
Here, we use SGRID to construct binary neutron star
initial data pushing in all these directions. We have
implemented the eccentric neutron star binary initial data
construction method from Ref. [17] in SGRID, allowing us
to solve for the velocity potential, which was not feasible in
our initial multigrid implementation. We have also imple-
mented piecewise polytropes in SGRID, allowing us to
construct initial data with more realistic equations of state
(EOSs). We thus show the improvement in the initial
density oscillations of the simple polytropic highly eccen-
tric data from Ref. [17] with the new SGRID data, and also
construct eccentricity-reduced initial data for a simple
polytropic and a realistic EOS. We also compute aligned
spin initial data with somewhat larger spins than in
Ref. [37] (as well as for more realistic EOSs). Finally,
we illustrate the ability of SGRID to compute binary initial
data with compactnesses up to C ∼ 0.23 as well as to
compute high mass-ratio initial data (q ¼ 2.06) with a
realistic EOS.
Of course, onewould like to study the phenomena around
merger in these newly accessible portions of the binary
neutron star parameter space: around merger, the strongest
gravitational-wave, electromagnetic, and neutrino emission
happens; see Ref. [38] for a review of binary neutron star
simulations. Such a study requires dynamical evolutions,
which will start from initial data provided by a member of a
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quasiequilibrium sequence. In recent years there has been
significant work on improving binary neutron star simu-
lations on many fronts, notably by including more realistic
equations of state from piecewise polytropes [39] to
finite-temperature EOSs [40,41], magnetohydrodynamics
[42–46], and neutrino cooling [40,47,48]. There are now
some simulations that include all three of these improve-
ments at once [49]. For our simulations,we use the BAMcode
in its newest version [35,50,51].
In this work, we present three different dynamical sim-
ulations. We consider a binary configuration with a mass
ratio of q ¼ 2.06, which is the largest mass ratio binary
neutron star system ever evolved in full general relativity.
This large mass ratio is particularly interesting, since the
system undergoes mass transfer prior to merger and during
the merger process a large amount of material gets unbound
and is ejected from the system. The second example we
consider is an unequal-mass configuration, where the two
neutron stars have spins misaligned with the orbital angular
momentum; this is the first simulation of the merger of a
precessing binary neutron star system.Herewe find the same
close relation between the precessing system (viewed in the
nonprecessing frame) and the aligned-spin analogue found
for binary black holes in previous studies (e.g., Ref. [52]). As
a third test, we perform a simulation of an equal-mass setup,
with andwithout the eccentricity-reductionprocedure,where
one can see a clear improvement in thewaveform quality due
to the eccentricity-reduction procedure.
The article is structured as follows. In Sec. II, we recall
the most important equations for our initial data construc-
tion and the general framework employed in SGRID. In
Sec. III we describe the implementation and the numerical
methods focusing on the recent upgrades to the code. We
summarize the main results of our work in Sec. IV, where
we compute binary neutron star (BNS) systems in quasie-
quilibrium sequences varying the spin, eccentricity, mass
ratio, and compactness and show convergence of the
numerical method. In Sec. V, we evolve a q ¼ 2.06
nonspinning system, an unequal-mass precessing configu-
ration, and an equal-mass system with eccentricity reduc-
tion. We conclude in Sec. VI. The appendices summarize
binary neutron star population synthesis predictions for
more extreme systems, along with some issues in predict-
ing the spins expected in binary neutron stars at merger; a
discussion of the accuracy of the approximations used in
our method; an alternative derivation of the CRVapproach;
and results from our study of single CRV stars.
Throughout this work we use geometric units, setting
c ¼ G ¼ M⊙ ¼ 1, though we will sometimes include M⊙
explicitly or quote values in cgs units for better under-
standing. Spatial indices are denoted by latin letters running
from 1 to 3 and greek letters are used for spacetime indices
running from 0 to 3.We always raise and lower indices with
the physical metric (3-metric for spatial indices and 4-
metric for spacetime indices). We shall also use index-free
notation when convenient, denoting vectors (spatial or
spacetime) using boldface.
II. METHOD
The following section summarizes the fundamental
framework of the initial data construction in SGRID. Since
no new development was made in the evolution method in
this work, we refer the reader to Refs. [35,50,51,53] for
details of the methods used in the BAM code.
A. General framework
In this article we investigate BNS systems in quasiequi-
librium.We construct such configurations with the help of a
3þ 1 decomposition of Einstein’s field equations [54]. In
this section we recast important equations and derive the
specific system of partial differential equations we solve to
construct quasiequilibrium data.
We start by writing the spacetime metric in the form
ds2 ¼ gμνdxμdxν
¼ −α2dt2 þ γijðdxi þ βidtÞðdxj þ βjdtÞ; ð2:1Þ
where α is the lapse function and βi is the shift. The spatial
metric induced on three-dimensional hypersurfaces of
constant t is denoted by γij. By performing the 3þ 1
decomposition, the field equations split into two sets,
namely the Hamiltonian and momentum constraints,
R − KijKij þ K2 ¼ 16πρ; ð2:2aÞ
DjðKij − γijKÞ ¼ 8πji; ð2:2bÞ
and the evolution equations. Here the Ricci tensor Rij and
Ricci scalar R are computed from the spatial metric γij with
compatible covariant derivative operator Di, and the
extrinsic curvature Kij is given by
Kij ¼ −
1
2α
ð∂tγij − LβγijÞ; ð2:3Þ
where Lβ denotes the Lie derivative along the vector field
βi. We use K ≔ γijKij. The source terms (energy density,
flux, and stress tensor) contained in the right-hand side of
the equations are
ρ ≔ Tμνnνnμ; ð2:4aÞ
ji ≔ −Tμνnμγνi; ð2:4bÞ
Sij ≔ Tμνγμiγνj; ð2:4cÞ
where nμ is the normal vector to the hypersurface; we also
write S ≔ γijSij. In this work we assume that the matter can
be described as a perfect fluid with stress-energy tensor
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Tμν ¼ ½ρ0ð1þ ϵÞ þ puμuν þ pgμν; ð2:5Þ
where ρ0, ϵ, p, and uμ denote the mass density, the internal
energy, the pressure, and the 4-velocity of the fluid,
respectively. Inserting Eq. (2.5) into the definition of ρ,
ji, and Sij [Eqs. (2.4a)–(2.4c)], one can obtain explicit
expressions for the matter quantities entering the right-hand
sides of the constraint and evolution equations in terms of
the perfect fluid variables.
To ensure consistency, we have to solve the constraint
equations along with the matter equation
∇νTμν ¼ 0 ð2:6Þ
and the continuity equation
∇νðρ0uνÞ ¼ 0; ð2:7Þ
which comes from the conservation of the baryon number.
Equation (2.6) can be written as the relativistic Euler
equations
½ρ0ð1þ ϵÞ þ puν∇νuμ ¼ −ðgμν þ uμuνÞ∇νp: ð2:8Þ
Introducing the specific enthalpy h ¼ 1þ ϵþ p=ρ0 the
Euler equations can be written as
uν∇νðhuμÞ þ∇μh ¼ 0: ð2:9Þ
To further simplify the equations, we split the 3-metric
into a conformal factor ψ and the corresponding conformal
metric γ¯ij, writing
γij ¼ ψ4γ¯ij: ð2:10Þ
Similarly, we express the extrinsic curvature in terms of a
trace-free piece Aij, writing
Kij ¼ Aij þ
1
3
γijK: ð2:11Þ
Inserting Eqs. (2.10) and (2.11) into the constraint equa-
tions gives their final general form before making any
additional assumptions.
1. Assumptions for metric variables
In order to obtain a stationary configuration that is
appropriate for initial data, we include additional assump-
tions which bring the equations for the metric variables into
elliptic form. The equations we eventually obtain
[Eqs. (2.16a)–(2.16c)] are the standard conformal thin
sandwich equations [55–57]. Usually these equations are
derived from three assumptions. The first one is to
choose the conformal factor ψ such that the determinant
of the conformal metric γ¯ is constant, i.e., Ltγ¯ ¼ 0. Here
t ¼ αnþ β is the time evolution vector. Secondly one
assumes maximal slicing, i.e., K ¼ 0 ¼ LtK. The latter
yields the equation for the lapse α. To further simplify the
thin sandwich equations one often makes the additional
third assumption that the spacetime admits an approximate
Killing vector ξ so that Lξgμν ≈ 0. This can be used to
eliminate certain time derivatives if we choose coordinates
such that t ¼ ξ. These three assumptions have been used,
e.g., in Refs. [22,23] and result in Eqs. (2.16a)–(2.16c).
However, the approximate symmetry vectors we employ
below to describe the fluid flow for eccentric orbits exist
only in the vicinity (and interior) of each star, but not
globally. We denote this local symmetry vector near each
star by k1 and k2.
1 All we need to assume below is that
inside each star we have
Lk1;2ψ ≈ 0 ≈ Lk1;2α: ð2:12Þ
(We discuss the accuracy of this assumption for our specific
approximate symmetry vectors k1;2 in Appendix B 2.)
At this point the reader may worry that the thin sandwich
equations (2.16a)–(2.16c) may not hold without a
global approximate Killing vector. Fortunately this is not
the case, and we can obtain Eqs. (2.16a)–(2.16c) from an
alternate set of assumptions. 1) The conformal metric is
flat2
γ¯ij ¼ fij ð2:13Þ
where fij denotes the flat metric which simplifies to δij in
Cartesian coordinates. 2) Conformal flatness is preserved
for an infinitesimal time
Ltγ¯ij ≈ 0: ð2:14Þ
3) We use maximal slicing with
K ¼ 0 ¼ LtK: ð2:15Þ
Note that we have not used the assumption of an approxi-
mate symmetry vector.
Assumptions 1), 2), and 3) lead to the following partial
differential equations:
1Notice that in this work we employ a different notation than
that presented in Refs. [22,23] where the Killing vector was
denoted with ξ. We change our notation to emphasize that we
assume a symmetry vector, not necessarily a helical Killing
vector. Notice also that k1 and k2 coincide far away from the
binary system.
2We are thus neglecting the binary’s gravitational radiation,
which would be described by additional metric perturbations
[58–61]. See Appendix B 1 for discussion of the accuracy of the
conformal flatness approximation.
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D¯2ψ ¼ − ψ
5
32α2
ðLBÞijðLBÞij − 2πψ5ρ; ð2:16aÞ
D¯jðLBÞij ¼ ðLBÞijD¯j ln

α
ψ6

þ 16παψ4ji; ð2:16bÞ
D¯2ðαψÞ ¼ αψ

7ψ4
32α2
ðLBÞijðLBÞij þ 2πψ4ðρþ 2SÞ

;
ð2:16cÞ
where ðLβÞij ¼ D¯iβj þ D¯jβi − 2
3
δijD¯kβk, D¯i denotes the
flat-space covariant derivative so that D¯i ¼ ∂i in Cartesian
coordinates, and Bi ¼ βi þ ki þ Ωϵijlðxj − xjCMÞal, where
xjCM is the center of mass, Ω is the orbital frequency, ϵijl is
the Levi-Civita symbol, and al is a unit vector pointing
along the direction of the orbital angular momentum. The
trace-free part of the extrinsic curvature is given by
Aij ¼ 1
2ψ4α
ðLβÞij: ð2:17Þ
2. Assumptions for matter variables
Similarly to the metric variables, we also need to make
assumptions for the matter fields. These assumptions are
discussed in more detail in Refs. [17,22] and briefly
described below. We start by splitting the 4-velocity of
the fluid into a piece along the local symmetry vector kμ,
and one orthogonal to it, which we call Vμ. Specifically, we
write
uμ ¼ u0ðkμ þ VμÞ; ð2:18Þ
with u0 ¼ −uνnν=α. Next we introduce the canonical
4-momentum 1-form of a fluid element:
pμ ¼ huμ: ð2:19Þ
While we can assume that Lkpμ ¼ 0 for irrotational
binaries, this equation is, in general, not satisfied for
spinning neutron stars—see Appendix A of Ref. [22].
Thus, we split the canonical 3-momentum 1-form of a fluid
element
pi ¼ γiμpμ ð2:20Þ
into an irrotational part which can be written as the gradient
of a potential, Diϕ, and a rotational part wi:
pi ¼ Diϕþ wi ð2:21Þ
or, equivalently, in four dimensions
pμ ¼ ∇μϕþ wμ: ð2:22Þ
Although Lkpμ ≠ 0, we assume
Lkðρu0Þ ¼ 0; ð2:23aÞ
γi
μLkð∇μϕÞ ¼ 0; ð2:23bÞ
γi
μLk¯wμ ¼ 0; ð2:23cÞ
with
k¯μ ≔
∇μϕ
hu0
≕ kμ − Δkμ; ð2:24Þ
which is parallel to the worldline of the star’s center. At this
point useful relations can be derived immediately,
γi
νLkpν ¼ð2.23bÞγiνLkwν ¼ γiνLk¯þΔkwν
¼ð2.23cÞγiνLΔkwν ¼ð3Þ LΔ~kwν; ð2:25aÞ
Vi þ Δ~ki ¼ð2.18Þ u
i
u0
− ki þ Δki ¼ u
i
u0
− k¯i ¼ð2.21Þ w
i
hu0
ð2:25bÞ
with the three-dimensional Lie derivative ð3ÞL and
Δkμ ¼ ð0;Δ~kiÞ. Additionally, from the fact that hu0 and
γij are approximately constant along
wi
hu0 we obtain
ð3ÞLVþΔ~kwi ¼
wi
hu0
ð3ÞL w
hu0
hu0 þ wjð3ÞL w
hu0
γij ≈ 0: ð2:26Þ
Finally, in order to simplify the continuity equation [see,
e.g., Eq. (30) in Ref. [22]] we need to assume that
ρ0gμνLkgμν ¼ ρ0ð12Lk lnψ þ 2Lk ln αÞ ≈ 0: ð2:27Þ
This assumption immediately follows from Eq. (2.12),
which holds near each star.
Following Ref. [22] and plugging Eq. (2.18) into the
continuity equation (2.7) and using Eqs. (2.27) and (2.23a)
we get
Diðρ0αu0ViÞ ¼ 0: ð2:28Þ
Similarly, the Euler equation (2.8) together with
Eqs. (2.25a), (2.25b), and (2.26) can be simplified and
integrated:
h
u0
þ VjDjϕ ¼ −C ¼ const: ð2:29Þ
Note that a simple derivation of this first integral, which
makes use of theCartan identity, canbe found inAppendixC.
The constant C is chosen during the numerical iteration
process in such a way that the baryonic mass of each star
stays constant; see Sec. III.
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In general the velocity is given by
Vi ¼ D
iϕþ wi
hu0
− ðβi þ kiÞ; ð2:30Þ
which gives the continuity equation in the form
Di

ρ0α
h
ðDiϕþ wiÞ − ρ0αu0ðβi þ kiÞ

¼ 0: ð2:31Þ
This equation can be seen as a nonlinear elliptic equation in
ϕ and especially needs known boundaries at the star’s
surface to be solved. To handle this issue we introduce
surface-fitted coordinates in the subsequent section.
Integrating and using uμuμ ¼ −1 leads to
h ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
L2 − ðDiϕþ wiÞðDiϕþ wiÞ
q
; ð2:32Þ
with
L2 ¼ bþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b2 − 4α4½ðDiϕþ wiÞwi2
p
2α2
; ð2:33aÞ
b ¼ ½ðki þ βiÞDiϕ − C2 þ 2α2ðDiϕþ wiÞwi: ð2:33bÞ
For the data constructed with the CRVapproach we choose
throughout the entire paper
wi ¼ ϵijkωjðxk − xkCÞ; ð2:34Þ
where xiC gives the coordinate position of the center of the
star and ωi is an arbitrary angular velocity vector.
B. Specifying the symmetry vector
Helical Killing vectors are well known and commonly
used constructs in numerical relativity to construct binaries
on circular orbits that are stationary in a corotating frame.
The general expression for these vectors is given by
kαqc ¼ tα þΩqcφα ¼ tα þ Ωqcðxyα − yxαÞ; ð2:35Þ
where we used the vectors t ¼ ∂t, x ¼ ∂x, y ¼ ∂y, and φ ¼
∂φ that generate translations in the t, x, and y directions,
respectively, and rotations in the φ direction. In Ref. [17],
we showed how to generalize this vector to incorporate
eccentricity as well as radial velocity. However, because
our initial numerical implementation of the method used a
Cartesian grid, without the surface-fitted coordinates
needed to solve for the velocity potential, we settled on
a constant fluid-velocity approximation instead of solving
Eq. (2.31). We are now able to solve the full set of
equations for the first time. In the following, we will
briefly summarize how we generalize the standard approxi-
mate helical Killing vector to an approximate helical
symmetry vector that incorporates radial velocity and
eccentricity.
To find a vector kα that approximately Lie-derives the
flow we make the following two assumptions: (i) such a kα
exists; (ii) kα is along the motion of the star center.
In order to describe eccentric orbits we make the addi-
tional assumption that (iii) each star center moves along a
segment of an elliptic orbit at apoapsis. Since we only need
a small segment of an orbit near apoapsis, we will
approximate this segment by the circle inscribed into the
elliptical orbit there. Then the radii of the inscribed circles
are
rc1;2 ¼ ð1 − eÞd1;2; ð2:36Þ
where d1 and d2 are the distances of the particles from the
center of mass at apoapsis and e is the eccentricity
parameter for the elliptic orbit [17]. These two inscribed
circles are not centered on the center of mass, but on the
points
xc1;2 ¼ x1;2 ∓ rc1;2 ¼ xCM þ eðx1;2 − xCMÞ; ð2:37Þ
where we have used d1;2 ¼ jx1;2 − xCMj and assumed that
apoapsis occurs on the x axis. (The upper and lower signs
correspond to the subscripts 1 and 2, respectively.)
Assumption (ii) then tells us that the approximate
Killing vector for elliptic orbits must have the form
kαecc1;2 ¼ tα þ Ω½ðx − xc1;2Þyα − yxα ð2:38Þ
near each star [17].
The next step is to allow a slow inspiral of the orbit due
to energy loss because of GW emission. This means the
orbital velocity will have a small radial component in the
direction of the center of mass. Assumption (ii) then tells us
that assumption (iii) above needs to be modified to include
a radial piece. We assume that the approximate symmetry
vector now is
kα1;2 ¼ kαecc1;2 þ
vr
r12
rα
¼ tα þ Ω½ðx − xc1;2Þyα − yxα þ
vr
r12
rα; ð2:39Þ
which we also refer to as a helliptical approximate
symmetry vector. (We introduce the term “helliptical” to
refer to the combination of helical and elliptical motion.)
Here rα ¼ ð0; x; y; zÞ points in the radial direction, r12 ¼
jx1 − x2j is the distance between the star centers, and vr is a
radial velocity parameter. The radial velocity vr could be
chosen corresponding to the radial velocity of an inspiral-
ing binary from post-Newtonian calculations, or it can be
obtained from an iterative procedure aimed at reducing the
orbital eccentricity such as the one described in Sec. IV C.
TIM DIETRICH et al. PHYSICAL REVIEW D 92, 124007 (2015)
124007-6
In this case we also have to adjust the eccentricity
parameter e that appears in xc1;2 . The reason is that
changing e amounts to changing the tangential orbital
velocity, which is needed when we want noneccentric
inspiral orbits.
We discuss the accuracy of this approximate symmetry
vector [i.e., the accuracy to which Eq. (2.12) is satisfied] in
Appendix B 2.
III. CODE DESCRIPTION
To construct initial data with SGRID we use the numerical
framework described in Refs. [21,23]. In this section we
recall important aspects to give an almost complete picture.
In particular, we describe the grid configuration, the
iteration procedure, and recent changes which allow us
to use more realistic EOSs and also compute configurations
with a relatively large mass ratio. A short discussion about
the BAM code will be given in Sec. V.
A. Grid configuration
We place the neutron stars along the x axis. Figure 1
illustrates the part of the computational domain with y > 0,
z ¼ 0. The entire grid is built out of six individual domains.
The grid configuration is not fixed and changes during the
computation in response to changes in the positions of the
stars’ surfaces.
We follow the approach of Refs. [21,62] and express
Cartesian coordinates as
x ¼ b
2

1
ðX2 þ R2Þ2 þ 1

ðX2 − R2Þ; ð3:1aÞ
y ¼ b

1
ðX2 þ R2Þ2 − 1

XR cosðφÞ; ð3:1bÞ
z ¼ b

1
ðX2 þ R2Þ2 þ 1

XR sinðφÞ; ð3:1cÞ
with X ∈ ½0; 1, R ∈ ½0;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − X2
p
, φ ∈ ½0; 2πÞ. Further-
more, we transform to coordinates A, B, φ for the different
domains. The domains covering the exterior of the stars and
including spatial infinity ðA;BÞ ¼ ð1; 0Þ employ
X ¼ ð1 − AÞ½ReðCðB;φÞÞ − BReðCð1;φÞÞ
þ B cos

Aπ
4
þ ð1 − AÞ argðCð1;φÞÞ

; ð3:2aÞ
R ¼ ð1 − AÞ½ImðCðB;φÞÞ − BImðCð1;φÞÞ
þ B sin

Aπ
4
þ ð1 − AÞ argðCð1;φÞÞ

: ð3:2bÞ
Since spatial infinity is included in our domain, we can
impose exact Dirichlet boundary conditions:
lim
r→∞
ψ ¼ 1; lim
r→∞
Bi ¼ 0; lim
r→∞
αψ ¼ 1; ð3:3aÞ
where r denotes the coordinate distance from the origin.
The inner domain boundary A ¼ 0 is the star’s surface,
with
CðB;φÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tanh

σðB;φÞ þ iπB
4
s
; ð3:4Þ
where σ is a function that determines the shape of the
star’s surface, and  denotes the sign of the x coordinate,
i.e., the left or the right star. At each star’s surface Eq. (2.31)
is subject to the boundary conditions
FIG. 1 (color online). The grid structure in the xy plane for an equal-mass configuration. One can see lines of constant A and B (dark
blue lines) for b ¼ 16, σþ ¼ −σ− ¼ 1.304 and Amax ¼ 0.5 with an overlay of the density profile of the cross section. Moreover one can
see the Cartesian boxes with Chebyshev grids inside the stars.
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½ðDi þ wiϕÞ − hu0ðβi þ kiÞDiρ ¼ 0: ð3:5Þ
The coordinate transformations inside the stars are
X ¼ ð1 − AÞ½ReðCðB;φÞÞ − BReðCð1;φÞÞ
þ B cosðDÞ þ δð1 − BÞA; ð3:6aÞ
R ¼ ð1 − AÞ½ImðCðB;φÞÞ − BImðCð1;φÞÞ
þ B sinðDÞ þ δ∓ð1 − BÞA; ð3:6bÞ
with
D ≔ ð1 − AÞ argðCð1;φÞÞ þ δ∓
π
2
A; ð3:7Þ
where δ ¼ 1 for the star with x > 0 and is zero for the
other, and vice versa for δ∓. Unfortunately, the trans-
formation to (A, B, φ) coordinates is singular for A ¼ 1
(i.e., at the star’s center). To cure this problem, we cover the
center by a Cartesian box with grid points at
xik ¼
ximin − ximax
2
cos

kπ
ni − 1

þ x
i
min þ ximax
2
; ð3:8Þ
where xi ¼ ðx; y; zÞ, with 0 ≤ k < nCart. The Cartesian
boxes cover a region for A > Amax. The choice of Amax
allows us to specify the clustering of the grid points. For
large Amax the Cartesian box is smaller, while for small
Amax the box is larger. Thus, introducing a small Amax
increases the resolution in the outer region of the stars. This
will be important when piecewise polytropes are employed,
where it is crucial to resolve the crust with a sufficient
number of grid points. The collocation points in the other
regions of the grid are
Ai ¼
Amax
2

1 − cos

πi
nA − 1

; ð3:9aÞ
Bj ¼
1
2

1 − cos

πj
nB − 1

; ð3:9bÞ
φk ¼
2πk
nφ
; ð3:9cÞ
with 0 ≤ i < nA, 0 ≤ j < nB, 0 ≤ φ < nφ. In the A, B
directions we use Chebyshev polynomials, while for the φ
direction a Fourier expansion is used. For a typical
configuration, we employ between 20 and 28 points in
A, B and eight points in the φ direction. The Cartesian box
is covered with nx ¼ ny ¼ nz ¼ nCart ¼ 16;…; 24 points,
where typically we choose nCart ¼ nA − 4.
Finally, some regularity conditions along the x axis have
to be imposed: in the domains where (A, B, φ) coordinates
are employed, we set
∂φF ¼ 0; ð3:10aÞ
∂sF þ ∂s∂φ∂φF ¼ 0; ð3:10bÞ
with F ∈ fψ ; Bi; α;ϕg and s ≔
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
y2 þ z2
p
.
B. Iteration procedure
To solve the coupled system of partial differential
equations we perform a specific iteration procedure first
introduced and described in detail in Ref. [23]. The scheme
is sketched in Fig. 2 and we describe it in detail in the
following.
(i) We start with an initial guess. This guess can be
obtained by solving the Tolman-Oppenheimer-
Volkoff (TOV) [63,64] equation (and superposing,
if we are considering a binary) or given by a
previously constructed configuration. The velocity
potential ϕ in each star is set to ϕ ¼ ΩðxC − xCMÞy,
where xC is the x coordinate of the star’s center (this
initial guess corresponds to a spatially constant
velocity field and is exact for rigidly rotating non-
relativistic stars).
(ii) In the second step we evaluate the residuals of all
elliptic equations (denoted byΔell in Fig. 2) and stop
if these residuals are below the prescribed tolerance.
(iii) If the residual of Eq. (2.31) is bigger than the
combined residuals of Eqs. (2.16a)–(2.16c), we
solve Eq. (2.31) for ϕ and use a softening procedure
ϕ ¼ ζϕsolved þ ð1 − ζÞϕold, where for this iteration
procedure ζ ¼ 0.2 is applied.
(iv) We solve the elliptic equations for ψ, Bi, α
[Eqs. (2.16a)–(2.16c)] with a softening of ζ ¼ 0.4.
(v) The positions of the stars’ centers, xC;, are
determined by the maximum of h along the x axis.
We determine Ω and xCM with the help of the force
balance equation (3.16); see Sec. III C 2 for more
details.
FIG. 2 (color online). Iteration scheme as outlined in the text.
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(vi) We then compute h and choose C such that
the baryonic mass of each star remains constant.
Afterwards, we update σ to reflect the changes in
the shape of the stars’ surfaces and adjust the
domain boundaries accordingly. In most cases we
filter out high frequencies in σ for overall stability
and apply ∂BσðB;φÞjB¼0;1 ¼ 0 to keep the stars on
the x axis.
(vii) We go back to step (ii).
C. Code improvements
1. Including piecewise polytropes
In order to easily incorporate more realistic equations of
state we follow the approach in Ref. [65] and approximate
them by piecewise polytropic equations of state.
For a simple polytropic EOS, with p ¼ κρΓ0 (where
Γ ¼ 1þ 1=n), the matter variables inside the star are C∞
and only the star’s surface needs special attention.
However, this is no longer the case when dealing with
piecewise polytropes.
For a polytrope with polytropic index nI and constant κI ,
the pressure p, specific enthalpy h, and energy density
ρE ¼ ρ0ð1þ ϵÞ are related to the rest mass or baryonic
mass density ρ0 via
p ¼ κIρ1þ1=nI0 ; ð3:11aÞ
h ¼ ðnI þ 1ÞκIρ1=nI0 þ KI; ð3:11bÞ
ρE ¼ ðnIκIρ1=nI0 þ KIÞρ0; ð3:11cÞ
where KI is a constant that determines the specific
enthalpy at the star surface. For piecewise polytropic
EOSs we divide the range of possible ρ0 into intervals
½0; ρ0;1, ½ρ0;1; ρ0;2, etc. We label the intervals by
I ¼ 0; 1;…. Within each interval I we use the polytropic
relations of Eq. (3.11a), but with a different nI, κI and KI .
In interval 0 we must choose K0 ¼ 1 to ensure that the
specific enthalpy is unity at the star surface. We can freely
choose all the nI and κ0 to closely approximate some
desired EOS. However, in order to assure continuity of p,
h and ρE across interval boundaries the remaining κI and
KI must be related by
κI ¼ κI−1ρ1=nI−1−1=nI0;I ; ð3:12aÞ
K0 ¼ 1; ð3:12bÞ
KI ¼ KI−1 þ nI−1κI−1ρ1=nI−10;I − nIκIρ1=nI0;I : ð3:12cÞ
In this case we only know that all the matter variables
are at least C0 (i.e., continuous), but not necessarily
differentiable.3 We use the parameters presented in
Ref. [65] and employ four different pieces consisting of
a crust and three inner regions. All piecewise polytropic
EOSs we use give a maximummass ofMmax ≥ 1.99M⊙ (so
they are 1σ compatible with the precise high-mass neutron
star measurements in Refs. [67,68]), and have an adiabatic
sound speed cs ≤ 1 for densities up to the maximum
density of a stable TOV star. These EOSs also span a
range of microphysical content, including hyperons (H4)
and the hadron-quark mixed phase (ALF2), as well as the
standard npeμ composition, and were obtained using a
variety of calculational methods (see Sec. II in Ref. [65] for
further details). Important parameters for the EOSs we
employ are given in Table I.
Additionally, we use two simple polytropic EOS, one (Γ2)
with κ ¼ 123.6489 and Γ ¼ 2 and one (Γ2.72) with κ ¼
23841.43 and Γ ¼ 2.7203. The latter EOS is constructed as
an “average fit” to certain of the realistic EOSs we consider,
where we have fitted pðρ0Þ ¼
P
i∈S piðρ0Þ=6 for the six
EOSs S ¼ ðSLy;ALF2;MPA1;MS1;MS1b;ENGÞ with a
simple polytropic EOS in the density interval ρ0 ∈
½0; 3.24 × 10−3. The resulting EOS tends to be
more “realistic” than the Γ2 polytrope widely used in the
literature. In particular, it allows a maximum mass
> 2M⊙ and has a maximum adiabatic sound speed < 1
for the maximum mass TOV star. The overall qualitative
behavior of its mass-radius curve is also more similar to
those of realistic EOSs than that of the Γ2 EOS.
In the past, SGRID used q¯ ≔ p=ρ0 as the fundamental
variable, i.e., the matter variables and their spatial deriv-
atives were all derived from q¯. But with this definition q¯
will only be C0 in the case of a piecewise polytropic EOS,
even for a single TOV star. In contrast, h, which is given by
dh
dr
¼ − h½mðrÞ þ 4πr
2p
r½r − 2mðrÞ ð3:13Þ
for a single TOV star, will be at least C1 inside the star
under the assumption that p, ρ0 ∈ C0. [Here mðrÞ ≔
4π
R
r
0 ρ0ðr¯Þr¯2dr¯, so m ∈ C1.] For this reason we have
switched variables to
q ≔ h − 1; ð3:14Þ
which is at least C1 for single TOV stars. Taking spatial
derivatives of q is thus more accurate than taking them
of p=ρ0.
We can compute the other matter variables in terms of q,
giving
3We have not used the spectral fits to realistic equations of state
from Ref. [66], even though these would giveC∞ matter variables
inside the star, since we need to have the same implementation of
the EOS as in the BAM code that we use for evolutions: slight
differences between the two fits to a given EOS would lead to
unphysical effects upon starting the evolution.
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ρ0 ¼

qþ 1 − KI
κIðnI þ 1Þ

nI
; ð3:15aÞ
p ¼ ρ0
qþ 1 − KI
nI þ 1
; ð3:15bÞ
ρE ¼ nIpþ KIρ0: ð3:15cÞ
2. Updating Ω and x1CM
In order to also solve Eq. (2.32) we need to know the
values of Ω and x1CM. We first determine the star centers
x1C by finding the maximum of the current h along the
x axis. Using ∂1hjx1C ¼ 0 in Eq. (2.32) we find [23]
∂1 ln

α2 −

βi þ ki þ w
i
hu0

βi þ ki þ
wi
hu0

x1C
¼ −2∂1 lnΓjx1C : ð3:16Þ
Note that βi þ ki is a function ofΩ and x1CM. The right-hand
side of Eq. (3.16) is given by
Γ ¼
αu0½1 − ðβi þ ki þ wihu0Þ Diϕα2hu0 − wiw
i
ðαhu0Þ2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − ðβi þ ki þ wihu0Þðβi þ ki þ wihu0Þ 1α2
q ; ð3:17Þ
which we reproduce here (with ξi replaced by ki) because
there were some typos in the original published version in
Ref. [23]. Equation (3.16) is called the force balance
equation. It gives one equation for Ω and x1CM at each star
center and thus can be used to update Ω and x1CM. One
noteworthy caveat is that we evaluate the derivative of lnΓ
in Eq. (3.16) for the Ω and x1CM before the update.
We have found that the force balance equation works
well in many cases. However, for more massive stars
or higher mass ratios the overall iteration can become
unstable. In this case the center of mass drifts away and
the magnitude of the Arnowitt-Deser-Misner (ADM)
momentum
PiADM ¼
Z
jiψ10d3x; ð3:18Þ
especially of its y component PyADM becomes large. This
problem has also been observed by others [36]. It can be
solved in part by computing Ω and x1CM in a different way:
notice first that the matter flux
ji ¼ αðρE þ pÞðu0Þ2ðVi þ ki þ βiÞ ð3:19Þ
in Eq. (3.18) depends on the Killing vector kμ and thus on
Ω and x1CM. Using the Ω from the previous iteration we can
then solve the equation PyADM ¼ 0 for x1CM. This gives a
value for the center of mass such that the PyADM will be zero
as desired. Once we have determined x1CM in this way, we
next compute Ω from Eq. (3.16) for each star’s center. This
will in general give two different values for Ω. For the final
Ω we simply use the average of these two values.
IV. BINARY NEUTRON STARS
IN QUASIEQUILIBRIUM
In the following, we discuss the main results on
equilibrium configurations obtained by applying the frame-
work and code improvements discussed in Sec. II and
TABLE I. Properties of the EOSs used in this work. The first seven rows refer to piecewise polytropes, where we
employ the fits of Ref. [65]. These EOSs use a crust with κcrust ¼ κ0 ¼ 8.948185 × 10−2 and
Γcrust ¼ 1þ 1=n0 ¼ 1.35692. The divisions for the individual parts are at ρ0;1 ¼ ρcrust, ρ0;2 ¼ 8.12123 × 10−4
and ρ0;3 ¼ 1.62040 × 10−3. The last two rows refer to simple polytropic EOSs. The columns (for the piecewise
polytropes) refer to the name of the EOS, the maximum density in the crust, the three polytropic exponents
ΓI ¼ 1þ 1=nI for the individual pieces, and the maximum supported gravitational massMmax, maximum baryonic
mass Mmaxb , and maximum dimensionless compactness C
max, respectively, of an isolated nonrotating star. For the
simple polytropes we present Γ and κ, in addition to the same maximum values for an isolated nonrotating star given
for the piecewise polytropes.
EOS ρcrust · 104 Γ1 Γ2 Γ3 Mmax Mmaxb Cmax
SLy 2.36953 3.005 2.988 2.851 2.06 2.46 0.31
ALF2 3.15606 4.070 2.411 1.890 1.99 2.32 0.26
ENG 2.99450 3.514 3.130 3.168 2.25 2.73 0.32
H4 1.43830 2.909 2.246 2.144 2.03 2.33 0.26
MPA1 2.71930 3.446 3.572 2.887 2.47 3.04 0.32
MS1 1.52594 3.224 3.033 1.325 2.77 3.35 0.31
MS1b 1.84169 3.456 3.011 1.425 2.76 3.35 0.31
Γ2 Γ ¼ 2, κ ¼ 123.6489 1.82 2.00 0.21
Γ2.72 Γ ¼ 2.7203, κ ¼ 23841.43 2.40 2.85 0.30
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Sec. III. In particular we analyze the spin-orbit (SO)
interaction for realistic EOSs; we extend the work of
Ref. [17] on highly eccentric orbits, where we improve
our data by solving Eq. (2.31) for the velocity potential; we
investigate inspirals on eccentricity reduced orbits; we also
present significantly unequal mass setups as well as
configurations with high compactnesses; and we end with
a convergence study.
A. Spins
To date, there exist three ways to model the fluid velocity
field in quasiequilibrium BNS configurations in general
relativity. Neutron star spins are neglected in the irrotational
approach, while they are treated in an unphysical manner
if corotation is assumed. The CRVapproach [22,23] (see also
Ref. [37]) is the only known alternative for the construc-
tion of consistent and constraint-solved initial data where
spins are included and can be chosen freely. Alternative
approaches have been proposed and employed in dynamical
evolutions [30–32], but they are based on constraint-
violatingdatawhich alsoviolate hydrodynamical stationarity
conditions. Here we discuss some properties of equilibrium
sequences of CRV BNSs expanding the work of Ref. [37],
and focusing on the spin-orbit interaction.
We compute equilibrium sequences for the SLy and
MS1b EOSs (Table I), setting the baryonic masses of the
individual neutron stars toMb ¼ 1.48945. Additionally, we
use results of Ref. [37], where the Γ2 EOS was employed
and the baryonic mass of the neutron stars was set to
Mb ¼ 1.625. For each of these EOSs we obtain sequences
at fixed baryonic mass and for five different spin magni-
tudes, two aligned spin setups (↑↑), one irrotational (00),
and two antialigned setups (↓↓). Each sequence essentially
mimics an adiabatic evolution. (In the aligned and anti-
aligned cases we are considering, the spin directions remain
unchanged during an evolution.) The resolution employed
for the piecewise polytropes is nA ¼ nB ¼ 28; nφ ¼ 8,
nCart ¼ 24, while for the Γ2 simple polytrope it is
nA ¼ nB ¼ 24, nφ ¼ 8, nCart ¼ 20. We use a higher reso-
lution for the piecewise polytropic runs to better resolve the
crust region (cf. Table I and Sec. IV F).
We stress that an unambiguous definition of the indi-
vidual spins of the stars in a binary system is in general not
possible. It is however possible to define the spin of single
isolated neutron stars within the CRV approach, as dis-
cussed in Appendix D. Using this result, one can give an
estimate of the magnitudes of the spins of the stars in a
binary by considering, for each star, an isolated configu-
ration with the same baryonic mass Mb and the same
rotational part of the 4-velocity wμ, and assuming that the
individual spin magnitudes SA, SB remain unchanged when
we use the same parameters to compute binary initial data.
We analyze equilibrium sequences in terms of the
reduced binding energy
E ¼ 1
ν

MADM
M
− 1

; ð4:1Þ
and the specific orbital angular momentum
l ¼ L
νM2
¼ JADM − S
A − SB
νM2
: ð4:2Þ
Here ν ≔ MAMB=M2 is the symmetric mass ratio,MA and
MB are the individual masses of the stars in isolation,
M ≔ MA þMB,4 and MADM and JADM are the binary’s
ADM mass and angular momentum, respectively. Here
EðlÞ is a gauge-invariant way to characterize the dynam-
ics, which is also applicable to full numerical relativity
evolutions; see Refs. [69,70] and Sec. V B. The EðlÞ
curves are shown in Fig. 3 for the SLy EOS; other EOSs
show qualitatively the same behavior. From the figure
one observes that aligned configurations are less bound
than antialigned configurations. This behavior follows
from the fact that the SO interaction, which is the main
spin-related effect, is repulsive for aligned spins and
attractive for antialigned spins (for a fixed l); see, e.g.,
Ref. [71] and below.
In the following we explicitly compute the SO contri-
bution in our binding energy data, and show its influence on
the dynamics as well as its independence of finite-size
(EOS) effects. We write the binding energy as
EðlÞ ¼ E0 þ ESO þ ET þ ESS; ð4:3Þ
where E0 describes the binding energy of a nonspinning
black hole binary in the conformal flatness approximation,
and is therefore independent of the spin and matter effects;
FIG. 3 (color online). Reduced binding energy versus specific
total angular momentum for a binary system with MAb ¼ MBb ¼
1.4895 and the SLy EOS. The influence of aligned and anti-
aligned spin is shown with arrows.
4Notice that the individual masses of the stars in isolation (MA,
MB) are obtained here for spinning neutron stars and differ from
the results for irrotational stars with the same baryonic mass.
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ESO and ESS represent the SO and spin-spin contributions,
respectively; and ET denotes the tidal contribution.
Assuming for simplicity that the dimensionless spins are
the same (as is the case here) j ≔ jA ¼ SA=ðMAÞ2 ¼
jB ¼ SB=ðMBÞ2, the SO interaction is proportional to
ESO ∝ j · L ¼ ∥j∥∥L∥ cosð∠ðj;LÞÞ: ð4:4Þ
Thus, the angle between j and the orbital angular momen-
tum L defines whether the SO interaction is repulsive or
attractive. In the cases considered here, cosð∠ðj;LÞÞ takes
the values 1 and −1. For these two possibilities we can
write
ESO ¼ ESOðlÞj; ð4:5Þ
where j denotes the signed magnitude of j, i.e.,
j ≔ ∥j∥ cosð∠ðj;LÞÞ. Equation (4.5) allows us to answer
two important questions: (i) do we see an imprint of the
EOS on the SO interaction?; (ii) does the linear dependence
of ESO on j capture the main dynamics?.
According to our spin definition (see above), the spins
are constant during the adiabatic evolution. This is a good
approximation at these separations and also supported by
numerical evidence in binary black hole simulations
[72–75]. The ESOðlÞ term can be computed using
ESOðlÞ ¼
Eð↑↑Þj ðlÞ − Eð↓↓Þj ðlÞ
2j
ð4:6Þ
for different (signed) spin magnitudes j, where Eð↑↑Þj ðlÞ
and Eð↓↓Þj ðlÞ is EðlÞ for aligned and antialigned spins.
Indeed, for a given spin, all the terms in Eq. (4.3) except
ESO cancel in the combination (4.6) because they all have
the same sign.
The function ESOðlÞ is shown in Fig. 4 for all three EOSs
considered here: SLy (top panel), Γ2 (middle panel), and
MS1b (bottom panel). Additionally, we compute the
average for all EOSs (solid line) and compare our results
with the linear-in-spin part of the 4PN energy from
Eq. (8.23) in Ref. [76], which is shown as a black dashed
line in Fig. 4. From the figure we observe: (i) ESOðlÞ is
positive, and therefore the SO interaction is repulsive/
attractive (positive/negative) according to the sign of j [in
general, this depends on ∠ðj;LÞ]; (ii) all the curves agree
within their errors, i.e., there is no significant dependence
on finite-size (EOS) effects; (iii) the PN expression from
Ref. [76] captures the behavior of our conformally flat data
for all employed EOSs.
We notice that the ESS and the ET terms in Eq. (4.3) can
be extracted in a similar way. However, for the spin
magnitudes and orbital separations considered here they
lie within the uncertainty of our data.
B. Highly eccentric configurations
In Ref. [17] we described a method to produce hydro-
dynamically consistent initial data for relativistic stars on
orbits with arbitrary eccentricities for the first time. In our
initial implementation of the method, we used an elliptic
solver based on a Cartesian multigrid method, for which it
is technically difficult to solve an equation to determine the
velocity potential, since this would require boundaries at
the star’s surface. Instead of introducing surface-fitted
coordinates, we employed a constant 3-velocity approxi-
mation, which could be motivated by the restriction to
irrotational binaries. This means that we assumed the
instantaneous (at apoastron) 3-velocity vy of a fluid element
measured by a coordinate observer to be constant through-
out the star, so the 4-velocity could be written as
uα ¼ utðtα þ vyyαÞ: ð4:7Þ
However, SGRID provides surface-fitted coordinates and
allows us to solve easily for the velocity potential. First, we
want to briefly compare our old results to the newly
obtained SGRID results and show the improvement of the
initial data gained by solving the additional equation for
the velocity potential. Figure 5 compares the oscillations of
SLy-j=0.09
SLy-j=0.17
PN
NR-fit
-j=0.05
-j=0.10
PN
NR-fit
MS1b-j=0.10
MS1b-j=0.20
PN
NR-fit
FIG. 4 (color online). The spin-orbit coefficient ESO in the
reduced binding energy of the binary neutron stars. We compare
numerical results for the SLy (top panel), Γ2 (middle panel), and
MS1b (bottom panel) EOSs with the predictions of the post-
Newtonian (PN) approximation (black dashed lines). We also
include an average line for our data in all panels (solid black
lines). We estimate the numerical error bars from computations at
different resolutions and show them as shaded regions.
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the central density throughout the evolution for the pre-
vious multigrid solver and SGRID for two equal-mass stars
with baryonic masses MA;Bb ¼ 1.620 on a quasicircular
orbit with an initial (2,2) mode GW frequency of
Mω022 ¼ 0.053.
This simple test case with two polytropic stars (Γ2)
clearly shows the influence of the fully solved velocity
potential: while we observe strong oscillations of 30% in
the central density for superimposed TOV stars (which
gives constraint-violating initial data), we only observe
roughly 4% oscillations for the constraint solved data using
the constant 3-velocity approximation. In this case, SGRID
and the Cartesian multigrid data give a good agreement. If
we drop the approximation and solve for ϕ, we can obtain
even lower oscillations, improved by a factor of 5, i.e., less
than 1% (solid black line in Fig. 5). Here we use the same
evolution setup in BAM as in Ref. [17], in order to make a
direct comparison: we use the Baumgarte-Shapiro-Shibata-
Nakamura [77–79] formulation, and 98 points in each
direction in each of five refinement levels, with a grid
spacing of h5 ¼ 0.1875 on the finest level. We do not use
the conservative mesh refinement introduced in Ref. [35].
The SGRID initial data use nA ¼ nB ¼ 24, nφ ¼ 8 and
nCart ¼ 20 points. The reduced density oscillation with
our new setup will allow us to study orbit-induced
oscillations as in Ref. [29] in more detail and disentangle
the orbital effect from oscillations due to the initial data
construction, which were present in previous attempts.
We now consider quasiequilibrium sequences for differ-
ent eccentricities. We compare our eccentric sequences to
post-Newtonian results for the eccentricity in Fig. 6. The
squared eccentricities are plotted versus the mean angular
velocity Ω¯ ≔ 2π=T ¼ Ωð1þ eÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − e2
p
(defined in terms
of the orbital period T). Here we compute the PN
eccentricity from the ADM expressions for the energy
Multigrid
SGRID
SGRID -approx
unsolved
FIG. 5 (color online). Star’s maximum density scaled by its
initial value: the simple superposition of TOV stars without
solving the constraints (dashed green), Cartesian multigrid
method solver of Ref. [17] (solid red), SGRID data assuming
constant 3-velocity (dotted blue) and SGRID data solving the fluid
potential equation (2.31) (solid black).
FIG. 6 (color online). The two plots in the top panel show the squared eccentricity eˆ2harm calculated from the ADM energy E and
angular momentum J using harmonic coordinate PN expressions. We show the results at 3PN (top left) and 1PN (top right) for runs with
different input eccentricity e (given as horizontal dashed lines). (We plot the square of the PN eccentricity since this quantity becomes
negative for small e.) While the results for small eccentricities are calculated more accurately with increasing PN orders, the error is no
longer monotonic with PN order for larger eccentricities. The two plots in the bottom panel show convergence of the eccentricity
estimate with increasing PN order for an input eccentricity e ¼ 0.1 on the left and how this convergence becomes more erratic for higher
eccentricities (using e ¼ 0.5 as an example) on the right side.
BINARY NEUTRON STARS WITH GENERIC SPIN, … PHYSICAL REVIEW D 92, 124007 (2015)
124007-13
and angular momentum; we subtract the gravitational
masses of the stars in isolation from the total ADM energy
to obtain the binding energy that enters the PN calculation.
(We did not perform such a comparison in Ref. [17], since
the BAM implementation does not use a compactified grid
including spatial infinity and was thus unable to compute
the ADM quantities sufficiently accurately for this com-
parison.) In this figure, we see that the PN eccentricity
indeed converges nicely to the input eccentricity as the
binary’s separation increases, but it only converges well to
the input eccentricity as one increases the PN order for
smaller eccentricities (0 and 0.1). For the two larger
eccentricities we consider (0.4 and 0.5), the 1PN results
are closer to the input eccentricity than the 3PN results
(though the 3PN results are closer than the Newtonian or
2PN results).
In order to obtain the PN expressions we used to create
this figure, we, in essence, derived the 3PN extension of the
1PN expression for the eccentricity given by Mora and Will
in Eq. (2.36) of Ref. [80], using the general 3PN results
they give. (The only difference in the derivations is that
since we solve for the square of the eccentricity, we do not
perform the PN expansion of the square root given in
their expression.) We start from the expressions for
~E ≔ Eb=ðMνÞ and ~J ≔ J=ðMν2Þ (the scaled binding energy
and angular momentum) that Mora and Will give in
Eqs. (2.35) and (2.40) for both harmonic and ADM
coordinates. (Note that ~E and ~J are the same as the E and
l used in Sec. IVA; the latter agreement only holds for
the zero-spin case we consider here.) We then invert the
series for ~E to express the PN parameter ζ in terms of
~E; we now use ~E as our expansion parameter. We can thus
calculate the series for ~E~J2 by substituting the series for ζ in
terms of ~E into the PN series for ~J and expanding
consistently.
We then use the resulting harmonic coordinate expres-
sion to obtain a PN series for the square of the eccentricity
parameter, eˆ2harm, in terms of ~E and ~J. We experimented
with various treatments of the expansion (e.g., not expand-
ing after substituting the expression for ζ in terms of ~E and/
or solving for the eccentricity numerically instead of by
series inversion) and found that a consistent expansion to a
given PN order produced the most reasonable-looking
results. Specifically, this gives
eˆ2harm ¼ 1 − 2ξþ ½−4 − 2ηþ ð−1þ 3ηÞξ ~Eþ

20 − 23η
ξ
− 22þ 60ηþ 3η2 − ð31ηþ 4η2Þξ

~E2
þ

−2016þ ð5644 − 123π2Þη − 252η2
12ξ2
þ 4848þ ð−21128þ 369π
2Þηþ 2988η2
24ξ
− 20þ 298η − 186η2 − 4η3
þ

−30ηþ 283
4
η2 þ 5η3

ξ

~E3; ð4:8Þ
where ξ ≔ − ~E ~J2. We also performed the same calcu-
lation with the ADM coordinate expressions, which differ
from the harmonic coordinate ones starting at 2PN, and
found the expected small differences in the results (≲5%,
with smaller differences for larger eccentricities).
Our original motivation for using these particular PN
results was to avoid using expressions which are not well
behaved in the limit of a head-on collision from rest, which
is what our eccentric data approach in the limit of head-on
collision from rest, since our data approach such a collision
in the limit e↗1. For instance, we wish to avoid expres-
sions that have factors of ~J in the denominator. However,
even though we start from expressions that are well behaved
in this limit (by considering ~E~J2 instead of ~J by itself), we
still obtain factors of 1=ξ in the final expression for eˆ2harm
[Eq. (4.8)] starting at 2PN. This is not a significant problem
since JADM is not very small for the systems we are
considering. We thus also investigated the expressions
given by Memmesheimer, Gopakumar, and Schäfer [81]
which are not well behaved in the limit of constant energy
and vanishing angular momentum. Here one can compute
the three eccentricities defined in the post-Keplerian para-
metrization of an eccentric orbit (er, et, and eϕ) from
Eqs. (20) and (25) in Ref. [81] (these give the expressions in
ADM and harmonic coordinates, respectively).
We find that et (particularly in harmonic coordinates)
agrees quite well with the input eccentricities, especially at
large separations, with fractional errors of <2.4% for all
separations we consider for e ¼ 0.5. In addition, we can
compute the coordinate separation r of the stars from the
ADM energy and angular momentum by noting that the
binary is at apoapsis, so we can take _r ¼ 0 in Eqs. (A1) and
(A3) in Ref. [81] (again, these give the expressions in ADM
and harmonic coordinates, respectively) and then solve for
r numerically. Here we find that the value for r we obtain
by solving the harmonic coordinate equation agrees quite
closely with the coordinate separation from SGRID for all
the separations we consider, particularly for the two larger
eccentricities we consider (fractional errors of <2%). Such
close agreement may simply be fortuitous, since there is no
reason a priori to expect the coordinate systems used to
agree so closely.
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C. Orbits with reduced eccentricity
The helliptical approximate symmetry vector (or, more
formally, the instantaneous helical vector) introduced in
Eq. (2.39) allows one to vary the binary’s initial radial
velocity, in addition to the control on the initial tangential
velocity provided by the orbital frequency Ω. If we do not
make use of this freedom, i.e., if we set the radial velocity
and the eccentricity parameter to zero, vr ¼ e ¼ 0, we
obtain the well-known limit of standard quasicircular initial
data. However, when we evolve such data, the separation
between the stars oscillates. From these oscillations (or
their imprint on the gravitational-wave signal) we deduce
actual measured eccentricities of eˆ ∼ 10−2. For the vast
majority of astrophysical scenarios, this remaining eccen-
tricity is purely artificial, because GWs efficiently circu-
larize the orbit during the inspiral, leading to almost
vanishing eccentricities during the last minutes before
merger. In particular, the remaining eccentricity at merger
eˆ of the six observed double neutron star systems that will
coalesce within a Hubble time will be eˆ≲ 10−5 [4] and thus
several orders of magnitude smaller than the eccentricity
obtained when evolving standard quasicircular initial data.
The effect of this artificial eccentricity can be observed in
various quantities, most notably the gravitational wave-
form. Therefore, we apply an iterative method to reduce the
eccentricity, as outlined in Ref. [17]. This method is similar
to the standard eccentricity-reduction procedure for binary
black holes [25,82,83], and the recent work on eccentricity
reduction for binary neutron stars [28].
The basic idea is to find a measure for the eccentricity
and determine which corrections have to be applied in order
to remove the measured eccentricity from a Keplerian orbit.
In this work, we use the proper distance d inside the
hypersurface (measured along the coordinate line connect-
ing the two local minima of the lapse, corresponding to the
centers of the two stars) as well as the GW frequency ω22 to
estimate the remaining eccentricity eˆ. The coordinate
distance dcoord can also be used to estimate eˆ. However,
dcoord depends much more strongly on the particular gauge
choice than the proper distance does and thus gives reliable
results only in certain cases (cf. Ref. [28]), which is why we
choose not to use it. Using d for the two neutron stars, we
track this quantity throughout the evolution and fit it to the
model
dðtÞ ¼ S0 þ A0tþ
1
2
A1t2 −
B
ωf
cosðωftþ ϕÞ: ð4:9Þ
Note that it is also possible to fit the time derivative _dðtÞ
and get rid of one fitting parameter. However, taking the
derivative of d introduces noise, especially for lower
eccentricities. Applying some low-pass filters can help to
improve the results, but d is generally better suited for
obtaining the eccentricity measure than _d. The following
results, however, apply to both methods. A comparison of
the fitting model with the expected Keplerian orbits under
the assumption that the eccentricity e is small for quasi-
circular orbits (so we can neglect higher orders of a series
expansion), yields an eccentricity
e ¼ B
d0ωf
≕ eˆd; ð4:10Þ
where d0 is the initial separation.
The ellipticity part of the model [− Bωf cosðωftþ ϕÞ]
leads to an initial radial velocity of B sinϕ for the stars,
which means that the initial radial velocity vr in Eq. (2.39)
has to be corrected by
δvr ¼ −B sinϕ ð4:11Þ
in order to remove the eccentricity generated by the radial
velocity. Similarly, we can adjust the eccentricity parameter
e (and thus the initial tangential velocity) in order to remove
the residual eccentricity induced by radial acceleration. The
orbital angular frequency at apoastron Ωapo is related to the
Ω of the symmetry vector in Eq. (2.39) byΩapo ≈ ð1 − eÞΩ.
In Newtonian physics we have Ω2apo ¼ ð1 − eÞGM=d30. So
if we change e by a small δe, this will lead to a change in
Ω2apo by δΩ2apo ≈ − GMd3
0
δe ¼ Ω2apoe−1 δe. Here all contributions of
Oðe2Þ have been dropped, since we are only considering
situations where e2 is quite small (≲10−4).
The radial acceleration in Eq. (4.9) is given by Bωf cosϕ.
Considering that a change of δΩ2apo yields a change of the
acceleration of d0δΩ2apo, we obtain a necessary correction of
δe ¼ Bωf cosϕ
Ω2apod0
ð1 − eÞ; ð4:12Þ
where Ωapo can be approximated by either ωf or Ω. We
obtain the correction parameters (4.11) and (4.12) from our
fit to the data from the evolution, where we need at least one
to two orbits for the fit to be accurate enough. Then we
iterate this process until the eccentricity is sufficiently
small, i.e., in most cases two or three iterations.
Besides the already mentioned methods, there exist
several other techniques to determine the eccentricity. To
check the reliability of our results, we want to make use of
the GWs to give an additional estimate of the eccentricity
eˆGW. We follow the procedure given in Ref. [84], based
on Ref. [85], and model the GW frequency motivated by
post-Newtonian calculations as (cf. Ref. [86])
ωfit ¼
1
4
τ−3=8ð1þ c1τ−1=4 þ c2τ−3=8Þ; ð4:13Þ
where c1, c2 are determined by fitting and
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τ2 ¼ ν
2ðtc − tÞ2
25M2
þ τ20; ð4:14Þ
where tc and τ0 are again fitting parameters. We proceed by
looking at the quantity
eˆωðtÞ ¼
ω22ðtÞ − ωfitðtÞ
2ωfitðtÞ
: ð4:15Þ
This measure of eccentricity is time dependent and strongly
oscillatory, but the global extremum
eˆGW ¼ max
t
jeˆωðtÞj ð4:16Þ
can be seen as a time-independent measure of eccentricity;
see Fig. 7. As is to be expected intuitively, this value can
mostly be found in the beginning of the evolution, just after
the initial gauge noise has decayed. Note that the initial
noise has to be cut off in order to obtain consistent data; this
is also necessary for the estimate based on the proper
distance. Comparing the eccentricities obtained this way
with the eccentricities computed from the proper distance,
we observe an agreement within roughly five percent
(comparing eˆGW;3 ¼ 8.4 × 10−4 to eˆd;3 ¼ 8.7 × 10−4 for
the third eccentricity-reduction iteration step of an SLy
EOS run; cf. Table II). Considering the decrease in signal-
to-(numerical)-noise of the proper distance oscillations at
higher iterations, and thus the reduced accuracy in the
parameters one obtains from the fitting procedure, this
agreement is satisfying and shows the consistency of the
measures. In order to minimize the computational effort for
finding eccentricity-reduced initial data, it makes sense to
evaluate eˆd to find the next iteration step’s parameters, since
in this case we have to evolve for fewer time steps. Using
the gravitational-wave signal necessitates longer evolutions
to ensure that the wave has reached the extraction radius.
Table II shows the numerical values for the eccentricity-
reduction iteration for two runs with different setups, viz.,
two equal-mass binaries with different total masses, one
with the SLy EOS and the other with the Γ2 EOS.
Additionally, we show the proper distance d for the latter
setup in Fig. 8. We used SGRID with nA ¼ nB ¼ 26, nφ ¼ 8,
nCart ¼ 22 points. The evolution was done in BAM with a
constraint damping Z4c evolution scheme, as described in
Sec. V. We used a total of seven refinement levels, where
the two inner levels contained 96 points in each direction in
each box with a grid spacing of 0.15 in the finest. The other
outer boxes all contain 192 points in each direction; the grid
spacing is doubled on each successive level moving out-
wards. Finally, the outermost level is given by a cubed
FIG. 7 (color online). The eccentricity as a function of retarded
time u computed from the residual of the GW frequency for SLy
initial data with an initial [(2,2) mode] GW frequency of
Mω022 ¼ 0.0365. We show the quasicircular data (red) and the
third iteration of the eccentricity reduction (blue). The global
extremum, marked by the points, gives eccentricities of eˆGW;0 ¼
0.0156 and eˆGW;3 ¼ 0.00084 for these interactions, which is a
factor of 20 improvement. The horizontal dashed lines mark the
eccentricities eˆd calculated from the proper distance.
TABLE II. Iteration procedure for two binary setups starting at
Mω022 ¼ 0.0365. The first configuration is a Γ2 binary with
individual masses of MA ¼ MB ¼ 1.515 and a total ADM mass
of MADM ¼ 3.006. The second one is an equal-mass SLy
configuration with MA ¼ MB ¼ 1.350 and MADM ¼ 2.6782.
The columns give the eccentricity e and radial velocity vr input
to the code [cf. Eq. (2.39)], along with eˆd, the remaining
eccentricity in the binary evolution measured using the proper
distance d in the hypersurface. We also list the values of the
binding energy Eb ¼ MADM −M and the angular momentum
JADM, which we normalize by M and M2, respectively.
EOS Iter e ½10−3 vr ½10−3 eˆd ½10−3 Eb=M ½10−3 JADM=M2
Γ2
0 0 0 9.77 −7.984 1.0700
1 −6.8 −1.63 1.38 −7.922 1.0729
2 −5.7 −1.14 0.91 −7.920 1.0738
3 −6.3 −1.16 0.56 −7.920 1.0734
SLy
0 0 0 12.41 −8.115 1.0541
1 −6.0 −1.13 7.80 −8.103 1.0580
2 −12.1 −1.91 3.97 −8.088 1.0615
3 −13.7 −1.09 0.87 −8.085 1.0625
FIG. 8 (color online). Comparison of the eccentricity of the
simple polytropic Γ2 setup by looking at the proper distance as a
function of time. The blue dotted line is from an evolution of the
original initial data set, while the solid black line uses the third
iteration step of the eccentricity-reduction procedure.
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sphere (cf. Refs. [53,87–89]; this is also used for the
evolutions in Sec. V) with 192 and 84 points in the radial
and azimuthal directions, respectively. Over the course of
three iteration steps, using the method outlined above to
iteratively determine the correction parameters eˆd and vr,
we were able to decrease the eccentricity in the Γ2 case
from eˆd;0 ¼ 9.8 × 10−3 to eˆd;3 ¼ 5.6 × 10−4, which can be
seen in a significant improvement of the oscillations of the
proper distance (Fig. 8). Similar improvements in the
gravitational waves can be seen in Fig. 7 for the SLy case.
Furthermore, we can try to give some PN estimates of the
improvement of the data by looking again at the PN
expressions from Mora and Will [80], which we already
utilized in Sec. IV B. We can even expand our comparisons
to fourth post-Newtonian order (as summarized in
Ref. [28]) without any essential changes in the results,
since the 4PN contribution is small.
Given the fairly large initial separation of the binaries,
we expect the fourth post-Newtonian order results for the
ADM energy and angular momentum in terms of the
binary’s angular velocity to be quite accurate and we
indeed find that the eccentricity-reduced data gives a better
match to the values for these quantities for a circular orbit
than do the original data: Table II gives the binding energy
Eb and the angular momentum JADM and if we compare
these to PN for the SLy run (with JADM;PN ¼ 1.0637M2 and
Eb;PN ¼ −0.008081M), we find a relative error of ∼1% for
original data and an error of ∼0.2% for the data at the third
iteration. Similarly, for the simple polytropic Γ2 run, we
compare our results to JADM;PN ¼ 1.0731M2 and Eb;PN ¼
−0.007918M and find an improved agreement of the
eccentricity-reduced data with a deviation of ∼0.04%,
compared with a deviation of ∼0.4% for the original data.
We thus see that the eccentricity-reduced data are closer to
quasiequilibrium than the standard initial data, as was noted
in Ref. [28].
D. Unequal masses
As outlined in Sec. I and explained in more detail in
Appendix A 1, some population synthesis models predict
relatively high mass-ratio BNS systems. In this section we
want to illustrate SGRID’s ability to generate quasiequili-
brium configurations for such systems. We model the
systems by the stiff EOS MS1b. This EOS allows rather
large baryonic masses up to Mb ¼ 3.35 and gravitational
masses up toM ¼ 2.76 for single neutron stars in isolation.
As is seen in the next subsection, it is one of the EOSs for
which we achieved high neutron star masses in equal-mass
binaries with SGRID.
The particular configuration constructed below consists
of MAb ¼ 1.00ðMA ¼ 0.94Þ and MBb ¼ 2.20ðMB ¼ 1.94Þ
neutron stars resulting in a mass ratio of q ¼ 2.06. We want
to highlight that this is (i) a slightly larger mass ratio than
the largest predicted by the population synthesis models
discussed in Appendix A 1, (ii) the largest mass ratio
computed for a realistic (irrotational) binary configuration
in quasiequilibrium,5 and (iii) the largest mass ratio evolved
in full general relativity6; see Sec. VA. We employ a grid
with nA ¼ nB ¼ 28, nφ ¼ 8, nCart ¼ 24 and construct a
sequence varying the distance parameter b ∈ ½16; 30. This
results in GW frequencies of Mω22 ∈ ½0.019; 0.041.
The ADM mass and angular momentum for this
sequence are shown in Fig. 9. As a comparison, we show
the 4PN results including tidal components given in
Appendix A of Ref. [28] (obtained from Refs. [90] and
[91]). However, the influence of the tidal contributions and
higher-PN terms (above 2PN) is negligible at the scale
shown here. Additionally, we emphasize that a direct
comparison of these results is not really warranted, since
SGRID uses the conformal flatness approximation, which is
known to be violated at 2PN (see, e.g., the discussion in
Sec. III A of Ref. [17]).
Due to the newly implemented mechanism in SGRID
which adjusts the center of mass so that PyADM is kept small
(ideally vanishing), the linear momentum of the configu-
ration stays within ∼10−5 to ∼10−4. In particular, for the
configuration with Mω22 ¼ 0.0359 that we evolve in
Sec VA, the linear momentum is PADM ¼ ð4.23 × 10−7;
−1.10 × 10−5;−1.96 × 10−6Þ.
E. High compactness
While population synthesis models predict a number of
binary neutron star systems containing high-mass (and thus
high-compactness) neutron stars (see Appendix A 1),
FIG. 9 (color online). q ¼ 2.06 sequence. Top panel: ADM
mass compared with 4PN tidal results (dot dashed lines). Bottom
panel: ADM angular momentum compared with 4PN tidal results
(dot dashed lines).
5In Ref. [21] (see that paper’s Table 1), one of us computed
corotating binary neutron star initial data with baryonic mass
ratios up to 3 for large separations, using a polytropic EOS and
small baryonic masses.
6Up to now the highest mass ratio evolved in full general
relativity was q ¼ 1.5 [34,35].
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computing initial data for binary neutron stars with high
compactnesses is a challenging task for most codes. The
highest compactness achieved for a neutron star in a
relativistic binary is C≃ 0.26 for a neutron star-black hole
system [92], C≃ 0.25 for corotating binary neutron stars
[93], C≃ 0.26 for irrotational binary neutron stars [36], and
C≃ 0.22 for binary neutron stars with relatively low
spins [18].
In the following we present results for most EOSs listed
in Table I (except for the Γ2 EOS, which does not allow
high-compactness neutron stars) and provide an estimate of
the highest compactness easily reachable with our numeri-
cal method. In physical terms, the maximum feasible
compactness depends mostly on two different properties:
(i) the chosen EOS and (ii) the binary separation. However,
in SGRID the resolution and iteration procedure (e.g., the
softening parameter and mass increment) also play impor-
tant roles.
As a starting point, we choose a simple procedure to
estimate the maximum compactness Cmax reachable with
SGRID. We consider equal-mass nonspinning binaries, fix
the separation parameter b, and increase the baryonic
masses of the two stars in steps of ΔMb ¼ 0.005, starting
from MAb ¼ MBb ¼ 1.2. We stop increasing the mass when
the elliptic solve of Eqs. (2.16a)–(2.16c), in particular the
Hamiltonian constraint equation, does not reduce the
residual and no solution can be found. For our test we
use a resolution of nA ¼ nB ¼ 24, nφ ¼ 8, nCart ¼ 20.
Table III summarizes the maximum compactness
achieved for different EOSs and separations. In all cases
we were able to achieve higher compactnesses at larger
separations. The maximum compactness for the EOSs and
separations considered lies within (0.197,0.212) for this
simple iteration procedure. We obtain the highest compact-
ness for this test (with a constant number of grid points)
with the simple polytropic EOS Γ2.72. This is to be
expected, since runs with piecewise polytropic EOSs
require higher resolutions to obtain the same accuracy as
runs with simple polytropic EOSs, as discussed in
Sec. IV F.
Even higher compactnesses can be achieved by reducing
ΔMb, decreasing the softening parameter to 0.2, and using
higher resolutions. We now give an explicit example of this
procedure.
In order to achieve high compactness with the SLy
EOS, we have considered a nonspinning equal-mass
system with a separation parameter of b ¼ 31. We started
with baryonic masses MAb ¼ MBb ¼ 1.5 and increased the
mass in each iteration by a factor of 1.07 until we reached
MAb ¼ MBb ¼ 1.82. The highest resolution used for this
configuration was nA ¼ nB ¼ 28, nφ ¼ 8, nCart ¼ 24.
This results in a binary with ADM mass MADM ¼ 3.193,
angular momentum JADM ¼ 12.759, orbital angular veloc-
ity Ω ¼ 0.00336, dimensionless GW frequency Mω22 ¼
0.0216, and a coordinate separation of 63.270 between the
star centers. A single TOV star with the same baryonic
mass would have a compactness of 0.2086.
Increasing the baryonic masses beyond MAb ¼ MBb ¼
1.82 has proven very difficult. For masses above this value
we observe that the elliptic solver cannot always solve
Eq. (2.16a) for ψ within the main iteration, because the
values from the previous iteration are not good enough as
an initial guess for the Newton-Raphson scheme we use.
We were able to address this problem by making two
changes. First, we take smaller Newton steps if this results
in a smaller residual error than a full step (this procedure is
known as backtracking). And second, if backtracking also
fails we simply skip the elliptic solve for ψ. The overall
iteration still succeeds if we do not skip the elliptic solve for
ψ too often. Using this trick we started from the initial data
forMAb ¼ MBb ¼ 1.82 and increased the masses by a factor
of 1.02 in the main iteration until we reachedMAb ¼ MBb ¼
2.0. The resulting initial data were again computed with
nA ¼ nB ¼ 28, nφ ¼ 8, nCart ¼ 24 and result in a binary
with ADM mass MADM ¼ 3.459, angular momentum
JADM ¼ 14.444, orbital angular velocity Ω ¼ 0.00347,
dimensionless GW frequency Mω22 ¼ 0.0242, and a coor-
dinate separation of 63.262 between the star centers. The
Hamiltonian constraint violation for this data set is about
twice as big as for the lower-mass data, because we do not
TABLE III. Overview of high-compactness configurations without fine-tuning the iteration procedure. The columns refer to the SGRID
distance parameter b, the dimensionless gravitational wave frequency Mω22, the maximum baryonic mass Mb;max, the corresponding
gravitational mass Mmax, and the compactness Cmax.
EOS b Mω22 Mb;max Mmax Cmax b Mω22 Mb;max Mmax Cmax b Mω22 Mb;max Mmax Cmax
SLy 22 0.032 1.727 1.534 0.199 26 0.026 1.744 1.547 0.200 32 0.020 1.780 1.575 0.204
ENG 22 0.033 1.788 1.583 0.199 26 0.024 1.824 1.611 0.203 32 0.021 1.852 1.632 0.206
MPA1 22 0.035 1.871 1.661 0.200 26 0.029 1.899 1.676 0.202 32 0.022 1.927 1.683 0.203
ALF2 22 0.036 1.899 1.678 0.200 26 0.029 1.937 1.708 0.204 32 0.023 1.976 1.738 0.208
H4 22 0.038 1.976 1.762 0.197 26 0.031 1.996 1.777 0.199 32 0.024 2.026 1.800 0.203
MS1b 22 0.043 2.183 1.931 0.198 26 0.036 2.216 1.963 0.201 32 0.027 2.250 1.982 0.203
MS1 22 0.043 2.205 1.955 0.197 26 0.036 2.238 1.981 0.200 32 0.028 2.273 2.007 0.203
Γ2.72 22 0.042 2.162 1.908 0.205 26 0.034 2.183 1.924 0.207 32 0.027 2.238 1.966 0.212
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always solve Eq. (2.16a), which is the Hamiltonian con-
straint. A single TOV star with the same baryonic mass
would have a compactness of 0.2287.
If we try to increase the baryonic masses beyond MAb ¼
MBb ¼ 2.0 we can never solve Eq. (2.16a) for ψ, so we
obtain constraint-violating initial data.
F. Convergence of SGRID
The convergence of SGRID was already presented in
Fig. 3 of Ref. [21] for a corotating equal-mass quasicircular
binary neutron star system with a simple polytropic EOS.
However, we want to show here how well the code
converges in more complicated situations. To illustrate
this, we consider the configurations presented in Table IV.
In particular, we choose configurations with q ¼ 1.0
where each star has a gravitational mass of 1.35. We
either investigate nonspinning configurations [i.e.,
ωiA ¼ ωiB ¼ ð0; 0; 0Þ] or choose an angular velocity of
ωiA ¼ ωiB ¼ ð0.005; 0.005; 0.005Þ. We also use different
eccentricities of e ¼ 0.0 and e ¼ 0.3. Finally, we consider
an unequal-mass configuration with gravitational masses
1.45 and 1.25 (q ¼ 1.16). We compute initial data for these
systems for both a simple polytropic EOS as well as a
piecewise polytropic EOS (the fit to the realistic H4 EOS).
Figure 10 summarizes our findings. In the simple
polytropic runs (upper panel), we encounter a higher
Hamiltonian constraint for Γ2q100w005e00 and
Γ2q100w005e03 than for the other configurations. This
clearly shows that the addition of spin increases the
complexity of the system, while adding eccentricity has
no noteworthy effect. In the cases where no spin is present,
the Hamiltonian constraint is 1 to 2 orders of magnitude
smaller. For unequal masses we see a slightly larger
constraint violation. The momentum constraints converge
in a similar manner, but their magnitude is roughly 1 order
of magnitude smaller.
When piecewise polytropes are employed, the constraint
violations increase substantially. This is to be expected,
since the solution is only C1 at the interfaces between the
different pieces, so one will no longer obtain exponential
convergence from the spectral method. In this case, how-
ever, the addition of spin and eccentricity or the consid-
eration of unequal masses has no noteworthy additional
effect. Since spin most likely affects the convergence
primarily through the deformation of the star’s surface, it
is not surprising that it does not affect the convergence so
much for piecewise polytropes at these resolutions, where
the portion near the surface is already quite troublesome,
due to the necessity of resolving the crust. We expect that
one would see a difference due to the addition of spin at
much higher resolutions or for higher spin magnitudes.
This reduction in convergence when using piecewise
polytropes means that in most cases we use higher
resolutions when computing piecewise polytropic setups,
compared to previous work with just simple polytropes.
V. DYNAMICAL EVOLUTIONS
In this section we present evolutions of our new initial
data for two new configurations: (i) a high mass-ratio
simulation with q ¼ 2.06, which is the highest mass-ratio
binary neutron star ever evolved in full numerical rela-
tivity; (ii) an unequal-mass configuration where the spins
are not aligned with the orbital angular momentum, which
is the first precessing binary neutron star simulation
performed so far. The new dynamical evolutions presented
here show, as a proof of principle, that the BNS
TABLE IV. Convergence test setups. Columns refer to the name
of the configuration, the EOS, the distance parameter b, the
eccentricity parameter e [from Eq. (2.37)], the baryonic masses
MAb and M
B
b , and the angular velocity vector ω
i as specified in
Eq. (2.21).
Name EOS b e MAb M
B
b ω
i
A;B
Γ2q100w000e00 Γ2 20 0.0 1.4336 1.4336 (0,0,0)
Γ2q100w005e00 Γ2 20 0.0 1.4336 1.4336 0.005 · ð1; 1; 1Þ
Γ2q100w000e03 Γ2 20 0.3 1.4336 1.4336 (0,0,0)
Γ2q100w005e03 Γ2 20 0.3 1.4336 1.4336 0.005 · ð1; 1; 1Þ
Γ2q116w000e00 Γ2 20 0.0 1.5491 1.3199 (0,0,0)
H4q100w000e00 H4 20 0.0 1.4687 1.4687 (0,0,0)
H4q100w005e00 H4 20 0.0 1.4687 1.4687 0.005 · ð1; 1; 1Þ
H4q100w000e03 H4 20 0.3 1.4687 1.4687 (0,0,0)
H4q100w005e03 H4 20 0.3 1.4687 1.4687 0.005 · ð1; 1; 1Þ
H4q116w000e00 H4 20 0 1.5887 1.3506 (0,0,0)
2q100w000e00
2q100w005e00
2q100w005e03
2q100w000e03
2q116w000e00
H4q100w000e00
H4q100w005e00
H4q100w005e03
H4q100w000e03
H4q116w000e00
FIG. 10 (color online). Convergence analysis for representative
configurations: simple polytropic Γ2 configurations (top panel)
and piecewise polytropic (H4) configurations (bottom panel).
The plot shows the average Hamiltonian constraint inside the two
stars in the regions A ∈ ½0; Amax and thus includes the stars’
surfaces, which are the most problematic regions. We have fixed
nφ ¼ 8 and use nA ¼ nB, nCart ¼ nA − 4.
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phenomenology can be very rich in these newly accessible
regions of parameter space, where we are now able to study
mass exchange during the inspiral or the precession and
nutation of the orbital plane during a binary neutron star
simulation. Additionally, we discuss (iii) the effect of
eccentricity reduction on the waveform phasing.
We perform the evolutions with the newest version of the
BAM code [35,50,51] including the recently implemented
conservative mesh refinement algorithm employed in
Refs. [35,94]. We also use the Z4c scheme [53,95] with
constraint-preserving boundary conditions [53,96]. The
BAM grid setup consists of seven refinement levels. The
outermost level (l ¼ 0) uses a multipatch “cubed-sphere”
grid [53,87–89].
The setups of Sec. V B do not employ any symmetry
condition. For the other simulations we employ reflection
symmetry across the orbital plane, letting us use half the
number of grid points in the z direction. Further informa-
tion about the particular grid and initial conditions is given
in Table V.
A. A q ¼ 2.06 binary
In this section we evolve one of the models computed in
Sec. IV D. We have set the rest mass of the primary star to
MAb ¼ 2.200, corresponding to a gravitational mass of
MA ¼ 1.944 and compactness CA ¼ 0.199 in isolation,
while the companion is characterized by MBb ¼ 1.000,
MB ¼ 0.944, CB ¼ 0.103. We have not tried to add spin/
eccentricity or performed eccentricity reduction since we
want to focus solely on the high mass-ratio effects.
Nevertheless, the setup shows a rather small eccentricity
of eˆd ¼ 4.2 × 10−3, eˆGW ¼ 5.1 × 10−3 and despite the
high mass ratio a small linear momentum of PADM ¼
ð4.23 × 10−7;−1.10 × 10−5;−1.96 × 10−6Þ. The initial
gravitational-wave frequency is Mω022 ¼ 0.0359. Star B
is already deformed at this separation indicated by a mass
shedding parameter of χ ≃ 0.89; cf. Eq. (D4).
This configuration, with a gravitational mass ratio of
q ¼ 2.06, is the highest mass-ratio binary neutron star
evolved in full general relativity, and well above the mass
ratio of q ¼ 1.5 considered before [34,35]. Note that
Ref. [97] reported results of Newtonian smooth particle
hydrodynamics evolutions (including radiation reaction) for
a similar q ¼ 2 setup [gravitational masses of ð1.0þ 2.0Þ],
but did not mention any mass transfer, which we find in our
simulation. However, mass transfer is observed in white
dwarf binary simulations with q ¼ 2 [98].
1. Mass transfer
In Fig. 11 we show snapshots of the density in the orbital
plane during the inspiral. The upper panel of Fig. 11 shows
the binary at t ¼ 1726M. Although the stars are clearly
separated, mass transfer from the companion (MB) to the
primary star (MA) has already set in. Two revolutions later
[t ¼ 2227M (middle panel)] and four revolutions later
[t ¼ 2644M (lower panel)] the mass transfer becomes more
dramatic. During this period, ∼ð2–3Þ × 10−2M⊙ of material
was transferred between the two stars, i.e., ∼ð2–3Þ% of the
rest mass of the less massive star. The estimate is based on
the rest mass leaving the finest refinement level around star B
and entering the refinement level of star A. The uncertainty is
mainly related to mass loss due to the artificial atmosphere
treatment [35]. (Note that the overall rest mass is conserved
to better than 0.12% in this simulation until very late times,
post-merger, whenmatter starts leaving the grid.)We observe
that for this system the mass transfer happens continuously
until the companion is tidally disrupted.
The average rate of mass transfer is _MAB ∼ 10−5 ∼
1M⊙ s−1, taking place for ∼10−2 s, from which one can
estimate the accretion power. Here we just make a simple,
order-of-magnitude estimate, since this is likely all that is
warranted by the accuracy of our estimate of the mass
transfer. If one just considers the change in energy of this
matter going down the more massive star’s Newtonian
potential well, we have an average accretion power of
∼ _MABCA ∼ 10−6 ∼ 1053 erg s−1, comparable to the neu-
trino luminosities found in simulations of BNS mergers
[40,48,49]. (Recall that CA is the compactness of MA in
isolation.) This gives a total accretion energy of∼1051 ergs,
which is comparable to the electromagnetic energy released
in a supernova. But of course, one cannot say anything
definite about the amount of this energy that would be
released in photons or neutrinos, since these are not present
in our simulation. While one might expect to be able to see
TABLE V. Initial data and grid details for the dynamical evolutions. The columns refer to the simulation name, the gravitational and
baryonic masses of stars A and B, the stars’ dimensionless angular momenta jA;B, the initial gravitational-wave frequency Mω022, the
number of grid points employed in each direction in the fixed and moving boxes, the number of radial and azimuthal points, the finest
grid spacing, and the outer boundary location.
name MA MAb M
B MBb j
A jB Mω022 n n
mv nr nθ h6 rb
MS1b-q206 1.944 2.200 0.944 1.000 (0,0,0) (0,0,0) 0.0359 128 72 144 63 0.250 1692
SLyð↗↗Þ 1.3553 1.500 1.1072 1.200 ð0.13= ﬃﬃﬃ3p Þð1; 1; 1Þ ð0.16= ﬃﬃﬃ3p Þð1; 1; 1Þ 0.0299 128 64 128 56 0.245 1532
SLyð↑↑Þ 1.3547 1.500 1.1067 1.200 0.077(0,0,1) 0.089(0,0,1) 0.0299 128 64 128 56 0.245 1532
SLyð00Þ 1.3544 1.500 1.1065 1.200 (0,0,0) (0,0,0) 0.0299 128 64 128 56 0.245 1532
SLy-eccred 1.350 1.495 1.350 1.495 (0,0,0) (0,0,0) 0.0365 192 96 192 84 0.15 1384
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the effects of this amount of mass transfer on the phase of
the gravitational waves, the present simulation does not
appear to be accurate enough to make such a comparison.
The merger happens at t ¼ 2692M. We classify the
merger remnant as a supramassive neutron star (SMNS),
since it is below the maximum supported gravitational mass
of a rigidly rotating star for the MS1b EOS, which is
∼3.2–3.3M⊙, i.e., roughly ∼15–20% larger than the corre-
sponding maximum gravitational mass of a nonrotating
neutron star (see, e.g., Sec. 2.9.1 inRef. [99]).We thus do not
expect the SMNS to collapse on dynamical time scales. This
is supported by our simulation, where no indication for a
collapse is present through the end of the simulation at
t ¼ 6500M ≃ 0.09 s. The central density reaches a constant
value ρc≃9.8×10−4≃6×1014 gcm−3 and the finalmerger
product settles into a stable configuration.
2. Ejecta and kick
In this simulation we observe a significant mass ejection,
Mejecta ≃ 7.6 × 10−2M⊙, which is among the largest found
for full general-relativistic simulations of binary neutron
star mergers, including the case of eccentric binaries [100],
and much larger than any of the ejecta masses found for the
quasicircular case in the studies in Refs. [35,101].
Figure 12 visualizes the ejected material, distinguishing
it from the bound material by using a different color bar.
Here we compute the unbound material using the method
given in Ref. [35]. In our simulation most of the material is
ejected into the orbital plane by torque on the tidal tail of
the companion star; cf. the discussion in Refs. [35,101]. We
can also see this in the spiral-like pattern in the upper panel
of Fig. 12, at a time of t ¼ 2798M. In the lower pattern we
see also clearly that the ejection happens anisotropically,
where the density inside of the ejected material at a given
radial distance from the SMNS differs by several orders of
FIG. 11 (color online). Plot of the matter density ρ0 and the
velocity vi in the orbital plane for the q ¼ 2.06 simulation at
times t ¼ 1726M (upper panel), two revolutions later at t ¼
2227M (middle panel), and yet another two revolutions later at
t ¼ 2644M (lower panel). Over the four revolutions shown, one
can see a clear mass transfer between the two stars. Note that each
plot has a somewhat different scale.
FIG. 12 (color online). Plot of the matter density ρ0, the density
of unbound matter ρ0u, and the velocity field vi in the orbital
plane for the q ¼ 2.06 simulation after merger. In the upper panel
(t ¼ 2798M) a clear spiral-like pattern in the ejecta is visible,
where material is expelled due to torque in the tidal tail of the
companion star. The lower panel (3421M) shows that material is
ejected over the entire grid anisotropically. Note that the two
panels have different scales.
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magnitude in different directions. The kinetic energy of the
ejecta is ∼2 × 10−3 ≃ 3 × 1051 erg. Note that the ejecta
mass we find is a factor of ∼2 larger than that found in the
Newtonian calculation of Ref. [97] (Table 1 there). This is
significant, since, as discussed in Ref. [35], the uncertainty
on the ejecta mass is about ≲20%, and mainly due to the
resolution.
The anisotropic mass ejection causes the merger remnant
to recoil. We approximate the ejecta’s linear momentum by
computing
Pej ¼ Mejhvplanei ¼ Mej
R
DvplanedxdyR
Ddxdy
; ð5:1Þ
where the integrals here are restricted to the orbital plane
(while Mej is computed from the integral of the rest-mass
density D of the unbound matter over all three dimensions)
and vplane denotes the ejecta velocity in the orbital plane
(i.e., just the x and y components). We find that vejkick ¼
∥Pej∥=M ∼ 100–1000 km s−1. This number is also consis-
tentwith the one obtained from the coordinate position of the
SMNS. However, the value should just be seen as an order-
of-magnitude estimate, where the main difficulties here are
the low resolution, the long simulation time, and the gauge
dependence of the measurement. Since this is an unequal-
mass system, we also expect some contribution to the kick
from anisotropic gravitational-wave emission. We compute
this from the GW linear momentum flux,
vGWkick ¼ −
1
M
Z
_PGWdt ð5:2Þ
where the linear momentum flux _PGW is computed as in
Ref. [50]. We find vGWkick ≃ 100 km s−1 at merger; see, e.g.,
Ref. [102] for other results for vGWkick in BNS systems. The
GW kick is smaller than the ejecta kick, as is found in black
hole-neutron star simulations [103,104].
3. Gravitational waves
Let us discuss the gravitational waveform. The four
dominant modes of the gravitational waveform are pre-
sented in Fig. 13. The inspiral-merger signal ends at
umrg ¼ 2692M, and we find no evidence for an obvious
GW signature of the mass transfer described above. We
study the effect of the mass ratio on the GW multipolar
structure by computing the relative GWenergy contribution
of each dominant mode over the total energy released up to
merger (Elm=E) and comparing with the q ¼ 1 case with
the same EOS [105] (though with a slightly different total
mass: 2.70, as opposed to 2.89 for the q ¼ 2.06 simulation;
the q ¼ 1 system also radiates almost 40% more energy per
total mass than the q ¼ 2.06 system). We find that for the
q ¼ 1 simulation ∼99.6% of the energy is released in the
(2,2) mode, while ∼98% is released for MS1b-q206. For
q ¼ 1 the (2,1) and the (3,3) modes are zero by symmetry;
for q ¼ 2.06 the (2,1) mode releases about ∼0.08% of the
energy and the (3,3) mode ∼1.4%. The next dominant
mode, (4,4), contributes to ∼0.19% of the total energy for
q ¼ 1 and 0.22% for q ¼ 2.06.
Finally, we study the post-merger GW frequencies for
the dominant modes. We perform a Fourier analysis on the
interval u ∈ ½3800M; 5700M in Fig. 14. The f2 frequency
[the dominant frequency of the (2,2) mode] is clearly
visible in all modes (though it may not be dominant) and is
close to f2 ¼ 2.09 kHz (Mf2 ¼ 0.0298). f2 agrees within
2.5% with the relation presented in Ref. [106], which
indicates the robustness of the fit given there even for high
mass ratios. Comparing with the q ¼ 1 case, we do not find
a significant difference in the f2 value. Inspection of the
peaks of the other modes, reveal that the fk frequencies are
harmonic to a very high accuracy, i.e., f1 ¼ f2=2 ¼
f3=3 ¼ f4=4. In particular we have f1 ¼ 1.05 kHz
(Mf1 ¼ 0.0150), f3 ¼ 3.16 kHz (Mf3 ¼ 0.0449), f4 ¼
4.20 kHz (Mf4 ¼ 0.0598). The agreement is better than
1%, though the uncertainties in the frequencies are larger
than this, about 0.15 kHz and are mainly caused by a shift
of the frequencies over time due to the changing
FIG. 13 (color online). The four dominant multipoles of the
GWs from the q ¼ 2.06 simulation, viz., ðl; mÞ ¼ ð2; 2Þ, (2,1),
(3,3), and (4,4). We plot the real part of the modes in black and
show the dimensionless GW frequency for all modes in red. In the
top plot, the solid vertical line marks the merger. The frequency
oscillations are in part unphysical and resolution dependent. The
large frequency spikes in the post-merger phase are caused by
zeros of the amplitude.
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compactness of the neutron star. This harmonicity was also
found in Ref. [107], though there they obtained the mode
frequencies from a Fourier transform of the pressure and
used the spatial conformal flatness approximation in their
simulation. Here we have verified that the same harmon-
icity is present in an observable quantity (the modes of the
gravitational radiation) in a fully relativistic simulation.
B. A precessing unequal mass binary
In this section we investigate the evolution of a BNS
system with a rather generic spin configuration and
q ¼ 1.22. The CRV angular velocity ωi for star A and
star B is set as ω ¼ 0.005ð1; 1; 1Þ, i.e., their spins both
point at an angle of 45° to the orbital angular momentum.
This evolution is the first precessing BNS merger simulated
in numerical relativity. We indicate this precessing spin
configuration with SLyð↗↗Þ as we use the SLy EOS
(Table I). The dimensionless spin magnitudes are jA ≃
0.13 and jB ≃ 0.16. Although such high spins are not
observed in double neutron star systems so far, there is no
physical reason to exclude such a scenario. In particular,
binary neutron star systems with spins misaligned from the
orbital angular momentum, as here, are more likely to form
dynamically in dense stellar regions, such as globular
clusters, where there are many rapidly spinning neutron
stars, as is discussed in Appendix A 2. The stars have
baryonic masses of MAb ¼ 1.5 and MBb ¼ 1.2; the gravita-
tional masses are MA ¼ 1.3553 and MB ¼ 1.1072.
Together with SLyð↗↗Þ we evolve for comparison two
other configurations with the same baryonic masses (and q)
but with the CRVangular velocity set to ω ¼ 0.005ð0; 0; 1Þ
(SLyð↑↑Þ), and ω ¼ 0.0 (SLyð00Þ). Thus SLyð↑↑Þ has no
precession, and SLyð00Þ has no spin interactions at all.
All the SGRID data are computed with nA ¼ nB ¼ 28,
nφ ¼ 8, nCart ¼ 24. We have not tried to reduce the
eccentricity for this particular setup to save computational
resources. The residual eccentricity of the precessing
system is eˆd ≃ 4 × 10−3, eˆGW ≃ 5 × 10−3 for the two
eccentricity measures considered in Sec. IV C. The reso-
lution in the finest level covering the neutron star is
h6 ¼ 0.245, similar to the low-resolution setups of
Refs. [105,108,109], but no symmetries are applied to
the grid (full three dimensional). Thus, although the
principal dynamics are properly modeled at this resolution,
quantitative statements come with quite large uncertainties.
1. Dynamics
Figure 15 shows the coordinate tracks (positions of the
local minimum of the lapse) of the neutron stars in the
SLyð↗↗Þ simulation. The change of the orbital plane due to
the misaligned spin of the binary neutron stars is clearly
visible. This effect can also be seen in the change of the z
coordinate over time (upper right panel). During the
inspiral approximately one precession cycle is finished,
i.e., the orbital plane again coincides (approximately) with
the xy plane during merger.
We present the evolution of the L2 norm of the
Hamiltonian constraint in the upper panel of Fig. 16 and
of the rest-mass conservation in the lower panel. Because of
the constraint propagation and damping properties of the
Z4c scheme, the constraint violations stay at or below the
value of the initial data. The rest-mass conservation over
the entire simulation is up to ∼0.3%. Overall, these
diagnostics indicate the errors in the simulation are under
control. The small violation of rest-mass conservation is
related to the artificial atmosphere and the relatively low
resolution we employed; see the discussion in Ref. [35].
The initial angular momentum of the system is
JADMðt ¼ 0Þ ¼ ð0.251; 0.239; 6.951Þ or normalized Jˆ ¼
ð0.0361; 0.0343; 0.9989Þ. We find that Jˆ changes slightly
over the entire simulation,which is to be expected, as the total
angular momentum precesses slightly in post-Newtonian
calculations, as discussed in, e.g., Ref. [110].We can estimate
the opening angle of the precession cone (neglecting spin-
spin effects) using Eq. (51) from Ref. [110] and evaluating
everything at t ¼ 0, using the initialMω22 to evaluateM=r to
1PN order. We calculate the orbital angular momentum by
subtracting the spin angular momenta of the two stars in
isolation from the ADM angular momentum. Using this
method,weobtain (as a first approximation) an opening angle
of the precession cone of λJ ≃ 1.3 × 10−3. Due to the
decreasing orbital separation over the evolution, we expect
that the opening angle should be slightly larger in our full GR
simulation. In fact, this can be observed and we find an angle
of∼1.5 × 10−3 ≃ 0.086°, where the numerical uncertainty is
≲10−4 based on comparison with simulations without
precession. The opening angle of the precession cone for
the orbital angular momentum is λL ∼ 0.05, from a simple
calculation of the initial angle between the orbital and total
angularmomenta,which agreeswith the initial opening angle
found inour simulation.The opening angle λL decreases from
∼0.05≃ 3° to ∼0.035≃ 2° over the inspiral.
FIG. 14 (color online). Power spectrum density for the dom-
inant post-merger modes of the q ¼ 2.06 simulation. We used a
time interval u ∈ ½3800M; 5700M for the computation, and
therefore focus only on the SMNS spectrum. The harmonicity
of the frequencies f1, f2, f3, f4 is clearly visible.
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The right panel of Fig. 15 presents the precession of the
orbital plane, as given by the direction of the orbital angular
momentum. The effects of precession and nutation are
clearly visible. The normalized orbital angularmomentum Lˆ
we plot in this figure is constructed as the vector orthogonal
to the orbital plane, which we estimate using the coordinate
line between the two star centers at two adjacent time steps.
To minimize high-frequency noise we apply a low-pass
filter. The precession period is Tprecess ≃ 4720M, which
agrees within ≲10% with the PN estimates, based on a PN
evolution similar to the discussion in Ref. [74].7
Binding energy versus reduced orbital angular momen-
tum curves provide a gauge-invariant way of characterizing
the binaries’ dynamics [37,70,105]. In order to compute
such curves, we modify Eqs. (4.1) and (4.2) to take the
emitted energy and total angular momentum of the GWs
into account; see, e.g., Eqs. (12) and (13) in Ref. [37].
Energy curves for SLyð↗↗Þ, SLyð↑↑Þ, and SLyð00Þ are
shown in Fig. 17, together with their pairwise differences
(bottom panel).
The differences between the spinning configurations
and SLyð00Þ essentially quantify the repulsive SO inter-
action contribution to the binding energy, which is the
dominant one for the dynamics. The energetics of SLyð↗↗Þ
are quite close to those of SLyð↑↑Þ. This happens because
the leading-order SO terms ð∝ L · Si=r3Þ are identical in
the initial data for SLyð↗↗Þ and SLyð↑↑Þ.8 During the
FIG. 15 (color online). Orbital dynamics of the precessing binary neutron star inspiral. Left: Three-dimensional neutron star tracks
visualizing the precession of the orbital plane, where the spheres denote the original positions of the stars. Right: Precession and nutation
of the orbital angular momentum Lˆ (green lines). The coordinate system is rotated such that Jˆðt ¼ 0Þ lies along the z axis. The orbital
angular momentum performs slightly more than one precession cycle with a period of Tprecess ≃ 4720M. The opening angle λL decreases
from ∼0.05≃ 3° to ∼0.035≃ 2° over the inspiral. The direction of the total angular momentum also precesses at the same period with a
considerably smaller opening angle of λJ ≃ 1.5 × 10−3 ≃ 0.086° (red lines).
FIG. 16 (color online). L2 norm of the Hamiltonian constraint
(upper panel) and baryonic mass conservation (lower panel).
Quantities are computed in level l ¼ 1, i.e., the outermost
Cartesian box of the numerical domain.
FIG. 17 (color online). Binding energy as a function of the
reduced orbital angular momentum for the precessing simulation
SLyð↗↗Þ (blue dashed), SLyð00Þ (solid orange), and SLyð↑↑Þ (solid
green). The bottom panel reports differences between the curves.
7The formulation of Ref. [74] uses nonspinning terms at the
3.5PNlevel, SOtermsup to4PN, spin-spin termsup to2PN, and for
the precession SO contributions up to the next-to-next-to-leading
order are included.
8The following discussion is based on leading-order PN
expressions for the binding energy that can be found in, e.g.,
Eq. (2.7) of Ref. [111].
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evolution, the difference between the SO interactions of
SLyð↑↑Þ and SLyð↗↗Þ is solely due to the slight changes in
the projection of the spins onto the angular momentum as
they precess. For distances d ∼ 16–8 this corresponds to
corrections on the order of 10−4 to the binding energy.
The leading-order spin-spin (SS) contribution [ESS ¼
½3ðn · S1Þðn · S2Þ − ðS1 · S2Þ=r3, where n denotes the unit
vector pointing from one star to the other] is exactly zero in
the SLyð↗↗Þ initial data and order 10−6 in the SLyð↑↑Þ
initial data. During evolution the SS contribution of
SLyð↗↗Þ is of the order ∼10−5. This explains the
differences between SLyð↗↗Þ and SLyð↑↑Þ at the level of
∼10−4–10−5 due to these SO and SS corrections, which can
be observed in Fig. 17. However, significant differences
between SLyð↗↗Þ and SLyð↑↑Þ can be observed in some of
the higher modes, notably the (2,1) mode, as we shall see in
the following.
2. Gravitational waves
We present the three largest amplitude modes of the GW
signal in Fig. 18. As in the nonprecessing case, the
dominant emitter of GWs is the (2,2) mode. However,
interesting physical aspects are present in the subdominant
modes. The amplitude of the (2,1) mode is modulated by
the precession period, giving a second possibility to extract
the value of that period, which agrees with the estimate
given above. Additionally, the amplitude of the modulation
we observe is consistent with the expected contribution to
the (2,1) mode from the binary’s dominant mass quadru-
pole radiation [which only appears in the (2,2) mode for
nonprecessing systems] due to the precession of the orbital
plane. In particular, since the initial angle between the
total and orbital angular momenta is small in this case,
λL ≔ ∠ðLˆ; JˆÞ≃ 0.05, decreasing slightly over the evolu-
tion, as discussed in the previous section (see also Fig. 15),
one can work to linear order in λL, where one finds that the
maximum amplitude of the mass quadrupole’s contribution
to the (2,1) mode is 2λL times the amplitude of the
Newtonian mass quadrupole radiation.9 One obtains the
expression for the maximum mass quadrupole contribution
to the (2,1) mode by noting that 2λL is the largest angle the
orbital angular momentum (originally aligned with the z
axis to a very good approximation) makes with the z axis;
cf. the PN expressions for the modes expanded in ι in
Eqs. (4.17) of Ref. [112]. (Note that ι is defined as the angle
between the orbital angular momentum and the initial total
angular momentum, which they took to be along the z axis
in the coordinate system they used to define the mode
FIG. 18 (color online). The three most dominant multipoles of the GW ðl; mÞ ¼ ð2; 2Þ, (2,1), (3,3) for SLyð↗↗Þ (left panels),
SLyð↑↑Þ (middle panels), and SLyð00Þ (right panels). We plot the real part of the modes and the dimensionless GW frequency in red. In
the upper plots, the solid vertical lines mark the moment of merger (i.e., the maximum of jh22j), where a later merger in the two cases
with spin is seen, due to the spin-orbit interaction. We observe that the (2,1) mode in the precessing case is dominated by the large
contribution from the mass quadrupole at twice the orbital frequency due to the precession of the orbital plane, while it only has the
much smaller contribution from the current quadrupole at the orbital frequency in the two nonprecessing cases. We extracted the wave at
a radius of r ¼ 446M. Some very small noise in the frequency at early times is visible and due to reflections at the boundary. After
merger, the frequency calculation is less accurate and affected by larger oscillations, mostly unphysical.
9Similarly, the amplitude of the (2,2) mode is the same as the
amplitude of the Newtonian mass quadrupole radiation up to
corrections that are suppressed by factors of vλLδ, v2, or λ2L, where
v is the binary’s orbital velocity and δ ≔ ðMA −MBÞ=M ≃ 0.1.
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decomposition.) Of course, there are contributions to the
(2,1) mode from the current quadrupole, as well, but these
are much smaller than the contribution due to precession, as
is seen in Fig. 18, since the current quadrupole contribu-
tions are suppressed by a factor of vδ compared to the
Newtonian mass quadrupole radiation.
The systems finally merge after ∼30 GW cycles [in the
(2,2) mode] at a frequency ofMωmrg22 ∼ 0.128 (solid vertical
line in upper left panel; for consistency with our previous
work, we define the merger as the maximum of jh22j)
at t ¼ 4927M.
Comparing SLyð↗↗Þ with the other two simulations, we
observe two main differences during the inspiral. First,
without spin the merger happens earlier at t ¼ 4839M, due
to the fact that no repulsive spin-orbit interaction is present.
In the case of the SLyð↑↑Þ simulation, the merger happens
at t ¼ 4960M, which agrees within Δt ¼ 33M with the
precessing simulation. The second observation is that
the amplitude of the rh21 is much smaller than for the
precessing simulation. The nonzero amplitude is caused by
the unequal masses of the two stars, but no clear imprint of
the spin is visible (cf. the middle and right panels). Due to
the small amplitude of the (2,1) mode in the nonprecessing
simulations it is not very well resolved, which is clearly
visible in unphysical sinusoidal oscillations of the fre-
quency. The same holds to a lesser extent for the (3,3)
mode. Additionally, the large frequency spikes present in
the post-merger phase of the subdominant modes are
caused by zeros of the amplitude.
In order to further assess the differences between the
SLyð↗↗Þ and SLyð↑↑Þ waveforms, we compare the non-
precessing data to the precessing ones after transformation
to the precessing frame. The transformation is performed
with a method similar to the one used in binary black hole
simulations in Ref. [52], and the main result is shown in
Fig. 19. In particular, the rotation of the Ψ4lm multipoles
reads [Eq. (A9) in Ref. [52]]
~Ψ4lm ¼
Xl
m0¼−l
eim
0γdlm0mð−βÞeimαΨ4lm0 ; ð5:3Þ
where dlm0m are the Wigner d matrices. We focus on the
(2,1) and (2,2) modes and perform the rotation as follows:
(i) we look for the Euler angles β, γ for which j ~Ψ4 21j is
minimal (Ref. [52] maximized j ~Ψ4 22j2 þ j ~Ψ4 2−2j2); (ii) we
split the data set into several chunks (vertical dashed lines
in Fig. 19) and fit the obtained Euler angles with low-order
polynomials. This step optimizes the fits and minimizes
numerical oscillations. We do not need to worry about the
third Euler angle α here, as it is irrelevant in the case we
consider, where we only look at the magnitude of the
modes of ~Ψ4. From Fig. 19 one sees that j ~Ψð↗↗Þ4 2m j (i.e., the
version in the nonprecessing frame) is almost equivalent to
jΨð↑↑Þ4 2m j. The effect is very clear in the (2,1) mode. This
preliminary result suggests it will be possible to model
precessing BNS waveforms using aligned-spin BNS mod-
els for moderate spin magnitudes (cf. Ref. [52]).
The merger remnant is a hypermassive neutron star
(HMNS), which mostly emits in the (2,2) channel at early
times. After t ≈ 5900M the amplitude of the (2,2) mode
decreases until the (2,1) and (3,3) modes have the same
amplitude as the (2,2) mode. Note that at this time the (2,0)
and (4,4) modes also have comparable amplitudes. We find
a frequency shift of the f2 frequency [the dominant
frequency in the (2,2) mode] of ∼60 Hz due to the
additional angular momentum of the HMNS formed by
the spinning configurations; the origin of such frequency
shifts was discussed in detail in Ref. [37]. The estimated f2
frequencies are 2.75, 2.79, and 2.81 kHz, for SLyð00Þ,
SLyð↑↑Þ, and SLyð↗↗Þ, respectively.
C. Effect of eccentricity reduction on waveform phasing
Although an eccentricity-reduction procedure for BNS
quasicircular initial data has been already presented in
Ref. [28], its performance on the relevant observable
quantity, i.e., the GW phase and amplitude, has not been
evaluated directly. Here, we investigate the effect of eccen-
tricity-reduced data on the GW phasing and amplitude by a
direct comparison with data in which eccentricity reduction
has not been performed. Such a comparison is particularly
important since the eccentricity-reduction procedure is
computationally expensive and might be not necessary
for certain applications or when the data are affected by
larger uncertainties due, for example, to truncation errors.
We compare the GW phase of two SLy q ¼ 1 runs:
in one case we evolve initial data with eˆd ¼ 1.241 × 10−2
FIG. 19 (color online). Amplitude of the (2,2) and (2,1) modes
of Ψ4 for the SLyð↗↗Þ and Slyð↑↑Þ simulations, along with the
same amplitudes for SLyð↗↗Þ in the nonprecessing frame
(denoted by ~Ψ4) obtained as in Ref. [52]. Note that we only
consider the inspiral here. The transformation is done in chunks
(separated by vertical dashed lines). The agreement between
j ~Ψð↗↗Þ4 21 j and jΨð↑↑Þ4 21 j after transformation to the nonprecessing
frame is clearly visible. The noise around u ≈ 1500M is caused
by reflections at the outer boundary.
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(Iter 0) and in the other data with eˆd ¼ 8.7 × 10−4 (Iter 3);
see Table II.
We focus on the l ¼ m ¼ 2 multipole and omit the sub-
script in the waveform quantities. Waveforms are aligned
on the interval ½t1; t2 ¼ ½1000; 6000≃ ½370M; 2222M
shifting by constant time and phase offsets T, Φ. The latter
are determined by minimizing the function [113]
GðT;ΦÞ ¼
Z
t2
t1
jϕ1ðtÞ − ϕ2ðtþ TÞ − Φj2dt; ð5:4Þ
where ϕ1;2 denotes the GW phase of the two data sets.
A more robust alignment procedure based on a frequency
interval can also be used [105], but the current procedure is
sufficient for our purposes.
We present the results in Fig. 20. The phase difference
Δϕ22 oscillates between ½−0.06; 0.06 rad during the
∼21 GW cycles, and it is essentially flat up to merger,
t≃ 2780M. Similarly, the amplitude of the non-eccentricity-
reduced data (Iter 0) oscillates around the eccentricity-
reduced ones (Iter 3); the amplitude oscillations are ∼5%
at early times t ∼ 370M and decrease as the system
approaches merger.
Overall, these results show that the use of eccentricity-
reduced data with eˆd ∼ 10−4 (about three iterations of our
procedure) improves the waveform quality for GW model-
ing purposes, and should be employed in future precision
studies of the gravitational waveform. However, eccentric-
ity reduction is likely to be effective only if combined
together with an improvement of other sources of errors,
notably truncation errors. We notice in this respect that
Δϕ ∼ 0.12 rad is at least a factor of 2 smaller than the
typical uncertainty introduced by truncation errors at the
resolutions employed here [105].
VI. CONCLUSIONS
Due to advances in the construction of constraint-solved
and consistent initial data, simulations of binary neutron
stars in full general relativity are now able to cover more of
the binary neutron star parameter space accurately. In
particular, it is now possible to study different EOSs
[39–41], large mass ratios [35,36], spinning neutron star
configurations [37], highly eccentric setups [17], and
neutron stars on orbits with less residual eccentricity than
the standard ones [28,114]. We have recently upgraded
the SGRID code to be able to generate consistent, constraint-
solved initial data with the ability to vary all these para-
meters.10 The most noteworthy improvement was the
combination of the constant rotational velocity approach
(fromRef. [22])with a generic specification of the symmetry
vector (from Ref. [17]) allowing arbitrary eccentricities
(including eccentricity reduction).
In this paper, we have exhibited SGRID’s ability to
generate binary neutron star initial data for many situations
of interest and included dynamical simulations of some
generic configurations evolved with the BAM code.
A. Quasiequilibrium sequences
We have constructed the following quasiequilibrium
setups.
Binaries in the constant rotational velocity approach:
With the help of quasiequilibrium sequences we studied
spinning neutron star configurations for different equations
of state and characterized the spin-orbit contribution to
the binding energy. Our results show that the spin-orbit
interaction can be well approximated by post-Newtonian
theory within the uncertainty of our numerical method.
Highly eccentric binaries: We also constructed highly
eccentric sequences following the description of Ref. [17],
but with the advantage of solving the elliptic equation for
the velocity potential, which results in smaller artificial
density oscillations by a factor of∼5. This will allow amore
detailed analysis of tidally induced oscillations in the
neutron stars than was performed in Ref. [29] using super-
posed initial data, which led to much larger initial oscil-
lations. Additionally, we compared our eccentric sequences
with PN calculations in various ways, where our analysis
showed that, as expected, close agreement is only obtained
in the limit of large separations or small eccentricities.
Eccentricity-reduced binaries: We can use the same
technology that allows us to create highly eccentric orbits
to reduce the eccentricity present in standard binary neutron
star initial data constructed using a helicalKilling vector.Here
we iteratively adjusted our eccentricity and radial velocity
parameters, similar to the procedure presented in Ref. [28].
Varying compactnesses and mass ratios: As additional
parameters, we considered different mass ratios and
FIG. 20 (color online). GW phasing of the evolved initial data
without (Iter 0) and with (Iter 3) eccentricity reduction for the SLy
EOS q ¼ 1 configuration. Vertical dotted lines denote the region
over which we align the waveforms.
10Note that here we only consider the “inspiral para-
meter space,” consisting of the purely relativistic hydrodynamic
parameters (eccentricity, masses, spins, and EOS) that can be
measured with an inspiral gravitational-wave signal with current
or proposed gravitational-wave detectors in physically expected
scenarios.
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compactnesses. We were able to construct a sequence for a
mass ratio of q ¼ 2.06 and equal-mass binary neutron stars
with compactness up to C ¼ 0.23.
This shows thatwith its recent upgrades, SGRID allows one
to construct binary neutron star simulations in a substantial
portion of the possible inspiral parameter space (and one can
vary all the relevant parameters independently). Of course,
there is a considerable amount of physics that we do not
include here. However, the physics we have neglected does
not affect the inspiral at a level that can be detected via
gravitational waves for the parameter values expected to be
present in neutron star binaries. Nevertheless, this missing
physics can still play an important role in the merger or
potentially produce other interesting effects, and includes
magnetic fields, elasticity (e.g., in the solid crust), and
composition, all of which would need to be appropriately
incorporated in the initial data. Of this additional physics,
the inclusion of magnetic fields is likely the most pressing.
Unfortunately, there is no known method for including
magnetic fields consistently in constraint-solved initial data
(though see Ref. [115] for some initial work): all simulations
of magnetized binary neutron stars (e.g., Refs. [42–46]) add
the magnetic field by hand after constraint solving.
Developing such a method would be a useful advance in
binary neutron star initial data construction.
B. Dynamical evolutions
To ensure that the constructed data are suitable for
dynamical simulations, we have evolved three
configurations.
q ¼ 2.06 run: As a first example, we evolved the highest
mass ratio ever considered in a full general-relativistic
binary neutron star configuration. The configuration con-
sisted of a q ¼ 2.06 setup with the MS1b EOS. Because of
the high mass ratio and the rather stiff EOS, we observed
mass transfer between the two stars several revolutions
before merger. During this process material with a rest
mass of ∼ð2 − 3Þ × 10−2M⊙ is transferred, with an average
accretion power of ∼1053 erg s−1. During the merger
process, ∼7.6 × 10−2M⊙ is unbound and is released from
the system with a kinetic energy of ∼3 × 1051 erg. The
ejecta process happens primarily due to torque in the tidal
tail of the lower massive star and forms a spiral-like pattern.
Due to this anisotropic ejection of material, the merger
remnant receives a large kick of Oð100Þ km s−1. The final
merger remnant can be characterized as a supramassive
neutron star, which is not expected to collapse on dynami-
cal time scales. An investigation of the merger remnant’s
GW spectrum, including more than just the dominant (2,2)
mode, reveals that many of the peak frequencies are
harmonically related to high accuracy.
Precessing and unequal masses run: As a second
example, we considered the first precessing binary neutron
star merger simulation. Contrary to most BNS investiga-
tions (except, e.g., Refs. [70,116]) we presented more than
just the dominant (2,2) mode and found a clear imprint of
the precession in the subdominant (2,1) mode, where the
amplitude is modulated by the precession frequency.
Considering for comparison a simulation with the same
leading-order spin-orbit interaction, we showed that the
relation between the gauge-invariant binding energy and
the reduced orbital angular momentum up to the merger
exhibits only a minor imprint of the precession for the spin
magnitudes we consider. Regarding the post-merger GW
spectrum, we observed a frequency shift of the dominant f2
mode due to the spins of the binary’s components
(cf. Ref. [37]).
Reduced eccentricity run: Finally, we have performed
simulations of an equal-mass configuration with and with-
out eccentricity-reduced initial data and we have quantified
the differences in the waveform’s amplitude and phase. We
found that although the eccentricity reduction improves the
waveform quality, one also needs to reduce other errors in
the waveforms, notably truncation errors, in order for the
improvement due to eccentricity reduction to be effective.
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APPENDIX A: ASTROPHYSICAL PREDICTIONS
FOR MORE EXTREME MASSES, MASS RATIOS,
AND SPINS FOR BINARY NEUTRON STARS
Here we assess the prospects for binary neutron star
mergers with more extreme masses and spins—such
as those we simulated in Sec. V—actually occurring in
nature. (Note that this assessment only covers the masses
and spin magnitudes, not the equation of state or spin
misalignment.)
1. Large and small masses and larger mass ratios
There is good evidence that the population of neutron
stars in the Universe extends at least from ∼1M⊙ up to
2M⊙. In particular, there are two precise measurements of
high-mass (∼2M⊙) neutron stars in binaries with white
dwarfs [67,68] as well as some less precise measurements of
low-mass (1M⊙) neutron stars in x-ray binaries [117,118].
There is also a precise measurement of a 1.17M⊙
companion to a pulsar [119]. Some evidence points towards
this companion being another neutron star, but this is not
firmly established—it could still be a white dwarf.
Additionally, there are recent measurements of low com-
pactnesses for isolated neutron stars [120], which would
imply quite small masses ∼1M⊙ for many of the equations
of state we consider.11 There is also recent work that
suggests that the initial (pre-accretion) mass of the low-
mass millisecond pulsar J0751+1807 (whose present mass
is 1.26 0.12M⊙) could have been as low as 1.1M⊙ [122].
The theoretical bounds on the neutron star mass allow for
an even larger mass range (and thus, in principle, large mass
ratios, up to ∼3), as some EOSs have maximum masses of
∼3M⊙ (e.g., the∼2.8M⊙maximummasses for theMS1 and
MS1bEOSswe consider in thiswork; seeTable I). However,
the minimum mass of neutron stars in the Universe is likely
around the minimum observed mass of ∼1M⊙. While the
minimum mass of a star constructed from a cold dense
matter equation of state is quite small (<0.1M⊙), the
minimum mass of a hot protoneutron star is considerably
larger, 0.89–1.13M⊙ for the models considered in
Ref. [123]. This minimum mass provides a practical lower
bound on neutron star masses formed from supernovae,
barring formation of lower-mass stars by fragmentation (see,
e.g., Ref. [124]), which is quite speculative. Moreover, the
high kicks that neutron stars formed by fragmentationwould
be expected to receive make them unlikely components of
binaries. Additionally, there is a further restriction from the
baryonic mass of the iron core of the supernova progenitor,
which gives a minimum mass of 1.15–1.2M⊙, as discussed
in Sec. 3.3 of Ref. [1], though there are uncertainties in both
these bounds due to uncertainties in supernova physics.
(Note that Tauris, Langer, and Podsiadlowski [125] estimate
that the minimum mass of a neutron star formed in an ultra-
stripped supernova is 1.1M⊙.) See Refs. [1,2] for a general
review of neutron star masses.
As mentioned in Sec. I, the mass range of the observed
binary neutron star systems is much smaller, particularly if
one only considers the six systems that will merge within a
Hubble time, where the minimum and maximum masses
are 1.25 and 1.44M⊙ (PSRs J0737-3039B and B1913+16,
the less massive star in the Double Pulsar and the Hulse-
Taylor pulsar, respectively), and the largest observed mass
ratio is 1.07, for the Double Pulsar (see, e.g., Table 1 in
Refs. [1,2] and Table 3 in Ref. [126]). Thus, one might
naively not expect to see a very wide range of masses (and
thus mass ratios) in many binary neutron star coalescences.
However, for certain values of poorly constrained param-
eters, population synthesis calculations (e.g., the Synthetic
Universe models from Dominik et al. [7]) predict the
existence of binary neutron stars (formed “in situ,” i.e., not
by dynamical capture) with masses over the entire observed
range of neutron star masses, and some systems with
reasonably large mass ratios.
Let us now consider the predictions of the Synthetic
Universe population synthesis data available online [127];
these are the standard model and Variations 1–15 of
Dominik et al. [7], where each of the variations varies one
of the poorly constrained parameters in the calculation—
see Table 1 in Ref. [7]. (See Ref. [128] for a study of the
predicted gravitational-wave detection rates using a few
of these models and Ref. [129] for a study of the effects
of varying certain initial conditions.) Additionally, each of
these models has four further variants, given by the four
combinations of two choices for themetallicity (solar and 0.1
solar)12 and two treatments of the common envelope phase of
the binary’s evolution (submodels A and B, which corre-
spond to the optimistic and pessimistic predictions, respec-
tively, for the fate of binaries which enter the common
envelope phase when the donor is in the Hertzsprung gap).
These models all assume a minimum neutron star mass of
1M⊙ (as mentioned in Ref. [128]) and a maximum mass of
2.5M⊙ (except for Variations 5 and 6, which assume a
maximum mass of 3 and 2M⊙, respectively).
All of these models predict a galactic binary neutron star
merger rate above the estimated lower bound of 2.1 Myr−1
inferred from observations (see the discussion in Sec. 8 of
Ref. [131]) at solar metallicity, except for Variation 1 (both
submodels), and submodel B in Variations 2, 4, and 12 (see
Table 2 in Ref. [7]). We still show results for these models,
11Note that these authors quoted compactnesses in units of
M⊙=km, not the dimensionless compactnesses we use in this
work, as is mentioned explicitly in the caption to Fig. 1 of
Ref. [121].
12Note that the metallicity of objects in the Universe varies,
generally increasing for more recent formation times, as dis-
cussed in, e.g., Ref. [130]. These two choices of metallicities are
intended to give an indication of the effects of metallicity on these
calculations.
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for comparison, particularly since that lower bound is not
particularly firm.
We show the total number of coalescing binaries in each
of these models in Fig. 21, marking the numbers of systems
with individual masses ≥1.5, 1.75, and 2M⊙. We also show
the maximum and minimum individual masses and mass
ratio present in the coalescing systems in that figure. (Here
we select the systems that coalesce within 10 Gyr from the
formation of the binary, the criterion for the population of
potentially observable coalescing binaries used in Ref. [7].)
We see that many of the models predict at least some
coalescing systems with individual masses close to 2M⊙ (at
least above 1.75M⊙). The minimum individual masses
present are mostly close to 1.1M⊙. The maximum total
mass is never more than 20% smaller than twice the
maximum individual mass, and in almost half of the cases
is within 5% of it.
The minimum total mass is always very close to 2.2M⊙,
except for Variation 1, where it is 2.49M⊙ (for all four
cases), and Variation 10, where it is between 2.3 and
2.5M⊙, depending on the case. Indeed, mergers with a
stable neutron star as the final remnant may even be rather
common, if the neutron star maximum mass is ≳2.5M⊙ as
is assumed in all but Variation 6: one finds hundreds to
thousands of coalescing systems with total masses below
this limit in all but a handful of these Synthetic Universe
models. Moreover, these numbers are a significant fraction
of the total number of systems in each of the population
models (in a number of cases well above 90%, including
the standard case with solar metallicity and submodel B,
where the fraction is 99.88%). There are even tens to
hundreds of coalescing systems with total masses less than
2.25M⊙ in many models. In the models from Ref. [129],
which vary various initial conditions using a base model
quite similar to the standard model from Ref. [7], one does
not find many of the more extreme systems we consider
here, since these models do not include the choices for the
binary evolution parameters that generate such systems.
Since there is a wide range of individual masses in these
models, one might expect there to also be a wide range of
mass ratios present, which we indeed find to be the case, as
illustrated in the bottom panel of Fig. 21. We also show a
histogram of the number of systems with different mass
ratios for the models that have maximum mass ratios ≥1.7
in Fig. 22. The maximum mass ratio in the full (not just the
coalescing) population is 1.94, found in Variation 10 with
solar metallicity and either submodel. The maximum mass
ratio in the coalescing population is 1.86 and is also found
in Variation 10 with solar metallicity, though here just for
submodel A. Note that this variation assumes a delayed
supernova engine, and thus may be unphysical, as dis-
cussed in Ref. [7]. We therefore note that Variation 7
(which assumes low supernova kicks) with solar metallicity
gives a maximum mass ratio of 1.83 in both the full and
coalescing populations for both submodels, as does
Variation 14 (which assumes a weakly bound common
envelope) for 0.1 solar metallicity and submodel A.
While the very largest mass ratios are indeed uncommon
even in these more extreme population models (see
Fig. 22), two models predict >50 coalescing systems with
mass ratios≥1.7 (Variation 4, which assumes a very weakly
bound common envelope, with submodel A and either
metallicity). These models are on the extreme side, but even
the standard model predicts a single mass ratio 1.5
coalescing system (with submodel A and solar metallicity).
2. Larger spins
Compared to the spins of millisecond pulsars (where
the largest spin known is 716 Hz [132]), the members of
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FIG. 21 (color online). The total number of coalescing binary
neutron star systems in the various Synthetic Universe population
synthesis models, with the numbers with individual masses ≥1.5,
1.75, and 2M⊙ also marked (top), along with the maximum and
minimum individual masses (middle) and maximum mass ratio
(bottom) present in these models. Here “S” denotes the standard
model and “Vn” denotes the nth variation. The four variants are
denoted by different colored bars, where the letter (A or B) gives
the submodel and “02” and “002” correspond to solar metallicity
and 0.1 solar metallicity, respectively, the notation used on the
Synthetic Universe webpage. In the top plot, the number of
coalescing systems with individual masses ≥1.5, 1.75, and 2M⊙
are marked with dense hatching, less dense hatching, and dotted
hatching, respectively.
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known binary neutron stars are not spinning nearly so
rapidly.13 The shortest spin period observed so far is
22.7 ms (corresponding to a frequency of 44 Hz) for the
more massive star in the Double Pulsar, PSR J0737–
3039A, which is likely not to spin down too much by
the time the system merges, as discussed in Appendix A 3.
PSR J0737–3039A has a dimensionless spin of
j ∈ ½0.02; 0.03, where the uncertainty comes from the
uncertainty in the EOS.
However, for a direct estimate of the typical spin in
binary neutron star systems, we are restricted by the fact
that we currently only know a small sample of the binary
neutron star systems in our Galaxy (around 12). One might
expect that there should be a population of binary neutron
stars where at least one star has a significant spin at merger,
since there is known to be a sizable population of rapidly
spinning neutron stars, with 207 known pulsars with spins
over 200 Hz [134].14 (Note that 200 Hz corresponds to a
dimensionless spin of ∼0.1 for the EOSs considered in this
work.) This would most likely be the heavier star, which
could have its spin increased by accretion from its
companion when its companion is still a post-main
sequence star, a process known as recycling (see, e.g.,
Ref. [136]). (The recycling process reduces the star’s
external magnetic field, which will likely allow the rapid
spin obtained from accretion to persist until merger.)
However, one needs to accrete a fair amount of matter in
order to spin a neutron star up to high frequencies (∼0.1M⊙
for frequencies of ∼500 Hz is quoted in Sec. 7 in
Ref. [136]), and one does not expect to accrete lots of
matter when the companion is a neutron star progenitor,
since the lifetimes of the two progenitors will be quite
similar. In particular, Tauris, Langer, and Podsiadlowski
[125] considered the ultra-stripped supernova binary neu-
tron star formation channel, which they claim is the primary
channel for forming binary neutron stars that will merge
within a Hubble time. In their calculations, they obtained a
maximum spin of ∼40 Hz, assuming Eddington-limited
accretion onto the neutron star, and ∼90 Hz, assuming
3 times Eddington accretion (which they mentioned is
easily obtained, and for which there may be evidence in the
inferred formation channels of other systems); see their
Sec. 6.1.1.
Additionally, MacLeod and Ramirez-Ruiz [137] found
that even though the neutron star only accretes <0.1M⊙
during the common envelope phase in their simulations, the
neutron star could still be spun up to ∼250 Hz in the cases
where one accretes close to 0.1M⊙. Of course, this is an
extreme case, and their spin estimates are not very precise.
Additionally, if the neutron star experiences a significant
enough spindown after the accretion episode, then such
high spins will reduce substantially before merger.
However, one expects the magnetic field to be reduced
by accretion, as mentioned above, and for reasonably small
orbital periods and magnetic fields after the common
envelope phase (e.g., ∼4 hours and ∼109 G), the spin at
merger can still be ∼200 Hz. See the next subsection for
further discussion of the issue of determining the spin at
merger.
One can also imagine forming a double neutron star with
a member with a high spin through dynamical formation
via binary-single (or even binary-binary) interactions in
dense stellar regions, such as globular clusters (see, e.g.,
Refs. [8,10]), where one swaps out the companion that
recycled the highly spinning neutron star. This process is
discussed as a likely formation channel for the binary
containing the 239 Hz pulsar J1807–2500B [133], which
resides in a globular cluster, and whose companion may
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FIG. 22 (color online). A histogram of the mass ratio of
coalescing systems for the various Synthetic Universe models
that have a maximum (coalescing) mass ratio of ≥1.7. The
number of coalescing systems in each model is given after the
model’s name (with the same notation as in Fig. 21). Each bin has
size 0.1 and is labeled by the maximum mass ratio present in the
bin. The models are ordered to help clarify the plot.
13While PSR J1807–2500B (NGC 6445B) has a spin of
239 Hz, it is at present unclear whether its companion is a
neutron star or a white dwarf [133]. (The uncertainty about the
nature of the companion is somewhat larger for this system
than it is for most binary pulsars. This is also the most massive
companion of a fully recycled neutron star and the binary is
thought to have likely been formed dynamically.) Additionally,
this system will not merge within a Hubble time, so it would
not contribute directly to binary neutron star merger rate
calculations.
14This is out of 2525 known pulsars. Also note that 20 out of
the 23 known pulsars in the rich globular cluster 47 Tucanae have
spins over 200 Hz [135].
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be another neutron star. There is even the exotic possibility
of forming a binary where both neutron stars have
millisecond periods through this channel, or through the
double recycling scenario proposed by Sigurdsson and
Hernquist [9], where the neutron stars’ main sequence
companions are disrupted and this material recycles both
neutron stars.
3. Neutron star spin predictions at merger
In addition to considering the purely theoretical pros-
pects for relatively high spin in merging binary neutron
stars, one can also consider the spins at merger of known
pulsars whose companion is a neutron star. The simplest
way to estimate the spin at merger is to assume that the
pulsar’s observed spindown is due solely to magnetic
dipole radiation. This was already done for the fastest-
spinning neutron star known in a neutron star binary
(J0737–3039A, the more massive star in the Double
Pulsar) by one of us in Ref. [22]. There it was found that
this pulsar’s spin will only decrease slightly, from 44 to
37 Hz, in the 85 Myr from now until the system merges,
with this assumption. Although the observed spindown is
likely not due entirely to magnetic dipole radiation, we will
show that the estimate for this particular pulsar is valid
without this assumption (with reasonable assumptions
about the size of the pulsar’s braking index).
For magnetic dipole radiation the pulsar’s braking index
(n ≔ νν̈=_ν2, where ν is the pulsar’s spin frequency) is 3.
However, all reliably measured values of the braking index
(only eight) are less than 3 (and can be as low as ∼1); see,
e.g., Table I in Ref. [138]. Note that all of the pulsars with
reliably measured braking indices are much younger than
J0737–3039A, with ages of at most ∼104 years, as opposed
to J0737–3039A’s age of ∼108 years. If one looks at these
braking indices versus the pulsars’ characteristic ages from
the ATNF catalog [134], one sees that the significantly
older pulsars all have lower—but more uncertain—braking
indices than the younger ones. (See Fig. 7.5 in Ref. [139]
for an illustration, albeit without error bars. They also plot
less well-determined braking indices for much older
pulsars, finding quite large values up to ∼105, though they
are also likely quite uncertain.) All these pulsars are also
more slowly rotating than J0737–3039A, with a largest
frequency of ∼30 Hz for the Crab pulsar. Nevertheless, it
turns out that the prediction of J0737–3039A’s spin at
merger is quite insensitive to the braking index assumed,
since the spindown time scale is considerably longer than
the time to merger.
Specifically, the period evolution of a pulsar with a
generic (constant) braking index n is given by _P ¼ KP2−n,
where K is a constant. We can solve this in terms of the
pulsar’s period at t ¼ 0, P0, and express K in terms of the
pulsar’s characteristic age at t ¼ 0, τ0 ≔ P0=ð2 _P0Þ, giving
[for n ≠ 1; cf., e.g., Eq. (4) in Ref. [140]]
PðtÞ ¼ P0

1þ n − 1
2
t
τ0

1=ðn−1Þ
¼ P0

1þ 1
2
t
τ0
þ 2 − n
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
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	
:
ðA1Þ
Here we have expanded to second order in t=τ0 to illustrate
that the correction term due to the braking index is quite
small when t=τ0 is small. In the case of J0737–3039A,
where τ0 ¼ 210 Myr, so tmerger=τ0 ≃ 0.4, the corrections
due to possible deviations of the braking index from 3 are
≲5% (considering n ∈ ½0; 5, where n ¼ 5 corresponds to
pure gravitational-wave damping). Additionally, for the
very large magnitude (and likely quite uncertain) braking
indices found for pulsars of about the age of J0737–3039A
discussed above, the change in the pulsar’s spin until
merger is negligible.
Of course, this calculation still assumes a constant
braking index and K. If, for instance, J0737–3039A has
a large buried magnetic field from the accretion episode
that is thought to have spun it up (its external field is only
6.3 × 109 G, while its companion’s is ∼1012 G) [140], and
enough of this field becomes unburied before the binary
coalesces, then this could spin the pulsar down far more
than is predicted by the calculation above. Since the
spindown rate goes as the square of the magnetic field,
an increase in the external field by an order of magnitude
would decrease the characteristic age τ by a factor of 100,
so one could easily obtain a final spin that was smaller by a
factor of 2 or more if this larger external field is present for
∼10 Myr or longer. And if a ∼1012 G field emerges
completely, τ will decrease to ∼104 years, so such an
external field could spin the star down by an order of
magnitude in only ∼1 Myr.
However, this scenario relies on the pulsar having
accreted a small enough amount of matter to allow a
significant amount of field to become unburied in the
remaining time before merger. As illustrated in, e.g., Fig. 1
of Ref. [141], the unburial time scale is very sensitive to the
amount of accreted material (with factors of 2 leading to
order-of-magnitude changes). Since there is no way of
which we are aware of estimating the amount of material
accreted onto J0737–3039A to within a factor of 2, and the
entire picture is further complicated by the possibility of
magnetic field decay (e.g., Ohmic decay), not just burial
(see, e.g., Sec. 10.3.1 in Ref. [142] for a brief review), we
do not pursue this possibility further here.
APPENDIX B: DISCUSSION OF THE ACCURACY
OF THE APPROXIMATIONS IN OUR METHOD
1. The conformal flatness approximation
As mentioned already, the use of the conformal flatness
approximation (CFA) means that we are not including
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the binary’s gravitational radiation. Additionally, we know
that the uncontrolled remainders in the CFA are Oðv4Þ
(where v is the binary’s orbital velocity) for nonspinning
binaries in the post-Newtonian approximation (see, e.g., the
discussion in Sec. III A in Ref. [17]). However, we do not
expect that the CFA places restrictions on the binary
parameter space we can cover. In particular, while the
CFA is a significant obstruction to constructing high-spin
binary black hole initial data, as discussed in, e.g.,
Ref. [143], since one cannot apply it to single Kerr black
holes with high spins, even maximally (uniformly) spin-
ning neutron stars can be described well (errors of ≲1%)
using the CFA [144,145].
2. The approximate symmetry vector
Here we wish to assess the accuracy of the assumption
Lk1;2ψ ≈ 0 inside each star for our specific approximate
symmetry vector from Eq. (2.39), since we use this
approximation to obtain the form of the continuity
equation we use to solve for the velocity potential—
see Eq. (2.27). We thus note that in the post-Newtonian
approximation the conformal factor ψ ¼ 1 − Φ=2 to
lowest order, where Φ is the Newtonian potential.
Thus, we can estimate the accuracy of Lk1;2ψ ≈ 0 by
considering the size of Lk1;2Φ.
We first start with an order-of-magnitude calculation: the
Newtonian tidal field in star 1 due to star 2 a distance r12
away will be of the orderM2R1=r212, where R1 is the radius
of star 1 andM2 the mass of star 2. In the coordinate system
where tμ ¼ kμ1, star 2 will not be at rest; rather it will move
on a time scale of Ω−1. Thus we expect that both Lk1ψ and
Lk1α will be on the order of ΩM2R1=r
2
12, which is
negligible as long as the stars are well separated.
In fact, we can calculate this explicitly for the case of an
elliptical Keplerian orbit at apoapsis with vr ¼ 0 in our
approximate symmetry vector [Eq. (2.39)], neglecting any
tidal deformations in the stars, so we can treat them as
spherically symmetric, which considerably simplifies the
analysis. (Of course, since we find that there is a residual
from the companion’s tidal field, it might seem to be
important to include the star’s tidal deformation. However,
since the expected lowest-order Newtonian tidal deforma-
tions are not present in conformally flat data in the binary
black hole case—see, e.g., Ref. [146]—it does not seem to
make any sense to include them here.) Here the expressions
for the orbit in the Appendix of Ref. [17] are useful and we
find that the k1 Lie derivative of star 1’s own potential
vanishes identically at t ¼ 0, assuming only that the star is
spherically symmetric.
For the companion’s potential, Φc, we obtain
jLk1Φcjt¼0jmax ¼
er12M2ΩR1
ðr212 þ R21Þ3=2
; ðB1Þ
which reduces to the order-of-magnitude estimate given
above, to leading order in R1=r12, up to the important factor
of e, which shows that this residual in fact vanishes exactly
in the e→ 0 limit. However, it is quite small even in the
general case: if we multiply the leading estimate by R1
(choosing this length scale sincewe are eventually interested
in the appearance of this residual in the equation for the star’s
velocity potential), then we obtain R1jLk1Φcjt¼0jmax;leading≤
ð4=27ÞeðMΩÞ7=3C−21 ≲ð2×10−3Þe, where we have used
Kepler’s third law to eliminate r12 in favor of Ω,
introduced the compactness of star 1, C1, and maximized
over the mass ratio to obtain the strict inequality. The
approximate inequality comes from noting that MΩ≲
0.02 and C1 ≳ 0.1 for the binaries we consider; the
residual is ∼4 times smaller for the most compact stars
we consider (for a fixed MΩ).
We can also consider a circular orbit with an inspiral,
in which case we take e ¼ 0 and vr ≠ 0 in Eq. (2.39)
and model the inspiral in general by writing rxðtÞ þ
iryðtÞ ¼ r12ðtÞeiφoðtÞ, where r denotes the separation vector
pointing from star 2 to star 1 and φo is the orbital phase,
with _φo ¼ Ω. We find that taking vr ¼ −_r12 removes the
leading contribution from the inspiral, though we are still
left with residuals in the k1 Lie derivative of the Newtonian
potential from all three contributions to it, viz., the
potentials of the two stars and the Burke-Thorne radiation
reaction potential that gives the leading-order inspiral (see,
e.g., Ref. [147]).
The contribution from star 1’s own potential gives
the largest residual, but even this is not particularly large
for the systems we are considering. Specifically, the
maximum value15 of the leading term in R1=r12 in the
residual is R1jLk1ΦR;ujt¼0jmax;leading ¼ 2Mηj_r12j=R1 ¼
ð128=5Þη2ðM1=MÞðMΩÞ2C1 ≲ 7 × 10−5, where we have
used the leading-order expression _r12 ¼ −ð64=5ÞðMΩÞ2η
and maximized over the mass ratio to obtain the upper
bound, in addition to noting that C1 ≲ 0.2 for the stars
we consider. The contribution from the companion’s
potential is Oð½MΩ10=3C−11 Þ and is thus ≲2 × 10−5 (this
agrees with the slightly complicated exact expression we
have calculated), while the leading terms in the contribution
from the Burke-Thorne potential are quite small. The
largest one is (multiplied by R1) 64μr312R
2
1Ω4 _Ω ¼
ð6144=5Þν2ðM1=MÞ2ðMΩÞ17=3C−21 ≲ 6 × 10−7, where
we have used the leading-order expression r212 _Ω ¼
ð96=5ÞηðMΩÞ7=3 and again maximized over the mass ratio
to obtain the upper bound.
15We have only shown that the expression we give is a
maximum in the case of a uniform density star, though we
expect that this is also true in the more general case. The
maximum in this case occurs at the surface of the star, so the
expression does not depend on the density distribution, except for
our assumption of spherical symmetry.
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APPENDIX C: ALTERNATIVE DERIVATION
OF A FIRST INTEGRAL TO THE
EULER EQUATION
We have already outlined a possible derivation of a first
integral to Euler’s equation for rotating neutron stars; see
Sec. II A and Refs. [22,23]. In this appendix we obtain the
first integral using a much shorter derivation based on the
Cartan identity, which relates the Lie derivative operator L
to the exterior derivative operator d. In particular, for a
differential form ω and a vector u one has
Luω ¼ u · dωþ dðu · ωÞ ðC1Þ
where a dot denotes contraction between adjacent indices.
We will now use the canonical momentum
p ¼ hu ¼ dϕþ w ðC2Þ
as introduced in Eqs. (2.19) and (2.22), together with the
additional definition (2.24), to write
p ¼ p0k¯þ w ¼ p0ðkþ VÞ; ðC3Þ
where in the last step we have used Eqs. (2.18) and (2.19).
Using u · u ¼ −1, the Euler equation (2.9) can be written
in the Carter-Lichnerowicz [148,149] form:
u · dp ¼ 0: ðC4Þ
Using Eq. (2.18), Eq. (C4) can be rewritten as
k · dpþ V · dp ¼ 0: ðC5Þ
We now rewrite k · dp using the Cartan identity (C1) to
obtain
Lkp − dðk · pÞ þ V · dp ¼ 0; ðC6Þ
where Lkp vanishes by assumption if the symmetry
vector k Lie-derives the flow. We could then obtain a first
integral k · p ¼ const for irrotational (dp ¼ 0) or corota-
tional (V ¼ 0) flow, since then the last term is zero as well.
In the general case of spinning neutron stars, however, that
is not true. Nevertheless, we can again make use of our
assumptions (2.23b), (2.23c), and (2.26) (this time without
projecting onto the three-dimensional slice), i.e.,
Lkdϕ ≈ Lk¯w ≈ L w
p0
w ≈ 0; ðC7Þ
where the latter two can be combined to get
L p
p0
w ¼ Lk¯wþ L w
p0
w ≈ 0: ðC8Þ
Now it is possible to rewrite the first and the last term of
Eq. (C6) with the goal of finding a first integral. Therefore,
we can write Lkp ¼ Lkðdϕþ wÞ ≈ Lkw to simplify the
first term. For the last term, we will apply Cartan’s identity
once again and the definitions from Eq. (C2) to write
V · dp ¼ V · dw ¼ LVw − dðV · wÞ: ðC9Þ
Substituting these two terms into Eq. (C6) and exploiting
linearity of the Lie derivative yields
dðk · pþ V · wÞ ≈ LkþVw ¼ Lk¯þ w
p0
w ≈ 0 ðC10Þ
which gives rise to an approximate first integral
k · pþ V · w ≈ const: ðC11Þ
In a final step, using the normalization condition u·u¼−1,
one can straightforwardly show that k · pþ V · w ¼
− hu0 − V · dϕ, which corresponds to Eq. (2.29).
Notice, however, that the assumptions (C7) used in the
derivation here are slightly stronger than the original
assumptions (2.23b), (2.23c) and (2.26), which make
assumptions only about projections onto the three-
dimensional slice.
APPENDIX D: SINGLE CRV STARS
1. Comparison with rigidly rotating stars
As explained in Ref. [23], the particular choice of the
angular velocity wi given by Eq. (2.34) leads to a negligible
shear, and thus any substantial differential rotation can be
neglected. We provide corroborating evidence for this
statement here. For this purpose we construct single
rotating neutron stars in the CRV approach and compare
them with rigidly rotating stars. We compute the rigidly
rotating stars with the project Nrotstar of the publicly
available LORENE library [15]. Nrotstar solves the Einstein
equations with a self-consistent field method and multi-
domain spectral methods. To compute CRV stars, we use
SGRID and the formalism described in Sec. II. In particular,
we take the approximate symmetry vector k to be the
timelike Killing vector ∂t. We also use nA ¼ nB ¼ 26,
nφ ¼ 8, and nCart ¼ 22.
In Fig. 23 we present sequences of CRV and rigidly
rotating stars with the simple polytropic Γ2.72 EOS for
different central enthalpies (i.e. different baryonic masses).
There is no evidence that the result would be different for
piecewise polytropes.
Due to the fact that ωz in the CRV approach does not
agree with the frequency measured by an observer at
infinity (as already outlined in Ref. [37]), we compute
CRV configurations for a constant ωz and find a corre-
sponding sequence of rigidly rotating stars by choosing the
frequency in Nrotstar such that both methods give similar
results. We obtain the SGRID data by varying the baryonic
masses Mb ∈ ½1.1; 2.0 with a spacing of ΔMb ¼ 0.1.
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We clearly see that for frequencies below 300 Hz, rigidly
rotating data and CRV data agree well. However for larger
angular momentum larger discrepancies occur. This can be
caused by (i) the reduced accuracy for faster rotating stars
(see Sec. D 3) and (ii) the fact that the members of a
sequence with different masses and the same ωz ¼ const
may not all correspond to the same observable frequency.
2. Empirical ω-j relation
In addition to the comparison with rigid rotating stars,
we want to answer the question of how the dimensionless
spin of a single CRV star can be obtained from input
parameters of the SGRID code, namely the EOS, the
baryonic mass Mb, and the angular velocity vector ωi.
A phenomenological model to obtain a rough estimate of
the star’s spin value would reduce the computational costs
to find accurate initial data for particular configurations.
For this reason we choose four EOSs: SLy, ALF2, MS1b,
and Γ2 with baryonic masses in the range [1.1,1.7],
spanning a range in the compactness of C ∈ ð0.09; 0.20Þ.
The dimensionless angular momentum j of a neutron star
is given by
j ¼ JADM
M2ADM
¼ Iωobs
M2ADM
; ðD1Þ
where JADM and MADM are the spacetime’s ADM angular
momentum and mass, respectively, and I is the moment of
inertia of the star. Now ω obs, the rotational period an
observer at infinity would measure, is not known a priori,
but probably depends linearly on the angular velocity ω,
for slowly rotating neutron stars. We thus recast Eq. (D1) in
the form
j ¼ fðC;MbÞω: ðD2Þ
Also, the gravitational mass of the single star (i.e., MADM)
for this spacetime is not known in advance and is thus
absorbed in the function f. We find with numerical
experiments the following expression:
jfit ¼ a1ð1þm1MbÞð1þ c1C þ c2C2 þ c3C3 þ c4C4Þω;
ðD3Þ
where the parameters a1 ¼ 88.8131, m1 ¼ 1.39522, c1 ¼
−19.003, c2 ¼ 152.99, c3 ¼ −570.678, c4 ¼ 806.896 are
obtained from a fit of the data presented in Fig. 24 and
where we use the compactness C of an irrotational star
with the same baryonic mass for simplicity. Specifically,
we computed five different values ω ¼ ð0.000; 0.002;
0.004; 0.006; 0.008Þ for each of the baryonic masses
(1.1,1.2,1.3,1.4,1.5,1.6,1.7) and for the EOSs SLy,
ALF2, MS1b, and Γ2. We want to stress that the resulting
relation is just empirical and probably does not represent
any underlying physical properties.
3. Rapidly rotating neutron stars
The fastest spinning neutron star observed so far is PSR
J1748–2446ad, with a spin period of 1.4 ms, corresponding
to a frequency of 716 Hz [132]. This corresponds to a
FIG. 24 (color online). Comparing the spin computation
according to Eq. (D3) (jfit) with the spin output by SGRID
(jSGRID) for SLy (red), ALF2 (blue), MS1b (green), and Γ2
(black): absolute values (upper panel) and fractional residuals
(bottom panel).
FIG. 23 (color online). Comparison of single neutron stars with
rigid rotation and CRV rotation using a simple polytropic EOS
(Γ2.72). The values for ωz in the CRV approach are 0.0, 0.005,
0.01, and 0.015. (These data are shown as crosses.) The solid
lines are computed for rigid rotating stars with the LORENE
library.
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dimensionless spin of j ∈ ½0.3; 0.6 (for the EOSs given in
Table I), where the uncertainty comes from our ignorance
of the EOS and the mass of the star.
Considering such systems, it is interesting to estimate the
maximum spin that can be achieved with SGRID. For this
purpose we consider once more the SLy, ALF2, and MS1b
EOSs and single star configurations. The iteration process
to achieve high spins for realistic EOSs is as follows. We
start with ω ¼ 0 (zero spin, i.e., a solution of the TOV
equation) and increase the angular velocity in steps of
Δω ¼ 0.005 up to ω ¼ 0.01 and in smaller steps of Δω ¼
0.0025 up to ω ¼ 0.0275. Note that higher spins could be
computed for lower resolutions, but for higher resolutions
the iteration procedure fails. Depending on the EOS,
maximum dimensionless spins of 0.5 ≤ jmax ≤ 0.7 can
be obtained (shown in the upper panel of Fig. 25). The
middle panel shows the mass shedding parameter [150]
χ ¼ ∂rhjeq
∂rhjpole
ðD4Þ
which measures the deformation of the neutron star (caused
by its rotation) according to the derivative of the enthalpy at
the star’s surface parallel or perpendicular to the symmetry
axis. Note that in binaries ∂rhjeq is evaluated along the line
connecting the two stars’ centers. The lower panel shows
the L2-norm of the Hamiltonian constraint in the domain
covering the neutron star up to Amax ¼ 0.35, i.e., including
the star’s surface, which is the most problematic region.
The Hamiltonian constraint grows for angular velocities
ω ≥ 0.02. We suggest that this is related to the deformed
shape of the neutron star, indicated by the decreasing χ.
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