We give a generalisation of the multivariate beta integral. This is used to show that the (multivariate) Bernstein-Durrmeyer operator for a Jacobi weight has a limit as the weight becomes singular. The limit is an operator previously studied by Goodman and Sharma. From the elementary proof given, it follows that this operator inherits many properties of the Bernstein-Durrmeyer operator in a natural way. In particular, we determine its eigenstructure and give a differentiation formula for it which is new.
Introduction
The Bernstein operator B n : C[0, 1] → Π n , which is defined by (1.2) we show that c µ k (f ) and its multivariate analogue have a limit as some or all µ i → −1 + . Thus, M µ n f converges as µ → −1 + , with the limit operator inheriting many properties in a natural way. It turns out that this limit operator is one previously studied by Chen in the univariate case, and Goodman-Sharma in the multivariate case. Hence we provide a simple explanation as to why this operator has properties which are so close to those of the Bernstein-Durrmeyer operator, and a simple proof of these properties. In particular, we determine its eigenstructure and give a differentiation formula for it which is new.
Definitions
Let V be the set of s + 1 vertices of an s-simplex T in IR s , and ξ = (ξ v ) v∈V be the corresponding barycentric coordinates. We will use standard multi-index notation with indices from ZZ V + and ZZ s + , so, for example,
The value of α at v is denoted by α v or α(v), depending on which is most aesthetic.
1
The Bernstein operator of degree n for the simplex T with vertices V is defined by
To describe Durrmeyer's modification of this operator, we define the linear functional
where S is any k-simplex in IR d with (k-dimensional) volume vol k (S), and A :
is any affine map taking the k + 1 vertices of S onto the points θ 0 , . . . , θ k in IR s (this is independent of the choice of S and A). For the points V , taking S = T and A as the identity gives
v is integrable on T . We denote the corresponding weighted inner product space by L 2 (T, ξ µ ), and use the inner product
The Bernstein-Durrmeyer operator of degree n for a Jacobi weight ξ µ on T can now be defined by Derriennic [D81] ), then for Jacobi weights by Pȃltȃnea [P83] (see also Berens and Xu [BX91] ), and the multivariate analogues in Derriennic [D85] (see also Ditzian [Di95] ).
A generalised multivariate beta integral
The multivariate gamma and beta functions of β ∈ ZZ V + are defined by
The beta integral (1.2) can be written
where supp(α) ⊂ V denotes the support of α.
2) and use the beta integral (2.1), to obtain
For α = 1 and κ = β − 1, the integral (2.4) reduces to the classical beta integral (2.1).
The limit of the Bernstein-Durrmeyer operator
The inner product 1, ξ α µ , µ > −1 in (1.6) becomes unbounded as any component of µ approaches −1, and so a limiting form of
can not be defined by substituting µ = −1 into (1.6). However, for f ∈ C(T ), we show that
and so a limiting form can be defined in a natural way. The multivariate shifted factorial (Pochhammer symbol) is defined by
and satisfies
We extend |µ| to vectors µ ∈ IR V (which may have negative entries) via |µ| :
where
In particular,
The integrals defining c
For the left hand side, use the beta integral (2.1) and (3.1), to obtain
Note, for each v ∈ V , we have
and
Case 1: W = V . Then (3.7) implies
and so the generalised beta integral (2.4) gives
.
From this we calculate
2) and (3.8), we have
V \W has ξ v as a factor, and hence is zero over the region of integration (the convex hull of W ), giving 
The first factor in the above product is (α + κ + 1) β since supp(β) ⊂ W . From (3.9) it follows that |(α + κ + 1) | V \W | = 0, and so, since |β | W | = |β|, the second factor becomes
as required. Finally, the particular case (3.4) is obtained by taking κ = −1 in (3.3).
By (2.2), we have
is continuous, and we have the following extension of M µ n to 'singular weights' ξ κ , κ ≥ −1.
Theorem 3.11 (Limit operator). For f ∈ C(T ) and κ ≥ −1, we have
where c
(3.14)
Proof:
and (3.10) gives (3.13). Take κ = −1 in (3.12) to get (3.14).
The operator U n : C(T ) → Π n defined by (3.14) is due to Goodman and Sharma [GS91] (for the univariate case see [GS87] ). It was also considered by Sauer [S94] who remarks the univariate version was known to W. Z. Chen in 1987. Since U n is the limit of Durrmeyer operators M µ n , µ > −1, many properties of the Durrmeyer operators are inherited, and these can be proved (simply) by taking the limit as µ → −1 + , e.g.,
We illustrate this method in the next two sections by determining the eigenstructure of U n and a differentiation formula for it.
Recently, Theorem 3.11 was obtained independently in the univariate case s = 1 (µ = (a, a) → −1 + ) by Pȃltȃnea [P01] , where the limit operator U n was attributed to yet another: Gavrea [G96] . There it was shown that M 
The eigenstructure of U n
We now describe the eigenvalues and eigenspaces of U n by taking the limit of those for
and the corresponding eigenfunctions are the Jacobi polynomials of degree k for ξ µ , i.e.,
As expected, the eigenvalues of U n are
This is easily seen for k ≥ 2 since here P µ k converges (in the gap metric) to some P * k (see Waldron [W01] ). Recall the gap between (finite dimensional) subspaces P and Q of C(T ) is given by
where B is the unit ball in C(T ). Thus, for each µ > −1 we can choose a basis {p
where {p * i } is a basis for P * k , and so
shows it is all of it). For k = 0, 1 the limit eigenvalues are 1 (the rest are distinct). Here P µ 1 does not converge as µ → −1 + , though P µ 0 does and P µ 0 + P µ 1 = Π 1 , which is easily seen by considering the functions
However, a simple calculation shows that Π 1 are the eigenfunctions of U n for λ = 1, and so U n is diagonalisable. The fact that linear polynomials are reproduced by U n (as with B n ), was seen as desirable in [S94] . The derivative of f in the direction y ∈ IR s is given by
A differentiation formula for
Theorem 5.1 (Differentiation formula). For µ ≥ −1 and v, w ∈ V , we have
Proof:
In view of Theorem 3.11, it suffices to prove (5.2) for µ > −1. Since 
