Abstract-Motivated by the challenging formation stabilization problem for mobile robotic teams when no distance or relative displacement measurements are available and each robot can only measure some of those angles formed by rays towards its neighbors, we develop the notion of "angle rigidity" for a multi-point framework, named "angularity", consisting of a set of nodes embedded in a Euclidean space and a set of angle constraints among them. Different from bearings or angles defined with respect to a global axis, the angles we use do not rely on the knowledge of a global coordinate system and are signed according to the counter-clockwise direction. Here angle rigidity refers to the property specifying that under proper angle constraints, the angularity can only translate, rotate or scale as a whole when one or more of its nodes are perturbed locally. We first demonstrate that this angle rigidity property, in sharp comparison to bearing rigidity or other reported rigidity related to angles of frameworks in the literature, is not a global property since an angle rigid angularity may allow flex ambiguity. We then construct necessary and sufficient conditions for infinitesimal angle rigidity by checking the rank of an angularity's rigidity matrix. We develop a combinatorial necessary condition for infinitesimal minimal angle rigidity. Using the developed theories, a formation stabilization algorithm is designed for a robotic team to achieve a globally angle rigid formation, in which only angle measurements are needed.
I. INTRODUCTION
Over the past decades, distance rigidity has been intensively investigated both as a mathematical topic in graph theory [1] , [2] and an engineering problem in applications including formations of multi-agent systems [3] , mechanical structures [4] , and biological materials [5] . Distance rigidity [6] is defined using the property of distance preservation of translational and rotational motions of a multi-point framework. To determine whether a given framework is distance rigid, two methods have been reported. The first is to test the rank of the distance rigidity matrix which is derived from the infinitesimally distance rigid motions [7] . The second is enabled by Laman's theorem, which is a combinatorial test and works only for generic frameworks. More recently, bearing rigidity has been investigated, in which the shape of a framework is prescribed by the inter-point bearings or directions [8] , [9] . By defining the bearing as an unit vector in a given global coordinate system, bearing rigidity can be defined accordingly [9] , [10] . To check whether a framework is bearing rigid, the conditions similar to those for distance rigidity have been discussed [8] - [11] .
Distance constraints in determining distance rigidity are in general quadratic in the associated end points' positions. While a bearing constraint is always linear in the associated point's position, the description of bearings directly depends on the necessity of a global coordinate system or a coordinate system in SE (2) or SE(3) [12] , [13] . Different from distance and bearing rigidity, in this study we aim at presenting angle rigidity theory for multi-point frameworks accommodating angle constraints as either linear or quadratic constraints on the points' positions without the knowledge of a global coordinate system. Different from the usual definition for a scalar angle, the angle defined in this paper is signed. By defining the counter-clockwise direction to be each angle's positive direction, angle rigidity is defined for an angularity which consists of vertices and angle constraints. We show that the planar angle rigidity is a local property because of the existence of flex ambiguity. To check whether an angularity is angle rigid, angle rigidity matrix is derived based on the infinitesimally angle rigid motions. Then, the angle rigidity of an angularity can be determined by testing the rank of its angle rigidity matrix. Also, we develop a necessary combinatorial condition to test the angle rigidity of a generic angularity. We underline that the Laman's theorem and Henneberg's construction method do not apply directly to angle rigidity, which makes our results essential.
Besides its mathematical importance, angle rigidity is closely related to the application in multi-agent formation control for robotic transportation [14] , search and rescue of drones [15] , and satellite formation flying in deep space [16] . Equipments used in formation stabilization mainly include Global Positioning System (GPS) receivers, radars, and cameras, which can acquire positions, inter-agent distances, or angles/bearings [3] , [17] . In particular, angle measurements are becoming cheaper, more reliable and accessible than relative position or inter-agent distance measurements [17] , [18] . Angle information can be easily obtained by a visionbased camera in local coordinates [19] . Using angle rigidity developed in this paper, we show how to stabilize a planar formation by using only angle measurements. Different from bearing-based control algorithms [9] , [20] where all agents' local coordinate systems are required to be aligned, the proposed angle-based control algorithm does not require the alignment of agents' coordinate systems since the description of an angle rigid angularity does not depends on the coordinate system. We acknowledge that in [21] , planar angle rigidity is established by employing the cosine of an angle formed by two joint edges as the angle constraint. The formation stabilization algorithm constructed in [21] requires that each agent can sense the real-time relative displacements with respect to its neighbors. Different from [21] , in this paper the desired formation shape is realized using only angle measurements. In addition, weak rigidity with mixed distance and angle constraints has been investigated in [22] - [24] , under which the formation control algorithms are also designed for agents by using the measurements of relative displacement.
The rest of this paper is organized as follows. Section II gives the definition of an angularity and its rigidity. Section III introduces generic and infinitesimal angle rigidity. In Section IV, the application in multi-agent planar formations is investigated.
II. ANGULARITY AND ITS RIGIDITY
Graphs have been used dominantly in rigidity theory for multi-point frameworks under distance constraints since an edge of a graph can be used naturally to denote the existence of a distance constraint between the two points corresponding to the two vertices adjacent to this edge. However, when describing angles formed by rays connecting points, to use edges of a graph becomes clumsy and even illogical because an angle constraint always involves three points. For this reason, instead of using graphs that relate pairs of vertices as the main tool to define rigidity, we define a new combinatorial structure "angularity" that relates triples of vertices to develop the theory of angle rigidity. In all the following discussions we confine ourselves to the plane.
A. Angularity
We use the vertex set V = {1, 2, · · · , N } to denote the set of indices of the N ≥ 3 points of a framework in the plane. As shown in Fig. 1 , to describe the signed angle from the ray j-i to ray j-k, one needs to use the ordered triplet (i, j, k), and obviously the two angles corresponding to (i, j, k) and (k, j, i) are different, and in fact are called explementary or conjugate angles. Here, following convention, the angle ijk for each triplet (i, j, k) is measured counterclockwise in the range [0, 2π). We use A ⊂ V × V × V = {(i, j, k), ∀i, j, k ∈ V, i = j = k} to denote the angle set, each element of which is an ordered triplet. We denote the number of elements |A| of the angle set A by M . Throughout this paper, we assume that no pair of triplets in A are explementary to each other. Now consider the embedding of the vertex set V in the plane IR 2 through which each vertex i is associated with a distinct position p i ∈ IR 2 and let p = [p
. We assume the positions do not coincide. Then the combination of the vertex set V, the angle set A and the position vector p is called an angularity, which we denote by A(V, A, p).
B. Angle rigidity
We first define what we mean by two equivalent or congruent angularities. 
(1) We say they are congruent if
From the equivalent and congruent relationships, it is easy to define global angle rigidity. Definition 2. An angularity A(V, A, p) is globally angle rigid if every angularity that is equivalent to it is also congruent to it.
When such a rigidity property holds only locally, one has angle rigidity. Definition 3. An angularity A(V, A, p) is angle rigid if there exists an > 0 such that every angularity A(V, A, p ) that is equivalent to it and satisfies p − p < , is congruent to it. Definition 3 implies that every configuration which is sufficiently close to p and satisfies all the angle constraints formed by A, has the same magnitudes of the angles formed by any three vertices in V as the original configuration at p.
As is clear from Definitions 2 and 3, global angle rigidity always implies angle rigidity. A natural question to ask is whether angle rigidity also implies global angle rigidity. In fact, for bearing rigidity, it has been shown that indeed global bearing rigidity and bearing rigidity are equivalent [9] , [10] . However, this is not the case for angle rigidity. Theorem 1. An angle rigid angularity A(V, A, p) is not necessarily globally angle rigid.
We prove this theorem by providing the following example. 
and its p is shown as in the coordinates of the vertices. Now first look at the triangle formed by 1, 2 and 3. Since two of its angles 321 and 132 have been constrained, the remaining 213 is uniquely determined to be π − 321 − 132. The constraint on 234 requires 4 must lie in the ray starting from 3 and rotating from the ray 32 anticlockwise by 30 degree; at the same time, the constraint on 142 requires 4 must lie on the circle passing through 1 and 2 such that the inscribed angle 142 is 45 degree. If we fix the positions of 1, 2, and 3, then there is only one unique position for 4 in the neighborhood of its current given coordinates as the intersection point of the ray and the circle. This local uniqueness implies that this four-vertex angularity is angle rigid (when 4's position is uniquely determined, any angle associated with it is also uniquely determined); however, globally, there is the other intersection point 4 as shown in the figure, which implies that this angularity is not globally angle rigid.
We provide the following further insight to explain this sharp difference between the angle rigidity that we have defined and the bearing rigidity that has been reported in the literature. Bearing rigidity as defined in [9] , [10] is a global property because the bearing constraints are always linear in p when written as a linear constraint (similar to the constraint in the form of the ray from 3 to 4 in the example) in some global coordinate system. In contrast, our angle constraints can be either linear in p when it requires the corresponding vertex to be on a ray or quadratic in p when it restricts the corresponding vertex to be on an arc passing through other vertices. The possible nonlinearity in the angle constraints gives rise to potential ambiguity of the vertices' positions.
Note that the embedding of p in the plane may affect the rigidity of A. Consider the 3-vertex angularity as embedded in the following three different situations when its angle set A contains only one element (2, 1, 3). In sub-figure (b), 1, 2, 3 are collinear and 1 is on one side, in this case if the angle constraint happens to be 213 = 0, then one can check the angularity becomes angle rigid, although it is not globally rigid since the angle of 132 changes by 180 degree if we swap 1 and 3. In the last subfigure (c), 1, 2, 3 are collinear and 1 is in the middle, when the constraint becomes 213 = π, one can check that the angularity is not only rigid, but also globally rigid (swapping of 2 and 3 in this case does not change the resulting angles being zero). So the angularity A({1, 2, 3}, {(2, 1, 3)}, p) is generically flexible, but rarely rigid depending on p. To clearly describe this relationship between angle rigidity and p, like in standard rigidity theory, we define what we mean by generic positions.
Definition 4. The position vector p is said to be generic if its components are algebraically independent [25] . Then we say an angularity is generically (globally) angle rigid if its p is generic and it is (globally) angle rigid.
For convenience, we also say an angularity is generic if its p is generic. Now we provide some sufficient conditions for an angularity to be globally angle rigid. Towards this end, we need to introduce some concepts and operations. For two angularities A(V, A, p) and A (V , A , p ), we say A is a sub-angularity of A if V ⊂ V , A ⊂ A and p is the corresponding sub-vector of p . We first clarify that for the smallest angularities, namely those contains only three vertices, there is no gap between global and local generic angle rigidity.
Lemma 1. For a 3-vertex angularity, if it is generically angle rigid, it is also generically globally angle rigid.
Proof. For this 3-vertex angularity A(V, A, p), since it is angle rigid and p is generic, A must contain at least two elements, or said differently, two of the interior angles of the triangle formed by the three vertices are constrained. Again since p is generic, the sum of the three interior angles in this triangle has to be π, and thus the magnitude of this triangle's remaining interior angle is uniquely determined too. Therefore, A is generically globally angle rigid. Now, we define the vertex addition operations and the aim is to demonstrate how a bigger angularity might grow from a smaller one.
Definition 5. For a given angularity A(V, A, p), a new vertex i positioned at p i is linearly constrained with respect to A if there is j ∈ V such that p i = p j and p j is constrained to be on a ray starting from p j ; we also say i is quadratically constrained with respect to A if there are j, k ∈ V such that {p i , p j , p k } is generic and p i is constrained to be on an arc with p j and p k being the arc's two ending points. Correspondingly, we call i's constraint in the former case a linear constraint and in the latter case a quadratic constraint with respect to A.
Definition 6 (Type-I vertex addition). For a given angularity
A(V, A, p), we say the angularity A with the augmented vertex set {V ∪ {i}} is obtained from A through a Type-I vertex addition if the new vertex i's constraints with respect to A contain at least one of the following: 1) two linear constraints, not aligned, associated with two distinct vertices in V (one vertex for one constraint and the other vertex for the other constraint);
2) one linear constraint and one quadratic constraint associated with two distinct vertices in V (one for the former and both for the latter);
3) two quadratic constraints associated with three vertices in V (two for each and one is shared by both).
Definition 7 (Type-II vertex addition). For a given angularity A(V, A, p), we say the angularity A with the augmented vertex set {V ∪ {i}} is obtained from A through a Type-II vertex addition if the new vertex i's constraints with respect to A contain at least one of the following: 1) one linear constraint and one quadratic constraint associated with three distinct vertices in V (one for the former and the other two for the latter);
2) two different quadratic constraints associated with four vertices in V (two for the former and the other two for the latter). (2) in Definition 6 and condition (1) in Definition 7 differ in these two types of vertex addition operations. Similarly, those in condition (3) in Definition 6 and condition (2) in Definition 7 are also different.
Remark 2. Note that in these two vertex addition operations, all the involved vertices are required to be in generic positions. However, the overall angle rigid angularity A constructed through a sequence of vertex addition operations is not necessarily generic, and an example is given in Fig. 5 . Now we are ready to present a sufficient condition for global angle rigidity using type-I vertex addition.
Proposition 2. An angularity is globally angle rigid if it can be obtained through a sequence of Type-I vertex additions from a generically angle rigid 3-vertex angularity.
Proof. According to Lemma 1, the generically angle rigid 3-vertex angularity is globally angle rigid. Consider the three conditions in the Type-I vertex addition. If 1) applies, then the position p i of the newly added vertex i is unique since two rays, not aligned, starting from two different points may intersect only at one point; if 2) applies, p i is again unique since a ray starting from the end point of an arc may intersect with the arc at most at one other point; and if 3) applies, p i is unique since two arc sharing one end point on different circles can only intersect at most at one other point. Therefore, p i is always globally uniquely determined. In addition, the positions of the vertices after a sequence of type-I vertex additions are not necessarily generic, so we conclude that the obtained angularity is globally angle rigid.
In comparison, type-II vertex additions can only guarantee angle rigidity, but not global angle rigidity.
Proposition 3. An angularity is angle rigid if it can be obtained through a sequence of Type-II vertex additions from a generically angle rigid 3-vertex angularity.
The proof can be easily constructed following similar arguments as those for Proposition 2. The only difference is that p i now may have two solutions and is only unique locally.
After having presented our results on angularity and generic angle rigidity, in the following sectoin, we discuss infinitesimal angle rigidity, which relates closely to infinitesimal motion.
III. GENERIC AND INFINITESIMAL ANGLE RIGIDITY
Analogous to distance rigidity, infinitesimal angle rigidity can be characterized by the kernel of a properly defined rigidity matrix. Towards this end, we first introduce the following angle function. For each angularity A(V, A, p), we define the angle function f A (p) :
where
T of the mth element (i, j, k) in A to the signed angle ijk. Using this angle function, one can define A's angle rigidity matrix.
A. Angle rigidity matrix
Following [8] , we consider an arbitrary element (i, j, k) in A and denote the corresponding angle constraint by ijk(p i , p j , p k ) = β, or in shorthand ijk = β, where β ∈ [0, 2π) is a constant. From the definition of the dot product, one has
where · denotes the Euclidean vector norm and we have used the fact that cos β = cos(2π − β). Taking the square of both sides and then differentiating with respect to time lead to
where l jk = p j − p k and l ji = p j − p i . Dividing both sides by l jk l ji and rearranging terms, one obtains
and for a vector p, p ⊥ is the vector obtained by rotating p counterclockwise by π 2 . For each (i, j, k) in A we obtain an equation in the form of (10), and then one can write such M equations into the matrix form B(p)ṗ = 0 where B(p) ∈ IR M ×2N is called the angle rigidity matrix, whose rows are indexed by the elements of A and columns the coordinates of the vertices:
and
Since for an angularity, its angle preservation motions include translation, rotation, and scaling, one may rightfully expect that such motions are captured by the null space of the angle rigidity matrix, which always contains the following four linearly independent vectors
where Q 0 = 0 1 −1 0 is skew symmetric, α ∈ IR is a constant scaling factor, and ⊗ represents Kronecker product. Note that q 1 and q 2 correspond to translation, q 3 rotation, and q 4 scaling. We state this fact as a lemma.
Lemma 2. For an angle rigidity matrix B(p), it always holds that Span{q 1 , q 2 , q 3 , q 4 } ⊆ Null(B(p)) and correspondingly Rank(B(p)) ≤ 2N − 4.
Obviously the row rank of the angle rigidity matrix, or equivalently its row linear dependency, is a critical property of an angularity. We capture this property by using the notion of "independent" angles.
Definition 8.
For an angularity A(V, A, p), we say its angles in f A (p) are independent if its angle rigidity matrix B(p) has full row rank.
Since rank is a generic property of a matrix, one may wonder whether it is possible to disregard p of A and define angle rigidity only using A. This is indeed doable as what we will show in the following subsection. Note that 2N − 4 is the maximum rank that B(p) can have. When p is generic, the exact realization of p is not important, and when checking the angle rigidity matrix's rank, one can replace p by a random realization.
Using the notion of infinitesimal motion, checking the rank of the rigidity matrix can also enable us to check "infinitesimal" angle rigidity.
B. Infinitesimal angle rigidity
To consider infinitesimal motion, suppose that each p i , ∀i ∈ V of A(V, A, p) is on a differentiable smooth path. We say the whole path p(t) is generated by an infinitesimally angle rigid motion of A if on the path f A (p) remains constant. We say such an infinitesimally angle rigid motion p(t) is trivial if it can be given by [26] 
where α(t) = 0 is a scalar scaling factor, Q(t) ∈ IR 2×2 is a rotation matrix, W (t) ∈ IR 2 is a translation vector, and α(t), Q(t), W (t) are all differentiable smooth functions. Since all p i (t), ∀i ∈ V, share the same α(t), Q(t), W (t), it follows
where I N and 1 N denote the N ×N identity matrix and N ×1 column vector of all ones, respectively. Now we are ready to define infinitesimal angle rigidity. Definition 9. An angularity A(V, A, p) is infinitesimally angle rigid if all its continuous infinitesimally angle rigid motion p(t) are trivial.
In fact, if the motion p(t) always satisfy (10), it must be a combination of translation, rotation and scaling of A, which must be a motion in (21) . The converse also holds, namely a trivial motion satisfying (21) is always a combination of translation, rotation and scaling and thus preserves angle constraints as indicated by (10) . We formalize these remarks in the following theorem. Proof. In view of the definition, A is infinitesimally angle rigid if and only if all its infinitesimally angle rigid motions are trivial. That is to say, these trivial infinitesimally angle rigid motions p(t), t ∈ [t 0 , t 1 ] are exactly the combination of translation, rotation, and scaling with respect to the initial configuration p(t 0 ), which are precisely captured by the four linearly independent vectors q 1 , q 2 , q 3 , and q 4 , which in turn is equivalent to the fact that the rigidity matrix's null space is precisely the span of {q 1 , q 2 , q 3 , q 4 }. The conclusion then follows from the fact that such a specification of the null space holds if and only if the rank of the rigidity matrix reaches its maximum 2N − 4. If A contains one of the above three combinatorial structures, we say the triplet elements in A are dependent; otherwise, they are independent. One can further quantify the number of triplet elements such that the angularity is infinitesimally angle rigid.
Note that this theorem implies that A(V,
Theorem 5. For an angularity A(V, A, p), if it is infinitesimally angle rigid, then it has 2N − 4 independent triplet elements in A.
Proof. From Theorem 4, we know A has 2N − 4 independent angles in f A (p). In addition, by using the structure of angle rigidity matrix B(p), it is easy to prove that dependent triplet elements in A ⇒ dependent angles in f A (p), which implies that independent angles in f A (p) ⇒ independent triplet elements in A. So its angle set A has 2N − 4 independent triplet elements. Now we show that when p is generic, angle rigidity and infinitesimal angle rigidity are equivalent. For an angularity A(V, A, p) with a given p, define M(A) := {q ∈ IR 2N |A(V, A, q) is congruent to A(V, A, p)}, which is the manifold where the angle functions f A * (q) remain the same as f A * (p) where 
(Necessity) From Definition 9, we know that all the continuous infinitesimally angle rigid motion p(t) are trivial, which are the combination of translation, rotation, and scaling of A(V, A, p). Consider another angularity A(V, A, p ) with ε > 0 and p − p < ε, which is equivalent to A(V, A, p). Then, the continuous motion from p to p are the combination of translation, rotation and scaling of A(V, A, p), which are angle-preserving motion, i.e., f A * (p) remain constant. Therefore, A(V, A, p ) is congruent to A(V, A, p), which implies that A(V, A, p) is angle rigid.
We use the following example to illustrate the difference between angle rigidity and infinitesimal angle rigidity. The angularity in the left of Fig. 7 is angle rigid but not infinitesimally angle rigid, while the angularity on the right is both angle rigid and infinitesimally angle rigid. We further use the following examples to illustrate the difference among independent triplet elements, generic configuration, and infinitesimal angle rigidity, where the angularities in (a) and (b) share the same shape and the angularities in (b) and (c) share the same angle set A. The angularity in Fig.  8(a) is angle rigid although p 2 , p 3 , and p 4 are collinear; the one in (b) is angle flexible as it admits another positioning of 2 and 3 at p 2 and p 3 respectively. This is because the three collinear points exactly distributed in the two triplet elements (3, 2, 4) and (2, 4, 3) . The one in Fig. 8 (c) is infinitesimally angle rigid, and thus equivalently generically angle rigid. For infinitesimally angle rigid angularities, we now discuss when its number of angles in A becomes the minimum. Towards this end, we need to clarify what we mean by minimal angle rigidity. For an infinitesimally minimally distance rigid framework, there must exist a vertex associated with fewer than 4 distance constraints [27] , [28] ; otherwise, the total number of distance constraints will be at least 2N and thus greater than the minimum number 2N − 3. This property is critical for the success of the Henneberg construction method in order to generate an arbitrary infinitesimally minimally distance rigid framework [27] , [29] . However, for an infinitesimally minimaly angle rigid angularity, the situation is more challenging, which in fact prevents drawing similar conclusions as the Henneberg construction does for distance rigidity. To be more precise, we have the following lemma.
Lemma 5. For an infinitesimally minimally angle rigid angularity A(V, A, p) with |A| = 2N − 4, it must have a vertex involved in more than one but fewer than 6 angle constraints.
Proof. If every vertex is involved in at least 6 angle constraints, then the total number of angle constraints is at least |A| ≥ 6N 3 = 2N , which contradicts Lemma 4. Then for that vertex, which has fewer than 6 angle constraints, if it is involved in only one angle constraint, then it is flexible with respect to the rest of the angularity, which contradicts the property of angle rigid. So there must be at least one vertex that is involved in 2, 3, 4 or 5 angle constraints.
In the following example, we show an infinitesimally minimally angle rigid angularity, whose vertices are all involved in 5 angle constraints Fig. 9 . Note that if an angularity A(V, A, p) with a generic p is infinitesimally minimally angle rigid, then |A| = 2N − 4, and more importantly, the angles in A need to be independent; this also implies that those situations listed after Theorem 4, namely cyclic angles, angles around a vertex, and overly constrained subsets, cannot show up. In the following section, we show how to apply the angle rigidity theory that we have developed for multi-agent formation control.
IV. APPLICATION IN MULTI-AGENT PLANAR FORMATIONS
To achieve a planar formation by a group of mobile robots, many formation control algorithms have been reported, most of which require the measurement of relative positions [21] , [30] , [31] or aligned bearings [9] , [32] . In this section we demonstrate how to stabilize a multi-agent planar formation using only angle measurements with the help of the angle rigidity theory that we have just developed.
For an agent i moving in the plane, we consider its dynamics are governed byṗ
denotes agent i's position, and u i is the control input to be designed. Agent i can only measure angles; to be more specific, with respect to another agent j, it can only measure the angle φ ij ∈ [0, 2π) with respect to another agent j evaluated counter-clockwise from the x-axis of its own local coordinate system of choice that is fixed to the ground.
To introduce the control law, we define the bearing z ij ∈ IR 2 to be the unit vector pointing from agent i to j represented in agent i's local coordinate system, i.e.,
In the triangle ijk shown below in Fig. 10 , the interior angle α i can be computed by
using bearings z ij and z ik . Note that the x-axes of agents i, j and k do not need to align. We construct the desired planar formation through a sequence of Type-I vertex additions (Case 3) from a generically angle rigid 3-vertex angularity, which is globally angle rigid according to Proposition 2. In other words, in an N -agent formation, we label the agents by 1 to N . Then agents 1, 2, 3 aim at forming the first triangular shape, and each of agents 4 to N aims at achieving two desired angles formed with other three agents, see Fig. 11 . By repeatedly adding new agents through the Type-I vertex addition operation, the aim is to achieve the desired angle rigid formation specified as follows. For agents 1 to 3
lim t→∞ e 2 (t) = lim t→∞ (α 123 (t) − α * 123 ) = 0,
where α * jik ∈ (0, π), i, j, k ∈ {1, 2, 3} denote agent i's desired angle formed with agents j, k. For agents 4 to N lim t→∞ e i1 (t) = lim t→∞ (α j1ij2 (t) − α * j1ij2 ) = 0, (28) lim t→∞ e i2 (t) = lim t→∞ (α j2ij3 (t) − α * j2ij3 ) = 0, (29) where i = 4, · · · , N , j 1 < i, j 2 < i, j 3 < i, and α * j1ij2 ∈ (0, π), α * j2ij3 ∈ (0, π) denote agent i's two desired angles formed with agents j 1 , j 2 , j 3 ∈ {1, 2, ..., N − 1}. 
A. Triangular formation control for agents 1 to 3
To achieve the desired angles for agents 1 to 3, we design their formation control laws
where i ∈ {1, 2, 3}, z i(i+1) = z 31 when i = 3 and z i(i−1) = z 13 when i = 1, and α i represents α (i−1)i(i+1) for conciseness.
To obtain the convergence of the relative angle errors, we first analyze the dynamics of the relative angle errors e i (t), i = 1, 2, 3. Different from [33] , we use the dot product of two bearings to obtain the angle dynamics. Take agent 1 as an example,
Considering that for x ∈ IR 2 , x = 0,
ẋ where
x , one haṡ
In view of (30), it followṡ
.
Since
it follows
Similarly, one gets
So agent 1's closed-loop angle dynamics arė
Similarly,
Writing (37)-(39) into a compact form, one has the following closed-loop triangular formation dynamicṡ
To guarantee that the triangular formation system under the control law (30) is well defined, we first prove that no collinearity and collision will take place under (40) if the formation is not collinear initially.
Lemma 6. For the three-agent formation, if the initial formation is not collinear, it will not become collinear for t > 0 under the angle dynamics (40).
Proof. Consider the manifold M a = {(α 1 , α 2 , α 3 )|α 1 + α 2 + α 3 = π, 0 < α 1 < π, 0 < α 2 < π, and 0 < α 3 < π} which is an open set. To show M a is positively invariant, we show that for any α i ∈ M a , i = 1, 2, 3, it is impossible for α i to escape M a . Consider the boundary states α i (t) = π − ε 1 with
According to (40), one haṡ
Since 0 < α * i < π and α * i is bounded away from 0 and π, one has
which implies thatė i (t) < 0. Thus when α i (t) is close to π, α i (t) will decrease, which implies that M a is positively invariant.
Lemma 7. For the three-agent formation, if the initial angles α i = 0, i = 1, 2, 3, no collision will take place for t > 0 under the formation control law (30).
Proof. Suppose on the contrary that collision may happen between agents i and j at t = t 1 . Then one of the following two cases will take place. For the first case,ṗ i (t 1 ) = −γṗ j (t 1 ) where γ is a positive constant. Note that the moving direction of agent i under the control law (30) is always the bisector of the interior angle α i . According to Lemma 6 , no collinearity will happen for t > 0 which implies that z ik (t) = −z jk (t) for t > 0. According to the control law (30) ,ṗ i (t 1 ) = −γṗ j (t 1 ) requires z ik (t 1 ) = −z jk (t 1 ) which is impossible for t > 0.
For the second case, since agents i and j move towards the inside of the triangle, it follows from the control law (30) that
, which contradicts the fact that α * k is bounded away from 0. Now, we give the main result for the convergence of the triangular formation.
Theorem 7. For the triangular formation under the control law (30) , if α i (0) = 0 and the initial angle errors e i (0), i = 1, 2, 3 are sufficiently small, the angle errors e i and agents' control input u i (t) converge exponentially to zero.
Proof. From Lemmas 6 and 7, no collinearity and collision will take place since sin(α i ) = 0, l ij = 0, ∀i, j = 1, 2, 3, which guarantees that the closed-loop system under the control law (30) is well defined. Since e 1 + e 2 + e 3 ≡ 0, the angle dynamics (40) can be reduced tȯ
Let U ∈ IR 2 denote a neighborhood of the origin {e 1 = e 2 = 0}, in which we investigate the local stability of (45). Linearizing (45) around the origin, we obtaiṅ
where we have used the fact that g 1 g 2 > f 21 f 12 , and tr() and det() denote the trace and determinant of a square matrix, respectively. According to (47) and (48), one has that L(α * ) is Hurwitz. According to the Lyapunov Theorem [34, Theorem 4.6] , there always exists positive definite matrices P 1 ∈ IR
2×2
Design the Lyapunov function candidate as
Taking the time-derivative of V 1 yieldṡ
Then, one has
Also, one has 
which implies that e i under the dynamics (40) is exponentially stable when the initial states lie in U. According to (30) , u i ≤ 2|e i | also converge to zero at an exponential rate.
After proving the first three agents converge to the desired formation, we now look at the remaining agents.
B. Adding agents 4 to N in sequence
In this subsection, we consider that agent i, i = 4, ..., N , are added to the formation through the Type-I vertex addition operation with two desired angles j 1 ij 2 and j 2 ij 3 , j 1 < i, j 2 < i, and j 3 < i. For agents i = 4, ..., N , the control algorithm is designed to be
where α * j1ij2 ∈ (0, π) and α * j2ij3 ∈ (0, π), j 1 < i, j 2 < i, j 3 < i are the two desired angles. Now, we present the main result.
Theorem 8. Consider a formation of N > 3 agents, each of which is governed by (22) . Supposeṗ 1 ,ṗ 2 ,ṗ 3 are sufficiently small and the sub-formation of 1, 2, 3 converges to the desired triangular shape exponentially fast. For agent i, 4 ≤ i ≤ N , if the initial distances l ij1 (0), l ij2 (0), l ij3 (0) are sufficiently bounded away from zero, the initial angle errors e i1 (0) and e i2 (0) are sufficiently small and
, then under (53), the formation achieves its desired shape exponentially fast.
To prove this theorem, we use induction. Towards this end, we need to first prove that the 4-agent formation of 1 to 4 converges to the desired shape exponentially fast. For the 4-agent formation, the control algorithm (53) can be written as 
and similarlẏ
we have 
Then from (55), it followṡ
Analogously,
sin α 342 (60) 
l43 , and
T .
For U (u 1 , u 2 , u 3 ), one has
which implies that U (u 1 , u 2 , u 3 ) exponentially converges to zero. Since e i (0), i = 1, 2, 3 is sufficiently small, V 1 (0) is sufficiently small. Therefore, U (u 1 , u 2 , u 3 ) is always sufficiently small and there exists a finite time T such that
When W (e 4 ) is bounded and U (u 1 , u 2 , u 3 ) is sufficiently small and exponentially converges to zero, one can first consider the stability of the following systeṁ
Since the initial angle errors e 41 (0) and e 42 (0) are sufficiently small, it can be easily verified that in a small neighborhood of the origin {e 41 = 0, e 42 = 0}, (63) can be linearized bẏ
where 
When L 2 (α * ) is Hurwitz, there always exists positive definite matrices P 2 ∈ IR 2×2 and Q 2 ∈ IR 2×2 such that
Taking the time-derivative of V 2 along (61) yieldṡ
where U max = U (u 1 (0), u 2 (0), u 3 (0)) . Then, one has
Since U max is sufficiently small, one has that e 4 converges exponentially to zero when agent 4 stays around its desired location initially. According to (54), u 4 also converges exponentially to zero. Since e i and u i , i = 1, ..., 4 always are sufficiently small and exponentially converge to zero, there always exists a finite time T such that e i ≤ ε 5 (T ) and u i ≤ ε 6 (T ) with ε 5 (T ) = 0 + and ε 6 (T ) = 0 + .
To guarantee that W (e 4 ) is bounded and control law (54) is well defined, the collision between agent 4 and agents 1 to 3 should be avoided. Take agent 1 as an example, one has p 4 (t) − p 1 (t) = p 4 (0) + 
where we have used the fact that |e 41 | + |e 42 | ≤ 2(e 2 41 + e 2 42 ). Since V 1 (0) and V 2 (0) are sufficiently small and l 14 (0) is sufficiently bounded away from zero, one has p 4 (T )−p 1 (T ) > 0. Then, we extend T to T = T +ε 7 > T with small positive ε 7 . For the time period [T, T ), one also has that (|e 1 (s)| + |e 41 (s)| + |e 42 (s)|)ds is sufficiently small and p 4 (T ) − p 1 (T ) > 0. Since e 1 (t), e 41 (t) and e 42 (t) converge at an exponential speed, one can extend T to infinity according to [35, Theorem 2.1] . So, l 41 (t) = p 4 (t) − p 1 (t) > 0 for t > 0, which implies that W (e 4 ) is bounded and (61) is well defined. The proof for 4-agent formation is completed.
Proof of Theorem 8 From Lemma 8, 4-agent formation achieves the desired shape exponentially fast.
Suppose for a 4 < k < N , the k-agent formation converges to the desired shape exponentially fast. We need to prove that for (k+1)-agent formation, the relative angle errors e (k+1)1 = α j1(k+1)j2 − α * j1(k+1)j2 and e (k+1)2 = α j2(k+1)j3 − α * j2(k+1)j3
converges to zero exponentially fast. Similar to the proof from (54) to (74), one has that the angle errors e (k+1)1 and e (k+1)2 exponentially converge to zero. Therefore, the control algorithm (53) can locally stabilize agent k+1, i.e., the (k+1)-agent formation converge to the desired shape exponentially fast. So, from induction, N -agent formation converges to the desired formation shape exponentially fast. The proof for Theorem 8 is completed.
Remark 3. Note that the control laws (30) and (53) can be described by a unified form
Therefore, the unified control algorithm (77) can locally stabilize the global angle rigid formation shape constructed through a sequence of Type-I vertex additions (Case 3) from a generically angle rigid 3-vertex angularity. Because we aim at obtaining local stability for multi-agent formations in Section IV, it is reasonable that we only consider the range of the desired angles belonging to (0, π).
Remark 4.
Although each agent's position in (22) is described in the global coordinate system, it is not used in the control algorithm (77). The control algorithm (77) can be realized in each agent's local coordinate system since (77) can be equivalently written as
where R i ∈ SO(2) is the rotation matrix from agent i's local coordinate system to the global coordinate system, u 
V. CONCLUSION
In this study, we have proposed the angle rigidity theory for the stabilization of planar formations. The notion of angularity has been first defined to describe the multi-point framework with angle constraints. The established angle rigidity has shown to be a local property because of the existence of flex ambiguity. To check whether an angularity is globally rigid, some sufficient conditions have been proposed. The infinitesimal angle rigidity has been developed based on the trivial motions of the angularity. A sufficient and necessary condition for infinitesimal angle rigidity has been investigated by checking the rank of the angle rigidity matrix. Based on the developed angle rigidity theory, we have also demonstrated how to stabilize a multi-agent planar formation using only angle measurements, which can be realized in each agent's local coordinate system. The exponential convergent rate of angle errors and the collision avoidance between specified agents have also been proved. Future work will focus on the sufficient and necessary conditions for global angle rigidity and the combinatorial conditions for minimal and infinitesimal angle rigidity.
