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THE RANGE OF LOCALIZATION OPERATORS AND
LIFTING THEOREMS FOR MODULATION AND
BARGMANN-FOCK SPACES
KARLHEINZ GRO¨CHENIG AND JOACHIM TOFT
Abstract. We study the range of time-frequency localization operators acting
on modulation spaces and prove a lifting theorem. As an application we also
characterize the range of Gabor multipliers, and, in the realm of complex analysis,
we characterize the range of certain Toeplitz operators on weighted Bargmann-
Fock spaces. The main tools are the construction of canonical isomorphisms
between modulation spaces of Hilbert-type and a refined version of the spectral
invariance of pseudodifferential operators. On the technical level we prove a new
class of inequalities for weighted gamma functions.
1. Introduction
The precise description of the range of a linear operator is usually difficult, if not
impossible, because this amounts to a characterization of which operator equations
are solvable. In this paper we study the range of an important class of pseudodiffer-
ential operators, so-called time-frequency localization operators, and we prove an
isomorphism theorem between modulation spaces with respect to different weights.
The guiding example to develop an intuition for our results is the class of multi-
plication operators. Let m ≥ 0 be a weight function on Rd and define the weighted
space Lpm(R
d) by the norm ‖f‖Lpm =
( ∫
Rd
|f(x)|pm(x)p dx
)1/p
= ‖fm‖Lp. Let Ma
be the multiplication operator defined by Maf = af . Then Lpm is precisely the
range of the multiplication operator M1/m.
We will prove an similar result for time-frequency localization operators between
weighted modulation spaces. To set up terminology, let π(z)g(t) = e2πiξ·tg(t − x)
denote the time-frequency shift by z = (x, ξ) ∈ R2d acting on a function g on
Rd. The corresponding transform is the short-time Fourier transform of a function
defined by
Vgf(z) =
∫
Rd
f(t)g(t− x) e2πiξ·t dt = 〈f, π(z)g〉 .
The standard function spaces of time-frequency analysis are the modulation spaces.
The modulation space norms measure smoothness in the time-frequency space
(phase space in the language of physics) by imposing a norm on the short-time
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Fourier transform of a function f . As a special case we mention the modulation
spaces Mpm(R
d) for 1 ≤ p ≤ ∞ and a non-negative weight function m. Let
h(t) = 2d/4e−πt
2
= 2d/4e−πt·t, t ∈ Rd
denote the (normalized) Gaussian. Then the modulation space Mpm(R
d) is defined
by the norm
‖f‖Mpm = ‖Vhf‖Lpm .
The localization operator Agm with respect to the “window” g, usually some test
function, and the symbol or multiplier m is defined formally by the integral
Agmf =
∫
R2d
m(z)Vgf(z)π(z)g dz .
Localization operators constitute an important class of pseudodifferential operators
and occur under different names such as Toeplitz operators or anti-Wick operators.
They were introduced by Berezin as a form of quantization [2], and are nowadays
applied in mathematical signal processing for time-frequency masking of signals and
for phase-space localization [11]. An equivalent form occurs in complex analysis
as Toeplitz operators on Bargmann-Fock space [3, 4, 7]. In hard analysis they
are used to approximate pseudodifferential operators and in some proofs of the
sharp G˚arding inequality and the Fefferman-Phong inequality [22, 23, 27]. For the
analysis of localization operators with time-frequency methods we refer to [9] and
the references given there, for a more analytic point of view we recommend [29,30].
A special case of our main result can be formulated as follows. By an isomorphism
between two Banach spaces X and Y we understand a bounded and invertible
operator from X onto Y .
Theorem 1.1. Let m be a non-negative continuous symbol on R2d satisfying m(w+
z) ≤ ea|w|m(z) for w, z ∈ R2d and assume that m is radial in each time-frequency
coordinate. Then for suitable test functions g the localization operator Agm is an
isomorphism from the modulation space Mpµ(R
d) onto Mpµ/m(R
d) for all 1 ≤ p ≤ ∞
and moderate weights µ.
We see that the range of a localization operator exhibits the same behavior as the
multiplication operators. For the precise formulation with all assumptions stated
we refer to Section 4. The above isomorphism theorem can also be intepreted as
a lifting theorem, quite in analogy with the lifting property of Besov spaces [32].
However, whereas Besov spaces B˙p,qs with different smoothness s are isomorphic via
Fourier multipliers, the case of modulation spaces is more subtle because in this
case the time-frequency smoothness is parametrized by a weight function on R2d
rather than by a single numbers ∈ R. The lifting operators between modulation
spaces are precisely the localization operators with the weight m.
The isomorphism theorem for localization operators stated above is preceded
by many contributions, which were already listed in [19]. In particular, in [10] it
was shown that for moderate symbol functions with subexponential growth the
localization operator is a Fredholm operator, i.e., it differs from an invertible op-
erator only by a finite-rank operator. Here we show that such operators are even
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isomorphisms between the corresponding modulation spaces, even under weaker
conditions than needed for the Fredholm property. In the companion paper [19]
we proved the isomorphism property for weight functions of polynomial type, i.e.,
c(1 + |z|)−N ≤ m(z) ≤ C((1 + |z|)N . (1)
The contribution of Theorem 1.1 is the extension of the class of possible weights.
In particular, the isomorphism property holds also for subexponential weight func-
tions of the form m(z) = ea|z|
b
or m(z) = ea|z|/ log(e+|z|) for a > 0, 0 < b < 1, which
are often considered in time-frequency analysis. We remark that this generality
comes at the price of imposing the radial symmetry on the weight m. Therefore,
our results are not applicable to all situations covered by [19], where no radial
symmetry is required.
Although the extension to weights of ultra-rapid growth looks like a routine
generalization, it is not. The proof of Theorem 1.1 for weights of polynomial type is
based on a deep theorem of Bony and Chemin [6]. They construct a one-parameter
group of isomorphisms from L2(Rd) onto the modulation spacesM2mt(R
d) for t ∈ R.
Unfortunately, the pseudodifferential calculus developed in [6] requires polynomial
growth conditions, and, to our knowledge, an extention to symbols of faster growth
is not available.
On a technical level, our main contribution is the construction of canonical iso-
morphisms between L2(Rd) and the modulation spaces M2m(R
d) of Hilbert type. In
fact, such an isomorphism is given by a time-frequency localization operator with
Gaussian window h(t) = 2d/4e−πt
2
.
Theorem 1.2. Assume that m is a continuous moderate weight function of at
most exponential growth and radial in each time-frequency coordinate. Then the
localization operator Ahm is an isomorphism from L
2(Rd) onto M21/m(R
d).
This theorem replaces the result of Bony and Chemin. The main point is that
Theorem 1.2 also covers symbols of ultra-rapid growth. Its proof requires most of
our efforts. We take a time-frequency approach rather than using classical methods
from pseudodifferential calculus. In the course of its proof we will establish new
inequalities for weighted gamma functions of the form
C−1 ≤
∫ ∞
0
θ(
√
x/π)
xn
n!
e−xdx
∫ ∞
0
1
θ(
√
x/π)
xn
n!
e−xdx ≤ C for all n ∈ N ∪ {0} .
The proof method for Theorem 1.1 may be of interest in itself. Once the canonical
isomorphisms are in place (Theorem 1.2), the proof of Theorem 1.1 proceeds as fol-
lows. It is easy to establish that Am is an isomorphism fromM
2√
m toM
2
1/
√
m, so that
the composition Ag1/mA
g
m is an isomorphism on M
2√
m
. Using the canonical isomor-
phisms of Theorem 1.2, one shows next that the operator V = Ah√
m
Ag1/mA
g
mA
h
1/
√
m
is an isomorphism on L2 and that the (Weyl) symbol of this operator belongs to
a generalized Sjo¨strand class. After these technicalities we apply the machinery of
spectral invariance of pseudodifferential operators from [16] to conclude that V is
invertible on all modulation spaces Mpµ (with µ compatible with the conditions on
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m and the window g). Since V is a composition of three isomorphisms, we then
deduce that Agm is an isomorphism from M
p
µ onto M
p
µ/m.
As an application we prove (i) a new isomorphism theorem for so-called Ga-
bor multipliers, which are a discrete version of time-frequency localization oper-
ators, and (ii) an isomorphism theorem for Toeplitz operators between weighted
Bargmann-Fock spaces of entire functions. To formulate this result more explicitly,
for a non-negative weight function µ and 1 ≤ p ≤ ∞, let Fpµ(Cd) be the space of
entire functions of d complex variables defined by the norm
‖F‖pFpµ =
∫
Cd
|F (z)|pµ(z)pe−pπ|z|2/2dz <∞ ,
and let P be the usual projection from L1loc(C
d) to entire functions on Cd. The
Toeplitz operator with symbol m acting on a function F is defined to be TmF =
P (mF ). Then we show that the Toeplitz operator Tm is an isomorphism from
Fp,qµ (Cd) onto Fp,qµ/m(Cd) for every 1 ≤ p, q ≤ ∞ and every moderate weight µ.
The paper is organized as follows: In Section 2 we provide the precise definition of
modulation spaces and localization operators, and we collect their basic properties.
In particular, we investigate the Weyl symbol of the composition of two localization
operators. In Section 3, which contains our main contribution, we construct the
canonical isomorphisms and prove Theorem 1.2. In Section 4 we derive a refinement
of the spectral invariance of pseudodifferential operators and prove the general
isomorphism theorem, of which Theorem 1.1 is a special case. Finally in Section 5
we give applications to Gabor multipliers and Toeplitz operators.
2. Time-Frequency Analysis and Localization Operators
We first set up the vocabulary of time-frequency analysis. For the notation we
follow the book [15]. For a point z = (x, ξ) ∈ R2d in phase space the time-frequency
shift of a function f is π(z)f(t) = e2πiξ·tf(t− x), t ∈ Rd.
The short-time Fourier transform: Fix a non-zero function g ∈ L1loc(Rd)
which is usually taken in a suitable space of Schwartz functions. Then the short-
time Fourier transform of a function or distribution f on Rd is defined to be
Vgf(z) = 〈f, π(z)g〉 z ∈ R2d , (2)
provided the scalar product is well-defined for every z ∈ R2d. Here g is called a
“window function”. If f ∈ Lp(Rd) and g ∈ Lp′(Rd) for the conjugate parameter
p′ = p/(p − 1), then the short-time Fourier transform can be written in integral
form as
Vgf(z) =
∫
Rd
f(t)g(t− x) e−2πiξ·t dt.
In general, the bracket 〈·, ·〉 extends the inner product on L2(Rd) to any dual pairing
between a distribution space and its space of test functions, for instance g ∈ S(Rd)
and f ∈ S ′(Rd), but time-frequency analysis often needs larger distribution spaces.
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Weight functions: We call a locally bounded, strictly positive weight function
m on R2d moderate, if
sup
z∈R2d
(
m(z + y)
m(z)
,
m(z − y)
m(z)
)
:= v(y) <∞ for all y ∈ R2d .
The resulting function v is a submultiplicative weight function, i.e., v is even and
satisfies v(z1 + z2) ≤ v(z1)v(z2) for all z1, z2 ∈ R2d, and then m satisfies
m(z1 + z2) ≤ v(z1)m(z2) for all z1, z2 ∈ R2d . (3)
Given a submultiplicative weight function v on R2d, any weight satisfying the
condition (3) is called v-moderate. For a fixed submultiplicative function v the set
Mv := {m ∈ L∞loc(R2d) : 0 < m(z1 + z2) ≤ v(z1)m(z2) ∀z1, z2 ∈ R2d}
contains all v-moderate weights.
We will use several times that every v-moderate weight m ∈ Mv satisfies the
following bounds:
1
v(z1 − z2) ≤
m(z1)
m(z2)
≤ v(z1 − z2) for all z1, z2 ∈ R2d . (4)
This follows from (3) by replacing z1 with z1 − z2.
Modulation spaces Mp,qm for arbitrary weights: For the general definition of
modulation spaces we choose the Gaussian function h(t) = 2d/4e−πt·t as the canoni-
cal window function. Then the short-time Fourier transform is defined for arbitrary
elements in the Gelfand-Shilov space (S
1/2
1/2)
′(Rd) of generalized functions. The mod-
ulation space Mp,qm (R
d), 1 ≤ p, q <∞ consists of all elements f ∈ (S1/21/2)′(Rd) such
that the norm
‖f‖Mp,qm =
(∫
Rd
(∫
Rd
|Vhf(x, ξ)|pm(x, ξ)p dx
)q/p
dξ
)1/q
= ‖Vhf‖Lp,qm (5)
is finite. If p = ∞ or q = ∞, we make the usual modification and replace the
integral by the supremum norm ‖ · ‖L∞ . If m = 1, then we usually write Mp,q
instead of Mp,qm . We also set M
p
m = M
p,p
m and M
p = Mp,p.
The reader who does not like general distribution spaces, may interpreteMp,qm (R
d)
as the completion of the finite linear combinations of time-frequency shifts H0 =
span {π(z)h : z ∈ R2d} with respect to the Mp,qm -norm for 1 ≤ p, q < ∞ and as
a weak∗-closure, when p = ∞ or q = ∞. These issues arise only for extremely
rapidly decaying weight functions. If m ≥ 1 and 1 ≤ p, q ≤ 2, then Mp,qm (Rd) is in
fact a subspace of L2(Rd). If m is of polynomial type (cf. (1)), then Mp,qm (R
d) is
a subspace of tempered distributions. This is the case that is usually considered,
although the theory of modulation spaces was developed from the beginning to
include arbitrary moderate weight functions [12, 15, 17].
Norm equivalence: Definition (5) uses the Gauss function as the canonical
window. The definition of modulation spaces, however, does not depend on the
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particular choice of the window. More precisely, if g ∈ M1v , g 6= 0, and m ∈ Mv,
then there exist constants A,B > 0 such that
A ‖f‖Mp,qm ≤ ‖Vgf‖Lp,qm ≤ B‖f‖Mp,qm = B‖Vhf‖Lp,qm . (6)
We will usually write
‖Vgf‖Lp,qm ≍ ‖f‖Mp,qm
for the equivalent norms.
Localization operators: Given a non-zero window function g ∈M1v (Rd) and a
symbol or multiplier m on R2d, the localization operator Agm is defined informally
by
Agmf =
∫
R2d
m(z)Vgf(z)π(z)g dz , (7)
provided the integral exists. A useful alternative definition of Agm is the weak
definition
〈Agmf, k〉L2(Rd) = 〈mVgf, Vgk〉L2(R2d) . (8)
While in general the symbol m may be a distribution in a modulation space of the
formM∞1/v(R
2d) [9,30], we will investigate only localization operators whose symbol
is a moderate weight function.
Taking the short-time Fourier transform of (7), we find that
Vg(A
g
mf)(w) =
∫
R2d
m(z)Vgf(z)〈π(z)g, π(w)g〉 dz =
(
(mVgf) ♮ Vgg
)
(w) ,
with the usual twisted convolution ♮ defined by
(F ♮G)(w) =
∫
R2d
F (z)G(w − z)e2πiz1·(z2−w2) dz.
Since
F 7→
∫
R2d
F (z)〈π(z)g, π(·)g〉 dz
is the projection from arbitrary tempered distributions on R2d onto functions of
the form Vgf for some distribution f , the localization operator can been seen as
the composition of a multiplication operator and the projection onto the space
of short-time Fourier transforms. In this light, localization operators resemble
the classical Toeplitz operators, which are multiplication operators following by a
projection onto analytic functions. Therefore they are sometimes called Toeplitz
operators [19,28,30]. If the window g is chosen to be the Gaussian, then this formal
similarity can be made more precise. See Proposition 5.5.
2.1. Mapping Properties of Localization Operators. The mapping proper-
ties of localization operators on modulation spaces resemble closely the mapping
properties of multiplication operators between weighted Lp-spaces. The bound-
edness of localization operators has been investigated on many levels of general-
ity [9, 29, 33]. We will use the following boundedness result from [10, 30].
Lemma 2.1. Let m ∈ Mv and µ ∈ Mw. Fix g ∈ M1vw(Rd). Then the localization
operator Ag1/m is bounded from M
p,q
µ (R
d) to Mp,qµm(R
d).
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REMARK: The condition on the window g is required to make sense of Vgf for f
in the domain space Mp,qµ (R
d) and of Vgk for k in the dual M
p′,q′
1/(µm)(R
d) = (Mp,qµm)
′
of the target space Mp,qµm for the full range of parameters p, q ∈ [1,∞]. For fixed
p, q ∈ [1,∞] weaker conditions may suffice, because the norm equivalence (6) still
holds after relaxing the condition g ∈M1v into g ∈M rv for r ≤ min(p, p′, q, q′) [31].
On a special pair of modulation spaces, Ag1/m is even an isomorphism [19].
Lemma 2.2. Let g ∈M1v , m ∈Mv, and set θ = m1/2. Then Agm is an isomorphism
from M2θ (R
d) onto M21/θ(R
d).
Likewise A1/m is an isomorphism from M
2
1/θ(R
d) onto M2θ (R
d). Consequently
the composition Ag1/mA
g
m is an isomorphism on M
2
θ (R
d), and AgmA
g
1/m is an iso-
morphism on M21/θ(R
d).
Lemma 2.2 is based on the equivalence
〈Agmf, f〉 = 〈m, |Vgf |2〉 = ‖Vgf · θ‖22 ≍ ‖f‖2M2θ , (9)
and is proved in detail in [19, Lemma 3.4].
2.2. The Symbol of Ag1/mA
g
m. The composition of localization operators is no
longer a localization operator, but the product of two localization operators still has
a well behaved Weyl symbol. In the following we use the time-frequency calculus
of pseudodifferential operators as developed in [16,18]. Compared to the standard
pseudodifferential operator calculus it is more restrictive because it is related to the
constant Euclidean geometry on phase space, on the other hand, it is more general
because it works for arbitrary moderate weight functions (excluding exponential
growth).
Given a symbol σ(x, ξ) on Rd × Rd ≃ R2d, the corresponding pseudodifferential
operator in the Weyl calculus Op(σ) is defined formally as
Op(σ)f(x) =
∫∫
R2d
σ
(x+ y
2
, ξ
)
e2πi(x−y)·ξf(y) dydξ
with a suitable interpretation of the integral. If C is a class of symbols, we write
Op(C) = {Op(σ) : σ ∈ C} for the class of all pseudodifferential operators with
symbols in C. For the control of the symbol of composite operators we will use
the following characterization of the generalized Sjo¨strand class from [16]. For
the formulation associate to a submultiplicative weight v(x, ξ) on R2d the rotated
weight on R4d defined by
v˜(x, ξ, η, y) = v(−y, η). (10)
For radial weights, to which we will restrict later, the distinction between v and v˜
is unnecessary.
Theorem 2.3. Fix a non-zero g ∈ M1v . An operator T possesses a Weyl symbol
in M∞,1v˜ , T ∈ Op(M∞,1v˜ ), if and only if there exists a (semi-continuous) function
H ∈ L1v(R2d) such that
|〈Tπ(z)g, π(y)g〉| ≤ H(y − z) for all y, z ∈ R2d .
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REMARK: This theorem says the symbol class M∞,1v˜ is characterized by the off-
diagonal decay of its kernel with respect to time-frequency shifts. This kernel is
in fact dominated by a convolution kernel. The composition of operators can then
studied with the help of convolution relations. Clearly this is significantly easier
than the standard approaches that work with the Weyl symbol directly and the
twisted product between Weyl symbols. See [20] for results in this direction.
Theorem 2.4. Assume that g ∈ M1vs(Rd), T ∈ Op(M∞,1v˜s ) for s ≥ 1/2, and
θ ∈Mv1/2. Then AgθTAg1/θ ∈ Op(M∞,1v˜s−1/2).
Proof. We distinguish the window g of the localization operator Agm from the win-
dow h used in the expression of the kernel 〈Tπ(z)h, π(y)h〉. Choose h to be the
Gaussian, then h ∈M1v for every submultiplicative weight v. Let us first write the
kernel 〈Tπ(z)h, π(y)h〉 informally and justify the convergence of the integrals later.
Recall that
T (Ag1/θf) = T
(∫
R2d
θ(u)−1〈f, π(u)g〉π(u)g du
)
Then
〈AgθTAg1/θπ(z)h, π(y)h〉 = 〈TAg1/θπ(z)h,Agθπ(y)h〉
=
∫∫
R4d
1
θ(u)
〈
π(z)h, π(u)g
〉 〈
Tπ(u)g, π(u′)g
〉
θ(u′)
〈
π(y)h, π(u′)g
〉
dudu′ . (11)
Now set
G(z) = |〈g, π(z)h〉| = |Vhg(z)| and G∗(z) = G(−z)
and let H be a dominating function in L1v(R
2d), so that |〈Tπ(u)g, π(u′)g〉| ≤ H(u′−
u). Since time-frequency shifts commute up to a phase factor, we have
|〈π(z)h, π(u)g〉| = G(z − u) .
Before substituting all estimates into (11), we recall that θ is
√
v-moderate by
assumption and so (4) says that
θ(u′)
θ(u)
≤ v(u′ − u)1/2 for all u, u′ ∈ R2d .
Now by (11) we get
|〈AgθTAg1/θπ(z)h, π(y)h〉|
≤
∫
R2d
∫
R2d
θ(u′)
θ(u)
G(z − u)H(u′ − u)G(y − u′) dudu′
≤
∫
R2d
∫
R2d
G(z − u)v(u′ − u)1/2H(u′ − u)G(y − u′) dudu′
=
(
G ∗ (v1/2H) ∗G∗
)
(z − y) .
Thus the kernel of AgθTA
g
1/θ is dominated by the function G ∗ (v1/2H) ∗ G∗. By
assumption g ∈ M1vs(Rd) and thus G ∈ L1vs(R2d), and T ∈ Op(M∞,1v˜s ) and thus
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H ∈ L1vs(R2d). Then v1/2H ∈ L1vs−1/2(R2d). Consequently
G ∗ (v1/2H) ∗G∗ ∈ L1vs ∗ L1vs−1/2 ∗ L1vs ⊆ L1vs−1/2 . (12)
The characterization of Theorem 2.3 now implies that AgθTA
g
1/θ ∈ Op(M∞,1v˜s−1/2).
Corollary 2.5. Assume that g ∈ M1v2w(Rd) and m ∈ Mv and w is an arbitrary
submultiplicative weight. Then Ag1/mA
g
m ∈ Op(M∞,1v˜w˜ )).
Proof. In this case T is the identity operator and Id ∈ Op(M∞,1v0 ) for every sub-
multiplicative weight v0(x, ξ, η, y) = v0(η, y). In particular Id ∈ Op(M∞,1v˜2 ). Now
replace the weight θ in Theorem 2.4 by m and the condition θ ∈Mv1/2 by m ∈ Mv
and modify the convolution inequality (12) in the proof of Theorem 2.4.
3. Canonical Isomorphisms between Modulation Spaces of
Hilbert-Type
In [19] we have used a deep result of Bony and Chemin [6] about the existence of
isomorphisms between modulation spaces of Hilbert type and then extended those
isomorphisms to arbitrary modulation spaces. Unfortunately the result of Bony
and Chemin is restricted to weights of polynomial type and does not cover weights
moderated by superfast growing functions, such as v(z) = ea|z|
b
for 0 < b < 1.
In this section we construct explicit isomorphisms between L2(Rd) and the modu-
lation spacesM2θ (R
d) for a general class of weights. We will assume that the weights
are radial in each time-frequency variable. Precisely, consider time-frequency vari-
ables
(x, ξ) ≃ z = x+ iξ ∈ Cd ≃ R2d, (13)
which we identify by
(x1, ξ1; x2, ξ2; . . . ; xd, ξd) = (z1, z2, . . . , zd) ∈ Cd ≃ R2d.
Then the weight function m should satisfy
m(z) = m0(|z1|, . . . , |zd|) for z ∈ R2d (14)
for some function m0 on R
d
+ = [0,∞)d. Without loss of generality, we may also
assume that m is continuous on R2d. (Recall that only weights of polynomial type
occur in the lifting results in [19]. On the other hand, no radial symmetry is needed
in [19].)
For each multi-index α = (α1, . . . , αd) ∈ Nd0 we denote the corresponding multi-
variate Hermite function by
hα(t) =
d∏
j=1
hαj (tj), where hn(x) =
21/4πn/2
n!1/2
eπx
2 dn
dxn
(e−2πx
2
)
is the n-th Hermite function in one variable with the normalization ‖hn‖2 = 1.
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Then the collection of all Hermite functions hα, α ≥ 0, is an orthonormal basis
of L2(Rd). By identifying R2d with Cd via (13), the short-time Fourier transform
of hα with respect to h(t) = 2
d/4e−πt
2
is simply
Vhhα(z) = e
−πix·ξ
(π|α|
α!
)1/2
zα e−π|z|
2/2 = e−πix·ξ eα(z) e−π|z|
2
for z ∈ Cd . (15)
REMARK: We mention that a formal Hermite expansion f =
∑
α cαhα defines
a distribution in the Gelfand-Shilov space (S
1/2
1/2)
′, if and only if the coefficients
satisfy |cα| = O(eǫ|α|) for every ǫ > 0. The Hermite expansion then converges
in the weak∗ topology. Here we have used the fact that the duality (S1/21/2)
′ × S1/21/2
extends the L2-form 〈·, ·〉 on S1/21/2 , and likewise the duality of the modulation spaces
M2θ (R
d) × M21/θ(Rd). Consequently, the coefficient cα of a Hermite expansion is
uniquely determined by cα = 〈f, hα〉 for f ∈ (S1/21/2)′. See [21] for details.
In the following we take the existence and convergence of Hermite expansions
for functions and distributions in arbitrary modulation spaces for granted. By
dµ(z) = e−π|z|
2
dz we denote the Gaussian measure on Cd.
Lemma 3.1. Assume that θ(z) = O(ea|z|) and that θ is radial in each coordinate.
(a) Then the monomials zα, α ≥ 0, are orthogonal in L2θ(Cd, µ).
(b) The finite linear combinations of the Hermite functions are dense inM2θ (R
d).
By using polar coordinates zj = rje
iϕj , where rj ≥ 0 and ϕj ∈ [0, 2π), we get
zα = rαeiα·ϕ and dz = r1 · · · rd dϕdr (16)
and the condition on θ in Lemma 3.1 can be recast as
θ(z) = θ0(r), (17)
for some appropriate function θ0 on [0,∞)d, and r = (r1, . . . , rd) and ϕ = (ϕ1, . . . , ϕd)
as usual.
Proof. (a) This is well-known and is proved in [11,14]. In order to be self-contained,
we recall the arguments. By writing the integral over R2d in polar coordinates in
each time-frequency pair, (16) and (17) give∫
R2d
zαzβθ(z)2 e−π|z|
2
dz =
∫∫
Rd
+
×[0,2π)d
ei(α−β)·ϕrα+βe−πr
2
θ0(r)
2r1 · · · rd dϕdr .
The integral over the angles ϕj is zero, unless α = β, whence the orthogonality of
the monomials.
(b) Density: Assume on the contrary that the closed subspace inM2θ (R
d) spanned
by the Hermite functions is a proper subspace of M2θ (R
d). Then there exists a non-
zero f ∈ (M2θ (Rd))′ = M21/θ(Rd), such that 〈f, hα〉 = 0 for all Hermite functions
hα ∈M2θ (Rd), α ∈ Nd0. Consequently the Hermite expansion of f =
∑
α〈f, hα〉hα =
0 in (S
1/2
1/2)
′, which contradicts the assumption that f 6= 0.
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Definition 1. The canonical localization operator Jm is the localization operator
Ahm associated to the weight m and to the Gaussian window h = h0. Specifically,
Jmf =
∫
R2d
m(z)〈f, π(z)h〉π(z)h dz . (18)
For m = θ2 we obtain
〈Jmf, f〉 = 〈mVhf, Vhf〉R2d = ‖Vhf θ‖22 = ‖f‖2M2θ (19)
whenever f is in a suitable space of test functions.
Our main insight is that localization operators with respect to Gaussian windows
and radial symbols have rather special properties. In view of the connection to
the localization operators on the Bargmann-Fock space (see below) this is to be
expected.
Theorem 3.2. If θ is a continuous, moderate function and radial in each time-
frequency coordinate, then each of the mappings
Jθ : M
2
θ (R
d)→ L2(Rd), Jθ :L2(Rd)→M21/θ(Rd)
J1/θ :M
2
1/θ(R
d)→ L2(Rd), J1/θ :L2(Rd)→M2θ (Rd)
is an isomorphism.
The proof is non-trivial and requires a number of preliminary results. In these
investigations we will play with different coefficients of the form
τα(θ) := 〈Jθhα, hα〉,
or, more generally,
τα,s(θ) := τα(θ
s) = 〈Jθshα, hα〉 =
∫
R2d
θ(z)s
π|α|
α!
|zα|2e−π|z|2 dz , (20)
when θ is a weight function and s ∈ R. We note that the τα,s(θ) are strictly positive,
since θ is positive. If θ ≡ 1, then τα,s(θ) = 1, so we may consider the coefficients
τα,s(θ) as weighted gamma functions.
Proposition 3.3 (Characterization of M2θ with Hermite functions). Let θ be a
moderate and radial function. Then
‖f‖2M2θ =
∑
α≥0
|〈f, hα〉|2τα(θ2) . (21)
Proof. Let f =
∑
α≥0 cαhα be a finite linear combination of Hermite functions.
Since the short-time Fourier transform of f with respect to the Gaussian h is given
by
Vhf(z) =
∑
cαVhhα(z) = e
−πix·ξ∑
α≥0
cαeα(z)e
−π|z|2/2
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in view of (15), definition (18) gives
‖f‖2M2θ =
∫
R2d
|Vhf(z)|2θ(z)2 dz
=
∑
α,β≥0
cαcβ
∫
R2d
eα(z)eβ(z)θ(z)
2 e−π|z|
2
dz =
∑
α≥0
|cα|2τα(θ2) .
In the latter equalities it is essential that the weight θ is radial in each time-
frequency coordinate so that the monomials eα are orthogonal in L
2
θ(C
d, µ).
In the next proposition, which is due to Daubechies [11], we represent the canon-
ical localization operator by a Hermite expansion.
Proposition 3.4. Let θ be a moderate, continuous weight function on R2d that is
radial in each time-frequency coordinate.
Then the Hermite function hα is an eigenfunction of the localization operator Jθ
with eigenvalue τα(θ) for α ∈ Nd0, and Jθ possesses the eigenfunction expansion
Jθf =
∑
α≥0
τα(θ)〈f, hα〉hα for all f ∈ L2(Rd) . (22)
Proof. By Lemma 3.1(a) we find that, for α 6= β,
〈Jθhβ , hα〉 =
∫
Cd
θ(z)Vhhβ(z) Vhhα(z) dz
=
∫
Cd
θ(z)eβ(z)eα(z)e
−π|z|2 dz = 0 .
This implies that Jθhα = chα and therefore c = c〈hα, hα〉 = 〈Jθhα, hα〉 = τα(θ).
For a (finite) linear combination f =
∑
β≥0 cβhβ , we obtain
Jθf =
∑
α≥0
〈Jθf, hα〉hα =
∑
α≥0
∑
β≥0
cβ〈Jθhβ, hα〉hα
=
∑
α≥0
∑
β≥0
τβ(θ)δα,βcβhα =
∑
α≥0
τα(θ)cαhα .
The proposition follows because the Hermite functions span M21/θ(R
d) and because
the coefficients of a Hermite expansion are unique and given by cα = 〈f, hα).
Corollary 3.5. If θ is moderate and radial in each coordinate, then Jθ : L
2(Rd)→
M21/θ(R
d) is one-to-one and possesses dense range in M21/θ(R
d).
Proof. The coefficients in Jθf =
∑
α≥0 τα(θ)〈f, hα〉hα are unique. If Jθf = 0, then
τα(θ)〈f, hα〉 = 0, and since τα(θ) > 0 we obtain 〈f, hα〉 = 0 and thus f = 0. Clearly
the range of Jθ in M
2
1/θ(R
d) contains the finite linear combinations of Hermite
functions, and these are dense in M21/θ(R
d) by Proposition 3.1.
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To show that Jθ maps L
2(Rd) onto M21/θ(R
d) is much more subtle. For this we
need a new type of inequalities valid for the weighted gamma functions in (20).
By Proposition 3.4 the number τα,s(θ) is exactly the eigenvalue of the localization
operator Jθs corresponding to the eigenfunction hα.
Proposition 3.6. If θ ∈ Mw is continuous and radial in each time-frequency
coordinate, then the mapping s 7→ τα,s(θ) is “almost multiplicative”. This means
that for every s, t ∈ R there exists a constant C = C(s, t) such that
C−1 ≤ τα,s(θ)τα,t(θ)τα,−s−t(θ) ≤ C for all multi-indices α . (23)
Proof. The upper bound is easy. By Lemma 3.1 the Hermite function hα is a
common eigenfunction of Jθs, Jθt, and Jθ−s−t . Since the operator JθsJθtJθ−s−t is
bounded on L2(Rd) by repeated application of Lemma 2.1, we obtain that
τα,s(θ)τα,t(θ)τα,−s−t(θ) = ‖JθsJθtJθ−s−thα‖L2 ≤ C‖hα‖L2 = C (24)
for all α ≥ 0. The constant C is operator norm of JθsJθtJ−s−t on L2(Rd).
For the lower bound we rewrite the definition of τα,s(θ) and make it more explicit
by using polar coordinates zj = rje
iϕj , rj ≥ 0, ϕj ∈ [0, 2π), in each variable. Then
by assumption θ(z) = θ0(r) for some continuous moderate function θ0 on R
d
+, and
we obtain
τα,s(θ) =
∫
R2d
θ(z)s
π|α|
α!
|zα|2e−π|z|2 dz
= (2π)d
∫
Rd
+
θ0(r)
π|α|
α!
r2αe−π|r|
2
r1 · · · rd dr
= (2π)d
∫ ∞
0
. . .
∫ ∞
0
θ0(r1, . . . , rd)
d∏
j=1
1
αj !
(πr2j )
αje−πr
2
j r1 · · · rd dr1 · · · drd
=
∫ ∞
0
. . .
∫ ∞
0
θ0
(√
u1/π, . . . ,
√
ud/π
) d∏
j=1
u
αj
j
αj!
e−uj du1 · · · dud . (25)
We focus on a single factor in the integral first. The function fn(x) = x
ne−x/n!
takes its maximum at x = n and
fn(n) =
1
n!
nne−n = (2πn)−1/2
(
1 +O(n−1))
by Stirling’s formula. Furthermore, fn is almost constant on the interval [n −√
n/2, n+
√
n/2] of length
√
n. On this interval the minimum of fn is taken at one
of the endpoints n±√n/2, where the value is
fn(n±
√
n/2) =
1
n!
(n±√n/2)ne−(n±
√
n/2) =
1
n!
nn
en
(
1± 1
2
√
n
)n
e∓
√
n/2 .
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Since
lim
n→∞
(2πn)1/2
(n
e
)n
n!
= 1 and lim
n→∞
(
1± 1
2
√
n
)n
e∓
√
n/2 = e−1/8
by Stirling’s formula and straight-forward applications of Taylor’s formula, we find
that
fn(x) ≥ c√
n
for x ∈ [n−√n/2, n+√n/2] and all n ≥ 1 . (26)
For n = 0 we use the inequality f0(x) ≥ e−1/2 for x ∈ [0, 1/2].
Now consider the products of the fn’s occuring in the integral above. For α =
(α1, . . . , αd) ∈ Nd0 define the boxes
Cα =
d∏
j=1
[
αj − 2−1√αj , αj + 2−1max(√αj, 1)
] ⊆ Rd ,
with volume vol (Cα) =
∏d
j=1
√
max(2−1, αj). Consequently, on the box Cα we
have
d∏
j=1
u
αj
j
αj !
e−uj ≥ C0
d∏
j=1
1√
max(2−1, αj)
= C0
(
volCα
)−1
(27)
for some constant C0 > 0 which is independent of α ∈ Nd0.
Next, to take into account the coordinate change in (25), we define the box
Dα =
d∏
j=1
[(αj − 2−1√αj)1/2√
π
,
(αj + 2
−1max(
√
αj , 1))
1/2
√
π
]
⊆ Rd ,
Furthermore the length of each edge of Dα is
π−1/2
((
αj +
√
αj/2
)1/2 − (αj −√αj/2)1/2) ≤ π−1/2
when αj ≥ 1 and likewise for αj = 0. Consequently,
if z1, z2 ∈ Dα, then z1 − z2 ⊆ [−π−1/2, π−1/2]d . (28)
After these preparations we start the lower estimate of τα,s(θ). Using (27) we
obtain
τα,s(θ) =
∫ ∞
0
. . .
∫ ∞
0
θ0
(√
u1/π, . . . ,
√
ud/π
)s d∏
j=1
u
αj
j
αj !
e−uj du1 · · ·dud
≥ C0 1
vol (Cα)
∫
Cα
θ0
(√
u1/π, . . . ,
√
ud/π
)s
du1 · · · dud .
Since θ is continuous, the mean value theorem asserts that there is a point z =
z(α, s) = (z1, z2, . . . , zd) ∈ Cα, such that
τα,s(θ) ≥ C0 θ0
(√
z1/π, . . . ,
√
zd/π
)s
.
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Note that the point with coordinates ζ = ζ(α, s) =
(√
z1/π, . . . ,
√
zd/π
)
is in Dα,
consequently
τα,s(θ) ≥ C0 θ0(ζ(α, s)) for ζ(α, s) ∈ Dα .
Finally
τα,s(θ) τα,t(θ) τα,−s−t(θ) ≥ C30 θ0(ζ)s θ0(ζ ′)t θ0(ζ ′′)−s−t (29)
for points ζ, ζ ′, ζ ′′ ∈ Dα. Since the weight θ is a w-moderate, θ0 satisfies
θ0(z1)
θ0(z2)
≥ 1
w(z1 − z2) z1, z2 ∈ R
d .
Since ζ, ζ ′, ζ ′′ ∈ Dα, the differences ζ−ζ ′′ and ζ ′−ζ ′′ are in the cube [−π−1/2, π−1/2]d
as observed in (28). We conclude the non-trivial part of this estimate by
τα,s(θ)τα,t(θ)τα,−s−t(θ) ≥ C30
1
w(ζ − ζ ′′)s
1
w(ζ ′ − ζ ′′)t ≥ C
3
0
(
max
z∈[−π−1/2,π−1/2]d
w(z)
)−s−t
= C .
The proof is complete.
The next result provides a sort of symbolic calculus for the canonical localization
operators Jθs. Although the mapping s → Jθs is not homomorphism from R to
operators, it is multiplicative modulo bounded operators.
Theorem 3.7. Let θ and µ be two moderate, continuous weight functions on R2d
that are radial in each time-frequency variable. For every r, s ∈ R there exists an
operator Vs,t that is invertible on every M
2
µ(R
d) such that
JθsJθtJθ−s−t = Vs,t .
Proof. For s, t ∈ R fixed, set γ(α) = τα,s(θ)τα,t(θ)τα,−s−t(θ) and
Vs,tf =
∑
α≥0
γ(α)〈f, hα〉hα .
Clearly, Vs,t = JθsJθtJθ−s−t . Since C
−1 ≤ γ(α) ≤ C for all α ≥ 0 by Proposition 3.6,
Proposition 3.3 implies that Vs,t is bounded on every modulation space M
2
µ. Like-
wise the formal inverse operator V −1s,t f =
∑
α≥0 γ(α)
−1〈f, hα〉hα is bounded on
M2µ(R
d), consequently Vs,t is invertible on M
2
µ(R
d).
We can now finish the proof of Theorem 3.2.
Proof of Theorem 3.2. Choose s = 1 and t = −1, then JθJ1/θ = V1,−1 is invertible
on L2. Similarly, the choice s = −1, t = 1 yields that J1/θJθ = V−1,1 is invertible
on M2θ . The factorization JθJ1/θ = V1,−1 implies that J1/θ is one-to-one from L
2 to
M2θ and that Jθ maps M
2
θ onto L
2. The factorization J1/θJθ = V−1,1 implies that
Jθ is one-to-one from M
2
θ to L
2 and that J1/θ maps L
2 onto M2θ .
We have proved that Jθ is an isomorphism from M
2
θ to L
2 and that J1/θ is an
isomorphism from L2 to M2θ . The other isomorphisms are proved similarly.
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REMARK: In dimension d = 1 the invertibility of JθJθ−1 follows from the equiv-
alence τn,1(θ)τn,−1(θ) ≍ 1, which can be expressed as the following inequality for
weighted gamma functions:
C−1 ≤
∫ ∞
0
θ0(
√
x/π)
xn
n!
e−xdx
∫ ∞
0
1
θ0(
√
x/π)
xn
n!
e−xdx ≤ C (30)
for all n ≥ 0. Here θ0 is the same as before. It is a curious and fascinating fact
that this inequality implies that the localization operator J1/θ is an isomorphism
between L2(R) and M2θ (R).
4. The General Isomorphism Theorems
In Theorem 4.3 we will state the general isomorphism theorems. The strategy
of the proof is similar to that of Theorem 3.2 in [19]. The main tools are the
theorems about the spectral invariance of the generalized Sjo¨strand classes [16] and
the existence of a canonical isomorphism between L2(Rd) and M2θ (R
d) established
in Theorem 3.2.
4.1. Variations on Spectral Invariance. We first introduce the tools concerning
the spectral invariance of pseudodifferential operators. Recall the following results
from [16].
Theorem 4.1. Let v be a submultiplicative weight on R2d such that
lim
n→∞
v(nz)1/n = 1 for all z ∈ R2d , (31)
and let v˜ be the same as in (10). If T ∈ Op(M∞,1v˜ ) and T is invertible on L2(Rd),
then T−1 ∈ Op(M∞,1v˜ ).
Consequently, T is invertible simultaneously on all modulation spaces Mp,qµ (R
d)
for 1 ≤ p, q ≤ ∞ and all µ ∈Mv.
Condition (31) is usually called the Gelfand-Raikov-Shilov (GRS) condition.
We prove a more general form of spectral invariance. Since we have formulated
all results about the canonical localization operators Jθ for radial weights only, we
will assume from now on that all weights are radial in each coordinate. In this case
v˜(x, ξ, η, y) = v(−η, y) = v(y, η),
and we do not need the somewhat ugly distinction between v and v˜.
Theorem 4.2. Assume that v satisfies the GRS-condition, θ2 ∈Mv, and that both
v and θ are radial in each time-frequency coordinate.
If T ∈ Op(M∞,1v ) and T is invertible on M2θ (Rd), then T is invertible on L2(Rd).
As a consequence T is invertible on every modulation space Mp,qµ (R
d) for 1 ≤
p, q ≤ ∞ and µ ∈ Mv.
Proof. Set T˜ = JθTJ1/θ. By Theorem 3.2, J1/θ is an isomorphism from L
2(Rd)
onto M2θ (R
d) and Jθ is an isomorphism from M
2
θ (R
d) onto L2(Rd), therefore T˜ is
an isomorphism on L2(Rd).
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M2θ
T−→ M2θ
↑ J1/θ ↓ Jθ
L2(Rd)
T˜−→ L2(Rd)
(32)
By Theorem 2.4 the operator T˜ is in Op(M∞,1
v1/2
). Since T˜ is invertible on L2(Rd),
Theorem 4.1 on the spectral invariance of the symbol class M∞,1
v1/2
implies that the
inverse operator T˜ also possesses a symbol in M∞,1
v1/2
, i.e., T˜−1 ∈ Op(M∞,1
v1/2
).
Now, since T˜−1 = J−11/θT
−1J−1θ , we find that
T−1 = J1/θT˜
−1Jθ .
Applying Theorem 2.4 once again, the symbol of T−1 must be in M∞,1. As a
consequence, T−1 is bounded on L2(Rd).
Since T ∈ Op(M∞,1v ) and T is invertible on L2(Rd), it follows that T is also
invertible on Mp,qµ (R
d) for every weight µ ∈Mv and 1 ≤ p, q ≤ ∞.
4.2. An isomorphism theorem for localization operators. We now combine
all steps and formulate and prove our main result, the isomorphism theorem for
time-frequency localization operators with symbols of superfast growth.
Theorem 4.3. Let g ∈ M1v2w(Rd), µ ∈ Mw and m ∈ Mv be such that m is
radial in each time-frequency coordinate and v satisfies (31). Then the localization
operator Agm is an isomorphism from M
p,q
µ (R
d) onto Mp,qµ/m(R
d) for 1 ≤ p, q ≤ ∞.
Proof. Set T = Ag1/mA
g
m. We have already established that
(1) T = Ag1/mA
g
m possesses a symbol in M
∞,1
v˜w˜ by Corollary 2.5.
(2) T is invertible on M2θ (R
d) by Lemma 2.2.
These are the assumptions of Theorem 4.2, and therefore T is invertible onMp,qµ (R
d)
for every µ ∈ Mw ⊆ Mvw and 1 ≤ p, q ≤ ∞. The factorization T = Ag1/mAgm
implies that Agm is one-to-one from M
p,q
µ (R
d) to Mp,qµ/m(R
d) and that Ag1/m maps
Mp,qµ/m(R
d) onto Mp,qµ (R
d).
Now we change the order of the factors and consider the operator T ′ = AgmA
g
1/m
from Mp,qµ/m(R
d) to Mp,qµ/m(R
d) and factoring through Mp,qµ (R
d). Again T ′ possesses
a symbol in M∞,1v˜w˜ and is invertible on M
2
1/θ(R
d). With Theorem 4.2 we conclude
that T ′ is invertible on all modulation spaces Mp,qµ/m(R
d). The factorization of
T ′ = AgmA
g
1/m now yields that A
g
1/m is one-to-one from M
p,q
µ/m(R
d) to Mp,qµ (R
d) and
that Agm maps M
p,q
µ (R
d) onto Mp,qµ/m(R
d).
As a consequence Agm is bijective from M
p,q
µ (R
d) onto Mp,qµ/m(R
d), and Ag1/m is
bijective from Mp,qµ/m(R
d) onto Mp,qµ (R
d).
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5. Consequences for Gabor Multipliers and Toeplitz Operators on
Bargmann Fock Space
5.1. Gabor Multipliers. Gabor multipliers are time-frequency localization oper-
ators whose symbols are discrete measures. Their basic properties are the same,
but the discrete definition makes them more accessible for numerical computations.
Let Λ = AZ2d for some A ∈ GL(2d,R) be a lattice in R2d, g, γ suitable window
functions and m a weight sequence defined on Λ. Then the Gabor multiplier Gg,γ,Λm
is defined to be
Gg,γ,Λm f =
∑
λ∈Λ
m(λ)〈f, π(λ)g〉π(λ)γ . (33)
The boundedness of Gabor multipliers between modulation spaces is formulated
and proved exactly as for time-frequency localization operators. See [13] for a
detailed exposition of Gabor multipliers and [9] for general boundedness results
that include distributional symbols.
Proposition 5.1. Let g, γ ∈M1vw(Rd), m be a continuous moderate weight function
m ∈Mv. Then Gg,γ,Λm is bounded from Mp,qµ (R2d) to Mp,qµ/m(Rd).
In the following we will assume that the set G(g,Λ) = {π(λ)g : λ ∈ Λ} is a
Gabor frame for L2(Rd). This means that the frame operator Sg,Λf = M
g,g,Λ
1 =∑
λ∈Λ〈f, π(λ)g〉π(λ)g is invertible on L2(Rd). From the rich theory of Gabor frames
we quote only the following result: If g ∈ M1v and G(g,Λ) is a frame for L2(Rd),
1 ≤ p ≤ ∞, and m ∈Mv, then
‖f‖Mpm ≍
(∑
λ∈Λ
|〈f, π(λ)g〉|pm(λ)p
)1/p
for all f ∈Mpm(Rd). (34)
We refer to [15] for a detailed discussion, the proof, and for further references.
Our main result on Gabor multipliers is the isomorphism theorem.
Theorem 5.2. Assume that g ∈M1v2w(Rd) and that G(g,Λ) is a frame for L2(Rd).
If m ∈ Mv is radial in each time-frequency coordinate, then Gg,g,Λm is an isomor-
phism from Mp,qµ (R
2d) onto Mp,qµ/m(R
d) for every µ ∈Mw and 1 ≤ p, q ≤ ∞.
The proof is similar to the proof of Theorem 4.3, and we only sketch the necessary
modifications. In the following we fix the lattice Λ and choose γ = g and drop the
reference to these additional parameter by writing Gg,γ,Λm as G
g
m in analogy to the
localization operator Agm.
Proposition 5.3. If g ∈ M1v (Rd) and m ∈ Mv and θ = m1/2, then Ggm is an
isomorphism from M2θ (R
d) onto M21/θ(R
d).
Proof. By Proposition 5.1 Ggm is bounded from M
2
θ to M
2
θ/m = M
2
1/θ and thus
‖Ggmf‖M2
1/θ
≤ C‖f‖M2θ .
Next we use the characterization of M2θ by Gabor frames and relate it to Gabor
multipliers:
〈Ggmf, f〉 =
∑
λ∈Λ
m(λ)|〈f, π(λ)g〉|2 ≍ ‖f‖2M2θ . (35)
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This identity implies that Ggm is one-to-one on M
2
θ and that ‖Ggmf‖M1/θ is an
equivalent norm on M2θ . Since G
g
m is self-adjoint, it has dense range in M
2
1/θ,
whence Ggm is onto as well.
Using the weight 1/m instead of m and 1/θ instead of θ, we see that Gg1/m is an
isomorphism from M21/θ(R
d) onto M2θ (R
d).
Proof of Theorem 5.2. We proceed as in the proof of Theorem 4.3. Define the
operators T = Gg1/mG
g
m and T
′ = GgmG
g
1/m. By Proposition 5.1 T maps M
2
θ (R
d) to
M2θ (R
d), and since T is a composition of two isomorphisms, T is an isomorphism
on M2θ (R
d). Likewise T ′ is an isomorphism on M21/θ(R
d).
As in Corollary 2.5 we verify that the symbol of T is in M∞,1v˜w˜ (R
2d). Theorem 4.2
then asserts that T is invertible on L2(Rd) and the general spectral invariance
implies that T is an isomorphism on Mp,qµ (R
d). Likewise T ′ is an isomorphism on
Mp,qµ/m(R
d). This means that each of the factors of T must be an isomorphism on
the correct space.
5.2. Toeplitz Operators. The Bargmann-Fock space F = F2(Cd) is the Hilbert
space of all entire functions of d variables such that
‖F‖2F =
∫ d
C
|F (z)|2e−π|z|2dz <∞ . (36)
Here dz is the Lebesgue measure on Cd = R2d.
Related to the Bargmann-Fock space F2 are spaces of entire functions satisfying
weighted integrability conditions. Let m be a moderate weight on Cd and 1 ≤
p, q ≤ ∞. Then the space Fp,qm (Cd) is the Banach space of all entire functions of d
complex variables, such that
‖F‖qFp,qm =
∫
Rd
(∫
Rd
|F (x+ iy)|pm(x+ iy)pe−pπ|x+iy|2/2dx
)q/p
dy <∞ . (37)
Let P be the orthogonal projection from L2(Cd, µ) with Gaussian measure dµ(z) =
e−π|z|
2
dz onto F2(Cd). Then P is given by the formula
PF (w) =
∫
Cd
F (z)eπzwe−π|z|
2
dz . (38)
We remark that a function on R2d with a certain growth is entire if and only if it
satisfies F = PF .
The classical Toeplitz operator on Bargmann-Fock space with a symbol m is
defined by TmF = P (mF ) for F ∈ F2(Cd). Explicitly Tm is given by the formula
TmF (w) =
∫
Cd
m(z)F (z)eπzw e−π|z|
2
dz . (39)
See [1–4, 11, 14] for a sample of references.
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In the following we assume that the symbol of a Toeplitz operator is continu-
ous and radial in each coordinate, i.e., m(z1, . . . , zd) = m0(|z1|, . . . |zd|) for some
continuous function m0 from R
d
+ to R+.
Theorem 5.4. Let µ ∈ Mw, and let m ∈ Mv be a continuous moderate weight
function such that one of the following conditions is fulfilled:
(1) Either m is radial in each coordinate,
(2) or m is of polynomial type.
Then the Toeplitz operator Tm is an isomorphism from Fp,qµ (Cd) onto Fp,qµ/m(Cd) for
1 ≤ p, q ≤ ∞.
The formulation of Theorem 5.4 looks similar to the main theorem about time-
frequency localization operators. In fact, after a suitable translation of concepts,
it is a special case of Theorem 4.3.
To explain the connection, we recall the Bargmann transform that maps distri-
butions on Rd to entire functions on Cd.
Bf(z) = F (z) = 2d/4e−πz2/2
∫
Rd
f(t)e−πt
2
e2πt·zdt z ∈ Cd . (40)
If f is a distribution, then we interpret the integral as the action of f on the
function e−πt
2
e2πt·z .
The connection to time-frequency analysis comes from the fact that the Bargmann
transform is just a short-time Fourier transform in disguise [15, Ch. 3]. As before,
we use the normalized Gaussian h(t) = 2d/4e−πt
2
as a window. Identifying the pair
(x, ξ) ∈ Rd × Rd with the complex vector z = x + iξ ∈ Cd, the short-time Fourier
transform of a function f on Rd with respect to h is
Vhf(z) = e
πix·ξBf(z)e−π|z|2/2 . (41)
In particular, the Bargmann transform of the time-frequency shift π(w)h is given
by
B(π(w)h)(z) = e−πiu·ηeπwze−π|w|2/2 w, z ∈ Cd, w = u+ iη . (42)
It is a basic fact that the Bargmann transform is a unitary mapping from L2(R) onto
the Bargmann-Fock space F2(Cd). Furthermore, the Hermite functions hα, α ≥ 0
are mapped to the normalized monomials eα(z) = π
|α|/2(α!)−1/2zα.
Let m′(z) = m(z). Then (41) implies that the Bargmann transform B maps
Mp,qm (R
d) isometrically to Fp,qm′ (Cd). By straight-forward arguments it follows that
the Bargmann transform maps the modulation space Mp,qm (R
d) onto the Fock space
Fp,qm′ (Cd) [15, 25].
The connection between time-frequency localization operators and Toeplitz op-
erators on the Bargmann-Fock space is given by the following statement.
Proposition 5.5. Let m be a moderate weight function on R2d ≃ Cd and set
m′(z) = m(z). The Bargmann transform intertwines Jm and Tm′ , i.e., for all
f ∈ L2(Rd) (or f ∈ (S1/21/2)∗) we have
B(Jmf) = Tm′(Bf) . (43)
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Proof. This fact is well-known [7,11]. For completeness and consistency of notation,
we provide the formal calculation.
We take the short-time Fourier transform of Jm = A
h
m with respect to h. On the
one hand we obtain that
〈Jmf, π(w)h〉 = eπiu·ηB(Jmf)(w) e−π|w|2/2 , (44)
and on the other hand, after substituting (41) and (42), we obtain that
〈Jmf, π(w)h〉 =
∫
R2d
m(z)Vhf(z)Vh(π(w)h)(z) dz
=
∫
Cd
m(z)Bf(z)B(π(w)h)(z)e−π|z|2 dz (45)
= eπiu·η
∫
Cd
m(z)Bf(z)eπzw e−π|z|2 dz e−π|w|2/2 .
Comparing (44) and (45) we obtain that
B(Jmf)(w) =
∫
Cd
m(z)Bf(z)eπzw e−π|z|2 dz = Tm′Bf(w) .
Proof of Theorem 5.4. First assume that (1) holds, i.e., m is radial in each vari-
able. The Bargmann transform is an isomorphism between the modulation space
Mp,qm (R
d) and the Bargmann-Fock space Fp,qm′ (Cd) for arbitrary moderate weight
function m and 1 ≤ p, q ≤ ∞. By Theorem 4.3 the canonical localization operator
Jm is an isomorphism from M
p,q
µ (R
d) onto Mp,qµ/m(R
d). Since Tm′ is a composition
of three isomorphism (Proposition 5.5 and (46)), the Toeplitz operator Tm′ is an
isomorphism from Fp,qµ′ (Cd) onto Fp,qµ′/m′(Cd).
Fp,qµ′
Tm′−→ Fp,qµ′/m′
↑ B ↑ B
Mp,qµ
Jm−→ Mp,qµ/m
. (46)
Finally replace m′ and µ′ by m and µ.
By using Theorem 3.2 in [19] instead of Theorem 4.3, the same arguments show
that the result follows when (2) is fulfilled.
References
[1] V. Bargmann. On a Hilbert space of analytic functions and an associated integral transform.
Comm. Pure Appl. Math., 14:187–214, 1961.
[2] F. A. Berezin. Wick and anti-Wick symbols of operators. Mat. Sb. (N.S.), 86(128):578–610,
1971.
[3] C. A. Berger and L. A. Coburn. Toeplitz operators on the Segal-Bargmann space. Trans.
Amer. Math. Soc., 301(2):813–829, 1987.
[4] C. A. Berger and L. A. Coburn. Heat flow and Berezin-Toeplitz estimates. Amer. J. Math.,
116(3):563–590, 1994.
22 KARLHEINZ GRO¨CHENIG AND JOACHIM TOFT
[5] P. Boggiatto, E. Cordero, and K. Gro¨chenig. Generalized anti-Wick operators with symbols
in distributional Sobolev spaces. Integral Equations Operator Theory, 48(4):427–442, 2004.
[6] J.-M. Bony and J.-Y. Chemin. Espaces fonctionnels associe´s au calcul de Weyl-Ho¨rmander.
Bull. Soc. Math. France, 122(1):77–118, 1994.
[7] L. A. Coburn. The Bargmann isometry and Gabor-Daubechies wavelet localization operators.
In Systems, approximation, singular integral operators, and related topics (Bordeaux, 2000),
volume 129 of Oper. Theory Adv. Appl., pages 169–178. Birkha¨user, Basel, 2001.
[8] J. B. Conway. A course in functional analysis. Springer-Verlag, New York, second edition,
1990.
[9] E. Cordero and K. Gro¨chenig. Time-frequency analysis of localization operators. J. Funct.
Anal., 205(1):107–131, 2003.
[10] E. Cordero and K. Gro¨chenig. Symbolic calculus and fredholm property for localization
operators. J. Fourier Anal. Appl., 12(4):345–370, 2006.
[11] I. Daubechies. Time-frequency localization operators: a geometric phase space approach.
IEEE Trans. Inform. Theory, 34(4):605–612, 1988.
[12] H. G. Feichtinger and K. Gro¨chenig. Banach spaces related to integrable group representa-
tions and their atomic decompositions. I. J. Functional Anal., 86(2):307–340, 1989.
[13] H. G. Feichtinger and K. Nowak. A first survey of Gabor multipliers. In Advances in Gabor
analysis, Appl. Numer. Harmon. Anal., pages 99–128. Birkha¨user Boston, Boston, MA, 2003.
[14] G. B. Folland. Harmonic Analysis in Phase Space. Princeton Univ. Press, Princeton, NJ,
1989.
[15] K. Gro¨chenig. Foundations of time-frequency analysis. Birkha¨user Boston Inc., Boston, MA,
2001.
[16] K. Gro¨chenig. Time-frequency analysis of Sjo¨strand’s class.Revista Mat. Iberoam., 22(2):703–
724, 2006.
[17] K. Gro¨chenig. Weight functions in time-frequency analysis. In e. a. L. Rodino, M.-W. Wong,
editor, Pseudodifferential Operators: Partial Differential Equations and Time-Frequency
Analysis, volume 52, pages 343 – 366. Fields Institute Comm., 2007.
[18] K. Gro¨chenig and Z. Rzeszotnik. Banach algebras of pseudodifferential operators and their
almost diagonalization. Ann. Inst. Fourier (Grenoble), 58(7):2279–2314, 2008.
[19] K. Gro¨chenig and J. Toft. Isomorphism properties of Toeplitz operators and pseudo-
differential operators between modulation spaces. J. Anal. Math., To appear.
[20] A. Holst, J. Toft and P. Wahlberg. Weyl product algebras and modulation spaces. J. Funct.
Anal., 251:463-491, 2007.
[21] A. J. E. M. Janssen. Bargmann transform, Zak transform, and coherent states. J. Math.
Phys., 23(5):720–731, 1982.
[22] N. Lerner. The Wick calculus of pseudo-differential operators and some of its applications.
Cubo Mat. Educ., 5(1):213–236, 2003.
[23] N. Lerner and Y. Morimoto. A Wiener algebra for the Fefferman-Phong inequality. In Sem-
inaire: Equations aux De´rive´es Partielles. 2005–2006, Se´min. E´qu. De´riv. Partielles, pages
Exp. No. XVII, 12. E´cole Polytech., Palaiseau, 2006.
[24] M. A. Shubin. Pseudodifferential Operators and Spectral Theory. Springer-Verlag, Berlin,
second edition, 2001. Translated from the 1978 Russian original by Stig I. Andersson.
[25] M. Signahl, J. Toft Mapping properties for the Bargmann transform on modulation spaces,
Preprint, arXiv:1002.3061.
[26] S. Thangavelu. Lectures on Hermite and Laguerre expansions, volume 42 of Mathemati-
cal Notes. Princeton University Press, Princeton, NJ, 1993. With a preface by Robert S.
Strichartz.
[27] J. Toft. Regularizations, Decompositions and Lower Bound Problems in the Weyl Calculus.
Comm. Partial Differential Equations, 25 (7& 8): 1201–1234, 2000.
[28] J. Toft. Subalgebras to a Wiener type algebra of pseudo-differential operators. Ann. Inst.
Fourier (Grenoble), 51(5):1347–1383, 2001.
THE RANGE OF LOCALIZATION OPERATORS 23
[29] J. Toft. Continuity properties for modulation spaces, with applications to pseudo-differential
calculus. I. J. Funct. Anal., 207(2):399–429, 2004.
[30] J. Toft. Continuity and Schatten-von Neumann Properties for Toeplitz Operators on Modu-
lation Spaces in: J. Toft, M. W. Wong, H. Zhu (Eds), Modern Trends in Pseudo-Differential
Operators, Operator Theory Advances and Applications Vol 172, Birkha¨user Verlag, Basel:
pp. 313–328, 2007.
[31] J. Toft. Multiplication properties in pseudo-differential calculus with small regularity on the
symbols. J. Pseudo-Differ. Oper. Appl. 1(1): 101–138, 2010.
[32] H. Triebel. Theory of function spaces. Birkha¨user Verlag, Basel, 1983.
[33] M. W. Wong. Wavelets Transforms and Localization Operators, volume 136 of Operator
Theory Advances and Applications. Birkhauser, 2002.
Faculty of Mathematics, University of Vienna, Nordbergstrasse 15, A-1090 Vi-
enna, Austria
E-mail address : karlheinz.groechenig@univie.ac.at
Department of Computer science, Physics and Mathematics, Linnæus University,
Va¨xjo¨, Sweden
E-mail address : joachim.toft@lnu.se
