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Abstract 
The marine monitoring requirements efficiency with marine real-time data in digital ocean system，this paper 
presents a new method with GPU(Graphics processing unit) and CPU collaborate for matching the real-time marine 
data flow with the national standard data, the result will show that whether the water quality become abnormal. The 
method arranges and restores the marine data from distribute databases into a local stage of time series database, 
when system receives the requirement of matching, the GPU and CPU will collaborate computing the marine data 
under the control of collaborate Algorithm, the advantage of this method are both high-density computing and high 
bandwidth and the system can auto generate the matching result. Experimental results show that the method can 
effectively shorten the testing time and improve detection efficiency. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS 2011] 
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1. Background 
With real-time data stream monitoring tools and constantly updated data on the results of the 
continuous demand for fast computation, making real-time data flow testing has become the current 
bottleneck in data flow testing services and an urgent need to solve the primary problem. 
The detection of data flow structure as real-time, continuous, unlimited, etc, which determines the 
main way to queries in continuous query match. Since the data stream is a series of discrete set of states, 
when the CPU calculation solely on the traditional database query matching, it’s difficult to quickly query 
the query to get an accurate match results. Special data structure for information processing technology 
research and application brings new opportunities and challenges. With the graphics processing unit 
*  Corresponding author. Tel.: 15692165525; 
E-mail address: dmhuang@shou.edu.cn 
 
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
4069Chi Zhang and Dongmei Huang / Procedia Engineering 15 (2011) 4068 – 40722 Chi Zhang,Dongmei Huang / Procedia Engineering 00 (2011) 000–000 
(GPU) development, GPU rendering has not only exist as images, GPU has two main features: long lines 
and parallel computing [1] ,it  bases single instruction multiple data (SIMD) instructions to support the 
type of data-parallel computing[2], Single instruction multiple data stream structure, a single control unit 
assigned to each command line, the same instructions simultaneously by all processing components. 
According to the GPU computing model has more than the CPU-core processor features, the CPU using 
the GPU to collaborative compute data stream will be the development trend of matching. 
2. GPU and CPU Collective for Data Flow Matching Method 
2.1 Architecture 
Method based on the data stream including data stream receiver, stage mass data storage devices, real-
time data flow matching analysis module and wireless communication devices, and mobile intelligent 
terminal. System implementation process as that：satellite observations send data stream to the ground 
receiving station; stations will monitor the data stream to the data stream receiving station, the two data 
collection forms received by the data stream receiving device, and storage to distributed base stations, the 
stage of mass data will be stored by receiving time. When the system receives a mobile request for 
analysis of the match, first check whether the user is authorized, the system will confirm the correct 
match in real-time data flow analysis module of the test data and the corresponding national standards to 
match the data, analysis responsible for the results will sent back to the mobile terminal device by the 
wireless communication device after agreement with the corresponding agent. System architecture as 
shown in Figure 1: 
Figure 1 System architecture 
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2.2 The design features of each part of the module 
2.2.1 Stage mass data storage devices 
Stage mass data storage device is the storage stage of ocean data from the distributed base station, it 
stores the data by its time series. The device processing mechanisms, including pre-processing of 
data,data classification, storage and other operations. Which is responsible for the transmission of data 
pre-processing for data cleaning and removal of noise, this step aims to reduce data redundancy, data 
inconsistency, to avoid dirty data. Data classification is classifying data by its differences attribute 
information, such as monitoring station data and RS data and different types of heterogeneous data. Based 
on different data formats ,the data will be stored in different databases. When the data classification is 
completed, the system automatically stores the data into the stage mass data storage devices. 
2.2.2 Data flow matching analysis module 
Data flow matching analysis module is the core of the system module, the working principle is based 
on the GPU and CPU collaborative for high-performance computing, including uniform Scaling 
processing, normalization processing and data flow matching three-step process. In system memory for 
uniform scaling of the data stream processing, normalization processing and converts data in GPU 
memory, GPU's memory stores data using the scaling subsequence matrix flow and the uses sliding 
window model for standardized high-speed data streams matching analysis, the result will  the feedback 
to the user. As the GPU is characterized by a large number of the same type of data for compute-
intensive, so the numerical calculation of the matrix are making data flow operation more rapid and more 
accurate, Which matches the real-time data flow analysis module, mainly by the agent and matching 
processor. Agent receives a user's query request by the intermediary is responsible for the heterogeneous 
data sources and local interaction. System provides the user with a global model to overview the mass 
data storage device for matching. After processor executed the query request, finally return the results to 
the agent and to the user. One mediator by the integrated management and query processor components, 
integrated management is responsible for the distribution of local data to add, delete and other 
management operations, through the global map can easily manage each data source, data integration 
management; also responsible for local data to global data integration. Match the processor to receive 
user queries and query results are returned. 
3. Experiment
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3.1 Test platform  
CPU test platform: CPU Type: Intel (R) Core (TM) 2 Quad CPU Q6600; frequency: 2.4GHz, 2.4GHz; 
Cache size: 8192 KB; operating system: Windows XP sp3; compiler: visual studio 2008 
GPU test platform: graphics card Model: GeForce 8400M GT; CPU Type: Intel (R) Core (TM) 2 Quad 
CPU Q6600; frequency of 2.4GHz, 2.4GHz secondary cache: 8M; Operating System: Windows XP sp3; 
3.2 Test case 
Test cases include: 1) set by the query stream (simulate national standards); 2) to generate query data 
stream (simulating ocean monitoring data). 
3.3 Test  
The total execution time (in the table identified as 'total') test is the beginning and end of the program 
to set the location of a function of time, with two records and then subtracting to get into a second unit. 
Kernel execution time (in the table identified as 'GPU') testing methods and the total time is similar, but 
the kernel including the kernel execution time with memory and memory function before and after the 
PCI-E transmission of data.  
3.4 Analysis 
Thread configuration is the kernel function in the runtime configuration of the part of the function 
parameters, including: the number of each grid in the block ,the number of threads in each block, each 
block size to use shared memory, each of the number of threads to use register. 
The device has 256 graphics processing units. In the experimental scene of the GPU and CPU on the 
data stream matches the experimental data comparison, experimental results show that CPU and GPU 
collaborative computing system’s performance is superior with the CPU computing system. 
4. Result  
Real-time monitoring of ocean data is always a hot issues in marine systems, due to the heterogeneity 
and the test data makes the traditional marine massive data matching process takes a lot of time, for this 
shortcoming this paper propose the GPU and CPU collaborative match the data flow for the feasibility of 
this collection of data through a variety of monitoring devices to monitor the data stream type, and after 
data pre-processing stage, massive data will be stored to a stage mass data storage devices, the mobile 
terminal can access at any time by real-time implementation of the corresponding data flow matching 
requests. The system can truly save the test time and improve officers’ efficiency of monitoring marine 
data. Experimental results verify its feasibility. The method will be used for digital ocean Shanghai 
demonstration area for marine monitoring services. 
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