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1. INTRODUCTION
1.1. The Model
Let V ; R2 be a bounded open set with smooth boundary ­ V. Consider
a semilinear Kirchhoff equation with nonlinear boundary dissipation.
Thus,
¡ 2w y gDw q D w q f w s 0, in Q ' 0, ` = V , .  .t t t t `
w 0, ? s w , w 0, ? s w , in V , .  .0 t 1~ 1 .
­ wt
w s 0, Dw s yg , in S ' 0, ` = ­ V . .`¢  /­n
 .  .Here the functions f w , g ­ w r­n denote the Nemytski operators asso-t
ciated with scalar functions f and g. The parameter g ) 0 is proportional
to the square of the thickness of the plate and is assumed to be small.
Without loss of generality we can assume that g F 1.
The main aim in this paper is to study stability properties of the previous
nonlinear dynamics subject to a dissipation acting via boundary moments
only. Of particular interest is the limit behavior when the parameter g
 .tends to zero. Thus, we also consider the limit case g s 0 , which
corresponds to a semilinear Euler]Bernoulli equation,
¡ 2w q D w q f w s 0, in Q , .t t `
w 0, ? s w , w 0, ? s w , in V , .  .0 t 1~ 2 .
­ wt
w s 0, Dw s yg , in S .`¢  /­n
It should be said at the outset that while there are many results pertaining
to uniform boundary stabilization of the linear Kirchhoff and Euler]
 w x .Bernoulli plates see 16, 20, 11 and references therein , these results deal
exclusively with the dissipation acting in two boundary conditions, i.e.,
moments and shears or moments and displacements. Instead, the more
attractive case, from physical point of view, is when the dissipation occurs
in the moments only. This case is much more delicate and the difficulty is
at the PDE level where the known multipliers techniques do not suffice
 .see references cited earlier and there is a need, indeed necessity, of using
rather refined trace estimates obtained by microlocal analysis methods.
More detailed discussion related to this point is given in Section 1.3. Thus,
a distinctive feature of our paper is that we consider a nonlinear model
with a nonlinear dissipation acting via moments only.
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The following assumptions are imposed on nonlinear functions f and g.
 .  .ASSUMPTION 1 g . g s is a nonlinear function and satisfies
 .  .  .i g s is a continuous, monotone, increasing function on R, g s s )
0, ;s / 0.
 . 2  . 2 < <ii M s Fg s sFM s for s G1, for some M , M , 0-M FM .1 2 1 2 1 2
Remark 1. Notice that no assumptions are made for the behavior of
 .g s near the origin.
 .  .ASSUMPTION 2 f . The nonlinear function f s satisfies
 .  . 1, ` . 1 .i f ? g W R , is piecewise C R and continuously differentiableloc
at the origin,
 .  .ii f s s ) 0, ;s / 0.
We define the nonlinear energy for the Kirchhoff equation,
2 2
E t s w t q g =w t .  .  . .  .L V L Vw , g t t2 2
2 Äq Dw t q 2 f w x , t dx .  . . .L V H2
V
2 2 Ä1' w t q Dw t q 2 f w x , t dx , 3 .  .  .  . . . . L VH V Ht 20, g
V
Äwhere f denotes the antiderivative of f and
H 1 V , g ) 0, .01H V s .0, g  L V , g s 0, .2
< < 12 < < 2 < < 2with u ' u q g =u . It can be easily shown that theH V . L V . L V .0, g 2 2
 . 1  . <  . < 12 <  . < 2E t is topologically equivalent to E t ' w t q Dw t .H V . L V .w , g w , g t 0, g 2
It is straightforward to show that the following relation takes place,
E1 t F E t F C E 0 E1 t , 4 .  .  .  .  . .w , g w , g w , g w , g
  ..  .where C E 0 is a constant depending on E 0 , the initial energy.w , g w , g
Similarly we define a nonlinear energy for the Euler]Bernoulli equa-
tion,
2 2 Ä< <E t s E s w t q Dw q 2 f w x , t dx , 5 .  .  .  . . . L V . HL Vw w , gs0 t 22
V
1  . <  . < 2 < < 2  .and the usual linear energy E t ' w t q Dw . Inequality 4L V . L V .w t 2 2
 .also holds for the Euler]Bernoulli equation g s 0 .
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It can be easily verified that these two problems fall into the general
w xsetting of Theorem 6.1 of 12 concerning existence and uniqueness of
 .abstract second-order in time equations with nonlinear dissipations.
More precisely we have the following well-posedness results.
 . 2 . 1 . 1  .THEOREM 1. Let g G 0 and let w , w g H V l H V = H V .0 1 0 0, g
  .  .. w x 2 . 1 .There exists a unique solution w t , w t g C 0, T ; H V l H V =t 0
1  ..  .   . .H V , satisfying 1 or 2 if g s 0 such that0, g
­ wt
<, Dw g L S , 6 .  .­ V 2 T­n ­ V
 .where S s 0, T = ­ V and T is an arbitrary constant.T
 .Remark 2. Equations 6 are independent regularity results, not follow-
ing directly from the trace theory.
1.2. Main Results
In order to state our stability results, we introduce some notation. Let
 .h s be a real valued function which is defined for s ) 0. It is concave,
 .strictly increasing, h 0 s 0 and it satisfies
2 2 < <h sg s G s q g s , for s F 1. 7 .  .  . .
 . w xSuch a function can always be constructed by virtue of g s 22 . Let
Ä  .  .h ' h xrmeas S , x G 0, where S s 0, T = ­ V and T is a givenT T
Ä Äconstant. Because h is monotone increasing, for every c G 0, c q h is
invertible. Define
y1Äp x ' c q h Kx , x ) 0, 8 .  .  . .
where K is a positive constant to be given. Then p is a positive, continu-
 .ous, strictly increasing function with p 0 s 0. Let
y1q x ' x y I q p x , x ) 0. 9 .  .  .  .
 .  .Because p x is positive, increasing, so is q x .
 .  .THEOREM 2. Assume that functions g s and f s satisfy Assumptions 1
  .  ..  .and 2. Let w t , w t be a weak solution of 1 with initial conditions ofg g , t
finite energy, as guaranteed by Theorem 1. Then for some T ) 0,0
t
E t F S y 1 , for t ) T , 10 .  .w , g 0 /T0
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 .  .where S t ª 0 as t ª ` is a solution contraction semigroup of the
 .   ..  .  .  .following ODE equation drdt S t q q S t s 0, S 0 s E 0 , and q ? isw , g
 .  .  . gi¨ en by 8 and 9 with the constant K in 8 in general depending in a
.  . continuous manner on E 0 , but not on g ) 0 i.e., uniformly boundedw , g
.  y1 .in g , and c s 1rmeas S M q M .T 2 1
THEOREM 3. Under the assumptions of the preceding theorem, let
  .  ..  .  .  .w t , w t be the solution of 1 . Then, when g ª 0 w , w ª w, w ;g g t g g , t t
  .  ..  .in C 0, T ; H V = L V where w, w is a weak solution of the2 2 t
 .Euler]Bernoulli problem 2 . Moreo¨er, the energy corresponding to the limit
 .solution w, w obeys the following estimate:t
t
E t F S y 1 , for t ) T , 11 .  .w 0 /T0
 .  .where S t ª 0 as t ª ` is the solution contraction semigroup of the
 .   ..  .  .  .differential equation drdt S t q q S t s 0, S 0 s E 0 , and q ? is gi¨ enw
 .  .  .  .by 8 and 9 with the constant K in 8 in general depending on E 0 , andw
 y1 .the constant c s 1rmeas S M q M .T 2 1
If the nonlinear function g has a prescribed behavior at the origin, we
obtain specific information on the decay rates by solving the nonlinear
ODE problem given in Theorem 2. The following corollary states this
result for several canonical cases.
 .COROLLARY 1. Assume in addition to Assumption 1 g s satisfies that for
 . 2  . < < pq1some positi¨ e constants a, b, g s s F bs for each real s; g s s G a s for
< <  .   .. ya ts F 1, for some p G 1. Then E t resp., E t F Ce if p s 1;w , g w
 .   .. 2r1yp.  .   .. 2 pE t resp., E t F Ct if p ) 1, E t resp. E t F Ct ifw , g w w g w py11
 .p - 1 where both constants C ) 0 and a ) 0 depend in general on E 0w , g
  ..resp., E 0 .w
 . yw2r1qp.x 2 . m  .Proof. Take h s s a 1 q b s with m s 2r 1 q p F 1 for
w xp G 1. For p - 1, m s 2 prp q 1. See the proof of Corollary 2 in 22 .
 .Remark 3. The estimate in 11 , in the case of the Euler]Bernoulli
w xequation, was proved independently in 9 . The main aim of this paper is to
show that this estimate can be obtained via a limit process on the
Kirchhoff model. This will be accomplished by a careful analysis of the
limiting process.
Remark 4. Feedback controls acting only on a portion of the boundary
could also be considered. In this case the appropriate geometric conditions
imposed on the uncontrolled part of the boundary are needed. Also, one
could easily extend the results of this paper to a more general form of
 .nonlinearities f w , by including the dependence on higher derivatives of
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the solution. This necessitates additional assumptions related to growth
condition imposed on f.
Remark 5. We note that the boundary feedback considered for the
 .Euler]Bernoulli model 2 is not a typical stabilizing feedback associated
with Euler]Bernoulli plates. Indeed, the Euler]Bernoulli models with L2
1 . y1 .boundary controls acting via moments are well posed in H V = H V ,0
w x and this regularity is optimal 24 for other regularity results related to
w x.Euler]Bernoulli plates, see 17]19 . The boundary feedback which pro-
1 . y1 .vides the uniform decay rates in H V = H V topology is of the form0
 w x.  y1 .see 13 Dw s y ­D w r­n in S . However, recent applications in thet T
area of smart materials piezoceramic]piezoelectric devices bonded at
.the boundary of the plate demand that the system be stabilizable in the
 2 .  ..natural energy space H V = L V , by means of feedbacks which act2
  ..via moments only and which are represented by local operators as in 2 .
 .In fact, the feedback proposed in 2 is local and, moreover, it is shown to
provide the uniform decay rates for the plate. On the other hand, from the
mathematical point of view, this kind of problem is more delicate as we
 .deal with very ``unbounded'' with respect to the state space feedback
operators. To see this, notice that the regularity of solutions determined by
  ..the state space w g L V does not determine the normal derivative ont 2
3 .the boundary derivatives are ``missing'' . This is in contrast with other2
1boundary feedbacks used to stabilize waves or plates where only of the2
 w x.derivative is missing see 11 . The excessive unboundedness of the feed-
back contributes to new mathematical difficulties and it necessitates devel-
opment of a new trace type of estimates for the corresponding solutions.
1.3. Relation to the Literature
The problem of uniform stabilization of plates via boundary moments
only has attracted considerable attention. Indeed, from the physical point
of view, it is much more attractive to act upon the system by using bending
moments only rather than bending and shears or controlling the displace-
.ments . In fact, this is confirmed by applications of smart materials where
the bending moment is often the only form of control affecting the system.
On the other hand, from the mathematics point of view, this type of
problem leads to new challenging questions at the level of PDE estimates
where standard, by now, multiplier methods do not suffice to provide the
necessary estimates. To cope with the issue, additional techniques need to
be brought in and these include spectral methods and microlocal analysis
 .methods. Indeed, the very first contributions in this direction dealt with i
w xexact controllability proved for linear Euler]Bernoulli plate 14 and
w x  .extended later to a more general form of boundary moments in 4 ; ii
w xuniform stabilization via moments only established in 13 and later ex-
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 .tended to more general boundary moments in * . The proof of these
results relied on a combination of multipliers methods with spectral
w xmethods. The result most closely related to this paper is 5 , where a linear
Kirchhoff plate was considered with a linear boundary dissipation in the
w xmoments only. It was shown in 5 , that the system is uniformly stable with
the decay rates which are uniform in the parameter g ) 0 and that the
solution of the limiting problem converges uniformly to the solution of the
Euler]Bernoulli system. This was established by relying heavily on mi-
crolocal analysis estimates.
The main goal in this paper is to establish similar results for the
nonlinear equation and, above all, with nonlinear boundary dissipation
 .which is not assumed ``smooth'' . It should be said at the outset, that the
w xlinear techniques]estimates developed in 5 do not apply in the nonlinear
w xcontext. Even more, some of the critical estimates established in 5 for the
linear case are no longer ¨alid in the nonlinear context. Indeed, owing to
the fact that the nonlinear problem considered in this paper is nonmono-
 .tone and not locally Lipschitz, the difficulties appear at both levels: i in
 .obtaining uniform decay rates for a fixed g and in ii passing with the limit
 .when g ª 0. As to i the main issue is the lack of appropriate bounds for
the traces of the solutions. The arguments used in the linear case took
advantage, in a critical manner, of the linearity of the feedback. The
nonlinearity present in our system forces us to develop new trace estimates
for the solutions to the nonlinear Kirchhoff plate. This is done by using
elements of microlocal analysis. By doing this we are also able to simplify
w xsubstantially some of the arguments given, for the linear case, in 5 .
 .As to point ii , the usual limit argument is no longer valid due to the
nonlinearity and lack of sufficient smoothness of the feedback combined
with weak convergence only of the corresponding sequences. To cope with
the issue, we construct a certain regularization procedure which yields
more regular solutions. Thus the main step becomes passage with the limit,
for which we have developed a Trotter]Kato type of theorem, which
w xgeneralizes the result in 2 to nonmonotone problems.
2. PDE ESTIMATES FOR THE KIRCHHOFF EQUATION
 .Our goal is to prove energy decay rates for problem 1 . In order to do
this, we need to perform certain partial differential equation calculations
on the problem. These calculations require regularity of the solutions
higher than is available from Theorem 1. An important point to be
stressed is that we cannot, in the present case, adopt the usual procedure
of first restricting to smooth initial data, next obtaining for these solutions
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the desired estimates, and finally extending them by density. No matter
how smooth the initial data are, the corresponding solutions of the
nonlinear problem need not be regular. We resort to an approximation
argument this argument was first used in the context of the wave equation
w x.in 22 . The idea is to approximate the solution to the nonlinear problem
 .  .1 by solutions to different linear problems which admit regular solu-
tions for smooth data. The following lemma is crucial in the proof of our
main theorem.
 .   .  .. w x 2 .LEMMA 1. Let Q s V = 0, T . Let w t , w t g C 0, T ; H V lT t
1 . 1  ..  .H V = H V be the solution of 1 . Then there exists a sequence of0 0, g
w x 4 .. 1w x 3 .. 1functions w g C 0, T ; H V l C 0, T ; H V , and f g C 0, T ;n n
 ..L V such that w satisfies2 n
¡ 2w y gDw q D w q f s 0, in Q ,nt t nt t n n T
w 0, ? s w , w 0, ? s w , in V , .  .n n0 nt n1~ 12 .
­ wnt
w s 0, Dw q s g , in S ,¢ n n n T­n
and as n ª `
­ w¡ t
f ª f w in L Q , g ª Dw q , in L S , .  .  .n 2 T n 2 T­n
2 1~ w x w xw ª w , in C 0, T ; H V , w ª w , in C 0, T ; H V , .  . .  .n nt t 0
­ w ­ wnt t
< <ª , Dw ª Dw , in L S . .­ V ­ V¢ n 2 T­n ­n
13 .
The proof of Lemma 1 is deferred to Appendix A.
C denotes a generic constant, different at different occurrences. We
begin with a basic energy identity.
 .LEMMA 2. Let w be the solution of 1 . Then the following energy identity
holds. We ha¨e
­ w ­ wb t t
E b q 2 g d ­ V dt s E a , where 0 F a - b. .  .H Hw , g w , g /­n ­na ­ V
14 .
Proof. By performing standard energy type calculations on the approxi-
 .  .mate solutions of 12 which are sufficiently smooth , we obtain the energy
identity for w . Passage through the limit, possibly due to Lemma 1, allowsn
us to obtain the result for the original solutions. Details, similar to these in
w x22 are omitted.
JI AND LASIECKA460
 .LEMMA 3. Let w be the solution of 1 . The following inequality holds.
Then
< < 2 < < 2 < < 2w dQ q g =w dQ q Dw dQH H Ht T t T T
Q Q QT T T
2­ w ­ h ? =w .
F C g dS q Dw dSH HT T ­n ­nS ST T
2­ Dw ­ w . 2< <q h ? =w dS q Dw dS q dSH H HT T T­n ­nS S ST T T
2­ wt 2qg dS q f w dQ .H HT T­nS QT T
TTq w , h ? =w q g =w , = h ? =w .  . . .  .L V L Vt t2 20 0
T Tq w , w q g =w , =w , .  . .  .L V L Vt t2 20 0 5
15 .
where the constant C is independent of g and T , h ' x y x for some0
x g R2.0
Proof. The proof of this inequality for smooth solutions follows from a
 w x.routine application of the multiplier h ? =w see 5 . In our case, we
perform the same computations for smooth solutions w of the approxi-n
 .mating problem 12 , and then pass through the limit via Lemma 1. The
details are omitted.
Note that on the right-hand side of the preceding inequality, the only
two terms that involve higher order boundary terms are the second and the
third. To deal with these terms, we need sharp regularity results for these
boundary traces. This step is critical to our final estimate.
 .PROPOSITION 1. Let w be the solution of 1 and let 0 - a - Tr2. Then
we ha¨e
2 2 22 2­ w ­ w ­ ­
q q w2 2 .  .  .­n ­tL S L S­t ­n L S2 a 2 a 2 a
2 2­ w ­ wt t2F C f w q g q .  .L QT , a , e 2 T  /  .­n ­n L S .L S 2 T2 T
< < 3r2qe2q w , 16 .L 0 , T ; H V ..2 5
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1  . where 0 - e - and S ' a , T y a = ­ V here notation is abused, notea2
.the difference between S and S . C is uniformly bounded for boundedT a T , a , e
g ) 0.
w x  .Proof. It follows from Theorem 2.2 in 25 applied with f ' f w ,
 .g ' 0, g ' g ­ w r­n , s ' 0 after noticing that w ' 0 on S and0 1 t 0 T
b w s k ­ wr­n where k is the mean of curvature of ­ V.1
LEMMA 4. With the same assumptions as in Proposition 1,
2­
Dw .
y1  .­n H Sa
2 2­ w ­ wt t2 2F C f w q g q g .  .L Q2 T  /  .­n ­n L S .L S 2 T2 T
2 2 2 2
2y e ye< < < <q 1 q T 1 q g w q w , 17 .  .  .Cw0, T x ; H V .. L o , T ; H V ..t 2 5
y1 .  . 1 . 1, 1 .where H S is the dual pi¨ otal to the space H S ' H a , T y aa a
1.= ­ V . 0 - e - . C does not depend on T or g .2
w xProof. Let b be a cutoff function defined in 0, T with support
w x w xar2, T y ar2 and b ' 1 in a , T y a . Note that b is an operator of
 .order zero and it commutes with D. Let w ' b w. To prove 17 , it sufficesÃ
to show that
2­
Dw .Ã
y1  .­n H Sa
2­ wt2 2 2< <F C f w q Dw q g .  .L Q L S .2 T 2 T  .­n L S2 T
2 2 2
2y e ye< < < <q 1 q T 1 q g w q w . 18 .  .  .Cw0, T x ; H V .. L 0 , T ; H V ..t 2 5
Let P'­ 2r­ t 2 ygD ­ 2r­ t 2 qD2. Then w satisfies w ygDw qD2 wsÃ Ã Ã Ãt t t t
w x w xyb f q P, b w ' F where , denotes the commutator. Let A s D,
 . 2 . 1 .D A s H V l H V . Let D be a Dirichlet map defined as: Dg s ¨0
<iff D¨ s 0 in V and ¨ s g. Taking into account the boundary con-­ V
 . 2 <ditions, we have 1 y g A w q A w y ADDw s F and thus Aw sÃ Ã Ã Ã­ Vt t
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y1 . < y1yA 1 y g A w q DDw q A F. Note that by standard elliptic the-Ã Ã ­ Vt t
< < y1 < <ory ­r­n Dh F C h . Hence,H ­ V . L ­ V .2
­ ­
y1< <Aw F C Dw q A 1 y g A w .Ã Ã ÃL S . t t2 Ty1 y1 .  .­n ­nH S H ST T
­
y1q A F . 19 .5y1  .­n H ST
y1 . y1But A 1 y g A s yg I q A , we obtain
­
y1A 1 y g A w . Ãt t y1  .­n H ST
­ ­
y1F C g w q A w ,Ã Ãt t t t 5y1 y1 .  .­n ­nH S H ST T
­ ­
y1supp w ; 0, T F C g w q A w , . .Ã Ã Ãt t 5 .  .­n ­nL S L S2 T 2 T 20 .
elliptic theory applied to Ay1 wÃ .t
­
y1 r2< <F C g w q w .Ã Ã L 0 , T ; H V ..t t 2 5 .­n L S2 T
w xFor F s b f q P, b w, we have
­ ­
y1 y1y1 y1r2< < w xA F F C b f q A P , b w .H 0 , T ; H V .. 5y1 y1 .  .­n ­nH S H ST T
21 .
w x `The commutator P, b w produces two terms w and gDw with Lt t
coefficients which depend on t. Thus we get
­
y1 w xA P , b w
y1  .­n H ST
­ ­ ­
y1 y1 y1F C A w q A w T q A w 0 .  .  .  .  .­n ­n ­nL S L ­ V L ­ V2 T 2 2
­ ­
y1 y1q A w 0 q g A Aw .
 .  .­n ­nL ­ V L S2 2 T
­ ­
y1 y1qg A Aw T q g A Aw 0 .  . 5 .  .­n ­nL ­ V L ­ V2 2
< < y1 r2qe < < y1 r2qeF C w q w L 0 , T ; H V .. Cw0, T x ; H V ..2
< < 3r2 < < 3r2qg w q g w 4L 0 , T ; H V .. Cw0, T x ; H V ..2
< < 2y eF C 1 q T 1 q g w . 22 .  .  .Cw0, T x ; H V ..
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Note the following fact was used
< < y1 < < y1h F hH S . H 0 , T ; L ­ V ..t tT 2
h , f .  .L St 2 Ts sup
1< <f1 H 0 , T ; L ­ V ..  .. 2fgH 0, T ; L ­ V2
Ty h , f h , f .  .  .L ­ V .L 0, Tt 2 02s sup q 51 1< < < <f f1 H 0 , T ; L ­ V .. H 0 , T ; L ­ V ..  .. 2 2fgH 0, T ; L ­ V2
< <F C h q h T q h 0 . .  . 4 .  .L ­ V L ­ VL S . 2 22 T
 .  .  .Combining 19 ] 22 yields 18 .
This concludes the proof of Lemma 4.
 .We now turn to the second term on the right-hand side of 15 . We have
2
­ h ? =w ­ h ? =w .  .2< <Dw dS F Dw dS q dS . 23 .H H HT T T­n ­nS S ST T T
w  . x 2 2  2 .Noting that ­ h ? =w r­n s h ? n ­ wr­n q h ? t ­ wr­n ­t q
 .  . < 2 2 < < < <  . <­ h ? n r­n ­ wr­n , we find that ­ wr­n F Dw q k ­ wr­n on
 < . < 2 2  .­ V, because as w s 0 Dw s ­ wr­n q k ­ wr­n , where k s­ V ­ V
 .k x for x g ­ V is the mean of curvature of ­ V at x. Therefore,
­ h ? =w .
Dw dSH T­nST
22 2 2­ w ­ w ­ wtF C g dS q dS q dS .H H HT T T / 5­n ­n ­n ­tS S ST T T
24 .
 .We now consider the third term on the right-hand side of 15 . Then
­ Dw .
h ? =w dSH T­nST
­ ­ w
F C Dw .
y1 1 .  .­n ­nH S H ST T
22 2 2­ ­ w ­ wtF C Dw q q . 25 .  .
y1 5 . .  . L S­n ­n ­n ­tH S L S 2 TT 2 T
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By using the integral version of the mean value theorem in Banach
 . 1qe  .spaces, together with Sobolev's imbeddings C V ; H V we obtain
the following inequality,
2 2f w x , t dx F C w t w x , t dx .  .  . .  . .H HC V
V V
2
2F C w t w x , t dx .  . . . HH V
V
F C E 0 w2 x , t dx , 26 .  .  . .Hw , g
V
where we have used the relation between linear and nonlinear energies
 .together with dissipativity Lemma 2. Consider 15 over the interval
 .  .a , T y a instead of 0, T . Combining the result with Proposition 1 and
 .  .  . Lemma 4, 24 and 25 , and recalling the energy identity 14 we find we
.are very conservative here, not trying to find the best coefficients ,
T y 2a E1 T .  .w , g
Tya 2 2 2< < < < < <F w q g =w q Dw dV dt 4H H t t
a V
2 2­ w ­ wt tF C g qT , a , e  /  .­n ­n L S .L S 2 T2 T
< < 2y e2 < < 2 yeq w q wCw0, T x ; H V .. L 0 , T ; H V ..t 2 5
q CE1 0 q C E 0 w2 x , t dQ , 27 .  .  .  . .Hw , g w , g T
QT
  ..  .where C E 0 is uniformly bounded in g for bounded E 0 . Let Tw , g w , g
1  .be large enough so that the term CE 0 can be eliminated. Then usingw , g
 . 1 14 and replacing the linear energy E by the nonlinear energy E via the
 ..relation 4 we obtain
LEMMA 5. Now we ha¨e
E T F C E 0 .  . .w , g T , e w , g
=
2 2­ w ­ wt t
g q /  .­n ­n L S .L S 2 T2 T
< < 2y e2 < < yeq w q w . 28 .Cw0, T x ; H V .. L 0 , T ; H V ..t 2 5
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3. ABSORPTION OF LOWER ORDER TERMS
LEMMA 6. The following inequality holds
< < 2y e2 < < ye2w q wCw0, T x ; H V .. Cw0, T x ; H V ..t
2 2­ w ­ wt tF C E 0 g q , 29 .  . .T w , g  / 5 .­n ­n L S .L S 2 T2 T
 .where C ? is uniformly bounded in g .T
 .Proof. Step 1. We prove 29 for a fixed g ) 0, we use a contradiction,
 .and we suppose 29 does not hold. Then there exists a sequence of
  .4 w x 2 .. 1w x 1 ..  .functions w t ; C 0, T ; H V l C 0, T ; H V such that w tn n
satisfies the system,
¡ 2w y gDw q D w q f w s 0, in Q , .nt t nt t n n `
w 0, ? s w , w 0, ? s w , in V , .  .n n0 nt n1~ 30 .
­ wnt
w s 0, Dw s yg in S ,n n `¢  /­n
and such that
< < 2y e2 < < ye2w q wCw0, T x ; H V .. Cw0, T x ; H V ..n nt
lim s `, 31 .2 2nª` ­ w ­ wnt nt
g q /  .­n ­n L S .L S 2 T2 T
 .while the initial energy of 30 is uniformly bounded with respect to n, i.e.,
 .  .  .E 0 F M. Hence by using basic energy identity 14 we obtain E tw , g w , gn n
F M. So we have for some w,
¡ U 2w xw ª w weakly in L 0, T ; H V , . .n `
U 1~ w xw ª w weakly in L 0, T ; H V , 32 .  . .nt t `
1¢w ª w weakly in H Q . .n T
w xHence, by Aubin's type compactness result 27 we have
w x 2yew ª w strongly in C 0, T ; H V . 33 .  . .n
 .By 31 we also know that
­ w ­ wnt ntª 0; g ª 0, in L S . 34 .  .2 T /­n ­n
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< < 2y e2 < < ye2Case I. w q w / 0. Because f is continu-C w0, T x; H V .. Cw0, T x; H V ..t
2ye  .  .  .  .ous on H V , by 33 and 34 and passing to the limit in 30 gives
¡ 2w y gDw q D w q f w s 0, in Q , .t t t t T~ ­ w 35 .t
w s Dw s s 0, in S .¢ T­n
Let y s w . Then y satisfiest
¡ 2 Xy y gD y q D y q f w y s 0, in Q , .t t t t T~ ­ y 36 .
y s D y s s 0, in S .¢ T­n
X .  .Because f w g L Q , by a unique continuation result we obtain w s` T t
 .y s 0. Putting this into 35 yields
D2 w q f w s 0, in V , w s Dw s 0, on ­ V , 37 .  .
for all t. By a standard energy argument invoking the dissipativity condi-
tion on f we infer that w s 0 which contradicts our assumption that
< < 2y e2 < < ye2w q w / 0.C0,T ; H V .. Cw0, T x; H V ..t
< < 2y e2 < < ye2 2Case II. w q w s 0. Denote c sCw0, T x; H V .. Cw0, T x; H V ..t n
< < 2y e < < ye2w q w , ¨ s w rc . ThenCw0, T x; H V .. Cw0, T x; H V ..n n n n n
< < 2 2ye < < 2 ye¨ q ¨ s 1. 38 .C w0, T x ; H V .. C w0, T x ; H V ..n nt
< < 2y e < < yeAlso, because w q w s 0, we get c ª 0 asCw0, T x; H V .. Cw0, T x; H V ..t n
 .n ª `. By 31 we obtain
­ ¨ 1 ­ wnt ntª 0, g ª 0. 39 . / .­n c ­nL S  .L S2 T n 2 T
 .  . 2  .Dividing 28 applied to w by c and invoking 31 yieldsn n
1  .   .. Usup E t F C E 0 F M ;T. Thus there exists ¨ such0 F t F T ¨ , g T w , gn n
that
¡ U U 2w x¨ ª ¨ weakly in L 0, T ; H V , . .n `
U U 1~ w x¨ ª ¨ weakly in L 0, T ; H V , 40 .  . .nt t `
U 1¢¨ ª ¨ weakly in H Q . .n T
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U w x 2ye  ..Thus we have that ¨ ª ¨ strongly in C 0, T ; H V and ¨ solvesn nt
1¡ 2¨ y gD¨ q D ¨ q f w s 0, in Q , .nt t nt t n n Tcn~
1 ­ wnt¨ s 0, D¨ s y g , in S .n n T¢  /c ­nn
The following convergence result is needed:
PROPOSITION 2. We ha¨e
1
X Uf w ª f 0 ¨ , in L Q . 41 .  .  .  .n 2 Tcn
Proof. We shall use the integral form of the mean value theorem.
Indeed,
1
X Uf w t , x y f 0 ¨ t , x .  .  . .ncn
1 X X X Us f sw t , x y f 0 ds ¨ t , x q f 0 ¨ t , x y ¨ . .  .  .  .  . .H n n n
0
X .w  . U xBy the convergence of ¨ , we have f 0 ¨ t, x y ¨ ª 0 inn n
 2ye  .. < 1w X  .. X .x  . <C 0, T ; H V . Also H f sw t, x y f 0 ds ¨ t, x FL V .0 n n 2
<  . < < 1w X  .. X .x < X¨ t H f sw t, x y f 0 ds ª 0, because f is continuousC V . L V .n 0 n 1
 .  .at zero and w t ª 0 in C V . This completes the proof of the propo-n
sition.
Finally, passing to the limit on the ¨ equation and using the result inn
 .  . U41 together with 39 we find that ¨ satisfies
¡ U U 2 U X U¨ y gD¨ q D ¨ q f 0 ¨ s 0, in Q , .t t t t T
U~ ­ ¨ tU U¨ s D¨ s s 0, in S .¢ T­n
U  .Similarly to Case I, we obtain ¨ s 0, which contradicts 38 .
  . .Step 2. Show that C s C E 0 , g is uniformly bounded in g . Be-w , g
cause physically g is proportional to the square of thickness of the plate
and therefore is assumed to be small, we have only to prove that C F M as
g ª 0. We do this by contradiction. Suppose this is not the case. Then a
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  .4  .sequence of functions, w t exists such that w t satisfiesg g ª 0 g
¡ 2w y gDw q D w q f w s 0, in Q , .g t t g t t g g T
w 0, ? s w , w 0, ? s w , in V , .  .g g 0 g t g 1~ 42 .
­ wg t
w s 0, Dw s yg , in S ,g g T¢  /­n
and such that
< < 2y e2 < < ye2w q wCw0, T x ; H V .. Cw0, T x ; H V ..g g t
lim s `, 43 .2 2
gª0 ­ w ­ wg t g t
g q /  .­n ­n L S .L S 2 T2 T
 .while the initial energy of 42 is uniformly bounded for all g . The
contradiction can be obtained by the same arguments as that in Cases I
 w x.and II details are the same as in 5 .
Combining Lemmas 5 and 6 we arrive at
LEMMA 7. The following estimate holds
2 2­ w ­ wt t
E T F C E 0 g q dS , 44 .  .  . .Hw , g w , g T /­n ­nST
 .where C ? is uniformly bounded in g .
4. PROOF OF THEOREM 2
w xWe use the argument developed in 22 .
 .  .PROPOSITION 3. With p s defined by 8 and T sufficiently large, we ha¨e
  ..  .  .p E T q E T F E 0 .w , g w , g w , g
  . < < 4Proof. Denote S ' u g L S ; u G 1 a.e. , S ' S y S . From1 2 T 2 T 1
 .Assumption g iii we find
2 2­ w ­ w ­ w ­ wt t t ty1g q dS F M q M g dS . 45 . .H H1 1 2 1 /  /­n ­n ­n ­nS S1 1
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 .  .On the other hand, from 7 and g 2 ,
2 2­ w ­ w ­ w ­ wt t t t
g q dS F h g dS . 46 .H H2 2 /  / /­n ­n ­n ­nS S2 2
Using Jensen's inequality,
­ w ­ wt t
h g dSH 2 / /­n ­nS2
1 ­ w ­ wt tFmeas S h g dS . HT T / /meas S 2 -02 ­n ­n . ST T
­ w ­ wt tÄs meas S h g dS . 47 .  .HT T / /­n ­nST
 .  .  .Combining 45 ] 47 with 44 yields
­ w ­ wt ty1E T F C E 0 M q M g dS .  .  . . Hw , g T w , g 1 2 T  /­n ­nST
­ w ­ wt tÄqmeas S h g dS . 48 .  .HT T 5 / /­n ­nST
w   ..  .x  y1 .  .Letting K s 1r C E 0 meas S and c s M q M rmeas ST w , g T 1 2 T
  ..  .  .  .gives p E T F H g ­ w r­n ­ w r­n dS s E 0 y E T ,w , g S t t T w , g w , gT
which proves Proposition 3.
To arrive at the conclusion of Theorem 2, we need the following.
w x  .  .  .  .  4PROPOSITION 4 22 . With p s and q s defined in 8 and 9 , let s ben
a sequence of positi¨ e numbers satisfying
s q p s F s . 49 .  .nq1 n n
 .  .Then s F S n where S t sol¨ esn
d
S t q q S t s 0, S 0 s s . 50 .  .  .  . . 0dt
Theorem 2 is an immediate consequence of Proposition 4 with s sn
 .  .E nT , s s E 0 .w , g 0 w , g
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5. PROOF OF THEOREM 3: PASSAGE
WITH THE LIMIT g ª 0
First we consider the situation when the initial data are smooth subject
to the appropriate compatibility conditions on the boundary and the
 .function g is also smooth Lipschitz and it satisfies Assumption 1. We
 .shall later dispense with Lipschitz regularity. Denote by w t the solutiong
 .  .  .  .to 1 with the initial condition w , w . From 6 and 10 we deduce that0 1
there exists a function w such that as g ª 0,
¡ U 2w xw ª w weakly in L 0, T ; H V , . .g `
U w xw ª w weakly in L 0, T ; L V , . .g t t ` 2~ 51 .
­ w ­ wg t tª weakly in L S . .¢ 2 T­n ­n
w xBy Aubin's type compactness result 27 we have w ª w strongly ing
w x 2ye  .. C 0, T ; H V . It follows easily because f is continuous from
1qe  .  ..H V to L V that2
w xf w ª f w strongly in C 0, T ; L V . 52 .  .  .  . .g 2
 .  .In order to pass to the limit from 1 to get 2 , as g ª 0, we need to prove
that
­ w ­ wg t t
g ª g weakly in L S . 53 .  .2 T /  /­n ­n
 .The proof of 53 is carried out in the following text.
 .  . <  . <From 6 and Assumption g we know that g ­ w r­n is uni-L S .g t 2 T
 .formly bounded in g . Thus there exists a function g g L S such that0 2 T
 .  .g ­ w r­n ª g weakly in L S . We consider the equation satisfied byg t 0 2 T
w y w for two different g , g ) 0. Thus,g g 1 21 2
¡ 2w y w y g D w y w q D w y w .  .  .g g 1 g g g g1 2 1 2 1 2t t t t
qf w y f w q g y g Dw s 0, in Q , .  .  .g g 2 1 g t t `1 2 2
w y w 0, ? s 0, w y w 0, ? s 0, in V , .  .  .  .g g g g1 2 1 2 t~ 54 .
w y w s 0,g g1 2
­ w ­ w in S .g t g t `1 2D w y w s y g y g , .g g1 2  /  /¢ ­n ­n
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Denote w ' w y w . Using the energy method we obtainÄ g g1 2
2 2 2
w T q g =w T q Dw T .  .  .  .Ä Ä Ä L V .  .L V L Vt 1 t 22 2
­ w ­ w ­ w ­ wg t g t g t g t1 2 1 2q 2 y g y g dSH T /  /­n ­n ­n ­nST
q 2 g y g w Dw dQ q 2 w f w y f w dQ s 0. .  .  .Ä ÄH H2 1 g t t t T t g g T2 1 2
Q QT T
55 .
So we have
2 2 2
w T q g =w T q Dw T .  .  .  .Ä Ä Ä L V .  .L V L Vt 1 t 22 2
­ w ­ w ­ w ­ wg t g t g t g t1 2 1 2q 2 y g y g dSH T /  /­n ­n ­n ­nST
T 2 2F C w t q w t dt .  .  .Ä Ä L V .H L Vt 22
0
< < < 2 < < 2 < < 2qC E 0 g y g w q Dw q Dw dQ . . . Hw , g 2 1 g t t g t g t T2 1 2
QT
56 .
< < 2 < < 2 < < 2If we can prove that H w q Dw q Dw dQ is uniformlyQ g t t g t g t TT 2 1 2
bounded in g and g for bounded g and g , then using Gronwall's1 2 1 2
<  . < 2 <  . < 2 <  . < 2inequality we deduce that w T q g =w T q Dw TÄ Ä ÄL V . L V . L V .t 1 t2 2 2
< < CT  .   .F C g y g e . From 55 we get lim ­ w r­n y ­ w r­n ,2 1 g , g ª 0 g t g t1 2 1 2
 .  .. w2g ­ w r­n y g ­ w r­n s 0 and by the virtue of 1, Lemma 1.3,g t g t L S .1 2 Tx  .p. 42 along with the monotonicity of g we obtain g s g ­ w r­n . This,0 t
 .  .  .  .together with 51 and 52 allows us to pass to the limit from 1 to get 2 ,
as g ª 0.
< < 2Thus, we need to assert the uniform boundedness of H w dQ ,Q g t t TT 2
< < 2 < < 2  .H Dw dQ , and H Dw dQ . To this end we consider 1 . ForQ g t T Q g t TT 1 T 2
 .smooth Lipschitz g, the uniform boundedness follows from the dissipativ-
ity of f and monotonicity of g which guarantee that the energy is
.nonincreasing, see energy identity and boot strap argument for linear
problem. Indeed, let z s w . Then z satisfiest
¡ 2 Xz y gD z q D z q f w z s 0, in Q , .t t t t `~ ­ w ­ z 57 .t tXz s 0, D z s yg , in S .`¢  /­n ­n
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 .Multiplying 57 by z and integrating by parts we obtaint
r
2 2 2
z t q g =z t q D z t .  .  .  .L V .  . 5L V L Vt t 22 2 0
2­ w ­ zt tX Xq 2 f w zz dQ q 2 g dS s 0, 58 .  .H Ht r r /­n ­nQ Sr r
w x  .  .where r g 0, T and S Q are defined the same as S Q . Becauser r T T
X .  1qe  .  ..g ­ w r­n G 0 and f is continuous from H V to L V andt 2
X X
2 2< < < < < < < < < <f w zz dVF f w z z FC w z z , .  .  .  .L VH L V . CV . H V . L V . H V .t t t2 2 2
V
we obtain, using Gronwall's inequality and recalling that the initial data
<  . < 2 <  . < 2w , w are smooth, the boundedness of z r and D z r , i.e., ofL V . L V .0 1 t 2 2
<  . < 2 <  . < 2w r and Dw r , which is the desired result.L V . L V .t t t2 2
 .With smooth w , w , by weak lower semicontinuity of norms and the0 1
Ä  .continuity of f and of the semigroup S t we obtain the following inequal-
 .  .  .  .ity E t s E t F lim E t F lim S trT y 1 Fw w , gs0 g ª 0 w , g g ª 0 E 0. 0w , g
 .  .S trT y 1 s S trT y 1 which proves Theorem 3. ForE 0. 0 E 0. 0w , gs0 w
 . 2 . 1 .  .w , w g H V l H V = L V , we have only to use the density0 1 0 2
argument.
Thus we have proved the result of Theorem 3 for function g which is
assumed Lipschitz. Our next step is to dispense with this additional
regularity. To accomplish this we shall use the regularization argument.
 w x.Indeed, it is proved see 10, Lemma 9.9, p. 131 that for any function g
satisfying Assumption 1, there exists a sequence of Lipschitz functions
 4` g also satisfying Assumption 1 with constants M , M independentk ks1 1 2
.  .  .on k and such that g s ª g s ;s g R. Thus it remains to prove thatk
the mild solution of the approximation equation i.e., equation with smooth
.g converges to that of the original equation, as k ª q`. To do this, wek
w xinvoke 2, Proposition 2.1, p. 240 and Theorem 2.1 .
LEMMA 8. Let S q v I be m-accreti¨ e for n s 1, 2, . . . in X = X forn
Banach space X. Then S ; lim inf S if and only ifn
y1 y1 y1lim I q lS x s I q lS x , ; x g X , 0 - l - v . 59 .  .  .n
nª`
LEMMA 9. Let S be v-accreti¨ e for n s 1, 2, . . . in X = X for Hilbertn
space X ' V = H where V and H are Hilbert spaces. Let F be locally
yn1  . .  .Lipschitz from V to H and satisfy F z , z F 0, ;z g V. Let y ' ,H n yn2
where y g V and y g H, be the mild solution ton1 n2
dy 0n nw xq S y s in 0, T , y 0 s y g X . 60 .  .n n n 0F y / .dt n1
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Let S ; lim inf S andn
< n <lim y y y s 0. 61 .X0 0
nª`
 .  . w xThen y t ª y t in X uniformly on 0, T , where y is the mild solution to then
following problem,
dy 0 w xq Sy s in 0, T , y 0 s y g X . . 0F y / .dt 1
w xRemark 6. Lemma 8 is exactly Proposition 2.1 of 2 . Lemma 9 is a
w xgeneralization of 2, Theorem 2.1 . The proof of Lemma 9 is given in
w xProposition 3 of 8 .
 .We shall apply Lemma 9 in our context for each fixed g G 0. To this
end, we consider the following two equations:
¡ 2w y gDw q D w q f w s 0, in Q , .t t t t `~ ­ w 62 .t
w s 0, Dw s yg , in S .`¢  /­n
¡ 2w y gDw q D w q f w s 0, in Q , .t t t t `~ ­ w 63 .t
w s 0, Dw s yg , in S .k `¢  /­n
 .  .where g is Lipschitz and satisfies Assumption 1 and g s ª g s ;s g R.k k
 .  .  .First we put eq. 62 and eq. 63 into semigroup forms. Let A: L V ª2
 . 2  .L V be the positive, self-adjoint operator defined by Ah ' D h, D A s2
 4 . 1 . < 4 1r2  1r2 .h g H V l H V ; Dh s 0 . Note that A h s yDh, D A s­ V0
2 . 1 .  .  .H V l H V . Next we define the Green map, G: L ­ V ª L V , by0 2 2
2 < < UGh s ¨ iff D ¨ s 0 in V, ¨ s 0, D¨ s h. Its adjoint G is defined­ V ­ V
 .  U .  .  .by Gh, ¨ s h, G ¨ ;h g L ­ V , ¨ g L V , and by usingL V . L ­ V . 2 22 2 U  . <  .Green's formula we can find G Ah s ­r­n h ;h g D A . From­ V
w x  s . sq5r2 ..elliptic theory 21 , we have for real s, G g L H ­ V ª H V , a
 .fact which is used frequently. With the previous definitions we rewrite 62
in the following form,
0 yId w wq y1 y1 U1r2 1r2w w /  /t t /I q g A A y I q g A AGgG Adt  .  .
0
q y11r2 /I q g A f w . .
d w w
' q A 64 .w w /  /t tdt
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where
0 yI
A ' .y1 y1 U1r2 1r2 /I q g A A y I q g A AGgG A .  .
 .  .Equation 65 can be rewritten similarly. From the energy identity 14
 .  .   1r2 . 1  .with f s 0 we know that A with D A s z g D A = H V ;0, g
 1r2 . 1  .4Az g D A = H V generates a semigroup of contractions on0, g
2 . 1 . 1  .H V l H V = H V . By Lemma 9, we only need to prove0 0, g
F u is locally Lipschitz H 2 V l H 1 V ª H 1 V , 65 .  .  .  .  .0 0, g
 .  1r2 .y1  .where F u ' y I q g A f u , and
y1 y1 2 1 1I q A W ª I q A W , in H V l H V = H V , .  .  .  .  .k 0 0, g
;W g H 2 V l H 1 V = H 1 V , 66 .  .  .  .0 0, g
where A denotes the generator of the semigroup associated with thek
 .problem 63 where g is replaced by g .k
 . <  .  . < 1Property 65 is straightforward. Indeed, F u y F ¨ sH V .0, g
< 1r2 .y1  .  1r2 .y1  . < 1 <  .  . <I q g A f u y I q g A f ¨ F f u y f ¨ FH V . L V .0, g 2
 < < 2 < < 2 . < <  < < 2 < < 2 . < < 2C u , ¨ u y ¨ F C u , ¨ u y ¨ . ToH V . H V . L V . H V . H V . H V .2
Ã 1r2 y1 Ã 1r2 y1 U .  .  .  .prove 66 , let A ' I q g A A, B ' y I q g A AGg G A and
ÃB is defined similarly. Also letk
uy1 k1I q A W s u ' , .k k u /k 2
uy1 1I q A W s u ' . . u /2
Then we obtain
u y uW 1 2uI yI1 1s W s I q A u s s . . u /  / / Ã Ã Ã ÃW  /2A I q B Au q I q B u .2 1 2
Solving this we get
y1¡ Ã Ã Ãu s I q A q B W y AW , .  .2 2 1~¢u s W q u .1 1 2
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Similarly for u ,k
y1¡ Ã Ã Ãu s I q A q B W y AW , . /k 2 k 2 1~¢u s W q u ,k1 1 k 2
and we arrive at
< < 2 1 1 < < 2 1 < < 1u y u s u y u q u y uH V .l H V .=H V . H V .l H V . H V .k 2 k 2 2 k 20 0, g 0 0 , g
< < 2 1F C u y u . 67 .H V .l H V .2 k 2 0
ÃNow we go back to the elliptic equation satisfied by u . Let h ' W y AW .2 2 1
Ã Ã 1r2 y 1 .  . Then I q A q B u s h, i.e., u q I q g A Au y I q2 2 2
1r2 .y1  U .g A AGg G Au s h. The corresponding boundary value problem is2
2 1r2 Ä . <  .u y gDu q D u s I q g A h ' h in V, Du s yg ­ u r­n .­ V2 2 2 2 2
2 Ä <Similarly u solves u y gDu q D u s h in V, Du s­ Vk 2 k 2 k 2 k 2 k 2
 . 2yg ­ u r­n . Let u ' u y u . Then u satisfies u y gDu q D uÄ Ä Ä Ä Äk k 2 2 2 k 2 2 2 2 2
<  .  .s 0 in V, Du s g ­ u r­n y g ­ u r­n . The energy method yieldsÄ ­ V2 k k 2 2
< < 2 < < 2 < < 2u q g =u q DuÄ Ä ÄL V . L V . L V .2 2 22 2 2
­ u ­ u ­ u ­ u2 k 2 2 k 2q g y g y d­ V s 0. 68 .H k /  /­n ­n ­n ­n­ V
By using monotonicity of g and the trace theory we obtaink
­ u ­ u ­ u ­ u2 k 2 2 k 22< <Du F y g y g y d­ VÄ L V . H2 k2  /  /­n ­n ­n ­n­ V
­ u ­ u ­ u ­ u2 2 2 k 2s y g y g y d­ VH k /  /­n ­n ­n ­n­ V
­ u ­ u ­ u ­ u2 k 2 2 k 2y g y g y d­ VH k k /  /­n ­n ­n ­n­ V
­ u ­ u ­ u ­ u2 2 2 k 2F y g y g y d­ VH k /  /­n ­n ­n ­n­ V
2
­ u ­ u 12 2 2< <F C g y g d­ V q Du . 69 .ÄH L V .k 2 2 /  /­n ­n 2­ V
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 .  .From 68 and 69 ,
2
­ u ­ u2 22 2 2< < < < < <u q g =u q Du F C g y g d­ V .Ä Ä ÄL V . L V . L V . H2 2 2 k2 2 2  /  /­n ­n­ V
70 .
 .Recalling Assumption 1 iii , we can use Lebesgue's dominated conver-
< <gence theorem to get the desired result that Du ª 0, as k ª `Ä L V .2 2
 .which gives the convergence in 66 . Since the decay rates do not depend
on k, the proof of Theorem 3 is completed.
A. APPENDIX: PROOF OF LEMMA 1
1, 1 .By Theorem 1, we can define g g H S such thatn T
­ wt
g y Dw q ª 0. 71 .n  /­n  .L S2 T
 .By Sobolev's imbeddings and assumptions on f we also have f w g
 .  .  .L Q . We let f be approximation of f w such that f ª f w g2 T n n
 .L Q .2 T
 . < < 2 < < 1Consider w satisfying 12 where w y w ª 0, w y wH V . H V .n n0 0 n1 1
4 . 3 .ª 0, w g H V , w g H V and satisfy the appropriate compatibilityn0 n1
conditions on the boundary. By the standard linear semigroup method, it
 .can be easily shown that the linear problem 12 admits a classic solution,
 . w x 4 . 3 ..w , w g C 0, T ; H V = H V . We then consider the equation sat-n nt
isfied by w y w . Hence,n m
¡ w y w y gD w y w .  .nt t mt t nt t mt t
2qD w y w q f y f s 0, in Q , .n m n m T
w 0, ? y w 0, ? s w y w , .  .n m n0 m0~ in V ,
w 0, ? y w 0, ? s w y w , .  .nt mt n1 m1
­ w y w .nt mt
w y w s 0, D w y w q s g y g , in S . .¢ n m n m n m T­n
72 .
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 .Using energy methods, we multiply by w y w and we integrate byn m t
parts over Q . We haveT
­ w y w ­ w y w .  .n m n mt t1E T q 2 y g y g dS .  .Hw yw , g n m Tn m ­n ­nST
q 2 w y w f y f dQ s E1 0 . .  .  .H n m n m T w yw , gt n m
QT
2
­ w y w .n m t1E T q 2 dS . Hw yw , g Tn m ­nST
­ w y w .n m t1s E 0 q 2 g y g dS .  .Hw yw , g n m Tn m ­nST
q 2 w y w f y f dQ FE1 0 .  .  .H n m n m T w yw , gt n m
QT
2
­ w y w .n m2 tq g y g dS q dS .H Hn m T T­nS ST T
2 2< <q w y w q f y f dQ . .H n m n m Tt
QT
By Gronwall's inequality we obtain
2­ w ­ wnt mt1E T q y .w yw , gn m  .­n ­n L S2 T
2 21 < <F C E 0 q g y g q f y f ª 0, .  .  . L Q . 5L Sw yw , g n m n m 2 T2 Tn m
as n , m ª `. 73 .
  . . UThus noting T in 73 can be arbitrary there exists some w such that
¡ U 2 1 1w x w xw ª w , in C 0, T ; H V l C 0, T ; H V , .  . .  .n
U~ 74­ w ­ w  .nt tª , in L S . .¢ 2 T­n ­n
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 .This allows us to pass to the limit in 12 to get
¡ U U 2 Uw y gDw q D w q f w s 0, in Q s 0, ` = V , .  .t t t t `
U Uw 0, ? s w , w 0, ? s w , in V , .  .0 t 1~ 75 .U­ w ­ wt tU Uw s 0, Dw q s Dw q , in S .¢ `­n ­n
Because w satisfies the same equation as wU , by uniqueness we obtain
wU s w and
¡ 2 1 1w x w xw ª w , in C 0, T ; H V l C 0, T ; H V , .  . .  .n~ 76­ w ­ w  .nt tª , in L S . .¢ 2 T­n ­n
 . < <We also get by using 71 that Dw s g y ­ w r­n ª Dw . This­ V ­ Vn n nt
concludes the proof of Lemma 1.
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