A note on quantum sequential machines  by Li, Lvzhou & Qiu, Daowen
Theoretical Computer Science 410 (2009) 2529–2535
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Note
A note on quantum sequential machinesI
Lvzhou Li, Daowen Qiu ∗
Department of Computer Science, Zhongshan University, Guangzhou 510275, People’s Republic of China
a r t i c l e i n f o
Article history:
Received 26 April 2007
Received in revised form 7 August 2008
Accepted 19 August 2008
Communicated by M. Hirvensalo
Keywords:
Quantum computing
Stochastic sequential machines
Quantum sequential machines
Quantum finite automata
Equivalence
a b s t r a c t
Quantum sequential machines (QSMs) are a quantum version of stochastic sequential
machines (SSMs). Recently, we showed that two QSMs M1 and M2 with n1 and n2
states, respectively, are equivalent iff they are (n1 + n2)2-equivalent [L.Z. Li, D.W.
Qiu, Determination of equivalence between quantum sequential machines, Theoretical
Computer Science 358 (2006) 65–74]. However, using this result to check the equivalence
is likely to need exponential expected time. In this note, we consider the time complexity
of deciding the equivalence between QSMs and related problems. The main results are as
follows: (1)We present a polynomial-time algorithm for deciding the equivalence between
QSMs, and, if two QSMs are not equivalent, this algorithm will produce an input–output
pair with length not more than (n1 + n2)2. (2) We improve the bound for the equivalence
between QSMs from (n1 + n2)2 to n21 + n22 − 1, by employing Moore and Crutchfield’s
method [C.Moore, J.P. Crutchfield, Quantumautomata andquantumgrammars, Theoretical
Computer Science 237 (2000) 275–306. Also quant-ph/9707031, 1997]. In addition, by
viewing MO-1QFAs as a special case of QSMs, we briefly discuss the equivalence between
MO-1QFAs, where the method used and the result obtained are slightly different from
those given by Koshiba [T. Koshiba, Polynomial-time algorithms for the equivalence for
one-way quantum finite automata, in: Proceedings of the 12th International Symposium
on Algorithms and Computation, ISAAC’2001, Christchurch, New Zealand, in: Lecture Notes
in Computer Science, vol. 2223, Springer, Berlin, 2001, pp. 268–278].
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Quantum computing is an intriguing and promising research field, which touches on computer science, quantumphysics,
andmathematics [15]. To a certain extent, this was motivated by the exponential speed-up of Shor’s quantum algorithm for
factoring integers in polynomial time [25] and afterwards Grover’s algorithm of searching in database of size n with only
O(
√
n) accesses [13].
Quantum computers—the physical devices complying with the rules of quantum mechanics were first considered by
Benioff [8], and then suggested by Feynman [11]. By elaborating and formalizing Benioff and Feynman’s idea, in 1985,
Deutsch [9] re-examined the Church–Turing Principle and defined quantum Turing machines (QTMs). Subsequently, Deutsch
[10] considered quantum network models. In 1993, Yao [27] demonstrated the equivalence between QTMs and quantum
circuits. Quantum computation from the viewpoint of complexity theory was first studied systematically by Bernstein and
Vazirani [7].
Another kind of simpler models of quantum computation is quantum finite automata (QFAs), that can be thought of
as theoretical models of quantum computers with finite memory. This kind of computing machines was firstly studied
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independently by Moore and Crutchfield [21], as well as Kondacs and Watrous [18]. Then it was deeply dealt with by
Ambainis and Freivalds [1], Brodsky and Pippenger [5], and the other authors (e.g., name only a few, [2–6,16], and for
the details we may refer to [15]). The study of QFAs is mainly divided into two ways: one is one-way quantum finite
automata (1QFAs) whose tape heads only move one cell to right at each evolution, and the other is two-way quantum
finite automata (2QFAs), in which the tape heads are allowed to move towards right or left, or to be stationary. (Notably,
Amano and Iwama [2] dealt with an intermediate form called 1.5QFAs, whose tape heads are allowed to move right or to
be stationary.) Furthermore, by means of the measurement times in a computation, 1QFAs have two fashions: measure-
once 1QFAs (MO-1QFAs) proposed by Moore and Crutchfield [21], and, measure-many 1QFAs (MM-1QFAs) studied first by
Kondacs and Watrous [18].
Recently, we found an essential difference between quantum sequential machines (QSMs)[14,23] and stochastic sequential
machines (SSMs)[22]. SSMs [22] may be viewed as a generalization of probabilistic automata [24,22], since an SSM that has
only one output element and some accepting states are assigned, reduces to a probabilistic automaton. Two SSMs, sayM1
andM2 having n1 and n2 states, respectively, and the same input and output alphabets, are called equivalent if they have
equal accepting probability for any input–output pair (u, v). As was known, a crucial result concerning SSMs by Paz [22]
is thatM1 andM2 are equivalent iff they are (n1 + n2 − 1)-equivalent (that is, their accepting probabilities are equal for
any input–output pair whose length is not more than n1 + n2 − 1). Gudder [14] first defined sequential quantum machines
(SQMs), a quantum analogue of SSMs, and Gudder asked whether or not such an equivalence consequence also holds for
SQMs. Then, Qiu [23] re-defined an equivalent version called quantum sequential machines (QSMs), that were formally a
quantum counterpart of SSMs, just as quantum finite automata (QFAs) to probabilistic automata. Qiu [23] demonstrated that
there are two QSMs with n1 and n2 states, respectively, such that they are (n1+n2−1)-equivalent, but not equivalent, after
all. Hence, Gudder’s problem was given a negative answer.
Latterly, we [19] further proved that two QSMsM1 andM2 having n1 and n2 states, respectively, and the same input and
output alphabets I and O, are equivalent iff they are (n1 + n2)2-equivalent, a new feature in contrast to the (n1 + n2 − 1)-
equivalence for SSMs [22]. However, using this result to check the equivalence between QSMs needs exponential expected
time (O(m(n1+n2)2))wherem = |I| × |O|.
The remainder of the paper is organized as follows. In Section 2, we recall the definitions of SSMs and QSMs, and related
results. Section 3 is the main part. In Section 3.1, we detail a polynomial-time algorithm (O(m(n1 + n2)12)) for deciding the
equivalence between QSMs. In Section 3.2, we improve the bound for the equivalence between QSMs from (n1 + n2)2 to
n21 + n22 − 1, by employing Moore and Crutchfield’s method [21]. In Section 3.3, by viewing MO-1QFAs as special QSMs, we
briefly discuss the equivalence between MO-1QFAs.
2. Preliminaries
In this section, we briefly review some definitions and related properties that will be used in the sequel.
Firstly, we explain some notation. An n-dimensional row vector (a1 a2 . . . an) is called stochastic if ai ≥ 0 (i =
1, 2, . . . , n), and
∑n
i=1 ai = 1; in particular, it is called a degenerate stochastic vector if it has 1 only in one entry and else 0’s.
A matrix is called stochastic if its each row is a stochastic vector. As usual, for non-empty set I , by |I|wemean the cardinality
of I , and by I∗ wemean the set of all finite length strings over I . For u ∈ I∗, |u| denotes the length of u; when |u| = 0, u is an
empty string, denoted by . We denote I+ = I∗−{}. For input alphabet I and output alphabet O, the set of all input–output
pairs is defined as
{(u, v) ∈ I∗ × O∗ : |u| = |v|}.
For any input–output pair (u, v), we denote by l(u, v) the length of u or v.
For the details on stochastic sequential machines (SSMs), we can refer to [22]. Next, we recall the definition of quantum
sequential machines (QSMs), a quantum counterpart of SSMs [22].
Definition 1 ([23]). A QSM is a 5-tupleM = (S, ηi0 , I,O, {A(y|x) : x ∈ I, y ∈ O}) where S = {s1, s2, . . . , sn} is a finite
set of internal states; ηi0 is an n-dimensional degenerate stochastic row vector; I and O are input and output alphabets,
respectively; A(y|x) is an n × n complex matrix satisfying∑y A(y|x)A(y|x)Ď = I for any x ∈ I , where the symbol Ď denotes
Hermitian conjugate operation and I is unit matrix. In particular, for input–output pair (, ), A(|) = I.
Remark 1. It is worth pointing out that, before the definition of QSMs [23], Gudder [14] first defined sequential quantum
machines (SQMs), an equivalent version of QSMs. The equivalence between QSMs and SQMs was proved by Qiu [23]. The
reader can refer to[14,23] for more information.
In brief, we may denote QSMM as (S, ηi0 , I,O, {A(y|x)}). In the QSMM defined above, if it is fed sequentially with a
word u = x1 . . . xk, then starting from the initial vector ηi0 , it prints the word v = y1 . . . yk with corresponding probability
and moves on to the next state. The transition in the above process is controlled by the matrices A(y|x) = [aij(y|x)], where
aij(y|x) (resp. |aij(y|x)|2) represents the amplitude (resp. the probability) of themachine entering state sj and yielding y after
x being inputtedwith the present state si. Thus, given the QSMM above, we let PM(v|u) denote the probability ofM printing
the word v after having been fed with the word u, and it is defined as follows:
PM(v|u) =
∥∥ηi0A(v|u)∥∥2 , (1)
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where ηi0 is the initiation-state distribution of M, (u, v) = (x1x2 . . . xk, y1y2 . . . yk) denotes an input–output pair, and
A(v|u) = A(y1|x1)A(y2|x2) · · · A(yk|xk). Clearly, we have
PM(v|u) = ηi0A(v|u)A(v|u)ĎηĎi0 . (2)
If the initiation-state distribution ηi0 in QSMM is omitted, then we callM uninitiated QSM (UQSM). For a UQSMM, by
P
ηi0
M (v|u) we mean the probability that, with the initiation-state distribution ηi0 being specified,M prints v after u being
inputted.
Definition 2. LetM be a UQSM. Any two initiation-state distributions ηi0 and ηj0 ofM are said to be equivalent (resp. k-
equivalent) with respect toM, if P
ηi0
M (v|u) = P
ηj0
M (v|u) for any input–output pair (u, v) (resp. for any input–output pair
(u, v)with l(u, v) ≤ k).
In the following, we define the equivalence between machines.
Definition 3. Two machines (SSMs, SQMs, or QSMs) M1 and M2 with the same input and output alphabets are called
equivalent (resp. k-equivalent) if PM1(v|u) = PM2(v|u) for any input–output pair (u, v) (resp. for any input–output pair
(u, v)with l(u, v) ≤ k).
Remark 2. Note that in Definition 1, we have A(|) = I, and then for any QSM M, we have PM(|) ≡ 1 in Eq. (1).
Consequently, any twoQSMs always have the same accepting probability for the empty pair (, ). Therefore, in Definition 3,
we can require l(u, v) ≥ 1, and, in what follows, for verifying the equivalence between QSMs, we need only consider the
input–output pair (u, v)with l(u, v) ≥ 1.
A crucial result concerning SSMs is that two SSMs with n1 and n2 states, respectively, are equivalent iff they are
(n1 + n2 − 1)-equivalent [22]. Therefore, Gudder asked whether it holds for SQMs. Then Qiu [23] gave its negative answer.
Recently, we further showed that two QSMsM1 andM2 are equivalent iff they are (n1+ n2)2-equivalent [19]. This result is
stated in the following theorem.
Theorem 1 ([19]). Twomachines (SQMs or QSMs)M1 andM2 with n1 and n2 states, respectively, and the same input and output
alphabets, are equivalent iff they are (n1 + n2)2-equivalent.
3. Equivalence between QSMs
In this section, we consider further the equivalence between QSMs. In Section 3.1, based on theways stated in [19,26], we
give a polynomial-time algorithm that takes as input two QSMs and determines whether they are equivalent. In Section 3.2,
by employingMoore andCrutchfield’smethod [21],we give a better bound for the equivalence betweenQSMs. In Section 3.3,
by considering MO-1QFAs as a special case of QSMs, we discuss briefly the equivalence between MO-1QFAs.
3.1. A polynomial-time algorithm for the equivalence between QSMs
As stated before, directly testing Theorem 1 for the equivalence between QSMs needs exponential expected time.
Therefore, in this subsection, we present a polynomial-time algorithm for the equivalence between QSMs.
Before presenting the algorithm,we recall the definition of direct sum of twomatrices. Suppose that Amn and Bkl arem×n
and k×lmatrices, respectively. Then the direct sumAmn⊕Bkl is an (m+k)×(n+l)matrix, defined asAmn⊕Bkl =
[
Amn 0
0 Bkl
]
.
Now, we present the main theorem as follows.
Theorem 2. There is a polynomial-time algorithm that takes as input two QSMsM1 andM2 and determines whetherM1 andM2
are equivalent. Furthermore, if the two QSMs are not equivalent, then the algorithm outputs an input–output pair (u, v) satisfying
that PM1(v|u) 6= PM2(v|u), and l(u, v) ≤ (n1 + n2)2, where n1 and n2 are the numbers of states inM1 andM2, respectively.
Proof. Our proof is based on theways stated in [19,26]. Firstly, we transform the representation of accepting probability into
a bilinear form by the way in [19]. Secondly, with the bilinear form obtained, we adapt the pruning tree technique pointed
out by Tzeng [26] to our problem, and then obtain a polynomial-time algorithm for deciding the equivalence between two
QSMs.
Given two QSMs having the same input and output alphabets:
M1 = (S1, ηi0 , I,O, {A1(y|x)}) and M2 = (S2, ηj0 , I,O, {A2(y|x)}),
where |S1| = n1 and |S2| = n2. We construct UQSM M = (S, I,O, {A(y|x) : x ∈ I, y ∈ O}), where S = S1 ∪ S2,
A(y|x) = A1(y|x)⊕ A2(y|x). For any input–output pair (u, v), denote
D(v|u) = A(v|u)A(v|u)Ď. (3)
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Fig. 1. Algorithm for the equivalence between QSMs.
Then for any input–output pairs (u, v) and (x, y)where l(x, y) = 1, we have
D(yv|xu) = A(yv|xu)A(yv|xu)Ď
= A(y|x)A(v|u)(A(y|x)A(v|u))Ď
= A(y|x)D(v|u)A(y|x)Ď. (4)
Let (here we require l(v, u) ≥ 1 by noticing Remark 2)
D = {D(v|u) : (u, v) is input–output pair, and l(v, u) ≥ 1}, (5)
and ρ = (ηi0 , 0) and ρ ′ = (0, ηj0), where ρ and ρ ′ are (n1 + n2)-dimensional row vectors, and can serve as two different
initiation-state distributions ofM. Then for any input–output pair (u, v), we have
PρM(v|u) = ρA(v|u)A(v|u)ĎρĎ
= ηi0A1(v|u)A1(v|u)ĎηĎi0
= PM1(v|u), (6)
and similarly,
Pρ
′
M (v|u) = PM2(v|u). (7)
Therefore,M1 andM2 are equivalent (i.e., PM1(v|u) = PM2(v|u) for any input–output pair (u, v)) if and only if ρ and ρ ′ are
equivalent with regard toM, that is, for any D(v|u) ∈ D ,
ρD(v|u)ρĎ = ρ ′D(v|u)ρ ′ Ď. (8)
Let Φ(D) be the linear subspace spanned byD , and let B be a basis for the subspace Φ(D). Clearly, the total space as
to Φ(D) consists of all (n1 + n2)-order complex square matrices, together with the usual operations of matrices, whose
dimension is (n1+ n2)2. HenceB has at most (n1+ n2)2 elements, and the two QSMsM1 andM2 are equivalent if and only
if Eq. (8) holds for every vector D(v|u) ∈ B. Therefore, the crucial thing is to efficiently search for the basisB ofΦ(D).
Design of the algorithm. Without loss of generality, we assume that I = {a} and O = {0, 1}. Then we define binary tree T as
follows. Tree T has a corresponding node D(v|u) (defined in Eq. (3)) for every input–output pair (u, v) ∈ I∗×O∗. The root of
T is D(|) that is identity matrix I . In the definition ofD (Eq. (5)), we notice that l(v, u) ≥ 1, so, we exclude D(|) when
searching for the basisB of subspaceΦ(D). However, we still make it act as the root of tree T for the sake of convenience.
Every node D(v|u) in T has two children D(0v|au) and D(1v|au). For any x ∈ I , and y ∈ O, D(yv|xu) can be calculated from
its parent D(v|u) by Eq. (4).
Our algorithm is described in Fig. 1 which is to efficiently search for the basis B of Φ(D) by pruning tree T . In the
algorithm, queue denotes a queue, and B, the basis stated above, is initially set to be the empty set. We visit tree T by
breadth-first order. At each node D(v|u), we verify whether it is linearly independent ofB. If it is, we add it toB. Otherwise,
we prune the subtree rooted at D(v|u). We stop traversing tree T after every node in T has been either visited or pruned.
The vectors in the resulting setB will form a basis for Φ(D), which can be proven as did in [26], and we skip that here. At
the end of the algorithm, we verify whether Eq. (8) holds for every vector in B. If yes, then the two QSMs are equivalent.
Otherwise, the algorithm returns an input–output pair (u, v) satisfying that PM1(v|u) 6= PM2(v|u).
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Complexity of the algorithm. Firstly we assume that all the inputs consist of complex numbers whose real and imaginary
parts are rational numbers and that each arithmetic operation on rational numbers can be done in constant time. Because
the basis B has at most (n1 + n2)2 elements, the nodes to be visited will be at most O((n1 + n2)2). (Here we need recall a
result that to verify whether a set of n-dimensional vectors is linearly independent needs time O(n3) [12].) At every visited
node D(v|u), the algorithm may do two things: (i) verifying whether or not the (n1 + n2)2-dimensional vector D(v|u) is
linearly independent of the set B, which needs time O((n1 + n2)6) according to the result in [12] just stated above; (ii)
calculating its children nodes by Eq. (4) (if D(v|u) /∈ B), which can be done in time O((n1 + n2)4). Thus the total runtime is
O((n1 + n2)12).
So far, we have completed the proof of Theorem 2. 
Remark 3. In the above algorithm, for convenience we consider only the case where |I| = 1 and |O| = 2. In general, let
m = |I| × |O|. Then the algorithm almost keeps on except that the total nodes to visit will be at most O(m(n1 + n2)2), and
as a result, the time complexity will be O(m(n1 + n2)12).
3.2. An improved bound for the equivalence between QSMs
In this subsection, we give an improved bound for the equivalence between QSMs, using the bilinearization technique
given by Moore and Crutchfield [21]. Firstly, we define a new model as follows.
Definition 4. A bilinear machine (BLM) is a four-tupleM = (S, pi, {M(σ )}σ∈Σ , η) over alphabetΣ , where S is a finite state
set with |S| = n, pi ∈ C1×n, η ∈ Cn×1 andM(σ ) ∈ Cn×n for σ ∈ Σ .
Associated to a BLM M, the word function fM : Σ∗ → C is defined in the form: fM(w) = piM(w1) . . .M(wn)η, where
w = w1 . . . wn ∈ Σ∗.
A probabilistic automaton (PA) is a BLMwith the restriction that pi is a stochastic vector, η consists of 0’s and 1’s only, and
the matricesM(σ ) (σ ∈ Σ) are stochastic. Then, the word function fM associated to PAM has range in [0, 1].
Definition 5. Two BLMs (including PAs)M1 andM2 over the same alphabetΣ are said to be equivalent (resp. k-equivalent)
if fM1(w) = fM2(w) for anyw ∈ Σ∗ (resp. for any input stringw with |w| ≤ k).
As stated in Paz [22], the result with regard to the equivalence between SSMs can also be applied to PAs. Therefore, based
on Paz [22], Tzeng [26] considered further the equivalence between PAs, giving a polynomial-time algorithm to the problem.
Now, the results are stated in the following.
Theorem 3 ([22,26]). Two PAsM1 andM2 with n1 and n2 states, respectively, are equivalent if and only if they are (n1+n2−1)-
equivalent. Furthermore, there is a polynomial-time algorithm that takes as input two PAsM1 andM2 and determines whether
M1 andM2 are equivalent.
Remark 4. In fact, if we refer to Paz [22] and Tzeng [26], reading carefully the proof of Theorem 3, then we can find that the
proof did not use any essential property of PAs, just based on some ordinary knowledge on matrices and linear spaces, and
as a result, the proof can also be extended to BLMs. Therefore, Theorem 3 holds for the more general model—BLMs. Indeed,
this point has also been pointed out in [20].
Next, we transform a QSM to a BLM by the way given by Moore and Crutchfield [21], and then obtain an improved result
for the equivalence between QSMs. That is the following theorem.
Theorem 4. Two QSMsM1 andM2 with n1 and n2 states, respectively, are equivalent if and only if they are (n21 + n22 − 1)-
equivalent.
Proof. Given an n-state QSMM = (S, ηi0 , I,O, {A(y|x)}), let hj (j = 1, . . . , n) be a column vector that has only 1 in the jth
element and else 0’s. Then we have
PM(v|u) =
∥∥ηi0A(v|u)∥∥2 = n∑
j=1
|ηi0A(v|u)hj|2
=
n∑
j=1
(ηi0 ⊗ η∗i0)
[
A(v|u)⊗ A(v|u)∗](hj ⊗ h∗j )
= (ηi0 ⊗ η∗i0)
[
A(v|u)⊗ A(v|u)∗] n∑
j=1
(hj ⊗ h∗j ). (9)
Here we can construct a BLMM
′ = (S ′ , pi,M(σ )σ∈Σ , η) as follows:
• |S ′ | = n2, pi = ηi0 ⊗ η∗i0 ;• Σ = {(y|x) : y ∈ O, x ∈ I}, andM((y|x)) = A(y|x)⊗ A(y|x)∗;
• η =∑nj=1(hj ⊗ h∗j ).
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Then from Eq. (9), it follows that the obtained BLM M
′
has a real-valued function fM′ : Σ
∗ → [0, 1], and
PM(y1 . . . ym|x1 . . . xm) = fM′ ((y1|x1) . . . (ym|xm)). Hence every n-state QSM can be transformed to an equivalent n2-state
BLM, and by Remark 4, we have proved the theorem. 
Remark 5. In the above process, after transforming a QSM into an equivalent BLMM′ we can further transformM′ into an
equivalent generalized stochastic systemwhose components are real-valued as did inMoore and Crutchfield [21]. However,
the latter transformation is not necessary as stated in [20] by us, since after transforming QSMs into BLMs, we can directly
determine the equivalence between BLMs by Remark 4.
Considering the equivalence between two QSMs, we have improved the bound from (n1+n2)2 to (n21+n22−1) following
Moore and Crutchfield [21], which seems to imply that the way used in Section 3.1 is unwanted. Nevertheless, the way
used in Section 3.1 offers us a different insight to QSMs and even to other quantum computing models, and maybe it can be
used to solve some new problems concerning quantum computing models. Next, we can see how we use the way stated in
Section 3.1 to deal with the equivalence of MO-1QFAs.
3.3. From QSMs to MO-1QFAs
As stated in Section 1, SSM [22]may be viewed as a generalization of probabilistic automata [24,22]. Similarly, QSMsmay
also be viewed as a generalization of MO-1QFAs [21], since a QSM that has only one output element and some accepting
states are assigned, reduces to an MO-1QFA. Therefore, the ways stated in the two previous subsections to deal with the
equivalence of QSMs can also be applied to MO-1QFAs. In the following, we mainly show how the way used in Section 3.1
is applied to MO-1QFAs.
An MO-1QFA A can be represented by a 5-tuple A = (Q ,Σ, pi0, {A(x) : x ∈ Σ}, F), where Q is a finite set of states
(let |Q | = n); pi0 is an n-dimensional normalized row vector; Σ is a finite set of input symbols; A(x) denotes an n × n
unitary evolution matrix for each x ∈ Σ; F ⊆ Q is the set of accepting states, with corresponding projection matrix
Pacc = diag(p0 p1 . . . pn−1)where for i = 0, . . . , n− 1, pi equals to 1 if qi ∈ F , else 0.
The probability ofA accepting input string u = x1x2 . . . xm is defined as
Ppi0A (u) = ‖pi0A(u)Pacc‖2 (10)
where A(u) = A(x1)A(x2) · · · A(xm). Two MO-1QFAs are equivalent if for any input string u the two automata accept uwith
equal probability.
Concerning the equivalence between MO-1QFAs, we know that Brodsky and Pippenger [5] already pointed out the main
idea to decide the equivalence betweenMO-1QFAs, and then Koshiba [17] dealt with that in detail, giving a polynomial-time
algorithm for decidingwhether twoMO-1QFAs are equivalent. Theway of Koshiba [17] consists of two steps: (i) firstly using
the bilinearization technique [21] to convert MO-1QFAs into a bilinear form— generalized stochastic finite automata [21];
(ii) secondly determining the equivalence of generalized stochastic finite automata. As we can see, step (i) is the key step.
In fact, we can also bilinearize MO-1QFAs by the way used in [19], and then deal with the equivalence of MO-1QFAs as we
did in [19] and Section 3.1.
Similar to Eq. (2), Eq. (10) can be transformed into a bilinear form as follows.
Ppi0A (u) = pi0A(u)PaccPĎaccA(u)ĎpiĎ0
= pi0A(u)PaccA(u)ĎpiĎ0 . (11)
Then using Eq. (11), as we did in the proofs of Theorems 1 and 2, it is easy to get the following theorem. (Note that in contrast
to QSMs, two MO-1QFAs may have different accepting probabilities on empty input . Then in Fig. 1, the node at  should
be included inB for MO-1QFAs.)
Theorem 5. Two MO-1QFAs A1 and A2 are equivalent if and only if they are (n1 + n2)2-equivalent, where n1 and n2 are the
numbers of states inA1 andA2, respectively. Furthermore, there is a polynomial-time algorithm that takes as input twoMO-1QFAs
A1 andA2 and determines whetherA1 andA2 are equivalent.
Remark 6. Here, our method differs slightly from the way used by Koshiba [17], in that when bilinearizing MO-1QFAs, we
adopted the way in [19], while Koshiba [17] used the way of Moore and Crutchfield [21]. In fact, as in Theorem 4, the above
bound can be improved to n21 + n22 − 1 using the way of [21]. However, our aim here is mainly to show that the way used in
Section 3.1 is also applicable to MO-1QFAs, and possibly applicable to other quantum computing models.
4. Concluding remarks
In this note, based on the results in [19,26], we presented a polynomial-time algorithm (O(m(n1+n2)12)) for determining
the equivalence between two QSMs with n1 and n2 states, respectively, and, if they are not equivalent, this algorithm will
produce an input–output pair with length notmore than (n1+n2)2. Furthermore, by using theway ofMoore and Crutchfield
[21], we obtained that two QSMsM1 andM2 are equivalent iff they are (n21+n22−1)-equivalent, which improves the result
in [19]. In addition, by noting that MO-1QFAs can be considered as a special case of QSMs, we gave that twoMO-1QFAs with
n1 and n2 states, respectively, are equivalent iff they are (n1 + n2)2-equivalent, which is slightly different from the results
obtained by Koshiba in [17].
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The further problems are regarding the minimization of states for QSMs [14,23]. Also, the equivalence concerning 2QFAs
[18] is worthy of consideration.
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