The dynamics of a wide range of technologically important quantum systems are dominated by their interaction with just a few environmental modes. Such highly structured environments give rise to long-lived bath correlations that induce complex dynamics which are very difficult to simulate. These difficulties are further aggravated when spatial correlations between different parts of the system are important. By modeling the dynamics of a pair of two-level quantum systems in a common, structured, environment we show that a recently developed numerical approach, the timeevolving matrix product operator, is capable of accurate simulation under exactly these conditions. We find that tuning the separation to match the wavelength of the dominant environmental modes can drastically modify the system dynamics. To further explore this behavior, we show that the full dynamics of the bath can be calculated directly from those of the system, thus allowing us to develop intuition for the complex system dynamics observed.
When a quantum system interacts with a structured environment in which a narrow band of modes dominate, the resulting dynamics can be very complex and difficult to simulate accurately. Such environments can retain a memory of their interactions with the system on a timescale comparable to that on which the state of the system changes, and in the face of such memory effects standard open system techniques can fail. However, reliable simulation of such environments is vital in order to understand the behavior of an ever-increasing number of experimental platforms and quantum devices. For example, in photosynthetic systems the observation of quantum coherence comes from strong electronic and vibrational coupling in biomolecules [1] , where the interplay of these degrees of freedom has been shown to enhance energy transport [2] [3] [4] [5] . Similar physics can also be found in e.g. trapped ions [6] and molecular junctions [7] . Further, bath memory plays a key role in the function of micromechanical resonators, where adjustment of the environmental noise spectrum is possible [8] and photonic crystals, where band gaps in the spectral density give rise to localized modes and dissipationless oscillations [9] [10] [11] . The effect of structured environments has also been explored with superconducting qubits subject to different kinds of noise [12] .
Memory effects can be even more pronounced when the system coupled to the structured environment described above is extended. For example if it consists of several spatially separated sites. The dynamics then become sensitive to groups of environmental modes with a narrower bandwidth, and so a longer correlation time. This sensitivity was recently observed in an experiment on a 'giant' superconducting atom [13] . Spatial correlation effects have also been studied in the context of quantum transport [14] [15] [16] [17] [18] , and spatially correlated noise in quantum registers has been shown to affect quantum error propagation [19] .
In order to model environmental memory effects, we must go beyond the standard Born-Markov approximations [20] which lead to a simple time-local master equation for the system density matrix. The development of techniques to simulate these non-Markovian dynamics has therefore been the subject of much relatively recent theoretical effort [21] . These techniques broadly fall into two categories: First, there are approximate methods which change the boundary between the system and environment such that the Born-Markov approximations are valid for the new system [22] [23] [24] [25] [26] [27] ; second, there are numerically exact methods which utilize some particular structure of the bath Hamiltonian to provide exact dynamics [28] [29] [30] [31] [32] [33] . These approaches usually work best for models where the system Hilbert space is quite small, or has a specific form of spectral density. However, it can often be difficult to know a priori the range of validity of some of these approaches, and so accurate and efficient benchmarking procedures are essential.
In this Letter, we demonstrate that a recently developed exact approach, the Time-Evolving Matrix Product Operator (TEMPO) [32] can be used to efficiently find non-local system dynamics for highly structured environments. To do this, we study a model consisting of a pair of spatially separated two-level subsystems interacting with a common environment, in which a narrow band of modes dominate the interaction. The complex environmental structure and spatial correlations give rise to highly non-Markovian dynamics, which we are able to explore using TEMPO. In addition, we find that by tuning the separation between the subsystems, it is possible to control their interaction with the environment.
An advantage of techniques that include some environmental modes in the system description is that they enable the extraction of some of the bath's dynamics, which can in turn lead to insight into the system's behavior through understanding system-environment correlations [3, 25] . However, we will show here that exact environmental dynamics can be easily and efficiently extracted from TEMPO, leading us to a full picture of the complex quantum dynamics of this model.
The Hamiltonian for our model is given by:
The two-level system (TLS) at site i and position r i has energy splitting i and an excited (ground) state denoted |X i (|0 i ). The pair of TLSs form a dimer with a coherent coupling of strength Ω, and the environment consists of bosons confined to one dimension: a † k creates an excitation in the mode with wave vector k. We also introduce the Pauli operators σ z,i = |X i X i | − |0 i 0 i |. The coupling g i,k = g k exp(−ikr i ) consists of a position independent part g k and a phase that depends on the site i. This kind of model could underpin a wide range of physical systems, for example biological or molecular systems undergoing energy transport and interacting with vibrational modes [4] , superconducting qubits in microwave resonators [34] , or quantum dots interacting with a micromechanical resonator [35] .
The bath can be completely characterized by its spectral density
from which we can calculate its autocorrelation function in thermal equilibrium at temperature T :
If this function decays slowly compared to the system timescales then the bath memory is important. We now consider a bath in which a narrow band of modes dominate the interaction with the system, giving rise to the spectral density [36] 
Here α gives the coupling strength, ω 0 is the frequency characterizing the dominant mode and Γ provides a measure of the width of the dominant band.
FIG. 1. (a)
Cartoon of the dimer system we consider accompanied with schematic plots of (b) the under-damped spectral density J(ω) and (c) the corresponding bath auto-correlation function C(t).
The Hamiltonian, Eq. (1), does not couple states with a different total number of system excitations and so we restrict ourselves to the single excitation subspace, the only one where non-trivial dynamics are observed. Within this subspace it is possible to map the problem onto that of a single spin coupled to a bosonic environment [37] . The mapped Hamiltonian is then a spin-boson Hamiltonian
We also define new Pauli operators:
This modification to the coupling constants results in a renormalization of the spectral density
where R = |r 1 − r 2 | is the dimer separation and we have assumed a linear dispersion ω(k) = c|k| with c = 1. The cosine term arises from the phase factors in the original coupling terms. We begin by studying a simplified case of a single spin described by Eq. (5) interacting with a bath with the unmodified spectral density, Eq. (4). It is straightforward to simulate this case with the reaction-coordinate (RC) mapping, which has been rigorously benchmarked for similar problems [25] [26] [27] , allowing us to verify that TEMPO is able to accurately simulate dynamics in structured environments. This mapping takes a single collective mode of the environment (the RC) into the system definition; then the rest of the bath, which is assumed to be Markovian, couples to the now-augmented system. More details can be found in Ref. [38] . The RC mapping can be performed analytically for the spectral density in Eq. (4) [25] , and is expected to give accurate results in the cases we present here. To simulate more complex environments would require more RCs in the augmented system Hilbert space, whose dimension grows exponentially with the number of included RCs.
An alternative, numerically exact way of simulating the system dynamics arising from Eq. (5) is to use a Feynman sum-over-histories approach, using an influence functional to capture environmental memory effects. By writing this path integral representation as a sum over discrete time steps, we can calculate the system quantum dynamics by contracting a tensor network: this is the TEMPO approach [32] . The memory effects are then encoded in a matrix product state which contains information about the history of the system. This is propagated forward in time by successive contraction with a matrix product operator. By performing singular value decompositions and truncation after each timestep [39, 40] we can capture bath memory times orders-of-magnitude beyond those possible with previous path integral approaches [29, 30] . The similarities between TEMPO and the process tensor [41] have recently been explored [42] , and TEMPO has also been used to model dynamics in optomechanical systems [43] . Further details on TEMPO can be found in Ref. [38] .
In Fig. 2 we compare dynamics generated by these two approaches for the simplified model of the single spin interacting with the structured spectral density, for three different values of ω 0 . We find excellent agreement between the two algorithms for all sets of parameters. The RC approach is accurate for these parameters and this form of spectral density, and so able to capture the complex dimer dynamics. In this simple case RC requires significantly reduced numerical resources compared to TEMPO, though we find that both techniques take longer to converge at lower mode frequencies and higher temperatures. For the RC algorithm the reason for this is clear: the occupation of the mode included in the system increases in these regimes and so a larger system Hilbert space is needed for convergence. For TEMPO we find that the number of singular values that need to be retained for convergence increases -i.e. more system paths gain a significant amplitude, as expected when the environment becomes more occupied. These results show both that the RC approach is able to accurately simulate dynamics for this model [27] and that TEMPO is able to deal with such structured spectral densities.
We now turn to analyzing the full model including the spatial modifications to the spectral density (i.e. using Eq. 6). Previous studies have shown that spatial correlations in the bath can have a significant effect on population transfer between localized systems [14] [15] [16] 32] . However, these studies focused on the case where the original spectral density J 0 (ω) is much broader than that given in Eq. (2) -i.e. they do not focus on systems where just a narrow band of modes dominate the system interaction -and so the modification due to the spatial structure of the system is not as pronounced.
Since we are now using the general mapped spectral density in Eq. (6), treating the dynamics using the RC formalism becomes much more difficult: to accurately capture the dynamics it would be necessary to include more modes in the system than is computationally feasible. This means that for the remainder of this Letter all results are obtained using TEMPO.
In this model there are now three possible resonance conditions which can be met by matching two of: the bare system frequency Ω, the characteristic frequency of the environment ω 0 , or the frequency corresponding to the separation between the TLSs ω R = 2π/R. In Fig. 3 we show how choosing ω R = ω 0 leads to a complete suppression of the main peak of the bare spectral density, and choosing ω R = (1 ± 0.1)ω 0 leads to a very asymmetric lineshape. In the single line plots of Fig. 4 we show how these differences in spectral density manifest themselves in the system dynamics. We show results for the three TLS spacings ω R = ω 0 , (1 ± 0.1)ω 0 and for bare system frequencies Ω tuned to the same three possible values, resulting in nine sets of results.
The system dynamics are complex and difficult to interpret, with multiple oscillation frequencies appearing in the dynamics. These are not only due to the peaked structure of the original spectral density (as occurred for the simplified single spin model) but also because of the spatial correlations. However, we next show that TEMPO can be used not only to extract system dynamics, as discussed in Ref. [32] , but also to find evolution of bath degrees of freedom. This will enable us to gain more insight into how the interplay between the bath and system leads to the complex dynamics shown in Fig. 4 . To do this we formally solve the Heisenberg equations of motion [44, 45] for the expectation value of e.g. the annihilation operator for a particular bath mode, and obtain an expression entirely in terms of the expectation of the system operator which couples to the bath. For our model, Eq. (5), we have
We thus have access to the dynamics of all the bath modes and can construct the real-space displacement of the bath by creating an appropriately weighted sum of the individual mode displacements. The quantity we consider is the displacement of a one-dimensional field [46] given by:
In the continuum limit this takes the following form:
where we have used ω = |k|. See Ref. [38] for a derivation of this expression. We show the real-space displacement of the bath as a function of time and position as a color map beneath the corresponding system dynamics in Fig. 4 . The black dotted lines indicate the positions of the two TLSs. In the fully resonant case (the centre plot) we see that most of the bath excitation gets trapped between the two TLSs which simply show oscillations which decay away at a very slow rate. We also see slow decay in the other two plots where Ω = ω R ; this is because J(Ω) = 0 in these cases and hence a simple Markovian treatment would predict no decay at all.
When at least one of the frequencies is detuned from this condition we see a more pronounced propagation of bath excitations away from the system as the trapping effect is reduced. In these cases the overall decay rate of the TLS is gradually enhanced as the detuning is increased, since now the value of J(Ω) is larger. The detuning can also introduce a beat frequency into the bath dynamics, most clearly seen in the bath population trapped between the two TLSs, and most pronounced in the most detuned cases, i.e. in the bottom right and top left panels of Fig. 4 . This beating gives rise to distinctive revivals in the TLS dynamics.
At very short times all of the dynamics are very similar. On timescales t < ω −1 R each TLS only senses its own local environment and hence behaves as if it were interacting with bosons described by the unmapped spectral density. However as soon as the influence of the other TLS is felt the dynamics become radically different to those predicted by an independent environment model. These dynamics are highly sensitive to the relative detunings of the three frequencies described above, becoming significantly different even for the very small detunings studied here.
In conclusion, we have shown that TEMPO can provide accurate simulations of quantum systems in structured environments. We first validated the technique by simulating the quantum dynamics of a simple model that can be solved accurately using the RC approach, and comparing the results. We then presented TEMPO simulations of the more complex dynamics that result from the interplay between a highly structured spectral function and spatial correlations between different parts of the system. TEMPO is not limited to specific forms for the spectral density and so provides a versatile method for simulating systems coupled to an environment with arbitrary structure. In addition, we have shown that it is possible to find the full dynamics of the environment directly from the system dynamics. This enabled us to explore how it is possible to tune the separation between the spins such that one can effectively remove the coupling to the dominant environmental mode and how the resultant dynamics are highly sensitive to slight variations in parameters around this point. Such exact environmental tracking can help to explain the behavior of open quantum systems in general, and so aid in the design of future quantum devices. This greater insight into the dynamics of open quantum systems could also lead to the development of new approximation schemes and to the self-consistent verification of others. with rate operators:χ
The resulting master equation can then be solved using standard open systems approaches for Markovian systems [S4] .
TIME-EVOLVING MATRIX PRODUCT OPERATORS
In this section we outline the implementation of the Time-Evolving Matrix Product Operators (TEMPO) algorithm. For full details see [S5] .
The quasi-adiabatic path integral (QUAPI) method [S6] is used to calculate the non-Markovian evolution of the system up to time t N = N ∆t by summing over all possible paths the system has taken to that point from initial time t 0 . In practice this can be done through an iterative tensor propagation routine where the object propagated is the augmented density tensor (ADT). The ADT is grown up to time t N from an initial physical density matrix ρ i1 (t 1 ) through iterative application of tensors:
The reduced system density matrix at time t N is then given by
. For a harmonic bath linearly coupled to the system, the B tensor is composed of influences across all pairs of time points from t 1 to t N , as well as time-local components due to the coherent Hamiltonian evolution. The discretisation time-step ∆t needs to both resolve the features of the correlation function and ensure the Trotter errors are negligible. Without further considerations the exponential growth of the ADT only allows memory lengths of order ∼ 20∆t to be simulated. This restricts QUAPI to baths with relatively short-lived and/or slowly varying auto-correlation functions.
In TEMPO the ADT is built in the form of a matrix product state (MPS) [S7, S8] and a singular value decomposition (SVD) sweep is carried out at each time-step. The B tensors are composed of a product of time-local operators and keeping these components separate leads to the natural formation of an MPS representation for the A tensor given by:
where the tensors at the two ends of the chain are rank two, and those in between are rank three. In this notation the superscripts are the 'physical' index which connects to the propagation tensor while the subscripts link adjoining a tensors. At each step of the propagation an SVD is performed on each a and singular values below a fixed precision χ (relative to the largest) are discarded. This leads to a reduced dimension of the internal indices α and a significant improvement on the exponential scaling present in QUAPI. The truncation acts to remove the least important internal degrees of freedom that are not needed for achieving converged dynamics. This proceedure has been shown to reduce the scaling of the required computational resources to polynomial with memory length for smooth spectral densities [S5] .
Result Time-step, ∆t Precision, χ In practice there are two convergence parameters associated with TEMPO which must be adjusted to produce the exact results in the main text:
• The size of the discretization time-step ∆t, decreased until convergence.
• The singular value precision χ, increased until convergence.
