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Pri delu z roboti je večina nesreč posledica napačnega vedenja operaterja, ki vstopi v delovno 
področje robota. Da zmanjšamo vpliv človeškega faktorja smo v zaključni nalogi iskali 
možne koncepte strojnega vida, ki s pomočjo RGB kamere, ki je montirana na stropu, 
nadzirajo delovno področje robota in ob vstopu operaterja v delovno področje sprožijo 
varnostne funkcije. S pomočjo validacije posameznih konceptov smo izbrali najbolj 
ustreznega, ki je zanesljivo zaznal nevarnosti in zagotovil varnost operaterju. Koncept je 
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When working with robots, most accidents are due to the misbehavior of the operator 
entering the robot’s work area. In order to reduce the influence of the human factor, we 
researched/examined possible concepts of machine vision, which, with the help of an RGB 
camera mounted on the ceiling, monitors the robot's work area and triggers security functions 
when the operator enters the work area. Through the validation of individual concepts, we 
selected the most appropriate one, which reliably detected hazards and ensured safety for the 
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Seznam uporabljenih simbolov 
Oznaka Enota Pomen 
   
I / vidno polje 
g / filter 
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g tranformiranka fukncije s filtrom g  
   
   
   
   
   
   
   
   
   
   
   
   







Seznam uporabljenih okrajšav 
Okrajšava Pomen 
  
FPS število sličic na sekundo (angl. Frames Per Second) 
I 4.0 industrija 4.0 (angl. Industry 4.0) 
IR 
R-CNN 
infrardeče (angl. Infrared) 
algoritem strojnega vida (angl. Region-based Convolutional Neural 
Network) 
RGB sistem prezentacije barv (angl. Red, Green, Blue) 
RGB - D sistem prezentacije barv in globine (angl. Red, Green, Blue, Depth) 
RPN omrežje, ki predlaga območja (angl. Region Proposal Network) 
SSD algoritem strojnega vida (angl. Single Shot Detector) 
SVM 
YOLO 
podporni vektorski stroj (angl. Support-vector machine) 








1.1 Ozadje problema 
Nahajamo v času četrte industrijske revolucije, ki jo imenujemo tudi Industrija 4.0 (I 4.0). 
Ta poskuša med drugim tudi s pomočjo pametnih omrežij povezati stroje in ostale prisotne 
dejavnike pri proizvodnem procesu ter tako zagotoviti fleksibilnost in dobičkonosnost 
industrije. 
 
Gre za digitalizacijo proizvodnje imenovano ''Pametna tovarna'' (angl. Smart Factory), ki s 
pomočjo senzorjev in pametnih sistemov, ki delujejo v internetu stvari (angl. Internet Of 
Things), povezuje celoten proces proizvodnje in tako zagotavlja, da lahko izdelke 
kakovostno in zanesljivo izdelamo brez večjih človekovih posegov v ta proces. 
 
V I 4.0 so običajno zraven ročnih montažnih mest prisotne tudi robotske roke, ki delujejo 
avtonomno in s tem nadomestijo človeka ter zmanjšujejo število napak v procesu. Za 
doseganje avtonomnosti je potrebno veliko število senzorjev, s katerimi lahko določimo 
položaj robota v prostoru in s tem natančneje opravimo določene postopke proizvodnega 
procesa. 
 
Robotska roka ima svoje delovno področje, v katero človek iz varnostnih razlogov naj ne bi 
posegal. Če pa človek nehote vstopi v prostor, lahko pride do trka robot-človek. Da bi se 
izognili tej težavi, bi lahko implementirali strojni vid, ki bi nadzoroval delovno področje 
robotske roke in bi samodejno sprožil varnostne ukrepe v primeru neprimernega posega 
človeka v področje robota ter tako preprečil trk. 
1.2 Cilji 
Cilj diplomske naloge je s pomočjo strojnega vida zaznati človeka v delovnem področju 
robota, zato da lahko s pomočjo varnostnih funkcij pravočasno odreagiramo ob nepravilnem 
posegu človeka v robotovo delovno okolje. Primarni cilj je s kamero zaznati osebo, ki vstopi 
v varnostno cono, in sprožiti varnostni signal. V nadaljevanju pa bi robot prilagodil svojo 
gibanje glede na gibanje osebe in s tem omogočil manjše posege človeka v njegovo delovno 





2 Teoretične osnove in pregled literature 
2.1 Pametni robotski sistemi v pametni tovarni 
Danes je avtomatizirana proizvodnja standard, zato je veliko podjetij aktivnih pri uvajanju I 
4.0 in njenih konceptov pametnih tovarn v svoje proizvodne procese. S tem želijo ostati na 
čelu razvoja in biti boljši od konkurence.  
 
Pametna tovarna je tovarna, ki obsega »pametne izdelke, pametne stroje, pametne procese, 
postopke ipd. Hkrati mora biti sposobna upravljati kompleksnosti, mora biti učinkovita, 
fleksibilna in agilna ter robustna, kar pomeni, da mora biti manj podvržena zunanjim 




Slika 2.1: Shema pametne tovarne [2] 
 
Pri pametni tovarni gre za kibernetsko-fizične sisteme, ki nam omogočajo, da damo robotom, 
ki navadno opravljajo le eno ali nekaj zaporednih operacij, umetno inteligenco in jim tako 
omogočimo avtonomno delovanje. Komunikacija med stroji je pri tem bistvenega pomena, 
saj lahko v primeru motenj procesa s pomočjo nadzornih algoritmov in umetne inteligence 
najdemo ustrezno rešitev in prilagodimo delovni proces tako, da nemoteno in brez večjih 
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izgub deluje naprej. V pametnih tovarnah je delovno območje osebe v neposredni bližini 
območja robotske roke, zato lahko hitro pride do nepravilnih posegov osebe v področje 
robota. 
2.1.1 Delovno območje robota 
Odvisno od konfiguracije in velikosti robotovih povezav ter členkov, lahko robot doseže 
zbirko točk okoli sebe, ki predstavljajo delovno področje robota. Oblika delovnega področja 
posameznega robota je povezana z njegovo zasnovo. Področje lahko opišemo z 
matematičnimi enačbami, ki definirajo robotove povezave in členke ter vsebujejo omejitve, 




Slika 2.2: Prikaz delovnih območij za splošne konfiguracije robotov [3] 
Za uporabo v proizvodnem procesu je potrebno preučiti robotovo delovno območje in 
zagotoviti, da bo lahko robot dosegel željene točke. Natančne podatke o delovnem območju 
lahko dobimo iz dokumentov proizvajalcev.  
 
Robotska roka, ki jo uporabljamo v našem primeru je Yaskava HP20 in spada med členkaste 
robote, ki s svojo konstrukcijo posnemajo delovanje človeške roke. Ima šest osi, kar 




Slika 2.2: Delovno področje robotske roke HP20 [4] 
Teoretične osnove in pregled literature 
4 
2.1.2 Pogoni industrijskega robota 
Robota sestavljajo rotirajoče ali translacijske osi, ki mu omogočajo gibanje. Posamezno os 
preko harmonskega gonila poganja električni DC ali AC servomotor, za katerega je značilna 
majhna masa in posledično majhen vztrajnostni moment. Na posameznih oseh so tudi 
merilni sistemi, s katerimi merimo položaj posamezne osi in si s tem pomagamo pri 
pozicioniranju robota [5]. 
 
Osnovni elementi pogona robota so servo regulator, servo ojačevalnik, servo motor z 




Slika 2.3: Principalna shema vodenja robota [5] 
 
Servo regulator je naprava, ki omogoča ročno ali avtomatizirano vodenje servomotorja. 
Njegove funkcije so zagon in zaustavitev motorja, določanje smeri vrtenja električnega 
motorja, nastavite in regulacija hitrosti, nastavitev navora in zaščita pred preobremenitvijo. 
Servo ojačevalnik je običajno sklop servo regulatroja, ki ojača signal na primeren nivo za 
vodenje določenega servo motorja. Servo motor je električni motor, pri katerem merimo 
dejansko hitrost vrtenja in pozicijo oziroma kot pomika gredi motorja. Merimo lahko tudi 
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2.2 Varnost industrijskih robotov 
Pri delu z roboti je prisotnih veliko nevarnosti, ki jih moramo dobro nadzirati in tako 
zagotoviti varnost operaterja. Za preprečitev poškodb moramo v primerih posega operaterja 
v delovno področje robota s pomočjo varnostnih funkcij zasilno ustaviti delovni proces 
robota.  
 
2.2.1 Nevarnosti pri delu z roboti 
Pri delu z roboti je glavna nevarnost za človeka gibanje v delovnem področju robota, saj je 
robot sposoben hitrih in nepredviden gibov, ki lahko osebo poškodujejo. Nepričakovano 
gibanje robota lahko povzroči okvara sistema ali človeška napaka. V osnovi obstajajo tri 
nevarnosti pri delu z industrijskimi roboti [5]: 
 
 Nevarnost trka – možnost, da robotska roka zadane operaterja. Trk je lahko 
posledica nepričakovanega giba robota. 
 Nevarnost stisnjenja – robot stisne operaterja med gibanjem v bližini objektov, ki 
so fiksni (stroji, oprema, ograja …). 
 Ostale nevarnosti – so specifične posameznim robotskim aplikacijam, kot npr. 
nevarnost udara električnega toka, vpliv varilnega obloka, prekomernega zvoka ipd. 
 
Te nevarnosti v praksi običajno izvirajo iz naslednjih dejavnikov: 
 
 Nevarnost krmilnega sistema 
 Mehanske nevarnosti 
 Nevarnost okolja 
 Nevarnost človeških napak 
 Nevarnost perifernih napak 
 
Iz poročil o nesrečah z industrijskimi roboti lahko ugotovimo, da večina nesreč izvira iz 
človeških napak in se zgodijo takrat, ko operater vstopi v delovno območje robotske roke. 
Najpogosteje je operater izpostavljen nevarnostima trka in stisnjenja, ki nastopita med 
programiranjem, učenjem gibanja, vzdrževanjem ali delom v bližini robota. Najpogosteje se 
nesreče zgodijo takrat, ko se robot predhodno ustavi ali giba počasi, nato pa nenadoma začne 
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2.2.2 Zagotavljanje varnosti pri sodelovanju z roboti 
Zagotavljanje varnosti za industrijske robote določajo standardi ISO 10218-1, ISO 10218-2 
in ISO/TS 15066. Ti standardi opisujejo zahteve za industrijske robote v povezavi z varno 
zasnovo in zaščitnimi sredstvi ter nevarnosti, ki so povezane z roboti [6, 7, 8, 9, 10]. 
 
Za industrijske robote, kjer operater vstopa v  delovno področje robota, je potrebno 
zagotoviti vizualno informacijo, kdaj se operater nahaja v delovnem območju robota in kdaj 
ne. Pomembne operacije, ki se uporabljajo za sodelovanje med robotom in operaterjem 
vključujejo [11]: 
 
 Varnostni izklop 
 Vodenje z roko 
 Nadzorovanje hitrosti in varnostne razdalje 
 Omejitev moči in sile 
 
Spodaj sta opisana krepko zapisana ukrepa iz zgornjega seznama.  
 
Varnostni izklop 
Se uporablja za ustavitev gibanja robota, ko operater vstopi v njegovo delovno območje. Ko 
operater delovno območje zapusti, robot nadaljuje svoj delovni proces. 
 
Nadzor hitrosti in varnostne razdalje 
Velja za vse osebe, ki se nahajajo znotraj delovnega območja robotske roke. Ta ukrep 
zagotavlja minimalno dovoljeno oddaljenost robota in operaterja. Njuni relativni hitrosti 
morata biti obravnavani pri izračunu minimalne varnostne razdalje. Če se razdalja med osebo 
in robotom zmanjša pod določeno varnostno razdaljo, se lahko izvedeta dve možnosti: 
 
 Varnostni izklop (opisan zgoraj) 
 Zmanjšanje hitrosti in izvedba alternativne poti gibanja 
 
Ko se razdalja med robotom in osebo spet poveča nad določeno varnostno razdaljo, lahko 
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2.3 Metode zaznavanja objektov v delovnem področju 
robota 
Robot je v pametni tovarni postavljen neposredno v obdelovalni proces izdelka. Tako se 
lahko pred njim nahaja ročno montažno mesto, kjer dela človek. Kot opisano v prejšnjem 
poglavju se večina nesreč zgodi ob vstopu operaterja v delovni prostor robota in ko pri tem 
robot nepričakovano spremeni svoj položaj. Operaterju je potrebno zagotoviti, da lahko 
varno opravlja svoje delo, zato moramo najti načine, ki nam omogočijo zaznavanje oseb ali 
predmetov, ki bi lahko prišli v delovno področje robota in tako povzročili nesrečo. 
 
Uporaba strojnega vida nam omogoča hitro in kakovostno obdelavo podatkov. Tako lahko 
neposredno in v resničnem času obdelujemo posnetke in sledimo osebam ali predmetom ter 
v nevarnih situacijah sprožimo varnostni izklop. Za industrijske namene je potrebno najti 
postopek, ki je dovolj zanesljiv, hiter in poceni ter zahteva čim nižjo računalniško moč. 
 
Pri zaznavanju predmetov s pomočjo strojnega vida poznamo klasične pristope in metode s 
pomočjo nevronskih mrež, ki so v zadnjih letih zaradi velikega napredka strojne opreme 
postale zelo zanesljiva izbira. Poznamo tudi hibridne metode, ki združujejo oba pristopa in 
tako pospešijo razne procese [12]. 
 
V nadaljevanju je potrebno določiti, kaj je glavni namen metode, ki jo bomo uporabili. Tako 
pri klasičnih metodah kot pri metodah z nevronskimi mrežami za zaznavanje 
oseb/predmetov se uporabljajo štirje glavni koraki: 
 
1. Zajem vhodne slike 
2. Ekstrakcija (izvleček) karakteristik 
3. Klasifikacija objektov 
4. Lociranje objektov 
 
Pri zajemu vhodne slike je potrebno določiti strojno opremo, s katero bomo zajemali video. 
Poznamo različne načine, kot so na primer termalna kamera, IR kamera, RGB in RGB-D 
kamere. V tej nalogi se bom osredotočal na zajem slike s pomočjo RGB kamere. Pomemben 
je tudi položaj kamere, ki bo v tem primeru montirana na stropu. 
 
Pri ekstrakciji karakteristik je najprej pomembno opredeliti ta pojem. Karakteristike so 
majhni ''zanimivi'', opisni in informativni deli slike, ki jih poskušamo zaznati z ekstraktorji 
karakteristik. To so lahko na primer robovi ali gradienti prehodov barve na različnih delih 
slike [12]. 
 
Korak klasifikacije je pomemben, ko/če želimo vedeti, kaj smo zaznali na sliki. Na podlagi 
karakteristik slike klasifikatorji podajo verjetnost, da je na sliki določen objekt. Razredi 
objektov so tisti objekti, ki jih poskušamo zaznati: ljudje, sadje, avtomobili ipd. 
 
Po navadi zraven koraka klasifikacije istočasno poteka tudi korak lociranja objektov, kjer se 
določi mejni pravokotnik (angl. bounding box), ki označuje del slike, v katerem se določen 
objekt nahaja. 
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Za izbiro ustrezne metode je potrebno poznati delovanje posameznih metod ter njihove 
prednosti/slabosti. 
2.3.1 Klasične metode strojnega vida 
Klasične metode strojnega vida temeljijo na osnovi slikovnih karakteristik, ki jih poskušamo 
zaznati z ekstraktorji karakteristik, kot so SIFT, SURF, HoG in enostavni algoritmi za 
določanje barvnih pragov ter štetja slikovnih pik. Ti algoritmi niso specifični za posamezne 
razrede, zato jih lahko uporabimo za katerokoli sliko. 
 
Algoritmi za ekstrakcijo karakteristik so v splošnem kombinirani s klasičnimi algoritmi 
strojnega učenja kot so SVM-ji in K-Nearest Neighbours za klasifikacijo posameznih 
razredov. Ker so za postopek klasifikacije bolj uporabne metode z nevronskimi mrežami, 
postajajo klasične metode na tem področju vedno manj pogosta izbira. 
 
Glavni področji, pri katerih se uporabljajo, sta šivanje slik in rekonstrukcija 3D mreže, ki ne 
zahtevata posebnega znanja o razredih in ju lahko dobro rešimo z ekstrakcijo posameznih 
karakteristik. Uporabljajo se tudi za odštevanje ozadja (angl. Backround substraction), 
metodo razlike okvirjev (angl. Frame Difference Method) in optični pretok (angl. Optical 
flow). 
 
Pri klasičnih metodah imamo popoln pregled nad njihovim delovanjem, zato lahko dobro 
presodimo ali bo naša rešitev delovala izven učnega okolja ali ne. Zaradi dobrega pregleda 
nad problemi, lahko te rešimo s prilagoditvijo parametrov in usposobimo program, da deluje 
za širši obseg podatkov. 
 
V sedanjosti se klasične metode uporabljajo takrat, ko je problem mogoče poenostaviti in ko 
jih lahko uporabimo na nizkocenovnih mikrokontrolerjih. Uporabljamo jih tudi v hibridnih 
metodah, da pospešimo delovanje nevronskih mrež. To naredimo tako, da klasične metode 
zaznajo določene karakteristike v slikah ali obdelajo slike in odstranijo moteče dejavnike ter 
tako skrajšajo čas procesiranja in usposabljanja algoritmov z nevronskimi mrežami.  
 
Pri klasičnih metodah se za zaznavanje predmetov in v glavnem tudi oseb pogosto 
uporabljata metoda Haar-cascade in HOG v kombinaciji z linearnimi SVM klasifikatorji. 
 
2.3.1.1 Haar-cascades 
Prva metoda, Haar-cascades, temelji na principu strojnega učenja, kjer je funkcija kaskade 
usposobljena iz številnih pozitivnih in negativnih slik in se pozneje uporablja za zaznavanje 
predmetov na drugih slikah. Algoritem obsega štiri glavne faze [13, 14, 15]: 
 
1. Izbira Haar karakteristik 
2. Ustvarjanje integralnih slik (angl. Integral Image)  
3. AdaBoost usposabljanje 
4. Kaskadiranje klasifikatorjev 
 
Kaskadni klasifikator je sestavljen iz zbirke stopenj, v kateri je vsaka stopnja sestavljena iz 
skupine šibkih učencev (angl. Weak learners), ki so preprosti klasifikatorji. Vsaka stopnja 
se usposablja z uporabo tehnike imenovane boosting. Boosting omogoča natančno 
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usposabljanje klasifikatorja s pomočjo obteženega povprečja odločitev dobljenih s šibkimi 
učenci. Usposabljanje kaskadnega klasifikatorja zahteva niz pozitivnih vzorcev in niz 
negativnih slik. 
 
Vsaka stopnja klasifikatorja na podlagi Haar karakteristik označi trenutno območje, na 
katerem se nahaja drsno okno, kot negativno ali pozitivno. Pozitivno pomeni, da je bil 
predmet najden, negativno pa, da ne. Če je klasifikacija negativna, je na tem mestu končana 
in se drsno okno pomakne na naslednje območje slike. Če je klasifikacija pozitivna, 
klasifikator pošlje položaj okna v naslednjo stopnjo klasifikacije. Le če zadnja stopnja 




Slika 2.4: Primer delovanja Haar klasifikatorja [13] 
 
Haar karakteristike pridobimo iz posameznih slik pri zaznavanju. Dobimo jih tako, da se 
vrednosti slikovnih pik znotraj črnega območja seštejejo skupaj, zatem se seštejejo vrednosti 
v belem območju, nato pa je skupna vrednost belega območja odšteta od skupne vrednosti 
črnega območja. Ta rezultat se uporablja za kategorizacijo podobmočij slik. 
 
 
Slika 2.5: Primer Haar karakteristik [13] 
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Uporabljamo tri vrste Haar karakteristik, ki so prikazane na sliki 2.6. Vrednost karakteristike 
dveh pravokotnikov je razlika med vsoto slikovnih pik v območjih posameznih 
pravokotnikov. Območji imata enako velikost in obliko ter sta vodoravno ali navpično 
poravnani. Za karakteristiko s tremi pravokotniki vrednost izračunamo tako, da seštejemo 
vsoto slikovnih pik zunanjih dveh pravokotnikov in jo odštejemo od vsote v sredinskem 
pravokotniku. Pri tretji vrsti karakteristik s štirimi pravokotniki pa računamo razliko 
slikovnih pik med diagonalnimi pari pravokotnikov. 
 
2.3.1.2 HOG v kombinaciji z linearnimi SVM klasifikatorji 
Histogram of gradients oz. HoG je ekstraktor karakteristik, ki se uporablja z načinom gostega 
vzorčenja s pomočjo mehanizma ''drsečega okna'', ki se pomika od levega zgornjega kota 
proti desnem spodnjemu za korak ene slikovne pike. Ko pridejo do konca, se pomaknejo eno 
slikovno piko navzdol  in ponovno drsijo proti desni. To ponavljajo dokler ne zajamejo 
celotne slike [16, 17]. 
 
Okna so velikosti 1:2 (recimo 150x300), ki jih spremenimo na velikost 64x128 in pretvorimo 
v sliko sivih odtenkov (Slika 2.7 (a)). Nato jih še naprej zardelimo na 8x16 veliko mrežo, ki 
vsebuje mreže 8x8 celic. Na vsaki poziciji okna se za vsako celico izvede ekstrakcija 
karakteristik HoG. Med te karakteristike sodita: 
 
 Velikost gradienta – razlika med intenzitetama sosednjih celic 
 Orientacija gradienta – kot pod katerim se nahaja gradient 
 
Ko izvedemo postopek po celotni sliki dobimo sliko gradientov v posameznem oknu. 
 
Slika 2.6: Slika v sivih odtenkih (a), velikost gradienta v X smeri (b), velikost gradienta v Y smeri 
(c), slika velikosti gradientov (d) in slika gradientov (e)  [17] 
 
Vrednosti posameznih celic 8x8 mreže predstavimo z velikostjo in orientacijo puščic, ki jih 
nato razporedimo v lokalni HOG, razdeljen na 9 delov. Posamezni deli predstavljajo 
orientacije od 0 do180°. Velikost posameznega dela je 20. 
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Slika 2.7: Prikaz vrednosti posameznih celic (levo) in histogram gradientov (desno) [17] 
 
Sedaj je potrebno v celotnem pravokotniku 64x128 združiti vse 8x8 mreže lokalnih 
histogramov v bloke 16x16 slikovnih pik, ki vsebujejo štiri 8x8 mreže in se med seboj 50% 
prekrivajo. Tako dobimo mrežo 7x15 blokov. Pri tem posamezne bloke normaliziramo, da 
se znebimo vpliva svetlobe. 
 
Vsi lokalni histogrami so pravzaprav karakteristični vektorji velikosti 9 in ko jih združimo 
za celotni pravokotnih 64x128 dobimo matriko karakterističnih vektorjev (angl. Feature 
map). Njeno skupno število karakteristik se izračuna po enačbi: 
 
(7 × 15 𝑏𝑙𝑜𝑘𝑜𝑣) × (2 × 2 𝑐𝑒𝑙𝑖𝑐𝑒) × (9 𝑘𝑜š𝑎𝑟) = 3780 𝑘𝑎𝑟𝑎𝑘𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑘 (2.1) 
 
Matrike karakterističnih vektorjev množimo s prej usposobljenimi linearnimi SVM 
klasifikatorji za določen predmet, ki nam podajo odgovor ali se na tem mestu okna nahaja 
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2.3.2 Metode strojnega vida z nevronskimi mrežami 
Hiter napredek razvoja nevronskih mrež, vedno zmogljivejše naprave, večja računalniška 
moč, pomnilniška zmogljivost, zmanjšana poraba energije in višja ločljivost slikovnih 
senzorjev, so izboljšali učinkovitost in znižali stroške metod z nevronskimi mrežami ter 
povečali hitrost širjenja teh aplikacij. V primerjavi s klasičnimi metodami strojnega vida 
nam nevronske mreže omogočajo večjo natančnost pri klasifikaciji, semantični segmentaciji, 
zaznavanju objektov in hkratni lokalizaciji ter preslikavi SLAM. Nevronske mreže so 
odgovorne za velik napredek v sposobnosti prepoznavanja predmetov [18]. 
 
Nevronske mreže so naprave, narejene po vzoru biološkega sistema – človeških možganov. 
Posnemajo delovanje nevrona, člena z velikim številom vhodov in enim izhodom, ki so med 
seboj povezani. Med učenjem se določa jakost teh povezav. Zelo koristen pripomoček so 
predvsem zato, ker so se zmožne učiti iz primerov. Če želimo z nevronsko mrežo opraviti 
določeno nalogo, nam ni potrebno razumeti delovanja notranjih mehanizmov samega 
sistema. Zaradi svoje sestave so zelo hitre in zato ustrezne tudi za zahtevnejše izračune [19].  
 
Aplikacije za zaznavanje predmetov z nevronskimi mrežami so torej usposobljene in ne 
programirane, zato pogosto zahtevajo manj strokovne analize in manj natančne nastavitve 
parametrov za posamezno aplikacijo. Pri usposabljanju se uporabljajo velike baze podatkov 
kot so COCO in Pascal VOC, lahko pa uporabimo tudi lastne baze podatkov in tako 
usposobimo nevronske mreže za zaznavanje katerihkoli razredov. Predstavljajo koncept 
celovitega učenja, pri katerem v računalnik uvozimo nabor slik, na katerih so označeni 
posamezni razredi, nato pa model nevronske mreže na podlagi danih podatkov usposobimo. 
Nevronske mreže v procesu usposabljanja na slikah odkrijejo osnovne vzorce posameznih 
razredov in nato samodejno izdelajo najbolj opisne karakteristike glede na posamezni razred 
objekta. 
 
2.3.2.1 Konvolucijske nevronske mreže za zaznavanje predmetov 
Najpogostejša vrsta nevronskih mrež, ki se uporablja v strojnem vidu za zaznavanje 
predmetov, je CNN (angl. Convolution Neural Networks). To je konvolucijska nevronska 
mreža, ki uporablja filtre za zaznavanje določenih karakteristik, kot so na primer robovi na 
sliki. Filter je le matrika vrednosti, ki jih imenujemo uteži, in so usposobljene za zaznavanje 
specifičnih karakteristik. Kot nam pove njihovo ime je glavna ideja CNN-jev konvolucija 
filtrov na vhodni sliki in s tem ugotavljanje ali je na sliki prisoten določen razred ali 
karakteristika. Metode CNN imajo po navadi več parov konvolucijskih in združevalnih 
slojev [18]. 
 
Konvolucija je matematična operacija med dvema funkcijama 𝐼(𝑥) (vidno polje) in 𝑔(𝑥) 
(filter), kjer je rezultat 𝐼𝑔(𝑥) prav tako funkcija, ki si jo lahko predstavljamo kot 
transformiranko funkcije 𝐼(𝑥) s filtrom 𝑔(𝑥). Konvolucija s filtrom 𝑔(𝑥) in sliko 𝐼(𝑥) je 
definirana s spodnjo enačbo (2.2), oziroma v diskretnem prostoru z (2.3) [20]. 
𝐼𝑔(𝑥) = 𝑔(𝑥) ∗ 𝐼(𝑥) =  ∫ 𝑔(𝑢)
+∞
−∞
𝐼(𝑥 − 𝑢)𝑑𝑢 (2.2) 
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Slika 2.8: Primer konvolucije na 2D sliki [21] 
Konvolucijskemu sloju sledi združevalni sloj, ki se uporablja zato, da pospešimo proces 
usposabljanja in da zmanjšamo količino uporabljenega pomnilnika, ki ga zasede nevronska 
mreža. V tem sloju se odstranijo odvečni podatki, ki jih dobimo po konvoluciji s filtri. Na 
primer združevanje maksimalnih vrednosti (angl. max-pooling) pomika okno določene 
dimenzije (recimo 2x2) s korakom velikosti okna preko konvolucijskega sloja in pri tem kot 
izhodno vrednost vrne največjo vrednost v tem oknu. Ta postopek učinkovito zmanjša 
količino pomembnih slikovnih pik.  
 
Ko gre vhodna slika skozi več parov konvolucijskih in združevalnih slojev, sledi končni sloj, 
ki ga imenujemo ''popolnoma povezani sloj''. Ta je prazaprav sloj iz prejšnje plasti ampak 
razširjen v karakteristični vektor. Njemu sledi izhodni sloj, v katerem se izračunajo ocene 
(zaupanje ali verjetnost), da je na sliki določen razred. Ta izhod se na koncu prenese na 
regresijsko funkcijo kot je Softmax, ki preslika vse na vektor, katerega elementi se seštevajo 
do vrednosti 1. 
 
 
Slika 2.9: Struktura konvolucijske nevronske mreže VGG16 [22] 
 
Teoretične osnove in pregled literature 
14 
 
Pri zaznavanju predmetov z nevronskimi mrežami se najpogosteje uporabljajo trije pristopi. 
Ti so: 
 Faster R-CNNs 
 YOLO 
 Single Shot Detectors 
 
2.3.2.2 Faster R-CNN 
Faster R-CNN je sestavljen iz dveh modulov. Prvi modul je globoko popolnoma 
konvolucijsko omrežje, ki predlaga območja, in ga imenujemo RPN (angl. Region Proposal 
Network). Drugi modul je detektor Fast R-CNN, ki ga uporabimo v predlaganih območjih 
za zaznavanje predmetov. Na naslednjih slikah je predstavljena struktura Faster R-CNN in 
primer uporabe na slikah [23]. 
 
 
Slika 2.10: Faster R-CNN struktura (levo) [24] in primer delovanja Faster R-CNN [24] 
2.3.2.3 YOLOv3 – You only look once 
Večina sistemov za zaznavanje model nevronske mreže uporabi na več lokacijah in v 
različnih skalah slike ter pri tem območja z visoko izhodno vrednostjo označi kot odkritja. 
YOLOv3 uporablja popolnoma drugačen pristop. Na celotni sliki uporabi samo eno 
nevronsko mrežo, ki sliko razdeli na podobmočja in predvideva mejne okvirje in verjetnosti 
za vsako podobmočje. Ti mejni okvirji so obteženi z verjetnostmi napovedi [25]. 
 
V testnem času si sistem ogleda celotno sliko, zato na njegove napovedi vpliva kontekst 
celotne slike. Napoveduje s pomočjo enotne ocene omrežja, za razliko od  sistemov kot je 
R-CNN, ki jih za eno sliko zahteva tisoče. Zaradi tega je YOLOv3 izjemno hiter. Na 
naslednjih slikah je predstavljena struktura YOLOv3 in primeri njegove uporabe na slikah 
[26, 27, 28]. 
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Slika 2.11: Struktura YOLOv3 [24] 
 
Slika 2.12: Primer uporabe YOLOv3 na sliki [24] 
 
2.3.2.4 Single Shot Detectors 
Pristop SSD (angl. Single Shot Detectors) diskretizira izhodni prostor mejnih okvirjev v niz 
privzetih polj v različnih razmerjih velikosti in skalah za posamezno lokacijo matrike 
karakterističnih vektorjev. V času predikcije nevronska mreža ustvari vrednosti za prisotnost 
posameznih razredov v vsakem privzetem polju in proizvaja prilagoditve polj, da se bolje 
ujemajo z obliko predmeta. Zraven tega omrežje združuje predikcije iz več matrik 
karakterističnih vektorjev z različnimi ločljivostmi, da se zajamejo predmeti različnih 
velikosti. SSD je preprost glede na metode, ki zahtevajo napoved predmetov, ker v celoti 
odpravlja oblikovanje napovedi in nadaljnjo fazo ponovnega vzorčenja slikovnih pik ali 
karakteristik ter zajema vse izračune v eni sami nevronski mreži. Zato je SSD enostaven za 
usposabljanje in integracijo v sisteme, ki potrebujejo komponento za zaznavanje. Na 
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Slika 2.13: Primerjava strukture SSD z YOLO [24] 
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2.3.3 Algoritmi za sledenje objektom 
Ko s pomočjo pomnilniško zahtevnejših algoritmov zaznavanja objektov pridobimo lokacijo 
določenih razredov, lahko uporabimo algoritme sledenja objektom, da zmanjšamo potrebno 
računalniško moč. Njihov namen je s pomočjo iskanja položaja predmeta v zaporednih 
slikah videa ustvariti trajektorijo gibanja predmetov skozi čas. Dobesedno je sledenje iskanje 
premikajočega se predmeta ali več predmetov v posnetkih, bolj tehnično gledano pa je 
definirano kot ocena trajektorije ali poti gibanja objekta v slikovni ravnini [30]. 
 
Kot pri zaznavanju objektov obstajajo tudi za sledenje objektom različne metode. Med njih 
uvrščamo sledenje točkam, sledenje jedru in sledenje silhueti. 
 
Sledenje točkam je skupna naloga strojnega vida z različnimi aplikacijami. Med sledenjem 
se gibajoči objekti prikazujejo po njihovih karakterističnih točkah (angl. Feature points). Pri 
sledenju točkam je največja težava zlasti pri lažnem zaznavanju predmeta in izgubi 
predhodno zaznanih predmetov. Prepoznavanje je mogoče poenostaviti z določanjem pragov 
pri zaznavanju teh točk. Predmeti, ki jim sledimo pri tej metodi, temeljijo na merilu 
uspešnosti. Na podlagi meril, ki so smiselna, opredelimo optično točko. Predvidevanje in 
korekcija sta dve fazi, ki sta prisotni v tej metodi. Predvidevanje vključuje uporabo 
trenutnega niza opazovanj in posodobitev za naslednjo stopnjo, ki omogoča boljši približek 
naslednjega stanja. Ravnotežje med predvidevanimi vrednostmi in merilnim šumom se 
ugotovi s pomočjo Kalman filtra. Za določitev vrednosti uteži se uporablja enačba 
modeliranja stanja (angl. Modeling state equation). Ta metoda sledi merjenemu sistemu v 
diskretnih časovnih intervalih [31]. 
 
Sledenje jedru običajno izvajamo z izračunom nestacionarnega predmeta iz zaporednih slik 
posnetka. Gibanje predmeta je v parametrični obliki. Ti algoritmi se razlikujejo glede na 
število predmetov, ki jim sledimo, uporabljeno reprezentacijo in metodo aproksimacije za 
gibanje predmeta. Ilustracija predmeta z geometrijsko obliko je običajno v resničnem času. 
Deli predmetov bodo ostali zunaj predpisane oblike, medtem ko znotraj oblike ostajajo deli 
ozadja, kar je ena od pomanjkljivosti, ki jo je mogoče zaznati pri togih in netrdnih predmetih 
[31]. 
 
Sledenje silhueti lahko uporabljamo, ko imamo opravka z deli slike kot so roke, glava, 
ramena, ki so sestavljeni iz oblik, ki jih ne moremo dobro definirati z geometrijskimi 
oblikami. Cilj tega mehanizma sledenja je s pomočjo objektnega modela, pridobljenega iz 
prejšnjih slik videa, odkriti območje objekta v vsaki sliki posnetka. Model je sestavljen iz 
barvnega holograma, robov predmetov ali konture. Sledenje silhueti lahko razdelimo na 
ujemanje oblik in sledenje konturi [31]. 
 
Če povzamemo, sledenje jedru in sledenje silhueti potrebujeta zaznavanje predmeta le ko se 
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Pomemben del sledilnega sistema je sposobnost predvidevanja, kje bo predmet v naslednji 
sliki posnetka. To je potrebno za ujemanje poti za zaznavanje predmetov in predvidevanje 
položaja med izgubo položaja predhodno zaznanih predmetov. Obstajajo štirje običajni 
pristopi za predvidevanje položaja predmeta: 
 
 Ujemanje blokov 
 Kalman filter 
 Modeli gibanja 
 Filtri za delce 
2.3.4 Koncepti zaznavanja osebe v delovnem območju robota 
Sedaj, ko poznamo delovanje metod zaznavanja in metod sledenja predmetov, lahko 
določimo možne načine zaznavanja osebe v delovnem območju robota. 
 
Prva možostn je uporaba metode za zaznavanje predmetov, ki deluje v vsaki sličici posnetka. 
Prednost je, da zanesljivo klasificira osebo in jo ustrezno locira ter njena prilagodljivost 
usposabljanja klasifikatorja za razne razrede. Tukaj lahko uporabljamo tako klasične metode 
kot tudi metode nevronskih mrež. Nevronske mreže so pri klasifikaciji natančnejše in 
fleksibilnejše glede na željen razred klasifikacije. Slabost koncepta predstavlja velika 
zahtevana računalniška moč, zmogljivost pomnilnika in potreba po usposabljanju 
nevronskih mrež ali klasifikatorjev pri uporabi klasičnih metod. Med te koncepte zaznavanja 
predmetov, ki deluje v vsaki sličici posnetka, sodita: 
 
 HoG + linearni SVM 
 YOLO, R-CNN, SSD, ostali CNN-ji 
 
Drugi možen koncept je uporaba kombinacije metode za zaznavanje predmetov in 
algoritmov za sledenje predmetom. Pri temu konceptu se vsakih nekaj sličic posnetka izvede 
zaznavanje, kjer se klasificira in določi položaj osebe, nato pa se tej osebi sledi s pomočjo 
sledilnih algoritmov. Prednosti te metode so manjša poraba računalniške moči, zanesljiva 
klasifikacija in lociranje predmetov ter prilagodljivost usposabljanja za razne razrede. 
Glavna slabost je potreba po usposabljanju nevronskih mrež ali klasifikatorjev pri klasičnih 
metodah, saj lahko ob neustrezni bazi podatkov pride do odstopanj. Med kombinirane 
metode za zaznavanje predmetov in algoritmov za sledenje uvrščamo: 
 
 HoG + linearni SVM + Sledilec 
 MobileNET SSD + Sledilec 
 
Tretji možni koncept je zaznavanje gibanja, ki ga lahko dosežemo z uporabo klasičnih metod 
za obdelavo slike. Glavne prednosti tega koncepta so hitrost delovanja, majhna potrebna 
računalniška moč ter nastavljivost parametrov. Glavna pomanjkljivost tega koncepta je, da 
v postopku nikjer ne uporabi klasifikacije in lahko tako zazna razrede, ki jih ne želimo. 
Zraven tega ima probleme s predmeti, ki so blizu skupaj, saj jih združi v skupni predmet. Ta 
metoda je:  
 
 Odstranjevanje ozadja/Metoda razlike okvirjev v kombinaciji z obdelavo slike in 
ekstrakcijo kontur 
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2.4 OpenCV in dlib 
OpenCV (angl. Open Source Computer Vision Library) je odprtokodna knjižnica 
računalniškega vida in strojnega učenja. OpenCV je bil izdelan za zagotavljanje skupne 
infrastrukture za aplikacije računalniškega vida in pospešitev uporabe strojne percepcije v 
komercialnih izdelkih [32]. 
 
Knjižnica vsebuje več kot 2500 optimiziranih algoritmov, ki vključujejo obsežen nabor 
klasičnih in najsodobnejših algoritmov računalniškega vida in strojnega učenja. Ti algoritmi 
se lahko uporabljajo za zaznavanje in prepoznavanje obrazov, predmetov, klasifikacijo 
človekovih dejanj v videoposnetkih, sledenje premikajočim se objektom, ekstrakcijo 3D 
modelov predmetov in mnogo drugih, ki jih lahko uporabljamo za urejanje slik in 
videoposnetkov. OpenCV ima prenesenih okoli 18 milijonov uporabnikov in se v veliki meri 
uporablja v podjetjih, raziskovalnih skupinah in vladnih organih. 
 
Skupaj s podjetji kot so Google, Yahoo, Microsoft, Intel, IBM in Sony, ki uporabljajo to 
knjižnico, obstajajo številna zagonska podjetja (angl. Startup), kot so Applied Minds, 
VideoSurf in Zeitera. Uporaba OpenCV-ja sega od sestavljanja slik z ulic, odkrivanja vdorov 
v nadzornih videoposnetkih v Izraelu, spremljanja rudarske opreme na Kitajskem, pomoči 
robotom pri navigaciji in pobiranju predmetov v Willow Garage, vodenja interaktivne 
umetnosti v Španiji in New Yorku, pregledovanja nalepk na izdelkih po vsem svetu do 
hitrega odkrivanja obrazov na Japonskem [32]. 
 
Knjižnica ima podporo za programske jezike C++, Python, Java in MATLAB in je podprta 
na operacijskih sistemih Windows, Linux, Android in Mac OS. V večini se OpenCV nagiba 
k aplikacijam za strojni vid v resničnem času. 
 
Dlib je sodobna C++ knjižnica (podprta tudi v Pythonu), ki vsebuje algoritme za strojno 
učenje in orodja za ustvarjanje kompleksne programske opreme v C++ za reševanje realnih 
problemov. Uporablja se tako v industriji kot tudi v akademskih krogih na širokem področju, 
vključno z robotiko, vgrajenimi napravami, mobilnimi telefoni in v mnogih visoko 
zmogljivih računalniških okoljih. Odprtokodno licenciranje Dliba omogoča, da ga 
brezplačno uporabljamo v katerikoli aplikaciji [33]. 
 
Glavne funkcije dliba so: 
 Dokumentacija 
 Algoritmi strojnega učenja 
 Numerični algoritmi 
 Obdelava slik 
 Grafični uporabniški vmesnik 
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3 Metodologija raziskave 
Cilj zaključne naloge je razviti algoritem za zaznavanje osebe v delovnem območju robota 
s pomočjo RGB kamere, ki je montirana na stropu in ob vstopu operaterja v delovno območje 
robota sprožiti varnostno funkcijo za izklop sistema. Algoritem lahko razvijemo na 
običajnem računalniku, ki ima operacijski sistem Windows, Linux ali Mac OS in ga lahko 
kasneje prenesemo na kompaktnejše mikrokontrolerje. Algoritem lahko razvijemo s 
pomočjo programskega jezika Python. 
 
3.1 Pregled konceptov 
V teoretičnem poglavju ''Koncepti zaznavanja osebe v delovnem območju robota'' smo 
opisali tri možne koncepte za spremljanja položaja osebe v delovnem območju robota. V 
eksperimentalnem delu naloge bomo preverili, kateri od njih je najustreznejši in kaj so 
prednosti/slabosti posameznih konceptov. 
 
Na podlagi obstoječih modelov in njihove predvidene kakovosti klasifikacije smo se 
odločili, da za prvi koncept uporabimo zaznavalec objektov YOLOv3, ki deluje hitro in 
učinkovito glede na ostale obstoječe metode zaznavanja z nevronskimi mrežami. Za drugi 
koncept smo se odločili, da za zaznavanje uporabimo MobileNET SSD in sledilec objektov 
iz knjižnice dlib. Pri tretjem konceptu pa smo se zanašali na funkcije obdelave slik, ki jih 
vsebuje knjižnica OpenCV.  
 
Koncepti, ki jih bomo uporabili, so: 
 
1. Zaznavanje predmetov z YOLOv3 
2. Zaznavanje predmetov z MobileNET SSD in sledilcem knjižnice dlib 









3.2 Strojna in programska oprema 
Vse koncepte je možno razviti na operacijskem sistemu Windows s pomočjo programskega 
jezika Python. Zato smo algoritme razvijali na privatnem prenosnem računalniku HP Omen, 
ki ima nameščen operacijski sistem Windows 10 Home. Njegove specifikacije so zapisane 
na naslednji sliki:  
 
Preglednica 3.1: Specifikacije prenosnega računalnika HP Omen 
Procesor 
Intel® Core™ i7-6700HQ CPU @ 
2.60GHz 
Pomnilnik 16,0 GB 
Vrsta sistema 64-bitni operacijski sistem 
Kamera 720p 30fps 
 
 
Dodatne videoposnetke, ki smo jih uporabljali pri delu smo pridobili na internetu in s 
pomočjo mobilnega telefona Samsung Galaxy A50, ki lahko snema videoposnetke z 
ločljivostjo 1080p pri 30fps. 
 
Za razvoj posameznih konceptov je najprej potrebna inštalacija programskega jezika Python. 
V tem primeru je najustreznejše razvojno okolje Anaconda, ki predstavlja zbirko Pythonovih 
knjižnic za obdelavo in prikaz podatkov, strojno učenje in druge operacije. Enostavno jo 
lahko namestimo tako, da iz spletne strani anaconde [34] prenesemo namestitveni program 
in ga zaženemo. 
 
Ko imamo nameščeno Anacondo moramo s pomočjo ukaznega poziva, ki je del 
operacijskega sistema Windows, prenesti knjižnici OpenCV in dlib. To storimo tako, da v 
ukazni poziv vnesemo naslednja ukaza: 
 
pip install opencv-python 
pip install dlib 
 
 
Sedaj imamo nameščeno vso potrebno programsko opremo in lahko nadaljujemo z uporabo 











3.3 Uporaba posameznih konceptov 
Koncepte smo razvrstili v podmape do katerih lahko dostopamo tako, da se pomaknemo v 




Slika 3.1: Struktura posameznih konceptov 
Koncept 1 
Pri prvem konceptu uporabljamo zaznavalec YOLOv3. Za delovanje potrebuje uteži, ki jih 
najdemo v datoteki ''yolov3.weights'' in datoteko s konfiguracijami nevronske mreže, ki se 
nahaja v datoteki ''cfg/yolov3.cfg''. 
 
Za zagon programa za posamezni videoposnetek moramo v kodi spremeniti 18. vrstico in v 
oklepaj vnesti lokacijo videoposnetka na našem računalniku. Lahko vnesemo tudi število 0, 
ki nam kot osnovo vzame posnetek vgrajene kamere računalnika.  
 
 
Slika 3.2: Del kode za izbiro videoposnetka 




Koncept nam vrne videoposnetek z mejnimi okvirji, za katere poznamo koordinate središčne 
točke in njihove višine ter širine na zaznanih objektih. Zraven tega nam poda verjetnost, da 
se tam nahaja ta določen objekt. Izpisuje še trenutni FPS in na koncu vrne povprečni FPS.  
 
V algoritmu lahko nastavljamo vrednosti minimalne verjetnosti, ki jo mora zaznati 
YOLOv3, da nam vrne mejni okvir. Zamenjamo lahko tudi nevronsko mrežo, ki jo 




Drugi koncept temelji na algoritmu za štetje pešcev [35]. Uporabljamo zaznavalec 
MobileNET SSD za vsakih nekaj sličic posnetka in sledilec iz knjižnjice dlib za sledenje 





Pri tem algoritmu so v kodi dodane možnosti dodatnih argumentov v ukaznem pozivu za 
lažje nastavljanje parametrov. Ti so: 
 
 --prototxt – zahteva datoteko prototxt nevronske mreže. 
 --model – zahteva datoteko caffemodel nevronske mreže. 
 --input – zahteva mesto vhodni videoposnetek. 
 --output – zahteva mesto in ime izhodnega videoposnetka. 
 --confidence – zahteva minimalno vrednost verjetnosti, da se tam nahaja določen 
objekt. 
 --skip-frames – zahteva število sličic posnetka, po katerih izvede funkcijo 
zaznavanja. 
 
Koncept zaženemo tako, da se pomaknemo na mesto, kjer se nahaja ''koncept2.py'' in 
izvedemo naslednji ukaz: 
  
python koncept2.py --prototxt mobilenet_ssd/MobileNetSSD_deploy.prototxt --model 
mobilenet_ssd/MobileNetSSD_deploy.caffemodel --input videos/primer_internet.mp4 
--output output/output_01.avi --confidence 0.7 --skip-frames 15 
 
Vrne nam videoposnetek na katerem z mejnimi okvirji označuje posamezne osebe in jim 
nato sledi s sledilcem. Pri tem jih šteje, izpisuje število oseb ter FPS in na kocu izpiše 
povprečni FPS ter pretekli čas posnetka. Za vsak mejni okvir tako poznamo koordinate 
središčne točke in višine ter širino okvirja. 
 
Koncept 3 
Tretji koncept deluje na podlagi funkcij za obdelavo slik iz OpenCV in omogoča skaliranje 
slike za boljšo preglednost. V algoritmu najprej spremenimo sliko v sliko s sivimi odtenki 
in jo nato obdelamo s funkcijami OpenCV, da zmanjšamo vpliv šuma. V naslednjem koraku 
algoritem odšteje prejšnjo sliko posnetka od trenutne slike posnetka in tako dobimo območja, 






Vhodni videoposnetek spremenimo enako kot pri prvem konceptu, tako da v 8. vrstici kode 
spremenimo lokacijo videoposnetka, ki ga želimo obdelati. 
 
Dodali smo možnost spreminjanja parametrov funkcij za obdelovanje slik, ki jih lahko 







Slika 3.3: Spreminjanje parametrov s pomočjo drsnikov 
Program zaženemo tako, da se pomaknemo na mesto, kje se nahaja ''koncept3.py'' in 




Koncept nam vrne območja trenutne slike posnetka, kjer zazna gibanje in nam vrne 
koordinate središčne točke gibanja ter mejni okvir s koordinato njegove začetne točke 
(zgoraj levo) in koordinato njegove končne točke (spodaj desno). 
 
3.4 Spremenljivke posameznih konceptov 
Preglednica 3.2: Pregled spremenljivk posameznih konceptov 
Koncept Delovanje Spremenljivke 
1 YOLOv3 Model nevronske mreže 
    
Minimalna verjetnost 
zaznavanja 
2 MobileNet SSD + tracker Model nevronske mreže 
    Model sledilca 
    
Minimalna verjetnost 
zaznavanja 
    
Število sličic posnetka 
med zaznavanjem 
3 OpenCV 
Vrednosti parametrov za 
obdelavo slike 
    
Minimalna površina 







V zaključnem delu smo z uporabo posameznih konceptov na realnih primerih ugotovili 
pomembne lastnosti različnih metod stojnega vida in ugotovili, katere izmed njih je najboljše 
uporabljati v določenih pogojih. 
 
4.1 Validacija konceptov 
Validacijo smo opravili z uporabo konceptov na videoposnetku peščev [35], snemanih od 
zgoraj, saj so pogoji podobni kot v industriji, le da je še več motečih dejavnikov okolice. 
Uporabili smo tudi privatni posnetek, ki ni profesionalno posnet in vsebuje veliko motečih 
dejavnikov. 
 
Koncepti delujejo na različne načine, zato je zelo težko najti kriterije validacije za vse skupaj. 
Najpomembnejši dejavnik, na katerega smo se osredotočil je, da so algoritmi pravilno 
zaznali nevarnost, ko se je oseba nahajala v območju robotske roke, ki je v programu 
predstavljena kot rdeči krog. Za pravilno zaznano nevarnost smo upoštevali situacijo, ko je 
algoritem prikazoval nevarnost v celotnem času, ko se je oseba nahajala v delovnem 
območju robota. Spremljali smo tudi povprečni FPS delovanja posameznih konceptov, ki je 
odvisen od potrebne računalniške moči posameznih konceptov. Za koncepte smo preverjali 
tudi število pravilno ter nepravilno zaznanih oseb. Kot pravilno zaznano osebo smo šteli 
tisto, ki ji je algoritem vsaj enkrat pravilno zaznal položaj. Rezultati validacije za posamezni 
posnetek so zapisani v naslednjih tabelah: 
 
Preglednica 4.1: Validacija posameznih konceptov na posnetku iz interneta 
Posnetek iz interneta 
Koncept 1 2 3 
Število oseb 10 10 10 
število pravilno zaznanih oseb 9 10 10 
Število nepravilno zaznanih oseb  1 0 0 
Pravilno zaznane nevarnosti  1/8  1/8 8/8 




Preglednica 4.2: Validacija posameznih konceptov na posnetku od doma 
Posnetek od doma 
Koncept 1 2 3 
Število oseb 4 4 4 
število pravilno zaznanih oseb  2 1 4 
Število nepravilno zaznanih oseb  1  0 0 
Pravilno zaznane nevarnosti  0/3 0/3  3/3 
Povprečni Fps  2  33 30 
 
 
Med validacijo smo identificirali posamezne omejitve in prednosti konceptov, ki so zbrane 
v naslednjih tabelah. 
 
Preglednica 4.3: Prednosti in slabosti koncepta 1 – YOLOv3 




Potrebna velika baza 
podatkov 
Visoka natančnost pri 
zaznavanju 
Visoka računalniška moč 
Veliko obstoječih modelov 
Potrebno model usposobiti 
za določene primere 
  





Preglednica 4.4: Prednosti in slabosti koncepta 2 – MobileNET SSD + sledilec 




Potrebna velika baza 
podatkov 
Visoka natančnost pri 
zaznavanju 
Potrebno model usposobiti 
za določene primere 
Manj računalniško zahtevno 
sledenje predmetom 
Možnost izgube zaznanih 
predmetov 
Visoki FPS   







Preglednica 4.5: Prednosti in slabosti koncepta 3 – OpenCV 
Koncept 3 – OpenCV 
Prednosti Slabosti 
Zanesljivo zazna gibanje 
Ne zazna objektov, ki so na 
miru 
Enostavno prilagoditi za 
posamezno okolico 
Zazna gibanje in ne 
predmetov 
Hitro in učinkovito 
delovanje 
Združi objekte, ki so blizu  
Možnost implementacije na 
mikrokontrolerju 
  
Zazna vse nevarnosti   
 
4.2 Slike uporabe konceptov 
Prikaz pravilnega delovanja posameznih konceptov na posnetku pešcev iz interneta: 
 
 

















Prikaz nepravilnega delovanja posameznih konceptov na posnetku pešcev iz interneta: 
 
 
Slika 4.2: Prikaz nepravilnega delovanja prvega (a) in drugega (b) koncepta na posnetku iz 
interneta 
 
Prikaz pravilnega delovanja posameznih konceptov na posnetku od doma: 
 
 
Slika 4.3: Prikaz pravilnega delovanja prvega (a), drugega (b) in tretjega (c) koncepta na posnetku 
od doma 
 
Prikaz nepravilnega delovanja posameznih konceptov na posnetku od doma: 
 
 




Metode z nevronskimi mrežami so zelo učinkovite pri zaznavanju in klasifikaciji ter so v 
večini primerov boljše od ostalih konceptov, ampak v tem primeru niso najustreznejše, saj 
je potrebno poznati položaj osebe v vsakem trenutku. V nekaterih delih posnetka metode 
nevronske mreže ne zaznajo osebe ali izgubijo že predhodno zaznano osebo ter s tem ne 
zaznajo nevarnosti. Dodatno imajo še problem velike zahteve po računalniški moči in so 
tako cenovno manj dostopne. Drugi koncept, ki zraven nevronskih mrež uporablja tudi 
sledilce, je nekoliko boljši od prvega, saj računalniško manj zahtevni sledilci pomagajo 
obdržati položaj predhodno zaznanih objektov, ampak se v večini primerov vseeno izgubi 
položaj osebe, ko se ta nahaja v nevarnem območju. Tretji koncept je računalniško najmanj 
zahteven in zelo dobro zazna gibanje v prostoru ter ga lahko s pomočjo spremenljivk 
obdelave slik učinkovito prilagodimo za določene pogoje okolice. Zato glede na rezultate 
naše raziskave ugotavljamo, da je za zaznavanje oseb v delovnem področju robota v 
resničnem času trenutno zanesljivejša uporaba klasičnih metod, saj lahko z nizko 
računalniško močjo zagotavljajo ustrezno varnost operaterjev. Menimo pa, da imajo 
nevronske mreže velik potencial in bodo v naslednjih letih z razvojem strojne opreme postale 
zanesljivejša izbira. 
 
Ugotovili smo, da je za naš problem ustrezen le tretji koncept, saj v vsakem trenutku zazna 
nevarnosti in tako omogoča učinkovito nadzorovanje delovnega območja robota. Tretji 
koncept lahko enostavno prilagodimo za posamezno aplikacijo. Edini problem, ki smo ga 
zaznali je, ko oseba stoji na mestu in se ne giba. Ocenjujemo pa, da v primeru zaznavanja 
nevarnosti to ni bistvenega pomena. Možnosti izboljšave vidimo v združevanju posameznih 
detekcij koncepta, ki so si blizu, v večje skupno območje, kjer se nahaja oseba in pri tem 
shranjevati njihove pozicije, kot jih pri drugem konceptu shranjujejo sledilci. S tem bi lahko 
nadzirali tudi pozicijo osebe, ko se ta ne premika. Druga možna izboljšava bi bila 









Glede na zastavljeni cilj zaznavanja osebe v delovnem območju robotske roke je pogoje 
izpolnjeval le tretji koncept. Delovanje posameznih konceptov bazira tako na algoritmih 
klasičnih metod kot tudi na algoritmih metod z uporabo nevronskih mrež. Pri nalogi smo se 
osredotočili na zaznavanje človeka v delovnem področju robota in takojšnjo prepoznavanje 
nevarnosti situacije: 
 
1) Zasnovali smo tri koncepte zaznavanja človeka v delovnem področju robota in 
zaznavanje nevarnosti. 
2) Ugotovili smo, da sta trenutno za obdelavo posnetkov v resničnem času ustreznejši 
klasični metodi odštevanje ozadja in metoda razlike okvirjev.  
3) Dobljeni rezultati pomenijo, da je smiselno implementirati varnostne sisteme s kamero 
in s tem povečati varnost operaterja ter pospešiti določene procese v proizvodnji.  
4) Ugotovili smo pomankljivost usposobljenosti obstoječih modelov nevronskih mrež za 
primer posnetka osebe od zgoraj in da zaradi njihovega delovanja v vsaki sličici 
posnetka izgubljajo že predhodno zaznane objekte.  
 
Doprinos dela je v prepoznavanju prednosti in slabosti posameznih metod zaznavanja osebe 
v delovnem območju robota in pripomore k izbiri ustrezne metode za posamezno 
industrijsko aplikacijo. S tem lahko izboljšamo varnost avtomatiziranih industrijskih 
sistemov, pospešimo proizvodnjo ter zmanjšamo vpliv človeškega faktorja pri proizvodnji. 
 
Predlogi za nadaljnje delo 
 
Ugotovljene rešitve imajo veliko možnosti za nadaljnje delo. Ena izmed možnosti je, da bi 
tretji koncept optimizirali tako, da bi že zaznana območja gibanja shranili in preverjali ali je 
bilo zaznano novo območje ali je bilo tisto območje zaznano že prej. Lahko bi uvedli tudi 
klasifikacijo v zaznanih območjih in tako dodatno izločili šum iz okolice. S pomočjo zaznane 
nevarnosti bi lahko delovno področje razdelili na podobmočja in bi za posamezno 
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