Abstract-Studies concerning G-MPLS based optical networks have often so far neglected the effects of control procedures on the system performance: in path provisioning, in particular, set-up and tear-down of an optical circuit have been modelled as ideal events occurring instantaneously. Actually, the state-ofthe-art optical networks are often equipped by semi-or nonautomatic control systems, characterized by manual or temporized procedures. These procedures enforce time constraints in the provisioning of optical circuits. Based on these constraints, in this paper we have classified a set of connection set-up and release policies and we have described how to associate these policies to realistic network control system layouts. Finally we have evaluated the effect on performance of the various policies, applying our control scenarios to the connections offered in two well-known case-study networks. Simulation results are analyzed and commented, keeping our conclusions independent of the specific control system realization and time scale.
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Index Terms-Optical networks, control system, blocking probability I. INTRODUCTION Routing of on-demand connections in optical networks has been subject of rising interest in these last years. New control plane standardizations such as G-MPLS and ASON and fast and agile switching technology are paving the road towards the deployment of new generation optical networks able to meet the requirements for a lightpath-on-demand network service.
In an ideal scenario a connection request is immediately set up (on-demand service) and it is released as soon as the application finishes using the service. In practice, the set-up and tear-down events are not instantaneous events, but require a time to be carried out. The time taken by the provisioning procedures very much depends upon agents involved in carrying out those operations. Most optical networks of the current generation basically offer only the Pre-Assigned Bandwidth (PAB) service: connection set-up and tear-down is negotiated by the customer and the network operator entirely off-line and procedures for circuit (de)activation are carried out by the network operator manually reconfiguring (or re-designing) the network. Set-up and tear-down delays are in the order of days or weeks, so long that the network can be regarded as a static system. An improvement has been achieved recently This work was partially supported by EU IST Network of Excellence ePhoton/One. introducing the so-called Permanent-Connection (PC) service: connection requests are issued on-line by the subscribers to the Network Management Plane (NMP) by means of suitable management interfaces; the NMP operates the reconfiguration by controlling (usually remotely exploiting a centralized control equipment) the involved network elements. The PC service allows shorter (de)activation times, mostly taken by the network reconfiguration operations, since the on-line operatorcustomer information exchange greatly reduces times for service negotiation.
Optical networks are today ready to make a further leap and to become actually dynamic systems. Standardization activity and a lot of research work has been dedicated to the definition of the new Automatically Switched Optical Network (ASON) paradigm [1] . At the same time, the Network Control Plane (NCP) has radically evolved with the introduction of the Generalized Multi-Protocol Label Switching (G-MPLS) architecture, oriented to create a unified multi-layer NCP, extended from the IP to the optical network layer.
Next-generation optical networks will exploit a G-MPLS signaling system in order to dynamically provision the Switched-Connection (SC) service. A request for an SC is issued by a network application directly to the NCP. The NCP (based on a distributed intelligence in G-MPLS) controls Obviously, in the ASON/G-MPLS scenario provisioning is implemented on-demand with very short delays compared to the PAB and PC services. Nevertheless, lightpath set-up and tear-down do not occur instantaneously also in the SC service. LSP-Setup and PATH-Tear procedures [2] involve the co-operation of several protocol instances located in different nodes of the network that must exchange information. Setup and tear-down delays are due to four main components. The first one is the time required for information propagation through the network, i.e. the signalling delay. The second component is the time needed by a node to recognize changes in the network state and to update its network data-base. Database updating can not be carried out continuously in order to avoid getting the network congested by control traffic: it has to 0-7803-9439-9/05/$20.00 ©2005 IEEE be carried out periodically, selecting time-outs and aging counters in each node. The last two delay components are: controlinformation processing within the nodes and reconfigurationtime of the optical switch. In this paper we would like to focus the attention on the information-updating periodicity. The latter two components, strictly implementation-dependent and likely smaller than the first two, will not be considered. We also do not consider the signalling propagation delay: being the complete separation between control and data channels a new basic features of ASON/G-MPLS, the signalling propagation delay is rather difficult to predict starting from the optical network features. This latter issue will be investigated in future studies.
Most of the works appeared in literature so far on dynamic traffic have assumed an ideal provisioning with instantaneous set-up and tear-down of connections [3] , [4] : at the arrival instant, in a network node, the request is routed immediately (if resources are available) and is kept alive exactly for the actual request duration. Based on these hypotheses, network performance is evaluated and network ability to support the offered traffic is analyzed. This kind of approach neglects a central aspect in network management: the delays that can affect the connection set-up and release according to the typology of control system that is adopted. This difference between ideal and real behavior has a direct effect on the network performance in terms of blocking probability as a function of the offered traffic. Some previous works in literature have studied the performance of different G-MPLS signaling schemes [5] and have investigated the open issues before widescale deployment of automatic optical control planes [6] , [7] . In this paper, we would like to investigate the issue by simulating a dynamic optical network in which network provisioning is non-ideal and is affected by delay. We A service level agreement (SLA) [8] is a formal contract between a service provider and a subscriber that contains detailed technical specifications called service level specifications (SLSs) . An SLS is a set of parameters that together define the service offered to a traffic stream in a network [9] . SLA format and SLS contents are not yet standardized specifically for optical networks.
However a proposal for an O-SLA (Optical-SLA) [8] recently appeared in literature. Among the new parameters which have been proposed for the O-SLA , we focus on the setup-time, which is strictly related to the time con- straints imposed by the control system. Connection setup time has been defined as the time interval needed to activate a connection since the request is submitted to and negotiated with the SP. This connection set-up time is expressed in seconds, minutes, hours or even days, according the customer characteristics and requirements. For an operator, a longer time to establish a connection means more time to guarantee resources allocated to this connection by properly optimizing routing and wavelength assignment or rearranging the network configuration. Table I [8] shows an example of specification of the connection setup times for the different classes of service. Connection setup time can assume different meanings. For (PAB-like) leased line and preprovisioning bandwidth services, it represents the time between service ordering and service provisioning; a relatively long time can be tolerated, involving administrative processes and possibly some manual network configuration. For bandwidth on demand (PC-and SC-like) service, we deal with more real-time automatic provisioning, and the order of magnitude proposed for the connection time parameter is radically shorter. So, it is reasonable to assume a higher price for services well approximating an on-demand response (ideal behaviour, with no delay for activation) and a lower price for set-up systems implying consistent delay for the resource allocation to the incoming request.
The rest of the paper is organized as follows. In Sec. II we briefly introduce the dynamic traffic simulator that we have exploited to carry out our analysis. In Sec. III we describe a set of set-up and release policies that can be adopted coherently with different typologies of the control system. In Sec. IV the different policies are compared by applying them to realistic case-study networks and the results obtained are analyzed and discussed. In Sec. V we draw some conclusions and outline guidelines for future work.
II. DYNAMIC TRAFFC SIMULATOR Let us explain how dynamic traffic is managed in our simulator [10] . We assume that the network has been already loaded by a given amount of static connections. After this first static design phase, dynamic requests for optical connections arrive to the network control system from the upper transport protocol layers at random time. Each request is characterized by a source node, a destination node and a finite random duration of the connection. At each arrival of a new request the control system applies a heuristic Routing, Fiber For each policies identified below we will discuss its relation with T parameter, that expresses the acceptable delay for a connection to be set up. The measurement occurs after a sufficient number of requests have been recorded by the simulator, so that the system may be considered to be in statistical equilibrium. The check of this condition is carried out by measuring the mean standard deviation of the blocking probability and imposing that new events are generated until such deviation is below a pre-foxed percentage of the blocking probability estimator value.
A. Ideal case
In the ideal case a connection is processed and immediately routed and, once the holding time comes to its end, resources are released without any delay. This means that the network is capable to manage dynamic traffic in a fully automatic way. In this scenario 6=0 and T is a priori satisfied. Fig. 1 shows how the incoming connection is mapped in the network. The black segment represents the connection request; the projections of the extremes on the x-axis represent the set-up and release instants. In this case the arrival instant t of the connection corresponds exactly with the set-up instant tp (t = tp), and the release (final) instant tf corresponds exactly to the sum of the arrival time and the holding time h (tf = tp + h). [11] . 2 illustrates the behavior of a semi-permanent connection. This scenario has no fully realistic counterparts, but it is aimed at modelling a static network where the connections are released on a very large time scale. From now on, this case will be used as an upper bound on blocking probability performance. It should be noted that in this case the set-up occurs as in the ideal case. Since performance are already very degraded by the infinite holding time, it would not make sense to consider a set-up delay for the semi-permanent connections. C. Holding-time Granularity (HTG) case A SP can decide to sell circuits only for prefixed periods of time which are multiple of a given basic time-slot. Nowadays, this kind of commercial model is already applied, especially for domestic users. We extend this paradigm to optical circuits, which could be leased only for durations which are multiple of a basic period g.
The SP optical network has to be capable to allocate resources to the incoming connection along time intervals which are multiple of g. In Fig. 3 we show how the connection request is managed by the network in HTG case. When a customers requires a connection of duration h, the network:
* evaluates the number of periods i to support the customer's request, so that h + 0 = i g (where 0 is the extra time the connection is held up to achieve total duration multiple of g); As a consequence, requests have to wait for a delay time 6 < g before being served: the period g becomes a key factor to define the class of service that can be offered by a SP.
In Fig. 4 we show how the connection request is managed by the network in STG case. The network serves an incoming connection in the following way: * evaluates the delay time 6 to be waited before the connection could be served;
. the connection is routed at instant tp = t + 6; * the connection is released at the instant tf = tp + h + 6. and releases all the connections whose holding time is expired during this time interval. The mechanism is shown in Fig. 5 for the three requests r1, r2, r3, whose duration is hl, h2, h3, respectively. The first request is routed at instant tp, = g, i.e. the final instant of the time window when the connection r, has arrived, while r2 and r3 are served at instant tp2 = tp3 = 2g, corresponding to the final instant of the second slot. Then r1,r2, r3 are released at the end of the time window during which the connection holding time expires. In our example, since 2g < h, < 3g, g < h2 < 2g and 0 < h3 < g, release times will be tf1= tp1 + 3g, tf2 = tp2 + 2g, tf3 = tp3 + 9. So two delay terms deteriorate the network performance: the first term is the delay 6 experienced before the connection is served; the second term is the extra time 0, lost after the connection is expired to reach the next reconfiguration instant before releasing the resources. This latter term has only an effect on network performance, while the former represents also a degradation in the class of service of the connection [8] . Both 6 and 0 depends of the time slot g: increasing g will increase the average values of 6 and 0.
IV. PERFORMANCE COMPARISON Two sets of simulations have been carried out considering two realistic case-study networks, namely the USA NationalScience-Foundation Network (NSFNET) and the European Optical Network (EON). Their physical topologies, shown in Fig. 7 , have been derived from data reported in Ref. [12] and Ref. [13] for NSFNET and EON, respectively. A number W = 32 of wavelengths per fiber has been chosen to carry out all the experiments. Nodes have not been equipped with wavelength conversion, so that routing is subject to the wavelength continuity constraint, that imposes the lightpath of a given connection to be routed on a single wavelength along all the links of path.
First, the two networks have been designed, optimized (minimizing the total number of fibers) and preloaded with static traffic using the tool described in [14] . The optimization phase of each of the two networks has been solved in the hypothesis of static traffic matrices, defined starting from data based on real traffic measurements and reported in the two papers cited above (Refs. [12] , [13] ).
In particular, each topology has been pre-loaded with 1:1 protected traffic: in 1:1 protection each working path has a dedicated and preplanned backup path, which is activated only in case of a link failure along the working path. The routing metric is a combined Least-Loaded and Shortest-Path routing whose efficiency has been demonstrated in previous works [10] .
In all the cases network blocking probability Pb has been considered as the basic performance parameter. used and all the OXCs have been assumed to be active independent dynamic traffic generators. Connection holding time is distributed according to a negative exponential distribution. All the results displayed are obtained when the network system has reached the statistical equilibrium under constant average load.
Before going through the results, it is worth noting that in our simulation we refer to a basic time unit: the average connection holding time has been set to 10 time units and the value of g has been varied from 2 (i.e. the 20% of the holding time) to 15 time units (i.e. the 150% of the holding time).
A. Holding time granularity (HTG) Fig. 8 In Table II we report the average value of ( a of g. Obviously 0 < a < g. Increasing g, not only a increases, but also the ratio /1g, which grows 0.4 for g = 2 to more than 0.6 for g 15. Fig. 8 Finally, we can conclude that for high values of g the main term of degradation is represented by the length of the interval between two reconfiguration instants, while for low values riod between of g the traffic load becomes the key-term in defining the Pb variation probability that a connection is refused by the network 
V. CONCLUSION AND FUTURE WORK
We have analyzed the performance, in terms of blocking probability, of optical networks loaded by dynamic traffic considering that the set-up and tear-down procedures are not automatic, but subject to time constraints. These constraints can be related to various technological or control system characteristics.
Three scenarios have been identified and analyzed: the network is able to provide connection with fixed duration, multiple of a basic slot (HTG); the network sets up the connections only at prefixed instants, multiple of a basic slot g (STG); the network can can set-up and release the connection in prefixed instants, multiple of a slot g (RIG) .
Simulations show that worst performances arise in the RIG case, which contains HTG and STG as particular cases. For low values of offered traffic and of g, STG achieves the best performance. Increasing these two parameters, HTG reaches lower blocking than STG: the reason of this inversion in performance is that STG forces a large number of connections to be routed in the same (set-up) instant, introducing peaks of traffic which can saturate the network more likely than an uniformly distributed traffic, even if this traffic is suboptimally managed (as in HTG case, where the connection are held on for an extra-time to comply to the control constraints in the network).
Other aspects of effects of control system constraints on network performance are left to be investigated in future works. First of all, the role of signaling delay in the dynamic network: according to the duration of connections and to the technology deployed in the network (e.g. switching technology) the delays introduced by signaling in optical network can assume a nonnegligible entity, playing a key-role which is worth to be studied. Then, further study is needed to explore other patterns of traffic different from the Poissonian, in order to verify if results obtained under such hypothesis are confirmed in case of more peaked or self-similar distribution of traffic. 
