Theoretical studies of charge transport in deoxyribonucleic acid (DNA) and peptide nucleic acid (PNA) indicate that structure and dynamics modulate the charge transfer rates, and that different members of a structural ensemble support different charge transport mechanisms. Here, we review the influences of nucleobase geometry, electronic structure, solvent environment, and thermal conformational fluctuations on the charge transfer mechanism. We describe an emerging framework for understanding the diversity of charge transport mechanisms seen in nucleic acids.
Introduction
Understanding and controlling charge transfer (CT) in nucleic acids (NA) has far-reaching implications in biology and biotechnology [1, 2] . CT may influence protein-deoxyribonucleic acid (DNA) interactions in vivo [3] and certainly plays a central role in DNA damage and repair [4, 5] . The self-assembly properties of NAs can be used to build nanomechanical and potentially even nanoelectronic structures [6] . In addition, the CT properties of NAs can be exploited in biosensors and microarrays [7, 8] .
Experimental and theoretical efforts of the last two decades indicate that electron/hole transport in DNA is mediated primarily by the stacked nucleobases [9] [10] [11] . Positive charges (holes) localize on the most easily oxidized guanine (G) bases, while negative charges (electrons) localize on the most easily reduced thymine (T) bases. Therefore, from the hole CT perspective, G:C(C represents cytosine) base pairs are hole traps while A:T stacks (A represents adenine) are barriers [4, 12] . For electron transport, A:T (G:C) base pairs are electron traps (barriers) [13] . In this review, we focus on NA hole transfer.
Many long-distance DNA CT experiments indicate weak distance dependence for the CT rate [1, [14] [15] [16] [17] [18] . NA CT at short distances shows an approximately exponential drop of rates with increasing donor-acceptor separation [19] [20] [21] . Electrical conductivity measurements also show a wide range of CT behavior in NAs [22] , including the behavior characteristic of a conductor [23] , a semiconductor [24, 25] , or an insulator [26] . The source of this diversity of behavior remains a puzzle. Many DNA CT mechanisms have been proposed, including ballistic transfer [14] , coherent single-step superexchange [27] , incoherent multi-step hopping [28, 29] , conformationally gated ballistic transfer [30] , and polaronic transport [31, 32] . Transitions from superexchange to hopping in G-G hole transfer were predicted [33] [34] [35] [36] , and observed [21, 37] , for donor-acceptor G pairs separated by A bridges. Most CT models assume hole tunneling over short distances and hopping over larger distances, typically above 3-4 base pairs, although the turnover distance depends on the energetics of the hole donor and acceptor [38] . Indeed, tunneling-hopping transitions are observed in conjugated polymers [39] , and the crossover presumably arises when the propensity for carrier injection exceeds the tunneling probability. Seminal contributions of H. B. Gray and his group have recently shown that tunneling-hopping transitions can also be engineered into proteins [40] , consistent with earlier indications of multi-step hopping pathways in proteins [41, 42] . Despite progress, attempts to establish quantitative descriptions of NA experimental data using superexchange and hopping models lead to significant contradictions and paradoxes. For example, fits of a detailed kinetic-quantum model of superexchange and thermally activated hopping [12] to experimental G to GGG charge transfer data of Giese [21] did reproduce the experimentally observed cross-over from exponential to soft distance dependence for the ratio of oxidative damage yields at G vs GGG (Y GGG /Y G ). However, the experimentally observed soft distance dependence for Y GGG /Y G at large G to GGG separations could not be fit simultaneously with the relative values of experimental Y GGG / Y G measured at very short and very long G to GGG separations. Our studies show that CT in NAs is strongly coupled to non-equilibrium fluctuations that cause qualitative changes in hole localization. Explicit treatment of these fluctuations may resolve many of the paradoxes in NA CT.
Like DNA, peptide nucleic acid (PNA) forms double stranded (ds) helices through WatsonCrick base-pairing [43] [44] [45] [46] [47] [48] . The PNA duplex adopts a P-form geometry, ( Figure 1A ), whose achiral backbone can switch between right-and left-handed helical structures unless chemically locked [49] . PNA can also displace one strand in ds-DNA to form a high affinity PNA/DNA complex [50, 51] . Unlike DNA, the electrically neutral aminoethylglycine backbone allows PNA to form self-assembled monolayers (SAMs) ( Figure 1B ) with high surface coverage [52] [53] [54] [55] . The PNA bases form a helical π stack similar to the one in DNA [45, 48, 56] , suggesting that PNA may also support hole conduction. Indeed, recent experiments indicate that PNA CT is reminiscent of DNA CT [52] [53] [54] [55] . The structural differences between PNA and DNA broaden the experimental and theoretical database for NA CT systems and provide a fresh perspective on CT mechanism. For example, PNA has a larger helical pitch and a smaller helical twist compared to DNA ( Figure 1A) , causing a larger π-overlap among neighboring bases.
While DNA has been the subject of extensive theoretical investigations by several leading groups [10, 28, 29, 32, 38, , this review focuses on work in our group investigating CT mechanisms in both PNA and DNA. The influence of NA structure, NA conformational dynamics, and solvent on NA CT has been explored [53, 54, 61, 62, 82] , and we describe our current perspective on how these various factors affect the mechanism and rate of NA CT. The general framework for analyzing charge transfer parameters described here could potentially be used to study NA systems, other than PNA and DNA, in which charge transfer is mediated by the nucleobases. Very recently, Maie et al. demonstrated ribose nucleic acid (RNA)-mediated charge transfer through U(Uracil)-A duplexes that exhibit a dual distance dependence for short and long NA bridge lengths, akin to PNA and DNA [83] . Other NA candidates include locked nucleic acid (LNA) [84] , mixed DNA-PNA [51] or DNA-RNA [85] duplexes, and methylated PNA [49] , although charge transfer through these NA has not yet been demonstrated.
Mechanisms of DNA CT
We now review some of the proposed CT mechanisms in NAs (see Figure 2A) . We describe the earliest instances (to the best of our knowledge) where each mechanism was introduced for DNA along with experimental support for each mechanism. However, it is important to recognize that the significance of each specific mechanism is limited. Recent experiments [86, 87] and theoretical studies [53, 54, 61, 77, 82, 88, 89] show that NA structural flexibility and interactions with a dynamic solvent medium create significant modulation in NA electronic properties and CT mechanism. We show in this review (section 4), that a mixture of the mechanisms described below must be considered for any NA sequence.
Ballistic or wire-like charge transport with and without conformation gating
In the ballistic or wire-like CT mechanism [14] , the stacked nucleobases create a delocalized -band through which injected charges can propagate. If the ballistic CT is conformationally gated [30, 90] , then thermal fluctuations are required to establish the ballistic pathway. The ballistic mechanism was suggested by Barton and Turro [14] to rationalize observations of rapid (picoseconds timescale) photoinduced CT between rhodium and ruthenium metallocomplexes intercalated in a DNA stack. Friesner and coworkers suggested [33] , using multilevel Redfield theory, that transport via a conduction band could thus be established in DNA. A conformationally-gated version of the ballistic transport model was proposed to account for multiple rates (5ps and 75 ps) of deazaguanine oxidation by ethidium bromide intercalated in DNA, measured using femtosecond transient absorption and fluorescence upconversion spectroscopy. The longer 75 ps oxidation timescale was interpreted as the time required to form an ethidium bromide-DNA CT-active conformation [30] .
Single-step superexchange
Superexchange CT [27, 91, 92] occurs when the donor/acceptor and bridge energies are separated by large energy gaps, so that the donor and acceptor states are well localized. Tunneling is assisted by D-A electronic mixing via the states of the intervening bridge. Superexchange CT in DNA finds support from theoretical calculations on short DNA sequences. Our early studies in the superexchange regime indicated that tunneling in DNA would be "protein-like", with exponential decay constants ~ 1 Å −1 . [27, 59, 93] Support for the superexchange mechanism comes from experiments that find exponential decay of the CT rate in short DNA sequences [19, 20] .
Multistep A-hopping
In the A-hopping mechanism [28, 29] proposed for sequences with GC base pairs separated by AT base pairs, thermally-activated hole injection occurs from a donor G to a neighboring A nucleobase [28, 29] . Subsequently, the charge hops incoherently among A nucleobases to arrive at an acceptor G [28, 29] . The first charge transfer step from donor to bridge is rate limiting because it is endergonic. Once on the bridge, subsequent CT hops involve ΔG ~ 0 reactions among bases in contact. The A-hopping model predicts an approximately inverse relation between distance and CT rate. Experiments on DNA, PNA, and RNA fragments have found such an inverse relation between CT rate and distance for distances beyond ~3-5 AT base pair bridge in DNA, 4 AU base pair bridge in RNA, and 8 T nucleobase bridge in ss-PNA, and explained their data on the basis of hopping CT [37, 55, 83] .
2.4.Multistep G hopping
In G-hopping [94, 95] , a hole transits among G nucleobases, mediated by the intervening As. This model was used to rationalize the dramatic (orders of magnitude) increase in CT rates upon replacing AT base pairs with GCs for donor-acceptor pairs separated by an all-AT bridge [96] . The G-hopping model is also consistent with AFM and STM experiments on DNA fragments that find the resistance of DNA to decrease with an increase in the DNA Gcontent [97] [98] [99] .
2.5.Variable-range hopping
Thermally-activated hopping among mixed localized and delocalized charge states is termed variable-range hopping [100, 101] . The extent of (de)localization of the charge across the sites is temperature-dependent [100, 101] . The probability of hopping between two sites is a product of an Arrhenius activation factor and a term that decays exponentially with increasing distance between the sites. The variable-range hopping model describes the experimentally observed [102] temperature dependence of conductance in λ-DNA [101] . This model also explains [100] the distance independence of CT yield through long AT bridges in G to GGG hole transfer experiments.
2.6.Phonon-assisted polaronic hopping
The hole and its polarization cloud is likely delocalized over several base pairs. Polarization arises due to electron density redistribution in the NA molecules themselves [31] and/or due to reorientation of the solvent molecules [32] , with thermally activated polaronic motion. The polaron model was used to rationalize data from experiments [31] , that show that the efficiency of radical cation migration through long (10-55 base pair) DNA sequences changes little with distance (independent of how frequently AT base pair runs are interrupted by GC pairs). It was proposed [31] that delocalization of charge over several bases causes "averaging" of the DNA structure, leading to strand-independent radical cation migration yields.
Distance dependence of the experimental CT rates and relation to CT mechanism
The numerous CT mechanisms predict different distance dependences (see Figure 2B ) of the CT rate and the experimental distance dependence of CT rates is often used to support specific CT mechanisms [19, 21, 37, 55] . Experiments indicate that the CT rates in NAs often decrease rapidly with distance at short distances, and very weakly with distance at longer distances. The change in the rate of decrease occurs at 3-4 bridging AT bps in G to GGG hole transfer [21] , 2 bridging AT bps for stilbene hole donor and acceptor [37] , and 8 T bridging bases in ss-PNA meditating the CT between an electrode and the PNA-bound ferrocene [55] . The different superexchange to hopping cross-over bridge lengths seen in ss-PNA and ds-DNA are in accordance with a two-mechanism theory derived earlier [38] , which predicts that two different mechanisms dominate NA CT at short and long distances and that the distance of transition from one mechanism to the other grows with the tunneling (or carrier injection) gap. While multiple mechanisms are needed to describe the transition from strong to weak distance dependence for the range of known experimental systems [33] [34] [35] [36] , a quantitative fit to experimental distance-dependent CT rates in NAs [21, 37, 55] , even using combined mechanisms, is not available.
4.The effect of nucleobase structure, nucleobase conformational dynamics, and solvent on NA CT
The fit of a specific model to CT data depends on the choice of parameters, including the geometry and energetics of the donor, bridge and acceptor. Although early molecular dynamics and quantum chemical studies on oligo-peptides and proteins emphasized the effect of structural fluctuations on electronic coupling [103, 104] , the computation of NA CT parameters was largely based upon idealized structures, until recently [10, [71] [72] [73] , This approach has evolved over the last few years as atomistic simulations were adopted to sample NA geometries and to explore how fluctuations influence ensemble CT properties [53, 54, 57, 58, 69, 70, 74, [77] [78] [79] [80] [81] 89, 105, 106] . We highlight emerging views on NA-CT derived from such atomistic simulations coupled with electronic structure analysis.
4.1.Tunneling barriers for NA CT
Charge transfer may be adiabatic, nonadiabatic, gated, or relaxation limited [60, 107] . Nonadiabatic CT, which occurs for NA systems with well-separated (by one or more base pair) donor-acceptor traps is described by the high-temperature expression: (1) λ is the reorganization energy, Δ 0 is the reaction free energy, k B is Boltzmann`s constant, T is the temperature and V DA is the electronic coupling between donor and acceptor which subsumes the description of the bridging medium for CT. The energy difference between the charge donor and bridge states (tunneling barrier) is a key parameter for NA CT and determines the extent to which activated (hopping or ballistic) CT mechanisms compete with superexchange tunneling CT. The most common approximation to the tunneling barrier height for hole transfer is the oxidation potential difference of the hole donor and the bridge. The barrier to tunneling (Δ barrier ) is actually different from this redox gap. First, the medium polarization response to the extra charge on the bridge at equilibrium is different from that in the non-equilibrium virtual (superexchange) state. Second, thermal fluctuations of donorbridge energies produce an ensemble of barrier heights. We examine these two issues below. Figure 3 shows three Marcus free energy parabolas for hole donor (G d ), bridge (G b ), and acceptor (G a ) as a function of a generalized reaction coordinate.. The difference in oxidation potentials (expressed in eV) between donor and bridge states is the difference in the minimum energies of the hole states on the donor and bridge:
4.1.1.Bridge reorganization energy contributions to the tunneling barrier-
However, the tunneling barrier should be calculated at Q * , the value of the reaction coordinate where hole transfer occurs. Additionally, the minimum of the G b curve need not occur at Q * . From geometric arguments, the averaged tunneling barrier ( Figure 3 ) is (2) Here Λb = 0. In reference 54, the measured CT rates across ss-PNA (TTTXTTT) SAMs correlate with the oxidation potential of the central nucleobase X (X=G,C,A or T). Eq. 3 was used within a superexchange model to estimate the value of the bridge reorganization energy b from fits to experimentally obtained electrochemical rates [53] . For oxidation potential values taken from the literature, a range of bridge reorganization energies Λ≈0-0.68 eV were found. Uncertainties in the estimate of Λ b arose from: 1) uncertainties in the electrochemical rate data [53] and 2) uncertainties in nucleobase oxidation potentials [108, 109] . Using electrochemical data for nucleobase oxidation potentials from Seidel et al. [108] to fit the rate data [53] gave Λ b 0-0.26 eV, while using the electrochemical data for nucleobase oxidation potentials reported by Boussicault and Robert [109] to fit the rate data [53] gave Λ b 0.31-0.68 eV. The upper limit of 0.68 eV is comparable to the ferrocene donor-acceptor reorganization energy (λ~0.7 eV) and approximately doubles the tunneling barrier height estimated by oxidation potential differences between donor and bridge groups. Thus, bridge reorganization energy contributions can significantly increase the tunneling barrier heights.
4.1.2.
Thermal fluctuations of electronic energy levels-The tunneling energy gaps in D-B-A systems are proportional to the "vertical" differences in energies among the donor and bridge hole states. A Koopmans' theorem-like approximation [61, 70, 110] allows estimates of the hole state energy differences of nucleobases based on the difference in the highest occupied molecular orbital (HOMO) energies of the corresponding neutral systems. We analyzed the distribution of HOMO energies for G and A nucleobase geometries sampled in molecular dynamics (MD) simulations of single nucleobases [82] and from short DNA and PNA sequences (CATG) [61] in solution. The DNA simulations included counterions that balance the backbone charge to make the simulated systems neutral. In all of the simulations, the HOMO energy distribution for both G and A are nearly Gaussian, with standard deviation of ~0.1 eV ( Figure 4A ). The difference in HOMO energies of ~0.25 eV between isolated A and G bases extracted from the CATG sequence was slightly lower than that obtained from simulations of single nucleobases in solution (~0.33 eV). The widths of the G and A HOMO energy distributions (~0.1 eV) are comparable to the average HOMO energy separation between G and A nucleobases (0.25-0.33 eV), suggesting that thermal fluctuations bring the energies into frequent resonance, producing structures with electronic orbital delocalization. Indeed, in our computations ~1% of structures are near degenerate with an energy gap ΔE(G-A) = EHOMO,G -EHOMO,A < 0.1 eV. We note that the electronic structure calculations above do not include the solvent. It is known [74, 77, 82, 111] that solvent effects can further broaden the nucleobase energy distributions to standard deviations of about 0.3-0.4 eV. The solvent effect is discussed in section 4.5 below. The combined effects of solvent and NA structural fluctuations allow for more instances of a vanishing tunneling energy gap than either effect would produce alone.
The validity of using neutral structures with a Koopmans' framework may be limited because: (i) the geometry of the doublet cations (DC) G •+ and A •+ is approximated by the geometry of the neutral nucleobases and (ii) the interactions of the DC with the surrounding solvent is assumed to be the same as for the neutral nucleobase. The second assumption is particularly troubling, since charge polarizes the solvent. We discuss the validity of assumption (ii) in section 4.5. The validity of assumption (i) was tested in combined quantum mechanics/molecular mechanics (QM/MM) simulations of neutral G and A, and of DCs G •+ and A •+ nucleobases [82] . The nucleobases were treated quantum mechanically, while the solvent was treated classically. The results show ( Figure 4B ) that oxidation does not significantly change the average nucleobase geometries. However, the structural fluctuations around the average geometries do change upon oxidation. The root mean square deviation (RMSD) of the structure over 800 snapshots for the G base obtained from MM, QM/MM and QM/MM DC simulations are 0.16 Å, 0.13 Å and 0.03Å, respectively. Thus, the charged species show smaller geometrical fluctuations than do their neutral counterparts.
What implications do these results have for the hole tunneling energy gap? The average energy gap for the DC bases, is E SOMO,G -E SOMO,A = 0.33 eV (SOMO = singly occupied molecular orbital) and that derived from the Koopmans' theorem-like approximations for the neutral system is E HOMO,G -E HOMO,A = 0.25 eV. Notably, these numbers are in agreement, as are the standard deviations of the energy gap distribution (~0.1 eV in all cases). These results support approximation (i)
Effects of structural diversity on NA CT
Structural diversity arises from non-equilibrium fluctuations around an average. Atomistic MD simulations allow sampling this diversity in environments of experimental relevance [53, 61, 69, 70, 77, 78, 81, 89] . Next, we review how fluctuations in nucleobase geometries and more global fluctuations in the nucleobase helicoidal parameters create a structurally diverse ensemble to modulate NA-CT properties.
4.2.1. Changes in nucleobase geometry-Subsection 4.1.2 examined the effect of thermal fluctuations on energy gaps. We now show that fluctuations in nucleobase energies correlate with fluctuations in nucleobase geometries. Figure 5 shows the correlation of nucleobase geometry metrics with the nucleobase HOMO energy [61] . The HOMO energies of the isolated bases showed no correlation with the "global" changes in the base structure. For example, neither the base planarity (as measured by the program mir [112] ) nor the RMSD of the base structure from equilibrium correlate with the HOMO energy ( Figures 5A and 5B). However, a substantial correlation is seen between the HOMO energies and the lengths of chemical bonds of the nucleobase ( Figures 5C and 5D ). Both G and A nucleobases showed a pattern ( Figure 5D ) of alternating chemical bond lengths, that correlated positively (red in Figure 5D ) and negatively (blue in Figure 5D ) with the HOMO energy. The bond fluctuations were uncorrelated with each other [61] . Presumably, bond fluctuations affect conjugations to modulate the HOMO energies. The HOMO energy fluctuations of the nucleobases that constitute the donor, acceptor, and bridge directly affect the CT rate and mechanism. For example, fluctuations of donor and bridge energy levels bỹ 0.1 eV, for donor bridge average energy separations of ~0.3 eV speed up the D-A tunneling rate by several orders of magnitude; a fluctuation that brings the donor and the bridge into resonance may result in charge injection into the bridge, launching a hopping CT process.
The view that CT in DNA/PNA is gated by local conformational fluctuations complements simulations of Barnett et al. that predict an ion-gating mechanism for hole transport in a "frozen" DNA structure [76] . Voityuk and co-workers [88] showed that the oscillations of hydrogen atoms within the Watson-Crick hydrogen bonds significantly influence the electronic structure of the DNA base pairs. All of these factors: bond length fluctuations, hydrogen bonding fluctuations, and ionic motion, have similar magnitude effects on the D-B-A energy levels. Thus, an accurate description of electronic structure correlation with CT mechanism in NAs requires including all three effects discussed above. The effect of counterions is absent in PNA due to its neutral backbone.
4.2.2.
Changes in helicoidal base step geometries-Nucleobase helicoidal parameters -shift, slide, rise, roll, tilt, and twist -modulate the distances among nucleobases as well as the base-base orbital overlap [113] (Figure 6 ). We have calculated the near zero bias conductance for the three ss-PNA base systems with the sequence T-X-T, where X=A,C,G, or T as a function of the nucleobase helicoidal parameters [53] . The near zerobias conductance is known from theory to be related linearly to CT rates [114, 115] . We have scanned PNA nucleobase helicoidal step parameters and calculated the conductance for each snapshot. Figure 6 shows that the conductance is indeed sensitive to the helicoidal parameters with changes in rise, twist, and shift producing the largest changes in conductance. From basic theoretical considerations, CT in ss-PNA should depend on the energies of the individual nucleobases as well as on the coupling among nucleobases. Since the electronic energies of individual nucleobases are determined primarily by intra-base geometry (vide supra) and weakly sensitive to interbase separation, we conclude that changes in conductance with nucleobase helicoidal parameters arise from changes in nearest neighbor interbase couplings. Indeed, Troisi and co-workers reached similar conclusions from computational studies of DNA fragments [57] .
Conductance (or CT rate) sensitivity to nucleobase geometry is ensemble or time averaged in most experiments. Thus, correlating experimental CT rates with NA sequence or structural properties is a challenge [53] . Recent studies of four ss-PNA fragments (T-T-T-X-T-T-T; X=G, A, C or T), showed a correlation between measured charge transfer rates and the oxidation potential of base X. A superexchange model [91, 92] assuming fixed interbase couplings, with variable tunneling energy gaps set by X, provides a satisfactory description. However, theoretical analysis shows that conductances sampled from nucleobase geometry snapshots of the core T-XT structure, revealed a more involved microscopic picture. Figure  7 shows the calculated conductance (σ) versus the energy gap parameter D SF = 1/(ε F − ε m=HOMO ) 2 for each T-X-T system. A strong correlation is seen between the averages <σ> and <D SF > for the four systems (correlation coefficient of 0.95). Applying Koopmans' theorem, differences in the ensemble averaged HOMO energy of the four T-X-T systems are approximately equal to differences in oxidation potentials of the four X nucleobases (A,G,C and T). The simple linear correlation between <σ> and <D SF > thus indicates that the average coupling of X with its neighboring Ts is similar, independent of the identity of X, which explains the simple linear dependence of conductance on the energy gap in Figure 7 . the considerable scatter in the conductance values for specific snapshots arises from molecular conformations with similar energy gaps, but different interbase couplings. Figure  7 shows a weak correlation between the calculated conductance and D SF for each specific T-X-T fragment. Thus, the nearest neighbor couplings vary considerably for each T-X-T system: σ is modulated more strongly by nearest neighbor coupling fluctuations than by orbital energy fluctuations. Indeed, averaged measurements mask the interplay between these two kinds of fluctuations. In a recent theoretical study, Voityuk proposed a model for DNA where averaging of the electronic coupling reduces the dependence of the CT rate on specific NA conformations that differ in their helicoidal parameters [68] .
Diversity of donor-acceptor hole state localization
The structural variability of nucleobase energies and nearest neighbor base-base couplings causes large fluctuations in the donor and acceptor state localization. For instance, CT through the model DNA sequence GAAAGGG, is often used to study G to GGG CT [12, 38, 95] . Non-equilibrium NA conformations exist where the left terminal G and the neighboring As are momentarily isoenergetic and strongly coupled so that the hole state (donor) is delocalized [61] . In the application of the generalized Mulliken-Hush (GMH) scheme to compute superexchange electronic couplings the donor, acceptor and bridge states are approximated by the HOMO, HOMO-1 and HOMO-2 of the sequence, respectively [70, 110] . Fluctuations in the squared electronic couplings computed for an MD trajectory are shown in Figure 8 for DNA and PNA. The values of <V DA 2 > were calculated to be ~4 × 10 −5 eV 2 in both cases. However, these averages were significantly influenced by several MD snapshots with V DA 2 values several orders of magnitude larger than the average, up tõ 1 × 10 −2 eV 2 . Excluding the single largest peak from the statistics changes the mean squared coupling by ~20% for both DNA and PNA. As we show below, the large values of the electronic coupling (several orders of magnitude larger than the mean squared values) arise from snapshots where the donor/acceptor states mix strongly with the bridge. In such cases, CT from G to GGG does not take place via superexchange and cannot be described within a GMH framework.
In order to explore the structural origins of the large coupling snapshot values, the highest lying molecular orbitals of the core segment (HOMO through HOMO-2) were analyzed. Figure 8 shows the spatial distribution of those orbitals for two DNA snapshots (the results are similar for PNA), for structures with typically small |V DA | values ( Figure 8C and 8D) , and for structures with the largest |V DA | values ( Figure 8E and 8F ). The structures with small |V DA | have HOMO density localized predominantly on one G, HOMO-1 density on the other G, and HOMO-2 density on one of the bridging As (not shown) in accordance with CT across a G(A) n G. framework. In contrast, the large |V DA | structures ( Figure 8E and 8F) have a significant amount (≥10 %) of HOMO and HOMO-1 amplitude on the bridging bases. The bridging states come into resonance with the donor or acceptor, thereby violating the basic superexchange and GMH assumptions that the bridge is energetically separated from the donor and acceptor. Conversely, each occurrence of a HOMO/HOMO-1 with bridge delocalization resulted in a large GMH calculated |V DA | value. CT in these special structures with significant charge density on the bridge would not correspond to pure G-to-G superexchange; rather, the hole is delocalized onto the bridge, initiating CT via a hopping or resonant mechanism. As such, the electronic coupling between terminal Gs cannot be computed for these structures within a GMH framework. Figure 9 shows the HOMO and HOMO-1 computed for PNA and DNA. Overall, 17 localization patterns were found, and the frequency of occurrence is somewhat different for DNA versus PNA. In a few snapshots, HOMO & HOMO-1 were delocalized over three bases, spanning the entire NA sequence (e.g., cases XIV and XV in Figure 9 ). To summarize, the location of the donor, bridge and acceptor states are strongly dependent on the NA conformation and have to be determined, before specifying a CT mechanism.
How many bridge states mediate charge transfer?
In D-B-A calculations of CT through NAs, a single molecular orbital per base model is often used. Is this model sufficient? We have addressed this question by including the full electronic structure of the NA bridge (INDO/s level on nucleobases only) to calculate the tunneling conductance of four T-X-T (X=G, C, A or T) ss-PNA fragments [53] .
The coherent transmission T(ε f ) through a short ss-PNA fragment, at tunneling energy ε f , was decomposed into a sum of contributions from each molecular orbital (MO): T(ε f ) = Σ i SF i (ε f ). The sum runs over all filled and empty MOs of the ss-PNA, and the scoring factor SF i (ε f ) gives the contribution of the i th MO to the transmission at energy ε f [53] . Figure 10A shows the average contribution of filled and empty MOs to the conductance. For all four T-X-T systems, the highest-filled orbitals have the largest computed contribution to hole transfer, and the scoring factor drops rapidly as the MO energy gap to ε F grows. However, the number of orbitals with significant contributions to the total transmission T tot varies, depending on the identity of base X. By switching off contributions in the transmission expression from individual orbitals, MO contributions to the conductance were assessed (see Figure 10B) .
The top 3 (T-G-T), 5 (T-A-T), 38 (T-C-T), and 42 (T-T-T) filled orbitals are
required for the sum to converge to 80% of the total conductance.
The dramatic difference in the number of orbitals that contributes to the conductance of T-X-T sequences with purine vs pyrimidine X, is rationalized on energetic grounds. A purine at X places the bridge HOMO ~ 1 eV closer to ε F than would a pyrimidine at X (since the oxidation potential of purines is ~ 1eV lower than that of pyrimidines). This difference results in a smaller scoring factor for the pyrimidine HOMO than for the purine HOMO ( Figure 10B ). Since the contacts between the TXT bridge with the donor and acceptor induce a coupling, the scaling of the HOMO energy also affects other filled orbitals coupled to the HOMO. For purine-containing PNAs, the contribution from these few highest-filled orbitals dominates the conductance. However, for pyrimidine-containing systems, the relative contribution of the highest filled orbitals is weaker, and the relative contribution of the lower-lying orbitals is larger.
The number of bridge MOs mediating CT in the above T-X-T systems can be significantly larger than the number of bridging nucleobases, particularly when the nucleobases are the same (e.g. the T-T-T case, discussed above). The observation that a large number of bridging MOs is required to describe CT when the tunneling energy gap is large is particularly relevant for describing transport across isoenergetic bridging units, as in the case of systems with identical AT bridges [21, 37] .
When one or more bridging MOs are resonant with the donor, relaxation effects need to be included in modeling the kinetics and mechanism. If bridge relaxation rates are much lower than the CT timescale, resonant MOs will dominate the transmission [116] and a single bridge orbital is sufficient to describe CT. On the other hand, if bridge relaxation rates are comparable to the CT timescale, hole relaxation on the bridge would lower the resonant CT rate and lower energy MOs could contribute to hole transport.
Participation of solvent in NA CT
Solvent can hydrogen bond with nucleobases, participate in proton coupled redox reactions, screen charges, localize charged states, and contribute to reorganization energies [1, 62, 76, [117] [118] [119] [120] [121] . Solvent reorganization is especially important when polaron transport [1] and charge delocalization [120, 122] mechanisms are operative. Modeling the structure and fluctuations of the solvent around a nucleobase is therefore of great relevance to NA-CT.
We have examined how water influences the structure and energetics of free G and A nucleobases in solution and modulates NA-CT. [82] Classical MD and mixed QM/MM simulations were used to model neutral G and A as well as DC G •+ and A •+ in solution. We compared the electronic structure and geometry of neutral and charged nucleobases in solution and evaluated the structure of the solvent needed for the HOMO/SOMO (the MOs most relevant to NA-CT) energies to converge. The orbital energies of G and A (and of G •+ and A •+ ) are shown in Figure 11 to depend on the radius of the water sphere. The energies do not converge until the radius exceeds 20 Å (30Å). Convergence is much slower for the SOMO energies of charged species (G •+ and A •+ ) than for the HOMO of neutral G and A. However, the energy gap between the A and G (and between G •+ and A •+ ) orbitals converges at a solvent radius of ~15Å, a radius much smaller than is required for convergence of the orbital energies.
The radius of the water shell also has a profound effect on the tunneling energy gap E db between the donor G and bridging A for NA hole transfer. Including solvent and base structural fluctuations, as well as explicit water, lowers E db from 0.33eV (MM G to A HOMOs with no water) to 0.2eV (MM or QM/MM G to A HOMOs with water). Interestingly, the energy gap between G and A (computed using the Koopmans' theoremlike approximation) differs from the gap calculated for the doublet cation radicals G •+ and A •+ . The radical cation energy gap is smaller (~0.13 eV) when water is included as point charges in the electronic structure calculations. The radical cation energy gap decreases further to ~0.08 eV when the waters closest to the base are included explicitly in the electronic structure calculations (waters further away are treated as point charges). These calculations address approximation (ii) of section 3.1.3 associated with the Koopmans' theorem-like approximation for determining hole state energies with electronic structure calculations of the corresponding neutral systems. We conclude that, in order to obtain accurate energies, it is necessary to include the solvent not just in the MD simulations of charged DC species but also in the subsequent electronic structure analysis as well. Including water in the electronic structure calculations also increases the width of the HOMO (SOMO) energy distribution arising from solvent fluctuations, for both neutral and charged species, from ~0.1 eV to ~0.3 eV respectively (explicit and implicit descriptions of solvent give the same widths).
Role of NA structure in CT
Many early studies of CT in DNA were motivated by the stacked aromatic nucleobase structure [123] . The relevance of other aspects of NA structure (e.g., backbone, double helix, and ionic condensation) to CT, remain under intensive study. In this context, studies on DNA synthetic analogs, which retain some structural aspects of DNA while excluding others, present an exciting opportunity. Indeed, the neutral pseudo-peptidic backbone of PNA enables a stronger binding of the double helix relative to DNA while retaining the aromatic stacking and eliminating counterions. A larger π-overlap among neighboring bases is expected in PNA due to the larger helical pitch and a smaller helical twist compared to DNA (Figure 1A ), 4.6.1. PNA vs DNA in solution-MD simulations of CATG sequences show PNA to be more flexible than DNA. This difference was attributed to the neutral backbone in PNA [61] . To assess the influence of PNA flexibility on CT rates [61] , we divided the MD generated ensemble of structures into two classes: superexchange snapshots and hopping snapshots. CT for the superexchange snapshots occurs between the terminal Gs. These snapshots are characterized by well-localized (> 90% amplitude) HOMO/HOMO-1 on the terminal Gs (see Figure 8C and 8D). The hopping snapshots have charge delocalization (> 10% of HOMO/HOMO-1 amplitude) on the bridge (see Figures 8E, 8F and 9 ). The hopping snapshots have much larger donor-acceptor electronic couplings relative to the superexchange snapshots, since the hopping snapshots have a much shorter distance between the bridge localized states and the donor (see also subsection 3.2.3) compared to the G to G distance. In the case of superexchange snapshots, the calculated value of <V DA 2 > for PNA was ~3-4 times larger than for DNA. This difference in mean squared V DA values arises largely from the enhanced geometric overlap between the neighboring Gs and As (8.59 Å 2 for PNA vs 0.65 Å 2 for DNA based on simple geometric projection). The large spatial overlap of PNA nearest neighbor nucleobases arises from the smaller helical twist in PNA relative to DNA ( Figure 1A) . The difference in <V DA 2 > values produces hole superexchange rates in PNA that are likely to be several times larger than in DNA for fixed base pair separation distance, provided solvent reorganization energies are about the same. PNA is also expected to show larger hopping or resonant charge transfer rates than DNA. Structural snapshots with significant charge density on the bridge ( Figure 8E and 8F) occurred more frequently in PNA than in DNA (~18% of the snapshots in PNA vs ~ 9% of the snapshots in DNA as shown in Figure 8A and 8B). We attribute this effect to the larger structural flexibility of PNA, which modulates the interbase couplings that enhance the frequency of bringing the bridge into resonance with the donor and acceptor states. In summary, CT rates in both hopping and superexchange regimes are expected to be larger in PNA than in DNA because of the greater structural flexibility of PNA and enhanced π-π overlap.
4.6.2.
Rigid vs floppy ss-PNA-Evidence from MD simulations indicates that ss-PNA fragments have a propensity to collapse with loss of base stacking [53] . Simulations of seven nucleobase ssPNA fragments TTTXTTT (X=G, A, C or T), indicate that the flexible PNA backbone produces a variety of bent conformations, where the stacking of nucleobases is disrupted. Conductance values calculated for the central T-X-T fragment are small and do not correlate with the identity of the central base X. A second simulation on PNA constrained to near its initial well-stacked structure (extracted from PDB ID 1PUP [56] ) freezes the global conformation of the PNA backbone to the 1PUP structure, while providing the nucleobases with rotational mobility around the unrestrained C 7′ -C 8′ and C 8′ -N 1 /N 9 bonds (Figure 12 ). In the constrained ss-PNA structures, the calculated conductance values of the T-X-T fragments are orders of magnitude larger than in the unconstrained case and correlate with experimental redox potentials of the central base pair, consistent with electrochemically measured kinetics. This trend indicates efficient tunneling mediated by the nucleobases [53] . For the surface coverage in electrochemical experiments, the molecules are expected to be "standing up" on the metal surface ( Figure 1B) and it is conceivable that stacked nucleobases mediate CT. Extension of the theoretical analysis to floppier ss-PNA systems may come from experiments on ss-PNA SAMs with low PNA coverage [124] .
4.6.3. Interstrand and Intrastrand charge transport in ds-PNA-In double stranded NA systems, the nucleobases mediating CT can reside on the same strand (intrastrand CT) or both strands (interstrand CT). Experiments on short DNA demonstrate that interstrand coupling and CT are weaker than intrastrand coupling and CT [125] . Calculations on short ds-PNA TA-XY-TA (where XY=GC, CG, AT or TA) fragments were used to assess the nature of intrastrand and interstrand coupling. Electronic structure calculations were performed on ensembles of short double stranded PNA fragments generated by MD simulation. The computations suggest that, as with DNA, a penalty for interstrand crossing exists for PNA in solution compared to intrastrand transport. Figure 13 shows the computed energy distribution of filled MOs for an ensemble of ds PNA structures. The three highest lying MOs (blue, red and yellow distributions) are energetically well separated from the other MOs (gray distributions) for all systems. These top three orbitals, which are localized primarily on the purines, provide dominant channels for charge transport in these PNA systems. The three highest lying filled orbitals for systems with dominant interstrand pathways (Figure 13 top row) are energetically lower, on average, than the corresponding orbitals in systems with dominant intrastrand pathways (Figure 13 bottom  row) . This is the case since purines placed on the same strand have the highest filled orbitals with less delocalization on the pyrimidines (compared to the case of purines distributed over both strands). We have found that the strong intrastrand coupling among purines in TA-TA-TA or TA-CG-TA systems allows at most 1% (average 0.2%) or less of the HOMO amplitude to mix onto the T bases. In contrast, the weaker interstrand purine coupling in the TA-AT-TA or TA-GC-TA systems allows as much as 15% (average 1%) of the HOMO amplitude to mix onto the T bases. The lower energy of the HOMO for the TA-AT-TA or TA-GC-TA systems relative to the TA-TA-TA or TA-CG-TA systems thus arises from the larger contribution of the T bases in the former structure. The same trends, i.e. greater localization of the MO on the purines for intrastrand coupling relative to purines with interstrand coupling, are seen for the HOMO-1 and HOMO-2 orbitals.
Intrastrand nucleobase couplings were found experimentally [125] and computationally [126] to be stronger than interstrand couplings in DNA. The analysis in this section indicates that, as with DNA, intrastrand CT rates are expected to be larger than interstrand rates in PNA as well.
Furthermore, the smaller helical twist of PNA compared to DNA increases the intrastrand base-base overlaps and couplings. Thus, the contrast between inter-and intrastrand CT rates is predicted to be larger in PNA than in DNA.
Conclusions
Exploring NA-CT requires knowledge of donor to bridge energy gaps as well as donorbridge, acceptor-bridge, and bridge-bridge electronic couplings. Our studies, which involve simulations of solvated NAs, establish a framework for evaluating these CT properties and their modulation by the environment. We have shown (subsections 4.1, 4.3, and 4.4) that the bridge participates in hole transfer to a greater extent than was previously appreciated. The average donor (G) to bridge (A) energy gaps found in our studies are on the scale of tenths of eV. Since this is comparable to the donor-bridge electronic coupling as well as thermal fluctuations of the donor and bridge hole state energies seen in our studies, there is significant flickering delocalization of donor charge onto the bridge. This theoretical observation has serious consequences when assigning CT mechanisms to NAs. Based on our simulations, mixed CT mechanisms (see section 2) co-exist in NAs. Quantitative interpretations of experimental distance dependent data of the type shown in Figure 2B require appropriate weighting of accessible mechanisms. We have shown (section 4.2.2) that average CT rates obtained from experiments can mask large variations in the CT interactions arising from structural dynamics even in the pure superexchange regime. We have described evidence (subsections 4.1.2 and 4.5) for the participation of solvent in the shifting and broadening the NA electronic structure. Finally we have described CT studies of PNA which are proving to be valuable for understanding structural effects in NA-CT processes in general. (A) Structures of DNA (idealized B-DNA constructed using model.it: http://hydra.icgeb.trieste.it/~kristian/dna/model_it.html) and PNA (X-ray structure [56] , PDB ID 1PUP) with the sequence CGTACG. A side view and a top view are shown for each molecule. The quoted values of the helix diameter represent the diameter of the circular cross-section normal to the helix axis (B) Electrochemical setup for the ss-and ds-PNA charge transfer studies in references [52] [53] [54] [55] . PNA monolayer cartoons have been adapted from references [53] and [54] . Marcus donor-bridge-acceptor parabolas for nonadiabatic hole transfer illustrate the profile of free energy G along the generalized CT reaction coordinate Q. The three parabolas do not have the same curvature (k a ≠ k a ≠ k b ), in general. Dependence of nucleobase electronic properties on geometry (adapted from Supplementary Information in reference [61] ) (A) Donor-acceptor coupling V DA shows no correlation with the DNA structural fluctuations as measured by the RMSD of the DNA instantaneous structure from the highest-V DA structure. (B) HOMO energy of a nucleobase shows no correlation with the nucleobase planarity as measured by the program mir [112] . (C) HOMO energy of a nucleobase shows a weak correlation with specific C-C bond lengths, e.g., the Ade C 4 Variation of PNA conductance σ with the change in standard nucleobase step parameters [113] . The Slide, Shift, and Twist parameters affect the aromatic rings' overlap on adjacent nucleobases while the Rise parameter affects the plane-to-plane distance between the nucleobases. The Roll and Tilt parameters affect both the overlap and the interbase distance simultaneously. Figure adapted from Supplementary Information in reference [53] . Calculated conductance for four ss-PNA fragments T-X-T (X=A, C, G, T) vs. the inverse square of the energy gap: 1/(ε F -ε HOMO ) 2 (adapted from reference [53] ). The data points are from an ensemble of 500 PNA structures generated for each PNA sequence by classical MD. Despite the absence of any correlation between the conductance and the tunneling barrier for each sequence, the averages correlate extremely well between the four sequences. Distribution of the DNA and PNA MD structures of the CATG segment according to the HOMO and HOMO-1 localization. Color of a given nucleobase indicates significant amplitude of HOMO (red), HOMO-1 (blue) or both (purple) on that nucleobase. The amplitude of an orbital on a given base is considered to be significant if at least 10% of the charge density of that orbital is present on that base. The figure is adapted from reference [61] . Distribution of MO energies for four TA-XY-TA systems (XY = GC, CG, AT, TA) generated by classical MD simulations for the top filled MOs. The top three MOs, shown in dark blue, red and yellow colors, are energetically well separated from the rest of the MO manifold (light blue). E F denotes the Fermi level. The insets show a schematic view of different CT pathways. The dominant pathway (green) involves the top three filled MOs that are mostly localized on the purine bases (green circles). The figure is adapted from reference [54] .
