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Abstract--This paper deals with the development ofdecomposition ofdomains methods related to 
the discretization, by collocation-interpolation methods, of continuous models described by nonlinear 
partial differential equations. The objective of this paper is to show how generalized collocation and 
domain decomposition methods can be applied for problems where different models are used within 
the same domain. © 1999 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
A standard solution technique of nonlinear initial-boundary value problem for partial differential 
equations i the generalized collocation-interpolation method, originally proposed as differential 
quadrature method. This method, as documented in [1], as well as in some more recent devel- 
opments [2,3], discretizes the original continuous model (and problem) into a discrete (in space) 
model, with a finite number of degrees of freedom, while the initial-boundary value problem is 
transformed into an initial-value problem for ordinary differential equations. 
This method is well documented in the literature on applied mathematics. It was proposed 
by Bellman and Casti [1] and developed by several authors in the deterministic and stochastic 
framework as documented in Chapters 3 and 4 of [4]. The validity of the method, with respect 
to alternative ones, e.g., finite elements and volumes [5,6], Trefftz methods [7,8], spectral meth- 
ods [9,10], is not here discussed. However, it is well documented that the method can provide a 
useful discretization of continuous models and efficiently deals with nonlinearities including the 
ones related to implicit boundary conditions. These features make the method interesting for 
engineering applications, as it is documented in the recent review paper by Bert and Malik [11] 
and in the bibliography therein cited. The survey [ll] provides an interesting and detailed report 
on the application of the original differential quadrature method to several engineering problems. 
As known, domain decomposition methods are developed either when models of different types, 
or when different algorithms are used in different zones of the domain of the space variables. Ac- 
tually, the above specification may not even be too strong as the two aspects are often related, 
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say, different models require different algorithms or solution methods. Moreover, some mathe- 
matical problems are described by equations which change type so that one is obliged to develop 
decomposition of domain methods with overlapping or nonoverlapping zones. 
Development and application of domain decomposition methods is well known in the literature 
and it is generally related to the spectral methods in mechanics [12]. It is particularly important 
relating the method to the type of approximation algorithm. Specifically, some recent studies 
develop decomposition methods for Galerkin solution methods [13,14]. Decomposition ofdomains 
methods have also been applied to the solution of some inverse problems, solved by differential 
quadrature methods, as done in [2], which develops decomposition of domains methods with 
reference to evolution problems tated in terms of nonlinear partial differential equations in one 
space dimension. 
The contents of this paper refer to the above topics and are developed in four sections. In 
particular: 
- the first one is the introduction; 
- Section 2 provides technical information on the interpolation of functions by collocation 
interpolation methods based on Sinc functions; 
- Section 3 is on the developments of decomposition of domain methods related to the 
solution of initial boundary value problems for nonlinear partial differential equations in 
one space dimension both in bounded and unbounded omains. This section also reports 
about computational experiments; 
- the last section provides a critical discussion of the contents of this paper and of some 
research perspectives. 
2. SINC INTERPOLAT ION METHODS 
As known [1], the application of differential quadrature methods requires the interpolation i  
space, after collocation in time, of the dependent variable. Originally, this interpolation was 
obtained by using Lagrange polynomials. More recently, the use of Sinc functions [15,16] was 
proposed in [17,18] to solve initial boundary value problems for nonlinear evolution equations 
and it was applied to the solution of nonlinear wave equations [17] and to nonlinear convection 
diffusion equations, by using parallelization algorithm [18]. The content of this paper is based 
on the use of such interpolation, which was also applied for domain decomposition i the linear 
case [14]. 
Consider the variable u = u(t, x) defined over [0, 1] × [0, 1], such that u = u(x; t) is a one to 
one map from [0, 1] into [0, 1], for every t E [0, 1]. Moreover, consider the collocation 
i - -  0 , . . . ,n+ 1, I x={xo=O, . . . , x i , . . . , x ,~+l  =1}, (2.1) 
which may be equally spaced, with xi = ih and h = 1/(n + 1). In general, u = u(t, x) can be 
interpolated and approximated by means of Sinc-type functions 
n+l  
u(t ,x)  ~- un(t ,x)  = E Si(x; h)ui(t), (2.2) 
i=O 
where ui(t) = u(t, xi) and 
Si(x; h) ~ ,s in  zi zi h ( = = x - ih . )  ( ).2.3 
Zi 
The above-defined interpolations can be used to approximate the partial derivatives of the 
variable u in the nodal points of the discretization 
n+l  
d~SJ  x . . .  = aji (n)uj(t) ,  . (2.4) aji (n) = --~--x~ ( i ) ,  r = 1,2, cox r
j=o 
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Technical calculations provide the following results which are here reported for the first four 
derivative matrices: 
a(1) (--1) i - j  _(1) .= 0, 
a(2) 2(--1) i - j+l  _(2) 1 (h )2  
j i  = h2(i _ j )2 ' ~ii = --'~ 
a(3) 6 _ (3 )=0 , 
j i  - -  h 3 _ j )3  i ~ j ' u i i  
a(4) 4(-1) i - J  ( 7r2 6 ) al~) 1 (h )4  
ji = h 4 ( i - - ) )2 ( i - j )4  ' = ~ • 
(2.5) 
Higher-order coefficients can be computed by formula which exploit recurrence rules. The fol- 
lowing result is proposed: 
r -1  (2r) = (h )  2r (--1) r (2.6) ^(2r) ( -1)  i - j  E ( _ l )k+l  2rt 7r2k(i_ j )2k aii 
t~ji -- h2r(i _ j)2r (2k + 1)-------~ (~rr~]) 
k=0 
for even coefficients, where r = 1, 2 , . . . ,  and 
r 
= ~(2r+l) (2~+1) ( -1)  i - j  (2r + 1)! 7r2k(i _ j)2k, % = 0, (2.7) 
aji h2~+1(i _ j)2r+l E (  -1)k (2k + 1)! 
k=0 
for odd ones. 
Both in one and several space dimensions the interpolation is such that it is exactly satisfied 
in the nodal points ui(t)  = u~(t, xi) while partial derivatives are only approximated. 
As known [3], the above interpolation method can be used to transform the original initial- 
boundary value problem for partial differential equations into an initial value problem for non- 
linear ordinary differential equations. The essential lines of the method are reported in the last 
section. Analogous interpolations can be developed for collocations over the time variable as 
documented in [4]. 
In general [15,16], the approximation procedures reported above have roughly the same accu- 
racy whether or not the function to be approximated has a singularity at an end point of the 
interval (for certain singularities as specified in [16]). In order to give information about the 
errors induced by approximations (2.2) and (2.4), consider a function f = f ( t ,  x) defined on the 
whole real axis ]R and that also decrease to zero rapidly as x --* +e~, i.e., 
I f ( t ;x)[  < Ae  -~lxl, Yt E [0,1], (2.8) 
where A and c~ are positive constants. Let us set 
N 
fg ( t ;x )  = E f~(t)S i (x;h) ,  (2.9) 
i= -N  
with N > 0, and consider at fixed time, the error definition 
e N = l iEN(f ,  h)ll~ = sup IEN( f ,  h)l = sup If - fNI; 
xER xER 
(2.10) 
the step h is chosen as follows: 
k 
h - x/-N' k > 0. (2.11) 
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As known [16], the error (2.10) has the functional form O(e-CVW), i.e., is bounded as follows: 
liEN(f, h)ll~ ~ Ce -d~,  (2.12) 
with C and c positive constants depending on A, a, and k. Analogously the r-derivatives of 
f(t, x) can be approximated by 
N 
0rf s(#(t,x) ~ (r) 
Ox~ ~- = a~ /~(t), j=-N 
(2.13) 
where coefficients _(r) are given by equations (2.6) and (2.7) and the interval h by equation (2.11). ttji 
According again to [16], the following estimate holds: 
e~)= E(~)(f,h) l =sup f ( ' ) - - f (N r> <_ Cr N '+W'e- ' .~ ,  
xER 
(2.14) 
where Cr and cr are positive constants depending on A, a, k. 
Introduce now an auxiliary function v = v(t, x), defined over [0, 1] × R, which satisfies inequal- 
ity (2.8) for every t • [0, 1] and such that 
v(t, x) = u(t, x),  v x • [0,1]. (2.15) 
If in equation (2.11) the constants N and k (and consequently, the step h) in agreement with 
collocation (2.1) defined on [0, 1] are chosen as follows: 
1 k 
h - = (2.16) 
n+l  v/-N ' 
then for every t E [0, 1], equations (2.12) and (2.14) give the upper bounds for both errors eN(v, h) 
and e~)(v, h), related to function v on the whole real axis R, as well as for er rors  eN(U, h) and 
e~)(u, h) referred to the restriction on [0, 1] of the same function. In fact, as a consequence of
equation (2.15) and of the definition of Lc~-norm, one has 
IIEy(v,h)llo~ >_ IIEy(u,h)lloo, E~)(v'h) oo >- E~)(u'h) oo" (2.17) 
Then the above approximations (2.2) and (2.4) are proved [16] to have the functional form 
O(e -c4-~) for the rate of convergence of the error of an N-points approximation in the space 
interval [0, 1]. 
The application of the Sinc interpolation method to the solution of an initial-boundary value 
problem described by a second-order semilinear partial differential equation in one space dimen- 
sion is now summarized with tutorial aims. In particular, we consider the following class of 
semilinear differential equations: 
Ou Ou . .0% ( Ou) 
0-7 =v(t,z)~ +~(t,z)b--~z 2 +~/ t , z ,u ,~ , (2.18) 
where all variables are dimensionless and rescaled in [0, 1]; U, #, and f are assumed to be given 
functions of their arguments and the parameter e is not necessarily small. This class of models 
already includes a large variety of interesting models of applied sciences. More general cases can 
be considered [3], as different type of equations, systems of equations or unbounded omains. 
Bearing this in mind, consider the following problem with the aim of computing the time-space 
evolution of the dependent variable u. 
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PROBLEM 2.1. Consider the initial-boundary value problem for equation (2.18) with initial con- 
dition 
u(O, x) = ~(x), V x e [0, 11 (2.19) 
and time dependent boundary conditions 
u(t,O) = a(t) and u(t, 1) = b(t), V t E [0, 1], (2.20) 
where ~ is a given smooth function of space, while a and b are given smooth functions of time. 
The solution of the above problem goes along the following scheme. 
2.1. The space variable is discretized into a suitable collocation Ix, the dependent variable 
u = u(t, x) and its spatial derivatives are interpolated and approximated in the nodal 
points as indicated in equations (2.1), (2.3), and (2.4). 
2.2. Problem (2.1) is transformed into an initial value problem for ordinary differential equa- 
tions describing the evolution of the functions ui(t) = u(t, xi), where xi are the internal 
nodes, i = 1,. . . ,  n. Boundary conditions are imposed in the nodal points x0, x~+l. 
2.3. The solution of Problem 2.1 is then obtained by solving by standard techniques (see [4, 
Chapter 2]) the following system of ordinary differential equations and interpolating the 
solution as indicated in equation (2.2): 
dui 
- g (u, t ) ,  
dt 
u (t = o) = 
(i = 1,. . . ,n),  (2.21) 
where 
a(ln) 1 in(t) g,=. ( t ,x , )  a(0'i).(t)+  a l?uj(t)+ ( ÷ ) 
j=l 
1 
+ #(t,x~) a(0Ui )a(t) + ~ (2) / 1 b(t) (2.22) aji uj(t) + ( + ) 
j=l ] 
n _(1) b[t.~ 
+ ~f t, xi,ui,  a(li)a(t)+ Ea~ ~)uj(t) + u(n+l)i ~) ] '  
j=l / 
with the coefficients aji given by equation (2.5). In the nodal points x0, xn+t, it is imposed 
Uo = a(t) and u~+l = b(t). 
The generalization to other types of equations, higher-order equations, or systems of equations 
is immediate. Indeed, the reader can use the tutorial content of the above example for simple 
technical generalizations. Additional critical analysis and constructive indications are reported 
in the last section of this paper. 
3. DECOMPOSIT ION OF  DOMAINS 
AND COLLOCATION METHODS 
This section deals with the development of domain decomposition methods related to the 
application of generalized collocation methods. As known, decomposition methods are developed 
either when different algorithms or different models are used in different subdomains of the 
domain D of definition of the space variable. In this case, it is convenient to decompose D into 
different subdomains Dr, to solve in each domain the initial-boundary value problem having 
properly matched, on the boundaries of each D., the solution in each subdomain. 
Particularly interesting in modelling sciences is the application of the method when different 
models are developed in each Dr. This may occur also in physical situations uch that the 
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equation changes type. Then the matching has to be organized having in mind both the different 
structure of the models and the algorithms used for the solution of the related evolution problem. 
In other words, the development of the method has to be directly related to the application of 
a certain mathematical method. The literature on domain decomposition methods is vast, often 
related to linear problems. Among several ones, we cite the analysis [12-14] related to Galerkin 
methods. 
Here, we are interested in the development of decomposition methods for nonlinear problems 
solved by generalized collocation methods. The analysis is developed in one space dimension with 
reference to particular cases, such that the solution in each D~ is obtained independently from 
the solution in parallel subdomains. The evolution of the dependent variable on the common 
boundary of the two adjacent subdomains i  the same. In some cases, additional matching 
conditions may be required. The analysis goes through some common steps. 
(i) The domain D = [0, 1] is split into N subdomains 
Dv = [Xy-I,Xv], V = 1,. . .  ,N. (3.1) 
In particular, 
O1 = [x0,xl], ON = [xg-l,XN]. 
(ii) The space variable in each subdomain is rescaled as follows: 
(3.2) 
X -- Xv--1 
z ~' = , z E [0, 1], 
Xv -- Xv -  1 
and discretized in a way analogous to the one reported in Section 2 
(3.3) 
/ z  = {Z0 = 0 , . . . ,  Zi , . . .  , Zn+ 1 = 1}. (3.4) 
(iii) The mathematical problem in each subdomain D~ is defined by the initial condition 
Vx:zeD (3.5) 
where u ~ = uV(t, z ~) is the restriction of the dependent variable u(t, x) on Dr. 
• (iv) In each pair of adjacent subdomains Dv and D~+I, the assumption of continuity for the 
variable u(t, x) in the common point x~ yields the following coupling boundary conditions 
(of Dirichelet ype): 
u~(t, 1)=u~+l(t ,O)=u(t ,x~) ,  V t e [0,1]. (3.6) 
In an analogous way, the continuity of the first and second spatial derivatives of u(t, x) 
(where such assumptions are consistent with the physical background of the problem) 
yields the following conditions on the common boundary V t E [0, 1]: 
Our z~=l " 1 = __Ou v+l z~+l=o . 1 = 0~ (3.7a) 
OZ v Xv -- Xv--1 OZ ~+1 X~+I -- Xv x=x~'  
02U ~ z~=l 1 02U v+l  z~+l=0 1 02u 
0(ZV)2 " ( xv  - -Xv - -1 )  2 = 0(zv+l)"'--""---'2 " ( xv+I  - -Xv)  2 = 0X2 x=x~'  (3.7b) 
where, in agreement with equation (2.4), 
OruV n+l  Oru~+l  n+l  
ajl uj(t) and O(z~+llr (t;O) = Z _(r)° -+lr,,, (3.8) (t; 1) = (r) eej0 ~j  k~) • O(z~,), " j=0 j=o 
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After the above preliminaries, we can apply to each subdomain the mathematical scheme de- 
scribed in Section 2, then information on numerical experiments will be given. We deal with 
problems uch that the mathematical problem in each subdomain D~ is dealt simultaneously 
at each integration time. In particular, we refer in each subdomain to the solution of initial- 
boundary value problem (2.1). The solution of this problem, for Sinc type interpolation, is well 
documented in the literature [3,17,18], and will be further discussed in the last section. 
Referring to scheme (2.1)-(2.3) the application of domain decomposition methods goes along 
the following steps. 
3.1. Consider, with reference to Section 2, the initial boundary value problem for equation 
(2.18) with initial conditions (2.19) and boundary conditions (2.20), for problems uch 
that the structure of the equation, (i.e., the terms 7/, #, and f)  differs in different subdo- 
mains D,. 
3.2. Normalize and discretize the space variable as indicated in (ii). 
3.3. Apply in each subdomain the scheme described in the last section thus, obtaining for all 
subdomains D~ a system of (n + 2)N ordinary differential equations with initial conditions 
obtained by (2.19) referred to the rescaled variable. The structure of the evolution equation 
is the one reported in equations (2.21) and (2.22). 
3.4. Impose the boundary conditions to the first node of the first domain and to the last node 
of the last domain 
u~(t) = c~(t), uN(t)  = b(t). (3.9) 
3.5. Impose compatibility conditions (3.6) to the last node of each D~ and to the first node of 
each Dv+l.  Then, taking into account (3.9), the number of ordinary differential equations 
reduces to 
(n + 2)N-  (N + 1) = nN + N-  1. (3.10) 
3.6. If required by the qualitative analysis of the evolution problem one is dealing with, impose 
also compatibility conditions (3.7) to the last node of each D. and to the first node of 
each Dv+l.  The number of ordinary differential equations reduces to 
(n + 2)g  - 2(N - 1) - 2 = nN.  (3.11) 
3.7. Integrate the system of (nN + N - 1) or nN ordinary differential equations to obtain the 
evolution in each node of the space domain. 
Finally, after having described the mathematical method we report about some experiments 
related to its application. We refer to dissertation [19] which studies hydrodynamic traffic flow 
models for vehicles on a road which has an inner tract narrowed ue to technical reasons. The 
mathematical model is a hydrodynamic model with small diffusion proposed by Lightill and 
Witham, which writes as follows: 
Ou 2u_ ~,)__ O2u 
0--T + tz(1 - Ox = ~ Ox ---7'  (3.12) 
where 
u 
t 
x 
/z 
£ 
is the dimensionless car density referred to the maximum admissible density corresponding 
to traffic jam; 
is a time referred to the time needed by a car to go through the full length of the road at 
the maximum velocity; 
is the dimensionless length of the road referred to its full length; 
is the ratio between the maximum allowed velocity in the narrowed tract and the maximum 
velocity in the normal tract; 
is a small diffusion coefficient. All above variables and parameters are positive defined 
with values in the range [0, 1]. 
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We do not discuss the model, the interested reader is referred to the papers by Daganzo [20], 
who deals with the derivation and a sharp critical analysis of hydrodynamic models, and by 
De Angelis [21], who proposes a new class of models which substantially improve the existing 
literature giving the correct answer to the problems a rose by Daganzo [20]. 
The computational experiments developed in [19] refer to model (3.12) for a road such that 
and 
xe[O, 1]=D1UD2UD3, Dl=[0,Xl] ,  D2=[Xl,X2], D3--[x2,1] (3.13) 
x~D1,  D2 :#=1,  xED2 :#=#*<1.  (3.14) 
The experiment shows that the method works efficiently and, in this case, gives interesting 
information concerning the predictions of the model, break up of stable flow conditions. Consid- 
ering the criticisms [20] to the diffusion model it may be interesting developing a similar analysis 
for the model proposed in [21] where a diffusion type term is induced by the modelling of the 
interactions between car and driver. 
4. CR IT ICAL  ANALYS IS  
This paper refers to solution methods of nonlinear evolution problems based on the classical 
differential quadrature method [1,2,17]; in applying such interpolation methods the Sine functions 
are used [15,16] to interpolate the time and space dependent solution of the problem. This 
technique was proposed first in [17], then developed in [3] to a large class of problems in one 
and two space dimensions, and in [18] where a parallelization method was proposed in order to 
reduce the computational complexity of the problem. 
This paper deals with a further development of the method. Specifically, Section 2 proposes 
a recurrence rule, i.e., equations (2.6) and (2.7), to obtain high-order interpolation of the space 
derivatives and shows, adapting the a priori estimates available in the literature [16] to approx- 
imation and interpolation on a bounded space interval, how convergence can be reached by a 
proper choice of the space discretization. Moreover, Section 3 shows how the method can be 
technically developed to solve problems which need space domain decomposition. This final sec- 
tion deals with a critical analysis of the contents of this paper, as well as of the preceding ones 
on the same topics [2,17,18] with the following aims: 
(i) discussing some technical differences with respect o Lagrange type interpolations widely 
used in the classical literature [1,11], 
(ii) indicating some technically immediate generalizations, 
(iii) discussing some research perspectives in the field. 
4.1. Sine and Lagrange Interpolat ions 
Considering that differential quadrature methods have been traditionally based on Lagrange 
type interpolations [1,4,17], while here we use Sine interpolations, it is worth discussing some 
advantages of this type of interpolations. 
Specifically, we refer to interpolation (2.2) and approximation ofthe space derivatives (2.4) with 
coeffients given by (2.6) and (2.7), and indicate, among several others, the following features. 
(i) Increasing the number of nodal points does not increase the complexity of the interpolating 
functions. On the other hand, the degree of the Lagrange polynomials increases with the 
number of nodal points. 
(ii) Sine functions eem to capture oscillating behaviours in space, hence, are useful to deal 
with problems characterized by this type of solutions. Similarly, we are able to capture 
the decay at infinity behaviour for solutions in unbounded omain. 
(iii) The a priori estimates reported in Section 2 show that the interpolation error decreases 
with increasing number of nodal points. 
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4.2. Genera l i za t ions  
Some simple technical generalizations are immediate. Specifically, it is readily possible to deal 
with problems in unbounded omains with data decaying to zero at infinity. This simply requires 
using Sinc functions as they are defined on the whole real axis, and using the estimates reported 
in (2.12) and (2.17). 
Moreover, one can use interpolations in several space intervals 
n+l m+l 
u(t,x,y)  nm(t,x,y) = S (X; h)Sj (y;h') U j(t), 
i=0 j=0 
(a.1) 
where y e [0, 1], h' = 1 / (m+ 1), and ui j ( t )  -- u ( t ,x~,y j ) .  
Dealing with Dirichlet type problems generates a system of n x m ordinary differential equations 
analogous to the one indicated by equation (2.22). The domain decomposition methods described 
in Section 3 can be technically developed as far as the decomposition i subdomains of the type 
D~ = [x~ - Xv_l] X [0, 1] or D~ = [0, 1] x [y~ - Y~-I]. 
4.3. Perspect ives  
Some simple technical generalizations have been indicated in the preceding subsection. Other 
generalizations can be regarded as a research perspective as a detailed analysis is necessary in 
order to tackle the problem. Here, some of these perspectives are indicated among several. 
(i) Dealing with Newmann problems may follow a line similar to the one reported in Section 3, 
but it has to handle the difficulty involved by condition ale ) = 0. 
(ii) Problems in two space dimensions may use mixed Sinc and Lagrange interpolations. 
(iii) Domain decomposition i  two space dimensions may need decompositions into domains 
with shape for more general than the one indicated in Section 4.2. 
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