A Fubini-type theorem is proved, for the Kurzweil-Henstock integral of Riesz-space-valued functions defined on (not necessarily bounded) subrectangles of the "extended" real plane.
for all n ≥ n 0 . In this case, we write (D) lim n x n = x or simply lim n x n = x, when no confusion can arise.
(2.1.4) We say that R is weakly σ-distributive if for every regulator (a i,j ) i,j one has:
It is easy to check that the usual order convergence implies (D)-convergence, while the converse is true in weakly σ-distributive spaces (see [11] ).
Throughout this paper, we shall always assume that R is a Dedekind complete weakly σ-distributive Riesz space and that J = H × K, where H and K are closed (not necessarily bounded) intervals of R. , such that t ∈ δ( t ) for every t ∈ J and δ( t ) is bounded whenever t ∈ R 2 .
(2.2.2) A division of J is a finite collection Π = {W i : i = 1, . . . , q} of elements of C such that
A partition or tagged division of J is a family Π = {(W i , t i ) : i = 1, . . . , q} satisfying (i), (ii) and such that:
(iii) t i ∈ W i , W i ∈ C, i = 1, . . . , q.
A collection Π = {(W i , t i ) : i = 1, . . . , q} satisfying axioms (ii) and (iii), but not necessarily (i), is called decomposition of J. Given a gauge δ, the partition or decomposition Π is δ-fine (Π ≺ δ), if W i ⊂ δ( t i ) (i = 1, 2, . . . , q). Let us denote by C cr (J) the family of all cartesian divisions of J whose real endpoints are rational.
In a similar way it is possible to define the cartesian partitions or decompositions of J. The following result will be useful in the sequel.
Lemma 2.4 ([15, Lemma 6.6.2]) If t = (x, y), given a gauge δ(x, y) = (U 1 (x, y) × U 2 (x, y)), for any fixed x ∈ H the mapping δ K,x (y) = U 2 (x, y) is a gauge on K.
Analogously, for every y ∈ K, the map δ H,y (x) = U 1 (x, y) is a gauge on H. These two mappings are the projections of δ. If the partitions
are δ K,x -fine for every x ∈ H, then there exists a gauge ∆ on H, such that, whenever π H = {(H j , ξ j ) : j = 1, . . . , m} is a ∆-fine partition of H, then the associated partition
A partition of this type (see Figure 1 ) is also called a compound partition ([15, § 6.2]).
The Kurzweil-Henstock integral
The aim of this section is to introduce the Kurzweil-Henstock integral for Riesz space-valued functions, defined in a possibly unbounded subrectangle of R 2 . Given , we denote by |E| = λ 1 (E) (λ 2 (E)) its one-(two)dimensional Lebesgue measure (this quantity can be finite or not).
We now recall the concept of "one-dimensional" Kurzweil-Henstock integral. 
. . , p} is a γ-fine partition of (a, b) and in the involved sum only the terms for which
The two-dimensional integral can be defined in a similar way. Given any partition
. . , q} of J and a function f : J → R, we call Riemann sum of 
In this case we say that I is the KH-integral of f , and denote the element I by the symbol J f .
It is easy to see that I is uniquely determined.
Since the definition of the KH-integral is given as a suitable limit, then 
As a consequence of [4] 
We now turn to the main properties of this two-dimensional KH-integral. for every partition Π ≺ δ. If Π = {(W i , t i ) : i = 1, . . . , r} ≺ δ, then for every L = ∅, L ⊂ {1, . . . , r}, we have:
Proof: The proof of (3.5.1) is contained in [4, Theorem 4.2] .
While for (3.5.2), the technique is inspired by the one used in [20] and [21] . By the Maeda-Ogasawara-Vulikh representation theorem (see [1] ), there exists a compact
Hausdorff extremely disconnected topological space Ω such that R can be embedded as a solid subspace of C ∞ (Ω) = {f : Ω → R : f is continuous, and {ω ∈ Ω :
|f (ω)| = +∞} is nowhere dense in Ω}.
By virtue of (3.5.1), for any partition Π = {(W i , t i ) : i = 1, . . . , s} ≺ δ, ω ∈ Ω and L ⊂ {1, . . . , s} we get:
a l,ϕ(l) (ω) = +∞, then there is nothing to prove.
Suppose that
∞ l=1 a l,ϕ(l) (ω) ∈ R, and let L (resp. L ) be the set of all indexes
We have:
Definition 3. 7 We say that a function f :
Remark 3.8 One of the motivations for this definition is that it implies that almost null functions have null integral. In the real-valued case every function vanishing almost everywhere is KH-integrable and its integral on J is null, while in a Riesz space R, this is not true in general. For example, let R be the Riesz space of all eventually null real sequences, and (u n ) n be the canonical basis. It is easy to check that the function f : [2] ).
Observe moreover that w-domination is related to KH-integrability of |f |, for more details see section 5.
The KH-integral turns out to be the natural one for all simple functions. More precisely, as a particular case of [4, Theorem 3.7], we have the following Let (f n : J → R) n be a sequence of integrable functions, and assume that κ : J → R is an integrable map, such that |f n ( t )| ≤ κ( t ) for all t ∈ J and n ∈ N. Suppose that:
regulator (a i,j ) i,j such that to every ϕ ∈ N N and t ∈ J there corresponds an integer p = p( t ) such that, for every n ≥ p( t ),
Before applying Theorem 3.10 we introduce the following definitions (see [26, Definitions 4 and 5]):
We say that the function f : J → R is continuous with respect to a common regulator on J if there exist a regulator (a i,j ) i,j in R and a KH-integrable function h : J → R + with the following property: for every ϕ ∈ N N and t ∈ J
there exists an open interval J t ⊂ R 2 containing t such that, whenever t ∈ J t ∩ J, reduce to the classical continuity and pointwise convergence respectively: indeed, it is sufficient to take the function h defined by: Proof: At the generic k-th step, k ∈ N, we split the set
if it is nonempty, into pairwise disjoint intervals with diameter smaller than 1/k.
Denote this collection of subintervals of J by
Since f is continuous with respect to a common regulator, there is a regulator (a i,j ) i,j in R such that for any ϕ ∈ N N we can find an open interval J t with t ∈ J t and
This concludes the proof. 2
The Fubini theorem
The aim of this section is to prove a version of the Fubini theorem, adapting some techniques due to [15, 25, 26] . We begin introducing the following definition about iterated integrals. Assume further that a λ 1 -null set N exists, such that
exists with respect to a common regulator for each x ∈ H \ N .
Then, setting Q(x) = 0 for every x ∈ N , we have that Q is KH-integrable on H 
whenever Π * = {(Y p , ω p ) : ω p ∈ M 0 , p = 1, . . . , s} is a δ-fine decomposition of J.
Let now (c i,j ) i,j be a regulator and h * be a map, according to (1) . Thanks to KHintegrability of h * on H, there exist a gauge ∆ 0 on H and a positive constant M with the property that
and for any x ∈ N let σ(x) be a δ K,x -fine partition. Let ∆ be a gauge on H according to Lemma 2.4. Without loss of generality, we can choose ∆ such that ∆(x) ⊂ ∆ 0 (x)
for every x ∈ H. Pick a ∆-fine partition π H = {(H j , ξ j ) : j = 1, . . . , m} of H, and let π = {(H j × K i (ξ j ), (ξ j , η i (ξ j ))) : j = 1, . . . , m, i = 1, . . . , q(ξ j )} be a compound partition. Since f is w-dominated then Q can be extended to all of H putting Q(x) = 0 on N , so we have:
This concludes the proof. 2 Moreover, by virtue of continuity of f with respect to the same regulator,
Thus we can apply the Lebesgue Convergence Theorem 3.10, getting that for every 
w-domination and absolute KH-integrability
Now we compare the condition of w-domination with absolute KH-integrability. For this aim we introduce some concepts on rectangle functions following the approach of [8, 24] .
We shall assume that f is KH-integrable and w-dominated. Let q : C → R be the rectangle function defined by q(W ) := | W f |. Then q is subadditive, namely for
. We want to apply to q the theory given in [7] . So we say that: 
Moreover
Lemma 5.2 q is (C)-integrable if and only if (5.2.1) there exists a regulator (a i,j ) i,j with the property that for any ϕ ∈ N N there is a division Π ϕ such that for all divisions Π, Π which refine Π ϕ ,
Using these facts we have first that:
then q is (C)-integrable and I(q) = V (f ).
Proof:
Observe that, since f is integrable on every subrectangle of J, it makes sense to define the supremum in (4) . Moreover, by [15, Theorem 6.5.1], V ( h) < +∞ since h is KH-integrable.
Step 1. We prove that V (f ) ∈ R, namely that the involved supremum is finite.
By virtue of w-domination, for every t ∈ J, we get |f ( t )| ≤ h( t ) w. Taking the integrals of f and −f , we obtain
for every W ∈ C, and hence q(W ) ≤ q(W ) w. Thus for any division
Taking the suprema, it follows that V (f ) ∈ R.
Step 2. We now prove that the supremum in (4) can be obtained with a countable family of divisions. First of all observe that q is subadditive while q is additive and q(·) ≤ q(·)w. Let A be any division of J and denote by A the cartesian division generated by A. For the sake of simplicity we shall assume J = R 2 , and denote
Of course A is finer than A, so S(A ) ≥ S(A), where S(Π) = W ∈Π q(W ) for any division Π.
Fix arbitrarily ε > 0. We construct a new cartesian division A as follows: by absolute continuity, there exist rational finite numbers α 0 , α ∞ , β 0 , β ∞ such that α 0 < a 1 , β 0 < b 1 , α ∞ > a n , β ∞ > b l and such that
So define
. . , a n , α ∞ , +∞},
Then clearly A refines A . We now will construct a rational cartesian division B as follows: to each point a i , i = 1, . . . , n and b k , k = 1, . . . l, we associate two rational
.
(Here, given σ > 0, η(σ) is that positive real number related to absolute continuity of · h.) Then the construction of B is obtained by taking all intervals ( a r a r+1 ) × ( b s , b s+1 ), where a r = −∞, α 0 , α 1 , α 1 , α 2 , α 2 . . . , α n , α n , α ∞ , +∞, b s = −∞, β 0 , β 1 , β 1 , β 2 , β 2 . . . , β l , β l , β ∞ , +∞.
Hence, the unbounded rectangles of B are the same as for A . We now compare S(B) with S(A ), simply considering the bounded rectangles. It is readily seen that to each "typical" rectangle of A , (a i , a i+1 ) × (b k , b k+1 ), there correspond (at most) nine rectangles from B, i.e.
Fixed i and k, let us denote by the symbols q(C i,k ), q(C i,k ) the sum of the functions q, q respectively over the eight rectangles C i,k "surrounding"
We shall compare both S(B) and S(A ) with
( i.e. the "central" elements of the nine above). Indeed, by subadditivity of q, and absolute continuity and additivity of the integral · h, we get
Summing over i and k in (6) , and considering also the inequality analogous to (6) , obtained by exchanging the roles of (a i , a i+1 )
Similarly, we have
w. So, we have proved that, for every division A and ε > 0, there exists a cartesian rational division B, such that
This implies that V (f ) = sup{S(B), B cartesian rational division }. Let us enumerate the family (B n ) n of all rational cartesian divisions.
For each integer n, set p n = V (f ) − sup j≤n S(B j ). Clearly, (p n ) n is an (o)-sequence. Now, define a i,j = 2p i∨j : then (a i,j ) i,j is a (D)-sequence. We shall show that (a i,j ) i,j works to demonstrate that V (f ) = I(q), according to (5.1.1). Fix any ϕ ∈ N N .
Without loss of generality, ϕ can be taken to be increasing, so ∨ ∞ i=1 a i,ϕ(i) = 2p ϕ(1) . In correspondence with ϕ(1) take any rational cartesian division B ϕ , finer than (1) . Now, if we take two arbitrary divisions Π, Π finer than B ϕ , we Proof: Fix arbitrarily ε > 0. We saw, at the Step 2 of Lemma 5.3, that there is a regulator (a i,j ) i,j , such that to every ϕ ∈ N N there corresponds a (cartesian rational) division Π ϕ = {K 1 , . . . , K nϕ } with the property that, for any two divisions Π D , Π D which are refinements of Π ϕ , we get
Let now B ϕ := ∪ nϕ r=1 ∂K r . We get that λ 2 (B ϕ ) = 0 and, thanks to w-domination and KH-integrability of h, there exists a gauge δ B on J such that
for each δ B -fine decomposition Π B , with tags in B ϕ (see [15, Theorem 6.5.1] ).
By the Henstock Lemma (3.5.2) applied to each of the K r 's, by virtue of integrability of f there exists a regulator (α i,j ) i,j (which without loss of generality can be adapted also to q) such that, in correspondence with ϕ ∈ N N fixed at the beginning of the step, a gauge δ r on K r can be found, with the property that, for each δ r -fine partition Π * r of K r ,
and hence a fortiori
We now construct a gauge δ on J in the following way. If x ∈ B ϕ , then x ∈ K r j for some r j . In this case, put δ(x) = δ B (x) ∩ ∩ r j δ r j (x) , where the last intersection is taken with respect to the r j 's for which x ∈ K r j .
If x ∈ J \ B ϕ , then there is a unique index j such that x ∈ K 0 j . In this case, set δ(x) = δ j (x) ∩ K 0 j . The gauge constructed by this procedure depends of course on ϕ. Take any δfine partition Π, and consider Π := Π ∨ Π ϕ , according to the refinement ordering, where Π ϕ is the same as at the beginning of the proof. The only rectangles of Π that are not rectangles of Π are those for which the tag belongs to B ϕ . This allows us to assign to the rectangles of Π the same tags chosen for the rectangles of Π, thus making Π δ-fine too. Moreover, thanks to (8), we can see that
where S |f | denotes the Riemann sum of |f | along the tagged partitions. Now, thanks to (9) , and adding as r runs from 1 to n ϕ , we get
where S q means the sum of q along the rectangles of the partition.
So, if we take any two δ-fine partitions Π 1 and Π 2 , from (10) we have
Finally, thanks to (7) and (11), we deduce
for all δ-fine partitions Π 1 and Π 2 . Thanks to arbitrariness of ε, we obtain that |f | satisfies the Bolzano-Cauchy condition (3.3.1), and thus |f | is KH-integrable.
Finally, let us prove that J |f | = V (f ). In order to do this, first of all consider as at the beginning of the proof. From (8) and (11), by "splitting" the sums on Π along the intervals with tags in and outside B ϕ respectively, we have:
Thus, by arbitrariness of ε and ϕ and weak σ-distributivity of R, we obtain I ≤ V (f ).
Concerning the converse inequality, let (d i,j ) i,j be a regulator related with KHintegrability of |f |, fix arbitrarily ϕ ∈ N N and let γ = γ(ϕ) be a corresponding gauge on J according to KH-integrability of |f |. We have:
(Here the supremum is taken with respect to all γ-fine cartesian rational partitions).
So, by arbitrariness of ϕ and weak σ-distributivity of R again, we obtain V (f ) ≤ I.
