For complex surveys with a binary outcome, logistic regression is widely used to model the outcome as a function of covariates. Complex survey sampling designs are typically stratified cluster samples, but consistent and asymptotically unbiased estimates of the logistic regression parameters can be obtained using weighted estimating equations (WEEs) under the naive assumption that subjects within a cluster are independent. Despite the relatively large samples typical of many complex surveys, with rare outcomes, many interaction terms, or analysis of subgroups, the logistic regression parameters estimates from WEE can be markedly biased, just as with independent samples. In this paper, we propose bias-corrected WEEs for complex survey data. The proposed method is motivated by a study of postoperative complications in laparoscopic cystectomy, using data from the 2009 United States' Nationwide Inpatient Sample complex survey of hospitals.
Introduction
Complex health surveys are widely used to study the incidence and prevalence of disease, to assess the occurrence of healthy and unhealthy behaviors, and to determine the cost, quality, and utilization of health services. With their large sample sizes, complex health surveys can assess relatively small but clinically important associations among health-related factors, in addition to studying rare events (e.g., orphan diseases) and relatively small subpopulations of interest (e.g., minority populations). Results from these surveys continue to have an important impact on both health care and policy. For example, the National Health and Nutrition Examination Survey (NHANES) is a program of household interview surveys designed to assess the health and nutritional status of adults and children in the United States. 1 Data from NHANES have been harnessed to yield estimates of the prevalence of all major diseases, to identify nutritional and other risk factors associated with diseases, and to provide the basis for national standards for measurements of height, weight, and blood pressure. Survey data on height and weight from NHANES have been used to create the growth charts used nationally to monitor children's development. These data have also led to more widespread recognition of the high overweight prevalence, as well as providing the means to track trends in obesity over time. Blood lead data from NHANES were instrumental in developing policy to eliminate lead from gasoline (petrol). Finally, nutrition data from NHANES are used to inform government agencies about the need to change micronutrient (e.g., vitamin and mineral) fortification regulations for the food supply.
In many studies using complex health survey data, the response variable of interest is binary. For example, it may be of interest to determine whether or not a patient contracts a disease or complication based on a measureable set of predictors, e.g., age, gender, or environmental exposure factors. In that setting, the logistic regression model is the most commonly used model for predicting a binary outcome from a set of measurable covariates. The focus of this paper is on methods for reducing the bias of the logistic regression model parameter estimates when the data arise from complex surveys.
For independent observations, maximum likelihood is the method of choice for estimating the logistic regression model parameters. However, for independent observations, when the sample size is relatively small or when the binary outcome is either rare or very prevalent (even in large samples), maximum likelihood can yield biased estimates of the logistic regression parameters. In certain cases, when the data have complete or quasicomplete separation, the likelihood may not have a unique solution. 2 Techniques have been developed to remove the first-order term in the Taylor series expansion of the asymptotic bias of the maximum likelihood estimator. [3] [4] [5] This approach is straightforward to implement when observations are sampled independently. For the case of logistic regression with independent subjects, there have been numerous methods proposed for handling these issues, such as exact logistic regression or the bias-correcting approach discussed above 4 ; however, such approaches have not been well studied for binary data from complex sampling schemes.
The focus of this paper is on bias-corrected estimates of the parameters for the logistic regression model when the data arise from complex surveys with stratified and clustered designs. Consistent and asymptotically unbiased estimates of the logistic regression parameters can be obtained using weighted estimating equations (WEE), which incorporate the complex survey weights, but naively assume independence among observations within a cluster. 6, 7 A consistent variance estimate can be obtained using a robust sandwich variance estimate that accounts for the stratification, clustering, and weighting. 6, 7 Although consistent, even with the large samples typical of many complex surveys, with rare outcomes, many interaction terms, or analysis focusing on subgroups, the logistic regression parameters estimates from WEE can be severely biased, just as with independent samples.
Our proposed method is motivated by a study from the 2009 National Inpatient Sample (NIS) that investigated laparoscopic cystectomies to treat bladder cancer 8 ; here, we use more recent (2010) NIS bladder cancer data. Subjects were identified from the US Healthcare Cost and Utilization Project (HCUP) NIS, sponsored by the Agency for Healthcare Research and Quality. 9 It is the largest all-payer inpatient care observational cohort in the United States and is representative of approximately 90% of all hospital discharges. The NIS is a 20% stratified probability sample that encompasses approximately 8 million acute hospital stays per year from approximately 1000 hospitals (clusters) in 45 states. In the NIS, there are 60 strata based on five key hospital characteristics. A key hospital characteristic is whether it is a teaching or nonteaching institution. Because approximately 20% of the universe of hospitals are sampled, the weight (or inverse probability of being sampled) for each patient is usually close to 5.
In this paper, we analyze patients from the 2010 NIS who received laparoscopic cystectomies to treat bladder cancer (n ¼ 1263) in a teaching or nonteaching institution. The primary objective of the study was to compare robot-assisted laparoscopic radical cystectomy (RARC) and open radical cystectomy (ORC) for treatment of bladder cancer within teaching and nonteaching hospitals. We focus on the primary binary end point of whether or not the patient contracted a wound infection (yes or no) after surgery. The target of inference is the relative odds of a patient experiencing an infection of the wound area when comparing RARC to ORC. There are three a priori potential confounding factors associated with wound infection, age, sex, and whether the subject had one or more comorbidities, which are summarized for the two groups in the teaching and nonteaching hospitals in Table 1 . In our sample from the teaching hospitals, there were 54 (6.2%) wound complications in the 878 patients who received standard ORC; there were 6 (4.3%) in the 139 patients who received RARC. This corresponds to an approximate 30% reduction in the odds (or risk) of infection. In our sample from the nonteaching hospitals, there were 21 (9.5%) wound complications in the 221 patients who received standard ORC; there were none (0%) in the 25 patients who received RARC. The latter result leads to the classic issue of ''separation'' in the response for two treatment groups, and motivated us to explore a new analytic approach to handle this issue in the complex survey setting.
In Section 2, we briefly describe the complex sampling design, the standard WEE for the logistic regression model for complex surveys, and our bias-corrected version of WEE. In Section 3, we apply this approach to logistic regression analyses of the data from the study of postoperative complications in laparoscopic cystecomy. 8 In Section 4, we present results of a small-scale simulation study of our bias correction for the logistic regression model. In the example and simulations, we compare our approach to the standard WEE for complex surveys without bias correction.
Methods
The most common type of complex survey design is a stratified cluster design. Further, more complex multistage designs can be approximated as a stratified cluster design. 10 Thus, here we use notation for stratified cluster designs. We let y hij represent the Bernoulli outcome for the jth subject, ð j ¼ 1, . . . , m hi Þ, in the ith cluster ði ¼ 1, . . . , n h Þ, within the hth stratum ðh ¼ 1, . . . , HÞ. Note that we assume there are H strata, n h clusters in stratum h, and m hi subjects in cluster i of stratum h. Let the indicator variable hij equal 1 if subject hij is selected into the sample and equal 0 otherwise. The probability of being selected into the survey, Pð hij ¼ 1Þ ¼ p hij , is fixed by the study design and may depend on the outcome of interest, the covariates, or additional variables (e.g., screening variables) not in the logistic regression model for the outcome of interest. Thus, each subject in the sample has a known ''weight'' w hij ¼ hij =p hij . We let hij be the probability that Y hij ¼ 1, which follows the standard logistic regression model
where x hij is a ðk þ 1Þ Â 1 vector of covariates including the constant term for the hijth observation, and is a ðk þ 1Þ Â 1 parameter vector including the intercept term. In principle, other link functions could be chosen; however, the focus of this paper is on logistic regression. To obtain consistent estimates of in complex surveys, one needs to incorporate the subject-specific sampling weights, w hij , into the logistic regression estimating equations. WEEs, which naively assume subjects are independent, have been shown to give consistent estimates, 11 and are of the form, UðÞ ¼ 0, where
The standard multivariable estimating equations can be modified to correct for the first-order bias. 3 This can be done by replacing the responses, y ihj , with ''pseudo-response,'' y
where a hij represents an adjustment to the observed response, y hij , and is defined as Note: Results are reported as population estimates using survey weights, strata, and cluster variables.
predictor. When there are no sampling weights involved, the adjustment term a hij is equivalent to the adjustment for ordinary logistic regression. 4 Replacing y hij in equation (1) with y Ã hij , the bias-reduced estimating equations become
where q hij ¼ hij ð1 À hij ÞVarðx hij Þ (see Appendix 1 for derivation of equation (3)). For standard logistic regression, the term q hij reduces to the leverage for observation hij. Bias-corrected estimates can also be calculated by splitting each of the original observations into two new observations: one taking value y hij and the other taking value 1 À y hij , but with weights 1 þ q hij =2 and q hij =2, respectively. 12 Extending these results to complex surveys with weights w hij , we propose the use of the weights w hij ð1 þ q hij =2Þ and w hij ðq hij =2Þ for y hij and 1 À y hij , respectively. Thus, each individual contributes fð y hij À hij Þ w hij ð1 þ q hij =2Þ þð1 À y hij À hij Þw hij ðq hij =2Þg to the score function, which can be shown to be mathematically equivalent to the following WEEs
(see Appendix 1 for derivation of equation (4)). Even though complex surveys commonly have large sample sizes, the issue of separation can arise when domains are small or subgroup analyses are performed. The bladder cancer study mentioned in Section 1 is an example where this has occurred, as the number of wound infections in the robotic treatment arm is zero. In the bias-corrected WEE in equation (4), y hij ¼ 1 and y hij ¼ 0 have positive weights, which is equivalent to there being a nonzero number of successes (y hij ¼ 1) and failures (y hij ¼ 0) at each value of x hij . Because of this property, the adjusted WEEs (equivalent to standard logistic regression with weights) we propose have a unique, finite solution (assuming the design matrix is full rank). 13 By splitting each observation into two, this eliminates the problem of separation when the response variable is composed of all successes or all failures for a specific combination of the covariates, and allows for the use of standard complex survey software, e.g., svyglm in R, to perform the analysis.
Theory suggests that using a consistent estimate of the true Varðx hij Þ in q hij should reduce the bias. 3 Two approaches for consistently estimating VarðÞ in q hij , and thus Varðx hij Þ in q hij , are the standard sandwich estimator based on a Taylor series and the small-sample bias-corrected estimator of variance developed by Binder 6 and Morel et al. 14 Because the focus of this paper is on bias reduction, and the standard sandwich variance estimator can be highly variable for rare events, or a small number of large clusters, we use the smallsample bias-corrected variance estimator proposed by Morel et al. to estimate VarðÞ instead of the standard sandwich variance estimator.
14 In particular, in simulations. the small-sample bias-corrected variance estimator has been shown to be much less variable and more stable than the standard sandwich variance estimator.
14 Thus, to calculate q hij , we consider two approaches: (a) naively assuming independence among the observations and (b) using the bias-corrected sandwich variance estimator.
14 A third approach is to use the ad hoc biasreduction method proposed by Clogg et al., 15 setting q hij ¼ p 0 k=ð P H h¼1 P n h i¼1 m hi Þ where p 0 is an estimate or prespecified value for the overall proportion of successes. Finally, an algorithm for the bias-corrected estimators is outlined in Appendix 2.
Application to Bladder Cancer Study
In this section, we apply the proposed methods to the analysis of the radical cystectomy data from the NIS described in Section 1. This analysis of the NIS includes 1263 patients (using the weights, representing 6505 patients in the population) undergoing radical cystectomy to treat bladder cancer throughout the United States. The outcome of interest is binary: whether or not the patient experienced wound infections postsurgery (1 ¼ infection, 0 ¼ no infection) while staying at the hospital. Our main comparison of interest is to determine whether the relative odds of wound infections differ between the two types of cystectomy: standard ORC and RARC. Based on an earlier study, a priori, we conjectured that robot-assisted surgeries would have a lower rate of infection. 8 However, the potential benefits of RARC may be somewhat different at teaching versus nonteaching hospitals. As a result, we analyzed the data separately for the two types of institutions. Based on the earlier study, the covariates most predictive of wound infection are surgery type (ORC and RARC), age, sex, and comorbidity. 7 To examine the relationship between postsurgery wound infection and these four covariates, we fit the logistic regression model
where x 1i is the surgery type (x 1i ¼ 1 for robot assisted and 0 for standard ORC), x 2i is the age of the patient in years, x 3i is an indicator of the sex of the ith patient (x 3i ¼ 1 for females and 0 for males), and x 4i is an indicator that the ith patient had one or more comorbidities. Estimates of were obtained using the two bias-corrected approaches we propose, in addition to the Clogg et al. approach with q hij ¼ p 0 k=ð P H h¼1 P n h i¼1 m hi Þ and the standard WEE estimates (the latter were obtained using R svyglm); analyses were conducted separately for teaching and nonteaching hospitals.
Before presenting the results of these logistic regression analyses, we consider the unadjusted effects of surgery type on postsurgery wound infection. Ignoring the complex sampling design, analysis of the 2 Â 2 contingency table for teaching hospitals yields an estimated odds ratio (OR) of 0.69 (exact 95% confidence interval [CI]: 0.24, 1.64). Properly accounting for the complex sampling design using our proposed bias-corrected method (with Morel variance) yields an estimated OR of 0.74 (95% CI: 0.25, 2.15). The latter result suggests that the approximate 25% reduction in the odds can be explained due to sampling variability. Similar analysis of the 2 Â 2 contingency table for nonteaching hospitals yields an estimated OR of 0 (exact 95% CI: 0.00, 1.66) because there were no complications in the robotic arm. In contrast, properly accounting for the complex sampling design using our proposed bias-corrected method (with Morel variance) yields an estimated OR of 0.18 (95% CI: 0.10, 0.35). This result suggests a significant 82% decline in the odds of infection with RARC versus ORC in patients treated in nonteaching hospitals.
Next, we consider the results of the logistic regression analyses adjusting for age, sex, and comorbidity. Table 2 gives the estimates of obtained using the two bias-corrected approaches we propose, the Clogg et al. approach, and the standard WEE estimates; the results are presented separately for teaching and nonteaching hospitals. Of note, there were no convergence problems with the three bias-corrected methods. However, because there were no complications in the robotic arm for the nonteaching hospitals, the coefficient for 1 was converging to À1 for WEE; the results for WEE reported for the nonteaching hospitals in Table 2 are the estimates at the 25th iteration (the default maximum number of iterations in R's svyglm function in the package survey). For all of the methods, the standard errors reported in Table 2 are based on the variance estimator of Morel et al. 14 Using the independence variance when calculating the adjustment term, the estimated OR for surgery type in teaching hospitals, controlling for age, sex, and comorbidity, is e À0:306 ¼ 0:74; when the small-sample biascorrected variance is used the OR is also estimated to be e À0:305 ¼ 0:74. For the Clogg estimator, the OR is estimated to be e À0:370 ¼ 0:69. When comparing the estimates of to their standard errors, the three biascorrected approaches produce similar estimates, and all lead to the same conclusion that there is no association between surgery type and odds of wound infection. In contrast, the estimated OR for surgery type in nonteaching hospitals, using the independence variance adjustment term, is e À1:759 ¼ 0:17 (95% CI: 0.09, 0.35); when the smallsample bias-corrected variance is used, the OR is estimated to be e À1:711 ¼ 0:18 (95% CI: 0.10, 0.34). For the Clogg estimator, the OR is estimated to be e À4:025 ¼ 0:018 (95% CI: 0.010, 0.031). In this case, the independence and small-sample bias-corrected variance adjustment terms yield very similar estimates of effect: a significant 83% and 82% decline, respectively, in the odds of infection with RARC versus ORC in patients treated in nonteaching hospitals (similar to result of unadjusted analysis). The results for the Clogg method and the standard WEE suggest there is a significant association between surgery type and odds of wound infection; when comparing the estimates of to their standard errors, we see that the standard WEE (the 25th iteration in R svyglm) produces a much more significant result than the bias-corrected approaches. Because the estimated OR is on the boundary, caution must be exercised in making inferences based on the WEE method.
In summary, the results of analyses of the bladder cancer data highlight how the standard WEE approach and the bias-corrected methods can produce somewhat different estimates of effects. On the basis of results from the proposed small-sample bias-corrected variance adjustment, there is no evidence of association between surgery type and odds of wound infection in patients treated in teaching hospitals, but a very discernible reduction (82% decline) in the odds of infection with RARC versus ORC in patients treated in nonteaching hospitals. Using combined data on patients from both teaching and nonteaching hospitals, a test of heterogeneity of the effect of surgery type (adjusted for age, sex, and comorbidity) yielded Z ¼ 2.32, p < 0.05. To examine the finite sample bias of these approaches, we conducted a simulation study; the results of the simulation study are reported in the next section. In this section, we study the empirical relative bias in estimating using standard logistic regression models incorporating the complex survey structure (WEE) and our bias-reduced approach using three different variance estimators when calculating the multiplicative weighting factor, q hij : variance under independence (Independence), variance using the bias-corrected sandwich estimator of Morel et al. (Morel) , along with the Clogg et al. approach (Clogg) . 14, 15 For simplicity, in the simulation study, we used a cluster design without stratification and weighting, where sampling of clusters was performed without replacement from a finite population of clusters.
For the simulations, the true marginal logistic model for any subject in the population is
where the 10 x ijk 's are independent Bernoulli ð p x ¼ 0:15Þ variables. The intercept 0 was chosen so that the average P½Y ij ¼ 1 equals 0.10, corresponding to an overall prevalence of 10%, and for simplicity we set p 0 ¼ 0:1 for the Clogg approach to reflect this prevalence. This marginal model is similar to that used in a simulation study performed by Heinze and Schemper. 12 For simplicity, we set all 10 k equal to the same value
To simulate the clustered data, we use the random intercept logistic regression model proposed by Wang and Louis 16 and further developed by Parzen et al. 17 In particular, the conditional subject-specific logistic regression model is
where, given the subject-specific random effect b i , the Y ij 's from the same cluster are independent Bernoulli random variables. When b i follows a ''bridge'' distribution, the marginal logistic regression equals that given in equation (6) . 16 The bridge random variable has mean 0 and is the rescaling parameter. In particular
so that the larger the value of , ð0 5 5 1Þ, the smaller the variance (and the lower the correlation between pairs of random variables in the same cluster). We denote the population number of clusters by N, which we set to N ¼ 400, the number of sampled clusters by n, and the cluster size by m i (we assume all clusters are of the same size, and all members of the cluster are sampled). We conducted 24 simulation configurations varying the following conditions: the effect of the covariates, k ¼ ¼ flnð2Þ, lnð4Þ, lnð16Þg (recall, we set all 10 k to the same value); cluster sizes, m i ¼ f5, 10g; the bridge distribution's scaling parameter, ¼ f0:7, 0:9g; and the number of clusters sampled, n ¼ 40 and n ¼ 80. For each simulation configuration, 2000 simulation replications were performed. The convergence criterion for WEE is that the relative change in the log likelihood between successive iterations is less than 0.000001 (the default maximum number of iterations is 25 in R's svyglm function in the package survey); we report the percentage of simulation replications in which this convergence criterion was met. In presenting results for the standard WEE, we summarize the results for WEE conditional on convergence.
Tables 3 to 5 present the relative biases for 2 defined as 100ð 2 À 2 Þ= 2 , the mean square error of the estimates, and the empirical coverage probabilities of 95% Wald CIs for all the simulation study specifications, respectively. Without loss of generality, we report results for 2 only; any of the k could have been selected for bias reporting since the model is symmetric across covariates (all covariates are independent and have the same Bernoulli distribution with all 10 k ¼ ). The results indicate that the relative bias is greatly reduced, by an order of magnitude, when using the independence and small-sample bias-corrected variance adjustment terms. For both of these bias-reduced approaches, the relative bias is less than 2% across most of the simulation configurations (and less than 5% across all configurations). The standard WEE method resulted in the most biased estimates, with relative bias as high as 200% and often greater than 10% for ¼ lnð16Þ. For ¼ lnð4Þ, there are some convergence issues for the WEE method and it has moderate relative bias typically between 5% and 10%. For ¼ lnð2Þ, there are no convergence issues for the WEE method and thus low relative bias. The Clogg method had relative bias that fell somewhere between the standard WEE approach and the bias-reduced approaches proposed here. Interestingly, this ordering of the amount of bias across these methods agrees with previous simulation results for independent observations as seen in Heinze and Schemper. 12 In general, the Clogg method tended to be more biased and have higher mean square error (MSE) than the other bias-reduced approaches. When both the number of clusters and the cluster size were relatively small, the standard WEE had problems with convergence when k was far from the null (see Table 5 ). For example, the standard WEE method converged about 80% of the time when ¼ 0:7, m i ¼ 5, n ¼ 40, and ¼ lnð16Þ. Overall, results of our simulations suggest that the bias-reduced approach using either the independent variance estimate or the Morel variance estimate to calculate q hij is the preferred method for performing the analysis.
Although Wald CIs are known to exhibit unreliable and aberrant behavior in logistic regression with large 's, we found that in most of the simulation configurations, the coverage probabilities using the Wald CIs with Moreladjusted variance agree with the nominal 95% level for the bias-corrected approaches. 12, 18, 19 However, we caution against generalizing this finding based on the results of a single simulation study. One potential alternative to Wald CIs is the so-called pseudo-score CIs developed by Agresti and Ryu. 20 Pseudo-score CIs can be obtained by inverting a test that uses a quasi-likelihood Pearson chi-squared statistic that compares fitted values for the working model with fitted values of the model when a parameter of interest takes various fixed values. The performance of pseudo-score CIs in the complex survey setting is a topic of future research.
Finally, although the focus of this paper, and the simulation study, is on bias reduction in estimation of logistic regression parameters for binary data in the complex survey setting, we also considered the bias in the estimated probabilities. Specifically, using a similar simulation design configuration as described earlier, we considered the bias in the estimated probabilities when the 10 x ijk 's were fixed at the following set of values:
¼ 0 (four of the x's set to 1, all others to zero). The intercept 0 was chosen so that the average P½Y ij ¼ 1 approximately equals 0.3 and 0.8 when k ¼ ¼ flnð2Þ, lnð4Þg, respectively. The results of these simulations (not reported) suggest that the bias in the estimated probabilities is more comparable between the standard WEE and the bias-reduced approach using either the independent variance estimate or the Morel variance estimate. That is, although the standard WEE yielded discernibly greater bias in estimating the 's, this did not translate into discernibly greater bias in the estimated probabilities. Based on 2000 replications for each simulation for varying levels of the number of observations in each cluster m i , levels of for the bridge distribution, and number of clusters sampled, n.
Discussion
In this paper, we have described a simple implementation of bias correction in the logistic regression model for complex surveys. By incorporating an adjustment term to the WEEs, we derived a bias correction based on univariate Bernoulli distributions. This bias correction splits each of the original observations into two new observations: the original response, y i with the original sampling weight, w hij , times a multiplicative factor, 1 þ q hij =2, and a pseudo-response, 1 À y hij with the original sampling weight times the multiplicative factor minus one, or q hij =2. Since both the response and pseduo-response have weights that are guaranteed to be positive, the problematic issue of separation is eliminated. 13 These pseudo-responses and weights are relatively easy to calculate, and this approach leads to an iterative algorithm that is straightforward to implement. Because WEE is the most widely used estimation approach for logistic regression models in complex surveys, the approach to correct for bias described in this paper should be useful in applications where there are rare outcomes, many interaction terms, or the focus of analysis is on particular subgroups of interest. We note that there is an alternative approach based on the large class of Bayesian methods that yield design-consistent estimates of the logistic regression model parameters. 21 These methods require some care in the selection of prior distribution and are most appealing when a relatively weak prior distribution is chosen. Although not specifically discussed in this paper, the proposed method can also be used for any regression model for binary outcomes in complex surveys, including models that adopt noncanonical link functions, such as probit or complementary log-log links. Kosmidis described bias-corrected estimating equations for noncanonical links for binary data with independent observations, where the original observations are split into y i and 1 À y hij with weights for each that are a function of a hij in equation (2) . 22 The proposed approach could be used to extend these results by incorporating the complex survey sampling weights into the weights for y i and 1 À y hij : Further, the approach can be extended to other generalized linear models using WEEs for complex surveys. The bias-corrected approach for complex surveys would be similar to that given in Kosmidis and Firth for other generalized linear models based on specific link functions. 23 This can be implemented by creating a psuedo-response (a function of the outcome and a hij ) to correct for the first-order bias.
Finally, the results of the simulations demonstrate that the proposed method can reduce the finite sample bias of WEE for estimating logistic regression parameters for binary data in the complex survey setting. WEE estimates can be biased due to the issue of separation or quasi-separation, a problem that can occur in large complex surveys when the outcomes are rare or subgroup analyses are performed. The bias-corrected methods perform discernibly better than the standard WEE approach for binary data, suggesting that they could be adopted as the method of choice in regression analyses of binary outcomes in complex surveys. Because of its computational simplicity, the standard bias-corrected logistic regression approach of Firth, where q hij is estimated under the naive assumption of independence, may be somewhat easier to implement using standard statistical software for logistic regression with complex survey data. 4 Finally, splitting each of the original observations into two new observations, each individual contributes fð y hij À hij Þw hij ð1 þ q hij =2Þ þð1 À y hij À hij Þw hij ðq hij =2Þg to the score function, which can be shown to be mathematically equivalent to the following WEEs 
Appendix 2 Algorithm for bias-corrected estimates
To obtain the first-order bias-corrected estimates of , one can iterate between updating q hij , given a current estimate of and d Varðx hij Þ, and then reestimating and d Varðx hij Þ, given the updated q hij by solving equation (4), until the estimates of converge.
In particular, we start by initializing q hij ¼ k=ð P H h¼1 P n h i¼1 m hi Þ, which is the average value of the q hij when the observations are independent. This initial estimate is equivalent to the ad hoc bias-reduction approach proposed by Clogg et al. with independent observations. 15 Note that P H h¼1 P n h i¼1 m hi is the total sample size. We then iterate between the following two steps until convergence of is obtained:
(1) Calculate the complex survey-based estimates of , but with modified survey weights of w hij ð1 þ q hij =2Þ for the original y hij and weights of w hij ðq hij =2Þ for the pseudo-observations 1 À y hij , where w hij is the original sampling weight (this is straightforward to implement using svyglm in R or a similar procedure in another software program).
(2) Recalculate q hij based on the estimates, hij and d Varðx hij Þ, from the logistic regression model estimates in the previous step. (3) Note that in this iterative procedure, VarðÞ and thus q hij is calculated either under independence or using the Morel et al. bias-corrected sandwich variance estimator. 14 Further, after convergence, the Morel et al.
sandwich variance estimator is used to estimate the variance of in making inferences from both approaches. 14 That is, for the setting where our proposed approach is most applicable (rare events, small domains, many interaction terms), the bias-corrected variance estimator of proposed by Morel et al. is needed. 14 
