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The Seismic Deconvolution Advisor (SDA) is designed to 
aid the user in the understanding of deconvolution concepts 
and in the determination of processing parameters for 
predictive deconvolution. Fundamental deconvolution concepts, 
predictive deconvolution parameters, examples, and graphic 
helps are included in the system. The Seismic Deconvolution 
Advisor, unlike batch-job systems or other interactive 
systems, provides help to guide the user in the understanding 
and application of the deconvolution process. Predictive 
Deconvolution Module (PDM), a branch of SDA, determines the 
parameters for prestack predictive deconvolution tests.
Discussions with five experts, a deconvolution processing 
class, and reading material provided knowledge for the expert 
system. The rule-based, expert system software shell, PERSONAL 
CONSULTANT™ PLUS, was used with the backward-chaining option. 
The prototype expert system contains 280 rules, 377 
parameters, and 3 6 graphics, and requires half megabyte of 
space on an IBM micro-computer. Two flow charts and user's 
manual have been provided to facilitate system operation. The 




The major strength of the SDA system is that this system 
gives advice and guidance to the user concerning the 
preconditioning, predictive-deconvolution parameters and 
postconditioning of seismic data. Weaknesses are that it has 
a limited knowledge base, and no deconvolution processing is 
available within SDA. Limited testing has been performed on 
the system periodically by the expert, advisor, and a 
committee member. Suggestions were provided to address 
possible errors in input/output characteristics, inference 
rules, control strategies, and text examples. The SDA has been 







LIST OF FIGURES ......................................vi
LIST OF TABLES......................................viii




THE SDA SYSTEM 2 2
PREDICT IVE-DECONVOLUTION MODULE 3 8
CONCLUSION............................................ 46
REFERENCES............................................ 54
APPENDIX A: PROCESSING APPROACH IN PREDICTIVE
DECONVOLUTION............................ 56
APPENDIX B: KNOWLEDGE ORGANIZATION...................59
APPENDIX C: USER'S GUIDE............................. 7 7





1 People involved in the design of
expert systems................................ 8
2 Expert-system development......................9
3 The four stages of expert-system design...... 11
4 Flow chart for the backward-chaining
inference process............................ 16
5 Flow chart for forward-chaining inference
process.......................................17
6 Frame structure for SDA.......................20
7 Coherent noise typically has higher
moveout than does signal 3 0
8 The region passed by f-k filter is shown
by arrows.....................................31
9 Seismic traces showing different levels of
random noise, compared with signal 
amplitude "A"  3 3
10 Comparision of noise amplitude with




11 Comparision of noise amplitude with
signal (A) for signa1-to-noise ratio = 2.... 3 5
12 Comparision of noise amplitude with





1 Input Parameters 4 2




PLATE 1: FLOW CHART (SDA)........................POCKET
PLATE 2: INFERENCE MAP (PDM).....................POCKET




I would like to express my deepest gratitude to professor 
Ron Knoshaug for suggesting this topic and for his continuing 
guidance and encouragement. I extend special thanks to my 
expert,professor Ken Earner. He dedicated many hours towards 
analyzing his decision technique, an often frustrating and 
tedious process. I am grateful for the guidance and 
assistance of my graduate committee member, professor Frank 
Hadsell. His critical input was always welcome and 
appreciated. Mr. Ron Chambers of Western Geophysical also 
deserve thanks for his input. I am also grateful to the late 
prof. R.L. Sengbush for his guidance at the early stages of 
this work. Mobil Corporation and GECO Geophysical Comapny 
deserves thanks for their financial support. Last, but not 





To the geophysicist, deconvolution means removing, 
through data processing, undesirable filtering that occurs as 
waves propagate through the earth; attenuation, reverberation, 
and ghosting are prime examples. The earth filtering can be 
described in terms of a cascade of linear filters. To 
deconvolve data, we must first estimate the parameters of the 
net filter (usually from the recorded data), and then design 
and apply the required inverse filter. A number of different 
deconvolution techniques are used in the seismic industry. 
They include predictive deconvolution (Peacock and Treitel, 
1969), homomorphic deconvolution (Ulrych, 1971), maximum- 
likelihood deconvolution (Kormylo and Mendel, 1983) , maximum- 
variance deconvolution (Mendel, 1981) , Q-adaptive 
deconvolution (Hale, 1985), and minimum-entropy deconvolution 
(Wiggins, 1978). Jurkevics and Wiggins (1984) summarized the 
relative merits of these deconvolution techniques.
Predictive deconvolution is the processing technique most 
commonly used to increase the resolution of seismic data. 
Adaptability in the presence of noise is a prime reason for 
the popularity of this process. Noise typically limits the 
potential increase of resolution and predictive deconvolution
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naturally limits the influence of noise. Parameters of 
predictive deconvolution (in particular, prediction distance 
and amount of added white noise) can be adjusted to give a 
balance between increasing the signal bandwidth and amplifying 
noise.
Much of the success of the seismic method to date is due 
to two major developments - improved fields techniques and 
digital data processing. The first led to improved data 
redundancy (primarily through common-midpoint [CMP] stacking), 
and the second to a host of mathematical algorithms for signal 
enhancement. Seismic data processing is largely a visual/men­
tal process, in which the processor interactively determines 
the most effective processing sequence, analysis approach, and 
parameter choices to obtain seismic data in the most 
interpretable form. The deconvolution process is made 
effective by the right choice of prediction lag and filter 
length, which largely depend on data quality, sampling 
interval, and the desired goal. In routine seismic data 
processing, the selection of deconvolution parameters is made 
by running a series of deconvolution tests on the seismic 
data.
An expert system is a computer program designed to
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simulate an expert advisor in a particular domain. Expert 
systems are the subset of knowledge-based systems, which 
typically include a sizable knowledge base, consisting of 
facts about the domain and heuristics for applying those 
facts. Expert systems act as pseudo-intelligent assistants 
to human experts, as well as to people who otherwise might not 
have access to the expertise. Expert systems and conventional 
computer programs differ in their application of knowledge and 
data. Expert systems use symbolic representation, symbolic 
interface, and heuristic search (Hayes-Roth et al., 1983). 
One basic difference is that rule-based expert systems 
manipulate symbolic data while conventional programs manipu­
late numeric data. In the symbolic representation of 
knowledge, sets of symbols stand for problem concepts. To 
solve a problem, a rule-based system manipulates these symbols 
rather than performing standard mathematical computations. 
This is not to say that rule-based systems don't do 
mathematics; rather the emphasis is on manipulating symbols. 
Most important, rule-based systems apply domain-specific 
knowledge to guide the heuristic search process instead of 
blind search. (Blind search methods can be goal-directed, 
data-directed, or bidirectional). The coupling of symbolic 
and numeric methods is now widely recognized to be an 
effective means of addressing many computing problems in
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science, engineering, and business. Expert and knowledge- 
based systems often combine symbolic and numeric methods 
(e.g., Mycin, Prospector); systems that can reason about the 
application or results of numeric methods are referred to as 
coupled systems (Kitzmiller, 198 6).
Digital data base systems provide rapid access to large 
volumes of both processed and unprocessed seismic data and 
related information, for use in interactive analysis. Graphic 
imagery can speed the learning process and stretch the user's 
imagination into effective geophysical processing approaches.
The SDA system is similar to most Artificial Intelligent 
(AI ) applications in that it is rule-based oriented, and 
incorporates few numerical computations. Unfortunately, while 
most AI languages or expert-system shells can handle a small 
number of calculations, they are not designed to be strong in 
both building rule bases and doing complicated computations.
The use of the SDA system can facilitate the selection 
of appropriate predictive-deconvolution parameters by using 
the following two methods:
1) . When deconvolution parameters are required for a new line, 
the line and prospect information (e.g., location of seismic
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line, zone of interest, and other related information) are 
input into the computer. The expert system will use the data 
base information (already processed line near to the new line) 
and match the input information. If the input line 
information and any nearest available line information fall in 
the same prospect, then the pre-existing deconvolution 
parameters from the processed line will be displayed for the 
use of new line.
A recent study (Lindseth, 1990) at the University of 
Houston found that computer-assisted instruction was the 
fastest of several learning methods tested.
2). Deconvolution tests strive to select optimum filters for 
use with the seismic data. Testing involves experimenting with 
trial filters and judging their performance. A part of the 
seismic section is chosen for this purpose and different 
deconvolution filters are applied in sequence. The outputs are 
compared and the optimum is selected. Criteria for picking the 
"best" deconvolved section include resolution and continuity 
of the events, multiple suppression, etc. The expert system 
can determine the sets of parameters (prediction lag, operator 
length, window design and percent white noise) for 
deconvolution test by applying the heuristics (rules of thumb)
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to the predictive-deconvolution domain knowledge.
The Seismic Deconvolution Advisor (SDA) is designed to 
aid the user in understanding deconvolution concepts and in 
determining processing parameters for predictive 
deconvolution. Deconvolution fundamentals, predictive
deconvolution parameters, examples, and graphic helps are 
included in the system. The user is expected to have a 
nominal knowledge of seismic data processing. The expert 
system guides the user in predictive deconvolution processing 
and determines the parameters for the deconvolution tests. It 
points out the issues related with predictive deconvolution 
and finds an appropriate solution using the user's responses 
and examples provided therein. It can fit as a module into a 
larger surface seismic processing advisor of the future.
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EXPERT SYSTEM DESIGN
Expert systems vary in their design but most expert 
systems have a knowledge base, an inference engine, and user 
interface. Three major parties are involved in the design of 
expert systems : (1) the expert, whose expertise is put into a
structured form and entered into the knowledge base, (2) the 
programmer, who enters the structured knowledge and rules into 
the computer, and (3) the knowledge engineer, whose task is to 
extract knowledge from the expert in a form that is useful to 
the programmer. Figure 1 shows the positions of the three 
parties relative to the expert system, with the programmer and 
expert interacting with the knowledge engineer and the expert 
system. The knowledge engineer and the expert work together 
with the programmer to encode some of the expert's basic 
knowledge and reasoning techniques. Often, the knowledge 
engineer and the programmer are the same person. The 
knowledge engineer and the expert together challenge that 
expert system to uncover deficiencies and inefficiencies in 
problem-solving. As the fledgling expert system grows, the 
knowledge engineer adds more knowledge and thus tries to 
improve on the model of the expert (Figure 2).
Knowledge about deconvolution was acquired through 




















Figure 2. Expert system development (modified from 
Kitzmiller, 1986).
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knowledge for the expert system was kindly provided by Dr. Ken 
Earner. Four more experts were interviewed from GECO-PRAKLA 
and Western Geophysical Company at the later stages of the 
thesis work. For this particular application, I played the 
part of both programmer and knowledge engineer.
The development of this system went through the four 
stages shown in Figure 3 :
(1) Identification. When the knowledge of a domain (body of 
knowledge specific to a problem) is firm, fixed, and 
formalized, algorithmic computer programs that solve problems 
in the domain are more appropriate than heuristic ones. When 
knowledge is subjective, ill-codified and partially 
judgemental, expert systems embodying a heuristic approach are 
more appropriate. This type of knowledge is rarely formulated 
in a fashion that permits simple translation into a 
conventional computer program. The theory of deconvolution is 
quite straightforward, and even beautifully elegant, but it 
will soon become apparent, nevertheless, that in practice the 
theory itself is really a straw at which we grasp. This is 
because in many cases there is insufficient information on the 
various components in seismic data. This then forces 






Figure 3. The four stages of expert-system design.
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subjective, rather than objective. Deconvolution processing is 
actually then, at least as much an art as it is science. It 
is important to describe, with as much precision as possible, 
the problem that the system is intended to solve.
(2) Knowledge Mapping. The knowledge engineer frequently 
creates a diagram of the problem to depict graphically the 
relationships between the objects and process in the problem 
domain. This process involves mapping the key concepts, 
subproblems, and information-flow characteristics isolated 
during the identification stage. A flow chart for SDA (plate 
1) and a inference map for predictive-deconvolution module 
(plate 2) are prepared during knowledge mapping. The flow 
chart for SDA provides the issues that deal with 
preconditioning and postconditioning processing. Inference map 
2 illustrates the predictive deconvolution module (PDM) that 
assists in determining the deconvolution test parameters.
(3) Implementation. The formalized concepts are then 
programmed into the IBM micro-computer that has been chosen 
for the SDA and PDM expert system development. Details of SDA 
and PDM are provided in chapter III and IV respectively. 
PERSONAL CONSULTANT PLUS™ (PC PLUS) was used to organize the 
rules and parameters in the problem domain.
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(4) Testing. This process involves evaluating the performance 
of the prototype program and revising it to conform to 
standards defined by experts in the problem domain. Typically 
the expert evaluates the program's performance and assists the 
knowledge engineer in subsequent revisions. As illustrated in 
the figure 3, expert system design is a cyclic process ; hence 
the reader should not surprised to know that the map was 
altered many times.
The knowledge in a rule-based system is organized in a 
way that separates the knowledge about the problem domain from 
the system's other knowledge, such as general knowledge about 
how to interact with the user. The collection of domain 
knowledge is called the rule base or knowledge base, while the 
general problem-solving knowledge is called the inference 
engine (Waterman, 1986). PC PLUS, the inference engine, was 
chosen primarily for its availability and was used on an IBM 
micro-computer. Unfortunately, physical memory limitations of 
the computer created problems for this combination of software 
and hardware. The PC PLUS 3.0 shell was unable to make use of 
the one megabyte of extended memory, and an "out of memory" 
message was common. Otherwise PC PLUS worked fine for system 
design.
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PC PLUS rules are IF-THEN statements that express the 
relationship among parameters, e.g., "IF conditions THEN 
actions" statements, that are checked against a collection of 
facts or knowledge about the deconvolution problem. A rule 
interpreter compares the predicates of rules, i.e., the IF
portions of rules, with the facts stored in the data base, and 
executes the rules whose predicates match the facts. A rule's 
execution may change the status of the facts in the data base 
by adding a new fact, and the new facts can be used to form 
matches with the predicates of other rules. An IF-THEN rule 
can be expressed in natural language as follows :
IF certain conditions are true 
THEN execute the following actions
In the following statement the GOAL parameter is decon:
If the interest is stratigraphic-interpretation, then the 
decon is Multichannel-Deconvolution.
IF statement : INTEREST = STRATIGRAPHIC-INTERPRETATION
THEN statement: DECON = MULTICHANNEL-DECONVOLUTION
Four terms have specific meaning in relation to PC Plus rules: 
try, pass, fail, and fire. PC Plus tries a rule by
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determining if the conditions in the rule's IF statement are 
met (e.g., if the value of INTEREST is STRATIGRAPHIC- 
INTERPRETATION) . If the IF statement is true, then it passes. 
When the conditions in the rule's IF statement are not met, 
the IF statement is false and it fails. When a rule's IF 
statement passes, PC Plus fires the rule, or carries out the 
action specified in its THEN statement.
PC Plus uses a rule-based knowledge representation, with 
a default backward-chaining inference engine. In backward 
chaining (Figure 4), the system starts with a goal parameter 
and traces back from rule consequent (THEN) to the antecedents 
(IF) until all of the traced rule antecedents can be 
satisfied, or until all the rules related to this parameter 
are tested. Backward chaining works well if the expert 
system's goals are clearly defined. To make a rule forward 
chaining with PC PLUS, one must activate its ANTECEDENT 
property. It is then TRIED and FIRED according to the logic of 
Figure 5, and one can see that ANTECEDENT rules are TRIED when 
all of the parameters of their premise have values. In 
contrast, Figure 4 shows us that CONSEQUENT (backward 




FIND RULES THAT YIELD GOAL
SELECT ONE RULE
HYPOTHESIS SATISFIED ?
PREMISE FALSE PARAMETER MISSING
MISSING PARAMETER BECOMES GOAL
Figure 4 . Flow chart for the backward-chaining inference 
process.
ER-3852 17
HAS PREMISE BEEN UPDATED ?
IS PREMISE TRUE ?
FIRE RULE
Figure 5. Flow chart for forward-chaining inference process. 
(Hadsell, 1987)
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Since backward chaining starts with a goal, it is more 
often employed when there are only a few goals. In forward 
chaining ANTECEDENT rules are tried when all of the parameters 
of their premise have values. Thus, it is often chosen when 
there are only a few pieces of data. Again these two inference 
algorithms can be applied separately or be mixed together in 
a single rule-based system, depending on the tool used and the 
builder's choice. Seismic Deconvolution Advisor uses the 
backward chaining option because goals are well defined. 
Forward chaining could waste time because PC PLUS tests an 
antecedent rule each time it determines a value for one of the 
parameters in the rule's IF statement, as long as the rule has 
not been fired. Once a rule has fired, however, it is not 
tried again. Forward chaining option could be incorporated as 
well if the initial data of the system expands.
Rules control how knowledge is accessed, while parameters 
specify the knowledge. PC PLUS uses parameters to store 
information or facts in the knowledge base. A heuristic is a 
rule about which there is some measure of uncertainty, often 
represented by a CERTAINTY FACTOR (CF). The certainty factor 
indicates the measure of confidence in the value of a 
parameter on the part of the developer or user. The certainty 
factor for the parameters is a number from -100 (NO) to +100
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(YES). At present SDA system lacks certainty factors, but if 
the system were expanded in the preconditioning process then 
this property would allow the user to specify a degree of 
certainty in responding to a prompt. In SDA, parameter types 
used are: (1) YES/NO - the parameter can have a value of
either YES or NO, (2) ASK-ALL/MULTIVALUED - the parameter can 
have more than one value with absolute certainty. These two 
parameter types differ in PC PLUS only in the manner in which 
the user is interrogated. (3) SINGLEVALUED - the parameter can 
be assigned only one value with absolute certainty.
Knowledge organization and control in PC PLUS are handled 
by frames, parameters, and rules. Frames are the largest 
divisions of the expert system. They are organized in a frame 
tree structure (Figure 6), and each frame addresses a part of 
the problem. A frame tree helps the knowledge engineer to 
structure a knowledge base domain by separating a large mass 
of information or knowledge into logical pieces. Each frame 
can solve one part of the problem and provide information 
needed to solve the whole problem. The simplest knowledge 
base has a frame tree containing only one frame, the root 
frame. More complex knowledge bases that have several groups 
of information can have many frames. Frames within a frame 
tree are organized into an hierarchy. This hierarchy consists
ER-3852 20
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Figure 6. Frame structure for SDA.
(See appendix B for more detail)
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of parent and child frames. In a frame tree, a parent is the 
frame that is one level higher than the child. Child frames 
inherit the use of parameters from their parent frame. Parent 
frames may use the rules of their children.
Graphics screens created by DRHALO™ are included with 
prompts, parameters, or rule conclusions. Graphic help and 
help statements about parameters assist the user in 
determining the parameter values. If the user is not sure 
exactly what the prompt means, the user can press the FI key 
for help. A few other consultation "helps" are available such 
as SAVE PLAYBACK FILE, which saves a record of a consultation 
to a file; REVIEW, which provides a list of the current 
consultation's prompts and responses ; and PRINT CONCLUSIONS, 
which prints a record of the current consultation's prompts, 




Seismic Deconvolution Advisor (SDA) is divided into two 
major parts - deconvolution fundamentals and deconvolution 
processing (see Appendix B for detail). The deconvolution- 
fundamentals module gives background on the basic concepts of 
the convolution model, inverse filtering, autocorrelation, 
prestack versus poststack deconvolution, single-channel versus 
multichannel deconvolution, zero-phase versus minimum-phase, 
and critical questions related to deconvolution. The 
deconvolution-processing module helps the user precondition 
seismic data before predictive deconvolution processing and 
aids in the determination of predictive deconvolution 
parameters. It also helps the user with other aspects of 
wavelet processing that follow predictive-deconvolution 
processing, such as model-based wavelet processing, time- 
variant spectral balancing, and time-variant filtering.
One complete consultation session on the SDA system may 
take approximately three hours for the first time-user 
(experienced user may take less than one hour) . The user, 
however, can interrupt the session at any point by pressing 
key F2 and saving the results of the consultation with the 
SAVE PLAYBACK FILE system command. For example, the user can
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leave the session to do processing and a quality-control check 
of intermediate processing results at any stage, and later 
come back to resume the consultation session. To retrieve 
data from the previous consultation, the user presses key F2 
and chooses the GET PLAYBACK FILE system command. A flow 
chart (Plate 1) and user's manual (Appendix C) have been 
provided to facilitate the system operation.
In the beginning of the session SDA displays the current 
objective of the system and prompts the user with the question 
"Have you used this expert system before?" If the answer is 
NO then the system provides some tips about how to use the SDA 
system. If the answer is YES then the system proceeds. Now 
SDA asks whether the user is interested in learning about 
deconvolution fundamentals or wishes to proceed with 
predictive-deconvolution processing. If the user wishes to 
learn about deconvolution fundamentals then the system 
proceeds to the deconvolution-fundamentals frame. This frame 
contains eight child frames or subframes from which to select:





PRESTACK VERSUS POSTSTACK DECONVOLUTION 
SINGLE CHANNEL VERSUS MULTI-CHANNEL DECONVOLUTION 
MINIMUM-PHASE VS ZERO-PHASE 
MISCELLANEOUS QUESTIONS
The user can select any number of these modules at this 
time. Take as an example the PRESTACK VERSUS POSTSTACK 
DECONVOLUTION module. This module helps the user in 
understanding the distinction between prestack and poststack 
deconvolution and provides the following text on the monitor.
Deconvolution before stack is beneficial on seismic data 
for spectral equalization, wavelet contraction, and 
suppression of source and receiver ghosts. It can also 
suppress multiples from the seismic data. Deconvolution 
is typically applied after geometric compensation and 
often after instrument dephasing and correction for earth 
attenuation. In a typical processing sequence,
deconvolution is often run on common midpoint (CMP) trace 
gathers prior to doing normal moveout (NMO) correction.
Care is required to avoid altering the reflectivity 
sequence when doing deconvolution after stack. Poststack 
deconvolution is considered for several reasons. First,
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a residual wavelet is inevitably present on the poststack 
section. Deconvolution cannot be expected to completely 
compress the basic wavelet contained in the prestack data 
to a spike for a number of reasons but primarily because 
of the presence of noise in the prestack data. Perhaps 
the wavelet can be compressed further in the stacked data 
because, typically stacking has improved the signal-to- 
noise ratio. Predictive deconvolution aimed at removing 
short period multiples may also be a viable process after 
stack.
By doing spectral analysis on poststack data, one 
can determine whether or not seismic data will likely 
benefit from poststack deconvolution. If the amplitude 
of the data is generally flat over a wide range of 
frequencies, then poststack deconvolution is unnecessary.
Take as another example the SINGLE CHANNEL VERSUS MULTI­
CHANNEL DECONVOLUTION frame. This module helps the user in 
understanding whether single-channel deconvolution is 
sufficient or multi-channel deconvolution is warranted. It 
provides the following text on the monitor.
The term multi-channel deconvolution is used here to mean
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the design of one filter for all traces in an ensemble, 
usually by averaging the autocorrelations of some traces, 
whereas in single-channel deconvolution, each trace is 
considered independently.
Prestack single-channel deconvolution has the 
advantage of improving the signal-to-noise ratio of the 
stacked data as compared to data without prestack 
deconvolution. The reason is that prestack single-channel 
deconvoltuion equalize the spectrum of the wavelet on all 
traces in the data set, which give better signal-to-noise 
after stack.
Multi-channel deconvolution design has the advantage 
(if the basic wavelet is common to all traces) that one 
filter is used for all traces in a record, so that a 
common wavelet is maintained. In surface-consistent 
deconvolution, variations in source character and 
geophone coupling can be compensated for by performing 
both shot-gather and geophone-gather filter design. The 
output signal wavelets may then be less variable in the 
presence of noise than the input ones from trace to 
trace, with the result that the stacked wavelet may be 
closer to minimum-phase than that for single-channel 
deconvolution.
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When this consultation session is done, SDA provides one 
more opportunity to go through the deconvolution fundamentals 
consultation, if the user wishes to do so. Otherwise the user 
returns to the root frame to proceed to the predictive- 
deconvolution processing frame or exit from the system.
If the predictive-deconvolution processing option is 
selected, then the user is first asked to provide some general 
information for use in actual processing of the seismic data. 
The user is asked to provide the SAMPLING INTERVAL, DATA 
LENGTH, FORMAT, TIME AVAILABLE, PROCESSOR-NAME and AREA-NAME. 
Only the TIME AVAILABLE, SAMPLING INTERVAL, and DATA LENGTH 
parameters are used further. If TIME AVAILABLE is limited, 
then model-based wavelet processing, a relatively more 
involved processing sequence, is eliminated from the 
processing sequence. If the format of the seismic data is
UNKNOWN, then the user is offered advice to use a separate 
advisor, STAFOID (Agena, 1988) to determine the tape format.
In SDA, a few commonly used sampling interval values and 
different seismic data recording formats are available from 
which to choose, but if the user supplies OTHER as the value 
of either of the parameters SAMPLING-INTERVAL and FORMAT, then 
the system prompts the user to provide the values of these two
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parameters. These parameters are checked for consistency by 
the expert system. For example, if the user provides a 
sampling interval of 2 ms and a data length of 8 000 ms, then 
the system interacts with the user stating "Are you sure 
(y/n)? The sampling interval of 2 ms and data length of 8000 
ms will generate a large number of samples to be processed". 
If no, then you can change input parameters with the REVIEW 
command. Similarly, the system gives a few more possible 
explanations of what on the basis of input parameters 
(SAMPLING-INTERVAL DATA-LENGTH) provided by the user.
Several stages of preconditioning of seismic data are 
necessary before applying predictive deconvolution The SDA 
system provides the necessary information on each 
preconditioning process. Preconditioning involves geometric 
spreading compensation, noise suppression, inverse ̂ -filtering 
to compensate for absorption losses, instrument dephasing, 
signature deconvolution, and trace editing.
After asking for the INITIAL PARAMETERS, SDA goes on to 
the preconditioning processes. One such example is the 
suppression of coherent noise. Prior to predictive
deconvolution, strong coherent noise should be suppressed so 
that it does not contaminate autocorrelation estimates. The
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SDA prompts " Do you want to suppress coherent noise from the 
seismic data?" Below this prompt, types of coherent noise are 
described and reasons for removing coherent noise before 
predictive deconvolution are given. By pressing key FI the 
user can see a graphic (Figure 7) that illustrates the large 
moveout typically expected for coherent noise. If the user 
does not want to suppress coherent noise, then this part can 
be skipped by responding NO to the prompt. If the user wants 
to suppress the coherent noise, then the system provides more 
information about the coherent noise and suppression 
processes. For instance, if seismic data are contaminated by 
coherent noise then moveout filtering (in the frequency- 
wavenumber [f-k] domain) is suggested, but this process can be 
computationally intensive. Now, if the user is interested in 
how f-k filtering is done, a brief description and graphic 
(Figure 8) is provided.
At present, SDA does not pursue this or others 
preconditioning steps in greater depth. The coherent-noise 
session thus stops with the statement: "f-k filtering is not 
available in the present version of SDA. In a future version, 
further guidance would be provided to help select parameters 
for f-k filtering." At present the user must go to other 
programs outside the SDA to do the f-k filtering. The user
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Figure 8. The region passed by f-k filter is shown by 
arrows.
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can resume the SDA session after doing f-k filtering and 
assessing the quality of the results.
Now SDA moves to the next preconditioning process, which 
deals with random noise. Random noise degrades the
performance of predictive deconvolution because its presence 
alters the shape of the autocorrelation of the data. Signal- 
to-noise ratio is not easy to determine in practice, because 
it is often difficult to identify the signal (the desired 
portion) from the actual seismic data. Figure 9 shows three 
seismic traces having the same signal but different levels of 
random noise. Presently, PC PLUS cannot retrieve this graphic 
in ASCII format, but potentially it can be incorporated into 
SDA otherwise the user could get an idea of various noise 
levels with graphics such as those shown in Figures 10, 11,
12, which show synthetic seismic traces having S/N ratio 8, 2, 
and 1. With the help of graphics, examples, and text, more 
details are available in SDA about random noise and possible 
approaches to random noise suppression.
Other preconditioning processes such as instrument 
dephasing, signature deconvolution, geometric spreading 
compensation, Q-filter, power-line noise suppression, and 
variations in source and receiver coupling are treated in
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Figure 9. Seismic traces showing different levels of random
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Figure 10. Comparison of noise amplitude with signal (A)
amplitude for signal-to-noise ratio = 8.
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S/N = 2. BANDPASS FILTER = 10, 50 Hz.
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Figure 11. Comparison of noise amplitude with signal (A)
amplitude for signal-to-noise ratio = 2.
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S/N = 1. BANDPASS FILTER = 10, 50 Hz.
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Figure 12. Comparison of noise amplitude with signal (A)




sessions that flow with logic that is similar to those for 
the noise suppression methods. Now SDA proceeds to the 
prediction deconvolution module to provide parameters for 
deconvolution tests. The predictive deconvolution module (PDM) 
is developed separately and described in detail in the next 
chapter.
In the final phase, SDA provides consultation for the 
postconditioning of the seismic data after predictive 
deconvolution. Preconditioning involves model-based wavelet 
processing to correct the residual wavelet (i.e., the wavelet 
that remains after deconvolution), time-variant spectral 
whitening to flatten the amplitude spectrum, and time-variant 
filtering to suppress the ambient noise which usually 
dominates the signal at late time. The postconditioning 
portion of the SDA session flows with the same logic as that 
described earlier for preconditioning. Also, as with the 
preconditioning steps, postconditioning is not pursued in 
depth in the current version of SDA.
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PREDICTIVE-DECONVOLUTION MODULE
The core of SDA, the predictive deconvolution module 
(PDM) is developed to help the user in the determination of 
predictive deconvolution parameters for prestack seismic data. 
The Predictive Deconvolution Module is intended to illustrate 
what other preconditioning and postconditiong modules should 
look like, if the SDA were expanded. PDM is developed 
separately from SDA as PC PLUS was unable to access the 
extended memory of the system due to a faulty subroutine 
PCSEXT.EXE in PC PLUS. PDM contains 37 rules, 4 9 parameters, 
1 frame, and 2 graphical aids and requires 50,000 bytes of 
storage space. The PDM system is much smaller than the SDA 
system.
If the user wishes to apply predictive deconvolution, 
then PDM suggests sets of parameters for the deconvolution 
test. These sets are 1) ten pairs of prediction lag and 
operator length parameters, 2) design-gate parameters for 
single-channel or multi-channel deconvolution, and 3) the 
amount of prewhitening parameter. The user can run a series of 
deconvolution tests with these parameters. A small part of the 
seismic section is chosen for this purpose and different 
filters are applied in sequence. From the output deconvolved
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sections, selection of the final parameters is done on the 
basis of resolution, continuity of the events, multiple 
suppression, and aesthetic look of the seismic section. In PDM 
the user is asked to provide the INITIAL PARAMETERS such as 
DATATYPE, DATA-LENGTH, SAMPLING-INTERVAL, BANDWIDTH, OFFSET- 
DISTANCE, GEOPHONE-INTERVAL, NUMBER-OF-CHANNELS, GOAL, ZONE- 
OF-INTEREST, RANDOM-NOISE-LEVEL, QUALITY-OF-SOURCE/RECEIVER 
COUPLING. These INITIAL PARAMETERS help in determining the set 
of parameters by applying the heuristic (rule of thumb) to the 
predictive-deconvolution domain knowledge.
Predictive deconvolution is the processing technique most 
commonly used to increase the resolution of seismic data, but 
noise typically limits the ability to increase resolution. 
While predictive deconvolution may be effective in suppressing 
short-period multiples on zero-offset seismic data, multiple 
suppression will not be as effective when applied to nonzero- 
offset seismic data, such as common-shot or common-midpoint. 
This is because the multiples sequence no longer satisfies the 
assumption that they are periodic. Parameters provided by PDM 
are effective at best only in suppressing the short-period 
multiple (<300 ms) and enhancing resolution. Generally for 
long-period (>500 ms) multiple suppression other algorithms 
such as F-K filtering, are needed. A prediction lag of unity
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(spiking deconvolution) is applied to seismic data to increase 
the temporal resolution. This process, however, will also 
amplify high-frequency noise. In the postconditioning of the 
data, therefore a bandpass filter can be applied to suppress 
the noise.
Design-gate parameters (near-offset start and end time, 
far-offset start and end time) are determined by using the 
NMO-equation and initial-data information such as offset 
distance, number of channels, water depth, velocity, zone of 
interest, etc. Heuristics are used in establishing the 
relationship between operator length and window design. The 
window must be sufficiently long to allow the random 
characteristics in the random process to be well estimated, 
but it cannot be too long because of time-variance of the 
seismic pulse. In single-channel deconvolution, to get 
effective separation of the deterministic seismic pulse from 
the random reflectivity, the ratio of operator length to 
window length should be on the order of 1/10 and certainly not 
less than 1/5. But in multi-channel deconvolution this ratio 
can go lower, as there are more trace statistics available. At 
present, the system provides design-gate parameters only for 
one time window. In practice, two or three windows might be 
used for each trace in time to capture the time-varying
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wavelet. Also, the window positions sometimes vary laterally 
in practice.
Percent prewhitening is achieved by adding a constant to 
the zero lag of the autocorrelation function. Increasing 
prewhitening limits the whitening action of deconvolution and 
thus restricts the bandwidth of the deconvolved data. However, 
bandlimiting by prewhitening is less controllable than is that 
by varying the prediction lag. Increasing the percent of 
prewhitening means increasing random noise in the seismic 
data. The presence of random additive noise is the most 
important degrading factor in the deconvolution of seismic 
data. Noise-induced distortion of signal phase and amplitude 
produces severe stack attenuation, makes poststack recovery 
difficult with spectral enhancement techniques, and leaves the 
stratigraphie imprint unclear. In practice, therefore this 
parameter is kept very small. The PDM picks the default value 
of 0.01.
Prestack seismic data has been tested by the SDA system. 
The input and output parameters are written in a consultation 
file (Table 1 and 2) by the inference engine of the PC Plus 
software shell. The consultation file can be printed by 






Seismic data is marine or land 
Seismic data length in ms.
Seismic data sampling interval 
Geophone interval is required for... 
Offset distance is required in NMO.. 
Number of recording channels are ... 
Lower cutoff frequency is required.. 
Higher cutoff frequency is require.. 
Zone of interest in two way travel.. 
Prime interest in either interpret.. 
Random noise level helps in decidi.. 
Variation in Source/Receiver Coupl.. 
Depth of water, required in the NM..
(PREDICTIVE DECONVOLUTION MODULE) 
Jagdeep Verma 


















Apply the following parameters on the test shot record. Also 
run the amplitude spectrum and autocorrelation process on the 
input shot record and deconvolved output panels using the 
following window design parameters. These processes show the 
variation in resolution and multiple suppression. Picking the 
final prediction lag and operator length depends on 
resolution, continuity of the events, multiple suppression, 
and aesthetic look of the output deconvolved shot record.











B]. SINGLE CHANNEL DECONVOLUTION
1]. Window start time [near offset] 348 ms.
2]. Far offset start time 2366 ms.
3]. Window end time [near offset] 3681 ms.
4]. Far offset end time 5699 ms.
C]. WHITE NOISE - 0.01
Output Parameters from the PDM expert: system
ER-3852 44
then interrupt the session to use the predictive-
deconvolution parameters in deconvolution tests on seismic 
data done on a separate processing system outside SDA.
Suggested parameters provided by PDM system were used on 
actual seismic data, and results of the test results are shown 
in Plate 3. To select the final prediction gap and operator 
length, the autocorrelation function and amplitude spectrum of 
the panels (plate 3) may be useful. These will show the 
variation in resolution (by varying prediction gap) and 
multiple suppression (by varying operator length). The choice 
prediction lag and operator length depends on resolution, 
continuity of the events, multiple suppression, and aesthetic 
look of the output deconvolved shot record.
PDM's conclusions alone would not help a seismic 
processor understand the predictive-deconvolution parameters 
context of the case he or she presents to the program. The 
dialogue with PDM, however, can help to illuminate what are 
the key factors for reaching conclusions. PC PLUS's 
explanation capabilities gives a seismic processor an 
opportunity to examine parts of the dialogue he or she finds 
puzzling. When the program asks "What is the bandwidth of the 
seismic data", the user can inquire why this information is
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relevant. The user can get the answer by pressing F2 key, then 
selecting WHY from the window menu. The translation (parameter 
property) of the parameter will appear as the answer to the 
question. Answers to such inquiries elucidate RDM's line of 
reasoning on the case at hand and thus provide brief 
instructional interchanges in the course of a consultation. 
Question-answering capabilities of PDM give a seismic 
processor access to the static knowledge base.
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CONCLUSIONS
The Seismic Deconvolution Advisor is a prototype expert 
system and contains only a portion of the expertise in its 
field. The predictive-deconvolution part is more completely 
developed to aid the user in the determination of predictive- 
deconvolution processing parameters and to illustrate a fully 
developed module. In its present state of development, the 
Seismic Deconvolution Advisor demonstrates the feasibility of 
this approach and has some strengths and weaknesses.
The major strength of the SDA system is that this system 
gives advice and guidance to neophyte users (first or second 
time users) concerning the preconditioning, predictive 
deconvolution and postconditioning for prestack and poststack 
seismic data. Other processing systems, such as batch job 
processing system, do not provide enough help to the neophyte. 
The interactive processing systems provide information 
directly on the monitor, with limited help, but with no major 
guidance or parameter selection in seismic data processing to 
the user. The SDA suggests the processing sequence for 
predictive-deconvolution processing, and determines the 
prestack predictive deconvolution test parameters with the 
help of basic information on prestack seismic data. Input
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parameters for preconditioning, predictive deconvolution, and 
postconditioning are checked for consistency by the SDA 
system. A few of the preprocessing parameters, such as TIME 
AVAILABLE, are used further in the SDA sessions. If TIME 
AVAILABLE is severely limited, then processing techniques such 
as model-based wavelet processing may be skipped.
The training of a processing geophysicist is a
fundamental and vital concern of any dynamic geophysical 
company. Training brings about a positive change in an
individual's behaviour for a definite purpose and differs from 
education in many ways. The most important difference is that 
training is aimed at specific job-based objectives rather than 
the broader society-based aims of education. Recent studies 
suggest that there is no choice as to whether to train or not; 
the only choice is the method. There is no faster way of
learning than that provided by the immediate feed-back of
computer-aided instruction (Lindseth,1990). An expert system 
such as SDA can play a positive role in this direction.
Some weaknesses of SDA are that it provides no quality 
control on actual seismic data ; it has only a limited 
knowledge base, and no processing is available within SDA. To 
make the system more comprehensive, additional graphics
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illustrations with real data are needed. Limited testing has 
been performed on the SDA system by the expert, advisor, and 
committee member. Suggestions were provided for the possible 
improvement in input/output characteristics, inference rules, 
and text examples. Unlike many conventional programs, the SDA 
system does not usually deal with problems for which there is 
clearly a right or wrong answer (sorting a list or inverting 
a matrix). The SDA, however, has been shown to reach 
satisfactory decisions within in its domain of expertise. 
Future testing will eventually reveal the weaknesses in the 
advice offered by the system and will highlight areas where 
additional knowledge is needed. While the SDA is designed for 
a variety of users, the user should have some knowledge of 
seismic data processing. Students taking future deconvolution 
processing classes in the CSM Department of Geophysics might 
use the expert system as a tutorial.
The structural design of this expert system is 
significant in order to allow for future modification and 
expansion (Appendix D). Frames are the largest divisions of 
the system and each addresses a part of the problem defined by 
the knowledge base. A frame's knowledge is easy to modify and 
expand, if one is conversant with PC PLUS. The flexibility of 
this system allows advice to be mounted on top of any
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processing package on any IBM computer that has at least one 
megabyte RAM memory. Development of a communication link 
between two software programs (SDA and an appropriate 
processing package) will allow simultaneous consulting and 
application of predictive-deconvolution processing. It will 
reduce wasted time in converting advice from the expert system 
into deconvolution processing.
The PC Plus inference engine worked satisfactorily for 
development of the present expert system. The knowledge was 
structured into IF/THEN rules and the goal parameter format 
was well defined. There were some problems with the RAM 
memory; for example, the PC PLUS development shell was unable 
to access the extended memory of the TOSHIBA 1600 and IBM 
ps2/80 model. The reason was a faulty subroutine (PCSEXT.EXE) 
in PC SCHEME™. TOSHIBA 1600 and IBM ps2/80 micro-computers 
did not have expanded memory, but the software shell worked 
well with the expanded memory of the SAMTRON computer, and IBM 
compatible micro-computer, having an 80386 CPU chip.
FUTURE WORK
Seismic Deconvolution Advisor (SDA) was designed as a 
prototype, and further improvements are necessary for it to 
evolve into a system that processors can use routinely.
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1. Possibilities for future expansion include an interactive 
link between an appropriate mainframe and the IBM micro­
computer. This link would allow simultaneous consulting with 
the SDA and processing with a state-of-art seismic processing 
package. It would reduce time wasted in converting advice 
from the expert system into deconvolution processing.
2. More testing is required by experts and experienced 
processors. This testing will eventually reveal the 
weaknesses in advice offered by the system and will highlight 
the areas where additional advice is needed.
3. The software shell (PC PLUS) has been used to develop the 
SDA prototype system. To make the SDA system a commercial 
system the software shell may be replaced with some other 
general purpose programming language such as LISP, ZCZ or 
FORTRAN. This option can give more flexibility to the company 
developing the commercial expert system. A possibility is that 
the expert system would be woven into the processing package, 
as mostly written in FORTRAN or ZCZ language. Flow charts of 
the SDA system and inference map of the PDM system can be 
utilized while rewriting the SDA system in other language.
4. There are eight child frames (All through A18, Figure 6) of
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the parent frame (Al). It is possible to make rule groups (a 
rule group relates to a specific topic within a frame) instead 
of child frames, in the frame Al. This arrangement can save
some operational time during consultations with the SDA
system. If the SDA system is rewritten in another programming 
language, then eight frames (All through A18) can be
represented by the pop-up window menu. This will be
advantageous as one can obtain access to the deconvoultion 
static knowledge, while doing processing consultation with the 
SDA system
5. Access to the data base (actual seismic data and other 
related information) can play an important role in the 
selection of deconvolution parameters. This can be achieved 
by extracting the required information (e.g.,location of the 
seismic line, zone of interest, and other related information 
pertinent to successfully processed seismic lines from the 
same area) from the computer memory and attempting a prospect 
match between the unprocessed seismic data in hand and 
computer-stored information (available processed seismic 
data). A close match of the two data sets will serve as a key 
to determine the appropriate deconvolution parameters.
6. There is always some uncertainty in the result (outcome)
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after deconvolution processing. This is because in many cases 
there is insufficient information on the various components in 
seismic data. Most of the time the result is compared with 
synthetic seismic data (derived from log information) or pre­
existing deconvolved seismic data or both. CERTAINTY FACTOR, 
can play an important role in measuring the result in a 
relative numeric value. PC PLUS calculates the CERTAINTY 
FACTOR of a goal parameter value during consultation. While 
calculating CERTAINTY FACTOR of goal parameter PC PLUS 
considers the following factors :
a). Uncertainty indicated in a rule.
b). A degree of uncertainty indicated by a client in 
response to a prompt.
If the preconditioning and parameter modules of the SDA system 
expand, then each module can provide a CERTAINTY FACTOR, which 
will help in calculating the final certainty factor associated 
with goal parameter. To expand the SDA expert system with 
CERTAINTY FACTOR requires detailed modelling work with 
synthetic as well as real seismic data.
In conclusion, the SDA system not only guides the user in 
understanding and application of the deconvolution process, 
but also determines the parameters for prestack predictive 
deconvolution tests. In the future, expert systems such as
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SDA, may also be used as processing- geophysicist surrogates 
that interact with a user replacing some of the functions 
formerly performed by processing geophysicist.
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PROCESSING APPROACH IN PREDICTIVE DECONVOLUTION
Predictive deconvolution is used in industry more than 
other deconvolution methods, although the assumptions of 
minimum-phase and whitened reflectivity sequences have been 
key issues of concern. The following formal processing
sequence for predictive deconvolution, including 
preconditioning and postconditioning steps, has been effective 
in the processing of reflection seismic data.
1. Apply a geometric spreading compensation function.
This removes the amplitude loss due to wavefront divergence.
2. Reduce noise (coherent and random) before
deconvolution processing so that the data better conform to 
the noise-free assumption of the convolution model.
3. Optionally apply signature deconvolution to marine 
data. For correlated vibroseis data, apply the filter that 
converts the Klauder wavelet to its minimum-phase equivalent.
4. Apply an exponential gain or a minimum-phase inverse 
Q-filter (Hale, 1982) to compensate for frequency attenuation
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due to transmission and absorption losses in the earth.
5. Apply single-trace predictive deconvolution to 
unstacked data to shorten the seismic wavelet, simplify the 
wavelet phase, whiten the spectrum, and in general improve 
resolution. Optionally, this may be done as surface- 
consistent prediction deconvolution if variations exist in 
source or receiver coupling or in near-surface conditions. 
This approach addresses problems of lateral variation in 
wavelet shape attributable to inhomogeneities in the vicinity 
of source and receivers.
6. Optionally apply model-based wavelet processing 
(Connelly and Hart, 1985) for correction of the residual 
wavelet, the wavelet that remains after spiking deconvolution.
7. Optionally apply predictive deconvolution after stack 
to suppress short-period multiple reverberations.
8. Apply time-variant spectral whitening (TVSW) after 
stack and before time-variant filtering (TVF). This process 
provides further flattening of the spectrum within the signal 
bandwidth without changing phase.
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9. Apply time-variant filtering (TVF) to suppress the 
ambient noise, which generally dominates the signal at late 
time. TVF is typically applied to stacked data.
Basically, the idea is to do as much deterministic 
deconvolution as possible; that is to correct for as much that 
is known about the seismic system as possible, before doing 
the statistical, predictive deconvolution process. Inverse-Q 
filtering, signature deconvolution, and the all-pass filter 
that converts the Klauder wavelet to its minimum-phase 




This section describes, in brief, the processing advice 
given in each frame (Figure 6).
B12. Convolution Model of Seismic Data
We assume a seismic trace, d(t), can be expressed as: 
d(t) = ws(t)*r(t) + n (t) , (B.l)
where r(t) = ....  reflectivity function
ws(t) = ....  signal wavelet
n(t) =........  additive noise
*......... ....  denotes convolution.
The signal wavelet has several components:
ws(t) = S(t)*R(t)*I(t)*E(t) , (B. 2 )
where S(t) = ....  source component
R(t) = ....  receiver component
I(t) =........  recording instrument
E(t) =........  earth component.
The E(t) component has several subcomponents, such as 
earth attenuation, short period reverberations, and a 
wavelet representing any average non-whiteness in r(t).
ER-3852 60
The additive noise can be random or coherent, and can 
be either ambient background or source-generated. It is 
modeled as follows:
n(t) = w„a(t) *[nra(t) + nca(t) ] + wns(t) *ns(t) , (B.3)
where nra (t)   random ambient noise
nca (t)............  coherent ambient noise
ns(t)...... .....  source-generated noise
The wavelet convolved with the ambient noise, wna(t), 
typically has two components, R(t) and I(t). The wavelet
convolved with the source-generated noise, wns(t) has the
same type of components as does ws(t) , although in general 
only the instrument component is identical in both.
B13. Inverse Filtering
In inverse filtering, an inverse filter operator a(t) 
is designed such that the convolution of a(t) with an 
observed seismogram x (t) yields an estimate of the earth's 
impulse response e(t),
e(t) = a(t)*x(t) (B.4)
The convolution model for the noise-free seismogram is 
represented by
x (t) = w(t)*e(t) (B.5)
where w(t) is basic seismic wavelet. By substituting 
equation (B.4) into equation (B.5), we get
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x (t) = w(t) *a (t) *x (t) (B. 6)
Eliminating x (t) from both sides of the equation yields
s (t) = w (t) *a(t) ; (B. 7)
where s(t), which represent a unit impulse function such 
that
t , 1, t > 0
j’ s ( t ) dt = (B • 8 )
-oo ' 0, t < 0.
From equation (B.7), the filter operator a(t) is
a(t) = w ‘(t) (B.9)
w'1 (t) is the inverse of the seismic wavelet w(t) , which 
is assumed known for the moment. Therefore, the filter 
operator needed to obtain the earth's impulse response from 
the recorded seismogram turns out to be the mathematical 
inverse of the seismic wavelet. (B.6) implies that the 
inverse filter converts the basic wavelet to a spike at 
t = 0. Likewise, the inverse converts the seismogram to a 
series of spikes that defines the earth's impulse response. 
Therefore, inverse filtering is a method of deconvolution in 




It is assumed that autocorrelation yields the amplitude 
characteristics of the basic seismic wavelet that is 
embedded in the seismic data traces. Being zero phase, the 
autocorrelation function contains all of the amplitude 
information in the original waveform, but none of the phase 
information. Predictive deconvolution operators are derived 
from autocorrelations of data traces. The autocorrelation 
window should include the part of the record that contains 
useful reflection signal and should exclude as much as 
possible coherent or incoherent noise, which contaminates 
the signal information contained in the autocorrelation.
The length of the deconvolution operator is governed by the 
maximum lag value in the computed autocorrelation. An 
accepted rule of thumb is that the number of data samples in 
the autocorrelation window should be no less than ten times 
the maximum lag in the computed autocorrelation function.
B15. Prestack Verses Poststack Deconvolution
Deconvolution before stack is beneficial for spectral 
equalization, wavelet contraction, and suppression of source 
and receiver ghosts. It can also suppress multiples from 
the seismic data. Deconvolution is typically applied after 
geometric compensation and often after instrument dephasing
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and correction for earth attenuation. In a typical 
processing sequence, deconvolution is often run on common 
midpoint (CMP) trace gathers prior to doing normal moveout 
(NMO) correction.
Care is required to avoid altering the reflectivity 
sequence while doing deconvolution after stack. Poststack 
deconvolution is considered for several reasons. First, a 
residual wavelet is inevitably present on the poststack 
section. Deconvolution cannot be expected completely 
compress the basic wavelet contained in the prestack data to 
a spike for a number of reasons but primarily because of the 
presence of noise in seismic data. Perhaps the wavelet can 
be compressed further in the stacked data becauseA typically 
stacking has improved the signal-to-noise ratio. Predictive 
deconvolution aimed at removing multiples may be a viable 
process after stack.
By doing spectral analysis on poststack data, one can 
determine whether or not seismic data will benefit from 
poststack deconvolution. If the amplitude of the data is 
generally flat over a wide range of frequencies, then 
poststack deconvolution is unnecessary.
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B16. Single-Channel Verses Multi-channel Deconvolution
The term multi-channel deconvolution is used here to 
mean the design of one filter for all traces in an ensemble, 
usually by averaging the autocorrelations of some traces. In 
the case of single-channel deconvolution, each trace is 
considered independently.
Prestack single-channel deconvolution has the advantage 
of improving the single-to-noise ratio of the stacked data 
as compared to data without prestack deconvolution. The 
reasonis that prestack single-channel deconvolution equalize 
the spectrum of the wavelet on all traces in the data set, 
which give better signal-to-noise ratio after stack.
Multi-channel deconvolution design has the advantage 
(if basic wavelets are common in all traces) that one filter 
is used for all traces in a record, so that a common wavelet 
is maintained. In surface-consistent deconvolution, 
variations in source character and geophone coupling can be 
compensated for by performing both shot-gather and geophone- 
gather filter design. The output signal wavelets may then 
be less variable trace-to-trace, with the result that the 
stacked wavelet may be closer to minimum-phase than that for 
single-channel deconvolution. The disadvantage is that
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noise amplitudes from trace to trace are not suppressed, 
and, therefore, noise attenuation in the stack is not as 
effective as in single-channel deconvolution.
B17. Minimum-phase Verses Zero-phase Wavelets
The zero-phase (symmetric ) wavelet (ZPW) is a popular 
form for the output of wavelet processing. Of all wavelets 
with the same amplitude spectrum, the zero-phase wavelet has 
the energy concentrated in the shortest span of time ; as a 
result it is the wavelet with the maximum standout and 
resolution.
The ZPW is not physically realizable—  it has energy 
prior to time zero—  but this causes no difficulty for 
recorded data because we simply filter to produce a 
symmetrical wavelet with delay, and then shift left to 
accomplish true zero phase.
Some advantages of ZPW:
1. Resolution: The concentration of energy minimizes 
the overlap of closely spaced wavelets (compare, 
for example, the vibroseis sweep signal with its 
autocorrelation).
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2. Standout: The ability to identify an event in a 
background of noise.
3. Timing: The ZPW is centered on the time of the event 
(reflection).
4. Tying: The ability to "tie" sections, that is 
correlate events, is much enhanced when wavelets on 
different seismic sections have peak at the event 
time, regardless of differences in amplitude 
spectra.
B18. Miscellaneous Questions
The following questions related to deconvolution 
processing may come into the user's mind :
1) What are the essential goals for spiking deconvolution?
The goals for the spiking deconvolution are to shorten 
the basic wavelet, simplify the wavelet phase, whiten 
the spectrum, and, in general, improve resolution.
2) What physical elements of the seismic experiment need to 
be included in the model for designing a deconvolution 
operator?
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Knowledge of the wavelet and a statistical 
understanding of the noise.
3) What are the consequences when the experimental situation 
departs from the deconvolution design model?
Shortcomings in the quality of deconvolution results, 
degrading the quality of the estimate of the earth 
reflectivity. Such experimental departure clearly 
indicates a faulty model; e.g. nonminimum phase 
wavelets, nonwhite reflectivity series, unaccounted 
noise, and lack of spectral stationarity.
4) When a deconvolution technique does not perform 
adequately, is the trouble with the design model or the 
implementation?
Both are suspect. It is researcher's duty to develop 
the correct model. It is the data processor's duty to 
apply it correctly. We must have routine diagnostics 
that distinguish which problem is involved and when our 
deconvolution fails.
B2. Preconditioning of the seismic data
Preconditioning involves geometric spreading 
compensation, noise reduction, ^-filtering for frequency
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attenuation, instrument dephasing, signature deconvolution, 
and trace editing.
B2. Coherent Noise
Shot-generated coherent noise such as Rayleigh and Love 
waves, refractions, shear waves, and multiples have 
constrained frequency bandwidth. Some cultural noises, 
marine cable jerk, and interference from other seismic crews 
are also coherent. Cultural noise from traffic, town, oil­
field equipment, shipping, and the like tends to be lower 
frequency and semi-coherent from some off-line point source 
and may be attenuated by f-k filtering. Careful muting in 
frequency-wavenumber (f-k) space to attenuate the coherent 
noise is suggested for production processing.
B2. Random Noise
Wind and wave noise are generally broadband and depend 
upon the weather and type of vegetation near the seismic 
line. Instrument noise for well-maintained equipment is 
rarely at a high enough level to cause problems.
Microseisms generally removed by low-cut field filters and 
thus are not an issue in data processing. Electromagnetic 
activity and instrument faults (scan and parity errors) 




If the seismic instruments are not phase corrected to 
minimum phase, then the data will not be minimum-phase. 
Seismic data should be minimum-phase before applying 
predictive deconvolution. Convolution of the data with a 
phase filter constructed by the convolution of the inverse 
of the impulse response of the instrument with the minimum 
phase equivalent of the impulse response, can convert the 
data to minimum-phase.
B2. Signature Deconvolution
Various types of energy sources are used in data 
acquisition. The far-field signature of the source array 
can be recorded and used in the signature deconvolution, the 
linear-filter process that deterministically compensates for 
the signature wavelet. Typically, the desired output of 
this inverse filter process is a minimum-phase wavelet, the 
ideal input for predictive deconvolution.
B22. Geometric Spreading Compensation
A single shot is thought of as a point source that 
generates a spherical wave field. In a homogeneous medium,
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energy density decays as 1/r2, where r is the radius of the 
wavefront. Since wave amplitude is proportional to the 
square root of energy density, it decays as 1/r. In 
practice, medium velocity usually increases with depth, 
which causes further divergence of wavefronts and a more 
rapid decay of amplitude with distance. The gain function 
for geometric spreading compensation is defined by g(t) =
[vt/v0]2[t/t0] , where v0 is the root-mean square velocity 
value at the specified time t0,and vt is the velocity at time 
t.
The velocities for geometric spreading are estimated 
from the seismic data, from well-log data, or from prior 
knowledge of the area.
B22. Inverse Q-filter
An inverse Q-filter compensates for frequency 
attenuation due to transmission and absorption losses in the 
earth. Q is a ratio of stored energy to dissipated energy 
in a homogeneous medium. For the minimum-phase, constant-Q 
model of attenuation, the amplitude spectrum of a wavelet 
that entered the medium as an impulse at time zero and is 
recorded at time T is given by
AT(f) = exp(-77fT/Qk) , (B.10)
ER-3852 71
where f is frequency and Qk is the quality factor for the 
medium. The phase spectrum of the recorded wavelet is given 
by the Hilbert transform of the exponent in equation (B.10). 
Perfect inverse Q-filtering would be accomplished by 
convolving the recorded wavelet with a minimum-phase filter 
having an amplitude response given by
IT(f) = AT(f)-‘. (B. 11)
The effective Q of the earth is used to construct the 
Q-filter and can be estimated, with difficulty, by spectral 
analysis of seismic traces.
B211, B221. Predictive Deconvolution Parameters
Four parameters are used in predictive deconvolution 
processing: prediction lag, operator length, percent 
prewhitening, operator-design gate (start and end time of 
the operator-design gate).
B211, B221. Prediction Lag (a)
The prediction-lag parameter dictates how much of the 
input wavelet will be left intact after deconvolution. As 
the prediction lag is increased, the output from predictive
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deconvolution becomes less spiky (becomes more restricted in 
bandwidth). This tendency can be used as an advantage, 
since it allows the bandwidth of deconvolved output to be 
controlled by adjusting the prediction lag. The application 
of spiking deconvolution (optional to predictive 
deconvolution) to field data is not always desirable, since 
it boosts high-frequency noise in the data. The most 
prominent action of the non-unity prediction lag (unit 
prediction lag means spiking deconvolution) is suppression 
of the high-frequency end of the spectrum and preservation 
of the overall spectral shape of the input data. If the 
prediction lag is increased further, then the low-frequency 
end of the spectrum is affected as well, making the output 
more bandlimited.
B211, B221. Operator Length (N)
The prediction operator length shows how much of the 
past history of the trace will be used to predict the 
future. It also indicates how much of the autocorrelation 
will be used in the deconvolution operator design. To 
select an operator length, ideally we want to use the 
autocorrelation of the unknown seismic wavelet. Fortunately, 
under certain assumptions, the autocorrelation of the input 
seismogram has the amplitude characteristic of the basic
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seismic wavelet embedded in the seismic traces. Therefore, 
it is appropriate to use the active part of the 
autocorrelation obtained from the input seismogram that most 
resembles the autocorrelation of the unknown seismic 
wavelet.
B211, B221. Percent Prewhitening
To ensure numerical stability, an artificial level of 
"white noise" called prewhitening, is introduced before 
deconvolution. Prewhitening is achieved by adding a 
constant to the zero lag of the autocorrelation function. 
Increasing prewhitening restricts the bandwidth of the 
deconvolved data. However, bandlimiting by prewhitening is 
less controllable than by varying the prediction lag. In 
practice, this parameter is kept small, say 0.01 percent.
B211/ B221. Length of Gate
Because the wavelet in data changes with reflection 
time, it is good to divide the trace into several gates, 
design a filter from each gate, and apply the filter in a 
time-varying fashion. Typically the gate length should be 
at least 10 times the length of the filter to be designed. 
Observing this 10-percent rule allows a good statistical 
estimation of the wavelet spectrum upon which the
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deconvolution filter is designed.
B211, B221. Post-conditioning of seismic data
Postconditioning involves model-based wavelet 
processing (MBWP) to correct the residual wavelet, time- 
variant spectral whitening to flatten the amplitude 
spectrum, and time-variant filtering to suppress noise that
dominates the low and high-frequencies.
B211, B221. Model-Based Wavelet Processing (MBWP)
When seismic data are processed by standard 
deconvolution algorithms, such as predictive deconvolution, 
the data contain phase errors. These errors in wavelet 
phase arise because the seismic traces do not meet the 
strict requirements upon which deconvolution algorithms 
depend. Model-based wavelet processing (Connelly, et al. 
1985) is an approach for correcting such phase errors. This 
correction is accomplished by modeling in detail the
components of the traces, and then finding the response of
deconvolution applied to the trace model. A phase- 
correcting filter for the seismic data is then derived by 
finding the operator that shapes the deconvolution response 
to a desired wavelet shape. Provided that the trace 
modeling is realistic, the wavelet phase in a dataset after
ER-3852 75
MBWP is close to the desired phase.
B2lll,B221l. Time-Variant Spectral Whitening (TVSW)
The time-variant spectral whitening process "whitens" 
or flattens the amplitude spectrum of the data. Assume that 
we have an input seismogram with amplitudes decaying in 
time. Now apply a series of narrow band-pass filters to 
this trace. Low-frequency components of trace have lower 
decay rates than do moderate-frequency components.
Likewise, moderate-frequency components have lower decay 
rates than do high-frequency components of the signal. A 
series of gain functions, can be computed to compensate for 
the decay in each frequency band. These gain functions are 
obtained from the envelope of the bandpass filtered traces. 
The gain functions are then applied to each frequency band, 
and the results are summed. In this process, the user 
specifies the parameters of a series of narrow bandpass 
filters.
B2111, B2211. Time-Variant Filtering (TVF)
The seismic spectrum, especially the high-frequency 
end, is subject to absorption along the propagation path 
because of the intrinsic attenuation of the earth. Higher- 
frequency bands of useful signal are confined to the shallow
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part of the seismic section. Thus, temporal resolution is 
greatly reduced in the deeper portions of the section. In 
practice, the time-variant character of the signal bandwidth 
requires an application of frequency filters in a time- 
varying manner. By doing this, the ambient noise, which 
begins to dominate the signal at late times, is reduced, and 
a better quality seismic section is obtained. Zero-phase, 
time-variant filters typically are applied on the stacked 
data. A uniform bandwidth should be established when 
filtering two sets of data that may have different vintage 
source types, or noise levels. This is especially 
significant when trying to tie two lines and follow a 
reflector across them. The interpreter uses the wavelet 
character of a marker horizon as a reference in the tracking 
procedure. Therefore, two intersecting lines should be 
filtered so that the reflection character is consistent from 




The Seismic Deconvolution Advisor (SDA) is available on 
3.5 inch diskette in the knowledge Engineering Lab, room 278, 
Green Centre (ask Dr. Ron Knoshaug) . The expert system can be 
run on any IBM micro-computer (CPU 80286 or up) but the 
computer must have the PC PLUS software shell and expanded 
memory. Extended memory is not usable because of an error in 
subroutine PCSEXT.EXE in PC Plus software shell. It is easy 
to use the self-explanatory Seismic Deconvolution Advisor 
expert system. Before starting a consultation, gather as much 
information as possible about the seismic data to be 
processed.
Turn on the computer and go into the PC Plus (PERSONAL 
CONSULTANT PLUS) subdirectory. At the prompt, type PC to load 
the PC Plus software shell. Select SDECON1 (to get guidance 
for predictive deconvolution) or PDM (to get deconvolution 
parameters) and press ENTER. It will take about a minute to 
load the expert system. Once you are in the expert system you 
are given the activities screen, pick the "CONSULT" option to 
start consultation. When consulting, you may experience 
delays while loading segments of the expert system. This 
activity is shown by the flashing word "Active" at the top of
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your screen.
The "FI" key will offer help to the user concerning
SDEC0N1 or PDM but not concerning PC Plus consultation. The
"F2" key will offer help concerning PC Plus, specifically the 
following consultation commands:
CONTINUE: reestablishes the normal course of consultation
after it has been interrupted.
WHY: provides an explanation of why PC Plus needs your
response to the current prompt.
HOW: provides an explanation of how PC Plus reached a
conclusion.
REVIEW: provides a list of the current consultation's prompts 
and responses. You can mark any responses you want to change.
TRACE ON/OFF: toggles on or off the "trace" feature of the 
current consultation. The TRACE commands control a written 
record of the flow of logic during a consultation. Tracing is 
a powerful tool for testing a knowledge base and tracking down 
problems.
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SAVE PLAYBACK FILE: saves a record of a consultation to a
file. If you save it to a file that already exists, the 
current record replaces the contents of the file.
GET PLAYBACK FILE: retrieves a consultation that you have 
saved with the SAVE PLAYBACK FILE command. You can mark 
responses that you want to change.
PRINT CONCLUSIONS : prints a record of the current
consultation's prompts, responses, and conclusions to the 
screen, a printer, or a file. It can be printed out by PRINT 
CONCLUSIONS command on the printer and taken to the computer, 
which has a deconvolution processing package.
NEW START: aborts the current consultation, if one is in
progress, and begins a new consultation.
QUIT: ends a consultation session or development and returns 




The Seismic Deconvolution Advisor (SDA) contains 17 
frames, 280 rules, 3 77 parameters, and 36 graphics aids.
Before modifying and expanding the expert system, the user 
should read the "PERSONAL CONSULTANT PLUS V3.0" manual and 
practice on smaller knowledge bases. Chapter 5, "Development 
procedures and Concepts," tells how to use PC Plus to expand 
and modify a knowledge base. It contains two kinds of 
information: the mechanics of developing a knowledge base and 
the principles that make the knowledge base work.
Pick the "DEVELOP" option to modify the knowledge base. 
Attempts to modify SDA should be made with a complete list of 
parameters and flow chart (plate 1). This expert system was 
built based on an expert's knowledge and should not be altered 
without a complete understanding of the intent of the system. 
The modification can be saved as an updated version. It is 
also easy to delete old files. The micro-computer CPU chip 
should not be less than 80286. There should be at least one 
megabyte on hard disk and one megabyte of RAM. Always keep in 
mind the importance of sufficient memory on the hard disk and 
RAM to avoid the "out of memory" message.
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1). Land Data / Marine data --------------------------------------------
2). Data Length
3). Sampling Interval
4). Group interval of geophones
5). Offset distance
6). Number of channels
7). Bandwhh a). Lower frequency
b). Higher frequency
8). Random noise level a). Low
b). Medium
c). High
9). Source Z Receiver coupling a). Low
b). Medium
c). High
10). Zone of interest in ms. (two way travel time)
11). Are you interested in a). Structural interpretation
b). Strarbgraphic interpretation 
c). Both ----------------------------------
Seismic data is marine 
THEN: Findout the water depth 
RuleOIS
IF: Seismic data is land 
THEN: Findout thickness and velocity 
of weathered layer.
RuleOI 7,Rule025 & Rule026.
DECON
(Multivalued Goal Parameter)
RuleOOl, RuleOOZ, RuleOM *  RuleOS7
W — iF: Higher cutolf frequency is Known 
THEN: Findout initial gap 
Rule 003 1  Rule 004
HF: Initial Gap is known 
THEN: Findout other 7 gap parameters 
RuleOOS, Rule006.Rule007.Rule008 
RulaOOO. RuieOtO & RuleOI 1
HF: Lower cutoff frequency is known 
THEN: Findout initial operator 
RuleOI2 4  Rule 013
HF: Initial operator is known 
THEN: Findout other 2 operators 
RuleOI4 4 RuleOI5
IF: Single Channel Deconvolution 
THEN: Findout near trace start time of window 
RuleOI 9 4 RuleOZO or Rule26
IF:Wh1 Is known 
THEN: Findout far trace start time 
Rule021 4 Rule022
IF: Wln4 Is known
THEN: Findout near trace end time
Rule023
IF: Wins Is known 
THEN: Findout far trace end time 
Rule03S & Rule039
Structural Interpretation 
THEN: Single Channel Deconvolution
IF: Stratigraphie Interpretation or Both and Noise is high 
THEN: Single Channel Deconvolution 
Rule036
IF: Multichannel Deconvolution 
THEN: Findout near trace window start time. 
Rule027,Rule028,Rule029 & RuleOSO
IF: Wine Is known 
THEN: Findout far offset start time 
Rule035
IF: Win12 is known 
THEN: Findout near trace end «me 
Rule032
IF: Decon -  Multichannel 
THEN: Findout the Stacking velocity 
of zone of Interest 
R u led  a IF: Interest -  Strartlgraphic Interpretation 
THEN: Multichannel Deconvolution
IF: Interest -  Structural Interpretation and Coupling Is high 
■THEN: Multichannel Deconvolution
4 ---------- IF: W!n9 is known
THEN Findout far trace end «me 
Rule034
NO-DECON
