An existence proof for the gravitating BPS monopole by Oliynyk, Todd
ar
X
iv
:0
81
0.
37
35
v1
  [
gr
-q
c] 
 21
 O
ct 
20
08
An existence proof for the gravitating BPS
monopole ∗
Todd A. Oliynyk †‡
Department of Mathematical and Statistical Sciences
University of Alberta
Edmonton AB T6G 2G1
Abstract
We prove the existence of the gravitating BPS monopole in Einstein-
Yang-Mills-Higgs (EYMH) theory. Existence is established using a New-
tonian perturbation argument which shows that a Yang-Mills-Higgs BPS
monopole solution can be be continued analytically in powers of 1/c2 to an
EYMH solution.
1 Introduction
In this paper we rigorously prove the existence of the gravitating Bogomol’nyi-
Prasad-Sommerfield (BPS) monopole which has been constructed numerically in
[4]. We prove existence by using a Newtonian perturbation argument to show
that the flat space Yang-Mills-Higgs (YMH) BPS monopole solution [14] can be
continued analytically to a Einstein-Yang-Mills-Higgs (EYMH) solution which we
refer to as the gravitating BPS monopole. The Newtonian perturbation argument
in the form that is employed in this paper was developed by Lottermoser in [13] and
subsequently used by Heilig to establish the existence of slowly rotating stars [9].
For an elegant alternate presentation of the Newtonian perturbation formalism
using different but equivalent variables see [3].
The results of Heilig and of this paper show that the Newtonian perturbation
method is a powerful method for obtaining existence theorems in general relativity
for static or stationary matter models. In addition to establishing existence, the
method also provides an analytic deformation from a Newtonian solution to its
general relativistic counterpart. The deformation parameter is 1/c2 where c is the
speed of light. So a Taylor expansion in 1/c2 can be considered as a converging
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post-Newtonian expansion. In this way, the Newtonian perturbation argument can
be thought of as the inverse of the Newtonian limit where Newtonian solutions are
obtained from general relativistic ones via the limit 1/c2 → 0. An attractive feature
of the method is that it produces solutions to the Einstein field equations where
the matter fields are uniformly close to their corresponding Newtonian solutions.
This means that the properties of the Newtonian solution pass directly to the
corresponding relativistic solution.
In [11] it is shown how to formulate the Newtonian limit of the EYMH equa-
tions. The limiting equations have the important property that the Newtonian
potential and the YMH fields decouple. Moreover, the static equations coincide
with the static YMH equations on Minkowski space. Since the BPS monopole is a
static solution to the YMH equations on Minkowski space, it can be interpreted as
a solution of the Newtonian YMH equations. Although we use a different formal-
ism from [11], the results are the same. We find that in the limit as 1/c2 → 0, the
YMH variables decouple from the Newtonian potential and also they satisfy the
static YMH equations. This allows us to use the BPS monopole solution as the
starting point for the perturbation argument. Also, the fact that the Newtonian
potential decouples from the YMH variables in the limit 1/c2 → 0 helps to make
the perturbation argument relatively simple.
The paper is organized as follows: in section 2 we set up the field equations
in a form suitable to use the Newtonian perturbation argument while in section
3 we review the theory of weighted Sobolev spaces which will be essential to our
existence proof. The Banach spaces for our field variables (i.e. the Higgs field,
gauge potential, and metric density) are set up in section 4 and then in section 6
the field equations are shown to be analytic on those spaces. Sections 7-8 contain
the Newtonian perturbation argument. In these sections it is shown that BPS
monopole solution can be continued analytically to a solution of the full EYMH
equations.
2 EYMH equations
For indexing of tensors and related quantities Greek indices, α, β, γ etc., will always
run from 0 to 4 while Roman indices, i, j, k etc., will range from 1 to 3. Partial
derivatives will be denoted both by ∂αu and u,α while covariant derivatives will
be denoted by ∇α.
Let g
o
denote the Minkowski metric on R4. Fix a global coordinate system
(x0, x1, x2, x3) so that
g
o
αβ = diag(−λ−1, 1, 1, 1) λ := 1
c2
(2.1)
2
where c is the speed of light. Define g
o
αβ by (g
o
αβ) := (g
o
αβ)
−1 which gives
g
o
αβ = diag(−λ, 1, 1, 1) . (2.2)
Define the Minkowski metric density
g
o
αβ := |g
o
| 12 g
o
αβ where |g
o
| := | det(g
o
αβ)| . (2.3)
Assume that gαβ is another Lorentzian metric defined on R
4. Let (gαβ) :=
(gαβ)
−1 and introduce the density
gαβ := |g| 12 gαβ where |g| := | det(gαβ)| . (2.4)
Following Lottermoser [13], we form the tensor density
Uαβ :=
1
4λ
3
2
(gαβ − g
o
αβ) (2.5)
which will be taken as our primary gravitational variable. Observe that the metric
gαβ can be recovered from Uαβ by
gαβ =
1√|g|gαβ (2.6)
where gαβ = g
o
αβ + 4λ
3
2Uαβ and |g| = | det(gαβ)|.
The Einstein equations can be written in terms of the density (2.5) as [13],
4πG|d|Tαβ = Aαβ +Bαβ + Cαβ +Dαβ , (2.7)
where
g¯
o
αβ :=
√
λg
o
αβ, (2.8)
g¯
o
αβ :=
√
λg
o
αβ where (g
o
αβ) := (g
o
αβ)−1, (2.9)
g¯αβ :=
√
λgαβ = g¯
o
αβ + 4λ2Uαβ, (2.10)
g¯αβ :=
√
λgαβ where (gαβ) := (g
αβ)−1 , (2.11)
d := λdet(gαβ), (2.12)
Aαβ := 2
(
1
2 g¯µν g¯γρ − g¯ρµg¯γν
) (
g¯ακg¯βσ − 12gαβ g¯κσ
)
Uµν ,κU
γρ
,σ, (2.13)
Bαβ := 4λg¯κσ
(
2g¯γ(αUβ)σ,ρU
κρ
,γ − 12 g¯αβUκργUσγρ − g¯γρUακ,γUβσρ
)
, (2.14)
Cαβ := 4λ2
(
Uαβ,κU
κρ
,ρ − Uακ,ρUβρ,κ
)
, (2.15)
Dαβ := g¯µνUαβ,µν + g¯
αβUµν,µν − 2Uµ(α,µν g¯β)ν , (2.16)
3
and Tαβ is the stress-energy tensor. As discussed in [9], any solution (λ,Uαβ , Tαβ)
of (2.7) for λ > 0 is a solution of Einstein’s equations displayed in units where
c = 1/
√
λ. Following [9], we choose harmonic coordinates
∇α∇αxβ = 0 , or equivalently Uαβ,β = 0 ,
which allows us to write the full Einstein field equations as
Uαβ,β = 0 , (2.17)
4πG|d|Tαβ = Eαβ , (2.18)
where
Eαβ := g¯
o
µνUαβ,µν + 4λ
2
(
UµνUαβ,µν + U
αβUµν,µν − 2Uµ(α,µνUβ)ν
)
+Aαβ +Bαβ + Cαβ . (2.19)
The equations (2.18) will be called the reduced field equations.
It is important to recognize that alone the reduced field equations (2.18) are
not equivalent to the Einstein field equations (2.7). However, it is shown in [9] §6
that if ∇βTαβ = 0 and (2.18) can be solved and the stress-energy tensor Tαβ sat-
isfies certain conditions then the harmonic condition (2.17) will be automatically
satisfied. In this case, a solution to (2.18) will actually be a solution to the full
Einstein equation (2.7).
We will let A = Aαdx
α denote the SU(2)-gauge potential and Φ the Higgs
field. The SU(2) Yang-Mills-Higgs equations are
gναDAν F
A
αβ = [Φ, D
A
β Φ] , (2.20)
gναDAν D
A
αΦ = 0 , (2.21)
where
DAα (·) := ∇α(·) + [Aα, ·] (2.22)
is the gauge covariant derivative on gauge-scalars and
FAαβ := ∂αAβ − ∂βAα + [Aα, Aβ ] (2.23)
is the gauge field. For later use we define
D
o
A
α (·) := ∂α(·) + [Aα, ·] (2.24)
which is the gauge covariant derivative on Minkowski space.
Multiplying (2.20) and (2.21) by
√
λ|g| we find that
g¯αν
(
Fαβ,ν − ΓµανFµβ − ΓµβνFαµ + [Aν , Fαβ ]
)
−
√
d[Φ, DβΦ] = 0 , (2.25)
g¯αβ
(
∂αDβΦ− ΓµαβDAµΦ + [Aα, DβΦ]
)
= 0 , (2.26)
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where the Christoffel Γαβγ symbols are given by
Γαβγ = g¯
αµ(2g¯βσg¯γτ − g¯βγ g¯στ )Uστ ,µ + 2λ(g¯στ δα(βUστ ,γ) − 2g¯σ(βUασ,γ)) . (2.27)
We note that since Φ is a g-valued scalar,
DAαΦ = ∂αΦ+ [Aα,Φ] (2.28)
does not involve the metric.
The stress-energy tensor can be written as
Tαβ =
(
gαµgβν〈DAµΦ|DAν Φ〉 − 12gαβgµν〈DAµΦ|DAν Φ〉
)
+(
gαµgβνgστ 〈FAµσ |FAντ 〉 − 14gµνgστgαβ〈FAµσ |FAντ 〉
)
. (2.29)
where 〈·|·〉 is an Ad-invariant positive definite inner-product on su(2). Using the
YMH equations (2.20)-(2.21) , it is straightforward to verify that any YMH solu-
tion satisfies
∇βTαβ = 0 (2.30)
automatically irrespective of the metric. Consequently, it will be enough to solve
the reduced field equations (2.18) and the YMH equations (2.20)-(2.21) to obtain
a solution to the full EYMH field equations.
Let
T αβ := 4πG|d|Tαβ (2.31)
so that
T αβ = 4πG (g¯αµg¯βν〈DAµΦ|DAν Φ〉 − 12 g¯αβ g¯µν〈DAµΦ|DAν Φ〉)+
4πG√|d| (g¯αµg¯βν g¯στ 〈FAµσ |FAντ 〉 − 14 g¯µν g¯στ g¯αβ〈FAµσ |FAντ 〉) . (2.32)
3 Weighted Sobolev Spaces
In this section we introduce two different types of weighted Sobolev spaces and
prove a number of results that will be essential to our existence proof. The following
subsets of Rn will be needed: BR(x) the open ball of radius R centered at x ∈ Rn,
QR(x) the open n-cube centered at x with vertices defined by the boundary of
BR(x), and the exterior domain ER(x) := R
n \BR(x). We will also repeatedly use
the cutting function χR ∈ C∞0 (Rn) which is defined as follows: let χ ∈ C∞[0,∞)
be any function such that
χ|[0,1) = 1, suppχ ⊂ [0, 2), and 0 ≤ χ ≤ 1 . (3.1)
Then for R > 0, χR is given by
χR(x) := χ(|x|/R) . (3.2)
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3.1 Radially weighted Sobolev Spaces
Let V denote a finite dimensional vector space with norm | · |.
Definition 3.1. The radially weighted Lesbegue space Lpδ(R
n, V ), 1 ≤ p ≤ ∞,
with weight δ ∈ R is the set of all measurable maps from Rn to V in Lp
loc
(Rn, V )
such that the norm
‖u‖p,δ =

(∫
Rn
|u|pσ−δp−ndnx
) 1
p
if p <∞
ess supRn(σ
−δ|u|) if p =∞ ,
is finite. Here σ(x) :=
√|x|2 + 1. If V = R then we write Lpδ(Rn) instead of
Lpδ(R
n, V ).
Definition 3.2. The radially weighted Sobolev space Wk,pδ (R
n, V ), 1 ≤ p ≤ ∞,
k ∈ N0, with weight δ ∈ R is the set
Wk,pδ (R
n, V ) := { u ∈ Lpδ(Rn, V ) | ∂Iu ∈ Lpδ−|I|(Rn, V ) for all I : |I| ≤ k }
with norm
‖u‖k,p,δ :=
∑
|I|≤k
‖∂Iu‖p,δ−|I| ,
where I = (I1, I2, . . . , In) is a multi-index and ∂
I := ∂I11 ∂
I2
2 · · · ∂Inn . If V = R then
we will write Wk,pδ (R
n) instead of Wk,pδ (R
n, V ).
We note that the set C∞0 (R
n, V ) of smooth maps from Rn to V with compact
support is dense in Wk,pδ (R
n, V ). As above, if V = R then we write C∞0 (R
n) instead
of C∞0 (R
n, V )
Two easy consequences of these definitions are that differentiation
∂j : W
k,p
δ (R
n, V ) −→Wk−1,pδ−1 (Rn, V ) : u 7−→ ∂ju (3.3)
is a continuous map and that
Wk,pδ2 (R
n, V ) ⊂Wk,pδ1 (Rn, V ) for δ2 ≤ δ1. (3.4)
As with the Sobolev spaces, we can define weighted versions of the
CkB(R
n, V ) := Ck(Rn, V ) ∩W k,∞(Rn, V )
and Ck,α(Rn, V ) spaces. For a map u ∈ C0(Rn, V ) and δ ∈ R, α > 0 , let
‖u‖C0
δ
:= sup
x∈Rn
|σ(x)−δu(x)|
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and
‖u‖C0,α
δ
:= ‖u‖C0
δ
+ sup
x∈Rn
(
σ−δ+α(x) sup
4|x−y|≤σ(x)
|u(x)− u(y)|
|x− y|α
)
.
Using these two norms we define the norms ‖ · ‖Ck
δ
and ‖ · ‖Ck,α
δ
in the usual way:
‖u‖Ck
δ
:=
∑
|I|≤k
‖∂Iu‖C0
δ−|I|
and
‖u‖Ck,α
δ
:=
∑
|I|≤k
‖∂Iu‖C0,α
δ−|I|
.
So then
Ckδ (R
n, V ) :=
{
u ∈ Ck(Rn, V ) | ‖u‖Ck
δ
<∞ }
and
Ck,αδ (R
n, V ) :=
{
u ∈ Ck(Rn, V ) | ‖u‖Ck,α
δ
<∞ } .
Our main references for the radially weighted Sobolev spaces will be [1] and
[5]. Contained in these articles are a number useful theorems including weighted
versions of the Sobolev embedding theorems, the Rellich-Kondrachov theorem,
and interior estimates for elliptic operators. Also contained in these papers in an
analysis of the Laplace operator and its mapping properties between the radially
weighted spaces. We will frequently require results from these papers and will refer
the reader to the appropriate theorems. A result we would like to mention is the
following improvement of lemma 2.5 of [5].
Lemma 3.3. If there exists a multiplication V1 × V2 → V3 (u, v) 7→ u · v then for
1 ≤ p <∞ the corresponding multiplication
Wk1,pδ1 (R
n, V1)×Wk2,pδ2 (Rn, V2)→W
k3,p
δ3
(Rn, V3) : (u, v) 7→ u · v
is bilinear and continuous if k1, k2 ≥ k3, k3 < k1 + k2 − n/p, and δ1 + δ2 ≤ δ3 .
Proof. This can be proved using the weighted Sobolev and Ho¨lder inequalities
from theorem 1.2 of [1] in exactly the same fashion as for the regular unweighted
Sobolev spaces. Note that theorem 1.2 of [1] is missing the weighted version of the
Sobolev inequality for kp = n. The same arguments in theorem 1.2 can be used to
establish this case which reads: if u ∈ Wk,pδ and n = kp, then ‖u‖q,δ ≤ C‖u‖p,k,δ
for p ≤ q <∞.
We also will need the following variation of proposition 1.6 of [1].
Proposition 3.4. Suppose 1 < p < ∞ and δ ∈ R and f(x) is a continuous
function that satisfies f(x) = O(|x|−2) as |x| → ∞. Then there exists a constant
C such that if u ∈ L0,pδ and ∆u+ fu ∈ L0,pδ−2 then u ∈W 2,pδ and
‖u‖2,p,δ ≤ C
(‖∆u+ fu‖0,p,δ−2 + ‖u‖0,p,δ) .
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Proof. This proof follows from the local elliptic estimates and scaling in exactly
the same fashion as the proof of proposition 1.6 in [1].
3.2 Exponentially weighted Sobolev Spaces
Definition 3.5. The exponentially weighted Lesbegue space Lpµ(Rn, V ), 1 ≤ p ≤
∞, with weight µ ∈ R is the set of all measurable maps from Rn to V in Lp
loc
(Rn, V )
such that the norm
|||u|||p,µ =

(∫
Rn
|u(x)|pe−µp|x|dnx
) 1
p
if p <∞
ess supRn(e
−µ|x||u(x)|) if p =∞ ,
is finite. If V = R then we write Lpµ(Rn) instead of Lpµ(Rn, V ).
Definition 3.6. The exponentially weighted Sobolev spaceWk,pµ (Rn, V ), 1 ≤ p ≤
∞, k ∈ N0, with weight µ ∈ R is the set
Wk,pµ (Rn, V ) := { u ∈ Lpµ(Rn, V ) | ∂Iu ∈ Lpµ(Rn, V ) for all I : |I| ≤ k }
with norm
|||u|||k,p,µ :=
∑
|I|≤k
|||∂Iu|||p,µ .
If V = R then we will write Wk,pδ (Rn) instead of Wk,pµ (Rn, V ).
We note that the C∞0 (R
n, V ) is dense in Wk,pµ (Rn, V ). A straightforward con-
sequence of the above definitions is that differentiation
∂j :Wk,pµ (Rn, V ) −→Wk−1,pµ (Rn, V ) : u 7−→ ∂ju (3.5)
is a continuous map. Also note that Wk,p0 (Rn, V ) = Wk,p(Rn, V ) while it follows
from [1] theorem 1.2 (i) that Wk,pδ (R
n, V ) ⊂ Wk,p(Rn, V ) for δ ≤ −n/p. Conse-
quently we have the inclusion
Wk,pδ (R
n, V ) ⊂ Wk,p0 (Rn, V ) for δ ≤ −n/p. (3.6)
It also follows directly from Ho¨lders inequality and the definitions of the radially
and exponentially weighted spaces that
Wk,pµ (Rn, V ) ⊂Wk,pδ (Rn, V ) for all δ ∈ R provided µ < 0. (3.7)
As with the radially weighted case, we can also define the corresponding ex-
ponential weighted CkB(R
n, V ) and Ck,α(Rn, V ) spaces. For a map u ∈ C0(R3, V )
and δ ∈ R, α > 0 , let
‖u‖C0µ := sup
x∈Rn
|e−µ|x|u(x)|
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and
‖u‖C0,αµ := ‖u‖C0µ + sup
x∈Rn
(
e−µ|x| sup
|x−y|≤1
|u(x)− u(y)|
|x− y|α
)
.
Using these two norms we define the norms ‖ · ‖Ckµ and ‖ · ‖Ck,αµ by
‖u‖Ckµ :=
∑
|I|≤k
‖∂Iu‖C0µ
and
‖u‖Ck,αµ :=
∑
|I|≤k
‖∂Iu‖C0,αµ .
So then
Ckµ(Rn, V ) :=
{
u ∈ Ck(R, V ) | ‖u‖Ckµ <∞
}
and
Ck,αµ (Rn, V ) :=
{
u ∈ Ck(R, V ) | ‖u‖Ck,αµ <∞
}
.
To prove weighted versions of the Sobolev inequalities from local inequalities,
a covering argument is needed. Let {xa}a∈Zn be a sequence of points such that
R
n =
⋃
a∈Zn
QR(xa) (3.8)
and QR(xa)∩QR(xa′ ) = ∅ for a 6= a′. Then there exists a number N independent
of a such that the set
{ a′ ∈ Zn |B2R(xa) ∩QR(xa′ ) 6= ∅ } (3.9)
has at most N elements. The key property we need is that for any σ ∈ R there
exists a constant C = C(σ,R) independent of x ∈ Rn such that
C−1eσ|x| ≤ eσ|y| ≤ Ceσ|x| ∀y ∈ BR(x) . (3.10)
From this inequality it follows that there exists a constant C independent of x
such that
C−1e−µ|x|‖ux‖k,p;BR(0) ≤ |||u|||k,p,µ;BR(x) ≤ Ce−µ|x|‖ux‖k,p;BR(0) (3.11)
where
ux(y) := u(x+ y). (3.12)
Note that the constant only depends on µ, p, k and R. Equations (3.8)-(3.12) will
allow us to turn local estimates into global ones. The next theorem generalizes
the Ho¨lder and Sobolev inequalities to the exponentially weighted spaces and the
proof closely follows that of theorem 1.2 of [1].
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Theorem 3.7. (i) If 1 ≤ p ≤ q ≤ ∞, µ2 < µ1 and u ∈ Lqµ2 , then
|||u|||p,µ1 ≤ C |||u|||q,µ2
and hence Lqµ2 ⊂ Lpµ1.
(ii) If 1 ≤ p, q, r ≤ ∞, 1r = 1q + 1p , u ∈ Lqµ1 , v ∈ Lpµ2 , and µ3 = µ1 + µ2 then
|||uv|||r,µ3 ≤ |||u|||q,µ1|||v|||p,µ2 .
(iii) For any ǫ > 0, there is a C(ǫ) such that for all u ∈ W2,pµ , 1 ≤ p ≤ ∞,
|||u|||1,p,µ ≤ ǫ|||u|||2,p,µ + C(ǫ)|||u|||0,p,µ.
(iv) If u ∈ Wk,pµ and n− kp > 0 then
|||u|||q,µ ≤ C|||u|||k,p,µ
for p ≤ q ≤ np/(n− kp).
(v) If u ∈ Wk,pµ and n− kp = 0 then
|||u|||q,µ ≤ C|||u|||k,p,µ
for p ≤ q <∞.
(vi) If u ∈ Wk,pµ and n− kp < 0 then u ∈ C0µ and
|||u|||C0µ ≤ C|||u|||k,p,µ .
Moreover |u(x)| = o(eµ|x|) as |x| → ∞.
(vii) If u ∈ Wk,pµ , 0 < α ≤ k − n/p ≤ 1, then u ∈ C0,αµ and
|||u|||C0,αµ ≤ C|||u|||k,p,µ .
Proof. Parts (i) and (ii) follow from the definition and Ho¨lder’s inequality. The
proofs of (iii)-(vii) follow from the interpolation and Sobolev inequalities on B1(0)
together with equations (3.8)-(3.12). We will only prove (iv) and leave the remain-
der to the reader. So assume that n− pk > 0, p ≤ q ≤ np/(n− kp), and u ∈ Wk,pµ .
Then clearly ux ∈Wk,p(B2(0)) and hence applying the standard Sobolev inequal-
ity yields
‖ux‖q;B2(0) ≤ C‖ux‖p,k;B2(0) = C‖u‖p,k;B2(x) .
The constant C above only depends on p, k, and the ball B2(0). Using (3.11) we
get
|||u|||q,µ;B2(x) ≤ C|||u|||p,k,µ;B2(x) (3.13)
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for a constant C independent of u and x. So
|||u|||q,µ ≤
(∑
a∈Zn
|||u|||qq,µ;B2(xa)
)1/q
≤ C
(∑
a∈Zn
|||u|||qp,k,µ;B2(xa)
)1/q
by (3.13)
≤ C
(∑
a∈Zn
|||u|||pp,k,µ;B2(xa)
)1/p
(3.14)
where in deriving the last inequality we have used (
∑
j b
s
j)
1/s ≤ (∑j btj)1/t for
bj ≥ 0 and t ≤ s. Using the finite intersection property (3.9), there exists a
constant K independent of u such that∑
a∈Zn
|||u|||pp,k,µ;B2(xa) ≤ K|||u|||
p
p,k,µ . (3.15)
To see this it is enough to show it for the norm ||| · |||p,µ. From the finite interesction
property we know that there exists a set of points {xa1 = xa, xa2 , . . . , xaN } such
that
B2(xa) ⊂ E ∪
N⋃
j=1
Q1(xaj )
where E is a set of measure zero. So
|||u|||pp,µ;B2(xa) =
∫
B2(xa)
|u(x)|pe−µp|x|dnx ≤
N∑
j=1
∫
Q1(xaj )
|u(x)|pe−µp|x|dnx
and hence∑
a∈Zn
|||u|||pp,µ;B2(xa) ≤
∑
a∈Zn
N∑
j=1
∫
Q1(xaj )
|u(x)|pe−µp|x|dnx
≤ N
∑
a∈Zn
∫
Q1(xa)
|u(x)|pe−µp|x|dnx = N
∫
Rn
|u(x)|pe−µp|x|dnx = N |||u|||p,µ .
Note in getting the second to last equality we use the fact that the set
R
n \ ( ⋃
a∈Zn
Q1(xa)
)
has measure zero. Equation (3.15) now follows immediately. Combining (3.14) and
(3.15) proves (iii).
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The first of the following two lemmas is the exponentially weighted version of
the Rellich-Kondrachov theorem and both lemmas can be proved by adapting the
proof of lemma 2.1 in [5]. We only prove the second and leave the first to the
reader.
Lemma 3.8. For k1 > k2, µ1 < µ2 and 1 ≤ p < ∞ the inclusion Wk1µ1 ⊂ Wk2µ2 is
compact.
Lemma 3.9. Suppose v ∈W∞,k1(Rn) and the function
ξ(R) := max
0≤|I|≤k1
sup
x∈ER(0)
|∂Iv(x)|
satisfies limR→∞ ξ(R) = 0. Then for k1 > k2 and 1 ≤ p <∞ the map
Wk1µ −→Wk2,pµ : u 7−→ vu
is compact.
Proof. Let {un} ∈ Wk1,pµ1 be a sequence such that |||un|||k1,p,µ ≤ 1. Then there exists
a subsequence still denoted {un} such that un → u weakly in Wk1,pµ for some
u ∈ Wk1,pµ with |||u|||k1,p,µ ≤ 1. From theorem 3.7 (ii) we have that |||vu|||k1,p,µ ≤
C|||u|||k1,p,µ for some C that depends only on ξ(R). Therefore the map
Lv :Wk1,pµ −→ Wk1,pµ ; u 7−→ vu (3.16)
is continuous and hence weakly continuous. So vun → vu weakly in Wk1,pµ . By
(3.10) there exist a constant CR depending only on µ, p and ‖χR‖Ck1(BR(0)) such
that
‖χRvun‖k1,p;B2R(0) ≤ CR|||vun|||k1,p,µ . (3.17)
But then
‖χRvun‖k1,p;B2R(0) ≤ CR‖Lv‖op
by (3.16), (3.17), and |||un|||k1,p,µ ≤ 1, where ‖Lv‖op denotes the operator norm of
Lv The compactness of the embedding W
k1,p(B2R(0))→Wk2,p(B2R(0)) (k1 > k2)
shows that there exist a subsequence {χRvuni} such that
χRvuni → fR strongly in Wk2,p(B2R(0)) (3.18)
for some fR in W
k2,p(B2R(0)). Since χR = 1 on BR(0) we must have that
fR = vu on BR(0). (3.19)
Setting cR = supr∈[0,R] e
−µpr, we get
|||vu− vuni |||pk2,p,µ ≤ cR‖vu− vuni‖
p
k2,p;BR(0)
+Kξ(R)p|||u − uni |||pk2,p,µ;ER
≤ cR‖vu− vuni‖pk2,p;BR(0) +Kξ(R)p|||u − uni |||
p
k1,p,µ
≤ cR‖vu− vuni‖pk2,p;BR(0) + 2pKξ(R)p
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where K is a constant independent of R and in getting the last inequality we used
|||un|||k1,p,µ, |||u|||k1,p,µ ≤ 1. For fixed ǫ > 0 we can choose R large enough so that
2pKξ(R)p ≤ ǫ
p
2
.
With R fixed, we get by (3.18) and (3.19) that there exists an M > 0 such that
cR‖vu− vuni‖pk2,p;BR(0) ≤
ǫp
2
for i ≥M .
Therefore |||vu − vuni |||k2,p,µ ≤ ǫ for i ≥ M and hence vuni converges to vu in
Wk2,pµ . This proves that the map Lv(u) = uv is compact.
The exponentially weighted Sobolev and Ho¨lder inequalities can also be used
to prove a multiplication lemma as in the radially weighted case (see lemma 3.3).
Lemma 3.10. If there exists a multiplication V1×V2 → V3 (u, v) 7→ u · v then for
1 ≤ p <∞ the corresponding multiplication
Wk1,pµ1 (Rn, V1)×Wk2,pµ2 (Rn, V2)→Wk3,pµ3 (Rn, V3) : (u, v) 7→ u · v
is bilinear and continuous if k1, k2 ≥ k3, k3 < k1 + k2 − n/p, and µ1 + µ2 ≤ µ3 .
As with the local Sobolev inequaltites, local estimates for elliptic operators can
be extended to global ones on the exponentially weighted spaces.
Proposition 3.11. Let 1 < p <∞, and P be the elliptic operator defined by
Pu = aij∂2iju+ b
i(x)∂iu+ c(x)u
where bi, c ∈ L∞(Rn) and there exists constants λ > 0, 0 < α ≤ 1 such that aij ∈
C0,α0 (R
n) and λ|ξ|2 ≤ aij(x)ξiξj ≤ λ−1|ξ|2 for all for all x, ξ ∈ Rn. Then P defines
a continuous map from W2,pµ →W0,pµ . Moreover, if u ∈ W0,pµ and Pu ∈ W0,pµ then
u ∈ W2,pµ and there exists a constant C = C(n, p, λ, ‖aij‖C0,α
0
, ‖bi‖∞, ‖c‖∞) such
that
|||u|||2,p,µ ≤ C
(|||Pu|||0,p,µ + |||u|||0,p,µ) .
Proof. If u ∈ W0,pµ and Pu ∈ W0,pµ , then elliptic regularity shows that u ∈ W2,ploc .
The proof then follows from the local elliptic estimates (see [8], theorem 9.11) and
the covering argument.
In the analysis of elliptic operators on the radially weighted spaces the Lapla-
cian ∆ played a fundamental role. The corresponding fundamental elliptic operator
on the exponentially weighted spaces is
−∆+ κ2 where κ > 0 is a constant. (3.20)
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With our applications in mind, we will restrict ourselves to n = 3 for the remainder
of this section. The operator (3.20) has a Green’s function Gκ(x, y) which for n = 3
is
Gκ(x, y) = Gκ(x− y) = 1
4π
e−κ|x−y|
|x− y| (3.21)
and is known as the Yukawa potential. It satisfies the distributional identity
(−∆x + κ2)Gκ(x, y) = δ(x− y) in D′(R3) . (3.22)
The invertibility of the operator (3.20) can be established from an estimate for the
Green’s function combined with the weighted elliptic estimates in a similar fashion
as for the Laplacian [1].
Theorem 3.12. If κ− |µ| > 0, 1 < p < ∞, and s is a non-negative integer then
the operator
−∆+ κ2 :W2+s,pµ −→Ws,pµ (3.23)
is an isomorphism with the inverse given by
(−∆+ κ2)−1u(x) = 1
4π
∫
R3
e−κ|x−y|
|x− y| u(y)dy . (3.24)
Proof. It suffices to prove the theorem for s = 0. Let Gˆκ be the operator defined
by
Gˆκ(u)(x) :=
∫
R3
Gκ(x− y)u(y)dy . (3.25)
Lemma 3.13. If p ≥ 1, κ− |µ| > 0 and u ∈ Lpµ, then
|||Gˆκ(u)|||p,µ ≤ C|||u|||p,µ
for a constant C independent of u.
Proof. For all µ ∈ R and x, y ∈ R3 it holds that µ|y|−µ|x| ≤ |µ||x− y| and hence
eµ|y|−µ|x| ≤ e|µ||x−y| .
Using this and the definition of the Green’s function (3.21), we see that for two
non-negative functions u, v
0 ≤ u(x)e−µ|x|Gκ(x− y)eµ|y|v(y) ≤ u(x)Gκ−|µ|(x− y)v(y) .
Integrating gives∫
R3
∫
R3
u(x)e−µ|x|Gκ(x− y)eµ|y|v(y)dxdy
≤
∫
R3
∫
R3
u(x)Gκ−|µ|(x− y)v(y)dxdy . (3.26)
14
Noting that Gκ−|µ| ∈ L1(R3) for κ−|µ| > 0, Young’s inequality (see [12], theorem
4.2) applied to (3.26) yields∫
R3
∫
R3
u(x)e−µ|x|Gκ(x− y)eµ|y|v(y)dxdy ≤ C‖u‖p′‖Gκ−|µ|‖1‖v‖p (3.27)
where 1p +
1
p′ = 1, p ≥ 1. Setting
u(x) =
(∫
R3
e−µ|x|Gκ(x− y)eµ|y|v(y)dy
)p/p′
in (3.27) yields(∫
R3
∣∣∣∣∫
R3
e−µ|x|Gκ(x− y)eµ|y|v(y)dy
∣∣∣∣p dx)1/p ≤ C‖Gκ−|µ|‖1‖v‖p . (3.28)
Finally, setting v(y) = e−µ|y|w(y) in (3.28) shows that
|||Gˆκ(w)|||p,µ ≤ C‖Gκ−|µ|‖1|||w|||p,µ .
So far our above choices amount to assuming that w ≥ 0. However, it is clear that
the above inequality extends to all w ∈ Lpµ.
The distributional identity (3.22) shows that Gˆκ(∆u − κ2u) = −u for all u ∈
C∞0 (R
3), and hence
|||u|||0,p,µ ≤ C|||∆u − κ2u|||0,p,µ for all u ∈ W0,pµ
by lemma 3.13 and the density of C∞0 (R
3) in W0,pµ . Applying proposition (3.11)
to the above inequality then yields
|||u|||2,k,p ≤ C|||∆u − κ2u|||0,p,µ for all u ∈ W0,pµ . (3.29)
Since −∆+κ2 :W2,pµ →W0,pµ is bounded, it follows easily from (3.29) that −∆+κ2
has closed range and a trivial kernel. The distributional identity (3.22) implies that
(−∆ + κ2)Gˆκ(u) = u for all u ∈ C∞0 (R3). But by lemma 2.1 Gˆκ(u) ∈ W0,pµ and
hence Gˆκ(u) ∈ W2,pµ by proposition 3.11. Therefore −∆+ κ2 is surjective.
4 Static spherically symmetric fields
We assume that all the fields are static and that ∂0 is a timelike hypersurface
orthogonal killing vector field for the metric. Therefore
∂0U
αβ = 0 , ∂0Aα = 0 , ∂0Φ = 0 and U
j0 = U0j = 0 .
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Since Uαβ is symmetric, i.e. Uαβ = Uβα, we define the following subspace of the 4
by 4 matrices
S := {X = (Xαβ) ∈ M4×4 |Xαβ = Xβα and X0j = 0 } .
Then letting U = (Uαβ), U takes values in S.
In addition to being static, we will also assume that our fields are spherically
symmetric. To define what we mean by spherical symmetry we first need to specify
an action of SO(3) on spacetime R4. We want SO(3) to act on the hypersurfaces
orthogonal to the timelike Killing vector field ∂0. So using the matrix representa-
tion of SO(3) given by
SO(3) = { a ∈M3×3 | at = a−1 and det(a) = 1 }
we define a SO(3) action on spacetime by
ρ : SO(3)× R4 → R4 : (a, (x0, x))→ Φa(x0, x) := (x0, ax)
where we are treating x as a column vector and ax denotes matrix multiplication.
We then get the induced action on functions via pullbacks. Lifting the SO(3)
action on spacetime to the tensor bundle, we get the following action on the static
metric densities
ρa(U)(x) := a˜U(a
tx))a˜t
where
a˜ :=
(
1 0
0 a
)
.
This allows us to define the set of static smooth SO(3)-invariant metric densities
by
U∞0 := {U ∈ C∞0 (R3, S) |U = ρaU for all a ∈ SO(3) } .
Completing in the Wk,pδ norm yields
Uk,pδ := U∞0 ⊂Wk,pδ (R3, S) . (4.1)
Proposition 4.1. For −1 < δ < 0, 1 < p < ∞ and k ∈ N0 the Laplacian
∆ : Uk+2,pδ → Uk,pδ−2 is an isomorphism.
Proof. From proposition 2.2 of [1] we have that ∆ : Wk,pδ (R
3, S)→Wk−2,pδ−2 (R3, S)
is an isomorphism for 1 < p < ∞, −1 < δ < 0. A straightforward calculation
shows that ∆(U∞0 ) ⊂ U∞0 . Similarly, using the formula
(∆−1Uαβ)(x) =
−1
4π
∫
R3
Uαβ(y)
|x− y| d
3y
it is not difficult to verify that if U ∈ U∞0 then ρa(∆−1U) = ∆−1U for all a ∈ SO(3).
But U∞0 is dense in Uk,pδ and hence the proof follows.
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Let C˜∞0 (R
3) denote the set of smooth SO(3)-invariant functions with compact
support, i.e.
C˜∞0 (R
3) := {φ ∈ C∞0 (R3) |φ = ρ∗aφ for all a ∈ SO(3) } .
In other words, C˜∞0 (R
3) is the set of radial functions on R3. We then define the
space of static spherically symmetric Higgs fields with compact support by
H∞0 := {φ(x)xjτj |φ ∈ C˜∞0 (R3) } (4.2)
where
τ1 =
1
2i
(
0 1
1 0
)
, τ2 =
1
2i
(
0 −i
i 0
)
, τ3 =
1
2i
(
1 0
0 −1
)
,
is a basis for su(2). We will choose the normalization of the Ad-invariant inner-
product 〈·|·〉 so that
〈τi|τj〉 = δij .
Completing H∞0 in the Wk,pδ (R3, su(2)) norm gives
Hk,pδ := H∞0 ⊂Wk,pδ (R3, su(2)) .
Proposition 4.2. Suppose f ∈ C∞([0,∞)) satisfies 1 − f(r) = O(r2) as r → 0,
f(r) = O(r−η) as r → ∞ for some η > 0, and f ≥ 0. Then for 1 < p < ∞,
−1 < δ < 0, and k ∈ N0 the operator
Hk+2,pδ −→ Hk,pδ−2 : Φ(x) 7−→ ∆Φ(x) +
2
|x|2 (1 − f(|x|))Φ(x)
is an isomorphism.
Proof. Without loss of generality we can assume that k = 0. We first show that
the operator
P := ∆ + 2|x|−2(1− f(|x|)) (4.3)
has a finite dimensional kernel and closed range on the space of static spherically
symmetric Higgs fields.
Lemma 4.3. For −1 < δ < 0, 1 < p < ∞ the operator P defines a continuous
map from H2,pδ → H0,pδ−2 that has closed range and a finite dimensional kernel.
Proof. Directly from the definition of the weighted spaces it is easy to see that P
defines a continuous map from W2,pδ (R
3, su(2)) to W0,pδ−2(R
3, su(2)). A calculation
shows that P (H∞0 ) ⊂ H∞0 and hence P defines a continuous map from H2,pδ →
H0,pδ−2.
Suppose Φ ∈ H∞0 . Then split Φ as Φ = Φ0 + Φ∞ where Φ0 = χ2Φ and
Φ∞ = (1− χ2)Φ. Since Φ(x) = φ(x)xjτj for some φ ∈ C˜∞0 (R3),
Φ∞(x) =
φ∞(x)
|x| x
jτj
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where φ∞(x) := |x|(1 − χ2(x))φ(x) ∈ C˜∞0 (R3).
Straightforward calculation verifies that for |x| > 0, |Φ∞|2 = |φ∞|2, |∂Φ∞|2 =
|∂φ∞|2+2|x|−2|φ∞|2 and |∂2Φ∞|2 = |∂2φ∞|2+8|x|2−|∂φ∞|2+6|x|−4|φ∞|2. Using
this and supp |φ|, supp |Φ| ⊂ E1(0) it follows that there exists a C independent of
φ and Φ such that
‖Φ∞‖2,p,δ ≤ C‖φ∞‖2,p,δ . (4.4)
A short calculation shows that
PΦ∞(x) =
(
∆φ∞(x)− 2f(|x|)|x|2 φ∞(x)
)xk
|x|τk . (4.5)
Thus if we define
Q := ∆− 2(1− χ1/4(x))f(|x|)|x|2 ,
then PΦ∞(x) = Qφ∞(x)
xk
|x|τk since supp |φ∞| ⊂ E0. So |PΦ∞(x)| = |Qφ∞(x)|
and hence
‖PΦ∞‖0,p,δ−2 = ‖Qφ∞‖0,p,δ−2 . (4.6)
In the terminology of [1], the operator Q is asymptotic to ∆. Therefore by [1]
theorem 1.10 we have the estimate
‖φ∞‖2,p,δ ≤ C
(‖Qφ∞‖0,p,δ−2 + ‖φ∞‖p;BR(0)) (4.7)
for some R > 0. Since ‖φ∞‖p;BR(0) = ‖Φ∞‖p;BR(0), we get the following estimate
from (4.4), (4.6), and (4.7)
‖Φ∞‖2,p,δ ≤ C
(‖PΦ∞‖0,p,δ−2 + ‖Φ∞‖p;BR(0)) . (4.8)
Once we have this scale broken estimate we can proceed as in the proof of theorem
1.10 of [1] to conclude that P has closed range and a finite dimensional kernel.
With respect to the pairing (Ψ,Φ) =
∫ 〈Ψ|Φ〉d3x the operator has a for-
mal adjoint P ∗ = P . Since W 0,pδ−2(R
3, su(2))∗ = W 0,p
′
−1−δ(R
3, su(2)) where p′ =
p/(p− 1), it follows from proposition 3.4 and proposition 1.14 of [1] that kerP ∗ ⊂
W 2,p−1−δ(R
3, su(2)). Therefore by the above lemma
dim cokerP
∣∣
H2,p
δ
= dimkerP
∣∣
H2,p−1−δ
<∞. (4.9)
Lemma 4.4. For any δ < 0, 1 < p <∞, kerP ∣∣
H2,p
δ
= {0} .
Proof. Suppose Ψ ∈ H2,pδ satisfies PΨ = 0. Then by elliptic regularity (see [8]
theorem 9.19 or [7] theorem 3.6), PΨ = 0 implies that Ψ ∈ C∞(R3, su(2)). So
there exists a function ψ(r) ∈ C∞([0,∞)) such that
Ψ(x) = ψ(|x|) x
j
|x| τj and ψ(r) = cr +O(r
3) as r → 0 .
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It follows from the equality |Ψ(x)| = |ψ(|x|)| and theorems 1.2 of [1] that ψ(x) =
o(|x|δ), ∂iψ(x) = o(|x|δ−1), and ∂i∂jψ(x) = o(|x|δ−2) as |x| → ∞. Now PΨ = 0
implies that (see (4.5)) ∆ψ(x)− |x|−22f(|x|)ψ(x) = 0. Multiplying by ψ(x) yields
ψ∆ψ − 2f(|x|)|x|−2ψ2 = 0 which by the fall off conditions for ψ near |x| = 0 and
|x| =∞ is integrable. Integrating yields∫
R3
ψ∆ψd3x−
∫
R3
2f(|x|)
|x|2 ψ
2d3x = 0 .
Integrating by parts which is again valid by the fall off conditions conditions then
gives ∫
R3
|∂ψ|2d3x+
∫
R3
2f(|x|)
|x|2 ψ
2d3x = 0 .
Thus f ≥ 0 implies that ψ = 0 and hence Ψ = 0.
The proof now follows from (4.9) and lemmas 4.3 and 4.4 which imply that
dim cokerP
∣∣
H2,p
δ
= dimkerP
∣∣
H2,p
δ
= 0.
In addition to being spherically symmetric, we will assume that our gauge
potential is purely magnetic. Choosing an appropriate gauge, the gauge potential
can then be written as [2]
A0 = 0 and Ai(x) := a(|x|)ǫijkxkτj .
If we write the gauge potential Ai as a 3-tuple A = (A1, A2, A3) then the gauge
potential A takes values in the space su(2)3 which carries a norm
|A|2 :=
3∑
i=1
〈Ai|Ai〉 .
We define the set of smooth static spherically symmetric purely magnetic gauge
potentials with compact support by
A∞0 := {A : R3 → su(2)3 |Ai(x) = a(x)ǫijkxkτj for some a ∈ C˜∞0 (R3) } .
Completing this in the Wk,pµ (R3, su(2)3) gives
Ak,pµ = A∞0 ⊂ Wk,pµ (R3, su(2)3) .
Notice that every A ∈ A∞0 satisfies
divA :=
3∑
j=1
∂jAj = 0 ,
which implies by the continuity of differentiation (see (3.5)) that
divA = 0 for all A ∈ Ak,pµ . (4.10)
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This shows that the static spherically symmetric gauge potentials satisfy the
Coulomb gauge condition globally on R3. As is well known, this is a very special
situation and is one of the reasons that makes the static spherically symmetric
Yang-Mills equations easy to analyze.
Proposition 4.5. For κ− |µ| > 0, k ∈ N0 and 1 < p <∞, the operator ∆− κ2 :
Ak+2,pµ → Ak,pµ is an isomorphism.
Proof. Follows from directly from theorem 3.12 using the same arguments as in
the proof of proposition 4.1.
5 The modified Yang-Mills equation
Instead of solving the Yang-Mills equation (2.25) we will instead solve a related
system of equations whose solutions will also be solutions to (2.25). The reason for
this modification is to make the Yang-Mills equation differentiable on the spheri-
cally symmetric function spaces introduced in section 4.
We begin by splitting the YM potential and the Higgs fields. Let
Y = Yjdx
j =
χ1(x) − 1
r2
ǫi
j
kx
kτj , Ω =
1− χ1(x)
r
xjτj . (5.1)
and
A = Y + Z, Φ = Ω+Ψ
where Z ∈ Ak,pµ and Ψ ∈ Hk,pδ will be considered as the unknowns. Assume for the
moment that Z and Ψ are C1 and spherically symmetric. Then we can write
Zj = z(r)ǫi
j
kx
kτj and Ψ = ψ(r)x
jτj
and a short calculation shows that [Φ, D0Φ] = 0 and
[Φ, DiΦ] =
(1− χ1
r
+ ψ
)2(
χ1 + r
2z
)
ǫi
j
kx
kτj = |Ω+Ψ|2
(χ1
r2
ǫi
j
kx
kτj + Zi
)
.
Thus for C1 static spherically symmetric fields we have the identity
[Φ, DαΦ] = (1− δ0α)
(
χ1[Φ, DαΦ] + (1− χ1)|Φ|2
(χ1
r2
δiαǫi
j
kx
kτj + δ
i
αZi
))
. (5.2)
This motivates us to consider the following modified Yang-Mills equation
g¯αν
(
(1− χ3)DYα FYνβ +DAαFAνβ
)
−(1− δ0β)
(
χ1[Φ, DβΦ] + (1 − χ1)|Ω+ Ψ|2
(χ1
r2
δiβǫi
j
kx
kτj + Zβ
))
= 0 (5.3)
where A = Y + Z and Φ = Ψ + Ω. Observe that if the term (1 − χ3)DYα FYνβ
vanished then this equation would be the same as equation (2.25) modified by the
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identity (5.2) and written in term of the new variables Z and Ψ. We shall see later
that for static spherically symmetric solutions the (1 − χ3)DYα FYνβ does vanish.
This will show that solutions to (5.3) will be solutions to (2.25). Our assumption
that the fields are static and spherically symmetric imply that FAα0 = 0, F
Y
α0 = 0
and Γkl0 = 0 and hence equation (5.3) will be satisfied automatically for β = 0.
Therefore we need only solve
g¯αν
(
(1 − χ3)DYα FYνi +DAαFAνi
)−(
χ1[Φ, DiΦ] + (1− χ1)|Φ|2
(χ1
r2
ǫi
j
kx
kτj + Zi
))
= 0 . (5.4)
In terms of the new variables Z and Ψ the Higgs equations (2.26) becomes
g¯αβ
(
∂αD
Y
β Ω− ΓσαβDYσ Ω + [Yα, DYβ Ω] + ∂αDYβ Ψ− ΓσαβDYσ Ψ+ [Yα, DYβ Ψ]+
∂α[Zβ ,Ω+Ψ]− Γσαβ [Zσ,Ω +Ψ] + [Yα, [Zβ ,Ω+Ψ]]+
[Zα, D
Y
β Ω +D
Y
β Ψ+ [Zβ ,Ω+Ψ]]
)
= 0 . (5.5)
6 Analyticity of the field equations
In this section we establish that the reduced field equations (2.18) and the modified
YMH equations (5.4)-(5.5) define analytic maps. For a definition of analytic maps
between Banach spaces see [6] definition 15.1. As is standard we will use Cω to
denote the class of analytic maps. To establish analyticity we will repeatedly use
the following: continuous linear and bilinear maps between Banach spaces are
analytic, and the composition of two analytic maps is again analytic. Also useful
is proposition 3.6 of [9] which shows how analytic functions on R can be used to
define analytic maps on Banach algebras.
To begin we first fix some notation. If V is a Banach space with norm ‖ ·‖ then
we define BV (x;R) to be the ball of radius R centered at x ∈ V . We recall the
following results from [9] which are fundamental in establishing analyticity.
Proposition 6.1. [Proposition 3.10, [9]] Suppose 3/2 < p < ∞ and −1 < δ < 0.
Then for any R > 0 there exists a Λ > 0 such that the following maps are of class
Cω:
(−Λ,Λ)×B
W
2,p
δ
(R3,S)(0;R)→W2,pδ (R3, S) : (λ,U) 7→ (g¯αβ − g¯
o
αβ)
(−Λ,Λ)×B
W
k,p
δ
(R3,S)(0;R)→W2,pδ (R3, S) : (λ,U) 7→ (g¯αβ − g¯
o
αβ)
and
(−Λ,Λ)×B
W
2,p
δ
(R3,S)(0;R)→W2,pδ (R3) : (λ,U) 7→ |d|q/2 − 1
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for q = −3,−2,−1, 1, 2. Moreover, the following expansions are valid
|d| − 1 = −4λU00 +O(λ2) ,
√
d− 1 = −2λU00 +O(λ2) ,
1√
d
− 1 = 2λU00 +O(λ2) , (g¯αβ − g¯
o
αβ) = −4λ(δ0αδ0β)U00 +O(λ2) .
Proposition 6.2. [Proposition 6.2, [9]] Suppose p > 3 and −1 < δ < 0. Then for
any R > 0 there exists a Λ > 0 such that the Christofel symbols
Γαβγ : (−Λ,Λ)×BW2,p
δ
(R3,S)(0;R)→W1,pδ−1(R3)
are of class Cω for all α, β, γ = 0, 1, 2, 3. Moreover, the following expansion is
valid
Γαβγ = Γ
α
βγ
∣∣
λ=0
+O(λ)
where
Γαβγ
∣∣
λ=0
=
{
U00,α if β = γ = 0 and α 6= 0
0 otherwise
.
It is important to note that
(g¯
o
αβ) =

−λ 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 (6.1)
so that
(g¯
o
αβ)
∣∣
λ=0
=

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 (6.2)
Using the above propositions and the results from section 3 we can establish that
the stress-energy tensor defines an analytic map.
Proposition 6.3. Suppose p > 3, −1 < δ < 0 and µ < 0. Then for any R > 0
there exists a Λ > 0 such that
T : (−Λ,Λ)×BU2,p
δ
(0;R)×H2,pδ ×A2,pµ −→W1,pδ−2(R3, S) : (λ,U,Ψ, Z) 7−→ (Tαβ)
and
T : (−Λ,Λ)×BU2,p
δ
(0;R)×H2,pδ ×A2,pµ −→W1,pδ−2(R3, S) : (λ,U,Φ, Z) 7−→ (T αβ)
are of class Cω. Moreover, the following expansion is valid
T 0α = T α0 = O(λ) and T ij = 4πGT
o
ij(Ψ, Z) +O(λ)
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where
T
o
ij(Ψ, Z) =
(
δikδjl〈D
o
A
k Φ|Do
A
l Φ〉 − 12δijδkl〈Do
A
k Φ|Do
A
l Φ〉
)
+(
δikδjlδmn〈FAkm|FAln〉 − 14δklδmnδij〈FAkm|FAln〉
)
,
and A = Y + Z and Φ = Ω +Ψ.
Proof. Letting A = Y + Z, we can write
FAαβ = F
Y
αβ + F
Z
αβ + [Yα, Zβ] + [Zα, Yβ ] (6.3)
where
FY0α = 0 , F
Y
ij = ǫijk
[
χ′1(r)
r
(
δkl − x
kxl
r2
)
+
χ1(r)
2 − 1
r4
xkxl
]
τl (6.4)
and (·)′ = ddr (·). Since −1 < δ < 0, we get from (6.4) that
FYαβ ∈W2,pδ−1(R3) . (6.5)
From the definition of Y it is clear that
Y ∈ A0,∞−1 . (6.6)
Then since µ < 0 and p > 3, it follows from the inclusion (3.7), the multiplication
lemma 3.3, the weighted Ho¨lder inequality (theorem 1.2 (ii), [1]), and equations
(6.3), (6.5), (6.6) that the map
A2,pµ −→W1,pδ−1 : Z 7−→ FA is analytic. (6.7)
Also note that for Ψ ∈ Wk,p, (6.6) implies via the weighted Ho¨lder inequality
(theorem 1.2 (ii), [1]) that [Yα,Ψ] ∈W2,pδ−1. There for the map
DYα : W
2,p
δ (R
3, su(2)) −→W1,pδ−1(R3) : Ψ 7−→ ∂αΨ+ [Yα,Ψ] (6.8)
is continuous. A short calculation shows that
DY0 Ω = 0 , (6.9)
DYi Ω =
(
−χ
′
1(r)
r2
− (1− χ1(r))
r3
χ1(r)
)
xixkτk +
1− χ1(r)
r
χ1(r)τi , (6.10)
and
DAαΦ = D
Y
αΩ+D
Y
αΨ+ [Zα,Ω+Ψ] (6.11)
Again, because µ < 0 and p > 3, the inclusion (3.7), the multiplication lemma 3.3
and (6.8), (6.9), (6.10), (6.11) imply that
W2,pδ (R
3, su(2))×A2,pµ −→W1,pδ−1(R3) : (Ψ, Z) 7−→ DAαΦ (6.12)
is analytic. The analyticity of the maps now follows from lemma 3.3, proposition
6.1, (6.7), and (6.12).
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Letting
1Ξ
αβ = Eαβ − T αβ (6.13)
2Ξ = g¯
αβDAαD
A
β Φ (6.14)
3Ξi = g¯
αν
(
χ3 − 1)DYαFYνi +DAαFAνi
)− (χ1[Φ, DjΦ]+
(1 − χ1)|Φ|2
(χ1
r2
ǫi
j
kx
kτj + Zi
))
(6.15)
and
Ξ =
(
1Ξ, 2Ξ, 3Ξ
)
=
(
(1Ξ
αβ), 2Ξ, (3Ξi)
)
. (6.16)
we collect our field equations (2.18), (5.4), and (5.5) into a single expression
Ξ = 0 . (6.17)
Proposition 6.4. Suppose p > 3, −1 < δ < −3/p and µ < 0 and
X =W0,pδ−2(R
3, S)×W0,pδ−2(R3, su(2))×W0,pµ (R3, su(2)3).
Then for any R > 0 there exists a Λ > 0 such that
Ξ : (−Λ,Λ)×B
U
2,p
δ
(0;R)×H2,pδ ×A2,pµ −→ X : (λ,U,Ψ, Z) 7−→
(
(1Ξ
αβ), 2Ξ, (3Ξj)
)
is of class Cω. Moreover the following expansions are valid
1Ξ
0α = ∆U0α +O(λ) ,
1Ξ
ij = ∆Uij − δikδjl∂kU00∂lU00 + 12δijδkl∂kU00∂lU00 − 4πGTo
ij +O(λ) ,
2Ξ = δ
ijD
o
A
i Do
A
j Φ+O(λ) ,
3Ξi = δ
klD
o
A
k F
A
li −
(
χ1[Φ, D
o
A
i Φ] + (1− χ1)|Φ|2
(χ1
r2
ǫi
j
kx
kτj + Zi
))
+O(λ) .
where A = Y + Z and Φ = Ω +Ψ.
Proof. This proposition can be proved in a similar manner to the proof of propo-
sition 6.3 by using the inclusions (3.4), (3.6), and (3.7), the two multiplication
lemmas 3.3 and 3.10, theorem 3.7 and [1] theorem 1.2, and propositions 6.1, 6.2,
and 6.3. Note that that formulas used in the proof of proposition 6.3 are also
useful.
The expansion in λ can be inferred from (6.1) and (6.2), the expansions in
propositions 6.1, 6.2, and 6.3, and[
(1− χ3)g¯ανDYαFYνi
]
λ=0
= (1− χ3)δjkD
o
Y
j F
Y
ki = 0 .
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The last equality can be seen from
δjkD
o
Y
j F
Y
kidx
i =
(
χ′′1 −
(χ21 − 1)χ1
r2
)(− sinφ τ1 + cosφ τ2)dθ
+
(
χ′′1 −
(χ21 − 1)χ1
r2
)(
τ3 − cot θ(sinφ τ2 + cosφ τ1)
)
dφ
where (·)′ = ddr (·).
Proposition 6.5. Suppose p > 3, −1 < δ < −3/p and µ < 0. Then for any R > 0
there exists a Λ > 0 such that
Ξ : (−Λ,Λ)×B
U
2,p
δ
(0;R)×H2,pδ ×A2,pµ −→ U0,pδ−2 ×H0,pδ−2 ×A0,pµ
: (λ,U,Ψ, Z) 7−→ ((1Ξαβ), 2Ξ, (3Ξj))
is of class Cω.
Proof. For fixed R let Λ be as given by proposition 6.4. Then it can be shown
by straightforward calculation that λ ∈ (−Λ,Λ), U ∈ U∞0 ∩ BU2,p(0;R), Ψ ∈
H∞0 ∩H2,pδ , and Z ∈ A∞0 ∩A2,pµ implies that Ξ(λ,U,Ψ, Z) ∈ U∞×H∞×A∞. The
result now follows from the continuity of the map Ξ (see proposition 6.4) and the
density of U∞0 , H∞0 , and A∞0 .
7 Solving the reduced/modified EYMH equations
We now employ the same method as in [9] to find solutions to the reduced/modified
EYMH equations. Namely, we first solve the reduced equations for λ = 0 and then
use the implicit function theorem to show that there exists a solution for small λ.
7.1 λ = 0
Fix R > 0, assume p > 3, −1 < δ < −p/3, µ > 0, and let Λ > 0 be as in
proposition 6.5. Then the expansion from proposition 6.4 shows that
Ξ(0,U,Ψ, Z) = 0
if and only if
∆U0α = 0 , (7.1)
∆Uij = δikδjl∂kU
00∂lU
00 − 12δijδkl∂kU00∂lU00 + 4πGTo
ij(Ψ, Z) , (7.2)
δijD
o
A
i Do
A
j Φ = 0 , (7.3)
δklD
o
A
k F
A
li −
(
χ1[Φ, D
o
A
i Φ] + (1− χ1)|Φ|2
(χ1
r2
ǫi
j
kx
kτj + Zi
))
, (7.4)
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where A = Y + Z and Φ = Ω + Ψ. Equations (7.1)- (7.4) can be regarded as the
Newtonian YMH equations with U00 playing the role of the Newtonian potential.
The BPS monopole solution to the Yang-Mills-Higgs equation is
Ab =
w − 1
r2
ǫi
j
kx
kτj and Φ
b =
φ(r)
r
xjτj (7.5)
where
w(r) =
r
sinh(r)
and φ(r) = coth(r) − 1
r
. (7.6)
From this we define
Zb := Ab − Y = w − χ1
r2
ǫi
j
kx
kτji , Ψ
b := Φb − Ω = (φ(r) − 1) + χ1
r
xjτj , (7.7)
and also observe that
Zb ∈ Ak,pµ and Ψb ∈ Hk,pδ for 1 ≤ p ≤ ∞, k ∈ N0 and δ, µ > −1.
It can be checked that (Ψb, Zb) solve equations (7.3) and (7.4). Then using lemma
(4.1),
U0αb := 0 , U
ij
b := ∆
−1T
o
ij(Ψb, Zb) (7.8)
solve the remaining equations (7.1) and (7.2) .
7.2 λ > 0
To use the implicit function theorem, we first need to establish that the derivative
of the map
Ξ0(U,Ψ, Z) := Ξ(0,U,Ψ, Z)
evaluated at (Ub,Ψ
b, Zb) is an isomorphism.
Proposition 7.1. Suppose p > 6, −1 < δ < −3/p and −1 < µ < 0. Then the
linear map
DΞ0(Ub,Ψ
b, Zb) : U2,pδ ×H2,pδ ×A2,pµ −→ U0,pδ−2 ×H0,pδ−2 ×A0,pµ
is an isomorphism.
Proof. For δΨ ∈ H∞0 , a short calculation shows that
δij [Abi , [A
b
j , δΨ]] = −2
(w − 1)2
r2
δΨ and δij [Abi , ∂jδΨ] = −2
(w − 1)
r2
δΨ .
This and (4.10) shows that
δijD
o
Ab
i D
o
Ab
j δΨ = ∆δΨ− 2
w2(r)− 1
r2
δΨ for all δΨ ∈ H∞0 .
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But sinceH∞0 ×A∞0 is dense inH2,pδ ×A2,pµ , the continuity of the maps δijDo
Ab
j Do
Ab
i :
H2,p0 → H0,pδ−2 (see (6.8)) and ∆− 2r−2(w2(r)− 1) : H2,p0 → H0,pδ−2 (see proposition
(4.2)) implies that
δijD
o
Ab
i Do
Ab
j δΨ = ∆δΨ − 2
w2(r) − 1
r2
δΨ for all δΨ ∈ H2,pδ . (7.9)
Using this and (4.10), the derivative of Ξ0 at (U
b,Ψb, Zb) can be written as
DΞ(0,Ψb, Zb) ·
δUδΨ
δZ
 =
∆ 0 00 ∆− 2w2−1r2 0
0 0 ∆− 1
δUδΨ
δZ

+
0 J1 J20 0 K12
0 K21 K22
δUδΨ
δZ
 , (7.10)
where
J1(δΨ)
ij = 2δikδjl〈D
o
Ab
k Φ
b|D
o
Ab
l δΨ〉 − δijδkl〈Do
Ab
k Φ
b|D
o
Ab
l δΨ〉 , (7.11)
J2(δZ)
ij = 〈D
o
Ab
k Φ
b|[δZl,Φb]〉 − δijδkl〈D
o
Ab
k Φ
b|[δZl,Φb]〉+
2〈FAbkm|δFln〉 − 12δklδmnδij〈FA
b
km|δFln〉 , (7.12)
K12(δZ) = δ
ij
(
∂i[δZj ,Φ
b] + [δZi, D
o
Ab
j Φ
b] + [Abi , [δZj ,Φ
b]]
)
, (7.13)
K21(δΨ)i = −χ1
(
[δΨ, D
o
Ab
k Φ
b] + [Φb, D
o
Ab
l δΨ]
)
− (1 − χ)2〈Φb|δΨ〉
(χ1
r2
ǫi
j
kx
kτj + Z
b
i
)
, (7.14)
K22(δZ)i = δ
kl
(
∂k
(
[δZl, A
b
i ] + [A
b
l , δZi]
)
+ [δZk, F
Ab
li ] + [A
b
k, δFli]
)
− χ[Φb, [δZi,Φb]]−
(
(|Φb|2 − 1)− χ1|Φb|2
)
δZi , (7.15)
and
δFli = ∂lδZi − ∂iδZl + [δZl, Abi ] + [Abl , δZi] .
Since ∆ : U2,pδ → U0,p2 is an isomorphism (see proposition 4.1), it follows from
the structure of the (7.10) that DΞ0(Ub,Ψ
b, Zb) will be an isomorphism provided
that
S :=
(
∆− 2w2−1r2 0
0 ∆− 1
)
+
(
0 K12
K21 K22
)
is an isomorphism. Let
K =
(
0 K12
K21 K22
)
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Then the weighted Rellich-Kondrachov theorems (see lemma 3.8 and lemma 2.1
of [5]), lemma 3.9, theorem 1.2 (iv) of [1], and the inclusion (3.7) shows that map
K : H2,pδ ×A2,pµ → H0,pδ−2×A0,pµ is compact. As the Index of a operator is preserved
under compact perturbations, we get
Index
(
S) = 0 (7.16)
by propositions 4.2 and 4.5. Thus if we can establish that S is injective then the
proof will be complete.
Lemma 7.2.
Ker(S) = 0
Proof. We first consider the YMH Lagrangian
L(Ψ, Z) =
∫
R3
1
2δ
ikδij〈FAik |FAjl 〉+ δij〈Do
A
i Φ|Do
A
j Φ〉d3x . (7.17)
where A = Y + Z and Φ = Ω + Ψ as above. Since p > 6 and −1 < δ < −3/p, we
get from (6.7), (6.8), theorem 2.1 (i) of [1] and the multiplication lemma 3.3 that
the map
H2,pδ ×A2,pµ →W0,p2δ−2(R3) ⊂ L1(R3) : (Ψ, Z)→ 12δikδij〈FAik |FAjl 〉+δij〈Do
A
i Φ|Do
A
j Φ〉
is analytic. Consequently the Lagrangian (7.17) defines analytic map from H2,pδ ×
A2,pµ to R. Differentiating (7.17) yields
DL(Ψ, Z) · (δΨ, δZ) =
∫
R3
δikδij〈FAik |∂jδZk − ∂kδZj + [δZj , Ak] + [Aj , δZk]〉d3x
+
∫
R3
2δij〈D
o
A
i Φ|D
o
A
j δΨ + [δZj,Φ]〉d3x
= −
∫
R3
2δikδjl〈D
o
A
i Fkj − [Φ, Do
A
j Φ]|δZl〉+ 2δij〈Do
A
i Do
A
j Φ|δΨ〉d3x
where in deriving the last inequality we used integration by parts. A similar cal-
culation shows that the second derivative evaluated on the diagonal is
D2L(Ψ, Z) · ((δΨ, δZ), (δΨ, δZ)) =− 2 ∫
R3
δij〈L2(Ψ, Z) · (δΨ, δZ)i|δZj〉
+ 〈L1(Ψ, Z) · (δΨ, δZ)|δΨ〉d3x (7.18)
where
L1(Ψ, Z) · (δΨ, δZ) = δij
(
D
o
A
i
(
D
o
A
j δΨ+ [δZi,Φ]
)
+ [δZi, D
o
A
j Φ]
)
, (7.19)
L2(Ψ, Z) · (δΨ, δZ)j = δik
(
D
o
A
i
(
∂kδZj − ∂jδZj + [δZk, Aj ], [Ak, δZj]
)
+ [δZi, F
A
kj ]
)
−[Ψ, D
o
A
j Φ]− [Φ, Do
A
j Ψ+ [δZj,Φ]] . (7.20)
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Let
∗FAk = 12ǫijkFAij
be the Hodge dual of FA. Then the Bianchi identities for FA imply that
δij〈∗FAi +Do
A
i Φ| ∗ FAj +Do
A
j Φ〉dx1 ∧ dx2 ∧ dx3 − d
(〈Φ|FAij 〉dxi ∧ dxj) =(
1
2δ
ikδij〈FAik |FAjl 〉+ δij〈Do
A
i Φ|Do
A
j Φ〉
)
dx1 ∧ dx2 ∧ dx3 .
Therefore the Lagrangian (7.17) can be written as
L(Ψ, Z) =
∫
R3
δij〈∗FAi +Do
A
i Φ| ∗ FAj +Do
A
j Φ〉d3x−
∫
R3
d
(〈Φ|FAij 〉dxi ∧ dxj) .
But for (Ψ, Z) ∈ H∞0 ×A∞0 we have we have that∫
R3
d
(〈Φ|FAij 〉dxi ∧ dxj) = ∫
R3
d
(〈Ω|FYij 〉dxi ∧ dxj)
+
∫
R3
d
(〈Ω|FZij + [Zi, Yj ] + [Yi, Zj ]〉+ 〈Ψ|FYij + FZij + [Zi, Yj ] + [Yi, Zj ]〉dxi ∧ dxj)
= lim
R→∞
∫
∂BR(0)
〈Ω|FYij 〉dxi ∧ dxj = 4π (7.21)
where we have used Stokes’ theorem to convert to a surface integral. Using the
weighted Sobolev inequalities (see theorem 3.7 and theorem 1.2 of [1]), it follows
from the density of H∞0 ×A∞0 that∫
R3
d
(〈Φ|FAij 〉dxi ∧ dxj) = 4π for all (Ψ, Z) ∈ H2,pδ ×A2,pµ .
Thus we have the alternate form for the Lagrangian
L(Ψ, Z) =
∫
R3
δij〈∗FAi +Do
A
i Φ| ∗ FAj +Do
A
j Φ〉d3x− 4π.
This way of expressing the Yang-Mills-Higgs Lagrangian is well known and leads
to Bogomol’nyi first order equations. Differentiating the above Lagrangian twice
and using integration by parts yields
D2L(Ψ, Z) · ((δΨ, δZ), (δΨ, δZ)) = ∫
R3
2δij〈∗FAi +Do
A
i Φ|M1(δΨ, δZ)j〉+
2δij〈M2(Ψ, Z) · (δΨ, δZ)i|M2(Ψ, Z) · (δΨ, δZ)j)〉d3x (7.22)
where
M1(δΨ, δZ)k = ǫ
ij
k[δZi, δZj] + 2[δZk, δΨ] (7.23)
M2(Ψ, Z) · (δΨ, δZ)k = 12ǫijk
(
∂iδZj − ∂jδZi + [δZi, Aj ] + [Ai, δZj ]
)
+
(
D
o
A
k δΨ+ [δZk,Φ]
)
. (7.24)
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Now suppose that (δΨ, δZ) ∈ H2,pδ ×A2,pµ satisfies S(δΨ, δZ) = 0. Since S is an
elliptic operator with smooth coefficients, elliptic regularity implies that δΨ and
δZ are C∞. Then using (5.2) and (7.9) δΨ and δZ satisfy
L1(Ψ
b, Zb) · (δΨ, δZ) = 0 and L2(Ψb, Zb) · (δΨ, δZ) = 0 .
Also, we note that Φb and Ab satisfy the Bogomol’nyi equations
∗FAbj +Do
Ab
j Φ
b = 0 ⇐⇒ w′ + wφ = 0, r2φ′ + w2 − 1 = 0 .
So we get by (7.18) and (7.22) that
1
2ǫ
ij
k
(
∂iδZj − ∂jδZi + [δZi, Abj ] + [Abi , δZj ]
)
+
(
D
o
Ab
k δΨ+ [δZk,Φ
b]
)
= 0 . (7.25)
Letting δΨ = ψ(r)r−1xkτk and δZi = z(r)r
−2ǫi
j
kx
kτj , we can write (7.25) as
z′ + φz + wψ = 0 and r2ψ′ + 2wz = 0 , (7.26)
where w(r) and φ(r) are given by (7.6). Differentiating 1/w times the second
equation and then using the two equations to eliminate z and z′ yields
(r2ψ′)′ + 2φr2ψ′ − 2w2ψ = 0 . (7.27)
Since δΨ ∈ C∞ ∩ A2,pµ (−1 < δ < 0) we get that ψ(r) = O(r) as r → 0 and that
ψ(r) = o(rδ) as r → ∞ by theorem 1.2 of [1]. Since w > 0 on [0,∞) the only
solution satisfying the differential equation (7.27) and the asymptotic conditions
is the trivial solution ψ = 0. But ψ = 0 implies that z = 0 and thus δΨ = 0 and
δZ = 0. This establishes that Ker(S) is trivial.
We can now solve the reduced/modified EYMH equations.
Theorem 7.3. Suppose p > 6, −1 < δ < −3/p and −1 < µ < 0. Then there
exists a Λ > 0 and an analytic map
(−Λ,Λ) −→ U2,pδ ×H2,pδ ×A2,pµ : λ 7−→ (U(λ),Ψ(λ), Z(λ))
such that (U(0),Ψ(0), Z(0)) = (Ub,Ψ
b, Zb) and Ξ(λ,U(λ),Ψ(λ), Z(λ)) = 0 for all
λ ∈ (−Λ,Λ).
Proof. Propositions 6.5 and 7.1 and the results of section 7.1, allow us to apply the
analytic version of the implicit function theorem (see [6] theorem 15.3) to reach
the desired conclusion.
30
8 Existence
We have so far only found a solution to the reduced/modified EYMH equations
(2.18), (5.4), and (5.5). However, we will now show that the solution obtained in
theorem 7.3 is also a solution to the EYMH equations (2.25)-(2.26).
Proposition 8.1. Suppose p > 6, −1 < δ < −3/p, and −1 < µ < 0. Let
(−Λ,Λ) −→ U2,pδ ×H2,pδ ×A2,pµ : λ 7−→ (U(λ),Ψ(λ), Z(λ))
be the map from theorem 7.3. Then there exists a Λ∗ ∈ (0,Λ] such that for every
λ ∈ (−Λ∗,Λ∗), (U(λ),Φ(λ) = Ω + Ψ(λ), A(λ) = Y + Z(λ)) solves the YMH
equations (2.25)-(2.26) and (Ψ(λ), Z(λ)) ∈ U2,pδ ∩ C1 ×H2,pδ ∩ C2 ×A2,pµ ∩ C2.
Proof. Fix R > 0. Then for each λ ∈ (−Λ,Λ), U(λ) ∈ W2,p(BR(0), S3), Ψ ∈
W2,p(BR(0), su(2)), and Z(λ) ∈ W2,p(BR(0), su(2)3). To reduce notation we will
often write U, Ψ, and Z instead of U(λ), Ψ(λ), and Z(λ). Since Y and Ω are C∞
it follows from (6.14)-(6.15) and the Sobolev inequalities that
g¯ij∂2ijΨ = f and Q
ijk
l∂
2
ijZk = hl
where f, hl ∈W1,p(BR(0), su(2)) ⊂ C0,1−3/p(BR(0), su(2)) and
g¯ij = δij + 4λ2Uij ,
Qik =
(
Qiklj
)
:=
(
(δik + 4λ2Uik)δlj − 4λ2Ulkδij
)
By the weighted Sobolev inequality, [1] theorem 1.2 (v), the embedding W1,pδ (R
3, S3)→
C
0,1−3/p
δ (R
3, S3) is continuous and hence the map (−Λ,Λ) → C0,1−3/pδ (R3, S3) :
λ 7→ U(λ) is continuous. Therefore, there exists a Λ∗ ∈ (0,Λ) such that the opera-
tors g¯ij∂2ij and Q
ij∂2ij are uniformly elliptic with with coefficients in C
0,1−3/p
δ (R
3)
for all λ ∈ [−Λ∗,Λ∗]. By elliptic regularity, Ψ, Zk ∈ C2(BR(0), su(2)). As Λ∗ is
independent of R, we get that Ψ(λ), Zk(λ) ∈ C2(R3, su(2)) for all λ ∈ (−Λ∗,Λ∗).
For λ > 0 we can, using (2.6), recover the metric gαβ from Uαβ. Since U ∈
W2,pδ (R
3, S), we have by theorem 1.2 (v) of [1] that Uαβ ∈ C0,1−3/pδ (R3) and
∂kU
αβ ∈ C0,1−3/pδ−1 (R3). Therefore, in spherical coordinates the metric becomes
gαβdx
αdxβ = −S(r)N(r)dt2 + 1
N(r)
dr2 +R(r)2(dθ2 + sin2 θdφ2) ,
where N , S, and R are in C1((0,∞)). But then a straightforward calculation shows
that for all r ∈ (0,∞)
(1−χ3)gαβDYαFYβνdxν =
(1 − χ3)
( 1
S
(NSχ′1)
′ − (χ
2
1 − 1)χ1
R2
)(− sinφ τ1 + cosφ τ2)dθ
+ (χ3 − 1)
( 1
S
(NSχ′1)
′ − (χ
2
1 − 1)χ1
R2
)(
τ3 − cot θ(sinφ τ2 + cosφ τ1)
)
dφ = 0 .
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where (·)′ = ddr (·). Using this result and the identity (5.2) which is valid for
C1 static spherically symmetric fields, it is clear that (U,Ψ, Z) satisfy the YMH
equations.
To complete the existence proof, we now use the following result of Heilig.
Proposition 8.2. [proposition 6.1, [9]] Suppose −1 < δ < 0, p > 3, and Λ > 0.
Furthermore, suppose
T : [0,Λ]→W0,pδ−2(R3, S3) ∩ C1(R3, S3) : λ 7→ (Tαβλ )
and
U : [0,Λ]→W2,pδ (R3, S3) : λ 7→ (Uαβλ )
are two continuous maps such that for every λ ∈ [0,Λ] : (λ,Uαβλ , Tαβλ ) is a solution
to the reduced field equations 2.17, ∇βTαβλ = 0, and ∂γTαβλ ∈ BW0,p
δ−2
(R3)(0, R) for
some R > 0 independent of λ and α, β, γ. Then there exists a constant Λˆ ∈ (0,Λ]
such that ∂αU
αβ
λ = 0 for all λ ∈ [0, Λˆ].
Theorem 8.3. Suppose p > 6, −1 < δ < −3/p, and −1 < µ < 0. Let
(−Λ,Λ) −→ U2,pδ ×H2,pδ ×A2,pµ : λ 7−→ (U(λ),Ψ(λ), Z(λ))
be the map from theorem 7.3. Then there exists a Λ∗ ∈ (0,Λ] such that for every
λ ∈ (−Λ∗,Λ∗), (U(λ),Φ(λ) = Ω + Ψ(λ), A(λ) = Y + Z(λ)) solves the EYMH
equations (2.17)-(2.18) and (2.25)-(2.26). Moreover, (U(λ),Ψ(λ), Z(λ)) ∈ U2,pδ ∩
C2 ×H2,pδ ∩ C2 ×A2,pµ ∩ C2 for all λ ∈ (−Λ∗,Λ∗).
Proof. From proposition 8.1 we know that there exist a Λ∗ ∈ (0,Λ] such that(
U(λ),Φ(λ) = Ω+Ψ(λ), A(λ) = Y +Z(λ)
)
solves the YMH equations (2.25)-(2.26).
and U(λ) ∈ C1(R3, S3) ,Ψ(λ), Ak(λ) ∈ C2(R3, su(2)) for all λ ∈ (−Λ∗,Λ). It can
then be checked that the YMH equations imply that ∇αTαβ = 0 is automatically
satisfied. Therefore, the harmonic equation
∂αU
αβ = 0 (8.1)
is satisfied for all λ ∈ (−Λ∗,Λ) by propositions 6.3 and 8.2. So we have shown
that
(
U(λ),Φ(λ) = Ω + Ψ(λ), A(λ) = Y + Z(λ)
)
satisfies the EYMH equations
(2.17)-(2.18) and (2.25)-(2.26) for all λ ∈ (−Λ∗,Λ). To complete the the proof we
use (8.1) to write the reduced equations (2.18) as
g¯ij∂2xixjU
αβ = Hαβ
where Hαβ = −Aαβ − Bαβ − Cαβ + 4πG|d|Tαβ . As in proposition 8.1, it can
be shown that there exist a Λˆ > 0 such that for all λ ∈ (0, Λˆ) and R > 0 that
Hαβ ∈ C0,1−3/p(BR) and the operator g¯ij∂2ij is uniformly elliptic with coefficients
in C
0,1−3/p
δ (R
3). Therefore we conclude via elliptic regularity that Uαβ ∈ C2.
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As the Newtonian solutions (7.7) and (7.8) are C∞, we do not have to restrict
the differentiability to k = 2. All the same arguments go through for k ≥ 2. Then
using the weighted Sobolev inequalities we get the following result:
Corollary 8.4. Suppose−1 < δ < 0, and −1 < µ < 0, 0 < α < 1. Then for any
integer k ≥ 2 there exist a constant Λ > 0 and an analytic map
(−Λ,Λ) −→ Ck,αδ (R3, S)×Ck,αδ (R3, su(2))×Ck,αµ (R3, su(2)3) : λ 7−→ (U(λ),Ψ(λ), Z(λ))
such that for every λ ∈ (−Λ,Λ), (U(λ),Φ(λ) = Ω+Ψ(λ), A(λ) = Y +Z(λ)) solves
the EYMH equations (2.17)-(2.18) and
(
U(0) = Ub,Φ(0) = Φ
b, A(0) = Ab
)
.
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