This paper focuses on the development of a follow behavior for an unmanned ground vehicle (UGV) in collaborative scenarios. The scenario being studied involves a human traveling over a rugged terrain on foot. The UGV follows the human. We present an approach for automatically generating a reactive energy-efficient follow behavior that maps the vehicle's states into motion goals. We start by partitioning the state space that encodes the relationship between the state of the vehicle and the human's state, and the environment. For each cell in the partitioned state space, we either directly generate the motion goal for the vehicle to execute or a function that produces the motion goal. The motion goal defines not only the location towards which the vehicle should move but also specifies a zero activity zone around the human within which the vehicle is supposed to slow down and remain stationary to save its energy until it gets outside the margin caused by the movement of the human. Our approach utilizes off-line simulations to assess the performance of the generated behavior. Our simulation results show that the automatically generated follow behavior significantly outperforms a simple conservative tracking rule in terms of distance traveled and violation of proximity constraints. We anticipate that the approach presented in this paper will ultimately enable us to implement energy efficient follow behaviors on physical UGVs.
Introduction
Originally, unmanned ground vehicles (UGVs) were developed to eliminate involvement of human vehicle drivers in risky and hazardous situations [1, 2] . Increasingly, new applications are emerging where small UGVs can work in close collaboration with humans to enhance their effectiveness [3, 4] . This enables humans to handle situations and tasks that require a high level of intelligence. Similarly, UGVs can carry out routine tasks that would otherwise unnecessarily make human operators tired and fatigued. We will illustrate such applications with two representative examples. First, UGVs can be used to transport supplies for humans traveling on foot to perform search, rescue, recovery, and reconnaissance tasks [5, 6] . Eliminating the need to carry heavy backpacks is expected to significantly improve the performance of human operators. Second, UGVs can patrol over regular terrain during a search mission, while humans perform detailed inspection of difficult to reach terrain.
The above described scenarios require humans and UGVs to collaborate together closely. This in-turn requires UGVs to be able to react quickly in response to an action taken by the human and respond appropriately. Hence, imparting such capabilities to UGVs requires designing and implementing efficient reactive behaviors. A reactive behavior can be though of as an action selection policy π : S → G that maps the state space S to action space G. The behavior thus executes an action g k ∈ G according to the policy π in a given state s k ∈ S. The state space S of the UGV includes continuous as well as discrete variables and is highly fragmented, i.e., the executed actions can change suddenly as the vehicle moves from one state to another. In such case, the policy is required to produce actions that are qualitatively different in nature, making the internal structure of the policy complex. Different tasks require design of different types of policies.
In this paper, we focus on a collaborative follow behavior. This scenario involves a human traveling over a rugged terrain on foot. The human needs to carry certain supplies. The UGV will be used to carry the supplies for the human. As the human traverses over the terrain, the human performs many different types of search tasks. These tasks require the human to move in seemingly random directions from the UGVs point of view. The human may also move at varied speed depending upon the context and attention needed by the surrounding terrain. In such applications, the UGV will have significant maximum speed advantage over the human. The UGV behavior will need to be guided by three main criteria:
1. The UGV will need to minimize the traveled distance to minimize energy consumption. Many small UGVs use batteries to store energy. Taking a larger battery simply reduces the payload carrying capacity. In most such situations, the UGV will be unable to recharge batteries during the mission. So the UGV will need to maximize its operation time by minimizing energy consumption. 2. On-board sensors will limit how far the UGV can see. This range will be dynamic in nature and depend on interactions between the sensor and its operating environment. The behavior should be designed to make sure that the UGV does not lose the human target. 3. The UGV should always stop at a safe distance away from the human being followed. Coming too close to the human might startle the human and interfere with his/her mission. This distance will change during the mission depending upon the braking distance for the UGV in a particular terrain.
This paper presents an approach for automatically generating a reactive energy-efficient collaborative follow behavior represented as an action selection policy π. We have evaluated two different approaches and related representations for the follow behavior synthesis. In both of the cases we partition the state space that encodes the relationship between the state of the vehicle and the human state, and the environment. For each cell in the partitioned state space, we either directly generate the motion goal for the vehicle to execute or synthesize a function that produces the motion goal. The motion goal defines not only the location towards which the vehicle should move but also specifies a zero activity zone around the human within which the vehicle is supposed to slow down and remain stationary to save its energy until it gets outside the margin caused by the movement of the human.
Our approach utilizes off-line simulations to assess the performance of the generated behavior. Our simulation results show that the automatically generated follow behavior significantly outperforms a simple conservative tracking rule in terms of distance traveled and violation of proximity constraints. We anticipate that the approach presented in this paper will ultimately enable us to implement energy efficient follow behaviors on physical UGVs. We started with the development of a small physical platform to test the generated behaviors. This platform currently does not have any payload capacity. The human needs to wear color markers on the legs for this platform to track the human. Figure 1 shows the basic concept behind this physical evaluation setup.
Section 2 describes literature review related to this field. Section 3 presents the problem formulation. Section 4 describes the UGV system architecture. Section 5 describes the approach for automatically generating the follow behavior as well as experimental results. Section 6 describes the simulation infrastructure used for evaluating the generated behavior. Section 7 presents the experimental protocol and results. Section 8 describes concluding remarks and directions for the future work.
Related Work
The execution of a follow behavior depends upon the nature of the follower's interactions with the behavior of the targets [7, 8, 1] . A variety of pursuit-evasion games have been studied in different contexts, such as "lion and man" [9] , where the man scores rewards if he can keep escaping for infinite time, or the lion scores if he catches the man. Our work is directed towards the collaborative human follow behaviors where the human and the follower move in coherent, easily-understood ways [10] .
To predict the actions of a human, [11] proposed a model of a behavior for approaching the human. In this work, the robot approaches the human by anticipating the human's future moves by using classifiers such as support vector machines (SVM) to classify the human trajectories into fast-walking, idle-walking, wandering, and stopping. Based on the human's trajectory of motion, the robot selects its planning strategy in such a way to find a turning point at which it has enough time to correct its orientation in order to approach from frontal direction. In [12] , a multi-agent system approach using the detailed process developed by Prometheus methodology is adopted for the person-following robot. Expectation maximization algorithm is used for clustering the motion patterns of the persons in [13] . Further, a Hidden Markov Model (HMM) is applied to estimate the current and future positions of the human based on the sensory input.
Vision based follow behavior has many applications such as motion capture, surveillance and following. In [14] , Tarokh and Merloti solved the problem of following a human both in indoors and outdoors with significant light variation such as moving from sunny areas into shade. He also handled difficult walking maneuvers such as jumping to the side or making sharp turns. In [15] , the motion detection is determined using the optical flow computation for following both persons and other robots with different characteristics (colors, shape, etc.). Binocular Sparse Feature Segmentation (BSFS) is introduced in [16] for detecting and matching features in a stereo pair of images and successive images in a sequence to track 3D points in time. With this, the system does not require the human target to wear a different color from the background, and it can track the human target in presence of cluttered environments, moving obstacles, etc. An on-line greedy algorithm is presented in [17] which extracts purely geometric information from the sensor data for computing the robot's motion to track the target in both the current and the future time and it is shown that, with a very little information about the environment and the target's behavior, the robot works well in a crowded school cafeteria with a 2-D laser sensor. For a smooth and safe person-following behavior, [18] developed a fuzzy inference system based controller.
Recently, [19] used a low cost 3D depth sensor (Microsoft Kinect R sensor), that can replace the higher cost imaging systems for executing the follow behaviors. In [20] , a follow behavior is demonstrated on UGV (Pioneer 3-DX) with laser, sonar sensors for detecting obstacles in uncertain environments. Figure 2 shows a schematic of the proposed follow task. A human is walking on a rugged terrain and the unmanned vehicle needs to follow the human within a distance range (r min , r max ), i.e. a safety zone, specified according to the type of the terrain. The safety zone boundaries change dynamically as the terrain changes. If the terrain interferes with the robot sensors, then r max reduces. If the robot needs higher braking distance, then r min increases.
Problem Definition
The human is assumed to walk randomly over the terrain performing a search task. The vehicle is assumed to be able to monitor and estimate the model of the human behavior. The human behavior is modeled in the following manner: 1) randomly select a direction of movement d h , 2) randomly select a time t h between t h,min and t h,max that specifies the length of manifestation of a specific type of the behavior, 3) randomly select a speed v h between v h,min and v h,max , 4) move in the direction d h at speed v h for the time t h , and 5) go to Step 1.
The variables t h,max and v h,max depend upon the type of the human behavior. We support many different behavior types. The following are representative examples:
Frenetic: This behavior implies that the human is in a hurry. This behavior is characterized by a high value of v h,max and a low value of t h,max . Normal: This behavior implies that the human is performing search at a normal pace. This behavior is characterized by a moderate value of v h,max and t h,max . Relaxed/Tired: This behavior implies that the human is performing search at a slow pace. This behavior is characterized by a low value of v h,max and a high value of t h,max .
We assume that the vehicle can observe the human and estimate its behavior in terms of t h,max and v h,max . Typically the maximum speed for the vehicle will be much higher than the peak speed for the human. So the vehicle need not continuously follow the human. It only needs to change its position if the distance to the human is about to violate the distance constraint, i.e., by transitioning outside the zero activity zone as shown in Figure 2 . The position and magnitude of the zero activity zone is determined by the parameter λ and the estimated terrain type is reflected by r min and r max variables.
The vehicle executes the follow behavior defined as an action selection policy π : S → G that produces a motion goal g = [x, y, λ] T ∈ G at a replanning fixed time interval δ t . The input state to the policy is defined as s = [d hv , θ, r min , r max ,t h,max , v h,max ] T ∈ S, where d hv is the distance between the vehicle and the human, and θ is the angle between the heading d v of the vehicle and the direction to the human. The motion goal directs the vehicle towards a specific [x, y] T geometric location and indirectly controls the speed of the vehicle by slowing it down and stopping once it enters the zero activity zone (r min + λ, r max − λ) around the human as specified by the variable λ.
Our aim is to automatically generate the policy π that maps the states s ∈ S to motion goals g ∈ G. The location [x, y] T of the motion goal is always determined to be the closest position to the vehicle in the center of the zero activity zone. However, learning the variable λ as a part of the motion goal is non-trivial for all reachable states of the state space and as such plays a major role in the ultimate performance of the energy efficient follow behavior.
The performance of the generated policy is assessed using Equation 1.
where l UGV is the distance travelled by vehicle, l h is the distance traveled by human, N cv is the number of distance constraint violations (distance constraint violations are checked at every replanning time interval δ t ), and l penalty is the distance penalty for each constraint violation. During the follow behavior synthesis process, we aim to find a policy that minimizes P.
UGV System Architecture
We have developed a general purpose architecture for UGVs operating in both structured and unstructured areas of the environment as illustrated in Figure. 3. This architecture will be used to perform demonstrations using the platform shown in Figure. 1. The system architecture consists of sensor, navigation system, and actuator units. The navigation system follows four-layer control architecture, which outputs dynamically feasible actuator actions given abstracted sensor data. The architecture implements different virtual sensors that provide various types of abstracted raw sensory data, e.g. global position of the vehicle, its speed, inclination, human being tracked, static obstacles, etc. The individual components of the system architecture include a task planner, behavior planner consisting of behavior selector, behavior executor, model predictive nominal trajectory planner, model predictive trajectory refinement planner, and feedback controller.
The task planner is responsible for computing the shortest path (represented as a sequence of way-points) from a given initial position to a goal position (provided by the current mission task) using a global map. Given the map, the mission planner thus knows precisely the impassable areas and key features of the terrain allowing it to find an initial path. This path is updated as more information becomes available.
The behavior planner makes tactical decisions based on the current situational context of the surroundings to execute a higher-level task plan. The planner is thus responsible for executing a specific behavior in specific situations. In this paper, we only focus on the follow behavior. Each behavior generates a sequence of local discrete motion goals for the trajectory planner. The traversability map defines the traversability cost of individual patches of the terrain around the vehicle. Hence, it is the responsibility of the behavior to determine this map and thus indirectly enforce a particular trajectory to the motion goal.
The lattice-based trajectory planner generates and executes a trajectory that controls the vehicle to reach its current motion goal given by the behavior planning layer. It consists of a model-predictive nominal trajectory planner [21, 22] and trajectory refinement planner [23, 24] .
The nominal trajectory planner generates a dynamically feasible nominal trajectory of the desired motion goal and has the ability to predict and compensate the model dynamics. The planner accounts for differential constraints of the UGV resulting from its dynamics. In other words, the planned trajectories are dynamically feasible by construction.
The trajectory refinement planner tracks the nominal trajectory by generating a set of candidate local trajectories and selecting the best feasible local trajectory. This way, the vehicle can safely and quickly handle unexpected static as well as dynamic obstacles.
The output of the planner is a dynamically feasible trajectory that does not require any additional post-processing. Hence, linear and angular velocities of the vehicle can be directly computed from this resulting trajectory and further converted to actuator actions.
Follow Behavior Synthesis
Manual design of a simple follow behavior represented as an action selection policy π : S → G that always directs the vehicle towards the center (r mid = r min +r max 2 ) of the safety zone around the human (see Figure 2) is a simple task. This baseline behavior ensures that the UGV always stays far away from situations where it may violate distance constraints. In this case, [x, y] T coordinates of the motion goal are always determined to be the closest point on the mid-circle around the human at every replanning cycle, and setting λ to zero. This is a safe strategy and is used as a benchmark to design a more sophisticated follow behavior.
The motivation behind developing an intelligent behavior is realization that the vehicle has significant speed advantage over the human. Since human is walking randomly, the vehicle does not need to constantly follow it. Instead, it should reposition itself only when a constraint violation (i.e., by leaving the zero activity zone) is eminent. The immediacy of constraint violation can be assessed by measuring the distance of the vehicle from the constraint boundary.
So we are interested in automatically generating a follow behavior to decide under what conditions to move and under what conditions to stay at the current location (see Figure 5 ), as indirectly specified by the parameter λ (see Section 3). The input into the action selection policy π is the state s ∈ S and the output is the motion goal g = [x, y, λ] T . Unfortunately, designing a sophisticated follow behavior is a complex process. The magnitude of the zero activity zone with respect to constraint violation depends on the human behavior, terrain state, and the angle θ between the heading of the vehicle d v and the direction to the human. The margins of the zone need to be quite tight when the terrain is difficult, human is moving quickly, or significant vehicle turning is needed. The margins can be quite relaxed when terrain is relative flat, sensor range is large, and human is walking slowly.
We have developed a systematic approach for automatically generating reactive behaviors. Figure 4 shows the basic idea behind our approach. The state space S is initially partitioned into n cells S = {S 1 , S 2 , . . . , S n } using a coarse partitioning scheme. For each cell S i , we either find λ that is constant in the entire cell, or synthesize Λ : S i → λ function that takes the state s i ∈ S i of the vehicle as the input and produces λ variable as the output. Λ function thus considers the continuous variation of θ to compute λ as the vehicle travels inside the cell S i of the state space S. Either λ or Λ-function is incorporated into the behavior. The behavior is then evaluated and the states in which the performance P is below a user-specified threshold P T are identified. The state space is further partitioned to create new cells around the identified states. Actions are synthesized for the new cells and this process is repeated until the behavior reaches the required performance P R on average over the entire state space.
The state space was partitioned into cells at different resolution according to the following: a significant turning of the vehicle is needed and thus the safety margins (r min + λ, r max − λ) need to be narrow to preserve the reliability of the behavior.
The partitioning of the state space was represented as a single decision tree with the leaves as either sole λ values or Λ functions outputting λ for specific subsets S i ⊂ S of the state space S (see Figure 5) .
We formulate an optimization problem to find the appropriate λ for each S i with respect to distance constraint violations. We have evaluated two candidate approaches for the follow behavior generation. First, we used the genetic algorithm (GA) [25] to generate a policy π represented as a vector of λ values for each different subspace S i ⊂ S that minimizes the performance P. The initial population contains randomly generated [λ 1 , λ 2 , . . . , λ m ] T vectors consisting of m different λ values for corresponding state space cells S = {S 1 , S 2 , . . . , S m }. We have used the following setting of the genetic algorithm: a) population size N s = 80, b) crossover probability P c = 0.4, c) mutation probability P m = 0.5, d) reproduction probability P r = 0.1, and e) the number of generations N g = 50. Given N g and N s , 4000 fitness evaluations are performed in order to find the appropriate λ vectors.
Second, we used the NeuroEvolution of Augmented Topologies technique (NEAT) [26] to evolve neural networks as internal representations of Λ functions. We transform the neural networks into a set of symbolic rules. In this case, the rules take the state variables as an input depending on the resolution of a region of the partitioned state space, and produce a single output λ. We used the following setting of the genetic algorithm: a) population size N s = 80, b) crossover probability P c = 0.8, c) mutation probability for adding node P AN = 0.03, d) mutation probability for adding connection P AC = 0.05, and e) the number of generations N g = 300. Given N g and N s , 2400 fitness evaluations are performed in order to find a single Λ function.
Simulation Framework
We test the automatically designed follow behavior using simulations. We have developed a UGV simulation environment using the Vortex R physics simulation engine, created by CMLabs. In addition to basic Newtonian rigid-body dynamics, the simulation engine also considers the effect of friction, and performs collision detection and response. These factors greatly improve our ability to run high-fidelity simulations that can accurately depict how our vehicle behaviors will perform in reality.
The simulation SDK only consists of the components required to specify the parameters and constraints of physical objects, and a simple driver to control the stepping of the simulation. The user is responsible for specifying the initial scene and providing any external inputs to the simulation objects, such as control inputs from actuators. To perform these functions, we have constructed a framework that surrounds the simulation engine which allows for simple user interaction and development. This framework has two main components that correspond with the two main tasks that are assigned to the user when creating simulations. First, the framework provides a structure for creating the initial scene of the simulation. All components of the vehicle power train are simulated starting at the engine shaft, through the transmission, through the differentials, and finally ending at the wheels. Each component has a set of parameters that are each capable of altering the simulation behavior. Currently, we are using 29 different parameters to specify the vehicle performance.
We can specify various properties of the simulation such as, e.g., terrain properties, and the presence of any objects in the scene. After the vehicle creation, the terrain creation is the next most complex part of creating the simulation scene. The terrain can either be Figure 7 . UGV Simulation in Vortex R loaded from a predefined geometry file, or it can be created by the framework as the simulation begins. If it is generated during the simulation run, properties that can be controlled include the friction, the slope, and a roughness value that creates a random displacement of points on the terrain. Additionally, a height map function can be given, which essentially allows for completely arbitrary terrain geometries.
The second major role the framework plays is to allow the user to control the simulation as it runs. The simulation engine allows for control of vehicles through a steering, a throttle, and a brake input. Since the engine allows the user to control when and how the simulation proceeds, we were able to implement a simple solution that would allow our high level components to control the vehicle, as well as allow any future users of the framework to easily create new control components without requiring them to deal directly with the simulation engine code. This also enables stacking of high level behaviors, where each new controller component may use the functionality of a lower level component. For example, the follow behavior component does not output direct control inputs, but a motion goal instead. This is taken as an input by a separate controller that outputs low actuator commands.
We have seen in our experiments that dynamic behaviors of vehicles are quite accurately created in simulations. For example, we can clearly see in visualization the resulting difference in the natural frequency of the suspension system when we alter the vehicle mass and spring stiffness. We can evaluate how adjusting the contact properties of the tire with the ground affects the vehicle's ability to turn quickly. Essentially, it appears from our qualitative evaluations that the simulation engine is capable of reproducing most if not all real dynamic behaviors that would arise in our vehicle. Figure 7 shows an example from our simulation of the follow behavior.
Experimental Protocol and Results
The following experimental protocol was used to evaluate the follow behavior:
1. Each evaluation run lasts 20 minutes in real-time.
2. The overall evaluation run is divided into 10, two minute segments. The type of the human behavior in the starting segment is always normal. In the subsequent nine segments, the human behavior is selected randomly. Table 7 presents the mean performance P mean together with its standard deviation P stdev from 100 experimental runs for a) the baseline policy, b) the policy based on the state space partitioning with constant λ values for individual cells, and c) the policy based on the state space partitioning with Λ functions represented as neural networks. The results demonstrate that both b) and c) policies significantly outperformed the baseline policy a). In addition, Figures 8a-f) show the representative runs for the state partitioning policies. We have used the same human run in all four cases to illustrate the differences among the generated follow behaviors. The The performance of the follow behavior over the partitioned state space. Two alternative approaches were considered: a) optimal, constant λ was determined for each cell in the state space, and b) λ-function was synthesized for each cell. The performance of the behavior improves with the increase in the number of cells in both cases. However, the approach b) considers the input θ (the angle between the current heading of the vehicle and the direction to the human) as a continuous variable which leads to better performance. This can be compared to the baseline follow behavior resulting in P mean = 1.31 and P stdev = 0.17 (as detailed in the text).
representative run of the baseline behavior is shown in Figure 7 .
Conclusions and Future Work
This paper describes an approach for automatically generating a reactive follow behavior for an unmanned ground vehicle that has been tasked to follow a walking human expressing a random motion pattern. This approach considers the characteristics of the vehicle and terrain, and the human behavior when generating the action selection policy representing the follow behavior. We also describe the system architecture for executing the automatically generated behavior and a simulation framework for evaluating the behaviors being generated. Our simulation results show that the generated behaviors significantly outperform the simple conservative baseline behavior in terms of the distance traveled and violation of proximity constraints.
We anticipate that the approach presented in this paper will ultimately enable us to implement energy efficient follow behaviors on physical UGVs. As a part of the future work, we will extend this work in several different directions. We plan to start testing the generated behavior on the physical platform whose system architecture is described in Section 4. We generated the behavior based on only three distinct types of human behaviors. We plan to extend the approach to handle the continuous variation in the human behavior. Our system architecture can generate trajectories to negotiate around obstacles. However, obstacles avoidance should be taken into account when computing the motion goal. We plan to extend the work to generate improved placement of motion goals. 12 Figure 9 . The result of the execution of the baseline follow behavior, P mean = 1.31 and P stdev = 0.17
