Since late 1978, microwave sounders on NOAA polar-orbiting satellites have measured the microwave emissions of oxygen molecules. Because oxygen molecules are present at all altitudes, the microwave radiance that reaches the satellite is an integral of emissions from thick layers of the atmosphere a . The observed microwave radiance, or "brightness temperature", is related to the average temperature of a broad layer of the atmosphere by a weighting function, which describes the relative contribution of each level of the atmosphere to the total radiance. The weighting function is calculated using an atmospheric radiative transfer model. The function depends both on the microwave frequency band that is observed and the angle of observation relative to Earth's surface, allowing the sounder to measure different layers in the atmosphere via the use of different frequency bands and/or different viewing angles [1, 2, 3] .
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the beginning of the RCP. Lower stratospheric warming has noticeable impact on the synthetic TLS trends computed with CNRM-CM5 and BNU-ESM, and hence affects the corrected TMT trends obtained using these two models. We do not believe, therefore, that it is justifiable to include either CNRM-CM5 or BNU-ESM in comparisons of simulated and observed atmospheric temperature trends c .
Treatment of GISS-E2-H and GISS-E2-R models
In the GISS-E2-H and GISS-E2-R models, the same atmospheric GCM is coupled to different ocean models. For each of these two coupled models, HIST+8.5 simulation output was available for different model versions (p1 and p3 for GISS-E2-H, and p1, p2, and p3 for GISS-E2-R). In calculating multi-model average (MMA) quantities, it was necessary to decide whether temperatures from these individual model versions should be treated as different realizations of historical climate change performed with a similar physical model, or as results from different models of the climate system d .
c In earlier work, we included CNRM-CM5 results in model-data trend comparisons [5] . This was feasible because "historicalExt" simulations were available for CNRM-CM5. These simulations enabled extension of the CNRM-CM5 historical run without any discontinuity in volcanic forcing. Unfortunately, the CNRM-CM5 "historicalExt" simulations end in December 2012, so CNRM-CM5 atmospheric temperatures that are unaffected by forcing discontinuities can no longer be compared with satellite data over the full 1979 to June 2016 period analyzed here. d In other words, whether we were dealing with five separate models [GISS-E2-H (p1), GISS-E2-H (p3), GISS-E2-R (p1), GISS-E2-R (p2), and GISS-E2-R (p3)], or with two realizations of B. D. Santer et al.
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There are important differences between these model versions. Historical and future changes in aerosols and ozone are prescribed in p1, but are interactive in p2 and p3 [6, 7] . Version p2 has "an a priori calculation of the aerosol indirect effect", while p3
uses a parameterized scheme [6] . Such differences can have significant implications for the atmospheric temperature changes simulated in these model versions. We therefore decided to treat p1, p2, and p3 as separate models.
This decision also affects estimates of internal variability. For GISS-E2-H, synthetic MSU temperatures were available from the p1, p2, and p3 control runs. For GISS-E2-R, synthetic MSU temperatures were available from the p1 and p2 control runs only (see Supplementary Table S4 ). In the p-value calculations shown in Figs.
2 and 3, we treated the GISS atmospheric temperatures as estimates of internal variability from five different models (instead of regarding them as three realizations of
GISS-E2-H and two realizations of GISS-E2-R).
Sensitivity of results to model variability errors
In Figure 2 , we evaluated whether individual 10-to 18-year trends in the ∆T f −o (k, t) difference series could be explained by internal variability alone. The credibility of this evaluation rests on a key assumption -that CMIP5 control runs yield reliable estimates of internal variability on 10-to 18-year timescales. On the 10-year timescale, GISS-E2-H and three realizations of GISS-E2-R.
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satellite temperature records (which currently span 38 years) are probably of adequate length for performing a meaningful check on the amplitude of model variability. In previous work, we found no evidence that CMIP5 estimates of the amplitude of decadal tropospheric temperature variability were systematically biased low [5] . Such a bias would spuriously inflate the significance of difference series trends.
In Figures 3 and 4 , we estimated the overall significance of the actual values of the asymmetry statistics γ 1 , γ 2 , and γ 3 . The credibility of these overall significance estimates rests on another key assumption -that the model control runs analyzed here provide reliable estimates of the true (but uncertain) statistical properties of "real world" natural internal variability on 30-to 40-year timescales. On these longer timescales, it is no longer feasible to use the 38-year satellite temperature record to evaluate how reliably models capture "observed" internal variability. e Other approaches must be employed to enhance confidence in the reliability of model variability on 30-to 40-year timescales, such as variability comparisons involving longer SST and land+ocean surface temperature records [8, 9] . The latter work shows no evidence that models systematically underestimate observed variability on 30-to 40-year e Observed temperature records are simultaneously influenced by both internal variability (operating on a wide range of different space and timescales) and multiple external forcings. Unambiguous partitioning of observational temperature records into internally generated and externally forced components is an aspirational goal, but not attainable in practice. All model-versus-observed internal variability comparisons are affected by the large inherent uncertainty in isolating multi-decadal internal variability from observational climate records.
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timescales -see, e.g., Fig. 4 in [9] .
Use of statistical models to obtain null distributions
As described in the online Methods section, we used CMIP5 control run data to derive null distributions of our three asymmetry statistics. These distributions could also have been obtained by using statistical models to generate the surrogate observational time series [10, 11] . are relatively rare occurrences, difficult to obtain through purely random internal fluctuations in climate (see, for example, Figure 3F in the main text).
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Change in probability with increasing timescale A prominent feature of Fig. 4 is that actual values of the three asymmetry statistics tend to be less significant at longer timescales. This behavior is related to multiple factors. The first is a decrease in the number of difference series trends as the analysis timescale increases, leading to noisier null distributions of asymmetry statistics.
Second, for the p γ 2 and p γ 3 statistics, the 16-and 18-year analysis timescales sample (in SET 1) the first 6 to 7 years of the 21st century -a time when systematic errors in CMIP5 volcanic and solar forcing are known to exist [12, 10, 13, 14] . Thus the longer analysis timescales reduce distinctions between SET 1 and SET 2 arising from any forcing errors that are primarily restricted to the early 21st century (see position of vertical lines in Fig. 2 ). Third, the longer 16-and 18-year difference series trends in SET 2 have a greater proportion of samples that are influenced by the short-term warming arising from the 2015/16 El Niño. This effect also tends to reduce the temporal asymmetry between SET 1 and SET 2 properties.
Expectation values of null distributions
It is of interest to examine 
Differences between null distributions of asymmetry statistics
There are pronounced differences between the null distributions of the first two asymmetry statistics and the null distribution of the third statistic (compare panels 3B and 3D with panel 3F). These differences are manifest not only for the 10-year maximally Fig. 3 , but also on longer timescales. The distributions of γ 1 (l, m) * and γ 2 (l, m) * are leptokurtic -i.e., they are characterized by highly positive kurtosis. This is not the case with the distribution of γ 3 (l, m) * .
These differences in the shape of the null distributions may be attributable to the different nature of the underlying processes that generated the distributions. Both
* are associated with counts of differences in significant p-values.
In contrast, γ 3 (l, m) * is based on differences in set-average p-values rather than on data counts. The γ 1 (l, m) * and γ 2 (l, m) * distributions can be modeled, for example, via a Skellam distribution, which is a difference between two independent Poisson distributions. Skellam distributions are leptokurtic and strongly unimodal. Linear trends
ference series, k th observational dataset, and l th value of the trend length L b c (i, j, l) Least-squares linear trend for i th overlapping L-year segment of control run temperature time series, j th control run, and l th value of the trend length L Summation variables
The total number of significant positive trends (at the 10% level) in the
The total number of significant negative trends (at the 10% level) in the
The total number of significant positive trends (at the 10% level) in the first half
The total number of significant positive trends (at the 10% level) in the second
Significance of Differences Between Expected and Observed Warming
and sampling distribution of maximally overlapping temperature trends from j th model control run
Average of p c (i, k, l) over SET 1 (the first half of the total number of maximally overlapping difference series trends)
over SET 2 (the second half of the total number of maximally overlapping difference series trends)
Overall probability of obtaining the actual value of the asymmetry statistic
Overall probability of obtaining the actual value of the asymmetry statistic γ 2 (k, l) (see below) through internal variability alone
Overall probability of simultaneously obtaining the actual values of all three asymmetry statistics through internal variability alone p γ 1 Average (over satellite datasets and analysis timescales) of p γ 1 (k, l)
Asymmetry statistics
Actual value of the γ 1 statistic. For the N f −o (l) maximally overlapping trends in ∆T f −o (k, t), γ 1 is the number of significant positive trends minus the number of significant negative trends; trend significance is assessed at the 10% level
Actual value of the γ 2 statistic. For the N f −o (l) maximally overlapping trends in 
