On Left regular bands and real Conic-Line arrangements by Friedman, Michael & Garber, David
ar
X
iv
:1
30
1.
52
99
v3
  [
ma
th.
CO
]  
29
 A
ug
 20
18
ON LEFT REGULAR BANDS AND REAL CONIC-LINE ARRANGEMENTS
MICHAEL FRIEDMAN AND DAVID GARBER
Abstract. An arrangement of curves in the real plane divides it into a collection of faces. In the
case of line arrangements, there exists an associative product which gives this collection a structure
of a left regular band. A natural question is whether the same is possible for other arrangements.
In this paper, we try to answer this question for the simplest generalization of line arrangements,
that is, conic–line arrangements.
Investigating the different algebraic structures induced by the face poset of a conic–line arrange-
ment, we present two different generalizations for the product and its associated structures: an
alternative left regular band and an associative aperiodic semigroup. We also study the structure
of sub left regular bands induced by these arrangements. We finish with some chamber counting
results for conic–line arrangements.
1. Introduction
An arrangement of curves A in R2 induces a partition of the plane into a collection of faces,
denoted by L(A). For a line arrangement A, the set L(A) already gives rise to a variety of
interesting questions, lying in the intersection of several mathematical areas: algebra, geometry,
topology and combinatorics. For example, one can define a product on L(A), making this set of
faces into a left regular band (LRB), that is, a semigroup whose every element is an idempotent
and for every two elements x, y in it the following property is satisfied: x · y · x = x · y (see [11, 12]
and [24, Section 3] for surveys on bands and examples of left regular bands).
Moreover, as L(A) determines the combinatorics of the line arrangement A, one can ask what are
the connections between L(A) and other invariants of these arrangements. The relations between
the face LRB on A and the combinatorics of L(A) can be found in the numerous restriction-
deletion principles: Zaslavsky’s chamber counting formula [38], the restriction-deletion formula for
the Poincare´ polynomial π(A, t) and the addition-deletion theorem for the module D(A) of A-
derivations, see e.g. [26] and Section 5 here. Other applications can be found in random walks on
the faces of a hyperplane arrangement [11], in the ongoing investigation of the connections between
the fundamental group π1(C
2 − A) of the complement of A and the combinatorics of A (see e.g.
[4, 6, 16, 17, 18, 21, 22, 36, 37] and many more), and in the description of the algebra kS in terms
of quivers (see [27, 28]).
A natural question is what happens to these algebraic structures, associated to L(A), when one
deals with arrangements of smooth curves in R2; i.e. topologically speaking, when we deal with a
real conic–line arrangement A in R2. Can one associate an algebraic structure to L(A) in a way
that it preserves some of the algebraic properties that an LRB satisfies? How would this reflect the
proposed algebraic structure that a conic–line arrangement has?
This investigation already took place to some extent. Zaslavsky [39] generalized the restriction-
deletion formula in several directions and a study of the fundamental group π1(C
2 − A) for some
families of conic-line arrangements has taken place, see e.g. [3, 5, 18, 19, 34]. Also, in [30], the
existence of other restriction-deletion formulas with respect to the module D(A) of A-derivations
for a quasihomogeneous free conic–line arrangement A was proven.
Date: August 30, 2018.
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However, a deeper investigation of the possible algebraic structures of L(A) associated to a
conic–line arrangement A is needed. In this paper, we show that one of these structures is a
natural candidate to be an alternative product. This kind of phenomenon - an alternative product
that replaces the associative one - is not unnatural: it appears also when looking at the poset of
the faces of a building (see Tits [33, Section 3.19]), and more generally, in a projection poset (see
[2, p. 26] for its definition). We will see that one of the products we define for the face poset of
a conic–line arrangement will indeed be alternative. Therefore, a first step for understanding the
connections between the above mentioned structures is the investigation of the algebraic structure
of the face poset L(A) associated to a real conic–line arrangement A and its applications.
The purpose of this paper is to study these structures associated to real conic–line arrangements.
Before stating the main results of this paper, we explicitly introduce the notion of a real conic–line
arrangement which will be used in this paper:
Definition 1.1. A real conic–line (CL) arrangement A is a collection of ellipses, parabolas and
lines defined by the equations {fi = 0} in C
2, where fi ∈ R[x, y]. Moreover, for every conic C ∈ A,
C ∩R2 is not an empty set, neither a point nor a (double) line.
Note that we do not include hyperbolas in our definition, since the two sheets of a hyperbola
C0 = {f0(x, y) = 0} are not connected in the real plane and hence the hyperbola divides the real
plane R2 into three different regions, in contrast to the situation that for each point (x1, y1) 6∈ C0,
we have either f0(x1, y1) > 0 or f0(x1, y1) < 0, i.e. there are only two possible options. As the
investigation on the poset of faces is based on a one-to-one correspondence between the tiling of
the plane induced by the curve and its equation, we leave the case of a hyperbola for a future
investigation.
We now state the main results of this paper, according to the order of their appearance in the
paper. Section 2 looks for the natural generalization of the structure of L(A) from the case of hy-
perplane arrangements to the case of real CL arrangements. Based on the problems one encounters
during this generalization, we propose two different possibilities for a well-defined product on this
set: the first (appears in Definition 2.19) turns L(A) into an alternative LRB and the second (ap-
pears in Definition 2.25) turns L(A) into an aperiodic semigroup. In Section 2.4, we present some
applications of these generalized products: random walks on this LRB and the possible connection
to stereographic projections.
Section 3 investigates the embedding principles for sub-LRBs for a given LRB, induced by a real
CL arrangement. Connections between the band, induced by restricting the real CL arrangement
to a conic or to a line, and the band induced by the whole arrangement, are presented. We start by
presenting the embedding principle for LRBs induced by line arrangements (Lemma 3.2). Then,
in Section 3.2, we define the notion of an LRB of a pointed curve, and based on it, we prove the
general embedding principle for LRBs induced by arrangements of smooth real curves (Proposition
3.11).
The main result of Section 4 is a generalization of the restriction-deletion principle for chamber
counting in line arrangements (appears in Equation (1) in Section 4.1) to the case of CL arrange-
ments (see Proposition 4.8).
Section 5 is an appendix which presents several relevant basic topics in the theory of line ar-
rangements, for the convenience of the reader.
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2. Real CL arrangements: The face semigroup
In this section, we concentrate on the structure of the face semigroup of real CL arrangements.
In Section 2.1, we review the corresponding known structure of the face semigroup L(A) associated
to a hyperplane arrangement A. In Section 2.2, we study the corresponding face semigroup in
the case of a real CL arrangement. The main results of this section appear in Section 2.3, where
we introduce two different generalizations for the corresponding product defined for hyperplane
arrangements to the case of real CL arrangements: one product turns L(A) into an alternative
LRB, while the other turns L(A) into an aperiodic semigroup. In Section 2.4, we present several
applications, emphasizing the differences between CL arrangements and hyperplane arrangements:
Section 2.4.1 shortly presents random walks on LRBs induced by CL arrangements and Section
2.4.2 proposes a possible connection between plane arrangements in R3 and CL arrangements in R2,
showing that the LRB of the induced CL arrangement might differentiate between central plane
arrangements whose LRBs are isomorphic. In Section 2.4.3, we present an example of an LRB
induced by a CL arrangement, which is not induced by any hyperplane arrangement.
2.1. Preliminaries: The left regular band and the face semigroup of a hyperplane
arrangement. In this section, we recall the notion of a left regular band (LRB) and its connections
to the combinatorics of hyperplane arrangements (see also surveys in [11, 12, 24]).
Let A = {H1, . . . ,Hn} be a hyperplane arrangement (not necessarily central) in R
N consisting
of n hyperplanes, where Hi is defined by the equation {fi = 0}, where fi ∈ R[x1, . . . , xN ]. Recall
that for H ∈ A, the arrangement AH = A − {H} is called the deleted arrangement in RN and
AH =
{
K ∩H | K ∈ AH
}
is called the restricted arrangement in H. Let C(A) be the set of
chambers of A, which are the connected components1 of RN − A. Note that these connected
components are relatively open sets. Let L = L(A) be the semi-lattice of non-empty intersections
of elements of A.
Define the partially ordered set of faces as:
L = L(A) =
⋃
X∈L
C(AX),
where L is ordered by inclusion in the closure of the larger face, which will be denoted by , i.e.
P1  P2 if P1 ⊆ P2 (some authors order L by reverse inclusion).
Here, we recall the definition of the dimension of a face (see e.g. [25]):
Definition 2.1. For any face P ∈ L, define the dimension of a face P , denoted by dim(P ), to
be the integer n such that each point in P has an open neighborhood homeomorphic to the open
n-dimensional ball Un = {x ∈ Rn | |x| < 1}.
For example, given a line arrangement A in the plane, the connected components of R2−A have
dimension 2, the connected segments contained in the components1 of A have dimension 1 and the
intersection points have dimension 0.
Remark 2.2.
(1) Note that for any two faces, a face is not contained in a different face (but may be only contained
in its closure).
1 Note that when we use the notion “connected components” we refer to connected subsets of RN −A, and when
we use the notion “components” we refer to the elements of the arrangement A.
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(2) The poset L determines the combinatorics of the arrangement A. Explicitly, by the information
given by L, one can reconstruct the combinatorial data associated to the arrangement A. By
combinatorial data we mean the number of lines, the number of intersection points and their
multiplicity (i.e. how many lines pass through an intersection point), and also which points are
contained in each line. Hence, the poset L also determines any combinatorial invariant of A, which
is determined by this combinatorial data of A.
Define a (monomorphic) function i : L → ({+,−, 0})n, as follows: for a face P ∈ L, define:
(i(P ))k = sign(fk(P )),
where (i(P ))k denotes the value of the k
th coordinate of the vector i(P ). The generalization of this
function to complex hyperplane arrangements already appeared in [10], where the vector i(P ) is
called there a complex sign vector.
We denote by L0(A) the image of the function i, i.e. Image(i) = L0(A).
We now introduce the main algebraic structure used in this paper:
Definition 2.3. A left regular band (LRB) is a semigroup (S, ·) that satisfies the identities:
x · x = x and x · y · x = x · y for every x, y ∈ S.
It is well-known that one can define an associative product on the set {+,−, 0}, given by x ·y = x
if x 6= 0, and y otherwise. This product induces an LRB structure on {+,−, 0}, which is denoted
by L12. This product can be extended componentwise to a product on
(
L12
)n
. Thus, Image(i) =
L0(A) ⊆ ({+,−, 0})
n =
(
L12
)n
has the structure of an LRB, and therefore also L(A), when we
identify it with Image(i). Note that L(A) ≃ L0(A) since i is monomorphic.
For hyperplane arrangements, this product has been given a geometric meaning: for F,K ∈ L,
the product F ·K is the face that we are in after moving a small distance from a generic point of
the face F towards a generic point of the face K along a straight segment connecting these points
(see e.g. [11, 13] and [1, Section 1.4.6]).
Remark 2.4. Note that the embedding i depends on the choice of the functions {fj}: let A =
{H1, . . . ,Hn} be a hyperplane arrangement, where the componentHi is defined by {fi = 0}. Denote
by i(L(A)) the embedding of L(A) into (L12)
n. Let J be a nonempty subset of {1, . . . , n} and define
gj = −fj if j ∈ J and gj = fj otherwise. Let H
′
i
.
= {gi = 0} and A
′ = {H ′1, . . . ,H
′
n}. Obviously,
A′ = A. However, as the LRB structure on L(A) is defined by the sign function, the embedding of
L(A′) into (L12)
n will be different than the embedding of L(A) (that is, as sets, i(L(A′)) 6= i(L(A));
explicitly: (i(L(A′)))j = −(i(L(A)))j for all j ∈ J), but still the two LRBs will be isomorphic.
2.2. The semigroups L and L0 for CL arrangements. Let A = {H1, . . . ,Hn} ⊂ R
2 be a
real CL arrangement with n components, and let fi ∈ R[x, y] be the corresponding forms of the
component Hi for 1 ≤ i ≤ n. As before, let L = L(A) be the poset of non-empty intersections
(i.e. the non-empty intersections of elements of A, ordered by inclusion). In most of the CL
arrangements, the poset L does not have a greatest lower bound, when there is at least one conic,
since in that case it might be that not all the components can pass through one point, which should
have functioned as the greatest lower bound (this property holds also in the case of non-central
line arrangements). For example, given the CL arrangement in Figure 1(a), its lattice is presented
in Figure 1(b), and in this lattice there is no (greatest) lower bound for the elements {p3} and
{p1, p2}. However, one may add artificially an element e, as a greatest lower bound, in order to
transform L into a meet-semilattice. In any case, L is always a join-semilattice, since a least upper
bound always exists.
Recall the set AX = {K ∩X | K ∈ A− {X}} forX ∈ L. This set may not be a CL arrangement,
but still we may regard it as an object for which one can also associate a set of chambers C(AX).
For example, if X is a conic, AX is an arrangement of nX points {p1, . . . , pnX} (which are the
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p3 {p4,p5}
L1 L2 C
R2
L1
L2
C
p2
p1
p3
p4
p5
(a) (b)
{p1,p2}
Figure 1. An example showing that in the lattice of a CL arrangement, a greatest
lower bound of two elements does not necessarily exist: the elements {p3} and
{p1, p2} do not have a (greatest) lower bound.
intersection points between X and the other components of A) on X and in that case C(AX) would
be the set of the connected components of X − {p1, . . . , pnX}.
Hence, we can define the partially-ordered set of faces as:
L = L(A) =
⋃
X∈L
C(AX),
where L is ordered by inclusion in the closure of the larger face. We denote this partial order by .
As before, define a function:
i : L → ({+,−, 0})n
as follows: (i(P ))k = sign(fk(P )), where (i(P ))k is the value of the k
th coordinate of the vector
i(P ).
Definition 2.5. Define L0 = L0(A) = Image(i) ⊆ (L
1
2)
n.
A detailed example of L,L0 and L can be found in Example 2.13 below.
Remark 2.6. Note that the function i is indeed well-defined also for the faces of a CL arrangement,
since any face is connected and therefore any point in the face has the same mutual position with
any component of the CL arrangement. Explicitly, if a1, a2 are two points in a face P , then since
P is connected, there exists a path p : [0, 1] → P such that p(0) = a1, p(1) = a2 and for every
t1, t2 ∈ [0, 1], i(p(t1)) = i(p(t2)).
Remark 2.7. We remind that we exclude the hyperbolas from our family of CL arrangements since
they divide the real plane into three chambers, despite the fact that two of these chambers have
the same sign with respect to the hyperbola. However, if we work in RP2, then these two chambers
will be unified to the same chamber and hence CL arrangements in RP2 can include hyperbolas as
well.
We study some properties of the image of the function i, denoted by Image(i). Note that for real
hyperplane arrangements, the function i is monomorphic: every face P is uniquely determined by
its vector of n signs. However, for real CL arrangements, this function might not be monomorphic.
For example, given a line H1 and a circle H2 tangent to it (see Figure 2(a)), the two parts of the
line H1 have the same pair of signs (0,+). Another example is presented in Figure 2(b), where we
have that:
i(P1) = i(P2) = (+,−,+) ∈
(
L12
)3
.
Recall that one can define an associative product on (L12)
n = ({+,−, 0})n (see Section 2.1). We
start with the following lemma regarding the relation between the product and the order relation:
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P
1
H
1
H
2
P
2
H
3
+
-
+
-
+-
H
1
H
2
+
-
+-
(a) (b)
Figure 2. In part (a), the two parts of the line H1 have the same pair of signs
(0,+). Part (b) presents another real CL arrangement consisting of three com-
ponents H1,H2,H3 with two 2-dimensional faces P1, P2 having the same vector of
signs:
i(P1) = i(P2) = (+,−,+).
Lemma 2.8. Let P1, P2 be two faces of a CL arrangement A. If P1  P2, then: i(P1)i(P2) = i(P2).
Proof. Recall that P1  P2 means that P1 ⊆ P2. On the other hand, by the definition of the
product, the equality i(P1)i(P2) = i(P2) means that any non-zero coordinate in i(P1) is equal to
the corresponding coordinate in i(P2).
Assume that P1  P2. By definition, P1 ⊆ P2, and since a face is not contained in the interior
of a different face (see Remark 2.2(1)), then P1 ⊆ ∂P2, i.e. P1 is contained in the boundary of P2.
Assume on the contrary that i(P1)i(P2) 6= i(P2), then there exists an index j such that (i(P1))j 6= 0
and (i(P1))j 6= (i(P2))j . Since the corresponding component Hj of A divides R
2 into two parts:
R
2 − Hj = R1 ∪ R2, it follows that P1 and P2 are not contained in the same part (due to the
different signs in the jth coordinate). Without loss of generality, we can assume that P1 ⊂ R1 and
P2 ⊂ R2. Hence, P2 ⊂ R2 = R2 ∪Hj. Since R1 ∩ (R2 ∪Hj) = ∅, this implies that P1 6⊆ P2, which
contradicts the assumption. 
Note that the converse of Lemma 2.8 does not hold: In Figure 5(a) below, we have that i(p)i(x) =
i(x), but p 6 x.
The following question is now raised: does this product give Image(i) the structure of a sub-
semigroup of (L12)
n? For hyperplane arrangements, the answer is positive as one identifies L with
Image(i); thus L is endowed with a semigroup structure. However, for real CL arrangements, as i is
not necessarily monomorphic (see Figures 2(a) and 2(b)), one cannot identify L with Image(i) (and
thus we need to redefine the product on L). A more serious problem is presented in the following
example.
Example 2.9. There are real CL arrangements whose Image(i) is not even closed under the product
induced by (L12)
n, and thus it is not even a semigroup.
(1) For example, take three lines H1,H2,H3 in general position (i.e. H1,H2,H3 are not passing
through a single point) and a circle H4 = C passing through the three intersection points of the
lines; see Figure 3. Let α, β ∈ Image(i) ⊂ (L12)
4 be two quadruples of signs associated to two
different triple intersection points (the points are a and b in Figure 3). Explicitly:
α = i(a) = (0,+, 0, 0), β = i(b) = (0, 0,−, 0).
Though α, β ∈ Image(i), αβ = (0,+,−, 0) 6∈ Image(i), since there is no face which corresponds to
the quadruple of signs αβ = (0,+,−, 0), as there is no element in Image(i) that has exactly two
zeros in its presentation as a quadruple in (L12)
4.
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H3
H2
H1
C=H4
+-
-
+
+
-
-+
a
b
Figure 3. An example showing that Image(i) is not necessarily closed under the
product induced by (L12)
n: α = i(a) = (0,+, 0, 0), β = i(b) = (0, 0,−, 0), but
αβ = (0,+,−, 0) 6∈ Image(i).
Note that this is the minimal degree example for this phenomenon to occur: one can verify
that for any real CL arrangement with degree n ≤ 4, Image(i) is always closed under the product
induced by (L12)
n.
Moreover, taking three generic lines and a circle passing through only two of the intersection
points, one can check that the product of the corresponding vectors of signs of the pair of triple
points of this CL arrangement does not represent any face of this CL arrangement (by the same
argument as above).
(2) The above example can be generalized: take an n-gon, where n > 3, draw a circle passing
through all the vertices of the n-gon, and extend the edges of the polygon into straight lines. One
can easily check that the product of the corresponding vectors of signs of any pair of consecutive
triple points of this CL arrangement does not represent any face of this CL arrangement (by the
same argument as above).
By the previous examples, the following question arises:
Question 2.10.
What are the necessary and sufficient conditions on A under which L0(A) is closed under the
product of (L12)
n?
Obviously, if A is a line arrangement, then L0(A) is a semigroup. In order to partially answer
this question, we recall the following definition:
Definition 2.11. Let a = (ax, ay) ∈ C
2 be an intersection point of two curves given by the equations
{f(x, y) = 0} and {g(x, y) = 0} where f, g ∈ C[x, y]. The intersection multiplicity of a, denoted by
multi(a), is:
multi(a) = dim
(
C[x, y](x−ax,y−ay)/(f, g)
)
,
where C[x, y](x−ax,y−ay) is the localization of the ring C[x, y] at the ideal (x− ax, y − ay) (see e.g.
[20, Chapter 1]).
For example, for f = {y = 0} and g = {y = x2}, the point a = (0, 0) has multiplicity 2, so we
write: multi(a) = 2.
We introduce a sufficient condition on a real CL arrangement A for asserting L0(A) being a
semigroup:
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Proposition 2.12. Let A be a real CL arrangement. Assume that for every singular point p (i.e.
a point for which at least two components of A pass through it) there are only two components
passing through it. Then L0(A) is a semigroup.
Proof. We have to check that L0(A) is closed under the product induced by (L
1
2)
n. For each face
c ∈ L(A), we have to go over all the possible products of the form i(c)i(a), where a ∈ L(A), and
check that i(c)i(a) ∈ L0(A). The proof depends on the dimension of the face c.
If dim(c) = 2, there is nothing to check, as i(c)i(a) = i(c) for every a ∈ L(A), since all the entries
of i(c) are non-zero and obviously i(c) ∈ L0(A).
If dim(c) = 1, let H = {f = 0} be the component on which the face c lays. Without loss of
generality, we can assume that H = H1, i.e. (i(c))1 = 0 and (i(c))j 6= 0 for j > 1. Hence i(c)i(a)
is either i(c) or an element β ∈ (L12)
n such that (β)1 ∈ {+,−} and (β)j = (i(c))j for all j > 1,
which means that β is the image of one of the faces that has c in its boundary (which lies inside
the domain {f > 0} or {f < 0}), and therefore i(c)i(a) ∈ L0(A).
If dim(c) = 0, then c is a point and by the assumption given in the formulation of the proposition,
there are exactly two components passing through c. Without loss of generality, we can assume
that the two components that pass through c are H1 and H2 (where the other components in the
CL arrangement are H3, . . . ,Hn). Since there exists a neighbourhood of c that does not intersect
H3, . . . ,Hn, this means that for every face b, satisfying c ∈ b, we have that (i(b))k = (i(c))k for all
3 ≤ k ≤ n. Since (i(c))k 6= 0 for 3 ≤ k ≤ n (otherwise c would also be contained in one of the
components Hk, where 3 ≤ k ≤ n, which is impossible), we have that (i(c))k(i(a))k = (i(c))k for
all 3 ≤ k ≤ n. This means that with respect to the components H3, . . . ,Hn, the face i(c)i(a) is
in the neighbourhood of c (i.e. in one of the faces b mentioned above), since with respect to these
components, the mutual position has not been changed. Thus, we just have to prove that when
looking on the first two entries we also get an element in L0(A).
We look now at two cases: either multi(c) ≡ 0(mod 2) or multi(c) ≡ 1(mod 2).
If multi(c) ≡ 1(mod 2), then c is either a node or a tangent point of multiplicity 3. Therefore
locally, in the neighbourhood of c, the CL arrangement A is of the form {xy = 0} or {y(y−x3) = 0}
(note that this does not mean that the curve itself has degree 3). Note that as arrangements in R2,
L0({xy = 0}) = L0({y(y − x
3) = 0}) = (L12)
2 and therefore i(c)i(a) ∈ L0(A) for every a ∈ L(A).
If multi(c) ≡ 0(mod 2), then c is a tangent point of multiplicity 2 or 4, then locally, in the
neighbourhood of c, the CL arrangement A is of the form {y(y−x2) = 0} or {(y+x2)(y−x2) = 0}
(note that this does not mean that the curve itself has degree 2 or 4), and thus, as arrangements
in R2, we have:
L0
.
= L0({y(y − x
2) = 0}) = L0({(y + x
2)(y − x2) = 0}) = (L12)
2 − {(−,+), (−, 0), (0,+)},
where the first coordinate corresponds to the line {y = 0} or to the curve {y + x2 = 0} and the
second coordinate corresponds to the curve {y−x2 = 0}. As can be easily checked, L0(A) is closed
under this product, which means that i(c)i(a) ∈ L0(A) for every a ∈ L(A). 
Example 2.13. In Figure 4 we present a CL arrangement A, which consists of a conic H2 and two
lines H1 and H3, as an example that illustrates the definitions introduced so far: L,L and L0.
Figure 4(a) presents the components of the intersection semi-lattice L: R2, the lines and the
conic {H1,H2,H3} and the intersections of the components: H1 ∩ H2 = {p1}, H1 ∩ H3 = {p2},
H2∩H3 = {p3, p4}. Figure 4(b) presents the 1-dimensional elements of the poset of faces: the open
1-dimensional sections {x1, . . . , x10}. Figure 4(c) presents the 2-dimensional elements of the poset of
faces {S1, . . . , S7}. Figure 4(d) presents the intersection semi-lattice L = L(A) itself, while Figure
4(e) presents the poset of faces L(A), together with their corresponding vectors of signs (according
to the signs chosen in Figure 4(a)), i.e. their corresponding elements in L0(A). By Proposition 2.12,
L0(A) is a semigroup, hence an LRB too. Note that in this case the function i : L(A)→ L0(A) is
not monomorphic, since i(p3) = i(p4), i(x1) = i(x2), i(x5) = i(x7), i(x8) = i(x10) and i(S1) = i(S5).
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H1
H2
H3
p1p2
p3
p4
(a) (b)
x1x2x3
x4
x5
x6
x7
x8
x9
(c)
S1
S2
S3
S4
S5
S6S7
(d)
+
-
+
+-
-
(e)
x10
p1 p2 {p3,p4}
H1 H2 H3
R2
p1 p2 p3 p4
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10
S1 S2 S3 S4 S5 S6 S7
(+,+,+) (+,-,+) (+,-,-) (+,+,-) (+,+,+) (-,+,+) (-,+,-)
(0,0,+) (0,+,0) (+,0,0) (+,0,0)
(0,+,+) (0,+,+) (0,+,-) (-,+,0) (+,+,0)(+,-,0) (+,+,0)(+,0,+) (+,0,-) (+,0,+)
R2
Figure 4. An example of a CL arrangement, whose components with the cor-
responding signs and the 0-dimensional faces are presented in part (a), whose 1-
dimensional faces are presented in part (b) and whose 2-dimensional faces are pre-
sented in part (c). The corresponding intersection semi-lattice L(A) is depicted in
part (d) and the poset of faces L(A) together with their corresponding vectors of
signs under the function i, i.e. the LRB L0(A), is presented in part (e).
2.3. Redefining the product. In line arrangements, we have that L(A) ≃ Image(i) and hence
L(A) has a natural product induced by (L12)
n. In the case of CL arrangements, we cannot identify
L(A) with Image(i) (as i is not necessarily monomorphic as we saw in the previous example), and
thus we have to redefine the product on L(A). In this section, we introduce two different general-
izations for the product defined for hyperplane arrangements to the case of real CL arrangements:
one product turns (L(A), ·) into an alternative LRB (i.e. an alternative magma satisfying x2 = x
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and x · y · x = x · y for every x, y ∈ L = L(A)) and the second product turns (L(A), ·) into an
aperiodic semigroup.
We want to use the same geometric intuition of the product for hyperplane arrangements (see
Section 2.1) for defining the corresponding product on the face poset (L,) for real CL arrangements
(where  is the partial order defined by inclusion in the closure of the larger face). Explicitly, we
would like to maintain the following properties for every x, y, z ∈ L:
(1) For every x, y ∈ L , x2 = x and x · y · x = x · y (the LRB properties).
(2) If x · y = z, then i(x)i(y) = i(z) (if there exists a face with a vector of signs i(x)i(y)).
Explicitly, if L(A) and L0(A) are semigroups, then the surjective map i : L(A) → L0(A)
will be a homomorphism.
(3) If x · y = z, then x  z.
(4) If x  y, then x · y = y.
(5) (x · y) · z = x · (y · z) (associativity).
We present two different definitions for this product in the case of real CL arrangements. The
first definition, appearing in Section 2.3.1, preserves properties (1), (3) and (4) and thus will be
more geometric, inducing a structure of an alternative LRB on L; the second, appearing in Section
2.3.2, preserves properties (2), (5) and a weaker version of property (1), and thus will be more
algebraic, inducing a structure of an aperiodic semigroup on L.
Remark 2.14. Based on the first definition (and when the defined product is associative), one
can associate a quiver to the semigroup algebra kL, as was already done in the case of hyperplane
arrangements (see [27]). We plan to check its properties in the future.
2.3.1. The geometric product. We start with examining the CL arrangement presented in Figure
5, which shows that property (3) is not entirely based on the definition of i. Explicitly, we want
that if x · y = z, then x  z, i.e. z is a face intersecting any neighbourhood of x. The example in
Figure 5 shows that this is not always the case when using the product induced by (L12)
n. In the
CL arrangement presented in Figure 5, i(p)i(x) = (0, 0, 0) · (0,−, 0) = (0,−, 0) = i(x), but p 6 x.
p
x
L1
L2
C
+ -
y
(a) (b)
R2
C L1
L2
{p,x} {p,y}
{p}
Figure 5. As i(p) = (0, 0, 0), i(x) = (0,−, 0), we have that i(p)i(x) = i(x), but
p 6 x. The signs of the line L2 are also depicted (only its signs are relevant in this
example). Part (b) depicts the intersection poset of the CL arrangement.
We start by defining a set of faces F (P1, P2) which plays a crucial role in the geometric definition:
Definition 2.15. Let A be a real CL arrangement, and let P1, P2 ∈ L(A). Define:
F (P1, P2)
.
= {P ∈ L(A) : i(P ) = i(P1)i(P2) and P1  P}.
The motivation for defining the set F (P1, P2) is geometric: for defining the product of two faces
(see Definition 2.19 below), we look for a face P in the neighbourhood of P1 (i.e. satisfies the
condition P1  P ), whose expected vector of signs is induced by the corresponding product of the
vectors of signs of P1 and P2 in (L
1
2)
n.
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Let us give two examples for computing the set F (·, ·), leaving the explicit computations to the
reader.
Example 2.16. (1) In the CL arrangement presented in Figure 6, we have that:
F (p1, p2) = {A1, A2} and F (p2, p3) = {A3}.
(2) Looking at Figure 5 above, we have that F (p, x) = ∅.
p1p2
p3
A1A2
A3
Figure 6. An example of a CL arrangement for computing the set F (·, ·). Note
that the faces A1, A2 and A3 have dimension 1.
The following proposition summarizes some properties of the set F (P1, P2):
Proposition 2.17. Let P1, P2 ∈ L = L(A). Then:
(1) If P1 6= P2, then P1 and P2 cannot be together in the set F (P1, P2).
(2) (a) If dim(P1) = 1 or dim(P1) = 2, then |F (P1, P2)| = 1 for all P2 ∈ L.
(b) If dim(P1) = 0, then |F (P1, P2)| ≤ 2 for all P2 ∈ L.
Proof. (1) Assume on the contrary that P1, P2 ∈ F (P1, P2), then i(P1) = i(P2). Moreover, since
P2 ∈ F (P1, P2), we have P1  P2 and this implies that either P1 is contained in the boundary of
P2 by Remark 2.2(1), but then i(P1) 6= i(P2), or that P1 and P2 have the same dimension, which
means that P1 = P2, which is a contradiction.
(2)(a) If dim(P1) ∈ {1, 2}, then we claim that |F (P1, P2)| = 1: if dim(P1) = 2, then P1 is a
chamber. Since for any chamber P1, i(P1)i(P2) = i(P1) and there is a unique chamber (i.e. P1) in
the neighbourhood of a generic point of the chamber P1 with the same vector of signs as the vector
of P1, hence |F (P1, P2)| = |{P1}| = 1.
If dim(P1) = 1, i.e. P1 is a section of a component of A, then the possible faces in F (P1, P2) can
be P1 or one of the two chambers having P1 in their boundary, but each of these three faces has a
different vector of signs, and thus |F (P1, P2)| = 1.
(2)(b) If dim(P1) = 0, then P1 is a point. We start by proving the claim for the case where there
are exactly two components of A passing through the point P1. In this case, we have to deal with
only two cases:
(i) Through the point P1 pass two transversal components (lines or conics) or two conics which
intersect each other with intersection multiplicity 3.
(ii) The intersection multiplicity of the two components at the point P1 is either 2 or 4 (i.e. the
two components are tangent to each other with multiplicity 2 or 4).
For case (i), we may consider the local neighbourhood of P1 as represented by the CL arrangement
{xy = 0} or by the CL arrangement {y(y − x3) = 0} (note that this does not mean that the curve
itself has degree 3). Then, we have: L0({xy = 0}) = L0({y(y − x
3) = 0}) = (L12)
2 (note that by
the definition of F (P1, P2), a face P ∈ F (P1, P2) always intersects any neighbourhood of P1). By
looking at this neighbourhood, it is easy to see that if Pa and Pb are two different faces, which are
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both not equal to P1 and satisfy: P1  Pa and P1  Pb, then i(Pa) 6= i(Pb), which means that
|F (P1, P2)| = 1 for any face P2 ∈ L.
For case (ii), we may consider the local neighbourhood of P1 as represented by the CL arrange-
ment {y(y − x2) = 0} or by the CL arrangement {(y + x2)(y − x2) = 0} (note that this does not
mean that the curve itself has degree 2 or 4). Then, we have:
L0({y(y − x
2) = 0}) = L0({(y + x
2)(y − x2) = 0}) = (L12)
2 − {(−,+), (−, 0), (0,+)},
where the first coordinate corresponds to the line {y = 0} or to the curve {y + x2 = 0} and the
second coordinate corresponds to the curve {y − x2 = 0}. In this case, there may be two different
faces Pa and Pb both not equal to P1, such that P1  Pa, P1  Pb and i(Pa) = i(Pb) (such as the
two sections on the line on which the point P1 is lying on, see e.g. sections A1 and A2 in Figure 6).
However, there cannot be a triple of faces having this property, as can be checked directly. Hence,
|F (P1, P2)| ≤ 2 for any face P2 ∈ L.
Now we pass to the general case: we have to show that adding more lines or conics which pass
through P1 will not increase |F (P1, P2)|. As we have shown above, the fact |F (P1, P2)| = 2 implies
that P1 is a point, and the two components passing through P1 are tangent to each other (with
multiplicity 2 or 4). Now, there are two different ways for adding a new component through this
point: either tangent to the existing two tangent components or transversal to both of them. In
the case of adding a transversal component, we have, similar to case (i) above, that |F (P1, P2)| = 1.
In the case of adding a tangent component (see an example in Figure 7), the original two adjacent
faces with the same vector of signs (e.g. faces Q1, Q2 in Figure 7(a)) will be now split into four
adjacent faces (e.g. faces Q1,1, Q1,2, Q2,1, Q2,2 in Figure 7(b)), but only two of them will have the
same vector of signs, because the other two faces will be on the other side of the new tangent
component H, and hence their vector of signs will have a different sign with respect to the new
component H (e.g. faces Q1,1, Q2,1 in Figure 7(b) have the same vector of signs and faces Q1,2, Q2,2
have a different common vector of signs). So we have at most two faces with the same vector of
signs.
P1
Q1Q2
P1
Q1,2Q2,2
H
Q1,1Q2,1
(a) (b)
Figure 7. An example for illustrating the proof of Proposition 2.17(2)(b) for the
general case of adding a tangent component passing through the tangent point P1.

Corollary 2.18. (1) If A is a line arrangement, then for any two faces P1, P2 ∈ L, |F (P1, P2)| = 1.
(2) If all the intersection points in a CL arrangement A are transversal, then |F (P1, P2)| ≤ 1.
Proof. (1) First, note that for line arrangements, if i(P ) = i(P1)i(P2), then immediately P1  P .
Second, if there were two faces P,Q such that i(Q) = i(P ) = i(P1)i(P2), then i would not be
monomorphic, which is a contradiction to the situation in line arrangements. Moreover, by the
geometric interpretation of the product on the set of faces on line arrangements, there always exists
a unique face P ∈ L satisfying i(P ) = i(P1)i(P2).
(2) By the proof of Proposition 2.17(2)(b), we have that the fact |F (P1, P2)| = 2 implies that P1 is
a tangency point. Since all the intersection points in A are transversal, we immediately have that
|F (P1, P2)| ≤ 1. 
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We are now ready to define the geometric product. Informally, the product of the faces P1 and
P2 will be the element of F (P1, P2) (which intersects any neighbourhood of the face P1) that is
“closest” to the face P2. If there are two such faces and none of them is P2, then take the first one
in the clockwise direction; and if no such face exists, then take the face P1.
Note that we cannot guarantee that this product will be associative (see Example 2.23 below for
some examples of real CL arrangements inducing a non-associative product).
Note also that in the following definition, one has to check the cases sequentially case by case.
Definition 2.19. (Geometric product on L(A))
Let A be a real CL arrangement and let P1, P2 ∈ L(A).
If |F (P1, P2)| = 0, then define P1 · P2
.
= P1.
If |F (P1, P2)| = 1, i.e. F (P1, P2) = {P}, then define P1 · P2
.
= P .
Otherwise, we know that |F (P1, P2)| = 2.
If P2 ∈ F (P1, P2), then define P1 · P2
.
= P2.
Otherwise, we have that |F (P1, P2)| = 2 and P2 6∈ F (P1, P2). By Proposition 2.17(2)(b), this
can only happen when P1 is a point, and all the components of A passing through P1 are tangent
to each other (at P1), with multiplicity 2 or 4.
If P1 and P2 are on the same unbounded 1–dimensional component H, then P1 · P2 is defined
to be the face in F (P1, P2) we get after moving from P1 on H in the direction of P2 (see Figure
8(a) 2).
Otherwise, either all the elements in F (P1, P2) are chambers or that P1 and P2 are on the same
bounded 1–dimensional component (i.e. an ellipse). For each P ∈ F (P1, P2), let ℓP be the minimal
length of an arc passing through the point P1, a generic point in P and a generic point in P2. If the
minimum of the set {ℓP }P∈F (P1,P2) is attained only once, say, at a face P0, then define P1 ·P2
.
= P0
(see Figure 8(b)). However, if there exist two faces P ′, P ′′ ∈ F (P1, P2) satisfying:
inf
P∈F (P1,P2)
{ℓP } = ℓP ′ = ℓP ′′ ,
then draw a circle C through P1, a generic point in P
′ (or in P ′′) and a generic point in P2 and
define P1 · P2
.
= P , where P ∈ {P ′, P ′′} is the face we are in after moving slightly clockwise on the
circle C from P1 (see Figure 8(c)).
Obviously, by the definition, requirement (3) (i.e. if x · y = z, then x  z) holds. Note that in
the example presented in Figure 5, when we use this product, then p · x = p, since F (p, x) = ∅.
Moreover, if x, y, z ∈ L(A), then x · (y · z) is a face α ∈ L(A) satisfying x  α, x · y is a face
β′ ∈ L(A) satisfying x  β′ and (x · y) · z is a face β ∈ L(A) satisfying β′  β; thus x  β. This
implies that even if the product is not associative, then:
x ⊆ x · (y · z) ∩ (x · y) · z.
The following proposition presents some properties of the geometric product:
Proposition 2.20. Let P1, P2 ∈ L = L(A). Then the following properties hold:
(1) If P1 ∈ F (P1, P2), then P1 · P2 = P1.
(2) If P1  P2, then P1 · P2 = P2 (requirement (4)).
(3) If |F (P1, P2)| = 1 for every two faces P1, P2 ∈ L, then the product is associative.
2 Note that the last sentence has no meaning if P1 and P2 are located on two 1–dimensional unbounded components
(e.g. two parabolas or a line and a parabola), but this case is impossible, since then through P1 pass at least two
components which intersect transversally (by the geometric properties of CL arrangements) and hence we have
|F (P1, P2)| ≤ 1, by the proof of Proposition 2.17(2)(b).
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P
1
P
2
P
3
P
4
(c)
P
1
P
2
P
3
P
4
(b)
P
1
P
2
P
3
P
4
(a)
C
p
p
Figure 8. Different situations for the geometric product on L(A): In part (a),
P2 6∈ F (P1, P2) = {P3, P4} and P1 and P2 are on the same unbounded 1–dimensional com-
ponent, so P1 ·P2 = P3. In part (b), P2 6∈ F (P1, P2) = {P3, P4}. Moreover, ℓP3 < ℓP4 , so we
have: P1 ·P2 = P3. In part (c), again P2 6∈ F (P1, P2) = {P3, P4}, but in this case ℓP3 = ℓP4 ,
so we draw a dotted circle C through P1, a generic point P
′ in P3 and a generic point P
′′
in P2, and move clockwise on it from P1 to get: P1 · P2 = P4.
Proof. (1) The proof depends on the dimension of the face P1: if dim(P1) = 2, it is obvious, as
already i(P1)i(P2) = i(P1) and P1 is the only face X satisfying P1  X. If dim(P1) < 2, then
in the neighbourhood of P1, the only face with the same vector of signs as P1 is P1 (note that if
P1 ∈ F (P1, P2), then by definition i(P1)i(P2) = i(P1)).
(2) If P1 = P2, then P1 · P2 = P1 · P1 = P
2
1 = P1 = P2 (note that P1 ∈ F (P1, P1) and by part (1)
above, P 21 = P1). Otherwise, since P1  P2 and P1 6= P2, then i(P1)i(P2) = i(P2) (by Lemma 2.8)
and therefore P2 ∈ F (P1, P2). By definition, P1 · P2 = P2.
(3) Let x, y, z ∈ L. We know that any neighbourhood of x intersects both w
.
= (x · y) · z and
v
.
= x · (y · z) (by the property x ⊆ x · (y · z) ∩ (x · y) · z mentioned above), and w and v have the
same vector of signs. Indeed, note that since |F (p, q)| = 1 for every p, q ∈ L, then i(p ·q) = i(p)i(q),
i.e. the function i is a homomorphism and thus:
i(w) = i(x · y)i(z) = (i(x)i(y))i(z) = i(x)(i(y)i(z)) = i(x)i(y · z) = i(v).
The continuation of the proof depends on the dimension of x. If dim(x) > 0, then a neighbour-
hood of x can intersect only one face with a given vector of signs (see Proposition 2.17(2)(a)), which
implies that v = w.
If dim(x) = 0, a neighbourhood of xmay intersect two different faces with the same vector of signs
(see Proposition 2.17(2)(b)). That is, x is in the boundary of w and v, and thus F (x,w) = {w, v}
(as x  w, x  v and i(x)i(w) = i(w) = i(v); the first equality is derived from requirement (4),
which holds by the definition of F (·, ·) and that P1 · P2 = P2 in the case that P2 ∈ F (P1, P2)).
Hence, |F (x,w)| = 2, which is a contradiction. This means that v = w. 
Remark 2.21. Proposition 2.20(3) does not mean that if all the intersection points are transversal,
then the induced product is associative, see Example 2.23(1) below. Indeed, in line arrangements,
all the intersection points are transversal and |F (P,Q)| = 1 for every two faces P,Q ∈ L, but the
problems arise when there exist two faces P,Q ∈ L satisfying |F (P,Q)| 6= 1.
Note that if A is a line arrangement, then |F (P,Q)| = 1 for every two faces P,Q ∈ L. This means
that the geometric product introduced in Definition 2.19 indeed generalizes the original product
defined in the case of line arrangements.
Since requirement (4) (i.e. if x  y, then x · y = y) holds, we can now prove requirement (1); i.e.
that L is an alternative LRB :
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Proposition 2.22. Assume that · is the product on L introduced in Definition 2.19. Let x, y ∈ L.
Then (L, ·) is an alternative LRB, i.e.:
(1) x2 = x,
(2) x · (x · y) = (x · x) · y and x · (y · y) = (x · y) · y,
(3) (x · y) · x = x · (y · x) = x · y.
Proof. (1) As x ∈ F (x, x), we get that x2 = x (by Proposition 2.20(1)).
(2) We prove that x · (x · y) = (x · x) · y = x · y and x · y = x · (y · y) = (x · y) · y. If we denote
z = x · y, then by definition x  z. Thus x · (x · y) = x · z = z = x · y (the second equality is by
Proposition 2.20(2)).
Now, we will show that z · y = z. Its proof depends on the cardinality of the set F (x, y). If
|F (x, y)| > 0, then i(z) = i(x)i(y) and thus i(z) = i(x)i(y) = i(x)i(y)i(y) = i(z)i(y) (since this
holds in (L12)
n) and therefore z ∈ F (z, y); thus z · y = z (by Proposition 2.20(1)). Otherwise,
|F (x, y)| = 0 and thus x · y = x, i.e. z = x. Thus z · y = x · y = x = z; i.e. z · y = z.
Therefore, in both cases, (x · y) · y = x · y = x · (y · y) and hence (L, ·) is an alternative magma.
(3) By considering the algebra RL, one obtains that RL is an alternative algebra, and by [29, pp.
27–28], in these algebras the flexible identity (x · y) · x = x · (y · x) holds. Hence, it holds also for
any two faces x, y in L, as this identity does not depend on the embedding algebra. Therefore, the
expression x · y · x is well defined.
As before, the proof depends on the cardinality of the set F (x, y). If |F (x, y)| > 0, then i(x ·y) =
i(x)i(y) and hence i(x · y) = i(x)i(y) = i(x)i(y)i(x) = i(x · y)i(x) and therefore we have that
x · y ∈ F (x · y, x) and thus by Proposition 2.20(1), x · y · x = x · y. Otherwise, |F (x, y)| = 0 and
thus x · y = x and so x · y · x = x · x = x = x · y. 
The next example shows that the geometric product is not always associative.
Example 2.23 (Non-associative geometric products).
In the following examples, we show that the geometric product may not be associative if there
exist two faces P1, P2 ∈ L satisfying |F (P1, P2)| 6= 1. The first example shows the non-associativity
where there exist two faces P1, P2 ∈ L satisfying |F (P1, P2)| = 0, and the second example shows
the non-associativity where there exist two faces P1, P2 ∈ L satisfying |F (P1, P2)| = 2.
(1) Given the real CL arrangement A1 presented in Figure 9, note that |F (P1, P2)| ≤ 1 for any two
faces P1, P2 ∈ L since all the intersection points are transversal. Note also that
|F (p1, p2)| = |F (p1, p3)| = 0
(where p1, p2, p3 are the intersection points and s is the shorter arc between p2 and p3).
s
p2
p1
p3
Figure 9. An example of a non-associative geometric product in the case of exis-
tence of two faces P1, P2 ∈ L satisfying |F (P1, P2)| = 0:
s = (p2 · p1) · p3 6= p2 · (p1 · p3) = p2.
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We have: p2 ·p1 = p2, and thus (p2 ·p1) ·p3 = p2 ·p3 = s. On the other hand, since |F (p1, p3)| = 0
we have: p1 · p3 = p1, and then:
p2 · (p1 · p3) = p2 · p1 = p2 6= s = (p2 · p1) · p3.
Thus the geometric product is not associative for the CL arrangement A1. However, note that
L0(A1) is an associative LRB, by a direct check.
(2) Look at the real CL arrangement A2 presented in Figure 10, where the circle in A2 is denoted
by C. All the labeled faces are on the circle, where x and y are tangent points and b, w,m and z
are 1-dimensional faces. Let us compute (x · y) · z and x · (y · z).
x
w
y
m
z
b
C
Figure 10. An example of a non-associative geometric product in the case of exis-
tence of two faces P1, P2 ∈ L satisfying |F (P1, P2)| = 2:
b = x · (y · z) 6= (x · y) · z = w.
Note that F (x, y) = {b, w} (so we have |F (x, y)| = 2) and ℓb = ℓw. Thus, we should go clockwise
on the circle C from x to y and therefore x · y = w and so: (x · y) · z = w · z = w. However,
F (y, z) = {m,w} and ℓm < ℓw. Thus y · z = m and by the same argument, x ·m = b. Therefore:
x · (y · z) = x ·m = b 6= w = (x · y) · z.
Thus the geometric product on L(A2) is not associative. However, note that L0(A2) is an associative
LRB, by Proposition 2.12.
Remark 2.24. Note that one way to overcome the need to choose an element from the set F (P1, P2)
when |F (P1, P2)| = 2 is to consider the set of faces L(A) as an hyper-LRB. An hyper-LRB is a
nonempty set S together with a map ∗ : P ∗(S) × P ∗(S) → P ∗(S), where P ∗(S) consists of all
nonempty subsets of S, such that this algebraic structure satisfies the additional properties of an
LRB: {x} ∗ {x} = {x} and {x} ∗ {y} ∗ {x} = {x} ∗ {y} for all x, y ∈ S, where the equalities are
equalities between sets (some references for this proposed algebraic structure are [14, 15, 35]). The
investigation of this natural structure will be treated in a future research.
2.3.2. The associative product. As we saw in Example 2.23, the geometric product introduced in
Definition 2.19 may not be associative. Moreover, it does not satisfy requirement (2), i.e., if x·y = z
then i(x)i(y) = i(z), where i : L → L0 is the sign function, sending each face to its associated vector
of signs. In this section, we introduce a different product on L that will be associative and satisfy
requirement (2). However, in order to obtain this, we have to assume that L0(A) = Image(i) is
closed under the product induced by (L12)
n (see Example 2.9 above for CL arrangements whose
Image(i) is not closed under this product and see Proposition 2.12 for a sufficient condition for the
closeness of the product on L0(A)).
Definition 2.25. (Associative product on L(A))
Let A be a real CL arrangement such that L0(A) is closed under the product induced by (L
1
2)
n.
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Define a function j : L0 → L as follows. For every a ∈ L0, if |i
−1(a)| = 1, then j(a)
.
= i−1(a).
Otherwise, choose an element a0 ∈ i
−1(a) and define j(a)
.
= a0.
For any two faces x, y ∈ L, define the product:
x · y
.
= j(i(x)i(y)).
Note that in the case of a line (and hyperplane) arrangement A, for every a ∈ L0(A), |i
−1(a)| = 1.
This means that the associative product introduced in Definition 2.25 coincides with the one induced
by (L12)
n. Hence, this product can also be thought of as a generalization of the corresponding
product defined in the case of line arrangements.
In the following proposition, we present some properties of this product:
Proposition 2.26. Let (L,) be the poset of faces of a real CL arrangement, and let · be the
product introduced in Definition 2.25 (i.e. the function j is already given). Then:
(1) x · (y · z) = (x · y) · z (associativity),
(2) x · y · x = x · y,
(3) x2 is not necessarily equal to x.
Proof. We will prove property (1). Property (2) is proven similarly using the identity i(x)i(y)i(x) =
i(x)i(y) in L0(A). For proving property (1), we have to show that x · (y · z) = (x · y) · z:
x · (y · z)
(∗)
= x · j(i(y)i(z)) =
(∗)
= j(i(x)i(j(i(y)i(z)))) =
(∗∗)
= j(i(x)(i(y)i(z))) =
(∗∗∗)
= j((i(x)i(y))i(z)) =
(∗∗)
= j(i(j(i(x)i(y)))i(z)) =
(∗)
= (j(i(x)i(y))) · z =
(∗)
= (x · y) · z
where (∗) uses the definition of the associative product, (∗∗) is by the identity i ◦ j = Id and (∗ ∗ ∗)
uses the associativity in L0(A).
For showing property (3), look at the CL arrangement consisting of a line intersecting transver-
sally a circle. Let p1 and p2 be the two intersection points, and denote α = i(p1). Note that
i(p1) = i(p2) = α. We may choose j(α) = p1 or j(α) = p2. If we choose j(α) = p1, we have that:
p2 · p2 = j(i(p2)i(p2)) = j(i(p2)) = j(α) = p1,
and thus: p22 = p1 6= p2. For the other choice, i.e. j(α) = p2, we get that p
2
1 = p2 6= p1. 
Remark 2.27. (1) Notwithstanding Proposition 2.26(3), the product introduced in Definition 2.25
still satisfies x2 = x3 (this is a specific case of Proposition 2.26(2), when taking x = y). Thus, (L, ·)
is an aperiodic semigroup, i.e. for every x ∈ L, x2 is an idempotent, since
(x2)2 = x4 = x3 · x = x2 · x = x3 = x2,
and the set {x2 : x ∈ L} is an LRB.
(2) Note that once there are different faces in L having the same image under i, then Definition
2.25 does not introduce a unique product on L, as it depends on the choice made by the function
j in this definition.
(3) Note that one way to overcome the need to choose of an element made by the function j
(mentioned in part (2) of this remark) is to consider the set of faces L(A) as an hyper-LRB, as
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already mentioned with respect to a similar problem in the geometric product (see Remark 2.24
above). The investigation of this natural structure will be treated in a future research as well.
2.4. Applications. In this section, we deal with three applications of the LRB structure associated
to the face poset of CL arrangements, introduced in the above sections: random walks (Section
2.4.1), stereographic projections (Section 2.4.2) and an example of an LRB, induced by a CL
arrangement, which cannot be induced by any hyperplane arrangement (Section 2.4.3).
2.4.1. Random walks. In this subsection, we briefly investigate the random walks on the set of faces
of a given CL arrangement, with comparison to the known results in hyperplane arrangements.
Note that for a semigroup S, a step in the random walk goes from s ∈ S to x · s, where x ∈ S is
chosen with probability wx. Concentrating on LRBs, it is reasonable to choose s to be a chamber,
hence getting a random walk on the set of chambers (which is an ideal, since x ·s is also a chamber,
regardless of what x is).
In general, there are several results about random walks on semigroups, see e.g. [7], but more
surprising results arise when we concentrate on LRBs. For example (see Theorem 2.30 below), the
transition matrix of the random walk on the chambers of an LRB can be diagonalized over R and
its eigenvalues and their multiplicities can be easily computed [11, 13].
Let A be a CL arrangement having at least one conic, such that there is an associative product
on L = L(A), inducing on it an LRB structure. In order to formulate the theorem exactly, we need
to introduce a new semi-lattice L′ associated to (L, ·) (see [11, 12] and [31, p. 153]):
Definition 2.28. For x, y ∈ L, define x ∼ y if and only if x ·y = x and y ·x = y. Define L′ = L/ ∼
and let the map supp′ : L։ L′ be the quotient map. For x ∈ L, let [x] be the corresponding element
in L′.
One can see that L′ is a semi-lattice and supp′ is order-preserving (see [31, p. 153]).
Note that if the product is not associative, then the relation ∼ is not an equivalence relation (see
Example 2.29 below).
Although L′ is a semi-lattice, it may not be a lattice, since a greatest lower bound may not
exist (but can be added; see the definition of Lˆ′ below). L′ is a graded semi-lattice of either rank
2 or rank 3: if the lattice has a minimal element, then it is of rank 3; note that this minimal
element would be the point (if it exists) which all the 1-dimensional components pass through it
(note that if the arrangement A is a central line arrangement, i.e. all the lines intersect at one
point, then L′ is of rank 2). For example, looking at the CL arrangement A in Figure 11 below and
at the associated associative LRB L(A), one notes that there are three 0-dimensional faces (the
three intersection points x, y, z), nine 1-dimensional faces and seven 2-dimensional faces. When
computing the associated semi-lattice L′, we see that the equivalence class of the point z is the
minimal element, whereas the rank of the equivalence classes of x and y is 1 and the whole lattice
L′ has rank 3. If the lattice does not have a minimal element, then the equivalence class of a point
has rank 0, a line or a conic have rank 1 and R2 has rank 2. L′ is also a semimodular semi-lattice.
Recalling the definition of a semimodular semi-lattice (i.e. for every u, v ∈ L such that u and v
cover x ∈ L, there exists y ∈ L that covers u and v), we see that in our case (a lattice of rank 2 or
3), [x] can only be an equivalence class of a point, and [x] is contained in [u] and [v] where u and
v are lines or conics, and hence y = R2.
Example 2.29. Let us look again at Example 2.23(1) and Figure 9. Recalling that the faces
s, p1, p2, p3 satisfy s = (p2 ·p1) ·p3 6= p2 · (p1 ·p3) = p2, we note that p1 ·p2 = p1 and p2 ·p1 = p2, and
also that p1 · p3 = p1 and p3 · p1 = p3. Hence p1 ∼ p2 and p1 ∼ p3. However, p2 · p3 = s and hence
p2 6∼ p3. Hence the non-associativity implies that the relation ∼ is not transitive, i.e. the relation
∼ is not an equivalence relation if the product is not associative. Indeed, assume that x ∼ y and
y ∼ z. So we have: x · y = x and y · z = y. Hence, the inequality (x · y) · z 6= x · (y · z) implies that
x · z 6= x · y = x. Thus x · z 6= x and hence x 6∼ z.
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z
x
y
Figure 11. An example of a CL arrangement whose semi-lattice L′ has rank 3.
Note that L′ is isomorphic to the intersection semi-lattice L in this case, as can be
seen in Figure 5(b).
Since for a CL arrangement, the associated face LRB L does not usually have an identity, we
artificially associate an identity element e to it, forming an LRB Lˆ (we will see later what is the
effect of this association on a random walk). Since Lˆ is an (associative) LRB with identity, we can
apply Brown’s theorem [11] on it. Let Lˆ′ = supp′(Lˆ), and let C be the set of chambers of Lˆ. For
X ∈ Lˆ′, let cx be the number of chambers c ∈ C such that x  c, where x is any element satisfying
supp′(x) = X. Then:
Theorem 2.30 (Brown [11], Theorem 1). Let {wx}x∈L be a probability distribution on Lˆ, and let
P be the transition matrix of the random walk on the chambers, defined as follows:
P (c, d) =
∑
x·c=d
wx for c, d ∈ C
Then P is diagonalizable and has an eigenvalue λX =
∑
supp′(y)≤X
wy, for each X ∈ Lˆ′ with
multiplicity mX , where
∑
Y≥X
mY = cX . Equivalently, mX =
∑
Y≥X
µ(X,Y )cY , where µ(·, ·) is the
Mo¨bius function of the lattice Lˆ′ (see the definition of the Mo¨bius function in the appendix in Section
5.1).
We now give an example of a CL arrangement and the computation of the eigenvalues of its
associated transition matrix in order to see the significant difference between the case of CL ar-
rangements and the case of hyperplane arrangements.
Example 2.31. Consider the CL arrangement A consisting of a circle C centered at the origin
and three concurrent lines L1, L2, L3, intersecting the circle transversally and pass through the
origin (see Figure 12). This CL arrangement has twelve 2-dimensional faces (d1, . . . , d12), eighteen
1-dimensional faces (c1,. . . ,c6 and s1,. . . ,s12) and seven 0-dimensional faces (p1,. . . ,p6 and O). The
product on L is defined using the geometric product, i.e. by Definition 2.19. We have that p1 ∼ p4,
p2 ∼ p5 and p3 ∼ p6, so we get the semi-lattice L
′. Note that since the arrangement is not central,
we artificially add to it the identity element e, getting the lattice Lˆ′, presented in Figure 13. The
fact that the product on L is associative can be checked directly.
Following the example of dihedral arrangements given by Brown and Diaconis [13, Section 3A],
we assume that the measure w is supported only on the 1-dimensional faces. For the example,
we attach two different measures to these faces: the first measure w1 will be uniform, and hence:
w1(ci) = w1(sj) =
1
18 where 1 ≤ i ≤ 6 and 1 ≤ j ≤ 12. The second measure w2 will have different
weights on the arcs of the circle and on the segments of the lines: fix k > 1 and define w2(ci) =
1
6k
where k > 1 and 1 ≤ i ≤ 6 and w2(sj) =
1
12
(
1− 1
k
)
where 1 ≤ j ≤ 12.
By Theorem 1 of Brown [11] (appeared above as Theorem 2.30), one can compute the eigenvalues
and their multiplicities of the transition matrix associated to the CL arrangement and its given
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O p1
p2p3
p4
p5
p6
s1
s2
s3
s4
s5 s6
s7
s8
s9
s10
s11
s12
c1
c2
c3
c4
c5
c6
d1
d2
d3
d4
d5
d6
d7
d8
d9
d10
d11
d12
L1
L2
L3
C
Figure 12. The faces of a given CL arrangement A, for computing the eigenvalues
of its associated transition matrix
R2
L2 L1L3C
p1~p4p2~p5p3~p6O
e
Figure 13. The lattice Lˆ′ of the CL arrangement A
measure. In Table 1 we summarize the eigenvalues and their multiplicities for both measures (its
explanations will follow). Moreover, in the right columns we write the corresponding values of the
eigenvalues (and their multiplicities) in the case of m concurrent lines passing through the origin
(instead of 3 lines in the CL arrangement presented in Figure 12), and a circle centered at the
origin.
We now explain the content of the table row by row for the first measure w1 (the eigenvalues for
the second measure w2 are computed similarly). Note that the computation of the multiplicities is
independent of the choice of the specific measure, as can be seen directly from Theorem 2.30.
If X = R2, all the 1-dimensional faces F satisfy F ⊆ X and hence λX = 1. Also, we have cX = 1
(see its definition before Theorem 2.30) and therefore mX = 1.
If X = Li for 1 ≤ i ≤ 3, the support of the four segments of the line Li is contained in the line
Li and hence λX =
4
18 (since the measure of each segment is
1
18 ). Moreover, we have cX = 2 and
therefore mX = 1. By the same argument, if X = C, the six arcs of the circle C satisfy that their
support is contained in the circle C and hence λX =
1
3 . Similarly, we have cX = 2 and therefore
mX = 1.
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Face X
Eigenvalue (w.r.t. w1) Eigenvalue (w.r.t. w2) Multiplicity
3 lines m lines 3 lines m lines 3 lines m lines
X = R2 λX = 1 λX = 1 λX = 1 λX = 1 mX = 1 mX = 1
X ∈ {L1, L2, L3} λX =
4
18
λX =
4
6m
λX =
1
3
·
(
1− 1
k
)
λX =
1
m
·
(
1− 1
k
)
mX = 1 mX = 1
X = C λX =
1
3
λX =
1
3
λX =
1
k
λX =
1
k
mX = 1 mX = 1
X ∈ {p1, p2, p3} λX = 0 λX = 0 λX = 0 λX = 0 mX = 1 mX = 1
X = O λX = 0 λX = 0 λX = 0 λX = 0 mX = 2 mX = m− 1
X = e λX = 0 λX = 0 λX = 0 λX = 0 mX = 2 mX = m− 1
Table 1. The eigenvalues and their multiplicities for the transition matrix of the
CL arrangement presented in Figure 12 with respect to the given measures w1 and
w2. In the right columns, we write the corresponding values of the eigenvalues and
their multiplicities in the case of m concurrent lines (instead of 3 lines, which the
corresponding values are written in the left columns) passing through the origin.
If X = pi for 1 ≤ i ≤ 3, there is no 1-dimensional face which is contained in a point, and
hence λX = 0. Moreover, we have cX = 4 and therefore mX = 1 (e.g. if X = p1, we have
4 = cp1 = mR2 +mC +mL1 +mp1 = 3+mp1, which implies that mp1 = 1). By the same argument,
if X = O, then λX = 0. As before, we have cX = 6 and therefore mX = 2 (since we have
6 = cO = mR2 +mL1 +mL2 +mL3 +mO = 4 +mO, which implies that mO = 2).
If X = e, there is no 1-dimensional face which is contained in e, and hence λX = 0. Moreover,
we have cX = 12 (since there are twelve 2-dimensional faces (d1,. . . ,d12) in the CL arrangement).
Therefore, we have:
12 = ce = mR2 +mC +mL1 +mL2 +mL3 +mp1 +mp2 +mp3 +mO +me = 10 +me,
which implies that me = 2.
The last computation shows a significant difference between line (and hyperplane) arrangements
and CL arrangements: in the case of non-central line arrangements (i.e. not all the lines intersect
in the same single point), the identity element e does not contribute any eigenvalue (i.e. the
multiplicity of the eigenvalue associated to the element e is 0), see [11, p. 881, Example 1]. On the
other hand, as is shown in the last computation, in a CL arrangement whose associated LRB of
faces has no identity element, the identity element e does contribute the eigenvalue 0 in a non-zero
multiplicity.
2.4.2. Stereographic projection. In this subsection, we investigate the relation between hyperplane
arrangements in R3 and CL arrangements in R2.
We start by describing the transition between a hyperplane arrangement B in R3 and a CL
arrangement AB in R
2. Let S be a unit sphere in R3, centered at (0, 0,−1). Let O = (0, 0, 0) and
let π = {z = −2} be a plane tangent to S. Consider the stereographic projection pO : S → π,
centered at O. Using pO, B induces a CL arrangement on π, by setting AB
.
= pO(B ∩ S). In this
way, every plane that belongs to B, which passes through O and is not tangent to S, will induce
under pO a line in AB, and every plane that belongs to B, which does not pass through O, intersects
S but is not tangent to it, will induce under pO an ellipse in AB.
Note that we exclude hyperplane arrangements in R3 that have planes that are tangent to S or
that do not intersect S, since in that case, the resulting projection would be either a point or an
empty set, which are excluded by the definition of a real CL arrangement (see Definition 1.1).
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Proposition 2.32. (1) Every line arrangement in the plane π can be induced by a central plane
arrangement in R3 via pO.
(2) Not every CL arrangement in π can be induced by a plane arrangement in R3 via pO.
Proof. (1) The corresponding plane for every line ℓ in the line arrangement in π is the plane passing
through ℓ and O.
(2) Indeed, a parabola cannot be induced in AB by pO. 
Now we discuss the connections between the LRBs: Let B be a central hyperplane arrangement
in R3 with no planes tangent to S, and AB = pO(B ∩ S) be the corresponding CL arrangement
in R2. A natural question is: what is the connection between the LRBs L(B) and L(AB)? Even
when L(AB) is an associative LRB or when B is a central hyperplane arrangement, the map pO
does not induce a homomorphism. For example, it is known that there is only one combinatorially-
equivalent central plane arrangement with three planes. Choose two such arrangements B1,B2, such
that B1∩S consists of only great circles, while B2∩S consists of two great circles and a conic section
which is not a great circle. Then AB1 is a central line arrangement with three lines, while AB2 is a
generic line arrangement with three lines. Thus, L(B1) ≃ L(B2); however, L(AB1) 6≃ L(AB2).
Note that although pO does not induce a homomorphism in the level of the LRBs, it does help
to distinguish between hyperplane arrangements whose face LRBs are isomorphic (an example for
that is the above arrangements B1,B2). Hence, one may pose the following question:
Question 2.33. Are there any other invariants that distinguish between B1 and B2? Can the above
method help us to distinguish between hyperplane arrangements with isomorphic face LRBs?
2.4.3. Non-geometric LRBs coming from CL arrangements. In this subsection, we present an ex-
ample of an LRB, being the face LRB of a CL arrangement, which cannot be embedded in (L12)
n
for any n ∈ N. This immediately implies that this LRB is not isomorphic to the face LRB of
any hyperplane arrangement, and hence the family of face LRBs associated to CL arrangements is
broader than the corresponding family of LRBs associated to hyperplane arrangements.
Example 2.34. Consider the real CL arrangement A which consists of a line and a circle tangent
to it (see Figure 14). This arrangement has 7 faces, and we denote the two 1-dimensional sections
(i.e. faces) of the line by b and a, the circle by c, and the 2-dimensional face below the line and
outside the circle by d. Let e be the tangency point. As usual, denote L = L(A).
b a
c
d
e
Figure 14. An example of a CL arrangement whose LRB is not geometric (i.e.
cannot be embedded in (L12)
n for any n)
The product on L is defined using the geometric product (Definition 2.19). Note that e is the
unit element and one can check that (L, ·) is indeed an LRB. We have the following multiplication
table for {a, b, c}:
· a b c
a a a d
b b b d
c d d c
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Assume that we have a monomorphism h : L → (L12)
n for some n. Note that the equalities
a · b = a, b · a = b
imply that h(a) and h(b) have zeros in the same coordinates. Indeed, if (h(a))j = 0, then
(h(a))j(h(b))j = (h(b))j (by the multiplication laws in L
1
2), but since (h(a))j(h(b))j = (h(a))j = 0
(the left equality is by the homomorphism), so we have (h(b))j = 0. By the same argument, using
the second equality, we get that (h(b))j = 0 implies that (h(a))j = 0.
Since a 6= b, then h(a) 6= h(b), which means that there exists a coordinate j, 1 ≤ j ≤ n, such
that (h(a))j 6= (h(b))j and both coordinates are not zero (so without loss of generality, one is +
and the other is −). But:
(h(d))j
d=a·c
= (h(a · c))j = (h(a))j(h(c))j
(h(a))j 6=0
= (h(a))j 6=
6= (h(b))j
(h(b))j 6=0
= (h(b))j(h(c))j = (h(b · c))j
b·c=d
= (h(d))j ,
by the multiplication laws in L12, which is a contradiction.
Therefore, L = L(A) with the geometric product (Definition 2.19) is an example of an LRB
which is not geometric (i.e. it cannot be embedded in (L12)
n for any n, see [24, Section 3.7]).
Moreover, note that for the LRB L0(A) (which is contained in (L
1
2)
2), one cannot find a hyper-
plane arrangement A′ ⊂ RN such that L0(A) ≃ L(A
′) ≃ L0(A
′). Indeed, L0(A) has 6 elements, has
a unit i(e) = (0, 0) ∈ (L12)
2 and the three elements (+,+), (−,−), (−,+) form the unique two-sided
ideal of L0(A). Thus, if such a hyperplane arrangement A
′ exists, it should be a central hyperplane
arrangement with three chambers, which is impossible.
3. Plane curve arrangements: structure of sub-LRBs
Let A be an arrangement of curves {H1, . . . ,Hm} in R2, where Hi is defined by {fi = 0} and
fi ∈ R[x, y]. In this section, we study the explicit structure of sub-LRBs of L0(A) induced by the
embedding of a component H into the arrangement A. The motivation for this study comes from
the global interest in combinatorics and algebra in general, and in arrangements in particular, in
order to understand the connections between the algebraic structure (the LRB structure, in our
context) of the whole arrangement and its induced arrangements (the deleted arrangement and the
restricted arrangement). Moreover, in line arrangements, L0(A) ≃ L(A), and hence it is interesting
to study the structure of L0(A) and its sub-LRBs for a CL arrangement A, despite the fact that
L0(A) 6≃ L(A) for almost any CL arrangement A.
For a line arrangement A, let H
.
= Hi ∈ A be a given line. As before, recall that A
H = A−{H}
is the deleted arrangement in R2 and AH =
{
K ∩H | K ∈ AH
}
is the restricted arrangement con-
tained in H. Thus, one can define two associated LRBs: the deleted LRB L0
(
AH
)
, corresponding
to the deleted arrangement A− {H} in R2, and the restricted LRB L0 (AH), corresponding to the
restriction of the arrangement A to H. Obviously, L0
(
AH
)
is obtained from L0(A) by deleting
the ith coordinate. However, the question is how L0 (AH) is embedded in L0(A). We answer this
question for line arrangements in Section 3.1. After defining the notion of an LRB of a pointed
curve in Section 3.2, we can answer this question also for CL arrangements in Section 3.3.
Given an arrangement A of m smooth real curves (we require that the curves will be smooth for
preventing self-intersections), where every curve has only one component in R2, one can associate a
vector of signs in ({+,−, 0})m to any face of the arrangement, which describes the mutual position
of this face with respect to the curves Hi, where Hi is defined by {fi = 0}, 1 ≤ i ≤ m. Explicitly,
as before, one can associate to A a subset L0(A) of (L
1
2)
m induced by these vectors of signs.
For a given i ∈ {1, . . . ,m}, which is the index of H = Hi in the arrangement A, define:
L0(A)|H
.
= {x ∈ L0(A) : (x)i = 0} ⊂ (L
1
2)
m.
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L0(A)|H is a sub-LRB of L0(A), to which corresponds the restricted arrangement AH as a sub-
LRB, since it is a subset of L0(A) and thus the associativity and the LRB properties: x
2 = x and
x · y · x = x · y are immediately satisfied. The closure under the product is obvious. Note that
♯L0(AH) = ♯(L0(A)|H).
The question is: what are the connections between the LRBs L0(AH) and L0(A)|H? This
question is manageable once one defines a structure of an LRB on AH as will be done in Definitions
3.6 and 3.9. Note that when either H is a bounded component or an unbounded one, AH is a
collection of k points {p1, . . . , pk} in H.
Note: From now on, we assume that L0(A) is an LRB, i.e. it is closed under the product induced
by (L12)
m (see Section 2.2 above). Moreover, to simplify notations, we assume that each component
Hi is connected in R
2, where Hi is defined by {fi = 0} (i.e. Hi can not be an hyperbola).
Remark 3.1. Note that L0(AH) ⊆ (L
1
2)
k and L0(A)|H ⊆ (L
1
2)
m. In order to distinguish between
the different vectors of signs when we refer to a face, which can be thought of both as a face in
L(AH) and in L(A)|H ⊆ L(A) (where L(A)|H is the set of faces of L(A) contained in H), we
denote:
iA : L(A)|H → (L
1
2)
m, Image(iA) = L0(A)|H
and
iH : L(AH)→ (L
1
2)
k, Image(iH) = L0(AH),
where both maps describe the vectors of signs in L0(A)|H (resp. L0(AH)) of a face in L(A)|H
(resp. L(AH)). See the exact definition of the map iH in Definitions 3.6 and 3.9.
3.1. Preliminaries: The embedding principle for the face LRB of line arrangements.
In this section, we present the embedding principle for the face LRB of line arrangements in R2
(which can be easily generalized to hyperplane arrangements), i.e. we present the connections
between L0(AH) and L0(A)|H ⊂ L0(A) for a line arrangement A and H ∈ A. This is done as
a preparation for Proposition 3.11, which deals with the embedding principle for arrangements of
smooth real curves in R2.
Lemma 3.2. Let A = {H1, . . . ,Hm} be an arrangement of lines in R
2, where Hi is defined by
{fi = 0} and fi ∈ R[x, y]. Denote H = H1 and let {H ∩Hi | 1 ≤ i ≤ m} = {p1, . . . , pk} ⊂ H be k
points. Then, there is an isomorphism of LRBs:
ϕ : L0(AH)
∼
→ L0(A)|H ⊆ (L
1
2)
m,
satisfying the following properties:
(1) (ϕ(L0(AH)))1 = 0.
(2) For every j > 1:
(a) If H ∩Hj = ∅, then (ϕ(L0(AH)))j is constant (either + or −, depending on the mutual
position of the parallel lines H and Hj). Explicitly, all the vectors in ϕ(L0(AH)) have the
same sign in their jth coordinate.
(b) If H ∩ Hj = {ps} for some 1 ≤ s ≤ k, then (ϕ(L0(AH)))j = a · (L0(AH))s, where
a ∈ {±1}.
Before the proof, we illustrate the result of the above lemma by an example.
Example 3.3. Figure 15(a) presents a line arrangement A and Figures 15(b) and 15(c) present two
arrangements of points on a line, both can be thought of as the restricted arrangement AH1 = AH .
Note that the difference between the arrangements appearing in Figures 15(b) and 15(c) is that
the signs assigned with respect to the point p2 are opposite.
ON LEFT REGULAR BANDS AND REAL CONIC-LINE ARRANGEMENTS 25
H=H1
H3
H4
H1
- + - +
1 2 3 4 5
p1 p2
1
2
3
4
5
H2
H5
+
-
+
-
+
-
-+
(a) (b)
x x x x x
f
f
f
f
f
H1
- + + -
1 2 3 4 5
p1 p2
(c)
x x x x x
Figure 15. An example for illustrating the result of Lemma 3.2: Part (a) presents
the line arrangement A. fi are the faces contained in H1 in the face set L(A). Parts
(b) and (c) present two arrangements of points on a line, which can be thought of
as the restricted arrangement AH1 = AH . The faces in the face set L0(AH1) are xi
in part (b) (and x′i in part (c)).
(1) Considering the point arrangement in Figure 15(b), the faces of AH1 are denoted by
x1, . . . , x5; their corresponding images by ϕ, i.e. these faces in the arrangement A, are
denoted by f1, . . . , f5 (resp.). Let H = H1. Then, the corresponding LRBs are
L0(AH) =
{
iH(x1) = (−,−), iH(x2) = (0,−), iH(x3) = (+,−),
iH(x4) = (+, 0), iH(x5) = (+,+)
}
,
and in a table form in Table 2, and
(iH(xi))1 (iH(xi))2
iH(x1) − −
iH(x2) 0 −
iH(x3) + −
iH(x4) + 0
iH(x5) + +
Table 2. L0(AH) in a table form
L0(A)|H = ϕ(L0(AH)) =


iA(f1) = (0,+,−,−,−), iA(f2) = (0,+, 0,−, 0),
iA(f3) = (0,+,+,−,+), iA(f4) = (0,+,+, 0,+),
iA(f5) = (0,+,+,+,+)

 ,
and in a table form in Table 3.
(iA(fj))1 (iA(fj))2 (iA(fj))3 (iA(fj))4 (iA(fj))5
iA(f1) 0 + − − −
iA(f2) 0 + 0 − 0
iA(f3) 0 + + − +
iA(f4) 0 + + 0 +
iA(f5) 0 + + + +
0 + (iH(xi))1 (iH(xi))2 (iH(xi))1
Table 3. L0(A)|H in a table form, where in the last row, the relations to L0(AH) are presented.
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We deal with ϕ(L0(AH)) coordinate by coordinate:
(a) First, note that (ϕ(L0(AH)))1 = 0 (property (1) of the lemma). In the table form, all
the values in the first column of Table 3 are 0.
(b) Since H2∩H = ∅, (ϕ(L0(AH)))2 = +, i.e., by property (2)(a) of the lemma, the second
coordinate in all the vectors of ϕ(L0(AH)) is +. In the table form, all the values in
the second column of Table 3 are +.
(c) Since H3 ∩H = H5 ∩H = {p1}, we have:
(ϕ(L0(AH)))3 = (ϕ(L0(AH)))5 = (L0(AH))1
(by property (2)(b) of the lemma, where in this case a = +). In the table form, the
third and fifth columns of Table 3 are equal to the first column of Table 2.
(d) Since H4 ∩H = {p2}, we have: (ϕ(L0(AH)))4 = (L0(AH))2 (again by property (2)(b)
of the lemma, where in this case a = +). In the table form, the fourth column of Table
3 is equal to the second column of Table 2.
(2) Considering the point arrangement in Figure 15(c), the faces ofAH are denoted by x
′
1, . . . , x
′
5.
In this case, we have:
L0(AH) =
{
iH(x
′
1) = (−,+), iH(x
′
2) = (0,+), iH(x
′
3) = (+,+),
iH(x
′
4) = (+, 0), iH(x
′
5) = (+,−)
}
,
and in a table form in Table 4 (note that (iH(x
′
i))2 = −(iH(xi))2 for all 1 ≤ i ≤ 5 due to
the change in the assignment of signs with respect to the point p2).
(iH(x
′
i))1 (iH(x
′
i))2
iH(x
′
1) − +
iH(x
′
2) 0 +
iH(x
′
3) + +
iH(x
′
4) + 0
iH(x
′
5) + −
Table 4. L0(AH) in a table form
As before, since H3 ∩H = H5 ∩H = {p1}, we have:
(ϕ(L0(AH)))3 = (ϕ(L0(AH)))5 = (L0(AH))1,
by property (2)(b) of the lemma, where in this case a = +. In the table form, the third
and fifth columns of Table 3 are equal to the first column of Table 4.
On the other hand, as H4 ∩ H = {p2}, we have: (ϕ(L0(AH)))4 = −(L0(AH))2, by
property (2)(a) of the lemma, but in this case a = −. Explicitly, in contrast to Example
3.3(1)(d) above, in order to obtain (ϕ(L0(AH)))4, one has to multiply all the values in
(L0(AH))2 by the scalar (−1). In the table form, one has to multiply the second column of
Table 4 by the scalar (−1) in order to get the fourth column of Table 3.
Proof of Lemma 3.2. We start by proving that ϕ is an isomorphism. First we show that ϕ is a
homomorphism. We will prove coordinatewise, i.e. for each i and for each x, y ∈ L0(AH) we have
that (ϕ(xy))i = (ϕ(x))i(ϕ(y))i. For i = 1, both sides indeed equal 0. For i > 1 and H ∩Hi = ∅,
then for every z ∈ L0(AH), (ϕ(z))i is a constant c (either + or −), and therefore we have that
(ϕ(x))i(ϕ(y))i = c · c = c = (ϕ(xy))i by the idempotency property of a ∈ L
1
2. Otherwise (when
H ∩Hi = {ps}), we use again the idempotency property of a ∈ L
1
2, i.e. + ·+ = + and − · − = −,
to get:
(ϕ(xy))i = a · (xy)s = a
2 · (xy)s = a · a · (x)s · (y)s
(∗)
= a · (x)s · a · (y)s = (ϕ(x))i(ϕ(y))i,
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where equality (∗) holds due to the fact that a 6= 0 and the properties of the multiplication in L12.
Next, ϕ is injective, since if there were two faces in L0(AH) sent to the same face in L0(A)|H that
would have meant that these two different faces in H have the same mutual position with respect
to all the other lines H2, . . . ,Hm, which is impossible. By the fact that ♯(L0(A)|H) = ♯L0(AH), we
get that ϕ is isomorphism.
Now we pass to the proof of the two properties of ϕ. We use the notations introduced in Remark
3.1. Property (1) is obvious (since we are in H1).
For property (2)(a), note that if H ∩Hj = ∅ where Hj is defined by {fj = 0}, then the line Hj
is parallel to H and all the faces of A which lays in H are either in the halfplane {fj > 0} (in this
case (ϕ(L0(AH)))j = +) or in {fj < 0} (in this case (ϕ(L0(AH)))j = −).
As for property (2)(b), assume that H ∩ Hj = {ps} for some 1 ≤ s ≤ k and let c be a face of
A which lays in H. As c goes over all the faces which lay in H, it goes over all the set Image(ϕ).
Then, either c ⊂ {fj > 0}, c ⊂ {fj < 0} or c ⊂ {fj = 0}. In the third case, c = ps ∈ H and thus
(iH(c))s = 0 and as c ∈ Hj, (iA(c))j = 0. As for the first two cases, the fact that c is in one of the
two halfplanes is determined by the position of H with respect to Hj (as c ⊂ H), which is reduced
to checking if c is located to the right of {ps} = H ∩Hj or to its left. Therefore, up to a constant
scalar multiplication by a ∈ {±1} (for all faces c which lay in H), c ⊂ {fj > 0} is equivalent to the
fact that c is to the right of the point ps. The (constant) scalar multiplication is needed, since a
priori there is no connection between the sign in L0(AH) that is assigned to the faces to the right
of ps and the sign in L0(A) assigned to these faces in the halfplane above Hj (see Figures 15(b)
and 15(c) for an example of two different assignments of signs for AH). 
Remark 3.4. Note that there is a natural assignment of signs for the elements in AH , that is
induced by L0(A), in the following way: if the sign in L0(A) that is given to the halfplane {fj > 0}
is + (in the jth coordinate, where Hj is defined by {fj = 0} and H ∩Hj = {ps}), and the section
{x > ps} on the line H is contained in {fj > 0}, then the sign in L0(AH) associated to {x > ps}
(i.e. in the sth coordinate) will also be +. If {x < ps} ⊂ {fj > 0}, then the sign associated to the
faces contained in this section will be −. In the case of this natural assignment of signs to AH , the
scalar multiplication in property (2)(b) of Lemma 3.2 is not needed (i.e. the scalar a will always
be +).
However, note that Lemma 3.2 is more general, as we do not assume any a priori connection
between the signs associated to the halfplanes in A and the signs associated to the half-lines in AH .
Remark 3.5. Note that the isomorphism of L0(AH) to L0(A)|H can also be described in the
language of oriented matroids. Explicitly, recall that the map z taking a vector of signs (i.e. an
element in L0(A)) to its set of zero indices is a semigroup homomorphism to the power set equipped
with intersection (see e.g. [9, Proposition 4.1.13]). The image L is the geometric lattice associated
to the oriented matroid, which can be used to construct the matroid. If H is one of the hyperplanes,
then the subposet of L, which contains those sets of indices consisting (also) of the index of H, is
the geometric lattice associated to L0(A)|H , i.e. to the restriction of the arrangement to H. The
map from the associated lattice to L0(A)|H to the associated lattice to L0(AH) is via the forgetting
of the index corresponding to H. General results about matroids and their contractions can be
found in [9].
3.2. The structure of the face LRB of a real pointed curve. Before dealing with the em-
bedding principle in the general case of arrangements of smooth curves (Section 3.3), one has to
consider two cases with respect to the structure of the induced face LRB of a real pointed curve
AH (i.e. an arrangement of points on a real curve H): where H is an unbounded component and
where H is a bounded one. In this section, we study the structure of the face LRB of a real pointed
curve in these two cases.
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Given an arrangement of smooth curves A in R2 and a connected component H ∈ A, the re-
stricted arrangement AH will be the real curveH with points on it corresponding to the intersection
points of the deleted arrangement A− {H} with the component H, i.e. we get an arrangement of
real points on a connected component H.
We start with the case of an unbounded component:
Definition 3.6 (The face LRB structure of an unbounded component).
Let H ⊂ R2 be an unbounded smooth connected real plane curve (with no self-intersections). Let
{p1, . . . , pk} be a collection of points on H and let L(H) be the set of faces of H with respect to
these points. Explicitly, the faces are the points themselves and the open sections of the curve that
are bounded by the points (by either one or two points).
Each point pj ∈ H, for 1 ≤ j ≤ k, divides the curve H into three disjoint parts: the point itself
and two open sections: Hj,1 and Hj,2, such that H = {pj} ∪Hj,1 ∪Hj,2. Associate to the set Hj,1
the sign +, to the set Hj,2 the sign − and to the set {pj} the sign 0. Obviously, one can rename
the set Hj,1 as Hj,2 and Hj,2 as Hj,1 and thus induce a different assignment of signs, but once we
assign these signs for each set, they are fixed.
For each face P ∈ L(H), we associate an element iH(P ) in (L
1
2)
k, that is, a vector of signs, in
the following way: for each j, 1 ≤ j ≤ k, if P ⊆ Hj,1, then (iH(P ))j = +; otherwise, if P ⊆ Hj,2,
then (iH(P ))j = −; otherwise, we have that P = {pj}, and then (iH(P ))j = 0.
Example 3.7. Let H = {y = x2}, p1 = (0, 0) and p2 = (2, 4). Let p1, p2,X1,X2,X3 be the faces of
L(H) (see Figure 16(a)). We set the signs of Hi,j , i, j ∈ {1, 2}, according to Figure 16(b). Thus:
iH(p1) = (0,−), iH(p2) = (+, 0), iH(X1) = (+,+), iH(X2) = (+,−), iH(X3) = (−,−).
p1=(0,0)
p2=(2,4)
X1
X2
X3
p1
p2
H1,1 = +
- = H2,2
H1,2 =  -
+ = H2,1
(a) (b)
Figure 16. An example for illustrating Definition 3.6: the face LRB structure of
an unbounded pointed component.
In this way, we get a monomorphic map iH : L(H) → (L
1
2)
k and we can identify L(H) with its
image iH(L(H)) ⊆ (L
1
2)
k.
We have the following lemma:
Lemma 3.8. (1) The set iH(L(H)) is closed under the product induced by the LRB (L
1
2)
k, so it is
an LRB as well.
(2) Different assignments of signs to Hj,1 and Hj,2 (as described above) induce isomorphic LRBs.
Proof. (1) The set iH(L(H)) is closed under the product induced by the LRB (L
1
2)
k, since H
is topologically equivalent to a line, and the assignment of the vectors of signs to L(H) is thus
equivalent to associating an LRB structure to the set of faces of a pointed line, as a special case of
a hyperplane arrangement (as described in Section 2.1).
(2) Since H is topologically equivalent to a line, different assignments of signs to Hj,1 and Hj,2, will
induce isomorphic LRBs, by Remark 2.4. 
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We proceed to the case of a bounded component. If H is a smooth bounded component in
R
2, i.e. an oval, we can consider an arrangement of points {p1, . . . , pk} on H and look at the
corresponding set of faces L(H). The component H will be later called a smooth pointed (bounded)
oval. We cannot treat L(H) as in the former case, since there is no meaning to the phrase “every
point divides the curve H into three disjoint parts”, when we are on an oval. We introduce here
an alternative way to associate an LRB structure to L(H).
Definition 3.9 (The face LRB structure of a bounded component).
Let C be a smooth pointed (bounded) oval, where {p1, . . . , pk} is the set of k points on it numerated
consecutively clockwise. As can easily be seen, the set of faces L(C) contains 2k faces: k points
{p1, . . . , pk} and k sections of the oval that are bounded by the points. Let p
′
1 be a point to the
left of p1 which is infinitesimally-close to p1 (see Figure 17(a)),
3 and let C1 = C − {p
′
1}. C1 is
topologically equivalent to an open segment S = (a′1, a
′′
1), that is, there exists a distance-preserving
homeomorphism f : C1 → S. Denote f(pi) = ai for 1 ≤ i ≤ k. Explicitly, C1 can be considered as
a straight segment S that starts at the point a′1 and ends at the point a
′′
1, where its two ends a
′
1, a
′′
1
are identified by f−1 with p′1 in C (see Figure 17(b)).
p
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S
Figure 17. The LRB structure associated to an arrangement of points on an oval:
Part (a) presents the pointed oval. In parts (b) and (c) we cut the oval at the point
p′1, and we ignore the section (a
′
1, a1). In parts (d) and (e) we cut the oval at the
point p′2, and we ignore the section (a
′
2, a2).
On the pointed segment S∪{a1, . . . , ak}, the set of faces consists of 2k+1 faces. However, on C,
the sections f−1((a′1, a1)) and f
−1((ak, a
′′
1)) (i.e. the preimage of the sections (a
′
1, a1) and (ak, a
′′
1))
are contained in the same face. As a1 − a
′
1 = ε ≪ 1, we ignore this infinitesimally-small face and
thus L(S), the set of faces of S, has only 2k faces: k points {a1, . . . , ak} and k open sections of the
segment. We will identify this set of faces with the set of faces L(C).
We can now associate an LRB structure to L(S), as it is done for a set of faces of a pointed
line; that is, to every face P ∈ L(S), we associate a vector of signs iH(P ) ∈ (L
1
2)
k in the following
way: Given 1 < j ≤ k, the point aj divides S into three disjoint parts: the point itself {aj} and
two other open sections: Hj,1 = {x > aj} and Hj,2 = {x < aj}. Associate to the set Hj,1 the
sign +, to the set Hj,2 the sign − and to the set {aj} the sign 0. Obviously, as in the case of an
unbounded component, one can rename the set Hj,1 as Hj,2 and Hj,2 as Hj,1 and thus induce a
different assignment of signs, but once we assign these signs for each set, they are fixed.
For j = 1, since we have ignored the section {a′1 < x < a1}, the point a1 divides S into only two
disjoint parts: the point {a1} itself and H1,1 = {x > a1}. Associate to the set H1,1 the sign + (or
−) and to the set {a1} the sign 0. Again, once we assign these signs for each set, they are fixed
(see Figure 17(c)).
Thus, the map iH : L(S) → (L
1
2)
k is defined as in Definition 3.6: for each face P ∈ L(S), the
jth coordinate of iH(P ) depends on whether P = {aj}, P ⊆ Hj,1 or P ⊆ Hj,2.
3 Note that we need two different points p1, p
′
1, since they have different roles: p1 will be a face in L(C) and p
′
1 is
a cutting point of C and will not be considered later as a face in L(C).
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Note that L(S) has an LRB structure (by the same arguments of Lemma 3.8(1)) and hence by
the identification of L(S) and L(C), also L(C) has an LRB structure. Similar to the case of an
unbounded component, as C1 is topologically equivalent to an open segment, different assignments
of signs to Hj,1 and Hj,2, as described above, will induce isomorphic LRBs, by Remark 2.4.
We still have to prove that Definition 3.9 does not depend on the choice of the initial point p1,
when numerating the points on C. This is equivalent to prove that if we choose a point p′2 as a
point to the left of p2 (being infinitesimally-close to p2) and consider the induced LRB structure
on C2 = C − {p
′
2} (see Figures 17(a) and 17(d)), then the LRBs iH(L(C1)) and iH(L(C2)) are
isomorphic:
Proposition 3.10. The LRBs L0(C1) = iH(L(C1)) and L0(C2) = iH(L(C2)) are isomorphic.
Therefore, the LRB structure on C ∪ {p1, . . . , pk} is independent of the choice of the cutting point.
Proof. As noted after Definition 3.9, different sign assignments on L(C1) (or on L(C2)) induce
isomorphic LRB structures. Thus, we first fix an assignment of signs for L(C1) and L(C2) and then
prove that the LRBs are isomorphic.
The sign assignment on L(C1) is the following: for each 1 < j ≤ k, we assign the sign + to Hj,1,
the sign − to Hj,2 and the sign 0 to {aj}; for j = 1, we assign the sign + to H1,1 and the sign 0 to
{a1} (see Figure 17(c)).
The sign assignment on L(C2) is the following: for each 1 ≤ j ≤ k where j 6= 2, we assign the
sign + to Hj,1, the sign − to Hj,2 and the sign 0 to {aj}; for j = 2, we assign the sign + to H2,1
and the sign 0 to {a2} (see Figure 17(e)).
Thus, going over all the 2k faces of L(C1) from left to right, we get that:
L0(C1) = iH(L(C1)) =
{
(0,−,−, . . . ,−), (+,−,−, . . . ,−), (+, 0,−, . . . ,−),
(+,+,−, . . . ,−), . . . , (+, . . . ,+)
}
.
In the same way, going over all the 2k faces of L(C2) from left to right, we get that:
L0(C2) = iH(L(C2)) =
{
(−, 0,−,−, . . . ,−), (−,+,−,−, . . . ,−), (−,+, 0,−, . . . ,−),
(−,+,+,−, . . . ,−), . . . , (−,+, . . . ,+), (0,+, . . . ,+), (+,+, . . . ,+)
}
.
Both LRBs describe the movement over the 2k faces along a open straight (bounded) segment with
k marked points, i.e. given faces x and y, then x · y is the face we enter in after the movement from
x to y on this line and thus they are isomorphic. Thus the explicit isomorphism from L0(C1) to
L0(C2) maps the points pi 7→ pi(mod k)+1 and the sections of C1 are mapped to the corresponding
sections of C2, according to the mapping of the points. 
Thus, given an arrangement A and a bounded component H ∈ A such that H ∩ AH =
{p1, . . . , pk}, we can choose a point p ∈ H infinitesimally-close to the point p1 and delete it.
In this way, we can consider the face LRB associated to AH −{p}, as in the case of an unbounded
component (when ignoring the infinitesimally-small section between p and p1). As was shown, this
face LRB does not depend on the location of p (when the only condition is that p 6= pj for all j)
up to an isomorphism. Denote this associated LRB by L0(AH), which is a sub-LRB of (L
1
2)
k. For
more examples, see Example 3.12(2) and Figure 19 below.
3.3. The embedding principle for the face LRB of CL arrangements. We are now ready
to formulate the main result of this section: the structure of the sub-LRBs of L0(A) induced by
the components of a CL arrangement A ⊂ R2.
Proposition 3.11. Let A = {H1, . . . ,Hm} be an arrangement of smooth connected curves in R
2,
such that Hi is defined by {fi = 0} where fi ∈ R[x, y]. Let H
.
= H1 and
H ∩ {H2, . . . ,Hm} = {p1, . . . , pk} ⊂ H.
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Then there is a bijective function, which is not necessarily an isomorphism, of LRBs:
ϕ : L0(AH)→ L0(A)|H ⊆ (L
1
2)
m,
satisfying:
(1) (ϕ(L0(AH)))1 = 0.
(2) For every j > 1:
(a) If H ∩Hj = ∅, then (ϕ(L0(AH)))j is constant (either + or −, depending on the mu-
tual position of the non-intersecting components H and Hj). Explicitly, all the vectors in
ϕ(L0(AH)) have the same sign in their j
th coordinate.
(b) If H ∩Hj 6= ∅, let H ∩Hj = {pi | i ∈ Kj}, where Kj is the set of indices of the points
in H ∩Hj. Then:
(ϕ(L0(AH)))j = s ·
∏
i∈Kj
((L0(AH))i)
mi
where s ∈ {±1}, mi = multi(pi) is the intersection multiplicity at the point pi (see Definition
2.11), and the multiplication of signs (in the right hand side) is the usual product (explicitly,
+ ·+ = −·− = +, + ·− = −·+ = −, 0 · {±} = 0). Note that the numeration of the indices
in the right hand side is according to the numeration of the points in the arrangement of
points in H = H1.
As before, we illustrate the result of this proposition by some examples before proving it.
Example 3.12. (1) Figure 18(a) presents a CL arrangement A consisting of three lines and
a conic tangent to one of the lines, and Figure 18(b) presents the restricted arrangement
AH1 . By Proposition 2.12, L0(A) is indeed a semigroup. The faces of AH1 are denoted by
x1, . . . , x5 and their corresponding faces in A are denoted by f1, . . . , f5.
H1
H3
H2
+
-
-
+
+ -
H1
- + - +
1 2 3 4 5
1
2
3 4
5 p1 p2
H4
+
-
a
bc
(a) (b)
x x x x x
f f
f f
f
H4
(c)
c b a
Figure 18. An example for illustrating the result of Proposition 3.11: In part (a),
the CL arrangement is presented and fi are the faces contained in H1 in the face
set L(A). In part (b), we present an arrangement of points on a line which can
be thought of as the restricted arrangement AH1 , and xi are faces in the face set
L0(AH1). Part (c) presents the faces a, b, c contained in H4 (needed for the proof of
Proposition 3.11).
Let H = H1. Then, the corresponding LRBs are:
L0(AH) =
{
iH(x1) = (−,−), iH(x2) = (0,−), iH(x3) = (+,−),
iH(x4) = (+, 0), iH(x5) = (+,+)
}
,
and in a table form in Table 5, and
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(iH(xi))1 (iH(xi))2
iH(x1) − −
iH(x2) 0 −
iH(x3) + −
iH(x4) + 0
iH(x5) + +
Table 5. L0(AH) in a table form
L0(A)|H = ϕ(L0(AH)) =


iA(f1) = (0,+,+,+), iA(f2) = (0, 0,+,+),
iA(f3) = (0,−,+,+), iA(f4) = (0,−, 0,+),
iA(f5) = (0,−,+,+)

 ,
and in a table form in Table 6.
(iA(fj))1 (iA(fj))2 (iA(fj))3 (iA(fj))4
iA(f1) 0 + + +
iA(f2) 0 0 + +
iA(f3) 0 − + +
iA(f4) 0 − 0 +
iA(f5) 0 − + +
0 −(iH(xi))1 ((iH (xi))2)
2 +
.
Table 6. L0(A)|H in a table form, where in the last row, the relations to L0(AH) are presented.
We deal with ϕ(L0(AH)) coordinate by coordinate:
(a) First, note that (ϕ(L0(AH)))1 = 0 (property (1) of the proposition). In the table form,
all the values in the first column of Table 6 are 0.
(b) Since H2 ∩ H = {p1} where m1 = multi(p1) = 1, then by property (2)(b) of the
proposition,
(ϕ(L0(AH)))2 = −(L0(AH))1
(note the scalar multiplication by (−1)). In the table form, the second column of Table
6 is equal to the first column of Table 5 multiplied by the scalar (−1).
(c) Since H3 ∩H = {p2}, where m2 = multi(p2) = 2, then again by property (2)(b) of the
proposition,
(ϕ(L0(AH)))3 = ((L0(AH))2)
2.
In the table form, the values in the third column of Table 6 are equal to the square of
the corresponding values of the second column of Table 5.
(d) Since H4 ∩H = ∅, then (ϕ(L0(AH)))4 = + (by property (2)(a) of the proposition). In
the table form, all the values in the fourth column of Table 6 are +.
(2) Relabel the CL arrangement in Figure 18(a), such that the conic will be now labeled as H1,
see Figure 19(a).
The faces of AH1 are denoted by x1, . . . , x6 (see Figure 19(c); note that the section
between p′1 and p1 is ignored) and their corresponding faces in the CL arrangement A are
denoted by f1, . . . , f6 (see Figure 19(a)). Let H = H1. As was explained in Definition 3.9,
one can induce an LRB structure on AH . Then, the corresponding LRBs are:
L0(AH) =
{
iH(x1) = (0,−,−), iH(x2) = (+,−,−), iH(x3) = (+, 0,−),
iH(x4) = (+,+,−), iH(x5) = (+,+, 0), iH(x6) = (+,+,+)
}
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Figure 19. Another example for illustrating the result of Proposition 3.11: fi are
the faces contained in the conic H1 in the face set L(A) (see part (a)). xi are the
faces of the face set L0(AH1) (see part (c)). The three parts illustrate the process
of associating an LRB structure to the conic H1. First, we remove a point p
′
1 from
H1 to the left of p1 (see part (b)). Then, we consider H1 as a section with this point
deleted, i.e. a segment which starts from p1 (see part (c)).
and in a table form in Table 7, and
(iH(xi))1 (iH(xi))2 (iH(xi))3
iH(x1) 0 − −
iH(x2) + − −
iH(x3) + 0 −
iH(x4) + + −
iH(x5) + + 0
iH(x6) + + +
Table 7. L0(AH) in a table form
L0(A)|H = ϕ(L0(AH)) =


iA(f1) = (0, 0,−,+), iA(f2) = (0,−,−,+),
iA(f3) = (0,−,−, 0), iA(f4) = (0,−,−,−),
iA(f5) = (0,−,−, 0), iA(f6) = (0,−,−,+)


and in a table form in Table 8.
(iA(fj))1 (iA(fj))2 (iA(fj))3 (iA(fj))4
iA(f1) 0 0 − +
iA(f2) 0 − − +
iA(f3) 0 − − 0
iA(f4) 0 − − −
iA(f5) 0 − − 0
iA(f6) 0 − − +
0 −((iH(xi))1)
2 − (iH(xi))2 · (iH(xi))3
Table 8. L0(A)|H in a table form, where in the last row, the relations to L0(AH) are presented.
We deal with ϕ(L0(AH)) coordinate by coordinate:
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(a) First, note that (ϕ(L0(AH)))1 = 0 (property (1) of the proposition). In the table form,
all the values in the first column of Table 8 are 0.
(b) Since H2 ∩ H = {p1}, where m1 = multi(p1) = 2, then by property (2)(b) of the
proposition, we have: (ϕ(L0(AH)))2 = −((L0(AH))1)
2 (note the scalar multiplication
by (−1)). In the table form, the values in the second column of Table 8 are equal to
the square of the corresponding values in the first column of Table 7 multiplied by the
scalar (−1).
(c) Since H3 ∩H = ∅, then (ϕ(L0(AH)))3 = − (by property (2)(a) of the proposition). In
the table form, all the values in the third column of Table 8 are −.
(d) Since H4 ∩H = {p2, p3}, where
m2 = multi(p2) = m3 = multi(p3) = 1,
then by property (2)(b) of the proposition,
(ϕ(L0(AH)))4 = (L0(AH))2 · (L0(AH))3.
In the table form, the values in the fourth column of Table 8 are equal to the usual
multiplication of the corresponding values in the second and the third columns of Table
7.
Remark 3.13. Note that if every singular point is locally a transversal intersection of several
components (as in the case, for example, of a line arrangement), then one can easily see that
Proposition 3.11 is indeed a generalization of Lemma 3.2.
Proof of Proposition 3.11. We start by proving that ϕ is a bijection, which is not an isomorphism.
As in the proof of Lemma 3.2, ϕ is injective, since if there were two faces in L0(AH) sent to the
same face in L0(A)|H , that would have meant that these two different faces on H have the same
mutual position with respect to all the other components H2, . . . ,Hm, which is impossible. By the
fact that ♯(L0(A)|H) = ♯L0(AH), we get that ϕ is bijection.
On the other hand, we show now that ϕ is not necessarily a homomorphism. We use the same
notations introduced in Remark 3.1. Let A be the CL arrangement presented in Figure 18(a)
above, and let H = H4. Let a and c be the intersection points of H with the conic and let b
be the 1-dimensional segment between them (see also Figure 18(c)). When considering a, b, c as
faces of AH , then in L0(AH), iH(a)iH (c) = iH(b). However, when considering a, b, c as faces of A
(see Figure 18(a)), iA(a) and iA(c) have a zero value in the coordinate corresponding to the conic.
However, iA(b) does not have a zero value in that coordinate (since b is not contained in the conic).
Thus, in L0(A): ϕ(iH(a))ϕ(iH (c)) = iA(a)iA(c) 6= iA(b) = ϕ(iH(b)).
Now we pass to the proof of the two properties of ϕ. The proofs of properties (1) and (2)(a) are
identical to the corresponding proofs in Lemma 3.2.
We now prove property (2)(b). Let j > 1 and assume that H ∩Hj = {pi | i ∈ Kj}. Let c be a
face of A which lays in the component H. Note that if c = {pk} for k ∈ Kj , then (iH(c))k = 0 in
L0(AH) and (iA(c))j = 0 in L0(A)|H = ϕ(L0(AH)) ⊂ L0(A); thus property (2)(b) is satisfied for a
0-dimensional face c.
Therefore, we can assume that the face c has dimension 1. Then, either c ⊂ {fj > 0} or
c ⊂ {fj < 0}. We claim that iA(c) is determined by the mutual position of c with respect to the
singular points {pi | i ∈ Kj}: the (usual) product of the signs (of the i
th coordinate of L0(AH),
where i ∈ Kj) determines whether c is in {fj > 0} or in {fj < 0}. We check explicitly all the
possible cases:
(1) If H ∩Hj = {pi} is a single transversal intersection point (mi = multi(pi) = 1), then, as H
and Hj have only one intersection point in R
2, we can proceed as in the proof of property
(2)(b) in Lemma 3.2.
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(2) If H ∩Hj = {pi} is a single tangent point (mi = multi(pi) = 2), then we claim that the j
th
coordinate of ϕ(L0(AH)) is constant: either + or − (except for the face x = {pi}, whose sign
in the jth coordinate is 0, as was described above for the case of a 0-dimensional face). This
is since H is either entirely outside or entirely inside the domain {fj > 0}, and the value
of the jth coordinate is determined by the signs attached to the two domains of the plane
divided by the curve Hj. In the first case (iA(c))j = + and in the second case (iA(c))j = −.
Also, in any case, ((iH(c))i)
2 = + and thus we proved that (iA(c))j = ±((iH(c))i)
2 = {±1},
thus the jth coordinate of ϕ(L0(AH)) is indeed constant.
(3) Generalizing cases (1) and (2), if H ∩ Hj = {pi} is a single singular point of multiplicity
mi = multi(pi) > 2, then we are only interested in the parity of mi. If mi is even, then
locally at pi, the curve H does not cross Hj to its “other side” (i.e. it is contained only in
the domain {fj ≥ 0} or in the domain {fj ≤ 0}), and thus the treatment of this case is as
in case (2), where mi = 2. If mi is odd, then locally at pi, the curve H does cross Hj to its
“other side”, and thus the treatment of this case is as in case (1), where mi = 1.
(4) Assume now that H ∩ Hj = {ps1 , ps2} is two transversal intersection points (i.e. ms1 =
multi(ps1) = ms2 = multi(ps2) = 1; for example, when H is a conic and Hj is a circle
intersecting H transversally in two points, see Figure 20(1)(a)). Recall that the structure
of the induced LRB of a pointed real curve C ∪ {p1, . . . , pk} (see Section 3.2) allows us to
think on faces which are to the right (or to the left) of a point pi, 1 ≤ i ≤ k. Without loss
of generality, we can assume that ps2 is to the right of ps1 .
If H is an unbounded curve, then the fact that c ⊂ {fj > 0} is equivalent to the fact
that c is to the right of ps2 (as presented in Figures 20(1)(a) and 20(1)(b)) or to the left of
ps1 . In the first case:
(iH(c))s1 · (iH(c))s2 = + ·+ = + = (iA(c))j .
In the second case:
(iH(c))s1 · (iH(c))s2 = − · − = + = (iA(c))j .
We use a similar argument when c ⊂ {fj < 0}.
If H is a (bounded) oval, then, as described in Definition 3.9, one chooses a point p
infinitesimally-close to a point pi ∈ {p1, . . . , pk}. Thus, an LRB structure of the set of
faces of AH is induced independently of the choice of the point p, when looking on H as a
(bounded) segment (by Proposition 3.10). Therefore, we can use the same argument used
in the case of an unbounded curve.
(5) Generalizing case (4), assume that H∩Hj = {ps1 , . . . , psn}, i.e. the intersection of H andHj
is a transversal intersection of n points (msi = multi(psi) = 1 for 1 ≤ i ≤ n). An example
for this case is when H be a parabola and Hj is a circle intersecting H transversally at 4
points, see Figure 20(2)(a).
Assume that H is an unbounded connected curve and thus without loss of generality, we
can numerate the points {psi} consecutively, such that the point psn will be the rightmost
point. Assume also that in L0(A), the domain {fj > 0} induces the sign + in the j
th
coordinate. Let c be a 1-dimensional face in AH . Assume now that c is to the right of psn
(e.g. the section c1 in Figures 20(2)(a) and 20(2)(b)). Thus
(iH(c))s1 · . . . · (iH(c))sn = + · . . . ·+ = +
in L0(AH). In addition, if c ⊂ {fj > 0}, then in L0(A) (or, more specifically, in L0(A)|H),
(iA(c))j = + (otherwise, if c ⊂ {fj < 0}, then (iA(c))j = −).
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Figure 20. Examples for the proof of cases (4) and (5) of Proposition 3.11: Part (1)(a)
illustrates the situation of case (4), and part (1)(b) presents the restricted arrangement AH .
In this example, we have:
(iA(c))j = + = + ·+ = (iH(c))s1 · (iH(c))s2 .
Part (2)(a) illustrates the situation of case (5), and part (2)(b) presents the restricted
arrangement AH . In this example, we have:
(iA(c1))j = + = + ·+ ·+ ·+ = (iH(c1))s1 · (iH(c1))s2 · (iH(c1))s3 · (iH(c1))s4 ,
(iA(c2))j = − = − ·+ ·+ ·+ = (iH(c2))s1 · (iH(c2))s2 · (iH(c2))s3 · (iH(c2))s4 ,
(iA(c3))j = + = − · − ·+ ·+ = (iH(c3))s1 · (iH(c3))s2 · (iH(c3))s3 · (iH(c3))s4 .
Now, if we move to the consecutive 1-dimensional face c′, adjacent to c (i.e. between psn
and psn−1 ; see e.g. the section c2 in Figures 20(2)(a) and 20(2)(b)), then in L0(AH):
(iH(c
′))s1 · . . . · (iH(c
′))sn−1 · (iH(c
′))sn = + · . . . ·+︸ ︷︷ ︸
n−1 times
·− = −,
while in L0(A), as c
′ ⊂ {fj < 0} (if indeed c ⊂ {fj > 0}), (iA(c
′))j = −. Note that if
c ⊂ {fj < 0}, then c
′ ⊂ {fj > 0}, so (iA(c
′))j = +, i.e. it is a constant scalar multiplication
by {±1} of
n∏
v=1
(iH(c
′))sv .
In this way, we can proceed to the next adjacent 1–dimensional face and so on (e.g. the
section c3 in Figures 20(2)(a) and 20(2)(b)), till we have reached to the leftmost face, i.e.
to the face to the left of ps1 , proving property (2)(b) for this type of intersection.
The treatment of the case when H is a bounded oval is similar to the former case (see
also case (4)).
(6) In other cases, i.e. when H ∩Hj = {ps1 , . . . , psn} and msi = multi(psi) ≥ 1, then this case
is treated as case (5) (i.e. treating the faces sequentially, starting from the rightmost face
and continuing to its adjacent face, and so on), combined with the insights of cases (1), (2)
and (3).
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
4. CL arrangements: Chamber counting
In this section, we generalize the chamber counting formula known for line arrangements, to the
case of CL arrangements (Section 4.2). We start by recalling the chamber counting formula for
hyperplane arrangements (Section 4.1).
4.1. Preliminaries: Chamber counting for line arrangements. Let A = {H1, . . . ,Hn} ⊂ R
2
be a line arrangement, and let fi ∈ R[x, y] be the corresponding forms of the lines. Let L = L(A) be
the semi-lattice of nonempty intersections of elements of A. The main reference for this subsection
is [26].
As before, given H ∈ A, let AH = A − {H} be the deleted arrangement in R2, and let AH ={
K ∩H | K ∈ AH
}
be the restricted arrangement in H. Let C(A) be the set of chambers of A,
i.e. the connected components of R2 −A. Then, Zaslavsky’s chamber counting formula [38] states
that:
(1) |C(A)| =
∣∣C (AH)∣∣+ |C (AH)| .
Remark 4.1. One can give a simple set-theoretic proof for this formula: Deleting a hyperplane
H from the arrangement A induces a surjection of LRBs f : L0(A)→ L0
(
AH
)
, which deletes the
coordinate corresponding to the hyperplane H. Thus, |C(A)| is equal to the sum of the number of
chambers of the deleted arrangement AH plus the number of chambers which are identified by the
map f . Given C1, C2 ∈ C(A), note that f(C1) = f(C2) if and only if C1 and C2 share a common
codimension-1 face contained in H, i.e. a chamber of the restricted arrangement AH . Hence, the
number of the identified chambers is equal to the number of the chambers of AH , and Equation
(1) follows.4
Note that if we denote by I(A) the unique two-sided ideal of the LRB L(A) (which consists of
the set of the chambers of A), Equation (1) is equivalent to the following equation:
|I(A)| =
∣∣I (AH)∣∣+ |I (AH)| .
Remark 4.2. Other restrictions on the combinatorics of real and complex line arrangements can be
found, for example, in Hirzebruch’s seminal paper [23], but we do not deal with their generalizations
here. Note also that Equation (1) holds for any hyperplane arrangement and not only for line
arrangements.
4.2. Chamber counting for CL arrangements. In this section, we develop an restriction-
deletion formula for real CL arrangements (see Proposition 4.8 below), since Equation (1) for
chamber counting does not hold anymore in this case. Additionally, we look at the connections
between the amended formula we introduce and Zaslavsky’s generalization [39].
We start with a simple example: for the CL arrangement A appearing in Figure 21, we have:
|C(A)| = 4,
∣∣C (AH)∣∣ = 2, |C (AH)| = 3 ⇒ |C(A)| 6= ∣∣C (AH)∣∣+ |C (AH)| .
On the other hand:∣∣C (AC)∣∣ = 2, |C (AC)| = 2 ⇒ |C(A)| = ∣∣C (AC)∣∣+ |C (AC)| .
Thus, the restriction-deletion formula has to be changed. In order to formulate this change
accurately, we start by introducing some definitions.
4 This proof was introduced to us by an anonymous referee.
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H
C
Figure 21. An example for illustrating the problem with the usual restriction-
deletion formula (Equation (1)) for the case of CL arrangements:
4 = |C(A)| 6=
∣∣C (AH)∣∣+ |C (AH)| = 2 + 3 = 5.
Definition 4.3. Let A ⊂ R2 be a real CL arrangement.
(1) Let H ∈ A. Define the function:
bound : C(AH)→ {Y ∈ P (C(A)) : |Y | = 2}
bound(E) = {X1,X2} where E ⊂ X1 ∩X2,
where P (C(A)) is the power set of C(A) and X is the (topological) closure of X.
(2) For E1, E2 ∈ C(AH), define the following equivalence relation ∼:
E1 ∼ E2 ⇔ bound(E1) = bound(E2),
and define:
b(H) = C (AH) / ∼ .
For example, for the CL arrangement presented in Figure 22, |b(H)| = 2.
H
1
1
2
Figure 22. An illustration of the different elements in b(H). The bold sections
labeled by 1 are identified in b(H).
Proposition 4.4. Let Hj ∈ A = {H1, . . . ,Hn} be a component of a real CL arrangement A, and
let E1, E2 ∈ C(AHj ). Then:
bound(E1) = bound(E2) ⇒ i(E1) = i(E2).
Proof. Let pi ∈ Ei, where i ∈ {1, 2}, be two generic points. Since bound(E1) = bound(E2), there
exists a path P : [0, 1] → R2, such that P (0) = p1, P (1) = p2 and P (t) ∩ A = ∅ for 0 < t < 1,
otherwise any path P starting at p1 would have to pass to another 2-dimensional face in order to
reach p2, and thus bound(E1) 6= bound(E2) (see Figure 23). Note that there may exist a path that
connects the points p1 and p2, and intersects another 2-dimensional face; however this does not
necessarily mean that bound(E1) 6= bound(E2).
The point P (0) = p1 ∈ Hj is on a 1-dimensional face E1 ⊆ Hj and hence only one entry in its
vector of signs i(p1) is zero. Therefore, if i(p1) = (a1, . . . , aj−1, 0, aj+1, . . . , an) where 0 6= ai ∈ L
1
2
for i 6= j, then for every 0 < ε ≪ 1, i(P (ε)) = (a1, . . . , aj−1, aj , aj+1, . . . , an) where 0 6= aj ∈ L
1
2,
since all the points which are in the neighbourhood of p1 have the same mutual position with respect
to the other components Hi ∈ A, i 6= j, as p1. By Remark 2.6, we have: i(P (ε)) = i(P (1 − ε)).
Since p2 ∈ Hj, then (i(p2))j = 0 and all the other entries of i(p2) are the same as i(P (1−ε)); hence
i(p2) = i(p1). 
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H3
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p2
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E2
+
-
+
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Figure 23. An example illustrating the proof of Proposition 4.4: we have E1 ∼ E2.
Hence, for any choice of points p1 ∈ E1 and p2 ∈ E2, we have: i(p1) = i(p2) =
(+, 0,−), and for any point p′ on the path P which connects E1 and E2, we have:
i(p′) = (+,+,−).
The opposite direction of Proposition 4.4 is not correct, as can be seen in the CL arrangement
presented in Figure 24. Although the two faces A,B have the same vector of signs: i(A) = i(B) =
(0,+,+), we have:
{C1, C3} = bound(A) 6= bound(B) = {C1, C2},
where C1, C2, C3 are 2-dimensional faces.
A B
C1
C2C3
H1
H2
H3
- +
+
-
+
-
Figure 24. An example showing that i(A) = i(B) does not imply bound(A) = bound(B).
Remark 4.5. For a CL arrangement A, let E1, E2 ∈ C(AH) be two different (1-dimensional open)
faces in H ∈ A. The component H divides the plane into two regions: R1 and R2. Assuming that
E1 ∼ E2, then by definition: bound(E1) = bound(E2), which means that there exists two paths
Pi : [0, 1] → R
2 for i ∈ {1, 2}, such that P1(0) = P2(0) ∈ E1 and P1(1) = P2(1) ∈ E2 and for
0 < t < 1, P1(t) ∩ A = P2(t) ∩ A = ∅, but P1(t) ⊂ R1 and P2(t) ⊂ R2 (see Figure 25(a)).
Proposition 4.6. Let A be a CL arrangement and H ∈ A. Then:
(1) |b(H)| ≤ |C (AH) |.
(2) If A consists only of lines and parabolas, then |b(H)| = |C (AH) |.
Proof. (1) Obvious.
(2) We have to show that for every two sections E1, E2 ∈ C(AH), we have: E1 6∼ E2. Taking into
account the notations of Remark 4.5, we assume by contradiction that E1 ∼ E2 and hence the two
paths P1, P2 mentioned in Remark 4.5 exist. Then, at least one of the boundary points of the face
E1 (i.e. an intersection point of two components of A) is also contained in another component H
′,
intersecting H (see Figures 25(b) and 25(c)). Since H ′ is either a line or a parabola, this means
the following: if H ′ is a line, every two optional paths P1 and P2 would have to intersect H
′ if
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E1H
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P2
Figure 25. Part (a) is an example for Remark 4.5 regarding the equivalence of the
sections E1 and E2. Parts (b) and (c) are examples for the proof of Proposition
4.6(2).
we wish to connect E1 and E2 (see Figure 25(b)). If H
′ is a parabola, there would exist only one
path (e.g. P1) that would connect E1 and E2 without intersecting H
′, but the second path would
have to intersect it (see Figure 25(c)). Hence, in any case, for every E1, E2 ∈ C(AH), we have:
E1 6∼ E2, since crossing an unbounded component will necessarily change the chamber. So we have:
|b(H)| = |C (AH) | for any component H ∈ A. 
Here one can pose the following question:
Question 4.7. Is there a necessary and sufficient condition on a CL arrangement A and a com-
ponent H ∈ A such that |b(H)| = |C(AH)|?
Now, we are ready to present the generalized restriction-deletion chamber counting formula for
CL arrangements:
Proposition 4.8. Let H ∈ A be a component of a real CL arrangement A. Then:
|C(A)| = |C
(
AH
)
|+ |b(H)|.
Note that by Proposition 4.6(2), Proposition 4.8 is indeed a natural generalization of the situ-
ation for line arrangements to the case of real CL arrangements. It also means that the original
Zaslavsky’s chamber counting formula holds for CL arrangements consisting of only lines and
parabolas.
Proof of Proposition 4.8. For every chamber X ∈ C
(
AH
)
satisfying H ∩X 6= ∅, H divides X into
a certain number of chambers; we denote this number by kX . Thus:
|C(A)| = |C
(
AH
)
|+
∑
X∈C(AH )
H∩X 6=∅
(kX − 1),
since every chamber X ∈ C
(
AH
)
in the sum splits into kX chambers, but we do not count X itself,
as it is already counted in
∣∣C (AH)∣∣. For each X ∈ C (AH) in the sum, denote:
X =
kX⋃
i=1
Xi, HX = H ∩X,
that is, (the interior of) X is divided into kX chambers Xi, whose union (of their closure) is (the
closure of) X.
Note that HX is possibly a union of disjoint sections, each of which is an element of C (AH).
Therefore, we need to prove that 1+ |b (HX)| = kX . We numerate the sections of HX consecutively,
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which induces a numeration E1, E2, . . . of the different sections of b (HX) from right to left (note
that Ei, i ≥ 1, is an equivalence class of elements in HX). For each Ei ∈ b (HX), 1 ≤ i ≤ |b (HX)|,
we look at the pair bound(Ei) = {Xi1 ,Xi2}; see Figure 26 for an example.
H
E1E2E3E3E4
X1
X2
X3
X4
X5
C
Figure 26. An example for the partition of HX , where X = X1 ∪ · · · ∪ X5 is a
chamber bounded by the conic C and X1, . . . ,X5 are the chambers whose union of
their closure is the closure of X. The equivalence classes of the sections of HX =
H ∩X are E1, . . . , E4.
We claim that for all i, we have |bound(Ei) ∩ bound(Ei+1)| = 1. Indeed,
|bound(Ei) ∩ bound(Ei+1)| < 2,
otherwise Ei = Ei+1 by the definition of the equivalence relation. Assume by contradiction that
|bound(Ei) ∩ bound(Ei+1)| = 0. This means that we have the situation depicted in Figure 27.
EiEi+1
X1
X2
X3
X4
Figure 27. An illustration for the situation |bound(Ei) ∩ bound(Ei+1)| = 0
However, this situation is impossible, since these sections ofHX are consecutive, and if {X1,X2}∩
{X3,X4} = ∅, then Ei and Ei+1 will not dissect the same (single) chamber X ∈ C
(
AH
)
(since
X1,X2 and X3,X4 will be contained in different chambers of C
(
AH
)
) – indeed, even before the
equivalence relation ∼, one can connect a generic point from Ei with a generic point from Ei+1 by a
continuous path which lays only in X, which mean that the above intersection is always non-empty
(see also Remark 2.6).
Thus, we define recursively the map ℓX : b(HX) → {X1, . . . ,XkX} as follows: Let bound(E1) =
{X1,X2}. Assume, after possible renumeration, that X2 ∈ bound(E2) (as was proved above,
it is not possible that either both X1 and X2 belong to bound(E2) or both X1 and X2 do not
belong to bound(E2)). Hence, we define ℓX(E1) = X2. For i > 1, define ℓX(Ei) to be the
chamber X ′ satisfying that X ′ ∈ bound(Ei) and for every j < i, ℓX(Ej) 6= X
′. This means
that if Y is a chamber such that there exists k such that Y ∈ bound(Ek) ∩ bound(Ek+1), then
Y ∈ Image(ℓX). Note that for every i > 1 there is only one way to choose ℓX(Ei) (recall that
|bound(Ei) ∩ bound(Ei+1)| = 1 for each i). By its definition, the map ℓX is injective, hence
|b(HX)| ≤ kX −1 (since X1 6∈ Image(ℓX)). Note that in CL arrangements it is not possible that X1
will appear again as a boundary of a non-consecutive section of H. This might occur if one deals
with curves of degree 4 or higher.
For proving that |b(HX)| = kX − 1, assume on the contrary that |b(HX)| < kX − 1. Then there
are at least two chambers in {X1, . . . ,XkX} which are not in the image of ℓX . One of them is X1
(by the construction above). Denote the other chamber by Xj , where 1 < j ≤ kX .
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Hence, there exists t such that 1 < t ≤ |b(HX)| such that Xj ∈ bound(Et). By the definition
of bound and the discussion above, either Xj ∈ bound(Et−1) ∩ bound(Et), or Xj ∈ bound(Et) ∩
bound(Et+1), or Xj ∈ bound
(
E|b(HX)|
)
. In the first two cases, Xj ∈ Image(ℓX) by the definition
of ℓX , which is a contradiction. In the last case, denote: bound
(
E|b(HX)|
)
= {Y ′, Y ′′}. By the
construction, one can assume that
Y ′ ∈ bound
(
E|b(HX)|−1
)
∩ bound
(
E|b(HX)|
)
.
Hence, by the definition of ℓX , ℓX
(
E|b(HX)|−1
)
= Y ′, and so we have: Y ′ ∈ Image(ℓX) which implies
that: Xj = Y
′′, and then necessarily by the definition of ℓX , we have that:
ℓX
(
E|b(HX)|
)
= Y ′′ = Xj ,
which is a contradiction. The contradiction implies that our assumption |b(HX)| < kX − 1 was
false, and hence |b(HX)| = kX − 1. 
Remark 4.9. A set-theoretic proof for Proposition 4.8 can be given, which is a generalization of
the one given in Remark 4.1 for line arrangements. Still this proof is based on arguments given in
the previous proof of Proposition 4.8.
As in the case of line arrangements, deleting a component H from the arrangement A induces a
surjection of LRBs f : L0(A) → L0(A
H), which deletes the sign corresponding to the component
H. Thus, the number of chambers of A is equal to the sum of the number of chambers of AH
plus the number of chambers which are identified by the map f . We have shown in the proof of
Proposition 4.8 that the map ℓX : b(H) → {X2, . . . ,XkX} is a bijection between the number of
chambers which are identified by the map f and the elements in b(H), and therefore the result
follows as in the proof presented in Remark 4.1.
We conclude this section by several remarks.
Remark 4.10. By the same arguments we have used above, one can easily see that Proposition 4.8
holds for CL arrangements in RP2 too. However, the definition of the function bound in Definition
4.3(1) should be changed as follows:
bound : C(AH)→ {Y ∈ P (C(A)) : |Y | ≤ 2}
bound(E) = {X1,X2} such that E ⊂ X1 ∩X2 or E ⊂ X1.
Remark 4.11. Zaslavsky [39, Theorem 7.1] offers a different way for computing the number of
chambers induced by a CL arrangementA. However, this formula computes the number of chambers
directly and does not give a recursion as in Proposition 4.8 (which is similar to his original chamber
counting formula for line arrangements). Indeed, computing |C(A)| − |C(AH)| from Zaslavsky’s
formula for a CL arrangement will depend on whether H is a line, a parabola or an ellipse. For
example, if H is a line or a parabola, then we get that:
|C(A)| − |C(AH)| = 1 + |{vj ∈ H}| = |C(AH)|,
where the set {vj} is the set of intersection points (in L(A)) on H. Note that the rightmost equality
is due to the fact that H is a line or a parabola (by Proposition 4.6(2)).
Remark 4.12. There are several other restriction-deletion theorems with respect to CL arrange-
ments in other contexts, which might be connected to the generalization of Zaslavsky’s restriction-
deletion chamber counting formula. We survey some of them here.
Schenck and Tohaneanu [30] proved the existence of other restriction-deletion theorems with
respect to the module of A-derivations D(A) for a CL arrangement A (for its definition, see the
Appendix in Section 5.2 below). However, the connection between these theorems and the results
we have obtained with respect to a deleted or restricted CL arrangement is not clear.
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First, the restriction-deletion theorems in [30, Theorem 2.5 and Theorem 3.4] for the module
of A-derivations D(A) can be applied only for free quasihomogeneous (see [30, Definition 1.6])
triples
(
AH ,A,AH
)
(where H ∈ A; note that line arrangements are always quasihomogeneous).
However, the restriction-deletion proposition for chamber counting (see Proposition 4.8) works for
all CL arrangements, and the restriction-deletion proposition for L0(A) (see Proposition 3.11) can
be applied only when L0(A) is an LRB.
Second, for deleting a component H, the restriction-deletion chamber counting formula (Propo-
sition 4.8) depends on the number of 1-dimensional faces in L(A) on this component which are
equivalent under ∼, an equivalence relation which does not appear in the restriction-deletion the-
orem for D(A) for deleting a component (see [30, Theorem 2.5]).
Moreover, while for line arrangements, the connection between these theorems is obvious, for CL
arrangements the connection is more subtle. For a free line arrangement L (see its definition in the
Appendix in Section 5.2 below), the chamber counting formula can be induced by the restriction-
deletion theorem with respect to D(L): indeed, the addition-deletion formula for D(L) implies the
restriction-deletion formula for the characteristic polynomial π(L, t) [26, Theorem 4.61] and since
π(L, 1) = |C(L)|, the restriction-deletion formula for chamber counting follows. However, for a free
quasihomogeneous CL arrangement A, the connections between the different restriction-deletion
theorems (for D(A), for π(A, t) and for C(A)) are not clear; for example, π(A, 1) 6= |C(A)| even for
the CL arrangement A which consists of a line intersecting transversally a conic. We leave this for
further investigation.
Moreover, note that while the characteristic polynomial is combinatorially determined (for any
arrangement of curves in C2), the module of A-derivations D(A) for a CL arrangement A is not: in
[30], a pair of combinatorially-equivalent CL arrangements having different modules ofA-derivations
is presented.
5. Appendix
In this appendix, we introduce some of the notions related to hyperplane arrangements which
were mentioned in the paper. All the material presented in this section can be found in [26].
5.1. The Poincare´ polynomial and Zaslavsky’s restriction-deletion theorem. Let A be a
real hyperplane arrangement in V = Rn and let L = L(A) be its intersection lattice. Define the
Mo¨bius function µA = µ : L× L→ Z as follows:

µ(X,X) = 1 if X ∈ L,∑
X≤Z≤Y
µ(X,Z) = 0 if X,Y,Z ∈ L and X < Y,
µ(X,Y ) = 0 otherwise.
For X ∈ L, define µ(X) = µ(V,X).
Now we can define the Poincare´ polynomial:
Definition 5.1. Let A be a real hyperplane arrangement in Rn with intersection lattice L and
Mo¨bius function µ. Let t be an indeterminate. Define the Poincare´ polynomial of A as follows:
π(A, t) =
∑
X∈L
µ(X)(−t)r(X)
where r(X) = codim(X) is the rank function.
Zaslavsky’s restriction-deletion theorem [38] claims the following connection between the Poincare´
polynomials of the arrangement, the deleted arrangement and the restricted arrangement:
(2) π(A, t) = π(AH , t) + t · π(AH , t)
for any hyperplane H ∈ A.
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5.2. Module of derivations and free arrangements. Let A be a real hyperplane arrangement
in V = Rn. Define S = S(V ∗) to be the symmetric algebra of the dual space V ∗ of V . Note that
if x1, . . . , xn is the basis for V
∗, then S ∼= R[x1, . . . , xn].
A derivation of S over R is a linear map θ : S → S over R satisfying: θ(fg) = fθ(g) + gθ(f)
for all f, g ∈ S. The set of derivations of S over R is denoted by DerR(S). One can easily see
that DerR(S) is a free S-module of rank n, where its basis is {D1, . . . ,Dn} where Di(f) =
∂f
∂xi
(for
references, see [26, Chapter 4]).
For any f ∈ S, define:
D(f) = {θ ∈ DerR(S) | θ(f) ∈ fS}.
Note that D(f) is an S-submodule of DerR(S).
In this setting, we can define the module of A-derivations and a free arrangement:
Definition 5.2. Let A be a real hyperplane arrangement in V = Rn with defining polynomial
Q(A) =
∏
H∈A
αH where H = ker(αH). The module of A-derivations is: D(A) = D(Q(A)).
Definition 5.3. An arrangement A is called free if D(A) is a free module over S.
Let Sp be the subspace of S ∼= R[x1, . . . , xn] consisting of 0 and the homogeneous polynomials
of degree p for p ≥ 0. For p < 0, define Sp = 0. Then: S =
⊕
p∈Z Sp is a graded R-algebra. A
nonzero element θ ∈ DerR(S) is homogeneous of polynomial degree p if θ =
n∑
k=1
fkDk and fk ∈ Sp
for 1 ≤ k ≤ n. In this case, we write pdeg(θ) = p.
Here we define the notion of exponents of a free arrangement A:
Definition 5.4. Let A be a free arrangement and let {θ1, . . . , θn} be a homogeneous basis for D(A).
We call pdeg(θ1), . . . ,pdeg(θn) the exponents of A and write:
exp(A) = {pdeg(θ1), . . . ,pdeg(θn)}.
Note that exp(A) may have repetitions and its order should be neglected.
The addition-deletion theorem ([32], see also [26, Theorem 4.51]) states the following connection
between the freeness properties of A, AH and AH :
Theorem 5.5. Suppose that A is a non-empty hyperplane arrangement and let H ∈ A. Any two
of the following statements imply the third:
(1) A is free with exp(A) = {b1, . . . , bn−1, bn}.
(2) AH is free with exp(AH) = {b1, . . . , bn−1, bn − 1}.
(3) AH is free with exp(AH) = {b1, . . . , bn−1}.
Note that Equation (2) in Section 5.1 can be induced by Theorem 5.5 (see [26, Chapter 4]).
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