Abstract-We present a new outer bound for the sum capacity of general multi-unicast deterministic networks. Intuitively, this bound can be understood as applying the cut-set bound to concatenated copies of the original network with a special restriction on the allowed transmit signal distributions. We first study applications to finite-field networks, where we obtain a general outer-bound expression in terms of ranks of the transfer matrices. We then show that, even though our outer bound is for deterministic networks, a result from [1] relating the capacity of AWGN K×K×K networks and the capacity of a deterministic counterpart allows us to establish an outer bound to the DoF of K×K×K wireless networks with general connectivity. This bound is tight in the case of the "adjacent-cell interference" topology, and yields graph-theoretic necessary and sufficient conditions for K DoF to be achievable in general topologies.
I. INTRODUCTION
Characterizing network capacity is one of the central problems in network information theory. While this problem is in general unsolved, there has been considerable success in several different research fronts. For single-flow wireline networks, for example, the capacity has been characterized first in the single-unicast scenario as a result of the max-flow mincut theorem and then in the multicast scenario using network coding [2] . Later, in [3] , the max-flow min-cut theorem was generalized for a class of linear deterministic networks, which motivated the characterization of the capacity of single-flow wireless AWGN networks to within a constant gap [3] .
In the case of multi-flow networks, i.e., when there are multiple data sources, a significant amount of work has been devoted to single-hop interference channels. For such networks, the capacity has been determined or approximated to within a constant gap in some two-user cases [4, 5] and the degrees of freedom (DoF) have been characterized in the general K-user case [6, 7] . More recently, efforts have been made towards understanding more general multi-hop multiflow networks, such as two-unicast networks (e.g., [8] [9] [10] [11] ) and K-unicast two-hop networks [12] .
A classic tool in the study of network capacity is the cut-set bound [13] . This capacity outer bound is attractive due to its generality -it applies to arbitrary memoryless networks -and the fact that it is a single-letter expression. Furthermore, it is known to be tight in multicast wireline and linear deterministic networks and within a constant gap of capacity in AWGN relay networks [3] . For multi-flow networks, however, the cut-set bound is easily seen to be arbitrarily loose. Aside from the wireline case, where improvements over the cut-set bound are known [14] , most "non-cut-set" bounds are tied to specific settings (e.g., [5, 10] ), and few general techniques are known.
In this paper, we propose a new generalization to the cutset bound for deterministic K-unicast networks. The intuition behind our bound comes from noticing that a coding scheme for a K-unicast network N , when applied to a concatenation of multiple copies of N , can be used to achieve the original rates while inducing essentially the same distribution on the transmit signals of each copy of N . Hence, one should be able to apply the cut-set bound to the concatenated network with a restriction on the possible transmit signal distributions. As we show, one can in fact require the transmit signals distribution on each copy to be the same, which can significantly reduce the values that the mutual information terms attain.
In terms of applications, we first consider linear finite-field networks. These networks have recently received attention as they allow the deterministic modeling of wireless networks and can provide insights about their AWGN counterparts. Similar to the cut-set bound in [3] , we obtain a general outer-bound expression in terms of ranks of transfer matrices. We then focus on K ×K ×K topologies. Besides being a canonical example of K-unicast multi-hop networks, as recently shown in [12] , they reveal the significant role relays can play in interference management. For binary K×K×K networks, our rank-based bound yields necessary and sufficient conditions for rate K to be achieved. Furthermore, using a result from [1] that relates the capacity of K×K×K networks under the AWGN and the truncated deterministic models, we obtain a bound on the DoF of K×K×K AWGN networks with general connectivity. This bound is tight in the case of the K×K×K topology with "adjacent-cell interference" and allows us to establish graph-theoretic necessary and sufficient conditions for K DoF to be achievable in general topologies.
II. A GENERALIZATION OF THE CUT-SET BOUND
We consider a general K-unicast memoryless network N , illustrated in Fig. 1 . The network consists of a set of nodes V, out of which we have K sources S = {s 1 , ..., s K } and 
To simplify the exposition, we assume throughout that source nodes do not receive any signals (i.e., Y si = ∅) and destination nodes do not transmit any signal (i.e., X di = ∅). We define a code (or coding scheme) C with rate tuple (R 1 , ..., R K ) and error probability P error (C) (taken to be the probability that a destination makes a decoding error, averaged over all message choices), the capacity region C and the sum capacity C Σ as usual (see [15] for details). For a K-unicast memoryless network, the classical cut-set bound states that, if (R 1 , ..., R K ) ∈ C, then there exists a distribution p(x V ) on the transmit signals (possibly with a power constraint in the case of AWGN networks) such that
We generalize (1) for deterministic networks as follows:
Theorem 1. Consider a K-unicast deterministic network N with node set V. If a rate tuple (R 1 , ..., R K ) is achievable on N , then there exists a joint distribution p(x V ) on the transmit signals of the nodes in V, such that
for all choices of node subsets
for j = 0, 1, ..., , i = 1, ..., K and any ≥ 1.
Remark 1.
If each Y v is a discrete set, since the network is deterministic, the right-hand side of (2) reduces to
).
Remark 2. The cut-set bound in (1) corresponds to = 1.
Remark 3.
If the network imposes a power constraint on the transmit signals, Theorem 1 holds for a distribution p(x V ) whose covariance matrix satisfies such a constraint.
Remark 4.
Both (1) and (2) can be used to bound the sum of a subset of the rates by treating the remaining sources and destinations as regular nodes.
The intuition behind this bound comes from noticing that a coding scheme C designed for a network N can also be applied on a concatenation of copies of N , or N , illustrated in Fig. 2 for = 2, obtained by identifying each destination of copies 1, 2, ..., − 1 with the corresponding source on the next copy. It is not difficult to see that any sequence of coding schemes {C n } designed to achieve (R 1 , ..., R K ) on N can be used to achieve the same rate tuple on N 2 (we refer to [15, 
Concatenating two copies of N to obtain N 2
Claim 1] for details). Hence, if we let V 1 and V 2 be the set of nodes of the first and second copies of the network (and
where
, and it can be seen (see [15] ) that (3) implies
which resembles (2) for = 2. The Markov chain
2 \U allows us to rewrite the second term to obtain
The issue with the bound in (5) is that the maximum is attained by product distributions p(x V1\U )p(x V2 ), eliminating the negative mutual information term. In Theorem 1, we circumvent this issue by, instead of taking cuts Ω 1 ⊂ V 1 , ..., Ω ⊂ V from concatenated copies of N , taking multiple cuts from N itself; i.e., Ω j ⊂ V, for j = 1, ..., (with the additional restriction that Ω 1 ⊇ ... ⊇ Ω ). Thus, for deterministic networks, this can be thought of as restricting the maximization in (5) to be over distributions where X V1 = X V2 with probability 1. Intuitively, this choice makes the negative mutual information term in (5) as large as possible.
Remark 5. In the case of wireline networks, the bound in Theorem 1 recovers and provides an alternative interpretation to the Generalized Network Sharing (GNS) bound [14] . Suppose we take a K-unicast wireline network N and concatenate K copies of it (in the sense of Fig. 2 ). Then a GNS-cut can be seen to be a set of edges T that, if removed simultaneously from all K copies of N , disconnects all sources from all destinations (see [15] for details). As illustrated in Fig. 3 , this corresponds to choosing Ω i for i = 1, ..., = K, in Theorem 1 to be the nodes in the ith copy of N that can be reached from the sources after T is removed from every copy.
Proof of Theorem 1: We will prove the case = 2. The general case is a straightforward generalization. We let
and we let {C n } be a sequence of coding
schemes that achieves sum rate R Σ on N . By applying coding scheme C n of block length n on N , we obtain
where (i) follows from Fano's inequality. By following the steps in the usual cut-set bound proof (see [13, Theorem 18.1] or [15] ), for term (I) we have
Term (II) can be upper-bounded by
where (i) follows because from Y 
Following [13] , we let Q be a uniform r.v. on {1, ..., n} and we setX V = X V [Q] so that Q ↔X V ↔Ỹ V , and we obtain
where n = n + n → 0 as n → ∞, concluding the proof.
III. APPLICATIONS OF THE BOUND
Following the recent interest in linear finite-field networks, as they provide a deterministic way of modeling wireless networks [3] , we obtain a general outer-bound expression for the sum capacity of layered topologies, which, in the case of binary K ×K ×K networks, yields necessary and sufficient conditions for sum rate K to be achievable. We then shift our focus to two-hop AWGN networks. Even though our outer bound only applies to deterministic networks, we will make use of a result from [1] that relates K×K×K AWGN networks with a deterministic counterpart to obtain a bound for the DoF of K×K×K networks with arbitrary connectivity. This bound, combined with a variation of the coding scheme introduced in [12] is then used to establish necessary and sufficient conditions for K DoF to be achievable and to establish the DoF for the "adjacent-cell interference" topology.
A. Linear Finite-Field Networks
A K-unicast linear finite-field network N is described by a directed graph G = (V, E). If the network is layered, the node set V can be partitioned into r subsets V 1 , V 2 , ..., V r (the layers) in such a way that E ⊂ r−1 i=1 V i ×V i+1 , and
To each edge (u, w) ∈ E we associate a nonzero channel gain F (u, w) from a given finite field F. For two sets of nodes U ⊆ V i and W ⊆ V i+1 , we let F (U, W) be the |W| × |U| transfer matrix from U to W. The received signals at layer V j+1 are given by
.., n. For conciseness, we let rank (U; W) rank F (U, W), and for Ω ⊂ V, we let Ω[j] = Ω ∩ V j . We also letC Σ = C Σ / log |F| be the normalized sum capacity. We have the following corollary of Theorem 1.
Corollary 1. For a layered K-unicast linear finite-field network N as described above, if R Σ ≤C Σ , we must have
for any node subsets Ω,
The proof consists of applying Theorem 1 with Ω 1 = Ω and Ω 2 = Θ, and using the fact that H(Ax|Bx)/ log |F| ≤ rank A B −rank B for a random vector x. See [15] for details.
We point out that it is straightforward to generalize Corollary 1 to the wireless deterministic network model from [3] or to general finite-field networks with MIMO nodes.
We now shift our focus to K×K×K networks, i.e., when r = 3 and V 2 = {u 1 , ..., u K } U. This network was recently studied in the AWGN case in [12] , where K DoF were shown to be achievable. This result suggested that relays can provide significant gains in terms of interference management, raising interest in the study of different two-hop network models. The following result provides necessary conditions for sum rate K to be achieved in the finite-field case.
Corollary 2. For a K×K×K finite-field network, ifC Σ = K, then F (U, D) and F (S, U) must be invertible and
We consider applying Corollary 1 with four different choices of Ω and Θ. For Ω = S ∪ U ∪ {d i } and
Next, choosing Ω = S ∪ U \ {u j } ∪ {d i } and Θ = {s i } yields
which, combined with (10), implies that (11) holds with equality. Since
Two other choices of Ω and Θ can be used to conclude (ii). We refer to [15] for more details. In the case F = GF (2), the conditions in Corollary 2 are in fact sufficient, and they imply the following:
. By definition, the (i, j)th entry of F (S, U) −1 can be written as the (j, i)th cofactor of F (S, U) divided by det F (S, U) = 1, i.e.,
and we conclude that F (U, D)F (S, U) = I. Obviously, in this case, sum rate K can be achieved by having each relay forward its received signal.
B. Two-hop AWGN Networks
In this section we focus on K × K × K wireless networks under an AWGN channel model. We follow the setup in Section III-A, except that F = R,
is the received signal at node v ∈ V \ S at time t, where
is the usual additive white Gaussian noise process, and there is a transmit power constraint E[X 2 v ] ≤ P for v ∈ V \ D. We will also consider the truncated deterministic channel model [3] , where we still have a power constraint on X v , but
is the received signal. The following result from [1] relates the sum DoF, D Σ , under these two models: Because of Lemma 1, any upper bound for the sum DoF of a K×K×K network (with invertible transfer matrices) under the truncated model is also a bound for the sum DoF of the corresponding AWGN network. Since the K×K×K network under the truncated channel model is a deterministic network, we can use Theorem 1 to upper-bound C Σ and also D Σ . Moreover, as implied by [3, Lemma 7.2] , the DoF of a MIMO channel under the truncated deterministic model are given by the rank of the channel matrix. Since the terms in (2) are essentially MIMO capacities, if we replaceC Σ with D Σ in Corollaries 1 and 2, they hold for truncated deterministic layered networks (see [15] for details). Consequently, from Lemma 1, they also hold for AWGN layered networks. Interestingly, the resulting necessary conditions in Corollary 2 for K DoF to be achieved on AWGN K×K×K networks are also sufficient. We will say that two node sets A, B ⊂ V are matched if there is a perfect matching between A and B in E. Then we have: The necessary part follows by the previous discussion and by noticing that, for almost all choices of channel gains, (i) and (ii) are equivalent to (i) and (ii) in Corollary 2. For the achievability, we first need the following definition and lemma. Definition 1. A K × K × K network with edge set E is diagonalizable if, for almost all assignments of real-valued channel gains to edges in E,
• F (S, U) −1 and F (U, D) have zeros at the same entries,
• F (U, D) −1 and F (S, U) have zeros at the same entries.
Whereas the Aligned Network Diagonalization (AND) scheme was introduced in [12] for the case of K ×K ×K networks with fully connected hops, it can be extended to the class of diagonalizable networks. This implies the following lemma, which we prove in [15] . 
C. Two-Hop Networks with Adjacent-Cell Interference
The bound from Corollary 1, when applied to the DoF of K ×K ×K AWGN networks, is also tight for the case of "adjacent-cell interference". As illustrated in Fig. 4 Proof: For the achievability, we consider several 2×2×2 subnetworks formed by {s i , s i+1 , u i , u i+1 , d i , d i+1 } for i = 1, 4, 7, .... In each one, we can use [9] to achieve 2 DoF, leaving the remaining nodes as "buffers" to prevent any interference between different 2 × 2 × 2 channels. It is not difficult to see that this scheme achieves In order to compute rank (u A , d B c ), we notice that with the nodes of u A and d B c we can build the matching {(1, 2),(2, 3), (5, 4) , (6, 5) , (7, 8) , (8, 9) , (11, 10) , ...} ∩ K × K, which can be verified to have cardinality 2(K − 1)/3 . Since either all the nodes in u A or all the nodes in d B c are in this matching, we conclude that rank (u A , d B c ) = 2(K − 1)/3 for almost all channel gains, and the bound in (9) reduces to K + (K + 1)/3 − 2(K − 1)/3 = 2K/3 , as we wanted to show.
