It is important to consider radiation damage to crystals caused by data collection when solving structures and critical when determining protein function, which can often depend on very subtle structural characteristics. In this study the rate of damage to specific sites in protein crystals cooled at 100 K is found to depend on the energy of the incident X-ray beam. Several lysozyme crystals were each subjected to 3-26 MGy of cumulative X-ray exposure by collecting multiple data sets from each crystal at either 9 keV or 14 keV. The integrated electron density surrounding each S atom in the structure was calculated for each data set and the change in electron density was evaluated as a function of dose at the two energies. The rate of electron density decrease per cubic Å per MGy was determined to be greater at 14 keV than at 9 keV for cysteine sulfurs involved in disulphide bridges; no statistically significant differences in the decay rates were found for methionine sulfurs. These preliminary results imply that it might be possible to minimize certain types of specific radiation damage by an appropriate choice of energy. Further experiments studying a variety of photolabile sites over a wider range of energies are needed to confirm this conclusion.
Introduction
X-ray diffraction is a powerful tool for structural biology studies; the determination of the precise location of atoms in a protein is extremely important for functional studies but the structural information obtained can be compromised as a consequence of radiation damage.
Photoabsorption is the main contributor to radiation damage at the energies commonly used for macromolecular diffraction experiments. For very small crystals it has been suggested that the photoelectron could escape, causing less damage than if all the energy was deposited in the crystal (Nave & Hill, 2005; Cowan & Nave, 2008) ; however, in larger samples the photoelectron scatters inelastically off surrounding atoms, creating several hundred secondary electrons and positively charged centers (O'Neill et al., 2002) . These secondary electrons are mobile, even at 100 K (Jones et al., 1987) , and are directed preferentially to sites of high electron affinity. These electrons add specifically to electrondeficient functional groups throughout the protein and cause secondary damage such as breakage of disulphide bridges, reduction of metal centers, recarbonization and bond cleavage of heavy atoms. These phenomena are all frequently described in radiation damage studies (for example, Burmeister, 2000; Weik et al., 2000; Berglund et al., 2002; Carugo & Carugo, 2005; Fioravanti et al., 2007; Corbett et al., 2007; Yano et al., 2005) and collectively named 'specific radiation damage', as opposed to 'global damage' which is commonly used to refer to radiation-induced changes on a global scale [e.g. loss of resolution, changes in the unit cell and mosaicity (Murray & Garman, 2002; Ravelli et al., 2002) ].
It has been experimentally determined that, at 100 K, protein crystals can absorb up to a dose of 43 MGy before losing half of their diffraction power (Owen et al., 2006) . This relatively high tolerance to radiation at cryo-temperatures means that, for a reasonably large number of samples, it is possible to collect enough data to determine the structure using only one or very few crystals. Unfortunately the effects of photoreduction often take place much earlier than detectable damage at the global level and, if one does not take these changes into account, it can lead to an erroneous interpretation of the structure (Weik et al., 2000; Berglund et al., 2002; Yano et al., 2005) . This makes it important to determine ways to slow down the damage during the data collections. Some potentially useful ways to do this include the use of scavengers (Murray & Garman, 2002; Kauffmann et al., 2006; Macedo et al., 2009) or data collection at lower temperatures Meents et al., 2010) .
Another potential avenue for reducing X-ray damage involves exploring the effects of data collection at different energies. The possible X-ray energy dependence of radiation damage has already been investigated based on theoretical and experimental approaches (Arndt, 1984; Gonzalez et al., 1994; Polikarpov, 1997; Polikarpov et al., 1997; Teplyakov et al., 1998; Mueller-Dieckmann et al., 2005; Weiss et al., 2005; Shimizu, 2007) . Experimental studies have shown no significant dependence in global radiation damage rates on X-ray energy. This is consistent with radiation damage being proportional to the energy deposited on the crystal per diffracted photon, as first suggested by Arndt (1984) .
Most experimental studies on the energy dependence of the rate of radiation damage have focused on using global metrics to quantify the effects of the damage. This requires a careful calibration of the detector response as a function of X-ray energy that has not, to date, been carried out in these types of experiments. An alternative method to quantify radiation damage consists of concentrating on the specific structural effects radiation damage has on the electron density of the sample. This method is perhaps less experimentally demanding, requiring only a careful calculation of the dose deposited on the sample at each energy. Weiss et al. (2005) have already used this approach when comparing the effects of radiation damage on cadmium metals sites at 6.2 and 12.4 keV. In that experiment, although relative peak height decreased slightly more slowly for 2F o À F c and F o À F c difference maps calculated at the lower energy, an opposite trend was observed for the anomalous difference maps, which led to the conclusion that there was no clear discernible difference in damage rate at the two energies. A rate of decay per unit of dose was not available in the Weiss et al. study.
The present study examines specific damage to S-S bonds and S-C bonds in tetragonal hen egg-white lysozyme (HEWL). HEWL contains four disulphide bridges, which have been shown to break when exposed to radiation in the tetragonal crystal form (Weik et al., 2000; Murray & Garman, 2002; Borek et al., 2007) , and two methionines. We attempt to ascertain whether the rate of this breakage is energy-dependent, beyond the factors already considered in dose calculations, at 9 and 14 keV. These energies were chosen because they are within reach of most tunable macromolecular crystallography beamlines and are at the limits of energies most commonly considered for data collection when the choice of energy is somewhat open (e.g. for phasing via an existing model or when selecting the remote energy for MAD experiments). The question is addressed by analyzing the rate of decrease of electron density around S atoms of cysteine and methionine residues as a function of the dose absorbed by the sample, as described below.
Methods
Four pairs of lysozyme crystals were used for the experiment. Four of the lysozyme crystals (the A and B pairs) were grown in 1.5 mM sodium acetate buffer and 1.3 M NaCl (pair A) and 0.9 M NaCl (pair B); the C and D pairs were grown in 50 mM sodium acetate buffer, 1 M NaCl and 25% (v/v) ethylene glycol. All the crystals belonged to the space group P4 3 2 1 2, with unit-cell dimensions a = b = 78.5 and c = 37.4 Å (the unitcell dimensions varied very slightly between crystals). For each crystal, data were collected at either 9 keV (crystals A-9, B-9, C-9, D-9) or 14 keV (crystals A-14, B-14, C-14, D-14) . For each pair of crystals (A, B, C and D), collection at the two energies was carried out back-to-back at SSRL macromolecular crystallography beamlines on the same day and on the same beamline. The data collection for the crystal pairs A and B was carried out on beamline BL9-2. Data from pairs C and D were collected on beamline BL12-2. All crystals were mounted in nylon loops and cryo-protected in paratone oil; care was taken to flip the crystals in the oil to completely remove the mother liquor around them prior to cooling in liquid nitrogen. The crystals were kept in a cold nitrogen stream at 100 K during data collection.
The flux at the beamlines was calibrated prior to data collection with a Hamamatsu photodiode, using the model described by Owen et al. (2009) . To ensure that the dose calculations were as accurate as possible, care was taken to choose crystals smaller than or the same size as the beam for the experiment (see Table 1 ). The crystal size was estimated visually, or, in the cases where the edges of the crystal were not visible, by using the diffraction-based crystal centering method developed at SSRL (Song et al., 2007) . This method uses an extremely attenuated beam to center the crystal and therefore does not contribute significantly to the dose received by the crystal (no more than the equivalent of collecting two diffraction images at full beam strength).
Several data sets were collected consecutively from each crystal, taking care that the same crystal zone was irradiated on all of the data sets; the data were collected back-to-back at each energy, to ensure that day-to-day changes in the beam characteristics did not affect the comparison. The exposure Table 1 Data collection parameters per data set.
The exposure time given is for the first image in the data series. time was adjusted for each image to ensure that the total number of photons through the sample per image remained constant, based on the readings on an ion chamber in the beam collimation system. The dose was calculated using the program RADDOSE, version 2 (Paithankar et al., 2009; Murray et al., 2004) . The data collection strategy was calculated with the program Web-Ice (Gonzá lez et al., 2008), using the program BEST (Popov & Bourenkov, 2003) for determination of the exposure time required to measure data to a similar resolution for the two paired crystals. However, the time finally used for data collection was also adjusted to make the total dose per data set more comparable. For the crystals collected on BL12-2, fewer images per data set were collected to compensate for the higher intensity of this beamline, except for crystal C-14, which diffracted very well; for this crystal the number of images was increased to make the dose per data set similar to that of crystal C-9. The data collection parameters are summarized in Table 1 .
Crystal
The data were processed with MOSFLM [Collaborative Computational Project, Number 4, 1994 (hereafter CCP4); Leslie, 1992] and SCALA (CCP4, 1994; Evans, 2006) . Data sets A-9 and A-14 contained some reflections with overloaded pixels (less than 0.05% of the total number of observations), which were removed before scaling. All the data sets for each crystal were processed to the same resolution, although the diffraction limit of the crystal decreased during the course of the experiment. Structure-factor amplitudes were calculated with TRUNCATE (CCP4). Data statistics for all the data sets are shown in Table 2 . The Protein Data Bank (PDB) entry 1W6Z (HEWL) was used as the refinement model; the coordinates were refined using REFMAC5 (Murshudov et al., 1997 ). The starting model was refined against each data set independently, in order to ensure that the phases corresponded to a model with the appropriate level of radiation damage. The refinement protocol consisted of ten cycles of rigid-body refinement followed by ten cycles of restrained refinement.
In order to evaluate radiation damage, the cysteine and methionine side-chains were omitted from the refinement. The occupancy of the cysteine and methionine S atoms was estimated by integrating the weighted coefficient difference map mF o À DF c over a 1 Å sphere around the sulfur positions using MAPMAN (Kleywegt & Jones, 1996) . The use of this type of map further reduces bias of the electron density to the initial model that might still be present after omitting the atoms of interest from the refinement (Read, 1986) . Because the overall electron density level tends to change, owing to the decrease in resolution of the diffraction as the crystals were increasingly irradiated, we also omitted a buried N atom with a low atomic temperature factor from the refinement and used the integrated intensity level around the nitrogen to correct for loss of intensity around the sulfurs owing to global radiation damage effects. Thus we expected to separate the specific effects around the S atoms from other radiation-induced changes taking place in the crystal.
The rate of density loss as a function of dose was obtained by linear regression fitting of the integrated intensity about the site as a function of dose (Fig. 1) . A steeper slope indicates a higher rate for the disordering of the atom in question, which in turns suggests faster onset of damage in response to irradiation.
Results and discussion

Factors affecting the decay rate
The decay rate depends on the beamline and circumstances of the experiment. There is a relatively large spread in the calculated damage between samples and sites. Variation in the data quality and resolution between samples (and also between data sets from the same sample as it gets progressively damaged) undoubtedly affect the electron density maps and introduces a certain amount of noise.
Differences in sample size and orientation of the crystals in the beam are otherwise not expected to impact the results, since the crystals were all smaller or about the same size as the beam and, at the energies considered, the absorbed dose is not very sensitive to variations of the crystal size. The variation between the rates of decay at a particular energy at the same beamline is relatively small (about 10%) and could be explained by small errors in the dose calculation (e.g. variations in the beam intensity between the time of the flux calibration and the time of the experiment). However, the cysteine sulfur decay rates for the data collected on BL12-2 (crystals C-9, C-14, D-9 and D-14) are consistently much smaller for both energies than those measured on BL9-2 (A-9, A-14, B-9 and B-14). A parameter in the dose calculation that could account for this discrepancy is the difference in the beam profiles. For the typical conditions used in this study the absorbed dose per second is 1.5 times higher if the beam profile is assumed to be Gaussian than if it is a flat-top beam. Neither beam can be adequately described fully as a Gaussian or flat top, which limits somewhat the capability to directly compare results across beamlines.
The different crystallization conditions for the C and D crystals are not expected to contribute to the observed difference in rate between the beamlines, since the concentration of the precipitant NaCl is already accounted for in the dose calculation, and ethylene glycol, absent from the buffer for crystals A and B, is predominantly a radical scavenger (O'Neill, 2002) , while electron trapping is thought to contribute predominantly to the reduction of disulphide bridges (Weik et al., 2002) .
A relationship between the rate of decay and the site environment, as characterized by the atomic temperature factor and solvent accessibility of the side-chain, could not be found.
Energy dependence
When comparing the data collected at different energies back-to-back on the same day, it is observed that the sulfurs in disulphide bridges in crystals irradiated with the 14 keV beam tend to decay faster than the corresponding ones in the crystals exposed to the 9 keV beam. Fig. 2 plots the decay rates for radiation damage Table 2 Data processing statistics for all the data series used. R meas and R pim are calculated as proposed by Diederichs & Karplus (1997) and Weiss (2001) , respectively. R merge and Mean[I/(I)] are defined by Evans (2006) . The values in parentheses refer to the highest-resolution shell. The R-factor for amplitudes with respect to the first data set was calculated with the program SCALEIT (CCP4, 1994). The temperature factor is estimated from the Wilson plot. The dose refers to the total accumulated dose at the end of the data set.
(a) Statistics for the data sets collected from crystals A-9 and A-14 for data between 29 and 1.76 Å resolution. 7.0 (7.0) 6.9 (7.0) 7.0 (7.1) 7.0 (7.0) 7.0 (7.0) 7.0) (7.0) 7.0 (7.0) 7.0 (7. Integrated intensity (electrons per cubic Å ) for each sulfur site as a function of dose absorbed by the crystal. The data points shown as triangles and squares correspond to the crystals exposed at 9 keV and 14 keV, respectively; the discontinuous lines and solid lines were fitted to the 9 keV and 14 keV data, respectively. Each crystal pair used for the comparison is shown in the same color. All the data have been normalized so that the integrated intensity is zero at zero dose.
all the sulfur sites, across all the experiments, and shows a consistent average difference of approximately one electron per cubic Å per MGy in the decay at both beam energies used; although the error for each individual site is large (this is due to the variations between experiments discussed above), inspection of the decay rate plots for each pair of crystals collected on the same day (Fig. 1) shows a systematic difference at the two energies for these atoms. It is worth noting that the temperature factor calculated from the Wilson plot increases as a function of dose at roughly the same rate for both energies in most crystal pairs (see Table 2 ). Because the temperature factor has been shown to increase linearly as a function of dose (Bourenkov et al., 2006; Kmetko et al., 2006) , this suggests that the energy dependence is confined to specific secondary radiation damage and cannot be attributed to systematic differences in the dose received by the crystals at the two energies. It is difficult to explain the results by photoelectron trapping or chemical reactions with radicals using the current simple models. The Compton scattering contribution, which is not taken into account in the RADDOSE version used for the dose calculation, is not enough to account for the differences in decay in the experiment. Dose-rate effects, which could be present at flux rates close to or above 10 12 photons s À1 (Leiros et al., 2006) , would predominantly affect data collected at 9 keV, since the flux was always higher at this energy for all the experiments; the highest dose rate (about 0.5 MGy s À1 ) was suffered by crystals C-9 and D-9; in comparison, C-14 and D-14 absorbed about 0.1 MGy s À1 (see Table 1 ).
The S-C bond decay in methionines, on the other hand, does not show a clear energy dependency. A likely explanation for this is the existence of different mechanisms for the attack of different species in the protein, with different sensitivities to experimental conditions. It is also worth noting that the rate of decay for these sites is, on average, less than that found for sulfurs involved in disulphide bridges, and the S-C bonds appear to be more resistant to breakage than the disulphide bridges, which confirms previous well established results.
Summary and conclusions
In this study we found what appears to be an energy dependence in the rate of radiation-induced damage to specific sites, with the integrated electron density around the cysteine S atoms in HEWL decreasing faster at 14 keV than 9 keV. A similar dependence in the specific damage to the methionine sulfur sites could not be clearly ascertained. These results cannot be easily explained by our current models of specific radiation damage mechanisms, but, if they are not artifacts, it would be possible to mitigate the radiation damage to important sites in proteins by selection of the energy for data collection where damage is minimized. Further experiments need to be carried out to confirm these preliminary results and to explore the sensitivity of different sites at different energies.
