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Abstract
Complex chalcogenides are superb platforms for revealing the interplay between
structure, charge, and magnetism as well as the unusual states of matter that develop under external stimuli. These van der Waals solids can also be exfoliated into
few- and single-layer sheets that sport a number of unexpected properties, including
quantum confinement, magnetic excitations and size-induced magnetic states, and
symmetry breaking. A commonality amongst sheet studies is the role of Raman
scattering to assure sample quality, probe even-symmetry vibrational modes, and
uncover single-layer properties. Odd-symmetry modes were, however, completely underexplored in few-layer materials. Infrared spectroscopy is well suited for examining
the fundamental excitations of the lattice, and because the technique probes oddsymmetry vibrations, it is useful for revealing ferroelectric, vibronic, and spin-lattice
coupling mechanisms. Although it is highly desirable to extend toward few- and
single-layer systems, traditional infrared spectroscopy cannot overcome the diffraction limit for small-sized (exfoliated) flakes. Synchrotron-based near-field infrared
nanospectroscopy offers an important path forward.
A majority of my dissertation is focused on the layered M PS3 (M = Mn, Fe,
and Ni) family. In exfoliated MnPS3 I discovered a symmetry crossover at n = 11
from C2/m to a higher order space group, P 3̄1m, due to the restoration of a C3 axis
of rotation. Similar effects were found in the Fe analog but over a crossover range.
NiPS3 is different in that this system resists distortion and sports P 3̄1m symmetry
iv

at all thicknesses. The closely related CrPS4 behaves similarly. This system has C2
symmetry, not only the bulk form, but also in the ultrathin limit. This implies that
ferroelectricity and chirality exist through the monolayer. Finally, we explore the
dynamics of HfS2 in order to examine the effects of spin orbit coupling on chemical
bonding. We extract Born effective charge, polarizability, and ionicity all of which are
in good agreement with our theoretical calculations - thus addressing long standing
controversies in the literature.
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Chapter 1
Introduction: the advent of van
der Waals complexes
1.1

Motivation

“What could we do with layered structures with just the right layers? What would
the properties of materials be if we could rearrange the atoms the way we want
them?” [1] These are questions posed by Richard P. Feynman in his 1959 lecture,
“There’s Plenty of Room at the Bottom,” motivating many scientists to explore the
world of two-dimensional materials and van der Waals solids. Amongst the first to
delve into this complex field were Geim and Novoselov who, through micromechanical exfoliation, were able to isolate a single layer of graphene. [2] This led to the 2010
Nobel Prize and an influx of interest in the area of atomically-thin materials including graphene (semimetal), hexagonal boron nitride (insulator), Bi2 Te3 (topological
insulator) and transition metal dichalcogenides including MoS2 (semiconductor), as
can be seen in Fig. 1.1. Two-dimensional materials are of great interest due to
the fact that the layered nature of these systems allows for exfoliation, providing a
unique platform for combining the complex nature of bulk materials with the tunabi1

Figure 1.1: Summarizes popular two-dimensional materials since the advent of
graphene. [3]
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lity of few- and single-layer systems. [4] This is because few- and single-layer systems
may have properties quite different from their bulk counterpart, which lead to novel
chemical, electronic, optical, and thermal properties. These unique effects make 2D
materials attractive candidates for applications in energy storage and harvesting,
catalysis, flexible electronics, and spintronics. [4–7]

1.2

Emergent properties at the nanoscale

Interestingly, it is the size-induced effects that are characteristic of nanosystems
that lead to their distinct properties. For example, an increase in surface area-tovolume ratio from a bulk system to its layered counterpart makes the two-dimensional
system more reactive and sensitive to its surroundings. This is ideal for applications
in sensing. Another nanoscale property is confinement. Both the electronic and
optical properties of a system depend on its electronic band structure, which can
result from a change in periodicity. This results in the development of a Dirac
point, yielding high conductivity as is seen in graphene and fluorescence in MoS2
(Fig. 1.2) [8] Confinement also tends to reduce dielectric screening in semiconducting
materials. With less material to screen the electric field, there is an increase in
Coulomb interactions and strongly-bound excitons. When excitons are confined in a
plane thinner than their Bohr radius, quantum confinement will cause an increase in
their energy, which in turn will change the wavelength of light they absorb and emit.
This energy can changed by modifying the layer number in a two-dimensional system.
Figure 1.2 displays the resulting confinement effects in MoS2 . In panel (a) we see that
as MoS2 is thinned to the monolayer, a strong photoluminescence emerges, indicative
of an indirect to direct band gap transition. This occurs due to the confinement and
emergence of two excitons. A dramatic increase in photoluminescence is also shown
in Fig. 1.2(b, c), where we do not see this phenomenon in the bulk but rather see
3

(b)

(a)

(d)

(c)

(e)
E2g

A1g

Figure 1.2: Summarizes confinement effects present in MoS2 with (a, b, and c)
showing an increase in photoluminescence at the monolayer. (d) Displays the Raman
response of the bulk, few- and monolayer MoS2 . (e) Predicted band structure showing
the indirect to direct band gap transition at the monolayer. [8–11]

4

it emerge in the ultra-thin limit. Phonon studies also display confinement effects
in MoS2 (Fig. 1.2(d)). Here, as MoS2 crystal is thinned to the monolayer, there is
a clear evolution of the spectrum with a blueshift in the in-plane E2g mode and a
redshift in the out-of-plane A1g feature. The indirect → direct band gap crossover
found in MoS2 (Fig. 1.2(e)) provides applications in photovoltaics, transistors, as well
as opportunities for tuning the electronic structure of materials at the nanoscale. [8]
While graphene can have a tunable gap, chalcogenides have natural gaps- perfect for
devices.
The realization of magnetic chalcogenide systems has prompted the exploration
of spin degrees of freedom allowing for novel properties in the thinnest sheets. For
example, Fig. 1.3(b) shows the result of strain or tension on the magnetic properties
of a monolayer of CrI3 . [12] Figure 1.3(c) displays the layer dependent magnetic
ordering in atomically thin CrI3 . At the trilayer, magneto-optic Kerr effect (MOKE)
signal shows ferromagnetic behavior, whereas at the bilayer Kerr rotation vanishes for
applied fields between ± 0.65 T, suggesting antiferromagnetic behavior. Interestingly,
MOKE signal at the monolayer flake again shows hysteresis in the Kerr rotation as
a function of magnetic field, indicative of ferromagnetic behavior. [13] This was one
of the first examples of a two-dimensional magnet and has applications in ultra-low
power devices because the ability to control spins means less power is released as
heat.

1.3

Exploring size-induced effects in complex van
der Waals systems

Although the aforementioned materials have led to an impressive understanding of
the relationship between dimensionality and intrinsic properties, there is still a lot
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(a)

(c)

FM
AFM
(b)

FM

Figure 1.3: (a) Shows few-layer CrI3 . (b) Reveals the effects of compression and
tension on a monolayer of CrI3 . (c) Displays the Kerr rotation results showing
layer dependent magnetic ordering in atomically thin CrI3 , the first two-dimensional
magnet. [12, 13]

B. Huang, et al. Nature 546, 270-285 (2017).
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to learn. There is a vast array of van der Waals materials, with most wholly underexplored. Some are more chemically and structurally complex; others have spinorbit coupling; while other have entirely new properties such as ferroelectricity and
magnetism. In this dissertation, I will be focusing on the vibrational properties of
complex van der Waals systems not only in the bulk but also at the ultra-thin limit.
Extensive studies of layered complexes have begun to encompass materials beyond
the scope of traditionally explored two-dimensional structures leading to the discovery of diverse monolayer systems and uncovering the relationship between layer
number and symmetry effects, as well as uncovering interesting properties characteristic of the bulk crystal.
At the forefront of this exciting era lies the transition metal trichalcogenide family,
M PS3 (M = Mn, Fe, and Ni). This family has attracted particular attention due to
its ease of exfoliation, as well as its tunability with pressure, field, and temperature.
[14–19] Substitution of the metal center systematically alters the sheet thickness and
van der Waals gap as well as various bond lengths and angles (Fig. 1.4), which
proves to be essential in the structure-property studies of both the bulk crystal as
well as sheets and is further discussed in future chapters. [20, 21] Importantly, the
single layers display unique properties compared to the bulk, such as magnetism and
symmetry breaking. [13, 22–27]
Extending to related systems like CrPS4 and HfS2 further enhances the understanding of unconventional two-dimensional van der Waals systems. CrPS4 , a closely
related analog, differs from the M PS3 family in that its stoichiometry (additional sulfur) and lack of a phosphorus-phosphorus dimer promote dissimilar stacking patterns,
and therefore different symmetry effects as well as a distinct local structure. [28–32]
Whereas the M PS3 family exists in the C2/m or quasi-C2/m space group in its bulk
form, CrPS4 belongs to the space group C2. [28–32] Prior work shows that bulk
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Figure 1.4: van der Waals gap size and sheet thickness as a function of metal-site
substitution.
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CrPS4 is an antiferromagnetic semiconductor. [28, 33] However, predictions suggest
that although this system remains a semiconductor at the monolayer, the magnetic
structure becomes ferromagnetic. [30–32] CrPS4 has also been shown to exhibit photoconductivity. [34]
A commonality between all of these systems - from MoS2 to MnPS3 - is the role of
Raman scattering to assure sample quality, probe even-symmetry vibrational modes,
and uncover single-layer properties. [35–38] Odd-symmetry modes are however, completely unexplored in few-layer materials. Infrared spectroscopy is well suited for
examining the fundamental excitations of the lattice, and because the technique
probes odd-symmetry vibrations, it is useful for revealing ferroelectric, vibronic, and
spin-lattice coupling mechanisms. [39–42] Although it is highly desirable to extend
toward few- and single-layer chalcogenides, traditional infrared spectroscopy cannot
beat the diffraction limit for small sized (exfoliated) flakes and complex chalcogenides
are not available in wide area form. [43, 44] In other words, long wavelength far infrared light cannot be focused tightly enough to measure high-quality sheets.
Synchrotron-based infrared nanospectroscopy offers a path forward. This technique combines a high brightness, broadband synchrotron light source with Fourier
transform techniques and a tip-enhanced approach to enable spectroscopic work on
small-sized samples and materials with micro- and nanoscale texture. [43–48] The
spatial resolution, achieved by focusing infrared light onto an atomic force microscope
(AFM) tip, is on the order of 20 x 20 nm2 . The distinct advantage of tip-enhanced
work is that spectra can be collected from samples that were previously out of reach,
making exploration of diverse monolayer systems realizable. Initially, this technique
was confined to the middle infrared [43, 44] and proved powerful for exploring polaritons in graphene, unveiling the inhomogeneous character of the phase transition
in VO2 , and studying heterogeneity in Bi2 Se3 and Sb2 Se3 nanocrystals. [49–52] Re-
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cently, the operational window has been extended into the far infrared-down to 330
cm−1 [46] and is therefore inviting new approaches to studying chalcogenides.

1.4

Spectroscopic analysis of bulk properties in
layered systems

HfS2 offers a much different path to explore. While 3d transition metal oxides and
chalcogenides display strong electron correlations, narrow band widths, and robust
magnetism; 4 and 5d systems are recognized for strong spin-orbit coupling, increased
hybridization, and more diffuse orbitals. As a result, materials that contain 4- and 5d
centers often have different enhanced or emergent properties. A number of transition
metal dichalcogenides including MoTe2 , IrTe2 , HfSe2 , and HfS2 are well studied for
their unconventional chemical bonding and hybridization, topology, multiferroicity,
and tendency toward unusual dimerization patterns. Within this class of materials,
HfS2 has attracted particular attention. Despite many years of study, there are a
surprising number of unresolved questions about HfS2 - even in single crystal form.
In the field of vibrational spectroscopy, there is controversy about mode assignments,
the presence or absence of surface phonons in the response, and the use of this data
to reveal the Born effective charge (ZB∗ ). Evidence for the degree of ionicity (or
covalency) is both interesting and important because 5d orbitals are more diffuse
than those of their 3d counterparts. Within this picture, HfS2 has the potential to
sport significant covalency. The heavy center and associated spin-orbit coupling in
1T-HfS2 acts to significantly decrease polarizability and increase ionicity compared
to 2H-MoS2 . Aside from unique bonding interactions, 5d systems promote other
interesting physical manifestations including spin-orbit coupling and shift in orbital
energies. Table 1.1 summarizes the relationship between 3d and 5d systems. Here

10

Table 1.1: Summarizes energies moving down the periodic table.
Row

U (eV)

λSO (eV)

JH (eV)

Key interactions

3d
4d
5d

5-7
2-3
0.4 - 2.0

0.01 - 0.1
0.1 - 0.3
0.4 - 1

0.7 - 0.9
0.5 - 0.6
≈ 0.5

U > > JH > λSO
U > JH > λSO
U ∼ JH ∼ λSO

U = electron-electron correlations, λSO = spin-orbit coupling constant, JH = exchange
interactions
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U is the energy of electron-electron correlations, λSO is the spin-orbit coupling constant, and JH deals with exchange interactions. Notice as elements go from 3d to
5d transition metals, U and JH decrease and spin-orbit coupling increases. If the
spin-orbit coupling energy becomes large enough, U and λSO compete on equal footing. [53, 54] Aside from effecting electronic structure, spin-orbit coupling may also
alter magnetic properties in some systems. Spin-orbit coupling effects are often seen
in systems with heavier elements including 1T -TaS2 and Ba2 NaOsO6 . [55, 56] Exploring HfS2 will offer insight into its unique chemical bonding as well as enabling
a comparison of these findings with more standard transition metal dichalcogenides
like MoS2 .
In this dissertation, I will primarily focus on the exploration of the layered M PS3
(M = Mn, Fe, Ni) family and CrPS4 at the ultra-thin limit using synchrotron-based
near-field infrared spectroscopy. Additionally, the bulk properties of HfS2 will be explored using traditional spectroscopic techniques. The aforementioned materials and
their corresponding scientific problems and our findings are listed in Table 1.2. The
remainder of this dissertation is organized as such: Chapter 2 presents a literature
survey on van der Waals systems, from graphene to the advent of complex transition metal systems. Chapter 3 details the fundamentals of vibrational spectroscopy
including infrared and Raman scattering, as well as synchrotron-based near-field infrared spectroscopy. Sample preparation, measurement specifics, and complementary
lattice dynamics calculations will also be discussed. Chapter 4 presents our near-field
infrared studies on few- and single-layer MnPS3 . Chapter 5 entails a discussion on
the structure property relations of the M PS3 (M = Mn, Fe, Ni) family of materials
in both the bulk and single-layer form. Chapter 6 is devoted to a closely related
system CrPS4 . Here, we will reveal the infrared vibrational properties as we travel
from the bulk to the monolayer, and compare these results to MnPS3 . Chapter 7
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Table 1.2: Scientific problems and important findings in this dissertation
Model
Compound

M PS3 (M = Mn,
Fe, Ni)

Scientific Problem

Our Findings

• demonstrate that near-field spectroscopy will work for sheet studies

• near-field infrared is an ideal platform
to explore ultra-thin samples and the
330-650 cm−1 is well suited for these
studies

• analyze ungerade phonons of van
der Waals crystals in few-layer form
• explore symmetry transitions
• investigate
relations

structure-property
• NiPS3 has no crossover and exists as
P 3̄1m in the bulk

• establish space group, mode assignments and displacement patterns
CrPS4

• symmetry crossovers exist for MnPS3
and FePS3 (C2/m → P 3̄1m) as evidenced by the loss of a Bu mode near
450 cm−1 .

• reveal symmetry transitions
•
differences/commonalities
MnPS3

to

• phonon mode and displacement
patterns assigned for space group C2
• no symmetry transition occurs due to
dense structure and small vdW gap
• differences stem from the lack of
P-P dimer, smaller bond lengths and
angles, and overall higher density in the
structure of CrPS4

• solidify assignment of infrared and
Raman active modes

HfS2

• use LO and T O with other parameters to determine Born charge

• used LO-T O and other parameters
∗
to reveal ZB
= 5.69e, Z ∗ = 5.55e, α =
3
5.07 Å

• assess role of spin-orbit coupling

• HfS2 more ionic than MoS2

• compare chemical bonding to MoS2
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focuses on the chemical bonding of HfS2 . Finally, Chapter 8 offers a summary of my
research in its entirety.
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Chapter 2
Literature survey
2.1

The rise of graphene

Predicted in 1948 [57] and first prepared in physical form in 2004, [2] graphene is
often considered to be the inspirational material for the study of two-dimensional
van der Waals solids. Graphene is a single sheet of graphite with the layer composed
of an atomically thin sheet of carbon atoms arranged in a honeycomb lattice. The
sheets themselves consist of carbon atoms joined together by in-plane sp2 covalent
bonds with individual sheets stacked and held together by weak out-of-plane interactions known as van der Waals forces (graphite). Because the interplane forces are
much weaker than intraplane forces, two-dimensional systems like graphene can be
exfoliated into their single layer entities. Graphene is considered a semimetallic material because of its π − π * band structure. The valence and conduction bands are
symmetric around the Dirac point, with the Fermi level existing at the intersection of
these resulting in a zero band gap material (Fig. 2.1). The Brillouin zone consists of
six such Dirac cones (K and K’ points). In the Dirac cone [Fig. 2.1(b)] the velocity is
very high and mass→ 0 as the Dirac point is approached. [58] This unique structure
allows for high transparency and electrical/thermal conductivity promoting except15

Dirac point

Figure 2.1: (a) Graphene lattice with each original cell containing two symmetrical
carbon atoms A and B. Here, α1 and α2 are lattice vectors. (b) Displays the electronic
band structure of graphene, highlighting the valence and conduction bands. The
bands meet in the Brillouin zone, forming six Dirac cones. [58]
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ional applications in transparent electronics, energy storage, and catalysis while yielding a poor outcome in low power electronic switching. [59–63]
Recently, a new initiative in graphene studies known as twistronics has proved to
support a wide array of insulating and superconducting electron states. [63] Essentially, by offsetting two layers of graphene slightly a magic angle is formed, inducing
new electronic states, otherwise not allowed in a graphene sheet. In a Moiré lattice
two interesting effects occur. First, by applying a voltage across the system, the
system is electrically tuned to form a Mott insulator. This occurs when electrons
become localized on the lattice, so the system no longer conducts electricity due to
the strong repulsion between electrons. Furthermore, upon application of a small
electric field, the graphene lattice becomes a superconductor at 1.7 K. [63]
Graphene’s gapless nature as well as π orbits result in high carrier mobilities ≈2
x 105 cm2 V −1 s−1 , much greater than silicon and a fraction of the speed of light. [64]
This high mobility leads to observation of Quantum Hall effect (n = 0 state), even at
room temperature. [65–67] Additionally, the carrier density and gap may be easily
tuned though the application of gate voltage. However, the presence of delocalized
π-orbitals make graphene extremely sensitive to its surroundings, making surface
mobility inconsistent. For example, a commonly used substrate for graphene is SiO2
which typically has surface inhomogeneities and charge impurities. These defects
lead to scattering, limiting graphene’s mobility to less than 104 cm2 V −1 s−1 . [68]

2.2

Beyond graphene

Research into two-dimensional materials has broadened to encompass materials beyond graphene such as hexagonal boron nitride (hBN), NbSe2 , and MoS2 . [4–7] Most
notably, systems such as these have a band gap, whereas graphene does not. A band
gap is the difference in energy from the top of the valence band to the bottom of the
17

conduction band and is in essence the amount of energy needed to move an electron
from one band to the other. Figure 2.2 displays band gaps of some common van der
Waals systems. Because graphene has no band gap, electrons can easily move, making this system a conductor whereas materials with a band gap inhibit the transfer
of electrons, making them semiconductors or insulators. Insulators such as hexagonal boron nitride are often used as lubricants, electrical insulators, and a dielectric
substrate for graphene electronics. This leaves materials such as MoS2 and black
phosphorus with moderate band gaps, known as semiconductors. Semiconductors
have applications in switching and optoelectronic devices as well as transistors.

2.2.1

Monotonic graphene analogs

There are a number of flagship graphene analogs including hexagonal boron nitride,
phosphorene, germanene, and silicene. These systems are considered to be graphene
analogs, though they have subtle differences from graphene including mechanical,
structural, and electronic properties. Figure 2.3 summarizes some of these differences.
Hexagonal boron nitride (hBN), is a van der Waals material consisting of alternating boron and nitrogen atoms held together via covalent bonds forming a honeycomb
lattice. hBN is a wide band gap insulator often used as a lubricant, electrical insulator, and a dielectric substrate for graphene electronics. hBN is also employed to
protect graphene sheets. [69]
The silicone and germanium counterparts of graphene are known as silicene and
germanene. These systems exhibit some layer buckling due to their sp3 hybridization
and have fairly small band gaps. Both systems also have greater spin-orbit coupling
than graphene. [70,71] Silicene in particular is noteworthy for its giant magnetoresistance and its ability to act as a spin filter. [72] Other nanomaterials including silicon
platforms, nanowires, and graphene have been researched as possible biosensors but
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Figure 2.2: Displays the band gaps of common van der Waals system. [73]
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Material

Bond
Length (Å)

Buckling
Amplitude
(Å)

Fermi
Velocity
(106 m/s)

Conductivity
(W/mK)

Band gap
(eV)

Young’s
Modulus
(GPa)

graphene

1.42

0.00

.829

3000-5000

0

300-1050

hexagonal boron nitride

1.44

0.00

1.49

300-600

5.56

829-881

silicene

2.32

0.45

.532

5-65

.002

61.34

germanene

2.34

0.69

.517

2.4-10.52

.003

42.05

phosphorene

2.22-2.26

2.10

.8

30.15 (z)
13.65 (a)

1.83

90.5-166 (z)
20.9-44 (a)

Figure 2.3: Comparison of some simple van der Waals systems. [59–62, 74–92]
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have not been selective enough to aid in DNA sequencing. However, the buckling
found in silicene can open up an energy gap that can be controlled by an external
electric field, making silicene a nanomaterial with sensing opportunities. [70,71,90,93]
Phosphorene is a phosphorus containing analog of graphene that has a armchair
style structure. [94,95] This system is attractive because its band gap and mobility are
tunable via layer exfoliation, however its stability in air is limited. [96] Phosphorene
displays fractional quantum hall effect at very low temperatures, whereas graphene
shows this effect at room temperature. [79] Phosphorene monolayers show strong
gas adsorption on the surface which influences electrical properties that prove useful
in gas sensing applications. [96–98] The molecular doping of phosphorene by gas
molecules due to charge transfer leads to large binding energies and much stronger
adsorption than was found in graphene, making it a much more sensitive sensor.
[97] This, as well as current-voltage calculations, have shown sensitive changes to
adsorption leading to high selectivity amongst gas molecules. Though these analogs
prove to circumvent some of the challenges of graphene, they are chemically simple.
Studying more complex systems such as transition metal dichalcogenides may prove
to reveal more exciting properties.

2.2.2

Transition metal dichalcogenides

Transition metal dichalcogenides (TMDs) are a family of van der Waals materials of
the type M X2 , where M = transition metal (Mo, W, Nb, etc.) and X is a chalcogen
(S, Se, or Te), as is shown in Fig. 2.4. These systems are similar to graphene in that
they are layered materials with strong in-plane and weak out-of-plane interactions.
Essentially, a TMD monolayer has a sandwich-like structure with chalcogen atoms
arranged in two hexagonal planes, separated by a plane of transition metal atoms.
What sets these two-dimensional systems apart from graphene is the broad range
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MX2
M = transition metal
X = chalcogen

Figure 2.4: Periodic table highlighting possible combinations of layered TMD systems. Here, Ni, Co, Rh, and Ir are partially shaded to indicate that only some of
these form layered materials. The chalcogenides are colored orange. Adapted from
Ref. [99]
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of unique electronic, optical, and mechanical properties that exist in this family,
based upon the combination of transition metal and chalcogen which leads to differing coordination environments, varying number of d electrons, and variation of
crystal structure (2H, IT, 3R). The overall symmetry of TMDs is either rhombohedral or hexagonal with the metal atoms yielding an octahedral or trigonal prismatic
coordination. Three structural polytypes exist: 2H, 3R, and 1T (Fig. 2.5). Notice
Fig. 2.5(a) shows that the 1T has tetragonal symmetry, one layer per repeat unit,
and the metal is octahedrally coordinated. The 2H-structure type is displayed in
Fig. 2.5(b) depicting hexagonal symmetry, two layers per repeat unit, and the metal
center is trigonal prismatic. Finally, 3R systems [Fig. 2.5(c)] exist in rhombohedral
symmetry, three layers per repeat unit, and trigonal prismatic coordination. These
polytypes exist with electronic properties varying from semiconducting to metallic.
For example, systems such as NbSe2 and TaS2 are superconducting, NbS2 and TaSe2
are metallic, and MoS2 and WSe2 are semiconducting.
One interesting TMD is NbSe2 , the first 2D stand alone superconductor. Charge
density wave (CDW) order and superconductivity are properties most prevalent in
bulk transition metal dichalcogenides, like NbSe2 . [101] Charge density wave is a
broken-symmetry ground state most often found in layered systems. This state
exists when the lattice of atoms undergoes a periodic distortion, causing electrons to
condense into a lower energy band [Fig. 2.6(a)]. The resulting periodic modulation
of charge density leads to the formation of an energy gap. [101, 102] This system
undergoes a phase transition at TCDW = 33 K to a nearly commensurate charge wave
density phase. Below TC = 7 K, NbSe2 becomes a superconductor. Interestingly,
it has also been determined that both CDW and superconductivity persist in the
monolayer limit [Fig. 2.6(c)]. However, these two properties tend to compete, as layer
thickness decreases CDW energy gain increases whereas superconductivity decreases.
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1T

octahedral

(b)

2H

trigonal prismatic

(c)

3R

trigonal prismatic

stacking
sequence

top view

metal
coordination

(a)

transition metal
chalcogenide
Figure 2.5: The structural representations of the three symmetry polytypes for the
transition metal dichalcogenides. Adapted from Ref. [99]
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Figure 2.6: Panel (a) displays the half-filled metallic band with no CDW (left) versus
the electronic structure of half-filled band after the formation of CDW (right). STM
spectroscopy of NbSe2 (b) bulk and (c) monolayer, showing a wider pseudogap and
a narrow pseudogap, respectively. Adapted from Ref. [100]
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Perhaps one of the most widely investigated 2D materials is MoS2 . Individual
layers of this material consist of Mo4+ and S2- linked together by covalent bonds
to create a sandwich-type structure. The monolayer (trigonal prismatic) exists as a
semiconductor whereas the bulk crystal (octahedral) is metallic resulting from the
dependence of band structure on layer thickness. The single crystal has an indirect
band gap of 1.2 eV changing to a direct band gap of 1.8 eV at the monolayer, due
to the confinement and emergence of two excitons. [103] This emergence of a direct
and tunable band gap is not all that uncommon amongst the TMDs and is a major
reason that they have gained so much attention as single-layer transistors.
Another popular TMD semiconductor is WS2 with an indirect band gap of 1.35
eV. Much like MoS2 , this system transforms from an indirect band gap system to
a direct band gap at the monolayer [Fig. 2.7(a)]. This effect is also shown in Fig.
2.7(b, c), where there is a systematic blueshift in the E2g mode, while the A1g
redshifts. [104] Studies also demonstrate that under pressure the crystalline structure
remains stable up to 61 GPa. [105] Aside from a single crystal form, WS2 is also
well studied in a variety of other nanoscale forms including nanotubes as well as
fullerene-like nanoparticles. Interestingly, these system sport unique properties from
the nanosheet systems due to their superior mechanical stability. [106]
Another interesting feature prevalent amongst this family of layered materials is
the symmetry crossover that occurs when the crystal is thinned. This crossover often
involves the breaking of inversion symmetry leading to a coupling of the spin and
valley degrees of freedom. This, along with strong spin-orbit coupling, makes these
systems candidates for spin- and valleytronics applications.
TMDs are also very tunable systems in that they allow for easy intercalation. As
can be seen in Fig. 2.8, lithium intercalation in 2H-MoS2 yields the 1T polymorph
and the opposite transition occurs upon intercalation in MoS2 . This structural
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(a)

(c)

(b)

(d)

Figure 2.7: Panel (a) displays the theoretically predicted band structure showing a
bulk→monolayer band gap crossover. Panels (b, c) highlight the blueshift of the E2g
and the redshift of A1g mode in WS2 as the monolayer is approached. Adapted from
Ref. [104, 107]
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Figure 2.8: Displays the Raman scattering of 2H-MoS2 before (left) and after (right)
Li intercalation. Notice the structure evolves to 1T-type MoS2 . Adapted from Ref.
[108]
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change is also shown in the Raman scattering displayed in the bottom panel of the figure, where we see the peaks near 196, 223, and 350 cm−1 are features of 1T structure
and the peaks at 383 and 406 cm−1 are indicative of the 2H phase. [108] Moreover, it
has been shown that these phase transitions can be partial, giving a possible metalsemiconductor hybrid structure which could be important for molecular electronics
devices. [109]
While 3d transition metal oxides and chalcogenides display strong electronic correlations, narrow band widths, and robust magnetism, 4 and 5d systems are recognized for strong spinorbit coupling, increased hybridization, and more diffuse orbitals.
As a result, materials that contain 4- and 5d centers often have enhanced or emergent properties. Examples include the Jef f = 1/2 ground state in Sr2 IrO4 [110–112],
frustration-induced quantum liquid state in Ba4 Ir3 O10 [113, 114], orbital-selective
Mott state in Ba3 LaRu2 O9 [115], and ultra-hard magnetism in Sr3 NiIrO6 [116, 117].
A number of transition metal dichalcogenides including MoTe2 , IrTe2 , HfS2 , HfSe2 ,
and PtSe2 are well studied for their unconventional chemical bonding and hybridization, topology, multiferroicity, and tendency toward complex dimerization patterns
[118–125]. Within this class of materials, 1T-HfS2 has attracted particular attention
as an analog of HfO2 - a highly polarizable gate dielectric [126, 127].

2.3

Opportunities for new materials

Although the aforementioned materials have led to an impressive understanding of
the relationship between dimensionality and intrinsic properties, there is still a lot
to learn. Exploring new materials such as the M PS3 (M = Mn, Fe, Ni), CrPS4 ,
and HfS2 may further enhance our understanding of two-dimensional materials and
allow for the expansion of application development. Complex chalcogenides like
these are superb platforms for revealing the interplay between charge, structure,
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and magnetism and unusual states of matter that develop under external stimuli.
[15, 42, 128] These van der Waals solids can be exfoliated into few- and single-layer
sheets that sport a number of unexpected properties including quantum confinement,
magnetic excitations, and size induced magnetic states, and symmetry breaking.
[4, 13, 25, 36, 38, 129–132]

2.4
2.4.1

Materials of interest
M PS3, M = Mn, Fe, Ni layered systems

The M PS3 (M = Mn, Fe, Ni) family of materials attracted our attention in this
regard. These compounds are well-suited to the development of structure-property
relations, and the connection between few- and single layer properties and those accessible under external stimuli are highly underexplored. This family of materials
are believed to exist in the monoclinic space group C2/m. [21, 133, 134] M PS3 compounds can be viewed as salts of the thiophosphate anion. These cations are linked
together by M -S bonds, which are weaker than the bonds in the anion unit. This
allows for a conceptual division of vibrational features into internal modes of the
anion and external modes from interactions between cation and anion. [135] Local
structure of this family, where M = Mn, Fe, and Ni is shown in Fig. 2.9. Substitution of the metal center systematically alters the sheet thickness and van der Waals
gap as well as various bond lengths and angles. [20, 21] MnPS3 has the largest sheet
thickness around 3.22 Å, followed by FePS3 near 3.21 Å, and finally NiPS3 with a
thickness of 3.13 Å. A more in depth discussion on vdW gap and sheet thickness, as
well as bond length and angle trends can be found in Chapter 5.
Spectroscopy of systems like the M PS3 family is unlocking properties suitable for
optoelectronics applications, [22] and external stimuli reveal layer sliding, supercond-
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C2/m

P31m

P31m

C2/m

C2/m ?

P31m ?

Figure 2.9: Displays a comparison of the MnP3 (a), FePS3 (b), and NiPS3 (c)
systems, including transition temperatures, pressure transitions, and slab thickness.
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uctivity, piezochromism, and driven magnetic states - just to name a few. [14–19,136]
MnPS3 may even display ferrotoroidicity. [137] The properties of these materials
also evolve under exfoliation. Raman scattering, which measures the behavior of
even-symmetry (gerade) modes, is regularly employed to study few- and single-sheet
materials-determining the number of layers, symmetry breaking, electron-phonon
coupling, even uncovering the suppression of magnetic order at the monolayer in
NiPS3 . [25, 35, 37]
Examples of properties present in MnPS3 are shown in Fig. 2.10. First, proof
that magnetism persists to the monolayer is shown in 2.10(a). [138] Few- and singlelayer Raman scattering studies for this system have also been completed [2.10(b,
c)], revealing a loss of features in the thinnest sheets, indicative of a crossover in
symmetry. [36] Finally, evidence for piezochromism under pressure is evidenced in
Fig. 2.10(d), where the system starts as a yellow-green color, changes to ruby red
around 8 GPa, eventually becoming a midnight black near 20 GPa. This trend is a
consequence of a insulator-metal transition, as the band gap is lost. [19]
Figure 2.11 displays an array of temperature, layer and magnetic field effects
for FePS3 . Taking a closer look at Fig. 2.11(a, b) we see variable temperature
studies of Raman-active phonons, above and below the Néel transition (118 K) [Fig.
2.11(g)] [139] Notice the appearance of magnons below 150 cm−1 [131, 139] and how
the Néel transition remains relatively constant from the bulk to the monolayer [Fig.
2.11(b)]. [131] Panel (f) highlights the evolution of the 125 cm−1 magnon under
magnetic field, noticeably splitting as field is increased. Another huge area of interest
in layered systems, including FePS3 , is pressure studies as shown in Fig. 2.11(c, d).
Here, the crossover and volume collapse in FePS3 to begin around 14 GPa, as the
symmetry increases to a higher order space group. This crossover also marks a
pressure-induced insulator-to-metal transition, where there is notably a loss of the
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(b)

(a)

(c)

(d)

Figure 2.10: Shows tunneling magnetoresistance η’(H) in the monolayer (a), layer
(b, c) and pressure studies (d) for MnPS3 .Adapted from [19, 36, 138]
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Figure 2.11: Displays temperature effects (a, b, e, g), layer (b), pressure (c, d), and
magneto-Raman studies (f) for FePS3 . Adapted from [131, 139, 140]
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band gap above 15 GPa. [140]
A final member of this M PS3 family, NiPS3 , proves to have some exciting properties unto itself. Figure 2.12(a) shows the x-ray diffraction studies as a function of
pressure, revealing peak shifting and a symmetry crossover. [141] Panels (b-d) show
the presence of an exciton emerging around 200 K. From here, the exciton systematically narrows as base temperature is approached. As the exciton crosses through the
Néel transition (155 K), it begins to redshift until 14 K. [142] Finally, Fig. 2.12 (e-g)
displays layer studies of few-layer NiPS3 . Though much less intense as the system is
thinned to bilayer, the features are still present, showing that there is no symmetry
crossover present in this system as a function of layer number. [130]

2.4.2

CrPS4

CrPS4 is a closely related analog that differs from the M PS3 (M = Mn, Fe, Ni) family
in (i) its stoichiometry as well as (ii) the lack of a phosphorus-phosphorus dimer. The
latter promotes dissimilar stacking patterns and therefore different symmetry effects
as well as distinct local structures. CrPS4 belongs to the C2 space group, [28–32]
quite different than what is found for the M PS3 materials (C2/m for M = Mn,
Fe and P 3̄1m for M = Ni). [21, 27, 134, 135] The quasi-two-dimensional structure
is characterized by puckered sulfur layers which lie parallel to the chromium and
phosphorus atoms. Each Cr3+ (S = 3/2) ion is coordinated by six sulfur atoms in
the form of a slightly distorted octahedron, whereas the phosphorus atoms lie at the
center of sulfur tetrahedron to form [PS4 ]3− -like anions. [28,29,143] There is, however,
no P–P dimer. The van der Waals gap is ≈ 2.46 Å, and the slab thickness is 3.69 Å.
At room temperature, bulk CrPS4 is semiconducting (≈ 1.4 eV), ferroelectric (based
upon space group C2), and exhibits promising photoconductivity. [28, 34, 143] The
system is collinear antiferromagnetic below TN = 36 K, [28, 33] and pressure drives
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Figure 2.12: Various studies on two-dimensional NiPS3 , where (a) displays x-ray
diffraction as a function of pressure, (b-d) exciton studies, and (e-g) shows few- and
single layer Raman scattering analysis. Adapted from [130, 141, 142]
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an insulator → metal transition above 15 GPa and a formation of a new pressure phase, suggesting that this is not a bandwidth-controlled Mott transition [Fig.
2.13(a, b)]. [144] Studies suggest that CrPS4 has ferromagnetic interactions in the
layers and only weak antiferromagnetic interactions between the layers. [30–32] Interestingly, theoretical calculations even predict that when a strain is applied to
monolayer CrPS4 , this system becomes a ferromagnetic semiconductor. [30] Raman
scattering [Fig. 2.13(d)] reveals that no symmetry crossover exists, as well as peculiar frequency vs. layer number trends, although the origin of these effects is unclear
at this time. [37]

2.4.3

HfS2 : A heavy transition metal dichalcogenide

1T-HfS2 is a layered material with a P 3̄m1 (#164) space group at 300 K [145]. Each
Hf4+ ion has D3d site symmetry and is located at the center of a S2− octahedron.
The van der Waals gap is 3.69 Å and the sheet thickness is 2.89 Å. Photoemission
studies reveal an indirect band gap of 2.85 eV between Γ and M/L, which varies
slightly from the ≈ 2 eV optical gap [146].1T-HfS2 also forms an ideal transistor
with high current saturation [147]. The carrier mobility is on the order of 1800
cm2 V−1 s−1 - much higher than MoS2 and thickness dependent as well [148, 149].
Group theory predicts that 1T-HfS2 has vibrational modes with symmetries of Γ =
A1g + Eg + A2u + Eu . The A1g + Eg modes are Raman-active, and the A2u + Eu
modes are infrared-active [145]. Despite many years of work, there are a surprising
number of unresolved questions about 1T-HfS2 - even in single crystal form. In the
field of vibrational spectroscopy, there is controversy about mode assignments, the
presence or absence of surface phonons, and the use of this data to reveal the Born
effective charge (ZB∗ ). As an example, Born effective charges between 3.46e and 5.5e
have been reported by various experimental [150, 151] and theoretical [152] groups.
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(a)

(b)

(d)

(c)

Figure 2.13: Panel (a) illustrates the pressure results of single crystalline CrPS4 .
(b) Phase diagram of pressure studies, showing an insulator to metal transition. (c)
Schematic displaying the potential piezomagnetism at the monolayer and (d) Raman
scattering studies of bulk, few- and single-layer CrPS4 . Adapted from [30, 37, 144]

38

Evidence for the degree of ionicity (or covalency) is both interesting and important
because 5d orbitals tend to be more diffuse than those of their 3d counterparts.
Within this picture, 1T-HfS2 has the potential to sport significant covalency. High
pressure infrared spectroscopy, as is shown in Fig. 2.14(a), reveals a first- order
phase transition near 11 GPa and compressibility differences between the Eu and A1g
modes. [153]. At the same time, variable temperature Raman scattering spectroscopy
[Fig. 2.14(b)] shows a systematic blueshift in spectral features down to 100 K,
except for the large A1g mode near 330 cm−1 which redshifts [149, 153]. In fewand single-layer form, 1T-HfS2 sports transistor behavior [147,154,155], a direct gap
(rather than indirect as in the bulk) [156], photocatalytic behavior suitable for water
splitting [157], strain effects [158], and N, C, and P surface adsorption [159]. This
system can be integrated into van der Waals heterostructures and grown vertically
as well [Fig. 2.14(c)] [155, 160, 161]. Prior far infrared reflectance studies have been
completed for this systems as well [Fig. 2.14]. [150, 151]

2.5

The evolution of near-field techniques

Vibrational spectroscopy is a sensitive probe of complex physical phenomena in solid
systems, including two-dimensional materials. It has a relatively fast time scale (1012
-1013 Hz) and can be complemented by theory and symmetry studies. Through the
analysis of vibrational mode trends and displacement patterns, lattice distortions,
phase transitions, charge ordering, and spin-lattice coupling constants can be uncovered. When coupled with an external stimuli, such as temperature, pressure, or
magnetic field, infrared spectroscopy can reveal the relationships between charge,
structure, and magnetism. However, the ability to obtain real space information has
proved to be a challenge due to the inability to focus an infrared beam tightly enough
to probe nano-sized samples. One way forward has involved the use of microscope
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(a)

(b)
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(d)

Figure 2.14: Displays the pressure (a) and temperature (b) studies of HfS2 . Panel
(c) shows the vertical growth pattern of HfS2 . Panel (d) displays room temperature
infrared reflectance studies. Adapted from [151, 153, 160]
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set-up with an apertured beam. This tends to be efficient but only when the beam
size is smaller than the sample of interest. Even still, a microscope is diffraction
limited, thus restricting most infrared studies to the middle infrared region of light.
Therefore, a significant challenge has been the inability to overcome the diffraction
limit, specifically in the far infrared. Near-field infrared spectroscopy offers a path
forward.

2.5.1

Near-field microscopy: A brief history

Albeit its recent emergence, the concept of near-field microscopy was first suggested
in 1928 by an Irish physicist, Edward Synge. His idea consisted of a system with
an opaque screen positioned close to the surface of the sample. He believed that if
an opening, smaller than the wavelength used, was placed in that screen one could
then raster scan the hole around the sample. From this the amount of light penetrating the hole could be mapped (per pixel) and therefore reveal the measured
absorption of a sample. [162] Figure 2.15(a, b) compares Synge’s near-field microscope with traditional far field microscopy. Synge’s idea, which is consistent with
modern assumptions, relies on the premise of evanescent waves (near-field), whereas
the far field is based upon propagating waves. Essentially, when light is scattered
from a surface, the waves that carry fine details decay rapidly, whereas waves that
carry details on length scales on the order of λ can propagate into the far field. This
means that for sub-diffraction limited imaging the near-field waves must be measured
before they decay (preservation of high resolution information). Synge’s set-up was
based exactly on this premise, placing the sample very close to the opening in the
screen, therefore collecting the wave before information was lost. Although visionary,
this was beyond the capabilities of the time, namely it was not possible to build an
aperture small enough.
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(a)

Far field

(c) Aperture-based

(b) Synge 1928

(d) s-SNOM

1972

Figure 2.15: Schematic showing (a) traditional far field microscopy, (b) Synge’s
proposed near-field set-up, (c) aperture-based near-field, and (d) scattering scanning
near-field optical microscopy (s-SNOM). Here ∆x is the resolution. Adapted from
[163]
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Interestingly, it wasn’t until 1972 that Synge’s proposal was experimentally tested.
Ash and Nicholls were the first to demonstrate the near-field resolution of a subwavelength aperture scanning microscope over the microwave region, similar to the
schematic shown in Fig. 2.15(c). [164] Finally, in 1984 researchers at IBM reported
optical measurements at a sub-diffraction resolution level. This was achieved using
a metal-coated quartz crystal probe with an attached aperture, attaining a resolution on the order of 25 nm. Around the same time, researchers at Cornell University
were taking a slightly different approach for near-field studies by using electron-beam
lithography to create silicon and metal apertures (50 nm). It was a combination of
both groups’ work that was used to design the current near-field microscope. Thought
this proved to advance near-field microscopy, this technique did not truly find use as
a scientifically important instrument until 1992, thanks to the development of shearforce feedback systems and optical fibers (used as a probe) by Eric Betzig (AT&T
Bell Laboratories). Since then it has become a powerful technique for exploring the
optical properties of sample surfaces.
These discoveries have also lead to a near-field Raman technique. [165,166] Nearfield Raman is a combination of traditional Raman scattering with scanning nearfield optical microscopy. High-resolution Raman images, as well as lateral resolutions
down to 60 nm are possible. An excitation laser is focused through a tip resulting in
an evanescent wave on the end of the aperture. As the sample moves on a scanning
stage, the transmitted light is detected and converted to an image. [165, 166] An
extension of this technique (aperture-less) is tip-enhanced Raman scattering which
allows for a much better resolution, on the order of 10 nm2 . [167]
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2.5.2

Introducing scattering-scanning near-field optical microscopy (s-SNOM)

Though it has been proven that scanning near-field optical microscopy (SNOM) can
systematically reach beyond the far field diffraction limit, extension of measurements
beyond the optical region and into the infrared proved to be a challenge. This is because of severe attenuation of these longer wavelengths, as well as limited sensitivity
due to near-field aperture transmission scaling. [168] This scaling proves to be particularly troublesome at longer wavelengths, making infrared measurements at the
nanoscale extremely challenging. In order to circumvent these issues, near-field techniques have evolved such that illumination of a metallic tip replaces the near-field
localization via a probe. [169–171] Aperture-less techniques offer three main benefits.
First, sensitivity is improved due to the optical antenna properties gained from using
a tip. Next, spatial resolution is directly correlated to the apex radius of the tip,
allowing for nanoscale resolution. Finally, the spectral range extends from the visible into the terahertz. Specifically, scattering scanning near-field optical microscopy
(s-SNOM) [Fig. 2.15(d)] employs far-field radiation focused onto a cantilever tip to
spectroscopically explore a sample surface at a resolution limit as low as 20 x 20
nm2 . [43] s-SNOM, as well as other near-field microscopy techniques including photothermal near-field imagining have aided in improving the chemical selectivity of
infrared spectroscopy as well as the sensitivity and spatial resolution of the atomic
force microscope to yield high spatial resolution at the nanoscale. However, because
these nano-sized samples are so small, and in spite of the enhancement derived from
the tip, signals are still weak, backgrounds are large, and the conversion of far field
irradiation into near-field excitation is inefficient. Thus, near-field techniques are
limited by the light source, especially in the infrared region. [172]
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2.5.3

Synchrotron-based infrared nanospectroscopy

Synchrotron-based infrared nanospectroscopy offers a path forward [Fig. 2.16(a)]
This technique combines a high brightness, broadband light source [45] with Fourier
transform techniques and a tip-enhanced approach to enable spectroscopic work on
small-sized samples and materials with micro- and nanoscale texture [43, 44, 46–48].
Initially, this technique was confined to the middle infrared [43, 44] and proved powerful for exploring polaritons in graphene [Fig. 2.16(b)], unveiling the inhomogeneous
character of the phase transition in VO2 [Fig. 2.16(c)], and studying heterogeneity
in Bi2 Se3 and Sb2 Se3 nanocrystals. [49–52] Recently, the operational window has
been extended into the far infrared- down to 330 cm−1 . [46] Near-field infrared spectroscopy is therefore inviting new approaches to studying systems, including chalcogenides whose characteristic phonons reside in the far infrared and even domain walls
[Fig. 2.16(d,e)]. [46,173] A more comprehensive explanation of this technique, as well
as experimental parameters will be discussed in Chapter 3 of this dissertation.
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Figure 2.16: (a) Synchrotron-based infrared nanospectroscopy set-up and (b-e) are
examples of systems explored using this technique. For example, (b) graphene polaritons, (c) VO2 films, (d) domain walls, and (e) layer dependent phonon studies of
MoS2 . [46, 49, 51, 172, 173]
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Chapter 3
Experimental and theoretical
techniques
3.1

Optical properties of solids

The dielectric function (ω, q) describes the dispersion and absorption of incident
radiation of frequency ω and momentum q (q = 0). It is this dielectric function that
is related to both the electronic and vibrational properties of a solid. Optical properties, including the real and imaginary parts of the dielectric function, can be experimentally extracted from either a reflectance or transmittance measurement. Traditionally, spectroscopy was employed as a basic characterization technique, however
more advanced spectroscopies like Raman scattering and infrared spectroscopy are
particularly useful as they can enable a better understanding of complex problems including symmetry breaking, phase transitions, and spin-phonon/orbit coupling. This
chapter describes the experimental techniques and the theoretical concepts behind
infrared and Raman scattering spectroscopies employed in my work.
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3.1.1

Maxwell’s equations

To fully understand light-matter interactions, a solid background of Maxwell’s equations is needed. Essentially, this group of equations describes the relationship between an electric and magnetic field, how these fields arise from distributions of
electric charges and currents, and how these change with time in a medium. There
are four general equations, with the first two relating field and charge, and the other
two describing the circulation of fields around their source. These equations are of
utmost importance because it made clear for the first time that varying either an
electric or magnetic field could instill a response in the other variable and that these
fields could propagate indefinitely through space. This is the basis for determining
control of properties. The following equations, taking into account total charge and
current, include:

p
ε0

(3.1)

∇·B=0

(3.2)

∇·E=

∂B
∂t
∂E
,
∇ × B = µ 0 J + µ 0 ε0
∂t
∇×E=

(3.3)
(3.4)

where B and E are magnetic and electric fields, p and J are charge and current
densities, and µ0 and ε0 are the permeability of free space and permitivity, respectively. Gauss’s Law (Equation 3.1) describes the relationship between an electric
charge and the electric field that is produced. This is presented in terms of field lines
originating from a positive charge and extending to a negative charge. Equation 3.2
is Gauss’s Law for magnetism, showing that the magnetic field flux through a closed
surface is always zero. In other words, magnetic field lines are continuous (no end or
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beginning). The Maxwell-Faraday equation (Equation 3.3) shows that a change in
magnetic field will lead to an electromotive force, and therefore an electric field. The
resulting electric field will have field lines that form closed loops, again with no beginning or end. The final Maxwell’s equation, Ampere’s Law with Maxwell’s correction
(Equation 3.4), summarizes the overall relationship between magnetic and electric
fields. Essentially, a change in magnetic field will stimulate an electric field, and vice
versa. The ability to create a magnetic/electric field by employing its counterpart is
essential in explaining the nature of an electromagnetic wave.
The above equations take into account the microscopic contribution of charged
particles, making them impractical to implement in optical work. These equations
can therefore be rewritten in terms of macroscopic quantities as follows: [174]

∇ · D = ρext

(3.5)

∇·B=0

(3.6)

∂B
∂t

(3.7)

∂D
+ Jcond + Jext .
∂t

(3.8)

∇×E=−
∇×H=

Here, H and E are magnetic and electric fields, D is the displacement field, B is
the magnetic induction, J cond is the current density from electrons, and J ext and ρext
are current and charge density, respectively, induced from an external force. In an
isotropic medium, and within a linear approximation, the following relationships can
be expressed:
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P = χe E

(3.9)

M = χm H

(3.10)

Jcond = σE

(3.11)

D = εE

(3.12)

B = µH.

(3.13)

Here, M is magnetization, P is polarization, χm is the magnetic susceptibility, χe
is the electric susceptibility, σ is the conductivity, ε is the dielectric constant, and
µ is the magnetic permeability. These properties can then be reintroduced into
the previous Maxwell’s equations (3.5-3.8) to yield an entirely new set of inexact
equations. From here, these equations can be simplified by taking into consideration
light and a medium. In an isotropic system, pext =0 and no spatial variation will exist
in ε. Therefore, the aforementioned equations can be combined, giving an equation
for a plane wave that propagates in an energy-absorbing medium:

∇2 E =

µ ∂ 2E
.
c2 ∂t2

(3.14)

Optical experiments are often performed using monochromatic light, therefore the
wave vector used to describe the propagation of a plane within an isotropic medium
is:

E = E0 ei(kr−ωt) .

(3.15)

Here, ω stands for frequency and k is the wave vector, itself. By substituting these
values into Equation 3.14 we get:
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k2 =

ω2
ε(ω).
c2

(3.16)

The propagation constant can now be expressed by the complex index of refraction
p
Ñ =
ε(ω) yielding:

k=

Ñ ω
.
c

(3.17)

Here, Ñ (ω) is defined as

Ñ (ω) = n(ω) + iκ(ω)

(3.18)

and the complex dielectric function:

ε(ω) = ε1 + ε2 ,

(3.19)

where κ is the extinction coefficient and n is the refractive index. Both the real and
imaginary parts of Ñ (ω) and ε(ω) are given as:

ε1 = n2 − κ2

(3.20)

ε2 = 2nκ.

(3.21)

Using a combination of these equations, we can derive an equation for absorption
coefficient α. It is also noteworthy to mention that when solid systems are measured,
there is a dampening effect that occurs to the incoming electromagnetic wave. Taking
this into consideration, Equation 3.15 can be rewritten such that:

E(x, t) = E0 ei[(Ñ ω/c)x−ωt)] = E0 e−(2πκ/λω )x ei(kx−ωt) .
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(3.22)

In this case, λω is the wavelength of light and 2πκ/λω gives the attenuation of the
wave amplitude. We also see that because the intensity I of the wave is proportional
to the electric field squared, it can be compared to Beer’s Law as follows:

I = EE ∗ − I0 e−αx .

(3.23)

Now we see the relationship of the absorption α and the extinction coefficient κ is:

α=

2ωκ
4πκ
=
.
c
λω

(3.24)

and α is related to the imaginary part of the dielectric function:

α=

ωε2
.
cn

(3.25)

The dielectric function equation for a medium with finite conductivity is shown as:

ε(ω) = 1 +

iσ(ω)
ωε0

(3.26)

with the absorption:

α=

σ1
.
nε0 c

(3.27)

A multitude of relationships can exist between the functions ε(ω), σ(ω), and Ñ (ω).
However, in this work, we focus on α(ω).

3.1.2

Beer’s law

Infrared spectroscopy can be performed as either a transmittance or a reflectance
experiments. These studies prove to be important because changes in the lattice, including symmetry breaking and thermal or electrical properties, may be revealed. In
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this dissertation, far infrared transmittance measurements are used to explore lightmatter interactions in layered systems. Beer’s Law describes the relationship between
the attenuation of light through a material and its intrinsic properties. Beer’s Law
becomes especially important when performing spectroscopic measurements where
the optical density of the sample allows for transmittance experiments such that:

I = I0 e−αd

(3.28)

where I and I0 are the intensities of the transmitted and incident beams, d is the
thickness of the sample, and α the absorption coefficient. Aside from these, other
useful equations that pertain to Beer’s Law include:

T =
A = −ln

I
I0

I
= αd.
I0

(3.29)
(3.30)

By rearranging and combining these two equations we get:

α=−

1
ln(T ω),
hd

(3.31)

in turn getting the absorption coefficient α directly by taking into account sample
thickness d, concentration h, and transmittance as a function of frequency (T (ω)).
[175]

3.1.3

The harmonic oscillator

Infrared and Raman spectroscopy are extremely powerful tools as they probe low energy excitations yielding a plethora of information including magnetic, vibrational,
and electronic properties. The harmonic oscillator is a model that allows for a better

53

understanding of the vibrational properties of a system. Transitions between energy
levels can be induced by either absorption or emission, making it essential to understand both the initial and final eigenstates. The energy of the nth eigenstate of the
harmonic oscillator follows as [53]:
1 h
En = (n + )
2 2π

s

k
,
µ

(3.32)

where h is Planck’s constant, n is the vibrational quantum number, k is the force
constant, and µ is the effective mass. This equation can be rewritten as:
1
En = hω(n + ), n = 0, 1, 2...
2

(3.33)

where

ω=

1 k 1/2
( ) .
2π µ

(3.34)

Here, ω is the vibrational frequency. Figure 3.1 shows the energies of the harmonic
oscillator potential well.
The classical harmonic oscillator model can be described as a parabola with a
series of equidistant energy levels, separated by hω. However, this is not the case
for any real system. The Morse potential is a better depiction of a real system. As
can be seen in Figure 3.1, as the energy levels approach the dissociation energy, their
separation becomes less. The difference between the dissociation energy and lowest
point of the well is De . The energy between the zero-point energy (n = 0) and the
dissociation energy is D0 , which can be measured experimentally. The relationship
between the energies goes as:
1
D0 = De − hω.
2
54

(3.35)

Harmonic

Energy

Morse
6
5
4
3
2

De

1
0

r

D0

Internuclear separation (r)
Figure 3.1: Potential wells of the harmonic oscillator and the anharmonic (Morse)
potential.
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Now, because De is realizable, the Morse potential energy function is as follows:

V (x) = De (1 − e−ax )2
where a describes the bottom of the potential well and x =

(3.36)
r−r0
.
r0

Because this Morse

potential energy is more realistic of a real system, the term can be substituted into
the Schrödinger equation for the diatomic oscillator [53]:
~2 d2 ψ
+ V (x)ψ(x) = Eψ(x)
2µ dx2

(3.37)

1
1
Eω = hcωe (n + ) − hcωe xe (n + )2 + ..., n = 0, 1, 2...
2
2

(3.38)

to give the following:

where xe is the anharmonicity constant. [53] The harmonic oscillator approximation
is most accurate when n and the differences between the anharmonic and harmonic
potentials are small. These potential energy surfaces are extremely important as
they become the foundation for lattice dynamics studies. [176, 177]

3.1.4

Selection Rules

It’s also noteworthy to mention that not all vibrational modes will be infrared or
Raman active. A set of criterion that a system must follow in order to display
either infrared ungerade or Raman gerade active modes is collectively known as
selection rules and differ for each technique. Perhaps the most fundamental selection
rules governing infrared and Raman spectroscopy include: for a mode to be infrared
active there must be a change in dipole moment and for a mode to be Raman active
there must be a change in polarizability. [175] A quantum mechanical way to explain
the selection rules for infrared spectroscopy is determined by the integral:
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Z
[µ]v v =
0 00

ψv0 (Qa )µψv00 (Qa ) dQa ,
0

(3.39)

00

where ψ is the vibrational eigenfunction, v and v are quantum numbers before and
after the transition, and µ is the dipole moment in the ground state. The dipole
moment can then be separated into three components: x, y, and z directions, giving:

Z
[µx ]v v =

ψv0 (Qa )µx ψv00 (Qa ) dQa ,

0 00

Z
ψv0 (Qa )µy ψv00 (Qa ) dQa , and

[µy ]v0 v00 =

(3.40)

Z
[µz ]v0 v00 =

ψv0 (Qa )µz ψv00 (Qa ) dQa .

If any one of these is nonzero, the normal vibration mode is infrared active however if
all the integrals equal zero, the vibration is infrared inactive and no change of dipole
moment exists. [175, 178]
Another important aspect of selection rules is the Rule of Mutual Exclusion which
states that in a centrosymmetric system, the unit vectors transform ungerade about
the center of inversion, whereas direct products transform as gerade. As a result,
the normal modes of vibration will show frequencies in either the IR or Raman, but
not in both at the same frequency. Therefore, in the case of a noncentrosymmetric
system, normal vibrational modes will show an overlap in frequency for both Raman
and infrared studies. [175, 178]

3.1.5

Theory of Raman scattering spectroscopy

The main principle behind Raman spectroscopy involves the inelastic scattering that
occurs between incident light and the sample surface. Essentially, the wavelength of
a small fraction of radiation scattered by certain particles differs from the incident
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beam. The resulting frequency shift will depend on the character of the normal mode
responsible for the scattering. Figure 3.2 explains the interaction of incident light
with sample, where the electron cloud becomes distorted forming a virtual state.
However, because this state is not stable, the photons instantly scatter back to a
lower or higher energy quasi-stable state. Figure 3.2(a) depicts Rayleigh scattering,
where the photons fall back to the ground state with no energy transfer or change
in photon frequency. This is a form of elastic scattering. Panels (b) and (c) are
forms of inelastic scattering, where instead of returning to the ground state, photons
fall back to a new level, different from initial energy state. This leads to a transfer
of energy and a shifting of energy lending information about vibrational modes. In
Stokes Raman scattering (Fig. 3.2(b)), photons are excited from the ground state
and relax to a higher energy level. Here, the scattered light holds a frequency lower
than that of the incident light. In anti-Stokes scattering (Fig. 3.2(c)), photons are
excited from the ground state and fall to a lower energy level, so scattered light holds
a higher frequency than the incident light. Typically, the Stokes lines are stronger
than anti-Stokes due to the population of molecules at v = 0 (Stokes) being greater
than the population at v = 1 (anti-Stokes). Thus it is traditional to only measure
the Stokes side of the spectrum. [175] The elastic scattering term can be explained
by the following equation:

E = E0 cos 2πv0 t.

(3.41)

Here, E the electric field strength of the laser changes as a function of time t. E0
represents the vibrational amplitude and v0 , the frequency of the laser. When a
diatomic molecule is irradiated, an electric dipole moment (P ) is induced as follows:

P = αE = αE0 cos 2πv0 t.
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(3.42)

(a)

(b)

(c)

Virtual states
Rayleigh scattering

Stokes Raman
scattering

Incident light

Anti- Stokes
Raman scattering

4
3
2
1
0

Ground state

Figure 3.2: Three types of scattering: (a) elastic Rayleigh light scattering, (b) inelastic Stokes, and (c) inelastic anti-Stokes Raman scattering.
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Here, α is polarizability. If the normal mode is vibrating with frequency vm , then
displacement (q) is:

q = q0 cos 2πvm t,

(3.43)

with q0 being the vibrational amplitude. When q0 is small, α is a linear function of
q, therefore

α = α0 + (

∂α
)0 q0 + · · ·
∂q

(3.44)

In this context, α0 is the polarizability and ( ∂α
) is the rate of change of α with
∂q 0
regard to change in q. We can therefore combine Eqns. 3.42-3.44, yielding:

P = αE0 cos 2πv0 t
∂α
)0 qE0 cos 2πv0 t
∂q
∂α
= α0 E0 cos 2πv0 t + ( )0 qE0 cos 2πv0 t cos 2πv0 t cos 2πvm t
∂q
1 ∂α
= α0 E0 cos 2πv0 t + ( )0 q0 E0 [cos 2π(v0 + vm )t + cos 2π(v0 − vm )t].
2 ∂q

= α0 E0 cos 2πv0 t + (

(3.45)

This equation represents the final induced dipole moment, with the first term (Rayleigh
scattering) representing an oscillating dipole moment radiating light at frequency v0 ,
the second term or anti-Stokes scattering correlating to Raman scattering at frequency v0 +vm , and the final term depicting the Stokes scattering with a frequency
of v0 -vm . Note, that if ( ∂α
) = 0, their is no change in polarizability and therefore
∂q 0
no Raman active vibration will occur according to Harmonic approximation.
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3.1.6

Other types of excitations

Aside from exploring the vibrational properties, traditional infrared and Raman scattering may be extended to explore other responses, including electronic and magnetic
excitations. Higher energy light (near infrared through ultraviolet regions) may probe
the electronic properties of a system. These electronic transitions, where an electron
is excited from a lower energy level to a higher one, may include band gap excitations. Band gap transitions involve the difference in energy from the top of the
valence band to the bottom of the conduction band. Changes in the band gap are
extremely prevalent for two-dimensional systems, especially when external fields such
as pressure and temperature are involved. Another form of collective excitation, a
two-magnon mode, may be explored using Raman scattering. The two-magnon features are exhibited at low temperatures and are related to magnetism, as the names
suggests. These excitations are the higher energy states that result from the excitation of more than one magnon, creating a broad continuum. Though a discussion of
these excitations are discussed in the previous chapter, they will not be a focus of
this dissertation.

3.1.7

Understanding the diffraction limit of light

Because light exists as waves, it moves freely through space but tends to diffract
around objects. Inevitably, waves will interact with one another leading to both
constructive and destructive interference. Though diffraction gratings may be useful
in an experiment to disperse specific wavelengths of light, diffraction also limits
the ability to completely resolve an image in optical spectroscopy. Resolution is the
ability of a lens and/or aperture to produce sharp, clear images of two objects spaced
closely together. The inability to resolve completely stems from the limited diameter
of the light beam, not the interaction with the aperture, where the light cannot be
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focused further. This can be seen when light passes through a lens (diameter, D)
where the resulting image is spread and blurred, just as light from an aperture does.
The highest point-point resolution that may be achieved is governed by complex
physical laws, and cannot be overcome by simply modifying an aperture or lens.
[179–182] These so-called resolution limitations are often referred to as the diffraction
barrier. The question is then, what is the diffraction limit of light? Consider the
diffraction pattern of a circular aperture, where D is the diameter. The first minimum
in the diffraction pattern exists at:

θ = 1.22

λ
,
D

(3.46)

where λ is the wavelength of light, D is diameter of aperture, lens, or mirror, and θ
is the angle of separation. This equation is only accurate when the aperture is much
larger than the wavelength of light, which is commonly the case for spectrometers
and microscopes. According to the Rayleigh criterion, two images may be just
resolvable when the center of one diffraction pattern is directly on top of the first
minimum of the diffraction pattern of the second and separated by θ (Eqn. 3.47.)
Interestingly, because it is the wavelength of the probe that limits resolution, even
small wavelengths of light will not prove to enhance the resolution. Any beam of light
having a finite diameter D with a wavelength will diffract, with the beam spreading
with an angle given by Eqn. 3.47. Again, this is problematic in optical studies.
Resolution is the ability of a lens to produce sharp images of two objects spaced
closely together. Resolving power can be expressed using the Rayleigh criterion as
follows:

θ = 1.22

λ
x
=
D
d
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(3.47)

where x is the distance between the objects, d is the distance from the sample to
the lens, and θ is the acceptance angle. Rearranging this equation gives the actual
resolving power:

x = 1.22

λd
D

(3.48)

This expression can also be rewritten to express results in terms of Numerical Aperture (N A). N A accounts for the ability of a lens to gather light and resolve details.
The angle subtended by the lens at its focal point is defined as:

θ = 2α,

(3.49)

where α is equal to half of the subtended angle. Taking this equation into consideration we can write:

sinα =

D
2

d

=

D
.
2d

(3.50)

Because N A = n sinα, where n is the index of refraction, we can show that

x = 1.22

λd
λ
λn
= 1.22
= 0.61
.
D
2sinα
NA

(3.51)

In optical studies, N A is important because a lens with a large N A is able to collect
more light, therefore yielding a brighter and more resolved image. Although the
Rayleigh criterion (Eqns. 3.47-3.51) is often useful, it does have it shortcomings
because resolution limits do not necessarily correlate to the level of detail that is seen
in images. As previously mentioned, the Rayleigh limit is defined by the distance
between two minima, however this can value can be skewed by either advanced or
linear optics setups. This is where the Abbe equation for resolution comes into play:
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d=

λ
λ
=
.
2nsinθ
2N A

(3.52)

This relationship clearly shows that the illuminated spot size that is created by a
point source will decrease with decreasing wavelength and increasing numerical aperture. This diffraction-limited resolution theory was further refined to quantitatively
measure the separation that is necessary between two points in order to resolve them
separately. This equation is as follows:

d=

2λ
N A2

(3.53)

Essentially, the Abbe limit describes the smallest level of detail that can possibly be imaged. It implies that structures with higher spatial frequency or shorter
wavelengths will not be transferred to the image. In fact, it is atypical for resolution
to even achieve the Abbe limit because of the presence of optical inhomogeneities.
While this was once a written rule of optics, it now appears that there that there
is no fundamental limit in achieving spatial resolution. Reaching beyond this traditional far field diffraction limit has been accomplished through the use of near-field
microscopy techniques such as near-field scanning optical microscopy. This technique
employs raster scanning of an aperture of small size near to the sample surface. This
spatial resolution is not determined by the wavelength of light, but rather the size
of the aperture. [164, 183] This does offer higher spatial resolution than traditional
techniques however it does not offer extension into the far infrared regime. The sensitivity is also limited by the collection efficiency because of the aperture transmission
scaling: (d/λ)4 . In order to improve these issues, aperture-based techniques have
been replaced by apertureless tip-enhanced technologies, improving the ability to
focus. Scattering-type scanning near-field optical microscopy is one technique that

64

employs this tip-based technology. This system works by using the electro-magnetic
field that exists close to the tip. The tip scans a sample surface while simultaneously
acting as an optical probe, where light is focused onto the tip by an objective. The
tip itself behaves as an antenna, directing and concentrating incident light on the
tip’s apex. When the tip is brought close to the sample surface, the confined field
at the apex optically interacts with the material. The scattered light from the tip
holds information regarding optical properties, including the refractive index. This
information is recorded by the detector. Near-field images are obtained by raster
scanning the surface below the tip. In tip-based microscopy the sensitivity increases
due to the tip itself, allowing for nanometer spatial resolution. The spatial resolution
is directly proportional to the apex radius of the tip itself, currently as small as 10
nm yielding a 10 x 10 nm2 resolution. This is significantly smaller than the diffraction limit! The spectral range is also extended into the terahertz. [184, 185] Though
the improved sensitivity and spatial resolution are advantageous, there are issues
including weak signals. Therefore, near-field techniques are limited by the available
light source. The solution to reaching into the far infrared lies in the use of a high
brightness-broadband lights source in combination with tip-based spectroscopy, as
well as a very low noise bolometer detector. [168, 171, 186]

3.1.8

Synchrotron light: overcoming the diffraction limit

Probing a small sample, such as nanosheets, with a much larger beam does not allow
for a sufficient study of discrete features of the sample. Although traditional infrared
microscopy can prove to be useful as a way to spatially resolve microscopic images
yielding chemical and physical information, it is not useful for resolving features on
the nanoscale. Synchrotron-based infrared spectroscopy helps to circumvent this issue because of its high brightness which in turn leads to better lateral resolution,
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along with faster acquisition times, and enhanced spectral quality. Essentially, the
synchrotron source boosts the signal that is lost due to the tip. Spectral irradiance
is shown in Fig. 3.3. Here, we see in solid red the spectral irradiance and bandwidth
that is achievable using Beamline 5.4 at the synchrotron source at Lawrence Berkeley National Lab. Though my experiments were conducted at Beamline 2.4, the
limit is comparable. Synchrotrons produce high-flux electromagnetic radiation in a
continuous broadband spectrum from infrared to the x-ray region. This broadband
light is created when electrons are ejected from an electron source and accelerated
via an electron accelerator. The electrons then enter a booster ring, upon which
they are further accelerated prior to entering the storage ring. The storage rings
use magnetic fields to bend electron trajectory onto a closed orbit. The velocity of
the electrons is near the speed of light, causing them to give off radiation that is
directional, concentrated, and free of thermal noise. [187, 188]

3.2

Spectroscopic instrumentation

Spectroscopy entails the interaction of electromagnetic radiation with matter, which
is dependent on the energy of light. Individual spectroscopic techniques are classified
by the wavelength region of the spectrum that is observed, ranging from microwaves,
terahertz, infrared, near infrared, visible, and finally ultraviolet radiation. Therefore,
spectroscopy can be used as a probe of the structural, vibrational, magnetic, and electronic properties of a material. In this work, the probing light of interest falls in the
far infrared region of light, below 700 cm−1 , as well as visible light studies (Raman)
around 532 nm. This is because we are interested in the dynamics of chalcogenides
and this is the range in which fundamental vibrations exist for these systems. A
majority, if not all, of the phonons of interest in transition metal chalcogenides fall
in the far infrared region of light making it essential to explore below
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Figure 3.3: Spectral irradiance and bandwidth achievable for a variety of broadband
sources. Displayed are calculated irradiance (red dashed), solid red is experimental
detector limit, laser source in green, supercontinuum laser in blue, and 1,000 K
blackbody source (black). [43]
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700 cm−1 . The following sections will discuss details of the spectrometers utilized in
my studies of layered systems. All three instruments of interest are pictured in Fig.
3.4.

3.2.1

Fourier transform spectroscopy

In this work two main spectrometers, a Bruker IFS 113V traditional infrared and
near-field infrared spectrometer (which will be discussed in more detail later) were
used for all infrared investigations. The spectrometers of interest contain several components including: source, interferometer, sample, and detector. These instruments
are both Fourier-transform infrared spectrometers. The key to any Fourier-transform
spectrometer is the interferometer. A basic understanding of Fourier-transform spectroscopy can be conveyed by outlining the general principles of a Michelson interferometer shown in Fig. 3.5.
The purpose of an interferometer is to introduce a path difference between two
beams of light, leading to an interference pattern. First, the incident beam is split
in half by the beamsplitter. Half of this transmitted light is reflected from the
moving mirror, M2 , whereas the other half is reflected onto the fixed mirror, M1 .
Both of these beams will then recombine at the beamsplitter, with some recombined
light returning to the source and the recombined light of interest proceeding to the
sample and then detector. The intensity of the recombined beams I(x) (interferogram
function) is dependent on the path difference from mirrors 1 and 2. [189] A plot
of the I(x) as a function of the displacement of the moving mirror is called an
interferogram. [189] If M2 moves at a constant velocity, the relationship between the
interferogram function I(x) and the source intensity B(ω) is as follows:
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(a)

(b)

(c)

Figure 3.4: (a) Bruker IFS 113v Fourier-transform infrared spectrometer, (b) nearfield nanospectrometer, (c) LabRAM HR Evolution Raman spectrometer.
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M1

M2

Figure 3.5: Schematic view of a Michelson interferometer, where the incident light
travels through the beamsplitter to the moving mirror M1 and M2 . The beams
recombine yielding an interference patter and plotted as power versus time.
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1
I(x) =
2

Z

∞

B(ω)cos2πωdx.

(3.54)

0

Here, ω is the frequency (wavenumbers) and I(x) is the cosine Fourier transform of
the source intensity B(ω). I(x) contains a complete set of information about the
single beam infrared spectrum. [189, 190] The transmittance (reflectance) spectrum
is the ratio of the sample to the reference.

3.2.2

Bruker IFS 113v Fourier transform infrared spectrometer

All of the traditional far-infrared (20-700 cm−1 ) transmittance measurements in
this dissertation were completed using Bruker IFS 113v Fourier transform infrared
(FTIR) spectrometer. The spectrometer consists of four chambers – source, interferometer, sample, and detector chambers. This system operates under vacuum,
reducing atmospheric noise. The Si or B-doped Si bolometer, which is cooled with
liquid helium, provides extra sensitivity for far infrared studies. This is because the
intensity of a black-body source is extremely weak in the far infrared, thus a traditional room-temperature DTGS detector will not be able to provide either sufficient
sensitivity or a high enough signal-to-noise ratio. A schematic view of the beam path
and optics are provided in Fig. 3.6. In order to capture different energy regions most
efficiently, the instrument uses a series of sources, detectors, and beamsplitters for
optimal resolution and signal. A list of these operating parameters is listed in Table
3.1.
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Figure 3.6: Optical layout and beampath of the Bruker 113V FTIR spectrometer.
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Table 3.1: Bruker IFS 113v operating parameters
Range (cm−1 )

Source

Beam splitter

Opt. Filter

Polarizer

Detector

10-50
30-120
50-240
100-600
450-4000

Hg arc
Hg arc
Hg arc
Hg arc
Globar

Mylar 50 µ
Mylar 23µ
Mylar 12µ
Mylar 3.5µ
KBr

Black PE
Black PE
Black PE
Black PE
open

1
1
1
1
2

Si bolometer, DTGS
Si bolometer, DTGS
Si bolometer, DTGS
Si bolometer, DTGS
B-doped Si bolometer, DTGS

PE = polyethylene. Polarizer 1 = wire grid on oriented PE, Polarizer 2 = wire grid on AgBr
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3.2.3

LabRam HR Evolution Raman spectrometer

Raman measurements were carried out on a Horiba LabRAM HR Evolution Raman
spectrometer (50-700 cm−1 ). This instrument is equipped with a series of diodepumped lasers: 432 nm (blue), 532 nm (green), and 742 nm (red). My Raman
measurements employed the 532 nm excitation laser typically with a power below 1
mW, 1800 groove per millimeter grating, and a liquid nitrogen cooled charge coupled
detector (CCD). Integration times were varied as needed to improve the signal-tonoise ratio.

3.3

Spectroscopy under extreme conditions

In order to probe different phases and reveal the nature of any existing transitions,
we apply external stimuli in tandem with our traditional spectroscopic techniques.
Specifically, we use both variable temperature and synchrotron-based tip-enhanced
spectroscopy as means to reveal the vibrational response of two-dimensional systems
under extreme conditions.

3.3.1

Variable temperature spectroscopy

Variable temperature measurements with the Bruker IFS 113v infrared spectrometer
were carried out using an open-flow helium cryostat in conjunction with a HeliTran cryostat system with dual temperature sensors and a Lakeshore Model 330
temperature controller. The general layout of a low-temperature experiment is shown
in Fig. 3.7. Cooling occurs via a controlled liquid He flow through the transfer line
to the cryostat and heat exchanger. The sample itself is mounted on the sample
holder using either GE varnish or silver paste. To ensure thermal contact between
the sample holder and cryostat, a small amount of crygon grease is utilized. After
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Figure 3.7: Set-up of liquid transfer line and cryostat for low-temperature measurements.
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the sample holder and cryostat, a small amount crygon grease is utilized. After the
sample has been cooled, the liquid helium evaporates and the resulting gas is either
released through the helium exhaust port on the cryostat or the shield outlet port
on the transfer line. Temperature is controlled by adjusting the helium flow rate
inside the cryostat. This flow rate, in turn can be controlled in three ways: by the
pressure inside the helium dewar, manually with flow meters and a heater, and/or
by the needle valve at the tip of the transfer line. Aside from these, there are two
thermal sensors, one attached to the tip of the cold stage and other mounted on the
sample holder, enabling an accurate account of the temperature. Employing this
low temperature set-up measurements can be taken across a broad range, from 4.2 700 K. The experimental set-up for Raman scattering studies was similar, however
the cryostat used was an Oxford Microstat with quartz windows. The cryostats
themselves slightly differ with the Microstat oriented horizontally, being low profile
with smaller windows so less room for angle of incidence.

3.3.2

Tip-based near-field infrared spectroscopy

Synchrotron-based infrared nano-spectroscopy was performed using a commercial
nanoscope (neaSNOM, Neaspec GmbH) using the setup at Beamline 2.4 at the
Advanced Light Source at Lawrence Berkeley National Laboratory. [43] The synchrotron acted as a high brightness, broad band light source, coupled to a traditional
Fourier transform infrared spectrometer and an atomic force microscope (Fig. 3.8).
The tip-based nature of this technique allowed for the collection of both amplitude
and phase data over the 330-700 cm−1 range with a spatial resolution on the order
of 20 x 20 nm2 . All near-field spectra employ second harmonic signals (yielding increased sensitivity) that contain the near-field response. A Ge:Cu detector equipped
with 2 MHz, low-noise preamplifier, a KRS-5 beamsplitter, and a nitrogen enclosure
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Figure 3.8: Synchrotron-based near-field infrared nanospectroscopy set-up at Beamline 2.4 at the Advanced Light Source, Lawrence Berkeley National Lab. [43]
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enabled extension to the far infrared.
Samples were exfoliated onto a substrate directly before measurements. Figure
3.9 shows the typical procedure involved in near-field infrared studies. First, the
sample + substrate are scanned with atomic force microscopy (AFM), first taking a
low resolution image to locate possible regions of interest. Once a promising area is
confirmed, a high resolution AFM image is used to reveal the full topography. This
information is used to (i) confirm cleanliness, (ii) extract a height profile, and (iii)
designate areas to measure. In order to extract layer number, the AFM image is
analyzed using Gwyddion, a modular program for data visualization and analysis.
Since AFM and near-field infrared operate in the same field of view, we can pinpoint
exactly where to collect spectra. For example, we can select and perform a point
scan on a specified layer number. Repeated measurements are completed confirming
both accuracy and sheet stability over time.

3.4

Materials of interest: synthesis, sample preparation, and complementary calculations

3.4.1

Material synthesis

Single crystals of MnPS3 , FePS3 , NiPS3 , and CrPS4 were grown by David Mandrus’
group at the University of Tennessee using the chemical vapor transport process as
described previously. [37, 191] HfS2 single crystals were grown by ultra flux vapor
technique and were purchased from 2D Semiconductors.
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Figure 3.9: (a) Displays a close-up view of an AFM cantilever tip directing light to
the sample surface. (b) High resolution AFM image produced from the near-field
infrared spectroscopy experiment, and (c) height profile analysis extracted along the
red line in panel (b).
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3.4.2

Infrared transmittance measurements

Prior to transmittance measurements, samples were exfoliated to an ideal optical
density, allowing light to pass through. The sample is then adhered to a round pinhole aperture using either GE varnish or silver paste. When completely dried, the
aperture was attached to the transmittance sample holder. The resulting transmit1
tance spectra were converted to absorption via α(ω) = − hd
ln[T (ω)], where T ω) is

the measured transmittance, d is the sample thickness, and h is the concentration.
For single crystal measurements h = 1. No reflectance correction was made. Spectral
resolution was between 2-4 cm−1 .

3.4.3

Raman scattering studies

Preparation for Raman scattering studies proved to be much simpler. The sample
is mechanically exfoliated directly before measurements in order to reveal a clean,
flat surface. The sample is then glued to a copper sample holder. The excitation
laser operated at 532 nm (< 1 mW of power), using a grating of 1800 grooves per
millimeter.

3.4.4

Near-field infrared nanospectroscopy

Perhaps, the most complex sample preparation occurred for near-field infrared spectroscopy measurements. Prior to near-field work, single crystals were mechanically
exfoliated with thermal release tape. The near-field measurements then require the
sample to be adhered to a substrate. Previous work in this area relied primarily on the
use of silicon substrates however I performed measurements on a variety of substrates
including glass, sapphire, aluminum, and gold. Test samples showed poor adhesion
on glass and sapphire substrates requiring the use of glue. Bare aluminum and silicon
proved to be much better candidates - at least in terms of adhesion. The aluminum
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substrate allowed for high quality spectra for multilayer samples, however, sharpness
of features decreased dramatically with sheet number. This substrate was especially
unencouraging because we were unable to get down to the thinnest sheets. Different issues arose with silicon. Although adhesion was reasonable, substrate phonons
complicated the spectral response in sheet studies. The gold substrate proved to be
the best option for a variety of reasons including the screening of substrate phonons,
surface stabilization without the use of an adhesive, and the high reflectance leading
to a better signal intensity of few- and single sheets.
To evaluate the sheet number n, a height profile (H ) was extracted using the
open source software Gwyddion, and we employed a standard to check our height
calibration. Sheet thickness was calculated using

xm + yn = H

(3.55)

where H is the extracted height (nm), x is the sheet thickness (nm), y is the van der
Waal gap thickness, m is the number of sheets, and n is the number of van der Waal
layers present which is defined as n = (m - 1). Specifically for MnPS3 x = 0.322 nm
and y = 0.327 nm.

First principles theory and simulation
3.4.5

Density functional theory

Density functional theory (DFT) is a first principles theoretical technique that aids
in the understanding of the vibrational properties of solid systems. It is a widely
employed first principles quantum mechanical method for understanding structural,
electronic, and magnetic properties of a system. DFT takes into account three
variables- the three Cartesian directions- as opposed to the 3N variables in a many81

body wavefunction, yielding highly accurate calculations. [192] In the following chapters, density functional theory has proven essential in understanding symmetry transitions and space group assignments, as well as determining the dielectric constant
and Born effective charge.

3.4.6

Bulk, few- and single layer phonon studies on the M PS3
(M =Mn, Fe Ni) family and CrPS4

Ab-initio density functional theory (DFT) calculations were performed employing Vienna ab-initio Simulation Package (vasp), which employs the projector-augmented
wave (PAW) basis set. [193, 194] 340 eV of plane-wave energy cutoff and 8×6×8
(15×15×1) Monkhorst-Pack k-grid sampling were employed for monoclinic C2/m
(single-layer hexagonal P 3̄1m) crystal structures for M PS3 family and C2 symmetry
for CrPS4 . For the single-layer calculation in monoclinic symmetry, a 8×6×1 kgrid was employed along with the bulk in-plane lattice parameters a and b. For the
treatment of electron correlations within DFT, a revised Perdew-Burke-Ernzerhof
exchange-correlation functional for crystalline solid (PBEsol) was employed [195], in
addition augmented by on-site Coulomb interactions for transition metal d-orbitals
within a simplified rotationally-invariant form of DFT + Uef f formalism. [196] Structural optimizations for the M PS3 family employed force criteria below 10−4 eV/Å.
Calculation parameters for CrPS4 include PBEsol + Uef f (2.5 eV for Cr), with intrachain-FM-inter-chain-AF order, with ambient pressure (no pressure constraint enforced when relaxing cell parameters and internal coordinates) condition. phonopy
code interfaced with vasp was employed to calculate the Γ-point phonon modes for
each structure. [197]
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3.4.7

Born effective charge calculation in HfS2

First principles calculations were performed using the projector augmented wave
approach as implemented in the Vienna Ab-initio Simulation Package (vasp) [193,
194, 198]. Both the Born effective charge and high frequency dielectric constants are
determined from the response to finite electric fields. The high-frequency dielectric
constant, i.e. dielectric constant from electronic contribution, is achieved by simply differentiating the polarization with external electric field when all the ions are
clamped:

∞
ij = δij +

4π ∂Pi
0 ∂Ej

(3.56)

where the polarization is calculated following the using the VASP implementation
following the formulation of Perturbation Expression After Discretization (PEAD)
[199, 200]. Here electric fields of 2meV /Å, 2meV /Å, 0.01meV /Å are applied separately to a,b,c-axis to calculate the derivative. Similarly, the Born effective charge
can be calculated by differentiating the polarization with the ionic displacement. In
practice this is converted to a more computation-efficient form:

Zij∗ =

1 ∂ 2F
1 ∂Fj
Ω ∂Pi
=
=
e ∂uj
e ∂uj ∂Ei
e ∂Ei

(3.57)

Here the F is the total energy which consists of both Kohn-Sham energy and
polarization energy: F = EKS + ΩP · E. F is called Hellman-Feynman forces defined
by Fi =

∂F
.
∂ui

Compared with the total polarization, F is easier to calculate because it

solely depends on the ground state wavefunction, which can be achieved by applying
PEAD. To be complete, density functional perturbation theory (DFPT) [201] combined with multiple functionals (including PBEsol, meta-GGA) with spin-coupling
is also performed to get the Born Effective charge. Both DFPT and finite electric
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field will provide similar results regarding the dielectric constant and Born effective charge. We choose to the later method for its compatibility with Hatree-Fock
method.
All the first-principles calculations are performed in the single unit cell with
12 × 12 × 6 k-grids and cut-off energy of 500 eV . The crystal structure is constructed
from experimental results. The energy tolerance is set to 10−8 to get a well-converged
wavefunction. A hybrid functional (HSE) consists of functional of Perdew, Burke,
and Ernzerhof (PBE) [202] and Hatree-Fock (HF) exchange is used to get the band
gap close to experiment result [203]. In the case of HfS2 , a energy band gap of 2.05 eV
can be achieved by using the screening parameter of 0.3, which is also referred HSE06.
The band gap of HfS2 is reported to be spanning from 1.96 eV (by measuring optical
absorption) [204] to 2.85 eV (by combined angle-resolved photoemission and inverse
photoemission) [205], which are both close to what we have using HSE06. Band
structure calculated using functional of PBEsol or meta-GGA both underestimates
the band gap by at least order of two, which could possibly influence the prediction
accuracy of electric field response.

3.4.8

Group theory analysis

Group theory analysis proves to be crucial in understanding phonon behavior both at
the bulk and ultra-thin limit. First, bulk calculations are completed and compared
to experimental results. This helps to understand symmetry assignments as well
as reveal the relationship between spectral features and their specific displacement
patterns. For sheet and temperature studies, a sub-group analysis is performed to
uncover possible answers as to the gain/loss of phonons as a function of layer number
or temperature effects. For example, if a sample gains features, this shows a transition to a lower order space group, whereas a loss of modes indicates a transition
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to a higher order space group. This is the case with the sheet studies of MnPS3
and FePS3 , where in the fewest sheets a Bu mode is lost, and therefore transitions
from a lower to a higher order space group. Once a suitable space group is determined, lattice dynamics calculations are completed using the aforementioned space
group as a guide. The newly predicted phonon positions are then carefully compared
to the sample spectra. A more in-depth discussion on symmetry, transitions, and
comparison of local structure will follow in Chapters 4, 5, and 6 of this dissertation.
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Chapter 4
Near-field infrared spectroscopy of
single layer MnPS3
We measured the near-field infrared response of MnPS3 in bulk, few-, and single-layer
form and compared our findings with traditional far field vibrational spectroscopies,
a symmetry analysis, and first principles lattice dynamics calculations. Trends in
the Bu mode near 450 cm−1 are striking, with the disappearance of this structure
in the thinnest sheets. Combined with the amplified response of the activated Ag
mode and analysis of the Au + Bu features, we find that symmetry is unexpectedly
increased in few- and single-sheet MnPS3 due to a restoration of the three-fold axes
of rotation. Monoclinicity in this system is therefore a consequence of the long-range
stacking pattern and temperature rather than local structure. Future chapters will
prove that this is not always the case.
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4.1

Traditional far field infrared and Raman spectroscopy

Figure 4.1 displays the traditional infrared and Raman scattering response of the
MnPS3 single crystal at room temperature. Our complementary lattice dynamics
calculations are also included. The full frequency window is available for these traditional spectroscopies-different from the near-field infrared which is currently limited
to 330 cm−1 . Combining the first principles lattice dynamics calculations with prior
literature results, [134] we can assign all of the peaks in these spectra. First, the low
frequency infrared-active mode near 152 cm−1 and Raman-active feature at 116 cm−1
are ascribed to the translational motion of the Mn atom. The gerade peak at 156
cm−1 occurs to the rotation of the PS3 unit. Phonons present at 191 and 254 cm−1
(infrared), as well as 245 cm−1 (Raman) are assigned to an in-plane translational
motion of PS3 unit. Next, the Raman-active mode near 274 cm−1 is reminiscent of
a PS3 bend. We assign the strong infrared band at 573 cm−1 to the nearly degenerate PS3 stretching mode. The presence of two weak Raman bands at 569 and 581
cm−1 demonstrates that coupling between two PS3 units is weak. The small infraredactive Bu mode at 452 cm−1 is a combination of a P-P stretch + out-of-plane PS3
translation. The strong Raman band near 385 cm−1 is due to a symmetric stretch
of PS3 , largely ascribed to the motion of chalcogen atoms with a weak contribution
from vibrational coupling between the phosphorus and sulfur units. [134] The mode
assignments are summarized in Table 4.1.
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Figure 4.1: (a) Traditional infrared absorption (green) and Raman scattering (red)
spectra at 300 K. (b) Lattice dynamics calculations of MnPS3 projected according to
mode symmetry. Recall that the ungerade modes are infrared-active and the gerade
symmetry modes are Raman-active. The calculated frequencies are within 3 % of the
experimental peak positions. The calculated modes have a Gaussian line shape with
2 cm−1 broadening. The higher peak intensity indicates nearly degenerate modes.
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Table 4.1: Vibrational mode assignments of single crystalline MnPS3 . All values are
in cm−1 .
ω (infrared)
152
–
191, 254
–
–
452

ω (Raman)
116
156
245
274
385
–

573
–

–
569, 581

ω (near-field)* assignment
–
T 0 (Mn)
–
R 0 (PS3 )
–
T 0 xy (PS3 )
–
δ(PS3 )
360
ν(PS3 )
450
T 0 z (PS3 )
+ ν(P-P)
567
ν(PS3 )
–
ν(PS3 )

ν = symmetric stretch, δ = bend, T 0 = translational motion, R 0 = rotational motion,
* corresponds to maxima in the phase spectra.

89

4.2

Far vs. near-field infrared spectroscopy and
mode assignments

Figure 4.2 summarizes the vibrational properties of single crystalline MnPS3 at room
temperature. In addition to the traditional infrared absorption, Raman scattering,
and theoretically-predicted mode positions, it also displays our near-field results [Fig.
4.29c)]. Here, both the amplitude and phase components of the near-field spectrum
are shown prior to exfoliation. Assignments are made by comparison with the aforementioned traditional infrared and Raman spectroscopies as well as our calculated
frequencies and displacement patterns [Fig. 4.2(a, b)]. Clearly, the infrared-active
modes are well represented in terms of position, shape, and amplitude - confirming
the effectiveness of the near-field technique. For instance, the Au + Bu modes are
centered near 573 cm−1 . The much smaller Bu mode evident as well; it increases in
intensity in the near-field response and is well-isolated from the other features. At
the same time, there is a subtle hint of an additional feature near 360 cm−1 that is
not anticipated according to traditional selection rules.
We tentatively assign it as an activated Ag mode - normally present in the Raman
response. We attribute the relaxation of selection rules in the near-field spectrum of
MnPS3 to the fact that the electric field lines are highly concentrated and slightly
curved due to the manner in which the evanescent wave travels down the antennalike tip to focus light onto the sample. [43, 44, 206] Tip-enhanced techniques also
have penetration depth differences compared to traditional spectroscopies [43, 44,
206] which may further impact the selection rules. In any case, the assignments
summarized in Table 1 place the near-field infrared response of MnPS3 on a firm
foundation from which we can extend toward few- and single-layer systems.
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Figure 4.2: (a) Traditional infrared absorption (green) and Raman scattering (red)
spectra at 300 K. (b) Lattice dynamics calculations of MnPS3 projected according to
mode symmetry. Recall that the ungerade modes are infrared-active, and the gerade
symmetry modes are Raman-active. The calculated frequencies are within 3% of the
experimental peak positions. The calculated modes are shown with a Gaussian line
shape and 2 cm−1 broadening. The higher peak intensity indicates near degeneracy.
(c) Room temperature near-field amplitude (blue) and phase (orange) spectra for
single crystalline MnPS3 . We set the overall frequency scale to focus on the available
near-field energy window (330-700 cm−1 ).
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4.3

Testing different substrates

As part of the work to measure atomically-thin MnPS3 , we tested a variety of substrates for suitability with our target material. These included gold, aluminum,
glass, sapphire, and silicon. The choice turns out to be crucial. For instance, MnPS3
showed poor adhesion on glass and sapphire substrates requiring the use of glue.
Bare aluminum and silicon proved to be much better candidates - at least in terms
of adhesion. The aluminum substrate allowed for high quality spectra for multi-layer
samples, however, sharpness of features decreased dramatically with sheet number.
This substrate was especially unencouraging because were unable to get down to the
thinnest sheets. Different issues arise with silicon. Although adhesion was reasonable, substrate phonons can potentially overlap with those of the target material.
This is especially problematic when the near-field infrared signal is small. For our
specific case, the substrate phonons complicate the spectral response of the MnPS3
sheets. Our work with uncoated gold mirrors revealed excellent adhesion of fewand single-sheet MnPS3 via gold· · · sulfur interactions. This not only eliminates the
need for glue but also the interference of substrate phonons. The use of bare gold
mirrors to support exfoliated chalcogenides does, however, have the disadvantage of
introducing a small charge transfer band between the sulfur and the gold centered at
550 cm−1 . [207] This charge transfer excitation is somewhat problematic for MnPS3
because it partially obscures some of the sulfur-related stretching modes between 550
and 600 cm−1 . We anticipate that uncoated gold will, however, work well for some
of the heavier chalcogenides like MoTe2 where the frequencies are shifted downward
due to heavier masses. [208] In any case, the charge transfer band is apparent only in
the single-layer response for MnPS3 . This feature is easily identified in the near-field
response by the increasing background, the width of the band (which indicates its
electronic origin), and the fact that prior studies of other sulfur-containing molecules
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and materials on gold display a Au· · · S charge transfer band in this vicinity all point
toward such an assignment. [207] We attempted to uncover the hidden Au + Bu
phonons by modeling this Au· · · S charge transfer with a series of Voigt oscillators
and subtracting the result from the near-field spectrum. This procedure did not,
unfortunately, reveal the superimposed phonons - probably due to their minute oscillator strength. This limits the frequency window for single-layer MnPS3 - although
the response for the bilayer and above is relatively unaffected.

4.4

Vibrational properties of MnPS3 as a function
of sheet thickness

Figure 4.3 summarizes the near-field infrared response of MnPS3 as a function of
layer thicknesses. The measured spectra of the bulk crystal and monolayer in panel
(a) reveal a stunning dissimilarity, and the theoretically-predicted phonon patterns
capture these effects nicely - particularly with respect to the presence (or absence) of
the Bu mode. Figure 4.3(b, c) displays a systematic view of the near-field spectrum
of MnPS3 as a function of layer number (n). These data and the findings from our
correlation group analysis are discussed below. Taken together, they support the
overall connection between decreasing layer number and a crossover to higher symmetry. The gold· · · sulfur interaction is apparent in the single layer (n=1) spectrum
as evidenced by the charge transfer band above 550 cm−1 . [207]
Detailed analysis of the near-field spectra [Fig. 4.3(b,c)] supports an n-dependent
symmetry crossover. The behavior of the Bu feature at 450 cm−1 is most revealing.
Because this mode is well isolated, its behavior can be easily tracked. This structure
is very evident in the bulk (n=∞), blueshifts at intermediate sheet thicknesses,
diminishes between n=30 and 16, and disappears entirely below n=11.
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Figure 4.3: (a) Near-field infrared response of MnPS3 single crystal compared with
that of the monolayer. The latter is multiplied by a factor of 5. Corresponding
lattice dynamics calculations highlight the symmetry modifications. We show both
the infrared- and Raman-active modes. (b, c) Evolution of the near-field infrared
spectra from MnPS3 single crystal (n=∞) to the monolayer. The exfoliated sheets
are on a gold substrate. In (b) and (c), the spectra are shifted (by a constant
amount) for clarity, the data below n = 11 are multiplies by a factor of 5, and
the well-known Au· · · S signature is indicated. [207] (d) Direct comparison of the
predicted vibrational modes over the entire frequency range for a single sheet of
MnPS3 - depending on the symmetry that was imposed during the calculation (C2/m
vs.P3̄1m).
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It never reappears - even in the monolayer - indicating that the symmetry for n <11 is
no longer C2/m. Further, the symmetry must be higher, not lower, for this feature
to disappear. To understand why the 450 cm−1 peak disappears, we calculated
the phonon frequencies for two separate single-layer structures with monoclinic and
hexagonal symmetry constraints [Fig. 4.3(d)]. We find that the modes around 450
cm−1 which exist in the monoclinic (C2/m) symmetry are absent in the hexagonal
(P3̄1m) case, indicating that the disappearance of this feature is indeed linked to the
restoration of three-fold rotational symmetry in the single-layer limit.
The Ag vibrational mode near 360 cm−1 provides additional evidence for a change
in symmetry. This feature is at the limit of our sensitivity in the bulk, becomes
somewhat more apparent in the intermediate thickness range, and is fairly clear in
the n=11 spectrum. In few-layer systems, the trends in the Ag mode (now actually
A1g symmetry [209]) are less obvious, although the structure appears to be amplified
in the monolayer spectrum.
The Au + Bu sulfur-phosphorous stretching modes near 556 cm−1 also display
signatures of a thickness-dependent symmetry transition. These features are strong
and relatively broad in the bulk - as expected when a number of closely-related
modes overlap. The Bu component of this “mode cluster” near 600 cm−1 is unfortunately not well isolated, therefore making it more difficult to study as compared
to the 450 cm−1 Bu phonon. That being said, the structure evolves with decreasing
thickness, always sporting a clear doublet between n=142 and 48. The low frequency
branch of the doublet redshifts with decreasing thickness whereas the high frequency
branch blueshifts slightly. The doublet broadens significantly between n = 48 and
22. Between n=16 and 11, the two branches come together slightly and begin to
diminish. Below n=11, the features widen significantly and are much more diffusethough never completely disappearing. Eventually (when n=1), they are overcome

95

by the gold· · · sulfur charge transfer band above 550 cm−1 and therefore cannot be
resolved. [207]

4.5

Analyzing the symmetry crossover

In order to uncover the symmetry relationship between the single crystal and monolayer, we analyzed a number of different candidate space groups including P3̄m1,
R3̄m, and P3̄1m. We find that P3̄1m provides the best overall agreement. The symmetry relationship between C2/m and P3̄1m is summarized in Fig 4.3(d). Analysis
reveals that P3̄1m has a three-fold axes that C2/m does not. The inversion center is present in both settings. Importantly, P3̄1m (and the other candidate space
groups) have higher symmetry than C2/m, so they will have fewer modes. This is
because C2/m is a maximal subgroup of P3̄m1. After restoration of the three-fold
rotation, the magnetic point group becomes 3m. The vibrational response therefore
demonstrates that the single crystal of MnPS3 has lower symmetry than its few- and
single-sheet analogs.
It is curious that three-fold symmetry is restored below n = 11 rather than at
n = 1 where the stacking becomes irrelevant. We speculate that, since interactions
between adjacent layers in this wide-gap (≈2.65 eV) semiconductor are weak, [210]
thermal excitations may restore the higher symmetry below a critical thickness especially at room temperature. Additional questions relate to stabilizing crystal
structures with different stacking symmetries for distinct physical properties in these
layered systems as a function of layer thickness or alternate growth conditions. Based
on the weakness of the van der Waals interactions, it is plausible to assume the
presence of alternative metastable layer stacking patterns with different symmetries
as suggested in other layered van der Waals compounds. [210–212] As proposed
in this work, their relative stabilities may be affected by temperature, finite-size
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effects, or growth conditions. This is important because certain stacking patterns
may give rise to distinct magnetic order or even complex order parameters such as
ferrotoroidicity. [137] In this regard, synchrotron-based near-field spectroscopy will
be a crucial tool for exploring symmetry in few-layer van der Waals compounds and
ultrathin oxide heterostructures.
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Chapter 5
Symmetry crossover in layered
M PS3 complexes (M = Mn, Fe, Ni)
via near-field infrared spectroscopy
We employ synchrotron-based near-field infrared spectroscopy to reveal the vibrational properties of bulk, few-, and single-sheet members of the M PS3 (M = Mn, Fe,
Ni) family of materials and compare our findings with complementary lattice dynamics calculations. MnPS3 and the Fe analog are similar in terms of their symmetry
crossovers, from C2/m to P3̄1m, as the monolayer is approached. These states differ
as to the presence of a C3 rotation around the metal center. On the other hand,
NiPS3 does not show a symmetry crossover, and the lack of a Bu symmetry mode
near 450 cm−1 suggests that C3 rotational symmetry is already present - even in the
bulk material. We discuss these findings in terms of local symmetry and temperature
effects as well as the curious relationship between these symmetry transformations
and those that take place under pressure.
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5.1

Synchrotron-based near field response of the
M PS3 family of materials (M = Mn, Fe, Ni)

Figure 5.1 summarizes the near-field spectra for the full set of M PS3 materials (M
= Mn, Fe, Ni). Both amplitude and phase signals are included to illustrate how
this method works on single crystals and, at the same time, to provide the n =
∞ response. Here, n is the layer number. Vibrational mode assignments are made
via comparison with traditional infrared and Raman scattering spectra as well as
prior lattice dynamics calculations of MnPS3 . [26] Table 5.1 summarizes the mode
assignments for the M PS3 (M = Mn, Fe, Ni) family across the currently available
near-field frequency window (330-700 cm−1 ). The high frequency doublet structure,
centered near 567 cm−1 (Mn), 580 cm−1 (Fe), and 584 cm−1 (Ni), is assigned to the
infrared active Au + Bu modes, with an isotope-like effect evident in the frequency
progression. The Bu mode near 450 cm−1 is also present in the near-field spectrum
of the Mn and Fe materials and significantly amplified compared to the far field
infrared response. This feature is clearly absent in NiPS3 . The amplified intensity
of this structure in MnPS3 and FePS3 as well as its absence in the Ni analog will be
important in our discussion below. The 365 cm−1 feature in MnPS3 is tentatively
assigned as an Ag symmetry mode, activated by the tip-enhanced nature of the nearfield technique. [26] The relaxation of traditional selection rules can be attributed
to the presence of highly concentrated and slightly curved electric field lines that
manifest because of the way in which the evanescent wave travels down the tip to
focus light on the sample. A similar structure is observed near 357 cm−1 in FePS3 .
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Figure 5.1: Near-field amplitude and phase spectra for MnPS3 , FePS3 , and NiPS3
single crystals at room temperature. Calculated mode positions and assignments
are shown in the upper panel. The overall scale focuses on the currently available
near-field frequency window (330 - 650 cm−1 ) of interest. [27]
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Table 5.1: Vibrational mode assignments of MnPS3 , FePS3 , and NiPS3 single crystals. All values are in cm−1 . [26, 130, 133, 134]
Material
MnPS3

FePS3

NiPS3

Infrared
452
573
448
572
548, 575

Raman
385
567, 581
378
580
350, 385
435
559, 586

Near-field*
365
450
567, 609
357
446
580, 611
584

Assignments
ν(PS3 )
0
Txy (PS3 ) + ν(P-P)
ν(PS3 )
ν(PS3 )
0
Txy (PS3 ) + ν(P-P)
ν(PS3 )
ν(PS3 )
0
Txy (PS3 ) + ν(P-P)
ν(PS3 )

ν = symmetric stretch, T 0 = translational motion, * corresponds to maxima in the phase spectra.
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5.2

Using the Bu symmetry vibrational mode to
reveal symmetry crossovers

Figure 5.2 displays a close-up view of the near-field infrared response of MnPS3
and FePS3 , focusing on the behavior of the Bu vibrational mode. The displacement
pattern of this odd-symmetry (ungerade) mode is a P–P stretch combined with inphase, out-of-plane PS3 translation. This feature is very prominent in the spectrum
of the MnPS3 and FePS3 single crystals. The amplification is probably due to the tipenhanced nature of the near-field technique. The Bu symmetry vibrational mode is
strong and well-resolved in few-layer MnPS3 as well, shifting to higher frequency with
decreasing layer number, consistent with expectations for confinement. Importantly,
the Bu mode disappears below n = 11, indicative of a symmetry crossover in which
the C3 rotation is restored. [26] In other words, the C2/m space group characterizes
the MnPS3 single crystal as well as the few-layer system down to approximately n
= 11. At smaller n, the signature of the Bu mode is lost - evidence for a transition
to a higher symmetry state [Fig. 5.2(a)]. A correlation group analysis and first
principles modeling of the pattern of excitations reveals that the higher symmetry
space group at small n and in the monolayer is P3̄1m. Temperature effects may be
partially responsible for the restoration of the C3 rotation, although as we discuss
below, crossovers between C2/m and P3̄1m are seen in other contexts. Pressure is
a prominent example.
Because the Bu mode is such a sensitive indicator of symmetry, we extended this
analysis to other members of the M PS3 family with the goal of developing structureproperty relationships. As shown in Fig. 5.2(b), the behavior of the Bu mode in
FePS3 is different than that in the Mn analog. As before, the Bu mode is strong and
well-defined in the large n regime. This system reveals a gradual crossover to the high
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Figure 5.2: (a, b) Close-up view of the near- field infrared response highlighting the
behavior of the Bu symmetry vibrational mode in the M = Mn and Fe materials.
Below n = 11 (Mn) and n = 10 (Fe), the data is multiplied by a factor of 5. The symmetry crossover is indicated, below which the Bu symmetry feature disappears. (c)
Frequency vs. layer number trends for the M = Mn and Fe compounds showing how
the Bu symmetry mode hardens on approach to the symmetry crossover. The dotted
lines are a 1/size2 fit to the data points. The model is discussed in Supplemental
Information. Error bars are smaller than the symbol size. A schematic view of the
displacement pattern of the Bu symmetry vibrational mode is also included. The
motion is a P–P stretch combined with in-phase, out-of-plane PS3 translation. [27]

103

symmetry state. For instance, the Bu feature seemingly disappears after n = 17, only
to reappear below n = 12. Thus, the symmetry crossover seems to take place across a
region rather than at a specific layer number, as is the case for MnPS3 . However, we
still find the same C2/m → P3̄1m symmetry increase on approach to the monolayer.
It is tempting to classify the symmetry crossover in MnPS3 as a first order transition
and that in the Fe analog as a second order transition. At this time, it’s difficult to
determine whether these symmetry crossovers are true thermodynamics transitions
- verifiable by specific heat - or whether the difference is due to structural flexibility
and temperature effects. One consequences of a gradual transition in FePS3 is the
presence of a mixed phase between n = 17 and 10.
Figure 5.2(c) shows frequency vs. layer number trends for the Bu mode. We find
q
overall blue shifts between 1 and 1.5 cm−1 . Since frequency goes as µk , we can use
the frequency shift in the Bu vibrational mode to estimate the how the force constant
changes with decreasing layer number. Here, k is the force constant, and µ is the
effective mass. We find that the force constant increases by approximately 1.0% in
the single sheet limit compared to that in the bulk. Although at the limit of our
sensitivity, the Mn system appears to be fairly rigid until the symmetry crossover
is approached whereas the Fe analog shifts more gradually with decreasing layer
number [Fig. 5.2(c)]. Thinning the crystals to the monolayer is akin to confinement
in that the overall length scale is being reduced. To make this more apparent, we
fit the layer (thickness) dependent phonon frequencies with a confinement model
ω = ωbulk ( rq2 ) in Fig. 5.2(c). Here ω is the frequency of the Bu mode of the sheet,
ωbulk is the bulk frequency of the same Bu symmetry mode, r is the layer number
(which is directly proportional to sheet thickness), and q is a scaling factor that
represents the sensitivity phonon confinement. Reasonable fits are obtained for each
data set by fixing ωbulk as the measured bulk value. This leaves q as the only fitting
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parameter which is obviously material dependent. We find q = 73 and 53 for MnPS3
and FePS3 , respectively. The higher value for MnPS3 indicates that the system is
overall stiffer.

5.3

Au + Bu sulfur-phosphorous stretching modes
as a function of layer number

Figure 5.3 summarizes the near-field infrared response of the Au + Bu sulfur-phosphorous
stretching modes for both the Mn and Ni members of the M PS3 family as a function
of layer number. In each case, the n = ∞ spectra evolves with decreasing thickness always sporting a clear doublet pattern in this frequency regime. The doublet structure is denoted by asterisks [Fig. 5.3(a,b)]. In MnPS3 , the low frequency branch of
the doublet red shifts with decreasing thickness whereas the high frequency branch
blue shifts slightly. There is significant broadening between n = 28 and 22. Between
n = 16 and 11, the two branches come together slightly and begin to diminish. This
change in spectral features is attributed to the symmetry crossover. [26] Below n =
11, the features broaden dramatically and upshift slightly as the monolayer is approached. Eventually (when n = 1), the doublet structure that is the signature of the
Au + Bu modes is overcome by the gold· · · sulfur charge transfer band [207] above
550 cm−1 and cannot be resolved. Our lattice dynamics calculations reveal that
there are a number of sulfur-phosphorous-related stretching modes that underlie the
strong doublet pattern in this frequency region. [26] Plotting peak position vs. layer
number, we see that both structures soften with decreasing n in the C2/m phase,
consistent with the notion that reducing inter-layer interactions tends to soften a
resonance [Fig. 5.3(c)]. We find, however, that both features show a marked upturn
across the C2/m → P3̄1m transition.
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Figure 5.3: Close-up view of the near-field infrared response in the region of the Au
+ Bu modes for the (a) Mn and (b) Ni materials at 300 K. The symmetry crossover
is indicated by the change of color (blue ↔ green). (c) Frequency vs. layer number
trend for MnPS3 across the C2/m → P3̄1m transition for both experiment (violet)
and theory (green). Error bars are smaller than the symbol size. (d) Theoretically
predicted frequency shift of MnPS3 across the pressure-induced C2/m → P3̄1m sliding transition. Inflection points are observed at the symmetry crossovers. [27]
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The strong doublet structure that is characteristic of the Au + Bu sulfur-phosphorous
stretching modes is clearly recognizable in NiPS3 as well. It remains well-resolved
until n = 16, below which it becomes much less intense and then starts to broaden
below n = 14. This doublet structure is, however, clearly retained at small n, suggesting that no symmetry crossover occurs in this material. The significantly smaller
van der Waals gap and sheet thickness is anticipated to make NiPS3 less vulnerable
to temperature and strain effects than the Mn and Fe analogs. Interestingly, the
Au· · · S charge transfer band, [207] present in the Mn and Fe (not shown) analogs is
absent in the near-field infrared spectrum of the NiPS3 monolayer.

5.4

Developing structure-property relations

Bringing these trends together, we find that monoclinicity in the M PS3 family of
materials is the result of long-range stacking, temperature effects, and local structure.
In other words, inter-slab proximity and thermally-induced structural fluctuations
work to restore the C3 rotation in small n members of the M PS3 series for M =
Mn and Fe. [213] Thus P3̄1m symmetry prevails in few-layer sheets of MnPS3 and
FePS3 as well as the monolayers. Interestingly, the n dependence of the C2/m to
P3̄1m symmetry crossover is not related to slab thickness or van der Waals gap in a
straightforward manner.
On the other hand, if we consider thicker two-dimensional layers and larger van
der Waals gaps to be associated with changes in chemical bonding and weaker interslab proximity effects, we can develop some loose structure-property relationships.
For instance, the van der Waals gap in NiPS3 is the smallest of the series, so we
expect inter-layer interactions to be the strongest. Proximity effects from adjacent
layers may therefore constrain the Ni compound to the high symmetry P3̄1m state
over the full n range. This supposition is consistent with the total absence of the Bu
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symmetry vibrational mode in the near-field infrared response of NiPS3 [Fig. 5.4].
Figure 5.4 summarizes the behavior of the Bu symmetry vibrational mode in the
M PS3 (M = Mn, Fe, Ni) family of materials. We measured these single crystals
in two different ways: using traditional far infrared absorption spectroscopy and via
synchrotron-based near-field nanospectroscopy. Both reveal that the Ni compound
is special. Figure 5.4(a) shows that the Bu mode is present in the MnPS3 and FePS3
systems. It is not present in NiPS3 . This is consistent with the near-field studies
shown in Fig. 5.4(b) where the Bu symmetry vibration is again missing. These
systems have been traditionally assigned to the C2/m space group in their bulk
form. [21, 134, 135] The spectra of MnPS3 and FePS3 are consistent with this assignment. On the other hand, the lack of a Bu vibrational mode in NiPS3 unequivocally
demonstrates that the three-fold rotational axis is present. This is consistent with
P 3̄1m. Figure 5.4(c) shows schematically how the presence (or absence) of the Bu
vibrational mode is related to the absence (or presence) of the C3 rotation. This
higher order space group is in contrast to prior x-ray diffraction work, [214–216] although because C2/m is a subgroup of P3̄1m, they can have nearly indistinguishable
diffraction patterns. More comprehensive efforts emphasize the importance of using
a single crystal for structural determinations. [217] Both x-ray and neutron studies seem to reveal that these systems exist in C2/m, although there are significant
discrepancies including the observation of a (010) magnetic Bragg peak and extra
peaks in the Laue diffraction that can be indexed only if C centering is removed. [217]
Clearly, the quality of refinement and modeling is not ideal suggesting the possibility
of very subtle symmetry breaking in NiPS3 compared to other members of the series.
Moreover, the van der Waals gap in MnPS3 and FePS3 is significantly larger, which
may provide additional flexibility as well as greater sensitivity to temperature. This
picture is consistent with the discovery of pressure-induced sliding in FePS3 , [16]
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Figure 5.4: (a) Close-up view of the Bu vibrational mode in single crystal MnPS3 ,
FePS3 , and NiPS3 via traditional far infrared spectroscopy at room temperature.
This structure is absent in the Ni compound. (b) Close-up view of the Bu mode in
the near-field infrared response of the same set of materials. Clearly, the Bu mode
is absent in NiPS3 in both far- and near-field studies - even though it is amplified in
the near-field spectrum of MnPS3 and FePS3 . (c) Schematic view of how loss of this
particular mode signifies the restoration of a three-fold rotational axis and therefore
a symmetry increase to space group to P 3̄1m. Conversely, the presence of the Bu
symmetry feature is microscopic evidence that the system exists in the C2/m space
group. [27]
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which also benefits from a larger van der Waals distance and weaker inter-layer
interactions.
At the same time, the M PS3 series has well-known trends in sheet thickness. [26]
The Mn and Fe compounds are nearly the same macroscopically (as indicated by
their sheet thicknesses and van der Waals gaps) but not microscopically (in terms
of their bond lengths and angles), whereas NiPS3 has an overall contraction of the
lattice compared to the other two systems. Trends in the P–P bond length are
straightforward and follow the sheet thickness trend - decreasing across the family
from Mn to Ni. The 4% drop in the Ni compound creates a “pinch point”, which
leads to additional sheet corrugation. The P–S bonds also decrease systematically
across the series by about 3.5%, although the difference is largest between the Mn
and Fe analogs. In general, the M –S bonds also get shorter in the Mn to Ni series.
The overall difference is on the order of 3%, although there are slight variations.
NiPS3 is a special case. Here, the M –S distances are nearly identical. In fact,
bond length variations are on the order of only 0.024%. This is consistent with a
high symmetry state (especially compared to kT ) and suggests that NiPS3 might be
P3̄1m (or very close to P3̄1m) all along rather than C2/m as suggested by x-ray
diffraction work. [214–216] That the C3 symmetry element is located at the metal
center is in line with this supposition as distance (and angle) variations surrounding
the metal site are very small. This finding is also consistent with the lack of a Bu
mode signature in the bulk single crystal [Figs. 5.1(c) and 5.4] or in any of the sheets.
That bond distances are overall longer in MnPS3 compared to NiPS3 is consistent
with greater ionic (and less covalent) character to the bonds.
Angular trends also impact the symmetry in the M PS3 family of materials. Overall, the S–P–S angles are very similar, and the differences between these angles get
smaller as we go across the Mn to Fe to Ni series. This is consistent with more “C3 -
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ness” and higher order symmetry. Such a trend would, again, tend to suppress the
Bu vibrational mode. The S–M –S angle is different. It increases across the MnPS3
to NiPS3 series, and because changes in this angle move the metal center inward,
the overall effect is to increase corrugation. Not only do differences in the S–M –S
angle increase across the series, but this angle also differentiates MnPS3 from FePS3 .
Angular effects may also explain why NiPS3 is unable to stabilize a magnetic ground
state in monolayer form. [25] A full table of bond lengths and angles is provided in
Table 5.2. [20, 21]

5.5

Comparing layer number and pressure effects

Finally, we point out that the space groups preferred by MnPS3 under confinement
are strikingly similar to those under compression. Pressure-induced sliding in MnPS3
and the Fe analog involves a C2/m → P3̄1m transition. [16, 19] Evidence for this
crossover is subtle in the phonon response and consists of a slight frequency shift
across the critical pressure. [19] The Au + Bu modes of MnPS3 , for instance, are
predicted to show a slope change across the C2/m → P3̄1m sliding transition [Fig.
5.3(d)]. This comparison was carried out by performing both energy and lattice
dynamics calculations in the two different phases. [19] Exfoliated MnPS3 shows a
clear frequency shift across the C2/m → P3̄1m transition at n = 11 as well, although
the frequencies harden (rather than soften) in few-sheet form [Fig. 5.3(c)]. The
fact that exerting pressure and reducing layer thickness show opposite tendencies
is perfectly understandable. The former enhances three-dimensionality, whereas the
latter does the opposite. It is more challenging to understand why exerting pressure
softens rather than hardens the phonon modes. Here, it’s important to realize that
frequency vs. pressure trends continue to rise but at a slower pace. We speculate
that as pressure suppresses the optical band gap, [19] enhanced charge fluctuations
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Table 5.2: Bond lengths and angles for the M PS3 (M = Mn, Fe, Ni) family of materials at 300 K. [20, 21]
Bond/angle
P-S bond (Å)
P-P bond (Å)
M -S bond (Å)

S-P-S angle (◦ )
S-M -S angle (◦ )

MnPS3
2.0735
2.0765
2.2154
2.5887
2.5942
2.5818
114.640
114.290
94.302
94.150

Number FePS3
4
2.287
2
2.0323
1
2.2099
3
2.5498
3
2.5567
4
2.5432
2
114.417
4
114.083
2
95.148
4
94.988
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Number NiPS3
4
1.9905
2
1.9935
1
2.1454
3
2.4993
3
2.4999
4
2.4997
2
113.812
4
113.988
2
95.316
4
94.972

Number
4
2
1
3
3
4
2
4
2
4

can be expected to better screen electrostatic potentials thus softening the phonon
modes. Making the sample thinner should reduce layer-normal band dispersion, contributing to a larger optical band gap, reduced charge excitations, and screening, with
resulting harder phonon modes. Interestingly, the symmetry of MnPS3 is predicted
to switch back to C2/m across the pressure-driven insulator-metal transition. [19]
These commonalities indicate that the C3 rotation is a rather fragile symmetry
element in the MnPS3 system, which is indeed the case due to its partially-filled t2g
configuration in proximity to its pressure-induced low-spin metallic configuration.
[19] On the other hand, the fully occupied t2g shell in NiPS3 is consistent with its
C3 -symmetric structure as proposed in this work. Unlike corner-shared geometries
such as perovskite structures, partially filled eg configurations very weakly couple to
the lattice and show almost no Jahn-Teller instability.
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Chapter 6
Investigation of CrPS4 at the
single layer using near-field
infrared spectroscopy
In order to extend recent spectroscopic studies of complex chalcogenides, [26, 27] we
measured the near-field infrared response of CrPS4 in bulk, few- and single-layer form.
We compare our findings with complementary lattice dynamics calculations as well
as prior work on the M PS3 family of materials (M = Mn, Fe, Ni) revealing surprising
differences in symmetry behavior stemming, in part, from the lack of a phosphorusphosphorus dimer in CrPS4 . For example, both MnPS3 and FePS3 display a C2/m
to P 3̄1m symmetry crossover upon approach to the monolayer due to restoration of
the three-fold axis of rotation about the metal center. [26] Much like NiPS3 (which
remains in the P 3̄1m space group at all thicknesses), [27] CrPS4 resists distortion,
maintaining its symmetry elements from the bulk to the monolayer. On the other
hand, CrPS4 displays complicated peak position vs. layer number trends, where some
modes redshift and others blueshift. This is contrary to theoretical calculations that
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predict all vibrational modes blueshift on approach to the ultra-thin limit - an effect
that we link with the in- vs. out-of-plane character of the mode displacement pattern.
Importantly, the system retains all of its phonons to the monolayer, neither gaining
or losing any. This proves to be significant because C2 symmetry is maintained
along with symmetry-derived properties such as polarity and chirality. [30, 31, 218]
For instance, our computations predict that electric polarization in CrPS4 is in-plane
and on the order of 0.1 µC/cm2 . CrPS4 is therefore likely to be multiferroic - once
magnetic order is established.

6.1

Vibrational spectroscopy and mode assignments
of CrPS4

Figure 6.1 summarizes the vibrational properties of bulk CrPS4 at room temperature.
In addition to traditional far field infrared absorption, Raman scattering, and the
near-field infrared spectrum of the bulk single crystal, it also displays theoreticallypredicted mode positions and symmetry assignments. We assign the spectral features
by comparison with our complementary lattice dynamics calculations and prior literature results. [219, 220] Examination of the traditional infrared absorption and
Raman scattering response immediately reveals overlapping phonons - exactly what
is expected in the non-centrosymmetric C2 space group. [28–31, 37] Group theory
predicts that CrPS4 has vibrational symmetries of Γ = 17A + 19B, with all modes
being both infrared and Raman active. Prior Raman scattering spectroscopies are
well in line with this symmetry analysis, [37] although specific mode assignments
were missing until now. These assignments are important for understanding specific
local lattice distortions and structure-property trends as a function of layer number.
We assign the infrared-active vibrational modes at 407, 523, 554, and 605 cm−1 as
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Figure 6.1: Synchrotron-based near-field infrared spectrum of single crystalline
CrPS4 as compared to traditional far field infrared absorption (blue) and Raman
scattering (red) spectra at room temperature. Both amplitude (green) and phase (violet) of the near-field response are shown. The mode symmetries are labeled above
the near-field spectra. The bottom panel displays theoretically predicted phonon
frequencies for the C2 space group.)
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well as the Raman-active vibrational modes near 407, 521, 543, 592, and 610 cm−1
as various motions of the PS4 unit. The infrared active phonon at 360 cm−1 is
related to a Cr-S asymmetric stretch, whereas the Raman active feature near 347
cm−1 is attributed to out-of-plane Cr translation + sulfur in-plane motion. There
are a number of additional Cr-containing modes at lower frequencies - below the 330
cm−1 detector low-frequency cutoff.
Figure 6.1 also displays the near-field infrared spectrum of the CrPS4 single crystal. Both amplitude and phase are shown. The peak positions and shapes are in
excellent agreement with the traditional infrared features, so mode assignments are
made by comparison with the far field data. The phonons in this frequency range are
primarily due to different types of P-S motion - aside from the low frequency mode at
355 cm−1 which is ascribed to an asymmetric Cr-S stretch. Complete assignments,
symmetries, and displacement patterns are provided in Table 6.1. Having placed
the n = ∞ member on a firm foundation, we can bring these mode assignments
and symmetries together with near-field infrared spectroscopy of exfoliated CrPS4 to
uncover symmetry changes on approach to the ultrathin limit.

6.2

Toward few- and single-sheet CrPS4

Figure 6.2 summarizes the near-field infrared response of CrPS4 as a function of
layer number, n. Strikingly, a comparison of bulk vs. monolayer spectra in Fig.
6.2(a) shows a similar pattern. Mode frequencies from first principles calculations in
the lower part of the panel correlate well to both the bulk and monolayer features.
Theory predicts that all of the infrared-active B symmetry modes in this system
harden - by different degrees - on approach to n = 1. Figure 6.2 (b, c) displays the
evolution of the near-field response as a function of layer number. The presence of
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Table 6.1: Vibrational mode assignments of single crystalline CrPS4 . All values are in cm−1 .
ω (infrared)
132
184
211
217
247
273
302
320
360
407
523
554
605

ω (near-field∗ )
355
410
521
552
605

ω (theory)
118.6
178.9
208.7
237.8
260
286
311.7
318.3
347.14
391.6
491.9
537.3
582.2
∗

ω (Raman) ω (theory)
motion
85
78.3
oop Cr translation + oop S displacement
115
106.1
P-S rocking motion
118
107.7
in-plane Cr translation + S shearing
in-plane S shearing
156
142.0
oop Cr translation + oop S displacement
169
162.9
in-plane P-S translation
oop Cr translation + S shear + oop P motion
181, 216
172.9, 207.8
oop S-P shearing motion
Cr-S6 octahedral breathing
230
225.3
in-plane Cr translation + P translation + oop S motion
oop Cr translation + P-S in-plane motion
257
249.8
in-plane S shearing
268
259.2
in-plane Cr translation + P translation + S in- and oop motion
CrS6 octahedral breathing
297
294.3
Cr motion + S in-plane counter-motion
306
296.2
in-plane Cr translation + S scissoring
Cr-S shearing
324
310.9
in-plane Cr translation + in-plane S shearing + oop P translation
347
342.9
oop Cr translation + S in-plane motion
Cr-S asymmetric stretch
407
394.1
P-S tetrahedral breathing
521
501.7
in- and oop S displacements + P translation
592
529.0
oop P motion + S displacement
610
590.6
in-plane P translation + S displacement
corresponds to maxima in the phase spectra
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Figure 6.2: (a) Near-field infrared spectra of bulk and monolayer CrPS4 , along with
theoretically predicted phonon positions (bottom panel). (b) and (c) Display the
bulk spectra to n = 12, and n = 11 to the monolayer (n = 1). Relative phonon
position is marked by blue lines.
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all five features in the monolayer spectrum and the fact that no new modes arise
suggests that there is in fact no symmetry crossover, meaning that the bulk and
the monolayer exist in the same C2 (polar and chiral) space group. [218] Therefore,
polar character is maintained in the ultra-thin limit. This finding corresponds well
with prior Raman studies, in which it was revealed that there is indeed no symmetry
crossover. [37]
Theory indicates that vibrational mode frequencies should blueshift those in the
bulk material on approach to the ultra-thin limit [lower panel, Fig. 6.2(a)]. Spectra
of bulk and exfoliated CrPS4 allow us to test this supposition. Surprisingly, we find
that mode behavior is more complicated. Figure 6.3 summarizes frequency vs. layer
number trends for CrPS4 . In general, the peak positions of all five vibrational modes
are fairly consistent until n < 20. Below this critical length scale, the feature near 410
cm−1 decreases in amplitude rapidly as it blueshifts on approach to the monolayer.
Though much less intense, this structure is still noticeable in the n = 1 spectra and
redshifts slightly. The phonon near 605 cm−1 hardens systematically with decreasing
layer number while remaining fairly consistent in both size and shape. However, near
n = 10, there is a noticeable step with a dramatic frequency upshift with decreasing
layer number. The overall size of the blueshift from n = ∞ → 1 is rather large, on the
order of 17 cm−1 . This corresponds to a change in the force constant of approximately
1.0 %. The overall hardening of the 410 and 605 cm−1 phonons is in-line with our
first principles calculations. Though these modes show an overall blueshift, neither
has the 1/size2 dependence expected for a simple confinement model.
While the 410 and 605 cm−1 phonons blueshift with decreasing n, others show
more complicated behavior. For instance, the mode at 552 cm−1 stays strong in intensity and shape until n = 11, where it loses intensity while systematically redshifting.
This feature continues to soften through n = 1. Focusing on the low frequency mode
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centered near 355 cm−1 , we notice a slight redshift in frequency with decreasing layer
number as well as a drop in amplitude. However, there is a frequency upshift at n
≤ 4. Looking at the 521 cm−1 peak, we again see an initial redshift, followed by a
marked frequency upturn below n = 10. We notice a decrease in intensity in this
feature below n = 36, although the mode is still present in the monolayer.
Analysis of the displacement patterns for the five vibrational modes of interest in
CrPS4 reconciles these trends [Fig. 6.3]. Starting with the simple cases, the 610 cm−1
displacement contains in-plane motions, and the mode hardens systematically with
decreasing layer number. The 552 cm−1 feature consists of mostly out-of-plane motion and softens. This is perhaps expected as out-of-plane motion is easier when the
crystal is thinner. The other three phonons (355, 410, and 450 cm−1 ) contain both
in- and out-of-plane displacements. These modes exhibit complex trends, first hardening (softening) and then softening (hardening). Overall, as n decreases, in-plane
motions blueshift whereas out-of-plane motions redshift. By contrast, modes that
contain both in- and out-of-plane motions display a combination of effects resulting
in a reversal of behavior at some critical thickness. These trends are consistent with
findings on prior CrPS4 sheet studies employing Raman scattering. [37] Prior work,
however, did not fully unravel these trends likely because mode assignments and displacement patterns were not studied. We therefore find that out-of-plane aspects of
the displacement pattern dominate in the n = 1 material. This makes sense because
interlayer interactions are eliminated in the ultra-thin limit.
Frequency vs. layer number trends in CrPS4 are reminiscent of prior work on
MnPS3 , a related system. Here, it was revealed that the Bu symmetry mode near
450 cm−1 shows a systematic frequency increase as the symmetry crossover at n = 11
is approached. [26, 27] This trend is similar to the behavior of the 410 and 605 cm−1
features in CrPS4 [Fig. 6.3]. The initial decrease, followed by the slight frequency
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Figure 6.3: Mode frequencies (obtained from the near-field infrared spectra in Fig.
6.2) as a function of layer number along with theoretically predicted displacement
patterns. The blue data points are representative of mostly in-plane motions, red is
mostly out-of-plane motions, and green represents a combination of in- and out-ofplane motions.
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upturn in the 355, 521, and 552 cm−1 modes is also reminiscent of the behavior
of the high frequency Au + Bu features found in MnPS3 . [26, 27] A more in-depth
comparison of CrPS4 and MnPS3 is given below.

6.3

Structure-property relations and role of the
phosphorus-phosphorus dimer

Prior work on the M PS3 (M = Mn, Fe, Ni) family of materials reveals different
symmetry trends from the bulk → few → single sheet. A C2/m to P 3̄1m symmetry
transition occurs due to the presence of a phosphorus-phosphorus dimer. [27] In
these systems (MnPS3 and FePS3 ), it is the loss of the Bu symmetry mode near
450 cm−1 that reveals the symmetry crossover. This mode probes the combination
of a phosphorus-phosphorus stretch and a PS3 translation. In the Mn system, this
symmetry crossover occurs below n = 11, whereas the Fe analog has a crossover
region between n = 17 and 10. [27] Furthermore, symmetry lifting is a result of
restoration of the three-fold rotation axis, meaning that in both the Mn and Fe
cases, the bulk crystal belongs in a lower-order space group (C2/m) than the single
layer (P 3̄1m). [21, 26, 131, 134, 135] The Bu mode is not present in the Ni bulk
infrared spectra nor is there a loss or gain of spectral features as a function of layer
number. [27] Therefore no symmetry crossover occurs, and NiPS3 remains P 3̄1m at
all n.
Figure 6.4 compares the near-field infrared vibrational response, symmetry crossover,
and space group assignments for CrPS4 and MnPS3 , respectively The most notable
difference between these two analogs is the lack of the phosphorus-phosphorus dimer
in the CrPS4 complex. This dimer, along with the difference in metal center and
sulfur stoichiometry, give MnPS3 a C2/m symmetry in the bulk and P 3̄1m at n =
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Figure 6.4: Displays a comparison of (a) CrPS4 and (b) MnPS3 in terms of structure,
spectral features in both the bulk and monolayer, as well as space group assignment,
and symmetry crossover.
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1. This is in contrast to the C2 space group of the CrPS4 system at all n. The
space groups themselves (C2/m and C2) are both subgroups of P 3̄1m. The Mn
system in its bulk form does not have the three-fold rotational axis, however below
the symmetry crossover, the three-fold rotational axis about the metal center is
restored. This system retains inversion symmetry to n = 1 [Fig. 6.4(c)]. These
symmetry elements are all absent in CrPS4 .
Also noteworthy is the fact that CrPS4 has a significantly smaller van der Waals
gap (2.46 vs. 3.27 Å) and much smaller bond length and angles, making the ab plane
of CrPS4 more compact, though the slab thickness along the c axis is larger than
that in MnPS3 . Examination of bond lengths and angles offers further insight into
the layer density for both the CrPS4 and MnPS3 materials. For example, the P-S
bonds in CrPS4 are on average 1% shorter than in the MnPS3 complex. This is also
true of the M -S bond (M = Cr, Mn), where Cr-S bonds are again shorter by ≈1.1%.
Following suit, the S-P-S angles are smaller in the Cr complex - on the order of 1.1%.
Interestingly, the S-M -S angles are slightly larger in CrPS4 compared to MnPS3 with
a significantly larger range and number of unique angles as well. Bond lengths and
angles, as well as average values, are summarized in Table 6.2. Taken together, it
is likely that the more compact CrPS4 layers are more rigid, resisting any change in
space group. This is indeed what we find.

Evidence for a polar (C2) ground state in CrPS4
There has been significant controversy in the literature regarding the symmetry of
CrPS4 . Originally thought to be C2/m, [33] more recent x-ray work supports the
C2 space group. [28–31, 218] To clarify the symmetry, we performed density functional theory calculations of the bulk and single-layer CrPS4 structures employing
multiple exchange-correlation functionals. [221] Unexpectedly, in both structures, we
125

Table 6.2: Summary of bond lengths and angles for CrPS4 and MnPS3 at room
temperature. [20, 21, 29]
Bond/angle type
P-S bond (Å)

average (Å)
P-P bond (Å)
M -S bond (Å)

average (Å)
S-P-S angle (◦ )

average (◦ )
S-M -S angle (◦ )

average (◦ )

CrPS4
2.0138
2.0198
2.0879
2.0883
2.0525
n/a
2.364
2.4381
2.4402
2.4141
103.122
103.221
108.690
108.957
114.175
118.777
109.490
83.413
83.835
85.010
87.178
92.661
96.357
96.786
90.136

Number
1
1
1
1
n/a
2
2
2
1
1
1
1
1
1
2
1
1
2
2
2
2
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MnPS3
2.0735
2.0762

2.0744
2.2154
2.5887
2.5942
2.5818
2.5882
114.640
114.290

114.407
85.439
85.490
85.652
94.150
94.302
94.396
94.922
90.000

Number
2
1

1
2
2
2
1
2

2
2
2
2
1
1
2

found that only the SCAN functional in the presence of atomic spin-orbit coupling
reproduces the polar structure, while results from other functionals (including SCAN
without SOC) converge to the centrosymmetric C2/m phase. Sizes of the polar deviations from the nonpolar structures are 0.02 Å, yielding energy gain of about 0.2
meV per formula unit at most. Because of the small energy gain, manifestation of
the polar phase may be suppressed down to temperatures on the order of ∼ 1 K.
In terms of symmetry, the coexistence of spin-orbit coupling and magnetism breaks
the mirror plane perpendicular to the Cr-Cr edge-sharing chain direction, leading to
the loss of the inversion symmetry and the resulting polar phase. The small energy
gain in the presence of electric polarization can be attributed to the weak strength
of spin-orbit coupling within the Cr d-orbital and the resulting small spin-lattice
coupling.
As discussed previously, the actual displacements that create the lower symmetry
structure are quite small, making the distinction subtle. There are important consequences for this finding, provided CrPS4 indeed possesses the C2 symmetry. The
C2 space group is both polar and chiral. That said, there have been no reports (to
our knowledge) of either ferroelectricity (switchable polarization) or pyroelectricity
(not switchable). If switchable, because our finding suggests that the bulk polar
mode persists down to the single-layer limit, atomically-thin CrPS4 may realize ideal
two-dimensional ferroelectricity. In addition, it is well-known that coexistence of
structural chirality and magnetization leads to nonreciprocal transport of quasiparticles and collective excitations [222,223], namely diode effects. In this regard, CrPS4
has the potential to be another rare example of chiral magnet that exhibits nontrivial
consequences of magnetoelectric coupling and intriguing transport phenomena.
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Chapter 7
Uncovering the Born Effective
Charge in HfS2
We combine infrared absorption and Raman scattering spectroscopies to explore the
properties of 1T-HfS2 - a heavy transition metal chalcogenide with strong spin-orbit
coupling due to incorporation of the 5d center. We employ the LO-TO splitting of
the Eu vibrational mode along with a reevaluation of mode mass, unit cell volume,
and dielectric constant to reveal the Born effective charge. We find ZB∗ = 5.33e,
in excellent agreement with complementary first principles calculations. In addition
to resolving controversy over the nature of chemical bonding in this system, we
decompose the Born charge into polarizability and local (ionic) charge. We find α
= 5.07 Å3 and Z ∗ = 5.19e, respectively. In order to understand how ZB∗ relates to
the nominal 4+ charge of the Hf center, we decompose the theoretical Born effective
charge into band-by-band contributions, and find that polar displacement-induced
charge transfer from sulfur p to hafnium d orbitals is responsible for the enhancement
of Born charge. 1T-HfS2 is thus an ionic crystal with strong and dynamic covalent
effects. At the same time, we extract phonon lifetimes from both the infrared and
Raman scattering response, and based upon their temperature dependence, we reveal
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weak structural distortions near 60 and 210 K. Taken together, our work places
the vibrational properties of 1T-HfS2 on a firm foundation and opens the door to
intercalation and doping studies, growth of nanotubes, and sheet exfoliation.

7.1

First-principles predictions of charge and bonding

The electronic structure from density functional theory (DFT), as shown in Fig. 7.1(a),
reveals the strongly ionic nature of 1T-HfS2 : the valence band is mainly composed
of S-p orbitals while the conduction band is predominantly made up of Hf-d orbitals,
with a band gap of 2.05 eV predicted using the HSE06 functional. This is also consistent with the small electronegativity of the Hf (1.3 in the Pauling scale) compared
to that of S (2.6 in the Pauling scale). Despite the strongly ionic-looking density of
states (DOS), the dynamical Born effective charges in HfS2 are anomalous, which
shows that either the Hf ions are strongly polarizable, or the small degree of covalency is strongly dependent on ionic displacements [224]. The Born charge of the Hf
∗
= +6.4e along the in-plane direction. As a contrast, the Hf out-of-plane
ions is Zxx
∗
is only 2.0e. The phonon dispersions are shown in Fig. 7.1(b). While the phonon
Zzz

spectrum is highly dispersive in the in-plane direction (such as Γ-M direction), it is
much less dispersive in the out-of-plane direction (such as Γ-A direction), a result of
the layered crystal structure which leads to the spikes in the phonon density of states
shown in Fig. 7.1(b). Lattice dynamics can be used to gain information about the
chemical bonding in crystals. In 1T-HfS2 , the Eu optical mode is due to the in-plane
vibrations of the Hf cations against the S anions, as shown in Fig. 7.1(c). The calculated in-plane (Eu and Eg ) phonon frequencies are in line with our experimental
results, as shown in Table 7.1.
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Figure 7.1: (a) The electronic density of states of 1T-HfS2 . Different colors indicate
different orbitals of the two types of atoms. (b) The phonon spectrum of 1T-HfS2 and
its density of states. The Γ-point phonon mode frequencies are marked with dashed
lines. (c) Displacement patterns of several Γ-point phonon modes. Blue atoms
are S and the red atoms are Hf. The arrows are not scaled to real displacement
amplitudes. [225]
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Table 7.1: Vibrational mode assignments of 1T-HfS2 . All values are in cm−1
Symmetry
Eu (T O)

Infrared
155

Raman
132

Eg

-

259

Eu (LO)

310

325

A1g

-

336

A2u

336

-

Eu + A2u
2(A1g )

475

650

Theoretical
Mode Displacement
152
in-plane, out-of-phase motion
of sulfur against hafnium
259
in-plane, out-of-phase
sulfur layer shearing
300
in-plane, out-of-phase motion
of sulfur against hafnium
316
out-of-plane, out-of-phase
sulfur layer breathing
321
out-of-plane, in-phase
stretch of sulfur layer
combination mode
overtone mode

131

7.2

Infrared properties of HfS2

Figure 7.2(a) summarizes the infrared response of single crystalline 1T-HfS2 . We
assign the vibrational modes, symmetries, and displacement patterns based upon
prior literature as well as complementary lattice dynamics calculations [Table 7.1]
[149, 153, 226]. There are two fundamental infrared-active phonons. The Eu symmetry mode is extremely broad and centered at 155 cm−1 . It is ascribed to an in-plane,
out-of-phase motion of the sulfur layers against the hafnium. As we will discuss
below, the maximum corresponds to the transverse optical (T O) phonon frequency.
The A2u mode at 336 cm−1 is much weaker and narrower. This feature is due to
an out-of-plane + in-phase sulfur layer stretching. There is also a small structure
near 310 cm−1 which, as we shall see below, corresponds to the weakly activated
longitudinal optical (LO) frequency of the Eu mode. Of course, each polar phonon
has separate LO and T O components, and the LO frequency is always higher than
that of the T O frequency due to the polarizability of the surrounding medium. Displacement patterns for each phonon are available in Table 7.1.
Figure 7.2(a) also displays the infrared response of 1T-HfS2 as a function of temperature. What is striking about this result is the extraordinary lack of temperatureinduced change over the 300 - 8 K range - in both peak position and overall intensity.
Below 100 K, there is a small resonance in the form of a dip that develops on top of
the 155 cm−1 Eu symmetry phonon. This structure is one of the spectroscopic signatures of a weak structural distortion. Because evidence for the effect is stronger in
the Raman response, we will defer this discussion until later. Another way to reveal
temperature effects is to examine phonon lifetimes [Fig. 7.2(b)]. These values can
be calculated from the linewidth of each vibrational mode as τ = Γ~ , where Γ is the
fullwidth at half maximum and ~ is the reduced Planck’s constant (~ = h/2π) [174].
We find that the phonon lifetime of the Eu mode is 0.03 ps - exceptionally short
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Figure 7.2: (a) Infrared absorption spectra of 1T-HfS2 as a function of temperature.
The curves are offset for clarity. (b) Phonon lifetime as a function of temperature. T1
and T2 indicate the positions of weak structural phase crossovers and are denoted by
vertical blue lines. The color scheme in (a) emphasizes these different phases. [225]
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compared to that of the A2u mode. The lifetime of the Eu mode is nearly insensitive
to temperature as well. On the other hand, the lifetime of the 336 cm−1 A2u feature
is on the order of 0.4 ps, systematically increasing below 200 K. This trend is consistent with the structural crossover uncovered in our Raman studies discussed below.
Overall, these phonon lifetimes are shorter than those of 2H-MoS2 (τ = 5.5 and 2.3
ps for the E1u and A2u modes, respectively) as well as those of polar semiconductors
like GaAs and GaN (which tend to be between 2 and 10 ps) [227]. This means that
carrier-phonon scattering is of greater importance in 1T-HfS2 than in 2H-MoS2 or
the traditional semiconductors. Employing a characteristic phonon velocity of approximately 4700 m/s [156], we find mean free paths in 1T-HfS2 of 143 pm and 1740
pm for the Eu and A2u modes, respectively. The mean free path for the Eu mode
is slightly smaller than all of the characteristic length scales in the system including
the 369 pm van der Waals gap, the 289 pm sheet thickness, and the 253 pm Hf–S
bond length whereas the mean free path for the A2u mode is 4 or 5 times larger than
these characteristic length scales.

7.3

Revealing the Born effective charge via infrared spectroscopy

The Born effective charge of transition metal dichalcogenides has been of sustained
interest [145, 150, 151, 227, 228]. This is because Born charge can be calculated from
first principles as summarized in the previous section and revealed directly from
spectroscopic data by taking into account the relationship between the longitudinal
and transverse optic phonon frequencies as:

2 2

4π c

X
j

2
(ωLO,j

−

ωT2 O,j )

∗
)2
N e2 X (ZB,k
.
=
0 ε(∞)V k
mk
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(7.1)

Here, ωLO and ωT O are the longitudinal and transverse optic phonon frequencies, c is
the speed of light, N is the number of formula units in the unit cell, V is the volume
of the 1T-HfS2 formula unit, e is the electronic charge, 0 is the permittivity of free
space, ε(∞) is the dielectric constant after the phonons, and mk is the effective mass.
We find mk = 47.02 u for 1T-HfS2 . We also use ωLO = 310 cm−1 , ωT O = 155 cm−1 ,
ε(∞) = 6.20, N = 1, and V = 66.44 Å3 . In the absence of a robust experimentally
determined volume, we used a theoretically predicted value [151]. ZB∗ is extremely
sensitive to the value of mk and the choice of ε(∞). Employing these numbers, we
find ZB∗ = 5.33e.
Interestingly, prior studies have led to a variety of Born effective charges for HfS2
with values from 3.46e to 5.5e [150–152]. These findings are summarized in Table 7.2.
The variations in ZB∗ are due to differences in mk , cell volume, and (to a lesser extent)
(∞) as well as variability ωLO and ωT O . Our value of 5.33e is consistent with the
large LO-T O splitting which signals robust ionicity. By comparison, transition metal
dichalcogenides like 2H-MoS2 have much smaller LO-TO splitting and ZB∗ = 1.11e in
the ab-plane [228, 229]. Born effective charge can be decomposed into polarizability
(α) and local effective charge (Z ∗ ) as:

α=

(ε(∞) − 1)
,
N [1 − (1 − ε(∞)) Vη ]

(7.2)

and

Z ∗ = ZB∗ [1 − η(

Nα
)].
V

(7.3)

Here, η is the depolarization constant. For two-dimensional systems, η = 1/3
[230, 231]. We find α = 5.07 Å3 and Z ∗ = 5.19e from our experimental value of the
Born charge. These values compare well with those obtained from our theoretical
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Table 7.2: Comparison of parameters and Born effective charge for the Eu mode of 1T-HfS2 . Literature results and our own
work - both experimental and theoretical - are included. [150–152]
ω(LO) (cm−1 ) ω(T O) (cm−1 )
(cm−2 )
(cm−2 )
300
152
318
166
321
166
310
155
300
152

ε(∞) mk (u) V (Å3 )
6.33
6.20
6.20
6.20
8.09

23.59
47.02
47.02

69.46
66.44
66.44
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Z∗B (e)

Source

3.46
3.90
5.50
5.33
6.38

Chen et. al. [152]
Lucovsky et. al. [151]
Uchida et. al. [150]
This work (experiment)
This work (theory)

value of ZB∗ : α = 6.85 Å3 and Z ∗ = 6.16e. These results along with literature values
are summarized in Table 7.3.
Polarizability entails the sum of all cationic and anionic electron cloud volume
contributions whereas local effective charge is related to short range interactions
indicative of ionic displacement and chemical bonding. These values reveal the nature
of chemical bonding. Typically, covalent systems such as silicon have Z ∗ close to zero
whereas ionic materials have larger local effective charges. For example, Z ∗ = 0.15e
for MoS2 [228], Z ∗ = 1.14e for MnO, [232], and Z ∗ = 0.8e for NaCl [233]. Higher
effective and ionic charge in MnO is also signaled by the presence of a Reststrahlen
band. 1T-HfS2 clearly has the largest local charge in this series.

7.4

Origin of anomalous Born effective charge

In a completely ionic crystals where electrons are attached to ions and are displaced
along with them by the same exact amount, the dynamical Born effective charges
would be equal to the formal charge of the ion, which would have given ZB∗ = 4 for
Hf. HfS2 is closer to this limit due to the low electronegativity of Hf (1.3 in the
Pauling scale). This is lower than any 3d transition metal, including Mo which has
an electronegativity of 2.2. The electronegativity of S is 2.6, so the Mo-S bonds in
MoS2 are highly covalent. Nevertheless, we note that the BEC of Hf in the in-plane
direction is more than 50% larger than the nominal charge of +4. This anomalous
Born charge signals either covalency between the cations and the anions, or the
polarizability of the cation [224].
Maximally localized Wannier functions can be utilized to explain the origin of
anomalous Born effective charges [234]. The macroscopic electronic polarization can
be expressed in terms of the center of localized Wannier functions as:
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Table 7.3: Comparison of Born charge, polarizability, and local (ionic) charge from
the Eu mode of 1T-HfS2 . Literature values and our own work are included. [145,
150–152]
Z∗B (e)
3.46
3.90
5.50
5.33
6.38

α (Å3 )
2.2
5.07
6.85

Z∗ (e)
Source
0.86
Iwasaki et. al. [145]
Chen et. al. [152]
Lucovsky et. al. [151]
2.60
Uchida et. al. [150]
5.19 This work (experiment)
6.16
This work (theory)
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(7.4)

where Wn (r) is the Wannier function and the sum is over the filled Wannier orbitals.
By displacing the Hf atoms in the in-plane and out-of-plane directions, it is possible
to calculate the shift of the center of each Wannier function, and hence get a orbitalby-orbital or band-by-band decomposition of the Born effective charges.
Table 7.4 shows the band-by-band contributions to the Born effective charges
of Hf. It turns out the despite the large electronegativity difference between Hf
and S, covalency of Hf-S bonds is the dominant reason behind the anomalous Born
effective charge in this compound: the Wannier centers of the electrons in the S-3p
bands displace significantly when the Hf ion is displaced. On the other hand, the
Hf-5p electrons are displaced almost exactly as much as the Hf ion core itself. Thus,
S-3p orbitals contribute most to the difference between Born effective charges and
nominal charge. Taking a closer look at the electrons in the S-3p orbitals, Fig. 7.3
shows one of the Wannier functions with and without the Hf ion displacement. In line
with the strongly ionic DOS, the S-p electrons are mostly localized on S, with small
lobes on Hf indicating hybridization. When Hf atoms are displaced in an in-plane
direction, one of the three Hf-S bonds is shortened while the other two are elongated.
The shortened bond causes the Wannier function to be tilted, and its center shifted
towards the Hf atom, shown in Fig. 7.3(b). This explains why S-3p orbitals will
contribute a positive polarization value when Hf atoms are moving in-plane. On
the other hand, when Hf atoms move in the out-of-plane direction, the shape of the
hybridized electron density on the Hf atom changes, showing a significant qualitative
change in the hybridization, as well as a shift in the S-3p Wannier centers parallel to
the Hf displacement. This leads to a negative dynamic contribution of S-3p to the
out-of-plane Hf effective charge. (Though only one S-3p orbital is shown here, the
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Table 7.4: A band-by-band decomposition of Born effective charge of Hf in HfS2 using
integration of Wannier function. All units are in e. The cation charges correspond
to the ionic Hf with electrons in n = 5, 6 orbitals ripped off. Only 5p, 5d and 6s of
Hf atoms and 3s, 3p of S atoms are considered here because of the pseudo-potential
we used. Hf-5d orbitals are not shown because they are not occupied.

ZB,xx
ZB,zz

Core
Hf:5p S:3s
charge
+10
-6.08 +0.30
+10
-6.20 0.01

140

S:3p

total

+2.34
-1.86

6.56
1.93

Figure 7.3: Visualization of a sulfur pz maximally localized Wannier orbital. The
blue atom is a sulfur center whereas red atoms are bonded hafnium centers. The red
and blue lobes of the orbital indicates the opposite signs of the wavefunction. No
structural distortion is present in (a). Hf atoms are displaced in-plane and out-ofplane in (b) and (c) respectively. [225]
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others are similar.)
As a comparison, the Born effective charge of Mo in 2H-MoS2 is 1.1 - 1.2e in the
in-plane direction [228], and theoretical results suggest a sign reversal of the cation
Born charge [235]. This is likely because of a much stronger covalency in MoS2 than
in HfS2 , which results in more electrons transferred from S anions onto Mo cations
when Mo ions are displaced. Note that there is a 4dz2 − pz antibonding orbital
in Mo-S bonds near the Fermi level because Mo’s 4d band is partially filled, and
this orbital can result in large electron transfer in a way similar to π-backbonding
in organic chemistry [235]. Our density functional theory calculation confirms the
partially filled band structure.

7.5

Raman scattering spectroscopy reveals weak
structural crossovers in HfS2

Figure 7.4(a) summarizes the Raman scattering response of 1T-HfS2 as a function
of temperature. We assigned the spectral features based upon our lattice dynamics
calculations and prior literature [Table 7.1] [153,226]. The two Raman-active fundamentals at 259 and 336 cm−1 are even symmetry vibrational modes. We attribute
these features to Eg symmetry (in-plane, out-of-phase sulfur layer shearing) and the
A1g symmetry (out-of-plane opposing sulfur motions leading to layer breathing), respectively. There is also a weak overtone mode near 650 cm−1 that is slightly less
than twice the frequency of the A1g fundamental. The Eu (T O) mode appears weakly
in the Raman spectrum near 132 cm−1 due to an in-plane motion of the sulfur against
the hafnium. Finally, the shoulder near 325 cm−1 has been the subject of some controversy in the literature. It was previously described as an in-plane shearing (Eu ),
out-of-plane sulfur translation (A2u ), or even a surface phonon [149, 153, 226]. Based
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Figure 7.4: (a) Raman scattering response of 1T-HfS2 as a function of temperature.
The mode symmetries are labeled, and the spectra are offset for clarity. (b) Contour
plot showing subtle changes in the A1g mode as a function of temperature. Weak
structural distortions at T1 and T2 are indicated. The color scale give relative intensity. (c) Contour plot showing the development of the Eg mode with temperature.
(d) Phonon lifetime of several representative modes as a function of temperature. T1
and T2 are denoted by the color scheme in (a) and the vertical blue lines in (d). [225]
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upon prior pressure studies, the position of this phonon diverges from that of the
A1g mode near 325 cm−1 as pressure is increased [153]. If this feature was a surface
phonon it would likely track parallel to the much larger mode. Because it does not,
it is unlikely to be a surface phonon. With the help of prior literature as well as the
common position with the Eu mode in the infrared studies, we assign this structure
as an Eu symmetry phonon [149, 153, 226].
Figures 7.4(b) and (c) display close-up views of the A1g and Eg symmetry Ramanactive fundamentals as a function of temperature in contour form. While there is
little frequency sensitivity in either feature, there are noticeable linewidth effects.
Focusing on the behavior of the A1g mode (layer expansion) in Fig. 7.4(b), we see
that the linewidth narrows considerably with decreasing temperature, with slight
broadening across T1 ≈ 60 K and T2 ≈ 210 K. There is also a slight redshift across
T1 . Analysis of the Eg (sulfur-layer stretching) feature in Fig. 7.4(c), again shows
linewidth narrowing as base temperature is approached, also with noticeable broadening across the two crossover regimes. A slight redshift below T1 is again present.
Using these linewidth trends and the technique described previously, we calculated
phonon lifetimes for the Raman-active vibrational modes of 1T-HfS2 [Fig. 7.4(d)].
The lifetime of the A1g phonon rises steadily with decreasing temperature. The
behavior of the Eg symmetry mode is different. It rises gradually across T2 and
dramatically below T1 . This implies that carrier-phonon scattering is reduced with
decreasing temperature.
Overall the lifetimes of the Raman-active even symmetry modes are similar to those
of the infrared-active phonon modes in 1T-HfS2 [Fig. 7.2(b)] - with the exception of
the Eu symmetry vibrational mode which is very lossy and therefore sports an extremely short lifetime. This is one surprising feature in 1T-HfS2 that is not replicated
in more traditional systems like 2H-MoS2 .
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Chapter 8
Summary and Outlook
In this dissertation, I discuss the use of synchrotron-based near-field infrared nanospectroscopy to explore the symmetry crossover in the M PS3 (M = Mn, Fe, Ni) family of materials in bulk, few-, and single-layer form as well as the structure-property
relations that can be unraveled in these systems. In MnPS3 , the Bu symmetry mode
near 450 cm−1 - which probes the phosphorus-phosphorus stretch combined with inphase, out-of-plane PS3 translation - is exquisitely sensitive to the C2/m → P3̄1m
transition that takes place at layer number 11. A similar effect occurs in FePS3 .
The complete loss of the Bu mode in both materials demonstrates that symmetry
is increased in the thinnest sheets due to the restoration of the C3 axis of rotation.
There are also a few subtle differences. In FePS3 , the C2/m → P3̄1m crossover takes
place over a range of thicknesses (rather than at n = 11 as in the Mn compound), and
it responds gradually to strain as evidenced by the systematic frequency shift with
decreasing layer number (different from MnPS3 , which is fairly rigid as the crossover
is approached). Strikingly, the third member of this family of materials, NiPS3 , does
not show a symmetry crossover with decreasing sheet thickness. This is because
NiPS3 already exists as P 3̄1m (or very close to P3̄1m) in bulk form - at least at
room temperature - due to the lack of a clear Bu symmetry vibrational mode in the
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spectroscopic response. We analyze these effects in terms of the stronger interlayer
interactions present in the Ni system as well as the local structure within the layer
itself. Overall, we find that monoclinicity in this family of materials is a consequence
of long range stacking, temperature effects, and local lattice distortions.
Additionally, I explore a closely related system, CrPS4 , which exists in C2 symmetry in its bulk form. Much like NiPS3 , CrPS4 resists distortion, maintaining its
symmetry elements from the bulk to the ultra-thin limit. This may be due to a
number of factors including the lack of a phosphorus-phosphorus dimer in CrPS4 ,
the narrow van der Waals gap, as well as the dense, compact slab, both of which
allow the system to resist distortion. This preservation of symmetry is useful for applications because bulk properties, such as ferroelectricity and chirality, are retained
at the monolayer. Furthermore we explore peak position vs. layer number trends in
CrPS4 , revealing complex tendencies amongst all modes, where modes first harden
(soften) and then soften (harden). We link these trends to the in- vs. out-of-plane
character of the mode displacement patterns. The overall significance of this effort
lies in the application of synchrotron-based infrared nano-spectroscopy to few- and
single-sheet chalcogenides to reveal the odd-symmetry vibrational modes while, at
the same time, demonstrating the potential of this approach to unlock a much wider
field of investigation into the properties of atomically-thin materials.
In a second, independent effort, I combine infrared absorption, Raman scattering, first principles lattice dynamics, and maximally localized Wannier function calculations to explore chemical bonding in the heavy transition metal dichalcogenide
1T-HfS2 . Despite years of active study, Born effective charges of this compound
have remained challenging to pin down, and prior estimates in this simple material
vary widely (by as much as 40%). We reexamined this problem and found ZB∗ =
5.33e for the Hf center in 1T-HfS2 , in excellent agreement with our first principles
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calculations. The aforementioned variation in this quantity is attributed to difficulties (i) in defining the phonon effective mass, (ii) uncertainties in the experimental
unit cell volume, (iii) estimating the dielectric constant, and (iv) determining the
LO-TO splitting of the phonon in question. In order to understand how ZB∗ relates
to the nominal 4+ charge of the Hf center, we employ a Wannier function analysis to
project out the different orbital contributions. This analysis reveals that the sulfur
p orbital transfers charge to the cation and that this contribution enhances the Born
charge beyond the nominal value. In addition to resolving thirty years of controversy
related to the determination of Born charge in 1T-HfS2 [145,150–152], we decompose
this quantity into polarizability and local (ionic) charge, finding α = 5.07 Å3 and Z ∗
= 5.19e. Thus 1T-HfS2 , though ionic in nature, also displays a significant degree of
covalency. The heavy center and associated spin-orbit coupling in 1T-HfS2 acts to
decrease polarizability and increase ionicity compared to traditional chalcogenides
like 2H-MoS2 (where α = 100 Å3 and Z ∗ = 0.15e) [228]. We also extract phonon
lifetimes, and based upon the temperature dependence, we reveal weak structural
distortions at approximately 60 and 210 K. Taken together, these findings resolve
controversy over the nature of chemical bonding in 1T-HfS2 and clarify the role of
the 5d center in the process, as well as opens the door for device applications and
the exploration of nanoscale analogs.
Looking ahead, these findings are valuable in multiple regards. First, this work
demonstrates the efficacy of synchrotron-based near-field infrared spectroscopy in
exploring chalcogenide sheets. The studies of M PS3 (M = Mn, Fe, Ni) and CrPS4
represent a first look at the infrared-active vibrational properties of few- and singlelayer systems, a completely unexplored area up to this point. Substrate studies also
demonstrate sheet stabilization without the use of an adhesive. Using this work as a
guide, one may explore other ultra-thin systems, uncover local structure and lattice
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distortions, and enable structure-property relations that can be extended to entirely
new van der Waals materials. As an example, the preservation of symmetry due
to a compact local structure in CrPS4 proves to be an interesting initiative because
bulk properties, including polarity and chirality, should be retained at the monolayer. This opens the door to exciting new areas of study including ferrotoroidicity
and non-reciprocal effects, not only at the bulk but at the ultra-thin limit. Surprisingly, there is still a lot to learn in single crystalline transition metal dichalcogenides
like HfS2 , particularly in terms of chemical bonding. For example, there is an anionic contribution from the sulfur p orbital lending to an increased Born effective
charge, different than the nominal charge. These results have implications in uncovering similar responses in other transition metal dichalcogenide layered systems
such as MoS2 and WS2 , as well as comparative studies with their nanoanalogues,
and structure-property relations of HfS2 polymorphs (1T vs. 2H, for example).
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