Abstract: In X-ray imaging, the image quality is related to the ray energy, imaging detector, object construction, etc. For complex workpieces, if all imaging conditions are identical, not all of the construction projection information can be captured with a fixed energy and limited dynamic range. This will result in over-and underexposed regions, which will affect projection quality. Thus, this paper presents an approach to extend the dynamic range of X-ray imaging systems based on linear constraints with variable energy. First, we study the relationship of grey variation between the adjacent energy images and present the grey gain distribution and linear dispersion. Then, based on a piecewise curve linear approximation, auto-self-adaption variation of ray energy is used to capture the image sequences under the linear constraint of the grey gain distribution. Also, based on the linear assumption, we obtain the weighting fusion coefficient to fuse the image sequences to extend the dynamic range. Finally, experiments demonstrate that this method has an advantage for ray energy autocontrol and fusion coefficient calculation, which can realize optimal matching between the Xray imaging system and the testing object to extend the dynamic range of the imaging system.
Introduction
X-ray imaging can reveal an object's construction and defects through differences in the density and thickness that attenuate the ray energy [1] . However, the detection probability depends on the ray tube voltage, tube current, imaging parameters, object material and construction. In the conventional fixed-energy (single tube voltage or current) imaging mode, obtaining the full projection information is not possible for objects with complex construction, such as a complex instrument, cavity casting, and multi-component object [2] . Therefore, the dynamic range of ray imaging systems is limited. Thus, the wide range of ray attenuation does not match the dynamic range of the imaging system with a single tube voltage. Images from this type of system will appear overexposed or underexposed; thus, the projection will lack information [3] , [4] . Low-energy X-ray beams are essential for detecting small details and creating sufficient contrast, especially for lower density material, whereas high-energy X-ray beams are necessary to penetrate and reveal the internal structures of the denser parts. This results in an analysis problem for the quality, structure and performance of the complex components. Correspondingly, computed tomography (CT) reconstructions suffer from artefacts due to either a lack of penetration or having data from only a limited angular range view [5] .
For complex objects, the traditional imaging method is ROI (region of interest) imaging. To image different parts, different ray energies are used to obtain the corresponding projection image. However, this method can only reveal partial construct information, and some information may be lost. Additionally, these projection data cannot be used for reconstruction [6] . Data fusion in CT can help overcome this problem. Generally, fusion methods in CT can be split into two groups: methods utilizing information from complementary NDT modalities and those using a CT setup that simultaneously collects data on more than one aspect of the investigated object [7] , [8] . The data collection is facilitated in two different ways: using a dual detector and using dual exposure/source techniques. The dual detector technique can create two datasets in a single scan by using a multilayer detector, wherein each layer is sensitive to a different energy band. The dual exposure/source method consists of two separate CT scans, one with high-energy X-rays and one with low-energy X-rays [9] .
For the complementary NDT, during the experiment, a compensation frock is used to compensate for the difference in attenuation thickness. This method is easy to apply, but it is difficult to implement if the object's outline is more complex. The object's outline can also be introduced into the CT reconstruction algorithm to reconstruct the complex object. For example, Michael proposed a regularized version of SART that uses data obtained from a 3D ultrasonic surface scan [10] . For simultaneous collection data fusion, this method mainly fuses multi-exposure images obtained using different ray energies (tube voltage or tube current) to extend the dynamic range of imaging systems. In medical applications, this data fusion is mainly used to improve the image contrast or to lower the radiation exposure. ATCM (automatic tube current modulation) can achieve constant CT image quality with lower radiation exposure, according to the size and attenuation characteristics of the body part [11] . Dual energy CT (DECT) is one of the most promising imaging techniques with potential clinical applications. Specifically, the rapid kVp-switching single-source DECT shows better results because it is capable of alternating hundreds of times per second between low and high tube voltage [12] . In industry, multi-exposure imaging has already found applications. Sukovic and Clinthorne proposed an approach to increase the dynamic range of the projection data by combining two datasets acquired with different exposures (mAs) [13] . Sisniega proposed a novel dual-exposure technique to extend the DR of ray detectors that combines two projection datasets using a maximum likelihood estimation based on previous knowledge of the detector response to incoming radiation [14] . Haidekker presented the mathematical framework for recovering absorbance from such composite images to enhance dynamic range X-ray imaging [15] . Ping presented HDR imaging based on varying the tube voltage and the fusion of multi-energy projection sequences [16] .
The studies described above have demonstrated that the fusion of multi-exposure images is an effective method for expanding the dynamic range of an imaging system. However, imaging efficiency and fusion difficulty are related to the test object's complexity [17] , [18] . If the object's construction is more complex, more image sequences should be obtained. Additionally, the ray energy interval should be suitable to ensure that all construction information can be shown in the image sequences. These requirements will present two key questions regarding how to control the ray energy variation step and how to fuse these sequences. Therefore, this paper mainly discusses these two problems. First, to solve the problem of finding a suitable exposure to obtain good contrast in the ROI and to quantitatively analyse X-ray images, both underexposure and saturation are unacceptable. Then, we combine the varying process research fusion methods containing the end control of ray energy variation.
X-Ray Image Sequence Analysis of Variable Energy

Grey Gain Distribution Between Image Sequences
In X-ray imaging, because of the multi-spectrum, non-linear attenuation of the ray intensity, scattering, etc., the model between ray energy and image grey is the non-linear, and this model is difficult to build. However, in numerical analysis, a non-linear model can be approximated by a piecewise linear model. As the piecewise interval becomes shorter, the approximation error becomes smaller. Therefore, we obtain the approximate non-linear imaging character by analysing the linear relationship between the image grey values and quality of image sequences with adjacent ray energies.
For the relationship between the adjacent energy sequences, we can define the grey gain distribution figure between the image sequences, which represents the grey statistics distribution with the same area in the different energy. For example, for the ray images of a U-disk at 50 keV and 50.5 keV in Fig. 1, Fig. 2 shows the grey gain distribution. In Fig. 2 , the abscissa is the grey level of 50 keV, and the ordinate is the grey level of 50.5 keV. Each point is the same transmission point in Fig. 1 .
In Fig. 2 , if the energy is the same, the grey gain is the zero-axial, unit-slope line. When the energy is different, the grey will increase nonlinearly. Therefore, using a line fitting, we evaluate the distance between the points and the fitting line, and define a linear dispersion to analyse the linear relationship between the ray image sequences. For every point (x i , y i ),
where, p 1 , and p 2 are the linear fitting parameters andŷ i is the fitting value. For Fig. 2 , the fitting result is shown in Fig. 3 . Then, based on the goodness of fit for the unary linear regression, for all N points, the goodness of fit R is defined as: Equation (2) yields the linear parameter in each of the two energy images. If the ray energy is the same, the grey gain distribution is strictly linear, namely, R is 1. In addition, if the interval between the adjacent ray energy is smaller, R is closer to 1. Namely the fit goodness is higher.
Grey Range of Optimal Imaging
In X-ray imaging, when the ray energy matches the penetration thickness, the image quality is better. However, because of the dynamic range of the detector, only partial information can be captured under the fixed energy. In fact, the effective grey range is smaller than the dynamic range of the detector, and this range (approximately 70% of the dynamic range) is known from experience. The other range provides low-quality, under-exposed and over-exposed images [12] , [13] . Therefore, for the X-ray imaging system in our laboratory, we use experiments and statistical analysis to obtain this effective range.
Experimental method: simultaneously imaging with a steel block and IQI (image quality indicator). Considering the thickness range of block, we use sub-regional imaging.
Experimental standard: The IQI uses ASTM-E747. The ray energy and imaging quality uses ASTM-E1735.
Experimental objects: 20 steel blocks. The lateral dimensions are 200 mm × 300 mm, the thickness is 1, 2, 3, . . . , 20 mm, and the purity is 99.9% (see Fig. 4 ). Moreover, the IQI is ASTM 1B-11. Data analysis: hypothesis testing. Based on the Poisson distribution of the X-ray photon, we assume that 95% of the points in the sample are in the range of [k 1 , k 2 ], so
When the sample is much larger, the Poisson distribution can be approximated as a normal distribution N(μ, σ). Here, μ is the average value for the sample, and σ 2 is the variance. Thus,
Because σ 2 is the estimated value, the unbiased estimate of the variance can be replaced by
Therefore, the confidence interval
Experimental system: a 12-bit X-ray imaging system, which consists of a GUMAY 450 kV and detector (VARIAN PaxScan2520).
Experimental results: For Fig. 5 , we use (6) to calculate the best grey range. Its scope is [1000 3000], which accords with the value known from past experience. 
Removal of Abnormal Data From the Grey Gain Distribution
For the variable energy imaging, in the limited dynamic range of the detector, some points will be over-exposed. Additionally, some "strip-like" noise areas appear. Theoretically, these noise areas should be white. However, because overexposure has changed the initial gain correction coefficient of the imaging system, the grey in these areas are probably in the best grey scope. In the grey gain distribution, this noise represents some discrete points in the vicinity of the effective grey points, as shown in Fig. 6 . Based on Fig. 5 , these abnormal points will mainly be focused on the full dynamic range or around the approximate linear point set, which will affect the precision of direct fitting. For points in the full dynamic range, the grey threshold can be directly removed. For our experiment, this threshold is 4095. Considering the distribution of the other points, the Radon transform can be used.
where f(x,y) is the grey gain distribution, θ is the projection angle, R θ (x) is the Radon value, and x,y are the rotated Cartesian coordinates. Considering the grey gain between the adjacent energy, we let θ = 45, 46, . . . , 90, and calculate R θ (x) for these θ. We determine the maximum R θ (x) and the corresponding x 0 and find the first minimum R θ (x) and the corresponding x 1 and x 2 on both sides of x 0 for each point. Then, we can select all the points in the [x 1 , x 2 ]. This process is illustrated in Fig. 7. 
Image Sequences HDR Fusion
Fusion Coefficient
In these image sequences, we can only obtain local effective information about the object. Thus, fusion is necessary to obtain the full projection information. However, the grey scale of these images is the same. If direct fusion, we obtain many edges which cannot reflect the construction of the object. Therefore, we must apply a gain for every image with different coefficients to extend the dynamic range. And these coefficients should ensure the ray energy consistency. Otherwise, it will affect the reconstruction quality. Of course, for the multi-energy imaging, the non-linear model is difficult to build. But in Part II, we use the piecewise linearity approximation to capture the multi-exposure image sequences. Then fuse these images to get the HDR projection by linear fitting, which has the higher energy consistency.
To improve the fusion quality based on piecewise linearity approximation, the goodness of fit is used to control the next ray energy value. The fitting data are also processed by the Radon transform, and the area is limited in the best grey scope. For the processed data V i and V i +1 , the corresponding pixel sets are P i and P i +1 , respectively, so that the overlap area R can be defined as R = P i ∩ P i +1 . For linear fusion, we obtain
where x (i +1)j and x ij are the grey in the set P i . In the fitting, the overlap area is used to estimate the parameters. Due to the noise level in V i and V i +1 , the orthogonal least-squares algorithm is used to improve the fitting precision. We therefore select a i and b i to estimate the distance between the processed data and fitting line minimum. Namely:
where N is the number of sets in R. Solving the above equation, we obtain an expression for a i . Using (11), we can solve for two a i . Then, we use (10) to evaluate the final b i . Thus, we confirm the linear relationship in the adjacent energy images and then use this relationship to calculate the other area in P i based on the fitting line.
HDR Fusion
We use (8) to calculate the image grey of the lower energy image in the higher energy image and gradually add the calculated image grey to the higher energy image by the corresponding pixel with the increase in ray energy. For V i and V i +1 , we obtain the fusion image V :
Thus, when all processed data are added to V n , the final fusion image V can be expressed as:
(13) Additionally, to automatically determine the conclusion of the fusion process, we define a template G 0 , whose size is same as the projection, and value is all 1. When the lower energy image is fused, G 0 is changed to 0 in the fusion area. When G 0 is all 0, fusion ends.
Ray Energy Auto-Control
Based on the above fusion process, we can design an automatic control strategy. Here, we set the goodness of fit to control the projection capture with the suitable energy value. Then, we fuse the adjacent energy images. The specific procedure is as follows, also shown in Fig. 8. 1) According to the best grey range, adjust the ray energy to make the image grey reach the minimum value of the best grey range. Then, this image is used as the first projection image. 2) Begin varying the ray energy and calculate the fit goodness of the grey gain distribution between the adjacent ray images. If the fit goodness reaches the set value, capture the corresponding projection. 3) Using (13), fuse the image sequences. In addition, using the fusion template, consider whether to continue to increase the ray energy. If the fusion template changes to all 0, all data capture ends.
Experimental Results and Discussion
HDR Imaging Experiment for the Standard Test Block
Here, we use a 12-bit X-ray imaging system consisting of a GUMAY 450kV and detector (VARIAN PaxScan2520). A wedge-shaped steel sample is used (see Fig. 9 ) that has three grooves with different depths. For this wedge-shaped sample, we use the ray energy self-adaptive control to capture the corresponding projections according to the fitting goodness, as shown in Fig. 10 . Because the detector's dynamic range is 12 bit in our experimental system, with the restriction of the dynamic range, we cannot obtain all contact information for the sample. In addition, with the increase in the ray energy, the initial gain correction coefficient is not suitable. There are some "strip-like" noise areas that interfere with structure recognition. Therefore, to obtain the HDR projection, we should fuse these sequences and remove these noises.
For the same area, the grey varies with the ray energy. During the fusion, we should compute the grey gain coefficient to expand the dynamic range using (13) . However, the "strip-like" noise areas and over-and under-exposed areas will affect the line fitting. Fig. 11 is the grey gain figure between 190 keV and 200 keV. Fig. 12 shows the linear fitting with the noise removed from Fig. 11 . Then, the abnormal gain area is removed from Fig. 12 , which can improve the fitting precision.
According to these grey gain coefficients, using (10) we obtain the fusion process image step by step. For this process, we can automatically control the end of the data capture using the fusion template. In Fig. 13 , we can see that the initial template is all 1. With the increase in the ray energy, the template is gradually covered with the fusion area. Finally, the template is all 0, represents the fact that all structural information has been captured. At this point, we can also end the data capture. Correspondingly, we can obtain the fusion high dynamic ray projection, as shown in Fig. 14 . Fig. 14 shows that the fusion image has a higher dynamic range, which is approximately 5 times that of the 12-bit system. The grey curve in the fusion image shows that the longitudinal grey curve is continuous, and the transverse grey curve can show all the devilling of the wedge-shaped sample. This curve demonstrates that varying the energy in fusion imaging can expand the dynamic range and ensure structural integrity.
HDR Imaging for the Practical Workpiece
For the workpiece depicted in Fig. 15 , the specimen exhibits notable differences in thickness. The bottom is solid, the centre is hollowed out, and the top is irregular. Image sequences were captured with the self-adaptive control strategy at every projection angle using a 12-bit imaging system (Section 6). The acquired images are presented in Fig. 16 .
As shown in Fig. 16 , because the variations in the effective thickness of the component along the direction of X-ray penetration exceed the limit of the dynamic range of the X-ray imaging system, the image sequences exhibit only a partial response. Additionally, some strip-like noise is observed in the projection at the higher energy because of the change in the initial gain correction coefficient. However by the HDR imaging method based on varying energy in this paper, we can obtain a HDR projection with the structural integrity. For the HDR projection, the dynamic range is wider, some detail information can't be seen. So the logarithmic transformation is used to compress dynamic range. Then the all structural can be shown in Fig. 16(7) .
Further, CT reconstruction is used to prove all structural information have get. For the fixed-energy CT imaging, because of the lower dynamic range, part projection is loss, the full CT structural information cannot be obtained. However, For the HDR projection, we can use CT reconstruction to obtain a CT image by FDK, ART, EM, etc. Also consider the noise effect, we use EM iterative with TV regularization (EM-TV) to reconstruction [19] . The result is shown in Fig. 17 . Some more results about the other layers are shown in Fig. 18 . Fig. 17 . CT reconstruction results at the center of workpiece (Fig. 15) . (1) FDK reconstruction for the 80 kV projection, whose structural information is loss. (2) FDK reconstruction for the HDR projection, whose noise is higher. (3) EM-TV reconstruction for the HDR projection, whose noise is lower. For Figs. 17 and 18, CT image with HDR fusion have the higher contrast ration, we can easy use threshold segmentation and VTK to obtain 3D visualizations, as shown in Fig. 18 . Comparing the 3D visualization (see Fig. 19 ) and real construct information (see Fig. 15 ), we see that the HDR-CT can better represent the full construction information of a complicated workpiece.
Conclusion
For a complex workpiece, the traditional X-ray imaging method with a single energy will show underexposed and overexposed regions, and the image quality is lower because of the limited dynamic range of the X-ray imaging system. Based on the existing multi-exposure fusion imaging, this paper focuses on self-adaptive multi-exposure and HDR fusion. In this study, we acquired every exposure individually, and every frame was controlled automatically. This automation is based on the grey gain distribution and piecewise linear approximation. Self-adaptively controlled ray energy variation is used by linear fitting to calculate the goodness of fit. To improve the fitting precision, the best grey range is verified by experiments and statistical analysis, and the strip-like noise areas are removed by the Radon transform.
Then, in HDR fusion, based on the knowledge that the same area should appear at the same grey level at a given voltage, we computed the ratio coefficients to determine the grey mapping relations between adjacent energies. Allowing for the noise level in the adjacent image sequence, the orthogonal least-squares algorithm is used to improve the fitting precision. Finally, we can obtain the HDR projection. To automatically end the variation of the energy, the fusion template is used during fusion. If the fusion template is all 0, all data capture ends.
The experiments show that this novel approach is suitable for imaging a complicated object with widely varying thickness that cannot be fully imaged using conventional single-tube-voltage CT. Our method achieves far superior results without requiring any hardware upgrades. In addition, our energy variation method is based on the image grey relationship between the adjacent ray energy images, which has better universality for complex workpieces.
