When do we have 1 + 1 = 11 and 2 + 2 =5? Here we address a more general question: when does the group law "+", defined on the set of rational numbers, satisfy both 1+1=u and 2+2=v? Surprisingly, this innocuous and perhaps strange looking question, has connections with some interesting results in number theory, going back to the work of Indian mathematician Brahmagupta, from the early 7th century.
Introduction.
Imagine a world where two plus two may not equal four. Such a world was depicted in the novel 1984, by George Orwell, wherein under a powerful oppressing state the truth of "two and two make four" can no longer be taken for granted. We quote: Of course, in the standard mathematical world of arithmetic, the truth of 'two plus two equals four' is self-evident. However, a protagonist in the 'Notes from the Underground', by Fyodor Dostoevsky says: "I admit that twice two makes four is an excellent thing, but if we are to give everything its due, twice two makes five is sometimes a very charming thing too."
Taking inspiration from the above works of fiction by Orwell and Dostoevsky, we ask rather seriously: can we really have 2 + 2 = 5? If yes, then what about 1 + 1 in such a mathematical system? And, what if we desire both 1 + 1 = 11 and 2 + 2 = 5 to hold together? 1 Here we ask a more general question: when does the group law "⊕" satisfy both 1 ⊕ 1 = u and 2 ⊕ 2 = v? To investigate this, let us fix a field K . The case of interest for us will be when K is a finite extension of Q. We will mainly consider the case of trivial extension, i.e., when K is Q. We further impose the condition that ⊕ is defined by a polynomial P(x, y) ∈ K[x, y], i.e., x ⊕ y = P(x, y). Our main goal will be to answer the following two questions.
(1) Given u and v, find P and K such that 1 ⊕ 1 = u and 2 ⊕ 2 = v?
(2) Given some conditions on u and v, and K = Q, will it be possible to have 1 ⊕ 1 = u and 2 ⊕ 2 = v?
Definition 1 We say that (u, v, P, K) is true, if there exists a commutative group operation x ⊕ y given by a polynomial P(x, y) ∈ K[x, y], such that
2 Characterization of the polynomial group operation x ⊕ y = P(x, y).
In order to address the questions raised in the previous section, we will first characterize the polynomial P(x, y), using the commutative and associative properties of the group law ⊕. Suppose the highest degree of x in P(x, y) is n. Then, associativity of P(x, y) implies P(P(x, y), z) = P(x, P(y, z)). The highest degree of x on the left is n 2 , whereas it is n on the right side. Therefore, n 2 = n. We ignore the case n = 0, as it will mean that P(x, y) doesn't depend on x. A contradiction, since the group operation ⊕ must depend on both x and y. Similarly, the highest degree of y in P(x, y) is also 1. Next, commutativity of P(x, y) implies that P(x, y) is symmetric in x and y, hence it can be assumed that
Using associativity, we write (1 ⊕ 2) ⊕ 3 = 1 ⊕ (2 ⊕ 3). Now
If a = 0, then b must be 1 as both a and b can't be zero simultaneously. Therefore, there are two possibilities for P(x, y). Either,
or else, if a = 0 then
Remark See the proof of Lemma 5, [3] , for a similar proof of the above result.
The former case, P(x, y) = x + y + c is easy to deal with, and we immediately dispose it off. It is clear that in this case 1 ⊕ 1 = u and 2 ⊕ 2 = v implies that 2 + c = u and
The converse is also obvious. Therefore, we conclude that:
3 Connections with number theory.
Now we consider the other more interesting case a = 0, and assume that P(x, y) is given by Eq. (5). Since, from Eq. (1), we have 1 ⊕ 1 = u, and 2 ⊕ 2 = v, we need to solve for a, b, in the following equations:
Since a = 0 by assumption, the only solutions obtained are
For u = 11 and v = 5, from the above equation, we see that the solution is possible in Q, i.e., (11, 5, 24xy − 39x − 39y + 65, Q) is true. However, it is not always possible to have 1 ⊕ 1 = u and 2 ⊕ 2 = v, defined by a polynomial group law ⊕ over rationals, i.e., (u, v, P, Q) is not always true. As an example, for u = 11 and v = 22 we have
In this case, (11, 22, P, Q) is false, but (11, 22, P, Q( √ 89)) is true, answering Danny's question, [1] . Now we consider, given u, v ∈ Z, whether (u, v, P, Q) is true (with P as defined in Eq. (5)). It is clear that for (u, v, P, Q) to be true 9 − 8u − 4v + 4uv must be perfect square. Consider the Diophantine equation
for all possible integers u, v and n. First we assume that n is fixed. Clearly for a solution to exist n 2 ≡ 1 mod 4. This means n must be odd. Then, in fact, n 2 ≡ 1 mod 8. Let this be the case. Assume n = 2m + 1. Then, we have
From Eq. 10 , for a given n we can count the number of solutions (u, v), and it is given by σ 0 ( 1 4 (n 2 − 1)) = the number of divisors of 1 4 (n 2 − 1). Next, we assume that u, v are given. From Eq. (10), a necessary condition for (u, v, P, Q) to be true is
We also note that, if (u − 1)(v − 2) < 0, then from Eq. (10), we conclude n 2 −1 4 < 0, for (u, v, P, Q) to be true. Then n = 0 or n = ±2, as n must be odd. Clearly, for these values of n, there does not exist any integer solution for u, v, satisfying Eq. (10). Therefore, (u, v, P, Q) is false. Now we will prove a number of results characterizing the truth of (u, v, P, Q). 
Since, gcd(
2 ) = 1, we have the following cases: (ii) As |u − v + 1| = 1, we get either
Therefore, in both the cases (u, v, P, Q) is true, and we are done. 2 , where u, v and t > 0 are integers, then
for some positive integer m.
Proof Assume (u, v, P, Q) to be true. Then from Eq. (10) and the given hypothesis (u − 1)(v − 2) = 2t 2 , we obtain
This is a special case of Pell's equation n 2 − dt 2 = 1, with d = 8. In the number field K = Q( √ 2), we can write
Then N(n + 2 √ 2t) = 1, where N(·) is the usual norm in K . We note that n = 3, 2t = 2 is a solution of Eq. 20 , and in fact, 3 + 2 √ 2 is a fundamental unit (see Table 4 , Page 280, [2] ). Then from Theorem 11.3.2, [2] , it follows that any solution of n 2 − 8t 2 = 1, will be such that n + 2 √ 2t = ±(3 + √ 2 · 2) m for some integer m. We can assume m to be a positive integer. Then on solving for t, in n + 2
Now, to prove the other direction assume that t is given by Eq. (14). Then on defining
we see that n 2 −8t 2 = 1. This along with (u−1)(v−2) = 2t 2 gives (u−1)(v−2) = n 2 −1 4 . Then, 9 − 8u − 4v + 4uv = n 2 . Therefore, (u, v, P, Q) is true. This completes the proof for the other direction.
We state the following result, whose proof is similar to the previous theorem.
be the fundamental unit of the number field K = Q( √ 2d), where d is a square free odd integer. Also assume (u − 1)(v − 2) = 2dt 2 , with u, v and t > 0 being integers. Then
Remark (Chakravala: an ancient algorithm) We note that the proof of the above theorem depended upon the solution of Pell's equation n 2 − 8dt 2 = 1. Indeed, Pell's equation has a very interesting history. It is one of the cases of wrong attributions in mathematics.
In 1657 Fermat posed a challenge to mathematicians. The challenge was to find integer solutions for the equation 
This is perhaps one of the earliest example of the use a 'group-theoretic' argument in mathematics. This 'composition rule' allowed Brahmagupta to obtain new solutions from old known solutions, since clearly by composing a known solution (a, b; m) with a triple (p, q; 1), one can easily find new solutions (ap ± Nbq, aq ± bp; n). Later, Jayadeva, Narayana and Bhaskara had refined and built on the works of Brahmagupta to devise an algorithm called the "Chakravala" for finding all the integer solutions of the equation x 2 − Ny 2 = ±1 for any positive integer N . We refer readers to [6] for an interesting discussion on this. 
Proof First let (u, v, P, Q) be true. Then from Eq. (10) and the given hypothesis (u − 1)(v − 2) = 2(2 n−3 − 1), we get
We recall this is Ramanujan-Nagell equation. In fact, Ramanujan conjectured in 1913 that (1, 3) , (3, 4) , (5, 5) , (11, 7) and (181, 15) are only positive solutions (n, t) of the Diophantine equation n 2 + 7 = 2 t . Nagell proved this conjecture in 1948, [5] . Therefore, from this our result follows.
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