Abstract-The problem of blind multiuser detection for direct-sequence code-division multiple-access systems operating over fading dispersive channels and in the presence of additive Gaussian noise with unknown temporal correlation function is considered. Such a problem has been addressed recently by Wang et al. and solved by employing a receiver with two well-separated antennas, such that the noise is spatially uncorrelated. A new method, which enables blind multiuser detection in correlated noise with just one antenna (and thus can be implemented in mobile transceivers), is proposed here. The effectiveness of the new procedure is tested through computer simulations, and its performance is compared to that of the algorithms developed by Wang et al.. Numerical results demonstrate that the newly proposed method, while relying on halved hardware resources, incurs a performance loss of only a few decibels with respect to the two-antenna based procedures.
I. INTRODUCTION
Multiuser detection strategies for direct-sequence code-division multiple-access (DS/CDMA) systems have been extensively investigated [1] . Indeed, since the work of Verdù [2] , which showed that it is the thermal noise and not the multiaccess interference (MAI) that rules the ultimate performance levels attainable in a CDMA system, considerable research efforts have been devoted to the challenging and intriguing area of multiuser detection. The most relevant results in this area include the design of low-complexity advanced multiuser detectors able to simultaneously cope with MAI and intersymbol interference (ISI), the latter arising from the channel dispersivity, as well as the synthesis of blind adaptive detection algorithms, which may be implemented with a very limited prior knowledge as to the interference structure and with no need for a known training sequence [3] , [4] . In particular, it has been recently recognized that the tools of subspace tracking theory can be efficiently applied to develop blind adaptive implementations of the linear decorrelating and minimum mean square error (MMSE) multiuser detectors [5] . In [6] and [7] , moreover, these results have been extended to the case in which the channel is affected by frequency-selective fading.
All of these papers, however, share the common hypothesis that the additive ambient noise is temporally white, an assumption that in practice can be violated, due, for instance, to the presence of some external interference. Subspace-based interference suppression methods that assume that the noise is white can lose effectiveness in a correlated noise environment. In such a scenario, indeed, the noise and the signal subManuscript received April 24, 2000; revised July 10, 2001 . This work was supported in part by the Consiglio Nazionale delle Ricerche (CNR), Italy, under a NATO/CNR Grant, and in part by the National Science Foundation under Grant CCR-99-80590. This paper was presented inpart at the 2000 IEEE 52nd Vehicular Technology Conference, Boston, MA, September 2000.
S. Buzzi is with DAEIMI, Università degli Studi di Cassino, Cassino (FR), Italy (e-mail: buzzi@unicas.it).
H. V. Poor is with the Department of Electrical Engineering, Princeton University, Princeton, NJ 08540 USA (e-mail: poor@princeton.edu).
Publisher Item Identifier S 0018-9545(02)00432-2.
space can no longer be identified through an eigendecomposition of the observable sample covariance matrix, and alternative methods are needed in order to exploit the vast body of subspace-based signal-processing techniques available in the literature. The problem of blind adaptive multiuser detection in unknown correlated noise has been addressed very recently in [8] . This work is based on the key assumption that the receiver is equipped with two well-separated antennas, such that the noise is spatially uncorrelated. Based on a joint processing of the signal received at both antennas, a new method for the signal space identification is proposed and its performance analyzed. In [9] , then, the same idea is applied for blind group detection, i.e., to the problem in which the receiver is interested in decoding a subset of all of the active users and no prior knowledge on the unwanted interfering signals is available. It should be noted, however, that even though the methods proposed in [8] and [9] are effective and enable blind multiuser detection in correlated noise environments, in a cellular scenario they can be implemented with no difficulty in the base-station (BS) receiver, but are actually unfeasible in mobile transceivers, which, due to power and space limitations, typically employ only one antenna. Likewise, the assumption that the noise is spatially uncorrelated might be violated as well, due, for instance, to close antenna spacing.
In this paper, we consider this problem of blind multiuser detection in unknown correlated noise; unlike the approach in [8] and [9] , our proposed algorithms may be implemented with a single antenna, and are thus suited for implementation in mobile terminals. The technique we propose is based on the crucial hypothesis that the additive disturbance is a proper complex random process [10] , an assumption that holds true if the radio-frequency version of the noise is wide-sense stationary (WSS). Indeed, under such a circumstance, the noise and signal subspaces may be identified through a suitable processing of the pseudocovariance [10] matrix of the observables, thus avoiding the need for two separated receiving antennas. In this paper, we explore the suitability of such an approach to the design of both multiuser and group detectors and show that it incurs a very limited performance loss with respect to the greater hardware-, space-and power-consuming procedures developed in [8] and [9] . This paper is organized as follows. In the next section, we introduce the system model, while in Section III the newly proposed algorithms for blind multiuser detection in unknown correlated noise are derived. Section IV is devoted to the extension of the new procedures to the problem of group blind multiuser detection, while in Section V the performance of the proposed methods is compared to that of the procedures in [8] and [9] through some numerical results. Section VI contains concluding remarks.
II. SYSTEM MODEL
We consider the same signal model as in [8] , i.e., we focus on an asynchronous DS/CDMA system employing binary phase-shift keying (BPSK) modulation and operating over a fading dispersive channel. On denoting the number of active users by K, the baseband equivalent of the received signal is written as
In the above expression, (2P +1) is the transmitted packet length, To deal with a discrete-time signal, the waveform r(t) is fed to a low-pass filter whose impulse response is a unit-energy rectangular waveform of duration Tc=M , with M an integer number, Tc = T b =N the chip duration, and N the processing gain; the output of such a filter is then sampled at rate M=T c . Assuming that we are interested in decoding the bit b k (p), we consider as processing window the interval [pT b ; (p + V )T b ], and we stack in an NMV -dimensional vector-say, r r r(p)-the received signal samples corresponding to said interval. Following the same steps as in [8] , the vector r r r(p) can be expressed as
where n n n(p) is the discrete-time version of the additive noise, H H H is the 
whereinh h h k is the (K`+ k)th column of the matrix H H H, while in z z z(p)
we have grouped the overall disturbance (MAI, ISI, and additive noise).
The vectorh h h k can be shown to be deemed as the product of a known code matrix, containing in its columns shifted versions of the spreading code assigned to the kth user, times an unknown vector-say, g g g k -tied
to the signal propagation delay, transmitted energy, and channel dispersion. Otherwise stated, we havẽ
with 0 an all-zero matrix of dimension 
III. DETECTOR DESIGN AND BLIND CHANNEL ESTIMATION
Given the observables r r r(p), our goal is to obtain a linear detector that blindly estimates the bit b k (p) based on the knowledge of the spreading code of the user of interest and of the channel delay spread Tm. To begin with, we recall that any linear detector makes a decision on the bit to be decoded according to the rulê
wherein ( 
In the above equation, R R Rr r rr r r = E[r r r(p)r r r H (p)] = (H H HH H H H + 6n) denotes the observable covariance matrix, 6 n = E[n n n(p)n n n H (p)] is the additive noise covariance matrix, R R R r r
cross-correlation between the observables and the quantity to be estimated, and the operator E[ 1 ] denotes statistical expectation. 1 In practice, however, due to the unknown distortion introduced by the channel, it is not plausible to assume that the receiver has prior knowledge of the quantities on the right-hand side in (7), and we must resort to (possibly blind) estimation techniques. A very simple way to obtain an estimate of R R Rr r rr r r is to examine the sample observable covariance matrix, i.e., R R R r r rr r r = <r r r(i)r r r
with Q the size of the sample set; the above estimate converges in the mean square sense, for increasing Q, to the true observables correlation matrix.
As to the vectorh h h k , it can be estimated via a subspace approach by exploiting the fact that its projection onto the noise subspace is zero.
Otherwise stated, if we denote by U U U n a unitary matrix containing in its columns an orthonormal basis for the noise subspace (i.e., for the orthogonal complement of the column span of the matrix H H H), the vector h h h k can be sought as the solution to the equation
. Accordingly, the issue now is to obtain an estimate of the principal directions of the noise subspace, i.e., an estimateÛ U U n of the matrix U U U n.
Standard eigendecomposition methods are based on the key assumption that the additive noise is white, thus implying that the signal subspace dimensionality and the noise subspace may be estimated through a suitable processing of the observable covariance matrix (see [6] and [11] for further details on this issue). Unfortunately, these methods are not applicable when the additive noise has a nonwhite unknown correlation function. In this case, indeed, the eigenvalues associated with the noise subspace are no longer coincident, whence the noise and the signal space cannot be identified based on a ranking of the eigenvalues (and corresponding eigenvectors) of the observable sample correlation matrixR R Rr r rr r r. To circumvent this drawback, in [8] an alternative method is proposed, which relies on the adoption of two well-separated antennas, such that the noise is spatially uncorrelated. In particular, denoting by r r r1(p) and r r r2(p), the discretized received signal on the first and second antenna, respectively, it is therein shown that by building the sample cross-correlation R R Rr r r r r r = <r r r1(i)r r r H 2 (i) >Q, it is possible to obtain an estimate of the signal space and, consequently, of its orthogonal complement, i.e., the noise subspace. It turns out, however, that if the CDMA system uses BPSK modulation, the noise subspace can be estimated with only one antenna. To be more definite, notice that since the additive noise n(t) is the baseband equivalent of a real WSS Gaussian bandlimited 2 random process, it is a proper complex random process [10] , i.e., its pseudocovariance matrix E[n(t)n(t + )] is zero 8t; . Indeed, in [10, Theorem 3] , it is shown that demodulated Gaussian noise is a proper complex random process.
As a consequence, the matrix E[n n n(p)n n n 
Compute the SVDR R R 0 r r rr r r = U U U0V V V H , and apply the minimum description length (MDL) or the Akaike information criterion 2 Even though the additive noise is not actually bandlimited, we can restrict attention to the portion of its spectrum falling inside the bandwidth of the front-end receiver.
(AIC) [11] 
2) Canonical Correlation Decomposition (CCD) 3 Algorithm:
Based on (10), again compute the matricesR R R r r rr r r andR R R 0 r r rr r r ;
consider the following SVD:
Apply the AIC or the MDL criterion to the diagonal entries of 0 so as to obtain an estimate rs of the signal space dimensionality.
Consider the matrix
r r rr r r U U UsR R R 01=2 r r rr r r U U Un (13) where, in turn, U U Us is an NMV 2 rs-dimensional matrix containing the r s most significant left singular vectors of the matrix in (12) and U U Un is an NMV 2 (N MV 0 rs)-dimensional matrix containing the remaining columns of the matrix U U U in (12) . Based on the fact that the column span of the matrix L L L n coincides with the noise subspace [12] , obtain an estimateĝ g g k of the vector g g g k by computing the less significant eigenvector of the 
It is worth pointing out that unlike the procedures in [8] , neither of the above algorithms assumes prior knowledge of the signal space dimensionality r s , which is indeed estimated based on the diagonal entries-say, 0 ; 1 ; . . . ; N M V 01 -of the matrix 0. In particular, assuming that the quantities 
IV. EXTENSION TO BLIND GROUP DETECTION
Given a DS/CDMA system with K active users, a group detector jointly demodulates the information bits transmitted from a subset-say, G-of the active users. Group detection is an intriguing research topic that has been gaining more and more interest in the last few years, in that it can be applied to the design of advanced cellular communication systems. Indeed, in an uplink cellular scenario, the base station demodulates the bits transmitted by the users lying in its own coverage area, while it is not interested in decoding the bits from the out-of-cell users. In this context, the adoption of group detectors in the BS permits the detector to account for the interference generated from the extra-cell users. In this way, superior performance levels can be attained with respect to "conventional" receivers that do not consider this additional interference. Likewise, group detection turns out also to be very useful in the design of single-user receivers for multirate/multicode CDMA systems [13] . Indeed, in a multirate/multicode CDMA system, a single-rate system may accommodate transmission of a higher rate bit-stream by assigning to the higher rate user multiple signature sequences. As a consequence, in each signaling interval, a high-rate user simultaneously transmits several bits by modulating as many signatures waveforms. It is thus understood that in this scenario, a high-rate user receiver decodes, in each signaling interval, more than one bit, i.e., it behaves like a group detector.
In [9] , Wang and Host-Madsen have considered the problem of blind group detection, i.e., the problem of designing receivers that can be implemented based on the knowledge of the spreading codes of the users in G only, and with no a priori knowledge on the structure of the signals transmitted by the other users. Indeed, it is reasonably expected that a blind group detector, which has knowledge not only of the signature of the desired user but also of the signatures of the other users in the set G, may achieve improved performance with respect to a "single-user" blind receiver, which exploits knowledge of the spreading code of the user of interest only. Accordingly, in [9] , some linear group detection structures are derived for both the case that the additive noise is white and that in which it is temporally correlated with unknown correlation function. In particular, based on the same approach as in [8] , it is shown that the "Group Blind Linear Hybrid Detector" (which is illustrated below) may be also implemented in a correlated noise environment by resorting once again to a receiver equipped with two separated antennas. In what follows, we provide two algorithms that enable blind implementation of the said receiver with only one antenna. To this end, let us assume, with no loss of generality, that the "desired" users, i.e., 
To blindly estimate the vectors m m m k in a correlated noise environment and based on the knowledge of the spreading codes of the users in the set G, we propose here the following algorithms. 
1) SVD Algorithm
2) CCD Algorithm: Based on (10), (12) , and (13), setĝ g g k equal to the least significant eigenvector of 
with the channel gains kl generated from a complex Gaussian distribution and kept constant for the entire frame length; the composite delays ( k + kl ) are generated from a uniform distribution in [0, 0.9T b ], so as to have`= 1. Similarly to [8] , the path gains in each user's channel are normalized so that each user's signal is received with the same power (corresponding to a power-controlled system).
All of the following plots are the result of an average over 60 independent random realizations of the channel impulse responses and of the delays k ; k = 0; . . . ; K 0 1. Additionally, we set the oversampling factor M = 2 and the processing window length V = 2. As to the additive correlated noise, we use the same model as in [8] and [9] , i.e., a second-order autoregressive process, in which the noise samples at the output of the front-end receiver are generated according to the rule n(i) = a1n(i 0 1) + a2n(i 0 2) + w(n) with w(n) a complex white Gaussian noise sample. The coefficients antenna (here, we consider a second antenna only to implement the methods proposed in [8] and [9] for comparison purposes; the newly proposed methods process the output of the first antenna only). The performance measure that we consider is the system error probability associated with a differential BPSK modulation: indeed, as is well known, any blind channel estimator has an inherent phase ambiguity, which may be resolved by differentially encoding and decoding the information bits. As a consequence, in the pth signaling interval, the receiver actually detects the quantity
through the decision rulê Figs.1 and 2 show the system error probability for a five-user system corresponding to the newly proposed algorithms and to the Wang and Poor (WP) procedures reported in [8] , versus the energy contrast E b =N 0 = (A 2 0 T b =2N 0 ). In the first figure, the sample matrices (10) have been computed with Q = 300, while in the second figure we have chosen Q = 1000. Notice that each curve is reported twice, as one refers to the case of known signal space dimensionality rs and the other refers to the case that such a dimensionality is estimated through the MDL criterion. It is seen that the newly proposed methods, when compared to the two-antenna-based WP procedures, exhibit a performance loss of about 1 and 2 dB for the SVD and the CCD algorithms, respectively. Such a result, however, is not surprising, since the WP procedures jointly process the signal received by two antennas, and thus they actually benefit from the diversity gain. The new method, conversely, relies on a halved signal energy and on halved hardware resources. From both figures, it is also seen that the CCD algorithm outperforms its SVD counterpart (this behavior is consistent with the results reported in [8] ) and that increasing the sample set size Q yields a performance improvement. Finally, our simulations confirm the effectiveness of the MDL and AIC criteria for the estimation of the signal space dimensionality. Indeed, it is seen that the curves closely follow each other, and the prior uncertainty as to the actual rank of the matrix H H H introduces a performance loss within small fractions of 1 dB.
To assess the receiver performance for variable network load, in Fig. 3 the receiver's performance versus the number of users is reported. In particular, we set Q = 800 and E b =N0 = 17 dB. Again, it is seen that the performance loss of the newly proposed system with respect to the two-antenna procedure is quite limited, as well as that the prior uncertainty on the actual signal space dimensionality r s does not introduce any considerable degradation on the system performance. Fig. 2 . System error probability for K = 5 and Q = 1000, with and without rank estimation. Fig. 3 . System error probability for Q = 800 and E =N = 17 dB, with and without rank estimation. Fig. 4 shows the error probability for the group detection algorithms. In particular, we consider a system with K = 8; G = 3; and Q = 500, and the plots represent the average error probability for the users in G.
Once again, it is seen the the newly proposed methods exhibit a degradation within a few decibels from the performance levels attainable with a two-antenna receiver. 
VI. CONCLUSION
In this paper, we have presented new algorithms for blind multiuser detection in dispersive channels and with additive noise with unknown correlation properties. Unlike the recently proposed methods in [8] and [9] , which require the adoption of two well-separated antennas, a configuration not feasible in mobile transceivers, the new procedures can be implemented based on the output of just one antenna and are thus suited for practical implementation in handset terminals. While the key hypothesis for the application of the dual-antenna receiver is that the noise is spatially white, the proposed single-antenna processor requires that the modulation format is BPSK and that the baseband equivalent of the additive correlated noise is a proper complex random process, an assumption that holds true if the radio-frequency version of the disturbance is WSS. On the other hand, it should also be noted that both the dual-antenna and the single-antenna procedures rely on the assumption of slow fading, which indeed is required to be constant over time intervals on the order of QT b , the length of the estimation interval, so as to enable estimation of the observable covariance matrices. However, in practice, this assumption is usually satisfied, since, especially for high data rates, the channel coherence interval typically is larger than some thousands of the symbol interval.
With regard to the performance analysis, simulation results have confirmed that the new methods are effective, in that they exhibit a limited performance loss with respect to the more power-and hardware-consuming two-antenna procedures.
As a final remark, we maintain that the proposed technique may be straightforwardly applied to similar problems. As an example, we observe that a dual-antenna system for timing estimation in CDMA systems with unknown correlated noise has been recently developed in [14] , and that the single-antenna strategy proposed in this paper can be applied directly to achieve timing estimation with only one antenna.
