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1 Introduction
In Cohl (2012) [1], orthogonality and Hankel’s transform are used to generate solutions to
new definite integrals based on known integrals. In this paper, we use the method of integral
transforms to create new integrals from a variety of known integrals containing Bessel functions
of the first kind Jν . In this method, we use the closure relation for Bessel functions of the
first kind to generate a guess for a function to use in Hankel’s transform. This guess may be
incorrect if it does not satisfy the first condition for Hankel’s transform, in which case a new
definite integral is not generated. If the guess satisfies the condition, restrictions on ν must then
be adjusted to satisfy the other condition of Hankel’s transform. For the functions used in this
paper, superscripts and subscripts refer to lists of parameters. Any exceptions to this will be
clear from context.
As far as we are aware, the 40 definite integrals over Bessel functions of the first kind that
we present in this manuscript, do not currently appear in the literature. An extension of the
survey presented in this manuscript can be used to mechanically compute new definite integrals
from pre-existing definite integrals over Bessel functions of the first kind.
1.1 Application of Hankel’s transform
We use the following result where for x ∈ (0,∞) we define
F (r ± 0) := lim
x→r±
F (x);
see Watson (1944) [7, p. 456]:
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Theorem 1. Let F : (0,∞)→ C be such that
∫ ∞
0
√
x |F (x)| dx <∞, (1)
and let ν ≥ −12 . Then
1
2
(F (r + 0) + F (r − 0)) =
∫ ∞
0
uJν(ur)
∫ ∞
0
xF (x)Jν(ux) dx du (2)
provided that the positive number r lies inside an interval in which F (x) has finite variation.
The effort described in this paper was motivated by the large collection of Bessel function
definite integrals which exist in the book “Table of Integrals, Series, and Products” [4]. Not
counting Theorem 2 (which stands alone), the method of integral transforms was applied to the
Bessel function definite integrals appearing in Sections 6.51 and 6.52 of [4]. This method can be
applied to many definite integrals appearing in the remainder of sections appearing in Sections
6.5-6.7 of [4].
For the definite integrals presented in this manuscript, we have directly verified that (1) is
satisfied. This is easily accomplished by analyzing the behavior of the integrands in a small
neighborhood of the endpoints {0,∞}. For this paper, this technique produced 30 theorems
including 40 definite integrals which are given below. The method of integral transforms does
not always succeed in producing new definite integrals because the conditions on the Hankel
transform (1) is not satisfied. Some cases of this are shown in Section 7.
2 Polynomial, rational, algebraic, and power functions
Theorem 2. Let b,c > 0, ν > −12 , t ∈ C \ (−∞, 0]. Then∫ ∞
0
(∆(a, b, c))2ν−1a1−νJν(at)da = 2
1−ν√pi Γ (ν + 12) ( bct )ν Jν(bt)Jν(ct). (3)
∆ : [0,∞)3 → [0,∞) (Heron’s formula [5]), defined by
∆(a, b, c) :=
√
s(s− a)(s − b)(s− c),
where s = (a+ b+ c)/2, is the area of a triangle with sides of length a, b, and c.
Proof. We apply Theorem 1 to the function F b,cν : (0,∞)→ C defined by
F b,cν (t) := 2
1−ν√pi Γ (ν + 12) ( bct )ν Jν(bt)Jν(ct),
where Γ : C\−N0 → C is Euler’s gamma function is defined in [3, (5.2.1)], and Jν : C\(−∞, 0]→
C, (order) ν ∈ C, is the Bessel function of the first kind defined in [3, (10.2.2)]. The desired
result is obtained from Sonine’s formula [6]
∫ ∞
0
Jν(at)Jν(bt)Jν(ct)t
1−νdt =
2ν−1(∆(a, b, c))2ν−1√
pi Γ
(
ν + 12
)
(abc)ν
,
where Re a > 0, b,c > 0, Re ν > −12 . 
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Theorem 3. Let ν > 12 , µ > 0, α,β > 0, z ∈ C \ (−∞, 0]. Then∫ α
0
bνJν−1(bz) db = α
νz−1Jν(αz), (4)
∫ ∞
β
a1−µJµ(az) da = β
1−µz−1Jµ−1(βz). (5)
Proof. By applying Theorem 1 to the functions Fαν : (0,∞)→ C and Gβµ : (0,∞)→ C defined
by Fαν (x) := α
νx−1Jν(αx), G
β
µ(x) := β1−µx−1Jµ−1(βx), we obtain the desired results from the
known integral [4, (6.512.3)]
∫ ∞
0
Jν(αx)Jν−1(βx)dx =


α−νβν−1 if β < α,
(2β)−1 if β = α,
0 if β > α,
where Re ν > 0. 
Theorem 4. Let ν ≥ −12 , z ∈ C \ (−∞, 0]. Then∫ ∞
0
cν+1
1 + c2
Jν(cz)dc = Kν(z). (6)
Proof. We are given the integral [4, (6.521.2)]∫ ∞
0
xKν(ax)Jν(bx)dx =
bν
aν(b2 + a2)
,
where Re a > 0, b > 0, Re ν > −1. By applying Theorem 1 to the function F aν : (0,∞) → C
defined by F aν (x) := a
νKν(ax), we obtain the following integral∫ ∞
0
bν+1
b2 + a2
Jν(bx)db = a
νKν(ax),
where Re a > 0, ν ≥ −12 , x ∈ C \ (−∞, 0]. With the substitutions z = ax and c = b/a, we
obtain the desired result. 
Note that when the method of integral transforms is applied to Fa(x) := aK1(ax) given the
integral [4, (6.521.7)]∫ ∞
0
xK1(ax)J1(bx) =
b
a(a2 + b2)
,
where a > 0, b > 0, we obtain the integral generated from [4, (6.521.2)] when ν = 1.
Theorem 5. Let z ∈ C \ (−∞, 0]. Then∫ ∞
0
c
(1 + c2)2
J0(cz) dc =
z
2
K1(z). (7)
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Proof. We are given the integral [4, (6.521.12)]∫ ∞
0
x2K1(ax)J0(bx) =
2a
(a2 + b2)2
,
where a > b > 0. By applying Theorem 1 to the function Fa : (0,∞) → C defined by
Fa(x) :=
x
2aK1(ax), we obtain the following integral∫ ∞
0
bJ0(bx)
(a2 + b2)2
db =
x
2a
K1(ax),
where a > 0, x ∈ C\ (−∞, 0]. With the substitutions z = ax and c = b/a, we obtain the desired
result. 
Theorem 6. Let z ∈ C \ (−∞, 0]. Then∫ ∞
0
c2
(1 + c2)2
J1(cz)dc =
z
2
K0(z). (8)
Proof. We are given the integral [4, (6.521.12)]∫ ∞
0
x2K0(ax)J1(bx)dx =
2b
(a2 + b2)2
,
where a,b > 0. By applying Theorem 1 to the function Fa : (0,∞) → C defined by Fa(x) :=
x
2K0(ax), we obtain the following integral∫ ∞
0
b2J1(bx)
(a2 + b2)2
db =
x
2
K0(ax),
where a > 0, x ∈ C\ (−∞, 0]. With the substitutions z = ax and c = b/a, we obtain the desired
result. 
Theorem 7. Let γ > 0, ν ≥ −12 , Reα > |Imβ|, z ∈ C \ (−∞, 0]. Then∫ ∞
0
bJν(bz)
lν1
lν2 (l
2
2 − l21)
db = K0(αz)Jν(γz), (9)
∫ ∞
0
cJν(cz)
lν1
lν2 (l
2
2 − l21)
dc = K0(αz)Jν(βz), (10)
where l1 and l2 are defined as
l1 =
1
2
[√
(b+ c)2 + a2 −
√
(b− c)2 + a2
]
, (11)
l2 =
1
2
[√
(b+ c)2 + a2 +
√
(b− c)2 + a2
]
. (12)
Proof. By applying Theorem 1 to the function F a,cν : (0,∞) → C and Ga,bν : (0,∞) → C
defined by F a,cν (x) := K0(ax)Jν(cx), G
a,b
ν (x) := K0(ax)Jν(bx), we obtain the desired result from
the known integral [4, (6.522.12)]∫ ∞
0
xK0(ax)Jν(bx)Jν(cx)dx =
lν1
lν2(l
2
2 − l21)
,
where c > 0, Re ν > −1, Re a > |Im b|. 
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Theorem 8. Let Re b > Re a, z ∈ C \ (−∞, 0]. Then∫ ∞
0
cJ0(cz)(a
4 + b4 + c4 − 2a2b2 + 2a2c2 + 2b2c2)−1/2dc = I0(az)K0(bz). (13)
Let Re b > Re c, z ∈ C \ (−∞, 0]. Then∫ ∞
0
aJ0(az)
l22 − l21
da = I0(cz)K0(bz). (14)
where l1 and l2 are defined in (11) and (12) respectively.
Proof. By applying Theorem 1 to the function F ba : (0,∞)→ C and Gbc : (0,∞)→ C defined
by F ba(x) := I0(ax)K0(bx), G
b
c(x) := I0(cx)K0(bx), we obtain the desired results from the known
integrals (see [4, (6.522.4)])∫ ∞
0
xI0(ax)K0(bx)J0(cx)dx = (a
4 + b4 + c4 − 2a2b2 + 2a2c2 + 2b2c2)−1/2,
where Re b > Re a, c > 0, and∫ ∞
0
xI0(cx)K0(bx)J0(ax)dx =
1
l22 − l21
,
where Re b > Re c, a > 0, respectively. 
Theorem 9. Let γ > 0, ν ≥ −12 , Reα > |Imβ|, z ∈ C \ (−∞, 0]. Then∫ ∞
0
bν+1
(l22 − l21)2ν+1
Jν(bz)db =
zν(αγ)−ν
√
pi
23ν Γ(ν + 12)
Kν(αz)Jν(γz), (15)
∫ ∞
0
cν+1
(l22 − l21)2ν+1
Jν(cz)dc =
zν(αβ)−ν
√
pi
23ν Γ(ν + 12)
Kν(αz)Jν(βz), (16)
where l1 and l2 are defined in (11) and (12), respectively.
Proof. By applying Theorem 1 to the functions F a,cν : (0,∞)→ C, Ga,bν : (0,∞)→ C, defined
by
F a,cν (x) :=
xν(ac)−ν
√
pi
23ν Γ(ν + 12 )
Kν(ax)Jν(cx),
Ga,bν (x) :=
xν(ab)−ν
√
pi
23ν Γ(ν + 12 )
Kν(ax)Jν(bx),
we obtain the desired results from the known integral [4, (6.522.15)]
∫ ∞
0
xν+1Jν(bx)Kν(ax)Jν(cx)dx =
23ν(abc)ν Γ(ν + 12)√
pi (l22 − l21)2ν+1
,
where Re a > |Im b|, c > 0. 
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Theorem 10. Let γ > 0, Re β ≥ |Imα|, Reα > 0, Re p > |Re q|, Re q > 0, z ∈ C \ (−∞, 0].
Then ∫ ∞
0
2a2J1(az)(a
2 + β2 − γ2) [(a2 + β2 + γ2)2 − 4a2γ2]−3/2 da = zK0(βz)J0(γz), (17)
∫ ∞
0
cJ0(cz)(α
2 + β2 − c2) [(α2 + β2 + c2)2 − 4α2c2]−3/2 dc = z
2α
J1(αz)K0(βz). (18)
∫ ∞
0
J1(bz)
2b2(p2 + b2 − γ2)
(l22 − l21)3
db = zK0(pz)J0(γz), (19)
∫ ∞
0
J0(cz)
c(p2 + q2 − c2)
(l22 − l21)3
dc =
z
2q
J1(qz)K0(pz), (20)
where l1 and l2 are defined in (11) and (12), respectively.
Proof. By applying Theorem 1 to the functions F cb : (0,∞) → C, Gba : (0,∞) → C, Hca :
(0,∞) → C, Iab : (0,∞) → C defined by F cb (x) := xK0(bx)J0(cx), Gba(x) := x2aJ1(ax)K0(bx),
Hca(x) := xK0(ax)J0(cx), I
a
b (x) :=
x
2bJ1(bx)K0(ax), we obtain the desired results from the
known integrals (see [4, (6.525.1)])∫ ∞
0
x2J1(ax)K0(bx)J0(cx)dx = 2a(a
2 + b2 − c2) [(a2 + b2 + c2)2 − 4a2c2]−3/2 ,
where c > 0, Re b ≥ |Re a|, Re a > 0,
∫ ∞
0
x2J1(bx)K0(ax)J0(cx)dx =
2b(a2 + b2 − c2)
(l22 − l21)3
,
where c > 0, Re a > |Im b|, Re b > 0. 
Theorem 11. Let Re a > 0, ν ≥ −12 , z ∈ C \ (−∞, 0]. Then∫ ∞
0
Jν(bz)√
b2 + 4a2
db = Iν/2(az)Kν/2(az). (21)
Proof. By applying Theorem 1 to the function F aν : (0,∞)→ C defined by
F aν (x) := Iν/2(ax)Kν/2(ax),
we obtain the desired result from the known integral [4, (6.522.9)]∫ ∞
0
xIν/2(ax)Kν/2(ax)Jν(bx)dx = b
−1(b2 + 4a2)−1/2,
where b > 0, Re a > 0, Re ν > −1. 
Theorem 12. Let a > 0, ν ≥ −12 , z ∈ C \ (−∞, 0]. Then∫ ∞
2a
Jν(bz)√
b2 − 4a2 db = −
pi
2
Jν/2(az)Yν/2(az). (22)
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Proof. By applying Theorem 1 to the function F aν : (0,∞)→ C defined by
F aν (x) := −
pi
2
Jν/2(ax)Yν/2(ax),
we obtain the desired result from the known integral [4, (6.522.10)]∫ ∞
0
xJν/2(ax)Yν/2(ax)Jν(bx)dx =
{
0 if 0 < b < 2a,
−2pi−1b−1(b2 − 4a2)−1/2 if 2a < b,
where Re ν > −1. 
Theorem 13. Let Re a > 0, ν ≥ −12 , Reµ ≥ 32 , z ∈ C \ (−∞, 0]. Then∫ ∞
0
Jν(bz)√
b2 + 4a2
[
b+ (b2 + 4a2)1/2
]µ
db = 2µaµI(ν−µ)/2(az)K(ν+µ)/2(az). (23)
Proof. By applying Theorem 1 to the function Fµ,aν : (0,∞)→ C defined by
Fµ,aν (x) := 2
µaµI(ν−µ)/2(ax)K(ν+µ)/2(ax),
we obtain the desired result from the known integral [4, (6.522.12)]∫ ∞
0
xI(ν−µ)/2(ax)K(ν+µ)/2(ax)Jν(bx)dx = 2
−µa−µb−1(b2 + 4a2)−1/2
[
b+ (b2 + 4a2)1/2
]µ
,
where Re a > 0, b > 0, Re ν > −1, Re (ν − µ) > −2. 
Theorem 14. Let |Re a| < Re b, x ∈ C \ (−∞, 0]. Then∫ ∞
0
cJ0(cx)(b
2 + c2 − a2) [(a2 + b2 + c2)2 − 4a2b2]−3/2 dc = x
2b
I0(ax)K1(bx). (24)
Proof. By applying Theorem 1 to the function F ba : (0,∞) → C defined by F ba(x) :=
x
2bI0(ax)K1(bx), we obtain the desired result from the known integral [4, (6.525.2)]∫ ∞
0
x2I0(ax)K1(bx)J0(cx)dx = 2b(b
2 + c2 − a2) [(a2 + b2 + c2)2 − 4a2b2]−3/2 ,
where Re b > |Re a|, c > 0. 
3 Bessel and Struve functions
Theorem 15. Let ν > 0, z ∈ C \ (−∞, 0]. Then∫ ∞
0
Jν(cz)J2ν
(
2
√
c
)
dc =
1
z
Jν
(
1
z
)
. (25)
Proof. We are given the integral [4, (6.514.1)]∫ ∞
0
Jν
(a
x
)
Jν(bx)dx = b
−1J2ν
(
2
√
ab
)
,
where Re ν > 0, a,b > 0. By applying Theorem 1 to the function F aν : (0,∞) → C defined by
F aν (x) := x
−1Jν
(
ax−1
)
, we obtain the following integral∫ ∞
0
Jν(bx)J2ν
(
2
√
ab
)
db = x−1Jν
(a
x
)
,
where ν > 0, a > 0, x ∈ C \ (−∞, 0]. By making the substitutions x = az, c = ba, we obtain
the desired result. 
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Theorem 16. Let −12 ≤ ν < 52 , z ∈ C \ (−∞, 0]. Then∫ ∞
0
cJν(cz)
[
ei(ν+1)pi/2K2ν
(
2eipi/4
√
c
)
+ e−i(ν+1)pi/2K2ν
(
2e−ipi/4
√
c
)]
dc
=
1
z3
Kν
(
1
z
)
. (26)
Proof. We are given the integral [4, (6.514.3)]∫ ∞
0
Jν
(a
x
)
Kν(bx)dx = b
−1ei(ν+1)pi/2K2ν
[
2eipi/4
√
ab
]
+ b−1e−i(ν+1)pi/2K2ν
[
2e−ipi/4
√
ab
]
,
where a > 0, Re b > 0, |Re ν| < 52 . By applying Theorem 1 to the function F bν : (0,∞) → C
defined by F bν (x) := bx
−3Kν(bx
−1), we obtain the following integral
∫ ∞
0
aJν(ax)
[
ei(ν+1)pi/2K2ν
(
2eipi/4
√
ab
)
+ e−i(ν+1)pi/2K2ν
(
2e−ipi/4
√
ab
)]
da =
b
x3
Kν
(
b
x
)
,
where Re b > 0, −12 ≤ ν < 52 , x ∈ C \ (−∞, 0]. With the substitutions x = bz, c = ba, we obtain
the desired result. 
Theorem 17. Let |ν| < 12 , z ∈ C \ (−∞, 0]. Then∫ ∞
0
Jν(cz)
[
K2ν
(
2
√
c
)− pi
2
Y2ν
(
2
√
c
)]
dc = − pi
2z
Yν
(
1
z
)
. (27)
Proof. We are given the integral [4, (6.514.4)]
∫ ∞
0
Yν
(a
x
)
Jν(bx)dx = −2b
−1
pi
[
K2ν
(
2
√
ab
)
− pi
2
Y2ν
(
2
√
ab
)]
,
where a,b > 0, |Re ν| < 12 . By applying Theorem 1 to the function F aν : (0,∞)→ C defined by
F aν (x) := −
pi
2x
Yν
(a
x
)
,
we obtain the following integral∫ ∞
0
Jν(bx)
[
K2ν
(
2
√
ab
)
− pi
2
Y2ν
(
2
√
ab
)]
db = − pi
2x
Yν
(a
x
)
,
where a > 0, |ν| < 12 , x ∈ C \ (−∞, 0]. With the substitutions x = az, c = ab, we obtain the
desired result. 
Theorem 18. Let ν ≥ −14 , µ > −12 , z ∈ C \ (−∞, 0]. Then∫ ∞
0
J2ν(cz)Jν
(
c2
4
)
c dc = 2Jν
(
z2
)
, (28)
∫ ∞
0
Jµ(cz)Jµ
(
1
4c
)
dc = z−1J2µ
(√
z
)
. (29)
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Proof. We are given the integral [4, (6.516.1)]∫ ∞
0
J2ν
(
a
√
x
)
Jν(bx)dx = b
−1Jν
(
a2
4b
)
,
where Re ν > −12 , a,b > 0. By applying Theorem 1 to the functions F bν : (0,∞) → C and
Gaµ : (0,∞) → C defined by F bν (x) := 2bJν
(
bx2
)
, Gaµ(x) := x
−1J2µ (a
√
x), we obtain the
following integrals∫ ∞
0
aJ2ν(ax)Jν
(
a2
4β
)
da = 2βJν
(
βx2
)
,
∫ ∞
0
Jµ(bx)Jµ
(
α2
4b
)
db = x−1J2µ(α
√
x),
where α,β > 0, ν ≥ −14 , µ > −12 , z ∈ C \ (−∞, 0]. With the substitutions z2 = bx2, c = a/
√
b,
and
√
z = a
√
x, c = b/a2 respectively, we obtain the desired results. 
Theorem 19. Let ν > −1, µ ≥ −12 , z ∈ C \ (−∞, 0]. Then∫ ∞
0
Jν/2(cz)Jν/2
(
1
4c
)
dc = z−1Jν
(√
z
)
, (30)
∫ ∞
0
cJµ(cz)Jµ/2
(
c2
4
)
dc = 2Jµ/2(z
2). (31)
Proof. We are given the integral [4, (6.526.1)]∫ ∞
0
xJν/2(ax
2)Jν(bx)dx =
1
2a
Jν/2
(
b2
4a
)
,
where a, b > 0, Re ν > −1. By applying Theorem 1 to the function F bν : (0,∞)→ C defined by
F bν (x) := x
−1Jν (b
√
x), we obtain the following integrals∫ ∞
0
Jν/2(ax)Jν/2
(
β2
4a
)
da = x−1Jν
(
β
√
x
)
,
∫ ∞
0
bJµ(bx)Jµ/2
(
b2
4α
)
db = 2αJµ/2(αx
2),
where α,β > 0, ν > −1, µ ≥ −12 , x ∈ C \ (−∞, 0]. With the substitutions
√
z = β
√
x, c = a/β2,
and z2 = αx2, x = z
√
α, we obtain the desired results. 
Theorem 20. Let ν ≥ −14 , x ∈ C \ (−∞, 0]. Then∫ ∞
0
a2J2ν(ax)Jν+1/2(a
2)da =
x
4
Jν−1/2
(
x2
4
)
. (32)
Proof. By applying Theorem 1 to the function Fν : (0,∞)→ C defined by Fν(x) := x4Jν−1/2
(
x2
4
)
,
we obtain the desired result from the known integral [4, (6.527.1)]∫ ∞
0
J2ν(2ax)Jν−1/2(x
2)dx =
1
2
a Jν+1/2(a
2),
where a > 0, Re ν > −12 . 
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Theorem 21. Let ν ≥ −14 , x ∈ C \ (−∞, 0]. Then∫ ∞
0
a2J2ν(ax)Jν−1/2(a
2)da =
x
4
Jν+1/2
(
x2
4
)
. (33)
Proof. By applying Theorem 1 to the function Fν : (0,∞)→ C defined by Fν(x) := x4Jν+1/2
(
x2
4
)
,
we obtain the desired result from the known integral [4, (6.527.1)]∫ ∞
0
J2ν(2ax)Jν+1/2(x
2)dx =
1
2
a Jν−1/2(a
2),
where a > 0, Re ν > −2. 
Theorem 22. Let ν ≥ −12 , z ∈ C \ (−∞, 0]. Then∫ ∞
0
cJν(cz)Hν/2
(
c2
4
)
dc = −2Yν/2(z2). (34)
Proof. We are given the integral [4, (6.526.4)]∫ ∞
0
xYν/2(ax
2)Jν(bx)dx = − 1
2a
Hν/2
(
b2
4a
)
,
where a > 0, Re b > 0, Re ν > −1 and Hν : C → C, for ν ∈ N0, is the Struve function
defined in [3, (11.2.1)]. By applying Theorem 1 to the function F aν : (0,∞) → C defined by
F aν (x) := −2aYν/2(ax2), we obtain the following integral∫ ∞
0
bJν(bx)Hν/2
(
b2
4a
)
db = −2aYν/2(ax2),
where a > 0, ν ≥ −12 , x ∈ C \ (−∞, 0]. With the substitutions z2 = ax2, c = b/
√
a, we obtain
the desired result. 
4 Exponential, logarithmic and inverse trigonometric functions
Theorem 23. Let ν ≥ −12 , z ∈ C \ (−∞, 0]. Then∫ ∞
0
Jν(cz)e
−2/cc−1dc = 2Jν(2
√
z)Kν(2
√
z). (35)
Proof. We are given the integral [4, (6.526.4)]∫ ∞
0
xJν(2
√
ax)Kν(2
√
ax)Jν(bx)dx =
1
2
b−2e−2a/b,
where Re a > 0, b > 0, Re ν > −1. By applying Theorem 1 to the function F aν : (0,∞) → C
defined by F aν (x) := 2Jν(2
√
ax)Kν(2
√
ax), we obtain the following integral∫ ∞
0
b−1Jν(bx)e
−2a/bdb = 2Jν(2
√
ax)Kν(2
√
ax),
where Re a > 0, ν ≥ −12 , x ∈ C \ (−∞, 0]. With the substitutions z = ax, c = b/a, we obtain
the desired result. 
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Theorem 24. Let a > 0, z ∈ C \ (−∞, 0]. Then
∫ a
0
J1(bz) ln
(
1− b
2
a2
)
db = −piz−1Y0(az). (36)
Proof. We apply Theorem 1 to the function Fa : (0,∞)→ C defined by Fa(x) := −pix−1Y0(ax),
where Yν : C \ (−∞, 0]→ C, (order) ν ∈ C, is the Bessel function of the second kind defined in
[3, (10.2.3)]. We obtain the desired result from the known integral [4, (6.512.6)]
∫ ∞
0
J1(bx)Y0(ax)dx = −b
−1
pi
ln
(
1− b
2
a2
)
,
where 0 < b < a. 
Theorem 25. Let z ∈ C \ (−∞, 0]. Then
∫ ∞
0
J1(cz) ln(1 + c
2)dc = 2z−1K0(z). (37)
Proof. We are given the integral [4, (6.512.9)]
∫ ∞
0
K0(ax)J1(bx)dx =
1
2b
ln
(
1 +
b2
a2
)
,
where a,b > 0 and Kν : C \ (−∞, 0] → C, (order) ν ∈ C, is the modified Bessel function of
the second kind defined in [3, (10.25.3)]. We apply Theorem 1 to the function Fa : (0,∞)→ C
defined by Fa(x) := 2x
−1K0(ax), and obtain the following integral
∫ ∞
0
J1(bx) ln
(
1 +
b2
a2
)
db = 2x−1K0(ax),
where a > 0, x ∈ C\ (−∞, 0]. With the substitutions z = ax and c = b/a, we obtain the desired
result. 
Theorem 26. Let a > 0, z ∈ C \ (−∞, 0]. Then
∫ 2a
0
sin−1
(
b
2a
)
J1(bz)db =
pi
2z
[J20 (az)− J0(2az)]. (38)
Proof. By applying Theorem 1 to the function Fa : (0,∞)→ C defined by
Fa(x) :=
pi
2x
J20 (ax),
we obtain the desired result from the known integral [4, (6.513.9)]
∫ ∞
0
J20 (ax)J1(bx)dx =


b−1 if 0 < 2a < b,
2
pib
sin−1
(
b
2a
)
if 0 < b < 2a.

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5 Hypergeometric and Legendre functions
Theorem 27. Let n ∈ N0, µ > 0, ν > 12 , t ∈ C \ (−∞, 0]. Then∫ α
0
Jν−n−1(bt) 2F1
(
ν,−n
ν − n ;
b2
α2
)
bν−n db =
n!αν−nΓ(ν − n)Jν+n(αt)
tΓ(ν)
, (39)
∫ ∞
β
Jµ+n(at) 2F1
(
µ,−n
µ− n ;
β2
a2
)
a−µ+n+1 da =
n!β−µ+n+1Γ(µ− n)Jµ−n−1(βt)
tΓ(µ)
. (40)
Proof. By applying Theorem 1 to the functions Gν,αn : (0,∞) → C and Hµ,βn : (0,∞) → C
defined by
Gν,αn (t) :=
n!αν−nΓ(ν − n)Jν+n(αt)
tΓ(ν)
,
Hµ,βn (t) :=
n!β−µ+n+1Γ(µ− n)Jµ−n−1(βt)
tΓ(µ)
,
we obtain the desired results from the known integral [4, (6.512.2)]
∫ ∞
0
Jν+n(αt)Jν−n−1(βt)dt =


βν−n−1Γ(ν)
αν−nn! Γ(ν−n) 2F1
(
ν,−n
ν − n ;
β2
α2
)
if 0 < β < α,
(−1)n(2α)−1 if β = α,
0 if β > α,
where Re ν > 0 and 2F1 : C
2 × (C \ −N0) × (C \ [1,∞)) → C is the hypergeometric function
defined in [3, (15.2.1)]. 
Theorem 28. Let ν ≥ −12 , ν > −2Reµ− 1, z ∈ C \ (−∞, 0]. Then∫ ∞
0
P−µ
−1/2+ν/2
(√
1 +
4
c2
)
Q−µ
−1/2+ν/2
(√
1 +
4
c2
)
Jν(cz)dc
=
e−µpii Γ
(
ν−2µ+1
2
)
zΓ
(
ν+2µ+1
2
) Iµ(z)Kµ(z). (41)
Proof. We are given the integral [4, (6.513.3)]
∫ ∞
0
Iµ(ax)Kµ(ax)Jν(bx)dx =
eµpiiΓ
(
ν+2µ+1
2
)
bΓ
(
ν−2µ+1
2
) P−µ
−1/2+ν/2
(√
1 +
4a2
b2
)
Q−µ
−1/2+ν/2
(√
1 +
4a2
b2
)
,
where Re a > 0, b > 0, Re ν > −1, Re ν + 2µ > −1 and Pµν : C \(−∞, 1]→ C, for ν + µ /∈ −N
with degree ν and order µ, and Qµν : C \(−∞, 1]→ C, for ν + µ /∈ −N with degree ν and order
µ, are the associated Legendre functions of the first [3, (14.3.6)] and second [3, (14.3.7)] kind
respectively. By applying Theorem 1 to the function Fµ,aν : (0,∞)→ C defined by
Fµ,aν (x) :=
e−µpii Γ
(
ν−2µ+1
2
)
xΓ
(
ν+2µ+1
2
) Iµ(ax)Kµ(ax),
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we obtain the following integral
∫ ∞
0
P−µ
−1/2+ν/2
(√
1 +
4a2
b2
)
Q−µ
−1/2+ν/2
(√
1 +
4a2
b2
)
Jν(bx)db =
e−µpii Γ
(
ν−2µ+1
2
)
xΓ
(
ν+2µ+1
2
) Iµ(ax)Kµ(ax),
where Re a > 0, ν ≥ −12 , ν > −Re2µ−1, x ∈ C\ (−∞, 0]. By making the substitutions z = ax,
c = b/a, we obtain the desired result. 
Theorem 29. Let ν > ∓Reµ− 1, ν ≥ −12 , z ∈ C \ (−∞, 0]. Then∫ ∞
0
Jν(cz)
[
Q−µ
−1/2+ν/2
(√
1 +
4
c2
)]2
dc =
e−2µpiiΓ
(
1+ν−2µ
2
)
zΓ
(
1+ν+2µ
2
) [Kµ(z)]2. (42)
Proof. We are given the integral [4, (6.513.5)]
∫ ∞
0
[Kµ(ax)]
2Jν(bx)dx =
e2µpiiΓ
(
1+ν+2µ
2
)
bΓ
(
1+ν−2µ
2
)
[
Q−µ
−1/2+ν/2
(√
1 +
4a2
b2
)]2
,
where Re a > 0, b > 0, Re (ν2 ±µ) > −12 . By applying Theorem 1 to the function Fµ,aν : (0,∞)→
C defined by
Fµ,aν (x) :=
e−2µpiiΓ
(
1+ν−2µ
2
)
xΓ
(
1+ν+2µ
2
) [Kµ(ax)]2,
we obtain the following integral
∫ ∞
0
Jν(bx)
[
Q−µ
−1/2+ν/2
(√
1 +
4a2
b2
)]2
db =
e−2µpiiΓ
(
1+ν−2µ
2
)
xΓ
(
1+ν+2µ
2
) [Kµ(ax)]2,
where Re a > 0, ν > ∓Reµ − 1, ν ≥ −12 , x ∈ C \ (−∞, 0]. With the substitutions z = ax,
c = b/a, we obtain the desired result. 
6 Jacobi polynomials and Chebyshev polynomials of the first
kind
Theorem 30. Let n ∈ N0, ν > −n− 1, α,β > 0, z ∈ C \ (−∞, 0]. Then∫ ∞
β
P (ν,0)n
(
1− 2β
2
a2
)
Jν+2n+1(az)a
−ν da = z−1β−νJν(βz), (43)
∫ α
0
P (ν,0)n
(
1− 2b
2
α2
)
Jν(bz)b
ν+1 db = z−1αν+1Jν+2n+1(αz). (44)
Proof. By applying Theorem 1 to the functions F bν : (0,∞) → C and Ga,nν : (0,∞) → C
defined by F bν (x) := x
−1b−νJν(bx), G
a,n
ν (x) := x−1aν+1Jν+2n+1(ax), we obtain the desired
results from the known integral [4, (6.512.4)]∫ ∞
0
Jν+2n+1(ax)Jν(bx)dx =
{
bνa−ν−1P
(ν,0)
n
(
1− 2a−2b2) if 0 < b < a,
0 if 0 < a < b,
where Re ν > −n− 1 and P (α,β)n : C→ C is the Jacobi polynomial defined in [3, (18.3.1)]. 
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Theorem 31. Let a > 0, ν ≥ −12 , z ∈ C \ (−∞, 0]. Then
∫ 2a
0
Jν(bz)√
4a2 − b2Tn
(
b
2a
)
db =
pi
2
J(ν+n)/2(az)J(ν−n)/2(az). (45)
Proof. By applying Theorem 1 to the function Fn,aν : (0,∞)→ C defined by
Fn,aν (x) =
pi
2
J(ν+n)/2(ax)J(ν−n)/2(ax),
we obtain the desired result from the known integral [4, (6.522.11)]
∫ ∞
0
xJ(ν+n)/2(ax)J(ν−n)/2(ax)Jν(bx)dx =
{
2pi−1b−1(4a2 − b2)−1/2 Tn( b2a) if 0 < b < 2a,
0 if 2a < b,
where Re ν > −1 and Tn : C → C, for n ∈ N0, is the Chebyshev polynomial of the first kind
found in [3, (18.3.1)]. 
7 Examples where the Hankel transforms fails
In the following examples, the potential use of the method given by Theorem 1 fails because
the condition (1) can not be satisfied. This has been verified by analyzing the well-understood
behavior of the integrands in a small neighborhood of the endpoints {0,∞}.
• The definite integral [4, (6.512.1)] with Gµ,bν (x) := α(ν, µ)Γ(ν+1)b−νx−1Jν(bx), Hµ,aν (x) :=
α(ν, µ)Γ(ν + 1)aν+1x−1Jµ(ax), where α(ν, µ) := Γ
(
µ−ν+1
2
)
/Γ
(
µ+ν+1
2
)
.
• The definite integral [4, (6.514.1)] with Gbν(x) := bx−3Jν(bx−1).
• The definite integral [4, (6.514.2)] with F bν (x) := bx−3Yν(bx−1).
• The definite integrals [4, (6.516.2)], [4, (6.516.3)], [4, (6.516.4)], and [4, (6.516.7)] with
respectively F bν (x) := −2bYν(bx2), F bν (x) := 4bpi−1Kν(bx2), F aν (x) := x−1Y2ν(a
√
x), and
F aν (x) :=
4pi−1x−1
sec(νpi) K2ν(a
√
x).
• The definite integral [4, (6.522.2)] with Fµ,aν (x) := 12e−2µpiiβ(ν, µ)[Kµ(ax)]2, where β(ν, µ) :=
Γ(ν2 − µ)/Γ(1 + ν2 + µ).
• The definite integrals [4, (6.522.6)] and [4, (6.522.8)] with Fa(x) := −pi2J0(ax)Y0(ax), and
Gµ,aν (x) :=
1
2e
−2µpiiβ(ν, µ)Kµ−1/2(ax)Kµ+1/2(ax), respectively.
• The definite integral [4, (6.522.16)] with F b,cν (x) :=
√
pixνγ(ν)Iν(cx)Kν(bx), where γ(ν) :=
(8bc)−ν/Γ
(
ν + 12
)
.
• The definite integrals [4, (6.526.2)] and [4, (6.526.3)] with F bν (x) := 2x−1Yν(b
√
x), Gbν(x) :=
cos(νpi2 )Kν(b
√
x)/(2pix), respectively.
• The definite integral [4, (6.526.6)] with F aν (x) := 4api−1Kν/2(ax2).
• The definite integral [4, (6.527.3)] with Fν(x) := −xYν+1/2
(
x2/4
)
/4.
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