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Aggregated Markov Processes Incorporating Time Interval Omission 
Frank Ball, University of Nottingham, England 
We consider a finite state space continuous time Markov chain that is time 
reversible. The complete process is not observable but rather the state space is 
partitioned into two classes, termed "open" and "closed", and it is only possible 
to observe which class the process is in. Such aggregated Markov processes have 
found considerable application in the modelling and analysis of single channel 
records that occur in certain neurophysiological investigations. The open and closed 
states referred to above correspond to the receptor channel being open or closed. 
A further problem with single channel analysis is that short sojourns in either the 
open or closed states are unlikely to be detected, a phenomenon known as time 
interval omission. 
We show that the dynamic stochastic properties of the observed process (incor- 
porating time interval omission) are completely described by an embedded Markov 
renewal process, whose parameters are obtained. We derive expressions for the 
moments and autocorrelation functions of successive observed sojourns in both the 
open and closed states, and also for a measure of the temporal clustering of observed 
channel openings. Finally we illustrate our theory by describing and analysing a
model for the gating mechanism of the locust (Schistocerca gregaria) muscle gluta- 
mate receptor. 
On the Convergence Rate of Annealing Processes 
Tzuu-Shuh Chiang and Yunshyong Chow*, Institute of Mathematics, Taipei, Taiwan 
For the class of inhomogeneous Markov 
annealing, we show that 
lim P( Xt = i ) /exp(-u(  i)/ T( t)) 
t --~ oO 
processes arising from simulated 
exists and is positive for each state i, where T(t) is the temperature at time t and 
u(i) the energy level at state i (we assume mini u(i) = 0). Our method is to consider 
the forward equations associated with such Markov processes. 
Random Time Changes for Processes with Random Birth and Death 
H. Kaspi, Technion, Haifa, Israel 
During recent years a great deal of work has been done on Markov processes 
(Y~, Q) with random birth and death times (denoted a and /3 respectively). We 
study time changes for such processes. An important class of those processes are 
stationary processes, where Q is invariant under the time shift operator. In this 
case, the 1-dimensional distribution is excessive relative to the transition semigroup. 
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In the classical case of a Markov process (X,, P), t ~ [0, ~), with a stationary 
transition function, a time change consists of an increasing process (S,), so that 
f(, = Xs, is a Markov process (with a stationary transition function). (S,) is obtained 
as an inverse of a continuous additive functional (A,),~o. 
In the present situation, the additive functional, of the classical case, is replaced 
by a homogeneous random measure B, naturally related to (A,). An increasing 
process (B,) (clock) is obtained from B, by fixing B, at a point u E (a,/3), (C,)--the 
right continuous inverse of (B,) replaced (S,) of the classical case. We consider 
only time changes that preserve both the stationarity and the Markov property. To 
obtain this, some care is required in the choice of B,. The details of this construction 
will be discussed. 
We show that the time changed process will have 
v(C) = Q f l c (  Y,)B(dt) 
:[ 0,1] 
as 1-dimensional distribution, and Ptf(x)=EX(f(Xs,))  as transition semigroup 
((St) = (A-1)~ as above), v will be invariant for (/3) if[ B(a, t) = co for all t > a Q 
a.e., and purely excessive if[ l imt~ B(a, t) = 0 Q a.e. If time permits, we shall apply 
the time change to the study of the entrance behavior of the process near a. 
Systems of Independent Markov Chains 
T.M. Liggett* and S.C. Port, University of California, Los Angeles, CA, USA 
Let P(x, y) be the transition probabilities for an irreducible Markov chain on a 
countable set $. We consider infinite systems of particles which move independently 
on S, following the law of this Markov chain. These systems are regarded as Markov 
processes on the space of configurations of particles on $. Since at least the time 
of Doob's classic book on stochastic processes, it has been known that one class 
of equilibrium distributions for this process consists of Poisson processes with 
intensities 7r which satisfy ~rP = 7r. Mixtures of these Poisson processes (which are 
called Cox processes) are also equilibrium distributions. In 1978, the first author 
proved that a sufficient condition for all equilibrium distributions for this system 
to be Cox processes is that 
(C) lim sup P"(x, y) = 0 
n-.->oo xES  
for all y ~ S. While this is a natural condition in that it rules out positive recurrent 
chains, and corresponds to the infinitesimal condition for Poisson convergence of 
sums of independent indicators, examples uggest hat one should determine the 
extent to which this condition is necessary for the conclusion to hold. We prove 
that it is not at all necessary if P is null recurrent, but that it is almost necessary if
P is transient. (In fact, it is necessary if the chain satisfies the mild condition 
