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1. INTRODUCTIOK 
In a recent paper Zadeh [12] introduced the concept of linguistic probabilities. 
In this note, we examine this concept in greater detail and explore its relations with 
fuzziness in measure theory, as well as examine the application of the extension 
principle of Zadeh [12] to operations on the space of probability distribution 
functions. As a preliminary we review some of the basic concepts in the theory 
of fuzzy sets which are relevant to our analysis. 
2. FGZZY SETS AND THE EXTENSION PRINCIPLE 
2.1. Notation 
Let U be a set. We denote by P(U) the collection of all subsets of U. If 
A E P(U), then IA is the membership function of A, defined by 
IA: u--f (0, 1) 
l,&) = ;’ 
if UEA, 
7 if u$A. 
(2.1.1) 
We denote by q(U) the collection of all fuzzy subsets of 5. Each A E T(U) is 
characterized by its membership function pa: U --t [0, 11, and we write sym- 
bolically 
A= 
s LI P‘4W% 
(2.1.2) 
signifying that A is the union of fuzzy singletons P~(u)/u. 
An order relation in e’(U) is defined by 
A L B o pa < p*R . (2.13) 
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If A, B E 9(U), then we define 
AuB -tLAiJB ‘PA vpB (2.14) 
AnB * PAnB = PA h PB ) (2.15) 
where V and A stand for maximum and minimum, respectively. With these 
operations, q’(U) is a (complete) distributive lattice with minimal element 
+ (p6 = 0), and maximal element U (pU 3 1). 
2.2. Fu.zzy Negation 
Since the unit interval [0, 11 is a distributive lattice, which is not comple- 
mented, it follows that e(U) is not complemented. If we define the relative 
pseudo-complement of a fuzzy set A relative to a fuzzy set B, we obtain a 
Brouwerian lattice, as shown in [2]. But, in fuzzy logic, the complement or, 
equivalently, the fuzzy negation of a fuzzy set A, denoted by A”, is defined by 
(2.2.1) 
Although obvious, it is important to note that AC is not a complement or a 
pseudocomplement of A in the algebraic sense. However, the operation A -+ AC 
satisfies the following two properties of the complement operation in an arbitrary 
distributive lattice (with maximal and minimal elements) 
(Ac)C = A (involution), (2.2.2) 
A C B G- izc > BC (order reversing). (2.2.3) 
Thus, the definition of fuzzy negation is motivated by the fact that the unit 
interval [0, l] is a complete, distributive lattice with order reversing involution: 
“V--t 1 -x. 
2.3. Reverse and Dual 
If A and B are two subsets of the real line R (or more generally, of UP), then 
A@B={a-bjaa~A,b~B). (2.31) 
Now if A and B are fuzzy subsets of R, then it is natural to define iz 0 B 
IS the fuzzy subset of Iw characterized by 
n particular, if A = {t}, then 
(2.3.2) 
h3Bb) = pBct - xh (2.33) 
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which implies that t C B is the fuzzy symmetrical set of B with respect to the 
point t/2. 
Let U be a bounded invertal in R, say C’ = [a, b], and d E ?[a, b]; then by 
the reverse of A we mean the fuzzy set A* defined by 
cL‘4*(4 = CL/& + !J - u>, V’uE[Q,hl, (2.3.4) 
i.e. 
A* = (a+b)~:A. (2.3.5) 
Note that in the case of R, we define A* as 
P/i*(U) = P/9(-4> VUE R. (2.36) 
In the case of U = [O.l] (and, more particularly, in application to linguistic 
truth-values and linguistic probabilities [12]), we have 
Pa*(U) = CL/41 - 4, u E [O, I]. (2.37) 
In this case, A* is called the dual of A [l]. Note that A* f AC, but the operations 
A ---f A* is also an ordered reversing involution (with respect to the extended 
order relation of e[O, I], via the extension principle [12], as is described in 
greater detail in Section 2.5). 
2.4. Fuzzy Relations 
If u = u, x .‘. x c, , then an n-ary fuzzy relation in 0‘ is a fuzzy subset 
of C. 
If R (resp. S) is a (binary) fuzzy relation in X x Y (resp. Y i< Z), then the 
(max-min) composition of R and S is the fuzzy relation R 0 S in X x 2 charac- 
terized by 
Note that if R and S are nonfuzzy relations, then 
R o S = {(x, a) E X x Z 1 3y E Y such that (x, y) E R and (y, z) E S}. (2.42) 
Note also that R 0 S can be expressed in terms of fuzzy projections as follows: 
Let R and S be fuzzy subsets of X x Y x 2 characterized by 
N?(x, Y> 4 = PI&% Yh 
PS(% Y, z> = k(Y, z>. 
The projection T of f7 n S on X x Z is defined by 
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then we have 
R o S = T = Prxxz(R n s). 
2.5. Extension Principle 
The theory of fuzzy sets provides a basis for the development of computation 
techniques for the manipulation of magnitudes which are expressed in linguistic 
rather than numerical terms. A device that is particularly useful for this purpose 
is the extension principle [12], which provides a natural way of extending 
operations defined on U to pP(U). 
3Iore specifically, let f be a mapping from U to V, and let A E 9jj( U), with il 
expressed symbolically as 
whee /*.A is the membership function of A. 
Then the image of A,f(A), is defined to be 
(2.5.2) 
where f(u) E V. 
More generally, if x is a binary operation in U x L-, with values in W, and 
-4 E Y(U), B E .Y( V), then 
(2.5.3) 
For example, if -4, B E d( a;S); then 
The extension principle may be used to extended the usual order relation 
on the real line [w to q( ll3) [12]. This order relation on q([w) extends also the 
Jsual order relation in interval analysis [5]. 
A concept which plays a basic role in the applications of the extension principle 
s that of a fuzzy restriction [12]. Informally, if X is a variable taking values in U, 
hen a fuzzy restriction, R(X), associated with X is a fuzzy relation in U which 
cts as an elastic constraint on the values that may be assigned to X. Thus, if 
mall is a fuzzy subset of Iw characterized by the membership function pSrnalr: 
B + [0, I], then the fuzzy proposition “X is small” translated into 
R(X) + small, 
-hich implies that the proposition in question induces a fuzzy restriction on the 
alues of X which is given by small. In this sense, a variable X is fuzzy if it is 
sociated with a fuzzy restriction. 
662 HUNG T. NGUYEN 
In the case of fuzzy variables, a concept which is analogous to that of depend- 
ence in the case of random variables, is the concept of interaction [12]. More 
specifically, the fuzzy variables Xi ,..., X, are noninteractive under the restric- 
tion R(X, ,..., X,) iff 
R(X, ,...) X,) = R(X;) x ..’ x R(X,), (2.55) 
where X denotes the Cartesian product of fuzzy sets [12]. 
As an illustration, consider the propositions: “X1 is A” and “Xa is B” where 
A E q(U), B E 9j’( V). 
These propositions translate into 
R[@-I)] = A W-U = B, (2.56) 
where a(X,) and b(X,) are implies attributes of Xi and X, , respectively. Thus, 
X1 and Xa are noninteractive iff 
%4X,), K&4) = A x B (2.57) 
i.e., 
~R(n(X,),b(X,)dU, n> = PA@) * dz’). (2.5.8) 
Remark. In general, for each (u, V) E U x I;, the degree of compatibility of 
(u, V) with R(a(X,), b(X,)) is a function of Pi and &T.J), say ~(P~(u), &v)). 
Thus the noninteraction of X1 and Xa implies that 
It is shown in [l] that the noninteraction of X1 and Xa corresponds to the 
property of noncompensation of the function J More precisely, a function 
f: [0, 112 --+ [0, l] is said to have the noncompensation property if 
for all Q: E [0, I], there do not exist (x, y) E [0, 112 such that 
(i) xhy<a<xVy, 
(ii) fk, Y> = fb, 4. 
EXAMPLES. f(cc,y) =x hy, f(x,y) =X Vy. 
Note that the function f(~, y) = xy, f(~, y) = (x + y)/2 do not have thi 
property. As shown in [l], under suitabk conditions on f, if f has the nor 
composition property, then f is necessarily of the form 
f(%Y) = 2 AY. 
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2.6. Operations on the Space of Probability Distribution Functions 
Recall that a probabilistic metric space is an ordered triple (S, s, T) such that 
PI 
9: S x S + LIT (space of probability distribution functions F such that 
F(0) = 0) 
(i) .F(p, q) = co *p = q (where ~a = l],,~+[ .), 
(9 .Wh 4) = Sk, PI, 
(iii) 9(p, v) > ~(9(p, q), 9(q, Y)) w ere 7 is a triangle function (a suitable h 
binary operation on O+) 
If 7 is the convolution operation, then (iii) is Wald’s inequality. 
If 7 is of the form 
where T is a t-norm, then (iii) is Menger’s inequality. It is shown in [9] that the 
operation 7* is derivable from an operation on random variables, namely, 
addition, using the technique of copulas. A similar result can be obtained from 
the fuzzy set point of view, using the extension principle as follows: 
Given F, G E A+, formally F and G define two fuzzy subsets iz and B of the 
real line by putting 
F=pAr G=pn. 
Using the extension principle, addition of fuzzy sets _-l and B is defined as 
By the definition of the union of fuzzy sets, we have 
I-LA-d”“) := v b.44 A Pd3’)l~ (2.6.3) 
(S,i/)EL$ 
z 1 !l=i 
e., 
T&C G)(z) == pp,&z). (2.6.4) 
Thus, the operation 7* corresponds to the addition of fuzzy subsets of the 
:a1 line. 
Remark. If X and 1’ are real random variables, with distributions F, , F, , 
spectively, then their joint distribution HxY is of the form 
Hxu(x, Y> = Cxv(Fx(4 F,(Y)) (2.65) 
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where C,r, is a connecting copula of X and Y [9]. If X and Y are independent, 
then Cxr(x, y) = x . y. 
If X and Y are fuzzy variables, with fuzzy restriction R(X), R(Y). respect- 
ively, then X and Y are noninteractive iff: 
.&w(~)I h?(Y)(Y)1 = PR(X,Yd% Y> = PRd4 A llRwdY)* (2.66) 
Let X and Y be two real random variables such that X =f(Y) or Y = f(s), 
with f strictly increasing. Consider X and I’ as fuzzy variables with fuzzy 
restrictions 
tLR(X) = Fx > pR(y) =F,. (2.67) 
Then the fuzzy variables X and Y are noninteractive iff the fuzzy restriction 
R(X, I’) is characterized by 
pR(X,Y) ES HX, (2.68) 
because here we have C,y,(x, y) = x A y [9]. 
3. FUZZINESS IN MEASURE THEORY 
3.1. The concept of a measure may be extended to fuzzy sets in a variety 
of ways. In particular, in [lo, 131, a fuzzy measure is defined as a mapping from 
a collection of fuzzy subsets to the real line which has most of the basic pro- 
perties of an ordinary measure. More specifically, a measure m on a u-algebra 






-4, B E SJ and A C B * m(A) < m(B), 
44) = 0, 
V’A, B E d, m(A) + m(B) = m(A U B) A 
If A, is an increasing sequence in &‘, then 
m(A n B), 
readily be shown that, for fuzzy measure, monotone continuity i 
stronger than a-additivity. 
3.2. An alternative definition of fuzzy measure is given in [I l] as follow: 
Let (Q, &) be a measurable space. A fuzzy measure of (Q, .d) is a mappin 
g: G!’ - [0, l] such that 
(9 g(4) = 0, g(Q) = 1, 
(ii) -4, B E .v’ and A c B * g(A) <g(B), 
(iii) (iln)lm in ~2 and monotone, then lim,,-, g(,4,) = g(lim,,-, 4,). 
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In this definition, the value g(A) may be interpreted as a subjective measure 
expressing the grade of fuzziness of the set A. 
A fuzzy measure g is said to be F-additive if VA, B E -4, g(A U B) = 
L!(A) v kw 
These fuzzy measures bear a resemblance to a special class of capacities, 
namely, strong capacities [6]. 
EXAMPLES. The Dirac measure at a point q, E D: aWO. 
Iff: Q 4 [0, 11, the A + supAf(m) is such a measure. Formally, a probability 
measure is also a fuzzy measure in the above sense. 
3.3. Let (J2, &‘) be a measurable space. By a fuzzy event, we mean a 
fuzzy subset il of 9 such that its membership function pA is &-measurable. 
Probability measure is extended to fuzzy events in [13] as follows 
Let P be a probability measure on (Q, JY). Denote by 91’ the u-algebra of 
fuzzy events. Then P is extended to g by putting 
AEg-, P(A) = J’ p‘4(w) dP(w). 
$2 
Thus ITi: J$’ 4 [0, I]. 
As a simple illustration of this extension, let Q = {wr ,..., WJ be a finite set 




is defined by 
Remark. The number 1 A i = Cy=, pALA is called the power of A [12]. 
More generally, if !J is an arbitrary set, the power of A E T(Q) may be viewed 
1s the result of an extension of the counting measure on Sz. More precisely, 
:he power of A E B(Q), as given by CUsSA am is SA if countable and +cc if 
rot, where S, is the support of A, i.e., S, = {w: pA(w) # O}. 
3.4. In generalized information theory [4], the information associated 
with an event A is interpreted as the information provided by a proposition 
in the spirit of statistical mechanics) of the form “The state is in the set A.” 
i natural way of extending this concept of generalized information to fuzzy sets 
the following [7]: 
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Recall that an information measure is a mapping J from a lattice X (<, A, V, 
minimal element 0, maximal element 1) to E such that 
(9 x <Y * J(x) 3 J(y). 
{ii) J(0) = i-co, J(l) = 0. 
- - - 
(iii) There exists F: Iw+ x Iw+ -+ Iw+ such that 
/(x V Y) = W(x), J(Y)) if x A Y = 0. 
EXAMPLES. (a) Let (Q, &, P) be a probability space. The Wiener-Shannon 
information measure on X = d is defined by 
AEd, J(A) = c hdmY4)~ c > 0. 
F(x, y) = Sup (0, -c Log [e-*/c + e-+]>. 
(b) Let nz be the counting measure on an infinite set Q. Define J: X = 
B(Q) + 1w+ by 
J(A) = l/44 
F&Y) = l/W + l/r)- 
(c) Let D be the Hausdorff dimension on [0, 11, and 0: [0, l] -+ [w+, con- 
tinuous, strictly decreasing with e(O) = t-00 and 8(l) = 0. 
Define J on X = P([O, 11) by 
(This is so because, for all A, B C [O, 11, D(A U B) = D(A) V D(B).) 
Given a measurable space (Q, &), we denote +Z the lattice of fuzzy subsets 
(of Q) A such that pLa is &‘-measurable. Let J be an information measure on &, 
then an information measure for fuzzy events, i.e., +?, can be defined as an 
information measure 1 on the functional lattice F(g) = {/A~: A E +I}, suck 
that 
J(lA) = J(A) for all A E &. 
EXAMPLES. Let S2 = [0, 11, and (ft)to[o,ll a family of functions ft: [0, 1] - 
[0, I], such that 
f&> = 1, vt E [O, I]. 
For example: for t E IO, I[, 
f&4 = x/t if O<x<t 
= (1 - x)/(1 - t) if t<Cvx:l, 
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and 
fob) = 1 - x, 
fib) = x* 
The mapping: ,4 E q[O, I] 4 fA E [0, l][OJl defined by 
is such that 
(i) f6 = 0. 
(ii) fA = 1 on A. 
(iii) A C B a fA < fe . 
(3.4.1) 
Thus this mapping induces a &closure operator [3] (left-continuous) on 
LO, 11 
B(A, Lx.) = {x:f&) > a+ (3.42) 
We denote by 28(e) the a-algebra generated by 8 (i.e., by B(A, a), A C [0, 11, 
01 E [0, 11). Let J be an information measure on ([0, 11, S?(e)), with F(x, y) = 
x Ay. 
For A in g(e), define 
(3.4.3) 
where ,4, = (x: pFLA(x) 3 a} E B(e). 
Then j is an information measure on a(B(0)) with P(x, y) = x A y and 
J(L) = J(A), VA E mq. 
4. THE CONCEPT OF LINGUISTIC PROBABILITIES 
As in the case of the conventional concept of measure, the fuzzy measures 
defined in the preceding section take real numbers as their values. The notion 
of linguistic probabilities, on the other hand, represents a substantial departure 
from this convention. In what follows, we examine this notion in great detail 
and discuss the problem of the computation of the expectation of a linguistic 
-andom variable. 
4.1. Let (Q, $2, P) be a probability space. If A E &’ and P(A) is unknown, 
ve consider P(A) to be a numerical variable taking values in [0, 11. The linguistic 
Tariable associated with A, denoted by p(A), has P(A) as its base variable; 
hat is, each value assigned to &A) re resents a fuzzy restriction on P(A). Thus, p 
vith each event A we associate a parameter taking values in a subclass of q[O, 11, 
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which implies that &A) takes values in a (countable) set WC q[O, 11, where 
each element of W is a fuzzy subset of [0, I] w h ose label belongs to a term-set 
T(P) [12]; P(A) = 1, I E W, signifies that I is a fuzzy restriction on P(A), and lis 
called a linguistic probability value. In effect, this means that p may be viewed 
as a multivalued mapping from & to W. 
Let X be a random variable, taking values in a finite set c’ = (ui ,..., un} C R. 
With each event (S = ui), we associate a linguistic variable pi, with 
pi = P(X = q) as base variable. Each n-uple (A, ,..., A,), where Ai is a lin- 
guistic value assigned to p, , constitutes a linguistic probability assignment list 
associated with X. A collection of such lists is referred to as a linguistic pro- 
bability distribution of X. A random variable X which is associated with a 
linguistic probability assignment list is called a linguistic random variable. 
Note also that each list (A, ,..., A,) may be subject to different constraints 
[see 4.21. As an example, the linguistic uniform assignment list of S may be 
expressed as 
Ai = “l/n”, i = I,..., n, 
where “l/n” is a fuzzy subset of [0, 1] labeled “close to l/n.” 
4.2. Let X be a linguistic random variable taking values in C’ = 
I% ,..., u,} C R, with linguistic probability assignment list (A, ,..., A,). By 
linguistic expectation of X (with respect to this list), we mean the expression 
B(X)=u,A,fyLu,A,. (4.2.1) 
The meaning of (4.2.1) may be deduced from the extension principle. Speci- 
fically, note first that each fuzzy subset Ai of [0, 1] is a fuzzy restriction on a 
variable pi . For this reason, the interaction between the Ai is related to the 
existence of constraints on the base variables pi , which are expressed by 
s c [O, I]“, s = {(PI >...> Pn) I P, f ‘.. + P, = 11. (4.2.2) 
If Ai are noninteractive (apart from the constraint (4.22)) then the restriction 
imposed by (A, ,..., A,) is characterized by 
(4.2.3‘ 
Thus, by using the extension principle, we see that B(X) is a fuzzy subset o 
the real line characterized by 
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Remark. More precisely, the notion of linguistic expectation might be 
formulated in the setting of measure theory as follows: 
Recall that the Minkowski’s addition of two subsets A and B of K! (or more 
generally of W) is defined by 
A @ B = {a -I- b 1 a E A, 6 E B). (4.2.5) 
If --1 and B are fuzzy subsets of Iw, then we define the sum d @ B by 
(4.2.6) 
On the other hand, for 1 E iw and 1 f 0, we define the fuzzy set I . A4 by 
M&) = pil(x/l), vx E R, (4.2.7) 
and we put 0 . A = (0). 
Let ui (; = l,..., n) be real numbers (#=O), and Ai (z’ = l,..., n) be fuzzy 
subsets of [O. I]. TVe extend cash Ai to a fuzzy subset of [w, still denoted by Ai , 
by putting 
p‘&) :y 0 if x$ [0, 11. 
Using (4.26) and (4.27), we can then define the fuzzy subset (of rW) 3,i”=, uiA!li by 
In the case of a linguistic probability distribution, we have to add, at least, 
the constraint p, + ... +p, = l(S). Thus 
VXER, p C:&lp) = (4.2.9) (,) 
T, n I, A i-1=, i i 
4.3. It is pointed out in [12] that the computation of linguistic expectation 
g(X), i.e., h d t t e e ermination of its membership function ~~~~~ , reduces to the 
olution of a nonlinear programming problem with linear constraints. 
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More specifically, let the objective function, defined on [0, I]“, be 
.f(Pl 9**‘> Pn) = A PA,(Pi). (4.3.1) 
i=l 
Then, for each given x E R, the determination of the value of P&X) leads to the 
problem 
Maximizef(p, ,..., &J 
subject to 
(4.32) 
,4part from the constraint (S) on the base variables, in general there exist 
(fuzzy) constraints induced by fuzzy relations between the ili , for example if 
Q is a fuzzy relation in [0, I]“, and Ai and Aj are such that di = Q 0 Aj . (Note 
that this composition reduces to the max-min matrix product when -4, and Q 
have finite supports.) In such a case, we are faced with the problem of optimiza- 
tion under fuzzy constraints (for this problem, see [14]), for example, consider a 
mathematical program 
Max{f(X), x E A), (4.3.3) 
wheref: D _C W -+ R, iz C D and the constraint is interpreted as the condition 
x E A. \Ve may have 
A = {x E D:g(x) >, 0) (4.3.4) 
where g: D --f IR”. 
If the relation > is replaced by a binary fuzzy relation F in Iw’“, i.e., a fuzzy 
subset of 5PL, then the feasible region A becomes a fuzzy subset of D, defined by 
CLAW = PA&4 (0, VXED. (4.3.5) 
Thus, in the case where the base variables pi are constrained by a fuzzy rela- 
tion, T, we have 
hfaxf(P, ,-.., PA 
subject to 
ZIPi = 1 (4.3.6: 
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i.e., 
mx dp, ,..., PA .f(P, j.e.9 P.J
subject to 
tIPi y= 1 
(4.3.7) 
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