Uniform methods based on the use of the Galerkin method and different Chebyshev expansion sets are developed for the numerical solution of linear integrodifferential equations of the first order. These methods take a total solution time O(N21n N) using N expansion functions, and a_]so provide error extimates which are cheap to compute. These methods solve both singular and regular integro-differential equations. The methods are also used in solving differential equations.
We assume that (x,y) and Pk(X) are either regular or where for i >_ i the i-chequation is the (i i)equation in (1.3) and the vector (N) can be determined by solving (1.7). According to [2] , provided the set {h.} Further, fN f"
In this paper, we consider two different Chebyshev expansion sets: {h. (x) T. (x)} and {h 0(x) I, h I(x) x, hi(x) (i x2) Tj_2 leading to three different methods (I), (II), (III).
Methods based on different techniques have been described before for solving integro-differential equations of the first order; Linz [2] , Ei-Gendi [3] , Abd-elal [4] in all these papers integro-differential equations of the type (i.i) with
Kl(X,y) 0 are reduced to integral equations and a quadrature rule is used to establish numerical procedures. All of these methods are limited to integro-differential equations with no f' under the integral sign, also they do not treat boundary conditions in a very uniform way. Ei-Gendi's method [3] used Chebyshev expansion (1.2, i. I0) in approximating the solution of the equation and produce the solution in time 0(N3). The methods we describe in this paper not only overcome these limitations, but also (the last two methods) produce the solution at a cost of total solution time 0(N21n N) and give reliable error estimates which are cheap to compute. Method (I) is a straightforward method in which a Chebyshev expansion set (i.i0) is used to approximate the solution f(x), and then we solve for the vector d (N). An iterative procedure [5] is used to solve the linear systems (1.7) and (1.14).
The three methods effectively handle singularities in any or all of (x,y), k 0, i, g(x), the solution f(x), and its derivative f (x), provided that the singularities are of known form and have a known Chebyshev expansion (see [b] ).
These requirements limit the applicability of the method to those cases where the singularitie-s which appear are of "standard" form-for example, weak singularities or logarithmic singularities. The methods can also treat some other types of singularities modifying the integro-differential equation; for example, a simple pole can be changed to a logarithmic singularity using integration by parts. We give in section 2 the analysis which leads to the structure of the matrix L (N) for the three methods, while a comparison between the convergence rate attained by the methods is given in section 3. Section 4 shows, by example, that in the three cases rapid convergence is obtained.
THE MATRIX L(N).
We wish to investigate the construction of the matrix L (N) for the three different methods considered in this paper. Using 
When Pl(X) i, then Aij lj and j of different parity where by different parity, we mean one even and one odd. Notice that we take 0(N21n N) operations to get the matrices A (0), B (0), but from (2.12) and (2.14) it is clear that we take 0(N3) operations to obtain the matrices A (I) and B (I) and in general, tliis makes method I take 0(N3) operations to set up the matrix L *(N" unless explicit forms for A (i) (for example, case Pl(X) i) and
Bo (i) are achieved; then, it takes 0(N21n N) operations to get the matrix L *(N)" Method II. In this method we choose the expansion set (i.ii). 
Both Corollaries (11.1,2) follow directly using inequality (2.8) and Equations (2.15,16) respectively. A 0 and A I are constants. In an obvious notation we shall then refer to systems of type B as: Type B(PL, PU' rL' ru; CL' Cu) (3.4) For systems (A.D.) of type B, Freeman and Delves [8] provide estimates of the convergence rate. In order to compare the convergence rate attained by the three methods of this paper we need to study the matrices given by each methe@.
We [8] is not applicable to method I, so as we will see later we do not suggest a value for the truncation error. Also we can not use the iterative method given by Delves [5] to solve the linear system (1.7) and hence any standard method for solving linear equations (Gauss elimination method) can be used. From Lemma 1,2 the matrix L *(N) is U.A.D. and hence the analysis of Freeman and Delves [8] is applicable to methods II, III and a value of the truncation error is suggested as given later. Also the iterative Method (III) may be used to solve (1.7) and (2.24) in 0(N 2) operations.
Method (II)
Now by virtue of Theorems 6 and 7 of Freeman and Delves [8] with normalization we have the following theorem. For Method (I), since we are unable to apply Theorem I, we do not suggest a value for S + S 2.
(b) quadrature error estimates: S 3
As given in Delves [9] S 3 lle-lll ( (4.10) (4.9) + (4.10)
We refer to Delves et al [6] for the numerical estimations of @P(r)II and II +K(r) l! (c) Error stemming from solving the linear system of equations.
To solve the linear system of equations (1.7) or (2.24), for Method II or II< we use an iterative scheme given in [5] with 0(N2) operations. The error due to this iterative solution is small and so we neglect it, but for Method I and according to Delves [5] , we cannot use this iterative method and hence the error could be relatively large due to error cancellation. We will now see that this error cancellation has no serious effect in a numerical example.
NUMERICAL EXAMPLE.
We give in this section the numerical results for a singular integro-differential equation of the first order. (2) All the three methods work very well when applied to the numerical example, and this suggests that Method (I) is probably a stable method.
(3) The three methods can be applied to ordinary differential equations of the first order which have the form (i.I) but with d k /h Pk (x) k k=0 dx
Hence the same analysis holds with the matrix B 0.
(4) The three methods represent a uniform way of treating boundary conditions, so we recommend methods (II) and (III) be extended to include integro-differential equations of the second order. We are now working on this.
(5) A standard Galerkin calculation has an operations count of 0(N 3) for both setting up and solving the linear equations defining the coefficient vector" however, Methods (II) and (III) of this paper need"
