In this paper, we consider the problem of selection on coarse-grained distributed memory parallel computers. We discuss several deterministic and r#andom-ized algorithms for parallel selection. Experimental results on the CM-5 demonstrate that randomized algorithms are superior to their deterministic counterparts.
Introduction
Given a set of N elements, a total order defined on the elements, and a number IC, the selection problem is to find the ICth smallest element in the given set of elements. The problem has several applications in computer science and statistics. A special casle of the problem, often found useful, is to find the median of the given data. The median of N elements is defined to be the element with rank I : ] .
Parallel selection algorithms are useful in such practical applications as dynamic distribution of multidimensional data sets, parallel graph partitioning and parallel construction of multidimensional binary search trees. Many parallel algorithms for selection have been designed for the PRAM model and for various network models including trees, meshes, hypercubes and reconfigurable architectures [4]. More recently, Bader et.al. [3] implement a parallel deterministic selection algorithm on several distributed memory machines. In this paper, we consider and evaluate parallel selection algorithms for coarse-grained distributed memory parallel computers.
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Broadciast In a Broadcast operation, one processor has an element of data to be broadcast to all other processors. This operation can be per-
Combine Given an element of data on each processor and a binary associative and commutative operation, the Combine operation computes the result of combining the elements stored on all the processors using the operation and stores the result on every processor. This operation can also be performed in O((T + , U) logp) time.
Parallel Prefix Suppose that ZO, 2 1 , . . . , zP-1 are p data elements with processor P i containing xi. Let @ be a binary associative operation. The Parallel Prefix operation stores the value of 20 @ 2 1 43. . . @ Zi on processor Pi. This operation can be be performed in O((T + p ) logp) time.
Gather Given an element of data on each processor, the Gather operation collects all the data and stores it in one of the processors. This can be accomplished in O(T logp + p p ) time. 
Model of Computation
We model a coarse-grained parallel machine as follows: A coarse-grained machine consists of several relatively powerful processors connected by an interconnection network. Rather than making specific assumptions about the underlying network, we assume a two-level model of computation. Communication between processors has a start-up overhead of T , while the data transfer rate is $. For our complexity analysis we assume that T and p are constant and independent of the link congestion and distance between two processors. These assumptions closely model the behavior of the CM-5 on which our experimental results are presented. The complexity analysis for other interconnection networks is discussed in a detailed version.
In the following, we describe some important parallel primitives that are repeatedly used in our algorithms and implementations (assuming p processors). For the analysis of the run times, the reader is referred to [6].
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Global Concatenate This is same as Gather except that the collected data should be stored on all the processors. This operation can also be performed in O(T logp + p p ) time.
Transportation Primitive performs many-tomany personalized communication with possibly high variance in message size. If the total length of the messages being sent out or received at any processor is bounded by t , the time taken for the communication is 2pt (+ lower order terms) when
If the outgoing and incoming traffic bounds are r and c instead, the communication takes time 2 p ( r +c) (+ lower order terms) when either r 2 0 ( p 2 + p 7 / p ) or c 2 0 ( p 2 + p 7 / p ) 181 *
Parallel Algorithms for Selection
Parallel algorithms for selection are iterative and work by reducing the number of elements to be considered from iteration to iteration. The elements are distributed across processors and each iteration is performed in parallel by all the processors. Let n be the number of elements and p be the number of processors. To begin with, each processor is given [$I or elements. Let np' be the number of elements in processor P i at the beginning of iteration j . let n ( j ) = Cfzi nij). Let k ( j ) be the rank of the element we need to identify among these n ( j ) elements.
Median of Medians Algorithm
The median of medians algorithm is a straightforward parallelization of the deterministic sequential algorithm [5] and has recently been suggested and implemented by Bader et. al. [3] . This algorithm requires load balancing at the beginning of each iteration.
At the beginning of iteration j , each processor finds the median of its ni" = or L , J elements using the sequential deterministic algorithm. All such medians are gathered on one processor, which then finds the median of these medians. The median of medians is then estimated to be the median of all the n(j) elements. The estimated median is broadcast to all the processors. Each processor scans through its set of points and splits them into two subsets containing elements less than or equal to and greater than the estimated median, respectively. A Combine operation and a comparison with k ( j ) determines which of these two subsets to be discarded and the value of ,k(j+l) needed for the next iteration.
Selecting the median of medians as the estimated median ensures that the estimated median will have at least a guaranteed fraction of the number of elements ,(a) below it and above it. This ensures that the worst case number of iterations required is O(1ogn). Let n:),, = ting the set of points into two subsets based on the estimated median each requires O(n:iz) time in the j t h iteration. The remaining work is one Gather, one Broadcast and one Combine operation. Therefore, the worst-case running time of this algorithm is the running time is O( $ logn+.rlogplogn+pplogn). This is the running time of the Median of Medians algorithm assuming load balancing but ignoring the cost of it.
masp-' 2=o ni (d . Thus, finding the local median and splitc~=~ log n-1 0(ng)az +7logp+pp). Since n:),, = o(;), Bucket-Based Algorithm The bucket-based algorithm [7] attempts to reduce the worst-case running time of the above algorithm without requiring load balance. As before, local medians are computed on each processor. However, the estimated median is taken to be the weighted median of the local medians, with each median weighted by the number of elements on the corresponding processor. This will again guarantee that a fixed fraction of the elements is dropped from consideration every iteration. The number of iterations of the algorithm remains O(1og n).
The dominant computational work in the median of medians algorithm is the computation of the local median and scanning through the local elements to split them into two sets based on the estimated median. In order to reduce this work which is repeated every iteration, the bucket-based approach preprocesses the local data into logp buckets such that for any 0 5 i < j < logp, every element in bucket i is smaller than any element in bucket j . This requires O(: log logp) time. The cost of finding the local median reduces from O(F) to O(log1ogp + &). To split the local data into two sets based on the estimated median, first identify the bucket that should contain the estimated median. Only the elements in this bucket need to be split. Thus, this operation also requires only O(log1ogp + k) time.
After preprocessing, the worst-case run time for selection is 0 (log log p log n + * log n + 7 log p log n + pplogn) = 0 ( & log n + 7 logp log n + p p log n ) for n > p 2 log logp. Therefore, the worst-case run time of the bucket-based approach is O(F(log1ogp + e) + 7 logp log n + pp log n) without any load balancing.
Randomized Selection Algorithm Sequentially, the randomized selection algorithm works as follows.
A random element is selected to be the estimated median. The set is split into two subsets 5'1 and Sa of elements smaller than or equal to and greater than the estimated median. If IS11 >= k, recursively find the element with rank k in SI. If not, recursively find the element with rank ( k -IS,/) in 5'2. This can be parallelized easily. All processors use the same random number generator with the same seed so that they can produce identical random numbers. Consider the behavior of the algorithm in iteration j. First, a parallel prefix operation is performed on the nF)'s. Ail processors generate a random number between 1 and n ( j ) to pick an element at random, which is taken to be the estimate median. From the parallel prefix operation, each processor can determine if it has the estimated median and if so broadcasts it,. Each processor scans through its set of points and splits them into two subsets containing elements less than or equal to and greater than the estimated median, respectively. A Combine operation and a comparison with k ( j ) determines which of these two subsets to be discarded and the value of IC('+') needed for the next iteration.
It can be shown that the number of iterations
maz:zlny). Thus, splitting the set of points into two subsets based on the median requires O(ngL,)
time in the j t h iteration. The remaining work is one Parallel Prefix, one Broadcast and one Combine operation. Therefore, the total expected running time of the algorithm is Cyft-' O ( n k + (T + p ) logp).
With load balancing and ignoring the cost of it, the running time of the algorithm reduces to O( + (T + p ) log p log n). Even without this load balancing, assuming that the initial data is randomly distributed, the running time is expected to be O(P + is O(1ogn) with high probability. Let nmax (j) = (7 + P ) 1% plogn).
Fast Randomized Selection Algorithm
The expected number of iterations required for the randomized median finding algorithm is O(1ogn). In this section we discuss an approach due to Rajasekharan et. al. [7] that requires only O(log1ogn) iterations for convergence with high probability. Suppose we want to find the ICth smallest element among a given set of n elements. Sample a set S of o(n) keys at random and sort S. The element with rank m = in S will have an expected rank of k in the set of all points. Rajasekharan et. al. show that the expected number of iterations of this median finding algorithm is O(log1ogn) and that the expected number of points decreases geometrically after each iteration. If n(j) is the number of points at the start of the j t h iteration, only a sample of o ( n ( j ) ) keys is sorted. Thus, the cost of sorting, o(,n(j) logn(j)) is dominated by the O ( n ( j ) ) work involved in scanning the points.
As in the randomized median finding algorithm, one iteration of the median finding algorithm takes O(n$$, + ( 7 -t~) logp) time. Assuming load balancing and ignoring the cost of load balancing, the running time of medign finding is 0 ( $ + (7 + p) log p log log n ) .
Even without this load balancing, the running time is expected to be Q ( $ f (~+ p ) logploglogn) for random distribution of data.
Algorithms for load balancing
In order t o ensure that the computational load on each processor is approximately the same during every iteration of a selection algorithm, we need to dynamically redistribute the data such that every processor has nearly equal number of elements. We have developed arid compared several algorithms for load balancing fo.r the median finding problems. In the following, we describe only one of them for brevity.
Initially, processor Pi has two integers si and T i and si elements of data such that cfzi si = ri.
Let s, , , = mazyztsi and r,,, = maz:z;ri. The objective is to redistribute the data such that processor Pi contains ri elements. Every processor retains min{si, ri} sf its original elements. If si > ri, the pro-
elements in excess and is labeled a source. Otherwise, the processor needs (ri -s i ) elements and is labeled a sink. The excessive elements in the source processors and the number of elements needed by the sink processors are transferred using the transportation primitive. The maximum number of messages sent out by a processor is O ( p ) and the maximum number of elements sent is ( n m a z -n a v g ) , where navg = LfJ.
The maximum number of elements received by a processor is navg. The worst-case running time is
We call this algorithm non-order maintaining load balance algorithm as it does not maintain the ordering of the data. We also considered two other load balancing algorithms: the dimension exchange method and the global exchange method [2].
Implementation Results
We have implemented all the selection algorithms and the load balancing techniques on the CM-5. To experimentally evaluate the algorithms, we have chosen the problem of finding the median of a given set of numbers. We ran each selection algorithm with and without any load balancing (except for the bucketbased approach which does not use load balancing). In the following we briefly summarize a subset of the results. For details, the reader is referred to [2]. The algorithms are run until the total number of elements falls below p 2 , at which point the elements are gathered on one processor and the problem is solved by sequential selection. This was used to provide a consistent comparison between the different schemes. For each value of the total number of elements, we have run each of the algorithms on two types of inputs -random and sorted. We ran each experiment on five different random sets of data and used the average running time. Random data sets constitute close to the best case input for the selection algorithms. The sorted input is a close to the worst-case input for the selection algorithms. The execution times of the four different selection algorithms without using load balancing for random data (except for median of medians algorithm requiring load balancing) with 2M numbers is shown in Figure 1 . An immediate observation is that the randomized algorithms are superior to the deterministic algorithms by an order of magnitude. The factor of improvement in randomized parallel selection algorithms over deterministic parallel selection is due to improvements in both the sequential and parallel parts. Among the deterministic algorithms, the bucket-based approach consistently performed better than the median of medians approach by about a factor of two for random data. For sorted data, the bucket-based approach which does not use any load balancing ran only about 25% slower than median of medians approach with load balancing [a].
The effect of the various load balancing techniques on the fast randomized algorithm is given in Figure  2 . The execution times are consistently better for sorted data without using any load balancing. For the randomized selection the cost of load balancing offset the improvements resulting in approximately the same overall cost. Load balancing for random data almost always had a negative effect on the total execution time for both the randomized methods [2]. Consider the variance in the running times between random and sorted data for both the randomized algo- 
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Figure 3: Performance of the two randomized selection algorithms on sorted data sets using the best load balancing strategies for each algorithm rithms. The randomized selection algorithm ran 2 to 2.5 times faster for random data than for sort,ed data [2]. The fast randomized selection with load balancing performs equally well on both best and worst-case data.
In Figure 3 , we see a comparison of the two randomized algorithms for sorted data with the best load balancing strategies for each algorithm -no load balancing for randomized selection and non-order maintaining load balancing for fast randomized algorithm (which performed slightly better than other strategies). We see that, for large n, fast randomized selection is superior. For small data sets the cost of sorting the sample offsets the benefits of reduction in number of iterations.
Conclusions
We conclude that randomized algorithms are faster by an order of magnitude. If determinism is desired, the bucket-based approach is superior to the median of medians al!gorithm. Of the two randomized algorithms, fast randomized selection with load balancing delivers good performance for all types of input distributions with very little variation in the running time. The overhead of using load balancing with wellbehaved data is insignificant. Any of the load balancing techniques described can be used without significant variation in the running time. Randomized selection performs well for well-behaved data. There is a large variation in the running time between best and worst-case data. Load balancing does not improve the performance of randomized selection irrespective of the input data distribution.
