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Acquiring quantitative experimental data of explosive fireballs at early time scales is 
crucial for validating 1-D numerical models of spherical charges. While numerical 
modeling remains a powerful tool for elucidating explosive phenomena, such predictions 
still require some degree of physical validation from experiments. Currently, much 
interest surrounds how properties vary near the shock wave front. Upon detonation, the 
shock wave propagates outward with detonation products traveling closely behind. Much 
has been studied regarding the pressure from the incident shock wave; however, little is 
known about the electrical and optical properties of the subsequent detonation products 
behind this shock wave in the first few hundred microseconds following detonation. It is 
the temporal relationship between these two regions, as well as the optical and electrical 
properties of the fireball, that are of interest in this study. 
 
The specific properties that are examined in this work include temperature, UV-visible 
spectra, electrical conductivity, magnetic field strength, blast pressure, residue, and radio 
frequency generation. Explosives such as TNT, RDX, HMX, Comp B, Tritonal, and 
Nitromethane were utilized to assess the effects of varied carbon content on each of the 
aforementioned properties. Furthermore, the ambient pressure was manipulated to alter 
kinetics and simulate blast scaling effects. Lastly, the ambient environment was varied 
between air and an inert gas (nitrogen) to limit the amount of available oxygen, thus 
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CHAPTER 1: INTRODUCTION 
1.1 Motivation 
There are a number of properties of explosive fireballs at early time scales that are of burgeoning 
interest. Such properties include electrical conductivity, magnetic field strength, peak pressure, 
RF generation, UV-Vis spectral features, and early temperatures of the blast wave. A multitude 
of recent experimental studies1-7 have explored electrical conductivity of condensed-phase 
explosives. However, to the author’s knowledge, only one published experimental study 
performed by Dr. Allen Kuhl8 has been performed for electrical conductivity measurements of 
the shock wave in the gas phase at some distance from the initial charge. Regarding EM field 
generation in explosives, a handful of numerical studies have been conducted9-13, but once again, 
little experimental data have been published. In terms of spectral features, previous studies have 
identified UV-Vis lines in TNT and Tritonal14, but no holistic work exists for early spectral 
features of RDX, TNT, and HMX. In terms of speciation, a substantial effort from numerical 
studies has captured this information rather well15-16. Lastly, peak pressure effects are currently 
thoroughly understood and documented17. Given the current situation, it would appear that a gap 
in experimental data exists for electrical conductivity and magnetic field measurements for 
fireballs in the gas phase, as well as UV and Visible spectral features and temperatures of the 
breakout (0-20 µs) and early fireball (0-400 µs). 
 
1.2 Shock Waves and Detonation Products 
To understand the properties of interest in this thesis, one must first understand the physics 
surrounding shock waves and their propagation. Upon perturbing a gas, a disturbance propagates 
as a wave away from the source at the speed of sound in the medium, which is given by the 
following equation.  
𝑎 = 𝑅𝛾𝑇 (1) 
Here, ‘a’ is the speed of sound in the medium, ‘R’ is the gas constant of the mixture, ‘𝛾’ 
represents the ratio of specific heats, and ‘T’ is the absolute temperature. This expansion occurs 
adiabatically with no net heat generated in the local air. However, in cases where the amplitude 
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of this disturbance is great, there is insufficient time for this heat to dissipate to the surroundings. 
As a result, the local temperature of the gas increases. This local increase in temperature 
increases the local speed of sound above the ambient, and thus, a shock wave is formed18.  
 
The temporal shape of a blast wave is shown in Figure 1.1. This is characterized by a number of 
features, such as time of arrival (TOA), peak overpressure, and positive phase impulse. The 
positive impulse is defined as the area under the curve between the time of arrival and the point 
in which the pressure becomes zero. This negative pressure region is due to the rarefaction wave 
that passes behind the shockwave. This effect is generally observed for detonations in open 
spaces. However, since this test series was conducted inside a chamber, shock reflections from 
the wall typically negate this effect. The TOA here is of importance, as it is used to relate the 
timing the for pressure (shock) to that of electrical conductivity, magnetic field strength, and 
fireball emission (detonation products). 
 
Figure 1.1: Friedlander curve for a blast wave19 
In a detonation, the shock wave propagates outwards with detonation products (DP) closely 
behind. This detonation product region hosts the on-going chemical reactions, as well as the 
heightened electric conductivity, magnetic field, and fireball emission. Much of the work in this 





It is in this detonation product region in which many interesting property changes occur, such as 
increased electrical conductivity. This may stem from multiple phenomena such as: chemical 
ionization, thermal ionization, thermionic emission, and contact mechanisms, with their 
respective conductivity ranges included below in Table 1.1, where Siemens [S] is defined as 
inverse ohms. 
Table 1.1: Electrical conductivity ranges for each mechanism. 









~10-3-10-2 ~10 ~102 ~104 
 
The process of chemical ionization occurs when free electrons are generated from chemical 
reactions as intermediate products. However, conductivity from this effect is unlikely, as 
electrons generated from chemical reactions will likely be absorbed into ions before contributing 
to any electrical current. This effect differs from thermal ionization, in that separation occurs 
when temperatures are sufficiently high enough to remove an electron from the molecule. 
Slightly different still is the effect termed thermionic emission. This process occurs when the 
thermal energy overcomes the work function of the material, in this case, carbon. Here, the 
electron is released from the molecule and contributes to the overall electrical conductivity of the 
gas. In this case, the charge-carrying capability of the electron dominates that of the ion due to 
higher mobility of the former. Lastly, the concept of the contact mechanism is introduced, where 
current flows through the resultant carbon agglomerations to enhance the overall conductivity of 
the gas. In the gas phase of the explosive, there are likely competing effects from some of these 
mechanisms to varying degree.  
 
Furthermore, these fast-moving ions and electrons generate a current. From Biot-Savart’s law, 
this moving current generates an electric and magnetic field. Following this, Boronin10 posited 
that the acceleration and slowing of ions and electrons in the blast wave is responsible for the 
generation of electromagnetic waves. As a result, the location of the electromagnetic waves are 




In addition to the aforementioned measurements, a common measurement technique in fireball 
diagnostics is optical spectroscopy. This method is split between absorption and emission 
spectroscopy, where the latter is utilized in the current study. This involves diffracting the light 
emission from the fireball in a spectrometer to capture the light intensity as a function of 
wavelength. In the case of atomic emission, the emission occurs because some of the electrons 
orbiting the atom exist at an elevated energy state during the detonation, as shown in Figure 1.2.  
 
 
Figure 1.2: Emission of a photon 
As a result, some of these electrons will emit a photon as they drop into lower valence orbits. 





Where h is Planck’s constant, c is the speed of light, and 𝜆 is the wavelength of the emitted 
photon. This emission can occur either spontaneously or via stimulation from another photon. 
Since this transition from an upper energy level to a lower energy level emits light at a certain 
wavelength, a unique spectral feature is generated that can be used to identify the element of 
interest. 
 
In addition to atomic emission, molecular emission is also observed in these explosive events. 
These features are more complex than atomic lines, as there are contributions from rotational, 
vibrational, and electronic components that produce a complicated feature. Figure 1.3 shows 
atomic lines and molecular features that are present in the first few microseconds in a TNT 
explosion. Both molecular and atomic features were observed in both the UV (300-400 nm) and 




Figure 1.3: Atomic and molecular features from TNT UV spectrum 
The atomic and molecular emissions reported in this work occurred during the breakout of the 
explosive and persisted for only 10-15 µs due to elevated temperatures. Here, ‘breakout’ is 
defined as the instant in time in which the propagating detonation front inside the solid explosive 
reaches the air-explosive interface at the edge of the charge. At this moment, a strong shock 
wave is transmitted to the air to maintain the pressure and velocity with the fireball trailing 
closely behind. Here, the air pressure is close to the C-J pressure of the explosive, and the wave 
is traveling at a few km/s. For pressed TNT, these values are near 187 kbar and 6.8 km/s, 
respectively20. Given these extremely high pressures and velocities, it is fair to say that the 
temperature at this early time is extremely high.  
 
While a handful of studies have observed early temperature measurements for detonations in 
argon environments, little work has been published for detonations in air environments. 
Glumac21 reported temperatures in the range of 13,000 K behind the air shock in the first 2 µs of 
an explosive event, with temperatures quickly dropping following this initial peak. This elevated 





















Furthermore, it should be noted that the time for the shock wave front and the fireball to separate 
can be long on these timescales. Previous tests conducted at Illinois22 showed that separation 
typically starts after 10 µs for 10g charges. For 100g charges, this time would be longer. As a 
result, these elevated fireball temperatures likely influence the chemistry occurring in the shock 
wave front due to their close spatial proximity.  
1.3 Blast Scaling, Explosive Type Dependence, and Ambient Composition 
To study even more cases, the principle of blast scaling from Sachs’ was utilized to assess how 
larger charges would perform under similar atmospheric conditions by reducing the ambient 





Where Y is the yield, 𝜌 is the ambient density, Edet is the specific energy for the explosive, and 
Rc is the radius of the charge. To calculate the scale factor for the time of arrival of the explosive 












Here, C1 is the speed of sound in the medium. Since speed of sound, C1 and C3, are the same in 
both 0.1 atm and 1 atm, only the pressure and yield will affect the time scaling factor. 
Additionally, the yield ratio must be accounted for, as the 1 atm case uses 50g charges as 









































1.26 = 0.585 (6) 
From this scaling relation, charges detonated in the 0.1 atm case for 100g charges should arrive 
in roughly half of the time than the 50g charges at 1 atm. Furthermore, the peak pressure scales 
with the ambient pressure as 𝑃!
! , where P0 is the ambient pressure20. For 0.1 atm cases 




Furthermore, the effect of carbon content on the properties of interest was varied by selecting 
explosives with differing oxygen balance. An explosive with a negative oxygen balance is one 
with insufficient oxygen in the molecule, thus producing carbon and carbon monoxide as 
products. On the other hand, an explosive with an oxygen balance of zero has just the right 
balance of oxygen in the mixture to convert all of the C, H, and O to CO2 and H2O in the 







2 +𝑀 − 𝑍  (7) 
Where Mw is the molecular weight of the compound and X, Y, M, and Z are the number of 
carbon, hydrogen, metallic, and oxygen atoms, respectively. The oxygen balance for each 
explosive is listed in Table 1.2. 
Table 1.2: Oxygen balance for each explosive 
Explosive 
Type NM/AP HMX RDX Comp B Tritonal TNT 
Oxygen 
Balance (%) 
0.61 -21.61 -21.61 -42.83 -71.03 -73.97 
 
Lastly, the explosives were compared in both air and nitrogen purged environments to assess the 
effects of an inert environment on each property. As the detonation process continues, oxygen in 
the ambient will react with the detonation product region behind the shock, allowing the 
combustion process to continue. However, in the case of a nitrogen purged environment, there 
are only trace amounts of oxygen (~0.01%) to drive the oxidation reactions. As a result, the only 
available oxygen to react is from the original high explosive charge. For more oxygen negative 
explosives, such as TNT and Tritonal, the nitrogen purged environment severely limits the 
degree of reaction, thus producing even greater quantities of carbon soot.  
1.4 Overview 
The scope of this thesis is to outline experimental trends observed in the detonation products by 
parametrically varying the ambient composition, ambient pressure, and carbon content of the 
explosive charge. The carbon content of each explosive was varied by selecting charges with 
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differing oxygen balance. Furthermore, the kinetics of certain tests were modified by purging the 
ambient environment with nitrogen. Additionally, all of these tests were repeated at reduced 
ambient pressures of 0.1 atm to compare differences in the blast wave properties.  
 
Properties of interest in this study include time-resolved electrical conductivity, magnetic field 
strength, UV-Vis spectroscopy, fireball timing, RF signal generation, blast pressure, and impulse 
from the detonation.  The operation of these diagnostics is outlined in later sections. At present, 






CHAPTER 2: EXPERIMENTAL METHODS 
2.1 Test Matrix 
A total of seventy-seven tests in nine months were conducted between March and November 
2018. This includes six different high explosives, such as TNT, RDX, HMX, Comp B, Tritonal, 
and Nitromethane/Ammonium Perchlorate (NM/AP). PBXN-5 was selected as the HMX 
analogue and Composition A5 for the RDX analogue. The majority of the test series focused on 
the first four, with a single shot for both Tritonal and NM/AP. TNT, RDX, HMX, and Comp B 
were selected as they are the basis for many explosive devices. Tritonal was selected due to its 
aluminum additive. As for NM/AP, this high explosive was tested as a baseline, since it should 
have no carbon present at the C-J point. The primary four high explosive types were tested at 
pressures of 1 and 0.1 atm, using 50g and 100g spherical charges respectively. The 50g charges 
were used for 1 atm cases, since the peak pressure of the 100g charges at 1 atm was prohibitively 
high. In addition, each explosive was tested in both an air and a nitrogen environment at ambient 
and reduced pressures. The only exception to this is for the TNT 1 atm case, as difficulties in 
machining a die for the smaller booster prevented testing of this charge configuration. The 
baseline of the test matrix is summarized in Table 2.1, where the shaded cells indicate the test 
types that were conducted for the present study.  




Air	 Nitrogen	 Air	 Nitrogen	
TNT	
	 	 	 	
RDX	
	 	 	 	
HMX	
	 	 	 	
Comp	B	








2.2 Charge Fabrication  
There were a number of variations in the way that the test charges were fabricated. The RDX, 
HMX, and Comp B charges were the most straightforward, as these were simply pressed into 
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two hemispheres with a small space sized 0.295” in diameter for the detonator and then glued 
together. However, the TNT and Tritonal charges required the use of a booster to initiate the 
secondary explosive. This is due to the fact that TNT is less cap-sensitive than HMX and RDX, 
thus requiring an intermediate explosive for initiation. This booster consisted of a 0.75” diameter 
spherical charge of N5 to initiate the insensitive explosive, as shown below in Figure 2.1. The 
specific composition of each explosive is listed below in Table 2.  





TNT	 100%	TNT	 Pressed	 Yes	
A5	 98.5%	RDX,	1.5%	Stearic	Acid	 Pressed	 No	
N5	 95%	HMX,	5%	Viton	A	 Pressed	 No	
Comp	B	 60%	RDX,	40%	TNT	 Pressed	 No	
Tritonal	 80%	TNT,	20%	Aluminum	Powder	 Pressed	 Yes	
NM/AP	 59%	AP,	39%	NM,	2%	Fumed	Silica	 Frozen	 No	
 
Figure 2.1: Schematic of charge with booster and detonator 
 
2.2.1 Tritonal 
Fabricating the Tritonal charges were a bit more involved than simply pressing a ground-up 
explosive into a hemisphere. First, the aluminum powder and TNT flakes were stirred together in 
a Teflon crucible until the TNT was homogenously coated. Next, the crucible was placed in a 
Fisher isotemp vacuum oven at 100°C until the entire mixture melted, shown in Figure 2.2. This 
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temperature was selected since the melting temperature of TNT is close to 81°C. Using a 
temperature only slightly above the melting point ensures that the entire mixture will melt, while 
also maintaining the explosive’s stability. Upon completion of the melting process, the contents 
of the crucible are stirred together once more before being poured onto a thin sheet of Teflon. 
Here, the liquid Tritonal spreads out into a thin sheet, which cools quickly and can be easily 
broken up into small bits for later pressing. This process took place in 20g batches and repeated 
until sufficient Tritonal was available to press into the 100g sphere.  
 
Figure 2.2: Furnace with Teflon crucible placed inside 
 
2.2.2 NM/AP Freezing 
By far the most difficult and elusive charge to fabricate was the Nitromethane-Ammonium 
Perchlorate (NM/AP) sphere. It is particularly complicated due to the fact that nitromethane 
freezes at a low temperature of -40°C and could quickly melt upon removal from the casting 
device. Many of the challenges associated with the charge fabrication involved gelling the charge 
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to form a quasi-solid paste, successfully removing the spherical charge from the mold post-
freezing, ensuring that the detonator functions properly, and keeping the detonator in place prior 
to the shot. Furthermore, the sensitivity of frozen nitromethane is not well understood.  To the 
author’s knowledge, there has been no published procedure on casting frozen Nitromethane 
mixtures, so much of the work involved trial-and-error.  
The NM/AP mixture comprised of 40% nitromethane and 60% ammonium perchlorate by mass. 
However, this mixture alone is not sensitive to detonation. To address this, less than 1% of 
diethylenetriamine (DETA) was added directly to the nitromethane to sensitize the mixture to 
shock waves. Although 60% of the NM/AP charge is comprised of solid ammonium perchlorate, 
the resultant mixture is still fairly fluid. To solidify the mixture into a paste, 2% by mass of 
Aerosil 200 fumed silica was added to thicken the mixture, which could then be easily frozen. 
Upon addition of the fumed silica, the slurry mixture was packed into two Teflon hemispheres, 
with a small space left in the top for a surrogate detonator and another small space in the bottom 
for a wooden dowel, as shown in Figure 2.3. 
  
(a) (b) 
Figure 2.3: (a) Packed hemispheres (b) Nitromethane/Ammonium Perchlorate charge 
 
The surrogate detonator was placed in the charge during the freeze casting process to hold space 
for the actual detonator after the charge has been successfully frozen. After successfully freezing 
and removing the charge from the mold, the surrogate detonator would be removed, and the real 
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detonator put in its place immediately prior to shooting. This minimized the amount of time that 
the actual detonator was in contact with the frozen charge and served to keep the real detonator 
as warm and as dry as possible. The surrogate detonator was an aluminum rod machined to 
match the dimensions of a RP-1 detonator.  
On the bottom side of the charge, the wooden dowel served to support the weight of the charge. 
This is important to note as all other charges in this test campaign were hung from their 
detonator, which was glued into the two hemispheres. But, in this case, glue cannot be used to 
hold the detonator in the frozen charge since there was insufficient time for the glue to dry, so 
the charge had to be supported from the bottom half as well. Furthermore, the warm detonator 
could potentially melt the frozen charge immediately around it, causing the charge to separate 
from the detonator and fall. To accommodate this, a wooden dowel was added to support the 
charge from the bottom. This circumvents the issue of the charge falling while insulating the 
charge sufficiently from heat loss via the wooden post.  
After packing both hemispheres full of the NM/AP mixture and adding the surrogate detonator 
and wooden dowel, both sides were then clamped together between two aluminum slabs and 
placed in a dry ice bath for an hour and a half. Following this, the assembly was removed from 
the ice bath and then placed under cool tap water for two minutes to begin thawing the outside of 
the charge.  
This serves two purposes. First, it thaws and expands the screws that hold the apparatus together, 
thus allowing the Teflon mold to be disassembled. Second, it melts the very outer layer of the 
NM/AP charge so that it may detach from the mold more easily. After disassembling the mold 
and removing the charge, the surrogate detonator is removed and replaced by the RP-1 detonator. 
The next step is to place the charge in the chamber and pump the system down to 0.1 atm. 
However, upon pumping the chamber down to 0.1 atm, the nitromethane began to evaporate. 
This was especially prevalent for the region in contact with the detonator, as the relatively warm 
detonator began to melt the surface of the charge. Beneath the detonator, the evaporated 
nitromethane built up, unable to escape. This pressure build up was substantial enough to 
actually eject the detonator from the charge prior to firing.  
To address this, two actions were taken. First, the surrogate detonator was modified, as shown in 
Figure 2.4 to allow for a small channel of vapor to escape during pump down. This eliminates 
the pressure build up. As a secondary precaution, a holder was fabricated to lock the detonator in 
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place, such that it could not be ejected from the charge during the pump down process. This 




Figure 2.4: (a) Surrogate detonator schematic (b) Detonator holder schematic 
 
2.3 Experimental Setup 
There were several diagnostic tools utilized to collect data from each test. Such diagnostics 
included a UV-Vis spectrometer, two pressure probes, an electrical conductivity probe, a B-field 
probe, multiple photodiodes, a residue collector, various antennas, and on certain occasions, 
high-speed framing cameras.  
 
2.3.1 Data Collection and Firing 
Each of the probes listed above must interface with a computer to collect and view the acquired 
data. For the pressure, conductivity, B-field, and inner photodiode, two digital oscilloscopes 
were used to interface with a computer, shown in Figure 2.5. These oscilloscopes were the 
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Picoscope 3424 and 4424 models, which output data into the Picoscope software. This software 
simply reports a time-resolved voltage value for each signal relative to the initial trigger.  
 
Figure 2.5: Digital oscilloscope used for collecting probe data 
Next, the antennas and outer photodiode all interfaced with two Tektronix DPO 4104B digital 
oscilloscopes, as pictured below in Figure 2.6. These were able to collect 20 million samples per 
channel at a sampling rate of 5 GHz. Lastly, data from the spectrometer was collected from the 





Figure 2.6: Digital oscilloscope used for collecting RF antenna data 
A Quantum 9520 series pulse generator, shown below, was used to initiate the fire set and sync 
the trigger signal across each diagnostic. To send a pulse to the charge, the FS-43 RISI fire set 
would first charge a capacitor to 4kV. Once ready, the pulse generator would send a TTL signal 
to each oscilloscope and computer to prepare them for data collection. All of the diagnostics and 
fire set, with the exception of the spectrometer camera, would be delayed 600 µs to provide 
sufficient time for the spectrometer camera to trigger. After this allotted time, the TTL signal 
would trigger the fire set to release the 4kV potential and subsequently detonate the charge. 
  
(a) (b) 




2.3.2 UV-Vis spectrometer 
The Spex 270M spectrometer in conjunction with the ANDOR FK camera was used to capture 
both UV and visible emission spectra from the fireball. The first third of the test series captured 
the UV data in the wavelength region of 300-400 nm while the remaining tests extracted visible 
spectra in the region of 395-700 nm.  
 
Figure 2.8: Spectrometer setup schematic 
 
Figure 2.9: Spectrometer optics setup 
 
The schematic of the firing setup is shown in Figure 2.8. A TTL signal from the primary pulse 
generator is sent to the digital oscilloscopes, delay generator, and fire set simultaneously. The 
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delay generator takes this signal and generates a pulse train to trigger the camera on the 
spectrometer, which requires roughly 600 µs. The TTL signal to the fire set discharges a 
capacitor with 4kV across it and sends a pulse to the charge. At this point, the charge detonates, 
and data is collected from the ANDOR FK. Timings for both spectral regions are shown below 
in Table 2.3. 
Table 2.3: Timing and sampling rates for UV and Visible spectral regions 
Spectral Region Period [µs] Exposure [µs] Number of Frames 
UV 2 2 100 
Visible 16 16 100 
 
The emission from the explosion passes through the UV-transmissive chamber window and into 
a UV-enhanced aluminum spherical mirror with an 8” focal length. This strikes a planar mirror 
and enters the vertical slit of the spectrometer. 
 
2.3.3 Probe Placement 
The placement of the inner chamber diagnostics is of critical importance, because this affects the 
time at which the shock wave reaches the sensing component of each probe. In order to evaluate 
how the shock wave relates spatially to the electrically conductive zone and the generated 
magnetic field, the spacing from the charge must be identical in all probes. In practice, this is 
difficult to achieve exactly since the charge is hung and may slightly swivel side-to-side. 
However, the charge is aligned with the spectrometer, so this variation was minimal. The sensing 




Figure 2.10: Side and top view of probe placement inside chamber 
 
2.3.4 Pressure Probe 
Dynamic pressure probes were utilized to capture the rapid pressure rise from the shock wave. 
These were pressure transducers from PCB piezoelectric (Part no. 137B23B). The probe, 
pictured below in Figure 2.11, has a piezoelectric sensing element roughly 5” from the tip of the 
probe. Two of these probes were included in the chamber to verify time of arrival (TOA) of the 
shock wave, peak pressure, and positive impulse from the blast.  
 
Figure 2.11: Pressure probe 
2.3.5 Conductivity Probe  
The conductivity probe captures time-resolved electrical conductivity from the incident blast 
wave by applying a 6V potential across two parallel plates. The two parallel copper circular 
plates of diameter 0.25” are placed across a 0.14” gap, as depicted in the left side of Figure 2.12. 
As the blast wave passes through the gap, the relatively low resistance of the detonation products 
allows current to flow through the gaseous mixture to complete the circuit. From here, the digital 
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oscilloscope records a time-resolved voltage from the passing blast wave. With proper probe 
calibration, the electrical conductivity of the gas can be deduced from the measured voltage.    
 
Figure 2.12: Electrical conductivity probe 
 
Figure 2.13: Schematic of electrical conductivity probe 
Information regarding the calibration procedure is outlined in Chapter 3. 
2.3.6 Magnetic Field Probe 
In addition to the electrical conductivity, the magnetic field generated from explosive fireballs 
was also of interest. The probe, pictured below in Figure 2.14, operates as a single loop coil with 
an exposed copper wire. When product gases flow over the wire, a transient electrical field may 
be present, due to the elevated temperatures and electronic states of the gas particles. This 
electric field will in turn induce a B-field, which can be deduced from the changes in the 






Figure 2.14: (a) B-field probe (b) B-field probe circuit diagram 
 
2.3.7 Residue Collection 
In addition to standard diagnostics, residue samples were collected for each shot. This was 
performed using our KFC (Kibong Fragment Collector) bucket, as shown in Figure 2.15. This 
device utilizes a stainless-steel wire mesh inside the cylinder to collect sooty residue from the 
explosion. To facilitate particles into the fragment collector, the cavity is pumped down to below 
0.1 atm using a vacuum pump and sealed with a thin Mylar screen. Once the shock wave 
contacts the screen, the Mylar film breaks, and detonation products are sucked into the collector. 
From here, residue deposits on the stainless-steel mesh, pictured in Figure 2.16. Following this, 
the fragment collector is removed from the chamber. The stainless-steel mesh is then washed 





Figure 2.15: Residue collection apparatus (KFC) 
  
(a) (b) 
Figure 2.16: (a) Stainless steel mesh (b) Sample bottle 
 
2.3.8 RF Antenna Signal Collection 
In addition to standard optical and electrical measurements of the fireball, RF signal generation 
was evaluated through the use of multiple antennas. This included a small biconical, large 
biconical, loop, and monopole antenna, pictured below in Figure 2.17. Both biconical antennas 
and the loop antenna were mounted above the chamber on wooden, non-conducting posts, 




(a) (b) (c) 
Figure 2.17: (a) biconical (b) loop and (c) monopole antennas 
 
Figure 2.18: Antenna set up above chamber 
The frequency range for each antenna is listed in Table 2.4. Here, it can be seen that the loop and 
monopole account for frequencies as low as 1 KHz, while the biconical antenna can detect 
frequencies as high as 1 GHz. This covers a significant portion of the RF spectrum and captured 











Table 2.4: A.H. Systems antenna ranges  
Antenna Model Number Frequency Range 
Loop SAS-563B 1 KHz – 30 MHz 
Monopole EHA-51B 1 KHz – 60 MHz 
Biconical SAS-545M-1 30 MHz – 1 GHz 
 
However, simply knowing the frequency response of the system with respect to the trigger signal 
is usually not sufficient. To adequately relate the RF signal to the optical emission of the fireball, 
a photodiode was added outside the chamber. This photodiode signal was ‘sent’ to the same 
oscilloscope as the antennas and can be used to correlate the onset of the blast with variations in 




2.3.9 High-Speed Camera Imaging 
One criterion for this project was to produce a spherical blast wave. This was done in order to 
emulate a test series recently performed at Lawrence-Livermore National Labs. To ensure that 
the charges produced from the dies are spherical, each one was imaged at breakout using a high-
speed framing camera setup. To do so, this test was carried out in two separate chambers 
specifically equipped to handle high-speed imaging. The smaller chamber setup is presented in 
Figure 2.19, where the four cameras are triggered with a pre-defined spacing to image the 




Figure 2.19: High-speed framing camera schematic 
This imaging test was conducted for 50g charges of each explosive type with the exception of the 
NM/AP mixture. This was due to the fact that only a 100g Teflon mold for the NM/AP charge 
was fabricated. From Figure 2.20, it is readily observable that the detonation front propagates in 
a fairly spherical fashion, confirming that the charges are producing spherical blast waves. The 
very first frame records the explosion right at breakout, with subsequent frames capturing the 
propagating fireball. The timing for the cameras begins when the fire set sends the pulse to the 
detonator. This accounts for one to two microseconds of delay. The remaining seven to eight 
microseconds of delay stem from the time it takes for the shock wave to travel from the center of 
the sphere and out towards the surface. This timing is influenced by the speed of sound of the 
solid explosive, hence, the variation in timings. 
 
An 8’ x 8’ x 10’ chamber was used as the secondary imaging chamber. The only other difference 
with this chamber was the use of the Phantom 9.1 high-speed camera as opposed to the four 
framing cameras. This allowed for a greater number of frames to capture the expanding fireball. 
Here, a frame rate of 15.625 kHz with a resolution of 256 x 256 was employed to capture the 
first few frames of the fireball breakout. Following a careful spatial calibration, the luminous 













 (a) (b) (c) 
Figure 2.20: Spherical 50g charges at breakout of (a) N5 (b) A5 (c) Comp B 
 
2.3.10 Inner Photodiode 
It is also of interest to determine the spatial relationship between the conductive zone, the shock 
front, and the detonation products. The exact location of the electrically conductive zone relative 
to the shock front is unknown, so an extra photodiode was added to attempt to capture the exact 
time of arrival for the fireball. This was performed by running a fiber optic cable from the 
photodiode through a machined post, pictured below in Figure 2.21. To exclusively capture light 
from the fireball as it passes through a certain location, the optical fiber must be recessed from 
the opening, ever so slightly. This allows incident light from breakout to pass by without 
entering the fiber optic cable. However, since the fireball emits light in all directions, it will emit 
light into the fiber optic cable upon passing through the opening of the post. If the post and the 
remaining probes are set at the exact same distance, the relative time of arrival for each 





















CHAPTER 3: CALCULATION PROCEDURE 
3.1 Visible Spectra 
Calculating temperature from the visible spectra required a number of steps that included 
correcting for quantum efficiencies of the chip/optics as well as methods for fitting the Planck 
distribution to the data. The first step was to generate a transfer function that would convert 
measured data to represent the actual emission. To do so, a 50 W quartz tungsten halogen (QTH) 
calibration lamp (Newport 6332) was used to irradiate light into the spectrometer. With the 
provided data from Newport, a cubic spline interpolation of the irradiance could be implemented 
to create a continuous fit, as shown in Figure 3.1.  
 
Figure 3.1: Cubic spline interpolation of Newport QTH 6332 spectral irradiance data 
Prior to any transfer function calculation, the raw measured data was smoothed in post-
processing to avoid imposing any inadvertent peaks on the corrected data. By comparing the 
actual collected signal to the expected irradiance curve from the lamp, the transfer function could 
be calculated, as shown in Figure 3.2. This was done by normalizing both curves and then 
dividing the measured signal by the expected signal. This provides a transfer function that can be 







Figure 3.2: (a) Expected lamp irradiance overlaid with measured irradiance (b) transfer 
function as a function of wavelength 
Now that a wavelength dependent correction factor has been determined, the spectra are ready to 
be fit to a Planckian distribution. To perform this calculation, some assumption regarding the 
emissivity of the explosive must be made. In this case, the explosive was assumed to emit as a 
grey body, implying that temperature is the only variable in altering the wavelength dependent 
continuum emission. The Planck distribution is given by the following equation: 






!!!! − 1  
 
(8) 
where h is Planck’s constant, c is the speed of light, λ is the wavelength, T is temperature, and kB 
is Boltzmann’s constant. To fit a Planck distribution to a spectrum, a least squares regression was 
implemented. Both the temperature and a scaling factor were varied and compared against the 
measured spectrum. The temperature corresponding to the best fit would then be deemed the 
calculated temperature of the fireball at that instance in time. A series of these fits is presented in 




   
   
   
   
 
Figure 3.3: Planck fit temperature calculation for 100g TNT charge in 0.1 atm of nitrogen 
 
Generally, the very first frame of the explosion cannot provide a proper fit to a Planck 
distribution. This is due to the fact that each frame is averaged over a 16 µs exposure. Over the 
course of the first 16 microseconds, the temperature of the fireball drops from around 11,000 K 
to about 4,000 K. From Figure 3.4, one can see that the superposition of these temperature 
T = 3700 K 
t = 0 µs 
T = 3675 K 
t = 16 µs 
T = 3300 K 
t = 32 µs 
T = 2825 K 
t = 64 µs 
T = 2550 K 
t = 112 µs 
T = 2525 K 
t = 144 µs 
T = 3075 K 
t = 176 µs 
T = 3200 K 
t = 224 µs 
T = 2950 K 
t = 272 µs 
T = 2400 K 
t = 432 µs 
T = 2575 K 
t = 368 µs 
T = 2825 K 
t = 320 µs 
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profiles would yield a meaningless contour. To properly assess the temperature in this early time 
region, much shorter exposures should be taken to minimizes this averaging effect. 
  
(a) (b) 
Figure 3.4: (a) Planck distribution shapes for varying fireball temperatures (b) superimposed 
Planck distributions forming an entirely different distribution 
In addition to temperature calculations from Planck fitting, the integrated intensity under each 
spectrum was evaluated as a function of time. This was performed by simply subtracting out the 
baseline from each data set (usually taken as the spectrum before breakout) and then integrating 
the area under the curve at each time. 
 
3.2 UV Spectra 
The UV spectral data processing was relatively simple, as it mostly involved tracking the area 
under molecular features and peak heights for atomic features. As mentioned in the introduction, 
the primary molecular features present in the 300-400 nm region included OH, NH, and CN. The 
temporal development and selected wavelength regions of these features can be observed in 





Figure 3.5: (a) 3-D plot of UV spectrum for test charge (b) cross section of the left plot at 
breakout 
To assess trends associated with OH, NH, and CN production, both the area under the curve at 
breakout and the total ‘volume’ under the feature in the 3-D plot was calculated. The ‘volume’ is 
essentially the sum of the area calculation across all times. Both the area and volume yielded 
similar trends across all the data, so simply assessing the area under the molecular feature of 
interest at breakout should provide reasonable values for comparison.  
 
Table 3.1: Selected wavelength regions for data processing of each molecular feature 
Molecular Feature OH NH CN 
Wavelength Region [nm] 306.4 - 310.4 333.3 - 339.5 349 - 362 
 
Lastly, atomic line heights for Cu I at 324.754 nm and 327.396 nm and Ca II at 315.89 nm and 
317.93 nm were evaluated. Here, the area under the curve of each peak was recorded at the frame 








Another relevant diagnostic for explosives is the peak overpressure from the incident shock. 
Quantities such as peak pressure, time of arrival (TOA), and positive phase impulse are 
compared for varying ambient pressures, explosive types, and ambient compositions. Typically, 
when processing pressure data from a shock, a fit using the Friedlander equation is implemented 
to model the shape of the blast pressure over time. This works marvelously for charges detonated 
at 1 atm, however, the resultant pressure profile of charges detonated at 0.1 atm do not quite 
resemble a Friedlander curve, as shown in Figure 3.6.  
  
(a) (b) 
Figure 3.6:  RDX pressure profile in 1 atm (a) versus 0.1 atm (b)  
The modified Friedlander equation is shown below, where P(t) represents the time dependent 
pressure, Ps is the peak overpressure of the blast, t is time, t* is the time at which the pressure 
crosses the x-axis as it enters the negative phase, and α is the modified Friedlander coefficient. 





Using this equation, a least squares regression was applied to the data to determine the value for 
α to provide the best fit. Since Ps and t* were known from the data, α was the only unknown. 
Both α and a magnitude scaling factor were varied until an optimum fit was achieved. From here, 
the impulse was calculated by taking the area underneath the Friedlander fit. Peak pressure was 
reported as the highest pressure value immediately following the pressure rise. The TOA was 
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defined as the instance in time where the pressure probe first begins to see signal. From the plot, 
this corresponds to the base of the peak.  
 
For 0.1 atm cases, the peak pressure and TOA were determined in a manner similar to the 1 atm 
cases. However, as mentioned previously, the 0.1 atm cases do not match a Friedlander fit very 
closely. To test the accuracy of the Friedlander approximation, the area underneath the raw data 
and the fit was calculated for a few test cases. The Friedlander approximation matched the raw 
data impulse calculation within 3%. As a result, this approximation is still acceptable for 
calculating the impulse of the blast. 
 
Since 100g charges were used at 0.1 atm and 50g charges were used for 1 atm, a correction to the 
1 atm cases has been applied. According to Weibull’s formula, peak over pressure scales with 
mass to the power of 0.72. Therefore, to account for the reduced mass of the 50g charge, a factor 
of 1.647 (20.72) was applied to the peak pressure and impulse in these cases.  As for the NM/AP 
charge, only 40% by mass of the 100g charge was the fuel, nitromethane. In order to scale this 
up to 100g, a factor of 1.934 (2.50.72) was applied to compare peak pressure and impulse. 
 
3.4 Conductivity 
To determine the electrical conductivity from the measure signal shown below in Figure 3.7, the 
probe must first be calibrated. To calibrate the probe, a series of resistors ranging from 10-8.1 
MΩ were used to ‘short’ the gap, and their respective measured voltages were recorded. This 




Figure 3.7: Raw electrical conductivity data for 100g NM/AP charge at 0.1 atm in air 
 
Figure 3.8: Voltage to resistance mapping for conductivity probe 
To apply this conversion chart to the data, a series of fitted lines were added to interpolate 
between the data points to generate a smooth fit. However, prior to performing any fitting, the 
resistance values had to be converted to a logarithmic scale. Following this, a piece-wise 4th and 







Figure 3.9: Piece-wise polynomial fits to map voltage to resistance 
Once the fit was generated, the logarithmic resistance of the gap could then be computed by 
applying the fit. Following this, the logarithmic resistance value was converted back to linear, 
completing the voltage to resistance conversion. Next, this resistance value can be converted to 





where ‘𝜎’ is the conductivity in Siemens/meter, ‘d’ is the distance between the two plates in 
meters, ‘A’ is the area of each copper plate in meters2, and ‘R’ is the resistance of the gas in 
ohms. With a known gap distance of 2.79 mm and an area of 31.67 mm2, the conductivity of the 
gas for each case can be readily calculated, as shown in Figure 3.10. 
 































CHAPTER 4: RESULTS AND DISCUSSION 
4.1 Visible Spectra 
For visible spectra, both overall intensity and temperature were calculated and compared across 
each case to compare pressure, ambient composition, and explosive type trends.  
4.1.1 Pressure Dependent Trends 
There are a few clear distinctions between 0.1 atm and 1 atm environment cases. For reduced 
atmosphere cases, the temperature is significantly higher with the differences reaching as high as 
1,200 K, as shown in Figure 4.1. In addition, the 1 atm cases become optically thick within 100-
150 µs, thus making the data too noisy to resemble a Planckian distribution. However, the 0.1 
atm cases do not become optically thick in this time, likely due to the decrease in density. As a 
result, the light from the reflected shock can be seen around 120-160 µs, appearing as a second 
rise in temperature.  
  
 
Figure 4.1: Temperature vs. time plots of varying atmospheric pressure for RDX (upper left), 




To explore this second rise in temperature, the intensity at each frame was integrated and plotted 
with respect to time for each case, as shown in Figure 4.2. The 1 atm cases produced far more 
light in the very first frame, 0-16 µs, than the 0.1 atm cases. However, the emitted light from the 
1 atm charges quickly drops off, with little to no increase later on. However, each explosive at 
0.1 atm exhibited an increase in the light intensity after about 150-200 µs from the reflected 
shock. The presence of this spike is, again, likely due to the lower optical depth in the reduced 
atmosphere case. It is also worth noting that after time, the light emission from the 1 atm case 
drops almost to zero, while the 0.1 atm case continues to emit for longer durations. This is 
potentially due to decreased absorption in the reduced atmosphere case, as less gas is present to 
absorb fireball emissions. 
  
 
Figure 4.2: Integrated intensity vs. time plots comparing pressure effects for RDX (upper left), 
Comp B (upper right), and HMX (bottom center) 
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To study these ambient pressure dependent variations in intensity, the spectra for three early 
times were overlaid for an RDX case, as shown in Figure 4.3. With the exception of the sodium 
D doublet, the 1 atm case is primarily continuum in shape. However, the 0.1 atm case produces 
far more spectral features. Moreover, the sodium D doublet is much higher in intensity for the 
0.1 atm case. These features account for the higher integrated intensities observed for the 
reduced atmosphere case.  
 




4.1.2 Explosive Type Dependent Trends 
Next, the temperature and intensity was evaluated across each explosive. Figure 4.4 presents 
temperature with respect to time for each explosive. RDX appears to burn the hottest in each 
case, followed by Tritonal, Comp B, and HMX. Tritonal emitted at a higher temperature than 
TNT, likely due to the energetic content of the added aluminum powder. TNT burned cooler than 
the other explosives possibly due to the limited amount of oxygen in both the 0.1 atm air and 
nitrogen cases. Since TNT has the most negative oxygen balance, the combustion process was 
likely limited by the lack of oxygen present in the surroundings. Since RDX and HMX have the 
least negative oxygen balance, these were able to emit at higher temperatures when ambient 
oxygen concentrations were lower. Regarding the NM/AP mixture, the temperature could only 
be resolved at t = 16 µs. This was due to the fact that at other times, the explosion emitted little 
light, yielding poor signal-to-noise ratios.  
  
  
Figure 4.4: Temperature vs. time plots across each explosive for: 0.1 atm air (upper left), 0.1 





Figure 4.5: Integrated intensity for 100g charges at 0.1 atm in (a) air (b) nitrogen 
 
Integrated intensity under the curve at each time is presented in Figure 4.5. For the air case, the 
explosives with the most negative oxygen balance (TNT, Tritonal, then Comp B) produced the 
most light as they yield the greatest amount of carbon. While TNT should produce more carbon 
than Tritonal due to TNT’s lower oxygen balance, the aluminum present in Tritonal produces a 
great deal of light, hence the higher emission. Both RDX and HMX produce far less light due to 
their higher oxygen balance. Lastly, the NM/AP charge produced almost no light in the 
explosion. This was likely due to the lack of soot, as the NM/AP mixture had a near zero oxygen 
balance. 
 
As for the nitrogen cases, the fireball light intensity matches fairly closely between each 
explosive type. This effect is expected, as the surrounding atmosphere is oxygen deficient. As a 
result, each explosive will produce significant carbon in the fuel rich environment. This will, in 




4.1.3 Ambient Composition Dependent Trends 
There were a few obvious temperature and intensity trends that appeared when comparing air to 
nitrogen atmospheres. Intuitively, the temperature for explosives in an air environment should 
exceed those measured from explosives in the nitrogen environment, as verified in Figure 4.6. As 
mentioned previously, this effect is due to the availability of oxygen in the ambient. Since this 
figure compares ambient pressures at 0.1 atm instead of 1 atm, this temperature difference due to 





Figure 4.6: Temperature vs. time plots comparing air and nitrogen at 0.1 atm for: (a) RDX, (b) 
Comp B, (c) HMX, (d) and TNT 
Counter intuitively, this difference in temperature appeared to be significant in cases such as 
RDX and HMX and less pronounced in cases such as Comp B and TNT in the region between 
the first and second peak. This may be due to absorption of the emission in the detonation 
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products. Since TNT and Comp B produce more carbon products, this thicker cloud could block 
some of the emission, thus lowering the expected temperature. The source of this issue may also 
stem from uncertainties in the Planck fitting process. However, the expected trend for higher 
temperatures in air was, in part, suggested by tests performed at 1 atm, as shown in Figure 4.7. 
Here, temperature for the nitrogen cases exceed that of air for the first 30 µs. However, after this 
time, the temperatures for charges detonated in air generally begin to rise above those for 
nitrogen. The nitrogen case temperature increase at early times is not well understood, as the air 





Figure 4.7: Temperature vs. time plots comparing air and nitrogen at 1 atm for: (a) RDX, (b) 




On the other hand, comparing the integrated intensity between an air and nitrogen environment 
shows some intriguing features. For the most part, both air and nitrogen produced similar 
amounts of light at 0.1 atm. This result is seen in Figure 4.8. Generally, the nitrogen environment 
produced less light at earlier time and slightly more light at later times. The main exception to 











Figure 4.8: Integrated intensity plots comparing air and nitrogen at 0.1 atm for: (a) RDX (b) 
Comp B (c) HMX (d) and TNT  
 
The discrepancy for high emissions between air and nitrogen cases can be explained from the 
signature of the breakout spectra, shown in Figure 4.9. Here, a variety of unique features are 
present during the first frame of the explosion. RDX happens to emit heavily when detonating in 
a nitrogen-purged environment, with only a few lines present in air. On the other hand, Comp B 
and TNT emit a plethora of interesting features in the air case but exhibit mostly continuum 
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features when detonating in a nitrogen environment. Lastly, HMX appears mostly similar in both 










Figure 4.9: Breakout spectra comparing air and nitrogen at 0.1 atm for: (a) RDX, (b) Comp B, 
(c) HMX, (d) TNT  
There are a number of factors that could affect the overlaid breakout spectral features presented 
in Figure 4.8. There is likely some significant averaging affect, as the camera is capturing each 
frame with an exposure and period of 16 µs. Since the temperature is dropping by 7,000-8,000 K 
in this frame, the emission intensity can change dramatically. As a result, features that may only 
appear for a fraction of a microsecond will be diminished due to the large averaging time. 
Shorter exposures and periods should be implemented if one wishes to explore these spectral 
features more comprehensively.  
46 
 
4.1.4 Shock Wave Reflection 
The occurrence of a second rise in signal intensity and temperature, as seen in Figures 4.2 and 
4.10, require some investigation.  
 
Figure 4.10: Integrated intensity for 100g Tritonal charge at 0.1 atm in air 
The probable cause for this is an interaction between the reflected shock and the fireball, as 
shown in Figure 4.11. Here, upper and lower bounds for the shock wave velocity are given by 
the C-J velocity of the explosive and the ambient speed of sound, respectively. As time goes on, 
the wave slows down and the shock wave begins to separate from the fireball. Eventually, the 
shock wave will collide with both the chamber wall and floor, thus inducing a reflected shock. 
Once this reflected shock reaches the expanding fireball, it re-excites molecules in the fireball, 









Figure 4.11: x-t diagram showing shock wave and fireball interactions during a reflection 
The next step is to deduce whether reflections from the chamber floor or wall are responsible for 
this observed rise in temperature and intensity. Dimensions of the chamber relative to the charge 
surface are shown in Figure 4.12, where the distances from the charge surface to the floor and 
wall are given by 7.25” and 19.25”, respectively.  
 
Figure 4.12: Chamber dimensions relative to the charge surface 
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To approximate the time at which the reflected shock interacts with the incident fireball, the 
velocities of the shock wave and fireball must be known. Unfortunately, the fireball growth 
measurements performed in this study are only valid for 1 atm cases, as 0.1 atm explosions 
yielded faster fireball growth. In addition, the reflected shock phenomenon is only observed in 
0.1 atm cases, as the 1 atm cases were likely too optically thick. As a result, the shock and 
fireball velocities must be approximated for the 0.1 atm cases by using the time of arrival for 
both the pressure probe and inner photodiode.  
 
The case of a 100g Tritonal spherical charge at 0.1 atm in air was selected for comparison. Here, 
the time of arrival for the pressure came out to roughly 121 µs. Since the shock wave traveled 
15” in this time, the average velocity of the shock wave in this range was 3.149 km/s. As for the 
photodiode, the peak intensity of the fireball corresponded to a time of 134.9 µs. This resulted in 
an average fireball velocity of 2.824 km/s over the 15” span. By assuming a constant velocity, 
the position of the fireball and shock wave front were extrapolated as a function of time, as 
shown in Figure 4.13. 
  
(a) (b) 
Figure 4.13: Reflected shock timings for the (a) ground (b) wall using a constant velocity 
approximation 
Here, the approximate reshock times corresponding to a reflected shock from the ground and 
wall are found to be 62 µs and 164 µs, respectively. One would expect that effects from the 
ground reflection would dominate those from the wall, as it occurs earlier when velocities are 
higher. However, from Figure 4.10, it can be seen that this second rise in intensity begins 
somewhere between 160 and 176 µs, and is in good agreement with the expected wall reflection 
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timing. This may be due to a number of factors. Assuming that the second rise in temperature 
and intensity is due to the wall reflection, the effect of the ground reflection may manifest itself 
in the signal by generally increasing the emission intensity immediately following the initial 
peak. However, one would expect a sharp rise in intensity at these early times, and one is not 
observed here. 
 
The second factor may owe to the approximation of average velocity. In reality, the shock wave 
and fireball velocity are constantly decreasing following breakout. As a result, the actual reshock 
time would occur later than the constant velocity approximation predicts. However, it should be 
noted that the distance between the ground and the charge is only 7.25”. This is much shorter 
than the 15” spacing between the probes and the charge surface over which the average velocity 
was calculated. If the average velocity was calculated over the 7.25” region, it would be much 
higher, thus predicting an earlier reshock time. With this in mind, the reflection from the wall is 
the likely source of this observed additional rise in temperature and intensity.  
 
4.2 UV Spectra 
A number of features in the 300-400 nm wavelength region were of interest. Most notably, 
molecular and atomic features such as CN, NH, OH, Cu I, and Ca II were present in every case. 
Since the emission amplitude varies between shots due to timing jitter, the ratios of molecular 
feature area were compared instead.  
 
4.2.1 Pressure Dependent Trends 
Figure 4.14 shows the ratio of CN to NH across each explosive for various ambient pressures. It 
appears that higher amounts of NH are present for 1 atm, but CN production peaks around 0.1 





Figure 4.14:  CN/NH production ratio across each explosive for varying atmospheric pressure 
 
Next, the CN to OH ratio is presented in Figure 4.15. Generally, it would appear that more 
oxygen negative explosives, such as Comp B and TNT, produce greater ratios of CN/OH. This is 
likely due to the fact that these explosives have far less hydrogen available in the explosive, as 
shown in Table 4.1.  
 


















































Table 4.1:  C, H, N, and O mole fractions for each explosive 
 Comp B HMX RDX TNT 
Composition C4.6H5.6N4.8O6	 C4H8N8O8	 C3H6N6O6	 C7H5N3O6	
C Mole Fraction 0.219 0.143 0.143 0.333 
H Mole Fraction 0.346 0.4 0.4 0.278 
N Mole Fraction 0.229 0.286 0.286 0.143 
O Mole Fraction 0.206 0.171 0.171 0.246 
 
Figure 4.16 shows the ratio of NH to OH across each explosive type. Curiously, NH production 
exceeds that of OH for ambient pressure. However, for detonations in a reduced atmosphere, the 
ratio of NH to OH actually decreases. This effect is especially pronounced in Comp B and RDX.  
 
Figure 4.16:  NH/OH production ratio across each explosive for varying atmospheric pressure 
 
Next, Figure 4.17 shows the ratio of CN to Cu atomic emission lines. Here, no clear pressure or 



















Figure 4.17:  CN/Cu production ratio across each explosive for varying atmospheric pressure 
 
Lastly, the ratio of CN to Ca atomic line emission is shown in Figure 4.18. Once more, no clear 
trend is present for Ca atomic line emission with respect to CN production. 
 
Figure 4.18:  CN/Ca production ratio across each explosive for varying atmospheric pressure 
 
4.2.2 Ambient Composition Dependent Trends 
Next, the ratio of each feature was compared for charges detonated in air and nitrogen purged 
environments. Figure 4.19 depicts the CN to NH ratio for explosives detonated in air and 





































Figure 4.19:  CN/NH production ratio across each explosive for varying atmospheric 
composition 
A similar trend for CN to OH ratios is presented in Figure 4.20. Here, an oxygen and hydrogen 
deficient environment will reduce the production of OH. With an environment consisting of nly 
nitrogen, CN production would also increase. The combination of these two effects likely 
explain the expected increase in the CN/OH ratio for nitrogen purged systems.  
 
Figure 4.20:  CN/OH production ratio across each explosive for varying atmospheric 
composition 
Figure 4.21 shows the NH to OH production ratio. It appears that the NH/OH ratio increases for 
RDX in nitrogen, but decreases for HMX. The NH/OH ratio of Comp B and TNT appear to have 








































Figure 4.21:  NH/OH production ratio across each explosive for varying atmospheric 
composition 
Next, the CN to Cu atomic line emission is shown in Figure 4.22. Here, the ratio for Comp B and 
HMX increases, whereas TNT decreases.  
 
Figure 4.22:  CN/Cu production ratio across each explosive for varying atmospheric 
composition 
The CN to Ca atomic line emission is shown in Figure 4.23. Once again, no clear ambient 














































Figure 4.24:  Variations in UV molecular feature ratios for 50g HMX at 1 atm in air 
Lastly, the variation of molecular feature ratios between two shots is shown in Figure 4.24. Here, 
it can be seen that some ratios, such as CN to OH and NH to OH, can vary substantially between 
tests. With this in mind, additional repeat tests should be conducted before making any concrete 





































4.3 Pressure Effects 
 
4.3.1 Pressure Dependent Trends 
From Figure 4.25, a number of trends are apparent from varying the ambient pressure. First of 
all, the TOA for 1 atm environments roughly doubled that for the 0.1 atm case. This indicates 
that the shock wave travels nearly twice as fast in an atmosphere of one tenth the pressure. This 
effect is expected. As suggested by Equation 6, 0.1 atm cases should arrive roughly 40% faster 
than 1 atm in accordance with Sachs’ scaling relations.   
 
In addition, the impulse for charges detonated in 1 atm environments was roughly a factor of 10 
higher than that of 0.1 atm cases. Moreover, peak pressures for 1 atm cases were roughly double 
that of their 0.1 atm counterparts. This effect also agrees with Sachs’ scaling relations, as the 
peak pressure scales with the ambient pressure as 𝑃!
! . Since the scaling factor of 0.1!  comes 
out to 0.464, the peak pressure for 0.1 atm cases should equal roughly half of those observed for 
1 atm cases.  
 
 





























Figure 4.25 (cont.) 
4.3.2 Explosive Type Dependent Trends 
Variations in peak overpressure and impulse are presented in Figure 4.26 for 0.1 and 1 atm cases. 
In terms of peak overpressure, HMX appears to produce the highest pressures, with TNT and 
NM/AP producing the least. With regards to impulse, Tritonal and NM/AP appear to yield the 























































Figure 4.26:  Impulse and peak pressure comparisons for 100g charges of various explosives at 
(a) 0.1 atm (b) 1 atm 
 
 
4.3.3 Ambient Composition Dependent Trends 
Results comparing air and nitrogen cases for 0.1 atm and 1 atm are presented in Figure 4.27. 
Since trends from the 0.1 atm cases were difficult to discern due to the irregular temporal shape 
of the pressure wave, 1 atm cases were additionally evaluated to confirm observed trends. For 



























































































those in nitrogen. Exceptions exist for the RDX case at 1 atm. This may be due to probe 
misalignment in the RDX air, 1 atm case which could result in lower than expected pressures.  
 
Additionally, impulse is consistently higher for air cases, as oxygen is present in the 
surroundings to drive the combustion process.  
 
Lastly, the time of arrival is almost always earlier in the nitrogen cases. This effect can be 
explained by the dependence of the speed of sound on ambient composition, as shown by 
equation (1). Since the gas constant for dry air, Rair, is 287.05 J kg-1 K-1 and the gas constant for 












287.06 = 1.017 
(10) 
From equation (10), the speed of sound for a nitrogen environment comes out to roughly 1.7% 
higher than that of air. This does not completely explain the early arrival times, as the data 
suggests that the TOA for nitrogen cases is roughly 9% earlier than the air cases. This could be 
due to slight variations in probe spacing from the charge between tests, as well as effects from 









Figure 4.27:  Ambient composition pressure comparison of 100g charges for (a) 0.1 atm and (b) 
















































































































































4.4 Electrical Conductivity 
Next, the electrical conductivity of the detonation products was compared for each explosive, 
atmospheric composition, and ambient pressure. It should be noted that the extent to which 
ionization of the gas contributes to this increased electrical conductivity remains uncertain. 
Furthermore, solid particulates in the detonation products, such as carbon, will contribute to 
higher electrical conductivities. Therefore, the resultant conductivity should be treated as an 
‘effective’ electrical conductivity of the detonation product mixture. 
 
4.4.1 Pressure Dependent Trends 
From Figure 4.28, it is clear that the ambient pressure plays a significant role in electrical  
  
 
Figure 4.28:  Pressure dependence of electrical conductivity for (upper left) RDX (upper right) 
Comp B & (bottom) HMX  
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conductivity of the detonation products. Across the board, the 0.1 atm case yielded gas 
conductivities that were two orders of magnitude larger than those at 1 atm. This is likely due to 
the fact that at these low pressures and high temperatures, the gas particles are weakly ionized. 
Since there are available charge carriers, the resistance of the gap drops significantly. 
 
4.4.2 Explosive Type Dependent Trends 
A comparison of each explosive at 0.1 atm in air for 100g charges is presented in Figure 4.29. 
Please note that the NM/AP charge is only 40% nitromethane (fuel), so the resultant conductivity 
is lower than for a case with 100g of nitromethane. In almost every case, the peak conductivity is 
achieved 30-40 µs after the initial blast arrives. However, there are some minor uncertainties in 
the timing, as the parallel plates have diameter of 0.5”.  
 
Figure 4.29:  Comparison of each explosive type for 100g charges at 0.1 atm in air 
Regarding peak values, the TNT charge dominated all others, as shown in Table 4.2. The cause 
of this is not entirely certain. There are likely competing effects from solid carbon content, 
ionization, increased temperatures, and species concentration which could affect the electrical 
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conductivity. Since the time of arrival to the conductivity probe was roughly 100 µs for each 
explosive, one can refer back to the temperature plots provided from the visible spectra 
calculations to determine the respective temperature of each explosive at this time. Around this 
time, Tritonal, TNT, and Comp B were each between 2,800-3,000 K, whereas RDX and HMX 
were near 4,200 K and 3,600 K, respectively. As a result, one should expect higher thermal 
ionization from HMX and RDX due to these increased temperatures. However, TNT and 
Tritonal have much higher carbon content present in the detonation products than either HMX or 
RDX in these circumstances. This increased carbon content could, in turn, explain the observed 
increase in electrical conductivity. This suggests that solid particulates in the gas phase play a 
significant role in determining the conductivity of the gas, which agrees with findings from 
Satonkina1. 
 
Table 4.2: Peak conductivity values across explosive types for 100g charges at 0.1 atm in air 
Explosive Type TNT Tritonal HMX RDX Comp B NM/AP 
Peak Conductivity [S/m] 0.06375 0.03153 0.02231 0.01885 0.01718 0.00831 
 
Lastly, there may be some discrepancies due to the shape of the peak. While the peak is fairly 
well resolved in cases such as HMX, TNT, and NM/AP, the remaining charge types experience 
some moderate undulation. These undulations may be the result of some shock reflection within 
the probe, which could in turn affect the true, expected peak value. 
 
4.4.3 Ambient Composition Dependent Trends 
There were no clear trends for charges detonated in air versus nitrogen, as shown in Figure 4.30. 
In many cases, the nitrogen atmosphere yielded slightly longer durations of increased 
conductivity, although, even this is not clear. Peak values were similar between both air and 
nitrogen, with some higher for air and lower for other cases. Additional repeat tests would be 








Figure 4.30:  Ambient composition dependence of electrical conductivity for (a) RDX (b) Comp 







4.5 Magnetic-field Generation 
A magnetic field is developed in the explosive fireball due to the presence of ionized particles 
from elevated temperatures. Similar to the electrical conductivity, elevated magnetic fields exist 
behind the shock front with the detonation products. A number of factors can influence the 
magnitude of these fields, including pressure, explosive type, and ambient composition. 
4.5.1 Pressure Dependent Trends 
First, the effects of ambient pressure on resultant magnetic fields are explored. Intuitively, one 
expects that for reduced ambient pressures, a higher percentage of particles will ionize at 
elevated temperatures. This, in turn, will produce a greater magnetic field when in motion. This 
intuition is confirmed in Figure 4.31.  
  
 




Here, for cases with lower atmospheric pressure, the change in magnetic field is more 
pronounced. However, the shape of the induced magnetic field is not consistent between tests 
and can vary substantially. At present, these variations in shape are not well understood, as the 
current plots only depict changes in magnetic field and not the absolute value of the magnetic 
field itself. Additional calibration and processing is required to quantify these values in terms of 
magnetic field strength as a function of time.  
 
4.5.2 Explosive Type Dependent Trends 
Next, maximum variations in the magnetic field strength are compared across each explosive for 
100g charges at 0.1 atm in air and nitrogen, as shown in Figures 4.32 and 4.33, respectively. This 
graph presents the voltage difference between the base and the peak of the B-field signal for each 
explosive. Here, RDX exhibits the greatest change in the magnetic field. This likely is due to the 
fact that RDX burned the hottest of each explosive and therefore ionizes more of the detonation 
products. Per the temperature calculations, TNT should have the lowest B-field due to TNT 
having the lowest measured temperature. However, to make more qualitative assessments, the 
data from the B-field probe should be integrated and calibrated to show magnetic field strength, 
as opposed to change in magnetic field strength. 
 





















Figure 4.33:  Magnetic field peak height for 100g explosives at 0.1 atm in nitrogen 
 
4.5.3 Ambient Composition Dependent Trends 
Lastly, the effect of ambient composition on the generated B-field was evaluated, as presented in 
Figure 4.34. The data suggests that nitrogen cases produce slightly larger and more pronounced 
changes in B-field. From an ionization point of view, this is counter-intuitive, as a lack of 
oxygen would produce lower temperatures and a lower degree of ionization. However, time of 
arrival data from the pressure probes indicated that charges detonated in nitrogen traveled faster 
than those in air. The faster the ionized particles move, the greater the magnitude of the produced 
magnetic field. As a result, a higher signal could be present, even for cases with a lower degree 
of ionization. However, this discrepancy may also be due to issues related to the B-field probe 























Figure 4.34:  Magnetic field profile variations with ambient composition at 0.1 atm for (a) RDX 





4.6 Timing Comparison 
In addition to evaluating each diagnostic amongst themselves, it is also of interest to study how 
the time of arrival of each diagnostic relates to one another. Following a detonation, the shock 
front propagates forward with detonation products following immediately behind. As far as 
relative timing goes, one would expect the pressure from the blast to register first, followed by a 
rise in magnetic field and electrical conductivity from the detonation products. The expected 
effect is presented in Figure 4.35. 
 
Figure 4.35: Relative time of arrival for B-field, conductivity, pressure, and emitted light from an 
explosive fireball. Presented plot is for HMX 100g at 0.1 atm in air 
Here, the pressure from the shock wave arrives about 10 µs earlier than the magnetic field, 
conductivity, and fireball, where the timing of the fireball is given by the photodiode. The TOA 
for the magnetic field, electrical conductivity, and fireball all closely align, suggesting that these 
phenomena arise due to the detonation products immediately following the shock. This timing 






Figure 4.36: Timing comparison for later tests 
Oddly enough, the expected scenario discussed here was only observed in a handful of tests. 
Generally, the opposite timing was observed. From Figures 4.37, 4.38, and 4.39, the pressure rise 
seemed to arrive roughly 10-20 µs after the conductivity and magnetic field. In most cases, the 
conductivity and magnetic field arrived at the same, indicating that these are likely coupled with 
similar phenomena in the detonation products.  
 















































Figure 4.38: Timing comparison for explosives at 0.1 atm in nitrogen 
 
Figure 4.39: Timing comparison for explosives at 1 atm in air 
 
This discrepancy in timing has a few potential sources. The first source stems from the method in 
which the charge is held. Since it is hung from the ceiling of the chamber and roughly aligned 
with an alignment LED exiting the UV-Vis spectrometer, there is a chance it may sway towards 
the B-field and conductivity probes on one side of the chamber and away from the pressure 













































could account for this change in timings. The data presented in Figure 4.35 was for four cases in 
which the distance between the probe and charge was very carefully measured. Lastly, the 
conductivity and magnetic field probe sensors have a non-zero area. Since the uniform distance 
of 16” was selected from the center of the charge to the center of the conductivity probe’s 
parallel plates of diameter 0.5”, the detonation products will begin to short the gap before full 
passing through the center of the gap. This can result in measurements beginning roughly 4 µs 
early. 
 
4.7 Residue Collection 
Residue was collected for a majority of the tests via the fragment collector. Some obvious trends 
appeared between shots of varying composition, ambient composition, and pressure. Regarding 
explosive type, one would expect a higher quantity of sooty products, in this case, carbon, for 
explosives with a negative oxygen balance. TNT, Tritonal, and Comp B each produced a fair 
amount of carbon whereas RDX, HMX, and NM/AP were far less sooty. This owes to the fact 
that explosives such as TNT are especially oxygen deficient. These explosives depend on oxygen 
present in the ambient air to react with to further convert carbon into CO, and eventually, CO2. 
 
Regarding variations in the atmospheric composition, charges detonated in a nitrogen purged 
environment produced far more carbon than those detonated in air. This is intuitive, as there are 
only trace amounts of oxygen for the carbon to react with to form CO or CO2. Since explosives 
such as TNT and Comp B are heavily oxygen deficient, they rely on oxygen present in the 
ambient to react with. As a result of this oxygen deficient atmosphere, mostly carbon soot forms. 
Lastly, charges detonated at a reduced pressure of 0.1 atm produced more soot than those at 1 
atm. This again owes to the fact that there is less oxygen available in the ambient to react with 
the detonation products, yielding less complete combustion.   
 
The samples jars containing residue from each shot were distributed to Oakridge and Sandia 






4.8 Antenna Data 
In large part, the antenna data was sent to Sandia National Laboratories for data processing and 
frequency analysis. Some basic tests were conducted to evaluate how the voltage pulse, voltage 
pulse + detonator, and voltage pulse + detonator + explosive charge respond. This should allow 
researchers to isolate the signature emitting from just the explosive. In Figure 4.40, a very basic 
fast-Fourier transform (FFT) analysis was conducted to assess measured frequencies for a pulse, 
a detonator, and an actual charge. It should be noted that much more in-depth processing is 
required to retrieve meaningful data and that no such instruction is offered here.  
   
(a) (b) (c) 
Figure 4.40: FFT response for (a) exploding bridge wire pre-test (b) detonator (c) 50g N5 shot 
 
Figure 4.41 presents the frequency response from each antenna for the case of 50g charge of 
Comp B at 1 atm in air. A number of repeated frequencies appeared across each antenna, such as 
4.76 MHz, 7.72 MHz, and 11.5 MHz. However, the frequency response of the explosive is 
heavily time dependent. As a result, a more sophisticated frequency analysis is required to 
discern useful trends and frequencies. The presented case is included solely for the purpose of 














4.9 Fireball Radius  
Additional tests were conducted in a larger chamber to evaluate the fireball radius growth as a 
function of time. Images of the breakout are shown in Figure 4.42, where each frame is spaced 
roughly 64 µs apart. Due to the relatively slow sampling rate, the actual time of the initial 
breakout within the 64 µs frame is unknown. As a result, the measured fireball radius will have 
some degree of uncertainty due to the sampling rate. 
 
     
     
Figure 4.42: Breakout images for 50g (upper) and 100g (lower) HMX spherical charges 
 
Figure 4.43 shows the fireball radius as a function of time from the initial breakout. Within the 
first few tens of microseconds, the fireball growth appears fairly linear. However, following this, 
the fireball begins to slow down as it expands. The difference in the 100g and 50g charge is 
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CHAPTER 5: CONCLUSIONS AND RECOMMENDATIONS 
5.1 Summary and Conclusions 
Seventy-seven tests were conducted to assess the effects of varied ambient pressure and 
composition on a variety of electrical and optical explosive characteristics. Such characteristics 
included peak overpressure, blast impulse, electrical conductivity, magnetic field strength, 
temperature, relative species production from UV-Vis spectra, residue, RF signals, and relative 
times of arrival between each diagnostic. Pressures of 1 atm, 0.1 atm, and occasionally 0.01 atm 
were employed to observe pressure dependent variations across each diagnostic. Additionally, 
the ambient composition was varied between typical conditions (air) and an inert environment 
(nitrogen) to further evaluate resultant effects on each characteristic. Explosive charges of 
interest included TNT, Comp B, RDX, and HMX, with additional cases of Tritonal and NM/AP 
for comparison.   
 
Reducing the ambient pressure to 0.1 atm appeared to increase the temperatures measured from 
the visible spectra. In addition, these reduced atmosphere tests made it possible to observe a 
second rise in temperature due to the reflected shock in the chamber. The integrated intensity 
measurements also showed that charges detonated in reduced atmospheres emitted more light 
than those detonated at 1 atm. The emission data also confirmed that greater quantities of light 
were emitted for explosives with a more negative oxygen balance, as these produce greater 
amounts of carbon that emit substantially. This effect was also supported by data that showed 
similar light emission intensities for charges detonated in a nitrogen purged environment, as each 
charge here will be oxygen deficient and thus, produce more carbon. As expected, charges 
detonated in air generally burned hotter than nitrogen. However, there were no clear temperature 
trends comparing air and nitrogen purged environments when at 0.1 atm. Regarding explosive 
type temperature dependence, RDX and Tritonal burned the hottest, followed by Comp B and 
HMX. TNT and NM/AP burned at the lowest temperature.  
 
Spectra collected from the UV suggest that CN to NH ratios increase for reduced ambient 
pressure while CN to OH and NH to OH ratios tend to decrease. No clear pressure dependent 
trends appeared for CN to either Cu or Ca atomic emission. When switching to a nitrogen purged 
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environment, the CN to NH and CN to OH ratios increased across all explosive types. Trends for 
the NH to OH ratio for nitrogen versus air atmospheres remains uncertain. The same goes for 
ratios of CN to Cu and Ca atomic emission in regards to nitrogen versus air environments. 
Repeating additional, consistent tests of each case should be performed prior to making any 
definitive assessment on the trends suggested here. 
 
From the pressure data, the TOA for 1 atm cases was shown to double that of 0.1 atm cases, 
indicating that the shock wave travels roughly twice as fast at 0.1 atm. Furthermore, the TOA 
was similar for charges detonated in nitrogen and air. Blast impulse for 0.1 atm cases were a 
factor of 10 less than those at 1 atm, whereas peak pressures for 0.1 atm cases were roughly half 
the magnitude of those detonated at 1 atm.  
 
Reducing the ambient pressure from 1 atm to 0.1 atm appeared to increase the electrical 
conductivity by approximately two orders of magnitude across each explosive type. TNT and 
Tritonal exhibited the highest conductivity when compared to all other charges. There were no 
distinct patterns in electrical conductivity for nitrogen versus air environments.   
 
The magnetic field strength vastly increased for reduced atmospheric pressure. In addition, the 
magnetic field strength appeared slightly higher for nitrogen purged environments. However, 
other patterns related to magnetic field generation were difficult to determine overall, as this 
diagnostic is not well understood at present.  
 
Relative timings show that the electrical conductivity and generated magnetic field exist in the 
same location spatially. Carefully measured tests showed that the pressure wave arrived a few 
microseconds earlier than the magnetic field, conductivity, and fireball emission. Further tests 
should be conducted with great attention to detail regarding the alignment of the charge, probes, 
and optics to ensure proper, equidistant spacing of each diagnostic. 
 
In terms of sample collection, explosives with a more negative oxygen balance, such as TNT and 
Comp B, produced far more soot (carbon). Reducing the ambient pressure of the chamber from 1 
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atm to 0.1 atm also resulted in substantially increased soot production. Lastly, purging the 
atmosphere with nitrogen served to increase soot levels dramatically.  
 
5.2 Recommendations for Future Work 
There were a number of unique spectral features that appeared at reduced atmospheric pressure 
for both TNT and Comp B in air and RDX in nitrogen. It would be interesting to explore these 
features at higher sampling rates to better resolve the rapidly changing spectra. There are many 
unknown species to identify, as the presence of features in the visible region was unexpected for 
the breakout spectra. Future studies could look into identifying these intermediate species and 
elucidating the reasons for their occurrence. Moreover, higher sampling rates in this region 
would offer an opportunity to calculate the temperature in this early time, as the temperature 
would be more stable over a 2 µs exposure as opposed to the current 16 µs exposure. 
 
It would also be of interest to better quantify the temperature and species concentration of the 
molecular features in the UV region. Perhaps higher wavelength resolution emission or 
absorption measurements could be implemented to study CN, NH, and OH more acutely. 
Additionally, temperature measurements in this UV region from either atomic emission or 
molecular feature fitting could prove useful in cross-checking temperatures calculated from the 
visible region. 
 
Additional work should be performed on assessing the magnetic field data, with some effort 
made to relate values to the electrical conductivity and temperature. At present, this data simply 
suggests that a magnetic field is present but does not provide any information as to the 
magnitude of these fields. These values should be quantified and validated in some fashion. 
 
Lastly, future work should involve developing a robust procedure for casting the explosives as 
opposed to pressing them. Explosive properties of cast explosives are superior to those of 
pressed charges and will more closely reflect what would be seen in real explosive systems. This 
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1	 N5	 50	 1	 Pressed	Sphere	 air	 UV	
2	 N5	 50	 1	 Pressed	Sphere	 air	 Imaging	
3	 N5	 50	 0.1	 Pressed	Sphere	 air	 UV	
4	 N5	 50	 0.1	 Pressed	Sphere	 air	 UV	
5	 N5	 50	 0.01	 Pressed	Sphere	 air	 UV	
6	 N5	 50	 1	 Pressed	Sphere	 air	 UV	
7	 N5	 50	 1	 Pressed	Sphere	 air	 Imaging	
8	 A5	 50	 1	 Pressed	Sphere	 air	 UV	
9	 CompB	 50	 1	 Pressed	Sphere	 air	 UV	
10	 TNT	 100	 0.1	 Pressed	Sphere	 air	 UV	
11	 TNT	 100	 1	 Pressed	Sphere	 air	 UV	
12	 CompB	 100	 0.1	 Pressed	Sphere	 air	 UV	
13	 N5	 50	 0.1	 Pressed	Sphere	 air	 UV	
14	 N5	 50	 1	 Pressed	Sphere	 air	 UV	
15	 CompB	 100	 0.013	 Pressed	Sphere	 air	 UV	
16	 N5	 100	 0.1	 Pressed	Sphere	 air	 UV	
17	 A5	 100	 0.1	 Pressed	Sphere	 air	 UV	
18	 A5	 100	 0.01	 Pressed	Sphere	 air	 UV	
19	 CompB	 100	 0.1	 Pressed	Sphere	 N2	 UV	
20	 N5	 100	 0.1	 Pressed	Sphere	 N2	 UV	
21	 A5	 100	 0.1	 Pressed	Sphere	 N2	 UV	
22	 TNT	 100	 0.1	 Pressed	Sphere	 N2	 UV	
23	 N5	 50	 1	 Pressed	Sphere	 N2	 UV	
24	 A5	 50	 1	 Pressed	Sphere	 N2	 UV	
25	 N5	 50	 0.93	 Pressed	Sphere	 N2	 UV	
26	 N5	 100	 0.1	 Pressed	Sphere	 N2	 UV	
27	 CompB	 50	 1	 Pressed	Sphere	 air	 Visible	
28	 A5	 50	 1	 Pressed	Sphere	 air	 Imaging	
29	 CompB	 50	 1	 Pressed	Sphere	 air	 Imaging	
30	 N5	 50	 1	 Pressed	Sphere	 air	 Imaging	
31a	 N5		 100	 0.1	 Pressed	Sphere	 air	 Imaging	
31	 CompB	 100	 0.1	 Pressed	Sphere	 air	 Visible	
32	 TNT	 100	 0.1	 Pressed	Sphere	 air	 Visible	
33	 N5	 100	 0.1	 Pressed	Sphere	 air	 Visible	
34	 CompB	 100	 0.1	 Pressed	Sphere	 air	 Visible	
35	 TNT	 100	 0.1	 Pressed	Sphere	 air	 Visible	
36	 N5	 50	 1	 Pressed	Sphere	 air	 Visible	
37	 A5	 100	 0.1	 Pressed	Sphere	 air	 Visible	
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38	 A5	 100	 0.1	 Pressed	Sphere	 N2	 Visible	
39	 CompB	 100	 0.1	 Pressed	Sphere	 N2	 Visible	
40	 N5	 100	 0.1	 Pressed	Sphere	 N2	 Visible	
41	 TNT	 100	 0.1	 Pressed	Sphere	 N2	 Visible	
42	 Tritonal	 100	 0.1	 Pressed	Sphere	 air	 Visible	
43	 N5	 50	 1	 Pressed	Sphere	 air	 Visible	
44	 N5	 50	 1	 Pressed	Sphere	 air	 Visible	
45	
20/80	
Al/HMX	 50	 1	 Pressed	Sphere	 air	
Visible	
46	 N5	 50	 1	 Pressed	Sphere	 air	 Visible	
47	 N5	 50	 1	 Pressed	Sphere	 argon	 Visible	
48	
20/80	
Al/HMX	 50	 1	 Pressed	Sphere	 air	
Visible	
49	 N5	 14	 1	 Pressed	Pellet	 air	 LWIR	
50	 N5	 14	 1	 Pressed	Pellet	 air	 LWIR	
51	 N5	 14	 1	 Pressed	Pellet	 air	 LWIR	
52	 N5	 14	 1	 Pressed	Pellet	 air	 LWIR	
53	 N5	 14	 1	 Pressed	Pellet	 air	 LWIR	
54	 N5	 14	 1	 Pressed	Pellet	 air	 LWIR	
55	 N5	 14	 1	 Pressed	Pellet	 air	 LWIR	
56	 N5	 14	 1	 Pressed	Pellet	 air	 LWIR	
57	 N5	 14	 1	 Pressed	Pellet	 air	 LWIR	
58	 N5	 14	 1	 Pressed	Pellet	 air	 LWIR	
59	 CompB	 14	 1	 Pressed	Pellet	 air	 LWIR	
60	 NM/AP	 14	 1	 Liquid	 air	 LWIR	
61	 CompB	 14	 1	 Pressed	Pellet	 air	 LWIR	
62	 PETN	 14	 1	 Pressed	Pellet	 air	 LWIR	
63	 CompB	 50	 1	 Pressed	Sphere	 air	 Visible	
64	 A5	 50	 1	 Pressed	Sphere	 air	 Visible	
65	 NM/AP	 100	 0.1	 Frozen	 air	 Visible	
66	 N5		 15	 1	 Pressed	Pellet	 air	 Visible	
67	 NM/AP	 100	 0.1	 Frozen	 air	 Visible	
68	 N5		 50	 1	 Pressed	Sphere	 N2	 Visible	
69	 CompB	 50	 1	 Pressed	Sphere	 N2	 Visible	
70	 A5	 50	 1	 Pressed	Sphere	 N2	 Visible	
71	 N5		 50	 1	 Pressed	Sphere	 air	 Visible	
72	 N5		 100	 0.1	 Pressed	Sphere	 air	 Visible	
73	 CompB	 100	 0.1	 Pressed	Sphere	 air	 Visible	
74	 TNT	 100	 0.1	 Pressed	Sphere	 air	 Visible	
75	 Detasheet	 50	 1	 Ball	 air	 Imaging	
76	 N5	 50	 1	 Pressed	Sphere	 air	 Imaging	




APPENDIX C: NEWPORT QTH 6332 LAMP DATA 
Wavelength	[nm]	 Intensity	 Wavelength	[nm]	 Intensity	
250	 0.01239	 500	 4.62554	
260	 0.02021	 510	 4.99979	
270	 0.03775	 520	 5.43642	
280	 0.0602	 530	 5.82278	
290	 0.08458	 540	 6.19389	
300	 0.13507	 550	 6.62723	
310	 0.18532	 560	 7.01318	
320	 0.25426	 570	 7.41927	
330	 0.32728	 580	 7.86596	
340	 0.43219	 590	 8.19757	
350	 0.54264	 600	 8.4728	
360	 0.67504	 610	 8.86285	
370	 0.83439	 620	 9.24285	
380	 1.01534	 630	 9.57114	
390	 1.21211	 640	 9.90137	
400	 1.43177	 650	 10.21154	
410	 1.69309	 660	 10.48647	
420	 1.95028	 670	 10.81809	
430	 2.22539	 680	 11.08264	
440	 2.51296	 690	 11.26635	
450	 2.85622	 700	 11.64101	
460	 3.18875	 710	 11.77784	
470	 3.52449	 720	 11.954	
480	 3.87971	 730	 12.22927	
490	 4.28632	 	 	
 
