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CHAPTER 1. Introduction 
The class of molecules known as dendrimers has been studied extensively in recent years 
[1, 2, 3, 4, 5], with attention focused both on their synthesis and general applications. Den­
drimers can be super-assembled because of their self-similar structure; many different chemical 
"building blocks" have been considered with each resulting structure having distinctive chem­
ical and electronic properties. Their study has led to a variety of applications. Within the 
context of molecular recognition [6], applications include utilizing a large dendrimer to encap­
sulate a guest molecule, which is then released by triggering some external stimulus, e.g. light 
[7], and using dendrimer encapsulated metal nanoparticles to facilitate catalysis [8, 9, 10, 11]. 
They have been studied as molecular wires because the branching is shown to improve the 
efficiency of electron transfer [12, 13]. Of particular interest in this work is their use as light-
harvesting complexes and artificial antennae in the context of energy storage and transfer 
[14-36]. 
Dendrimers can be modeled as discrete lattices. Figure 1.1 is presented as an example 
of a z = 3, n = 4 compact dendrimer, where z denotes the number of nearest neighbors to 
any branching site (with the exception of the central trap) and n is the generation number or 
"depth" of the dendrimer. Figure 1.2 is an example of a z = 4, n = 3 compact dendrimer. 
In this work, compact and "extended" dendrimers will be studied. A compact dendrimer is 
one where each site in the lattice is a branching site, whereas an extended dendrimer has 
intermediate sites between branching sites. In extended dendrimers the branching sites are 
not nearest-neighbors to one another. Figure 1.3 is an example of a z = 3, n = 3, extended 
dendrimer. There are subtle differences in the descriptions of extended dendrimers, i.e., the 
number of intermediate sites between branching sites. Some formulations have a generation 
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dependent number of intermediate sites. In the work of Chapter 2, extended means one 
intermediate site between branching sites regardless of the generation number in question. 
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Figure 1.1 The generation n = 4 compact dendrimer with z = 3 (Nn  = 31) 
Before the term "dendrimer" became popular to describe these branched structures, the 
Cayley tree (also known as the Bethe lattice) was studied theoretically to investigate a number 
of its distinct properties. The Cayley tree is built up in a hierarchical manner by first denoting 
an origin site and then attaching z branches (and nodes) to that site, and continuing in this 
fashion such that each internal node has z branches with one branch pointing toward the origin 
site and z — 1 branches extending outward. The finite Cayley tree is terminated uniformly at 
some particular generation n and these terminal nodes have only one branch. The Cayley tree 
is acyclic, meaning it has no loops, and can be thought of as having infinite dimension because 
the number of nodes on the surface is proportional to the total number of nodes [37, 38]. 
This can be understood by noting that each additional generation added to the lattice only 
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Figure 1.2 The generation n = 3 compact dendrimer with z = 4. The 
blackened circle is the central core site. 
marginally increases its linear size but effectively doubles the number of sites. A sampling of 
earlier research includes work implementing the Ising model [39, 40, 41], the exact solution to 
the percolation threshold [37, 42], the study of first passage times for nearest-neighbor walks 
[43] and the comparison of the random walk on the Bethe lattice to various continuous and 
discrete time random walk models [38]. The following two sections will present an overview of 
some previous experimental and theoretical work with respect to dendrimers. 
1.1 Previous work 
1.1.1 Experimental 
Devadoss et al. [21] did some of the earlier experimental work specifically focused on den­
drimers. They used steady-state and time-resolved fluorescence spectroscopy to compare den­
drimers with perylene versus phenyl groups at the core. They calculated the quantum yields of 
energy migrating from the periphery to the core. For the perylene core, they report quantum 
yields up to 95%. For the phenyl core, the maximum quantum yield found was 31%. Their data 
showed some signs of optimal size effects, although they don't draw that conclusion explicitly. 
The extended dendrimer had an energy transfer rate to the core which was 100 times faster 
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Figure 1.3 The generation n = 3 extended dendrimer with z = 3. The 
blackened circle is the central core site and the gray circles are 
the sites inserted which make it an extended dendrimer. 
than the compact dendrimer of comparable size. This seems to be due to the linear extended 
7r conjugation of the extended dendrimer systems which provided an effective energy funnel to 
the core. They also showed a quantum yield of 98%. The energy transfer can't be explained 
completely by the Fôrster [44] mechanism. As one might expect, absorbance increases as gen­
eration number increases because the number of accepter sites increases, however the efficiency 
decreases, at least up to generation 7 (the highest generation for which they have data). 
Kopelman et al. [32] performed some landmark experiments where they studied compact 
and extended phenylacetylene dendrimers. They found that for compact dendrimers, the 
excitation remains quite localized even for larger sized dendrimers. They found that extended 
dendrimers show more derealization phenomena and an energetic funnel toward the core. They 
also found red shifts in the absorption spectra due in part to longer conjugated 7r systems, thus 
giving longer excitation wavelength. 
Jiang and Aida [33, 45, 46] studied the cis/trans photoisomerization of azobenzene situated 
at the core of a dendrimer. They found that in this case, the dendrimer was an efficient photon 
harvesting system. In fact, they showed that multi-photon infrared absorption was cooperating 
to photoisomerize the azobenzene. The dendrimer was shown to slow the vibrational energy 
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dissipation and thus the isomerization could take place via multiple infrared photons working 
together rather than a single, higher energy photon. 
In similar work, Jiang and Aida [22] examined dendrimer porphyrins using fluorescence 
depolarization experiments. The basic idea behind depolarization experiments is that if there 
is no movement of energy, the emission should retain its polarization. However, if the energy 
undergoes migration randomly, then the fluorescence will be depolarized. They found that the 
more branches a node had, the more depolarized the fluorescence was. The quantum energy 
yield increased from 10% to 80% when the branching went from 1 to 4 branches. When they 
excited the core directly, it did not show this depolarization implying that the depolarization 
of the energy is due to the dendrimer subunits and not the core. 
Maus et al. [29] studied polyphenylene dendrimers where they found that multiple chro-
mophores show a faster decay time and smaller fluorescence anisotropy value than single chro-
mophores. They also showed a double versus single exponential decay for multiple versus single 
chromophores. 
Kleiman and coworkers [47] used femtosecond pump-probe spectroscopy to investigate a 
dendrimer composed of a phenylacetylene backbone with a perylene trap. They showed a 
biexponential decay and results that agree qualitatively with the theory of Fôrster energy 
transfer. 
Neuwahl et al. [48] studied systems with a peripheral array of Coumarin-2, with Coumarin-
343 or hyptathiophene dye at the core. Their fluorescence decay profiles could not be character­
ized by a single exponential. It was shown that when a significant fraction of the chromophores 
are excited, only one excites the core and the rest stay towards the periphery, contributing 
to the degradation of the peripheral molecules. However, the excitation that does make it to 
the core acceptor does so quite rapidly. Energy transfer evolution was fit with biexponential 
functions satisfactorily. Comparisons were made between the theoretical energy transfer rate 
constant which arises from Fôrster energy transfer theory and the experimentally determined 
rate constant and they found excellent agreement, suggesting a Fôrster (coulomb) mechanism 
as the dominant pathway for energy transfer in these systems. 
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Melinger el. al. [30] used steady-state and time-dependent spectroscopy to study phenyl 
acetylene dendrimers which had unsymmetrical branching as opposed to the symmetric branch­
ing found in the compact and extended dendrimers described so far. Their data suggest that 
the emission originates almost entirely from the perylene trap. The unsymmetric dendrimers 
show a red shift while compact dendrimers show no shift at all. Larger dendrimers, i.e., 3 and 
4 generations, were better fit by double exponential decay curves. They also found that as the 
dendrimer size increases, non-radiative processes play an ever increasing role in the behavior 
of the system. The energy transfer quantum yields are very high for GnPer (phenylacetylene 
dendrimer with perylene at the core) up to the 4th generation. The electron transfer to the 
perylene trap occurs in less than 100 picoseconds. The unsymmetric dendrimers in question 
show a very broad absorption spectra. They also found that absorbance doubles with each 
generation. When the wavelengths of absorption were tuned properly, almost all fluorescence 
emission was obtained from the central trap and not the branches. 
Varnavski et al. [19] examined an amino-styrylbenzene dendrimer using time-resolved and 
steady-state techniques. They studied the GO and G2 dendrimers (where GO and G2 refer to 
the generation number of the dendrimers). They found that energy transfer from the branch 
to the core is almost 100%. They also found that fluorescence anisotropy is core dependant 
and not branch dependant because GO and G2 show strikingly similar behavior. The observed 
depolarization time is approximately 200 femtoseconds. A reference molecule which is a single 
branch of GO not attached to an acceptor showed a picosecond depolarization time. The GO 
evolution was fit with a biexponential and the G2 dendrimer was fit with a three exponential 
function. They observed a 7 picosecond rate of energy transfer and surmised that the core 
facilitates the extremely fast anisotropy decay. 
Lahankar and coworkers [31] studied a nitrogen centered 3-branch dendrimer and compared 
it with its linear analogue. In time-resolved fluorescence measurements they showed that the 
decay curves could be fit with a double exponential function. The reported anisotropy decay 
of the linear molecule was ~ 50 picoseconds while the decay of the 3-branched dendrimer 
was ~ 60 femtoseconds, indicating the extreme importance of the multiple branches in the 
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energy transfer. In a similar line of research, Varnavski et al. [49] studied the same nitrogen 
centered dendrimer and its linear analogue. Using ultra fast spectroscopic techniques they 
found strong interactions between the multiple branches in the dendrimer and their results 
suggested derealization characteristics of the excitation energy. 
In addition to energy transfer work, studies have been done which have looked at eosin 
encapsulated in a dendritic host [7], investigated energy transfer from a guest molecule to 
a dendritic host molecule [50], and more generally, designing and building dendrimers with 
specific functionality [14]. 
1.1.2 Theoretical 
Bar-Haim et al. [15, 16, 17, 18], were among the first to examine the dynamics of a particle 
migrating on a dendrimeric structure. They represented the dendrimer as a one-dimensional 
problem, with a trap at one terminus of a d = 1 lattice and a reflecting boundary at the 
other. They assigned a rate Ki as the outward rate (toward the periphery) and a rate K2 
as the inward rate (toward the trapping site). A system of differential equations was then 
formulated describing the dynamics of a single particle migrating on this lattice (subject to 
reflecting boundary conditions at the peripheral sites), and three classes of solutions were 
obtained depending on whether K\ > K2, K\ = K2 or K\ < K2 (corresponding to different 
biases toward and away from the central trap). Expressions were reported for the average 
walklength both from a peripheral site, as well as from intermediate sites, to the trap. 
In one of their studies, Bar-Haim et al. [16] performed some calculations on the mean first 
passage time (MFPT) on dendrimers via calculation of the survival probability of the walker 
on the dendrimer. In that work they gave the following expression for the survival probability 
where A; are the eigenvalues of the transition matrix and g is the generation number. They 
then integrated the above equation over all time to obtain the MFPT directly. (It should 
be noted that they used slightly different boundary conditions than will be reported later in 
9 
(1.1) 
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Chapters 2 and 4, but when we altered our boundary conditions to mirror theirs, their results 
were recovered.) 
In continuing influential studies, Bar-Haim et al. [15, 17] examined the influence of an en­
ergetic bias on the energy transfer in dendrimers. They found that at low temperatures, an 
energy funnel towards the center of the dendrimer provides a significant increase in reaction 
efficiency for movement of an excitation from the periphery to the center. When the tem­
perature was increased (i.e., the addition of energy into the system) the energy funnel was 
notably smaller. In fact, from their calculated results they observed a critical value for the 
external energy funnel which dictated whether there would be a bias towards or away from 
the central trap. At sufficiently high temperatures, the bias toward the center was negated 
by the significant geometrical bias toward the periphery. Specifically, for a walker starting at 
a peripheral site, they find that if the energetic bias is stronger than the geometric bias, the 
MFPT behaves linearly. If the energetic and geometric bias are equivalent (the energy is at its 
critical value) then the MFPT behaves in a quadratic fashion. If the geometric bias is stronger 
than the energetic bias, then the MFPT grows exponentially. We note that in our work this 
latter regime is found to be described by a power law; explicit analytic expressions are given 
in Chapters 2 and 4 for particular choices of boundary conditions. 
Continuing their line of research, Bar-Haim et al. [18] theoretically examined a number 
of different one dimensional finite systems, including a dendrimer which they modeled as an 
asymmetric random walk (which is valid if one does not allow for the situation of the excitation 
jumping over the central trap). In their approach they use a matrix formulation which is 
equivalent to the method we are calling the "Markov method" in this work. 
Raychaudhuri et al. [25] examined in depth the funneling in extended dendrimers. It has 
been postulated that extended dendrimers may be more efficient at light-harvesting [32]. Thus 
the authors modeled a specific class of phenylacetylene extended dendrimers using different 
types of potentials both linear potential and nonlinear. They based the nonlinear dependence 
of the exciton energy on electronic structure calculations [51]. Specifically they used time 
dependent Hartree-Fock (TDHF) calculations. They showed that the nonlinear potential can 
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be fitted to the following expression 
0.5 
M 
Where A and L are constants1, g is the size (generation number) of the dendrimer, i.e., the 
number of generations, and n is the generation in question. Thus n ranges from 0 to g. They 
find that the use of this realistic nonlinear potential gives rise to a critical size in dendrimers 
(at room temperature, around 7-9 generations). That is, dendrimers smaller than the critical 
size show enhanced efficiency of trapping of the excitation. Dendrimers of a size larger than 
the critical size show an interesting effect, viz., the most likely position of the excitation in 
this case is at some intermediate generation number. Thus, they conclude that enlarging 
dendrimers, while having the effect of increasing the number of absorption sites exponentially, 
is only a useful strategy up to a certain point. Beyond the critical size, increasing the size of 
the dendrimer will not yield an equivalent increase in trapping efficiency. 
In subsequent work, Raychaudhuri and coworkers [26], using a master equation formula­
tion, examined different regimes using linear potentials and also extended the work to include 
nonlinear and random potential. Again, they show results which corroborate the idea of a 
critical size of dendrimers, a size beyond which the improvement of light harvesting efficiency 
does not increase proportionally with the total size increase with each generation. 
Elicker and Evans [52] performed time-dependent quantum calculations to study electron 
transfer in compact and extended dendrimers. One of the key quantities in the studies was the 
participation ratio. It is a measure of how localized the wavefunction is with respect to the 
nodes of the dendrimer. The participation ratio is 1 if the wavefunction is completely localized 
and it is 1/iV if it is completely delocalized over N sites. They found that the wavefunction 
does indeed show substantial delocalization. They also found that if one considers the radius 
tn of the dendrimer, defined as the number of nodes between the center and the outermost 
layer of sites, for a given r%, extended dendrimers are more efficient than compact dendrimers 
at channeling the energy to the center. While the authors don't explicitly mention this, I 
1A = 2.90 ± 0.02(eV) and L = 0.669 ± 0.034 as reported in [25] 
<4 i + g -  (n -  1) 
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believe it can be rationalized in part on geometrical grounds if one recalls that in compact 
dendrimers, at any particular internal node, there are always z — 1 jumps which are away from 
the trap and only 1 jump toward the trap. However, in extended dendrimers, especially at 
higher generation numbers, a significant number of the sites only have two connections. In 
this case when the excitation is localized on one of these sites, its local environment is such 
that it is situated on a linear chain instead of having an outward, geometrical bias. Thus the 
connectivity is such that there is 1 pathway toward and 1 pathway away from the trap. This 
geometric reasoning provides a rationale to explain the increased efficiency of energy transfer 
of extended vs. compact dendrimers which have equal values of r^. 
Elicker and coworkers [12] also performed a more general study where they examined elec­
tron transfer in linear versus branched molecular wires. They found that electron transfer is 
more efficient in a branched dendrimer than a simple one dimensional wire. They show that 
the presence of the side groups increases the electron transfer rate. 
In continuing studies on molecular wires, Kalyanaraman and Evans [13] found more new 
results which show that the presence of side groups attached to a molecular wire increases the 
electron transfer rate. If one considers the two ends of the wire as the donor and acceptor 
site, and the shortest path between them as the molecular bridge, they show the cumulative 
effect of placing a side group off of each bridge site and how the greatest increase in molecular 
conductance occurs when there is a branch coming off of each individual bridge site of the wire. 
Rana and Gangopadhyay [23] studied light harvesting in dendrimers as a two-level system. 
They examined absorption spectra of dendrimers with particular focus on the full width at 
half maximum (FWHM) values. They found that plotting the FWHM versus the generation 
number has an interesting feature, viz., a rapid increase in the FWHM at small generation 
number, followed by a "saturation" wherein the curve becomes asymptotically horizontal. 
This saturation effect may be related to work described earlier in this Section which shows 
dendrimers exhibit a critical size phenomena with respect to their efficiency to transport energy 
from the periphery to the core. They go on to show that the total absorption increases with 
increase in generation and that extended dendrimers are more efficient for energy funneling to 
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the core. 
Jenkins and Andrews [35] studied one and two excitation excitons in generation n = 1 com­
pact dendrimers (central accepter with three surrounding potential donors). Using molecular 
quantum electrodynamics, they examined the resonance energy transfer. They also introduced 
an interesting analysis technique called amalgam diagrams, which pictorially depict all the 
possible channels for the transfer of energy from accepters to donors, including some quantum 
pathways which aren't intuitively obvious. 
Andrews and Bradshaw [34] continue with their study of molecular quantum electrodynam­
ics for two-photon excitation. Again they studied this problem in the context of the generation 
n = 1 dendrimer. They found two competing mechanisms for the total excitation to eventu­
ally end up in the core. The first, which is called cooperative, requires both excitations to 
move simultaneously to the acceptor. The second mechanism, called accretive, involves the 
two-photon absorption, then there is a transfer from one donor site to the other donor site to 
form the double excitation, then this double excitation migrates to the core. They find that for 
the first generation dendrimer on which they focused that, as the number of branches around 
the donor increases, the accretive mechanism becomes increasingly important. 
Heijs et al. [27] studied dendrimers via a hopping model using a Id asymmetric random 
walk where they incorporated non-radiative decay and a linear energy bias. Using Laplace 
transforms of the relevant equations, they analyzed the problem in the Laplace domain and 
found the trapping time distribution, and its first and second moments for large N. The general 
solution in the Laplace domain is unable to be transformed back to the time domain, but they 
were able to obtain expressions for particular cases. When they studied the distribution, they 
found that when the bias is towards the trap, the distribution is quite narrow and sharp. When 
the bias is away from the trap, the distribution is quite broad, with the standard deviation of 
the order of the mean. 
Gaab and Bardeen [28] studied the influence of geometry and coherence on trapping rates 
on simple rings and linear lattices to determine if coherence can enhance or suppress the 
energy transfer to the core. They find that setting the trapping time to be the smallest and 
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the coherence to be as large as possible isn't always the most favorable combination for the 
most rapid population transfer to the trap, as would be expected initially. 
Flomenbom et al. [36] calculated the first and second moments of the probability distribu­
tion function relative to the trap site using a method quite similar to one which will be used 
in this work. As the bias goes from the periphery to neutral to the core, the dependence of 
the mean of the PDF goes from exponential to quadratic to linear. 
Vlaming and coworkers [24] used a continuum approximation as opposed to a discrete 
formulation. In particular, they proceeded from a Fokker-Planck equation to model the energy 
migration as a one dimensional asymmetric random walk. They found good agreement for the 
case of bias towards the trap and case of no bias. For the case of outward bias, their results 
don't compare very well to the discrete results because the base of their exponent is different 
than in the discrete case. Qualitatively, though they do recover the power law dependence for 
the case of outward bias. 
As is apparent from this and the previous section, there has already been a great wealth 
of research, both experimental and theoretical and, into the investigation of dendrimers and 
their energy transfer properties. 
1 . 2  M e t h o d s  
1.2.1 Reaction models 
In this work we are interested in studying reactions which occur between two reactive 
species. The principal focus will be on two kinetic schemes. The first is 
A + T—>S + T (1.3) 
in which T denotes a site occupied by an immobile target molecule (trap). The other scheme 
is 
A  + A — >2 S (1.4) 
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where A denotes a site occupied by a diffusing reactant molecule and S a free site. In this 
work, we shall refer to the scheme described by Eq. (1.4) as the "two-walker (2W) case", while 
the kinetics described by Eq. (1.3) will be termed "one-walker plus trap (1WT) case". 
The mean walklength of a diffusing species before encountering a co-react ant is a natural 
measure of the time scale of a diffusion-reaction process. Let (n)i be the mean walklength 
before the irreversible reaction takes place in the 1WT case (Eq. (1.3)). Let (n)2 be the 
corresponding quantity for the 2W case (Eq. (1.4)). The quantities (n)i,2 are obtained by 
averaging over statistical realizations comprising all different initial configurations of both 
reaction partners. The smaller the value of (n)i_2, the higher the efficiency of the reaction. 
1.2.2 Markov method 
The class of problems we studied can be viewed as finite Markov processes. We consider a 
discrete lattice model as the space where the reaction occurs. (A thorough treatment can be 
found in refs. [53, 54, 55].) Let 
be the probability of the system to be in state yn  at time tn  where t  takes on only positive 
discrete values. A state is determined by the positions of the walkers on the underlying lattice. 
In practical terms, a state is a single element of the Markov transition matrix. Consider the 
case where yn is also a function of a random variable and we know that all the random variables 
which contribute to each state yn are independent of each other. Now let 
Pniyii  ^ 1) 2/2j ^2; • • • > Vni tn) (1.5) 
•Pl|n— 1 (î/nj tn\yn—\i tn— 1 j Un—2) tn—2i • • • i Z/l> ^l) (1.6) 
be the conditional probability that the system in state yn-i  at time f„_i (and thus all previ­
ous states yi,...,yn-\ at times (%,... ,tn-i which are specified in the right hand side of the 
argument list) will make a transition to state yn at time tn. Markov theory can be explained 
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quite succinctly using joint probability functions as 
•pL|n—l i t /ni tn \yn— 1, tn—1 ; yn—2i tn—2) • • • iî/lj^l) = Pl\l(yni tn\Vn— li ^n— l)i (l- 'O 
that is to say that the transition probability of moving from one state to another does not 
depend on any previous state except the most recent state. Markov theory essentially erases 
the memory from the particular system in question. This means that we can write 
P2(yi,h-,V2,t2) = Pi\i{y2,t2\yi,ti)Pi(yi,h) (1.8) 
and can build up the whole Markov chain starting from the above expression. This is a 
particularly useful mathematical expression of a Markov process where it is clear to see that 
the probability of being in a particular state at a particular time depends only on the previous 
state and the transition probability from the old state into the new state. Considering the 
systems under study as finite Markov processes allows us to use the Markov method in the 
solution of the relevant quantities. 
Once we have defined our system as a Markov process, our starting point is the stochastic 
master equation. In this work the focus will be on the solutions or analysis of the stochastic 
master equation where the probability distribution function [/»(£)] governing the fate of a dif­
fusing particle on a Euclidean or fractal lattice is given by the following evolution equation2 
[56, 57] 
Mi = (1.9) 
j  = 1 
Specifically, pi{t) is the probability of the particle being at site i  at time t ,  with 
pi(t — 0) = Sim. (1.10) 
Gij is the transition rate of the probability to the site i  from a neighboring site j .  The overall 
2 A similar but abbreviated form of Eq. (1.9) in matrix notation is commonly given as p(t) = Wp(t) in ref. 
[53]. 
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G matrix is linked to the N x N Markov transition probability matrix3 P with elements % 
via the relation 
Gij = [kj - Pij]vj (1.11) 
where vj is the valency of site j  and p tj is the probability that the diffusing particle, conditional 
on being at site i at time t, will be at site j in the next displacement until terminating its walk 
(eventually) at one or more partially or completely absorbing traps. The pij reflect all of the 
constraints influencing the diffusional motion of the reactant. Consider a simple case where 
the particle is undergoing an unbiased, nearest-neighbor random walk. Then 
Pa = 0, and p^ = 1/ v j  for i  ^  j  (1.12) 
where vj is the valency (number of nearest-neighbor sites) of site j .  
The solutions to Eq. (1.9) are of the form 
Pi(t) = a ik exp(—Ak t)  (1.13) 
k 
where the A& are the eigenvalues of G. It can be shown that the mean walklength ( n )  of 
the Markovian theory is related to the smallest eigenvalue A% of the above stochastic master 
equation via the relation [58] 
( n ) = v  Af1. (1.14) 
In principle the solution to the stochastic master equation contains all the information 
about the system. However, in practice it may not always be feasible to solve the stochastic 
master equation for the explicit time evolution of the system. However, the solution of the 
mean walklength can be extracted by inverting the Markov transition matrix (see Appendix). 
3See Appendix 
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1.2.3 Monte Carlo method 
The Markov method can be used to calculate the mean walklength and obtaining dynamics 
information. However, when the lattices (and subsequently the transition matrices) get larger 
it becomes tedious to specify the transition matrix elements, especially if there is no readily 
available automated procedure to do so. In the case of the calculations performed in Chapter 2 
the Markov method is feasible, especially when the system is not too large and exact numerical 
results are sought. The calculations in Chapter 3 become unwieldy very quickly, in part due 
to the dimensionality and to the number of 2 walker configurations which have to be specified. 
Reliable values of the mean walklength can be determined, however, using the Monte Carlo 
method. 
The Monte Carlo algorithm utilized is not conceptually difficult. Since the mean walklength 
is a measure of the time the reactants are active, one can devise an algorithm whereby the 
walkers are placed onto a lattice and then wander through the lattice until they collide. The 
algorithm proceeds in the following manner: First, random starting positions on the lattice 
are chosen for each particle. Then each particle, according to a set of rules4, makes one 
displacement, and the global counter is incremented by one. If the reaction event (collision) 
has occurred, then the global counter is recorded as the mean walklength. If the reaction event 
has not occurred, the particles continue to migrate (with the subsequent incrementing of the 
global counter) until the reaction event has occurred. The entire algorithm as shown yields 
only one value for the walklength. To achieve an accurate value for the mean walklength the 
above procedure is repeated an appropriate number of times and the walklengths from each 
individual simulation are then averaged to yield the overall mean walklength. (As a technical 
note, all calculations reported using the above algorithm were corroborated for small lattice 
sizes using the Markovian theory. This provided an independent verification of the validity 
and accuracy of the Monte Carlo algorithm.) There is considerable latitude when it comes 
to specifying the relative mobilities of the particles and the directions and distances they will 
traverse in one time step. This variability is what allows one to tune the simulation to the 
4In many cases the rules for moving the particles on the lattice involved using random numbers. The 
generator used was the 48 bit linear congruential generator from SPRNG 1.0 found at http://sprng.cs.fsu.edu/ 
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system one wishes to model. 
1.3 Thesis organization 
This thesis is comprised of two published papers and a recently submitted paper. The work 
in Chapter 2 was performed principally by me with help from F. N. Hosseini on the numerical 
calculations. The writing and revising was performed by all three authors. We benefited from 
conversations with Professor Gerry Small who clarified certain experimental aspects of the 
problem. The work in Chapter 3 was performed primarily by me with the writing and revising 
done by all three authors. The work in Chapter 4 was done by both authors, as well as the 
writing and revising. 
As has been elaborated above, there is a marked interest in studying dendrimers to de­
termine factors which influence their light-harvesting and energy-funneling properties. Thus, 
Chapter 2 examines the z = 3 and z = 4 compact and extended dendrimers. Exact expressions 
for the mean walklength are reported. The time evolution of the system is also studied. This 
study raised a question concerning the range of the interaction, i.e., is the energy transfer on 
dendrimers properly modeled using only nearest-neighbor displacements? It has been observed 
experimentally that non-nearest neighbor displacements are important in particular systems, 
such as the diffusion of metal atoms on metal surfaces [59, 60, 61, 62, 63, 64]. As it happens, 
there does not exist a literature on non-nearest-neighbor Markovian processes, so we took 
up the problem of studying such processes first on Cartesian lattices of Euclidean dimension 
d — 1,2,3 (Chapter 3). In d = 1, exact expressions are given for the mean walklength for 
nth-nearest-neighbor displacements. In d = 2,3, Monte Carlo simulations were performed and 
the results are compared and contrasted. It is shown that there exists a drastic difference in 
behavior between lattices in d = 1 and lattices in d = 2,3. Then, returning to the dendrimer 
problem, exact analytic expressions were obtained (Chapter 4) for both nearest-neighbor and 
non-nearest-neighbor displacement. The time evolution of the systems in question is analyzed 
and compared with recent experimental work. Contact is also made between these results and 
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percolation theory.5 
5There exists a notational difference between Chapters 2 and 4 and Chapter 3. In Chapter 3, the mean 
walklength is denoted by (n), while in Chapters 2 and 4 it is denoted by T'"'. Regardless of notational 
difference, the mean walklenth quantity in all cases is defined as described above. 
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CHAPTER 2. Influence of geometry on light harvesting in dendrimeric 
systems 
A paper published in Chemical Physics Letters1 
Jonathan L. Bentz2, Fatemeh Niroomand Hosseini3, John J. Kozak4 
Abstract 
The exact analytic expression for the mean time to trapping (or mean walklength) for a 
particle (electron/exciton) performing a random walk on a finite dendrimer lattice with a trap 
at the center of the dendrimer was obtained. Exact analytic expressions have also been obtained 
for articulated/extended dendrimeric systems. The full dynamical behavior was determined 
for each case studied via numerical solution of the stochastic master equation, and the results 
obtained shown to be a direct consequence of the structural properties of the dendrimeric 
system. These studies are linked to the behavior observed in experiments on light harvesting 
in dendrimeric supermolecules. 
2.1 Introduction 
The class of molecules known as dendrimers has been studied extensively in recent years [1, 
2, 3], with attention focused both on their synthesis and general applications. Dendrimers can 
be super-assembled because of their self-similar structure; many different chemical "building 
blocks" have been considered with each resulting structure having distinctive chemical and 
1 Chemical Physics Letters 370 (2003) 319-326 
2Graduate Student, Department of Chemistry, Iowa State University, Ames, Iowa 50011-3111 
^Graduate Student, Department of Chemistry, College of Science, Shiraz University, Shiraz, 71454, Iran 
4Professor, Department of Chemistry, Iowa State University, Ames, Iowa 50011-3111 
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electronic properties. Their study has led to a variety of applications. Within the context of 
molecular recognition [4], applications include utilizing a large dendrimer to encapsulate a guest 
molecule, which is then released by triggering some external stimulus, e.g. light [5], and using 
dendrimer encapsulated metal nanoparticles to facilitate catalysis [6, 7, 8, 9]. Of particular 
interest in this study is their use as light-harvesting complexes and artificial antennae in the 
context of energy storage and transfer [10, 11, 12, 13, 14, 15, 16, 17, 18, 19]. 
In this paper we focus principally on the energy transfer properties of compact and extended 
dendrimers and consider the lifetime of an energy packet/electron migrating on the dendrimeric 
structure before being trapped. Representing the dendrimer as a set of discrete, connected 
lattice points, a Markovian theory for particle diffusion on a dendrimeric lattice is formulated, 
first for the case of a lattice with z — 3 (where z denotes the number of nearest neighbors 
to any branching site,  with the exception of the sites on the periphery), then for a z — 4 
compact dendrimer, and finally for z = 3 and z = 4 extended dendrimers. Both the short- and 
long-term dynamical behavior are studied, and exact analytic expressions are obtained in each 
case for the mean walklength, T, the average over all available positions before termination 
(annihilation) at the central trapping site, which is a measure of the effective lifetime. 
This contribution was inspired, in part, by the work of Bar-Haim et al. [11, 12, 13, 14], 
who were among the first to examine the dynamics of a particle migrating on a dendrimeric 
structure. Bar-Haim et al. represented the dendrimer as a one-dimensional problem, with a 
trap at one terminus of a d = 1 lattice and a reflecting boundary at the other. They assigned a 
rate K\ as the outward rate (toward the periphery) and a rate Ki as the inward rate (toward the 
trapping site). A system of differential equations was then formulated describing the dynamics 
of a single particle migrating on this lattice (subject to reflecting boundary conditions at the 
peripheral sites),  and three classes of solutions were obtained depending on whether K\ > K2, 
K\ = K2 or K\ < K2 (corresponding to different biases toward and away from the central 
trap). Expressions were reported for the average walklength both from a peripheral site, as 
well as from intermediate sites, to the trap. 
As noted above, we present here a Markovian theory to describe the dynamics of a parti­
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cle/packet diffusing on a dendrimer, with particular attention paid to lattice geometry. The 
advantage of this approach is that the problem is reduced to solving a system of algebraic 
equations whose solution leads to numerically-exact values of the mean walklength. From the 
results generated one can then reconstruct the exact analytic solution to the problem at hand 
(see following sections). In studying the full dynamics, here by solving numerically the associ­
ated Markovian (stochastic) master equation, when biases (rates) and boundary conditions are 
imposed corresponding to those used in solving the system of differential equations formulated 
in [11, 12, 13, 14], our results collapse to theirs; this serves as an independent check on the 
general method presented here. 
2.2 Formulation 
Consider a lattice where all sites have coordination number z except for the central site, 
the trapping site, which has coordination number z — 1. See Fig. 2.1. We assign the trapping 
site to be a deep trap, i.e., when the walker (particle/packet) reaches the trap (here, site 1), 
it has no probability of escape. Note that the lifetime calculated for a dendrimer with any 
number of branches is equivalent to the result calculated assuming only one branch is present, 
since the only linkage from one branch to any other is through the trapping site, an ergodic 
state. That is, for the geometrical model defined in Fig. 2.1, identical results are obtained 
irrespective of the number of branches attached to the trapping site. 
We index the stages of the hierarchical construction of the lattice by the generation index 
n, with n = 1 corresponding to the simplest lattice of non-trapping sites plus the trap. Thus, 
for the z — 3 lattice, when n = 1 we have a three-site linear lattice with the central site a 
trapping site; for the z = 4 lattice when n = 1 there is a central trap with three "twigs" 
attached to the trap. Displayed in Fig. 2.1 is the lattice corresponding to z — 3 and n = 4, for 
which N4 — 31. 
In the most general case, we consider a Markovian random walk of a particle on the lattice, 
starting from any site other than the trap. In this study, we are only concerned with random 
walks in discrete time. At each time step, the particle can move with equal probability to any 
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Figure 2.1 The generation n = 4 compact dendrimer with z = 3 (Nn  = 31) 
one of its nearest-neighbor sites. The probability is therefore 1 jz for all the sites i  > 2, except 
for the peripheral branch sites which have a probability of 1/2 for the particle to move either 
to a nearest-neighbor site or remain at that same site. This amounts to imposing confining (or 
reflecting) boundary conditions. This boundary condition is different from the one specified 
in [11, 12, 13, 14], but we can recover the results reported in these studies by imposing their 
boundary conditions. 
The value of T^n\ the mean walklength, is obtained by calculating the average of all 
walklengths from all possible starting positions, 
= (2.1) 
jVn 1 i=2 
where is the value of the average walklength from position i  on the lattice to the trapping 
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site, and Nn is the total number of lattice sites at generation n, given by 
n 
Nn = l + - l)fe. (2.2) 
fc=i 
The calculation of is performed by elucidating all possible configurations and associated 
site-to-site transitions, constructing the Markov transition matrix, and from thence determin­
ing the fundamental matrix of the theory. The site-specific walklengths are the row sums of 
the fundamental matrix, and their sum, divided by the number of non-trapping sites, is the 
overall mean walklength [20]. 
The derivation of exact analytic expressions for (reported below) is a consequence of 
the hierarchical structure of the dendrimer lattice. One proceeds by comparing values of 
for different generations of the lattice, and then derives relationships among these T^n\ This 
procedure is, in fact, a renormalization technique similar to the one mobilized recently [21] 
in obtaining an exact analytic expression for the mean walklength on the Sierpinski gasket, a 
fractal of dimension D = In 3/In 2. 
2.3 Results for z = 3 and z — 4 compact dendrimers 
Table 2.1 gives the numerical results for the first five generations of the z = 3 lattice, 
calculated using the theory of finite Markov process (see preceding discussion). The generation 
value n fixes the size of the lattice and the level I denotes a particular subset of sites on the 
lattice. We specify here the level I of the lattice rather than the actual lattice site number i ,  
since all sites at the same level have the same walklength value. Thus, for example, in Fig. 
2.1 level 1=1 refers to sites i — 2,3, £ = 2 refers to sites i = 4,5,6,7, £ = 3 refers to sites 
i = 8,... 15, and I = 4 refers to sites i = 16,... 31. Given the numerical results reported in 
Table 2.1, we now seek relations among successive generations and levels of the underlying 
lattice. 
Examining the values of for the first 5 generations of the lattice [Table 2.1], one finds 
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Level (I) 
Generation Number (n) 
1 2 3 4 5 
1 2 7 17 37 77 
2 - 9 24 54 114 
3 - 26 61 131 
4 - - 63 138 
5 
- - -
140 
Table 2.1 Mean walklengths by level for the first five generations for 
the z = 3 compact dendrimer lattice 
that 
= 5 x - 3. (2.3) 
The values for level I = 2 for all lattices larger than n — 1 are given by 
7&2 = (5 % - 3) + (5 x 2"-: - 3). (2.4) 
From these results, an analytic solution depending only on the generation number n for the 
case z — 3 can be derived by multiplying each term by the number of sites at that level, 
summing the consequent terms, and constructing the overall average, as we shall now illustrate. 
First, the sum of the individual walklengths is: 
= 2 ^ ( 5  x  2 ^ - 3 )  
i=i 
+ 2^(5 x 2=* - 3) + (5 x 2^ - 3)] (2.5) 
+ 2%5 x 2^ - 3) + (5 x 2=z - 3) + (5 x 2^ - 3)] 
+ 2<[(5 x 2^ - 3) + (5 x 2^ - 3) + (5 x 2^ - 3) + (5 x 2° - 3)] 
where each of the four lines in the sum represents the contributions to the total walklength for 
a single level of the n = 4 lattice. After simplification and reorganization, the right-hand side 
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of Eq. (2.5) can be written as 
^2 = 1(5 x 2?) + 2(5 x 2") + 3(5 x 2^) + 4(5 x 2*) 
i=i 
or, more compactly, 
- 3[1(2X) + 2(22) + 3(23) + 4(24)] 
= ^ ];(5 x 2^^) - 3 22^). 
1=1 j=1 k=1 
Expressing this result in terms of the generation number n, one obtains 
(2.6) 
(2.7) 
2<2^) = j(5 x 2^) - 3 t(2^) 
i=\ j=i fc=l 
= [5 x 22n+1 -5 x 2 n{n + 2)] - 3[2(n - 1) x 2n + 2], 
(2.8) 
(2.9) 
Dividing this last result by Nn  - 1, the total number of non-trapping sites of the lattice 
[calculated using Eq. (2.2)], and simplifying the resulting algebraic expression, one obtains the 
analytic result 
Tt\ - (5)22n - (lln + 4)2—1 - 3 (M0) 
z=3 (2» - 1) 
From this expression, one can recover, of course, the individual numerical values reported in 
Table 2.2. 
n Nn  
z = 3 
pn Nn 
z = 4 
rpn 
1 3 2 4 2 
2 7 25/3 13 23/2 
3 15 169/7 40 580/13 
4 31 893/15 121 299/2 
5 63 4173/31 364 56902/121 
Table 2.2 Mean walklength T^> for the z = 3 and z = 4 compact dendrimer 
lattices of generation n with Nn — 1 non-trapping sites, in the 
presence of a trap at the central site. 
Results for the case z — 4 are reported in Table 2.3. On examining the values of 7^"] for 
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Generation Number (n) 
Level (I) 1 2 3 4 
1 2 10 34 106 
2 - 12 44 140 
3 - - 46 150 
4 
- - -
152 
Table 2.3 Mean walklengths by level for the first four generations of 
the z = 4 compact dendrimer lattice. 
the first 4 generations of the lattice, one finds that they are given by the expression 
T^\ = 4 x 3n_1 - 2. (2.11) 
Given this result, one can proceed directly to derive the following expression 
n n n 
rj irp{ n )  _  22 = 22 J(4 X 32"-j) - 2 22 &(3t) 
l—l 1 k= 1 
[ 3 x 9 " -  (2n + 3)3"] - 2 3(2» - 1)3" 3 
4 +4 
(2.12) 
(2.13) 
Dividing this last result by the total number of non-trapping sites, Nn  — 1, again calculated 
using Eq. (2.2), and simplifying the resulting algebraic expression, one obtains the following 
analytic expression for T^ 4 
_(„) _ (2)32"-(10n + 3)3"-i 
Jz=4 — (3" - 1) 
2.4 Results for the z — 3 and z — 4 extended dendrimer 
(2.14) 
Thus far we have presented results for the z = 3 and z = 4 compact dendrimer lattices, 
i.e., each site on the lattice (except the central site) has the valency of z. One can also 
examine extended dendrimers, structures which, in the context of the present development, 
are structures which have lattice sites intermediate between the vertices of a given compact 
structure. Thus, referring to Fig. 2.1, for the case z = 3 there is a lattice site intermediate 
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between sites 1 and 3, and a site intermediate between sites 1 and 2. Surprisingly, one can 
carry through the same program of calculation described in Section 2.3, and obtain an exact 
analytic expression for the mean walklength for the z — 3 extended dendrimer, viz. 
7"i(n) Lz=3 — 
(72)22n - (93n + 10)2" - 62 
4(2" - 1) (2.15) 
and for the 2 = 4 extended dendrimer 
(») _ (14)32" _ 
2=4 2(3" - 1) 
expressions from which one can recover the numerical results in Table 2.4. 
n Nn 
2 = 3 
rpn Nn 
2 = 4 
rpn 
1 5 5 7 5 
2 13 51/2 25 143/4 
3 29 1117/14 79 1934/13 
4 61 2043/10 241 2051/4 
(2.16) 
Table 2.4 Mean walklength T(") for the z = 3 and 2 = 4 extended dendrimer 
lattices of generation n, with Nn — 1 non-trapping sites in the 
presence of a trap at the central site. 
2.5 Dynamical behavior 
The probability distribution function governing the fate of a diffusing particle on a Eu­
clidean or fractal lattice is governed by the following evolution equation 
^ (2.17) 
j= 1 
Specifically, pi(t) is the probability of the particle being at site i  at time t ,  with 
Pi(t = 0) = 6im. (2.18) 
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Gij is the transition rate of the probability to the site i  from a neighboring site j .  The overall 
G matrix is linked to the N x N Markov transition probability matrix P with elements pij via 
the relation 
Gij — [ôij Pij ] ' i- ' j  (2.19) 
where Vj (which we have denoted z) is the valency of site j  and is the probability that 
the diffusing particle, conditional on being at site i at time t, will be at site j in the next 
displacement until terminating its walk (eventually) at one or more partially or completely 
absorbing traps. It can be proved that the mean walklength (n) (which we have denoted T) of 
the Markovian theory is related to the smallest eigenvalue Ai of the above stochastic master 
equation via the relation 
(n) = wAj-\ (2.20) 
That this relation is confirmed in the present application can be seen by examining the values 
of Ai, Af1 and (n) in Tables 2.5 and 2.6. The extended dendrimer values do not agree as well 
with the analytic results as do the compact dendrimer. This follows from the fact that the 
extended dendrimer does not have a uniform valency v. Note that the mean walklength is a 
signature of the long-time behavior of the system (see later discussion). 
z = 3 (compact) z = 4 (compact) 
n Ai Ai T Ai Ar1 T 
1 0.5 2 2 .5 2 2 
2 0.120847 8.275 8.333 0.0885622 11.292 11.5 
3 0.0413654 24.175 24.143 0.0226210 44.207 44.615 
4 0.0167545 59.686 59.533 0.00672069 148.79 149.5 
5 0.00741526 134.86 134.61 0.00213156 469.14 470.26 
Table 2.5 The smallest eigenvalue (A%) determined by a solution of the 
stochastic master equation for compact dendrimers along with 
A]"1 and T, where T is calculated using the analytic expressions 
reported in this study. 
To study the full dynamics of the excitation/trapping process via the stochastic master 
equation, Eq. (2.17), one must determine the complete eigenvalue spectra for each case con-
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z = 3 (extended) z = 4 (extended) 
n Ai V T Ai Af1  T 
1 0.190983 5.236 5 .190983 5.236 5 
2 0.0373805 26.752 25.5 .0271568 36.8232 35.75 
3 .012104 82.617 79.786 .00663514 150.71 148.77 
4 .00478632 208.93 204.3 .00194091 515.22 512.75 
Table 2.6 The smallest eigenvalue (Ai) determined by a solution of the 
stochastic master equation for compact dendrimers along with 
A^1 and T, where T is calculated using the analytic expressions 
reported in this study. 
sidered, and this has been done. Consider then a process in which an energy packet/electron 
initiates its motion from one of the peripheral sites of a 2 = 3, n — 4 dendrimer, flows through 
the branched network of sites, and is monitored at a site nearest neighbor to the trapping site. 
Plotted in Fig. 2.2 is the consequent temporal behavior of the system; also included in this 
figure are the evolution curves generated for the other dendrimeric structures considered in this 
paper. Notice that for compact dendrimers, the probability of the excitation being trapped 
on short time scales is noticeably greater for z = 3 than for z = A. This is consistent with 
the expectation that the richer geometry of the z = 4 dendrimer will provide access to more 
non-trapping sites and suppress the probability while slowing the eventual decay. A similar 
conclusion pertains for z = 3 vs. z = 4 extended dendrimers, for exactly the same structural 
(i.e., geometrical) reason. Finally, both of the above comparisons would suggest that the de­
cay anticipated for extended dendrimers should be dilated, i.e., characterized by a longer time 
"tail," than is the case for compact dendrimers, and this is indeed borne out in the curves 
displayed in Fig. 2.2. 
From Eq. (2.17), one can also study the decay of an excitation from a peripheral site itself, 
and these evolution profiles are displayed in Fig. 2.3. Of particular interest here is the short-
and long-time response of the system, viz. an initial steep decay, followed by a gradual, long­
time "tail". The behavior displayed in Fig. 2.3 in all aspects is consistent with the behavior 
shown in Fig. 2.2 with respect to the decay of an initial excitation for z = 3 vs. z = 4 compact 
dendrimers, z = 3 vs. z = 4 extended dendrimers, and compact vs. extended dendrimers. The 
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Figure 2.2 p vs. r (relative time) for an excitation from a peripheral site 
to a site nearest-neighbor to the central trap site for generation 
n = 4 dendrimers. 
more complex the structure geometrically, the longer the time required for an initial excitation 
to be absorbed at the trapping site. These results are consistent with experimental fluorescence 
decay curves reported in the literature [17, 22]. Furthermore, that this decay is not a classical 
exponential reflects the contribution of the full spectrum of eigenvalues, not just the smallest, 
and this behavior is also seen in the experimental literature [15, 23]. 
Lastly, it is instructive to examine in more detail the long-time behavior of the systems 
studied here. Figure 2.4 shows how the mean walklength is increased from one generation to 
the next by displaying the ratios of successive values for compact dendrimers. Note that the 
long-term behavior manifests itself as early as the 8th generation (for both dendrimers). The 
limiting values of the ratios in the figure can also be calculated by examining the leading term 
in the analytic expressions for the walklength. For z = 3, the leading term is 5(2)2n, from 
which one sees at once that the limiting ratio for successive generation is exactly 2. Similarly, 
in the case z — 4, again from the exact solution, one determines that the limiting ratio is 
exactly 3. 
z=3 (compact) 
z=4 (compact) 
z=3 (extended) 
z=4 (extended) 
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Figure 2.3 p vs. r (relative time) for an excitation from a peripheral site to 
the trap site for the generation n = 4 dendrimers. 
2.6 Conclusions 
In this paper, we have studied the light harvesting properties of compact and extended 
dendrimers by studying the short- and long-time behavior of a model system. Using a renor-
malization technique similar in spirit to the one introduced in [21], exact analytic expressions 
have been obtained for the overall average walklength for z = 3 and z = 4 compact dendrimers, 
and for z = 3 and z — 4 extended dendrimers. As noted in Section 2.5, the mean walklength is 
a signature of the long-time behavior. The short-term dynamics were determined via solution 
of the stochastic master equation, Eq. (2.17), and evolution profiles describing the decay of an 
initial excitation were displayed for different initial conditions. One anticipates the time scale 
of decay of an initial excitation should reflect the structural (i.e., geometrical) complexity of 
the dendrimeric system and the analytical and numerical results reported in this study sup­
port this qualitative understanding and quantify the consequent behavior for both compact 
and extended dendrimers. 
A further advantage of obtaining exact analytic expressions for the survival time of a 
packet on compact [Eqs. (2.10,2.14)] and on extended [Eqs. (2.15,2.16)] dendrimers is that, 
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Figure 2.4 T^n + 1^ /T^ vs. n for the first 10 generations of the z = 3 and 
z = 4 compact dendrimers. 
taken within the context of the full dynamics, a quantitative perspective on other experimental 
effects can be sought. Cited below are two examples drawn from recent literature. 
In recent work [24] the effect of non-linear potential effects on the average walklength were 
studied. It was determined that in this regime there is an optimal size for the dendrimer in 
terms of its ability to funnel an excitation to the center. We do not have any evidence suggesting 
an optimal size for dendrimers but we have seen above that the limiting or long-time behavior 
manifests itself quite quickly even by the 6th or 7th generation of the dendrimer. After this, 
increasing the size of the dendrimer decreases the efficiency uniformly with generation size and 
this feature of our model might be analogous to the optimal size found by Raychaudhuri et al. 
Secondly, our study shows clearly that the description of the dynamics of an excitation 
migrating from the periphery to the center is described by more than just a single exponential. 
This agrees with work reported in ref. [22], where it was shown that fitting the experimental 
fluorescence decays for larger dendrimers (polyphenylene dendrimers with > 1 peryleneimide 
chromophores) requires at least a two exponential function. 
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CHAPTER 3. Efficiency of encounter-controlled reaction between diffusing 
react ants in a finite lattice: non-nearest-neighbor effects. 
A paper published in Physica A1 
Jonathan L. Bentz2, John J. Kozak3, Gregoire Nicolis4 
Abstract 
The influence of non-nearest-neighbor displacements on the efficiency of diffusion-reaction 
processes involving one and two mobile diffusing reactants is studied. An exact analytic result 
is given for dimension d = 1. For dimensions d = 2,3 we present numerically exact values 
for the mean time to reaction, as gauged by the mean walklength before reactive encounter, 
obtained via the theory of finite Markov processes and supported by Monte Carlo simulations. 
Qualitatively different results are found between processes occurring on d = 1 versus d > 1 
lattices, and between results obtained assuming nearest-neighbor (only) versus non-nearest-
neighbor displacements. 
3.1 Introduction 
Recent experimental evidence has suggested that, non-nearest-neighbor displacements in 
diffusion-controlled processes may be of fundamental importance. Of particular interest are 
the results of studies of Pd atoms on a W(211) surface [1, 2], of W on W(110) surface [3, 4], of 
Pt on Pt(llO) [5], all d=l systems, a d—2 system of Pd on W(110) [6], and indium atoms on 
1 Physica A 353 (2005) 73-84 
^Graduate Student, Department of Chemistry, Iowa State University, Ames, IA, 50011-3111 
3Professor, Department of Chemistry, DePaul University, 1036 W. Belden Ave., Chicago, IL, 60614 
4Professor, Center for Nonlinear Phenomena and Complex Systems, Université Libre de Bruxelles, C. P. 231, 
Bd. Du Triomphe, 1050 Brussels, Belgium 
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Cu(OOl) [7]. Non-nearest-neighbor effects appear to be important at high temperatures, and 
at lower temperatures if the energy dissipation to the substrate lattice is low (see Ref. [5] and 
references contained therein). 
The work presented in this study takes up the problem of quantifying the importance in 
diffusion-controlled processes of nearest-neighbor versus non-nearest-neighbor displacements, 
as a function of system dimensionality. It is a generalization of work reported previously 
[8, 9] which focused on the importance of topological constraints, boundary conditions and 
synchronicity effects for reactants exercising nearest-neighbor displacements only. 
3.2 Formulation 
This study focuses on the dynamics of one and two mobile reactants (walkers) performing 
a random walk on discrete lattices of Euclidean dimension d = 1,2,3, where the d — 2 lattice 
has square-planar symmetry and the d = 3 lattice has cubic symmetry. Periodic boundary 
conditions are used throughout. The quantity of interest is the mean encounter time, as 
monitored by the mean walklength of the underlying Markovian process. 
Consider two reactants (walkers) undergoing displacements on a finite lattice subject to 
periodic boundary conditions. The reaction terminates upon first encounter of the two re­
actants. Two scenarios are studied here. In the first, one reactant is mobile and the other 
stationary; the latter may be viewed as a fixed "trap." The mobile reactant moves one step 
at a time until it encounters (or, in the case of non-nearest-neighbor displacements, attempts 
to jump over) the trap, at which point the reaction terminates; we designate this case 1WT. 
The second scenario is a generalization of the first, viz., we assume that both reactants are 
mobile. At each time step, both reactants move one step at a time until, upon first encounter, 
the reaction terminates. We designate this reaction scheme 2W. 
In the case 1WT, the mean walklength is denoted (n)i, and for the case 2W, the mean 
walklength is designated (71)2- As noted earlier, in this work one jump of the reactant takes 
one time step, so the mean walklength, which is a measure of the average distance spanned by 
walkers undertaking multiple steps, is also a measure of the mean encounter time. 
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While values of (n)i and (n)2 are of interest, both increase with increase in system size, 
N. A more useful measure of the reaction efficiency is the defined ratio 
<"> 
which gives a comparative sense of how the reaction efficiency changes as a function of the 
reaction space in the two scenarios. 
3.3 Non-nearest neighbor displacements in 1 dimension 
The solution to the discrete random walk problem for the case of a single random walker 
on a d = 1 lattice with periodic boundary conditions and a fixed stationary trap was obtained 
by Montroll [10]; the analytic expression is 
Ml = ^±11, (3.2) 
where N is the number of sites in the lattice. 
To study analytically the problem of non-nearest-neighbor walks, we use the here the theory 
of finite Markov processes. Particular attention is focused on the matrix obtained by inverting 
the Markov transition matrix; this matrix gives the site-specific walklengths from each site in 
the underlying lattice, and from these, the overall average walklength is obtained. 
Since the individual site-specific walklengths are integers, in certain cases patterns can be 
recognized, and an overall analytic expression can be reconstructed from the patterns. This 
strategy can be used here to develop an analytic expression for the (1WT) case of a single, 
mobile reactant undergoing 2nd-nearest-neighbor displacements (only) on d = 1 lattices of 
even parity. This will now be demonstrated. 
Presented in Table 3.1 are the results obtained for the problem posed above. The interme­
diate columns are the individual, site-specific walklengths, and the final column is the sum of 
these walklengths. It is the final sum, when divided by the number of non-trapping sites on 
the lattice, which yields the (n) 1. Specifically, if  n; is the site-specific walklength from site i  
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to the trap, then the expression for the overall mean walklength is 
(n) i = N _ 1 Y^n i-  (3-3) 
i=1 
Consider the values given in the final column of Table 3.1. Notice that 
2 
1 = l2 = 23 n< (3.4) 
4 
5 = l2 + 22 = 22 ni (3.5) 
6 
14 = l2 + 22 + 32 = ^ ^ rii (3.6) 
8 
30 = l2 + 22 + 32 + 42 = 2Zni (3.7) 
10 
55 = l2 + 22 + 32 + 42 + 52 = 23 ni- (3.8) 
In general, for the case where N is even, one finds 
N  N / 2  
2Zni = r^Zi2- (3.9) 
i=l i~ 1 
This summation on the right-hand side can be determined by standard techniques, with the 
result 
^ 2 _ p ( p  +  l ) ( 2 p  +  l )  ^ 
A final correspondence between p and N/2 yields the closed-form, analytic result 
(in, 
2=1 
Division by the factor (N — 1), the number of non-trapping sites on the d = 1 lattice, yields 
the value of (n)i for the problem. 
One can carry through a similar procedure for d = 1 lattices of odd parity, and the general 
result for the (1WT) case, with the mobile walker undergoing 2nd-nearest-neighbor displace-
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N  1 2 3 4 5 6 7 8 9  
1 0  5 4 8 6 9 6 8 4 5  
2  1  - - - - - - -  -
4 2 12 
6  3  2  4  2  3  - - - -
8 4 3 6 4 6 3 4 
1 
5 
14 
30 
55 
Table 3.1 Site-specific walklengths (middle columns) and the sum (last col­
umn) of the site-specific walklengths for small d = 1 lattices with 
periodic boundary conditions and 2nd-neighbor jumps only. 
ments (only) is 
N ( N  +  1 ) ( N  + 2)/24(iV — 1) for N  even, 
(3.12) 
(N + 1)(N + 3)/24 for N odd. 
This result is in agreement with the asymptotic behavior uncovered in Ref. [11], where (n) 
was shown to behave like N2/24 in the limit N —> oo, regardless of lattice parity. As is evident 
from the exact analytic result (Eq. 3.12), however, there is a dependence on the parity of the 
lattice, i.e., on whether the lattice has an even or odd number of sites. 
Returning to the result (Eq. 3.2), Montroll's expression for the IWT case for a mobile 
walker undertaking nearest-neighbor jumps only, and the result (Eq. 3.12) for the IWT case 
for a mobile walker undertaking 2nd-nearest-neighbor jumps only, one finds two differences. 
There is no lattice parity effect found when the walker undergoes nearest-neighbor jumps only. 
And, the efficiency of reaction is much greater if one admits the possibility of 2nd-nearest-
neighbor displacements. 
One can implement the above procedure for the IWT case to consider the mobile reactant 
undergoing any nth-nearest-neighbor displacements. For example, the expressions for the case 
where the mobile reactant undergoes 3rd-nearest-neighbor jumps only (i.e., explicitly excluding 
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the possibility of 1st- and 2nd-nearest-neighbor jumps) follow: 
N(N + 3)2/54(AT - 1) for N = 3k, 
Hi = {N -  1){N + 2)(N + 5)/54(N - 1) for N = 3k + 1, 
(AT + 1)2 (jv + 4)/54(AT -  1) for N = 3k + 2, 
(3.13) 
where k takes on integer values. Notice that the number of expressions necessary to characterize 
the random walk depends on the length of the jump being considered. Specifically, if nth-
nearest-neighbor displacements of the mobile walker are being considered, there will be n 
distinct expressions necessary to to describe the (exact) analytic behavior of the system. 
As a final example, if one generalizes the above problem to consider the case where both 
reactants can move simultaneously on a d = 1 lattice subject to periodic boundary conditions, 
with each walker undergoing lst-nearest-neighbor displacements only, the resulting expressions 
(reported in [9]) are 
Two observations are of interest. First, even for lst-nearest-neighbor displacements (only) 
there is a lattice parity effect, in contrast to the IWT case, Eq. 3.2. And, secondly, upon 
comparing Eqs. 3.12 and 3.14, the only difference between (n)i and (n)2 is a numerical factor 
Consider the case of a d = 1 periodic lattice with one mobile walker and one stationary 
absorbing trap, the case IWT. Let P(n, t) (hereafter abbreviated as P) be the probability for 
the mobile walker to be located at position n at time t, where t > 0. Furthermore, let An be 
the lattice spacing, At be the time step, and let pi be the probability for the walker to undergo 
N(N + l)(N + 2)/l2(N -1) for iV even, 
for N odd. 
(3.14) 
of 2. 
3.4 Master equation analysis 
an ïth-nearest-neighbor displacement in either direction, with 1 — 2 Pi the probability for 
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the walker to remain at the same position. 
According to Markov theory, the expression for the probability is 
P( n ,  t  + At )  = ^2 Pi [ P ( n  ~  *An, t )  + P( n  +  i An, i)] 
*H") r  
where 
(3.15) 
(3.16) 
i=1 
must hold to satisfy conservation of probability. 
Consider now a Taylor expansion of the left-hand side, retaining terms up to first order, 
and an expansion of the right-hand side, retaining terms up to second order; then, 
P + A1(fl + " 
1=1 
k 
i—1 
(3.17) 
Upon cancellation of like terms and dividing both sides by At, the expression becomes, 
d t  (3.18) 
The effective diffusion coefficient is 
Defi = ( 2 ^2 pd2 
i= 1 
(An)2 
2 A  t  
= Diw ( 2 
i—1 
where 
Z?lw = 
(An)2 
2 A  t  
(3.19) 
(3.20) 
is the diffusion coefficient for one walker performing a classical random walk. 
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When pi = 1/2 and p^i = 0 , the expression above collapses to the classical d — 1 random 
walk result. When p2 = 1/2 and p^2 = 0, the expression collapses to the case where only 
2nd-nearest-neighbor displacements (only) occur; the result is 
Note that there is a four-fold increase in reaction efficiency, in exact agreement with the earlier 
results, Eq. 3.12. 
Finally, when pa = 1/2 and p^g = 0, the above expression collapses to the case where only 
3rd-nearest-neighbor jumps occur; the result is 
Note the nine-fold increase in reaction efficiency, in exact agreement with Eq. 3.13. 
Let us now consider the case of two mobile walkers on a d = 1 lattice subject to peri­
odic boundary conditions. Examining the joint displacements of two walkers allows one to 
frame this problem as a one walker/stationary trap problem. In particular, consider the joint 
displacements of the two walkers, focusing on the distance between them. The four symmetry-
distinct joint displacements are diagrammed in Table 3.2, where r is the separation distance 
between the two walkers at time t. As is evident from the data in this table, the problem of two 
mobile reactants is equivalent to the 1WT problem with a 1/4 probability to move two lattice 
spacings away from the trap, a 1/4 probability to move two lattice spacings toward the trap, 
and a probability of 1/2 to make no move at all. Using Eq. 3.19 with the settings, p2 = 1/4 
and pizjL2 = 0, yields 
•Deff — 4Dlw (3.21) 
Deg — 9D lw. (3.22) 
-Deff = 2£>lw (3.23) 
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Displacement At Bt rt At+At St+At rt+Al 
1 i j r i — 1  j  —  1 r 
2 i j r i — 1 j + 1 r + 2A n 
3 i j r i + 1 j — 1 r — 2An 
4 i j r i + 1 j +1 r 
Table 3.2 Relative distance (r) for two mobile reactants (A and B) before 
and after the four symmetry distinct joint displacements which 
may occur in one time step At on a d = 1 lattice. 
3.5 Nonergodic events in d = 2,3 
There are certain initial configurations (conditions) for the one walker/stationary trap 
situation (1WT) where the mobile react ant never encounters the trap. For example, consider 
a square-planar lattice (subject to periodic boundary conditions) where the mobile walker and 
the trap are located at sites diagonal to each other. If only 2nd-nearest-neighbor jumps are 
considered, and the lattice is of even parity, there is no possible jump sequence which brings 
the mobile walker to the trap site (and no possible jump sequence which allows the walker to 
jump over the trap site). 
To elaborate the above, since both the "x" and "y" lattice lengths are even, a walker 
performing only 2nd-nearest-neighbor jumps has access to 1/2 the total number of lattice 
sites. If the trap happens to be situated at a site which is not among the set of sites accessible 
to the walker, then the collisional event will never occur. Note that this feature does not arise 
when the "x" and "y" lattice lengths are odd, since then all the sites are (eventually) accessible 
to the walker (given that periodic boundary conditions are imposed). 
More generally, whenever the "x" and "y" lattice lengths are multiples of the jump length 
i, and only zth-ncarest-neighbor jump lengths are considered, there will be some initial configu­
rations of mobile walker and trap for which the diffusion-reaction process will never terminate. 
The same arguments apply for the case d = 3. For the case of a single mobile reactant and 
a stationary trap, with the mobile reactant undergoing ith-nearest-neighbor jumps only, there 
will be certain initial configurations for which one finds that there is no series of jumps that 
allows the mobile walker to encounter the fixed trap site. 
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If, in the language of the theory of finite Markov processes, one characterizes the above as 
a non-ergodic event, then the distinction between the 1WT case and 2W case becomes stark. 
For, the above arguments do not apply when both walkers are mobile; the 2W case leads to 
strictly ergodic behavior. 
3.6 Numerical results 
We now present the principal numerical results of this work, Monte Carlo simulations for 
the case where one or two mobile random walkers undergo both nearest- and non-nearest-
neighbor displacements on d = 1, d = 2 and d — 3 lattices subject to periodic boundary 
conditions. Note that in the preceding sections the intent was to isolate and quantify the role 
of nth-nearest-neighbor displacements only. Physically, however, one would expect that in 
those situations where nth-nearest-neighbor displacements occur, the mobile particle(s) may 
also undertake (n — l)th-, (n — 2)th-, ... nearest-neighbor displacements. This is the case 
studied below, where results for (n) \ and (n)% are reported as a function of increasing system 
size. 
3.6.1 Dimension d = 1 
The results for (n)i and (n)2 are displayed in Fig. 3.1. Whereas there are some minor differ­
ences for small lattices, as N increases, the qualitative behavior is similar and the asymptotic 
behavior is the same. We note that by assigning appropriate values of pi in the expression, Eq. 
3.19, one can replicate the Monte Carlo results with an error of < 5%, an independent check 
on the accuracy of the simulations. 
3.6.2 Dimension d — 2 
Monte Carlo simulations were performed for d = 2 square planar lattices subject to periodic 
boundary conditions. In Fig. 3.2 are displayed results similar to [8, 12]; when one considers only 
1st-nearest-neighbor displacements, there is a lattice parity effect, but this effect is washed out 
when one considers simultaneously, 2nd- , 3rd- and 4th-nearest-neighbor jumps. Regardless 
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2 
1.9 
1.8 
l-, 
1.7 
1.6 
1 5 0 100 200 
N 
Figure 3.1 F vs. N for d — 1 dimensional lattice with periodic boundary con­
ditions for 1st- through 4th-nearest-neighbors via Monte Carlo 
simulations. 
of lattice parity, note that the asymptotic value realized is smaller than that uncovered when 
non-nearest-neighbor jumps are considered explicitly. 
3.6.3 Dimension d = 3 
Monte Carlo simulations were performed for d = 3 cubic lattices subject to periodic bound­
ary conditions. The results displayed in Fig. 3.3 are qualitatively similar to the results for the 
case d = 2. 
First, when one considers lst-nearest-neighbor jumps only, there is a lattice parity effect, 
but when one considers as well 2nd-, 3rd-, and 4th-nearest-neighbor displacements the lattice 
G—© 1st 
Q—El 1 st & 2nd 
O—€> 1st, 2nd & 3rd 
x—x 1st, 2nd, 3rd & 4th 
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l- 1.2 
1st 
1st & 2nd 
1 st, 2nd & 3rd 
1st, 2nd, 3rd & 4th 
0.8 
100 200 
N 
300 400 
Figure 3.2 F vs. N for d = 2 dimensional lattice with periodic boundary con­
ditions for 1st- through 4th-nearest-neighbors via Monte Carlo 
simulations. 
parity effect disappears. 
Secondly, the limiting value realized when N increases is different, depending on whether 
one considers nearest-neighbor displacements only, or generalizes to consider 2nd-, 3rd- and 
4th-nearest-neighbor displacements as well. 
It is of interest that F < 1 for simple cubic lattices of even parity, i.e., irreversible reactive 
encounters assuming only one walker is mobile is a more efficient process than assuming that 
both reactants are mobile. 
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1.5 
1 
0.5 
Figure 3.3 F vs. N for ci = 3 dimensional lattice with periodic boundary con­
ditions for 1st- through 4th-nearest-neighbors via Monte Carlo 
simulations. 
3.7 Discussion 
Non-nearest-neighbor diffusion has been investigated theoretically [14, 15, 16, 17] and it 
has been shown experimentally that it plays an important role in many systems, including the 
diffusion of metal atoms on metal surfaces [1, 2, 3, 4, 5, 6], and organic molecules on metal 
surfaces [13]. Having an understanding of the role that non-nearest-neighbor jumps play in 
influencing the efficiency of diffusion-controlled processes is crucial to the interpretation of 
results obtained in studies of adsorbate/surface systems. 
In this work, we have used the theory of finite Markov processes to obtain exact, analytic 
2000 
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expressions for the mean walklength (n)i for the case of non-nearest-neighbor displacements 
on d — 1 lattices subject to periodic boundary conditions. Although expressions were given 
for the particular cases of 2nd-nearest-neighbor jumps and of 3rd-nearest-neighbor jumps, the 
method is easily generalizable to deal with arbitrary nth-nearest-neighbor displacements. The 
results obtained were corroborated both by a probability analysis and Monte Carlo simulations. 
Given that in many cases the diffusion of metal atoms on metal surfaces occurs essentially in 
one dimension (within a channel on the surface of the crystal), we believe the results obtained 
herein may have direct relevance to the experimental studies cited in the Introduction. 
The behavior of higher-dimensional systems in which non-nearest-neighbor displacements 
may play a role was then examined via Monte Carlo simulations. Enlarging the problem 
to consider not only nearest-neighbor jumps but 2nd-, 3rd-, and 4th-nearest-neighbor jumps 
revealed that accounting for greater than lst-nearest-neighbor displacements changed signifi­
cantly the qualitative behavior of the system. Specifically, the value of F for nearest-neighbors 
was noticeably smaller than the value of F when 2nd-, 3rd-, and 4th-nearest-neighbor jumps are 
considered. Furthermore, the lattice parity effect which was so marked in the nearest-neighbor 
problem, is completely absent when non-nearest-neighbor jumps are allowed. 
Finally, it was found that in dimensions d = 2 and d = 3, for each lattice size, there are 
specific non-nearest-neighbor displacements which, in concert with certain initial configurations 
(conditions), lead to a situation where a single, mobile walker will never land on a stationary 
trap, and is doomed to wander through the lattice forever. There is no path which brings the 
walker to the trap. One consequence of this non-ergodic behavior is that, numerically, it is 
impossible to calculate (n)i via Monte Carlo simulations. But, as we have noted, if one allows, 
non-nearest-neighbor displacements, the non-ergodic behavior disappears and the consequent 
ergodic behavior opens up the way to calculations of (n)i reported here. 
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CHAPTER 4. Influence of geometry on light harvesting in dendrimeric 
systems. II. nth-nearest neighbor effects and the onset of percolation 
A paper in submission 
Jonathan L. Bentz1, John J. Kozak2 
Abstract 
We explore the effect of imposing different constraints (biases, boundary conditions) on the 
mean time to trapping (or mean walklength) for a particle (excitation) migrating on a finite 
dendrimer lattice with a centrally-positioned trap. By mobilizing the theory of finite Markov 
processes, we are able to obtain exact analytic expressions for site-specific walklengths as well 
as the overall walklength for both nearest-neighbor and second-nearest-neighbor displacements. 
This allows the comparison with and generalization of earlier results [1, 2, 3, 4], A novel feature 
of this work is the establishment of a connection between the random walk models studied 
here and percolation theory. The full dynamical behavior was also determined via solution of 
the stochastic master equation, and the results obtained compared with recent spectroscopic 
experiments. 
4.1 Introduction 
The class of molecules known as dendrimers has been studied extensively in recent years 
[5, 6, 7, 8, 9] and this study has led to a variety of applications. Within the context of 
molecular recognition [10], applications include utilizing a large dendrimer to encapsulate a 
'Graduate Student, Department of Chemistry, Iowa State University, Ames, IA, 50011-3111 
2Professor, Department of Chemistry, DePaul University, 1036 W. Belden Ave., Chicago, IL, 60614 
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guest molecule, which is then released by triggering some external stimulus, e.g. light [11], 
and using dendrimer encapsulated metal nanoparticles to facilitate catalysis [12, 13, 14, 15]. 
Dendrimers have been studied as molecular wires because the branching is shown to improve 
the efficiency of electron transfer [16, 17]. Of particular interest in this study is their use as 
light-harvesting complexes and artificial antennae in the context of energy storage and transfer 
[1, 2, 3, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37]. 
In this paper we focus principally on the energy transfer properties of compact dendrimers 
and consider the lifetime of an energy packet/electron migrating on the dendrimeric structure 
before being trapped. Representing the dendrimer as a set of discrete, connected lattice points, 
a Markovian theory for particle diffusion on a dendrimeric lattice is formulated for the case of 
a lattice with z = 3 (where z denotes the number of nearest neighbors to any branching site, 
with the exception of the sites on the periphery and possibly the central site). Both the short-
and long-term dynamical behavior are studied, and exact analytic expressions are obtained 
for the mean walklength, T^n\ the average over all available positions before termination 
(annihilation) at the central trapping site, a measure of the effective lifetime. 
This work is an extension of that carried out in I (Ref. [4]) where nearest-neighbor walks 
on compact and extended dendrimers with z = 3 and z = 4 were studied. In that work, exact 
expressions were obtained for the mean walklength of a random walker moving from a non-
trapping site to the central trapping site. This work continues that line of study by utilizing 
different boundary conditions and different biases in the nearest-neighbor walk case. It also 
expands upon that work by examining a new class of walks. By allowing non-nearest neighbor 
jumping as an allowable displacement, some new aspects of the problem can be examined. 
As noted above, we present here a Markovian theory to describe the dynamics of a parti­
cle/packet diffusing on a dendrimer, with particular attention paid to lattice geometry. The 
advantage of this approach is that the problem is reduced to solving a system of algebraic 
equations whose solution leads to numerically-exact values of the mean walklength. From the 
results generated one can then reconstruct the exact analytic solution to the problem at hand 
(see following sections). 
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4.2 Formulation 
Consider a lattice where all sites have coordination number z except for the central site, 
the trapping site, which has coordination number z — 1, see Fig. 4.1. We assign the trapping 
site to be a deep trap, i.e., when the walker (particle/packet) reaches the trap (here, site 1), 
it has no probability of escape. The lifetime calculated for a dendrimer with any number of 
branches is equivalent to the result calculated assuming only one branch is present, since the 
only linkage from one branch to any other is through the trapping site, an ergodic state. 
Figure 4.1 The generation n — 4 compact dendrimer with z = 3 (Nn = 31) 
We index the stages of the hierarchical construction of the lattice by a generation index n. 
For the z — 3 lattice, when n = 1 there is a central trap with two "twigs" attached to the trap. 
Displayed in Fig. 4.1 is the lattice corresponding to z = 3 and n = 4, for which N4 = 31. The 
bifurcating structure springing from site 3 (not including site 1) is variously called a Cayley 
tree, a Bethe lattice or, simply, a binary tree. 
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Consider a Markovian random walk of a particle on the lattice, starting from any site 
other than the trap. In this study, we are concerned with random walks in discrete time. In 
the simplest case where only nearest-neighbor displacements are allowed, at each time step 
the particle can move with equal probability to any one of its z nearest-neighbor sites. The 
probability is therefore 1 jz for all sites i > 2, except for the terminal branch sites which have 
a probability of 1/2 for the particle to move either to a nearest-neighbor site or remain at the 
terminal site. This amounts to imposing confining (or reflecting) boundary conditions. 
One can also examine the consequences of assuming that the particle/packet undergoes non-
nearest-neighbor displacements; here, for definiteness, we will focus on two-step jumps. For 
both nearest-neighbor and non-nearest-neighbor displacements, the effect of different biases 
on the site-to-site jumps can be explored, and different boundary conditions imposed. See 
Sections 4.3, 4.4 and 4.6. 
The value of T^n\ the mean walklength, is obtained by calculating the average of all 
walklengths from all possible starting positions, 
= (4-1) 
where is the value of the average walklength from position i on the lattice to the trapping 
site, and Nn is the total number of lattice sites at generation n, given by 
n 
= 1 + - 1)*- (4-2) 
fc=l 
The calculation of is performed by elucidating all possible configurations and associated 
site-to-site transitions, constructing the Markov transition matrix, and from thence determin­
ing the fundamental matrix of the theory. The site-specific walklengths are the row sums of 
the fundamental matrix, and their sum, divided by the number of non-trapping sites, is the 
overall mean walklength [38]. 
The derivation of exact analytic expressions for (reported below) is a consequence 
of the hierarchical structure of the dendrimer lattice. One proceeds by comparing values of 
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for different generations of the lattice, and then derives relationships among these T*>n\ 
This procedure is, in fact, a renormalization technique similar to the one mobilized recently in 
obtaining exact analytic expressions for the mean walklength on the Sierpinski gasket [39] and 
Sierpinski tower [40], fractals of Hausdorff dimension D = In3/In 2 and D = 2, respectively. 
4.3 Nearest neighbor displacements 
Expressions have already been reported [4] for the cases of z = 3 and z = 4 compact and 
extended dendrimers for the case where the excitation was considered to "hop" to nearest-
neighbor sites (only) during one time step. Also, in that formulation, if the walker was located 
on a terminal site (i.e., the site farthest removed from the trap), the model specified a prob­
ability of 1/2 to remain on that site, and a probability of 1/2 to hop to the first interior 
site. 
One can formulate the model of a compact dendrimer with different transition probabilities 
from the terminal site. For example, if the walker is located at a terminal site, one can specify 
a unit probability of jumping to the nearest adjacent site (with a concomitant probability of 
zero of remaining at the terminal site). Although, at first glance, this would appear to be an 
inconsequential change, it turns out to be significant because terminal sites comprise essentially 
half of all sites of the dendrimeric lattice (provided z — 3); thus, changing the specification of 
the probabilities on the terminal site(s) can have a significant effect on the efficiency of the 
process and the underlying dynamics (as will be seen later). 
Displayed in Table 4.1 are the site-specific walklengths from different levels I of dendrimeric 
lattices of increasing spatial extent. In terms of the generation index n, the procedure developed 
in [4] (and outlined above) leads to the following expression for the mean walklength T^n from 
the terminal site: 
?&l = 4(2"-l)-3n. (4.3) 
In order to compare the results obtained with known results in random-walk theory, one 
can express the above result in terms of the total number N of lattice sites. Recalling that the 
number of branches connected to the central trap doesn't affect the walklength if jumps over 
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Level (I) 1 2 3 4 5 
Generation Number (n) 
6 7 8 9 10 11 12 
1 1 5 13 29 61 125 253 509 1021 2045 4093 8189 
2 - 6 18 42 90 186 378 762 1530 3066 6138 12282 
3 - 19 47 103 215 439 887 1783 3575 7159 14327 
4 - - 48 108 228 468 948 1908 3828 7668 15348 
5 - - - 109 233 481 977 1969 3953 7921 15857 
6 - - - - 234 486 990 1998 4014 8046 16110 
7 - - - - - 487 995 2011 4043 8107 16235 
8 - - - - - - 996 2016 4056 8136 16296 
9 - - - - - - - 2017 4061 8149 16325 
10 - - - - - - - - 4062 8154 16338 
11 - - - - - - - - - 8155 16343 
12 
- - - - - - - - - -
16344 
Table 4.1 Mean walklengths Tjn' by level for the first 12 generations for 
the z = 3 compact dendrimer lattice with the alternate boundary 
condition of probability p — 1 for the particle at a terminal site 
to jump toward the trap at the next time step 
the trap are not allowed, the substitution N — 2" is utilized here where N is the total number 
of sites in a single branch connected to the trap plus the trap site. The result is 
?t! = 4(N-l)-3». (4.4) 
The expression for the overall mean walklength is given by: 
W _  (4)2^- ( lOn+ 2 )2^-3  
1z=z — 2« - 1 ' ^ '  
and 
1 a - 4 * ( 4 . 6 )  
For comparison, the results obtained for the first case described above (elaborated in Ref. 
[4]) can be listed. From the terminal site, 
7&>, = 5(2"-l)-3n, (4.7) 
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with 
?tl =  5 (Ar- l ) - 3n .  (4.8) 
From Eq. 10 in Ref. [4], the overall mean walklength is given by 
(5)22"_(lln + 4)2"-i-3 
i -y Q — r- : z=3  (4.9) 
2" - 1 
with 
rp(n) _ ION2 - (11 n + 4)N - 6 
2=3 
~ 2{N - 1) (4.10) 
As a final example, one can also generalize the problem to consider the case where a walker 
experiences a net bias toward the trap. As will be seen in a later section, this turns out 
to be interesting because of the linkage to percolation theory. Suppose, for definiteness, one 
considers a bias wherein at each lattice site, the walker experiences a probability of 2/3 to 
migrate toward the trap, with a concomitant probability of 1/3 to move toward the terminus. 
For walks from the terminal site, one finds 
(4.11) 
with 
rp(n) _ 3[(n — 1)N + 1] 
1e=n - rT N (4.12) 
The overall walklength is then given by: 
(n) = (3)2"+i + (3n - 5)22" - 1 
z==3 (2n)(2n - 1) (4.13) 
and 
( n )  _  (3n  — 5)7V2 + 6N — 1 
* = 3  ~  N { N  -  1 )  (4.14) 
We shall return to a discussion of these results in a later section. 
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4.4 Non-nearest neighbor results 
Developing an exact analytic expression for for two-step walks is somewhat more 
involved than for the case of nearest-neighbor excursions (only) described in [4]. On examining 
the results displayed in Table 4.2, new features appear. 
Level (I) 4 5 6 
Generation Number (n) 
7 8 9 10 11 12 
1 27 91 123 379 507 1531 2043 6139 8187 
2 21 29 93 125 381 509 1533 2045 6141 
3 32 112 152 472 632 1912 2552 7672 10232 
4 24 34 114 154 474 634 1914 2554 7674 
5 - 115 157 493 661 2005 2677 8053 10741 
6 - - 117 159 495 663 2007 2679 8055 
7 - - - 496 666 2026 2706 8146 10866 
8 - - - - 498 668 2028 2708 8148 
9 - - - - - 2029 2711 8167 10895 
10 - - - - - - 2031 2713 8169 
11 - - - - - - - 8170 10900 
12 
- - - - - - - -
8172 
Table 4.2 Mean walklengths TjM by level for the generations for the z = 3 
compact dendrimer lattice considering 2nd-neighbor displace­
ments 
First, there is a difference in qualitative behavior for n = even versus n — odd generations. 
Starting from the terminal site for n even, the magnitude of the the walklength for the first 
interior site, I = (n — 1), is larger, for the second interior site, i — (n — 2), is smaller, and 
so on, alternating "back and forth" down to I = 1. For the case n odd, exactly the opposite 
behavior pertains. 
Second, note that there is a relation between the walklength for the terminal sites for 
adjacent generations; the walklength from the terminal site for a given even generation n is 
exactly 2 steps larger than the corresponding value for (odd) generation n — 1. 
The first task is to find an analytic expression for walks from the terminal site for n odd 
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(from which the result for n even will follow at once). Examination of the sequence 
» = 5, 72% = 115 (n) _ t—ri 
» = 7, 7^1 = 496 
n = 9, ^ = 2029 
» = 11, 7^1 = 8170 
n = 13, T(e2{ = 32740 
reveals that 
= Z = + (4-15) 
»=o 
where, n  =  ( n —  l)/2. 
A closed form expression for this sum can be derived using standard methods; see [41, 42]. 
One finds for n odd that 
?&#) = 4# - - 7. (4.16) 
The corresponding expression for n even follows at once: 
?&!(#) = 2N - - 5. (4.17) 
To develop an analytic expression for the overall mean walklength requires some 
further effort. Referring to the above, note that alternating values of the mean walklength as 
one proceeds "inward" (i.e. toward the trap) have a monotonie structure. In particular, for n 
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odd, the following intervals are found: 
rp( n )  
1e=n ~ T (  
(") _ q 
?=n-2 — 6 
rp( n )  
£=n-
-2 — 
r p ( n )  
£ = n — 4 —  21 
rp(n) 
1£=n-
-4 
7i ( n )  1£=n-6 ~ 93 
rp( n )  1£=n- I, — f (
n )  __ 
±£=n-8 — 381 
rp( n )  
1£=n-
-8 ~~ 
rp( n )  
1i=n-10 ~ = 1533 
qi(n) 
±£=n-
-10 ' 
rp( n )  
£—n—12 = 6141 
Similarly, note that: 
rp( n )  _ rp( n )  _  -
1£=n-1 xl.=n-3 ~ ° 
rp( n )  _  rp( n )  _  n q  
1£^n-3 £=n—5 ~ Zy 
= 125 
*2 , - 7 - ï f cL 9  =  509  
r£L9-rfcLii = 2045-
As is evident from the data in Table 4.2, exactly the same interval spacing for alternating t is 
found for n even. 
To develop a closed-form, analytic solution for the overall average walklength one needs 
first an analytic expression for T^n_v For n odd, 
?tLi = - MA*-: _ ^ _ i) (4 ig) 
From the two "nesting" sequences laid down above, the first yields 
A = (6)4m - 3, m = 0,1,2,3,. (4.19) 
62 
starting from T^n, and the second yields 
A = (8)4m — 3, m = 0,1,2,3,... (4.20) 
starting from T^n_v Finally using the formal expression for T^n\ Eq. 4.1, weighting each 
by the number of sites at that I, and again using standard results on the summation of 
series [41, 42] to develop a closed form expression, one finds for n odd 
t M ( n )  =  ( N - i m N - l ) - 2 1 n N - 4  (4,21) 
and for n even 
ri">(ZV) = (w-i)(20« + 3)-2i»;v (4.22) 
again using the relation N = 2n. 
4 .5  Ef f ic iency  o f  neares t -ne ighbor  vs .  non-neares t -ne ighbor  processes  
Displayed in Fig. 4.2 are results for the overall mean walklength as a function of the 
generation number n. Since the magnitude of gauges the efficiency of the process, the most 
efficient trapping, for all generations n, occurs when the particle/packet undergoes two-step 
jumps (only); the least efficient process results when nearest-neighbor jumps (only) are allowed; 
a process wherein the particle can undergo both nearest-neighbor and non-nearest-neighbor 
displacements is intermediate in efficiency. 
Given this regularity, the results obtained when one considers events in which the particle 
initiates its migration from a terminal site of the dendrimer are, at first sight, unexpected. The 
overall behavior is displayed in Fig. 4.3 where we have plotted the mean walklength versus 
the generation index n for n even and, correspondingly, T^n versus n in Fig. 4.4 when n is odd. 
The data show first that when n is even, two-step displacements are the more efficient; indeed, 
the right-hand side of the expression T^n for nearest-neighbor jumps, Eq. 4.3, is exactly twice 
the right-hand side of the expression for second-nearest-neighbor jumps, Eq. 4.17, a factor 
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Q—© 2nd neighbors 
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X—x 1st and 2nd neighbors 
5000 
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^ 3000 
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1000 
n 
Figure 4.2 Mean walklength vs. generation size 
which is also evident from the data displayed in Tables 4.1 and 4.2. This behavior is entirely 
consistent with that noted in the preceding paragraph. Consider, however, odd generation 
dendrimers. Here, two-step processes are found to be less efficient than processes in which one 
restricts the motion of the packet to nearest-neighbor jumps. Again taking advantage of the 
exact, analytic results reported earlier, viz., Eqs. 4.3 and 4.16, one finds that for odd, 
(2nd NN) - 7^ (istNN) = (3/2)(n-l), (4.23) 
a result that can be immediately verified from the data presented in Tables 4.1, 4.2. Finally, 
a trapping process in which the particle undergoes both nearest-neighbor and non-nearest-
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Figure 4.3 Terminal site walklength vs. generation size for even generation 
dendrimers 
neighbor displacements is now the least efficient process. The crossover in reaction efficiency 
when one switches from n-even to n-odd generation dendrimers is a direct consequence of the 
alternating values of found as one proceeds from the terminal site to the trap [see Table 
4.2, and Eqs. 4.19 and 4.20]. It is this "molecular schizophrenia" that is also responsible for 
the repositioning of the curves for T^n versus n when both first- and second-nearest neighbors 
displacements are at play in the dendrimeric system. 
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Figure 4.4 Terminal site walklength vs. generation size for odd generation 
dendrimers 
4.6 Percolation Threshold 
On comparing the analytic results for the mean walklength from terminal sites of the 
dendrimeric lattice, viz., Eqs. (3, 5 and 7), reported in Section 4.3, it is evident that biasing 
the walk has a pronounced effect on the results obtained. The same effect is seen on examining 
the overall mean walklength for each case, viz., Eqs. (4, 6, 8). The question naturally arises 
as to whether the kind of discontinuous change that one finds in percolation studies on Cayley 
trees (or Bethe lattices) is also seen in the random walk problem. 
In percolation theory [43], the percolation threshold pc equals 1/2 for the Bethe lattice. 
Hence, here, let the probability of making a jump in the direction of the trap be equal to 
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1/2 + c, and the probability away to be 1/2 — e. So, when e > 0, bias is toward the trap, and 
for e < 0 bias is toward the terminus. 
Plotted in Fig. 4.5 are the results obtained for nearest-neighbor walks (only); Figs. 4.6 and 
4.7 then display the results for second-nearest-neighbor walks on even and odd dendrimers, 
respectively. 
Figure 4.5 Mean walklength value vs. generation size for selected values of 
epsilon. First neighbor walks only 
Qualitatively, for the case of nearest-neighbor random walks, there are three regimes of 
behavior, as first noticed by Bar-Haim et al. [1, 2], who considered explicitly the case of an 
excitation starting from a terminal site, t — n. Each of these regimes is taken up below. 
In the regime where there is no bias, Bar-Haim et al. report that the limiting behavior is 
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Figure 4.6 Mean walklength value vs. generation size for selected values of 
epsilon. Second neighbor walks for even generation dendrimers 
quadratic. If there is no bias, then the problem reduces to a symmetric, d = 1 random walk 
problem, with the walker subject to confining boundary conditions. An analytic result for this 
case was reported in 1982 [44], and is given by 
T^i = n(n +1). (4.24) 
The overall average walklength can easily be obtained as well: 
r<"> = (" + 1)<2" + 1).  ( 4 , 2 5 )  
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Figure 4.7 Mean walklength values vs. generation size for selected values of 
epsilon. Second neighbor walks for odd generation dendrimers 
In the regime where there is a net bias toward the trap, the limiting behavior was found 
[1, 2] to be linear. As is plain from our analytic results, Eq. (7), in the limit of large N 
= 3(71 - 1) (4.26) 
and 
T(") = (3n - 5). (4.27) 
Finally, when the bias is toward the terminus, Bar-Haim et al. report an exponential depen­
dence on n. What is interesting here is that the transition to this behavior is so precipitous, as 
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is evidenced by Figs. (5-7), for both nearest-neighbor and non-nearest-neighbor displacements. 
Clearly, as one crosses the percolation threshold, pc = 1/2, there is a dramatic change in the 
behavior of the system. The new feature that appears when second-nearest-neighbor walks 
are considered is, as before, the "even/odd" generation effect which goes back to the analytic 
results reported in Section 4.4. Indeed, if one superimposed Figs. 4.6 and 4.7, there would be 
a "staircase" effect driven by the lattice parity. 
4.7 Dynamical behavior 
The probability distribution function governing the fate of a diffusing particle on a Eu­
clidean or fractal lattice is governed by the following evolution equation [45] 
^ (4.28) 
J = 1 
Specifically, pi( t )  is the probability of the particle being at site i  at time t ,  with 
Pi(t = 0) = ôim. (4.29) 
Gij is the transition rate of the probability to the site i from a neighboring site j. The overall 
G matrix is linked to the N x N Markov transition probability matrix P with elements p^ via 
the relation 
Gij — [S-ij — pij ] Zj (4.30) 
where zj is the valency (connectivity) of site j and is the probability that the diffusing 
particle, conditional on being at site i at time t, will be at site j in the next displacement until 
terminating its walk (eventually) at one or more partially or completely absorbing traps. A 
standard result in the theory of finite Markov processes [46] is that the mean walklength 
is related to the smallest eigenvalue Ai of the above stochastic master equation; in particular, 
in the long-time limit 
T = zX[l. (4.31) 
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On short and intermediate time scales the full set of eigenvalues can, in principle, influence 
the decay but, in practice, usually only a few contribute significantly. 
Consider a process in which an energy packet/electron initiates its motion from one of the 
terminal sites of a z = 3, n = 4 dendrimer, and flows through the branched network of sites. 
Plotted in Fig. 4.8 is the consequent temporal behavior of the system when nearest-neighbor 
displacements only are considered; the evolution of the probability distribution function from 
each distinct site (level) of the tree is displayed explicitly. A similar plot is given in Fig. 
4.9 for the case where second-nearest-neighbor displacements only are considered. In general, 
only certain levels of the dendritic tree are accessible to a walker undergoing non-nearest-
neighbor  displacements .  For  second-nearest  neighbor  displacements ,  levels  n = 2 and n — 4 
are accessible, but there is no sequence of two-step displacements which will take the walker 
to n = 1 or n = 3. Obviously, if one chose a different site to initialize the walk, say the site 
adjacent to the terminus, exactly the opposite would be the case, viz., neither the terminal 
site nor any site reachable from that site by a sequence of two-step hops would be accessible. 
It is of interest to compare the evolution curves for a walker starting at the terminal 
site on a given dendrimeric lattice, but undergoing either nearest-neighbor or second-nearest-
neighbor jumps. Figure 4.10 displays the probability distribution function for processes on a 
n — 4 dendrimer, while Fig. 4.11 shows the decay profile for n — 5. For n — 4, at short 
times the first-nearest-neighbor curve decays more rapidly than the second-nearest-neighbor 
curve, but there is an intersection at intermediate times, with the first-nearest-neighbor process 
then characterized by the longest lifetime. On the other hand, for n = 5, the first nearest-
neighbor process shows the fastest decay, there is no intersection, and the second-nearest-
neighbor process has the longest lifetime. In either case, more than one eigenvalue plays a role 
in determining the evolution profile, a fact which is known experimentally, i.e., when fitting 
the experimental data, usually more than one eigenvalue is needed to reproduce the observed 
behavior. 
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Figure 4.8 p vs. r (relative time) for an excitation starting at a terminal 
site, for the generation n = 4 compact dendrimer considering 
only nearest-neighbor displacements. The legend indicates the 
site (level) at which the evolution is being monitored 
4.8 Discussion and conclusions 
In this paper we have reported exact analytic expressions for both the site-specific 
and the overall walklengths for a particle/packet diffusing on a dendrimeric lattice. The 
migrating species was subjected to different biases in its motion from site to site on the lattice, 
different boundary conditions at the terminal site, and both nearest-neighbor and non-nearest 
neighbor displacements were considered. 
For the case of nearest-neighbor displacements, in accordance with studies reported earlier 
Level 4 
Level 3 
Level 2 
Level 1 
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Figure 4.9 p vs. r (relative time) for an excitation starting at a terminal 
site, for the generation n = 4 compact dendrimer considering 
only 2nd nearest-neighbor displacements. The legend indicates 
the site (level) at which the evolution is being monitored 
[1, 2, 3], three regimes of behavior were found. For the case where the motion of the walker 
is biased toward the trap, is linear in n. When the particle experiences no bias, there 
is a quadratic dependence of on n. Finally, when the walker's motion is biased toward 
the terminal site of the dendrimeric branch, we find that is described by a power law 
dependence on n.  
Consideration of the case where the particle/packet can undergo second-nearest neighbor 
displacements uncovers some qualitatively new features. For the case where an outward bias is 
imposed, the behavior is qualitatively similar to the case of first-nearest neighbor displacements 
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Figure 4.10 p vs. r (relative time) as monitored at the terminal site for an 
excitation starting at the terminal site on a generation n — 4 
dendrimer 
only; as is seen in Eqs. 4.21 and 4.22, there is a power law dependence of the mean walklength 
on n. The new feature here is that for second-nearest neighbor jumps, a lattice parity 
effect is seen. Lattice parity effects for non-nearest-neighbor jumps were found in earlier studies 
on Cartesian lattices [47, 48, 49, 50]. While lattice parity was unimportant in the Euclidean 
dimension d = 1, it played a significant role in d = 2,3 in determining whether nearest-neighbor 
or non-nearest-neighbor displacements resulted in the more efficient process. 
Calculations reported in Section 4.6 highlight the dramatic change in the qualitative behav­
ior of the system as one crosses the percolation threshold pc. Earlier theoretical studies have 
established a connection between percolation theory and the theory of phase transitions (see 
74 
— 1st neighbor 
--- 2nd neighbor 0.5 
Q. 
100 
T 
200 50 150 
Figure 4.11 p vs. T (relative time) as monitored at the terminal site for an 
excitation starting at the terminal site on a generation n = 5 
dendrimer 
refs. [51, 52] and refs. therein), so it is natural to ask whether there is a connection between 
the behavior found in the random-walk model considered here and phase transitions. 
In two earlier studies, Refs. [53, 54], a Markovian lattice model was constructed to study 
how the strength and range of a potential operative between a diffusing coreactant A and 
a stationary target molecule B influenced the efficiency of the irreversible diffusion-reaction 
process: A + B —> C. It was found that there exists a transition between two qualitatively 
different types of behavior, viz., a regime where the coreactant's motion is totally correlated 
with respect to the target species, and a regime where the motion is totally uncorrelated. The 
transition between these two regimes was relatively abrupt, and dependent on down-range 
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potential correlations, the dielectric constant and the system temperature. 
In the present problem, if one regards the trapping site of the dendrimer as the "fixed 
target molecule" and the bias imposed on the motion of the random walker as playing the role 
of a potential, then the abrupt transition in behavior that one encounters in going from e > 0 
to e < 0 could also be described as a transition in diffusion-reaction space. In this picture, 
the occurrence of second-nearest-neighbor jumps would describe the case where the system 
temperature becomes high enough that down-range excursions of the particle begin to play a 
important role. 
Finally, with reference to our calculations of the evolution of the probability distribution 
function, we comment on the dynamical behavior of dendrimeric systems. For the models 
studied here, the influence of more than one eigenvalue in governing the evolution of the system 
was documented in Section 4.7, and is linked to the observation that two and sometimes three 
exponentials are needed to fit the experimental data [21, 31, 32, 33, 55, 56] in (time-resolved) 
studies in which the fluorescence intensity or fluorescence anisotropy is measured as a function 
of time. 
Maus et al. [31] have reported anisotropy measurements of polyphenylene dendrimers with 
peryleneimide chromophores attached. They found that when only one peryleneimide group 
is attached, a single exponential is sufficient to describe the anisotropy decays. However, for 
multiple (2-4) peryleneimide groups they found that a double exponential is required. The 
structure of the anisotropy decay curves reported in ref. [31] is qualitatively similar to the 
decay curves we have shown in Section 4.7. 
Varnavski et al. [21] performed anisotropy measurement on an amino-styrylbenzene den­
drimeric system. They found that the fluorescence anisotropy decayed quite rapidly, on the 
order of 20 femtoseconds, while the anisotropy decay measured for the linear building block 
of the dendrimer occurred on a picosecond time scale. This large discrepancy indicates that 
the dendrimeric structure is indeed facilitating efficient energy transfer. Fluorescence intensity 
measurements were fitted to two- and three-exponential functions, again consistent with our 
observation that multiple exponential fits are needed to describe the energy transfer process. 
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Lahankar et al. [33] study a nitrogen-centered dendrimer with three branches, as well as 
its linear analogue. They found that the anisotropy decay of the linear molecule was ~ 50 
picoseconds while the decay of the dendrimer was ~ 60 femtoseconds, indicating an enhanced 
energy transfer rate due to the dendrimer. Their fluorescence decay curves were fitted with 
two exponentials. 
Having established that the results of our model calculations are consistent with exper­
imental measurements, it is tempting to turn the story around and ask whether one might 
find evidence experimentally for the unexpected new effects which emerged in our theoretical 
study. The most striking of these would be to see if the lattice parity effect that springs from 
assuming that the diffusing packet can undergo non-nearest neighbor jumps can be verified 
experimentally. 
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CHAPTER 5. Conclusions 
5.1 Discussion 
As noted in Section 1.3, this work begins with studies done concerning the light harvesting 
properties of compact and extended dendrimers by studying the short- and long-time behavior 
of a model system. Using a resummation technique similar in spirit to the one introduced in 
refs. [65, 66], exact analytic expressions have been obtained for the overall average walklength 
for z = 3 and z = 4 compact dendrimers, and for z = 3 and z = 4 extended dendrimers 
(Chapter 2). The dynamical behavior was also studied via numerical solution of the stochastic 
master equation. This led to the study of non-nearest neighbor displacements in the more 
general case of Cartesian lattices in Euclidean dimension d — 1,2,3 (Chapter 3). 
When considering the general case of non-nearest neighbor effects on reaction efficiency 
(Chapter 3), some striking results were found. Exact expressions for the mean walklength were 
obtained for the case of d = 1 lattices with periodic boundary conditions and non-nearest-
neighbor (2nd and 3rd) jumps. These expressions were shown to have the same long-time 
behavior as the nearest neighbor jumps. When considering dimensions d — 2,3, unexpected 
behavior is manifested. First, it was shown in d = 2,3 that nearest-neighbor displacements 
had a smaller value of F, i.e., a lower efficiency, than the non-nearest neighbor displacements. 
The surprising result was that the value of F (the ratio of the mean walklengths for 2W vs. 
1WT) was essentially the same for 2nd, 3rd, and 4th nearest neighbors. Within the context 
of the model, there is a fundamental difference between nearest and non-nearest neighbors, 
but not between different types of non-nearest neighbor jumps, e.g., 2nd vs. 3rd or 3rd vs. 
4th. Another surprising result is observed when considering the parity of the lattice. It was 
shown that for d = 1 lattices, the parity did not affect the value of the mean walklength 
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for long times. In d = 2,3, the parity of the lattice did affect the mean walklength and in 
sometimes dramatic fashion, i.e., for d = 3, the most efficient mechanism for even lattices was 
1WT and not 2W. However, this lattice parity effect played a role only when nearest-neighbor 
displacements were considered. Once non-nearest neighbor displacements were added, the 
parity effect was not seen. This provides more evidence of the fundamental difference between 
strictly nearest-neighbor displacements and longer-range displacements. 
With effects of non-nearest neighbor displacements on Cartesian lattices firmly in hand, 
attention was again turned to dendrimer lattices (Chapter 4). There, exact analytic expres­
sions were reported for both the site-specific T^n and the overall walklengths for a 
particle/packet diffusing on a dendrimeric lattice subjected to different biases in its motion 
from si te  to  s i te  on the la t t ice ,  different  boundary condi t ions a t  the terminal  s i te ,  wi th  both 
nearest-neighbor and non-nearest neighbor displacements considered. 
For the case of nearest-neighbor displacements, in accordance with studies reported earlier 
[15, 17, 36], three regimes of behavior were found. For the case where the motion of the walker 
is biased toward the trap, is linear in n. When the particle experiences no bias, there 
is a quadratic dependence of on n. Finally, when the walker's motion is biased toward 
the terminal site of the dendrimeric branch, one finds that is described by a power law 
dependence on n.  
Consideration of the case where the particle/packet can undergo second-nearest neighbor 
displacements uncovers some qualitatively new features. For the case where an outward bias is 
imposed, the behavior is qualitatively similar to the case of first-nearest neighbor displacements 
only; as is seen in Eqs. 4.21 and 4.22, there is a power law dependence of the mean walklength 
on n. The new feature here is that for second-nearest neighbor jumps, a lattice parity 
effect is seen (and also described in Chapter 3). 
Calculations reported in Section 4.6 highlight the dramatic change in the qualitative be­
havior of the system as one crosses the percolation threshold pc (effectively adjusting the 
external bias). Earlier theoretical studies have established a connection between percolation 
theory and the theory of phase transitions (see refs. [67, 68] and refs. therein), so it is natural 
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to ask whether there is a connection between the behavior found in the random-walk model 
considered here and phase transitions. 
In two earlier studies, Refs. [69, 70], a Markovian lattice model was constructed to study 
how the strength and range of a potential operative between a diffusing coreactant A and 
a stationary target molecule B influenced the efficiency of the irreversible diffusion-reaction 
process: A + B —> C. It was found that there exists a transition between two qualitatively 
different types of behavior, viz., a regime where the coreactant's motion is totally correlated 
with respect to the target species, and a regime where the motion is totally uncorrelated. The 
transition between these two regimes was relatively abrupt, and dependent on down-range 
potential correlations, the dielectric constant and the system temperature. 
In the present problem, if one regards the trapping site of the dendrimer as the "fixed 
target molecule" and the bias imposed on the motion of the random walker as playing the role 
of a potential, then the abrupt transition in behavior that one encounters in going from e > 0 
to e < 0 could also be described as a transition in diffusion-reaction space. In this picture, 
the occurrence of second-nearest-neighbor jumps would describe the case where the system 
temperature becomes high enough that down-range excursions of the particle begin to play an 
important role. 
With reference to the calculations of the evolution of the probability distribution function, 
one can explore the dynamical behavior of dendrimeric systems. For the models studied here, 
the influence of more than one eigenvalue in governing the evolution of the system was docu­
mented in Sections 2.5 and 4.7, and is linked to the observation that two and sometimes three 
exponentials are needed to fit the experimental data [19, 29, 30, 31, 47, 48] in (time-resolved) 
studies in which the ffuoresence intensity or fluorescence anisotropy is measured as a function 
of time. Examples are given in Sections 2.6 and 4.8. 
Finally, there are studies [21, 23, 25, 26] which suggest that there is a critical (or optimal) 
size of dendrimers. Chapters 2 and 3 showed behavior that qualitatively agrees with a "critical" 
size, viz., that there exists a limiting point beyond which increasing the lattice size does 
not result in a proportional change in the reaction efficiency. In Chapters 2 and 4 this was 
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demonstrated by increasing the spatial extent of the system by increasing systematically the 
generation number n. In Chapter 3 the figures presented were for for general lattices but the 
behavior was similar, i.e., a pronounced increase for short times but saturation at long times. 
In summary, there is a rich suite of behavior that can be examined when considering carte­
sian (Chapter 3) and dendrimeric (Chapters 2 and 4) lattices. This study shows remarkable 
(and quite unexpected) differences for nearest vs. non-nearest displacements, including lattice 
parity effects. Numerical solution of the stochastic master equation gives information about 
the multi-exponential probability decay of an excitation on a dendrimer lattice. Long-time 
limit behavior shows qualitatively a critical (saturation) point of the lattice whereby the mean 
walklength values don't change proportionally with the size of the lattice. 
5.2 Future research 
There are a number of avenues available as lines of future inquiry into these subjects. 
There are studies [21, 23, 32, 52] where it has been shown that extended dendrimers facilitate 
faster (and thus more efficient) energy transfer than compact dendrimers. Subsequently one 
can mobilize the techniques shown above to examine the efficiency of extended dendrimers in 
the context of an external energy bias, non-nearest-neighbor displacements, and the lifetime 
probability decay of the particle. Also, work has been done [71] to study biexciton decay and 
this can be studied using the 2W reaction model put utilized in Chapter 3. 
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APPENDIX One Dimensional Example 
Consider a Id  lattice with periodic boundary conditions. The problem of the random walker 
and a single trap can be solved for an exact expression at least three different ways. Montroll 
solved the problem through the use of generating functions [72]. Two other methods will be 
outlined in more detail below and can also be seen in ref. [73]. 
Difference equation method 
One method is through the use of difference equations. Recall that the expression to solve 
is 
JV-L 
H = JfZTÏ (A.l) 
Z — l  
where the factor of N — 1 in the denominator is present to avoid over-counting the lattice sites 
since site N is the trap, and z denotes the index of the lattice site. The difference equation 
one must solve is the following, 
in)z  — 7^{ n )z+i  g(^)z—i "4" 1) 0 < z < N, { n )o  — { n )N — 0, (A.2) 
where the addition of unity is included because the walklength should be incremented by 1 with 
each time step. Multiplication by the constant factor 2 and rearrangement puts the equation 
in a more useful form 
(n) z - i-i — 2(n)z + (n.)2_i = —2. (A.3) 
The theory of inhomogeneous, second-order linear difference equations with constant coeffi­
cients specifies that the solution will be composed of the solution to the homogeneous difference 
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equation and the particular solution [74]. Upon inspection, the characteristic equation is 
TO2 — 2 m + 1 — 0, (A.4) 
which has a double root at m = 1. Since there is a double root, the solution to the homogeneous 
equation has the form 
- Cim' + Czzm' (A.5) 
and since the double root is 1 the expression is 
+ (A.6) 
If the inhomogeneous term is of the form A (b) z ,  then the particular solution will be of the form 
Ao(b)z. Since the inhomogeneous term in this case is —2(l)z, the particular solution should be 
Ao(l)z. But since (l)z and z(l)z are already part of the solution to the homogeneous equation, 
the correct particular solution is Aqz2(1)Z. To determine Aq, we substitute the particular 
solution into Eq. (A.3) for (n)z which yields 
AQ(z + I)2 — 2Aqz2 + AQ(Z — I)2 = —2. (A.7) 
After performing the algebra and some cancellations, one finds that A q = — 1 .  The full solution 
is now 
(n) z  = Ci + C<iz — z2. (A.8) 
To determine the constants it is necessary to utilize the boundary conditions with Eq. (A.8). 
This becomes the two-equation system 
(n)o = 0 = C\  
(n)N  = 0 = Ci + C 2N -  N 2 .  
(A.9) 
(A.10) 
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Upon evaluation of the constants, the full expression is 
(n) z  = z(N -  z) .  (A.11) 
Now substituting Eq. (A.11) into Eq. (A.l) yields 
1 ^ 
2=1 
(A.12) 
where the summation is evaluated analytically as 
N - 1  N(N + 1)(N — 1)  
Z = 1 
(A.13) 
Performing the division by N — 1 finally gives the expression for the mean walklength 
(n)  = N(N +1) (A.14) 
Markov transition matrix method 
Another method used to solve the mean walklength problem is through the so-called Markov 
method [57, 55]. This involves constructing a probability matrix and inverting the matrix to 
yield all the individual walklengths from each symmetry distinct site, and then summing them 
up to form the overall walklength. Consider as an example Fig. A.l, a 5-site Id chain with 
Figure A.l One dimensional 5-site lattice, with the sites in the circles denot­
ing the lattice sites and the dashed boxes denoting the connec­
tivity of the terminal sites due to the periodicity of the lattice. 
periodic boundary conditions and a deep trap. With this figure in mind one constructs the 
probability matrix P which describes all the probabilities of movement for a random walker. 
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Each element describes the probability of a walker on site i  moving to site j  in the next 
time step. The probability matrix in this case is 
1 0 0 0 0 
1/2 0 1/2 0 0 
0 1/2 0 1/2 0 
0 0 1/2 0 1/2 
1/2 0 0 1/2 0 
(A.15) 
P can be decomposed into 4 blocks as 
P = 
L 0 
R Q 
(A.16) 
In this decomposition, L describes the ergodic or equilibrium state, R describes the transitions 
from the transient states to the ergodic states, and Q describes all the transitions between 
transient states. The appropriate partitioning of P is 
L = [l], R = 
1/2 
0 
0 
1/2 
0 0 0 0 (A.17) 
and 
Q = 
0 1/2 0 0 
1/2 0 1/2 0 
0 1/2 0 1/2 
0 0 1/2 0 
(A.18) 
Once Q is specified, the theory of Markov chains shows that matrix N = (I — Q) 1 (called the 
fundamental matrix) can be computed and from it the walklength data can be extracted. In 
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this particular example N is 
N = 
8/5 6/5 4/5 2/5 
6/5 12/5 8/5 4/5 
4/5 8/5 12/5 6/5 
2/5 4/5 6/5 8/5 
(A.19) 
The elements Mj denote average site visitation values, that is, for a walker starting at site i ,  
it will visit site j an average of Nl3 times before being trapped irreversibly. This leads to the 
fact that the sum of any particular row i of the matrix N gives the average lifetime of a walker 
starting from site i and ultimately terminating the walk at the trap. Formally speaking this 
is expressed as 
(n) z  = ^ TN z j .  (A.20) 
In this particular example we have 
<n)i = 4, (n)2 = 6, (n)3 = 6, (n)4 = 4, (A.21) 
for the walklengths from each individual site and 
(n) = - {(n)i + (n>2 + (n)3 + (n>4} = 5, (A.22) 
for the overall average walklength. This result is corroborated with the result which is calcu­
lated using Eq. (A.14) when N = 5.1 Recall from Chapter 1 that the inverse of the smallest 
eigenvalue of G is related to the mean walklength as well [Eq. (1.14)]. This provides an 
'in this example case there are 5 sites on the lattice. There are 4 transient sites and 1 deep trap. 
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independent check on our results. In our context here, G is given by 
G = I — Q 
1 
-1/2 
0 
0 
-1/2 
1 
-1/2 
0 
0 
-1/2 
1 
-1/2 
0 
0 
-1/2 
1 
(A.23) 
The eigenvalues of G are 
* > = H 5 l / 2  
A2 = ; + ;5'/= 
4 4 
À4 
= 4 + 4SV2 
(A.24) 
(A.25) 
(A.26) 
(A.27) 
and À^1 ~ 5.236, which agrees quite nicely with our earlier result of 5 which we already 
obtained from both methods. 
Notice that this particular solution of the Markov transition matrix does not give a general 
solution as does the method of generating functions and the method of difference equations. 
It only gives a particular solution to a case on a finite lattice with well-defined walker and 
boundary conditions. The general solution can be determined by recognizing patterns in the 
mean walklength values of the first few small lattices. 
The power of the Markov transition matrix method is apparent when dealing with dimen­
sions higher than 1. Constructing the transition matrix in higher dimensions and solving for 
the site-individual and overall mean walklengths poses no new theoretical or mathematical 
problems. While exact analytic solutions may not be possible in higher dimensions, the nu­
merical results provided by Markov theory still yield a great deal of information about the 
particular system in question. The methods of difference equations and generating functions 
are not easily solved in dimensions higher than 1 and for that reason they provide elegant 
solutions in Id but in higher dimensions are not as helpful. 
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