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ABSTRACT
We provide some general results on the convergence of a class of stochastic
approximation algorithms and their parallel and asynchronous variants. We
then use these results to study the Q-learning algorithm, a reinforcement
learning method for solving Markov decision problems, and establish its
convergence under conditions more general than previously available.
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1 Introduction
This paper is motivated by the desire to understand the convergence proper-
ties of Watkins' Q-learning algorithm [W]. This is a reinforcement learning
method that applies to Markov decision problems with unknown costs and
transition probabilities; it may also be viewed as a direct adaptive control
mechanism for controlled Markov chains [SBW].
In Q-learning, transition probabilities and costs are unknown but infor-
mation on them is obtained either by simulation or by experimenting with
the system to be controlled; see [BBS] for a nice overview and discussion
on the different ways that Q-learning can be applied. Q-learning uses sim-
ulation or experimental information to compute estimates of the expected
cost-to-go (the value function of dynamic programming) as a function of
the initial state. Furthermore, the algorithm is recursive and each new piece
of information is used for computing an additive correction term to the old
estimates. As these correction terms are random, Q-learning has the same
general structure as stochastic approximation algorithms. In this paper,
we combine ideas from the theory of stochastic approximation and from the
convergence theory of parallel asynchronous algorithms, to develop the tools
necessary to prove the convergence of Q-learning.
Stochastic approximation algorithms often have a structure such as
x := xi + a(Fi(x) - xi + wi)
where x = (xi,..., x) E 'n, F1,..., Fn are mappings from R' into A, w; is
a random noise term and a is a small, usually decreasing, stepsize. The Q-
learning algorithm, to be described in more detail in Section 7, is precisely
of this form, with the mapping F = (F1,..., F,) being closely related to the
dynamic programming operator associated to a Markov decision problem.
The convergence of Q-learning has been proved in [WD] for discounted
Markov decision problems, as well as for undiscounted problems, under the
assumption that all policies eventually lead to a zero-cost absorbing state.
It was assumed, in addition, that the costs per stage are bounded random
variables. The proof given in [WD] uses a very clever argument. On the
other hand, it does not exploit the connection with stochastic approximation
and runs into certain difficulties if some of the assumptions are weakened.
In this paper, we provide a new proof of the results of [WD]. In addition,
our method of proof allows us to extend these results in several directions.
In particular, we can prove convergence for undiscounted problems without
assuming that all policies must lead to a zero-cost absorbing state; we allow
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the costs per stage to be unbounded random variables; we allow the decision
on which action to simulate next to depend on past experience, and, finally,
we consider the case of parallel implementation that allows for the use of
outdated information, as in the asynchronous model of [B, BT].
To the best of our knowledge, the convergence of Q-learning does not
follow from the available convergence theory for stochastic approximation
algorithms. For this reason, our first step is to extend the classical theory.
We briefly explain the technical reasons for doing so. A classical method
for proving convergence of stochastic approximation is based on the super-
martingale convergence theorem and exploits the expected reduction of a
smooth Lyapunov function such as the Euclidean norm [PT]. However, for
the case of Q-learning, we face the problem that the dynamic program-
ming operator does not always have the necessary properties. Indeed, the
dynamic programming operator, for discounted problems, is a contraction
only with respect to the e, norm and the classical theory does not ap-
ply easily to this case; for undiscounted problems, it is not a contraction
with respect to any norm. Another method for establishing convergence is
based on "averaging" techniques that lead to an ordinary differential equa-
tion [KC]. While this method is very powerful, it requires certain statistical
regularity assumptions that can be quite unnatural. For example, in the
case of Q-learning, we would have to require that there exist well-defined
average frequencies under which the different state-action pairs are being
simulated. The method that we develop in this paper is based on the asyn-
chronous convergence theory of [B, BT], suitably modified so as to allow for
the presence of noise. There have been some earlier works on the conver-
gence of asynchronous stochastic approximation methods, but their results
do not apply to the models considered here: the results in [TBA] involve a
smooth Lyapunov function, the results in [KY, KY1] rely on the averaging
approach, and the assumptions in [LB] are too strong for our purposes.
During the writing of this paper, we learned that other authors [J, S]
have also been developing convergence proofs for Q-learning that exploit the
connection with stochastic approximation, but apparently under conditions
more restrictive than ours.
The rest of the paper is organized as follows. In Section 2, we present
the algorithmic model to be employed and our assumptions, and state our
general results on stochastic approximation algorithms. Section 3 contains
an elementary result on stochastic approximation that we will be using in
our proofs. Sections 4, 5, and 6 contain the proofs of the results of Section 2.
Section 7 applies the theory of Section 2 to Q-learning. Section 8 contains
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some concluding comments.
2 Model and Assumptions
In this section, we describe the algorithmic model to be employed and state
the assumptions that will be imposed. The model is presented for the most
general case which allows for a number of parallel processors who may be
updating based on outdated information. In most respects, the model is the
one in Chapter 6 of [BT], except for the presence of noise.
The algorithm consists of noisy updates of a vector x E Rn, for the
purpose of solving a system of equations of the form F(x) = x. Here F is
assumed to be a mapping from SR into itself. Let F1,..., F,n: Rn s R be
the corresponding component mappings; that is, F(x) = (Fl(x),..., F,(x))
for all x E Rn.
Let A be the set of nonnegative integers. We employ a discrete "time"
variable t, taking values in nA. This variable need not have any relation
with real time; rather, it is used to index successive updates. Let x(t) be
the value of the vector x at time t and let xi(t) denote its ith component.
Let T i be an infinite subset of XN indicating the set of times at which an
update of zi is performed. We assume that
xi(t + 1) = Xi(t), t ¢ TI (1)
Regarding the times that xi is updated, we postulate an update equation of
the form
xi(t + 1) = xi(t) + ai(t)(F(xi(t)) - xi(t) + wi(t)), t E Ti. (2)
Here, ai(t) is a stepsize parameter belonging to [0, 1], wi(t) is a noise term,
and xi(t) is a vector of possibly outdated components of x. In particular,
we assume that
X (t) = (xi(71(t)), .n, ( t}(t))), t E T, (3)
where each rj(t) is an integer satisfying 0 < rj(t) < t. Note that in the
special case where each rj(t) is equal to t, we have xi(t) = x(t). For an
interpretation of the general case, see [BT]. In order to bring Eqs. (1)
and (2) into a unified form, it is convenient to assume that ai(t), wi(t), and
rj(t) are defined for every i, j, and t, but that ai(t) = 0 and r-(t) = t for
t 4 T t .
Flow.BIF~~~~~~~~ 3
We now state our assumptions. The first assumption, which is the same
as the total asynchronism assumption of [BT], guarantees that even though
information can be outdated, any old information is eventually discarded.
Assumption 1 For any i and j, limt-.. rj(t) = oo, with probability 1.
Our next assumption refers to the statistics of the random variables
involved in the algorithm. For an intuitive interpretation of that assumption,
.F(t) should be viewed as the history of the algorithm until just before the
time that x(t + 1) is to be computed.
Assumption 2 All random variables of interest are defined on a probability
space (Q,F,P). Furthermore, there is an increasing sequence {f(t)}t 0 of
subfields of .F such that:
a) x(O) is .F(O)-measurable;
b) For every i and t E f, wi(t) is .F(t + 1)-measurable.
c) For every i, j, and t, ai(t) and r(t) are .F(t)-measurable.
d) For every i and t, we have E[wi(t) I F(t)] = 0.
e) There exist constants A and B such that
E[w2(t) I .(t)] < A + Bmax max JXj(r) 2 V, t.
-j <t
Assumption 2 allows for the possibility of deciding whether to update a
particular component xi at time t, based on the past history of the process.
In this case, the stepsize ai(t) becomes a random variable. However, part (c)
of the assumption requires that the choice of the components to be updated
must be made without anticipatory knowledge of the noise variables wi that
have not yet been realized. This is trivially satisfied if the sets T i and the
stepsizes cai(t) are deterministic. However, we will argue in Section 7, that
such an assumption can be too restrictive.
The next assumption concerns the stepsize parameters and is standard
for stochastic approximation algorithms.
Assumption 3 a) For every i,
00
ai(t) = oo, w.p.1. (4)
t=o
b) There exists some scalar C such that for every i,
00
a2(t) < C, w.p.1. (5)
t=o
4
Finally, we introduce a few alternative assumptions on the structure of
the iteration mapping F. We first introduce some notation: if x,y E Rn,
the inequality x < y is to be interpreted as xi < yi for all i. Furthermore,
for any positive vector v = (vl,..., v,), we define a norm j * [Iv on sn by
letting
lIxllv = max , x E 'n. (6)
: Vi
Notice that in the special case where al components of v are equal to 1, Iv
is the same as the maximum norm 1[ - II,.
Assumption 4 a) The mapping F is monotone; that is, if x < y, then
F(x) < F(y).
b) The mapping F is continuous.
c) The mapping F has a unique fixed point x*.
d) If e E Rn is the vector with all components equal to 1, and r is a positive
scalar, then
F(x)- re < F(x - re) < F(x + re) < F(x) + re. (7)
Assumption 5 There exists a vector x* E Rn, a positive vector v, and a
scalar 3 E [0, 1), such that
IIF(x) - x*.lv •< lIx - x*llv, Vx E Rn (8)
Assumption 6 There exists a positive vector v, a scalar P E [0, 1), and a
scalar D such that
lIF(x)1v1 < PIIxlIv + D, Vx E Rn. (9)
We now state the main results of this paper. Theorem 1 provides con-
ditions for x(t) to be bounded. Theorems 2 and 3 deal with convergence
under Assumptions 4 and 5, respectively.
Theorem 1 Let Assumptions 1, 2, 3, and 6 hold. Then, the sequence x(t)
is bounded, with probability 1.
Theorem 2 Let Assumptions 1, 2, 3, and 4 hold. Furthermore, suppose
that x(t) is bounded with probability 1. Then, x(t) converges to x*, with
probability 1.
Theorem 3 Let Assumptions 1, 2, 3, and 5 hold. Then, x(t) converges to
x*, with probability 1.
5
3 Preliminaries
In this section, we state a well known result that will be needed later.
Lemma 1 Let {.F(t)} be an increasing sequence of o-fields. For each t, let
a(t), w(t - 1), and B(t) be .F(t)-measurable scalar random variables. Let C
be a deterministic constant. Suppose that the following hold with probability
1:
a) E[w(t) I .F(t)] = 0;
b) E[w2(t) I .F(t)] < B(t);
c) a(t) E [0, 1];
d) ZEto a(t)= oo;
e) Et0o c 2(t) < C.
Suppose that the sequence {B(t)} is bounded with probability 1. Let W(t)
satisfy the recursion
W(t + 1) = (1 - a(t))Wl(t) + a(t)w(t).
Then limt_,, W(t) = 0, with probability 1.
Proof: For the case where the sequence B(t) is bounded by a deterministic
constant, we are dealing with the classical stochastic gradient algorithm for
minimizing a quadratic cost function and its convergence is well known; for
example, see [PT].
For every positive integer k, we define rk = min{t > 0 I B(t) > k},
with the understanding that Tk = 0 if B(t) < k. for all k. We define
wk(t) = w(t) if t < rk and wk(t) = 0, otherwise. Let Wk(t) be defined by
letting Wk(t+l) = (1-ac(t))Wk(t)+ca(t)wk(t). Since E[(wk(t))2 |I F(t)] < k
for all t, we see that Wk(t) converges to zero, with probability 1, for every
k. On the other hand, since B(t) is bounded, there exists some k such that
Wk(t) = W(t) for all t, and this implies that W(t) also converges to zero.
q.e.d.
4 Proof of Theorem 1
We assume that all components of the vector v in Assumption 6 are equal
to 1. (The case of a general positive weighting vector v can be reduced to
this special case by a suitable coordinate scaling.) In particular, there exists
some/3 E [0,1) and some D such that
max IF(x)jl < j max Ixil + D, Vx E R'n. (10)
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It then follows from Eq. (10) that there exist -y E [0, 1) and Go > 0 such
that
IF/(x)I <_ 'ymax{max Ixj l, Go}, Vx E Rn, Vi. (11)
(Any 3y E [0,1) and Go > 0 satisfying 3Go + D <- yGo will do.) Let us also
fix E > 0 so that y(l + E) = 1.
Let
M(t) = max IIx(r)[11K. (12)
r<t
We define a sequence {G(t)}, recursively, as follows. Let G(O) = max{M(O), Go}.
Assuming that G(t) has already been defined, let G(t + 1) = G(t) if M(t +
1) < (1 + e)G(t). If M(t + 1) > (1 + c)G(t), then let G(t + 1) = Go(l + E)k
where k is chosen so that
Go(1 + E)k-I < M(t + 1) < Go(1 + E)k.
A key consequence of our definitions is that
M(t) < (1 + E)G(t), Vt > 0, (13)
and
M(t) < G(t) if G(t - 1) < G(t). (14)
It is easily seen that M(t) and G(t) are F(t)-measurable.
We define
i (t) = (t) t > O.
G(t)' ¥t>0.
Then, zvi(t) is also F(t)-measurable and Assumption 2 implies that
E[wi(t) ..F(t)] - E[wi(t) I Y(t)]
G(t) = 0,
and
E[2(t) F(t)] = E[w(t) I (t)] A + BM2 (t)
G2(t) - G2(t)
< A + B(1 + e)2G2(t) < K, Vt > 0,
G2 (t)
where K is some deterministic constant.
For any i and to > 0, we define 1WiV(to; to) = 0 and
TVi(t + 1; to) = (1 - ai(t))Vi(t; to ) + ai(t)·ivi(t), t > to.
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Lemma 2 For every 6 > O, there exists some T such that ITW(t;to)l < 6,
for every t and to satisfying T < to < t.
Proof: By Lemma 1, we obtain limt-,oo W(t; 0) = 0, with probability 1.
For every t > to, we have
t-1
Wi(t;0) = (1 - ai(r))Wli(to;O) + VWi(t; to),
r=to
which implies that fVi(t; to)l < IWi(t; 0)1 + JWi(to; 0)1. The result follows by
letting T be large enough so that IWi(t;O)l < 6/2 for every t > T. q.e.d.
Suppose now, in order to derive a contradiction, that x(t) is unbounded.
Then, Eqs. (12) and (13) imply that G(t) converges to infinity, and Eq. (14)
implies that the inequality M(t) < G(t) holds for infinitely many different
values of t. In view of Lemma 2, we conclude that there exists some to such
that M(to) < G(to) and
WiV(t; to)l < E, Vt > to, Vi. (15)
The lemma that follows shows that this contradicts the unboundedness of
x(t) and concludes the proof of the theorem.
Lemma 3 For every t > to, we have G(t) = G(to). Furthermore, for every
i we have
-G(to)(1 + E) < -G(to) + Wi(t;to )G(to) < xi(t)
< G(to) + Wi(t; to)G(to) < G(to)(1 + E).
Proof: The proof proceeds by induction on t. For t = to, the result is
obvious from lxd(to)l < M(to) < G(to) and Wi(to; to) = 0. Suppose that the
result is true for some t. We then use the induction hypothesis and Eq. (11)
to obtain
xi(t + 1) = (1 - ao(t))xi(t) + ai(t)Fi(xi(t)) + ai(t)wi(t)
< (1 - ai(t))(G(to) + VVi(t;to)G(to)) + ai(t)yG(to)(l + e) + ai(t)tbi(t)G(to)
= G(to) + ((1 - ai(t))fi (t; to) + ra(t)si(t))G(to)
= G(to) + Wi(t + 1; to)G(to).
A symmetrical argument also yields -G(to) + Wi(t + 1; to)G(to) < xi(t + 1).
Using Eq. (15), we obtain lxi(t + 1)1 < G(to)(1 + E) which also implies that
G(t + 1) = G(to). q.e.d.
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5 Proof of Theorem 2
Recall that e stands for the vector with all components equal to 1. Let r be
a large enough scalar so that x* - re < x(t) < x* + re for all t. [Such a scalar
exists by the boundedness assumption on x(t).] Let L ° = (L°,...,L ° ) =
x* - re and U ° = (U°,..., Un° ) = x* + re. Let us define two sequences {Uk}
and {Lk} in terms of the recursions
Uk+ = Uk + F(Uk) k > 0, (16)
2 ' 
and
Lk+l = Lk + F(Lk) k > 0. (17)
2
Lemma 4 For every k > O, we have
F(Uk) < uk+' < Uk
and
F(L k ) > L k + l > L k
Proof: The proof is by induction on k. Notice that, by Assumption 4(d) and
the fixed point property of x*, we have F(U°) = F(x* + re) < F(x*) + re =
x* + re = U0. Using the definition of U', we obtain F(U° ) < U1 < U °.
Suppose that the result is true for some k. The inequality Uk+1 < U'k and
the monotonicity of F yield F(Uk+l) < F(Uk). Equation (16) then implies
that Uk+2 < Uk+l. Furthermore, since Uk+2 is the average of F(Uk+l) and
Uk +l, we also obtain F(Uk+l) < Uk + 2. The inequalities for Lk follow by a
symmetrical argument. q.e.d.
Lemma 5 The sequences {Uk} and {Lk} converge to x*.
Proof: We first prove, by induction, that Uk > x* for all k. This is true
for U °, by definition. Suppose that Uk > x*. Then, by monotonicity,
F(Uk) > F(x*) = x*, from which the inequality Uk+1 > x* follows. There-
fore, the sequence {Uk} is bounded below. Since this sequence is monotonic
(Lemma 4), it converges to some limit U. Using the continuity of F, we
must have U = (U + F(U))/2, which implies that U = F(U). Since x* was
assumed to be the unique fixed point of F, it follows that U = x*. Conver-
gence of Lk to x* follows from a symmetrical argument. q.e.d.
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We will now show that for every k, there exists some time tk such that
Lk < z(t) < Uk , Vt > tk- (18)
Once this is proved, the convergence of x(t) to x* follows from Lemma 5.
For k = 0, Eq. (18) is certainly true, with to = 0, because of the way that
U° and L ° were defined. We continue by induction on k. We fix some k and
assume that there exists some tk so that Eq. (18) holds. Let t4 be such that
for every t > tk, and every i, j, we have 7j(t) > tk. Such a t4 exists because
of Assumption 1. In particular, we have
Lk < xz(t) < Uk, Vt > t4. (19)
Let Wi(O) = 0 and
VWi(t + 1) = (1 - ai(t))Wi(t) + ai(t)wi(t).
We then have limt_,, Wi(t) = 0, with probability 1 (cf. Lemma 1). For any
time to, we also define Wi(to; to) = 0 and
WiV(t + 1; to) = (1 - ai(t))Wi(t; to) + ai(t)wi(t), t > to. (20)
Following the same argument as in the proof of Lemma 2, we see that for
every to, we have limt_.c Wi(t; to) = 0.
We also define a sequence Xi(t) , t > t4, by letting Xi(t') = Uik and
Xi(t + 1) = (1 - ai(t))Xi(t) + ai(t)Fi(Uk), t > tk. (21)
Lemma 6
zi(t) < Xi(t) + Wi(t; t), Vt > tk.
Proof: The proof proceeds by induction on t. For t = t4, Eq. (18) yields
xi(tk) < Uik and, by definition, we have U/k = Xi(t) + Wi(t4; t4). Suppose
that the result is true for some t. Then, Eqs. (2), (19), (21), and (20) imply
that
xi (t + 1) < (1 - ai(t))(Xi(t) + Wi(t; t)) + oi(t)Fi(Uk) + ai(t)wi(t)
= X(t + 1) + W(t + 1; t).
q.e.d.
Let 6 k be equal to the minimum of (Uik - Fi(Uk))/4, where the minimum
is taken over all i for which U/k-Fi(Uk) is positive. Clearly, 6 k is well-defined
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and positive unless Uk = F(Uk). But in the latter case, we must have
Uk = x* = Uk+1 and the inequality x(t) < Uk implies that x(t) < Uk+1
and there is nothing more to be proved. We therefore assume that 5k is
well-defined and positive.
Let t" be such that t' > tl,
t/~-1 1
I (1 - ai(7)) < 
r=t4
and
Wi(t; t) < bk
for all t > t" and all i. Such a tk exists because Assumption 3(a) implies
that 00
II (1- ai(7)) = -
-r=tk
and because Wi(t; t') converges to zero, as discussed earlier.
Lemma 7 There holds xi(t) < Uk+l, for all i and t > t'.
Proof: Fix some i. If Uk+' = U-k , the inequality xi(t) < U~+1 follows
from Eq. (18). We therefore concentrate on the case where U' +1 < U/k.
Equation (21) implies that Xi(t) is a convex combination of U~k and Fi(Uk).
Furthermore, the coefficient of Uk is equal to nt-l, (1 - ai(r)), which is no
more than 1/4 for t > t k. It follows that
,Yi(t) <_ 4Uk -+ 4Fi(Uk) = +U;k - Fi(Uk) - (U k - F(Uk)) < Uk + l- k.
This inequality, together with the inequality Wi(t; tk) •< k and Lemma 6,
imply that xi(t) < Uk+ l for all t > t/. q.e.d.
By an entirely symmetrical argument, we can also establish that xi(t) >
Lk+' for all t greater than some tx'. This proves Eq. (18) for k + 1, con-
cludes the induction, and completes the proof of the theorem.
6 Proof of Theorem 3
Without loss of generality, we assume that x* = 0; this can be always accom-
plished by translating the origin of the coordinate system. Furthermore, as
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in the proof of Theorem 1, we assume that all components of the vector v in
Assumption 5 are equal to 1. Notice that Theorem 1 applies and establishes
that x(t) is bounded.
Theorem 1 states that there exists some Do such that Ilx(t)lloo i Do, for
all t. Fix some e > 0 such that /3(1 + 2e) < 1. We define
Dk+l = /3(1 + 2e)Dk, k > O.
Clearly, Dk converges to zero.
Suppose that there exists some time tk such that 1Ix(t)llII < Dk for all
t > tk. We will show that this implies that there exists some time tk+l
such that [Ix(t)llIo < Dk+l for all t > tk+l. This will complete the proof of
convergence of x(t) to zero.
Let TWi(O) = 0 and
Wi(t + 1) = (1 - cai(t))Wi(t) + ai(t)wi(t). (22)
We then have limt-,, Wi(t) = O, with probability 1 (cf. Lemma 1). For any
time to, we also define Wi(to; to) = 0 and
Wi(t + 1; to) = (1 - ai(t))Wi(t; to) + ai(t)wi(t), t > to. (23)
Following the same argument as in the proof of Lemma 2, we see that for
every 6 > 0, there exists some T such that IWi(t; to)l < 6 for all to > T and
t > to.
Let Tk > tk be such that IWi(t; rk)I < PEDk and IIxi(t)Ioo < Dk for
all t > rk and all i. As discussed earlier, the first requirement will be
eventually satisfied. The same is true for the second requirement, because
of Assumption 1. We define Yi(rk) = Dk and
YI(t + 1) = (1 - ai(t))Yi(t) + ai(t)/3Dk, t > 'rk. (24)
We then have Ixi(rk)l < Yi(rk) + IWi(rk; rk)I. Let t >_ Tk and suppose that
- Yi(t) + Wi(t; rk) < xi(t) < Yi(t) + Wi(t; 7k). (25)
We then have
xi(t + 1) < (1 - a4(t))(Yi(t) + Wi(t; k)) + c(t)PDk + Ci(t)Wi(t)
= Y(t + 1) + Wi(t + 1; rk).
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A symmetrical argument yields -Yi(t + 1) + Wi(t + 1; rk) < xi(t + 1). We
have therefore proved, by induction, that (25) holds for all t > rk.
It is evident from Eq. (24) and Assumption 3(a) that Yi(t) converges to
PDk as t -+ oo. This fact, together with Eq. (25) yields
lim sup Ixi(t)l < P(1 + E)Dk < Dk+l,
t -oo
and the proof is complete.
7 The Convergence of Q-Learning
We consider a Markov decision problem defined on a finite state space S. For
every state i E S, there is a finite set U(i) of possible control actions and a
set of nonnegative scalars pij(u), u E U(i), j E S, such that EjEs Pij(u) = 1
for all u E U(i). The scalar pij(u) is interpreted as the probability of a
transition to j, given that the current state is i and control u is applied.
Furthermore, for every state i and control u, there is a random variable cji
which represents the one-stage cost if action u is applied at state i.
A stationary policy is a function wr defined on S such that r(i) E U(i)
for all i E S. Given a stationary policy, we obtain a discrete-time Markov
chain s"(t) with transition probabilities
Pr(s'(t + 1) = j s(t) = i) = pij(lr(i)).
Let p E [0, 1] be a discount factor. To any stationary policy wr and initial
state i, the cost-to-go VI7 is defined by
T
VjI = lim sup E [ E tCs(t),(s(t)) I s(0) = i].
T-oo t=O
The optimal cost-to-go function V* is defined by
Vi* = inf V', i E S.
The Markov decision problem is to evaluate the function V*. (Once this is
done, an optimal policy is easily determined.)
Markov decision problems are easiest when the discount factor P is
strictly smaller than 1. For the undiscounted case (/3 = 1), we will assume
throughout that there is a cost-free state, say state 1, which is absorbing;
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that is, pl1(u) = 1 and c1l = 0 for all u E U(1). The objective is then to
reach that state at minimum expected cost. We say that a stationary policy
is proper if the probability of being at the absorbing state converges to 1
as time converges to infinity; otherwise, we say that the policy is improper.
The following assumption is natural for undiscounted problems.
Assumption 7 a) There exists at least one proper stationary policy.
b) Every improper stationary policy yields infinite expected cost for at least
one initial state.
We define the dynamic programming operator T: Rsl * ?RISI, with
components Ti, by letting
Ti(V)= min {E[cu] + p13 pij(u)Vj}.
It is well known that if p < 1, then T is a contraction with respect to the
norm II * II, and V* is its unique fixed point. If 13 = 1, then T is not, in
general, a contraction. However, it is still true that the set {V E RiSl I V1 =
0} contains a unique fixed point of T and this fixed point is equal to V*, as
long as Assumption 7 holds [BT, BT1].
The Q-learning algorithm is a method for computing V* based on a
reformulation of the Bellman equation V* = T(V*). We provide a brief
description of the algorithm. Let P = {(i, u) I i E S, u E U(i)} be the set of
all possible state-action pairs and let n be its cardinality. We use a discrete
index variable t in order to count iterations. After t iterations, we have a
vector Q(t) E sn, with components Qiu(t), (i,u) E P, which we update
according to the formula
Qiu(t + 1) = Qiu(t) + aiu(t)[ciu + 13 min Qs(i,),v - Qiu(t)]. (26)
vEU(s(i,u))
Here, each aiu(t) is a nonnegative stepsize coefficient which is set to zero for
those (i, u) E P for which Qiu is not to be updated at the current iteration.
Furthermore, ciu is a random sample of the immediate cost if action u is
applied at state i. Finally, s(i, u) is a random successor state which is equal
to j with probability pij(u). It is understood that all random samples that
are drawn in the course of the algorithm are drawn independently.
We now argue that the Q-learning algorithm has the form of Eq. (2).
Let F be the mapping from SR into itself with components Fiu defined by




E[ min Qs(iU),v = Epij(u) min Qj,.
vEU(s(i,u)) jES vEU(j)
It is not hard to see that if a vector Q is a fixed point of F, then the vector
with components Vi = minEu(i) Qiu is a fixed point of T. In view of Eq.
(27), Equation (26) can be written as
Qiu(t + 1) = Qiu(t) + au(t)(Fiu(Q(t)) - Qiu,(t) + wiu(t)),
where
wiu(t) = ciu - E[ciu] + min Qs(i,u),v - E[ min Qis(,u),v]' (28)
vEU(s(i,U)) vEU(s(i,u))
We now discuss the meaning of the various assumptions of Section 2 in
the context of the Q-learning algorithm. Assumption 1 is satisfied in the
special case where rj(t) = t, which is what was implicitly assumed in Eq.
(26), but can be also satisfied even if we allow for outdated information.
The latter case could be of interest if the Q-learning algorithm were to
be implemented in a massively parallel machine, with different processors
carrying out updates of different components of Q, possibly using outdated
information on some of the components of Q.
Regarding Assumption 2, we let .Y(t) represent the history of the al-
gorithm during the first t iterations. Part (a) of the assumption is then
automatically valid. Part (b) is also satisfied since we are assuming that
each random sample is independently generated. Part (c) is quite natural:
in particular, it assumes that the required samples are generated after we
decide which components to update during the current iteration. Note, how-
ever, that it allows this decision to be made on the basis of past experience,
past explorations, or by simply following a simulated trajectory. This point
was not appreciated in earlier proofs. In particular, the proof in [WD] im-
plicitly assumes that the coefficients aiu(t) are deterministic and, therefore,
does not allow for experience-driven exploration or the use of simulated tra-
jectories. Part (d) is automatic from Eq. (28). Finally, it is easily seen that
Eq. (28) implies that
E[w?2(t) I F(t)] < Var(ciu) + max maxjV
jes vEv(j)
and part (e) is also satisfied.
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Assumption 3 needs to be imposed on the stepsizes employed by the
Q-learning algorithm. In particular, it requires that every state-action pair
(i, u) is simulated an infinite number of times.
For discounted problems (3 < 1), it is evident from Eq. (27) that F
is a contraction mapping, with respect to the maximum norm 11- II,, and
Assumption 5 is satisfied. In particular, Theorem 3 establishes convergence.
For undiscounted problems (i = 1), our assumptions on the absorbing
state 1 imply that the update equation for Ql~ degenerates to Ql,(t + 1) =
Ql,(t), for all t. We will be assuming in the sequel, that Q1 is initialized at
zero. This leads to an equivalent description of the algorithm in which the
mappings Fi, of Eq. (27) are replaced by mappings Fi satisfying Fiu = Fiu
if i 5 1 and Flu(Q) = 0 for all u E U(1) and Q E 'n. Let us consider the
special case where every policy is proper. It is then known [BT, BT1] that
there exists a vector v > 0 such that T is a contraction with respect to the
norm 1 .II,  In fact, a close examination of the proof in [BT] (pp. 325-327)
shows that the proof is easily extended to show that the mapping F (with
components Fiu) is also a contraction with respect to I vIv. Convergence
then follows again from Theorem 3.
Let us now keep assuming that /3 = 1, but remove the assumption that
all policies are proper; we only impose Assumption 7. It is then known that
the dynamic programming operator T satisfies Assumption 4 [BT, BT1] and
this implies easily that F satisfies the same assumption. However, in order
to invoke Theorem 2, we must also guarantee that Q(t) is bounded. We
discuss later how this can be accomplished.
We summarize our discussion in the following result.
Theorem 4 Consider the Q-learning algorithm and let Q* = E[ci,] +
P jpij(u)Vj*. Then, Qiu(t) converges to Qiu, with probability 1, for ev-
ery i and u, in each of the following cases:
a) If P < 1.
b) If / = 1, Qlu(0) = 0, and all policies are proper.
c) If p = 1, Assumption 7 holds, Qlu(O) = 0, and if Q(t) is guaranteed to
be bounded, with probability 1.
We conclude by discussing further how to guarantee boundedness for
undiscounted problems. One option is to enforce boundedness artifially us-
ing the "projection" method [KC]. With this method, one projects the
vector Q(t) onto a given bounded set B whenever Q(t) becomes too large.
We only need to choose a large enough set B so that the fixed point of F
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is certain to be contained in B. This requires some prior knowledge on the
Markov decision problem being solved, but such knowledge is often avail-
able. Since the projection method is a general purpose method, there is not
much new that can be said here and we do not provide any further details.
The lemma that follows covers another case in which boundedness is
guaranteed.
Lemma 8 Suppose that p = 1, Assumption 7 holds, and Qlu(O) = O. Fur-
thermore, suppose that all one-stage costs cu are nonnegative with proba-
bility 1, and that Q(O) > 0. Then, the sequence {Q(t)} generated by the
Q-learning algorithm is bounded with probability 1.
Proof: Given the assumption that ciu > 0, it is evident from Eq. (26)
that if the algorithm is initialized with a nonnegative vector Q(O) > 0, then
Q(t) > 0 for all t. This establishes a lower bound on each Qi,(t).
Let us now fix a proper policy 7r. We define a mapping F', with com-
ponents Fui,, by letting Fl'u(Q) = 0, for every u E U(1), and
Flu(Q) = E[ci.] + 3 Epij(7r(i))Qj,r(j), i $ 1, u E U(i).
jES
Notice that F'(Q) is of the form AQ + b, where A is a nonnegative matrix
and b is a vector. Using the properness of 7r, it is not hard to see that
At converges to 0 as t converges to infinity. This implies that the spectral
radius of A is less than 1. Because A is a nonnegative matrix, the Perron-
Frobenius Theorem implies that there exists a positive vector v and some
/ E [0,1) such that IIAQIIV < /3PIIQI for all vectors Q [BT]. It follows
that IIF'(Q) - QfI1- < P/IIQ - QfllK for all vectors Q, where Q' is the
unique fixed point of Fr. Now notice that for every vector Q > 0, we have
F(Q) < F£(Q). We conclude that
IIF(Q)IIv < IIFr(Q)v,, < JIFr(Q) - Fr(Qr))vI + IIFr(Qr)llv
< PIIQ - Q llv + IIQflIl •< PlQlv + 211QfII,.
This establishes that F satisfies Assumption 6 and the result follows from
Theorem 1. q.e.d.
We close this section by pointing out that the interest in Markov deci-
sion problems for which not every stationary policy is proper is not purely
academic. Consider a graph in which the length of every arc (i,j) is a non-
negative random variable cij. We may then be interested in the problem of
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finding a path, from a given origin to a given destination, with the smallest
possible arc length. If the expected arc costs E[cij] were known, this would
simply be a shortest path problem. On the other hand, if the statistics of
the arc costs are unknown, Q-learning can be used. Shortest path problems
are special cases of Markov decision problems for which not every policy is
proper. On the other hand, Assumption 7 which is equivalent to requiring
that every cycle have positive expected costs is not too restrictive. Once this
assumption is imposed, Theorem 4 and Lemma 8 imply that Q-learning will
converge.
8 Concluding Remarks
We have established the convergence of Q-learning under fairly general con-
clusions. The only technical problem that remains open is whether Assup-
tion 7 alone is sufficient to guarantee boundedness for undiscounted prob-
lems, thus rendering Lemma 8 unnecessary.
An interesting direction for further research concerns the convergence
rate of Q-learning. In some sense, Q-learning makes inefficient use of in-
formation, because each piece of information is only used once. Alternative
methods, that estimate the transition probabilities, can be much faster, as
demonstrated experimentally in [MA]. It is an open question whether the
method of [MA] has a provably better convergence rate.
We finally point out that the tools in this paper (Theorem 3, in particu-
lar) can be used to establish that Sutton's TD(A) algorithm [Su] converges
with probability 1, for every value of A, thus strengthening the results of [D]
where convergence was proved for the case A = 0.
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