r Neurons combine excitatory and inhibitory signals to perform computations. In the retina, interactions between excitation and inhibition enable neurons to detect specific visual features.
Introduction
Sensory systems encode the salient features of the physical environment. Because neural signals have limited bandwidth, sensory systems have evolved parallel signalling pathways devoted to transmitting a narrow range of the total sensory input (Schreiner et al. 2000; Roska et al. 2006; Tomchik et al. 2007; Galizia & Rössler, 2010) . In the visual system, parallel processing arises in the retina where upwards of 20 types of ganglion cell simultaneously relay J Physiol 596.3 different visual features to the brain (Rockhill et al. 2002; Sanes & Masland, 2015; Baden et al. 2016) .
Two cell types that have been widely studied in the mammalian retina are the narrow-field X-cells and the wide-field Y-cells (Enroth-Cugell & Robson, 1966; Cleland & Levick, 1974; Vaney et al. 1981) . Both cell types have concentric centre-surround receptive fields. The narrow-field X-cells are thought to mediate high resolution form vision, while the wide-field Y-type or α ganglion cells have higher temporal sensitivity and are thought to be specialized for detecting motion. These two pathways have homologues in primate, the narrow-field midget ganglion cells and wide-field parasol ganglion cells. The parasol cells comprise the major retinal projection to the magnocellular pathway in the primate. Lesions in this pathway produce deficits in motion perception (Merigan et al. 1991) , consistent with a specialized role in motion detection. Parasol ganglion cells of the primate retina are structurally and functionally similar to Y/α ganglion cells in other species (Petrusca et al. 2007; Crook et al. 2008a, b) , and these cells seem likely to perform similar physiological roles. Despite the well-characterized spiking properties, the synaptic mechanisms involved in optimizing the temporal tuning for motion detection are not well understood in Y cells or parasol cells.
The temporal tuning of ganglion cells could be influenced by both presynaptic and postsynaptic mechanisms. Glutamatergic bipolar cells provide the excitatory drive to α ganglion cells (Freed & Sterling, 1988; Freed et al. 1992) . Several presynaptic mechanisms could shape the time course of bipolar cell voltage responses and thus the kinetics of α cell excitation. GABAergic or glycinergic inhibition from amacrine cells could shape bipolar cell output (Nirenberg & Meister, 1997; Dong & Werblin, 1998; Lukasiewicz & Shields, 1998; Roska et al. 1998; Flores-Herr et al. 2001; Eggers et al. 2007; Franke et al. 2017) . The kinetics of bipolar cell voltage responses could also be determined by intrinsic mechanisms, such as the properties of dendritic glutamate receptors (DeVries, 2000; Puller et al. 2013; Puthussery et al. 2014) , or the properties of voltage-gated channels (Pan & Hu, 2000; Zenisek et al. 2001; Ichinose et al. 2005; Ma et al. 2005; Saszik & DeVries, 2012; Puthussery et al. 2013) . The characteristics of exocytosis from bipolar cell ribbon synapses could also play a role (Awatramani & Slaughter, 2000; Baden et al. 2014) . Potential postsynaptic mechanisms include the intrinsic spiking properties of the α ganglion cells (Robinson & Chalupa, 1997; O'Brien et al. 2002) and feedforward inhibition from amacrine cells (Di Marco et al. 2013) . In this study of transient OFF α ganglion cells in the rabbit retina (t-OFF α GCs), we focus on presynaptic mechanisms, by measuring glutamate release from bipolar cells as the amplitude of excitatory postsynaptic currents (EPSCs) in the GCs, isolated by holding cells at the chloride equilibrium potential. The data demonstrate how inhibitory feedback from amacrine cells, along with presynaptic voltage-gated sodium channel activity, can operate synergistically to improve rapid motion detection by tuning α-cell EPSCs to higher temporal frequencies over a range of contrasts and spatial dimensions.
Methods

Ethical approval and tissue preparation
Experiments involving animals were done in accordance with the National Institutes of Health guidelines, and all procedures were approved by the Oregon Health and Science University Institutional Animal Care and Use Committee. Pigmented rabbits aged 5 weeks and older of either sex were housed in communal cages with free access to food and water. Animals were dark adapted for at least 1 h prior to the experiment. After dark adaptation, rabbits were given an intramuscular injection of ketamine (50 mg kg −1 ) and xylazine (10 mg kg −1 ). Surgical anaesthesia was induced through an intravenous injection of sodium pentobarbitol (40 mg kg −1 ). Tissue collection and all subsequent procedures were performed under infra-red or dim-red illumination to preserve the adaptation state of the retina. After the tissue was isolated, the animal was killed by an overdose of sodium pentobarbitol intravenous injection followed by 2.5 mL of potassium chloride (3 M). A piece of inferior retina (ß1 cm 2 ) was placed in a recording chamber (ß0.5 mL volume), photoreceptor side down, and continuously perfused (4-5 mL min −1 ) with Ames' medium (U.S. Biologicals, Inc., Salem, MA, USA) equilibrated with carbogen (95% O 2 -5% CO 2 ) at ß34°C, pH 7.4.
Electrophysiology and pharmacology
Ganglion cells were visualized using a 20× (0.95 NA) water immersion objective, using a video camera mounted on an upright Olympus BX-51 microscope with infrared (900 nm) differential interference contrast optics. Patch electrodes were pulled from borosilicate glass to a final resistance of 3-5 M . For voltage clamp recordings, pipettes were filled with an internal solution containing the following (in mM): 128 caesium-methanesulphonate, 6 CsCl, 10 Na-Hepes, 5 phosphocreatine-Na 2 , 1 EGTA, 2 Mg-ATP, 1 Na-GTP, and 3 QX-314. The solution was adjusted to pH 7.3 using CsOH. For extracellular recordings, pipettes were filled with Ames' medium. Currents were sampled at 10 kHz and filtered at 2 kHz through the four-pole Bessel filter in an EPC-10 patch clamp amplifier (HEKA, Elektronik, Lambrecht, Germany). Voltages were corrected for a liquid junction potential of −10 mV. The series resistance was compensated up to 80%. EPSCs were recorded by holding the ganglion cell's membrane potential at the chloride reversal potential, calculated to be −70 mV for our internal solution.
Pharmacological agents were added directly to the superfusion solution. The following drugs were used: 6-imino-3-(4-methoxyphenyl)-1(6H)-pyridazinebutanoic acid hydrobromide (SR-95531 (SR); 10 μM; Tocris Bioscience, Bristol, United Kingdom, catalogue no. 1262), (1,2,5,6-tetrahydropyridin-4-yl) 
Voltage clamp errors
Voltage-clamp errors are an inevitable limitation in making recordings from neurons with distributed dendritic structures. Limited space-clamp will attenuate and slow EPSCs, with the effects becoming more pronounced both with distance from the electrode and with increasing temporal frequency. However, in the current experiments, the EPSCs became larger and faster with increasing temporal frequency, suggesting that voltage-clamp errors may have resulted in a systematic underestimation of the maximal EPSC amplitude at high frequencies. Voltage-clamp errors can also complicate the interpretation of experiments that change the conductance in the dendrites. For example, blocking postsynaptic inhibition would increase the dendritic length constant and ameliorate the effects of limited voltage control, resulting in an increase in the amplitude of the EPSCs. However, such effects cannot account for the effects of inhibitory block, since the amplitude of the EPSCs decreased rather than increased at higher frequencies. Overall, while voltage-clamp errors are unavoidable, they are unlikely to impact the basic conclusions of this study.
Visual stimulation
Light stimuli were generated on a cathode ray tube (CRT) monitor (85 Hz refresh rate) using custom software (Igor Pro, Wavemetrics, Lake Oswego, OR, USA). Stimulus intensity was linearized by a lookup table. The monitor screen was projected onto the surface of the retina through the 20× (0.95 NA) objective, and focused onto the photoreceptors. Contrast was defined as 100 (L max 
where L max and L min represent the maximum and minimum intensities of the stimulus, respectively. Stimuli were uniform spots that were temporally modulated either as a square wave or a sine wave on a steady photopic background (ß10 5 photons μm −2 s −1 ). Sine wave modulated spots were presented such that the monitor's refresh rate was divisible by the modulation frequency.
Data analysis and statistics
All analysis was performed using custom routines in Igor Pro (Wavemetrics). A spatial selectivity index (SSI) was calculated as (R max -R big )/(R max + R big ), where R max and R big are the spike counts for the spot that produced the maximal response and the largest spot tested, respectively. Area response data were fitted with a difference of Gaussian function:
where R is the spike count, peak EPSC, or charge transfer evoked by a stimulus of diameter s, K exc and K inh are the amplitudes of the excitatory and inhibitory Gaussians, respectively, and λ exc and λ inh are their space constants. For EPSCs, the discrete Fourier transform was calculated at the stimulus frequency to obtain the magnitude and phase of the fundamental component (F1). The "best frequency" was estimated from the F1 amplitude versus temporal frequency plots by fitting a 5th order polynomial and finding the frequency at the maximum F1 amplitude.
Error bars in figures represent ± standard error of the mean, as do the shaded areas on the current traces. Data sets were tested for normality using the Shapiro-Wilk test. Normally distributed data sets were compared using two-tailed Student's t tests. Data sets that were not normally distributed were compared using two-tailed Wilcoxon signed-rank tests. For experiments involving the serial application of multiple drugs (i.e. Control, TTX and TTX/SR/TPMPA), comparisons were made between each condition and the one directly prior to it. In the above example, TTX is compared with control, and TTX/SR/TPMPA is compared with TTX. Results were considered significant for P < 0.05.
Computational model
We focused on the fundamental (F1) Fourier component as this was the largest and thus represented most of the signal power. Higher-order Fourier components account for the departure of the EPSC waveform from a simple sinusoid, and for the net inward mean current during the responses. The F1 component has a straightforward biophysical basis in the activity of the presynaptic bipolar cells that drive the EPSCs. It is difficult to interpret the higher-order Fourier components in terms of biophysical mechanisms, and these will not be considered in the model. The F1 component, representing the output of glutamate from the bipolar cells, was modelled as the sum J Physiol 596.3 of excitatory and inhibitory signals, represented by sine functions:
( 1 )
where A exc and A inh are the amplitudes of the excitatory and inhibitory signals, t is the time delay between them, and f is the temporal frequency. The phase of S EPSC is given by:
where θ = 2πf × t. Since we are interested in the phase and amplitude of inhibition relative to excitation, θ exc is set to 0, and dividing through by A exc produces:
where A = A inh /A exc . The amplitude ratio of S EPSC (EPSC in control) to S exc (EPSC during GABA receptor blockade) is calculated as:
The change in S exc produced by GABAergic inhibition is shown in Fig. 4A and was fitted with eqn (5). The amplitude ratio, S EPSC /S exc (Fig. 4B ), was fitted with eqn (6). We considered the possibility that excitation and inhibition could have different temporal tuning functions, and thus different amplitude ratios as a function of temporal frequency. We used Gaussian functions as empirical descriptions of the temporal tuning functions for excitation and inhibition. The amplitude ratio, A, as a function of temporal frequency (Fig. 4B, inset) is given by the equation:
where τ and B are constants and f is the temporal frequency. If the widths, w, of the Gaussian functions are equal, then the constant, B, is:
where f is the difference in best frequency between the two Gaussians (i.e. shifted temporal tuning curves), and f 0 is the best frequency of the excitatory Gaussian. The constant τ is given by:
The parameter f 0 was fixed, and was set to the best frequency during GABA receptor (GABAR) blockade, as determined from the fit to the data in Fig. 2B (upper panel, green) . This modified model has three free parametersw, f and t -that are optimized during fitting. S exc and S inh were calculated using the best-fit values of t and A, and are illustrated in Fig. 4D for two temporal frequencies for comparison against the real data.
Results
Identifying transient OFF α ganglion cells in the rabbit retina α ganglion cells were originally described anatomically (Boycott & Wässle, 1974) , and were later recognized to be the functionally identified Y ganglion cell (Enroth-Cugell & Robson, 1966) . In both rabbit and mouse retinas, four types of α ganglion cells can be distinguished: ON and OFF types come in both sustained and transient varieties (Caldwell & Daw, 1978; Famiglietti, 2004; Krieger et al. 2017) . α cells can be targeted for electrical recordings since they have the largest somas in the ganglion cell layer. The transient OFF α ganglion cells (t-OFF α GCs) studied here can be differentiated from the sustained type by their lower background firing rates, higher maximum firing rates (van Wyk et al. 2009) , and more transient light-evoked spiking responses (Pang et al. 2003; Murphy & Rieke, 2006; Farajian et al. 2011) . Their large receptive fields (λ exc = 300 ± 30 μm, n = 12; difference of Gaussian fit, see Methods), modest surround suppression (SSI = 0.13 ± 0.02, n = 12; see Methods), and low input resistance (R i = 20.6 ± 1.1 M , n = 13) provide additional criteria to distinguish t-OFF α GCs from other OFF-type ganglion cells. These attributes allowed for the rapid and consistent identification of a single type of α ganglion cell (Fig. 1A) . t-OFF α GCs likely align physiologically with the transient OFF α ganglion cells identified in cat and mouse (Cleland et al. 1975; Krieger et al. 2017) , and anatomically with the G11 cells identified by Rockhill et al. (2002) in the rabbit.
Excitatory inputs contribute to temporal tuning in t-OFF α ganglion cells
The goal was to determine the synaptic mechanisms underlying the temporal tuning of the excitatory inputs to t-OFF α GCs. Light-evoked EPSCs were isolated by holding at the chloride reversal potential (V h = −70 mV; Fig. 1B ). Cells were stimulated with a centred spot of light (1 mm diameter, 40% contrast) that was sine-wave modulated at a range of temporal frequencies (0.25-17 Hz). The stimulus was broad enough to activate both the centre and surround of the receptive field. EPSC amplitudes were estimated from the Fourier transform at the stimulus frequency (F1 amplitude, Fig. 1C ; see Methods). The stimulus frequency that evoked the largest F1 amplitude -the best frequency -was measured as the peak of a polynomial fit to the F1 amplitude versus frequency plots (see Methods; Fig. 1D and E). In response to a 1 mm spot at 40% contrast, the best frequency was 7.7 ± 0.2 Hz (n = 45). Spiking responses, recorded extracellularly, had a slightly higher best frequency (9.4 ± 0.7 Hz; P = 0.03, n = 12). Although the small difference in the best frequencies for spikes and EPSCs was significant, the data suggest that the tuning of the EPSCs is a major determinant of the ganglion cell's spike output (Schwartz et al. 2012) . The following experiments examine the mechanisms that produce the temporal tuning of the glutamatergic EPSCs arising from the presynaptic bipolar cells. 
Na V -dependent and Na V -independent GABAergic feedback
Stimulating the surround receptive field could alter the temporal tuning of ganglion cells and bipolar cells by activating GABAergic inhibition from wide-field amacrine cells (Cook et al. 1998; Taylor, 1999; Flores-Herr et al. 2001; Shields & Lukasiewicz, 2003; Vigh et al. 2011; Franke et al. 2017) . We tested how GABAergic feedback inhibition influences the temporal tuning of the EPSCs by blocking GABA A and GABA C receptors with their respective antagonists SR-95531 (10 μM) and TPMPA (100 μM). Blocking GABARs potentiated the F1 amplitude at low but not high temporal frequencies ( Fig. 2A and B). Moreover, the ganglion cell's best frequency was significantly lower compared to control (Control: 7.1 ± 0.2 Hz; SR/TPMPA: 3.4 ± 0.2 Hz; P = 3.7 × 10 −4 , n = 13; Fig. 2C ), indicating that GABAergic inhibition is critical for tuning the excitatory input to higher temporal frequencies.
Many GABAergic amacrine cells have large receptive fields (Pourcho & Goebel, 1983; Vaney, 1990) and depend on action potentials to propagate inhibitory signals across the retina (Cook et al. 1998; Taylor, 1999; Flores-Herr et al. 2001) . If the GABAergic feedback inhibition were driven by action potentials, and therefore depended on voltage-gated sodium channel (Na V ) activity, then the Na V channel blocker, TTX (200 nM), should produce effects similar to the GABAR blockers. Note that we included an intracellular Na V channel blocker (3 mM QX-314) in the recording electrode solution to preclude any postsynaptic effects of Na V channel activation. Before presenting visual stimuli, we waited several minutes for QX-314 to diffuse throughout the cell. Similar to the GABAR antagonists, application of TTX potentiated the F1 amplitude of the EPSCs at low frequencies, suppressed it at high frequencies ( Fig. 2D and E) , and reduced the best frequency from 8.8 ± 0.4 Hz in control to 4.4 ± 0.4 Hz in the presence of TTX (P = 7.7 × 10 −5 , n = 8; Fig. 2F ). If the effects of TTX on the F1 amplitude result from Na V channel activity driving GABAergic feedback, then they should be occluded by blocking GABARs. As predicted, at low frequencies, blocking GABARs fully occluded the effect of TTX on the EPSC amplitude ( Fig. 2A and B ; compare green and blue traces). However, prior block of Na V channels only partially occluded the effect of blocking GABARs ( Fig. 2D and E; compare orange and blue traces). This sensitivity to the order in which the blockers are applied suggests the presence of both Na V -dependent (orange shading; Fig. 2D , top) and Na V -independent (blue shading; Fig. 2D , top) GABAergic feedback. Both components of GABAergic feedback act to suppress the excitatory input during low frequency visual stimulation and shift the temporal tuning to higher frequencies ( Fig. 2C and F).
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Spatial properties of Na V -dependent and Na V -independent GABAergic feedback Na V -dependent GABAergic feedback from wide-field spiking amacrine cells is expected to be more spatially extensive than the Na V -independent feedback, which presumably reflects local, and possibly reciprocal, inhibitory feedback (Bieda & Copenhagen, 1999; Hartveit, 1999; Grimes et al. 2010; Murphy-Baum & Taylor, 2015) . To compare the spatial dimensions of the Na V -dependent (TTX-sensitive) and Na V -independent (TTX-insensitive) GABAergic inhibition, we measured the area-response . Na V activity drives GABAergic feedback at low temporal frequencies A, EPSCs in response to low and high frequency stimuli after GABA A and GABA C receptor blockade (10 μM SR-95531 and 100 μM TPMPA; green; n = 13) followed by subsequent sodium channel blockade (200 nM TTX, 10 μM SR-95531, and 100 μM TPMPA; blue; n = 6). B, F1 amplitude versus frequency of the stimulus for the drug applications in A. Red dashed box indicates the portion of the graph shown on an expanded scale on the right. The lower panel shows the change in the phase of the F1 EPSCs relative to control. Negative phase means the EPSCs are delayed relative to control. C, best frequency for the drug applications in A, calculated from the peak of polynomial fits to the data. D and E, same as in A and B, but the antagonists were applied in reverse order in a second group of cells (n = 8). Shaded regions in D indicate Na V -dependent (orange) and Na V -independent (blue) effects. F, best frequency for the drug applications in D. * P < 0.05, Student's t test. Unpaired comparisons were made for the data in B. [Colour figure can be viewed at wileyonlinelibrary.com] function of t-OFF α GCs by recording EPSCs evoked by spots of different sizes. We first applied TTX to block Na V -dependent inhibition, and subsequently added the GABAR antagonists to block the remaining Na V -independent GABAergic feedback (Fig. 3) . TTX significantly increased the EPSC amplitude only for spot diameters comparable to, or larger than, the receptive field centre (Fig. 3A and B) . The Na V -independent inhibition, revealed by adding the GABAR antagonists in the presence of TTX, was active for stimulus diameters as small as 150 μm, well within the centre receptive field (Fig. 3A,  C and D) . Moreover, the excitatory current unmasked by the GABAR antagonists (Fig. 3E, blue) was slower to activate and more sustained than that revealed by TTX (Fig. 3E, orange) . These data suggest that at low temporal frequencies, GABAergic feedback can be driven both by Na V channel activity in wide-field amacrine cells, and by local, graded depolarizations that are independent of Na V channel activity.
GABAergic feedback potentiates the excitatory input at high temporal frequencies
Contrary to its effect at low temporal frequencies, blocking GABARs reduced the excitatory input at high frequencies (compare green and black traces, Fig. 2A  and B) . Additionally, it delayed the phase of the F1 component such that EPSCs arrived later in the stimulus cycle ( Fig. 4A-C) . The phase delay became larger with increasing temporal frequency (Fig. 4A) , which might occur if inhibition from amacrine cells arrives at bipolar cell terminals with a time delay relative to excitation from photoreceptors (Ratliff et al. 1969; Winters & Hamasaki, 1976; Gouras & Zrenner, 1979; Enroth-Cugell et al. 1983; Benardete & Kaplan, 1997; Molnar & Werblin, 2007) . For example, if presynaptic inhibition were delayed by 20 ms, then it would be 180°out of phase with excitation when the modulation frequency was 25 Hz (40 ms period). In this scenario, presynaptic inhibition will turn off as excitation turns on, causing it to potentiate (i.e. disinhibit), rather . Na V -independent and Na V -dependent GABAergic feedback operate over different spatial scales A, EPSCs in response to a negative contrast step for a 1000 μm (top) and 150 μm (bottom) diameter spot (n = 7) after sodium channel blockade (orange, TTX), and followed by addition of GABAR antagonists (blue, T/S/T). Stimulus timing is indicated by the shaded bar above the graph. B and C, peak EPSC amplitude (B) and total charge transfer (C) in response to spots of different sizes for the pharmacology in A. D, change in EPSC charge transfer between subsequent drug applications. Continuous lines are difference of Gaussian fits to the data. Average space constants of the positive Gaussian used in the fits are shown. The shaded region indicates the expected dendritic arbor size of OFF α cells at the eccentricity of the recordings (within 2-3 mm of the visual streak; Peichl et al., 1987 than suppress, the excitatory input that is relayed to the ganglion cells.
We made a simple model to test whether a time delay between excitation and feedback inhibition could account for the frequency-dependent changes in the F1 phase and amplitude that occurred following GABAR blockade. The model assumes that glutamate release from bipolar cells is driven by the summation of excitation from photoreceptors and inhibition from amacrine cells. Thus, the F1 component of the EPSC recorded in the ganglion cell is represented by the sum of two sine waves. The first sinusoid represents the excitatory drive to bipolar cells from photoreceptors. The second sinusoid represents GABAergic feedback inhibition that arrives at the same bipolar cell terminals with some time delay. The excitatory sine wave in the model corresponds to the EPSCs recorded during GABAR blockade (Fig. 4C and D, green) , whereas the summed sine wave (excitation + inhibition) in the model corresponds to the EPSCs recorded under control conditions (Fig. 4C and D, black) .
Initially we assumed that the excitatory and inhibitory signals had identical temporal tuning. We fitted the data by allowing the time delay and the relative amplitude of the inhibitory and excitatory sine waves (I:E ratio) Red lines in A and B are the model fit to the data, using a constant inhibition:excitation (I:E) ratio across temporal frequency. Black lines are the same fit, but using an I:E ratio that varies exponentially with temporal frequency. The resulting I:E ratios are shown in the inset of B. C, EPSCs in response to a low (2.5 Hz) and high (14.16 Hz) frequency stimulus in control (black) and during GABAR blockade (green, 10 μM SR-95531 and 100 μM TPMPA). D, the calculated excitatory (green), inhibitory (red) and summed (black) sine waves were generated using the best-fit parameters (A.U., arbitrary units). E, spike count versus spot diameter for a 1 Hz or 10.625 Hz flickering spot at 40% contrast in control and after GABAR blockade (n = 5). Continuous lines are difference of Gaussian fits to the data. Dotted lines show the control data scaled to the data taken during GABAR blockade to show the relative shape of the area-response curves. F, spike count versus stimulus frequency for three different spot sizes (n = 10) indicated in millimetres above the graph, under control conditions (left) and during GABAR blockade (right). G, spatial selectivity index (SSI) versus temporal frequency for the data in E. H, spiking response to a 1 mm diameter, 14.16 Hz stimulus in control and after GABAR blockade.
[Colour figure can be viewed at wileyonlinelibrary.com] to vary. The two parameters were fitted simultaneously to the phase and amplitude data shown in Fig. 4A and B. This model was unable to accurately capture the changes in phase and amplitude that occurred following GABAR blockade ( Fig. 4A and B, red line) . Therefore, we considered the possibility that the excitatory and inhibitory signals had different temporal tuning properties (Frishman et al. 1987) . For simplicity, we used Gaussian functions to describe the temporal tuning curves for excitation and inhibition. In order to constrain the model, we assumed that the temporal tuning curve of the excitatory input was the same as the tuning curve measured during GABAR blockade, which is shown by the continuous fitted line in Fig. 2B (green; width of Gaussian fit, σ = 10.6 Hz, best frequency = 3.8 Hz). This excitatory tuning curve was assumed to be the same in control. We allowed the Gaussian width and best frequency of the unknown inhibitory temporal tuning curve to vary, along with the time delay between inhibition and excitation. Using Gaussian tuning curves, a difference in the best frequencies for excitation and inhibition results in an exponential relationship between the I:E ratio and temporal frequency (Fig. 4B, inset) . This model produced a good fit to the data ( Fig. 4A and B, black lines) and reproduced the relative amplitude and phase of the EPSCs that we recorded before and after GABAR blockade ( Fig. 4C and D) . The best-fit parameters indicate that the best frequency of inhibition was ß6.8 Hz higher than excitation, with a time delay of 19.7 ms relative to excitation, which is similar to previous estimates of the delay between the excitatory centre and inhibitory surround (Winters & Hamasaki, 1976; Gouras & Zrenner, 1979; Enroth-Cugell et al. 1983; Benardete & Kaplan, 1997; Molnar & Werblin, 2007; Cui et al. 2016) . Overall, the data are consistent with a time delay between excitation and presynaptic inhibition, which allows GABAergic feedback inhibition to suppress excitation at low temporal frequencies, and to become disinhibitory at higher frequencies and enhance the EPSC amplitude.
Delayed GABAergic signalling contributes to spatiotemporal coupling
Time delays between excitation and inhibition have been implicated in weakening both colour-opponent (Gouras & Zrenner, 1979) and spatial surround receptive fields in ganglion cells at high temporal frequencies (Ratliff et al. 1969; Derrington & Lennie, 1982; Enroth-Cugell et al. 1983; Dawis et al. 1984; Frishman et al. 1987) . We observed the latter phenomenon by recording spiking activity while presenting t-OFF α GCs with spots of different sizes (Fig. 4E) . The spots were sine-wave modulated over a range of temporal frequencies. The strength of the surround receptive field, as measured by the spatial selectivity index (SSI; see Methods), became weaker with increasing temporal frequency (Fig. 4G) . Moreover, temporal tuning curves were more bandpass for stimuli that activated the surround extensively, and more low-pass for stimuli that were confined to the centre receptive field (Fig. 4F, left) . Blocking GABARs strongly reduced the spatiotemporal interdependence; the surround became weak at all temporal frequencies (Fig. 4E and G) , and the shape of the temporal tuning curves became insensitive to the stimulus size (Fig. 4F, green) . Importantly, cells were unable to fire action potentials in response to higher frequency stimuli in the presence of the GABAR antagonists, suggesting that GABAergic signalling is critical for driving spiking under these conditions (Fig. 4H ).
Presynaptic Na V activity boosts the excitatory input at high frequencies Similar to the GABAR antagonists, TTX suppressed the F1 amplitude at high temporal frequencies ( Fig. 2A and B) and delayed the phase. These effects reflect GABAergic mechanisms, since Na V channel activity can drive GABAergic inhibition (Figs 2 and 3) . However, GABAR blockade did not fully occlude the effect of Na V channel blockade on either the F1 amplitude at high frequencies or the F1 phase (Fig. 2) . These GABAR-independent effects of TTX on the EPSCs might be explained by the presence of Na V channels in the presynaptic bipolar cells, which could boost depolarizations, leading to larger and faster postsynaptic EPSCs (Pan & Hu, 2000; Ichinose et al. 2005; Saszik & DeVries, 2012; Puthussery et al. 2013) . To assess the GABA-independent effects of TTX, we re-examined how TTX affects the EPSCs during GABAR blockade. Although TTX reduced the EPSC amplitude during its rising phase at all frequencies (Fig. 5A, left) , it only reduced the F1 amplitude at high frequencies (Fig. 5B) . One possible explanation is that at low frequencies, the stimulus cycle is long relative to the time course of Na V channel activation, and thus blocking Na V channels delays the rise but has little effect on the EPSC amplitude ( Fig. 5A and B) . At higher frequencies, Na V channels are presumably still active during peak inward currents due to the shorter stimulus cycle, and TTX reduces the F1 amplitude.
However, TTX could affect the F1 amplitude by blocking Na V channels at other locations within the retinal circuitry. First, OFF cone bipolar cells receive inhibitory inputs from glycinergic AII amacrine cells (Marc et al. 2014) , which are known to express Na V channels and exhibit spiking activity (Boos et al. 1993; Tamalu & Watanabe, 2007; Tian et al. 2010; Trenholm et al. 2012) . Second, Na V channels in serially arranged glycinergic amacrine cells could produce a disinhibitory effect on bipolar cell terminals. Third, some α ganglion cells are coupled to both ganglion and amacrine J Physiol 596.3 cells via gap junctions (Xin & Bloomfield, 1997; Völgyi et al. 2004; Schubert et al. 2005) . Blocking Na V channel activity in these coupled neurons could conceivably reduce the excitatory input to t-OFF α GCs at high frequencies, although the presence or strength of such coupling in t-OFF α GCs is unclear.
To further test the hypothesis that Na V channels in OFF bipolar cells are boosting the excitatory input, we functionally isolated the OFF bipolar cells by blocking gap junctions (100 μM meclofenamic acid (MFA)) in addition to blocking GABAergic and glycinergic receptors (10 μM SR-95531, 100 μM TPMPA, 0.5 μM strychnine). MFA was pre-applied to the retina for at least 20 min before establishing a whole-cell recording to ensure complete wash-in of the drug (Veruki & Hartveit, 2009 ). The GABAR and glycine receptor (GlyR) antagonists were washed in after the start of the recording. Even in the presence of these antagonists, the addition of TTX reduced the EPSC amplitude during its rising phase (Control inhibitory cocktail: 890 ± 150 pA; +TTX: 330 ± 80 pA; P = 0.011, n = 5; Fig. 5C ), and reduced the F1 amplitude (Control inhibitory cocktail: 244 ± 47 pA; +TTX: 180 ± 40 pA; P = 0.003, n = 5; Fig. 5C ). Together, these data indicate that the effects of TTX can be attributed at least in part to blocking Na V channel activity in the presynaptic bipolar cells.
Glycinergic crossover inhibition boosts excitatory signals
Most OFF cone bipolar cells receive glycinergic crossover inhibition from the ON pathway (Grünert & Wässle, 1996; Molnar & Werblin, 2007; Molnar et al. 2009 ). Due to the sign inversion, crossover feedback inhibition tends to reinforce signals in OFF bipolar cells (Molnar & Werblin, 2007; Molnar et al. 2009 ). Crossover glycinergic inhibition onto OFF bipolar cells could influence the temporal tuning in downstream ganglion cells by modulating glutamate release.
We found that blocking either GlyRs (0.5 μM strychnine) or the ON pathway (50 μM L-AP4, a metabotropic glutamate receptor 6 (mGluR6) agonist) reduced the light-evoked outward current in t-OFF α cells, consistent with a reduction in crossover inhibition ( Fig. 6A and  B) . Inward currents were also reduced, albeit to a lesser extent. Both treatments reduced the F1 amplitude at all frequencies, although higher frequency inputs were reduced to a greater extent ( Fig. 6C and E) , consistent with a slight reduction in best frequency (Fig. 6F) . The effects of blocking the ON pathway had little contrast dependence ( Fig. 6G and H) , although differences between control and drug conditions were more significant at higher contrast. In summary, while glycinergic crossover inhibition from the ON pathway likely contributes to the strength of the excitatory input by disinhibiting OFF bipolar cells, the effects are only moderately biased towards higher temporal frequencies, and thus make only a minor contribution to temporal tuning in t-OFF α GCs.
Temporal tuning mechanisms have different contrast sensitivities
Contrast gain control, which is characterized by a reduction in the gain of ganglion cell responses after a sudden increase in contrast, has been widely studied in Y-type (α) ganglion cells (Shapley & Victor, 1978 , 1979a Frishman et al. 1987; Smirnakis et al. 1997; Benardete & Kaplan, 1999; Demb et al. 2001; Zaghloul et al. 2005; Cui et al. 2016) . These changes in gain vary across temporal frequency, since increases in contrast speed up responses and shift the temporal tuning of Y-cells to higher frequencies (Shapley & Victor, 1978 , 1979b Benardete & Kaplan, 1999) . Because contrast can influence the temporal tuning of ganglion cell responses, we tested how contrast affects the GABAergic and Na V -dependent mechanisms identified here. Light-evoked EPSCs were measured at contrasts between 2 and 80%, each tested over the standard range of temporal frequencies (0.25-17 Hz). Example contrast-response and frequency-response plots are shown in Fig. 7A and B. The complete data showing the average F1 amplitudes plotted as a function of the contrast and temporal frequency are displayed as contour plots (Fig. 7C-E, n = 8) . The contrast-response functions shown in Fig. 7A illustrate vertical slices through the contour plots (Fig. 7C-E) at different temporal frequencies, and the temporal tuning curves in Fig. 7B illustrate horizontal slices through the contour plots at different contrasts.
We applied TTX to measure the contribution of Na V -dependent mechanisms to the EPSC amplitude (Fig. 7D) . To visualize the changes in the F1 amplitude, we subtracted the TTX data from control (Fig. 7F , difference left, normalized difference right). These data illustrate how Na V channel activity contributes to the excitatory input: it boosts EPSCs at high frequencies across all contrasts (orange/red regions; Fig. 7F ), and suppresses responses at low frequencies and high contrast (green/blue regions; Fig. 7F ). The data in Fig. 2 obtained with a 40% contrast stimulus show that Na V channels drive GABAergic feedback at low temporal frequencies, leading to a suppression of the excitatory input. The data in Fig. 7F indicate that this mechanism is primarily active at high contrast.
Subsequent GABAR blockade revealed any remaining GABAergic mechanisms that act independently of Na V channel activity (Fig. 7E) . The difference contour plot shows that Na V -independent GABAergic inhibition acts to suppress the excitatory input primarily at low and intermediate contrasts (Fig. 7G) . These data indicate that the Na V -dependent and Na V -independent components of the GABAergic inhibition have different contrast sensitivities.
At high temporal frequencies, Na V -dependent mechanisms were almost entirely responsible for potentiating the excitatory input at all contrasts. Notably, the combined effect of Na V -dependent mechanisms and GABAergic inhibition (subtracting Na V + GABA A/C block from control) is to suppress the excitatory input at low frequencies and potentiate it at high frequencies relatively independently of contrast (Fig. 7H, left) . This is even more apparent in the corresponding normalized plots, which provide a clearer view of the contrast dependence of the various processes (Fig. 7F-H, right) .
The changes in phase exhibited similar contrast sensitivities to the changes in amplitude. Na V -dependent phase advance was most prominent at high contrast (Fig. 8A) , whereas Na V -independent GABAergic phase advance was present primarily at low and intermediate contrasts (Fig. 8B) . GABAergic signalling contributed to the Na V -dependent phase advance, since blocking GABARs in isolation shifted the phase at all contrasts (Fig. 8C) . Thus, Na V -dependent and Na V -independent GABAergic mechanisms act synergistically to advance the phase of the excitatory input independently of contrast (Fig. 8D) . Overall the data show that presynaptic Na V -dependent mechanisms and presynaptic GABAergic inhibition work together to shift the α-cell peak response to higher frequencies, relatively independently of stimulus contrast (Fig. 9) .
Discussion
Previous studies have shown that temporal and spatial properties of α cell receptive fields in the retina are linked. At high temporal frequencies the receptive field surrounds of α cells become weaker (Victor & Shapley, 1979) . Such spatiotemporal inseparability has also been observed at higher levels, including the thalamus (DeAngelis et al. 1993) , and visual cortex (McLean & Palmer, 1989) . Previous studies have proposed that spatiotemporal inseparability arises from convergence of delayed surround inhibition with centre excitation (Shapley & Victor, 1981; Dawis et al. 1984; Frishman et al. 1987; Zaghloul et al. 2005) . Such models successfully predict ganglion cell spiking responses to a range of stimuli, but provide limited insight to the underlying biophysical mechanisms. Our results demonstrate that several circuit mechanisms and neurotransmitter systems generate the temporal tuning of t-OFF α GCs, with the major contribution coming from presynaptic inhibition.
Presynaptic inhibition modulates the activity of bipolar cells, and thereby helps define the feature selectivity of ganglion cells (Nirenberg & Meister, 1997; Awatramani & Slaughter, 2000; Asari & Meister, 2012 Franke et al. 2017) . Here, we find that at least three inhibitory mechanisms contribute to temporal tuning of t-OFF α GCs by modifying the output from bipolar cells; two GABAergic components, one driven by TTX-sensitive mechanisms, the other driven independently of Na V channel activity, and a glycinergic component arising from crossover inhibition from the ON pathway. The data also indicate that TTX-sensitive Na V channels in the presynaptic bipolar cells potentiate EPSCs in t-OFF α GCs at high frequencies independently of GABAergic, glycinergic, or gap junctional signalling. Finally, the spike output is more strongly tuned than the excitatory input, since it is more suppressed at low temporal frequencies (Fig. 1D) . It is possible that voltage-gated channels or direct inhibitory input in the t-OFF α GCs further sharpen temporal tuning, but these mechanisms were not investigated here. Together, multiple mechanisms shift the temporal tuning of t-OFF α GCs to higher frequencies and produce faster response kinetics over a wide range of visual conditions (Fig. 10) .
Two modes of GABAergic feedback inhibition have distinct stimulus selectivities
Analysis of light-evoked EPSCs in t-OFF α GCs indicates that the presynaptic bipolar cells receive both wide-field, Na V -dependent GABAergic inhibition and local, narrow-field, Na V -independent GABAergic inhibition (Fig. 3) . The TTX sensitivity likely arises by direct suppression of action potentials in the amacrine cells, but the data do not exclude the possibility that the critical Na V channels are in the bipolar cells driving the amacrine cells. In addition to their differing spatial extent, the wide-field and local inhibition were separable by their contrast sensitivity. The wide-field, Na V -dependent component operates at high contrast, whereas the narrow-field Na V -independent component is more active at low and intermediate contrasts (Fig. 7) . The different contrast sensitivities might arise because weak, low contrast stimuli are sufficient to drive local inhibition through graded responses, but fail to drive spiking in wide-field amacrine cells. The local inhibitory connections may correspond to dyad synapses, which are ubiquitous in vertebrate retinas (Dowling & Boycott, 1966; Dowling, 1968) . Under natural viewing conditions, with a large range of contrasts and spatial scales, these two feedback systems may be critical for robust temporal tuning over a wide dynamic range.
GABAergic feedback contributes to spatiotemporal coupling
Some of the earliest ganglion cell recordings revealed that signals from the surround receptive field were delayed relative to the centre response (Kuffler, 1953; Barlow et al. 1964) . Subsequent modelling studies had to incorporate this delayed inhibition in order to predict the amplitude and phase of ganglion cell spiking responses to different visual stimuli (Derrington & Lennie, 1982; Enroth-Cugell et al. 1983; Dawis et al. 1984; Frishman et al. 1987) . The present results indicate that this delayed inhibition is GABAergic, and that it combines with centre excitatory signals within the terminals of presynaptic bipolar cells. We only considered the linear, F1 component of the responses, since most of the power of the EPSCs occurred at the stimulus frequency (Fig. 1C) . The analysis does not account for the non-linearities responsible for the non-sinusoidal waveform of the EPSCs. The model based on the F1 data can only predict how linear response components are transmitted and affected under the various conditions. The fits to the model are consistent with a ß20 ms temporal delay for GABAergic inhibition relative to excitation. At low frequencies the delay has little effect, and inhibition countermands excitation, but at high frequencies the delay represents a relatively large phase shift and the inhibition can become synergistic, resulting in augmentation of the total excitatory input to the α cells ( Fig. 4F-H) . The presence of GABAergic inhibition onto bipolar cell terminals is well established (Roska et al. 1998; Eggers & Lukasiewicz, 2006; Hull et al. 2006; Herrmann et al. 2011) . The results suggest that phase and amplitude of the F1 component of EPSCs in t-OFF α GCs can be accounted for by a linear combination of inhibition and excitation. However, it is clear that non-linear processes make contributions to the EPSCs, since the waveform is far from sinusoidal, consistent with significant power represented by higher-order Fourier components (Fig. 1C) . Non-linear components presumably produce the sharp onset of the inward current during each stimulus cycle, which may help to reduce the variability in the onset of spike timing. A major non-linearity in the circuit is likely to arise from rectification of transmitter release from the OFF-cone bipolar cell terminals (Chichilnisky & Kalmar, 2002; Zaghloul et al. 2003; Liang & Freed, 2010) . Under background conditions glutamate release is expected to be low, and the increase in release during the negative phase of the stimulus, will be larger than the suppression of release during the positive phase, with the result that the stimulus will produce a net inward current. The model is consistent with the idea that the linear combination of excitation and inhibition within the bipolar cell terminals precedes such non-linear effects expected to arise during synaptic transfer. This conclusion appears to be at odds with a recent study proposing non-linear (shunting/divisive) interactions between inhibition and excitation in bipolar cell terminals presynaptic to ON α cells in the mouse retina (Cui et al. 2016) . It would be interesting to compare the tuning properties of rabbit ON and OFF α cells to determine whether there are species differences or pathway differences. Our model successfully predicted the changes in phase and amplitude of the F1 component of the EPSCs following GABAR blockade (Fig. 4) . Two key parameters of the model, the time delay and the I:E ratio, control both the maximum phase shift and the frequency at which it occurs. The model predicts that the disinhibition is stronger than excitation at high temporal frequencies (Frishman et al. 1987; Benardete & Kaplan, 1997 ; but see Dawis et al. 1984) , and that feedback inhibition from amacrine cells is tuned to higher temporal frequencies than the feedforward excitation from bipolar cells. The findings that presynaptic surround inhibition becomes excitatory at high temporal frequencies suggests that the receptive fields of t-OFF α GCs are dynamically adjusted so that they sacrifice spatial resolution for higher temporal resolution at high frequencies. Our study does not identify the mechanisms that tune the putative amacrine cells to higher temporal frequencies. Further work will be required to identify the amacrine cells, and to examine their functional properties. OFF BP ON pathway OFF pathway Figure 10 . Mechanisms of temporal tuning in t-OFF α ganglion cells A, potential synaptic arrangement of GABAergic and glycinergic feedback inhibition, and their stimulus selectivities. Dotted arrow indicates that Na V -independent GABAergic feedback might operate using reciprocal synapses, but this remains unclear. B and C, frequency dependence of temporal tuning mechanisms. B, contribution of crossover inhibition to the excitatory input expressed as percentage change from control. Continuous lines were calculated as the percentage change between polynomial fits to the F1 amplitude versus frequency data in Fig. 6D . C, contribution of GABAergic and bipolar-expressed Na V activity to the excitatory input. Continuous lines were calculated as in B, but using the polynomial fits in Fig. 2B . 'Na V ' is the contribution of Na V activity in the presynaptic bipolar (BP) cells, 'GABA' is the contribution of GABAergic feedback as a whole, and 'Total' is the summed contribution of both mechanisms. [Colour figure can be viewed at wileyonlinelibrary.com] J Physiol 596.3
Role of glycinergic feedback in temporal tuning
ON-pathway glycinergic inhibition onto OFF bipolar cells is mediated by AII amacrine cells, which make gap-junction connections with ON-bipolar cells (Strettoi et al. 1992) . Blocking either GlyRs or the ON pathway had similar effects both on the EPSC waveform and the temporal tuning of t-OFF α GCs. F1 amplitudes were reduced, and the best frequency was significantly lower than in control (Fig. 6 ). This shift in the best frequency was not as large as that evoked during GABAR or Na V channel blockade (Fig. 2) . The amacrine cells that most likely deliver the glycinergic feedback inhibition, AII amacrine cells, are narrow-field and are known to have strong surround receptive fields (Bloomfield & Xin, 2000) . Therefore, the AII amacrine cells may be suppressed during the presentation of our relatively broad stimulus, causing us to underestimate its contribution to temporal tuning. More work involving spatiotemporal visual manipulations is required to investigate this possibility. It is noteworthy that mean luminance can change the strength of surrounds (Farrow et al. 2013) and alter the kinetics of ganglion cell responses (Cleland et al. 1971; Hammond, 1975) . Changes in luminance also affect how glycinergic AII amacrine cells are driven: by rod bipolar cells at scotopic levels, and by cone bipolar cells via gap junctions under photopic conditions. Given the potential involvement of AII amacrine cells, it will be interesting to determine how ganglion cell temporal tuning is affected by adaptation levels.
Role of presynaptic Na V channel activity in temporal tuning
The presence of TTX-sensitive Na V channels in select types of bipolar cells is well established (Pan & Hu, 2000; Zenisek et al. 2001; Ichinose et al. 2005; Ma et al. 2005; Saszik & DeVries, 2012; Puthussery et al. 2013) , but their functional role remains uncertain. A previous study of parasol ganglion cells, which are homologous transient cell types in the primate retina (Crook et al. 2008b) , proposed that Na V channels localized to the presynaptic bipolar cells may contribute to excitatory signalling (Puthussery et al. 2013) . In line with this prediction, in the current analysis, TTX reduced the excitatory input to t-OFF α GCs, even during GABAergic, glycinergic and gap junctional blockade, consistent with sodium channel activity in presynaptic bipolar cells (Fig. 5) . The results also indicate that Na V channel activity advances the phase of the excitatory input (Figs 2 and 8 ), which may partially compensate for the synaptic delays inherent in bipolar cell transmission, further improving the ability of t-OFF α GCs to respond rapidly to motion. In this context, it is noteworthy that calcium spikes are observed in the majority of bipolar cell terminals in fish and mice (Baden et al. 2011 (Baden et al. , 2013 ).
It will be interesting to determine whether Na V channels contribute to generating these events in some bipolar cell types.
