The complexity of agent localization increases significantly when unique identification of the agents is not possible. Corresponding application cases include multiple-source localization, in which the agents do not have identification sequences at all, and scenarios in which it is infeasible to send sufficiently long identification sequences, e.g., for highly resource-limited agents. The complexity increase is due to the need to solve an additional optimization problem to resolve the indifferentiability of the agents and thus to enable their localization. In this work, we present a thorough analysis of this problem and propose a maximum a posteriori (MAP)-optimal algorithm based on graph decompositions and expression trees. The proposed algorithm efficiently exploits the fixed-parameter tractability of the underlying graph-theoretical problem and employs dynamic programming and backtracking. We show that the proposed algorithm is able to reduce the run time by up to 88.3% compared with a corresponding MAP-optimal integer linear programming formulation.
Introduction
The unique identification of wireless sensors or agents is generally regarded as an axiomatic design criterion for wireless systems. However, in certain application cases, unique identification is either inherently impossible, such as in multiple-source localization, or infeasible because of application-specific constraints. In many scenarios, agent localization relies on pairwise inter-sensor distance measurements, for which precise information about the identification of the agents and the obtained measurements is required when using classical localization algorithms. In cases in which unique identification is not possible, the localization of wireless agents requires solving an additional optimization problem to overcome the non-unique identification of the agents. In this work, the corresponding problem is thoroughly analyzed and an efficient and optimal algorithm is presented. Subsequently, a relevant use case for these algorithms is presented. An upcoming application case for wireless sensors in which non-unique identification will play a key role is the exploration of environments that are accessible only by miniature sensors 1 . Such environments include groundwater systems and, as considered in [1] , hardly permeable cold heavy oil production with sand (CHOPS) mining areas. In both cases, the idea is to utilize wireless sensors to explore the environment and gather information regarding, e.g., the structure of the underground system, the physical properties of the sensor-carrying fluid, and the general resource richness. For these scenarios, the sensor motes need to satisfy the following requirements, which are mainly derived from or mentioned in [1] :
• An outer diameter of less than 5 mm to ensure that a significant number of the sensors remain intact after passing through the injection pumps.
• A robust shell able to withstand pressures of up to 6 MPa [2] .
• Several tens of thousands of sensor motes to survey a significant portion of the environment while accounting for the fact that many sensors will be destroyed and remain unrecovered in the environment. In this regard, [1] report an extraction ratio of approximately 8%. The large required number of agents is also motivated by the limited sensing range of each agent.
• Energy supply for an operating time of approximately 48 h.
To facilitate the localization of the agents, they are equipped with ultrasonic transceivers and perform ranging by measuring the round-trip times to other agents. These measurements are only stored locally and are not forwarded to nearby agents. The positioning, i.e., localization, of the sensor motes is performed offline after the extraction of the agents by a central unit, which can utilize significant computational resources for this purpose. This unit has access to all measurements recorded by the recovered agents.
In this scenario, the following conditions lead to the conclusion that unique identification of the agents is not feasible:
1. The small sensor size and the long operation time significantly constrain the consumable energy, particularly because the majority of the available space inside the agents is already occupied by hardware such as transceivers and environmental sensors. 2. Because of the small sensor mote size and its implications, Direct-Sequence (Spread Spectrum) Code-Division Multiple Access (DS-CDMA) approaches are needed because, e.g., frequency-division multiple access (FDMA) and TDMA require both a wide bandwidth and sharp filters 2 and accurate synchronization, respectively, and thus cannot be used. For DS-CDMA, it is known that the code length is equal to the number of users in the network 3 . Thus, the use of unique codes would result in excessive power consumption for the transmission of each ranging pulse.
Consequently, only shorter-meaning non-unique-DS-CDMA codes can provide a reduction in the energy requirements that is sufficient to enable this application scenario 4 . Therefore, the central unit (fusion center) needs to resolve the resulting ambiguities in the pairwise distance measurements, before positioning using classical localization algorithms will be possible.
It is believed that a computationally intensive tracking of the agents can be replaced by several quasi-static localizations whenever the swarm is distributed entirely within the environment. This is because on the one hand many agents are needed for the exploration and because on the other hand it may take long for the agents to pass through the environment. Consequently, a further important task is to estimate-based on the agent measurements-when these localizations should take place.
Note that the underlying problem of insufficient time or frequency resources to uniquely address all agents can likewise occur in other multiple-access schemes. Additionally, note that there is no negative impact regarding, e.g., the signal processing, hardware resources, or energy consumptions of the agents as a result of the non-unique identification. This is because the increased localization complexity that results from non-unique identification and the resolution of the resulting ambiguities are borne by the fusion center.
In this work, the implications of non-unique identification for the localization of sensor motes are investigated. In this regard, we show that non-unique identification results in an additional optimization problem beyond the actual localization itself. We refer to this additional problem as the transmit-ambiguity resolution problem (TARP).
To address this problem, we propose an algorithm that is able to resolve the ambiguities optimally in the sense of the maximum a posteriori (MAP) probability and that is up to 8.55 times faster than an equivalent integer linear programming (ILP) formulation, which is N P-hard in general and which serves as a baseline in this work. This corresponds to a run-time reduction of 88.5%. The algorithms presented in this work are designed to be used in conjunction with classical localization algorithms, such as those based on semidefinite programming [3] [4] [5] [6] [7] [8] [9] , secondorder cone programming (SOCP) [10] , or least-squares methods [11, 12] , for the described scenarios. Consequently, it is said that the presented algorithms re-enable the localization with existing localization algorithms.
Related work
Motivated by an initial feasibility study regarding the exploration of inaccessible environments [1] and related experiments in which the need for shared transmission identifiers has been foreseen, the authors of [13] presented the first procedure aimed at resolving the transmit ambiguities caused by non-unique identification for FDMA-based scenarios. The presented method was heuristic and was not derived from an optimality measure such as minimum mean-squared error (MMSE) or maximum-likelihood (ML). Moreover, its complexity was not analyzed, and measurement noise was not explicitly considered. The proposed method relied on a neighbor-matching procedure in which the ambiguities were resolved by comparing the distance measurements of neighboring sensors.
In [14] , we extended this approach to purely additive noise scenarios using adjacency and neighborhood estimation. In [15] , we considered a joint localization and transmit-ambiguity resolution approach in which a heuristic was used to resolve the ambiguities.
Moreover, in our conference work [16] , we introduced the concept of dynamic programming on k-ambiguity trees by exploiting fixed-parameter tractability to efficiently solve the TARP. The run time of this method was compared with that of the integer programming implementation of the MMSE-optimal algorithm.
Contributions
The contribution of this work is fourfold: First, we present a detailed and comprehensive mathematical formulation of the TARP, which arises in the case of the non-unique identification of sensor motes, including the governing equations and its optimal ILP-based optimization problem. Second, we propose to use dynamic programming instead of solving the N P-hard ILP problem to re-enable the localization of the agents. Third, we describe a new representation of the problem using k-ambiguity trees, which are derived from k-expression trees and are used in a dynamic programming manner to solve the problem optimally. This tree representation is based on a fixedparameter tractability analysis, which is the basis for the efficient solution of the TARP. Fourth, we improve the dynamic programming approach by employing backtracking, which yields a further reduction in the computational complexity by incrementally evaluating partial solution candidates.
Consequently, we propose a methodology that compensates for the inability of these classical methods to address non-relatable distance measurements while maintaining their general applicability for positioning, cf. Fig. 1 .
This work is partly based on our previous conference work [16] , which is extended in this work in terms of the following: (1) detailed derivations of the presented algorithms, (2) an extensive evaluation and analysis of the algorithms, and (3) an algorithmic extension via backtracking, resulting in a new dynamic programming methodology.
Moreover, the framework developed in this work can also be extended, for example, to the multiple-source localization problem, which can be regarded as a special case of the problem at hand in which all sources have the same transmit ID.
Solution overview
This section is dedicated to a less formal description of the problem at hand and the solution steps described in this work. The sensory-agent-based approach for the exploration of unknown environments is depicted in Fig. 1 . This figure shows the general procedure, from the introduction of the agents up through their (partial) extraction and the utilization of the agents' measurements for environmental data reconstruction.
The fusion center, which plays a key role in achieving the goal of obtaining precise information about the underground environment, must address the non-unique identification of the agents and their consequently nona) b) Fig. 1 Illustration of the exploration procedure. In step I, agents (visualized in red) are introduced into an unknown environment and perform environmental and distance measurements for mapping and localization, respectively. The agents are carried by the fluid in the environment. Then, the agents are extracted from the environment, and their data are used by a fusion center (step II) to compute the agents' trajectories (illustrated for two agents). The steps executed by the fusion center for this purpose are as follows: (a) resolve the transmit ambiguities, e.g., with the presented algorithms, and (b) perform positioning using classical localization algorithms. In step III, the environmental measurements and estimated trajectories are used to compute, e.g., the temperature profile of the environment relatable distance measurements. In this regard, the fusion center follows a two-step approach, where the transmit ambiguities are first resolved and then localization is conducted:
1. The resolution of the transmit ambiguities: Conceptually, the purpose of this step is to estimate the proper mapping between the measurements and the agents. In this work, however, a mapping between pairs of measurements and pairs of agents is sought. Such a pair of measurements is called an assignment or solution candidate for the two bidirectional measurements between the corresponding pair of agents. Because of the combinatorial nature of this problem, it is N P-hard in general. As shown in Section 3, this problem is related to the independent set problem and can be described as an ILP problem. However, Section 4 motivates the use of dynamic programming to solve this problem more efficiently based on the fact that the problem is fixed-parameter tractable. In this context, it is shown that the clique-width of the graph that describes the resolution problem from a graph-theoretical perspective exerts a significant influence on the solution complexity. For this reason, the following procedure is used in this work to solve the problem:
(a) Based on a thorough analysis of the graph-theoretical problem presented in Section 4, the constraints that govern the combinatorial problem are derived. These constraints are described by vertex sets specifying mutual exclusivity, called constraint cliques in the following. (b) These constraint cliques, which are the basic entities of the graph-theoretical problem, are used to obtain a tree structure that serves as the basis for computing the complexitydetermining clique-width parameter. This computation is performed such that, with a reasonable computational complexity, a complexity parameter k close to the actual clique-width -which is the lowest possible k -is achieved. The corresponding theory and algorithm are introduced in Sections 4 and 5. (c) Utilizing the previously computed tree structure, dynamic programming methods are used to obtain a solution. The solutions correspond to selected vertices of the vertex sets that specify the mutual exclusivity of the constraint cliques. Consequently, a solution to the combinatorial problem is found, and a mapping between the measurements and the agents is obtained. Two different dynamic programming algorithms are presented in Sections 6 and 7, of which the latter uses a backtracking procedure.
2. The localization of the agents: Based on the mapping between the measurements and the agents, classical localization algorithms can be used for positioning. See, e.g., the last paragraph of Section 1 for an overview of possible solution methods.
Organization
Based on the steps outlined in Fig. 1 , the remainder of this work is structured as follows. In Section 2, the system model and problem formulation are presented. Section 3 introduces the constraints that govern the class of input problems and their graph-theoretical description ( Fig. 1 , II.a first step). This special graph structure will be exploited in the proposed algorithm to efficiently solve the TARP. Finally, this section presents an overview of the ILP-based problem formulation. Section 4 summarizes the theoretical foundations of the proposed algorithms and introduces the concepts of, e.g., fixed-parameter tractability and expression trees, which are needed for the subsequent discussion of the algorithm design. The proposed algorithms consist of two steps, which are described in Section 5 ( Fig. 1, II .a second step) and Section 6 ( Fig. 1 , II.a third step). Section 5 shows how the graph-theoretical problem can be described using a special variant of the clique-width k-expression tree. In Section 6, this expression tree is used in a dynamic programming algorithm to resolve the transmit ambiguities. An improved backtracking version of this dynamic programming algorithm is described in Section 7 ( Fig. 1, II .a third step). A numerical evaluation of the presented methods is presented in Section 8, and Section 9 gives a summary and an outlook regarding future work. To illustrate how the presented algorithms operate, Appendix 1 provides corresponding examples.
Problem introduction and system model
In this section, the system model and notation are introduced. Then, a summary of the implications of nonunique identification for agent localization is presented. It is assumed that each sensor has-in addition to its DS-CDMA code, which is henceforth called its ID-a unique serial number (SN) that is only accessible through physical access to the sensors. Such access is possible once the sensors have been extracted from the target environment and centralized localization is being performed. A sensor's ID, henceforth denoted as I J for the Jth ID, is inherently encoded into its ranging pulse, as it serves as the DS-CDMA spreading sequence. The centralized localization unit also knows which IDs are used by which sensors. Hence, the mapping from the SNs to the IDs is known and fixed. The following steps are performed to enable the localization of the sensor motes:
1. The agents, equipped with ultrasonic transducers, are introduced into the environment. 2. The agents record measurements of physical properties such as pressure and temperature. In addition, the agents perform round-trip time (RTT) measurements to facilitate distance estimates to neighboring agents. Because of the strict energy limitations, there is no forwarding or transmission of any data aside from the RTT measurements. 3. The agents are recovered from the environment, and their RTT measurements are jointly processed by the transmit-ambiguity solver to overcome the ambiguities in the distance measurements. 4. Classical localization algorithms are used to estimate the positions of the agents for each time instance when an RTT measurement was made.
The inaccuracy of the RTT ranging procedure is modeled as multiplicative noise. In this model, which has also been adopted by, for example, [7] , it is assumed that distance estimates to farther sensors are less accurate. Consequently, the random variable (RV) d j→i , which denotes the distance measured by sensor i based on a ranging pulse sent by sensor j, is given by
where all n i,j ∼ N 0, σ 2 i,j are independently and identically distributed (iid) Gaussian variables with variance σ 2 i,j . Moreover, it is assumed that bidirectional measurements are made. Note that bidirectional communication is also a requirement for RTT measurements. Hence, it is assumed that if sensor i measured a distance to sensor j, then sensor j also measured a similar distance with respect to sensor i. An illustration of the notation is given in Fig. 2 An important aspect of the algorithm derivation and the henceforth used notation is that the TARP can be decomposed into independent subproblems, which are given by all pairs of-not necessarily distinct-IDs. In this regard, notice that the ambiguities occurring between two (distinct) groups of agents, each with possibly individual IDs, are not affected by measurements or ambiguities with any other groups of agents. This fact is also illustrated in Fig. 3a . Because of the independence of the subproblems and without loss of generality, only the measurements between sensor motes using, as an example, the IDs I K and I L are considered in the following. Fig. 3a . This figure shows two sensor motes, "5" and "6, " that are both using ID I L . A third sensor mote ("7") is using ID I K . Because the sensor motes can Fig. 2 Illustration of the notation and the effects of the transmit ambiguities. Considered here are an agent i, which is assumed to use ID I R (red), and two surrounding agents (using ID I B (blue)), of which one is within the communication range of i. Also illustrated are the actual distances between i and the other two agents and the RVs that describe potential measurements of those distances. For both cases, the table given on the right-hand side clarifies the notation and the fact that no measurement of the distance between i and k has been made. Here, m∼d is used to denote that measurement m is a single realization, i.e., a sample, of the distribution d a) b) c) Fig. 3 Consequently, classical localization methods, which do not consider application scenarios with transmit ambiguities-such as [3, 6, 7] , which use semidefinite programming, or [11] , which uses a linearized least-squares approach-cannot be used without first applying algorithms to resolve the TARP such as those presented in this work.
Example 1 An example of the consequences of the reuse of DS-CDMA codes with respect to localization is illustrated in

Graph representation and graph problem formulation
In this section, a graph-theoretical formulation of the problem resulting from DS-CDMA code reuse is given. Moreover, a detailed analysis of the problem's properties, which will be exploited in Section 4, is presented. The following description utilizes the particular properties of a type of graph whose instances are henceforth called ambiguity graphs. Such a graph is denoted by G = (V, E, W), and its components, i.e., the vertex set, edge set and weight function, are defined in the following.
Every vertex of the ambiguity graph is uniquely identified by the notation v i,j (l, r), where i and j refer to agents i and j and l and r refer to their respective lth and rth measurements. Therefore, the vertex v i,j (l, r) 
The set of edges E of the ambiguity graph is the union of three edge sets that satisfy the criteria given below.
1. In the following problem descriptions, edges are used to denote complementary constraints, and any distance measurement m l i can be assigned to only one RV d •→i ; therefore, edges are introduced as follows:
∼ m l i , m r j and any other
∼ m l i , m r j that relates to m l i . The set of all edges created based on this condition is denoted by E 1,a (i, l).
∼ m l i , m r j that relates to m r j . The set of all edges created based on this condition is denoted by E 1,b (j, r).
be matched to at most one tuple of measurements, i.e., one vertex of the ambiguity graph. Therefore, edges are introduced between any vertex v i,j (l, r) and v i,j (l , r ), i.e., any other vertex that corresponds to the same bidirectional link between sensors i and j. The set of all edges created based on this condition is denoted by E 2 (i, j).
Consequently, the edge set E is given by
Note that the index of each edge set, such as 1,a or 2 , refers to the corresponding (sub)item and its constraints as given in the listing above.
The objective is to maximize the probability P of correctly matching the RVs to the distance measurements given all measurements M i from all sensors i, i.e.,
by choosing the weights W(v i,j (l, r)) of the vertices according to
where f d j→i ,d i→j (x, y) denotes the joint probability density function (PDF) of the RVs d j→i and d i→j and, hence, of the noisy distance measurements. A derivation of the PDF used in the numerical evaluation of this work is given in Appendix 2. Thus, the construction of the ambiguity graph G = (V, E, W) can be summarized as follows:
• Every vertex v i,j (l, r) is uniquely identified by a pair of measurements m l i , m r j . This vertex describes a possible solution candidate for the measurement assignment problem. More precisely, it reflects the probability that m l i and m r j are the realizations of d i→j and d j→i , respectively. In the subsequently described optimization problem, the goal will therefore be to select a subset of these solution candidates.
• The likelihood that the mapping denoted by
is correct is given by the corresponding weight
• The edges (cf. Eq. (5)) govern the criteria under which a solution candidate v i,j (l, r) may be selected. Note that the vertices that are subject to particular constraints, such as
, are the vertices that are the endpoints of the edges in these sets. The corresponding sets of vertices and their subgraphs are denoted by
. This is because by the definition of item 1(a) in the listing above, v i,j (l, r) is adjacent to any other vertex that relates to the measurement m l i , and by the definition of item 1(b), v i,j (l, r) is also adjacent to any other vertex that relates to the measurement m r j . Moreover, v i,j (l, r) is a solution candidate for the measurements between agents i and j and hence is also an endpoint of the edges in E 2 (i, j) and is therefore adjacent to the vertices in V 2 (i, j). For brevity and simplicity, in the following, we may refer to the vertices v i,j (l, r) as v k , k ∈ {1, . . . , |V|}, if the additional information provided by the indices i, j, l, and r of
Based on the definition of the ambiguity graph given above, it is easy to verify that the optimal resolution of the transmitter ambiguities, in the sense of maximizing (6) for all assignments m l i , m r j , is equivalent to solving the following minimum-weight independent set problem with size constraints (MW-ISP-SC):
where x k is either one or zero and indicates whether vertex k of the ambiguity graph is in the solution set or not, respectively. This means that any measurements m l i , m r j that are in the solution set, i.e., whose corresponding vertices v i,j (l, r) are in the independent set, are chosen as the realizations of the RVs
. Constraint (8e) ensures the independence of the set by allowing at most one of two adjacent vertices to be included in the solution set. Constraints (8b) to (8d) refer to the conditions described in items 1(a), 1(b), and 2 of the listing above and constitute additional constraints compared with the classical independent set problem; they are called size constraints because they enforce independent sets of a particular size.
Note that because of the choice of the vertex weights (cf. Eq. (7)), the solution to Problem (8) corresponds to the feasible solution with the highest probability in the MAP sense (cf. Eq. (6)). In addition, note that Problem (8) is N P-hard in general [17, 18] .
Exploiting the graph structure
Because of the N P-hardness of Problem (8), new algorithms are needed that can solve the TARP optimally but more efficiently than regular ILP solvers. Less computationally complex algorithms are particularly necessary to accommodate the large number of agents needed for the considered application case. The idea that serves as the basis for the following sections is to employ dynamic programming to obtain a highly tailored algorithm to facilitate efficient solution generation. This is enabled by exploiting the special graph structure described in Section 3. The underlying principle of this exploitation is the fixed-parameter tractability (FPT) of the problem.
In this regard, Section 4.1 introduces the concept of FPT and a theorem that renders it applicable to the TARP and thereby forms the basis of our chosen dynamic programming approach. Section 4.2 presents an overview of the fundamental graph-theoretical concepts, including graph decomposition, that enable the application of the FPT theorem to the TARP. Based on these concepts, Section 5 introduces a novel variant of this decomposition that is tailored to ambiguity graphs.
Fixed-parameter tractability
The concept of FPT is generally used to analyze problems and, in particular, to find which parameters significantly influence the computational complexity. This analysis can then be used to design efficient algorithms for solving N P-hard problems such as the TARP.
The idea of FPT is to describe the complexity of an N Phard problem as a combination of two aspects: the first depending only on the input, such as the number of vertices of a graph, and the second being given by some fixed parameter of the problem. Generally, a problem is said to be fixed-parameter tractable if some algorithm capable of solving this problem has a complexity of O(poly(|x|)f (k)), where |x| denotes the size of the input, poly(·) denotes some polynomial function, and f (k) is some arbitrary function of the fixed parameter k [19] .
The algorithm proposed in this work is based on a theorem presented by [20] , which states that finding the independence number, i.e., the size of the largest independent set, is a fixed-parameter tractable problem in which the complexity parameter k refers to a graph property or parameter known as the clique-width. The clique-width is introduced in detail in Section 4.2 below. Regarding the applicability of this theorem to the TARP, note that in Problem (8), the goal is to find an independent set with a particular independence number that is given by the number of distinct sets of types E 1,a (·, ·) and E 1,b (·, ·) 6 . Because the decision variant of finding the independence number can be interpreted as answering the question "is there an independent set with a size of at least n?", the following theorem is applicable to Eq. (8).
Theorem 1 (The problem of finding the independence number is fixed-parameter tractable [20] 
) The problem of determining the independence number of a graph G = (V, E) with a clique-width of at most k has a complexity of O(|V|f (k)) if G is given by a clique-width k-expression.
Consequently, Theorem 1 states that the clique-width k of graph G is an important parameter when the desire is to find the independence number of G. This is highlighted by the fact that for the problem of finding the independence number, [21] specifies the particular function f (k) = 2 k to concretize the complexity in the FPT theorem above [22] . Consequently, the objective in the following is to find a clique-width k-expression for instances of the ambiguity graph with the minimum possible clique-width k. However, computing the clique-width k of a graph is an N P-hard problem in general [23] . Therefore, sub-optimal methods for finding some approximation k ≥ k of the clique-width are presented in this work.
To this end, Section 4.2 reviews the concept of the clique-width and shows how graphs can be described by certain operations that yield expressions that can then be modeled using a tree. In this way, a graph is said to be decomposed, e.g., into a tree structure.
Remark 1
The motivation for using tree-structure decompositions of graphs, such as tree-decompositions or clique-width k-expression trees, stems mainly from the fact that the independent set problem, for example, can be efficiently solved by applying dynamic programming on such a representation (tree structure) [20, 24] . Our particular interest in decomposing graphs into clique-width k-expression trees is mainly driven by the FPT theorem introduced above and by the fact that the clique-width is upper bounded by the tree-width [25] . Furthermore, note that in our case, in which the decomposition of ambiguity graph instances is desired, the edge set E is given by a union of cliques 7 (cf. Eq. (5)), which turns out to simplify the formulation of an expression for the clique-width.
Graph theory definitions and notations: clique-width
Recall that, motivated by Theorem 1, the goal is to find clique-width k-expressions that correspond to ambiguity graph instances to enable efficient algorithms for solving the TARP. To this end, this section reviews the definitions of the clique-width and clique-width k-expression trees; this discussion is mainly based on [20, 21] .
The clique-width is calculated based on recursive operations on vertex-labeled graphs [20] . These operations construct a new clique-width k-expression tree. In the following, G = (V G , E G , lab G ) denotes a k-labeled graph where each vertex label is given by the mapping lab G :
Definition 2 (Clique-width [20, 21] 
) The clique-width of a graph G = (V, E) is the minimum number of vertex labels lab : V →[k] such that G can be constructed by the following operations:
• Disjoint union of vertex-labeled graphs:
, where
The resulting expression is called a clique-width kexpression or a CW k -expression.
Using Definition 2, a CW k -tree can also be defined, where the root of the tree corresponds to the original unlabeled ambiguity graph G. Consequently, at the root r of the expression tree, which corresponds to the complete expression, all vertices must have the same label such that the root of the tree is equal to the unlabeled graph G. Table 1 presents examples of CW 2 -expressions and the corresponding graphs. Note that only k = 2 labels are required to represent G 6 , which has four vertices. Figure 4 shows the CW 2 -tree for the labeled graph G 6 given in Table 1 . The vertices of the tree are annotated with the induced subgraphs of the tree nodes 8 . Note that in this example, the original graph, G 6 , was already labeled, and hence, the root of the CW k -tree is identical to the original graph, with the same labels.
Example 3
Generally, the decompositions into CW k -expressions and CW k -trees are not unique, i.e., multiple possible CW k -trees exist for a given graph. The main benefit of representing a graph according to Definition 2 is that the CW k -expression is directly related to the complexity of the MW-ISP-SC, which is of O(|V|2 k ).
Moreover, the attempt to solve such a problem using the CW k -tree T is motivated by the property that the vertex set of subgraph G s , which corresponds to tree node s, is partitioned into k ≤ |V s | sets, as given by the k labels [20] . The reason for this is that during the decomposition of a graph into a CW k -expression tree, the labeling will be performed such that, in the dynamic programming phase, Table 1 CW 2 -expressions and their corresponding 2-labeled graphs [20] Graph CW 2 -expression
Fig. 4 CW 2 -expressions and their corresponding 2-labeled graphs [20] it is sufficient to differentiate between groups of vertices that have different labels. 
The k-ambiguity tree
To enable the exploitation of the property mentioned in the FPT theorem, i.e., that the clique-width of the input graph is a critical parameter in determining the complexity of the TARP, an algorithm for obtaining the tree description-often called a graph decomposition in the literature, as it disassembles parts of the graph into a tree structure-and related operations are presented in this section. To this end, Section 5.1 introduces a shorthand, tailored version of the operations used in the CW kexpressions. The main difference compared with the CW k operations is from a special design criterion that is subsequently introduced, which leads to the introduction of additional predefined edges. The tree corresponding to this tailored description is called the k-ambiguity tree in the following. Contrary to the notation of the CW ktree, the leaves of the k-ambiguity tree are chosen to be the subgraphs that correspond to the edge constraint sets E 1,a (·, ·), E 1,b (·, ·), and E 2 (·, ·), cf. Eqs. (5a), (5b), and (5c). These subgraphs are denoted by ·) ), respectively. Note that according to the definition of the edge constraint sets, they are complete induced 9 subgraphs, i.e., cliques 10 .
Recall, from the definition of CW k -expressions, that any expression with the operators ⊕, η i,j , or ρ i →j , e.g., in the form of X 1 ⊕ X 2 , in the CW k -tree corresponds to the merging of two trees T X 1 and T X 2 that, in turn, correspond to the expressions X 1 and X 2 , respectively. Consequently, we use μ(T 1 , T 2 ) to denote a joint operator that applies a sequence of ⊕, η i,j , or ρ i → j operations to serve as a merging operator. This joint operator is motivated by the canonical form of the clique-width expression [26] , in which after each disjoint union ⊕, first, several edge introductions η i,j and then several relabeling operations ρ i→j must occur [20] .
During this merging process, the key idea is to choose an operation such that its output is an induced subgraph of G. This is because the number of labels required for induced subgraphs is lower than that for non-induced subgraphs 11 . This merging operation is described in more detail below.
The merging operator
The merging operator performs the steps listed below, thereby merging the labeled subgraphs G c 1 (s) and G c 2 (s) to yield the output G s = (V s , E s , lab s ) . In the following, we use the index c i (s), i = 1, 2, to represent the edge or vertex set of the first or second child of tree node s (see also Fig. 6a ).
Union of the children's vertex sets:
Union of the children's edge sets and a further edge set 
The labeling function required to perform steps 2 and 3 is defined in the following. Recall from Section 3 that every vertex v i,j (l, r) is an element of exactly three cliques, namely, G 1,a (i, l), G 1,b (j, r), and G 2 (i, j) . Because of this property, all vertices that are adjacent to v i,j (l, r) are in the sets V 1,a (i, l), V 1,b (j, r), and V 2 (i, j) .
Because the k-ambiguity tree corresponding to the ambiguity graph needs to reflect an increasing number of the properties of the original graph as the considered tree node becomes closer to the root of the tree, and in particular because the root of the tree represents the original graph, a tool is needed for describing which properties of a vertex of the original graph are not currently considered at a given tree node. To this end, a function R s (v i,j (l, r) ) is defined that describes the properties of a vertex v i,j (l, r) with respect to its originally adjacent vertices. More precisely, R s (v i,j (l, r) ) indicates the membership of the three cliques corresponding to v i,j (l, r) with respect to the subgraph G s at tree node s and is defined as follows: 
Note that no two vertices are part of the same three cliques (cf. Section 3), and hence, two vertices can have the same label only if at least one tuple entry of R s is zero for both vertices. At the root r of the ambiguity tree, which corresponds to the entire ambiguity graph G, all edges are already inserted and R r (v i ) = ((0, 0), (0, 0), (0, 0))∀v i ∈ V; therefore, only a single label is needed.
Building the k-ambiguity tree
Using the methods and, in particular, the merging operator defined previously, this section introduces an j (l , r) ). Therefore, they also have the same label (color) algorithm that is able to generate k-ambiguity trees based solely on the subgraphs G 1,a (·, ·), G 1,b (·, ·), and G 2 (·, ·).
Because finding the clique-width decomposition of a graph G is an N P-hard problem in general, the decomposition of an ambiguity graph into a k-ambiguity tree can also be efficiently done only in a sub-optimal way. Consequently, only decompositions that require a number of labels greater than the clique-width are of computational interest. However, note that for such a decomposition, there is no need to build the actual ambiguity graph because the equivalent information is also provided by all subgraphs of types G 1,a (·, ·), G 1,b (·, ·) , and G 2 (·, ·). A subset of these basic entities is therefore chosen as the leaves of the k-ambiguity tree. Note that choosing these cliques as the leaves results in an entry of zero in R s (v) for each vertex v ∈ V s . The purpose of this heuristic is to reduce the number of distinct three-tuples at tree nodes closer to the root of the tree and thereby reduce the number of labels.
To simplify the notation in the following steps, C is used to denote the set that contains all cliques of types
, and G 2 (·, ·). Similarly, all labeled cliques are denoted by C lab .
The set T is the set of all partial ambiguity trees, i.e., all possible branches of the ambiguity tree that relate to a certain subgraph of the ambiguity graph G. Furthermore, the neighborhood N (G i ) of a labeled subgraph
that have a corresponding element in T and are adjacent to each other in the ambiguity graph G = (V G , E G ):
Note that when two subgraphs G i and G j are merged that are not in each other's neighborhoods, the merging outcome μ(G i , G j ) requires lab i + lab j labels. In the opposite case, fewer labels may be required. The greedy k-ambiguity tree construction algorithm is presented in Algorithm 1. On Line 7, it makes use of the remainder graph (V , E , lab ) = (G , T ), which has the following properties:
• It is the labeled induced subgraph with vertices V = V G \V in , where V in ⊂ V G is the subset of vertices that already occur in subgraphs corresponding to elements of T .
• Because it is an induced subgraph, its edge set is given by the edges in ambiguity graph G whose endpoints are both in the vertex set V [27] .
• Moreover, (G , T ) is a complete graph, and hence, its edge set can be easily determined.
Solving the TARP on the k-ambiguity tree
As shown in Fig. 1 , the TARP is solved in two steps, of which the first-i.e., the computation of the k-ambiguity tree-has been presented in the previous section. The second step, in which dynamic programming algorithms are used on the k-ambiguity tree to solve the TARP, is presented in this section. As mentioned in Section 3, the optimal solution to the TARP corresponds to the solution to the MW-ISP-SC with respect to the ambiguity graph. To solve this problem using dynamic programming on the ambiguity tree, an algorithm similar to the method presented by [20] for determining the independence number of a graph is used. However, two major extensions are made to obtain an algorithm suitable for solving the TARP:
1. Accounting for the weight of an independent set in addition to its size 2. Ensuring feasibility with respect to constraints (8b) to (8d)
In the following, additional notations and concepts are introduced that are needed to describe the dynamic programming algorithm.
The power set of all labels available at a tree node s is denoted by P([κ(s)]
) and lists all 2 κ(s) possible combinations of labels, including the empty set, e.g.,
The algorithm proposed hereafter utilizes the following tuple structure. At each tree node s, which corresponds to the subgraph G s = (V s , E s , lab s ), we define
which is a tuple of length 2 κ(s) , where each element a L , with label set
The corresponding most generic optimization problem for computing the data structure F(s) is given in the following. Note that for consistency with the following sections, the elements of F(s) are denoted by d L . The data structures of the children of tree node s are denoted by Fig. 6a . The elements are given by 
/ * given subgraphs that can be labeled with n labels * 
12
If G merge has at most max labels, remove T G i and T G j from T . Add the tree T G merge corresponding to G merge to T ;
end 14
If Line 12 has never been executed, i.e., no trees from T have been merged, increase the label bound max by one;
until T contains only one element, which represents the complete ambiguity graph G;
where the weights W(v i ) are given by Eq. (7). To enable the recursive computation of
because the vertex set corresponding to tree node s, V s , is the union of the vertex sets of the children of s. By the def-
a) b)
Fig. 6 Examples of k-ambiguity trees. a shows a part of a tree in which the tree nodes consist of the merging operator μ. This visualization is analogous to the general description of clique-width k-expression trees, in which the annotated ambiguity subgraphs G are often referred to as bags. b shows the same tree, with the tree nodes-for clarity-replaced by the corresponding labeled ambiguity subgraphs inition of the CW k -tree (cf. Definition 2), for the objective function of Problem (14) , it holds that
and for the first constraint of Problem (14), it holds that
where R c i (s)→s L denotes the label set at tree node s of the vertices labeled with L at c i (s).
In the following, the notation that infeasible sets have a weight of d L = ∞ is adopted. Hence, we regard sets that satisfy d L < ∞ as solution candidates. Using formulation Eqs. (14), (15) , and (16), F(s) will be computed using dynamic programming in a bottom-up fashion, starting from the leaves of the ambiguity tree. The final formulation with additional constraints, which are introduced in the following, is given in Eq. 17 and referenced in Algorithm 2.
Algorithm 2: TARP-Solver based on dynamic programming on a k-ambiguity tree Input: k-ambiguity tree T of ambiguity graph G Output: Vertex set corresponding to the optimal solution to Problem (8 F(s) = a ∅ , a {1} , . . . , a {1,. ..,κ(s)} as follows: G s is of type G 1,a or G 1,b , i. As
..,κ(s)} according to Problem (17).
end
14 until root r of T reached; 15 Based on F(r) = (a {1} ) at the root r of the tree, recursively obtain the label sets L 1 and L 2 that minimize the objective function of Problem (17) . At the leaves, the mapping between the labels and vertices is unique.
Ensuring the independent set size in the k-ambiguity tree
Constraints (8b) and (8c), which determine the size of the independent set, are equivalent to the requirement that each clique in C 1,ab must have exactly one vertex in the solution to the independent set problem. The clique set C 1,ab is defined as a subset of the clique set C, which was introduced in Section 5.2: C 1,ab consists of all cliques (complete subgraphs) that are due to ambiguity graph constraints 1(a) and 1(b), i.e., of the G 1,a (·, ·) and G 1,b (·, ·) types. To enable a feasibility check of the size constraint at each tree node s, let C 1,ab (s) ⊆ C 1,ab denote those cliques whose vertices are completely included in Because each non-leaf tree node s in the k-ambiguity tree is the result of the merging of its two children, i.e., G s = μ (G c 1 (s) , G c 2 (s) ), the SCs are formulated in terms of the children to enable recursive procedures. This reduces the SC clique set that needs to be checked at parent node s to those cliques that are not included in the constraint clique sets of its children c i (s):
The dynamic programming procedure operates on the k-ambiguity tree and, therefore, on label sets instead of vertex sets. Hence, the SCs in C 1,ab (s) must be formulated using label sets. Recall that each label corresponds to a three-tuple of the form given in Eq. (9) and that the first two elements refer to vertex sets of the V 1,a (·, ·) and 2 ∈ L c 2 (s) correspond to three-tuples R c 1 (s) and R c 2 (s) that have equal and nonzero entries at the same position, then edges are inserted between vertices with labels of 1 and 2 by the operator μ at tree node s. Therefore, these vertices cannot be part of an independent set and are infeasible. The set of feasi-
Dynamic-programming-based algorithm for solving the TARP
A complete algorithmic description of the dynamic programming procedure is given in Algorithm 2 12 . The algorithm is performed in a bottom-up fashion, i.e., starting from the leaves of the k-ambiguity tree. Depending on whether the current tree node is a leaf, F(s) must be computed either from scratch or based on its children c 1 (s) and c 2 (s): 
7 Backtracking-based dynamic programming algorithm for solving the TARP This section introduces a new dynamic programming algorithm that employs backtracking to reduce the number of label-set combinations tested before the optimal solution is found. In this regard, note that in the general formulation of Problem (17), the complete data structure F(s, β c 1 (s) , β c 2 (s) ) for the parent tree node s.
The following variables are used to perform the backtracking:
• a next and b next denote the next smallest values in 
See Algorithm 3 for a complete description.
Numerical results and discussion
Simulations are reported here to enable the comparison of three different algorithms with different parameters. These algorithms are briefly summarized in Table 2 . The first algorithm is denoted by ILP. It solves Problem (8) directly using the commercial BARON solver [28] , interfaced from MATLAB. Dec. + BT * -Genie-aided version of the backtracking algorithm, where the optimal bounds on the data structures are known for each tree node. Uses Algorithms 1 and 3.
Algorithm 3:
Backtracking-based TARP-Solver using dynamic programming on a k-ambiguity tree Input: k-ambiguity tree T of ambiguity graph G, SC cliques C (s) for all tree nodes s Output: Vertex set corresponding to the solution to Problem (8) 1 Let r denote the root of T; 2 Set u s ← 0 for all tree nodes s; / * initialize all update counters * /
at the root r of the tree, recursively obtain the label sets L 1 and L 2 that minimize the objective function of Problem (17) . At the leaves, the mapping between the labels and vertices is unique.
The algorithms proposed in this work are denoted by Tree: Dec. + BT and Tree: Dec. + DP to highlight the fact that these methods consist of two parts, namely, tree decomposition (Algorithm 1) and tree recursion using dynamic programming (Algorithms 2 or 3). In the case of the backtracking (BT) algorithm, the exponential bound function f * β (x) = a β * 1.25 x − 1 is used. To enable the analysis of the theoretical performance limits of the backtracking version of the proposed algorithm, a method denoted by Tree: Dec. + BT * is additionally evaluated. This method differs from Tree: Dec. + BT only in the dynamic programming (DP) part: here, it is assumed that a genie-aided bound function f * β (·) is already used in the first step to specify the optimal bounds on the data structure F(s, β s ) . Note that in this way, the overhead resulting from the computation of too many or too few data structure elements is eliminated. Table 2 gives a brief summary of the algorithms and the abbreviations used.
Simulation setup
The simulations were performed by randomly placing N agents in the two-dimensional unit box [ 0, 1] 2 following a uniform distribution. This setup is widely adopted in the literature and can be found, e.g., in [7, 29, 30] because it facilitates scaling of the obtained results. To ensure that the IDs were assigned to the agents as equally as possible, the following procedure was used: First, N I instances of each ID were placed in the ID pool, where I is the number of IDs. Then, one additional ID instance from among the first N − I N I IDs was placed in the pool. Finally, the IDs in the pool were randomly assigned to the agents. Because the complexity of the algorithms increases with increasing connectivity among the agents, a communication range of R = √ 2 was chosen for all agents in some scenarios to demonstrate the algorithms' limits in such cases. The additive noise on the initial position estimate was assumed to have a standard deviation of σ p = σ p i = 0.1, ∀i. All figures show averages over 100 simulations.
Simulation results
Because all presented algorithms are optimal in the MAP sense, only run-time comparisons are given in the following. Figure 7 shows a comparison between the ILP algorithm and the non-backtracking algorithm in terms of the total simulation time for a fixed sensing radius of R = √ 2. It can be seen that for lower code-reuse ratios (N → 30 for Fig. 7a and N → 60 for Fig. 7b) , the run times are approximately equal, although slightly worse for the dynamic-programming-based algorithm. This is mainly because the tree decomposition requires most of the computing time and the benefits of the dynamic programming cannot show to advantage in this case. Although the code-to-sensor-mote ratio is the same in both figures, the Figure 8 shows complementary results for the case wherein the sensing radius R is varied and the code-tosensor-mote ratio is fixed to 10:40 and 20:80. In addition, in this scenario, it can be observed that the run-time complexity of the algorithms is approximately the same when the problem size is small, i.e., when the connectivity and thus the communication range are low (R → 0). However, with increasing connectivity, the complexity of the ILP algorithm becomes significantly higher compared to a ∅ , a {1} , . . . , a {1,. ..,κ(s)} as follows: The increase in run time with larger sensing radius R is mainly due to the increased connectivity and the consequently larger quantity of ambiguous measurements that need to considered and mapped. Simulation results for variable measurement noise are given in Fig. 9 , where the code-to-sensor-mote ratio is fixed to 10:40 and 20:80, and the sensing radius has been fixed to R = 0.2. Consequently, this case can be considered as having low connectivity or low agent density. Due to the low connectivity, the overall run time is low and its variability high. Nevertheless, it can be observed that the ILP algorithm takes roughly twice as long as the proposed algorithm. Moreover, the run time varies only slightly with the measurement noise.
A comparison among the tree-decomposition-based algorithms is shown in Fig. 10 . Here, the run-time analysis is restricted to the run time of the dynamic programming part because all methods share the same treedecomposition algorithm. Figure 10a and b again present the results for 10 and 20 distinct DS-CDMA codes, respectively, with the same code-to-sensor-mote ratio. It can be seen that the backtracking procedure proposed in this work decreases the run time of the dynamic programming part by up to 45.8% (N = 40) in the case of 10 codes and 48% (N = 80) in the case of 20 codes. Note that these reductions were achieved using the simple function f * β (x) = 700 × 1.25 x − 1 . The theoretical minimum run time, as simulated using the genie-aided bound function, leads to additional reductions of 66.3% (N = 40) and 57.7% (N = 80). For future work, we are interested in conducting further research on how to effectively benefit from these theoretical values for the practically relevant Tree: Dec. + BT algorithm. A brief analysis of important properties that are relevant for the implementation of this algorithm is given in Section 8.2.1.
To highlight the significance of the complexity reductions achieved using the newly proposed algorithms, the run-time trends for a fixed sensor-to-ID ratio of four to one are shown in Fig. 11 . Together with the results in Fig. 7 , this figure suggests that the proposed algorithms should provide a good basis on which to derive suboptimal algorithms to solve this N P-hard problem even more efficiently. ber of label-set combinations that need to be computed at each tree node to find the optimal solution. For 30 sensor motes, more than 10 combinations need to be computed for only 8.4% of the tree nodes, whereas this percentage rises to 28.6 and 46.2% for N = 35 and N = 40, respectively. Thus, when more agents are present in the network, a larger proportion of the tree nodes require the computation of many label-set combinations to find the optimal solution. However, it is not possible to describe the dependency between these cases using only the number of agents as a parameter. Consequently, a more optimal bound function f * β (·) should not depend solely on general system parameters such as the number of sensor motes; it should also capture the individual properties of the tree node to which this function is applied. These properties could include, e.g., the level of the currently considered tree node or the number of vertices at this node.
Analysis of tree and backtracking parameters
Hence, additional run-time reductions could be achieved by applying tree-node-specific bound functions rather than a global bound function. In future work, we intend to conduct further research on this topic and to investigate potential use cases of machine learning to push the performance of the backtracking algorithm farther toward its theoretically achievable limit.
Moreover, given the complexity as well as the size of the search space of the problem, meta-heuristic optimization techniques, such as evolutionary algorithms, are also promising candidates to solve the TARP efficiently.
Impact of transmit ambiguities on localization
Although this work focuses on the resolution of the transmit ambiguities and efficient algorithms for doing so, a brief illustration of the impact of transmit ambiguities on localization is given in the following. Figure 13 lead to different solutions for the resolution of the transmit ambiguities and, thus, to larger standard-deviation ellipses.
Conclusion
In this work, we considered application cases in which unique agent identification is not possible but where localization of the sensor motes is nevertheless required.
To address this problem, we proposed an MAP-optimal solution approach that restores the ability to perform localization using well-known and established algorithms. The proposed approach is highly tailored to the considered class of problem instances and, in our MAT-LAB implementation, shows a speed-up factor of up to 8.55 compared with a commercial ILP solver. The obtained run-time reductions become increasingly relevant as more agents are deployed in the system. More precisely, we developed an algorithm based on graph decomposition and dynamic programming, and we further extended this algorithm with a backtracking scheme, which achieved additional run-time reductions for the dynamic programming part of up to 48%. Moreover, we investigated the theoretical performance limits of the proposed backtracking scheme, which revealed the potential for additional run-time reduction. Consequently, the proposed framework facilitates efficient solutions to the TARP and offers potential for further enhancements.
Outlook and future work
In our future work, we are particularly interested in finding more generic and more optimal methodologies to close the gap with respect to the theoretically achievable performance; to this end, we intend to investigate, e.g., machine-learning-based approaches. In addition to improving the optimal algorithms, we also intend to use the presented framework to derive sub-optimal algorithms. Further interest lies in the investigation of extensions to the presented approach to mobile agents.
Endnotes
1 In this work, we use the terms sensor mote, sensor, and agent interchangeably where the context permits. 2 The limiting factors for FDMA are the high transmission frequency that is required because of the small agent size and the limited bandwidth of the corresponding ultrasonic transducers. 3 For example, Walsh-Hadamard codes, which are commonly used for DS-CDMA, have a code length of 2 n bits for separating 2 n users in the network [32] . Recall that the These localization results were obtained by first resolving the transmit ambiguities and then applying the least-squares approximation presented in [11] , where the measurement noise has been set to σ = 0.05
use of several tens of thousands of sensors is required for the considered application case [1] . 4 The authors of [1] also briefly mention that because of the limited available energy, non-unique identification of the sensors plays a key role in enabling such application cases. 5 Note that the lth measurement denotes the lth entry in set M i and that the value of l does not imply a chronological order. 6 Note that each measurement belongs to exactly one set of type V 1,a (·, ·) and one of type V 1,b (·, ·), as each vertex corresponds to two distance measurements. Because the solution to the TARP is given in the form of vertices (pairs of measurements) and because every measurement must be mapped exactly once, the size of the independent set corresponds to the number of sets of type E 1,a (·, ·), which is equal to the number of sets of type E 1,b (·, ·). 7 Note that items 1(a), 1(b), and 2, as listed in Section 3, introduce edges among specified sets of vertices. These vertices form the cliques. 8 In the following, the term tree node is used to refer to a vertex of the tree, whereas a subgraph is the graph that is induced by the edge and vertex sets at a given tree node. 9 An induced subgraph consists of a subset of the vertex set of the graph and all edges whose endpoints are both in the vertex set [27] . 10 For simplicity, and with a slight misuse of common terminology, we also refer to single vertices as cliques. 11 This becomes apparent when one notices that the CW k -tree needs to reflect an increasing number of the properties of the original graph as the considered tree node becomes closer to the root of the tree. At the root of the tree, the original graph must be obtained. Ensuring that the subgraphs are induced at each tree node is an easy way to satisfy this requirement. 12 Note that this algorithm is easily parallelizable by virtue of the tree structure. 13 
Appendix 1
Detailed example: from cliques to backtracking
In this appendix, we present a detailed example to illustrate the discussed algorithms, including the following:
1. Input: An exemplary problem instance that is specified by cliques and the vertices' clique memberships. 2. k -ambiguity tree construction: For a specific choice of cliques as leaves of the k -ambiguity tree, the computation of the labels, and additionally introduced edges. 3. Backtracking: An exemplary computation of a data structure element by the backtracking algorithm.
The problem input
The cliques and the vertices' clique memberships are given in Fig. 14 and Table 3 , respectively. For brevity, we restrict ourselves to only one branch of the complete tree, which contains the vertices listed in Table 3 . 
k-ambiguity tree construction
As mentioned in Section 5.2, cliques are chosen as leaves of the tree to minimize the number of labels. A realization of the k-ambiguity tree is presented in Fig. 15 . Note that at every tree node, different labels (colors) are used to identify the vertices. The edge sets and vertex sets of the subgraphs G i , i = 1, . . . , 4, are given directly by the choice of the tree leaves. For clarity, their labeling and the edge, vertex, and label sets of the other subgraphs are computed in this example using the three-tuples R s (v) (cf. Eq. (9)). All three-tuples that are needed for the computation are given in Table 4 .
In Table 4 , a slight change in notation is adopted for simplicity: The lengthy but descriptive notation of Eq. (9) is replaced with R s (v) = (C i , C j , C k ) if the cliques C i , C j , and C k are not fully included at subgraph G s of tree node s. Likewise, if G s includes C i , which is a clique of type G 1,a (·, ·) because it appears in the first position in the three-tuple, then R s (v) = (0, C j , C k ) and so forth for the other tuple elements and cliques.
Recall that two vertices v i and v j are connected by an edge iff there is at least one pair of equal and non-zero entries in the same position in the three-tuples R c 1 (s) (v 
Moreover, recall that two vertices v i and v j will have the same label at tree node s iff the three-tuples of the vertices are equal, i.e., iff R s (v i ) = R s (v i ). In this table, (v) denotes the label of vertex v and the obtained edges and labels refer to Fig. 15 , which shows the result up through G 7 , which is not the root of the tree. 
Remark: Because the example considered in Appendix 1 focuses on only a part of the complete k-ambiguity tree in which v 7 is irrelevant, the clique memberships of v 7 are not given above
Dynamic programming: weight computation via backtracking
In this section, an exemplary computation of an element of the data structure F(s) for G 7 is presented. Figure 16 shows the details of the k-ambiguity tree that are needed for this example. The figure shows the vertex weights that are assigned to the vertices. The tables on the right-hand side visualize the mapping of the label sets with corresponding colors. Because the weight computation proceeds in a bottom-up fashion, the data structures of the children of G 7 are also given in the tables. Note that in the actual algorithm, the complete data structures will not be known, as they are computed only on demand in the backtracking approach. -Active SC cliques at G 7 : C 5 , C 7 , and C 9 -The SC cliques are given by V(C 5 ) = {1, 2}, V(C 7 ) = {1, 2, 6, 9}, and V(C 9 ) = {3, 4, 5, 8} and by the label sets Table 4 Three-tuples used to determine the edges and labels for the example in Fig. 14 
G s
Constraint cliques Three-tuples of the vertices of G i Action/comment 
