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Abstract. In many diagnosis situations it is desirable to perform a clas-
sification in an iterative and interactive manner. All relevant information
may not be available initially and must be acquired manually or at a cost.
The matter is often complicated by very limited amounts of knowledge
and examples when a new system to be diagnosed is initially brought
into use. Here, we will describe how to create an incremental classifica-
tion system based on a statistical model that is trained from empirical
data, and show how the limited available background information can
still be used initially for a functioning diagnosis system.
1 Introduction
Real world diagnosis is often complicated by the fact that all relevant informa-
tion is not directly available. In many diagnosis situations it is impossible or
inconvenient to find all input values to a classifier before being able to make a
classification, and we would therefore like the classifier to act as an interactive
decision support system that will guide the user to a useful diagnosis.
A typical example of this could be the diagnosis of faults in a vehicle that
needs servicing. All relevant information for a correct diagnose is not available
when the vehicle arrives for service, but must be acquired manually. This pro-
cedure is often very time consuming, involving inspection of parts and systems
that can be difficult to get at and to evaluate. It may also require much ex-
perience and training to know what to look for. The scenario is similar in e.g.
many cases of medical diagnosis, where some information, perhaps the results of
certain lab tests, must be acquired manually at a cost that can be measured in
both monetary terms and in terms of a patients well-being.
To deal with these issues, we have constructed an incremental diagnosis sys-
tem that is trained from empirical data. During a diagnosis session it evaluates
the available information, calculates what additional information that would be
most helpful for the diagnose, and asks the user to acquire that information. The
process is repeated until a reliable diagnose can be performed. This system both
significantly speeds up the diagnosis and represents knowledge of best practises
in a structured manner. Since knowledge about how to perform efficient diag-
nostics of this kind of systems often is acquired in time by people working with
it, the diagnose system is potentially very helpful for preserving diagnostics ca-
pabilities when personnel needs to be changed and to increase the diagnostic
capabilities of novice users [8].
However, the matter is complicated by the fact that we often have limited
amounts of background knowledge and examples when a new system to be diag-
nosed is initially brought into use. We show how the limited available background
information can still be used initially for a functioning diagnosis system, until
sufficiently many new examples of real diagnosis has been collected from the
use of the system. The cost and complexity for the user of acquiring certain
information must also be taken into account, and the system should e.g. refrain
from asking about information that is very time consuming to acquire until it is
absolutely necessary. Other complicating factors include that many errors arise
because of misuse or wrongly setup equipment, and incorrect answers and inputs
to the diagnosis system.
We will here present a system for incremental diagnosis where the issues
above are addressed.
2 Practical incremental diagnosis
Using computers to support the diagnostic process is one of the classical applica-
tions of artificial intelligence. The methods developed so far are usually expert-
systems related and rule-based [17, 7], neural network related [6, 9], or based on
probabilistic methods [18, 5, 11]. The rule-based systems are in essence imple-
mentations of diagnostic protocols, specified in a large part manually through
expert knowledge and to a lesser degree by learning from examples.
The approach works well in many diagnostic situations, especially in areas
where expert knowledge is easily extracted and where the system does not need
to adapt to new classification examples. However, rule based systems often suffer
from a very rigid decision structure, where questions have to be asked in a cer-
tain order reflecting the internal representation. This might be very problematic
in practise, where the order of which data can be retrieved is often arbitrary.
Rule-based systems also suffer from the complexity of the rules that need to be
implemented, resulting in a high number of conditions that need to be described,
and from problems in dealing with uncertain sources of evidence. These issues
can be solved, at least to a certain degree, by basing the diagnosis system on a
probabilistic model.
Creating a useful probabilistic diagnosis system may not be overly compli-
cated, but there are a few considerations and requirements worth keeping in
mind. First, while being robust to erroneous and uncertain inputs, it is impor-
tant that the number of questions necessary to reach a classification is minimised.
In practise, this demand must usually be formulated somewhat differently in
that we actually want to minimise the total cost of acquiring the information
necessary to reach a classification, not just the number of questions.
No matter what methods that are used in the diagnosis system, we have to
decide whether to base the system on available expert knowledge, on examples
from earlier diagnosis situations using a more data-driven approach, or on both.
If we want to be able to update the system as new examples are classified,
a data-driven approach is preferable. However, as we mentioned earlier, quite
often there are no examples of earlier diagnoses available when a new system
is taken into use. This means that we have no choice but to try to incorporate
some expert knowledge into the system so that it is at least somewhat useful at
its introduction.
Although it is quite possible to encode expert knowledge into the structure
of a probabilistic model, such as a Bayesian Belief network [16, 15], we will use
a slightly different approach by representing this expert knowledge as a special
form of examples. If we refer to a regular classification example as a case, these
special form of examples, prototypes, can be seen as generalisations of typical
cases [10]. Each prototype represents a typical input vector for a certain class.
A number of prototypes can be used to efficiently encode prior knowledge about
a system. However, as cases and prototypes do have rather different interpreta-
tions, the diagnostic system system must be able to account for this difference.
The approach also allows us to let the diagnostic system act as a persistent
repository of knowledge that can continuously incorporate information from new
classification cases, which may be difficult in rule-based systems. As the system
gathers more information, some of the acquired cases may also be generalised
by an expert into prototypical data, which could be highly beneficial for both
classification performance and system understanding.
Another very practical requirement on the diagnostic system is that the prob-
abilistic model in many cases must be able to handle a mixture of both continuous
and discrete inputs. This complicates matters somewhat, as we will see in later
in the description of the models, especially if there are constraints on the time
the system can use to calculate which unknown attribute to ask a question on.
We also have to consider the fact that some attributes are grouped, in the sense
that they are all acquired at the same time, by the same measurement. This
complicates question generation somewhat, but can be taken care of within the
model.
3 Probabilistic methods for query-reply systems
As an alternative to rigid decision tree models for incremental diagnosis, we
can use a probabilistic model [4, 14, 13]. Instead of modelling the decision tree
directly, we model the relations between input data and the classes by describing
them in a probability model. The probability of a class Z given a set of inputs
X = X1, X2, . . . , Xn can be written as
p(Z|X) =
p(Z)p(X|Z)
p(X)
(1)
Depending on the form of the conditional distributions, estimation of these distri-
butions and calculation of the above expression can be very difficult in practise.
A very common simplifying assumption is to assume conditional independence
between all input attributes X given the class attribute Z. The complete distri-
bution can then be described as a product of the probabilities of the individual
attributes,
p(Z|X) ∝ p(Z)p(X|Z) = p(Z)
n∏
i=1
p(Xi|Z) (2)
The distribution for each attribute given a specific class, P (Xi|Z) is significantly
easier to estimate, due to the relatively low number of free parameters. This
model is usually referred to as a Naive Bayesian classifier [3]. It often gives
surprisingly good classification results although the independence assumption is
usually only partially fulfilled, and by its simplicity very suitable as a starting
point for statistical incremental diagnosis systems.
Creating an incremental diagnosis system, or a query-reply system, based on
a statistical model such as the Naive Bayesian Classifier is relatively straight-
forward. Essentially, we would like to perform three operations on the model.
The first is to find the class distribution if we know the values of a number of
input attributes. This being an inherent property of a classification model, we
will assume we can perform this. Second, we would like to calculate how much
each unknown input attribute is likely to contribute to the classification given a
number of known attributes. Finally, we would also like to be able to estimate
how much each known input attribute contributed to a classification to provide
feedback to the user. First, let us have a look at how we this can be formulated
without considering the details of the statistical model.
To determine the probable impact of gaining information about a currently
unknown attribute, we can calculate the expected reduction in entropy in the class
distribution if we learn the value of the attribute. If Z is the class distribution,
x = X1 = x1, . . . , Xn = xn the already known input attributes, and Y the
unknown attribute we want to calculate the impact of, we can write this entropy
gain GH(Y ) as
GH(Y ) = H(Z|x)−EY [H(Z|x, Y )] (3)
where H(X) denotes the entropy [20] of a stochastic variable X and E the
expectation with regards to Y . This expression is guaranteed to be equal to
or larger than zero since conditioning on the average reduces entropy. If the
unknown attribute Y is discrete, the expression becomes
GH(Y ) = H(Z|x)−
∑
yj∈Y
p(Y = yj |x)H(Z|x, Y = yj) (4)
There is no requirement that Y must be discrete. However, calculation of the
expectation in equation 3 may require numerical calculation of a rather compli-
cated integral. The expression can in some situations be estimated with limited
computational effort. If not, as long we can draw random numbers from p(Y |x),
we can always resort to calculating the expression through using a Monte-Carlo
approach, where we draw N samples yi from p(Y |x) and approximate the en-
tropy gain by
GH(Y ) = H(Z|x)−
∑N
j=1 p(Y = yj |x)H(Z|x, Y = yj)∑N
j=0 p(Y = yj |x)
(5)
This expression usually converges quite fast, but may still require prohibitively
extensive computational resources. Also note that for none of these expressions
there is in fact no restriction on the class attribute Z to be discrete as long as
we are able to effectively calculate the entropy of the distribution.
Accounting for the costs associated with performing the queries is very
straightforward as long as they are all measured at the same scale. If the cost of
an unknown attribute is C(Y ), we can calculate the cost weighted entropy gain
GHC as
GHC = C(Y )GH(Y ) (6)
This can then be used to rank attributes for query instead of the entropy gain.
The expression is similar, but not equal to what is often referred to as the value
of information, usually defined as the expected reduction in cost compared with
making a diagnose without the information [19].
Also note that in practical applications we may need to consider attributes to
be grouped, in the sense that their values are acquired together. As an example,
this could be a number of values that are provided by a time-consuming lab test.
In this case, the cost of acquiring all these values must be weighed against the
expected reduction in entropy of acquiring all the attributes,
GH (Y ) = H(Z|x)−E[H(Z|x,Y )] (7)
where Y represents these grouped unknown attributes. Calculation of this ex-
pression may however be very time consuming in the case Y contains many
attributes.
In some situations, the user of the diagnose system might have a relatively
good idea of what type of class the output should actually be, and would like to
know how much each unknown attribute is expected to contribute to determining
whether it actually is this class or not. This can be calculated in a manner similar
to expression 3, but instead we calculate the expected magnitude of change in
probability of the class being z, Gp(Y ):
Gp(Y ) = |p(Z = z|x)−E[p(Z = z|x, Y )])| (8)
That is, the absolute value of the difference in probability of class z with and
without knowing attribute Y . However, this calculation is not necessarily useful
in all diagnosis situations.
To estimate the explanation value of a certain known attribute, i.e. how much
knowing the value of this attribute contributes to the classification, we can simply
calculate the difference in entropy of the class Z when the attribute is known
and when it is not. If Y is the class attribute we would like to calculate the
explanation value of and X all other known attributes as above, the explanation
value EH(Y ) is
EH(Y ) = H(Z|x)−H(Z|x, Y ) (9)
This expression may not perfectly reflect the contribution to the classification of
a certain attribute if there are dependencies between the input attributes, but
should be perfectly usable in most practical situations.
Related to expression 8, the user may want to know how much each known
attribute contributed to the certainty of the class having a specific outcome.
This can be easily calculated as
Ep(Y ) = |p(Z = z|x)− p(Z = z|x, Y )| (10)
that is the absolute value of the change in probability of class z knowing attribute
Y or not.
It is worth noting that although the above expressions are conceptually sim-
ple, classification can easily get computationally intractable with some models
for large domains [12]. However, it is quite possible to construct a model that
is simple enough to be computationally usable but still addresses the issues we
have discussed so far.
4 Incremental diagnosis with limited amounts of
examples
Let us now construct a statistical model for incremental diagnosis that can ef-
fectively make use of limited historical data. Although using a statistical model,
we are here going to take an approach that is not that different from an instance
based learner, where each new pattern is compared to all examples in the avail-
able historical data to find the most similar ones [1]. Assuming a clear distinction
between prototypical and case data, the former describing a typical, distilled in-
stance of a class, and the latter an example of a diagnostic case, we let each
prototype form the basis of a component in a mixture [2], a weighted sum, of
Naive Bayes classifiers. That is, if there are m prototypes in the data, we create
a mixture of m simpler classifiers, whose classifications are then combined. This
also allows us to effectively describe classes that manifest themselves in rather
different manners in data, as long as there are available prototypes that roughly
describe these different situations.
More formally, if X = X1, . . . , Xn denote the input attributes, the class
distribution Z can be written as
p(Z|X) ∝
∑
z∈Z
p(Z = z)
∑
k∈Pz
(
piz,k
n∏
i=1
pz,k(Xi|Z = z)
)
(11)
where Pz is the set of prototypes that are labelled with class z, and piz,k denotes
the mixing proportion corresponding to prototype k for class z. To arrive at the
actual distribution p(Z|X), we only need to normalise over Z in equation 11.
Class
Prototypes Prototypes
p1 p2 p3 . . .
. . . . . .
x1 x2 x3 x1 x2 x3 x1 x2 x3
Fig. 1. An overview of the model structure. Each class is associated with a number of
prototypes, p1, p2, . . .. The prototypes all use the same input attributes x1, x2, . . ., each
prototype corresponding to a single prototypical entry in the historical data.
In equation 11, we still need to describe, and eventually estimate, both the
prior class distribution, p(Z), and all conditional distributions for each attribute,
prototype, and class, pz,k(Xi|Z = z). These conditionals distributions are as-
sumed to be either discrete, in the caseXi represents a nominal valued attribute,
or Gaussian (normal) in the case of continuous attributes,
pz,k(Xi|Z = z) =
1√
(2pi)Σi
exp
(
−
(xi − µi)
2
2Σi
)
(12)
where µ is the mean and Σ the variance of the distribution. Assuming Gaussian
distributions for continuous attributes usually works well in practise even if the
actual generating distributions are rather different. Gaussian distributions can
however be avoided by discretising the continuous attributes, which in some cases
actually may be beneficial both for classification precision and computational
complexity. If an attribute is known to operate within certain distinct regions,
e.g. a temperature that can be considered low, normal, or high, discretising it to
these classes might be useful. However, in most other cases the use of a Gaussian
distribution is more straightforward.
Now that we have decided what parameterisations to use, we need to be able
to estimate these parameters from data. Let us start with the mixing propor-
tions piz,k. These essentially represent the relative importance of each prototype
within a class, where
∑
k∈Pz
piz,k = 1. They are set manually, and should roughly
correspond to the proportion of actual diagnosis cases that the prototype usually
represents within the class. However, as this is not necessarily known, they can
for all practical purposes be set to equal importance as 1/mz, where mz is the
number of prototypes for class z.
To arrive at an effective estimation procedure for the prior class distribu-
tion p(Z) and the conditional attribute distributions pz,k(Xi|Z = z), we are
going to use a Bayesian approach [3]. That is, we are going to assume that the
parameters of the distributions are themselves stochastic variables with prior
distributions. We are however not going to use a fully Bayesian approach for
the whole class distribution in equation 11, but only for the class prior and the
mixture component distributions. We will also not present complete derivations
of the expressions used, but would like to refer the reader to [22] where they are
carried out in detail.
To be able to properly incorporate the prototypical data with the actual
cases, we are going to use a hierarchy of priors that will be estimated in turn
before we arrive at the final distribution. First, we will assume a non-informative
uniform prior, that is used to estimate a distribution from the prototype data.
This distribution in turn will, in a sense, be used as a prior for the estimation
of the actual distribution. Let us start with describing how this is performed for
the discrete distributions p(Z) and pz,k(Xi|Z = z).
In the case of the discrete class distribution Z, the parameter pz representing
the probability of each outcome z can be estimated through
pz =
ccz + η
(
cpz+θ
Cp+θ|Z|
)
Cc + η
(13)
where cpz and c
c
z are the number of outcomes z in the prototype and case data
respectively, and Cp and Cc the total number of examples in each of these
data sets. |Z| denotes the total number of outcomes in Z. The parameter η
represents how much trust we put in the prior distribution estimated from the
prototypes, while η can be interpreted as a kind of smoothing parameter for the
prior distribution.
To be able to properly incorporate the prototypical data with the actual
cases, each conditional pk,z(Xi|Z = z) for a certain class and prototype is es-
timated from corresponding cases using a prior distribution, in turn estimated
from the specific prototype. This estimation from a specific prototype uses a
prior estimated from all prototypical data, which in turn uses a non-informative
uniform prior. Let us walk through these estimations step by step, starting with
the estimation of a prior distribution based on all prototypes.
In the case pk,z(Xi|Z = z) is discrete, the parameter p
p
x representing the
probability of each outcome X is estimated through
ppx =
cpx + 1
Cp + |X |
(14)
where cpx are the number of outcomes x in the data, C
p the total number of
prototypes, and |X | the number of outcomes in X . In the continuous case, we
estimate the parameters of a Gaussian as
µp =
∑
γ∈Dp
x(γ)/Cp (15)
Σp =
∑
γ∈Dp
(x(γ) − µp)2/(Cp − 1) (16)
where Dp represents the set of prototypes and x
(γ) one prototype value.
Now, before we incorporate the case data, we will estimate the distribution
p0z,k(Xi|Z = z), which represents the final parameter estimation in case there is
no case data available, and otherwise forms the basis of the parameter estimation
from case data. In the discrete case the parameter p0x is estimated as
p0x =
vkx + p
p
x/|Dp|
1 + 1/|Dp|
(17)
where vkx is an indicator variable that is one if the outcome is equal to x and
zero otherwise, and |Dp| the number of prototypes in the data. In the continuous
case, the parameters are estimated as
µ0 =
xk + µ
p/|Dp|
1 + 1/|Dp|
(18)
Σ0 = Σp (19)
where xk represents the value of X in prototype k. The mean of the distributions
varies with the prototype, while the variance is the same for all of them.
To make efficient use of the case data, we want to use it for estimation in such
a way that each prototype distribution is updated in proportion to how likely
it is that each specific case was generated from it. In detail, the importance of
each case for a certain prototype k is weighted by the probability that the case
was generated from it by calculating the likelihood that each case was generated
from prototype k and normalising over the patterns within the class,
p(k|x) =
pik
∏n
i=1 pz,k(xi|Z = z)∑
j pij
∏n
i=1 pz,k(xj |Z = z)
(20)
where x denotes a case pattern. The procedure can be viewed as performing
one step of the Expectation Maximisation algorithm for the mixture. The final
expressions for the parameters for a certain prototype k in the discrete case then
becomes
px =
∑
γ∈Dc
p(k|x(γ))v
(γ)
x + ψp0x∑
γ∈Dc
p(k|x(γ)) + ψ
(21)
where v
(γ)
x is an indicator variable that is one if X = x and zero otherwise. Dc
denotes the set of cases and x(γ) case γ in this set. In the continuous case, the
parameters are estimated through
ck =
∑
γ∈Dc
p(k|x(γ)) (22)
µc =
∑
γ∈Dc
p(k|x(γ))x(γ)
ck
(23)
Σc =
∑
γ∈Dc
p(k|x(γ))(x(γ) − µc)2
ck
(24)
µ =
ckµ
c + ψµp
ck + ψ
(25)
Σ =
ckΣ
c + ψΣp + ckψ
ck+ψ
(µc − µp)2
ck + α
(26)
where x(γ) is case value γ, and µ and Σ the final parameter estimates. In both
the discrete and continuous case, the parameter ψ represents how much trust
we put in the prototypes compared to the cases and can be expected to be set
to different values for different applications.
The parameter estimations described above may seem convoluted at first, but
are in fact easily and efficiently calculated from available data. Admittedly, the
whole estimation procedure is somewhat of an abuse of Bayesian methodology,
but one that works very well in practise in terms of regularisation.
Calculating the entropy gain as given by expression 3 and 4 is straightforward,
as p(Y = yj |X) can be directly calculated from
p(Y |X) ∝
∑
z∈Z
p(Z = z|X)
∑
k∈Pz
pikpk(Z)pk(Y |Z) (27)
where p(Z|X) is calculated from equation 11 using the known input attributes.
If there are continuous attributes represented by Gaussians present, the situation
is a little different, as we have to integrate over the attribute in question instead
of calculating the sum in equation 4. This can be solved by using a Monte-Carlo
approach, where a number of samples are generated from p(Y = yj |X) and
used to calculate the expectation. Another solution that produces very exact
results is to sample a number of points from each prototype model, e.g. at
equal intervals up to a number of standard deviations from the mean. This
can, however, lead to a quite high computational complexity when there is a
large number of prototypes in the data.
4.1 Experiments
When a diagnosis is performed, unknown attributes are incrementally set based
on the largest entropy gain. Thus, unknown attributes are set in the order in
which their contribution to the final hypothesis is maximised. The order in which
different attributes are set depends mainly on the significance ψ between proto-
types and cases. In addition, the significance η of the class distribution may also
influence the importance of specific attributes. Often only a few significant at-
tributes need to be known in order to obtain a final hypothesis, while remaining
attributes are redundant in the current context.
While attributes are not necessarily set strictly based on the entropy gain
in a real-world diagnosis scenario, since other factors may influence the choice
of attribute to set for the user, for testing purposes we will assume that they
are. Also, in a real world diagnosis scenario it is not necessarily important to
determine at what exact point in the answering sequence we should claim that
we have a valid hypothesis about the class. The user can usually determine this
reliably just by looking at a presentation of the class distribution, which also
provides information on uncertainty and alternative hypothesis. However, being
able to signal to the user that we have a valid hypothesis is naturally useful, and
for testing absolutely necessary as we need to be able to automatically decide
when we have a relevant classification.
A natural way of determining when we have reached a hypothesis is to see
if one class has significantly higher probability than the other classes. Unfortu-
nately, it is by no means easy to give a general expression for what constitutes a
“significantly higher” probability. The measure is also flawed in that it in prac-
tise often is impossible to find one class with significantly higher probability, e.g.
if two classes are expressed in almost exactly the same way in the data. Instead,
we can rely on the calculated entropy gain for the unknown attributes. To re-
duce the number of attributes that do not significantly contribute to the actual
hypothesis, we have introduced a thresholding parameter ξ. When the entropy
gain for all unknown attributes is smaller than ξ, the hypothesis is considered
final. This is an unbiased measure of the validity of the hypothesis that does not
suffer from the problems discussed above.
In order to test the general performance of our model, we have performed
several series of experiments using datasets that contain discrete or continuous
attributes. In all of the experiments, we have measured the number of questions
needed to achieve a final hypothesis and the number of correctly diagnosed sam-
ples. In order to reduce computational demands, the results of the diagnostic
performance are based on the average of no more than 10 runs to obtain statis-
tical significance in all of the experiments. Further, in some cases two (or more)
classes in the datasets contain nearly similar sets of known attributes, which
leads to ambiguous diagnoses. In order to avoid such diagnoses, we allowed for
the diagnostic model to use a first and second trial, in which the first and second
diagnoses of highest confidence were tested against the target diagnosis.
Experiments on discrete datasets We have here tested the diagnostic per-
formance of our model when varying ξ, ψ and η. For this purpose, three original
datasets with discrete attributes were used. The first dataset contains 32 classes
of animals described by a total of 82 attributes. The second dataset contains 31
classes of common mechanical faults that appears in military terrain vehicles,
described by 39 attributes. The third dataset contains 18 classes of common me-
chanical faults that appears in military tanks, described by 83 attributes. While
the first data set is artificial, the other data sets represent real data on which
the model will be used in practise.
These original datasets are completely clean, in the sense that they do not
contain any unknown attributes, or, as the data from a testing viewpoint also
must be interpreted as the true solutions, any incorrect attributes. In order to
evaluate our complete diagnostic model, synthetic prototypes and cases were
extracted from the original datasets. Prototypes and cases are here defined to
contain both known and unknown values. In addition, cases can also contain
incorrect attribute values.
For each class, two prototypical samples were extracted directly from the orig-
inal datasets. Based on the complementary prior for each attribute, the value
was set as unknown or to the correct known value. The prototypes were then
used in the diagnostic model to create five synthetic cases for each class. Based
on the largest entropy gain, specific attributes were set using known values from
the original dataset. As mentioned earlier, cases can contain incorrect attribute
values. Therefore, noise was introduced through setting 20% of the known at-
tributes in each case to a value based on the prior for the specific attribute.
Initially, two series of baseline experiments for each dataset were performed
while varying ξ. In both experiments, each one of the datasets were used as pro-
totypes. In the first series of experiments, the same dataset was used to directly
set the attribute values without noise. In the second series of experiments, a sub-
set of the attributes (20%) were randomly selected to contain noise as described,
while remaining attribute values were set directly from the original dataset. In
practise 20% of noise usually results in around 10% incorrect values among the
known attributes during a diagnostic session.
Without noise With 20% noise
ξ Correct (%)
Trial #1
Correct (%)
Trial #2
Known
attributes
Correct (%)
Trial #1
Correct (%)
Trial #2
Known
attributes
4.7 × 100 3.13 3.13 0 3.13 3.13 0
4.7 × 10−1 100.00 0.00 5.03 56.56 8.75 5.08
4.7 × 10−2 100.00 0.00 5.69 95.00 1.88 8.50
4.7 × 10−3 100.00 0.00 6.34 96.25 1.56 9.96
4.7 × 10−4 100.00 0.00 7.19 97.50 0.94 10.69
4.7 × 10−5 100.00 0.00 7.91 98.44 1.25 13.03
4.7 × 10−6 100.00 0.00 8.66 99.06 0.94 13.81
Table 1. Animal dataset. The table shows the average diagnostic performance achieved
in one of two trials and the number of attributes needed to obtain a final hypothesis
when varying ξ.
When performing diagnoses in which all known attribute values are correct,
we observe from the results in tab. 1-2 that the number of known attributes
Without noise With 20% noise
ξ Correct (%)
Trial #1
Correct (%)
Trial #2
Known
attributes
Correct (%)
Trial #1
Correct (%)
Trial #2
Known
attributes
4.7 × 100 3.23 3.23 0.0 3.23 3.23 0.0
4.7 × 10−1 87.10 12.90 4.81 62.58 15.16 5.67
4.7 × 10−2 87.10 12.90 5.55 75.48 14.19 7.72
4.7 × 10−3 87.10 12.90 6.10 80.32 13.23 8.42
4.7 × 10−4 87.10 12.90 7.58 78.07 15.48 10.64
4.7 × 10−5 87.10 12.90 8.39 79.03 17.74 11.95
4.7 × 10−6 87.10 12.90 9.81 80.97 14.84 13.77
Table 2. Terrain vehicle dataset. The table shows the average diagnostic performance
achieved in one of two trials and the number of attributes needed to obtain a final
hypothesis when varying ξ.
needed to obtain a final hypothesis is close to log2 n, where n is the total number
of attributes in the dataset. When 20% noise is used, we observe that ξ can be
used to improve the diagnostic performance on the first trial. Thus, the need
for explicit inconsistency checks for incorrect attribute values is reduced, since
our diagnostic model is able to find the correct diagnosis, using only a few more
known attributes. Further, if the diagnostic model is allowed to use a second
trial, we observe that it is possible to obtain a total diagnostic performance of
more than 95% in all of the baseline experiments.
Without noise With 20% noise
ξ Correct (%)
Trial #1
Correct (%)
Trial #2
Known
attributes
Correct (%)
Trial #1
Correct (%)
Trial #2
Known
attributes
4.7 × 100 5.56 5.56 0.00 5.56 5.56 0.00
4.7 × 10−1 100.00 0.0 4.28 65.56 7.22 4.28
4.7 × 10−2 100.00 0.0 5.17 93.33 2.78 7.46
4.7 × 10−3 100.00 0.0 6.11 97.78 1.11 8.89
4.7 × 10−4 100.00 0.0 7.39 98.33 1.11 10.46
4.7 × 10−5 100.00 0.0 8.17 99.44 0.56 11.39
4.7 × 10−6 100.00 0.0 9.39 98.33 1.11 12.90
Table 3. Tank dataset. The table shows the average diagnostic performance achieved
in one of two trials and the number of attributes needed to obtain a final hypothesis
when varying ξ.
Similar to the baseline experiments, two additional series of experiments for
each one of the datasets were performed using extracted prototypes and cases. In
these experiments, diagnoses were performed when varying the parameters ψ and
η while keeping ξ = 4.7× 10−5 fixed. In fig. 2-4, the diagnostic performance on
each dataset and the number of known attributes needed for a final hypothesis is
shown. We observe that the significance of prototypes in general needs to be large
in order to obtain a diagnostic performance closer to the baseline experiments.
In practise this is a feasible result since access to large sets of cases is limited in
the initial stages of training. Since the prototype dataset usually contains clean
samples, there is no particular reason to lower the significance of prototype data
until large amounts of cases have been collected. Further, we observe that the
number of known attributes needed to obtain a final hypothesis decreases when
when ψ is large. Since all classes are uniformly distributed, the overall diagnostic
performance does not change significantly when η is varied.
Experiments on continuous data We have also performed experiments using
a dataset that contains both continuous and discrete attributes. Samples in the
dataset were extracted from the evaporation stage of a paper mill. The dataset
contains 11 classes with 6 samples each, specified by 106 continuous attributes
and 4 discrete attributes. Since prototypical samples were unavailable, we used
a synthetic set of prototypical samples with all attribute values set to unknown,
while using the whole dataset as cases in the model. A fixed subset of the dataset
was used to set attribute values when diagnostics was performed.
Three series of experiments were performed in which we varied ψ and ξ. Since
the classes are uniformly distributed we did not perform any experiments varying
η. In the first series of experiments, the attribute values were set directly without
induced noise. In the two remaining series of experiments, we used two different
approaches to induce 20% noise in order to investigate how noise-sensitive the
model is when using continuous data. Thus, in the second series of experiments,
the probability of noise was based on a Gaussian prior distribution estimated
for each attribute, calculated from the sample mean and standard deviation
measured within each class. In the third series of experiments, the Gaussian prior
for each attribute was estimated from the sample mean and standard deviation,
measured on the whole dataset.
We observe from the first series of experiments that the diagnostic perfor-
mance mainly is dependent on the value of ψ (fig. 5a). Naturally a small value on
ψ leads to a higher classification rate since the model is based only on real cases.
We observe that the total average classification rate can be improved combining
the result of two trials (fig. 5a, b). In fig. 5b the classification rates varies com-
pared to the results in fig. 5b. It is likely that the classification rates in the second
trial is more susceptible to the parameter settings and possibly to the Monte-
Carlo sampling step that is performed on continuous data. Further, our results
indicate that the number of steps needed for a final hypothesis depends more on
ψ than on ξ, specifically when ψ is very large or very small. For an average of 7.03
known attributes (taken over all classes and 10 runs) we obtain a classification
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Fig. 2. Average diagnostic performance on the animals dataset when varying η and ψ.
The figure shows a) the classification rate on the first trial, b) the classification rate
on the first trial with 20% noise, c) the combined classification rate for two trials, d)
the combined classification rate for two trials with 20% noise, e) the number of known
attributes needed for a final hypothesis and f) the same as in e) but with 20% noise.
rate of 100% using ψ = 0.001 and ξ = 10e−5, compared to 4.76 known attributes
using ξ = 0.01 (fig. 5a,c). However, when ψ is set to a fixed medium value, we
observe that the model produces nearly the same classification rate using much
fewer steps when increasing ξ (fig. 5c). In this case increasing the value on ψ
reduces the separability between classes. In effect, the significance of varying ξ
is increased, such that it affects only the number of known attributes needed for
a final hypothesis but not necessarily the classification rate. However, this only
applies as long as ψ is set to a medium value. When ψ is sufficiently large the
final hypotheses starts to repeatedly indicate only a limited (and possibly fixed)
subset of the classes which reduces the classification rate and the significance of
ξ. In this case, for instance, the final hypotheses indicate only one certain class
when ψ is sufficiently large, regardless the value of ξ. Conversely, when ψ is set
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Fig. 3. Average diagnostic performance on the terrain vehicle dataset when varying η
and ψ. The figure shows a) the classification rate on the first trial, b) the classification
rate on the first trial with 20% noise, c) the combined classification rate for two trials,
d) the combined classification rate for two trials with 20% noise, e) the number of
known attributes needed for a final hypothesis and f) the same as in e) but with 20%
noise.
to a very small value, class separability is increased and the significance of ξ is
reduced.
In the second series of experiments, we observe that the diagnostic perfor-
mance slightly decreases compared to the first series of experiments (fig. 6a, b).
Our results indicate that by inducing noise based on the prior Gaussian distribu-
tion for each attribute within each class, we can obtain satisfactory performance
if ψ is set low. In the third series of experiments, we observe that the diagnostic
performance is less robust to noise (fig. 7a, b), compared to the results in the
second series of experiments. For example, the number of correct diagnoses is
70.91% compared to 100% in the second series of experiments when ψ = 10−5
and ξ = 10−5 . Further, we observe that the number of known attributes needed
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Fig. 4. Average diagnostic performance on the tank dataset when varying η and ψ.
The figure shows a) the classification rate on the first trial, b) the classification rate
on the first trial with 20% noise, c) the combined classification rate for two trials, d)
the combined classification rate for two trials with 20% noise, e) the number of known
attributes needed for a final hypothesis and f) the same as in e) but with 20% noise.
for a final hypothesis varies depending on how noise is induced (fig. 5c, 6c and
7c).
Obtained classification rates indicate that the model is more sensitive when
noise, based on the Gaussian prior distribution for each attribute estimated
over the whole dataset, is induced. It should be noted that the attribute values
have a large variance between different classes which therefore causes a lower
diagnostic performance when noise is induced this way. We therefore conclude
that the model is more robust for inexact attribute values as long as the values
are set within the prior distribution of the class.
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Fig. 5. Diagnostic performance without noise on the evaporation dataset when varying
ξ and ψ. The figure shows a) the classification rate on the first trial, b) the combined
classification rate for two trials and c) the number of known attributes needed for a
final hypothesis.
5 Anomalies, inconsistencies, and settings
In practise, incremental diagnosis poses a few more problems than those we have
discussed so far. The perhaps primary one relates to the fact that users do make
mistakes or acquire the wrong information. We must expect erroneous values as
inputs to the classifier. However, in an interactive system we have a chance to
counter these errors as it is possible to ask the user to specify a doubtful attribute
again. This reduces the risk that the diagnosis will be wrong or uncertain, and
increases the fault-tolerance of the system.
Basically, what we need is a mechanism for detecting inconsistencies in the
attribute values, which in this context means combinations of inputs which are
very unlikely (but not necessarily impossible). In essence, we would like to check
if any of the known input values are very unlikely given everything else we
know about the situation. This can be directly formulated as calculating the
likelihood that the conditional distribution of each attribute y given all other
known attributes x generated the specific outcome,
λym = p(Y = y|x,M) (28)
where x = X1 = x1, . . . , Xn = xn are the known attributes and M the model
parameters. In our case, the expression above can be written as
λym =
∑
z∈Z
p(z|x)
∑
k∈Pz
(
piz,k
n∏
i=1
pz,k(Y = y|Z = z)
)
(29)
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Fig. 6. Average diagnostic performance on the evaporation dataset for varying ξ and ψ,
with 20% noise based on the prior distribution for each attribute within each class. The
figure shows a) the classification rate on the first trial, b) the combined classification
rate for two trials and c) the number of known attributes needed for a final hypothesis.
where p(z|x) is calculated from equation 11. To find a suitable limit κm on λ
y
m
for when to alert the user, we just need to define below what level of probability
a value should be considered a possible inconsistency. The exact value certainly
depends on the type of application and the nature of its domain, but we have
consistently been using κm = 0.05 throughout our tests with good results.
A related problem occurs if we would like to be able not only to adapt the
model to new cases, but, if the current input vector is inconsistent with the
current model, suggest to the user that a new prototype should be created based
on these inputs. Generally, we would like to decide whether or not the current
input vector of known attributes should be regarded as normal or not given the
current model. This can be done by calculating the likelihood λp that this input
vector was generated by the model, or
λp = p(x|M) (30)
where x = X1 = x1, . . . , Xn = xn are the known attributes and M the model
parameters, and can in our case be found directly from equation 11.
As we can see, calculating the likelihood of a pattern is straightforward, but
below what level of likelihood should we start considering the pattern to be suf-
ficiently abnormal? Again, let us start with the whole input vector. Assuming all
prototypes should be interpreted as normal, a reasonable limit on the likelihood
κp can be estimated as a fraction τp of the minimum of the likelihoods that each
−5
−4
−3
−2 −4
−2
0
2
0
20
40
60
80
100
 
log10 ψlog10 ξ
 
Cl
as
sif
ica
tio
n 
ra
te
 o
n 
fir
st
 tr
ia
l (%
)
10
20
30
40
50
60
70
80
90
100
−5
−4
−3
−2 −4
−2
0
2
0
20
40
60
80
100
 
log10 ψlog10 ξ
 
Cl
as
sif
ica
tio
n 
ra
te
 o
n 
fir
st
 tr
ia
l (%
)
10
20
30
40
50
60
70
80
−5
−4
−3
−2 −4
−2
0
2
0
20
40
60
80
100
 
log10 ψlog10 ξ
 
Cl
as
sif
ica
tio
n 
ra
te
 fo
r t
wo
 tr
ia
ls 
(%
)
20
30
40
50
60
70
80
−5
−4
−3
−2 −4
−2
0
2
10
20
30
40
50
 
log10 ψlog10 ξ
 
Kn
ow
n 
at
tri
bu
te
s
5
10
15
20
25
30
35
40
45
50
a) b)
c)
Fig. 7. Average diagnostic performance on the evaporation dataset for varying ξ and
ψ, with 20% noise based on the prior distribution for each attribute over the whole
dataset. The figure shows a) the classification rate on the first trial, b) the combined
classification rate for two trials and c) the number of known attributes needed for a
final hypothesis.
prototype was generated by the model,
κp = τp min
i
p(xi|M) (31)
where xi are the attribute values of prototype i that are known in the current
input pattern. A suitable value of τp then depends on how early we would like
to trigger an inconsistency warning.
A problem that relates to the inconsistency checking described above is that
of managing settings and prerequisites for a system. A system to be diagnosed
often requires a number of prerequisites to be able to diagnose certain kind of
class at all. A very simple example of this could be the requirement of having
the ignition on in a car to be able to diagnose a fault in its electrical system.
Most of the time, these requirements are much more complicated than this, and
to enumerate all combinations of settings that constitute a possible user error
is impossible simply because the vast majority of settings are incorrect. Only a
few combinations are in fact valid settings. If this is the case, it is not practical
to formulate this as a diagnosis problem, as we cannot easily find representative
examples of all types of errors.
Instead, let us consider the possibility of specifying all combinations that
represent correct settings. If this is indeed possible, as it often is in practical
applications, we can estimate a statistical model based on data that representing
different kinds of correct prerequisites. We can then detect anomalies in the
input vector by estimating the likelihood of a new pattern being generated by
the model in the exact same manner as for detecting inconsistencies in expression
30.
Although used differently, the demands on the model used for this type of
anomaly detection are very similar to those of the classification model we have
used for diagnosis. We would like to combine prior system knowledge, which can
be expressed as prototypical data, with actual usage cases in order to adapt the
model to current circumstances. We will therefore here use exactly the same kind
of model, the difference being that the classes will not represent a certain kind
of condition to be diagnosed, but rather a certain kind of scenario for which
the settings are valid. As before, one class or scenario can have many typical
expressions, and thus many prototypes.
This allows us to calculate reasonable limits for when the likelihood of a
certain pattern should be considered abnormal just like we did when we needed to
detect inconsistencies through equation 31. If a pattern of settings is considered
abnormal, we can naturally also use expression 28 to determine which settings
attributes are most likely to be wrong.
Just like the diagnosis situation, we may not actually know all relevant in-
formation initially. We would therefore potentially like to perform the anomaly
detection incrementally. However, calculating and presenting the expected re-
duction in entropy in the class distribution for each unknown attribute provides
little information. We do not want to determine what class (condition) the pat-
tern indicates, but rather to determine whether the pattern seems to belong to
any of the classes at all. Therefore, we would like to rank our unknown attributes
according to the expected reduction in likelihood to the whole pattern if we learn
the value of one attribute Y ,
GL(Y ) = p(x|M)−EY [p(x, Y |M)] (32)
where X are the already known attributes, and EY the expectation according
to Y . If Y is discrete, this can be written as
GL(Y ) = p(x|M)−
∑
yj∈Y
p(Y = yj |x)p(x, Y = yj) (33)
As before, there is no requirement that Y must be discrete, but the calculation
of the expectation in equation 32 may be complicated if it is not. The expected
reductions in likelihoods are presented to the user, who inputs new information
accordingly.
This allows us to efficiently perform incremental anomaly detection, but there
are certain practical limits to what we can detect. Without other attributes than
those representing the settings or prerequisites, it is impossible for us to qual-
itatively separate two correct settings from each other. The specified settings
may be acceptable, but unsuitable for the specific kind of diagnose we would
like to perform. Introducing input attributes that in some way represent what
kind of diagnosis the user wants to perform could provide a solution, as would
the possibility of the user actually specifying the class attribute of the model,
representing the current diagnosis scenario. Note also that if this class is un-
known, propagating its conditional distribution to the actual diagnosis model
could improve diagnosis performance since it provides an idea of what the cur-
rent scenario is. This of course depends on the availability of specified scenario
attributes in the training data for the diagnosis model.
5.1 Experiments
We have investigated the diagnostic performance when using inconsistency checks
on all the discrete datasets and on the continuous dataset. For this purpose, we
performed two series of experiments in which the degree of noise was gradually
increased.
In the first series of experiments, we measured the diagnostic performance
without using inconsistency checks to obtain baseline performance. The baseline
results were then compared to the diagnostic performance in the second series
of experiments in which inconsistency checking was used. In both series of ex-
periments the noise level was set to 20%, 35% and 50%. All of the experiments
on both types of datasets were repeated 10 times in order to obtain statistical
significance on the diagnostic performance.
Discrete datasets In the discrete case, we performed experiments using each
dataset as prototypes in the model. Noise was induced by setting a random
selection of attributes to the incorrect value based on the prior taken over the
whole dataset, as described. The likelihood limit for all attributes in the discrete
case was set to κm = e
−3. The prototype significance was set fixed to ψ = 1.0
while the thresholding parameter varied as ξ = {4.7× 10−6, . . . , 4.7× 10−1}.
We observe that the diagnostic performance improves by the use of incon-
sistency checking (fig. 8-10). For example, the percentage of correctly diagnosed
samples on the terrain-vehicle dataset increased by 9.03 percentage points for
50% noise compared to the corresponding baseline result when ξ = 4.7e−6
(tab. 5). In tab. 4-6, we observe that the number of anomaly checks in gen-
eral matches the number of incorrect attribute values. In addition, our results
indicate that the number of known attributes needed to obtain a final hypothe-
sis (including the ’extra’ inconsistency questions) can be reduced, compared to
when not using inconsistency checking (fig. 8-10).
Continuous dataset In the continuous case, the samples in the dataset were
used as cases in the model, whereas a fixed subset of samples was used to set
attribute values, as earlier described. Noise was induced based on the Gaussian
prior estimated from the sample mean and standard deviation of each attribute
taken over the whole dataset.
Setting an inconsistency limit κm for an attribute is more complicated in the
continuous case compared to the discrete case. For a discrete distribution, we
can easily find the actual probability of a certain outcome. In the continuous
case, we can find the probability density at a certain value. However, this is
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Fig. 8. Average diagnostic performance on the animals dataset using inconsistency
checking for varying ψ and ξ: a,c,e) the total diagnostic performance from one trial:
b,d,f) the number of known attributes needed for a final hypothesis.
not a proper probability, as it in a sense depends on the scale of the attribute,
possibly assuming values larger than one. Here, we will therefore set the limit
κm on the probability density individually for each continuous attribute to the
probability density for which a certain fraction of the total probability mass is
lower in the Gaussian prior estimated from the complete set of samples. This
can be calculated from
κm =
e−erf
−1(c−1)2√
2piσ2m
(34)
where σ2m is the estimated variance of attribute m, c the desired fraction, and
erf−1 is the inverse error function. This will hopefully provide us with a rough
approximation of an appropriate value for the limit, but not necessarily a very
good one.
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Fig. 9. Average diagnostic performance on the terrain vehicle dataset using inconsis-
tency checking for varying ψ and ξ: a,c,e) the total diagnostic performance from one
trial: b,d,f) the number of known attributes needed for a final hypothesis.
Ultimately, we would like to set the limit based on the conditional distribution
of the attribute given the already known values, as the scale of this distribution
might change drastically when further attributes become known. However, as
this distribution is expressed as a mixture of Gaussians, calculating the proper
value of the limit analytically becomes impossible. Therefore, we will settle for
the approximation described above in our experiments.
In the experiments, the inconsistency limit κm was based on a fraction c =
e−3 ≈ 0.05 of the probability density function for each continuous attribute.
For the discrete attributes the inconsistency limit was strictly set to e−3. Thus,
the inconsistency limit varied between different attributes. Here, the prototype
significance was set to ψ = 10−5 and the thresholding parameter to ξ = 10−5.
We observe that the diagnostic performance on continuous data can be im-
proved by the use of inconsistency checking. For example, we see that the diag-
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Fig. 10. Average diagnostic performance on the tank dataset using inconsistency check-
ing for varying ψ and ξ: a,c,e) the total diagnostic performance from one trial: b,d,f)
the number of known attributes needed for a final hypothesis.
nostic performance improves 13.64 percentage points when 20% noise is induced
compared to the baseline experiments (tab. 7). However, the number of known
attributes needed to obtain a final hypothesis does not seem to be significantly
affected in general. We also observe that the number of anomaly checks does not
fully match the number of incorrect attributes as well as in the discrete case.
This is partly due to the fact that detecting inconsistencies in the continuous
case is a more delicate matter than in the discrete case, and partly that the data
continuous data set contain more ambiguities than the tested discrete data sets.
Since we have observed that the average percentage of correctly diagnosed
samples may vary about 5% between different runs of the experiments, further
repetitions of the experiments may be needed in order to obtain statistically
reliable results. Observations during the experiments also indicate that the in-
consistency limits κm may have to be re-calculated using another value on c
Without anomaly checking
Noise
(%)
Correct (%)
Trial #1
Known
attributes
Incorrect
attributes
Anomaly
checks
20 98.75 14.04 1.23 0
35 94.06 20.64 2.59 0
50 80.62 29.23 4.71 0
With anomaly checking
Noise
(%)
Correct (%)
Trial #1
Known
attributes
Incorrect
attributes
Anomaly
checks
20 99.06 10.67 0.91 1.31
35 98.44 13.09 1.78 2.49
50 93.44 16.69 3.16 4.13
Table 4. Average diagnostic performance on the animals dataset for ψ = 1.0 and
ξ = 4.7 × 10−6 when using inconsistency checks.
Without anomaly checking
Noise
(%)
Correct (%)
Trial #1
Known
attributes
Incorrect
attributes
Anomaly
checks
20 80.65 14.27 1.09 0
35 70.00 17.61 2.13 0
50 49.03 21.98 3.45 0
With anomaly checking
Noise
(%)
Correct (%)
Trial #1
Known
attributes
Incorrect
attributes
Anomaly
checks
20 82.26 11.34 0.88 1.20
35 71.61 12.99 1.77 2.20
50 58.06 15.53 2.91 3.01
Table 5. Average diagnostic performance on the terrain vehicle dataset for ψ = 1.0
and ξ = 4.7 × 10−6 when using inconsistency checks.
(equation 34) when the degree of noise is changed. In spite of this, our results
indicate that our approach of inconsistency checking could be used to obtain
higher diagnostic performance on continuous data.
Without anomaly checking
Noise
(%)
Correct (%)
Trial #1
Known
attributes
Incorrect
attributes
Anomaly
checks
20 97.78 13.48 1.19 0
35 93.33 17.61 2.44 0
50 81.67 27.47 4.97 0
With anomaly checking
Noise
(%)
Correct (%)
Trial #1
Known
attributes
Incorrect
attributes
Anomaly
checks
20 98.33 10.92 0.97 1.16
35 93.89 13.37 2.07 2.45
50 90.56 15.96 2.97 3.32
Table 6. Average diagnostic performance on the tank dataset for ψ = 1.0 and ξ =
4.7 × 10−6 when using inconsistency checks.
Without anomaly checking
Noise
(%)
Correct (%)
Trial #1
Known
attributes
Incorrect
attributes
Anomaly
checks
20 65.45 10.39 2.15 0
35 49.09 8.41 2.95 0
50 36.36 7.36 3.69 0
With anomaly checking
Noise
(%)
Correct (%)
Trial #1
Known
attributes
Incorrect
attributes
Anomaly
checks
20 79.09 10.13 2.06 1.03
35 63.64 8.96 3.03 1.10
50 40.00 6.60 3.26 1.15
Table 7. Average diagnostic performance on the evaporation dataset for ψ = 10−5
and ξ = 10−5 when using inconsistency checks.
6 Corrective measures
After an incremental diagnosis session has been taken as far as practically pos-
sible, we often would like to propose a suitable corrective measure to the user,
a way to manage the diagnosed problem. This can be rather simple, as one di-
agnose often corresponds directly to one corrective measure: For one diagnosed
problem, there is only one solution. As long as there is a description of the correc-
tive measure associated with each possible diagnosis in the database, suggesting
corrective measures is trivial.
If this is not the case, as e.g. in many situations within medical diagnosis, we
can still provide the user with valuable information by presenting similar earlier
case descriptions which can suggest a suitable treatment. What constitutes a
similar case though is not necessarily obvious, but we can at least differentiate
between a number of general alternatives.
Ultimately, we would like to find cases that are likely to have similar correc-
tive measures. Unless the diagnosis corresponds directly to a corrective measure
as discussed earlier, we will assume that we do not have sufficient information to
determine this in the database. A good approximation of this, which is indeed
often the correct one if a diagnosis are directly connected to a corrective mea-
sure, is to determine how similar two cases are by determining how similar their
class distributions are given the known inputs. This can be done by calculating
the Kullback Leibler distance [21] between the class distributions,
D(p1||p
i
2) =
∑
z∈Z
p1(z) log
p1(z)
pi2(z)
(35)
where p1(z) denotes the class distribution of the current diagnosis and p2(z) the
class distribution of the i:th case, using the same known input variables as for
the current diagnosis. Although the measure is highly useful for ranking cases by
similarity to the current diagnosis, it is relatively safe to assume that distances
closer to or above log |Z|, where |Z| denotes the number of outcomes in Z, show
that the two distributions have very little similarity and can safely be assumed
not to be related.
It is not unlikely that each of the prototypes of the database can be associated
with a distinct corrective measure, even if the class itself cannot. In this situation,
and indeed many others were knowing what prototype corresponds the best to
the current diagnose situation can be beneficial to the user, we can for the model
used easily calculate the probability distribution over the prototypes given the
known inputs as
p(k|x) =
∑
z∈Z
p(Z = z)piz,k
n∏
i=1
pz,k(xi|Z = z) (36)
This allows us to present the user the prototypes the current inputs are most
likely to be drawn from, along with the probability. It can only point to relevant
prototypes while ignoring other data in the form of cases, but the computational
complexity is significantly lower than calculating the distance in class distribu-
tion as above for each available case. If suitable, though, we can always calculate
the distance to each case through an expression similar to equation 35, but using
the prototype distribution instead of the class distribution.
Lastly, there is always an opportunity to calculate the similarity between
cases by determining the distance in input space between two patterns. Here,
however, our statistical model is of limited assistance when defining a suitable
distance measure, and we refer the reader to the case based reasoning literature
instead.
7 Designing incremental diagnosis systems
Let us now review and summarise the methods discussed earlier by describing a
more complete and practically useful incremental diagnosis system. In a wider
setting, we would like to not only offer a diagnosis, but also suggest corrective
action based on this diagnosis and collect information from new diagnostics cases.
Fig. 11 shows a simplified view of the complete process.
First, diagnosis is performed incrementally until we have arrived at an ac-
ceptable hypothesis. This can be determined by the system as in the experiments
of section 4.1, or by the user. The diagnostic procedure basically involves two
parallel tasks: one to perform the actual diagnosis and one to determine whether
the prerequisites for performing this diagnosis are fulfilled or not.
In the diagnostics case, the user first enters new information based on the
presented entropy gains. The known input attributes are then checked for incon-
sistencies as described in section 5, and these inconsistencies signalled to the user.
If relevant for the specific application, the prerequisites or settings are checked
so that they are likely be correct. If not, information about what settings that
are most probably incorrectly set should be shown to the user. If must be ac-
quired at a cost, the user could be re-directed to perform this anomaly detection
incrementally, as discussed in section 5.
After verifying the settings, a new classification is performed where the en-
tropy gain is calculated for the unknown attributes and the conditional class
distribution presented to the user. If we by now have arrived at an acceptable
hypothesis, we can move on to assist the user in finding suitable corrective mea-
sures.
As we have described earlier, suggesting corrective measures is often rather
straightforward as there is only one or a few suitable actions to take for a certain
diagnose. However, if this is not the case, we can assist the user by finding the
relevant prototypical and case data as in section 6.
Finally, we usually want the system to adapt to new cases. Before entering the
case into the database and adapting the model to it, the case should be validated
by the user so that the diagnosis specified is actually the correct one in order
to avoid reinforcement of erroneous classifications by the model. If the actual
diagnosis is new and not represented in earlier data, the case should instead be
refined into a new prototype to give the system an opportunity to perform a
correct classification in the future. A new prototype should potentially also be
suggested if the case seem to represent a new representation of the class that is
very dissimilar from earlier examples. This can be done by using the methods
described in section 6.
The user interface to the diagnosis system should reflect the possibility of
answering questions in any order or at any point changing the answer of an
earlier question. This is a significant leap in flexibility compared to many expert
Fig. 11. A simplified view of the complete diagnostics process.
system approaches, and to design an interface that only allows the user to answer
the currently most important question as in a traditional system defeats some
of the advantages of the approach. Therefore, it is more beneficial to e.g. present
a list of unknown attributes, ordered by their respective entropy gain, that can
be set in arbitrary order along with earlier set attributes.
Fig. 12 shows an early prototype interface intended for use in the field by
armed forces to diagnose technical equipment. It allows for selecting different
types of technical equipment, and through that change the current database for
the statistical model. The diagnosis can be focused on certain sections of the
equipment, selected in a tree structure at the top of the application. The table
to the left shows all possible questions and their current entropy is gain shown
as a bar in the table. The top right table shows all possible diagnosis, sorted
in descending order by their current probability which is also shown as a bar
in the table. The frames below show instructions on how to repair the selected
condition and what resources are necessary for the operation, and on the bottom
of the window there is a button which adds the current case to the database.
This interface is likely to change, but can still serve as a useful example of
what an interface to the diagnosis system may look like.
8 Discussion
We have shown a flexible, robust and efficient incremental diagnosis system
trained from empirical data. Since the system can make use of both expert
Fig. 12. A prototype interface for diagnosing technical materiel in the armed forces.
knowledge and examples of actual diagnosis cases, it provides a powerful alter-
native to rule based systems. Also, because the presented statistical model does
not work with explicit rules, it does not have the same problem as rule based
systems with inconsistencies in the data. Exceptions and ambiguities are handled
in a natural way.
A highly desirable feature of the system for practical use is the fact that
questions can be answered in arbitrary order. It is possible to avoid answering a
certain question, answering another one instead, or even change a previous reply
at any point. Initially providing some information also makes the diagnosis start
from there, without having to traverse questions in a predefined order. This is
highly usable if there e.g. are some automatic readings available or some system
checks have already been performed.
Also, in spite of not using a rule based approach, we can still get simple
explanations from the system, in terms of the primary causes for the systems’
conclusion. Since it is difficult to build user confidence without providing expla-
nations of the diagnosis systems conclusions, this property is critical in practical
use. The fact that the system at every point provides a distribution over the
classes also helps build user confidence and makes the diagnosis task easier.
Inconsistencies in the inputs can be reliably detected, giving the user an op-
portunity to correct faulty inputs to the system. The same mechanisms can also
be used to determine whether the prerequisites to performing the classification
are fulfilled or not. This also makes it possible to identify user errors, something
that is indeed very common in practical situations.
Being somewhat similar to an instance based learner, the model does suffer
from some of the same type of problems. Most importantly, as the number of
prototypes increase in the system, so does the complexity of performing classi-
fication and by consequence the complexity of calculating the information gain
for unknown attributes. This effect is not necessarily present in other models
such as just using one naive Bayesian classifier, for which the classification com-
plexity would remain constant with the number of prototypes. However, adding
new cases to the database, which in time most likely would constitute the bulk
of the historical data, imposes no increase in computational complexity.
The fact that the system can both easily learn from each new diagnosed
case and determine whether the case may be a suitable candidate for refinement
into a prototype, are also very important in many settings. The properties of
the diagnosed system is usually not completely known when it is taken into
use, making the possibility of collecting and incorporating knew information
continuously absolutely crucial. This way, the diagnosis system also provides a
means for structuring and storing knowledge that might otherwise be lost with
the departure of an experienced operator.
Future work includes testing the system on more practical cases to determin-
ing the performance of the model. These practical experiences would hopefully
also allow us to deduct heuristics for adjusting the balance of significance be-
tween prototypical data and actual case data so that the system works well in
all applications.
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