Discrete partially ordered sets can be turned into distance spaces in several ways. The distance functions may or may not satisfy the triangle inequality, and restrictions of the distance to finite chains may or may not coincide with the natural, difference-of-height distance measured in a chain. For semilattices, a semimodularity condition ensures the good behaviour of the distances considered.
and Tertius. While challenges of accounting for economic entitlements have usually been faced with an ambition of rationality in ancient and modern societies alike, abstract properties of a kinship measurement method like the triangle inequality have remained outside the realm of practical interest. Yet if one were to search for a simple rule expressing the requirement, -which any reasonable kinship measurement method should satisfy -, that Ego and Alter should be considered relatives not more remote then some simple combination of the degrees by which each is related to some Tertius, then the triangle inequality would be one reasonable candidate for such a rule. Our first observation is that the triangle inequality is satisfied not only in the computation of degree of kinship according to the civil law method, but -less obviously -in the computation according to the canon law method as well.
Proposition 1 Suppose that a partially ordered set constitutes a discrete tree order (i.e. all intervals [x, z] are finite, each pair x, y of uncomparable elements have a least common upper bound x ∨ y but they never have a common lower bound). Then the distance function d(x, y) which assigns to elements x, y the greater of (Card[x, x ∨ y]) − 1 and (Card[y, x ∨ y]) − 1 satisfies for all x, y, z the triangle inequality
In this note we shall formulate both the civil law and canon law methods of kinship degree computation in the general abstract context of semilattices with a connected Hasse diagram, examine the relationship between these and the distance determined -in the usual graph-theoretic sense -by the Hasse diagram itself, and address the question of validity of the triangle inequality.
Distances and metrics in discrete partially ordered sets
In the sequel a given partially ordered set, finite or infinite, shall be called discrete, if every maximal chain in every interval [x, y] is finite. This is a stronger condition than the requirement that the order relation be generated as the transitive-reflexive closure of its covering relation, as in the broader definition of discreteness adopted for example in [FW] . However, discrete posets in the more restrictive sense presently understood have the convenient property that the order induced on any of their subsets is also discrete.
In a discrete poset, if two elements are comparable, say x ≤ y, then by the height of y above x, denoted indifferently by h(x, y) or h(y, x) we mean the number that equals the least cardinality of a finite maximal chain of [x, y] minus 1.
By a distance function on a set S we mean a symmetric map d from S 2 to the non-negative reals for which d(x.y) = 0 if and only if x = y, and by a metric we mean a distance function satisfying the triangle inequality
(Note that Deza and Laurent [DL] allow two distinct points to have null distance, and that the term "distance" is often used with the triangle inequality being assumed to hold.) The covering relation of any partial order defines a simple directed graph with an arrow from element x to element y if and only if x is covered by y. Forgetting the orientation of the arrows, we obtain a simple undirected graph called the poset's Hasse diagram. If the Hasse diagram is connected, then we call the poset connected. Between any two elements of a connected poset, we use the term zigzag distance for their graph-theoretical distance measured in the Hasse diagram of the poset. Zigzag distance satisfies the triangle inequality d(x, z) ≤ d(x, y) + d(y, z), i.e. it defines a metric space structures on any connected poset (even on non-discrete connected posets).
Recall that a poset has the upper (respectively lower ) filtering property if any two elements have a common upper (lower) bound. In a discrete poset with the upper (lower) filtering property, the up-down (down-up) distance of elements x and y is defined as the smallest number of the form h(x, u)+h(y, u) (respectively of the form h(u, x)+h(u, y), where u is a common upper (lower) bound of x and y. These notions are dual, trees and other join semilattices have the upper filtering property, and lattices have both filtering properties.
Obviously on any discrete chain the up-down, down-up and zigzag distance functions coincide and yield what is conceivably the most natural notion of distance on a chain (henceforward called the natural distance on the discrete chain). A distance function on a discrete poset is called chaincompatible, if its restriction to any maximal chain is the natural chain distance. This is a rather strong requirement, such distance functions may not exist:
Proposition 2 For any discrete partially ordered set satisfying either one of the upper or lower filtering properties, the following conditions are equivalent:
(i) there is a chain-compatible distance function on the poset,
(ii) the zigzag distance on the poset is chain-compatible, (iii) the poset satisfies the Jordan-Dedekind chain condition (in any given interval [x, y] all maximal chains have the same number of elements).
Proof The poset in question obviously has a connected Hasse diagram, so the zigzag distance is well defined. As each of conditions (i) -(iii) is selfdual, we may suppose, without loss of generality, that the poset satisfies the upper filtering condition.
Obviously condition (ii) implies (i), and (iii) is easily seen to be necessary for (i).
To show that (iii) implies (ii), assume (iii) and suppose that there are elements x < y for which the zigzag distance d(x, y) is less than h(x, y): this will lead to a contradiction. For each such pair of elements x < y there is a smallest positive integer n = n(x, y), with the property that there is a sequence of elements x = x 0 , ..., y = x n , with x i being comparable to x i+1 for 0 ≤ i ≤ n − 1, and such that d(x, y) > h(x 0 , x 1 ) + ... + h(x n−1 , x n ). Choose x < y so that n = n(x, y) is minimal. Then n ≥ 3, x < x 1 , x 1 > x 2 and x n−1 < y. Let u be common upper bound of x 1 and y. We must have, as x n−1 < u and n is minimal,
A join semilattice is called semimodular if for all elements x, y, whenever there exists an element z covered by both x and y, the join x∨y covers both x and y. For lattices this means just lattice semimodularity, but the extension obviously includes trees as well. For discrete semilattices, semimodularity is equivalent to the condition that whenever elements x, y have a common lower bound z, we should have h(x, x ∨ y) ≤ h(z, y).
The following is easily seen to be true, by the usual argument for lattices:
Proposition 3 The Jordan-Dedekind chain condition is satisfied in every discrete, semimodular join semilattice.
The up-down distance is always greater than or equal to the zigzag metric, and if it is a metric itself, then it must be identical to the zigzag metric.
Proposition 4
The following conditions are equivalent for any discrete join semilattice L:
(i) L is semimodular, (ii) the up-down distance on L is a metric, (iii) the up-down distance on L equals the zigzag metric.
Proof First of all, if L is not semimodular, then for some elements x, y, z, the element y is covered by both x and z, but the join x ∨ z does not cover x, i.e. h(x, x ∨ y) ≥ 2. Then 3 ≤ d(x, z) and d(x, y) + d(y, z) = 2, which shows that the triangle inequality fails for the up-down distance d.
Conversely, assume that L is semimodular. If the triangle inequality failed for the up-down distance, for some elements x, y, z we would have
Denote the heights appearing in the above inequality by a, b, c, d and f, e, in their order of appearance, a+b+c+d < f +e. We shall derive a contradiction. Denote by g, h, i the height of x ∨ y ∨ z above x ∨ y, x ∨ z, y ∨ z, respectively. By the Jordan-Dedekind chain condition we have
From this it would follow that
, and this contradicts semimodularity.
In any discrete join semilattice, consider the "Chebyshev" distance function d(x, y) = max [h(x, x ∨ y), h(y, x ∨ y)] (The analogy -and overlap in the case of integer lattices -was pointed out by Russ Woodroofe [W] .) Generally this is not a metric, the triangle inequality may fail. It is a metric, however, in a large class of semilattices, including trees (where it corresponds to the canon law method of determining degree of kinship). Note that the Chebyshev distance, like the up-down distance, is always less than or equal to the zigzag metric.
Proposition 5 In any discrete, semimodular join semilattice, Chebyshev distance is a metric.
Proof Assume that the traingle inequality fails in some semilattice, denote the Chebishev distance by d, and let x, y, z be elements such that d(x, y) + d(y, z) < d(x, z). As in the proof of Proposition 4, let a, b, c, d and f, e denote the heights h(x, x ∨ y), h(y, x ∨ y), h(y, y ∨ z), h(z, y ∨ z) and h(x, x ∨ z), h(z, x ∨ z), respectively, in that order. Without loss of generality f ≥ e, and then f must be (strictly) greater then each one of the numbers a + c, a + d, b + c, b + d. Again, as in the proof of Proposition 4, denote by g, h, i the height of x ∨ y ∨ z above x ∨ y, x ∨ z, y ∨ z, respectively. By the Jordan-Dedekind condition, f + h = a + g. From this and from f > a + c it follows that a + c + h < a + g which implies c < g. As in the proof of Proposition 4, this contradicts semimodularity because c = h(y, x ∨ z) and g = h [x ∨ y, (x ∨ y) ∨ (y ∨ z)] .
