Let F be a local field. In this paper we compute the local coefficients arising from the uniqueness of the Whittaker model for principal series representations of the metaplectic double cover of SL 2 (F). Our computations include the relatively hard case of p-adic field of even residual characteristic.
Let SL 2 (F) be the metaplectic double cover of SL 2 (F) realized via Kubota's cocycle (see [11] ). It is identical to Rao's cocycle for SL 2 (F), (see [14] and the correction by Adams in [12] 
for all a ∈ F * , b ∈ F, g ∈ SL 2 (F), where s ∈ C and η(χ , s) is a character of F * , as explained in Sec- (0.5)
In the non-archimedean case, uniqueness, up to a scalar, of Whittaker functionals for Sp 2n (F), the metaplectic double cover of Sp 2n (F), was proven in [21] . Uniqueness for SL 2 (R) was proven in [23] . To prove uniqueness for Sp 2n (R) for general n, it is sufficient to consider principal series representations.
This local coefficient is the starting point for the Langlands-Shahidi method. See [16] as an early reference. We shall prove here in Theorems 1.1 and 2.1 that, up to exponentials, C ψ (η(χ ) ⊗ γ
L F (χ 2 , 2s) .
The case F = C is excluded from this paper since γ ψ (C * ) = 1 and SL 2 (C) = SL 2 (C) × {±1}, which implies that the local coefficients for this group are identical to the local coefficients of SL 2 (C). However, our computations include the often overlooked case of a non-archimedean local field of even residual characteristic.
Although, as we shall see, the zeros and poles of C ψ a (η(χ ) ⊗ γ −1 ψ , s) depend on a, the analytic properties of
do not. It is the last expression which determines the Plancherel measure μ(s, χ ) (see [18] ). For p-adic reductive groups and for real semisimple Lie groups, it is the Plancherel measure that controls the dimension of the commuting algebra of parabolically induced representations (see [10] and [20] ). The theory of R-groups should have a straight-forward generalization to Sp 2n (F). This theory, when applied to our computations, gives an irreducibility criterion for unitary (genuine) principal se-
ries representations of SL 2 (F). For p-adic fields of odd residual characteristic this criterion is known.
See [1] . Furthermore, our computations show that the Plancherel measures of principal series representations of SO 3 (F) and SL 2 (F) induced from the same quasi-character are essentially the same. Using the multiplicativity of the local coefficients, one concludes that the Plancherel measures of (genuine) principal series of Sp 2n (F) and SO 2n+1 (F) are closely related. Using global functional equations (see [16] ) and arguments such as Theorem 2.2 of [22] given in a future publication of the author. Reducibility criteria for Ind SO 2n+1 (F) P τ can be found in [19] .
In general, we expect the same similarity between the Plancherel measures of parabolic Induc- [9] and [4] for more details on the theta correspondence between generic representations of Sp 2k (F) and SO 2k+1 (F).
Our messy computations in the case of a non-archimedean local field of even residual characteristic will play an essential roll in the local-global arguments needed for the above mentioned comparisons of Plancherel measures.
Non-archimedean case

Basic notations and main results
Let F be a p-adic field. Let O F be the ring of integers of F and let P F be its maximal ideal. Let q be the cardinality of the residue field F = O F /P F . For b ∈ O F denote by b its image in F. Fix π , a generator of P F . Let · be the absolute value on F normalized in the usual way: π = q −1 . (u) , where a = π n u for some n ∈ Z, u ∈ O * F . We define η(χ ) = η(χ , 0). Let ψ be a non-trivial complex additive character of F. The conductor of ψ is the minimal integer n such that ψ(P n F ) = 1. ψ is said to be normalized if its conductor is 0. Assuming that ψ is normalized, the conductor of ψ a is log q a . For a ∈ F * we have
see p. 383 of [3] for example. These integrals, as many of the integrals that will follow, should be understood as principal value integrals. Namely,
In the rest of this section, ψ is assumed to be normalized. For χ = χ o we define
An easy modification of the evaluation of classical Gauss sums, see Proposition 8.22 of [7] for example,
We now state the main result of this paper.
Furthermore, if χ is quadratic we have:
For χ = χ o and F of odd residual characteristic the formula just given can be proved by using the existence of a spherical function, see [3] .
Recall that if we identify χ with η(χ ) then
We proceed as follows: In Section 1.2 we reduce the computation of the local coefficient to a computation of a certain integral; see Lemma 1.1. In Section 1.3 we collect some facts that will be used in Section 1.4 where we compute this integral.
ψ , s) expressed as an integral
In this section, we do not assume that ψ is normalized.
This integral should be understood as a principal value integral. Note that it resembles Tate's gamma factor, see [15] .
Proof. We recall that the integral in the right-hand side of (0.4) converges in principal value for all s,
Assume Re(s) is so large such that the integral in the right-hand side of (0.5) converges for all f ∈
ψ ) to be the following function: 
Hence, for N sufficiently large:
Since the map y → f (
, 1) is supported on O F and since we may assume that N > 0 we
By changing the order of integration and by changing x → x + u we obtain 
Proof. Recalling the definition of γ ψ we observe that
Thus, by (1.1) we have
Remark. It follows from Theorem 1.1 and from the lemma just proven that if χ is quadratic
ψ ) might not have the same of zeros and poles. Same remark applies to the real case, see Lemma 2.1. This phenomenon has no analog in connected reductive algebraic groups over a local field. Many authors consider ψ −1 -Whittaker functionals rather than ψ -Whittaker functionals, see [3] for example. It follows from Theorem 1.1 and from the last lemma that
ψ , s) will contain twists of χ by the character x → (x, −1) F whose properties depend on F. This observation justifies our parameterization, i.e., our choice to calculate
Some lemmata
In this section we assume that ψ is normalized.
Proof. The lemma is known for F of odd residual characteristic, see Theorem 3-1-4 of [26] for example. We now assume that F is of even residual characteristic. The proof of the first assertion in this case resembles the proof for the case of odd residual characteristic. We must show the for ev- 
. This polynomial has a unique root. Thus, we may assume
Since we assumed that x 2 0 = y it follows that a
Proof. In order to prove (1.4) and (1.5) , it is sufficient to show that
and that
We prove only the first assertion. The proof of the second is done in the same way. For a ∈ O * F we have 
For n > e the last inner integral vanishes. To prove (1.6) and (1.7) note that |γ ψ (a)| = 1 implies γ ψ (a) −1 = γ ψ (a) and since c ψ is defined via integrations over compact sets we have:
Note that from the proof of this lemma it follows that if F is of odd residual characteristic then
The following lemma is known for F of odd residual characteristic.
We prove it without assuming so. Lemma 1.6.
F is a non-trivial character.
Proof. Due to (1.4), to prove the first assertion it is sufficient to show that ψ(π −2n
, n e and this is clear. The second assertion is a particular case of the first. The third assertion follows from the first and from (0.1). We prove the forth assertion: By Lemma 1.4 we can pick u ∈ 1 + P 2e F which is not a square. By the non-degeneracy of the Hilbert symbol, there exists 
]. We want to prove that for any 2 k e − 1, 
Hence, the proof is done once we show that for any 2 k e − 1, c 2k = c 2k+1 . We shall prove that for any 2 k e − 1,
Also note that H l may be realized as {1 + 
if and only if a j = 0 for all 1 j k. We prove only the first claim, the second is proven in the same way. Suppose x = 1 and that
Since k < e we have x 2 − 1 = q −2r , where r is the minimal index such that a r = 0. The assertion is now proven. 2
The following sets will appear in the computations of
(1.11) 16) for all 1 k < e: F ) . Suppose now that F is of even residual characteristic. (1.14) and (1.15) are proven in the same way as (1.12) and (1.13). Note that in the case of even residual characteristic t = −t for all t ∈ F. Assume now
We have:
the rest of the assertions mentioned in this lemma follow at once. 2
F , and n, a non-negative integer.
(1.25)
Suppose in addition that χ is another non-trivial character and that m(χ
Proof. To prove (1.20) note that
and recall that for any compact group G and a character β of G we have 
repeat the proof of (1.20). We now prove (1.
To prove (1.24) write
By (1.23), the integral vanishes
F . This implies the second case of (1.24).
Changing the integration variable u → u((1 − x 2 )π m(χ )−n ) −1 proves the first case. We move to (1.25): Since 2n m(χ ) we have
The rest of the proof of (1.25) is the same as the proof of (1.20) . The proof of (1.26) is now a repetition of the proof of (1.23). 2
Computation of F
In this subsection we assume that ψ is normalized. We write 28) and
where
(1.30) 
Proof. First we show that
Indeed, by Lemma 1.5 
By (1.33) and (1.20): 
By (1.28) we are done in this case also. Finally, assume m(χ ) = 2e + 1. In this case, by Lemma 1.6:
Also, from (1.34), (1.21) and (1.23) it follows that 
Proof. First note that by Lemma 1.11 we have
Assume first that F of is of odd residual characteristic. In this case we only want to show that
. By (1.31) we have
Using (1.20) and (1.22) we now get
Since from Lemma 1.8 it follows that μ(D (1, F) 
Next, we use (1.31) and (1.20) and note that for 1 k e: 
(1.38)
From Lemma 1.8 it follows that for 1 k e 
where the last sum is to be understood as 0 if m(χ ) 2e.
Proof. We first assume that F is of odd residual characteristic.
π is the only non-trivial quadratic character of O * F ). Due to Lemma 1.11 it is sufficient to show that
ψ (−1)G(χ , ψ)χ (−1).
By (1.31) and by (1.24) we get
where χ is the only non-trivial quadratic character of F * . 
(1.41) By (1.31) and by (1.23) we have
Using (1.24) we obtain
Since by Lemma 1.7, m(χ ) is even, it follows from Lemma 1.8 that D(2e + 2 − m(χ )) = ∅. We conclude that J 2e+1 (F, ψ, χ ) = 0 (note that we used only the facts that 0 < m(χ ) < 2e + 1 and that m(χ ) ∈ N even ). Suppose now that 1 k e and that 2k = m(χ ). By (1.32) we have:
. Hence, by (1.23) the first k − 1 terms in the last equation vanish and we have
2 )u) is 2n, it follows from (1.23) and (1.24)
By Lemma 1.8, in order to prove (1.41) for e k > m(χ )
2
, it is sufficient to show that
(1.43)
we have
−k comes form the change of variables and from the fact that dx is an additive measure.) Since χ is quadratic we get by changing u −1 w → u: 
It is left to show that 
(1.41) will follow in this case once we prove:
(1.45)
As for the first assertion: Since χ is quadratic:
We change x → x −1 and then
We use once more the fact the χ is quadratic and we change k = ωu −1 :
(1.25) now implies (1.44). As for (1.45), we change k = 1 − x and then u = −k −1 and get: 
It is clear that if m(χ ) e then
As in the proof of (1.25), since m(χ ) 2e, we conclude that k → χ (1 + π e+1 k) is a character of O F . It is trivial if m(χ ) = e + 1 and non-trivial otherwise. Also, since −3 ∈ 1 + P 2e F , we have χ (3) = χ (−1).
We move to the case m(χ ) = 2e + 1. By Lemma 1.11 it is sufficient to show that J n (F, ψ, χ ) = 0 for all 2 n 2e + 1 and that
ψ (−1)G(χ , ψ)χ (−1).
From the fact that m(χ ) = 2e + 1 it follows that for all 1 k e: 
(1.47)
As in the proof of (1.44) (using
(1.25) implies now that
It is clear now that if we prove that
we will conclude that J 2e+1 (F, ψ, χ ) = 0. As in the proof of (1.45) 
We finish by showing:
We note that
We now change u = x − π e−k and use (1.25). 2
The last lemma, combined with the computations for non-trivial quadratic characters given in Lemma 1.10, completes the proof of Theorem 1.1 for these cases.
Lemma 1.14. If χ is non-quadratic then B(F, ψ, χ , s) is a non-zero monomial in q s .
Proof. The fact that B (F, ψ, χ , s) is non-zero follows from the fact, proven in Lemma 1.10, that A(F, ψ, χ , s) = 0 and from the fact, following from Lemma 1.1, that
cannot be identically 0 as a function of s. Assume first that m(χ ) > 2e + 1. By Lemma 1.11 it is enough to show that J n (F, ψ, χ ) = 0 for all 1 n < m(χ ): Put k = max(n, 2e + 1). We have
Since k < m(χ ) the last integral vanishes. This shows that
In order to complete the proof of this lemma for F of odd residual characteristic it is left to consider the case m(χ ) = 1. In fact, there is nothing to prove here since by Lemma 1.11 we get: F, ψ, χ ) .
From now on we assume that F is of even residual and that m(χ ) 2e + 1. Assume first that m(χ ) < 2e + 1 and that m(χ ) is odd. By Lemma 1.11, once we prove J n (F, ψ, χ ) = 0 for all n < 2e + 1 we will conclude: (F, ψ, χ ) .
and (1.23) we get:
We now assume that 2 m(χ ) 2e and that m(χ ) is even. Again, J n (F, ψ, χ ) = 0 for all n < 2e + 1, n ∈ N odd . In this case, the proof of the fact that J 2e+1 (F, ψ, χ ) = 0 is a repetition of the proof that J 2e+1 (F, ψ, χ ) = 0 given in Lemma 1.13 for the case m(χ ) 2e. By Lemma 1.11, it is enough now to prove that if 1 k e, and if 2k = 2e + 2m(χ (F, ψ, 
χ ).
Assume that 2k < m(χ ). As in the proof of (1.41) for the case 2k < m(χ ) we have:
2 −k and then wu −1 → u we obtain
As in the proof of (1.41) for the case 2k > m(χ ) we have:
and then wu −1 → u we reduce this computation to the previous case. As in the proof of (1.41) for the case 2k = m(χ ) we have
It is sufficient now to show that if
and
(1.51)
We prove (1.50). Let 1 n
Now setting and u = u −1 implies:
is an additive character of O F follows from the same argument used in the proof of (1.25). However, by the same argument,
(1.52)
In the right-hand side we change
we conclude, using the proof of (1. 
Both cases imply (1.50). We now prove (1.51). As in the proof of (1.45), we change u = 1 − x and then
The proof of (1.51) will be finished once we show that for all t ∈ O * F :
We change x = 1 + uπ m(χ 2 ) . Since 
Assume first that 0 k < e. The same argument we used for (1.49) shows that
We change x = π e−k − u . We have π
Next we change u = −u −1 ω and obtain:
As in the proof of (1.47)
As we have seen before:
We show that the last two integrals vanish. Similar steps to those used in the proof of (1.48) shows that (1.25) implies that all the integrals in the last sum vanish. The fact
is proven by a similar argument. Last, we have that to show that 1 m(χ
This is done by a similar argument to the one we use in the proof of (1.50). 2
The last lemma, combined with the computation given in Lemma 1.10 for non-quadratic characters, completes the proof of Theorem 1.1 for these cases. 
Real case
Notations and main result
C ψ b (η(χ ) ⊗ γ −1 ψ a , s) = e − iπ χ(−1)sign(a) 4 2π Γ 1−s 2 + sign(ab)χ (−1) 4 Γ 1+s 2 − sign(ab)χ (−1) 4
Γ (s) .
We shall prove Lemma 2.1 in the next section. An immediate corollary of this lemma and of the classical duplication formula Γ − 
Recall that the local L-function for R are defined by
Proof of Lemma 2.1
We shall see that the computation of the local coefficient for SL 2 (R) is done by the same methods as the computation for SL 2 (R). Namely, we shall use the Iwasawa decomposition, SL 2 (R) = B(R)SO 2 (R), and the fact that, as an inverse image of a commutative group, SO 2 (R) is commutative.
We start by writing down the explicit formulas for c(SO 2 (R), SO 2 (R)) which follows directly from (0.3). Every k ∈ SO 2 (R) can be written uniquely as
− sin(t) cos(t) for some 0 t < 2π . We have: 
The second is t → φ(−t). θ is given by
Proof. Using the cocycle formulas given above, one may check directly that θ as defined in (2.2) satisfies (2.1). The uniqueness of θ follows from the fact that any function from R/4π Z to {±1} that satisfies (2.1) must satisfy θ(t) = c(k( t 2 ), k( t 2 )). It is now clear that φ is indeed an isomorphism. Let φ : R/4π Z → SO 2 (R) be an isomorphism. Since φ −1 φ is an automorphism of R/4π Z is follows that either φ −1 φ (t) = t or φ −1 φ (t) = −t. This implies φ (t) = φ(t) or φ (t) = φ(−t). Γ (
, (2.8) where n ∈ one should assign n ∈ 1 + 2Z.
