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Abstract—Development of reliable methods for optimised en-
ergy storage and generation is one of the most imminent
challenges in modern power systems. In this paper an adaptive
approach to load leveling problem using novel dynamic models
based on the Volterra integral equations of the first kind
with piecewise continuous kernels is proposed. These integral
equations efficiently solve such inverse problem taking into
account both the time dependent efficiencies and the availability
of generation/storage of each energy storage technology. In this
analysis a direct numerical method is employed to find the least-
cost dispatch of available storages. The proposed collocation type
numerical method has second order accuracy and enjoys self-
regularization properties, which is associated with confidence
levels of system demand. This adaptive approach is suitable for
energy storage optimisation in real time. The efficiency of the
proposed methodology is demonstrated on the Single Electricity
Markets of Republic of Ireland and Sakhalin island in Russian
Far East.
Index Terms—Load management; Energy storage; Forecast-
ing; Integral equations; Regularisation; Inverse problem.
INTRODUCTION
Further growth in renewable energy and the planned elec-
trification and decentralization of transport and heating loads
in future power systems will result in a more complex unit
commitment problem (UCP).
The traditional least cost dispatch of available generation
based on partial differential equations to meet load will no
longer be fit for purposes for number of reasons including
further decentralization of power systems (including transport
and heating loads) and renewable energy usage. A number of
alternative methods have been examined to solve this chal-
lenging problem. For example Lagrangian relaxation, Mixed
Integer Linear programming, particle swarm optimization, evo-
lutionary methods and genetic algorithms, [1]. These methods
have many advantages and disadvantages over the traditional
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approach. However, they have not been applied by industry due
to the complicated heuristics and computational constraints.
The increasing complexity of the UCP can be seen in power
systems with large wind penetrations. Several European coun-
tries, such as Germany, Spain, Denmark and Ireland, have
already reached a high level of installed wind power, while
others such as China and the USA are showing fast rates of
development. For example, wind farms in Eastern Germany
during strong wind conditions can supply up to 12 GW, which
is more than all of the coal- and gas-fired power plants in
that part of the country combined. The Irish transmission
system operator (TSO), currently restricts the instantaneous
proportion of total generation allowed from non-synchronous
sources, such as wind turbines, to 50 % maximum, in order to
maintain sufficient system inertia [2]. This can result in wind
curtailment at any time, for example during high wind speeds
and low electricity demand or during sudden high speeds (i.e.
ramps) during periods of high electricity demand, to maintain
system stability. This has an economic impact on the power
system with increased operational costs through additional grid
balancing charges. Thus large-scale integration of wind power
is challenging in terms of power system management. This
increase in the overall cost of the produced energy limits the
benefits of using renewable energy resources.
A way of reducing the uncertainty associated with wind
power production is to use forecasting tools. Wind power
and load forecasting, over lead times of up to 48 hours,
are useful to the market operator for creating day-ahead unit
commitment and economic dispatch schedules. Many TSO
also uses shorter-term wind forecasts to draw upon system
reserves for short term balancing. Increasing the value of wind
generation through the improvement of prediction systems
performance is recognised as one of the priorities in wind
energy research needs for the coming years. In fact, a reduction
of the forecast errors by a fraction of a percent can lead to
substantial increases in trading profits. For example, according
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to [3], [4], an increase of only 1% in predicting forecast error
caused an increase of 10 million pounds in operating costs per
year for one electric utility in the UK.
UCP for optimised energy storage and generation attracted
many researchers during the last decade. It involves solution
of of various problems including energy loss minimization,
load leveling (peak load shaving/shifting), load forecasting
and overall energy infrastructures management. In [5] an
optimal placement methodology of energy storage is designed
to improve energy loss minimization through peak shaving
in the presence of renewable distributed generation. Agent-
based distributed control scheme for real time peak power
shaving is proposed in [6]. Price-based control system in
conjunction with energy storage is analysed in [7] for two
applications: space heating in buildings and domestic freezers.
It is shown that savings of up to 62.64% per day can be
achieved based on New Zealand electricity rates. The review
of China coal-fired power units peak regulation with a detailed
presentation of the installed capacity, peak shaving operation
modes and support policies is given in [8]. [9] cover the
life cycle cost analysis of various energy storage technologies
such as pumped hydropower storage, compressed air energy
storage, flywheel, electrochemical batteries supercapacitors,
and hydrogen energy storage. Analysis of time-of-use energy
cost management using distributed electrochemical storages
and optimum community energy storage system are corre-
spondingly given in [10] and [11]. An optimised model of
hybrid battery energy storage system based on cooperative
game model is proposed in [12]. In [13] effectiveness of wind
turbine, energy storage, and demand response programs in the
deterministic and stochastic circumstances and influence of
uncertainties of the wind, price, and demand are assessed on
the Energy Hub planning. It is to be noted that UCP solver
is integral part of Energy Hub which manage interconnection
of heterogeneous energy infrastructures including renewable
energy resources.
A. Volterra models
In this paper a methodology is developed to solve the
UCP using systems of Volterra integral equations (VIE) of
the first kind considering future power systems with battery
energy storages of various efficiencies using load forecasts
over lead times of 24 hours. For bibliography of the state-
of-art short-term forecasting methods readers may refer to In
[14], [15] the state-of-art of short term electric load forecasting
is discussed. Power load forecasting can be carried out using
many different techniques such as classical statistical methods
of time series analysis, regressive models or methods based
on artificial intelligence. The state-of-the-art machine learning
algorithms includes Random Forest (RF) [16], Gradient Trees
Boosting (GTB) [17] and SVM with radial kernel (SVM RK)
[18]. In this case time series like approach was applied i.e. it is
assumed that there are dependencies between recent obtained
values and future load values.
Volterra equations naturally take into account the evolution-
ary character of power systems. The kernels of employed equa-
tions have jump discontinuities along the continuous curves
which starts at the origin. Such piecewise continuous kernels
K(t, s) take into account both efficiencies of the different
storing technologies and their proportions (which could be
time dependent) in the total power generation. Efficiencies of
the different storages [9] may depend not only on their age
and usage duration (correspondinly defined by variables t and
s), but also on state of charge. This can be examined using
nonlinear VIE.
Studies of linear Volterra integral equations of the first
kind with piecewise continuous kernels (1) have been initiated
in [19], [20] and pursued in articles [21]–[25] followed by
monograph [15]. In general, VIE of the first kind can be solved
by reduction to equations of the second kind, regularization
algorithms developed for Fredholm equations can be also
applied as well as direct discretization methods. On the other
hand, it is known that solutions of integral equations of the
first kind can be unstable and this is a well known ill-posed
problem. This is due to the fact that the Volterra operator
maps the considered solution space into its narrow part only.
Therefore, the inverse operator is not bounded and it is
necessary to assess the proximity of the solutions and the
proximity of the right-hand side using the different metrics: the
proximity of the right-hand side should be in a stronger metric.
Moreover, as shown in [15], solutions of the VIE can contain
arbitrary constants and can be unbounded as t → 0. The
problems of existence, uniqueness and asymptotic behavior
of solutions of VIE are explored in [19], [20], [24].
The theory of integral models of evolving systems was
initiated in the works of L. Kantorovich [26], R. Solow [27]
and V. Glushkov [28] in the mid-20th Century. It is well known
that Solow publication [27] on vintage capital model led him
to the Nobel prize in 1987 for his analysis of economic growth.
Such theory leads the VIEs of the first kind where bounds
of the integration interval can be functions of time. These
models take into account the memory of a dynamical system
when its past impacts its future evolution. The memory is
implemented in the existing technological and financial struc-
ture of physical capital (equipment). The memory duration is
determined by the age of the oldest capital unit (e.g. storages)
still employed. There are several approaches available for
numeric solution of VIE of the first kind. One of them
is to apply classical regularizing algorithms developed for
Fredholm integral equations of the first kind [29]. However,
the problem reduces to solving algebraic systems of equations
with a full matrix, an important advantage of the VIE is lost
and there is a significant increase in arithmetic complexity
of the algorithms. The second approach is based on a direct
discretization of the initial equations. Here one may face an
instability of the approximate solution because of errors in
the initial data (load forecast). The regularization properties
of the direct discretization methods are optimal in this sense,
where the discretization step is the regularization parameter
associated with the error of the source data (load forecast error
upper bound). The detailed description of regularizing direct
numerical algorithms is given in [29]. It is to be noted that it
is very difficult to apply these algorithms to solve the equation
(1) in the form of (3) because of the kernel discontinuities (2).
The adaptive mesh should depend on the curves of the jump
discontinuity for each number N of divisions of the considered
interval and therefore this mesh can not be linked to the errors
in the source data. It is needed to correctly approximate the
integrals.
It should be noted that the load leveling problem in UCP
has no such luxury as discretization step control because
source data is measured using the fixed step only. Therefore
Lavrentiev regularization [29], [30] using parameter α (Fig. 2)
is employed.
a) Linear Volterra models: The object of interest is the
following integral equation of the first kind∫ t
0
K(t, s)x(s) ds = f(t), t ∈ [0, T ], (1)
where the kernel K(t, s) is discontinuous along continuous
curves αi(t), i = 1, 2, . . . , n− 1, and is of the form
K(t, s) =

K1(t, s), α0(t) < s < α1(t);
K2(t, s), α1(t) < s < α2(t);
· · ·
Kn(t, s), αn−1(t) < s < αn(t).
(2)
Here α0(t) ≡ 0, α0(t) < α1(t) < . . . < αn(t) ≡ t, f(0) =
0. Assuming the kernels Ki(t, s) and the right-hand side f(t)
in the equation (1) are continuous and sufficiently smooth
functions. The functions αi(t) ∈ C1[0, T ] are not decrescent.
Moreover α′1(0) ≤ α′2(0) ≤ . . . ≤ α′n−1(0) < 1. Rewriting
the equation (1)∫ α1(t)
0
K1(t, s)x(s) ds+
∫ α2(t)
α1(t)
K2(t, s)x(s) ds+ · · ·
· · ·+
∫ t
αn−1(t)
Kn(t, s)x(s) ds = f(t), t ∈ [0, T ]. (3)
B. Numerical solution
The mesh nodes are introduced (not necessarily uniform)
to construct the numeric solution of the equation (3) on
the interval [0, T ] (if the unique continuous solution exists)
0 = t0 < t1 < t2 < . . . < tN = T, h = max
i=1,N
(ti − ti−1) =
O(N−1). The approximate solution is determined as the
following piecewise linear function
xN (t) =
N∑
i=1
(
xi−1 +
xi − xi−1
ti − ti−1 (t− ti−1)
)
δi(t), t ∈ (0, T ],
(4)
where δi(t) =
{
1, for t ∈ ∆i = (ti−1, ti].
0, for t /∈ ∆i. The objective
is to determine the coefficients xi, i = 1, N, of the approxi-
mate solution. Both parts of the equation (3) are differentiated
with respect to t to determine x0 = x(0)
f ′(t) =
n∑
i=1
(∫ αi(t)
αi−1(t)
∂Ki(t, s)
∂t
x(s) ds+ α′i(t)Ki(t, αi(t))x(αi(t))−
−α′i−1(t)Ki(t, αi−1(t))x(αi−1(t))
)
.
From the last expression coefficient x0 is obtained:
x0 =
f ′(0)
n∑
i=1
Ki(0, 0)
[
α′i(0)− α′i−1(0)
] . (5)
It is assumed that the denominator of expression (5) is not
zero. Make the notation fk := f(tk), k = 1, . . . , N and write
the initial equation in the point t = t1 to define the coefficient
x1:
n∑
i=1
∫ αi(t1)
αi−1(t1)
Ki(t1, s)x(s) ds = f1. (6)
Since at this stage the lengths of all integration intervals
αi(t1)−αi−1(t1) in equation (6) do not exceed h then based
on the midpoint quadrature, the result is equation (7).
x1 =
f1
n∑
i=1
(αi(t1)− αi−1(t1))Ki
(
t1,
αi(t1)+αi−1(t1)
2
) (7)
Suppose the values x2, x3, . . . , xk−1 are known. Then equa-
tion (1) can be written as follows∫ t
tk−1
K(t, s)x(s) ds = f(t)−
∫ tk−1
0
K(t, s)xN (s) ds (8)
and require that the last equality holds for the point t = tk∫ tk
tk−1
K(tk, s)x(s) ds = fk −
∫ tk−1
0
K(tk, s)xN (s) ds. (9)
The coefficient x0 is determined by expression (5) and taking
into account the equality (9)∫ tk
tk−1
(
xk−1 +
xk − xk−1
tk − tk−1 (s− tk−1)
)
K(tk, s) ds =
= fk−
k−1∑
j=1
∫ tj
tj−1
(
xj−1 +
xj − xj−1
tj − tj−1 (s− tj−1)
)
K(tk, s) ds.
Thus excluding xk,
xk = xk−1+
+
[
fk−xk−1
∫ tk
tk−1
K(tk, s) ds−
k−1∑
j=1
(
xj−1
∫ tj
tj−1
K(tk, s) ds+
+xj − xj−1tj − tj−1
∫ tj
tj−1
(s− tj−1)K(tk, s) ds
)]
/
{
1
tk − tk−1
∫ tk
tk−1
(s− tk−1)K(tk, s) ds
}
, k = 1, 2, . . . , N.
(10)
The integrals in (10) can be approximated using the midpoint
quadratures based on auxiliary mesh nodes so that the values
of the functions αi(tj) are a subset of the set of this mesh
points at each particular value of N . The error of this approx-
imation method is εN = ‖x(t)− xN (t)‖C[0,T ] = O
(
1/N2
)
.
b) Nonlinear equations: In this paragraph the following
nonlinear equation is addressed∫ t
0
K(t, s, x(s)) ds = f(t), t ∈ [0, T ], f(0) = 0, (11)
where
K(t, s, x(s)) =
 K1(t, s)G1(s, x(s)), t, s ∈ m1,. . . . . . . . . . . .
Kn(t, s)Gn(s, x(s)), s ∈ mn.
(12)
Here mi = {t, s
∣∣αi−1(t) < s < αi(t)}, α0(t) = 0, αn(t) =
t, i = 1, n, The functions f(t), αi(t) have continuous
derivatives with respect to t in the corresponding domains
mi, Kn(t, t) 6= 0, αi(0) = 0, 0 < α1(t) < α2(t) <
· · · < αn−1(t) < t. Functions Ki, i = 1, . . . , n have
continuously differentiable w.r.t. t continuation into compacts
mi. The functions α1(t), . . . , αn−1(t) should increase at least
in small neighbourhood of origin. Proof of the existence and
uniqueness theorem of equation (11) is similar with proof of
the Theorem 3.2 in [15]. In [31] it is outlined that existence
theory for such nonlinear equations is chellanging problem
even in case of continuous kernels.
The nonlinear integral operator is introduced in order to
approximate solutions for equation (11).
(Fx)(t) ≡
n∑
i=1
∫ αi(t)
αi−1(t)
Ki(t, s)Gi(s, x(s)) ds− f(t) (13)
Equation (11) can be written in an operator form such that
(Fx)(t) = 0 (14)
The operator (13) can be linearized according to a modified
Newton-Kantorovich scheme [32] In order to construct an
iterative numerical method for equation (11):
xm+1 = xm − [F ′(x0)]−1(F (xm)), m = 0, 1, . . . , (15)
where x0(t) is the initial approximation. Then, the approxi-
mate solution of (14) could be determined as the following
limit of sequence:
x(t) = lim
m→∞xm(t). (16)
The derivative F ′(x0) of the nonlinear operator F at the point
x0 is defined as follows:
F ′(x0) = lim
ω→0
F (x0 + ωx)− F (x0)
ω
=
= lim
ω→0
1
ω
n∑
i=1
∫ αi(t)
αi−1(t)
Ki(t, s)
[
Gi(s, x0(s) + ωx(s))−
−Gi(s, x0(s))
]
ds.
Implementing the limit transition under the integral sign such
that
F ′(x0)(t) =
n∑
i=1
∫ αi(t)
αi−1(t)
Ki(t, s)Gix(s, x0(s))x(s) ds, (17)
where Gix(s, x0(s)) =
∂Gi(s,x(s))
∂x
∣∣∣
x=x0
. Thus, the operator
form of the Newton-Kantorovich scheme is obtained as fol-
lows:
F ′(x0(t))∆xm+1(t) = −F (xm), ∆xm+1 = xm+1 − xm,
(18)
or in the extended form
n∑
i=1
∫ αi(t)
αi−1(t)
Ki(t, s)Gix(s, x0(s))∆xm+1(s) ds =
= f(t)−
n∑
i=1
∫ αi(t)
αi−1(t)
Ki(t, s)Gi(s, xm(s)) ds.
The latter can be written as follows
n∑
i=1
∫ αi(t)
αi−1(t)
Ki(t, s)Gix(s, x0(s))xm+1(s) ds = Ψm(t),
(19)
where
Ψm(t) = f(t) +
n∑
i=1
∫ αi(t)
αi−1(t)
Ki(t, s)×
× [Gix(s, x0(s))xm(s)−Gi(s, xm(s))] ds.
Equations (19) are now linear VIE with respect to the unknown
function xm+1(t). Note that the kernels Ki(t, s)Gix(s, x0(s)),
i = 1, n, remain constant during each iteration m. Since
equations (19) have the form (3) the method suggested in
Section B can be applied. Thus, solving the equations (19) a
sequence of approximate functions xm+1(t) is achieved. Then
using formula (16), the approximate solution of equation (11)
with an accuracy depending on m is achieved.
Let C[0, T ] be a Banach space of continuous functions
equipped with the standard norm ‖x‖C[0,T ] = max
t∈[0,T ]
|x(t)|.
Theorem 0.1: Let the operator F have a continuous second
derivative in the sphere Ω0 (‖x− x0‖ 6 r) and the following
conditions hold:
1) Equation (19) has a unique solution in [0, T ] for m = 0,
i.e. there exists Υ0 = [F ′(x0)]−1;
2) ‖∆x1‖ 6 η;
3) ‖Υ0F ′′(x)‖ 6 L, x ∈ Ω0.
If also h = Lη < 12 and
1−√1−2h
h η 6 r 6
1+
√
1−2h
h η, then
equation (11) has a unique solution x∗ in Ω0, process (19)
converges to x∗, and the velocity of convergence is estimated
by the inequality ‖x∗ − xm‖ 6 ηh (1 −
√
1− 2h)m+1, m =
0, 1, . . . .
In order to prove this theorem one must show that equation
(19) is uniquely solvable (including the case m = 0), i.e.
condition 1 of the theorem holds. Then the boundedness of
the second derivative
[
F ′′(x0)
]
(x)) cab be verified to estimate
the constant L in cond. 3.
I. RESULTS OF NUMERICAL EXPERIMENTS ON REAL DATA
In order to evaluate proposed load leveling method the
power load time series are taken from Single Electricity
Market of Republic of Ireland (SEM ROI) [33] and Sakhalin
island (SEM SI) in Russian Far East. The time interval is one
week from 25.04.2016 till 01.05.2016. It is assumed that part
of the batteries are eventually removed from service causing
efficiency reduction up to 15%. This phenomena is described
below by coefficients of the Volterra kernel (20).
A. Load Forecasting
RF, GTB and SVM RK are evaluated to obtain high accu-
racy model for power load forecast which is integral part of our
approach. In order to make 24 hours ahead forecast 6 recently
received load values and day of the week were used as the most
informative features. Features importance was estimated based
on RF Gini-importance measure [16]. The models parameters
were obtained using repeating cross-validation. RFs were used
with mtry = 5 and 150 trees. In case of GTB 200 trees were
employed with interaction.depth = 10, shrinkage = 0.1
and minobsinnode = 10. As for SVM, the parameters
were selected as sigma = 0.4428387 and C = 128. The
performance of the methods was assessed using the mean
absolute error (MAE) and root mean square error (RMSE).
Fig. 1 and Fig. 2 show actual load and its forecasts with
24 hrs lead interval for SEM ROI and SEM SI. Here the
solid green curve shows base generation (without storage), the
solid blue curve stands for actual load, the green dotted line
corresponds to RF based forecast, SVM forecast marked with
dashed red, black dashed dots stands for GTB. All exploited
methods show similar errors.
B. Load Leveling
For sake of simplicity the single storage usage is considered.
Assume its efficiency reduction during the test period (one
week) and we model this process using VIE (1) with kernel
K(t, s) =
 1, 0 < s < t/40.9, t/4 < s < 3t/4
0.85, 3t/4 < s < t
t ∈ [0, T ]. (20)
Here coefficients 1, 0.9 and 0.85 corresponds to 100%, 90%
and 85% efficienties for the storage, see e.g. overview [9].
Table I
CHARGE/DISCHARGE ERRORS FOR VARIOUS α USING SVM FORECAST
FOR SEM ROI
SVM SVM with α = 0.4217 SVM with α = 0.9998
RMSE 194.6 142.48 145.52
MAE 129.09 95.64 107.62
Fig. 2 and Fig. 4 shows charging/discharging strategies
using various 24 hrs forecasts and actual data for SEM ROI
and SEM SI correspondingly. Here the solid curve marks
the strategy based on actual load, the dotted curve shows
the strategy using a SVM forecast. The dashed curve shows
the strategy defined using SVM forecast and Lavrentiev reg-
ularization parameter α = 0.4217, the dashed dots curve
is used to mark strategy calculated using the SVM forecast
with α = 0.9998.
As footnote, there interesting fact can be observed concern-
ing charging/discharging strategies comparison for Ireland and
Sakhalin: there is strong single morning peak in SEM ROI,
and there are two daily peaks in case of Sakhalin data.
II. CONCLUSION
A novel mathematically justified approach to the load level-
ing problem is proposed using Volterra models and tested on
the SEM in the Republic of Ireland. Such evolutionary models
take into account both the time dependent efficiency and
the availability of generation/storage of each energy storage
technology in the power system. The SEM is a power system
with high wind power penetration and much unpredictability
due to the inherent variability of wind. The problem of efficient
charge/discharge strategies is reduced to a solutions of linear
and nonlinear integral equations and their systems. For such
equations the numerical methods are suggested finding the
available storages dispatch. The proposed method is applied to
real data demonstrating its efficiency. More accurate prediction
can be achieved by including more representative features and
handling concept drift as suggested in [34]. Our future work
will address UCP taking into account storages location and
state of the load.
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