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In this paper we report the results of a thorough numerical study of the motion of spinning
particles in Kerr spacetime with different prescriptions. We first evaluate the Mathisson-Papapetrou
equations with two different spin supplementary conditions, namely, the Tulczyjew and the Newton-
Wigner, and make a comparison of these two cases. We then use the Hamiltonian formalism given
by Barausse, Racine, and Buonanno in [Phys. Rev. D 80, 104025 (2009)] to evolve the orbits and
compare them with the corresponding orbits provided by the Mathisson-Papapetrou equations. We
include a full description of how to treat the issues arising in the numerical implementation.
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1. INTRODUCTION
Since we expect that the centers of galaxies are oc-
cupied by supermassive black holes, relativistic binary
systems with extreme mass ratios are of great interest.
A first approximation to an extreme mass ratio inspi-
ral (EMRI) is the geodesic motion where the spin of the
smaller particle is ignored. More relevant models have to
incorporate the spin. This, however, appears not to be
so simple.
The equations of motion of a spinning particle were
given by Mathisson [1] and Papapetrou [2] several
decades ago. The Mathisson-Papapetrou (MP) equations
are not a closed set of first order ordinary differential
equations, i.e., there are less equations than necessary in
order to evolve the system. To close the set, an extra
spin supplementary condition (SSC) is required. Over
the years, various such SSCs have been proposed (see,
e.g., [3, 4] for a review).
As a SSC fixes a center of reference, e.g., the center of
the mass, and different SSCs define different centers, for
each SSC we have a different world line (see, e.g., [4]),
and, hence, each SSC prescribes a different evolution of
the MP equations. But, although this ambiguity appears
to be a major issue in the modeling of an EMRI binary
system, the difference in the evolution caused by different
SSCs has not received the adequate attention. Our work
aims at quantifying those evolution differences in a Kerr
spacetime background.
The first part of the study addresses the above is-
sue by examining how “similar” initial conditions diverge
when they are evolved by using different SSCs. We fo-
cus on two SSCs, namely the Tulczyjew (T) SSC [5] and
the Newton-Wigner(NW) SSC [6], as introduced by Ba-
∗Electronic address: gglukes@gmail.com
†Electronic address: seyrich@na.uni-tuebingen.de
‡Electronic address: daniela.kunst@zarm.uni-bremen.de
rausse et al. in [7]. T SSC is a standard SSC that has
been used in several works concerned with different top-
ics, see, e.g., [3, 4, 10–16]. On the other hand, NW SSC
has been successfully implemented in the framework of
the Post-Newtonian approximation [17, 18], and it is the
only SSC allowing for a canonical Hamiltonian formalism,
albeit only up to linear order in the spin of the particle
in curved spacetimes. This Hamiltonian formalism has
been derived in [7]. As it has many practical advantages
to have a Hamiltonian formulation of a given problem at
hand, for example because it is part of the effective one
body formulation [7, 8], it would be nice to see if orbits
obtained via the Hamiltonian formalism of [7] stay close
to those obtained with the help of the full MP equations
in the case of NW SSC (a discussion on the topic can be
found in Sec. IV of [9]). Therefore, in the second part of
our work, we compare both approaches numerically.
A numerical investigation of the equations considered
in this work entails a bunch of interesting numerical chal-
lenges. To start with, a useful study of the divergence of
different orbits should straddle a reasonably long time
interval. The efficient integration of equations of mo-
tion over a long time interval requires structure preserv-
ing algorithms (see, e.g., [19] for an elaborate overview)
such as symplectic schemes, which have been successfully
applied for simulations in various fields of general rela-
tivity, e.g., [20–23]. Moreover, the MP equations have
no Hamiltonian structure, wherefore one would expect
usual symplectic integration schemes to lose their the-
oretical advantage over ordinary, not so efficient ones.
What is more, in the NW SSC case part of the equations
of motion will turn out to be known only implicitly. In
this work we will explain how, notwithstanding the just
mentioned obstacles, the MP equations can be evolved
accurately in an efficient way for both SSCs. When com-
paring orbits calculated via the MP equations with those
obtained by the Hamiltonian equations of [7], one is faced
with the problem of different evolution parameters. We
thus come up with a comfortable way of guaranteeing
output at consistent times.
2The paper is organized as follows. In Sec. 2 we in-
troduce the MP equations and give a brief discussion on
the SSCs. Then, we turn to the Hamiltonian formal-
ism in Sec. 3, where the basic elements concerning the
Hamiltonian function, which describes the motion of a
spinning particle in curved spacetime, are summarized.
In Sec. 4 we explain how the simulations with the MP
equations are done, and a comparison between the T
and the NW SSC is provided, whilst Sec. 5 quantifies
the difference in the evolution of orbits between the MP
equations and their Hamiltonian approximation. Finally,
we discuss our main results in Sec. 6. A detailed discus-
sion of the numerical implementation is provided in the
Appendix (Secs. A and B).
The units we use are geometric (G = c = 1), and the
signature of the metric is (-,+,+,+). Greek letters denote
the indices corresponding to spacetime (running from 0 to
3), while Latin ones denote indices corresponding only to
space (running from 1 to 3). We use capital letters for the
indices when referring to a flat spacetime. In general, we
try to follow the notation in [7] whenever this is possible.
2. MATHISSON-PAPAPETROU EQUATIONS
The Mathisson-Papapetrou equations describe the mo-
tion of a particle with mass µ and spin Sµν (pole-dipole
approximation) in a given background gµν . Their formu-
lation in [10] reads
D pµ
dτ
= −1
2
Rµνκλv
νSκλ , (1)
D Sµν
dτ
= pµ vν − vµ pν , (2)
where pµ is the four-momentum, vµ = dxµ/dτ is the
tangent vector to the worldline along which the particle
moves, τ is the proper time along this worldline, and
Rµνκλ is the Riemann tensor. In the case of a stationary
and axisymmetric spacetime, the energy
E = −pt + 1
2
gtµ,νS
µν , (3)
and the z angular momentum
Jz = pφ − 1
2
gφµ,νS
µν , (4)
are preserved along the solutions of the MP equations.
Since we selected τ to be the proper time, it holds that
vν vν = −1. By multiplying Eq. (2) with vν we get
pµ = m vµ − vν D S
µν
dτ
, (5)
where m = −pν vν is the rest mass of the particle with
respect to vν , while the measure of the four-momentum
pν pν = −µ2 provides the rest mass µ with respect to pµ.
m = µ holds only if the tangent vector vν coincides with
the four-velocity uν = pν/µ.
It is useful to stress that neither of the masses have to
be a constant of motion. Namely, for m we get
dm
dτ
=
D m
dτ
= −D vν
dτ
pν ,
since from Eq. (1) we see that
D pν
dτ
vν = 0, and by using
Eq. (5) for replacing pν , we arrive at
dm
dτ
=
D vν
dτ
vµ
D Sνµ
dτ
. (6)
For µ we have
dµ
dτ
=
D µ
dτ
= −pν
µ
D pν
dτ
,
and again by using Eq. (5) for replacing pν , we get
dµ
dτ
=
D pν
dτ
pµ
µ m
D Sνµ
dτ
. (7)
The same holds for the spin measure
S2 =
1
2
Sµν S
µν . (8)
Here, we have
d S2
dτ
=
D S2
dτ
= Sµν
D Sµν
dτ
, (9)
and by Eq. (2) we get
d S2
dτ
= Sµν (p
µ vν − vµ pν)
= 2Sµν p
µ vν , (10)
which becomes zero if
Sµν p
µ = 0 , (11)
or
Sµν v
µ = 0 . (12)
Eq. (11) is the Tulczyjew SSC, while Eq. (11) is the
Pirani SSC [24]. From Eq. (7) we see that dµ/dτ = 0 for
T SSC, while for Pirani SSC dm/dτ = 0. The MP equa-
tions with Pirani SSC exhibit a “strange” helical motion
(see, e.g., [4]), which has been considered as unphysical.
However, recently, in [25] the authors argued that the he-
lical motion can be interpreted by the concept of a hidden
electromagnetic-like momentum. We will not discuss Pi-
rani SSC further. Instead, we are going to focus on the
Newton-Wigner SSC, which reads
Sµν ωµ = 0 , (13)
3where ωµ is a time-like vector, or a sum of time-like vec-
tors, e.g., of pµ and ϕµ, i.e.,
ωµ = pµ + µ ϕµ . (14)
In general, for NW SSC, neither the masses, Eqs. (6),
(7), nor the spin, Eq. (2), are preserved. Thus, from this
point of view it is a strange selection of a SSC. However,
we should keep in mind that our framework is a pole-
dipole approximation. Therefore it is somehow adequate
for the just mentioned quantities to be conserved only up
to linear order in the spin. For the spin, this can be seen
from Eq. (9) but for the mass µ the proof is quite more
complicated and was provided in [7].
2.1. Spin four-vector
Instead of the spin tensor Sµν , a spin four-vector Sµ is
used sometimes, since Sµ is often considered more phys-
ically intuitive and more convenient than Sµν (see, e.g.,
[26]).
For the T SSC the four-vector is defined by
Sµ = −1
2
ηµνρσu
νSρσ , (15)
where ηµνρσ is the Levi-Civita density tensor
ηµνρσ =
√−g ǫµνρσ , (16)
and ǫµνρσ is the Levi-Civita symbol with ǫ0123 = −1. The
inverse relation of Eq. (15) between the two spin forms
is
Sρσ = −ηρσγδSγuδ . (17)
By replacing the last equation in Eq. (8), we get
S2 = Sµ S
µ . (18)
From Eq. (15) we see that
Sµp
µ = 0 , (19)
so the spin four vector is perpendicular to the momen-
tum.
For the NW SSC we define the four-vector as
Sµ = − 1
2 µ
ηµνρσω
νSρσ . (20)
By this definition we fix that
Sµω
µ = 0 . (21)
Thus, the spin four vector is perpendicular to the time-
like vector ωµ. In the NW case the inverse relation of
Eq. (20) between the two spin forms is
Sρσ = ηρσγδ Sγ
µ ωδ
ωνων
. (22)
Now, the spin measure (8) reads
S2 = − µ
2
ωνων
Sσ S
σ . (23)
The measure of the spin divided by the rest mass, i.e.,
S/µ defines the minimal radius of a volume which a spin-
ning body has to have in order not to rotate with super-
luminal speed. The same radius defines the upper bound
of the separation between worldlines defined by various
SSCs, i.e., a disc of centers of mass inside of which the
worldlines have to lie. This radius was introduced by
Mo¨ller in [27] and, therefore, is often referred to as the
Mo¨ller radius.
In the next step, we explain how to calculate the tan-
gent vector vµ.
2.2. Calculating the tangent vector
The MP equations do not explicitly state how we can
evaluate the tangent vector vµ throughout the evolution.
To find vµ we use the SSCs.
In the case of T SSC, vµ is found via the relation
vµ = N(uµ + wµ) , (24)
where
wµ =
2 Sµν uλRνλρσ S
ρσ
4 µ2 + Rαβγδ Sαβ Sγδ
, (25)
and, because vµvµ = −1, we get
N =
1√
1− wµ wµ
. (26)
For more details on how to derive the above expression
see, e.g., [3].
In the case of NW SSC, according to our knowledge,
there is no explicit expression which gives vµ as a func-
tion of pµ and Sµν . However, by taking the covariant
derivative of Eq. (13), we obtain
vµ =
1
ωνpν
(
(ωνv
ν)pµ + Sµν
D ων
dτ
)
. (27)
A detailed discussion on how we solve the initial value
problem numerically is provided in Appendix A.
3. THE HAMILTONIAN FORMALISM FOR
THE SPINNING PARTICLE
The MP equations (1), (2) can be derived by means of
Lagrangian mechanics, see, e.g., [28–30]. If we want to
apply a Legendre transformation in order to get a Hamil-
tonian canonical formulation [35] for a spinning particle
moving in a curved spacetime, then the canonical struc-
ture holds only at linear order of the particle’s spin [7].
4The spin in the Hamiltonian formalism proposed by [7]
comes from the projection of the spin tensor Sµν onto the
spacelike part of a tetrad field e˜µ∆. This tetrad consists
of a timelike future oriented vector e˜µT (throughout the
article we shall use T instead of 0) and three spacelike
vectors e˜µI . For the tetrad it holds that
e˜µΓe˜
ν
∆ gµν = ηΓ∆ , (28)
where ηΓ∆ is the metric of the flat spacetime, and
e˜µ∆e˜
∆
ν = δ
µ
ν , (29)
where δµν is the Kronecker delta. The capital indices are
raised or lowered by the flat metric. When a tensor is
denoted with capital indices, then the tensor has been
projected onto this tetrad e˜µ∆. In the case of the spin
tensor Sµν , the projection reads
SIJ = Sµν e˜ Iµ e˜
J
ν . (30)
The remaining components of this projection come from
splitting the NW SSC (13) appropriately, and projecting
the split on the tetrad, i.e.,
STI = SIJ
ωJ
ωT
, (31)
where ω∆ = e˜
ν
∆ων is the projection of the time-like vec-
tor (14) of the NW SSC (13) as chosen in [7]
ων = pν − µ e˜ Tν (32)
on the tetrad field, i.e.,
ωT = pν e˜
ν
T − µ ,
ωJ = pν e˜
ν
J . (33)
However, the Hamiltonian function of the spinning par-
ticle given in [7] does not use exactly the above described
spin projection, instead the spin three vector is employed,
i.e.,
SI =
1
2
ǫIJL S
JL (34)
(the inversion of Eq. (34) gives SJL = −ǫJLISI).
The Hamiltonian function H itself
H = HNS +H
C SC , (35)
splits in two parts. The first
HNS = β
iPi + α
√
µ2 + γijPiPj (36)
is the Hamiltonian for a non-spinning particle, and the
second HC SC
HC = −
(
βiFCi + F
C
0 +
α γijPi F
C
j√
µ2 + γijPiPj
)
(37)
includes the elements describing the spin, where
α =
1√
−g00 , (38)
βi =
g0i
g00
, (39)
γij = gij − g
0ig0j
g00
. (40)
The canonical momenta Pi conjugate to x
i of the
Hamiltonian (35) can be calculated from the momenta
pi of the MP formulation by using the relation
Pi = pi + EiΓ∆S
Γ∆ ,
= pi +
(
2EiTJ
ωC
ωT
+ EiJC
)
ǫJCL SL , (41)
where
EνΓ∆ = −1
2
(
gκλ e˜
κ
Γ
∂e˜λ∆
∂xν
+ e˜κΓ Γκνλ e˜
λ
∆
)
(42)
is a tensor which is antisymmetric in the last two indices,
i.e., EνΓ∆ = −Eν∆Γ. Γκνλ, in turn, are the Christoffel
symbols. This choice of momenta leads to a set of phase
space variables that are canonical at linear order in the
particle’s spin.
Finally, the FCµ tensor in Eq. (35) reads
FCµ =
(
2EµTI
ω¯J
ω¯T
+ EµIJ
)
ǫIJC , (43)
where
ω¯∆ = ω¯ν e˜
ν
∆ ,
ω¯ν = P¯ν − µ e˜ Tν ,
P¯i = Pi ,
P¯0 = −βi Pi − α
√
µ2 + γijPiPj ,
ω¯T = P¯ν e˜
ν
T − µ ,
ω¯J = P¯ν e˜
ν
J . (44)
The equations of motion for the canonical variables as
a function of coordinate time t, as derived in [7], read
dxi
dt
=
∂H
∂Pi
, (45)
dPi
dt
= −∂H
∂xi
, (46)
dSI
dt
= ǫIJC
∂H
∂SJ
SC . (47)
The formulation provided up to this point is general,
namely it does not depend on the coordinate or on the
tetrad field choice. In the next section we specify the
setup we use in the numerical sections of our work.
53.1. The Hamiltonian for the Kerr spacetime
The line element of the Kerr spacetime in Boyer-
Lindquist coordinates is
ds2 = gtt dt
2 + 2 gtφ dt dφ+ gφφ dφ
2
+ grr dr
2 + gθθ dθ
2 , (48)
where
gtt = −1 + 2Mr
Σ
,
gtφ = −2aMr sin
2 θ
Σ
,
gφφ =
Λ sin2 θ
Σ
, (49)
grr =
Σ
∆
,
gθθ = Σ ,
and
Σ = r2 + a2 cos2 θ ,
∆ = ̟2 − 2Mr ,
̟2 = r2 + a2 ,
Λ = ̟4 − a2∆sin2 θ . (50)
In this section we reproduce the quantities already pre-
sented in [7]. In the case of the small indices, we replace
the numbers with the coordinates , i.e., t, r, θ, φ stand
for 0, 1, 2, 3, respectively. The capital indices, mean-
while, are left unaltered. M denotes the mass and a the
spin parameter of the central Kerr black hole.
The tetrad we use has been provided in [7] and reads
e˜Tµ = δ
t
µ
√
∆Σ
Λ
,
e˜1µ = δ
r
µ
√
Σ
∆
,
e˜2µ = δ
θ
µ
√
Σ ,
e˜3µ = −δtµ
2aMr sin θ√
ΛΣ
+ δφµ sin θ
√
Λ
Σ
, (51)
while the inverse one reads
e˜µT = δ
µ
t
√
Λ
∆Σ
+ δµφ
2aMr√
∆ΛΣ
,
e˜µ1 = δ
µ
r
√
∆
Σ
,
e˜µ2 = δ
µ
θ
1√
Σ
,
e˜µ3 = δ
µ
φ
1
sin θ
√
Σ
Λ
. (52)
By calculating all the quantities mentioned in Sec. 3,
we finally obtain the coefficients HC (Eq. (37)) as
H1 = −
√
∆cos θ√
Q(1 +
√
Q)Λ2
√
Σ sin2 θ
[(1 +
√
Q)(∆Σ2 + 2 M r̟4) +
√
Q2a2Mr̟2 sin2 θ]
Pφ
µ
+
aM(2r2Σ+̟2ρ2) sin θ ∆√
Q(1 +
√
Q)Λ3/2Σ2
PrPθ
µ2
+
2a3Mr cos θ sin2 θ ∆√
Q(1 +
√
Q)Λ3/2Σ
(
1 +
√
Q+
2Σ
Λ sin2 θ
P 2φ
µ2
+
∆
Σ
P 2r
µ2
)
,
H2 =
∆(1 +
√
Q)(rΣ2 − a2Mρ2 sin2 θ)−M√Q(ρ2̟4 − 4a2Mr3 sin2 θ)√
Q(1 +
√
Q)Λ2
√
Σsin θ
Pφ
µ
+
2a3Mr cos θ sin2 θ ∆3/2√
Q(1 +
√
Q)Λ3/2Σ2
PrPθ
µ2
+
aM(2r2Σ+̟2ρ2) sin θ
√
∆√
Q(1 +
√
Q)Λ3/2Σ
(
1 +
√
Q+
2Σ
Λ sin2 θ
P 2φ
µ2
+
1
Σ
P 2θ
µ2
)
,
H3 = − a
2∆cos θ sin θ√
Q(1 +
√
Q)(ΛΣ)3/2
(Λ +
√
Q∆Σ)
Pr
µ
− rΛ∆+̟
2Σ
√
Q(r∆ −M(r2 − a2))√
Q(1 +
√
Q)(ΛΣ)3/2
Pθ
µ
− aM
√
∆
µ2
√
Q(1 +
√
Q)Λ2Σ
[2a2r∆sin θ cos θ Pr + (2r
2Σ+̟2ρ2)Pθ ]Pφ , (53)
where
Q = 1 +
γij
µ2
PiPj (54)
= 1 + µ−2
(
∆
Σ
P 2r +
1
Σ
P 2θ +
Σ
Λ sin2 θ
P 2φ
)
,
and
ρ2 = r2 − a2 cos2 θ . (55)
For a full and detailed presentation of the derivation of
HC , we refer the reader to [7].
6It is worth mentioning here that, contrary to the
T SSC, the NW SSC (Eq. (32)) does not uniquely define
the reference worldline. As already noted in the introduc-
tion the choice of the center of mass, i.e., the reference
worldline, is observer dependent. When T SSC is applied
the zero 3-momentum observer is chosen. However, when
the NW SSC is used there is no unique choice because the
observer and therewith the reference worldline depends
on the tetrad. We have fixed our tetrad in Eqs. (51), (52).
In the following we only consider the evolution of the or-
bit corresponding to this observer so that we do not have
to worry about transforming the dynamical properties of
the system to another reference frame.
4. COMPARISON OF TULCZYJEW AND
NEWTON-WIGNER SSC
4.1. Preliminaries
When simulating the MP equations we in fact have to
solve the initial value problem

d xµ
dτ = v
µ ,
d pµ
dτ = − 12 RµνκλvνSκλ − Γµνκvνpκ ,
d Sµν
dτ = p
µ vν − vµ pν + ΓµκλSνκvλ − ΓνκλSµκvλ ,
xµ(τ = 0) = xµ0 ,
pµ(τ = 0) = pµ0 ,
Sµν(τ = 0) = Sµν0 .
(56)
As a first step, we have to provide initial conditions which
comply with the constraints mentioned earlier (Sec. 2).
In order to find these appropriate initial conditions,
we follow the approach given in [13], which implies that
instead of the spin tensor Sµν we use the vector Sµ for the
initial setup. Without loss of generality, we set t = φ = 0
and provide initial values for r, θ, pr as well as for the two
spin components Sr and Sθ. The other initial conditions,
namely pt, pθ, pφ, St, and Sφ, are then fixed by the
constraints. In the case of the T SSC, those constraints
are
E = −pt − 1
2µ
gtµ,νη
µνγδSγpδ , (57)
Jz = pφ +
1
2µ
gφµ,νη
µνγδSγpδ , (58)
µ2 = −gµνpµpν , (59)
S2 = gµνSµSν , (60)
0 = gµνSµpν , (61)
where we have substituted Eq. (17) into the constants of
motion (3), (4), and lowered the indices wherever needed.
Thus, we specify an orbit by providing values for E, Jz,
S2, and µ2. We then solve the system (57)-(61) for pt,
pθ, pφ, St, and Sφ with the help of the Newton-Raphson
method.
For comparing the effect of different SSCs in the evo-
lution of MP, we need to find initial conditions for the
NW SSC which are similar to the T SSC case. Hence,
we parametrize the orbits by providing the same initial
set of values for r, θ, pr, Sr, Sθ, E, Jz, S
2 and µ2. The
set of constraints for the NW SSC is similar to the one
for the T SSC (Eqs. (57)-(61)). The constraints (57)-(58)
remain unaltered. We use Eq. (59), and Eq. (23) instead
of Eq. (60) for the initial setup, even though, in the case
of the NW SCC, neither the spin S2 nor the rest mass µ
is preserved anymore. Finally, we replace constraint (61)
by
gµνSµων = 0 .
When solving the resulting system for pt, pθ, pφ, St, and
Sφ for the same provided r, θ, p
r, Sr, Sθ, E, Jz, S
2 and
µ2 as in the T case, we get what we referred to as similar
initial conditions above. At last, by raising indices of the
momenta and going from spin vectors to tensors with the
help of the transformations (17) and (22), respectively,
we get suitable data to start the computation with. The
orbits are evolved through the Eqs. (1), (2). A more
detailed discussion about the techniques we have applied
to evolve the MP equations is provided in Appendix A.
The timelike vector ων in the NW SSC (13) is given
by Eq. (32), where the e˜Tν is the top equation from the
set (51). By adapting the convention that times and
lengths are measured in terms of M , we set M = 1
throughout the paper.
Before we proceed with the numerical results, we want
to discuss the initial setup for our evaluations in this sec-
tion. We have chosen the orbits to start from the same
point in the configuration space, i.e., both worldlines at
τ = 0 lie at the same spacetime point. This means that
both of the different corresponding observers see the cen-
ter of the mass lying at the same place, even if the SSCs
are different. This is not the usual way this subject is
treated. In [4], for example, the discussion about the
transition between two different SSCs is based on the
center of the mass worldline displacement. The latter
approach would not be appropriate for our treatment,
because apart from the shift in the value of the spin ten-
sor, the initial point in the configuration space should be
shifted as well [4]. In our treatment we want to change
the order of magnitude of the spin while keeping the ini-
tial conditions as similar as possible during the scaling,
in order to observe how the two different SSCs converge
as the geodesic limit is approached. In other words we
do not attempt to have initial conditions which would
obey the transition between different SSCs for one parti-
cle, but rather conditions which represent similar orbits
for two different SSCs.
4.2. Comparison for large spin
In our first example, the parameters read a = 0.5, r =
11.7, θ = π/2, pr = 0.1, S = 1, Sr = 0.1 S, Sθ = 0.01 S,
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FIG. 1: The left panel shows a MP orbit with T SSC (black dots) and a MP orbit with NW SSC (gray dots) in the configuration
space x, y, z (Cartesian coordinates). The common parameters for these orbits are a = 0.5, r = 11.7, θ = pi/2, pr = 0.1,
S = 1, Sr = 0.1 S, Sθ = 0.01 S, E = 0.97, Jz = 3, and µ = 1. The central panel shows the logarithm of the Euclidean distance
in the configuration space between these two orbits as a function of the proper time. The right panel shows the logarithm of
the difference ∆S4x4 between the spin tensors of these two orbits as a function of the proper time.
E = 0.97, Jz = 3, and µ = 1. The left panel of Fig. 1
shows how the two MP orbits with T SSC (black) and
NW SSC (gray) evolve in the configuration space where
the Cartesian coordinates
x = r cosφ sin θ ,
y = r sinφ sin θ ,
z = r cos θ , (62)
are employed.
The divergence between the two orbits is barely visible
in the left panel, but if we take the Euclidean norm
∆xyz =
√
(xT − xNW )2 + (yT − yNW )2 + (zT − zNW )2 ,
(63)
we see that at the end of our run, the separation be-
tween the two orbits is of the order one (central panel of
Fig. 1), while the radial distance from the central black
hole is of the order ten (left panel of Fig. 1). Even if
the Mo¨ller radius is not an appropriate tool for our setup
(see the discussion at the last paragraph of Sec. 4.1), it
is worthy to note that the two orbits lie inside a Mo¨ller
radius (S/µ = 1) for τ = 103, even if their distance will
grow out of this radius later on. This divergence in the
orbit evolution follows the discrepancy in the spin space.
To illustrate this, the norm of the difference between the
spin tensor SµνT of the T SSC and the spin tensor S
µν
T of
the NW SSC,
∆S4x4 =
√∣∣∣gµνgκλ(SνκT − SνκNW )(SµλT − SµλNW )∣∣∣ , (64)
is displayed in the right panel of Fig. 1. ∆S4x4 is one
tenth of the spin measure right from the beginning, and
stays at this level during the evolution. Thus, from an or-
bital dynamic point of view when the spin of the test par-
ticle is of order S = 1, the choice of different SSCs leads to
orbital evolutions which diverge significantly with time.
One thing that has to be discussed before we proceed
is the meaning of a ’common’ proper time, when two or-
bits with different SSCs are compared. Each SSC defines
its own center of reference, which implies that with each
SSC the proper time that is measured along the above
orbits is different, even if the orbits start with similar ini-
tial conditions. Another issue that arises here is how we
can measure the distance between two ‘nearby’ orbits in
a curved spacetime. Above, we use the Euclidean norm,
however the spacetime is not Euclidean. The same issues
arise when geodesic chaos is studied in curved spacetimes
(see, e.g., [31]). One of the suggestions in the aforemen-
tioned field is to use the two nearby orbits technique,
i.e., to evolve two orbits with similar initial conditions
and measure their distance when they reach the same
proper time. This is in few words the approach we adapt
in our study for the time issue. For the issue of the
distance in the configuration space between the two or-
bits, we have chosen to employ the Euclidean metric. We
could employ the local gµν metric as well, even if the or-
bits depart from each other significantly (middle panel of
Fig. 5). However, for the evolution times τ = 103 the re-
sults coming from both approaches are almost identical,
and therefore we went for the the simplest metric, which
is the Euclidean.
4.3. Comparison for very small spin
Since we mentioned the geodesic orbits, we approach
this limit by setting the measure of the spin in our ini-
tial conditions to S = 10−8. All the other parameters
are the same as in Fig. 1. For this geodesic-like setup
the orbits in the configuration space resemble the orbits
shown in the left panel of Fig. 1. However, the left panel
of Fig. 2 shows that the distance between the two orbits
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FIG. 2: The left panel shows the logarithm of the Euclidean
distance in the configuration space between a MP orbit with
T SSC and a MP orbit with NW SSC as a function of the
proper time. The common parameters for these orbits read
a = 0.5, r = 11.7, θ = pi/2, pr = 0.1, S = 10−8, Sr = 0.1 S,
Sθ = 0.01 S, E = 0.97, Jz = 3, and µ = 1. The right panel
shows the logarithm of the difference ∆S4x4 between the spin
tensors of these two orbits as a function of the proper time.
has dropped significantly, about 8 orders of magnitude.
This drop is anticipated since we tend to the geodesic
limit and the spin contribution is expected to be smaller.
However, the level of the divergence in the configuration
space (left panel of Fig. 2) is again defined by the magni-
tude of the spin difference ∆S4x4 (right panel of Fig. 2).
Namely, even though the initial conditions in the config-
uration space are identical, i.e., ∆xyz = 0, those of the
spin components are not, i.e., ∆S4x4 ≈ 10−9, and this
initial divergence in the spin space is passed on to the
configuration space.
4.4. Constants of motion
We now turn our attention to the conservation of the
four-momentum (rest mass µ) and of the spin S. In order
to check whether these quantities are preserved, we use
the relative error of the four-momentum
∆µ2 =
∣∣∣∣1− µ2(τ)µ2(0)
∣∣∣∣ , (65)
and the relative error of the spin S2
∆S2 =
∣∣∣∣1− S2(τ)S2(0)
∣∣∣∣ , (66)
where µ2(τ), and S2(τ) are calculated at time τ .
We see from Fig. 3 that both the rest mass µ2 and
the spin are conserved for the T SSC (black lines) as was
expected (see Sec. 2). On the other hand, in the case of
the NW SSC (gray lines) the four-momentum scales with
the magnitude of the spin S, while the square of the spin
itself stays at the same level indifferently from the spin’s
magnitude. This scaling in the conservation of the mass
is anticipated because, as S → 0, the evolution of the
MP equations approaches that of the geodesic motion.
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FIG. 3: The top row of panels corresponds to the orbits
of Fig. 1, while the bottom row of panels corresponds to the
orbits of Fig. 2. The black lines represent the evolution of the
MP equations with T SSC, while the gray lines represent the
NW SSC. The left column of panels shows the relative error
in the preservation of the four-momentum, while the right
depicts the preservation of the spin.
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FIG. 4: The relative error of the four-momentum ∆µ2 as a
function of the spin measure S for the NW SSC. The black
dots correspond to the maximum values of ∆µ2 during the
evolution for each S. The dashed line is a linear fit of the
form log
10
∆µ2 = a log
10
S+ b for data with S > 10−6, where
a = 1.995 ± 0.004, b = −4.136± 0.013.
In order to better illustrate the above mentioned scal-
ing, we run several simulations with initial setups similar
to the one of Fig. 1 where we only change the measure of
the spin, S. For every simulation, we plot the maximum
value of ∆µ2 along the trajectory against the initial spin
measure (Fig. 4). The resulting plot shows that, as we
decrease S, the four-momentum for the NW SSC tends
9to be conserved up to the computational accuracy. There
are two effects that shape this figure. One is the theo-
retical scaling of ∆µ2 as a function of S and the other
is the finite computational accuracy. From a linear fit
of our data we get for S > 10−6 (dashed line in Fig. 4)
∆ µ2 ∝ S2. For smaller spins a plateau appears because
we reach the computational accuracy (in our runs we use
double precision).
Since for T SSC the four-momentum is conserved and
for the NW SSC the
√
∆ µ2 scales linearly with the spin,
this scaling can be interpreted as the rate by which the
two different SSCs converge to each other. Changing the
value of the spin a of the central black hole does not alter
qualitatively the results of our numerical comparison.
5. NUMERICAL COMPARISON OF THE MP
EQUATIONS WITH THE CORRESPONDING
HAMILTONIAN EQUATIONS
5.1. Preliminaries
Since the MP equations are a pole-dipole approxima-
tion, multipoles of higher order than the spin dipole are
already neglected. However, we can simplify the problem
further by assuming that the physically relevant values
for the particle spin are small and the terms quadratic
in the spin correspond to the quadrupole contribution.
Thus, a Hamiltonian which is accurate up to linear order
of the spin should yield satisfactory results. This is the
main idea on which the construction of such a Hamilto-
nian formalism for NW SSC in [7] was based.
According to this formalism (see the brief description
in Sec. 3), the evolution parameter is not the proper time
like in the case of Sec. 4, but the coordinate time. In or-
der to perform a comparison between the MP equations
and the corresponding Hamiltonian (Sec. 3.1) equations,
we could rewrite our MP code with respect to the coordi-
nate time. However, the coordinate times, at which our
quantities were calculated in the MP simulations, were
given as output anyway. With them at hand, there is an
easier way out. One can evolve the Hamilton’s equations
of motion using constant steps in the coordinate time,
and interpolate the solution around the required times of
output. A more detailed discussion on this topic and the
numerical methods we have used is given in Appendix B.
Moreover, in order to make the two formalisms com-
parable, we used the equations given in Sec. 3 to go from
the set of variables {xµ, pµ, Sµν} of the MP equations
to the set of variables {xi, P i, SI} in the Hamiltonian
formalism. Note that this holds also for the initial condi-
tions, thus both the MP equations and the corresponding
Hamilton’s equations start with exactly the same initial
setup.
Before showing the results of comparisons between the
two approaches, we want to point out that all simula-
tions using the Hamiltonian equations were much faster
than their equivalents based on the MP equations with
NW SSC. More detailed information on this can be found
in the Appendix Sections.
5.2. Comparison for large spin
Using the initial conditions for the NW SSC given in
Fig. 1, we have evolved the orbit by using Hamilton’s
equations. The motion of the corresponding orbit in the
configuration space is shown in the left panel of Fig. 5
(black dots) together with the orbit evolved through the
MP equations (gray dots). Even if the two orbits start
with the same initial conditions they depart from each
other quite quickly. This is seen more clearly in the cen-
tral panel of Fig. 5, where the Euclidean distance between
the two orbits
∆xyz =
√
(xH − xMP )2 + (yH − yMP )2 + (zH − zMP )2 ,
(67)
is displayed as a function of the coordinate time. Near
the end of the calculation, the distance ∆xyz is almost as
large as the radial distance of the particle from the central
black hole. From the appearance of the left panel of Fig. 5
one might wonder whether the divergence between the
orbits is a “synchronization” issue. However, since both
schemes use the same SSC, i.e., the NW SSC, and since
the initial conditions for both schemes are exactly the
same, i.e., the orbits correspond to the same particle, the
proper time for both orbits has to tick at the same rate.
Thus, it is reasonable to claim that this divergence results
from the fact that the Hamiltonian is valid up to the
linear order in the particle spin, and since the spin here
is large, i.e., S = 1, such divergence should be expected.
Nevertheless, it is impressive that orbits corresponding to
the same particle evaluated with different schemes, i.e.,
the MP equations and the corresponding Hamiltonian,
give a divergence that is of one order of magnitude larger
than the divergence of the MP equations with different
SSCs (left panel of Fig. 1). If we took the Mo¨ller radius as
a criterion, for example, then, since the distance between
the two orbits exceeds the diameter of the disc of centers
of mass, according to this criterion, the orbits could not
correspond to the same particle. Therefore, we can say
that the Hamiltonian formalism is not valid for large spin
values, just as expected.
The spin in the Hamiltonian formalism is given by
the projection vector (Eq. (34)). The Euclidean norm
of the difference between the spin vector SIH calculated
by Hamilton’s equations and the SIMP calculated by the
MP equations
∆Sv =
√√√√ 3∑
I=1
(SIH − SIMP )2 , (68)
is plotted as a function of the coordinate time in the
right panel of Fig. 5. This plot shows that the difference
is quite high, even if the spin values are identical at first.
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FIG. 5: The left panel shows how the orbit evolves through the MP equations (gray dots) and through the Hamilton’s equations
(black dots) in the configuration space x, y, z, when we use the initial conditions given in Fig. 1. The central panel shows the
logarithm of the Euclidean distance in the configuration space between these two orbits as a function of the coordinate time.
The right panel shows the logarithm of the Euclidean norm of the difference between the spin vectors of these two orbits as a
function of the coordinate time.
5.3. Comparison for very small spin
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FIG. 6: The left panel shows the logarithm of the Euclidean
distance in the configuration space between an orbit calcu-
lated with the MP equations and an orbit calculated with the
Hamilton equations as a function of the coordinate time. For
the orbits we have used the initial conditions given in Fig. 2.
The right panel shows the logarithm of the Euclidean norm
of the difference between the spin vectors of these two orbits
as a function of the coordinate time.
By decreasing the measure of the particle’s spin to the
level of S = 10−8, we get the initial setup given in Fig. 2.
The Euclidean distance between the evolutions of the
MP equations and the Hamilton equations (left panel of
Fig. 6) drops to a level which is near the precession of our
simulations. Therefore, practically, the two orbits should
not discern. This seems to be the picture we get from the
Euclidean norm of the difference between the spin vec-
tors as well (right panel of Fig. 6). Moreover, it is also
evident that the distance between the two orbits does
not exceed the diameter of the disc of centers of mass
defined by the Mo¨ller radius for the coordinate time we
have computed. Therefore, it is reasonable to say that
the two orbits obtained by two different formalisms do
correspond to the same particle and thus infer that the
Hamiltonian is indeed valid for small spin values. How-
ever, this picture might be a little bit illusive. The order
of the spin is S = 10−8, and, thus, what we see in fact
is that the relative difference, i.e., ∆Sv/S ≈ 10−8 is of
the order of the spins’ magnitude. In other words, in the
spin space the evolution of the two orbits does not agree
completely. The reason that in the configuration space
the orbits appear to be identical, while in the spin space
the agreement is not at the same level, is that we are
in the geodesic limit, and the evolution of the orbits is
almost independent from the spins.
The bottom row of Fig. 7 supports the claim that when
S = 10−8, we are at the geodesic limit, and the evolution
does not depend on the spins. In the left panel of the bot-
tom row in Fig. 7, the relative errors of the Hamiltonian
function,
∆H =
∣∣∣∣1− H(t)H(0)
∣∣∣∣ , (69)
lie at the computation precession level for both the MP
orbit (gray line) and the Hamiltonian orbit (black line),
while the level of the relative error (66) in the measure
of the spin vectors,
S2 = SIS
I , (70)
is not as well preserved for the MP case (gray line) as
for the Hamiltonian case (black line in the right panel
of the bottom row in Fig. 7). Notice that, as stated
above, in the case of the MP equation, we can get the
value of the Hamiltonian function H and of the square of
the spin measure S2 by transforming the set of variables
{xµ, pµ, Sµν} into the set {xi, P i, SI} and substituting
the transformed set into Eq. (35) and Eq. (70) respec-
tively.
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FIG. 7: The top row of panels corresponds to the orbits of
Fig. 5, while the bottom row of panels corresponds to the or-
bits of Fig. 6. The middle row of panels corresponds to initial
conditions similar to Fig. 1 only instead of spin measure S = 1
we set S = 10−4. The gray lines represent the evolution of the
MP equations, while the black lines represent the evolution of
the Hamilton equations. The left column of panels shows the
relative error in the preservation of the Hamiltonian function,
while the right shows the preservation of the spin.
5.4. Behavior of the constants of motion and
scaling with the spin
When we raise the measure of the particle spin to S =
10−4, then the relative error of the MP spin (Eq. (70))
remains practically at the same level (gray line in the
right panel of the middle row in Fig. 7) as in the S = 10−8
case. This does not hold for the relative error of the
Hamiltonian function (gray line in the left panel of the
middle row in Fig. 7) which is not at the computation
precession level anymore. This shows that the motion
is no longer in the geodesic limit. However, both ∆S2
and ∆H for the MP orbit lie at acceptable levels, which
shows that for this magnitude of the particle spin, the
MP equations and the Hamilton equations seem to be in
agreement.
This agreement breaks when S = 1. The top row of
Fig. 7 shows that when S = 1, the relative errors, ∆H
and ∆S2 are at the same quite high level for the MP
orbit. These relatively large values confirm the depar-
ture between the MP equations and the corresponding
Hamiltonian that we see in Fig. 5.
The black lines for all panels of Fig. 7 are at the highest
accuracy the computation accuracy allows, which means
that apart from round-off error, the Gauss scheme we
applied integrates accurately the system of the Hamil-
ton equations, but also that the interpolation scheme we
applied to match the coordinate times works quite well.
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FIG. 8: The left panel shows the relative error of the Hamil-
tonian ∆H of orbits evolved through the MP equations for
different spin measures S of the particle, while the right panel
shows the corresponding preservations of the measure of the
3-vector ∆S2. The black dots correspond to the maximum
values of ∆H , ∆S2, respectively, for each S. The dashed
lines are linear fits of the form log
10
∆H = a log
10
S + b, and
log
10
∆S2 = c log
10
S + d, respectively, for data with S >
10−6, where a = 1.9968 ± 0.0015, b = −2.644± 0.004, and
c = 1.031 ± 0.015, d = −2.46± 0.06.
As at the end of the previous Section, we can inves-
tigate the scaling of the constants of motion with the
spin in more detail by taking the maxima of their rela-
tive errors the MP equations, for different values of the
measure of the particle’s spin. The result is shown in
Fig. 8. Again, as in Fig. 4, the precession of our com-
putations and the scaling due to the spin measure shape
the figure. We see a plateau at the left panel of Fig. 8 for
∆H due to the computational precession, while in the
right panel of Fig. 8 we see that ∆S2 increases, which
is due to to the smallness of the spin components. Even
if we had applied a special integration scheme respect-
ing these small quantities, this scheme could not follow
below a threshold either. This threshold is in our case
S = 10−6. When the scaling with the spin dominates
(S > 10−6), the linear fits show that ∆H ∝ S2, while
∆S2 ∝ S. These proportionalities are expected as we
explain next.
By construction the Hamiltonian function H of a spin-
ning particle is accurate up to linear order of the parti-
cle spin. Hence, when compared with the value of the
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Hamiltonian function yielded from the evolution of the
MP equations HMP (t), the difference between the two
Hamiltonian function values should differ by terms of the
order O(S2), i.e.,
HMP (t) ≈ H(t) +O(S2) . (71)
However, since we have chosen the same initial condi-
tions for both evolution schemes, it holds that HMP (0) =
H(0). Thus, the relative error (69) for the MP equations
reads
∆H =
∣∣∣∣HMP (t)−HMP (0)HMP (0)
∣∣∣∣
≈
∣∣∣∣H(t)−H(0)H(0) + O(S
2)
H(0)
∣∣∣∣ . (72)
Since we do not expect the relative error H(t)−H(0)H(0) to
depend on the value of the particle’s spin, and this ex-
pectation is confirmed by the numerical findings (black
lines in the left column of Fig. 7), we get the scaling
∆H ∝ S2 of Fig. 8.
In order to explain the scaling of the relative error ∆S2,
we use a similar way of reasoning. The preservation of
the spin for the Hamiltonian formalism (70) is S2, thus a
reasonable expectation is that for the MP case we should
get values S2MP (t) from Eq. (70) which differ from the
Hamiltonian case at order O(S3), i.e.,
S2MP (t) ≈ S2(t) +O(S3) . (73)
Furthermore, we have S2MP (0) = S
2(0). Thus, the rela-
tive error (66) for the MP equations reads
∆S2 =
∣∣∣∣S2MP (t)− S2MP (0)S2MP (0)
∣∣∣∣
≈
∣∣∣∣S2(t)− S2(0)S2(0) + O(S
3)
S2(0)
∣∣∣∣ , (74)
which explains why we see that ∆S2 ∝ S in the right
panel of Fig. 8.
If we take as a criterion the convergence of the con-
stants of motion shown in Fig. 8, and consent that a
relative error of the level of 10−6 is adequate to state
that the different formalisms have converged, then from
our comparison the Hamiltonian formalism is in agree-
ment with the MP equations for the NW SSC when the
measure of the particle’s spin is S < 10−4. When we
reach S ≈ 10−6, the effect of the spin appears not to be
important anymore, and the orbit evolves like a geodesic,
i.e., it does not depend on the spin.
6. CONCLUSIONS
We have compared the evolutions of a spinning test
particle in Kerr spacetime governed by different equa-
tions of motion. We first evolved the orbits prescribed by
the MP equations, once supplemented by the Tulczyjew
SSC and once by the Newton-Wigner SSC. Our simula-
tions indicate a linear in the spin scaling of the difference
between the respective orbits. We also found that, in the
case of the NW SSC, the four-momentum is conserved up
to linear order in the square of the test particle’s spin,
i.e ∆µ2 ∝ S2. In a second series of experiments we com-
pared orbits given by the MP equations plus NW SSC
with orbits obtained via the Hamiltonian formalism of [7].
Here, too, the difference between the respective orbits,
which is quite significant for large spins of the order of
one, decreases linearly as a function of the square of the
test particle’s spin, i.e. ∆H ∝ S2, which agrees with
the analysis given in [7]. According to our analysis, the
Hamiltonian formalism of the spinning particle appears
to be relevant in the range 10−6 < S < 10−4. For values
of the spin smaller than 10−6 we can ignore the part of the
Hamiltonian describing the spin evolution and keep the
non-spinning part, and for spin values greater than 10−4,
our numerical results show that the Hamiltonian formal-
ism is not in good agreement with the MP equations.
Anyhow, the aforementioned range, where the Hamilto-
nian formalism is relevant, is appropriate for astrophys-
ical binary systems of extreme mass ratio. Moreover,
as our simulations showed that the CPU effort for the
Hamilton equations of motion is far smaller than the com-
putational cost for the MP equations, we find appropriate
the use of these equations for simulations of test particles
with small spins. When, in addition, favorable numeri-
cal methods, such as the one presented in this work, are
applied, reliable results can be obtained within a short
period of time.
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Appendix A: Numerical integration of the MP
equations
Seen from a numerical point of view, the initial value
problem (56) reads
dy
dτ
= f(y) , (A1)
y(τ = 0) = y0 . (A2)
with y = (t, r, ..., Sθφ, Sθθ)T ∈ R24 and f : R24 → R24.
If this system was of Hamiltonian canonical form, sym-
plectic integration schemes would be the most natural
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choice for their numerical solution. They almost ex-
actly preserve a differential equation’s constants of mo-
tion and, unless for standard integration schemes, their
overall numerical error grows only slowly as a function
of the total integration time even for larger step sizes.
Therefore, simulations over long time spans can be car-
ried out efficiently. Unfortunately, the MP equations are
not of Hamiltonian canonical form. But, they can be
interpreted as the Euler-Lagrange equations of a suit-
able Lagrangian action, see, e.g., [28–30]. What then
saves the day is that the flow of symplectic integration
schemes can be interpreted as the solution of the Euler-
Lagrange equations of a discretization of the Lagrangian
action. Schemes with this property are called variational
integrators and they only rely on the existence of a La-
grangian structure for their favorable behavior. For ex-
ample they are known to exactly preserve an equation of
motion’s first integrals which are quadratic in the phase
space variables. This implies that a variational integra-
tion scheme applied to the MP equations with T SSC will
conserve the four-momentum µ2 and the spin length S2
up to numerical round-off errors. An extensive discussion
of this topic can be found in the monograph [19], chapter
VI.6. One prominent example of variational integrators
is Gauss Runge-Kutta methods which have been shown
to be the most efficient and accurate integrators in many
general relativistic applications, see, e.g., [20, 21]. Moti-
vated by these results, we choose this kind of variational
integrator for the solution of the MP equations. Here we
briefly summarize some of their properties.
An s-stage Gauss Runge-Kutta scheme is a collocation
method, i.e. an implicit Runge-Kutta scheme
yn+1 = yn + h
s∑
i=1
bif(Yi) , (A3)
Yi = yn + h
s∑
j=1
aijf(Yj), i = 1, ..., s , (A4)
with coefficients
aij =
∫ ci
0
lj(t)dt , (A5)
bj =
∫ 1
0
li(t)dt , (A6)
where the stages c1, ..., cs are chosen as
ci =
1
2
(1 + c˜i) , (A7)
with c˜i being the roots of the Legendre-polynomial of de-
gree s. Here, h denotes the time step size, Yi, i = 1, ..., s,
are the so-called inner stage values and yn denotes the
numerical approximation to the solution y at time τ =
nh. The functions li(t) are the Lagrange-polynomials of
degree s,
li(t) =
∏
i6=j
t− cj
ci − cj . (A8)
Gauss Runge-Kutta methods have a convergence order
O(h2s) which is the highest possible order among collo-
cation schemes, e.g., [32]. When integrating a time step
with a Gauss Runge-Kutta scheme, one first solves the
system of implicit equations (A4) via a fixed-point itera-
tion
Yk+1i = yn + h
s∑
j=1
aijf(Y
k
j ) . (A9)
This, of course, requires more calculations per time step
than an explicit scheme with the same number of stages.
But, this extra effort is more than offset by the high ac-
curacy of Gauss collocation methods which allows us to
apply them with a much larger step size. Detailed infor-
mation on their implementation is given in [21], Sec. 7,
and [19], chapters VIII.5 and VIII.6.
To illustrate the favorable behavior of Gauss colloca-
tion methods, we compare the performance of a 4-stage
scheme with step size h = 1 and a standard 5-th or-
der explicit Cash-Karp scheme as proposed in [33] with
a step size h = 0.1, when applied to the MP equations
with T SSC and initial data given by E = 0.95, Jz = 3.0,
S = 1, M = 1 µ = 1, a = 0.9, r = 6.7, θ = pi2 + 0.1,
pr = 0.1, Sr = 0.1, Sθ = 0.01. In Fig. 9, we plot for both
integrators the relative error in the energy,
∆E(τ) =
|E(τ) − E(0)|
|E(0)| , (A10)
and the corresponding relative error in the z angular mo-
mentum as a function of integration time τ . We observe
that the Gauss Runge-Kutta method, which is also faster,
gives much more precise results.
An additional obstacle for simulations in the NW SSC
case is that the tangential velocity vµ is only given implic-
itly by Eq. (27). (N.b.: Apart from the apparent vν in the
first term on the right hand side, the covariant derivative
of ων implies a linear dependence on v
ν in the second
term on the rhs as well, i.e.,
D ων
dτ
= ω˙ν − Γκνµωκvµ.)
Setting ~v := (vt, vr, vφ, vθ)T ∈ R4, the implicit equation
for vµ is qualitatively given by
~v = A(xµ, pµ, Sµν)~v (A11)
for a certain matrix A ∈ R4×4. Theoretically there are
two possibilities to cope with the implicitness in the ve-
locities which we will describe now.
• Denoting the first four components of Yi and f(Yi)
by Y xi and f
x(Yi), and the other components by
Y pi , Y
S
i , f
p(Yi), and f
S(Yi) we can augment the
system of implicit equations (A4) by adding the
implicitly given quantity ~vi which denotes the tan-
gential velocity vµ at the inner stage Yi. This yields
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FIG. 9: The relative error of the z angular momentum, ∆Jz,
(top panel) and the relative error of the energy, ∆E, (bottom
panel) against integration time τ for the 4-stage Gauss scheme
with step size h = 1 and the 5-th order Cash-Karp scheme
with step size h = 0.1 applied to the initial value problem (56)
with initial data as stated in the text. CPU-time was 214.1s
for the Gauss Runge-Kutta scheme and 422.7s for the Cash-
Karp scheme.
the system


~vi
Yxi
Y
p
i
YSi

 =


A(Y xi , Y
p
i , Y
S
i )~vi
yxn + h
∑s
j=1 aij~vi
ypn + h
∑s
j=1 aijf
p(Y xi , Y
p
i , Y
S
i , ~vi)
ySn + h
∑s
j=1 aijf
S(Y xi , Y
p
i , Y
S
i , ~vi)

 ,
i = 1, ..., s , (A12)
to which, again, a fixed-point iteration can be ap-
plied. However, for this iteration to converge, it
needs to satisfy
||
(
~vk+2i
Y k+2i
)
−
(
~vk+1i
Y k+1i
)
|| ≤ ||
(
~vk+1i
Y k+1i
)
−
(
~vki
Y ki
)
|| ,
(A13)
which cannot be guaranteed when A(Y xi , Y
p
i , Y
S
i )
is of large norm. Numerical tests have shown that
there are indeed problems with the convergence.
Hence, for all its conceptual beauty, the approach
of an augmented implicit system is of no practical
use.
• With I denoting the 4 × 4 identity matrix, we
can rewrite the implicit equation for the veloci-
ties (A11) as
0 = (I − A)~v =: B~v . (A14)
Thus, from an algebraical point of view, the vector
consisting of the components of the 4-velocity is an
element of the nullspace Ker(B) of the matrix B
which here is a one-dimensional subspace. Conse-
quently, we can determine the tangential velocity
at an internal stage by the following procedure
1. Calculate
B(Y xi , Y
p
i , Y
S
i ) = I −A(Y xi , Y pi , Y Si ).
2. Calculate the singular-value-decomposition of
B, i.e.,
B = UΣV T , (A15)
with Σ = diag(σ1, σ2, σ3, σ4) and U
TU =
V TV = δij , i, j = 1, ...4 (For more informa-
tion on the singular value decomposition, see,
e.g., [33], chapter 2.6). The nullspace of B is
then spanned by the column of the orthonor-
mal matrix V.,i that corresponds to the only
singular value σi which is equal to 0.
3. The tangential velocity is now obtained by
renormalizing V.,i in order to have v
µvµ = −1.
This procedure is very robust and the computa-
tional cost for the calculation of the matrix B and
the singular value decomposition is far less than the
computational cost for the calculation of the other
quantities which are needed anyway. This could
be confirmed experimentally when comparing CPU
times for simulations with T SSC and NW SSC for
similar initial values. For all the simulations done
in the preparation for this work, the CPU times in
the NW SSC case were only slightly higher than
those for the T SSC case where the velocities could
be determined explicitly via Eq. (24).
Last, we turn to the numerical integration of the Hamil-
tonian formalism in the next section.
Appendix B: Numerical integration of the
Hamiltonian equations
The Hamiltonian equations considered in this study
have a so-called Poisson structure, that is, with y =
(Pr, Pθ, Pφ, r, θ, φ, S1, S2, S3)
T ∈ R9, they can be written
as
y˙ = B(y)∇H(y) , (B1)
where B : R9 → R9×9 is a skew-symmetric matrix-valued
function. In our case, this function B(y) is given by
B(y) =

 0 −I3×3 0I3×3 0 0
0 0 B1(y)

 , (B2)
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with
I3×3 =

1 0 00 1 0
0 0 1

 , (B3)
B1(y) =

 0 −S3 S2S3 0 −S1
−S2 S1 0

 . (B4)
For such B(y), there exists a smooth transformation to
new coordinates z, for which the equations of motion are
of symplectic form
z˙ = J−1∇H(z) , (B5)
J =
(
0 I4×4
−I4×4 0
)
, (B6)
see [21, 34]. The idea how to find this transforma-
tion is based on the conservation of the spin length
S =
√
S21 + S
2
2 + S
2
3 by the eqs. (B1). Thus, the three
dimensional spin S = (S1, S2, S3)
T can be given as a
function of two variables α and ξ via
S = S


√
1− ξ2 cos(α)√
1− ξ2 sin(α)
ξ

 . (B7)
One can then show that
ξ˙ = −∂H
∂α
, (B8)
α˙ =
∂H
∂ξ
(B9)
hold, see, e.g. [21]. Hence, for the variables z =
(Pr, Pθ, Pφ, ξ, r, θ, φ, α), the equations of motion indeed
take the form (B5). Whenever a system can be smoothly
transformed to symplectic form, it can be evolved by
symplectic integration schemes. Therefore, for our stud-
ies of the Hamiltonian formalism of [7], we follow [21]
and use Gauss Runge-Kutta schemes which have already
been presented in the last section [36]. In order to show
their favorable behavior, we evolve the Hamiltonian sys-
tem for initial dataM = 1,m = 1, a = 110 , r = 15, θ =
pi
2 ,
φ = 0, Pr = 0, Pθ = 3.69336, Pφ = Jz = 3.8, S1 =
1√
2
,
S2 =
1√
3
, S3 =
1√
6
and plot, in Fig. 10, the relative error
of the Hamiltonian (69) once for the Gauss Runge-Kutta
method with s = 4 inner stages and once for the 5th order
explicit Cash-Karp scheme. For the explicit method we
observe a linear growth in the error while there is no sig-
nificant error during the whole simulation for the Gauss
scheme. This is in spite of the latter’s much smaller CPU
time. With regard to the computational effort, we also
notice that it is much smaller than in the case of the
full MP equations, although both cases were tested on
the same machine. This gives another practical reason
to consider the Hamiltonian approximation.
In our comparison of the orbits given by the MP equa-
tions with those of the Hamiltonian formalism, the con-
cerning simulations have to produce output for the same
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FIG. 10: The relative error of the Hamiltonian, ∆H against
integration time t for the 4-stage Gauss scheme with step size
h = 2 and the 5-th order Cash-Karp scheme with step size
h = 0.2 applied to the initial value problem (B1) with initial
data as stated in the text. CPU-time was 7.83s for the Gauss
Runge-Kutta scheme and 24, 7s for the Cash-Karp scheme.
coordinate times. To avoid having to reformulate the
MP equations for the coordinate time as evolution pa-
rameter, we proceed as follows. In the simulation of the
MP equations, output is produced at uniform distances
in the evolution parameter proper time. The output also
comprises the corresponding coordinate times. These are
then fed as input to the Hamiltonian simulations -for
example under the name toutput required. Now, if in the
simulation with uniform steps in the evolution param-
eter coordinate time t, between times ti and ti+1 say,
one passes one of the prescribed times for which output
is required, toutput required, one can take use of the in-
terpolation property of the collocation schemes to com-
fortably obtain output at no computational extra cost.
It is well known that the interpolation polynomial u(t)
through the points (0,yn), (ci,Yi), i = 1, ..., s, stays
O(hs) close to the exact solution of the equation of mo-
tion, and, hence, also to the numerical calculated trajec-
tory, see, e.g., [32]. We thus only have to evaluate u(t)
at time toutput required− ti which yields an approximation
of the solution at time toutput required which is exact up
to an error of O(hs). The interpolation polynomial itself
can be calculated very quickly with the so-called Horner
scheme
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u(t) = yi + (t− 0)
(
δ1[0, hc1] + (t− hc1)
(
δ2[0, hc1, hc2] +(t− hc2) (...(t− hcs−1)δs[0, hc1, ..., hcs]) ...)) ,
δ1[0, hc1] =
Y1 − yi
hc1 − 0 ,
δk[0, hc1, ..., hck] =
δk−1[hc1, ..., hck]− δk−1[0, hc1, ..., hck−1]
hck − 0 . (B10)
1e-15
1e-14
1e-13
1e-12
1e-11
1 10 100 1000
∆r
(t)
t
FIG. 11: The relative difference, ∆r, between the radial dis-
tance calculated with the interpolation method and the radial
distance calculated via the cumbersome method with extra
integration steps plotted against output time t.
The more intricate way of producing output at the
desired times would be the following:
• When having passed an output time toutput required
between ti and ti+1, go back to ti.
• Change h→ hnew = toutput required − ti.
• Evolve the system until t = toutput required with step
size hnew and produce output.
• Go back to ti and go on integrating with step size
h. (Note that this is necessary as the scheme would
lose its symplectic structure when applied with dif-
ferent step sizes, see, e.g. [19], chapter VIII.)
In order to illustrate that this cumbersome procedure
is not worth the additional effort, we again consider the
data which yielded Fig. 5 and, for every coordinate time
t, for which ∆xyz was plotted in the central panel of
that figure, we plot the relative difference in the radial
distance at those times between the interpolation method
and the cumbersome method,
∆r(t) =
|rinterpolation(t)− rcumbersome(t)|
r
. (B11)
In Fig. 11, we can observe that the difference is negligible.
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