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Abstract
We develop the notion of left and right Bousfield localizations in
proper, cellular symmetric monoidal model categories with cofibrant
unit, using homotopy function complexes defined by internal Hom
objects instead of Hom sets.
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1 Introduction
From [TV], recall that one can define a stack as a prestack in sPr(T ), the
model category of simplicial presheaves over a simplicial model category T ,
as an object F ∈ sPr(T ) satisfying hyperdescent, meaning being local with
respect to a certain class of hypercovers. To be precise, we consider hyper-
covers F → G in ssPr(T ) (viewed as constant simplicial objects), maps such
that for all n ≥ 0:
FR∆
n
→ FR∂∆
n
×hGR∂∆n G
R∆n
is a covering. Those turn out to be π∗-equivalences as defined in [TV], maps
F → G in sPr(T ) such that for all n > 0, we have an isomorphism of sheaves
πn(F ) → πn(G), among other things. Such a map F → G would be a S-
colocal object in the language of [Hi]. Suppose we consider objects k˜0 other
than the sphere spectrum S in this definition of a local equivalence, cosim-
plicial resolutions of some k0, object of some class K0. Suppose further we
consider functors not valued in Set∆, the category of simplicial sets, but in
some category D, which for the moment we can suppose is a proper, cellu-
lar model category. It would be natural then for the sake of localization to
use internal Hom objects for the definition of homotopy function complexes,
as opposed to using Hom sets. As a matter of fact, we will closely follow
Hirschhorn’s work ([Hi]) regarding Bousfield localizations and make the ap-
propriate changes.
We start with a U-small pseudo-model category (C,W ) ([TV]), D0 a
proper, cellular, symmetric monoidal model category, and we consider the
functor category DC
op
0 . Prestacks in this setting are functors F : C
op → D0
mapping equivalences to equivalences; if x → y is in W , then Fx → Fy
is an equivalence in D0. If D0 = Set∆, one can use the classical Yoneda
lemma: Fx ≃ Hom(hx, F ), hx = HomC(−, x) to see equivalence preserving
functors as local objects. For D0-enriched functors, we must consider en-
riched Yoneda: Fx ≃
∫
y∈Cop
Hom(hx(y), F y). Then Fx
≃
−→ Fy will follow
from Hom(Qhx, RF )
≃
−→ Hom(Qhy, RF ), hence the need for defining a no-
tion of local object using internal Hom objects. This leads us to defining the
internal left Bousfield localization LΓDC
op
0 = D
Cop ∧
0 of D
Cop
0 with respect to
Γ = {hy → hx | x→ y ∈ W op}.
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Our philosophy at this point departs markedly from the standard philos-
ophy of Homotopical Algebraic Geometry ([TV]) in that we have no topol-
ogy on C, and we limit ourselves to considering only one condition defining
π∗-local equivalences, namely πn(F )
≃
−→ πn(G) for all n > 0, which we in-
ternalize, using not spheres, but arbitrary objects k0 of some class of objects
K0 of DC
op
0 :
Hom(k˜0, Fˆ )
≃
−→ Hom(k˜0, Gˆ) (1)
where using the sphere spectrum S for π∗-local equivalences is replaced by
using a cosimplicial resolution k˜0 of a single object k0. Here Fˆ is a fibrant
approximation to F . (1) would define what it means for F → G to be an
internal K0-colocal equivalence. From there we are naturally led to consider-
ing an internal right Bousfield localization RK0LΓD
Cop
0 of D
Cop ∧
0 with respect
to K0, the class of K0-colocal equivalences.
Our main reference for Bousfield localizations will be [Hi], and we will
use [Ho] as a reference regarding monoidal model categories.
In Section 2 we present the main construction, giving a category of
prestacks DC
op ∧
0 = LΓD
Cop
0 from localizing D
Cop
0 along a subset Γ, followed
by further taking a right Bousfield localization along a class of colocal equiv-
alences, all concepts being redefined using internal Homs. In Section 3 we
present foundational results, such as the enriched Yoneda lemma, and local-
ization using internal Homs for homotopy function complexes. In Section 4
we discuss cardinality arguments needed in the proof of our main result, the
existence of a left Bousfield localization using internal Homs instead of Hom
sets. In Section 5 we present technical results needed to prove the existence
of such a localization, which is itself given in Section 6. In Section 7 we give
those results needed to prove the existence of a right Bousfield localization
using internal Homs, which is stated and proved in Section 8.
Relation to past work: it was pointed out to the author by J. Gutierrez
and D. White, that the present work is quite close to past work on the sub-
ject. In particular they both referenced two papers the author was wholly
unaware of, namely [B] and [GR]. As a matter of fact, Barwick’s work is
so close to the present one, the original thought of using the Hom from a
Quillen adjunction of two variables to define Bousfield localizations must be
credited to him. Presently we discuss localizations of symmetric monoidal
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model categories, and some work has been done on the subject, albeit in a
classical sense, not using internal Homs. This work can be found in [W] and
[WY] where such localizations are referred to as monoidal Bousfield localiza-
tions.
To come back to [W] and [GR], there are slight differences to be noted.
Barwick works with tractable categories, which are combinatorial, hence cofi-
brantly generated. We work with cellular model categories, which are also
cofibrantly generated. Barwick observes that he does not know of any left
proper combinatorial model category that is not tractable. To be safe we
will suppose they are different. On our part, we do not see how to relate
cellular model categories with tractable model categories. Our objects of
study are different. Additionally, Barwick works with V-enriched categories
C, for V a symmetric monoidal model category, and the “internal” Homs he
uses, derived from a Quillen adjunction of two variables due to this enrich-
ment, are objects in V. In particular he shows that for a small site C, for
V a tractable symmetric monoidal model category with cofibrant unit, VC
is a V-model category, so is enriched in V, on which we define an injective
local model structure as an enriched left Bousfield localization of VC with its
injective model structure. What we do instead is show that VC is a symmet-
ric monoidal model category with an internal Hom, and it is those internal
Homs we use in the definition of our version of Bousfield localizations, and
it is for this reason we call them internal Bousfield localizations, as opposed
to being enriched Bousfield localizations, which use Hom objects valued in V.
Regarding the Bousfield localization itself, Barwick’s construction is an
astute one. He does not define a new Bousfield localization. He uses what
we refer to as the classical Bousfield localization, that of Hirschhorn in [Hi].
If H is a set of maps we are localizing with respect to, S is a set representing
homotopy classes of H , I a generating set of cofibrations with cofibrant do-
mains, he shows his enriched Bousfield localization of a tractable, left proper
model category C is none other than LISC in the classical sense, and then
uses Theorem 17.4.16 of [Hi] to have his enriched Homs appear. His proof is
short, precisely because of his ingenious use of that result, as opposed to ours,
which is a tedious reworking of Hirschhorn’s work in [Hi] about left Bousfield
localization, in the event that Hom sets are replaced by internal Hom objects.
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Barwick’s work is elegantly generalized in [GR], in the larger setting of
combinatorial model categories. Gutierrez and Roitzhem consider a Quillen
adjunction of two variables between combinatorial model categories, C×D →
E , and they define the left Bousfield localization LSE of E with respect to a
set S of morphisms in C, which they call the S-local model structure on E .
In the notations of [B] as used above, if we consider a Quillen adjunction of
two variables C⊗V → C associated with a V-enrichment, then LSC = LISC,
which corresponds to a V-enriched left Bousfield localization of C with re-
spect to S as defined by Barwick.
Acknowledgments. The author would like to thank the organizers of the
“Exchange of Mathematical Ideas - 2018” conference for providing a terrific
work environment during which part of this work was done and presented.
The author is grateful to J. Gutierrez and D. White for pointing out past
work on the present subject.
2 Construction
We fix a universe U. Let (C,W ) be a U-small pseudo-model category, D0
a proper, cellular model category, DC
op
0 the model category of functors from
Cop to D0. It is also a proper, cellular model category (Thm 13.1.14 and
Prop 12.1.5 of [Hi]). We aim to take left and right Bousfield localizations
of DC
op
0 with respect to certain classes of maps, in a generalized sense. By
this we mean we will use internal Hom objects in the definition of homotopy
function complexes instead of Hom sets. We will prepare the ground for op-
erating such localizations. This is what “construction” is in reference to. We
will first introduce Γ = {hy → hx | x → y ∈ W op}, where ha = HomC(−, a)
and W denotes the class of weak equivalences in C. We will first construct
LΓDC
op
0 = D
Cop ∧
0 , the internal left Bousfield localization of D
Cop
0 with respect
to Γ. From that point forward, we will introduce a class K0 of objects in
DC
op ∧
0 and consider the class K0 of internal K0-colocal equivalences. We will
then construct RK0D
Cop ∧
0 the internal right Bousfield localization of D
Cop ∧
0
with respect to K0.
Many of the results we will discuss in this work are stated and proved
in the classical sense in [Hi]. To make comparison with those original state-
ments easier, next to each claim we will put in bracket the original indexation
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in [Hi] along with “mod”, indicating that we are stating a modified version
thereof.
2.1 Preserving equivalences
In a first time, we would like functors F : Cop → D0 to map equivalences
u : x → y in Cop to equivalences Fx → Fy in D0. For this purpose we
introduce the following class:
Γ = {hy → hx | x→ y ∈ W
op}
If we were to use the classical Yoneda lemma, it would suffice to show we
have:
Hom(hx, F )
≃
−→ Hom(hy, F )
which would make F Γ-local in the terminology of [Hi]. However, F is D0-
valued, not Set-valued, so we use the enriched Yoneda lemma ([K]). In order
to do so we start to use internal Homs, hence we would want:
HomDCop0 (hx, F )
≃
−→ HomDCop0 (hy, F )
We will actually show:
HomDCop0 (h˜x, Fˆ )
≃
−→ HomDCop0 (h˜y, Fˆ )
in the Reedy structure of (DC
op
0 )
∆op (h˜ cofibrant approximation to h, Fˆ sim-
plicial resolution of F ) which will imply F maps equivalences to equivalences.
2.2 Monoidal structure
2.2.1 Definitions
In order to use internal Homs, we first ask that D0 be a monoidal model
category ([Ho]), with internal Hom HomD0. For simplicity, every notion of
[Hi] using Hom sets that is generalized using internal Homs will be referred
to as a generalized or as an internal concept. For instance, we would define:
map(k0, F ) = HomDCop ∧0 (k˜0, Fˆ )
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as an internal right homotopy function complex (abbr. iRhfC), where k˜0 is
a cofibrant approximation to k0, and Fˆ is a simplicial resolution of F .
For later purposes, we make the following definitions:
Definition 2.2.1.1. An internal right homotopy function complex (abbr.
iRhfC) is an object of (DC
op
0 )
∆op of the form HomDCop0 (X˜, Yˆ ), where X˜ is a
cofibrant approximation to X and Yˆ is a simplicial resolution of Y .
Definition 2.2.1.2. An internal left homotopy function complex (abbr. iL-
hfC) is an object of (DC
op
0 )
∆op of the form HomDCop0 (X˜, Yˆ ), where X˜ is a
cosimplicial resolution of X and Yˆ is a fibrant approximation to Y .
Note that hx = HomC(−, x) is a set-valued functor, not an object of DC
op
0 .
Hence we ask that C be a D0-enriched category([K]). This we can do since
D0 is a monoidal category.
2.2.2 DC
op
0 is a monoidal model category
We will also need that DC
op
0 be a monoidal model category. We define the
monoidal structure on DC
op
0 point-wise: if F,G ∈ D
Cop
0 , then for any x ∈ C,
(F ⊗ G)(x) = Fx ⊗ Gx. Endow DC
op
0 with the injective model structure;
equivalences and cofibrations are defined point-wise. This makes the tensor
product on DC
op
0 a Quillen bifunctor. Indeed, let α : U → V be a cofibration
in DC
op
0 , β : W → X a cofibration in D
Cop
0 as well, we need:
αβ : (V ⊗W )
∐
U⊗W
(U ⊗X)→ V ⊗X
to be a cofibration in DC
op
0 , trivial if either of α or β is ([Ho]). Since we take
the injective model structure on DC
op
0 , we have to check that pointwise: let
x ∈ Cop. We are looking at:
αβ(x) : (V x⊗Wx)
∐
Ux⊗Wx
(Ux⊗Xx)→ V x⊗Xx
Now U → V cofibration in DC
op
0 with the injective model structure means
Ux→ V x cofibration in D0, and W → X cofibration means Wx→ Xx cofi-
bration in D0, and it follows that the above map is a cofibration in D0 (since
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it is a monoidal model category), and this for all x ∈ Cop, hence a cofibration
in DC
op
0 . Since equivalences are defined pointwise, we also have that αβ is
trivial if either of α or β is. The second condition for being a monoidal model
category ([Ho]) is that if Q1→ 1 is a cofibrant approximation to the unit 1,
then for all X cofibrant, Q1 ⊗ X → 1 ⊗ X is a weak equivalence. Here we
assume the unit is cofibrant, a condition we will use later. If that is the case,
this condition is automatically satisfied. This makes DC
op
0 into a monoidal
model category. Observe that having ⊗ a Quillen bifunctor, if C is cofibrant
in DC
op
0 , then C ⊗ − : D
Cop
0 → D
Cop
0 is left Quillen, so preserves cofibrations
and trivial cofibrations, a fact that will be very important in the work that
follows.
2.2.3 Construction of HomDCop0
The internal Hom of DC
op
0 is formally defined as follows: an element α ∈
HomDCop0 (F ⊗ G,H) is defined pointwise: for x ∈ C, α(x) : Fx ⊗ Gx → Hx
in D0. Now:
HomD0(Fx⊗Gx,Hx)
∼= HomD0(Fx,HomD0(Gx,Hx))
so α(x) would correspond to some β(x) ∈ HomD0(Fx,HomD0(Gx,Hx)). Let-
ting
HomD0(Gx,Hx) = HomDCop0 (G,H)(x) (2)
we have HomDCop0 (G,H) ∈ D
Cop
0 , and with this notation:
HomDCop0 (F ⊗G,H)
∼= HomDCop0 (F,HomDC
op
0
(G,H))
This can be formalized using the language of ends ([McL]). It suffices to
write, still using the identification (2):
HomDCop0 (F ⊗G,H)
∼=
∫
x∈Cop
HomD0(Fx⊗Gx,Hx)
∼=
∫
x∈Cop
HomD0(Fx,HomD0(Gx,Hx))
=
∫
x∈Cop
HomD0(Fx,HomDCop0 (G,H)(x))
∼= HomDCop0 (F,HomDC
op
0
(G,H))
8
We can make this more precise. From now on, we will assume that (D0,⊗)
is also symmetric. Following [GK], and working in full generality for later
purposes, consider M a closed symmetric monoidal category, which will be
D0 for us. An M-module structure on a category C is given by an action:
⊗ : C ×M→ C
(X,M) 7→ X ⊗M
This action is closed if we have two functors:
mapC : C
op × C →M
(X, Y ) 7→ mapC(X, Y )
and:
exp :Mop × C → C
(K, Y ) 7→ Y K
in such a manner that we have, for all K ∈ M, X, Y ∈ C, the following
natural isomorphisms:
HomC(X ⊗K, Y ) ∼= HomM(K,mapC(X, Y )) ∼= HomC(X, Y
K)
Now consider the following functor, where I is an indexing set:
MI ×M→MI
(X,K) 7→X ⊗K
defined by (X ⊗K)i = Xi ⊗K. This defines a M-module structure on MI .
It is closed if we use the following definitions: for X, Y ∈ MI , K ∈ M,
define Y K = HomM(K, Y ) by HomM(K, Y )i = HomM(K, Yi) and:
mapMI (X, Y ) =
∫
i
HomM(Xi, Yi)
In particular for M = D0 and I = Cop, this gives us, for X, Y ∈ DC
op
0 ,
K ∈ D0:
HomDCop0 (X⊗K, Y )
∼= HomDCop0 (X,HomD0(K, Y ))
∼= HomD0(K,mapDCop0 (X, Y ))
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Coming back to the general case, consider:
hi : I →M
j 7→ hi(j) =
∐
I(i,j)
1
where 1 is the unit of M. Define a monoidal structure on MI as follows:
for X, Y ∈ MI , let (X ⊗ Y )i = Xi ⊗ Yi, making (MI ,⊗) into a symmetric
monoidal category, which is furthermore closed, with internal Hom given by:
HomMI (X, Y )i = mapMI (hi ⊗X, Y )
=
∫
j∈I
HomM(hi(j)⊗Xj , Yj)
For M = D0 and I = C
op, this gives us the internal Hom in DC
op
0 :
HomDCop0 (F,G)(x) = mapDC
op
0
(hx ⊗ F,G) (3)
=
∫
y∈Cop
HomD0(hx(y)⊗ Fy,Gy)
=
∫
y∈Cop
HomD0(hx(y),HomD0(Fy,Gy)) (4)
= mapDCop0 (hx,HomD0(F−, G−)
We proceed from (4) to get (2) as follows. For any W :
HomD0(W,HomDCop0 (F,G)(x)) = HomD0(W,
∫
y∈Cop
HomD0(hx(y),HomD0(Fy,Gy)))
=
∫
y∈Cop
HomD0(W,HomD0(hx(y),HomD0(Fy,Gy)))
=
∫
HomD0(W ⊗ hx(y),HomD0(Fy,Gy))
= HomDCop0 (W ⊗ hx,HomD0(F−, G−))
Now we use the fact that if we define the evaluation functor Evi :MI →M
by Evi(X) = Xi and F : M → MI by Fi(M) = hi ⊗ M , then we have
Fi ⊣ Evi, which reads, for M = D0 and I = Cop:
HomDCop0 (hx ⊗M,G)
∼= HomD0(M,G(x))
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using this in the previous computation gives us:
HomD0(W,HomDCop0 (F,G)(x)) = HomD0(W,HomD0(Fx,Gx))
and this being true for all W , we have:
HomDCop0 (F,G)(x)
∼= HomD0(Fx,Gx)
2.2.4 More on tensor products
As part of the construction, and for later purposes, we use the following
result of [GK], that if I is a Reedy category, M is a cofibrantly generated
symmetric monoidal model category with cofibrant unit, thenMI is a closed
symmetric monoidal model category. We use this for M = DC
op ∧
0 , cellular,
in particular cofibrantly generated, with a symmetric monoidal structure and
a cofibrant unit. It follows that if we take I = ∆op, then (DC
op ∧
0 )
∆op is a
symmetric monoidal model category, in particular ⊗ is a Quillen bifunctor.
Note that one has to keep track of what tensor products are used, whether
they are part of a monoidal structure, or a generalization thereof, for example
when we have model structures. For instance:
⊗ : (DC
op ∧
0 )
∆ ×DC
op ∧
0 → (D
Cop ∧
0 )
∆
(k˜0, D˜) 7→ k˜0 ⊗ D˜
defines a DC
op ∧
0 -module structure on (D
Cop ∧
0 )
∆. If D˜ is a cofibrant approxi-
mation to D, k˜0 a cosimplicial resolution of k0, in writing:
HomDCop ∧0 (D˜,HomDC
op ∧
0
(k˜0, Xˆ)) ∼= HomDCop ∧0 (D˜ ⊗ k˜0, Xˆ)
as provided by Theorem 3.4.2, the tensor product D˜⊗ k˜0 makes sense. Here
we have used HomDCop ∧0 = HomDC
op
0
, for the simple reason that the definition
of an internal Hom is peculiar to the monoidal structure, not the model
structure, so is preserved after localization. This observation, which we will
make more precise, presupposes that DC
op ∧
0 is a monoidal model category,
which we now show.
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2.2.5 DC
op ∧
0 is a monoidal model category
We show DC
op ∧
0 is a monoidal model category. We use the same tensor
product as for DC
op
0 , and we need that it be a Quillen bifunctor, that is it
satisfies the pushout-product axiom. First cofibrations in LΓDC
op
0 = D
Cop ∧
0
are those of DC
op
0 as well. Then if in addition either of f or g is a iΓ-local
equivalence (Definition 6.2), so is fg. Indeed let f : U → V , g : X → Y .
Without loss of generality, let’s assume f is a trivial cofibration. Then it is a
cofibration, and a iΓ-local equivalence by definition, that is Hom(V˜ , Wˆ )
≃
−→
Hom(U˜ , Wˆ ) for W iΓ-local (Definition 6.1). Now iΓ-local equivalences form
an ideal class as shown in Section 5, which implies U ⊗ X → V ⊗ X is a
iΓ-local equivalence as well, hence so is U˜ ⊗ X˜ → V˜ ⊗ X˜ , and ⊗ being a
Quillen bifunctor on DC
op
0 , for X˜ a cofibrant approximation to some object
X of DC
op
0 , U˜ ⊗ X˜ → V˜ ⊗ X˜ is a cofibration in D
Cop
0 if we take U˜ → V˜
a fibrant cofibrant approximation to U → V that is a cofibration in DC
op
0 .
Hence U˜ ⊗ X˜ → V˜ ⊗ X˜ is a cofibration in DC
op ∧
0 as well, so it is a iΓ-local
equivalence and a cofibration, i.e. a trivial cofibration. Now:
U˜ ⊗ X˜

triv.cof.
// V˜ ⊗ X˜

U˜ ⊗ Y˜
triv.cof.
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗ triv.cof.
// U˜ ⊗ Y˜
∐
U˜⊗X˜ V˜ ⊗ X˜
≃

V˜ ⊗ Y˜
where the bottom horizontal map is a trivial cofibration since those are pre-
served under pushout, U˜ ⊗ Y˜ → V˜ ⊗ Y˜ is a trivial cofibration for the same
reason that U˜ ⊗ X˜ → V˜ ⊗ X˜ is a trivial cofibration, hence the dotted arrow
is an equivalence by the 2-3 property.
Finally it suffices to show U˜⊗Y˜
∐
U˜⊗X˜ V˜ ⊗X˜ is a cofibrant approximation
to U ⊗Y
∐
U⊗X V ⊗X . It suffices to show A˜
∐
B˜ C˜
≃
−→ A
∐
B C in the event
that B˜ → C˜ corresponds to U˜ ⊗ X˜ → V˜ ⊗ X˜ , trivial cofibration as shown
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above. Then referring to the commutative diagram below:
B

// C

B˜
≃
__❄
❄
❄
❄
❄
❄
❄
❄

// C˜
≃
ff▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼

A // A
∐
B C
A˜
≃
^^❁
❁
❁
❁
❁
❁
❁
❁
// A˜
∐
B˜ C˜
ee
A˜ → A˜
∐
B˜ C˜ is a trivial cofibration as pushout so a weak equivalence in
particular. In the top square B → C is an equivalence by the 2-3 property,
C → A
∐
B C cofibration, D
Cop
0 left proper, so A → A
∐
B C equivalence as
pushout of an equivalence along a cofibration. In the bottom square it follows
using the 2-3 property that A˜
∐
B˜ C˜ → A
∐
B C is an equivalence.
Then we also need that for any X cofibrant in LΓDC
op
0 , Q1⊗X → 1⊗X
is a weak equivalence in LΓDC
op
0 , i.e. a iΓ-local equivalence. X cofibrant
in DC
op ∧
0 implies that it is cofibrant in D
Cop
0 as well. Then since D
Cop
0 is
a monoidal model category, Q1 ⊗ X
≃
−→ 1 ⊗ X , but equivalences are also
iΓ-local equivalences by Proposition 4.3.1, hence it is a weak equivalence in
LΓDC
op
0 as well. We conclude LΓD
Cop
0 is a monoidal model category, with the
same tensor product ⊗ as DC
op
0 , and HomDCop ∧0 = HomDC
op
0
.
2.3 Covers
We regard D0 as the first of a chain of proper cellular, symmetric monoidal
model categories, the idea being that we are interested in maps between
localizations of DC
op
i → D
Cop
i+1. Denote by hi : Di → Di+1 a map of model
categories, that is, a left Quillen functor. It induces:
hC
op
i : D
Cop
i → D
Cop
i+1
pointwise. It follows from Proposition 11.6.5 of [Hi] that since our model
categories are cellular, in particular cofibrantly generated, this map is also
a left Quillen functor. We refer the reader to Definition 8.5.11 of [Hi] for
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defining the left derived functor LF of a left adjoint F , part of a Quillen
adjunction. Recall that C is D0-enriched, which means it is also Di-enriched
by composition with the hi’s. Define:
h(i) = hi−1 ◦ · · · ◦ h0
and
h(i)x = h
(i−1) ◦ hx
Let Γi be the following class of maps in DC
op
i :
Γi = {h
(i)
y → h
(i)
x | x→ y ∈ W (C
op)}
Define:
LhC
op
i Γi = {Lh
Cop
i (g) | g ∈ Γi}
then by Theorem 3.3.20 of [Hi], we have a left Quillen functor:
hC
op
i : LΓiD
Cop
i → LLhCopi ΓiD
Cop
i+1
Observe that we have LhC
op
i Γi ⊂ Γi+1. Indeed, for g ∈ Γi:
LhC
op
i (g) = h
Cop
i (C˜i(g)) = hi ◦ C˜i(g)
C˜i cofibrant approximation functor. But we may as well enlarge Γi to also
contain C˜i(g)’s since we use internal homotopy function complexes, and its
image by hi is therefore in Γi+1 by definition. It follows iLh
Cop
i Γi-local objects
contain iΓi+1-local objects, and consequently iLh
Cop
i Γi-local equivalences are
contained in iΓi+1-local equivalences. We are looking at the following picture:
Di

O
O
O
hi // Di+1

O
O
O
DC
op
i
LΓi

hC
op
i // DC
op
i+1
L
LhC
op
i
Γi

LΓiD
Cop
i
hC
op
i // LLhCopi Γi
DC
op
i+1
If we introduce the right Quillen adjoint kC
op
i+1 of h
Cop
i , then one can define
its right derived form following Definition 8.5.11 of [Hi], and Theorem 3.3.20
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again gives us that we have a Quillen adjunction (here we assume  LΓiD
Cop
i is
right proper):
RRkCopi+1Ki+1
LΓiD
Cop
i
hC
op
i
⇄
kC
op
i+1
RKi+1LLhCopi Γi
DC
op
i+1
induced from:
LΓiD
Cop
i
R
RkC
op
i+1
Ki+1

hC
op
i // LLhCopi Γi
DC
op
i+1
RKi+1

RRkCopi+1Ki+1
LΓiD
Cop
i
hC
op
i
// RKi+1LLhCopi Γi
DC
op
i+1
where Ki is a class of objects of DC
op ∧
i and Ki = {Ki−colocal equivalences }.
This presupposes that the left localization of DC
op
i is right proper, cellular.
That it is cellular is shown when we prove that we have an internal left
Bousfield localization, but whether it is right proper is not automatic. This
is something we have to assume. In other terms this construction holds
for symmetric monoidal model categories Di whose internal left Bousfield
localizations are right proper.
3 Foundational results
3.1 Elementary results
We list a few results that will be useful in the sequel. First we have:
Hom(1, A) ∼= A
since for any W , Hom(W,Hom(1, A)) ∼= Hom(W ⊗ 1, A) ∼= Hom(W,A). We
also have:
Hom(1,Hom(A,B)) ∼= Hom(A,B)
as it directly follows from the adjunction isomorphism Hom(1,Hom(A,B)) ∼=
Hom(1⊗A,B) ∼= Hom(A,B). From this we have the very useful:
Proposition 3.1.1. Internal equivalences Hom(A˜, Bˆ)
≃
−→ Hom(A˜, Cˆ) imply
classical equivalences Hom(A˜, Bˆ)
≃
−→ Hom(A˜, Cˆ).
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Proof. It suffices to write:
Hom(1,Hom(A˜, Bˆ))
≃ // Hom(1,Hom(A˜, Cˆ))
Hom(A˜, Bˆ
≃
// Hom(A˜, Cˆ)
A very important result is the following, a modified version of Theorem
17.7.7 of [Hi]
Theorem[17.7.7 mod] 3.1.2. Let g : X → Y a map in DC
op
0 . Then g is
a weak equivalence if and only if for all W g∗ : Hom(W˜ , Xˆ) → Hom(W˜ , Yˆ )
is a weak equivalence in (DC
op
0 )
∆op , if and only if for all Z in DC
op
0 , g
∗ :
Hom(Y˜ , Zˆ)→ Hom(X˜, Zˆ) is a weak equivalences in (DC
op
0 )
∆op .
Proof. Suppose g : X → Y is an equivalence, then by the original Theorem
17.7.7 of [Hi], we have the following top equivalence for any object W :
Hom(W˜ ⊗A, Xˆ) ≃ // Hom(W˜ ⊗ A, Yˆ )
Hom(W˜ ⊗ A˜, Xˆ)
∼=

≃ // Hom(W˜ ⊗ A˜, Yˆ )
∼=

Hom(W˜ ,Hom(A˜, Xˆ))
≃
// Hom(W˜ ,Hom(A˜, Yˆ ))
(5)
and this being true for any W it follows Hom(A˜, Xˆ)
≃
−→ Hom(A˜, Yˆ ). Con-
versely, if that is true, that implies by Proposition 3.1.1 Hom(A˜, Xˆ)
≃
−→
Hom(A˜, Yˆ ), hence an equivalence g : X
≃
−→ Y by the original Theorem
17.7.7. For the second part of the Theorem we proceed in like manner. For
any W we have:
Hom(W˜ ⊗ Y , Zˆ) ≃ // Hom(W˜ ⊗X, Zˆ)
Hom(W˜ ⊗ Y˜ , Zˆ)
∼=

Hom(W˜ ⊗ X˜, Zˆ)
∼=

Hom(W˜ ,Hom(Y˜ , Zˆ))
≃ // Hom(W˜ ,Hom(X˜, Zˆ))
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The reasoning for showing that g is an equivalence if and only if if g∗ is an
equivalence is identical to the one above for showing that g is an equivalence
if and only if g∗ is one as well.
3.2 Yoneda
We take the left Bousfield localization of DC
op
0 with respect to Γ = {hy →
hx | x→ y ∈ W (Cop)}. F ∈ DC
op
0 is iΓ-local (see Definition 6.1) if it satisfies:
HomDCop0 (h˜x, Fˆ )
≃
−→ HomDCop0 (h˜y, Fˆ )
At the same time, recall that we initially wanted to have functors from Cop to
D0 to map equivalences to equivalences. Thus we need a Yoneda lemma for
enriched functors. We use [K] and [McL]. Consider a D0-functor F : Cop →
D0. Let x ∈ C. Then the morphism:
φy : Fx→ HomD0(hx(y), F y)
expresses Fx as the end
∫
y∈Cop
HomD0(hx(y), F y). Observe that we could
have obtained this result using the D0-module structure on D
Cop
0 : We have:
mapDCop0 (hx, F ) =
∫
y∈Cop
HomD0(hx(y), F y)
but we also have, with (3):
mapDCop0 (hx, F ) = mapDC
op
0
(hx ⊗ 1, F )
= HomDCop0 (1, F )(x)
= F (x)
hence:
F (x) =
∫
y∈Cop
HomD0(hx(y), F y)
We improve on this result since we still have to connect this to a iRhfC.
Theorem 3.2.1.
Fx ∼=
∫
y∈Cop
HomD0(h˜x(y), F y) (6)
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Proof. This is an adaptation of the proof found in [K]. Consider any D0-
natural map αcy : X → Hom(h˜x(y), F y) whose adjoint we will represent
by the same letter: αcy : h˜x(y) → Hom(X,Fy). We have φ
c
y : Fx →
Hom(h˜x(y), F y), with adjoint again represented by the same letter, φ
c
y :
h˜x(y)→ Hom(Fx, Fy). We want to show there is a unique η : X → Fx such
that αcy = φ
c
yη, and that will prove our result. For the adjoint, that amounts
to showing there exists a unique η such that the triangular diagram below
commutes:
αy : hx(y) // Hom(Fx, Fy)
Hom(η,id)
// Hom(X,Fy)
h˜x(y)
≃
OO
φcy
77
αcy
33
but from the classical proof we know there is such a η, and it is unique, hence
by composition we have our result.
3.3 Localization with respect to Γ
Recall that we aim to have functors F : Cop → D0 that map equivalences to
equivalences. This is implemented using a Bousfield localization with respect
to Γ = {hy → hx | x→ y ∈ W (Cop)}. Recall that F : Cop → D0 is iΓ-local if
for any element of Γ, we have:
HomDCop0 (h˜x, Fˆ )
≃
−→ HomDCop0 (h˜y, Fˆ ) (7)
where h˜ is a cofibrant approximation of h, and Fˆ is a simplicial resolu-
tion of F . Recall that for simplicial objects Xˆ , we define the simplicial set
Hom(A, Xˆ), as in [Hi]:
Hom(A, Xˆ)n = Hom(A, Xˆn)
We show (7) implies Fx
≃
−→ Fy if x → y is in W if F is iΓ-local. We use
the enriched Yoneda lemma (6):
Fx ∼=
∫
y∈Cop
HomD0(h˜x(y), F y)
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Since HomDCop0 (h˜x, Fˆ )
≃
−→ HomDCop0 (h˜y, Fˆ ) is an equivalence in the Reedy
model structure of (DC
op
0 )
∆op , this means for all [n] ∈ ∆, we have:
HomDCop0 (h˜x, Fˆ )n
≃ // HomDCop0 (h˜y, Fˆ )n
HomDCop0 (h˜x, Fˆn)
≃ // HomDCop0 (h˜y, Fˆn)
(8)
Fˆ being a simplicial resolution of F means cs∗(F )
≃
−→ Fˆ , where cs∗ is
the constant simplicial functor. This being a Reedy weak equivalence in
(DC
op
0 )
∆op , it follows that for all [n] ∈ ∆, we have equivalences in DC
op
0 :
F = (cs∗(F ))n
≃
−→ Fˆn. It follows from (8):
Fˆn(x) ∼=
∫
t∈Cop
HomD0(h˜x(t), Fˆn(t))
≃ // Fˆn(y) ∼=
∫
t∈Cop
HomD0(h˜y(t), Fˆn(t))
F (x)
≃ D0
OO
≃
// F (y)
≃ D0
OO
where the bottom equivalence follows from the 2-3 property. This shows iΓ-
local objects map equivalences to equivalences.
3.4 Hom(X˜, Yˆ ) is fibrant
Crucial in all our work is the fact that internal homotopy function complexes
are fibrant objects. This is needed to use Theorem 17.7.7 to prove its modified
version, Theorem 3.1.2. We state this as a result:
Proposition 3.4.1. Let C be cofibrant in DC
op
0 , Xˆ a simplicial resolution of
X ∈ DC
op
0 . Then HomDCop0 (C, Xˆ) is fibrant in the Reedy model structure of
(DC
op
0 )
∆op .
Proof. Hom(C, Xˆ) fibrant means Hom(C, Xˆ)→ ∗ is a fibration in (DC
op
0 )
∆op ,
where ∗ denotes the terminal object of (DC
op
0 )
∆op . This is true if for all
[n] ∈ ∆, we have:
Hom(C, Xˆ)n = Hom(C, Xˆn)→ ∗×Mn∗MnHom(C, Xˆ)
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is a fibration in DC
op
0 , where MnA is the n-th matching object of A (see [Hi]).
Given the definition of the matching object, the object on the right of this
map simplifies as MnHom(C, Xˆ), wich is equal to Hom(C,MnXˆ), since the
matching object is a limit, and the internal Hom commutes with limits. Thus
we seek to show that:
Hom(C, Xˆn)→ Hom(C,MnXˆ)
is a fibration in DC
op
0 . Let D → E be a trivial cofibration in D
Cop
0 . We need
a lift α in the commutative diagram below:
D
triv
cof

// Hom(C, Xˆn)

E
α
99
// Hom(C,MnXˆ)
by adjunction this is equivalent to having a lift in the diagram below:
D ⊗ C

//Xn

E ⊗ C
::
//MnXˆ
but C is cofibrant, ⊗ is a left Quillen functor, so D⊗C → E⊗C is a trivial
cofibration, and Xˆ being a simplicial resolution, it is fibrant in (DC
op
0 )
∆op , so
we have such a lift, which completes the proof.
The other internal homotopy function complex we work with is the one
we consider after having taken a left Bousfield localization with respect to
Γ, and we find ourselves in DC
op ∧
0 = LΓD
Cop
0 . The iLhfC of interest is now
HomDCop ∧0 (k˜0, Fˆ ), where k0 ∈ K0, k˜0 is a cosimplicial resolution of k0, and Fˆ
is a fibrant approximation to F . As a preliminary result, we prove:
Theorem 3.4.2.
HomDCop ∧0 (D˜,HomDC
op ∧
0
(k˜0, Xˆ)) ∼= HomDCop ∧0 (D˜ ⊗ k˜0, Xˆ)
Proof. Since for k˜0 a cosimplicial resolution, we have Hom(k˜0, A)n = Hom(k˜0n, A),
and for Wˆ a simplicial resolution we have Hom(Y, Wˆ )n = Hom(Y, Wˆn), it suf-
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fices to show this isomorphism of simplicial sets on components:
Hom(D˜,Hom(k˜0, Xˆ))n = Hom(D˜,Hom(k˜0, Xˆ)n)
= Hom(D˜,Hom(k˜0n, Xˆ))
∼= Hom(D˜ ⊗ k˜0n, Xˆ)
= Hom((D˜ ⊗ k˜0)n, Xˆ)
= Hom(D˜ ⊗ k˜0, Xˆ)n
Proposition 3.4.3. For k˜0 a cofibrant approximation to k0, Fˆ a simplicial
resolution of F , objects of DC
op ∧
0 , HomDCop ∧0 (k˜0, Fˆ ) is fibrant in the Reedy
model structure of (DC
op ∧
0 )
∆op .
Proof. It follows from the adjunction isomorphism, that the adjoint to:
h0

// Hom(k˜0, Xˆ)

l0 // Hom(t˜0, Xˆ)×Hom(t˜0,Yˆ ) Hom(k˜0, Yˆ )
is the following diagram:
t˜0 ⊗ l0
∐
t˜0⊗h0
k˜0 ⊗ h0

// Xˆ

k˜0 ⊗ l0 // Yˆ
In particular if Ln denotes the nth-latching object functor,
C˜

// Hom( ˜k0,n, Xˆ)

D˜ // Hom(Lnk˜0, Xˆ)×Hom(Lnk˜0,Yˆ ) Hom(
˜k0,n, Yˆ )
which simplifies to:
C˜

// Hom(k˜0, Xˆ)

D˜ //MnHom(k˜0, Xˆ)
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if Yˆ = ∗, has:
Lnk˜0 ⊗ D˜
∐
Lnk˜0⊗C˜
˜k0,n ⊗ C˜

// Xˆ
˜k0,n ⊗ D˜ // ⋆
for adjoint. Now the map on the right is a fibration. If the one on the left is a
trivial cofibration, we have a lift, and that would prove our claim. But C˜ → D˜
is a cofibration, ⊗ is a Quillen bifunctor since (DC
op ∧
0 )
∆op is a symmetric
monoidal model category as argued in Section 2.2.4, hence k˜0 being cofibrant
in (DC
op ∧
0 )
∆op as a cosimplicial resolution, the functor k˜0 ⊗ − : DC
op ∧
0 →
(DC
op ∧
0 )
∆op is a left Quillen functor, so preserves trivial cofibrations, hence
k˜0 ⊗ C˜ → k˜0 ⊗ D˜ is a trivial cofibration in (DC
op ∧
0 )
∆op , which means exactly
that the left vertical map in the above commutative diagram is a trivial
cofibration in DC
op ∧
0 by definition of cofibrations in Reedy model categories.
This completes our proof.
3.5 Simplicial resolution
In this subsection, we show that Hom(A, Xˆ) is a simplicial resolution of
Hom(A,X) if Xˆ is a simplicial resolution of X . This fact is implied in the
proof of Proposition 3.1.2. This follows from Proposition 17.4.16 of [Hi],
which states that if F :M ⇄ N : G is a Quillen adjunction, X is cofibrant
in M, Y is fibrant in N , Yˆ is a simplicial resolution of Y , then G(Yˆ ) is a
simplicial resolution of G(Y ). We apply this to the case:
−⊗A : DC
op
0 ⇄ D
Cop
0 : Hom(A,−) = G
Let Yˆ be a simplicial resolution of Y fibrant. Then G(Yˆ ) = Hom(A, Yˆ ) is
a simplicial resolution of G(Y ) = Hom(A, Y ). For any Y , take a fibrant
replacement of Hom(A, Y ):
Hom(A, Y )
≃
−→ RHom(A, Y ) = RG(Y )
= G(RY ) = Hom(A,RY )
so that we have Hom(A, Y )
≃
−→ Hom(A,RY ), which implies that cs∗Hom(A, Y )
≃
−→
cs∗Hom(A,RY )
≃
−→ Hom(A, Yˆ ). Here Yˆ is a simplicial resolution of RY .
But Y
≃
−→ RY implies cs∗Y
≃
−→ cs∗RY
≃
−→ Yˆ , so Yˆ is also a simplicial
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resolution of Y , and we have that Hom(A, Yˆ ) is a simplicial resolution of
Hom(A, Y ) as claimed. In the same manner we would show that if Y˜ is
a cosimplicial resolution of Y , then Hom(Y˜ , B) is a simplicial resolution of
Hom(Y,B).
3.6 Equivalence of internal homotopy function com-
plexes
Our internal homotopy function complexes are defined as the homotopy func-
tion complexes of [Hi], save that instead of using Hom sets, we use internal
Homs. We want those internal homotopy function complexes to be indepen-
dent of the choice of resolutions and approximations used in defining them.
We first need a couple of definitions, variants of those found in [Hi]:
Definition 3.6.1. A change of iRhfC map:
(X˜, Yˆ ,Hom(X˜, Yˆ ))→ (X˜ ′, Yˆ ′,Hom(X˜ ′, Yˆ ′))
is a triple (f, g, h) formed of a map of cofibrant approximations f : X˜ → X˜ ′,
a map of simplicial resolutions g : Yˆ → Yˆ ′ and the map of simplicial objects
h : Hom(X˜, Yˆ )→ Hom(X˜ ′, Yˆ ′) induced by f and g.
Definition 3.6.2. For X, Y ∈ DC
op
0 , we define the category iRhfC(X, Y ) to
be the category of iRhfC’s from X to Y and with changes of iRhfC maps as
morphisms.
Theorem 3.6.3. Let X, Y ∈ DC
op
0 . Then any two iRhfC’s from X to Y are
connected by an essentially unique zig-zag of changes of iRhfC maps.
Proof. This follows from Thm 14.4.5 of [Hi], which states that if C is a cat-
egory, X, Y ∈ C, BC is contractible, then there exists an essentially unique
zig-zag fromX to Y in C, and the proposition that follows, a modified version
of Proposition 17.2.10 of [Hi] to the internal setting.
Proposition 3.6.4. Let X, Y ∈ DC
op
0 . Then BiRhfC(X, Y ) is contractible.
Proof. We have BiRhfC(X, Y ) = BsRes(Hom(X˜, Y )) by Section 3.5, where
sRes stands for simplicial resolution, and this latter category is contractible
by Proposition 16.1.5 of [Hi]
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4 The cardinal γ in the proof of Proposition
4.5.1
To prove that we have an internal left Bousfield localization, we use Theo-
rem 11.3.1 of [Hi], which itself needs Proposition 4.5.1 that we generalize to
our setting. The proof of the latter proposition in the classical case uses a
cardinal γ. Following Definition 4.5.3 of [Hi], γ = ξξ, where ξ is the smallest
cardinal that is at least as large as any of the cardinals that are the subject
of the following five sections. We use the same definitions in the generalized
case.
4.1 Size of the cells of DC
op
0
By definition, the size of the cells of a cellular model categoryM is the small-
est cardinal for which Theorem 12.3.1 of [Hi] holds. This theorem makes no
use of a notion of equivalence, and can be used as is, hence holds also in the
internal setting. Hence we can define the size of the cells of DC
op
0 following
that result.
4.2 Compactness of the domains of I
DC
op
0 is a cellular model category, in particular cofibrantly generated, and let
I denotes its set of generating cofibrations. Let η, as in [Hi], be a cardinal
such that the domains of elements of I are η-compact.
4.3 Cardinal λ in the proof of Theorem 4.3.1
As in [Hi], let λ be the cardinal used in the proof of Theorem 4.3.1. This re-
sult invokes a set Λ˜Γ, originally introduced in Proposition 4.2.5 of [Hi], which
uses equivalences, and therefore needs to be stated and proved in the internal
setting. To prove it, we invoke the equivalence between Γ-local equivalences
and iΓ-local equivalences (Lemma 5.11). In the proof of the original Proposi-
tion, one result is interesting in its own right, and we prove it in the internal
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case, it is Proposition 4.3.1 below. We need it in Section 2.2.5.
Proposition[3.1.5 mod] 4.3.1. Let Γ be a class of maps in DC
op
0 . Then
any weak equivalence in DC
op
0 is also a iΓ-local equivalence.
Proof. Let A→ B be a weak equivalence in DC
op
0 . If X is a iΓ-local object,
we want Hom(B˜, Xˆ)
≃
−→ Hom(A˜, Xˆ), A˜ a cofibrant approximation to A, and
Xˆ a simplicial resolution to X . For C cofibrant in DC
op
0 , we have:
Hom(C,Hom(B˜, Xˆ))
∼=

// Hom(C,Hom(A˜, Xˆ))
∼=

Hom(C ⊗ B˜, Xˆ) // Hom(C ⊗ A˜, Xˆ)
Hom(C˜ ⊗ B, Xˆ)
≃
// Hom(C˜ ⊗ A, Xˆ)
In the last line, we have used the fact that C˜ ⊗ A = C˜ ⊗ A˜ since:
C ⊗ A˜ ≃ // C ⊗ A
C˜ ⊗ A˜
≃
OO
≃
::
and we have used the fact that ⊗ being a left Quillen functor, C being cofi-
brant, if A˜ → B˜ is a fibrant cofibrant approximation to A → B that is a
cofibration, then C ⊗ A˜ → C ⊗ B˜ is a trivial cofibration as well, in partic-
ular it is a weak equivalence, so by the original result of [Hi], it is a Γ-local
equivalence, hence C˜ ⊗A→ C˜ ⊗B is a Γ-local equivalence so that the bot-
tom horizontal map above is an equivalence, since X iΓ-local is also Γ-local
by Lemma 5.10. It follows from the above commutative diagram and Theo-
rem 17.7.7 of [Hi] that we have an equivalence Hom(B˜, Xˆ)→ Hom(A˜, Xˆ) in
(DC
op
0 )
∆op , that is A→ B is a iΓ-local equivalence.
Proposition[4.2.5 mod] 4.3.2. If I denotes the set of generating cofibra-
tions of DC
op
0 , Γ is a class of maps in D
Cop
0 , then there exists a set Λ˜Γ of
relative I-cell complexes whose domains are cofibrant, such that every ele-
ment of Λ˜Γ is a iΓ-local equivalence, and an object W is iΓ-local if and only
if W → ∗ is a Λ˜Γ-injective.
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Proof. By Lemmas 5.10 and 5.11, this is equivalent to the original Proposi-
tion.
The cardinal in Theorem 4.3.1 of [Hi] is λ = succ(κ), κ a cardinal which
according to Lemma 10.4.6 of [Hi] is such that the domain of every element
of Λ˜Γ is κ-small relative to the subcategory of relative Λ˜Γ-cell complexes.
This is a classical notion and needs not be generalized.
4.4 Cardinal κ in Proposition 12.5.3 of [Hi]
This proposition is applied to the set Λ˜Γ. It mentions a cardinal κ at least as
large as four kinds of cardinals, two of which are cardinals given by Propo-
sition 12.5.2 of [Hi], which makes use of a Hom set. We generalize this
Proposition presently:
Proposition[12.5.2 mod] 4.4.1. If X is a cofibrant object of DC
op
0 , then
there is a cardinal η such that for ν ≥ 2 a cardinal, Y a cell complex of size
ν, Hom(X, Y ) has cardinality at most νη.
Proof. Let C be cofibrant inDC
op
0 . We have Hom(C,Hom(X, Y ))
∼= Hom(C⊗
X, Y ). Since we are in a monoidal model category, C ⊗ X is again cofi-
brant. We apply the original Proposition of [Hi] to C ⊗ X , cofibrant, and
Y , which gives size(Hom(C ⊗ X, Y )) ≤ νη. Finally, size(Hom(X, Y )) <
size(Hom(C,Hom(X, Y )) = size(Hom(C ⊗ X, Y )), which completes the
proof.
4.5 Cardinal κ in Proposition 12.5.7 of [Hi]
κ is an infinite cardinal at least as large as four types of cardinals, two of
which are given by Proposition 4.4.1 above, and one of which is given by
Definition 12.5.5 of [Hi], which invokes a smallness argument, hence does not
need to be modified.
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5 Results needed for an internal left Bous-
field Localization
The following result is the first one that is needed to prove that we do have
an internal left Bousfield localization:
Proposition[3.2.3 mod] 5.1. For Γ a class of maps in DC
op
0 , the class of
iΓ-local equivalences satisfies the 2-3 property.
Proof. This is just a generalization of Hirschhorn’s proof in [Hi]: let g : X →
Y , h : Y → Z be maps, apply a functorial cofibrant factorization to those:
X˜

g˜
// Y˜

h˜ // Z˜

X
g
// Y
h // Z
where g˜, h˜ and h˜g˜ are cofibrant approximations to g, h and hg respectively.
Those exist by virtue of Proposition 8.1.23 of [Hi]. Let W be a iΓ-local
object, Wˆ a simplicial resolution of W . To say for example that g is a
iΓ-local equivalence would mean:
HomDCop0 (Y˜ , Wˆ )
≃
−→ HomDCop0 (X˜, Wˆ )
is an equivalence in (DC
op
0 )
∆op , where equivalences satisfy the 2-3 property,
so if two of g˜∗ : Hom(Y˜ , Wˆ )→ Hom(X˜, Wˆ ), h˜∗ : Hom(Z˜, Wˆ )→ Hom(Y˜ , Wˆ )
or (h˜g˜)∗ : Hom(Z˜, Wˆ )→ Hom(X˜, Wˆ ) is a weak equivalence, so is the third,
which completes the proof.
In the statement of Theorem 11.3.1, mention is made of a set J , which
exists by virtue of Proposition 4.5.1 which we generalize presently. Its proof
uses three results of [Hi], two of which make use of a notion of equivalence, and
therefore have to be generalized. Their proof needs the following definition,
along with two lemmas, Lemma 5.10 and Lemma 5.11 which we state and
prove after those two results.
Definition 5.2. A class of maps S in a symmetric monoidal model category
M is said to be an ideal class of maps if for all f : A→ B in S, for all object
C of M, C ⊗A→ C ⊗B is also in S.
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Observe that the set of iΓ-local equivalences and the set of Γ-local equiv-
alences form ideal classes.
Lemma 5.3. The class of iΓ-local equivalences forms an ideal class.
Proof. Let f : X → Y be an iΓ-local equivalence, let C be any object. We
show C ⊗ f is also a iΓ-local equivalence, that is if W is a iΓ-local object,
Hom(Y˜ , Wˆ )
≃
−→ Hom(X˜, Wˆ ) implies Hom(C˜ ⊗ Y˜ , Wˆ )
≃
−→ Hom(C˜ ⊗ X˜, Wˆ ).
Let Z be any object. We have:
Hom(Z˜,Hom(C˜ ⊗ Y˜ , Wˆ )
∼=

≃
""
Hom(Z˜ ⊗ C˜ ⊗ Y˜ , Wˆ )
∼= // Hom(Z˜ ⊗ C˜,Hom(Y˜ , Wˆ ))
≃

Hom(Z˜ ⊗ C˜,Hom(X˜, Wˆ ))
∼=

Hom(Z˜,Hom(C˜ ⊗ X˜, Wˆ ))
and this for any Z shows by Theorem 17.7.7 of [Hi] that we have our desired
equivalence, hence C ⊗ f is a iΓ-local equivalence.
Lemma 5.4. The class of Γ-local equivalences forms an ideal class.
Proof. Let A → B be a Γ-local equivalence, A˜ → B˜ a fibrant cofibrant
approximation to A→ B that is a cofibration. For any C, C˜⊗ A˜→ C˜⊗ B˜ is
a trivial cofibration since ⊗ is a Quillen bifunctor on DC
op
0 and C˜ is cofibrant.
In particular this map is a Γ-local equivalence, so for W a Γ-local object
Hom(C˜ ⊗ B, Wˆ )
≃
−→ Hom(C˜ ⊗A, Wˆ ), so that C ⊗ A→ C ⊗ B is a Γ-local
equivalence.
Definition 5.5. A class of objects C in a symmetric monoidal model category
M is said to be an ideal class of objects if for any C ∈ C, for any object X
of M, X ⊗ C is again in C.
We need the following fact for having an internal right Bousfield localiza-
tion:
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Lemma 5.6. In a right proper, cellular model category M, K a class of
objects in M, K the class of iK-colocal equivalences (Definition 8.2), then
the class of iK-colocal objects (Definition 8.1) is an ideal class.
Proof. Let W be a iK-colocal object, f : X → Y an element of K. We have
an equivalence of iLhfC’s: Hom(W˜ , Xˆ)
≃
−→ Hom(W˜ , Yˆ ). Now let D ∈M.
We wish to show Hom(D˜ ⊗W, Xˆ)
≃
−→ Hom(D˜ ⊗W, Yˆ ). It suffices to con-
sider for all Z cofibrant in M:
Hom(Z,Hom(D˜ ⊗W, Xˆ)) // Hom(Z,Hom(D˜ ⊗W, Yˆ ))
Hom(Z,Hom(diagD˜ ⊗ W˜ , Xˆ))
∼=

Hom(Z,Hom(diagD˜ ⊗ W˜ , Yˆ ))
∼=

diagHom(Z ⊗ D˜,Hom(W˜ , Xˆ))
≃
// diagHom(Z ⊗ D˜,Hom(W˜ , Yˆ ))
having the bottom equivalence by definition of a iK-colocal object, it follows
that we have the top horizontal map to be an equivalence, hence by Theorem
17.7.7 of [Hi] we have our desired equivalence, hence D⊗W is iK-colocal.
In the above proof, we used:
Lemma 5.7. diagHom(Z⊗D˜,Hom(W˜ , Yˆ )) ∼= Hom(Z,Hom(diag(D˜⊗W˜ ), Yˆ ))
Proof. We check this componentwise:
diagHom(Z ⊗ D˜,Hom(W˜ , Yˆ ))n = Hom((Z ⊗ D˜)n, (Hom(W˜ , Yˆ ))n)
= Hom(Z ⊗ D˜n,Hom(W˜n, Yˆ ))
∼= Hom(Z,Hom(D˜n ⊗ W˜n, Yˆ ))
= Hom(Z,Hom(diag(D˜ ⊗ W˜ )n, Yˆ ))
= Hom(Z,Hom(diag(D˜ ⊗ W˜ ), Yˆ )n)
= Hom(Z,Hom(diag(D˜ ⊗ W˜ ), Yˆ ))n
The first result is the following:
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Proposition[4.5.6 mod] 5.8. If Γ is a set of maps in the left proper, cellular
model category DC
op
0 , if p : X → Y has the right lifting property with respect
to those inclusions of subcomplexes i : C → D that are iΓ-local equivalences
and for which the size ofD is at most γ, the cardinal described in the previous
section, then p has the right lifting property with respect to all inclusions of
subcomplexes that are iΓ-local equivalences.
Proof. Suppose p : X → Y is a map that satisfies the conditions of the
proposition. Let i : C → D be an inclusion of cell subcomplexes that is
a iΓ-local equivalence and such that the size of D is at most γ. It is also
a Γ-local equivalence by Lemma 5.11. Since i is a Γ-local equivalence, p
has the right lifting property with respect to all inclusions of subcomplexes
that are also Γ-local equivalences and for which the size of D is at most γ.
The original Proposition 4.5.6 can then be used to conclude p has the right
lifting property with respect to all inclusions of subcomplexes that are also
Γ-local equivalences, which are also iΓ-local equivalences by Lemma 5.11.
This completes the proof.
The second result is the following:
Lemma[4.5.2 mod] 5.9. If Γ is a set of maps in the left proper, cellular
model categoryDC
op
0 , if p : E → B is a fibration with the right lifting property
with respect to all inclusions of cell complexes that are iΓ-local equivalences,
then it has the right lifting property with respect to all cofibrations that are
iΓ-local equivalences.
Proof. The reasoning is similar to the previous result; since iΓ-local equiva-
lences are also Γ-local equivalences, the original Lemma 4.5.2 applies, p has
the right lifting property with respect to all cofibrations that are also Γ-local
equivalences, which are also iΓ-local equivalences.
Lemma 5.10. The class of iΓ-local objects of DC
op
0 coincides with the class
of Γ-local objects.
Proof. LetW be a iΓ-local object in DC
op
0 , let A→ B be an object of Γ. Then
Hom(B˜, Wˆ )→ Hom(A˜, Wˆ ) is an equivalence, which implies the equivalence
Hom(B˜, Wˆ ) → Hom(A˜, Wˆ ), which exactly means that W is Γ-local as well.
Conversely, let W be Γ-local, let A → B in Γ ⊂ Γ − loc.equ′s. Now those
form an ideal class, so for any C, C ⊗ A → C ⊗ B is a Γ-local equivalence,
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hence we have an equivalence at the bottom of the commutative diagram
below:
Hom(C˜,Hom(B˜, Wˆ )) //
∼=

Hom(C˜,Hom(A˜, Wˆ ))
∼=

Hom(C˜ ⊗ B˜, Wˆ )
≃
// Hom(C˜ ⊗ A˜, Wˆ )
and this for any C, so by Theorem 17.7.7 of [Hi], it follows that Hom(B˜, Wˆ )
≃
−→
Hom(A˜, Wˆ ), that is W is iΓ-local.
Lemma 5.11. The set of Γ-local equivalences equals the set of iΓ-local equiv-
alences.
Proof. Let C → D be a Γ-local equivalence. If A is an object of DC
op
0 ,
A⊗C → A⊗D is also a Γ-local equivalence since those form an ideal class.
This means for all W iΓ-local, in particular Γ-local by the preceding lemma:
Hom(A˜⊗D, Wˆ )
∼=

≃ // Hom(A˜⊗ C, Wˆ )
∼=

Hom(A˜,Hom(D˜, Wˆ ))
≃
// Hom(A˜,Hom(C˜, Wˆ ))
having the equivalence at the bottom of this diagram implies that we have
an equivalence Hom(D˜, Wˆ )→ Hom(C˜, Wˆ ) for all iΓ-local object W by The-
orem 17.7.7 of [Hi] so C → D is also a iΓ-local equivalence. Conversely,
since equivalences of ihfC’s imply equivalences of hfC’s, it follows iΓ-local
equivalences are also Γ-local equivalences, which completes the proof.
Proposition[4.5.1 mod] 5.12. In the left proper, cellular model category
DC
op
0 , if Γ is a set of maps, then there exists a set JΓ of inclusions of cell com-
plexes such that the class of iJΓ-cofibrations equals the class of cofibrations
that are iΓ-local equivalences.
Proof. The proof is almost identical to that of [Hi], save that it is generalized.
We let JΓ be a set of representative of isomorphism classes of inclusions of
cell complexes that are iΓ-local equivalences of size at most γ. This cardinal
is the one described in the previous section. The result follows, as in [Hi] in
the classical case, from Proposition 5.8 and Lemma 5.9, as well as Corollary
10.5.22 of [Hi], which we use verbatim since it does not make use of a notion
of equivalence.
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6 Internal left Bousfield localization
Definition 6.1. For Γ a class of maps in DC
op
0 , W ∈ D
Cop
0 is said to be iΓ-
local if it is fibrant and for any f : A→ B in Γ, the induced map of iRhfC’s
f ∗ : HomDCop0 (B˜, Wˆ )→ HomDC
op
0
(A˜, Wˆ ) is a weak equivalence in (DC
op
0 )
∆op .
Definition 6.2. Amap g : X → Y in DC
op
0 is said to be a iΓ-local equivalence
if for all iΓ-local objectW , the induced map of iRhfC’s g∗ : HomDCop0 (Y˜ , Wˆ )→
HomDCop0 (X˜, Wˆ ) is a weak equivalence in (D
Cop
0 )
∆op .
Theorem 6.3. If Γ is a class of maps in the proper, cellular model cate-
gory DC
op
0 , then if we define a class of equivalences on D
Cop
0 (the category
underlying DC
op
0 ) as being iΓ-local equivalences, if we define cofibrations as
being those of DC
op
0 , and if define fibrations as being those maps having the
right lifting property with respect to those maps that are cofibrations and
iΓ-local equivalences, this defines a model structure on DC
op
0 that we denote
by LΓD
Cop
0 = D
Cop ∧
0 and which we call an internal left Bousfield localization
of DC
op
0 along Γ. Further, D
Cop ∧
0 is a left proper, cellular model category.
Proof. We adapt the classical proof, which uses Theorem 11.3.1 of [Hi], which
we use as is. The reader is referred to [Hi] for its statement. By Proposition
5.1, the class of iΓ-local equivalences satisfies the 2-3 property. This is one
needed assumption of Theorem 11.3.1. Another assumption about this class
we need for Theorem 11.3.1 to hold is that it be closed under retracts. This
follows in the classical case from Proposition 3.2.4 of [Hi], which holds in
the internal case as well. Consider now the set JΓ provided by Proposition
5.12. Let I be the set of generating cofibrations of DC
op
0 . By definition, I
permits the small object argument, hence condition 1 of Theorem 11.3.1 is
satisfied. Since every element of JΓ has a cofibrant domain, small relative
to the subcategory of cofibrations by Theorem 12.4.3 of [Hi] as argued in
the same paper, hence in particular small relative to JΓ, this latter satisfies
condition 1 of Theorem 11.3.1 as well. Indeed elements of JΓ are relative
I-cell complexes, which are in I−cof by Proposition 10.5.10 of [Hi], and this
is the subcategory cof of cofibrations, so JΓ ⊂ cof . Condition 2 of Theorem
11.3.1 is that JΓ−cof ⊂ I−cof∩W , withW = iΓ−loc.equ
′s, and this follows
from Proposition 5.12: JΓ−cof = cof∩W = I−cof∩W . Condition 3 states
I − inj ⊂ JΓ − inj ∩W . Proposition 5.12 implies JΓ − cof is a subcategory
of cof = I − cof , hence JΓ − inf ⊃ I − inj. Finally I − inj = triv.fibr., in
particular weak equivalences, which are iΓ-local equivalences, i.e. in W , so
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I− inj ⊂ JΓ− inf ∩W . The last condition of Theorem 11.3.1, condition 4a,
is satisfied by Proposition 5.12, as argued in [Hi]. This completes the proof
that we have a model structure. To show it yields a left proper, cellular
model category, we follow exactly the proof of [Hi]. There is no manifest
modification going to the general case, so we just refer the reader to the
proof in [Hi].
7 Results needed in the proof of Thm 5.1.1
We will prove a modified version of Theorem 5.1.1 of [Hi], which necessitates
that the model category we are localizing be right proper. For us that would
be LΓDC
op
0 , which is left proper, but not necessarily right proper, even if
DC
op
0 itself is right proper. For the sake of considering covers, we consider
only those model categories LΓD
Cop
0 = D
Cop ∧
0 that are right proper as well.
Since this may be a strong constraint, we will develop the notion of internal
right Bousfield localization not from DC
op ∧
0 , but from a generic right proper,
cellular model category M.
Proposition[3.2.4 mod] 7.1. If K is a class of maps in a model category
M, the class of iK-colocal equivalences is closed under retracts.
Proof. Let g : X → Y a iK-colocal equivalence, f : V → W a retract
of g, gˆ : Xˆ → Yˆ and fˆ : Vˆ → Wˆ fibrant approximations to g and f
respectively such that fˆ is a retract of gˆ. Let C be a iK-colocal object. We
want Hom(C˜, Vˆ ) → Hom(C˜, Wˆ ) to also be an equivalence. Let X ∈ M,
with cosimplicial resolution X˜. Then consider:
Hom(X˜ ⊗ C, Vˆ ) ≃ // Hom(X˜ ⊗ C, Wˆ )
Hom(diagX˜ ⊗ C˜, Vˆ )
∼=

Hom(diagX˜ ⊗ C˜, Wˆ )
∼=

diagHom(X˜,Hom(C˜, Vˆ )) // diagHom(X˜,Hom(C˜, Wˆ ))
iK-colocal objects form an ideal class, so X ⊗ C is again iK-colocal, hence
K-colocal by Lemma 7.4. Also, g iK-colocal equivalence is a K-colocal equiv-
alence by Proposition 7.5, f is a retract of g, so K-colocal equivalence by
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the original Proposition of [Hi], so the top map is an equivalence. Hence we
have an equivalence at the bottom of the above commutative diagram, and
Theorem 17.7.7 of [Hi] allows us to conclude Hom(C˜, Vˆ )
≃
−→ Hom(C˜, Wˆ ),
hence iK-colocal equivalences are closed under retracts.
To prove the lifting argument in RKM, we need to show that a trivial
cofibration in RKM is also a trivial cofibration inM. The proof of this claim
follows from the fact that weak equivalences are also iK-colocal equivalences,
which we now prove:
Proposition 7.2. If K is a class of maps in M, then weak equivalences in
M are also iK-colocal equivalences.
Proof. This follows readily from Theorem 3.1.2 using diagonal objects.
With this, we can now prove:
Lemma [5.3.2 mod] 7.3. Trivial cofibrations in RKM are also trivial cofi-
brations in M.
Proof. This is verbatim the proof of the original claim in [Hi], save that we
use the internal results Proposition 5.1 and Proposition 7.1.
In the proof of the factorization axiom for model categories, we lift the
factorization in the classical case to the internal one by invoking Lemma 7.5
below, which itself follows from:
Lemma 7.4. If K is a class of maps in M, then iK-colocal objects are also
K-colocal objects.
Proof. This follows from Proposition 3.1.1, since f : X → Y is an equivalence
implies that for any W Hom(W˜ , Xˆ)
≃
−→ Hom(W˜ , Yˆ ), in particular true for
W iK-colocal, hence X → Y is a iK-colocal equivalence.
Proposition 7.5. If K is a class of maps inM, then K-colocal equivalences
coincide with iK-colocal equivalences.
Proof. By Proposition 3.1.1, iK-colocal equivalences are also K-colocal equiv-
alences. Conversely, if g : X → Y is a K-colocal equivalence, for any iK-
colocal object W , for any C ∈M, we can write:
Hom(C˜ ⊗W, Xˆ)
∼=

≃ // Hom(C˜ ⊗W, Yˆ )
∼=

diagHom(C˜,Hom(W˜ , Xˆ))
≃
// diagHom(C˜,Hom(W˜ , Yˆ ))
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since iK-colocal objects form an ideal class, C ⊗W is also iK-colocal, hence
K-colocal by the previous result, so we have the top horizontal equivalence
above, hence the one at the bottom as well, and we conclude by using The-
orem 17.7.7 of [Hi].
8 Internal right Bousfield Localization
Definition 8.1. ForM a model category, K a class of maps inM, an object
W ofM is iK-colocal if cofibrant and if for any f : A→ B inK, we have an in-
duced equivalence in (M)∆
op
of iLhfC’s: f∗ : HomM(W˜ , Aˆ)→ HomM(W˜ , Bˆ),
W˜ a cosimplicial resolution of W and Aˆ a fibrant approximation to A.
Definition 8.2. A map g : X → Y in M is a iK-colocal equivalence if
for any K-colocal object W , we have an equivalence in (M)∆
op
of iLhfC’s:
g∗ : HomM(W˜ , Xˆ)→ HomM(W˜ , Yˆ )
The proof of Theorem 5.1.1 makes use of a further notion, which we
generalize to our setting:
Definition 8.3. For K a class of objects in M, a map f : A → B in M
is said to be a iK-colocal equivalence if for any object k ∈ K, we have
HomM(k˜, Aˆ)
≃
−→ HomM(k˜, Bˆ).
We now state the Theorem, much like Theorem 5.1.1 of [Hi], which states
the existence of a internal right Bousfield localization.
Theorem[5.1.1 mod] 8.4. If M is a right proper, cellular model category,
K a set of objects of M, K the class of iK-colocal equivalences, then the
internal right Bousfield localization of M is a model category structure on
M with iK-colocal equivalences as weak equivalences, the same fibrations as
M, and for cofibrations those maps that have the left lifting property with
respect to those fibrations that are also iK-colocal equivalences.
Proof. The proof, as in [Hi], consists in making sure the axioms of a model
category are met. We will only focus on those claims that are different
from the proof of [Hi]. The 2-3 property is satisfied because of the dual of
Proposition 5.1. The retract argument follows from Lemma 7.2.8 of [Hi],
which we use as is, and Proposition 7.1, following the same argument as
in [Hi]. The lifting argument involving a cofibration is immediate, since a
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cofibration in RKM has the left lifting property with respect to fibrations
that are also iK-local equivalences, i.e. trivial fibrations in RKM. For the
lifting argument involving a trivial cofibration, this follows from Lemma 7.3.
Finally for the functorial factorization axiom, we show any map g : X → Y
can be factored as X
p
→ W
q
→ Y , where p is a trivial cofibration in RKM, p is
a fibration in RKM. This follows readily from the classical case by invoking
Proposition 7.5. The same is true of the factorization where now p would be
a cofibration, and p a trivial fibration. This completes the proof.
36
References
[B] C. Barwick, On Left and Right Model Categories and Left and
Right Bousfield Localizations, Homology, Homotopy and Applications,
vol.12(2) (2010), 245-320.
[GK] M. Ghazel and F. Kadhi, Reedy Diagrams in Symmetric Monoidal
Model Categories, arXiv:1609.09623v1 [math.AT].
[GR] J. J. Gutierrez and C. Roitzheim, Bousfield Localisations along Quillen
Bifunctors, Applied Categorical Structures, 25 (2017), no.6, 1113-1136.
[Hi] P.S. Hirschhorn, Model Categories and their Localizations, Math. Sur-
veys and monographs Series, Vol. 99, AMS, Providence, 2003.
[Ho] M. Hovey, Model Categories, Mathematical Surveys and monographs,
Vol. 63, Amer. Math. Soc., Providence, 1998.
[K] Kelly, Basic Concepts of Enriched Category Theory, London Math. Soc.
Lecture Note Series, 64, Cambridge University Press, New York, 1982.
[McL] S. Mac Lane, Categories for the Working Mathematician, 2nd Ed.,
Springer Verlag, New York, 2010.
[TV] B.Toen, G.Vezzosi, Homotopical Algebraic Geometry I: Topos Theory,
Adv. Math. 193(2005), no.2, 257-372
[WY] D. White and D. Yau, Right Bousfield Localization and Operadic Al-
gebras, arXiv:1512.07570v2 [math.AT].
[W] D. White, Monoidal Bousfield Localizations and Algebras over Operads,
arXiv:1404.5197v2 [math.AT]
37
