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In high-energy heavy-ion collisions, the correlations between the emitted particles can be used as a
probe to gain insight into the charge creation mechanisms. In this Letter, we report the ﬁrst results of
such studies using the electric charge balance function in the relative pseudorapidity (η) and azimuthal
angle (ϕ) in Pb–Pb collisions at
√
sNN = 2.76 TeV with the ALICE detector at the Large Hadron Collider.
The width of the balance function decreases with growing centrality (i.e. for more central collisions)
in both projections. This centrality dependence is not reproduced by HIJING, while AMPT, a model
which incorporates strings and parton rescattering, exhibits qualitative agreement with the measured
correlations in ϕ but fails to describe the correlations in η. A thermal blast-wave model incorporating
local charge conservation and tuned to describe the pT spectra and v2 measurements reported by ALICE,
is used to ﬁt the centrality dependence of the width of the balance function and to extract the average
separation of balancing charges at freeze-out. The comparison of our results with measurements at lower
energies reveals an ordering with
√
sNN : the balance functions become narrower with increasing energy
for all centralities. This is consistent with the effect of larger radial ﬂow at the LHC energies but also
with the late stage creation scenario of balancing charges. However, the relative decrease of the balance
function widths in η and ϕ with centrality from the highest SPS to the LHC energy exhibits only small
differences. This observation cannot be interpreted solely within the framework where the majority of the
charge is produced at a later stage in the evolution of the heavy-ion collision.
© 2013 CERN. Published by Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
According to Quantum ChromoDynamics (QCD), the theory that
describes the strong interaction, at suﬃciently high energy densi-
ties and temperatures, a new phase of matter exists in which the
constituents, the quarks and the gluons, are deconﬁned [1]. This
new state of matter is called the Quark Gluon Plasma (QGP). Its
creation in the laboratory, the corresponding veriﬁcation of its ex-
istence and the subsequent study of its properties are the main
goals of the ultrarelativistic heavy-ion collision programs. Convinc-
ing experimental evidences for the existence of a deconﬁned phase
have been published already at RHIC energies [2]. Recently, the
ﬁrst experimental results from the heavy-ion program of the LHC
experiments provided additional indication [3,4] for the existence
of this state of matter at this new energy regime.
Among the different observables, such as the anisotropic ﬂow
[3] or the energy loss of high transverse momentum particles [4],
the charge balance functions are suggested to be sensitive probes
of the properties of the system, providing valuable insight into the
charge creation mechanism and can be used to address fundamen-
tal questions concerning hadronization in heavy-ion collisions [5].
The system that is produced in a heavy-ion collision undergoes
an expansion, during which it exhibits collective behavior and can
be described in terms of hydrodynamics [6]. A pair of particles
of opposite charge that is created during this stage is subject to
the collective motion of the system, which transforms the corre-
lations in coordinate space into correlations in momentum space.
The subsequent rescattering phase after the hadronization will also
affect the ﬁnal measured degree of correlation. The balance func-
tion being a sensitive probe of the balancing charge distribution
in momentum space, quantiﬁes these effects. The ﬁnal degree of
correlation is reﬂected in the balance function distribution and
consequently in its width. It was suggested in [5] that narrow dis-
tributions correspond to a system that consists of particles that are
created close to the end of the evolution. It was also suggested that
a larger width may signal the creation of balancing charges at the
ﬁrst stages of the system’s evolution [5].
The balance function reﬂects the strength of correlation be-
tween a particle in a bin P1 in momentum space and the accompa-
nying (balancing) particle of opposite charge with momentum P2.
The general deﬁnition is given in Eq. (1):
Bab(P2, P1) = 12
(
Cab(P2, P1) + Cba(P2, P1)
− Cbb(P2, P1) − Caa(P2, P1)
)
, (1)
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where Cab(P2, P1) = Nab(P2, P1)/Nb(P1) is the distribution of
pairs of particles, of type a and b, with momenta P2 and P1,
respectively, normalized to the number of particles b. Particles a
and b could come from different particle species (e.g. π+–π− ,
K+–K− , p–p). In this Letter, a refers to all positive and b to all
negative particles. This analysis is performed for both particles in
the pseudorapidity intervals |η| < 0.8. We assume that the balance
function is invariant over pseudorapidity in this region, and report
the results in terms of the relative pseudorapidity η = ηb − ηa
and the relative azimuthal angle ϕ = ϕb − ϕa , by averaging the
balance function over the position of one of the particles (similar
equation is used for B(ϕ)):
B+−(η) = 1
2
(
C+−(η) + C−+(η) − C−−(η) − C++(η)
)
.
(2)
Each term of Eq. (2), is corrected for detector and tracking in-
eﬃciencies as well as for acceptance effects and can be written as
Cab = (Nab/Nb)/ fab . The factors fab (where in the case of charged
particles, a and b correspond to the charge i.e. f+− , f−+ , f++
and f−−) represent the probability that given a particle a is recon-
structed, a second particle emitted at a relative pseudorapidity or
azimuthal angle (η or ϕ , respectively), would also be detected.
These terms are deﬁned as the product of the single particle track-
ing eﬃciency ε(η,ϕ, pT) and the acceptance term α(η,ϕ). The
way they are extracted in this analysis with a data driven method
is described in one of the following sections.
For a neutral system, every charge has an opposite balancing
partner and the balance function would integrate to unity. How-
ever, this normalization does not hold if not all charged particles
are included in the calculation due to speciﬁc momentum range or
particle type selection.
The width of the balance function distribution can be used to
quantify how tightly the balancing charges are correlated. It can
be characterized by the average 〈η〉 or 〈ϕ〉 in case of studies
in pseudorapidity or the azimuthal angle, respectively. The mathe-
matical expression for the case of correlations in pseudorapidity is
given in Eq. (3) (similar for 〈ϕ〉),
〈η〉 =
k∑
i=1
[
B+−(ηi) · ηi
]
/
k∑
i=1
B+−(ηi), (3)
where B+−(ηi) is the balance function value for each bin ηi ,
with the sum running over all bins k.
Experimentally, the balance function for non-identiﬁed parti-
cles was studied by the STAR Collaboration in Au–Au collisions
at
√
sNN = 130 GeV [7], followed by the NA49 experiment in
Pb–Pb collisions at the highest SPS energy [8]. Both experiments
reported the narrowing of the balance function in η in more
central compared to peripheral collisions. The results were qual-
itatively in agreement with theoretical expectations for a system
with a long-lived QGP phase and exhibiting delayed hadroniza-
tion. These results triggered an intense theoretical investigation of
their interpretation [9–15]. In [9], it was suggested that the balance
function could be distorted by the excess of positive charges due
to the protons of the incoming beams (unbalanced charges). This
effect is expected to be reduced at higher collision energy, leav-
ing a system at mid-rapidity that is net-baryon free. Also in [9],
it was proposed to perform balance function studies in terms of
the relative invariant momentum of the particle pair, to eliminate
the sensitivity to collective ﬂow. In [10], it was shown that purely
hadronic models predict a modest broadening of the balance func-
tion for central heavy-ion collisions, contrary to the experimen-
tally measured narrowing. It was also shown that thermal models
were in agreement with the (at that time) published data, con-
cluding that charge conservation is local at freeze-out, consistent
with the delayed charged-creation scenario [10]. Similar agreement
with the STAR data was reported in [11], where a thermal model
that included resonances was used. In [12], the author showed
that the balance function, when measured in terms of the relative
azimuthal angle of the pair, is a sensitive probe of the system’s
collective motion and in particular of its radial ﬂow. In [13], it was
suggested that radial ﬂow is also the driving force of the narrow-
ing of the balance function in pseudorapidity, with its width being
inversely proportional to the transverse mass, mT =
√
m2 + p2T. In
parallel in [14,15], the authors attributed the narrowing of the bal-
ance function for more central collisions to short range correlations
in the QGP at freeze-out.
Recently, the STAR Collaboration extended their balance func-
tion studies in Au–Au collisions at
√
sNN = 200 GeV [16], con-
ﬁrming the strong centrality dependence of the width in η but
also revealing a similar dependence in ϕ , the latter being mainly
attributed to radial ﬂow. Finally, in [17] the authors ﬁtted the ex-
perimentally measured balance function at the top RHIC energies
with a blast-wave parameterization and argued that in ϕ the
results could be explained by larger radial ﬂow in more central col-
lisions. However the results in η could only be reproduced when
considering the separation of charges at freeze-out implemented
in the model. They also stressed the importance of performing a
multi-dimensional analysis. In particular, they presented how the
balance function measured with respect to the orientation of the
reaction plane (i.e. the plane of symmetry of a collision deﬁned by
the impact parameter vector and the beam direction) could probe
potentially one of the largest sources of background in studies re-
lated to parity violating effects in heavy-ion collisions [18].
In this Letter we report the ﬁrst results of the balance function
measurements in Pb–Pb collisions at
√
sNN = 2.76 TeV with the
ALICE detector [19,20]. The Letter is organized as follows: Section 2
brieﬂy describes the experimental setup, while details about the
data analysis are presented in Section 3. In Section 4 we discuss
the main results followed by a detailed comparison with different
models in Section 5. In the same section we present the energy de-
pendence of the balance function. We conclude with the summary
and a short outlook.
2. Experimental setup
ALICE [20] is the dedicated heavy-ion detector at the LHC,
designed to cope with the high charged-particle densities mea-
sured in central Pb–Pb collisions [21]. The experiment consists of
a large number of detector subsystems inside a solenoidal mag-
net (0.5 T). The central tracking systems of ALICE provide full az-
imuthal coverage within a pseudorapidity window |η| < 0.9. They
are also optimized to provide good momentum resolution (≈ 1% at
pT < 1 GeV/c) and particle identiﬁcation (PID) over a broad mo-
mentum range, the latter being important for the future, particle
type dependent balance function studies.
For this analysis, the charged particles were reconstructed using
the Time Projection Chamber (TPC) [22], which is the main tracking
detector of the central barrel. In addition, a complementary anal-
ysis relying on the combined tracking of the TPC and the Inner
Tracking System (ITS) was performed. The ITS consists of six lay-
ers of silicon detectors employing three different technologies. The
two innermost layers are Silicon Pixel Detectors (SPD), followed by
two layers of Silicon Drift Detectors (SDD). Finally the two outermost
layers are double-sided Silicon Strip Detectors (SSD).
The position of the primary interaction was determined by the
TPC and by the SPD, depending on the tracking mode used. A set
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of forward detectors, namely the VZERO scintillator arrays, were
used in the trigger logic and also for the centrality determina-
tion [23]. The VZERO detector consists of two arrays of scintillator
counters, the VZERO-A and the VZERO-C, positioned on each side
of the interaction point. They cover the pseudorapidity ranges of
2.8< η < 5.1 and −3.7< η < −1.7 for VZERO-A and VZERO-C, re-
spectively.
For more details on the ALICE experimental setup, see [20].
3. Data analysis
Approximately 15× 106 Pb–Pb events, recorded during the ﬁrst
LHC heavy-ion run in 2010 at
√
sNN = 2.76 TeV, were analyzed. A
minimum bias trigger was used, requiring two pixel chips hit in
the SPD in coincidence with a signal in the VZERO-A and VZERO-
C detectors. Measurements were also made with the requirement
changed to a coincidence between signals from the two sides of
the VZERO detectors. An oﬄine event selection was also applied in
order to reduce the contamination from background events, such
as electromagnetic and beam–gas interactions. All events were re-
quired to have a reconstructed vertex position along the beam axis
(Vz) with |Vz| < 10 cm from the nominal interaction point.
The data were sorted according to centrality classes, reﬂecting
the geometry of the collision (i.e. impact parameter), which span
0–80% of the inelastic cross section. The 0–5% bin corresponds to
the most central (i.e. small impact parameter) and the 70–80%
class to the most peripheral (i.e. large impact parameter) collisions.
The centrality of the collision was estimated using the charged par-
ticle multiplicity distribution and the distribution of signals from
the VZERO scintillator detectors. Fitting these distributions with a
Glauber model [24], the centrality classes are mapped to the cor-
responding mean number of participating nucleons 〈Npart〉 [25].
Different centrality estimators (i.e. TPC tracks, SPD clusters) were
used to investigate the systematic uncertainties. Further details on
the centrality determination can be found in [23].
To select charged particles with high eﬃciency and to minimize
the contribution from background tracks (i.e. secondary particles
originating either from weak decays or from the interaction of
particles with the material), all selected tracks were required to
have at least 70 reconstructed space points out of the maximum
of 159 possible in the TPC. The 〈χ2〉 per degree of freedom the
momentum ﬁt was required to be below 2. To further reduce the
contamination from background tracks, a cut on the distance of
closest approach between the tracks and the primary vertex (dca)
was applied (dcaxy/dxy)2 + (dcaz/dz)2 < 1 with dxy = 2.4 cm and
dz = 3.2 cm. In the parallel analysis, with the combined track-
ing of the TPC and the ITS, the values of dxy = 0.3 cm and
dz = 0.3 cm were used, proﬁting from the better dca resolution
that the ITS provides. Finally, we report the results for the region
of |η| < 0.8 and 0.3 < pT < 1.5 GeV/c. The pT range is chosen to
ensure a high tracking eﬃciency (lower cut) and a minimum con-
tribution from (mini-)jet correlations (upper cut).
4. Results
As discussed in the introduction, the correction factors f+− ,
f−+ , f++ , and f−− are needed to eliminate the dependence of the
balance function on the detector acceptance and tracking ineﬃ-
ciencies. The tracking eﬃciency is extracted from a detailed Monte
Carlo simulation of the ALICE detector based on GEANT3 [26].
It depends on the particle’s transverse momentum, rising steeply
from 0.2 up to 0.5 GeV/c, where it reaches the saturation value of
85%. The acceptance part of the correction factors, α(η,ϕ), is
extracted from mixed events. The mixed events are generated by
taking all two-particle non-same-event combinations for a collec-
Fig. 1. (Color online.) The correction factor f+−(η,ϕ) for the 5% most central
Pb–Pb collisions, extracted from the single particle tracking eﬃciencies ε(η,ϕ, pT)
and the acceptance terms α(η,ϕ) (see text for details).
tion of a few (≈ 5) events with similar values of the z position of
the reconstructed vertex (|Vz| < 5 cm). In addition, the events
used for the event mixing belonged to the same centrality class
and had multiplicities that did not differ by more than 1–2%, de-
pending on the centrality. Fig. 1 presents the correction factor for
the distribution of pairs of particles with opposite charge as a func-
tion of the relative pseudorapidity and azimuthal angle differences
for the 5% most central Pb–Pb collisions. The maximum value is
observed for η = 0 and is equal to the pT-integrated single par-
ticle eﬃciency. The distribution decreases to ≈ 0 near the edge of
the acceptance i.e. |η| ≈ 1.6. This reduction reﬂects the decrease
of the probability of detecting both balancing charges as the rel-
ative pseudorapidity difference increases. The correction factor is
constant as a function of ϕ .
The measured balance function is averaged over positive and
negative values of η (ϕ) and reported only for positive values.
The integrals of the balance function over the reported region are
close to 0.5, reﬂecting the fact that most of the balancing charges
are distributed in the measured region.
Fig. 2 presents the balance functions as a function of the rela-
tive pseudorapidity η for three different centrality classes: the
0–5% (most central), the 30–40% (mid-central) and the 70–80%
(most peripheral) centrality bins. It is seen that the balance func-
tion, in full circles, gets narrower for more central collisions. Fig. 2
presents also the balance functions for mixed events, not corrected
for detector effects, represented by the open squares. These bal-
ance functions, ﬂuctuate around zero as expected for a totally un-
correlated sample where the charge is not conserved.
Fig. 3 presents the balance functions as a function of the rel-
ative azimuthal angle for the same centrality classes as in Fig. 2.
The balance functions calculated using mixed events and not cor-
rected for the tracking eﬃciency exhibit a distinct modulation orig-
inating from the 18 sectors of the TPC. This modulation is more
pronounced for more central collisions, since the charge depen-
dent acceptance differences scale with multiplicity. The eﬃciency-
corrected balance functions, represented by the full markers, in-
dicate that these detector effects are successfully removed. Nar-
rowing of the balance function in more central events has been
also observed in this representation. A decrease of the balance
function at small ϕ (i.e. for ϕ  10◦) can be observed for
the mid-central and peripheral collisions. This can be attributed
to short-range correlations between pairs of same and opposite
charge, such as HBT and Coulomb effects [17].
In both Figs. 2 and 3 as well as in the next ﬁgures, the error bar
of each point corresponds to the statistical uncertainty (typically
the size of the marker). The systematic uncertainty is represented
by the shaded band around each point. The origin and the value
270 ALICE Collaboration / Physics Letters B 723 (2013) 267–279Fig. 2. (Color online.) Balance function as a function of η for different centrality classes: 0–5% (a), 30–40% (b) and 70–80% (c). Mixed events results, not corrected for the
detector effects, are shown by open squares. See text for details.
Fig. 3. (Color online.) Balance function as a function of ϕ for different centrality classes: 0–5% (a), 30–40% (b) and 70–80% (c). Mixed events results, not corrected for the
detector effects, are shown by open squares. See text for details.of the assigned systematic uncertainty on the width of the balance
function, calculated for each centrality and for both η and ϕ ,
will be discussed in the next paragraph.
The data sample was analyzed separately for two magnetic ﬁeld
conﬁgurations. The two data samples had comparable statistics.
The maximum value of the systematic uncertainty, deﬁned as half
of the difference between the balance functions in these two cases,
is found to be less than 1.3% over all centralities. In addition, we
estimated the contribution to the systematic uncertainty originat-
ing from the centrality selection, by determining the centrality not
only with the VZERO detector but alternatively using the multi-
plicity of the TPC tracks or the number of clusters of the second
SPD layer. This resulted in an additional maximum contribution
to the estimated systematic uncertainty of 0.8% over all centrali-
ties. Furthermore, we investigated the inﬂuence of the ranges of
the cuts in parameters such as the position of the primary vertex
in the z coordinate (|Vz| < 6–12 cm), the dca (dxy < 1.8–2.4 cm
and dz < 2.6–3.2 cm), and the number of required TPC clusters
(Nclusters(TPC) > 60–90). This was done by varying the relevant
ranges, one at a time, and again assigning half of the difference be-
tween the lower and higher value of the width to the systematic
uncertainty. The maximum contribution from these sources was
estimated to be 1.3%, 1.1% and 1.3% for the three parameters, re-
spectively. We also studied the inﬂuence of the different tracking
modes used by repeating the analysis using tracks reconstructed
by the combination of the TPC and the ITS (global tracking). The
resulting maximum contribution to the systematic uncertainty of
the width from this source is 1.1%, again over all centralities. Fi-
nally, the applied acceptance corrections result in large ﬂuctuations
of the balance function points for some centralities towards the
edge of the acceptance (i.e. large values of η), which originates
from the division of two small numbers. To account for this, we
average over several bins at these high values of η to extract
the weighted average. This procedure results in an uncertainty
that has a maximum value of 5% over all centralities. All these
contributions are summarized in Table 1. The ﬁnal systematic un-
certainty for each centrality bin was calculated by adding all the
different sources in quadrature. The resulting values for the 0–5%,
30–40% and 70–80% centrality bins were estimated to be 2.5%, 3.0%
and 3.6%, respectively, in 〈η〉 (1.9%, 1.2% and 2.4%, respectively,
in 〈ϕ〉).
5. Discussion
5.1. Centrality dependence
The width of the balance function (Eq. (3)) as a function of
the centrality percentile is presented in Fig. 4. Central (peripheral)
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Table 1
The maximum value of the systematic uncertainties on the width of the balance
function over all centralities for each of the sources studied.
Systematic uncertainty
Category Source Value (max)
Magnetic ﬁeld (++)/(−−) 1.3%
Centrality estimator VZERO, TPC, SPD 0.8%
Cut variation dca 1.3%
Nclusters(TPC) 1.1%
Vz 1.3%
Tracking TPC, Global 1.1%
Binning Extrapolation to large η 5.0%
Fig. 4. (Color online.) The centrality dependence of the width of the balance function
〈η〉 and 〈ϕ〉, for the correlations studied in terms of the relative pseudorapidity
(a) and the relative azimuthal angle (b), respectively. The data points are compared
to the predictions from HIJING [27], and AMPT [28].
collisions correspond to small (large) centrality percentile. The
width is calculated in the entire interval where the balance func-
tion was measured (i.e. 0.0 < η < 1.6 and 0◦ < ϕ < 180◦).
Both results in terms of correlations in the relative pseudorapid-
ity (〈η〉-upper panel, Fig. 4(a) and the relative azimuthal angle
(〈ϕ〉-lower panel, Fig. 4(b) are shown. The experimental data
points, represented by the full red circles, exhibit a strong cen-
trality dependence: more central collisions correspond to narrower
distributions (i.e. moving from right to left along the x-axis) for
both η and ϕ . Our results are compared to different model
predictions, such as HIJING [27] and different versions of a multi-
phase transport model (AMPT) [28]. The error bars in the results
from these models represent the statistical uncertainties.
The points from the analysis of HIJING Pb–Pb events at
√
sNN =
2.76 TeV, represented by the blue triangles, show little central-
ity dependence in both projections. The slightly narrower balance
functions for central collisions might be related to the fact that
HIJING is not just a simple superposition of single pp collisions;
jet-like effects as well as increased resonance yields in central col-
lisions could be reﬂected as additional correlations. The balance
function widths generated by HIJING are much larger than those
measured in the data, consistent with the fact that the model lacks
collective ﬂow.
In addition, we compare our data points to the results from
the analysis of events from three different versions of AMPT in
Fig. 4. The AMPT model consists of two different conﬁgurations:
the default and the string melting. Both are based on HIJING to de-
scribe the initial conditions. The partonic evolution is described by
the Zhang’s parton cascade (ZPC) [29]. In the default AMPT model,
partons are recombined with their parent strings when they stop
interacting, and the resulting strings are converted to hadrons us-
ing the Lund string fragmentation model. In the string melting con-
ﬁguration a quark coalescence model is used instead to combine
partons into hadrons. The ﬁnal part of the whole process, common
between the two conﬁgurations, consists of the hadronic rescatter-
ing which also includes the decay of resonances.
The ﬁlled green squares represent the results of the analysis of
the string melting AMPT events with parameters tuned [30] to re-
produce the measured elliptic ﬂow (v2) values of non-identiﬁed
particles at the LHC [3]. The width of the balance functions when
studied in terms of the relative pseudorapidity exhibit little cen-
trality dependence despite the fact that the produced system ex-
hibits signiﬁcant collective behavior [30]. However, the width of
the balance function in ϕ is in qualitative agreement with the
centrality dependence of the experimental points. This is consis-
tent with the expectation that the balance function when studied
as a function of ϕ can be used as a measure of radial ﬂow of
the system, as suggested in [12,17]. We also studied the same
AMPT conﬁguration, i.e. the string melting, this time switching off
the last part where the hadronic rescattering takes place, without
altering the decay of resonances. The resulting points, indicated
with the orange ﬁlled stars in Fig. 4, demonstrate a similar quali-
tative behavior as in the previous case: no centrality dependence
of 〈η〉 and a signiﬁcant decrease of 〈ϕ〉 for central collisions.
On a quantitative level though, the widths in both projections are
larger than the ones obtained in the case where hadronic rescat-
tering is included. This can be explained by the fact that within
this model, a signiﬁcant part of radial ﬂow of the system is built
during this very last stage of the system’s evolution. Therefore,
the results are consistent with the picture of having the balanc-
ing charges more focused under the inﬂuence of this collective
motion, which is reﬂected in a narrower balance function distri-
bution. In addition, we analyzed AMPT events produced using the
default conﬁguration, which results in smaller vn ﬂow coeﬃcients
but harder spectra than the string melting. The extracted widths of
the balance functions are represented by the open brown squares
and exhibit similar behavior as the results from the string melting
conﬁguration. In particular, the width in η shows little central-
ity dependence while the values are in agreement with the ones
calculated from the string melting. The width in ϕ shows similar
(within the statistical uncertainties) quantitative centrality depen-
dence as the experimental data points. This latter effect is con-
sistent with the observation of having a system exhibiting larger
radial ﬂow with the default version.3
Finally, we ﬁt the experimentally measured values with a ther-
mal blast-wave model [31,32]. This model, assumes that the radial
expansion velocity is proportional to the distance from the cen-
ter of the system and takes into account the resonance production
and decay. It also incorporates the local charge conservation, by
generating ensembles of particles with zero total charge. Each par-
ticle of an ensemble is emitted by a ﬂuid element with a common
3 We recently conﬁrmed that AMPT does not conserve the charge. The inﬂu-
ence of this effect to our measurement cannot be easily quantiﬁed. However we
still consider interesting and worthwhile to point out that this model describes
in a qualitative (and to some extent quantitative) way the centrality dependence
of 〈ϕ〉.
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Table 2
The values of ση and σϕ extracted by ﬁtting the centrality dependence of both 〈η〉
and 〈ϕ〉 with the blast-wave parameterization of [31,32].
Results from the ﬁt with the blast-wave model
Centrality ση σϕ
0–5% 0.28± 0.05 0.30± 0.10
5–10% 0.32± 0.05 0.35± 0.07
10–20% 0.31± 0.05 0.36± 0.08
20–30% 0.36± 0.03 0.43± 0.05
30–40% 0.43± 0.04 0.52± 0.05
40–50% 0.42± 0.04 0.54± 0.06
50–60% 0.44± 0.07 0.64± 0.06
60–70% 0.52± 0.07 0.76± 0.01
Fig. 5. (Color online.) The balance functions for the 5% most central Pb–Pb collisions
measured by ALICE as a function of the relative pseudorapidity (a) and the rela-
tive azimuthal angle (b). The experimental points are compared to predictions from
HIJING [27], AMPT [28] and from a thermal blast wave [31,32].
collective velocity following the single-particle blast-wave param-
eterization with the additional constraint of being emitted with a
separation at kinetic freeze-out from the neighboring particle sam-
pled from a Gaussian with a width denoted as ση and σϕ in the
pseudorapidity space and the azimuthal angle, respectively. The
procedure that we followed started from tuning the input param-
eters of the model to match the average pT values extracted from
the analysis of identiﬁed particle spectra [35] as well as the v2
values for non-identiﬁed particles reported by ALICE [3]. We then
adjust the widths of the parameters ση and σϕ to match the ex-
perimentally measured widths of the balance function, 〈η〉 and
〈ϕ〉. The resulting values of ση and σϕ are listed in Table 2. We
ﬁnd that ση starts from 0.28±0.05 for the most central Pb–Pb col-
lisions reaching 0.52±0.07 for the most peripheral, while σϕ starts
from 0.30± 0.10 evolving to 0.76± 0.01 for the 60–70% centrality
bin.
Fig. 5 presents the detailed comparison of the model results
with the measured balance functions as a function of η (a) and
ϕ (b) for the 5% most central Pb–Pb collisions. The data points
Fig. 6. (Color online.) The centrality dependence of the balance function width 〈η〉
(a) and 〈ϕ〉 (b). The ALICE points are compared to results from STAR [16]. The
STAR results have been corrected for the ﬁnite acceptance as suggested in [33].
are represented by the full markers and are compared with HI-
JING (dashed black line), AMPT string melting (full green line) and
the thermal blast-wave (full black line). The distributions for HI-
JING and AMPT are normalized to the same integral to facilitate
the direct comparison of the shapes and the widths. It is seen
that for correlations in the relative pseudorapidity, both HIJING
and AMPT result in similarly wider distributions. As mentioned be-
fore, the blast-wave model is tuned to reproduce the experimental
points, so it is not surprising that the relevant curve not only re-
produces the same narrow distribution but describes fairly well
also its shape. For the correlations in ϕ the HIJING curve clearly
results in a wider balance function distribution. On the other hand,
there is a very good agreement between the AMPT curve and the
measured points, with the exception of the ﬁrst bins (i.e. small
relative azimuthal angles) where the magnitude of B+−(ϕ) is
signiﬁcantly larger in real data. This suggests that there are ad-
ditional correlations present in these small ranges of ϕ in data
than what the model predicts.
5.2. Energy dependence
Fig. 6 presents the comparison of our results for the central-
ity dependence (i.e. as a function of the centrality percentile)
of the width of the balance function, 〈η〉 (Fig. 6(a) and 〈ϕ〉
(Fig. 6(b), with results from STAR [16] in Au–Au collisions at√
sNN = 200 GeV (stars). The ALICE points have been corrected for
acceptance and detector effects, using the correction factors fab ,
discussed in the introduction. To make a proper comparison with
the STAR measurement, where such a correction was not applied,
we employ the procedure suggested in [33] to the RHIC points.
Based on the assumption of a boost-invariant system the balance
function studied in a given pseudorapidity window B+−(η|ηmax)
can be related to the balance function for an inﬁnite interval ac-
cording to the formula of Eq. (4)
B+−(η|ηmax) = B+−(η|∞) ·
(
1− η
ηmax
)
. (4)
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Fig. 7. (Color online.) The centrality dependence of the relative decrease of the width
of the balance function in the relative pseudorapidity (a) and relative azimuthal
angle (b). The ALICE points are compared to results for the highest SPS [8] and
RHIC [16] energies.
This procedure results in similar corrections as to the case where
the fab are used, if the acceptance is ﬂat in η (which is a reason-
able assumption for the acceptance of STAR).4
While the centrality dependence is similar for both measure-
ments, the widths are seen to be signiﬁcantly narrower at the
LHC energies. This is consistent with the idea of having a sys-
tem exhibiting larger radial ﬂow at the LHC with respect to RHIC
[3] while having a longer-lived QGP phase [34] with the conse-
quence of a smaller separation between charge pairs when created
at hadronization. However, it is seen that the relative decrease of
the width between central and peripheral collisions seems to be
similar between the two energies. This observation could challenge
the interpretation of the narrowing of the width in η as primar-
ily due to the late stage creation of balancing charges.
To further quantify the previous observation, Fig. 7 presents the
relative decrease of 〈η〉 (a) and 〈ϕ〉 (b) from peripheral to cen-
tral collisions as a function of the mean number of participating
nucleons, 〈Npart〉, for the highest SPS5 [8] and RHIC [16] ener-
gies, compared to the values reported in this Letter. In this ﬁgure,
central (peripheral) collisions correspond to high (low) number of
〈Npart〉. The choice of the representation as a function of 〈Npart〉
is mainly driven by the apparent better scaling compared to the
centrality percentile. It is seen that in terms of correlations in rel-
ative pseudorapidity the data points at the different energies are
in fairly good agreement within the uncertainties, resulting though
into an additional, marginal decrease for the 0–5% most central
collisions of ≈ (9.5±2.0 (stat)±2.5 (syst))% compared to the RHIC
point. On the other hand, 〈ϕ〉/〈ϕ〉peripheral exhibits a decrease
4 We do not compare our results to the data from the NA49 experiment at SPS in
this ﬁgure, for two reasons. Firstly, the balance function in that experiment was not
measured at mid-rapidity. Secondly, the non-uniform acceptance in pseudorapidity
makes the simpliﬁed correction of Eq. (4) invalid.
5 We include the NA49 points in this representation since the ratio to the periph-
eral results should cancel out the acceptance effects to ﬁrst order.
of ≈ (14.0± 1.3 (stat)± 1.9 (syst))% between the most central Au–
Au collisions at
√
sNN = 200 GeV and the results reported in this
Letter. This could be attributed to the additional increase in radial
ﬂow between central and peripheral collisions at the LHC com-
pared to RHIC energies. Another contribution might come from the
bigger inﬂuence from jet-like structures at the LHC with respect
to RHIC that results in particles being emitted preferentially in
cones with small opening angles. Contrary to 〈ϕ〉/〈ϕ〉peripheral ,
this strikingly marginal decrease of 〈η〉/〈η〉peripheral between
the three colliding energy regimes that differ more than an or-
der of magnitude, cannot be easily understood solely within the
framework of the late stage creation of charges.
6. Summary
This Letter reported the ﬁrst measurements of the balance func-
tion for charged particles in Pb–Pb collisions at the LHC using the
ALICE detector. The balance function was studied both, in relative
pseudorapidity (η) and azimuthal angle (ϕ). The widths of the
balance functions, 〈η〉 and 〈ϕ〉, are found to decrease when
moving from peripheral to central collisions. The results are con-
sistent with the picture of a system exhibiting larger radial ﬂow
in central collisions but also whose charges are created at a later
stage of the collision. While HIJING is not able to reproduce the
observed centrality dependence of the width in either projection,
AMPT tuned to describe the v2 values reported by ALICE seems
to agree qualitatively with the centrality dependence of 〈ϕ〉 but
fails to reproduce the dependence of 〈η〉. A thermal blast-wave
model incorporating the principle of local charge conservation was
ﬁtted to the centrality dependence of 〈η〉 and 〈ϕ〉. The re-
sulting values of the charge separation at freeze-out can be used
to constrain models describing the hadronization processes. The
comparison of the results with those from lower energies showed
that the centrality dependence of the width, in both the relative
pseudorapidity and azimuthal angle, when scaled by the most pe-
ripheral widths, exhibits minor differences between RHIC and LHC.
These studies will soon be complemented by and extended to
the correlations of identiﬁed particles in an attempt to probe the
chemical evolution of the produced system, to quantify the inﬂu-
ence of radial ﬂow to the narrowing of the balance function width
in more central collisions and to further constrain the parameters
of the models used to describe heavy-ion collisions.
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V. Zaccolo bx, C. Zach ak, C. Zampolli ct, S. Zaporozhets bj, A. Zarochentsev ds, P. Závada ba, N. Zaviyalov co,
H. Zbroszczyk dt, P. Zelnicek bc, I.S. Zgura bb, M. Zhalov cb, X. Zhang br,bn,g, H. Zhang g, F. Zhou g,
Y. Zhou aw, D. Zhou g, J. Zhu g, J. Zhu g, X. Zhu g, H. Zhu g, A. Zichichi aa,l, A. Zimmermann ci, G. Zinovjev c,
Y. Zoccarato dk, M. Zynovyev c, M. Zyzak bd
a A.I. Alikhanyan National Science Laboratory (Yerevan Physics Institute) Foundation, Yerevan, Armenia
b Benemérita Universidad Autónoma de Puebla, Puebla, Mexico
c Bogolyubov Institute for Theoretical Physics, Kiev, Ukraine
d Bose Institute, Department of Physics and Centre for Astroparticle Physics and Space Science (CAPSS), Kolkata, India
e Budker Institute for Nuclear Physics, Novosibirsk, Russia
f California Polytechnic State University, San Luis Obispo, CA, United States
g Central China Normal University, Wuhan, China
h Centre de Calcul de l’IN2P3, Villeurbanne, France
i Centro de Aplicaciones Tecnológicas y Desarrollo Nuclear (CEADEN), Havana, Cuba
j Centro de Investigaciones Energéticas Medioambientales y Tecnológicas (CIEMAT), Madrid, Spain
k Centro de Investigación y de Estudios Avanzados (CINVESTAV), Mexico City and Mérida, Mexico
l Centro Fermi – Museo Storico della Fisica e Centro Studi e Ricerche “Enrico Fermi”, Rome, Italy
m Chicago State University, Chicago, United States
n Commissariat à l’Energie Atomique, IRFU, Saclay, France
o COMSATS Institute of Information Technology (CIIT), Islamabad, Pakistan
p Departamento de Física de Partículas and IGFAE, Universidad de Santiago de Compostela, Santiago de Compostela, Spain
q Department of Physics, Aligarh Muslim University, Aligarh, India
r Department of Physics and Technology, University of Bergen, Bergen, Norway
s Department of Physics, Ohio State University, Columbus, OH, United States
t Department of Physics, Sejong University, Seoul, South Korea
u Department of Physics, University of Oslo, Oslo, Norway
v Dipartimento di Fisica dell’Università and Sezione INFN, Turin, Italy
w Dipartimento di Fisica dell’Università and Sezione INFN, Cagliari, Italy
x Dipartimento di Fisica dell’Università and Sezione INFN, Trieste, Italy
y Dipartimento di Fisica dell’Università ‘La Sapienza’ and Sezione INFN, Rome, Italy
z Dipartimento di Fisica e Astronomia dell’Università and Sezione INFN, Catania, Italy
aa Dipartimento di Fisica e Astronomia dell’Università and Sezione INFN, Bologna, Italy
ab Dipartimento di Fisica e Astronomia dell’Università and Sezione INFN, Padova, Italy
ac Dipartimento di Fisica ‘E.R. Caianiello’ dell’Università and Gruppo Collegato INFN, Salerno, Italy
ad Dipartimento di Scienze e Innovazione Tecnologica dell’Università del Piemonte Orientale and Gruppo Collegato INFN, Alessandria, Italy
ae Dipartimento Interateneo di Fisica ‘M. Merlin’ and Sezione INFN, Bari, Italy
af Division of Experimental High Energy Physics, University of Lund, Lund, Sweden
ag European Organization for Nuclear Research (CERN), Geneva, Switzerland
ah Fachhochschule Köln, Köln, Germany
ai Faculty of Engineering, Bergen University College, Bergen, Norway
aj Faculty of Mathematics, Physics and Informatics, Comenius University, Bratislava, Slovakia
ak Faculty of Nuclear Sciences and Physical Engineering, Czech Technical University in Prague, Prague, Czech Republic
278 ALICE Collaboration / Physics Letters B 723 (2013) 267–279
al Faculty of Science, P.J. Šafárik University, Košice, Slovakia
am Frankfurt Institute for Advanced Studies, Johann Wolfgang Goethe-Universität Frankfurt, Frankfurt, Germany
an Gangneung-Wonju National University, Gangneung, South Korea
ao Gauhati University, Department of Physics, Guwahati, India
ap Helsinki Institute of Physics (HIP) and University of Jyväskylä, Jyväskylä, Finland
aq Hiroshima University, Hiroshima, Japan
ar Indian Institute of Technology Bombay (IIT), Mumbai, India
as Indian Institute of Technology Indore (IITI), Indore, India
at Institut de Physique Nucléaire d’Orsay (IPNO), Université Paris-Sud, CNRS-IN2P3, Orsay, France
au Institute for High Energy Physics, Protvino, Russia
av Institute for Nuclear Research, Academy of Sciences, Moscow, Russia
aw Nikhef, National Institute for Subatomic Physics and Institute for Subatomic Physics of Utrecht University, Utrecht, Netherlands
ax Institute for Theoretical and Experimental Physics, Moscow, Russia
ay Institute of Experimental Physics, Slovak Academy of Sciences, Košice, Slovakia
az Institute of Physics, Bhubaneswar, India
ba Institute of Physics, Academy of Sciences of the Czech Republic, Prague, Czech Republic
bb Institute of Space Sciences (ISS), Bucharest, Romania
bc Institut für Informatik, Johann Wolfgang Goethe-Universität Frankfurt, Frankfurt, Germany
bd Institut für Kernphysik, Johann Wolfgang Goethe-Universität Frankfurt, Frankfurt, Germany
be Institut für Kernphysik, Technische Universität Darmstadt, Darmstadt, Germany
bf Institut für Kernphysik, Westfälische Wilhelms-Universität Münster, Münster, Germany
bg Instituto de Ciencias Nucleares, Universidad Nacional Autónoma de México, Mexico City, Mexico
bh Instituto de Física, Universidad Nacional Autónoma de México, Mexico City, Mexico
bi Institut Pluridisciplinaire Hubert Curien (IPHC), Université de Strasbourg, CNRS-IN2P3, Strasbourg, France
bj Joint Institute for Nuclear Research (JINR), Dubna, Russia
bk Kirchhoff-Institut für Physik, Ruprecht-Karls-Universität Heidelberg, Heidelberg, Germany
bl Korea Institute of Science and Technology Information, Daejeon, South Korea
bm KTO Karatay University, Konya, Turkey
bn Laboratoire de Physique Corpusculaire (LPC), Clermont Université, Université Blaise Pascal, CNRS-IN2P3, Clermont-Ferrand, France
bo Laboratoire de Physique Subatomique et de Cosmologie (LPSC), Université Joseph Fourier, CNRS-IN2P3, Institut Polytechnique de Grenoble, Grenoble, France
bp Laboratori Nazionali di Frascati, INFN, Frascati, Italy
bq Laboratori Nazionali di Legnaro, INFN, Legnaro, Italy
br Lawrence Berkeley National Laboratory, Berkeley, CA, United States
bs Lawrence Livermore National Laboratory, Livermore, CA, United States
bt Moscow Engineering Physics Institute, Moscow, Russia
bu National Centre for Nuclear Studies, Warsaw, Poland
bv National Institute for Physics and Nuclear Engineering, Bucharest, Romania
bw National Institute of Science Education and Research, Bhubaneswar, India
bx Niels Bohr Institute, University of Copenhagen, Copenhagen, Denmark
by Nikhef, National Institute for Subatomic Physics, Amsterdam, Netherlands
bz Nuclear Physics Institute, Academy of Sciences of the Czech Republic, Rˇež u Prahy, Czech Republic
ca Oak Ridge National Laboratory, Oak Ridge, TN, United States
cb Petersburg Nuclear Physics Institute, Gatchina, Russia
cc Physics Department, Creighton University, Omaha, NE, United States
cd Physics Department, Panjab University, Chandigarh, India
ce Physics Department, University of Athens, Athens, Greece
cf Physics Department, University of Cape Town and iThemba LABS, National Research Foundation, Somerset West, South Africa
cg Physics Department, University of Jammu, Jammu, India
ch Physics Department, University of Rajasthan, Jaipur, India
ci Physikalisches Institut, Ruprecht-Karls-Universität Heidelberg, Heidelberg, Germany
cj Politecnico di Torino, Turin, Italy
ck Purdue University, West Lafayette, IN, United States
cl Pusan National University, Pusan, South Korea
cm Research Division and ExtreMe Matter Institute EMMI, GSI Helmholtzzentrum für Schwerionenforschung, Darmstadt, Germany
cn Rudjer Boškovic´ Institute, Zagreb, Croatia
co Russian Federal Nuclear Center (VNIIEF), Sarov, Russia
cp Russian Research Centre Kurchatov Institute, Moscow, Russia
cq Saha Institute of Nuclear Physics, Kolkata, India
cr School of Physics and Astronomy, University of Birmingham, Birmingham, United Kingdom
cs Sección Física, Departamento de Ciencias, Pontiﬁcia Universidad Católica del Perú, Lima, Peru
ct Sezione INFN, Bologna, Italy
cu Sezione INFN, Padova, Italy
cv Sezione INFN, Rome, Italy
cw Sezione INFN, Cagliari, Italy
cx Sezione INFN, Turin, Italy
cy Sezione INFN, Trieste, Italy
cz Sezione INFN, Bari, Italy
da Sezione INFN, Catania, Italy
db Nuclear Physics Group, STFC Daresbury Laboratory, Daresbury, United Kingdom
dc SUBATECH, Ecole des Mines de Nantes, Université de Nantes, CNRS-IN2P3, Nantes, France
dd Suranaree University of Technology, Nakhon Ratchasima, Thailand
de Technical University of Split FESB, Split, Croatia
df The Henryk Niewodniczanski Institute of Nuclear Physics, Polish Academy of Sciences, Cracow, Poland
dg The University of Texas at Austin, Physics Department, Austin, TX, United States
dh Universidad Autónoma de Sinaloa, Culiacán, Mexico
di Universidade de São Paulo (USP), São Paulo, Brazil
dj Universidade Estadual de Campinas (UNICAMP), Campinas, Brazil
dk Université de Lyon, Université Lyon 1, CNRS/IN2P3, IPN-Lyon, Villeurbanne, France
dl University of Houston, Houston, TX, United States
ALICE Collaboration / Physics Letters B 723 (2013) 267–279 279
dm University of Technology and Austrian Academy of Sciences, Vienna, Austria
dn University of Tennessee, Knoxville, TN, United States
do University of Tokyo, Tokyo, Japan
dp University of Tsukuba, Tsukuba, Japan
dq Eberhard Karls Universität Tübingen, Tübingen, Germany
dr Variable Energy Cyclotron Centre, Kolkata, India
ds V. Fock Institute for Physics, St. Petersburg State University, St. Petersburg, Russia
dt Warsaw University of Technology, Warsaw, Poland
du Wayne State University, Detroit, MI, United States
dv Wigner Research Centre for Physics, Hungarian Academy of Sciences, Budapest, Hungary
dw Yale University, New Haven, CT, United States
dx Yildiz Technical University, Istanbul, Turkey
dy Yonsei University, Seoul, South Korea
dz Zentrum für Technologietransfer und Telekommunikation (ZTT), Fachhochschule Worms, Worms, Germany
* Corresponding author.
E-mail address:m.weber@cern.ch (M. Weber).
1 M.V. Lomonosov Moscow State University, D.V. Skobeltsyn Institute of Nuclear Physics, Moscow, Russia.
2 University of Belgrade, Faculty of Physics and “Vincˇa” Institute of Nuclear Sciences, Belgrade, Serbia.
3 Deceased.
4 Institute of Theoretical Physics, University of Wroclaw, Wroclaw, Poland.
