We present efficient algorithms for generating "infinite" streams of band-limited 1/f α noise, by numerically filtering a white signal. In the 1/f 2 case the algorithm is optimal, i.e. only limited by the white generator, and is close to optimal in the general case (0 ≤ α ≤ 2) . The properties and performances are evaluated in the context of the Planck simulation experiment. The software is available from
Introduction
Noise with power logarithm falling off constantly over several frequency decades, is referred to as 1/f α (or 1 f , or "flicker" or "pink" noise). It appears in many physical systems making it a fascinating subject that is common to several disciplines [1] : electronics, mathematics, geophysics, bio-chemistry, music, finance, traffic flows, medicine ... While it is not clear whether this ubiquity is a reflect of a universal nature (as a fractal phenomenon due to its scale invariance), it is of importance to model it properly in fast simulations.
This work is part of the effort for producing a detailed simulation of astronomy experiments that measure power spectra over the sky [2] . It is applied to the case of the Planck satellite 1 but is obviously more general. For Planck, the 1/f α noise is mainly due to the cryogenic fluctuations of the High Frequency Instrument (HFI), and electronics of the Low Frequency Instrument (LFI). While it is not clear whether genuine 1/f α noise is stabilized below some frequency, several loop-back mechanisms [3] ensure it becomes white below some f min frequency. This has the effect of making the noise stationary (while pure 1/f α noise is not for 1 < α < 2). Furthermore, a careful design of the instruments ensures that the noise becomes white above some "knee" frequency [4] . In the following we will illustrate the algorithms with the parameters of the HFI/LFI simulation:
The sampling frequency of the instrument is f sample = 200Hz, which correlates samples at the scale of about f knee fmin f sample ≃ 10 6 . For simulation , this prohibits the use of efficient FFT [5] , wavelets [6] or Brownian fractional noise [7] techniques. Actually, our goal is to provide a (fast) generator that can produce "infinite" streams, i.e. not knowing a priori the size of the sample. In that case a recurrent filtering of white noise is the most adapted.
The idea is to shoot a (white) gaussian number x i with a classical generator and filter it through a system with a H(jω) transfer function. The power spectral density is directly the square of the transfer function since:
We will discuss the (software) design of such filters. While efficient for the 1/f 2 noise generation (section 1) the general method will prove to be much less suited to the general 1/f α case (section 2) , which is non-linear. We will then adapt approximate methods which describe accurately (and rapidly) the expected spectrum. The appendix recalls a few results about numerical filtering.
1
1/f 2 noise (HFI case)
1.1 Why pure 1/f 2 noise is random walk.
We start with the pure 1/f 2 noise case. We shoot a white gaussian number x, using a Box-Muller radial transformation (e.g [8] ) of a standard flat generator . We want to (numerically) filter x with the appropriate transfer function
which is the transfer function of an integrator. The inverse Fourier transform is the unit step u(t), whose z transform is (see Appendix)
Therefore the transformed signal is:
which according to the summation property of the z transform is obtained simply from:
This equation represents an MA (moving average) filter; the system is built by "remembering" at each step the previous value (random walk) and has therefore one state variable. It has an "infinite memory".
2 Through the article we will use the electronic notation for j 2 = −1 and work in the pulsation domain ω. In addition we will also not mention the normalization factor σ of the input gaussian generator that can be recovered straightforwardly by multiplying the output by σ f sample .
It is slightly more convenient to write this filter in the following way:
which accordingly to the offset properties of the z transform is obtained in the time domain through:
which represents an AR (Auto Regressive) filter.
Whitening below f min
To get a white spectrum below some frequency ω 0 = 2πf min , we are seeking for a transfer function of the type:
which represents a first order low-pass filter.
Its inverse Fourier transform is:
which sampled at a rate 1/T has a z transform (see Appendix):
Therefore:
whose inverse transform is:
For each shot x k one just needs to keep the previous filtered value y k−1 to compute the new one y k .
Whitening above f knee
For a filter with a white spectral behavior both below f min and above f knee , we symmetrize Eq. (9):
In order to treat symmetrically the numerator and denominator, we use the w transform (see Appendix) and identify the pulsation with it:
to get the z transfer function in the form:
with:
where the reduced frequencies are 3 x k = πf knee /f sample and x 0 = πf min /f sample . It is now straightforward to build the numerical filter from:
which for any k reads:
This is the equation for a simple ARMA filter: for any white shot x k one just needs to keep the previous one x k−1 and the previous filtered value y k−1 , to compute the new one.
This filter has been implemented in C++ and run on 10 7 samples. Some results are depicted on Figure 1 which shows that its properties are as expected.
Concerning CPU this algorithm is optimal, in the sense that it is only limited by the speed of the white gaussian generator. On a "standard" computer running a 2 GHz processor, it takes about 2 s for shooting 10 7 samples.
2.1 Failure of ARMA models ARMA models were so successful in the 1/f 2 noise case that we might be tempted to generalize them to the 1/f α case. This is however far from trivial, mainly because we are moving off linear theories for which the z transform has been tailored. Let us see what happens in more details.
For the pure 1/f α noise case,we are seeking for a transfer function of the form:
which defines formally an α 2 -order integrator. Its inverse Fourier transform is :
which is consistent with the definition of the Riemann-Liouville fractional integration [9] :
The associated z transform is
3 the missing factor 2 is to account for the Nyquist frequency Unfortunately the sum that appears on the r.h.s is not particularly factorizable so that the MA filter Y (z −1 ) = H(z −1 )X(z −1 ) leads to an explicit convolution:
There are two problems with this expression:
1. the first term i = 0 is infinite 2. we must keep all the past terms which is untractable for large samples.
The first problem can be regularized using a slightly ad-hoc transfer function [10] :
(compare to (5)). An AR filter can then be build from
The first factor a 0 = 1 is now defined. Unfortunately the coefficients a k fall like k −(1+α/2) which is not very steep and one must still keep all the past terms at the scale of the correlation length, so that the second problem remains. It is actually much deeper and reflects the fact that a true 1/f α spectrum has an infinite number of state variables and that there exits no (linear) difference equations to represent it.
One may think that this bad behavior is due to the fact that we are working without a low frequency cutoff (i.e. in a non stationary case). The problem is unfortunately deeper. Indeed modify the transfer function (22) to insert a cutoff:
(27)
then using Eq. 3.382-7 [11] , the inverse Fourier transform is:
By comparing to the no-cutoff case Eq. (23), we see that the effect of ω 0 is to attenuate the long range correlation by the exponential factor , i.e. a k → a k e −ω0kT , but still one needs to keep a few 1/(ω 0 T ) past samples (≃ 10 7 in the LFI case) to compute the next generator iteration. In some cases, when one is not too much concerned about CPU, and has a reasonable high f min value one can use this algorithm.
Recursive 1/f 2 filtering
On old well known method in electronics [12] is to approximate the 1/f spectrum by a sum of 1/f 2 , i.e. relaxations, processes (also known as "Gauss-Markov", or "Lorentzian" processes). This leads to the infinite RC line model [13] to describe the 1/f spectrum and a modified version for the 1/f α spectra [14] . The idea is to get an approximate 1/f α output by recursively filtering a signal by a set of 1/f 2 filters properly located (Figure 2 ). Quite surprisingly a very low number of filters is needed to approximate precisely the genuine spectrum.
We are seeking for a transfer function of the type: Figure 2 : A band-limited 1/f spectrum (full line) can be approximated by a set of 1/f 2 spectra properly located (dashed lines) . The crosses and diamonds represent respectively the position of the poles and zeros. Here we used one filter per decade; the approximation is already good.
The approximate output transfer function is of the type:
where N f is the number of filters used, and p i , z i are the poles and zeros locations. Since we already designed these 1/f 2 filters in section 1.3, the only point here is to get their parameters right, i.e. specify properly their poles and zeros locations.
The poles must be located regularly on a logarithmic grid 4 :
in order to have a symmetric error, the zeros must be placed at [15] :
and for continuity, from geometrical considerations, the first pole must be put at:
How many 1/f 2 filters do we need? While in principle, as little as 1 per decade is enough to get a slope approximation to better than 5% [14] , since here we also wish to reproduce neatly the f min and f knee shoulders, we used 2 filters per decade, which leads to an approximation at the level of the % for any α value throughout the spectrum 5 .
4 note that we use a base 10 logarithm. 5 The larger deviation is obtained for an 1 f spectrum.
We implemented this algorithm, using the previous C++ class for 1/f 2 noise : a gaussian white number is shot and passed recursively through the 1/f 2 filters: the coefficients of Eq (18) are automatically recomputed by the class for a given pole/zero and the output of each filter is the input to the next one.
For the LFI parameters (α = 1.7) , this required N f = 9 filters and 10 million events where generated in 3.7s, corresponding to 1.7 times the white time shot , which is excellent. The distribution obtained (lowering f min and f sample to get a better power spectrum fit) is shown on Figure 3 and is as expected. From geometric considerations, it is clear that the approximate method only allows to generate noise with 0 < α < 2. While rare in practice, one may wonder how to generate noise with α > 2. A promising approach is to use the theory of logistic maps and shoot recursively one number (initially taken in < 0 < x 0 < 1) through [16] :
for z = 2 this is a direct generator of 1/f noise! This chaotic process is however far from gaussian (it is an "intermittent" one, representing long phases of low values, followed by sudden "bursts" of high ones ) but one may recover gaussianity by summing many of them (through the central limit theorem) a procedure that can be straightforwardly parallelized. In particular for z > 3, group theory computations show [17] that any factor α > 2 could be achievable...
Conclusion
We have demonstrated how numerical filtering of white noise can be used efficiently to produce "infinite" streams of band-limited 1/f α noise. For 1/f 2 noise the method is optimal, and for 0 < α < 2 it is extremely fast (1.7 time the white noise generation). The sofware developped can be downloaded from:
http://planck.lal.in2p3.fr/article.php3?id article=8
While numerically efficient, the algorithm is only a (precise) approximation to the genuine 1/f α noise generation problem and is therefore somewhat unsatisfactory. We have shown how linear theory fails to produce such spectra efficiently: however for large enough values of f min (no more than 2 or 3 decades from 0) and if you are not too much concerned by CPU, you may still use the algorithm described in section 2.1 to obtain a genuine 1/f α band-limited spectrum.
Note that if the size of the sample is known a-priori a very efficient method to generate 1/f α noise is the so-called "random midpoint" algorithm developed in the fractal theory [7] : pure 1/f α noise is a self similar process, i.e. given a time stream X(t) , X(rt) r H is statistically indistinguishable for any scale factor r (the Hurst exponent H being related to the slope by α = 2H + 1). Start with X(0) = 0 and shoot a gaussian number for X(1). Then take the mean and add to its linearly interpolated value, another shot but re-scaled by 1/2 H ; then continue the process on each side, rescaling each time by the same factor.
This algorithm captures much more the spirit of 1/f α noise (which is non-linear by nature). This algorithm is optimal since it just requires basically one gaussian shot per sample, but note that you may need to add the whitening time.
