Surveys of public sequence resources show that experimentally supported functional information is still completely missing for a considerable fraction of known proteins and is clearly incomplete for an even larger portion. Bioinformatics methods have long made use of very diverse data sources alone or in combination to predict protein function, with the understanding that different data types help elucidate complementary biological roles. This chapter focuses on methods accepting amino acid sequences as input and producing GO term assignments directly as outputs; the relevant biological and computational concepts are presented along with the advantages and limitations of individual approaches.
Introduction
For decades experimentalists have been painstakingly probing a range of functional aspects of individual proteins. This steady but slow acquisition of functional data is in stark contrast to the results of next-generation sequencing technologies, which can survey gene expression regulation, genomic organization, and variation on a large scale [ 1 ] . Similarly, parallel efforts aim to map the networks of interactions between proteins, nucleic acids, and metabolites that regulate biological processes [ 2 -4 ] . Nonetheless, comprehensive studies of protein function are hindered, because the combinations of gene products, biological roles, and cellular conditions are too numerous and because many experimental protocols cannot be applied to all proteins. Furthermore, the results need to be critically interpreted, integrated with existing knowledge, and translated into machine-readable formats-such as Gene Ontology (GO) [ 5 ] terms-for further analyses. Manual curation requires substantial time and effort too; therefore the exponential growth in the number of sequences in UniProtKB [ 6 ] has only been matched by a linear increase in the number of entries with experimentally supported GO terms. Moreover, only 0.03 % of the sequences have received annotations for all three GO domains and the level of annotation detail can also fall far short of the maximum possible-e.g., there is direct evidence that some E. coli K12 proteins act as transferases with no additional information about the chemical group relocated from the donor to the acceptor. Automated protein function prediction has consequently represented the only viable way to bridge some of these gaps, and indeed UniProtKB already exploits some computational tools ( Fig. 1 ) .
Given the lack of a general theory which can link protein sequences and environmental conditions directly to biological functions from physicochemical properties, current methods for protein function prediction implement knowledge-based heuristics that transfer functional information from already annotated proteins to unannotated ones. This chapter reviews sequence-based approaches to GO term prediction, which are the most popular, well understood, and easily accessible to a wide range of users. The ( a ) Over the past decade, the number of amino acid chains deposited in UniProtKB has grown exponentially ( black line ), while those with experimentally supported GO term assignments has only increased linearly ( green line ). This core subset however has allowed to assign GO terms to a substantial fraction of sequences ( orange line ). ( b ) Even with electronically inferred annotations, more than 80 % of sequences in UniProtKB release 2015_01 lack assignments for at least one of the molecular function, biological process, or cellular component GO sub-ontologies. Plots and statistics are based on the fi rst release of each year focus is primarily on the underpinning concepts and assumptions, as well as on the known advantages and pitfalls, which are all applicable to other controlled vocabularies, such as those described in the Chap. 19 [ 7 ] "KEGG, EC and other sources of functional data". How well current function prediction methods perform and how prediction accuracy can be measured are topics extensively covered in the Chap. 8 [ 8 ] "Evaluating GO annotations", Chap. 9 [ 9 ] "Evaluating functional annotations in enzymes", and Chap. 10 [ 10 ] "Community Assessment".
Annotation Transfers from Homologous Proteins
The most common way to annotate uncharacterized proteins consists in fi nding homologues-that is, proteins sharing common ancestry-of known function, and inheriting the information available for them under the assumption that function is evolutionarily conserved. BLAST [ 11 ] or PSI-BLAST [ 12 ] are routinely used to search for homologous sequences, and tools that compare sequences against hidden Markov models (HMMs), or pairs of profi les or of HMMs can be useful to extend the coverage of the protein sequence universe thanks to the increased sensitivity for remote homologues. A detailed presentation of sequence comparison methods is beyond the scope of this chapter and is available elsewhere [ 13 ] . In the simplest case, transfers can be made from the sequence with experimentally validated annotations and the lowest E -value-and this represents a useful baseline to benchmark the effectiveness of more advanced methods. This approach can produce erroneous results when key functional residues are mutated, or when the alignment doesn't span the whole length of the proteins-possibly indicating changes in domain architecture [ 14 ] . Iterative transfers of computationally generated functional assignments can lead to uncontrolled propagation of such errors; the average error rate of molecular function annotations is estimated to approach 0 % only in the manually curated UniProtKB/ SwissProt database, while it is substantially higher in un-reviewed resources [ 15 ] .
Several studies have consequently attempted to estimate sequence similarity thresholds that would generate predictions with a guaranteed level of accuracy, and have suggested that 80 % global sequence identity should be generally suffi cient for safe annotation transfers [ 16 -20 ] . However, this rule of thumb can either be too stringent or too lax, because biological sequences evolve at differing rates due to the need to maintain physiological function on the one hand, and to avoid deregulated gene expression, protein translation, folding, or physical interactions on the other [ 21 ] . Ideally, these cutoff values should be specifi c to individual families or even functional categories, but usually the number of labelled examples is not suffi cient to allow reliable calibration. To circumvent these issues, it is possible to trade annotation specifi city for accuracy, because broad functional aspects-e.g., about ligand binding and enzymatic or transporter activitiesdiverge at lower rates than the fi ne details-such as the specifi c metal ions bound or the molecules and chemical groups that are recognized and processed.
GOtcha [ 22 ] was the fi rst tool to make predictions representing the enrichment of the GO terms assigned to BLAST hits in the hierarchical context of GO. It fi rst calculates weights for each GO term, taking into account the number of similar sequences annotated with it and the statistical signifi cance of the observed similarities. The program then considers the semantic relationships among the terms to update the tallies and refl ect increasing confi dence in more general annotations. PFP [ 23 ] follows a similar approach, but targets more diffi cult annotation cases, too, by leveraging information from PSI-BLAST hits with unconventionally high E-values. Furthermore, the scoring scheme exploits data about the co-occurrence of GO term pairs in UniProtKB entries, which allows safer annotations to be produced. Other methods fall in this category too, and interested readers are referred to the primary literature [ 24 -27 ] . More sophisticated approaches rely on machine learning [ 28 ] rather than statistical analyses, and use experimental data to train classifi ers that predict GO terms based on an array of alignment-derived features-such as sequence similarity scores, E-values, the coverage of the sequences, or the scores that GOtcha calculates for each GO category [ 29 -31 ] .
Annotation Transfers from Orthologous Proteins
Simple homology-based predictors are quick but error prone because they don't try to distinguish functionally equivalent relatives from those that have functionally diverged. In phylogenetic terms, this problem can be cast as classifying orthologues-homologue pairs evolved after speciation-and paralogues-homologue pairs derived from gene duplication. It is widely accepted that duplicated genes lack selective pressure to maintain their original biological roles, so they can easily undergo nucleotide changes ultimately leading to functional divergence [ 32 ] . The realization that genetic diversity arises from gene losses and horizontal transfers, too, makes phylogenetic reconstruction even more complex.
In this setup, annotations can be transferred with varying levels of confi dence depending on how many orthologues there are and how closely related they are. This can partly account for the observation that orthologues can diverge functionally, particularly over long evolutionary distances or after duplication events in at least one of the lineages [ 33 ] . However, experimental studies have also shown that paralogues can retain functional equivalence, even long after the duplication event [ 34 , 35 ] . Recent studies have consequently tested how useful the distinction between orthologues and paralogues is for protein function prediction and have drawn different conclusions [ 36 -39 ] . The latest fi ndings suggest that the functional similarity between orthologues is slightly higher than that between paralogues at the same level of sequence divergence, and that the signal is stronger for cellular components than for biological processes or molecular functions [ 38 ] .
The traditional approach to orthologue detection involves computationally intensive calculations to build phylogenetic trees and then identify gene duplication and loss events [ 40 ] . SIFTER [ 41 ] builds on this framework to transfer the most specifi c experimentally supported molecular function terms available from the annotated sequences to all nodes in the tree using a Bayesian approach. The propagation algorithm captures the notion that functional transitions are more likely to occur after duplication than after speciation events, and when the terms are similar-i.e., the corresponding nodes are close in the GO graph. In order to speed up the computation, the authors have recently suggested limiting the number of GO term annotations that can be assigned to each protein [ 42 ] , and they are providing pre-calculated predictions for a vast set of sequences from different species, including multi-domain proteins [ 43 ] . The semiautomated Phylogenetic Annotation and Inference Tool (PAINT) [ 44 ] recently adopted by the GO consortium provides a more fl exible framework, which tries to keep functional change events uncoupled, so that the gain of one function does not imply the loss of another and vice versaa desirable feature for annotating biological processes and for dealing with multifunctional proteins in general. Furthermore, unlike SIFTER, PAINT makes no assumption about how function diverges over evolutionary distance and whether its conservation is higher within orthologous groups than between them.
The increasing availability of completely sequenced genomes has promoted the development of alternative algorithms for orthologue detection. These fi rst categorize pairs of orthologues in any two species, and then cluster the results across organisms, which helps recognize and fi x spurious assignments [ 40 ] . The results are usually made publicly available in the form of specialized databases such as EggNOG [ 45 ] , Ensembl Compara [ 46 ] , Inparanoid [ 47 ] , PANTHER [ 48 ] , PhylomeDB [ 49 ] , and OMA [ 50 ] , and the clustering results provide the basis for GO term annotation transfers, under the assumption that the members of an orthologous group are functionally equivalent.
Annotation Transfers from Protein Families
Even when the sequence similarities between proteins of interest and those that have previously been characterized are limited to specifi c sites, such as individual domains or motifs, they can still be useful for function prediction. Some biological activities such as molecular recognition, protein targeting, and pathway regulation have long been mechanistically linked to short linear motifsstretches of 10-20 consecutive amino acids exposed on protein surfaces [ 51 ] . Furthermore, some well-known protein families can be described by specifi c arrangements of multiple, possibly discontinuous, linear motifs, or by more general models of their domain sequences, namely sequence profi les [ 52 ] or hidden Markov models [ 53 ] . Many public databases now give access to groups of evolutionarily related proteins, coding for individual domains or multi-domain architectures. Even though these resources cannot directly assign GO terms to the input amino acid sequences, they can produce valuable assignments to know protein families.
InterPro [ 54 ] collates such results from 11 specialized and complementary resources, which differ by the types of patterns used for family assignment, by the amount of manual curation of their contents, and by the use of additional data such as 3-D structure or phylogenetic trees. InterPro entries combine available data and organize them in a hierarchical way, which mirrors the biological relationships between families and subfamilies of proteins. The curators also enrich these annotations with supporting biological information from the scientifi c literature and with links to external resources such as the PDB [ 55 ] and GO. InterPro provides function predictions for the input sequences based on the InterPro2GO mapping, which links each protein domain family to the most specifi c GO terms that apply to all its members [ 56 ] . These annotations form a large bulk of the electronically inferred functional assignments in UniProtKB, where they are integrated with associations generated from other controlled vocabularies, e.g., about subcellular localization and enzymatic activity.
CATH-Gene3D [ 57 ] and SUPERFAMILY [ 58 ] are two databases that store domain assignments for known protein sequences based on the CATH [ 59 ] and SCOP [ 60 ] protein structure classifi cation schemes, respectively. CATH-Gene3D data are clustered into functional families which include relatives with highly similar sequences, structures, and functions, as to highlight the strong conservation of important regions such as specifi city-determining residues. GO terms are associated probabilistically to each functional family based on how often they occur in the UniProtKB annotations of the whole sequences. The recent CATH FunFHMMer web server automates the search procedure for input sequences, resolves multi-domain architectures, assigns each predicted domain to its functional family, and fi nally inherits the GO term annotations found in the library [ 61 ] . The dcGO-short for domain centric-method follows a similar route, but with some key differences [ 62 ] . HMM models are built for both individual domains and supra-domains, i.e., sets of consecutive domains that are defi ned according to the SCOP structural defi nition and the evolutionary one in Pfam [ 63 ] . Given the annotations in the GOA database [ 64 ] and the GO hierarchical structure, each domain and supra-domain is labelled with a set of GO terms that are associated with it in a statistically signifi cant way. The strength of each association is then empirically converted into a confi dence score. To facilitate the analysis of the results by non-specialists, the predicted GO terms are divided into four classes according to how specifi c and informative they are using their information content.
De Novo Function Annotation Using Biological Features
The function annotation methods described so far make use of homology to transfer GO terms to a target protein from other previously characterized proteins. In some cases, however, no useful functional annotations can be found for any of the detectable homologues, or in the most extreme case no homologous sequences can be found at all. In this case a de novo method is required which can infer GO terms directly from amino acid sequence in the absence of evolutionary relatedness. This is a very hard problem, and only a few tools have been developed which can handle these situations. The most successful approaches to date employ the basic idea of fi rst transforming the target sequence into a set of component features. These features are then related to particular broad functional classes by means of supervised machine learning techniques. In this way the methods address the question of what kinds of functions can proteins perform with the given set of protein features. As a trivial example, proteins which are predicted to have particular numbers of transmembrane helices as component features will be more likely to have transmembrane transporter activity.
ProtFun, which makes use of neural networks, was the fi rst widely used method for transferring functional annotations between human proteins through similarity of biochemical attributes, such as the occurrence of charged amino acids, low-complexity regions, signal peptides, trans-membrane helices, and posttranslationally modifi ed residues [ 65 , 66 ] . In the original ProtFun method, only the broad functional classes originally compiled by Monica Riley [ 67 ] were considered, but later the authors extended their approach to predicting a representative set of GO terms. FFPred, which is based on support vector machines, has taken this approach further by considering the observed strong correlation between the lengths and positions of intrinsically disordered protein regions with certain molecular functions and biological processes [ 68 , 69 ] . As with ProtFun, FFPred was initially developed specifi cally for annotating human proteins, but the results have been shown to extend reasonably well to other vertebrate proteomes too.
Feature-based protein function assignment offers both advantages and disadvantages over sequence similarity-based approaches. The main advantage is fairly obvious: feature-based methods can work in the absence of homology to characterized proteins, and thus can even be used to assign GO terms to orphan proteins. A further advantage is that feature-based prediction is also able to provide insight into functional changes that occur after alternative splicing, as the input features are likely to refl ect sequence deletions relative to the main transcript, e.g., the loss of a signal peptide or disordered region. Probably the main disadvantage is that classifi cation models can only be built for GO terms where there are suffi cient examples with experimentally validated assignments. This generally means that assignments can only be made for terms fairly high up in the overall GO graph, and thus highly specifi c predictions are generally not possible using this kind of approach. Of course, as datasets become larger, these methods will be able to overcome such limitation.
Conclusions and Outlook
The widening gap between the number of known sequences and those experimentally characterized has stimulated the development and refi nement of a wide array of computational methods for protein function prediction. The scope of this survey has been limited to four classes of sequence-based approaches for GO term annotation transfers, but several other routes could be followed. If the 3-D structure of a protein has been solved or accurately modelled, it is possible to search for global or local structural similarities and predict binding regions and catalytic sites [ 70 , 71 ] . Comparison of multiple complete genomes can help detect not only orthologous genes as described above, but also further patterns indicative of functional linkages between gene pairs such as fusion events, conserved chromosomal proximity, and co-occurrence/absence in a group of species [ 72 ] . Phylogenetic profi ling posits that coevolving protein families are functionally coupled, e.g., because they encode for proteins assembling into obligate complexes or participating in the same biological process. Since its inception, this "guilt-by-association" method has been implemented in several different ways [ 73 ] , and tools able to make GO term assignments are also emerging [ 74 ] . Involvement in the same biological process or co-localization can also be inferred from the analysis of proteinprotein interaction maps, gene expression profi les, and phenotypic variations following engineered genetic mutations [ 75 ] . Finally, integrative strategies combine all such heterogeneous data sources and hold the potential to produce more confi dent predictions, reduce errors, and overcome the intrinsic limitations of individual algorithms [ 31 , 76 -78 ] . For instance, protein sequence and structure data appear to be better suited to predict terms in the molecular function category, while genome-wide datasets can shed light on biological processes and protein subcellular localization. In the future, these methods will become increasingly valuable to generate testable hypotheses about protein function as they improve in accuracy -thanks to additional experimental data and to better ways of using them -as well as in user-friendliness to experimentalists and nonspecialists in general.
