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A B S T R A C T
The central theme of this thesis was to examine different aspects re-
lated to the observation and judgement of emotions from the body
movement and voice of two actors engaged in social interaction. There
were four major goals related to this theme. The first goal was to cre-
ate a novel stimulus set for the study of emotional social interactions.
The second was to validate the created stimulus set by examining
emotion perception in ways similar to that done with single actor dis-
plays. The third goal was to examine the effect of degrading visual
and auditory information on the perception of emotional social inter-
actions. The final goal was focused on the multimodal integration of
emotional signals from body movement and voice. Initially, a stimu-
lus set was created that incorporated body movement and dialogue
between two actors in brief, natural interactions that were happy, an-
gry or neutral at different levels of intensity. The stimulus set was cap-
tured using a Vicon motion and voice capture system and included a
group of nine professional and non-professional actors. This resulted
in a corpus of 756 dyadic, multimodal, emotional interactions. A se-
ries of experiments were conducted presenting participants with vi-
sual point-light displays, auditory voice dialogues or combinations of
both visual and auditory displays. Observers could accurately iden-
tify happy and angry interactions from dyadic displays and voice.
The intensity of expressions influenced the accuracy of the emotional
identification but only for angry rather than happy displays. After val-
idation of the stimulus set, a subset was selected for further studies.
Various methods of auditory and visual distortion were tested sep-
arately for each modality to examine the effect of those distortions
on recognition of emotions from body movement and voice. Results
for dyadic point-light displays followed similar findings from single
actor displays that inversion and scrambling decreased the overall
accuracy of emotion judgements. An effect of viewpoint was also
found, indicating that observation of interaction from a side view-
point was easier for emotion detection than observation of interac-
tion from an oblique viewpoint. In the case of voice, methods of
brown noise and low-pass filtering were shown to degrade emotion
identification. However, with both visual and auditory methods of
distortion, participants were still able to identify emotions above the
level of chance, suggesting high sensitivity to emotional cues in a so-
cial context. In the final set of studies, the stimulus set was used in a
v
multimodal context to examine the perception of emotion from move-
ment and voice in dyadic social interactions. It was repeatedly found
that voice dominated body movement as a cue to emotions when ob-
serving social interactions. Participants were less accurate and slower
in emotion discrimination when they were making judgements from
body movement only, compared to conditions when movement was
combined with dialogue or when dialogue was presented on its own.
Even when participants watched emotionally mismatched displays
with combined movement and voice, they predominantly oriented
their responses towards the voice rather than movement. This audi-
tory dominance persisted even when the reliability of the auditory
signal was degraded with brown noise or low-pass filtering, although
visual information had some effect on judgements of emotion when
it was combined with a degraded auditory signal. These results sug-
gest that when judging emotions from observed social interactions,
we rely primarily on vocal cues from conversation rather than visual
cues from body movement.
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Figure 1: Wordcloud visualizing 150 most frequent words used in this the-
sis. The larger the size, the more frequently specific word has been
used. The wordcloud was created using R programming language
(R Core Team, 2005) with conditions to remove punctuation, sym-
bols, numbers and stopwords.
1
I N T R O D U C T I O N
1.1 the pub example
Let us imagine it is a Friday evening in the life of a fictional character.
Let us call him John. John has just finished work and his friends have
called him to tell him that they are meeting at the local pub. John
decided to join them and some time later he enters the pub. The
scene he sees may be similar to the one shown in the image below:
1
1.1 the pub example 2
Even in its static depiction, it is a very complex scene; dimmed
lights worsen visibility and you can imagine the loud music and the
numerous conversations from multiple sources which worsen audi-
tory reception. There are approximately 12 people in sight; they shout,
laugh and gesticulate. Initially stunned by the contrast between the
breezy outside world and the crowded social space of the pub, John
starts searching for his friends. He immediately spots two of them
discussing something in the corner of the pub and he very quickly
makes a judgement that one of them is angry. Such a scene in the
pub may look like this:
Let us take this specific situation as a starting point for this thesis - a
person looking at an emotional social interaction between two people,
in sensory conditions which are not optimal. Let us consider how
we can find out why John came to the decision that his friend was
angry. Which cues are the most important for him to make emotional
judgements in such a context? What specific factors made him decide
that it was anger rather than happiness? What error is John likely to
make in his judgement of emotions in such conditions? If John made
a wrong judgement of emotions, what is the reason for it? If he clearly
saw the body movement but only heard snippets of the conversation
above the crowd noise, is the body movement going to be a driving
signal for his judgement of anger?
One way to address these questions is to create a controlled exper-
imental environment that emulates such natural pub conditions. It
is a difficult task due to the complexity of this scene and the rich-
ness of the visual and auditory nonverbal cues, as well as a number
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of other factors that are vital in our interpretation of emotions. For
instance, visual nonverbal cues in emotion perception can include fa-
cial expression, head movement, posture, body and hand movements,
self- and other- touching, leg position and movements, interpersonal
gaze, directness of interpersonal orientation, interpersonal distance
and synchrony or mimicry between people (Knapp & Hall, 2009). Au-
ditory nonverbal cues in emotion perception can include discrete vo-
cal sounds (e.g. sighs), the amount of speech, disfluency in speech,
interruptions and pauses, but also prosodic cues1 such as variations
in pitch, loudness or speed (Scherer & Oshinsky, 1977). Additionally,
there are a number of other factors such as gender (Hall et al., 2000),
attractiveness (Mehrabian & Blum, 1997), ethnic origin (Matsumoto,
1993), or linguistic fluency (Lattner et al., 2005) that also affect emo-
tion perception during interpersonal communication.
We cannot take all these cues and factors into consideration in our
attempt to understand how John made the decision that his friend
was angry, but clearly some of these cues and factors are more im-
portant than others in driving his judgement of emotions. In fact, the
majority of the existing studies on emotional perception focus only
on three channels of emotional expression: the face, the voice and
body movement.
The human face is one of the most studied object categories in
visual neuroscience (Dering et al., 2011). It is well established in sci-
entific literature that facial expression is central to the perception of
emotions. However, there are many situations in which we are unable
to clearly see the faces of the people we watch, such as in the pub ex-
ample above. Even if the scene when John was looking at two people
and making an emotion judgement is much less complex than the ini-
tial one when he entered the pub, there is still a lot happening. John
cannot see his friends’ facial expressions clearly due to poor light-
ing and distance and he cannot hear much of what they are saying
because there is a lot of noise from the music and the other people
talking around him. John can just about see their movements and
gestures behind all the other customers passing by. This leads us to
question how we can study perception of body movement in isolation
from facial expression.
To begin with, an interaction between two people that is presented
on image above can be simplified to show only movement informa-
tion, such as in Figure 2 below:
1 Prosody may reflect various features of the speaker or the utterance: the emotional
state of the speaker; the form of the utterance; emphasis, contrast, and focus; or other
elements of language that may not be encoded by grammar or choice of vocabulary
(Fernandez & Cairns, 2010).
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Figure 2: Example of dyadic point-light display.
Such a method of representing movement separately from other
cues like clothing or body shape is one of the most common ap-
proaches in the study of human motion and is commonly referred
to as the point-light display method (Johansson, 1973). We will dis-
cuss this method in more detail in the later Section 1.4 of this chapter
as well as in Section 2.1.2 of Chapter 2.
The second issue is that, in the context of the pub example, John
is observing others interacting rather than participating in the inter-
action himself. A number of studies have shown clear differences in
how people perceive a single actor compared to perceiving a dyadic
interaction between two people (e.g. Neri et al., 2006; Centelles et al.,
2011). However, only a small group of researchers have utilized dyadic
point-light displays (Clarke et al., 2005; Manera et al., 2011). There are
no stimulus sets with such dyadic displays for the study of emotional
interactions between people, and no stimulus sets that combine visual
point-light displays with auditory voice dialogues.
Therefore, the goal of this thesis is to establish a new framework for
the study of emotional social interaction in the multisensory context.
As highlighted above, it is difficult to create a full, controlled repli-
cation of social situations and to understand how emotional judge-
ments emerge in complex social scenes. It is necessary to break such
social situations down into smaller components and examine more
closely how each element of the percept contributes to the emotion
judgements in a social context. This thesis focuses its methodologi-
cal scope on social situations such as the one described in the pub
example with the following principles:
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• observer witnesses emotionally positive (happy) or negative (an-
gry) interaction between two agents;
• such emotional interaction may have low, medium or high levels
of intensity;
• such emotional interaction lasts around three seconds and con-
sists of only two sentences of dialogue exchanged between two
agents;
• observer cannot see the faces of the interacting agents clearly
but he can see their body movements and hear their voices;
• there are various external conditions that can distort visual or
auditory clarity of perceived interaction (e.g. noise coming from
a crowd or the obstruction of view by other people passing by).
These principles guide the design of the new stimulus set and the
consecutive experiments throughout this thesis. Before we describe
the detailed motivation behind the studies presented in this thesis,
we will first introduce existing relevant research in the field of emo-
tion perception. We begin with a brief introduction of emotions with
specific focus on happiness and anger. We then describe the role of
social context in emotional perception and present research on body
movement and voice as channels to communicate emotion. We finish
with a general overview of studies on multisensory integration and
highlight the structure and goals of the thesis.
To conclude this section of the Introduction, the main idea behind
the pub example is that our social reality in everyday life resembles a
complex, multisensory, emotional scene. We rarely perceive people in
a perceptually clear and unobstructed context. In order to study per-
ception of emotions in dyadic social interactions in the multisensory
context, a new stimulus set is needed that will be flexible enough to
enable us to manipulate visual and auditory cues, but simple enough
to reduce the enormous complexity of social scenes. This thesis de-
scribes the creation and validation process of such a stimulus set and
some experiments highlighting a potential research application for
this stimulus set.
1.2 why happiness and anger?
Theories on the experience of emotions date back to ancient times
and the philosophical accounts of Hippocrates and Aristotle (Stearns,
1995). However, defining emotions is still a controversial topic. Nesse
(1990, p. 263) provided a very good summary of this:
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More than 100 years later, each theorist still starts afresh.
Agreement remains elusive even about basic issues. What
are the emotions? Plutchik (1980) lists 27 different defini-
tions. How many basic emotions are there? Each theorist
has a different list. Does each emotion have an opposite?
Some say yes; others, no. Which aspect of emotions is pri-
mary? Some say physiology; others, cognition; others, be-
haviour; and some say no single aspect is primary. Why
do emotions all have hedonic valence? There is disagree-
ment. And finally, what functions do the emotions serve?
Some authors emphasize motivation; others, communica-
tion; and still others, cognition. There is no consensus on
the answers to these major questions about the emotions.
In spite of these issues highlighted by Nesse (1990), there is some
agreement that emotions can be described as discrete and consistent
responses to internal or external events that have a particular signif-
icance for the organism (Nesse, 1990; Scherer, 2005). Emotions are
brief in duration and consist of a coordinated set of responses, which
may include verbal, physiological, behavioural, and neural mecha-
nisms (Fox, 2008). There is substantial evidence to demonstrate that
emotions have a physiological basis. For example, Bechara (2000) has
shown that damage to the prefrontal cortex is inversely associated
with patients’ abilities to process emotion normally. Significant ad-
vances in our understanding of the neural bases of emotional pro-
cessing have also been made in recent decades. Overall, studies of
humans and other animals highlight the key role of the amygdala in
the detection and evaluation of stimuli with affective value (see Ar-
mony, 2012 for review). Nonetheless, contradictory findings have also
been reported, especially in terms of the exact role of this structure
in the processing of different emotions, giving rise to different neural
models of emotion. For instance, although the amygdala has tradi-
tionally been considered as exclusively involved in the processing of
fear and anger, more recent work suggests that it may be important
for processing other types of emotions, and even non-emotional in-
formation (Sander et al., 2003; Armony, 2012) .
Most emotions have clear behavioural characteristics. For example,
high intensity anger has very obvious behavioural signals that are ex-
pressed via the voice, the face and body movement. Many of these
signals seem to be universal across cultures. Such a notion goes back
to Darwin (1872) who argued that emotions evolved via natural se-
lection and therefore have universal cross-cultural counterparts. In
this evolutionary account, emotions are crucial in animal communi-
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cation and aid their survival. Drawing on Darwin’s intuition and ob-
servations about the universality of emotional expressions, Ekman &
Friesen (1971) found that certain emotions appeared to be recognized
even in cultures that were preliterate and could not have learned as-
sociations for facial expressions through media2. In their pioneering
studies in the field of facial emotion perception, Ekman & Friesen
(1971) precisely defined those groups of muscles that allow people
to produce specific emotional expressions. Since then, Ekman’s Fa-
cial Action Coding System has been broadly applied as a guideline for
studying facial emotion perception with well defined expressions be-
ing anger, disgust, fear, happiness, sadness and surprise (Ekman &
Friesen, 1978). For example, Ekman & Friesen (1978) demonstrated
that an expression of happiness is characterised by cheek rise and lip
corner pull while an expression of anger is characterised by lower
brow, upper lid rise, and lip tightening (see example in Figure 3).
(a) Expression of happiness. (b) Expression of anger.
Figure 3: Example of facial emotions expression of happiness and anger
from Ekman & Friesen (2003).
The classification of emotions has been subject to ongoing scientific
debate. Most theorists agree with Ekman’s notion of ’basic’ or ’de-
fault’ emotions that are a baseline for other expressions, but there is
little consensus for what should be defined as ’basic’. The differences
lie mainly in the inclusion requirements for specific emotions. For ex-
2 Some researchers question universality of emotions; for example see Jack et al. (2009)
for studies arguing for cultural differences in emotional facial expressions between
Western Caucasians and East Asians.
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ample, Frijda (1986) has defined desire, happiness, interest, surprise,
wonder and sorrow as basic emotions, arguing that their inclusion
is based on forms of action readiness. In contrast, Gray (1982) in-
cluded rage, terror, anxiety and joy as being ’hardwired’, basic emo-
tions. However, nearly all researchers include anger, happiness/joy,
sadness and fear as basic emotions (Ortony & Turner, 1990).
The scope of this thesis focuses only on two emotions - happiness
and anger. There are a number of reasons why we decided to focus
on only these two. Happiness and anger are relatively prototypical
emotions in human experience and are easily available when people
introspect about experienced emotions. For instance, Scherer & Tan-
nenbaum (1986) asked participants to report the most recent situation
that evoked strong emotional feelings and to describe the pattern of
their reactions. Only happiness and anger were reported as relatively
pure feeling states. Most other reports were emotion blends, with
anger/sadness and sadness/fear occurring most frequently (Scherer
& Tannenbaum, 1986). In short, people have a good internal cognitive
representation of happiness and anger.
Other reasons for using only happy and angry emotional interac-
tions relate to the difficulty of actors performing or acting other types
of emotions. We wanted to avoid reactive emotions such as surprise
or disgust because they are associated with specific reactive move-
ments and are difficult to perform (Konijn, 2000). A number of stud-
ies have shown that actors find angry and happy emotional expres-
sions easy to convey in various scenarios and observers can easily
recognize such expressions (Pollick et al., 2001, 2002; Ma et al., 2004).
By contrast, people easily confuse and have difficulty in conveying
other ’basic’ emotional expressions such as disgust, fear or surprise
(Knutson, 1996).
Another reason why we focused on happiness and anger was be-
cause we wanted to explore the intensity of expressions within, rather
than between emotions. On an everyday basis, we do not experience
or watch anger and happiness on just a single level of intensity. Emo-
tions vary, shift and change in intensity depending on the situation,
and these shifts introduce an entirely new quality to the emotional
social interaction. For such an exploration of within emotion inten-
sity, happiness and anger are perfect candidates because both emo-
tions are easy to map on the arousal spectrum. For anger - from low
arousal irritation to high arousal rage; and likewise for happiness -
from low arousal pleasure to high arousal elated joy (Dael et al., 2012).
We wanted to explore how people detect different levels of arousal or
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emotional intensity when they observe and hear interaction between
two agents.
From the perspective of voice expression of happiness and anger,
these two emotional states share many common vocal indicators: the
pitch level is high and the pitch variability broad, the tempo is fast
and the loudness is high (Scherer, 1986). Likewise, kinematic simi-
larities can be found for bodily expressions of happiness and anger
such as speed in the use of arm gestures (Pollick et al., 2001). Despite
sharing these common characteristics, both happiness and anger are
easily detected by observers, indicating that people are very sensitive
to cues related to these two emotions. At the same time, there are a
number of differences that have been observed between happy and
angry expressions in voices and body movement. By default, anger
and happiness represent the opposite valence of the affective expres-
sion. Ekman (1994) has argued that the antecedents for happiness are
pleasure, praise, relief and excitement. Unlike love and sadness, hap-
piness may not necessarily be focused on a particular person or event
(Averill & More, 2000). Antecedents for anger include threats and
insults or an incident that violates one’s own values (Ekman, 1994).
Overall, anger is easier to detect from body movement than happi-
ness (Ikeda & Watanabe, 2009; Shiffrar, 2011), although happy voices
were found to elicit more activation than angry voices in numerous
brain areas, suggesting a particularly salient role for vocal expres-
sions of happiness (Johnstone et al., 2006). On the whole, happiness
and anger were ideal choices in the study context of multisensory
social interactions.
1.3 observing emotional social interactions
Humans are social in nature. From the evolutionary perspective, hu-
man brain functionality reflects the complexity of social environment3.
This social function of the human brain is also reflected in the exis-
tence of a specific type of neurons called ’mirror neurons’. Mirror
neurons fire both when an animal acts and when the animal ob-
serves the same action performed by another animal (Rizzolatti &
Craighero, 2004). These neurons were initially discovered in monkey
brains but have since been investigated in the human brain using
functional magnetic resonance imaging (fMRI) (Gallese et al., 2004).
3 One example is Dunbar’s theory (1992) that neocortex size in humans constrains the
size of the social group with which we can interact. Based on those assumptions,
supported by historical demographics and social networks analysis, Dunbar (1992)
argues that the number of people we can consciously keep in our social scope is
around 150.
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The function and existence of mirror neurons is still controversial but
there is good evidence to suggest that these neurons play a signifi-
cant role in social interactions. Theorists argue that mirror neurons
are essential in a number of social processes including learning via
imitation (Rizzolatti et al., 2001), gestural communication (Armstrong
et al., 1995; Corballis, 2002) and speech evolution (see Rizzolatti &
Craighero, 2004, for a review). Another popular hypothesis is that
mirror neurons support a brain system that plays a role in the au-
tomatic prediction of social outcomes of actions (see Brown & Brune,
2012, for a review). If this were the case, it would literally signify that
humans are inherently hardwired for social interaction by their brain
structure.
While humans are social in nature, emotions serve as crucial com-
ponents of social communication. As mentioned previously, from the
evolutionary perspective emotions have evolved in a social context
and should therefore be beneficial for social survival. Social survival
is a complex endeavour because it requires a balance between co-
operation on the one hand and competition on the other. Fischer
& Manstead (2008) argue that emotions are important to social sur-
vival because the emotions we experience and express help us to
form and maintain social relationships and establish or maintain a
social position relative to others. Additionally, emotions have a clear
communicative function. Ekman (1999) postulated that emotions are
expressed in order to communicate to others, informing the observer
that something important is happening. The communicatory function
of emotions occurs from an early age. This can be observed by the way
infants will look towards their caregiver for assurance that a new ob-
ject can be approached. If the caregiver smiles, the child will approach
the object but if the caregiver expresses fear, disgust or anger the child
will retreat (Klinnert et al., 1986). Happiness (sharing positive experi-
ences with others) or sadness (seeking help and support from others)
serves the affiliation function, while social distancing functions can
be observed in anger (seeking to change another person) and con-
tempt (seeking to exclude another person)(Fischer & Manstead, 2008).
Rather than thinking of emotions as intrapersonal states, they can be
thought of as a dynamic interpersonal process that occurs between
the individual and the environment (Campos et al., 1989). Therefore,
the study of emotions at the social level must be of interest as emo-
tions have interpersonal outcomes. The social context of human com-
munication and the social nature of emotional exchange are therefore
central topics of this thesis research project.
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In the context of the social nature of emotional exchange, it is some-
what surprising that the majority of studies into perception of emo-
tions involving faces, voices or body movement have used displays
with a single agent. In fact, there are a growing number of studies in-
dicating substantial differences between the situation where we watch
a single person compared to the situation where we watch two peo-
ple interacting. Social processes change fundamental aspects of vi-
sual and auditory perception (Scherer, 2003; Shiffrar, 2011). Neri et al.
(2006) demonstrated that observers could efficiently use information
detected from one of the agents to predict an action or response from
the other agent. They established that when participants observed
fighting and dancing actions, these meaningful interactions enhanced
the visual discrimination of agents. Manera et al. (2011) presented
participants with point-light depictions of two agents either commu-
nicating or acting independently from each other. They showed that
the communicative gestures of one agent could serve as a predictor
for the expected actions of the respondent, even if no physical contact
between the agents was implied. In another study, also using commu-
nicative and non-communicative depictions of interactions, Manera
et al. (2013) showed that the communicative gestures of one agent
could serve not only to predict what the second agent would do, but
also when his or her action would take place.
Neuroimaging studies have also revealed overlapping neural cir-
cuitry involved in the perception of emotions, social cues, and human
movement (e.g. Beauchamp et al., 2004; Kreifelts et al., 2007). Centelles
et al. (2011) presented participants with both social and non-social ver-
sions of dyadic point-light interactions. A social version depicted one
agent pointing to something on the ground when facing the other
agent, while in the non-social version agents simply acted indepen-
dently (e.g. one jumped, another raised a leg). They used the fMRI
method to determine which brain regions were recruited during the
observation of the two interacting agents. While the mirror neuron
system and mentalizing networks4 were rarely concurrently active,
the authors found that both of these networks were needed to catch
the social intentions carried by whole-body movement. This adds to
the argument that observation and understanding of multiagent in-
4 Brain structures frequently referred to as mentalizing networks (devoted to mentaliz-
ing processes) typically include the left temporo-parietal junction, the right anterior
superior temporal sulci and the dorsal part of the medial prefrontal cortex. The areas
frequently referred to as mirror systems (the action observation/execution matching
networks) typically include the inferior frontal gyrus, the premotor cortices, bilat-
eral intra-parietal sulci and the right superior parietal gyrus (Saxe, 2006; Gallagher
& Frith, 2003; Frith, 2007)
1.4 body movement and voice as emotional and social stimuli 12
teractions is connected to the broader spectrum of information pro-
cessing and represents a complex phenomenon in human perception,
which is different from the context when people observe a single per-
son.
The problem of using single rather than multiagent stimuli was
also raised in a broader context by Risko et al. (2012, p. 1) in their
recent review:
This issue [i.e. single versus multiagent stimuli] has re-
cently surfaced in the context of research on social neuro-
science given its reliance on stimuli more akin to simple,
static representations of socially relevant stimuli than an
actual live social interaction in attempting to map the so-
cial brain. One of the critical assumptions driving social
neuroscience is that the knowledge gained about the so-
cial brain using the former class of stimuli will generalize
to the richer scenarios associated with everyday social cog-
nition.
Risko et al. (2012) argue that there is a need to use stimuli that
better represent a natural social environment. They acknowledge that
this is a challenge because such an approach brings methodological
problems related to the complexity of social stimuli and control over
confounding variables. Nevertheless, Risko et al. (2012) suggest that
the effort is worth the price and one constructive approach would be
to compare stimuli that range in their approximation to a real social
interaction. Indeed, one of the major goals of this thesis is to replicate
some of the approaches used in the study of perception of emotions
from body movement and voice but with stimuli that approximate
short, real-life interactions between two people.
1.4 body movement and voice as emotional and social
stimuli
Darwin’s classic paper (1872) highlights that both face and voice
are critically important in emotion production. However, research
into emotion perception from voice has long been neglected. Scherer
(1986) argues that this neglect was largely due to methodological lim-
itations in the past, such as the difficulty of storing the sound for
analysis before the advent of audio recorders, the problem of graphic
representation of speech sound, and the distinction between the lin-
guistic and paralinguistic domains. In recent years, speech scientists
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and engineers have started to devote more attention to speaker emo-
tions (Scherer, 1986).
The use of voice stimuli in this thesis builds on the principle that
voice is an inherently social stimuli. Voice evolved as an effective
method of complex communication and is considered by some as
one of the most important factors in the evolution of human intel-
ligence. When we observe people interacting, they are typically in-
volved in some form of verbal exchange. In general, people can eas-
ily detect emotions from specific auditory cues in vocal expressions
(for a review on emotional voice perception, Scherer, 2003). Basic
emotions can be recognised in the voice independent of verbal infor-
mation (Scherer, 2003), as can more abstract categories of language
communication such as sarcasm (Bryant & Fox Tree, 2005). Prosodic
features of speech have general and robust effects on listeners’ emo-
tions and evaluation of vocalizers (Scherer, 1986). Features such as
pitch, loudness, duration and spectral properties often form a stereo-
typed configuration that relates in systematic ways to emotional cat-
egories (Cosmides, 1983). For instance, vocalizations conveying hap-
piness tend to be high in average pitch, high in pitch variability, loud
and fast. Sad vocalizations tend to be low average pitch, low in pitch
variability, soft and slow (Scherer, 2003). Overall, a large change in
pitch and duration was shown to contribute most to the transmission
of emotions, whereas loudness seems to be the least important fac-
tor (Frick, 1985; Murray & Arnott, 1993). Universals in human vocal
production have been proposed as well, including those in infant di-
rected speech, which serve in part to convey affective information,
such as approval or disapproval (Bryant & Barrett, 2007). Similar
acoustic patterns in infant directed speech have been identified in
all cultures studied to date and are likely to be universal (Bryant &
Barrett, 2007, 2008). Voices are rich in information about a person’s
identity, affective state and intention (Belin et al., 2004; Campanella &
Belin, 2007).
Of even higher importance than voice is the ability to produce
body movements that convey emotional and social signals. Some re-
searchers argue that the primary cognitive function of humans is the
capacity to produce adaptable and complex movements and that the
complexity of the brain reflects the ability for complex drive and sup-
pression of future movements (Wolpert et al., 2003, 2011). While such
a view may be perceived as simplistic, it is clear that body movement
is a basis for most communicative acts in social interaction. In evolu-
tionary terms, Rizzolatti & Arbib (1998) argue that body movement
is an important feature of humans’ phylogenetic past as a precur-
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sor to language acquisition. They suggest that early hominids could
have described an object or an event by using specific configurations
of arm movements that over time became accompanied by vocaliza-
tions. In this context, Rizzolatti & Arbib (1998) contend that it was
unlikely that facial movement was a precursor to language acquisi-
tion for two reasons: firstly, facial communication is limited to a few
agents and secondly, actions directed towards objects are inherent in
body language. Therefore, speech is likely to have evolved from body
movement due to the flexibility and potential expressiveness of arm
movements (Rizzolatti & Arbib, 1998). For body movement to be a cue
would also signify that humans can pick up information that can be
utilized when other communication channels are not easily available.
Perception of body movement is fundamental as it is likely to be the
first available information when approaching or being approached by
another person, or observing interactions between other people from
a distance.
Compared to studies on emotional expression in face and voice,
expression of body movement has been a less explored mode of com-
munication. This is not surprising as body movement involves incred-
ibly complex mechanisms. The average adult human has 206 joints
that have a great degree of freedom to produce countless movement
combinations (Gray, 2007). In such a context, it is very difficult to cre-
ate a system for the categorization of emotional expression of body
movement similar to the action unit coding system created by Ekman
& Friesen (1978) which exists for facial expressions.
In the research community, point-light displays have been frequently
used to study the perception of body movement, mainly because this
method allows the study of body movement in isolation from other
contextual cues such as clothing, facial expression or body shape
(Johansson, 1973). The point-light technique preserves the natural
relative movements of body parts, but eliminates most morpholog-
ical and contextual cues (see Figure xx earlier in this Chapter). A
large number of studies have shown that observers can recognize
specific actions (Dittrich, 1993; Vanrie et al., 2004), gender (Mather &
Murdoch, 1994; Troje, 2002), age (Montepare & Zebrowitz-McArthur,
1988), identity (Cutting & Kozlowski, 1977; Hill & Pollick, 2000) and
affect (Dittrich et al., 1996; Pollick et al., 2001; Atkinson et al., 2004;
Clarke et al., 2005) from just a set of point-lights representing the
main joints of human movement. For example, Pollick et al. (2001)
used point-light displays of knocking, lifting and drinking arm move-
ments (i.e. knocking on a door angrily) to demonstrate that partici-
pants can perceive a range of affects (e.g. fear, anger, tiredness) from
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these actions. Dittrich et al. (1996) established that surprise, fear, anger,
disgust, grief and joy could be identified when portrayed by dancers
in point-light displays. Clarke et al. (2005) showed that a range of emo-
tions can be recognized in the biological display of actors engaged in
dialogue, which is in line with previous research.
1.5 audio-visual integration of emotional signals
From our introduction so far regarding the separate studies on per-
ception of voices and body movement, it is clear that humans can
detect emotions from these cues, but it is less clear how people in-
tegrate such independent signals. The majority of studies on multi-
sensory aspects of affect perception use faces and voices and show
strong bidirectional links between vision and audition (e.g. Massaro
& Egan, 1996; de Gelder & Vroomen, 2000; Ethofer et al., 2006). For in-
stance, de Gelder & Vroomen (2000) presented participants with static
photographs of emotional faces combined with short vocal verbaliza-
tions. The important aspect was that emotions were presented in a
discordant manner; for example, a sad face combined with a happy
voice. When the participants were asked to identify the expression of
a face while ignoring a simultaneously heard voice, their choices were
nevertheless influenced by the tone of the voice. Conversely, when
asked to identify the tone of a voice while ignoring a simultaneously
presented face, the participants were influenced by the expression
in the face. The study by de Gelder & Vroomen (2000) clearly shows
mandatory integration of auditory and visual signals rather than post-
perceptual decision under cognitive control. Similar results were ob-
tained when using dynamic, instead of static, facial expressions com-
bined with voice (Collignon et al., 2008). Other studies have shown
that the presence of facial expression combined with vocalization
usually enhances the observers’ ability to identify emotional expres-
sion (Massaro & Egan, 1996; Dolan et al., 2001; Kreifelts et al., 2007).
Since the majority of these integration processes occur mandatorily
and irrespective of attention (de Gelder & Vroomen, 2000; Vroomen
& de Gelder, 2000; Ethofer et al., 2006), one might assume that the
audio-visual integration of nonverbal affective information is an auto-
matic process. This assumption gains further support in the results of
electrophysiological and fMRI experiments that provide evidence for
audio-visual integration during an early perceptual stage (de Gelder
et al., 1999; Pourtois et al., 2005; Kreifelts et al., 2007).
Only a small number of studies have examined how observers in-
tegrate signals from emotional body movement and voice, and re-
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sults so far follow a similar pattern to studies of emotional faces and
voices. Two studies have demonstrated that perception of emotions
expressed in static body postures (Van den Stock et al., 2007) and
whole body movement (Van den Stock et al., 2008) was influenced by
affective information in voice. Van den Stock et al. (2008) presented
dynamic whole body expressions of emotion matched with nonver-
bal auditory information consisting of human vocalizations and also
animal sounds. They instructed participants to attend to the action
displayed by the body and to categorize the expressed emotion. The
results indicate that recognition of body language was biased towards
the emotion expressed by the simultaneously presented auditory in-
formation. In a separate study, Stienen et al. (2011) presented partic-
ipants with static postures of emotional body expression combined
with a happy or fearful voice. They showed that when bodily ex-
pressions were presented outside visual awareness, it still influenced
prosody perception.
It is clear that body movement and voice are closely connected and
for two people to be engaged in discourse is a very natural situation
and one that we encounter on a daily basis. Often, social synchrony
and patterns of entrainment can be readily perceived in social inter-
actions (McClave, 2000). Jessen et al. (2012) have also shown that eco-
logically valid complex stimuli such as joined body and vocal expres-
sions are effectively integrated very early in perceptual processing.
Nevertheless, there have been literally no studies examining integra-
tion of body movement and voice when observers watch two people
interacting. For example, in the Clarke et al. (2005) study mentioned
previously, the voice dialogue was not used together with point-light
captures. Clarke et al. (2005) explained that this was to avoid any form
of auditory-based attribution that the observer would make on the
basis of speech and its semantic content. Nevertheless, it leads to the
loss in content of the action where the voice dialogue was integral to
the interaction between the actors. On the other hand, Van den Stock
et al. (2007) and Stienen et al. (2011) used combined body movement
and vocal expression in their experiments, but they missed the fol-
lowing key aspects important in the study of perception of emotions
in social interactions:
• they used a single actor instead of dyadic interactions;
• they used static displays of body postures instead of dynamic
displays of whole body movement;
• they used short vocalizations with only prosody information
instead of short, but fully meaningful and intelligible dialogues;
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• they used whole-body displays instead of using motion-specific
and cue-controlled point-light displays.
These four points highlight the key elements that separate the work
in this thesis from the methodological approach of Clarke et al. (2005);
Van den Stock et al. (2007, 2008); Stienen et al. (2011) and Manera
et al. (2011). Instead, this thesis focuses on developing, validating and
using short dyadic point-light displays with simple voice dialogue.
Such an approach enables us to test and apply a stimulus set for
further research on the integration of emotional and social signals
from body movement and voice.
1.6 summary of the goals of this thesis
Our sensory apparatus allows us to register the body movements and
voice of other conspecifics to make sense of our social environment.
Emotions are also fundamental aspects of being human. Several stud-
ies in the past have investigated the perception of emotions from body
movement (by employing the point-light display technique) and voice
separately (e.g. Dittrich et al., 1996; Pollick et al., 2001; Scherer, 2003;
Atkinson et al., 2004; Clarke et al., 2005; Bryant & Barrett, 2007), but
they have not considered multisensory aspects in the context of mul-
tiagent social interaction. This thesis investigates a range of indepen-
dent themes related to the perception of emotions from body move-
ment and voice in the multiagent context. The goal of this project is
to better understand how we integrate emotional and social signals
in the different sensory conditions when we watch and hear other
people interacting. A further aim is to develop and validate a unique
stimulus set that can be used to investigate how perception of emo-
tions is affected by the multiagent context and how such context in-
fluences the integration of signals from body movement and voice.
These questions are addressed in four empirical chapters. In Chap-
ter 2, we describe the methods and process of creating a new stimulus
set of dyadic point-light interactions combined with voice dialogues.
We highlight the motivation behind creating the stimulus set and de-
scribe details of the complex process of capturing and preparing the
stimulus set for experimental research. Next, we establish whether ob-
servers can recognize the intended emotions when they are presented
with the stimulus set developed in Chapter 2. This process and the re-
sults of the experimental validation of the stimulus set are described
in Chapter 3. At this stage, we conduct a series of experiments pre-
senting participants with visual point-light displays, auditory voice
dialogues or combinations of both visual and auditory displays.
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In Chapter 4, we examine how people identify emotional interac-
tions from those displays under impoverished visual and auditory
conditions. For the experiments described in Chapter 4, we use a sub-
set of our validated stimulus set to investigate how presentation of
distorted visual or auditory displays influence emotional perception
of interactions. The conditions we test for visual displays are: scram-
bling the spatial location of point-light displays, presenting displays
upside-down and presenting displays from different viewpoints. For
auditory displays, we use brown noise and low-pass filtering as dis-
tortion methods. All these stimuli distortion techniques are commonly
used by the research community to degrade the quality of point-light
displays and auditory clips (refer to Ahlström et al., 1997 for a re-
view on point-light displays methods, and Knoll et al., 2009 for a re-
view on voice methods). The experiments and methods described in
Chapter 4 build on the principle that the natural social environment
is inherently noisy (Risko et al., 2012) due to varying environmental
conditions (e.g. weather, amount of light, distance from agents, loca-
tion from which we observe agents). For example, we can observe
people in poor lighting conditions or we can hear them during heavy
rain. These conditions inevitably distort the quality of sensory infor-
mation we receive which can respectively affect our judgement of
a perceived situation. Degrading the quality of visual and auditory
stimuli serves to replicate such natural environmental conditions and
to understand how degraded conditions can affect perception of emo-
tions when watching interactions between two people.
The study of either body movement or voice can provide some un-
derstanding of emotional perception, but to get a clearer picture we
need to understand how these signals are integrated together. Inte-
gration between faces and voices has been well studied, showing bidi-
rectional links between vision and audition; however, integration be-
tween body movement and voice has received less attention. In Chap-
ter 5, we examine how participants integrate emotional signals from
body movement and voice when they watch interactions between two
actors. In a series of experiments we use a paradigm frequently em-
ployed in multisensory integration studies on faces and voices (e.g.
de Gelder & Vroomen, 2000; Collignon et al., 2008). Specifically, we in-
troduce conditions where the emotional valence of the visual compo-
nent (e.g. happy body movement) is different from the valence of the
auditory component (e.g. angry voice). These mismatching displays
help us to understand which sensory cues participants use more of
to make judgements of emotions. Similar to Collignon et al. (2008),
we also introduce conditions where participants are asked to specif-
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ically focus on either vision or voice and ignore the other modality.
This further helps us to understand whether a mismatch between
emotional signals affects perception of emotion when watching inter-
actions even if participants are asked to ignore one of those signals. In
the final study described in Chapter 5, we use a paradigm of optimal
cue integration similar to Ernst & Banks (2002) to investigate whether
two cues can reduce sensory uncertainty for high level factors such as
perceived emotions. We conclude with Chapter 6 which summarizes
the most important results from the previous chapters and discusses
them in the context of the existing research. In Chapter 6, we also
highlight limitations and potential applications and further direction
in research using the results and the stimulus set developed in this
thesis.
2
C R E AT I O N O F A S T I M U L U S S E T F O R T H E S T U D Y
O F M U LT I S E N S O RY S O C I A L I N T E R A C T I O N S .
2.1 introduction
2.1.1 Chapter summary
This chapter describes the process of creating a set of stimuli for the
study of multisensory social interactions. A short overview of motion
capture systems is given with an outline of point-light displays as a
method to study perception of motion. There follows a description
of existing stimulus sets for the study of the perception of emotion
from body movement and the voice. The advantages and limitations
of existing stimulus sets are provided with a discussion of the main
reasons why a new set was created. Subsequently, we move to the
second part of the chapter which describes the methodology behind
the creation of stimulus sets for the study of social interactions. We
highlight the difficulties of creating a realistic, multisensory and af-
fective stimulus set that involves social interactions. We then move to
a description of the stimulus creation process which includes actor
recruitment, capturing movement and voice data, post-processing of
the captured data and preparation of the final stimulus set for valida-
tion. We conclude this chapter with a brief summary and discussion
of the advantages and disadvantages of the created stimulus set.
2.1.2 Brief overview of motion capture techniques used to create point-light
displays.
The fascination with human motion can be traced back to ancient
Greece when Aristotle (-383 to -322) published On the Parts of An-
imals, but only in modern times have we gained the technological
capability to capture details of human movement. In the 19th century,
Marey (1898) used chronophotography1 to capture rapid sequences
of human and animal movement, as seen in Figure 4a. Marey (1898)
1 Chronophotography is an antique photographic technique from the Victorian era
which captures movement in several frames of print. These prints can be subse-
quently arranged either like animation cels or layered in a single frame. It is a prede-
cessor to cinematography and moving film, involving a series of different cameras,
originally created and used for the scientific study of movement (MacDonnell, 1972).
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recorded actors dressed in black robes with limbs marked by white
lines. However, his solution only gave a two-dimensional (2D) repre-
sentation of human movement and it was an extremely labour inten-
sive process (Dekeyser et al., 2002). Nevertheless, Marey’s (1898) cap-
ture solution using chromophotography may be considered to be the
precursor to the modern methods used by vision scientists to study
the perception of human movement - point-light displays.
(a) Chronophotograph of running man - from
Marey (1898).
(b) Point-light walker - from Johansson (1973).
Figure 4: Example of chronophotography and schematic drawing of point-
light walker.
Point-light displays came to light when Johansson (1973) pioneered
studies into the use of image sequences for human motion analysis.
He used a video camera in a darkened room to record actors wear-
ing a black suit with light bulbs attached to specific joints on the
body. The recordings produced very natural point-light animations
after their contrast was tuned to maximum and their brightness to
minimum (Figure 4b). This recording technique proved to be very
successful amongst vision scientists (Cutting & Kozlowski, 1977; Bar-
clay et al., 1978) but it continued to suffer from limitations similar to
Marey’s (1898) technique: it was only possible to formulate a 2D rep-
resentation of movement and points were frequently occluded by ac-
tors during movement. Cutting (1978) introduced a further advance-
ment for creating point-light displays. He described a programming
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algorithm for simulating a point-light walker on a computer display.
The Cutting (1978) algorithm became very popular because it allowed
manipulation of different features of point-lights, such as contrast
(Mather et al., 1992), temporal coordination (Bertenthal & Pinto, 1994)
and position of point-lights (Cutting, 1981; Verfaillie, 1993). The Cut-
ting (1978) algorithm also allowed for the setting up of experiments
very quickly without the need to record actors. However, the main
limitation of algorithm-based simulation of movement was the lack
of fine-features of natural movement and the need to set up a sepa-
rate algorithm for each independent action (Dekeyser et al., 2002).
It was the technological advancement in motion capture systems
that allowed vision scientists to truly capture a three-dimensional
(3D) representation of human movement. There are several motion
capture techniques that have been developed over the last 20 years
but most can be categorized as either optical or non-optical systems
(Moeslund & Granum, 2001). Optical systems use video processors
connected to cameras that capture the signals emitted or reflected by
the markers on the actor’s body (Moeslund & Granum, 2001; Klette &
Tee, 2008). Non-optical systems are not visually based. Instead, they
use other methods of transmitting movement information such as
wireless inertial sensors (Klette & Tee, 2008) or mechanical exoskele-
tons worn by actors (Vlasic et al., 2007). In general, motion capture sys-
tems have a number of advantages compared to the video recording
and algorithm-based synthesis. Motion capture allows us to record
the position of markers as a set of 3D coordinates rather than 2D
video sequences. Capturing the position of the markers enables the
manipulation of the captured motion, making it possible to display
the same action from any viewpoint, or distort other parameters of
recorded movement such as velocity or size (Dekeyser et al., 2002).
This flexibility in the data format of 3D motion recording allows one
to use the same captures to create a wide range of computer animated
characters - either point-lights or solid body displays.
A motion capture system only records the markers and ignores all
other layers of information present in the recording space, such as
clothing, facial expression and surrounding objects. Moreover, this
system allows the tracking of markers with a much higher frame rate
compared to conventional video cameras, enabling greater detail in
motion capture. The main disadvantages of motion capture compared
to video capture are the high cost of the specialized equipment, the
considerable effort associated with the recording and the inability
to use motion capture systems in natural environments (Dekeyser
et al., 2002; Klette & Tee, 2008). We used the Vicon optical motion
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capture system (Vicon, 2010) which utilizes reflected infrared light to
passively locate a position of markers attached to actors, as seen in
Figure 5.
(a) Vicon infrared cameras and actors wearing markers traced by the cameras.
(b) The system ignores surrounding environment, clothing and skin, capturing only
the position of markers (black circles).
Figure 5: Scene from optical motion capture recording
2.1.3 Existing stimulus sets for the study of perception of emotions from
body movement and voice
Among the numerous stimulus sets that study the perception of emo-
tions, there is a clear lack of sets that employ audio-visual stimuli
in the context of social interactions. There are a few speech-oriented
stimulus sets that use naturalistic, interactive discourse and a varied
range of emotional interactions, some with video recordings. Douglas-
Cowie et al. (2003) created the Belfast natural database composed of
125 natural clips taken from television shows. Scherer & Ceschi (1997)
cconducted the Geneva Airport Lost Luggage study with 109 natu-
ral, unobtrusive videotapings of passengers at a lost luggage counter,
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followed by interviews with the passengers. There is also a Reading-
Leeds database with five hours of material recorded from natural, un-
scripted interviews taken from radio and television shows, in which
speakers have been induced by interviewers to relive emotionally in-
tense experiences (Roach et al., 2009). However, the drawback of nat-
uralistic stimuli is the lack of control over speech content and the lim-
ited possibility of statistical analysis of naturalistic stimuli (Douglas-
Cowie et al., 2003; Ververidis & Kotropoulos, 2006). Additional factors,
such as differences in the language spoken, the length of clips, and
the vague specification of emotional expressions adds to the prob-
lems of using these naturalistic stimuli in the studies on perception
of emotional social interactions.
In a similar manner, only a limited number of stimulus sets utilized
point-light displays and conversation in the context of emotional so-
cial interactions. The Manera et al. (2011) motion capture database in-
cluded 20 communicative interactions such as sharing, ordering, giv-
ing information, helping and offering, but without voice capture and
with no emotional component involved. Still, it is currently the only
validated stimulus set to study communicative social interactions us-
ing a point-light display approach. However, the focus of Manera
et al. (2011) was to study the perception of visual communicative in-
teractions, rather than audio-visual emotional interactions. In addi-
tion, Manera et al. (2011) used only a small number of actors to create
the stimuli (one male and one female). Douglas-Cowie et al. (2003)
suggested that a larger number of actors would increase the variety
of emotional expression that is frequently specific to the individual
differences between actors. In the case of the Manera et al. (2011) stim-
ulus set, actions from only a few actors served well to explore simpli-
fied and emotionless communicative actions, but a reduced number
of actors would be a limitation in examining emotional interactions.
Busso (2008) created a motion capture database of actors’ faces and
hands combined with conversational speech, recorded in improvised
interactive scenarios with the emotional interactions being happiness,
anger, sadness, frustration and an emotional neutral state. The Busso
(2008) database was recorded during conversations but the stimulus
set itself does not show the interaction between actors, only actors’
heads and hands, which makes it unsuitable for examining percep-
tion in a multiagent context. The Clarke et al. (2005) study is one
of the only attempts to use point-light display interactions to exam-
ine the perception of anger, love, sadness, fear and joy. Clarke et al.
(2005) used emotional point-light interactions that were captured dur-
ing scripted dialogue but they did not include auditory dialogue with
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the visual displays and their stimulus set has not been made publicly
available. None of the other existing stimulus sets truly combine body
movement and voice in the context of emotional social interactions.
2.1.4 Motivation and challenges behind creating a stimulus set with emo-
tional social interactions
Considering the lack of stimuli for the study of emotional social in-
teractions using body movement and voice, the first major goal of the
thesis was to create such a stimulus set. The task of creating an emo-
tional interactions dataset has been difficult, taking into account the
complexity of human movement and interactions. Ideally, we would
capture natural interactions by placing motion capture cameras and
microphones on the streets, in pubs and in public places to capture
real world interactions in their natural environment. This was clearly
not possible due to both technical and ethical issues. Instead, we fo-
cused on a more practical and realistic application using an optical
motion and voice capture system and inviting pairs of actors to the
lab.
One challenge was capturing actors with different levels of act-
ing experience. We captured both experienced and inexperienced ac-
tors to address some of the ambiguity in the existing studies regard-
ing actors’ experience. Ma et al. (2006) and Rose & Clarke (2009) ar-
gued that experienced actors tend to systematically exaggerate emo-
tional expressions, a trait which emerges from their theatrical train-
ing. Roether et al. (2009) found no differences between experienced
and inexperienced actors in terms of acting quality. Still, Ma et al.
(2006) highlighted that exaggerated behaviour could be a part of nat-
ural expression and it is sometimes difficult to draw the line as to
where genuine expression turns into exaggeration. However, Busso
(2008) argued that experienced actors are typically better than inexpe-
rienced actors during scripted scenarios. We decided to use both ex-
perienced and inexperienced actors to examine whether there would
be any differences for the observers to identify emotions depending
on the experience of the participating actors.
A further challenge was posed by the complexity of emotional so-
cial interactions. It is difficult to obtain realistic emotional interactions
for the entire spectrum of emotions using simulated actions. This was
one of the reasons we decided to capture only happy and angry in-
teractions with different levels of intensity. In normal daily life, peo-
ple express emotions with various intensity and we wanted to take
this variability into consideration. We also wanted to obtain a large
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variance of interactions within the happy and angry emotional expres-
sions rather than having a broad scope of different emotions. In terms
of reference to the structure of representation of affect, anger and hap-
piness can be anchored by two bipolar but independent dimensions
of experience (pleasantness and activation) which maps well in the
context of a circumplex model of emotion (Russell, 1980). In the con-
text of this model, both anger and happiness represent the same level
of arousal but with opposite valence, which makes those emotions
easier and more valid to test as a stimuli (Remmington et al., 2000;
Pollick et al., 2001). Furthermore, anger and happiness are the most
frequently reported emotions when people are asked to introspect
about their experienced affects (Scherer & Tannenbaum, 1986). Both
of these emotions represent emotional states or moods that might last
for an extended period of time (Ma et al., 2006). A number of studies
found that actors find angry and happy emotional expressions easy to
convey in various scenarios and observers can easily recognize such
expressions, although anger is usually easier to identify than happi-
ness (Pollick et al., 2001, 2002; Ma et al., 2004). We decided to avoid
reactive emotions such as surprise or disgust because they are asso-
ciated with specific movements and are difficult to perform (Konijn,
2000). Finally, anger and happiness are two of the most studied emo-
tions in the broad literature of examining perception of faces, voices
and body movement. This broad literature provides a good starting
baseline to explore the topic further in the direction of perception of
body movement and voice in angry and happy social interactions.
The remaining paragraphs of this chapter describe the methods
used to set up, calibrate and capture interactions, the scripts and sce-
narios used for the captures, and the procedure for post-processing
the captured data with the creation of stimuli.
2.2 methods
2.2.1 Actor selection
A group of 20 actors was selected and combined into ten pairs - five
experienced and five non-experienced. The mean duration of acting
experience for experienced actors was 9.68 years, ranging from 5 to 25
years. All actors were English-speaking, UK-born males, with a mean
age of 26.12 years, ranging from 17 to 43 years. Pairs of actors were
simultaneously participating in each session, they knew each other
well and were paid for their time. Before each session actors were
briefed on the purpose of the study and signed a consent form. A graphical
overview of all
stages of stimuli
preparation, capture
and post-processing
are shown on Fig. 6
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2.2.2 Motion and voice capture setup and calibration
x
y
calibrate motion capture system
and voice capture system
create database entry for each
participants and obtain body
measurements
attatch markers to anatomical
locations dened by Plug-in Gait
Model
make static capture for each
participant separately,
label markers to enable participant
detection
make dynamic capture of movement
and voice during particpants’ interaction;
each single capture trial least
for 6-10 seconds
calculate the 3-D position data
from 2-D motion capture data
label and reconstruct markers
based on the Plugin Gait model
export postprocessed movement
coordinates; export raw audio
dialogues
preparation
postprocessing
capture
Figure 6: Graphical overview of stimuli creation stages of preparation, cap-
ture and post-processing.
2.2.2.1 Technical specification of the motion and voice capture system
Motion capture took place at the University of Glasgow in the School
of Psychology using 12 Vicon MXF40 cameras (Vicon, 2010) that of-
fer online monitoring of 3D motion signals. At all times, the system
was recording at a rate of 120 frames per second (fps). The audio
capture was done using a custom-upgraded Vicon Analogue Card
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(Vicon, 2010) connected to AKG D7S Supercardioid Dynamic Micro-
phone, and it was recording with 44.1kHz and 24-bit sampling rate.
The choice of a dynamic microphone was justified by the absence
of any sound proofing treatment in the motion capture room. The
AKG D7S has a frequency response optimised for vocal use and ad-
ditional features to reduce different types of noise: mechanical/p-
neumatic transducer shock mount that reduces handling and cable
noise, and a high pass filter and humbucking coil to minimise low-
frequency noise. During the recording, the audio capture was fully
synchronized with the motion capture via the Vicon Analogue Card.
The entire capture setup, including floor measurements, the location
of cameras, microphone and actors, is illustrated on Figure 7. All Vi-
con MXF40 (Vicon, 2010) cameras and Vicon Analogue Card (Vicon,
2010) with AKG microphone were connected to two Vicon MX Ultra-
net HD units (Vicon, 2010) that both powered up the cameras and pre-
processed some of the captured data. Ultranet HD units (Vicon, 2010)
were connected via ethernet to a single PC computer. The PC was
specifically configured to handle large data streams from the capture
system and it was pre-installed with Vicon Nexus 1.3, Vicon Body-
builder (Vicon, 2012) and MATLAB 2010 (Mathworks, 2010) software.
Vicon Nexus 1.3 (Vicon, 2010) was used for most of the capture oper-
ations including calibration, capturing, storage, and post-processing
of raw capture data.
2.2.2.2 Preparing actors and capture sessions
After calibration of the motion capture system, each capture session
started with taking actors’ measurements (Table A.1 in Appendix)
and placing 39 retroreflective, 14mm, spherical markers on specific
anatomic locations on their bodies. Those anatomical locations were
defined by the Plug-in Gait Model (Figure 8) and are described in Ta-
ble A.2 in the Appendix. Plug-in Gait is based on the widely accepted
Newington-Helen Hayes gait model and it uses a defined marker set
and a set of subject measurements to create outputs of the joint kine-
matics and kinetics for a gait analysis patient (Kadaba et al., 1990;
Davis et al., 1991).
During the capture session actors were positioned, one facing the
other, at a distance specified by a marked position on the floor, ap-
proximately 1.3 meters (Figure 9a). This interpersonal distance var-
ied between 1 - 1.6 meters and it flexibly changed during the capture
trials, depending on how much actors moved when interacting. How-
ever, at the beginning of each single capture trial actors were asked
to come back to the start position marked on the floor. The overall
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Figure 7: Motion capture room - cameras and microphone setup and capture
areas (schematic view from the top).
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space of interaction was limited to around 3 x 2 meters, but since the
participants were within the comfortable personal space as defined
by Hall (1966), we expected that the influence of proxemics2 did not
affect their natural interaction.
le front headright front head
right shoulder le shoulder
right upper arm
right elbow
le upper arm
le elbow
right forearm le forearm
right wrist marker B le wrist marker B
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right wrist marker A sternum
right  thigh
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superior iliac spine
le back head
Back
Figure 8: Marker placement for the Plug-in Gait Model (see Figure A.2 in
the Appendix for exact anatomical locations of markers).
We captured three emotional interactions: angry, happy and neu-
tral. Angry and happy interactions were captured at three different
intensity levels: low, medium and high. To help actors convey angry
and happy interactions at different levels of intensity, they were given
short and simple scenarios of the emotional situations and asked to
imagine themselves in those situations. Table 1 describes the exact
scenarios given to actors. The order of given scenarios and order of
emotional interactions conveyed was randomized for each pair. Ac-
tors were also instructed to recall their own past situations associ-
ated with the relevant emotional scenario to help them induce the
emotion. The hypothetical scenarios were based on simple common
2 The notion of personal space was introduced by Hall (1966), who created the con-
cept of proxemics. Proxemics can be defined as the interrelated observations and
theories of man’s use of space as a specialized elaboration of culture (Hall, 1966).
Hall (1966) describes the subjective dimensions that surround each person and the
physical distances they try to keep from other people, according to subtle cultural
rules.
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situations (Scherer, 1986). Neutral served as a control condition, and
actors were asked to interact in a neutral, emotion-less manner. Ac-
tors were given relative freedom in expressing the emotions during
interactions (Rose & Clarke, 2009). They were encouraged to act nat-
urally, but they were instructed to avoid touching each other and we
were careful to give them only verbal instructions rather than per-
forming actions ourselves (Clarke et al., 2005; Ma et al., 2006; Roether
et al., 2009). People typically use touch to share their feelings with
others, and to enhance the meaning of other forms of verbal and non-
verbal communication (Gallace & Spence, 2010). Touch also appears
very early in human development and naturally becomes on its own
a powerful indicator of affect (Harlow, 1958).
In terms of the content of verbal exchange, actors were asked to
interact exchanging one of two dialogues in each single trial, as seen
on table 2. We purposely chose two formats of dialogue, one being
inquiry (question and answer) and another being deliberation (two
affirmative sentences), as specified in Krabbe & Walton (1995). We
wanted to check whether those different formats of dialogue influ-
enced the identification of emotional interaction between the actors
by the observers (Craggs & Wood, 2003). We also picked relatively
neutral words to compose dialogues, so that dialogues were easy to
articulate in either a happy or angry emotional manner.
A single capture trial lasted no longer then 6-10 seconds. In each
trial, the recording started around 1 second before actors were given
a signal to begin the interaction. To signal the start of each capture
trial, a 1-second long, digital square wave sound was played (a sim-
ple beep). Recording stopped around 2-3 seconds after actors stopped
their interaction. For each pair of actors we completed 10 practice tri-
als before the capture trials. Practice trials were conducted to give
actors more time to prepare, adjust to their roles and for us to check
if the motion and voice capture system had been calibrated correctly.
Immediately after the practice trials we initiated the capture trials
during which we collected the material used for creating the stimu-
lus set. For each pair we obtained 84 capture trials. This consisted of
2 emotions (happy, angry) x 3 intensities (low, medium, high) x 2 di-
alogue versions (question/answer, affirmative/affirmative) x 2 actors
order x 3 repetitions + 12 neutral conditions (2 dialogue versions * 6
repetitions of each action). This resulted in a total of 840 film clips
for all 10 couples, but we had to remove one couple from further
processing due to a high noise level in the motion and voice capture
data. There were another 100 data trials from 10 practice captures for
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Emotion Intensity Scenario
Angry Low You have just discovered that you’ve been charged
extra for one product that was clearly on promo-
tional offer.
You have been in a rush for an important meeting,
and sudden rain has completely soaked you.
Medium Someone just stepped on your toe.
Someone cut in line, when you’ve been waiting
for over 20 minutes.
High You have just discovered that your wallet has been
stolen.
Your parents or partner just got into a big argu-
ment with you about something silly.
Happy Low You wake up on a Saturday after a number of
wintry-cold rainy days, and the temperature is
around 20 degrees.
You have just finished this report you’ve been
working on for two weeks.
Medium You unexpectedly run into someone you like very
much and haven’t seen in a long time.
You got an amazing bargain in the local retail
store sale.
High You buy a lottery ticket and you win £10,000 in-
stantly.
Its your birthday and your friends got you unex-
pected and awesome gift.
Neutral NA You think about the situation when you talked
about something neutral and casual, like your typ-
ical day at work or your typical journey in a bus.
Table 1: Scenarios given to actors during emotional and neutral interactions.
Dialogue A - Inquiry Dialogue B - Deliberation
Actor 1 Where have you been? I want to meet with John.
Actor 2 I have just met with John. I will speak to him tomorrow.
Table 2: Two dialogue versions used during the capture trials.
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each couple, but these practice captures were excluded from further
post-processing.
2.2.2.3 Post-processing procedure
There were five main stages of post-processing:
• calculating the 3-D position data from 2-D camera data,
• labelling of the reconstructed markers based on the Plug-in Gait
model,
• interpolating missing data points,
• exporting raw coordinates and creating point-light displays in
MATLAB,
• exporting raw audio dialogues to processing them in Adobe
Audition.
The first three operations were executed automatically in Vicon Nexus
1.3 (Vicon, 2010). Creating final point-light displays required a few
additional steps. From the trajectories of the 39 original markers, we
computed the location of ’virtual’ markers positioned at major joints
of the body. The 15 virtual markers used for all the subsequent com-
putations were located at the joints of the ankles, the knees, the hips,
the wrists, the elbows, the shoulders, at the centre of the pelvis, on
the sternum, and in the centre of the head (Figure 9b). Commercially
available software Vicon BodyBuilder (Vicon, 2010) for biomechanical
modelling was used to achieve the respective computations. A similar
approach has been used by Dekeyser et al. (2002), Troje (2002) and Ma
et al. (2006). The advantage of this procedure was that it was a quick
and automated way of creating the virtual joint centres for both ac-
tors without the need of manual adjustments (Dekeyser et al., 2002;
Ma et al., 2006).
After attaching virtual markers, the 3D (x, y, z) position coordi-
nates for those markers were exported from Vicon Nexus 1.3 (Vicon,
2010) as a tab-delimited text file. Those coordinate files were format-
ted in a way that position co-ordinates were represented in columns,
while each frame of data record was represented in rows. Co-ordinate
files were imported into Matlab (Mathworks, 2010) and an algorithm
was applied to generate the final point-light displays. The algorithm
was based on the one used by Pollick et al. (2001). The algorithm con-
verted 15 virtual markers from each actor into point-light displays,
generated as white dots on a black background from the side view,
as seen in Figure 9c. The algorithm exported point-light displays in
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the Audio Video Interleave (AVI) format, with a frame size of 800 by
600 pixels. The frame rate of exported displays was reduced from the
original 120 fps to 60 fps. Both Matlab (Mathworks, 2010), and Adobe
Premiere 1.5 (Adobe Systems, 2004) were used for creating final dis-
plays, only allowing editing of the movie up to 60 fps, and therefore
compression from 120 fps was necessary.
(a) Photo view from cap-
ture trial.
(b) Post processed view
from Nexus.
(c) Dyadic point-light dis-
plays view.
Figure 9: Post processing pipeline.
The audio dialogues recorded with the Vicon Analogue Card were
all saved by Vicon Nexus 1.3 (Vicon, 2010) in the Audio Interchange
File Format (AIFF), and each audio dialogue was automatically linked
with the corresponding capture trial. Adobe Audition 3 (Adobe Sys-
tems, 2007) was used to post process the dialogues. Every audio di-
alogue was first amplified by 10dB and then a noise reduction was
applied. Following this all audio dialogues were normalised to create
a consistent level of amplitude, and to obtain the average volume of
around 60dB. Finally, each audio dialogue was exported as a Wave-
form Audio File Format (WAV) file with a resolution of 44.1kHz and
24-bit sampling rate.
2.2.2.4 Creation of final stimuli
Adobe Premiere 1.5 (Adobe Systems, 2004) was used to create a fi-
nal stimulus set. The AVI point-light displays produced by MATLAB
2010 (Mathworks, 2010) were imported to Adobe Premier 1.5 (Adobe
Systems, 2004) together with the corresponding WAV dialogues post
processed with Adobe Audition 3 (Adobe Systems, 2007). Initially,
each point-light display was combined with its corresponding WAV
dialogue. The start point was defined immediately after the sound
signaling the start of the recording for actors (1-second long, square-
wave buzzer signal described in chapter 2.2.2.2). The end point was
specified by the relative end of the dialogue within 1 second after the
dialogue finished. The length of the final, truncated display varied
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between 2.5 and 3.5 seconds. All displays with truncated start/end
points were exported to AVI format in three versions: auditory-only
(dialogues), visual-only (point-light displays) and audio-visual (dia-
logues combined with point-light displays. Figure 10 shows an ex-
ample sequence of point-light displays with dialogue. The final, non-
validated stimulus set was composed of 252 unique displays that con-
sisted 9 actor couples x 2 emotions (happy and angry) x 3 intensities
(low, medium, high) x 2 dialogue versions (inquiry, deliberation) x 2
repetitions plus 36 neutral displays. However, each display was cre-
ated in three modality formats: visual point-light displays, auditory
dialogues and a combination of point-light displays and dialogues.
Therefore the final count of all displays in stimulus set with three
modality formats was 756.
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Figure 10: Example time series of dyadic point-light displays and dialogue
showing eight frames with interaction between two point-light
actors, together with oscillogram of dialogue voice amplitude
2.2.3 High-level description of actors’ portrayal of emotions
With a large number of captures obtained for our stimuli set, there
was a significant variance in how actors conveyed and portrayed the
intended emotions. At the same time, it was intuitively clear that
some similarities existed in the characteristics of body movement and
voice when actors engaged in emotional dialogues at different lev-
els of intensity. Two common approaches are used to analyze such
similar characteristics of movement and voice - either a low-level ap-
proach (i.e. calculate kinematics of movement or prosodic features of
voice) or a high-level approach (i.e. qualitatively describe the move-
ment and voice). In our scenario, the use of a low-level approach was
impractical, mainly due to the complexity of our stimuli set that in-
corporated mutisensory dyadic interactions. We therefore decided to
provide a brief qualitative and descriptive highlight of movement and
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voice by examining all 252 unique displays of interactions. As a base-
line to describe the features of body movement, we used Kleinsmith &
Bianchi-Berthouze (2013) review and for a voice description baseline
we used studies by Scherer (2003) and Sauter et al. (2010). While the
variance of such features was very high, we provide some examples
in Table 3. It is important to note that the majority of features match a
number of examples provided in the papers of Kleinsmith & Bianchi-
Berthouze (2013) and Scherer (2003) although intensity differences
and the dyadic context of interaction provided an interesting level
of differentiation. In angry interactions, the best existing correspon-
dence was Wallbott (1998) description of "cold anger" for low and
medium intensity (lateralized hand/arm movement, slow and tense
leaning of upper body), and "hot anger" for high intensity (shoulders
lifted, arms stretched out frontal, fast arm movement, fast movement
of upper body, rapid step forward). For happy interactions, low inten-
sity corresponded to what was described as "content" by Gross et al.
(2010) (expanded limbs and torso, muscles relaxed), medium inten-
sity as "joy" or "elated joy" by Gross et al. (2010) & Wallbott (1998)
(straight trunk and legs, shoulders lifted, head bent backwards), and
high intensity as "sympathy" or "triumphant" by Kleinsmith et al.
(2011) & Meijer (1989) (arms raised and extended laterally, stepping
forward, arms opened frontally). Regarding voice features, angry in-
teractions correspond to Scherer (2003) descriptions with high inten-
sity, high frequency and high rate of speech articulation, happy with
high intensity but slower articulation rate, and neutral with passive
voice, with low level of contours, low volume and low level of vari-
ability.
2.3 discussion
We have described our method for the production of the first data
set that can be used for the study of audio-visual integration from
emotional social interactions. Using a passive optical motion capture
system, synchronized with audio capture, we recorded 840 interac-
tions between ten different pairs of actors. Captured movement and
conversations were converted into formats useful for animation as
point-light displays combined with voices. The final stimulus set con-
sists of 256 unique clips that present happy, angry and neutral emo-
tional interactions with low, medium and high levels of emotional
intensity.
There are three main features that make our stimulus set particu-
larly suitable for the study of audio-visual integration in the social
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Emotion Intensity Movement features Voice features
Angry Low Small upper-body/head lean-
ing
Slow speech rate with no accent-
ing
Small pointing or shaking ges-
ture with one or two arms
Fast speech rate with no accent-
ing
Small upper body backward
bend
Low volume of speech
Medium Tense twist of body position
from front facing to side facing
Fast speech rate with accenting
Position freeze, shoulder jack-
ing up
Higher volume of speech
Small upper-body/head lean-
ing
High Shoulders lifted, arms stretched
out frontal
Strong accenting with pasues
Fast movement of upper body,
rapid step forward
Loud speech
fast upward pointing or shaking
gesture with one or both arms
Happy Low Expanded limbs and torso Steady speech rate with accent-
ing
Small upward pointing or shak-
ing gesture with one arm
Low volume of speech
Relaxed small scale hand move-
ments
Medium Straight trunk & legs Steady speech rate with accent-
ing
Shoulders lifted, head bend
backwards
Normal volume of speech
Stepping from leg to leg in place
High Arms raised and extended later-
ally
Fast speech rate with accenting
Repetetive, upward, "jumpy"
movement on toes
Normal volume or loud speech
Relaxed hip movement back-
wards and forward
Neutral NA Low level of movement or re-
laxed and slow movements of
hands and arms, steady posture
Low volume, passive, steady
speech with no accenting
Table 3: High-level qualitative examples of specific body movement and
voice features that were most commonly observed amongst actors
as a mean to act angry, happy and neutral emotions on low, medium
and high level of intensity.
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context. First, we captured both movement and voice in a synchro-
nised manner and therefore provide the first data set to study audio-
visual emotional interactions. stimulus sets with point-light dyadic
interaction have been created before (Clarke et al., 2005; Manera et al.,
2011) but none have combined point-light displays with dialogue. The
stimulus set has been designed to study point-light display and voice
as combined stimuli or separate stimuli if such an approach is re-
quired. The stimuli also consist of entire body movements in contrast
to other existing stimulus sets which include only sections of body
(e.g. only faces and hands in Busso, 2008).
Second, we simplified the design of the emotional component of
the stimulus set by using only happy and angry emotional interac-
tions. Existing stimulus sets include a broader spectrum of emotional
expressions (e.g. citealpBusso2008a) but many of those expressions
were difficult to validate considering the ambiguous and reactive na-
ture of some emotions, such as fear or disgust (Ma et al., 2006; Roether
et al., 2009). Differences between the perception of happy and angry
interactions have been widely reported in the neuroimaging and mul-
tisensory literature (Massaro & Egan, 1996; Fox et al., 2000; Johnstone
et al., 2006; Ikeda & Watanabe, 2009; Stienen et al., 2011). From the
practical perspective, it was also easier for our actors to perform
happy and angry interactions and to create scenarios to help them
act these emotions. This way, we avoided creating unrealistic stimuli
and provided a better variety within the emotional interactions. To in-
crease variability within the emotional expressions of anger and hap-
piness, we captured interactions at three different levels of intensity.
During the capture of the stimulus set, we used realistic scenarios
and role-plays to make the set more ecologically valid and to help
the actors to engage in the scene in a more realistic way (Risko et al.,
2012). Each single interaction consists of the action of one actor and
the response of the other and each interaction lasts for about three
seconds. We also used a mix of experienced and inexperienced actors
during the recording to increase the variety that can arise from any
acting strategies that people use to express emotions (Ma et al., 2006).
Third, we can easily customize different parameters of point-lights
because of the universal format in which it has been created. Ac-
tors’ motions can be analyzed, extracted and manipulated. Parame-
ters such as orientation, speed or size of point-lights can easily be
changed. Audio dialogue has also been normalized and extracted in
a widely available format so it can be easily manipulated and ana-
lyzed for any speech-related parameters. The compatibility of formats
available for the stimulus set gives researchers the option to drive 3D
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animation in case they want to look at the effects of forms other than
point-light displays. Overall, the stimulus set developed in this the-
sis presents on its own a simple, customizable and compact tool to
explore both unimodal and mutlimodal aspects of emotional social
interactions.
3
VA L I D AT I N G S T I M U L I T O S T U D Y T H E
P E R C E P T I O N O F E M O T I O N A L S O C I A L
I N T E R A C T I O N S
3.1 introduction
Chapter 2 outlined the procedure for creating a stimulus set for the
study of emotional social interactions. This chapter describes the ex-
periment conducted to validate the stimulus set. The main goal was
to examine how accurately the emotional interactions were identified
by observers when presented with the displays as point-lights (vi-
sual group), voice dialogues (auditory group) or a combination of
point-lights and dialogues (audio-visual group). The reason for us-
ing a between-subject design was to avoid audio-visual facilitation,
or carry-over effects, that could impact emotional identification when
visual, auditory and audio-visual displays are presented together in
one set. Audio-visual facilitation has been shown in studies using
emotional faces and voices, when audio-visual conditions enhanced
perceived emotion with respect to auditory-only and visual-only con-
ditions (Vines et al., 2006; Collignon et al., 2008). We also wanted to
restrict presentation of every display to a single occasion to avoid the
practice effects that can occur when participants see a repetition of
a specific display (Heiman, 2002). We will refer to the experiments
described in this chapter as ‘validation experiments’.
A number of existing studies show that observers can identify a
range of emotions from the point-light displays of single actors (Dit-
trich et al., 1996; Pollick et al., 2001; Atkinson et al., 2004) or the interac-
tions between two actors (Dittrich, 1993; Clarke et al., 2005; Lorey et al.,
2012). In the case of identifying emotions from voice dialogue, a re-
view of approximately 30 studies conducted up to the early 1980s also
revealed that observers can accurately identify emotions from voice
(Scherer, 1989), and recent studies confirmed these results (Scherer,
2003). However, there has been no research to assess the ability of
observers to identify emotion from interpersonal actions from body
movement AND voice. Spoken dialogue and body movement are
closely interconnected and for two people to be engaged in discourse
is a very natural situation encountered on a daily basis (Bull, 1990;
McClave, 2000; Clarke et al., 2005).
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As well as examining how easily participants recognize happy and
angry emotional interactions from point-light displays and dialogues,
a number of supplementary questions were investigated. We wanted
to establish whether emotional intensity has any effect on the accu-
racy of identifying happy and angry displays. Intuitively, less emo-
tionally intense displays would be expected to be more ambiguous
for the observers and evoke less accurate judgements. In studies us-
ing single actors, both body movement and voice have been reported
to provide important information about emotional intensity (Harri-
gan, 2005; Sevdalis & Keller, 2011; Dael et al., 2012). Our goal was
to examine how varying emotional intensity influences both accuracy
of, and confidence in, emotional judgements in the context of social
interactions.
We also wanted to determine if there was a difference in how ac-
curately displays by experienced actors were judged when compared
to displays by inexperienced actors. As mentioned in Section 2.2.1
of Chapter 2, there were conflicting findings regarding the profes-
sional experience of actors used in creating emotional stimulus sets
(Ma et al., 2006; Busso, 2008; Roether et al., 2009). We wanted to better
understand if similar differences in perception of experienced and in-
experienced actors are indeed present in our stimulus set. We also in-
vestigated whether there was any effect on the accuracy of emotional
judgements due to the dialogue type (i.e. enquiry versus deliberation
- see Table 2 in Chapter 2) on the accuracy of emotional judgements.
Finally, we also included neutral displays in all three experimen-
tal groups. As we discussed in Section 2.2.3 of Chapter 2, the neu-
tral portrayal of actions was relatively passive and very low in body
movement with unemotional, low-frequency, contour-less speech. Hy-
pothetically, we expected that all neutral displays should receive a rel-
atively equal number of happy and angry judgements unless partic-
ipants were biased towards one of the emotions, or there were some
specific features in the movement and voice of the neutral displays
that resembled features in happy and angry interactions. While we
included neutral displays, we did not explicitly ask participants to
identify neutral interactions. Neutral displays served as a form of
"control condition" so participants only made judgements of happi-
ness and anger.
In all three experimental groups (visual, auditory, audio-visual), we
introduced a short debriefing questionnaire. Among other questions,
participants were asked how many actors were used to create the dis-
plays they saw or heard during the experiment. This question directly
required participants to think about the movies they saw and to re-
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call how many different actors they witnessed, giving us some hints
regarding the detection of identity of the actors. A number of studies
have shown that people can recognize the identity of a person from
the point-light displays of a single actor (Cutting & Kozlowski, 1977;
Hill & Pollick, 2000; Ma et al., 2006) and their voice (Belin et al., 2004;
Campanella & Belin, 2007). We wanted to examine how the percep-
tion of identity compares when observing body movement and hear-
ing voice when participants view social interactions. We also asked
participants various questions about their perception of their own per-
formance in the task and to describe the strategies they used when
making judgements of emotions as well as any other comments they
had.
This chapter describes the methods and results for all three experi-
mental groups (visual, auditory, audio-visual). The description of the
validation experiment begins by highlighting methods of conducting
these three between-subject experiments as they share many common
points in design, procedure and stimuli. The main results for each
group are described separately with analysis of variance and post hoc
Tukey analysis being conducted on the number of correct judgements
and confidence ratings. An analysis of supplementary results follows
including analysis of factors such as the actors’ experience, dialogue
effect, and questionnaire results. Finally, the results are discussed in
the context of the validity of the stimulus set for further investiga-
tion on the perception of emotions from body movement and voice
in social interactions.
3.2 methods
3.2.1 Participants
We separately recruited a total of 43 participants for three indepen-
dent groups:
• visual group (15 participants, 7 of them male, with a mean age
of 25.8 years, ranging from 17 to 45 years),
• auditory group (13 participants, 6 of them male, with a mean
age of 20.5 years, ranging from 17 to 26 years),
• audio-visual group (15 participants, 8 of them male, with a
mean age of 22.5 years, ranging from 18 to 37 years).
All participants were English-speaking, UK-born, and they all reported
normal hearing and normal or corrected-to-normal vision. All the par-
ticipants were naive to the purpose of the study and they lacked any
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prior experience with point-light display movies or images. The study
received ethical approval from the University of Glasgow’s Faculty of
Information and Mathematical Sciences Ethics Review Board. Every
participant signed a consent form.
3.2.2 Stimuli, Design and Procedure
We used the stimulus set described in chapter 2, composed of happy,
angry and neutral dyadic interactions presented as point-light dis-
plays (visual group), voice dialogues (auditory group) and a combina-
tion of point-light displays and voice dialogues (audio-visual group).
In summary, the stimulus set was composed of 252 unique displays
that consisted of 9 actor couples, 2 emotions (happy and angry), 3
intensities (low, medium, high), 2 dialogue versions (inquiry, deliber-
ation), 2 display versions plus 36 neutral displays (i.e. 9 actor couples,
2 dialogue versions, 2 display versions).
The task was exactly the same for all three groups. After being pre-
sented with the display, participants were given two questions. First,
participants were asked to identify whether interaction was happy or
angry. They did so by choosing red H for happy or red A for angry
on the keyboard. Immediately after a response, the second screen was
presented. In this second screen participants were asked how confi-
dent they were about their choice of emotion on a rating scale from
1 to 9, where 1 referred to very low confidence and 9 referred to very
high. Each display was presented only once and the order of all dis-
plays was randomized. We used Neurobehavioral Presentation 13.1
software (Neurobehavioral Systems, 2008) to present the displays and
collect the responses1. At the end of experiment, each participant was
asked to complete a short questionnaire with the following items:
• how many trials do you think you got right (give percentage)?
• how many actors do you think we used to create the displays
you have seen/heard (give single number)?
• did you use any specific strategies to do the task (use no more
then five keywords to describe it)?
• do you have any other observations you would like to mention?
For the majority of data analysis we used repeated measure analy-
sis of variance (ANOVA). We also calculated generalized eta squared
1 Due to technical difficulties (i.e. undetected bug in the Neurobehavioral Presentation
code) we failed to log reaction times for all three experimental groups.
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(η2G) measures of effect size. η
2
G is preferred to eta squared and partial
eta squared because it provides comparability across between-subjects
and within-subjects designs, and it can easily be computed from infor-
mation provided by standard statistical packages (Olejnik & Algina,
2003; Bakeman, 2005). All p-values from posthoc Tukey analysis are
presented after adjustment for multiple comparison.
3.3 results for visual group
Identification
accuracy increased
with intensity for
angry but not happy
visual displays
The mean number of correct responses were analysed by carrying
out a within-subjects ANOVA with ’emotion’ (happy and angry) and
’intensity’ (low, medium, high) as within factors. There was a signif-
icant main effect of factor ’emotion’ (F(1,14) = 17.91, p < 0.001, η2G
= 0.37), and factor ’intensity’ (F(2,28) = 41.87, p < 0.001, η2G = 0.27)
was also found significant, indicating that participants’ accuracy of
judgements differed between emotional displays and levels of inten-
sity. A significant interaction between factors ’emotion’ and ’intensity’
was also found (F(2,28) = 39.89, p < 0.001, η2G = 0.43) and Figure
11 shows that there was a difference in how accurately happy and
angry displays were judged on different levels of intensity. Indeed,
Posthoc Tukey analysis showed that accuracy of judgements for an-
gry displays increased significantly between each level of intensity
(p < 0.001), as seen on Figure 11. But there was no difference in ac-
curacy of judgements between any level of intensity for happy dis-
plays (low and medium: p = 0.40, low and high: p = 0.27, medium
and high: p = 1.00). When comparing happy and angry displays on
different levels of intensity, there was no significant difference in ac-
curacy of judgements between high (p = 0.08) intensity happy and
angry displays, however low and medium intensity happy displays
were judged more accurately than corresponding low and medium
intensity angry displays (p < 0.01). Low-intensity angry
displays judged
below level of chance
in visual group
Figure 11 shows that low-intensity angry displays were judged be-
low the level of chance (0.5). We hypothesized that this effect was
either due to differences in actors’ depictions of emotions or due to
differences in some features of movement in low intensity angry dis-
plays that were more ambiguous to the observers. When comparing
mean accuracy of emotion judgements for low, medium and high in-
tensity displays with specific actor couples2, it was clear that some
couples were given more accurate judgements than others, and this
effect was more profound for angry then for happy displays, as seen
2 Accuracy of judgements by actor is showed for auditory group (Figure A.1 and A.2)
and audio-visual group (Figure A.3 and A.4) in the Appendix.
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Figure 11: Mean accuracy of emotion judgments for happy and angry dis-
plays at low, medium and high intensity in the visual experiment.
The error bars represent one standard error of the mean.
on Figure 12. Therefore, one potential explanation for the low accu-
racy of judgement for low intensity angry displays was the variance
in the number of correct judgements between different actor couples
contributing to an overall low number of accurate judgements for
low intensity angry displays (Figure 12). Another explanation was
that some features of movement in displays with low intensity anger
were too similar to corresponding features in happy displays, and this
qualitative point is further elaborated upon in the Discussion section
of this chapter.
The mean confidence ratings were analysed by carrying out a within-
subjects ANOVA with ’emotion’ (happy and angry) and ’intensity’
(low, medium, high) as within factors. The within factor ’intensity’
was found to be significant (F(2,28) = 25.26, p < 0.001, η2G = 0.11), in-
dicating that participants’ confidence ratings differed between levels
of intensity (Figure 13). There was also a significant interaction be-
tween factors ’emotion’ and ’intensity’ (F(2,28) = 6.21, p 6 0.01, η2G =
0.01) indicating that confidence ratings for some emotional displays
were more affected by the change in the level of intensity. Indeed,
posthoc Tukey analysis revealed that confidence ratings increased sig-
nificantly between low and high intensity angry displays (p 6 0.04),
and low and high intensity happy displays (p 6 0.05). There was no
significant effect of factor ’emotion’ (F(1,14) = 3.20, p = 0.10, η2G = 0)
and Figure 13 shows that participants gave similar confidence ratings
for both happy and angry displays.
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(a) Angry displays.
mean accuracy
ID9
ID5
ID2
ID8
ID3
ID4
ID1
ID6
ID7
0.2 0.4 0.6 0.8
High
ID9
ID5
ID2
ID8
ID3
ID4
ID1
ID6
ID7
Medium
ID9
ID5
ID2
ID8
ID3
ID4
ID1
ID6
ID7
Low
(b) Happy displays.
Figure 12: Mean accuracy of emotion judgments for (a) angry and (b) happy
displays at low, medium and high intensity levels with specific
actors’ couples (ID1-ID9) in visual experiment. The error bars
represent one standard error of the mean and the dashed line
represents the level of chance (0.5).
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Figure 13: Mean confidence ratings for happy and angry displays at low,
medium and high intensity in visual experiment. The error bars
represent one standard error of the mean.
3.4 results for auditory group
Identification
accuracy increased
with intensity for
angry but not happy
auditory displays
The mean number of correct responses were analysed by carrying
out a within-subjects ANOVA with ’emotion’ (happy and angry) and
’intensity’ (low, medium, high) as within factors. There was no sig-
nificant main effect of factor ’emotion’ (F(1,12) = 4.26, p = 0.06, η2G
= 0.12), indicating that happy and angry displays were judged with
similar accuracy (Figure 14). There was a significant main effect of
’intensity’ (F(2,24) = 28.71, p < 0.001, η2G = 0.22) indicating that partic-
ipants’ accuracy of judgements differed between emotional displays
and levels of intensity (Figure 14). A significant interaction between
the factors ’emotion’ and ’intensity’ was also found (F(2,24) = 11.18,
p < 0.001, η2G = 0.23) and Figure 14 shows that accuracy judgements
for angry displays were more affected by the change in the level of
intensity then for happy displays. Indeed, posthoc Tukey analysis re-
vealed that accuracy of judgements for angry displays increased sig-
nificantly between each level of intensity (p < 0.05), but there was no
difference in accuracy of judgements between any level of intensity
for happy displays (low and medium: p = 0.41, low and high: p = 1,
medium and high: p = 0.30). Comparing happy and angry displays
on different levels of intensity, there was no significant difference in
accuracy of judgements between high intensity happy and angry dis-
plays (p = 0.41). However, low and medium intensity happy displays
were judged more accurately then low and medium intensity angry
displays (p < 0.05).
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Figure 14: Mean accuracy of emotion judgments for happy and angry dis-
plays at low, medium and high intensity in auditory experiment.
The error bars represent one standard error of the mean.
The mean confidence ratings were analysed by carrying out a within-
subjects ANOVA with ’emotion’ (happy and angry) and ’intensity’
(low, medium, high) as within factors. No main effect of factor ’emo-
tion’ (F(1,12) = 1.48, p = 0.25, η2G = 0.01) was found, and Figure 15
shows that participants rated happy and angry displays with similar
confidence. The within factor ’intensity’ was found to be significant
(F(2,24) = 67.63, p< 0.001, η2G = 0.46), indicating that participants’ con-
fidence ratings differed between levels of intensity (Figure 15). There
was also a significant interaction between factors ’emotion’ and ’inten-
sity’ (F(2,24) = 14.79, p < 0.001, η2G = 0.09) indicating that confidence
ratings for some emotional displays were more affected by the change
in the level of intensity. Indeed, posthoc Tukey analysis revealed that
confidence ratings for angry displays increased significantly between
each intensity level (p < 0.05). Confidence ratings also increased sig-
nificantly between low and high intensity happy displays (p < 0.05),
but there was no difference between low and medium (p = 0.19), and
medium and high intensity happy displays (p = 0.77). There was no
significant difference in confidence ratings when comparing corre-
sponding intensities of happy and angry displays (angry low and
happy low: p = 0.22, angry medium and happy medium: p = 0.93,
angry high and happy high: p = 0.66).
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Figure 15: Mean confidence ratings for happy and angry displays at low,
medium and high intensity in auditory experiment. The error
bars represent one standard error of the mean.
3.5 results for audio-visual group
Identification
accuracy increased
with intensity for
angry but not happy
audio-visual
displays
The mean number of correct responses were analysed by carrying
out a within-subjects ANOVA with ’emotion’ (happy and angry) and
’intensity’ (low, medium, high) as within factors. There was a signifi-
cant main effect of factor ’emotion’ (F(1,14) = 6.74, p < 0.05, η2G = 0.20),
and factor ’intensity’ (F(2,28) = 57.24, p < 0.001, η2G = 0.30) indicating
that participants’ accuracy of judgements differed between emotional
displays and levels of intensity (Figure 16). A significant interaction
between factors ’emotion’ and ’intensity’ was also found (F(2,28) =
7.24, p < 0.001, η2G = 0.12), and Figure 16 suggest that accuracy judge-
ments for angry displays were more affected by the change in the
level of intensity then for happy displays. Indeed, posthoc Tukey anal-
ysis showed that accuracy of judgements for angry displays increased
significantly between each level of intensity (p < 0.05), but there was
no difference in accuracy of judgements between any level of inten-
sity for happy displays (low and medium: p = 0.71, low and high: p
= 0.47, medium and high: p = 1). There was no difference in accuracy
of emotion judgements between medium intensity happy and angry
displays (p = 0.08) or high intensity happy and angry displays (p =
1.00), but low intensity happy displays were judged more accurately
comparing to low intensity angry displays (p < 0.001).
The mean confidence ratings were analysed by carrying out a within-
subjects ANOVA with ’emotion’ (happy and angry) and ’intensity’
(low, medium, high) as within factors. There was a significant main
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Figure 16: Mean accuracy of emotion judgments for happy and angry dis-
plays at low, medium and high intensity in audio-visual experi-
ment. The error bars represent one standard error of the mean.
effect of factor ’emotion’ (F(1,14) = 14.81, p < 0.05, η2G = 0.07) and
Figure 17 suggests that happy displays were rated with higher con-
fidence then angry displays. There was also a significant main effect
of factor ’intensity’ (F(2,28) = 101.93, p < 0.001, η2G = 0.38), indicating
that participants’ confidence ratings differed between levels of inten-
sity (Figure 17). A significant interaction between factors ’emotion’
and ’intensity’ was also found (F(2,28) = 3.40, p = 0.05, η2G = 0.01)
indicating that happy and angry displays were affected differently by
the change in the level of intensity (Figure 17). Indeed, posthoc Tukey
showed that confidence ratings increased for angry displays between
low and high (p < 0.001), and medium and high intensity (p = 0.04),
but not between low and medium intensity (p = 0.15). Confidence
ratings also increased for happy displays between low and high in-
tensity (p < 0.001), but not between low and medium (p = 0.08), and
medium and high intensity (p = 0.40). There was no significant dif-
ference in confidence ratings comparing corresponding intensities in
happy and angry displays (angry low and happy low: p = 0.59, angry
medium and happy medium: p = 0.43, angry high and happy high: p
= 0.97).
3.6 comparison of results between all experimental groups
Audio-visual and
auditory groups
showed better
accuracy of emotion
identification and
higher confidence in
their judgements
than visual group
We wanted to further investigate whether there were differences in
accuracy of emotion judgements between visual, auditory and audio-
visual groups. The mean number of correct responses were analysed
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Figure 17: Mean confidence ratings for happy and angry displays at low,
medium and high intensity in audio-visual experiment. The error
bars represent one standard error of the mean.
by carrying out a mixed design ANOVA with ’emotion’ (happy and
angry) and ’intensity’ (low, medium, high) as within factor, and ’group’
(visual, auditory, audio-visual) as between factor. There was a signifi-
cant main effect of between-factor ’group’ (F(2,40) = 93.01, p < 0.001,
η2G = 0.40), and it’s clear from Figure 18 that there were differences
between groups in the overall number of accurate judgements. There
was a significant main effect of within factors ’emotion’ (F(1,40) =
17.86, p < 0.001, η2G = 0.17) and ’intensity’ (F(2,80) = 43.84, p < 0.001,
η2G = 0.11), which confirmed earlier results from all experimental
groups that happy displays were judged more accurately than angry
displays and that there were differences in accuracy of judgements
between levels of intensity (Figure 18).
We also found interactions between factors ’group’ and ’intensity’
(F(4,80) = 2.61, p 6 0.04, η2G = 0.01), ’emotion’ and ’intensity’ (F(2,80)
= 36.89, p < 0.001, η2G = 0.21), and ’group’, ’emotion’, and ’intensity’
(F(4,80) = 3.85, p 6 0.01, η2G = 0.05), but no significant interaction
between factors ’group’ and ’emotion’ was found (F(2,40) = 1.16, p
= 0.32, η2G = 0.03). Those interactions indicated that accuracy judge-
ments for angry and happy displays were differently affected by the
change in the level of intensity between visual, auditory and audio-
visual groups (Figure 18). In summary, posthoc Tukey analysis re-
vealed that happy and angry displays on all levels of intensity in the
visual group were judged less accurately comparing to correspond-
ing displays in auditory and audio-visual groups (p < 0.05), as seen
on Figure 18. We also found that high intensity happy and angry
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displays in the audio-visual group were judged more accurately com-
paring to high intensity happy, and angry displays in auditory group
(p < 0.05; Figure 18).
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Figure 18: Mean accuracy of emotion judgments for happy and angry dis-
plays at low, medium and high intensity in visual, auditory and
audio-visual experiment. The error bars represent one standard
error of the mean, and the dashed line indicates the level of
chance (0.5).
We also compared the differences in confidence ratings between
visual, auditory and audio-visual groups. The mean confidence rat-
ings were analysed by carrying out a mixed design ANOVA with
’emotion’ (happy and angry) and ’intensity’ (low, medium, high) as
within factor, and ’group’ (visual, auditory, audio-visual) as between
factor. There was a significant main effect of between-factor ’group’
(F(2,40) = 4.42, p 6 0.02, η2G = 0.16) indicating that there were differ-
ences between groups in the overall confidence ratings (Figure 19).
There was a significant main effect of within factor ’intensity’ (F(2,80)
= 34.51, p < 0.001, η2G = 0.07), which confirmed earlier results from
all experimental groups that there were differences in accuracy of
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judgements between levels of intensity (Figure 19). No significant ef-
fect of factor ’emotion’ was found (F(1,40) = 1.07, p 6 0.31, η2G = 0)
which confirmed earlier results that confidence ratings did not differ
between happy and angry displays (Figure 19).
We also found no significant interaction between factors ’group’
and ’emotion’ (F(2,40) = 2.94, p = 0.06, η2G = 0.01) and factors ’group’
and ’intensity’ (F(4,80) = 2.25, p = 0.07, η2G = 0.01) indicating that the
effects of emotion and intensity do not depend on the group. Finally,
we also found two significant interaction: between factors ’emotion’
and ’intensity’ (F(2,80) = 4.61, p 6 0.01, η2G = 0) and between fac-
tors ’group’, ’emotion’, and ’intensity’ (F(4,80) = 3.94, p 6 0.01, η2G =
0.01). It is clear from Figure 19 that the audio-visual group gave the
overall highest confidence ratings compared to auditory and visual
groups, but this difference varied depending on emotional valence
and emotional intensity of displays. Overall, confidence ratings were
higher in the audio-visual group rather then the visual group when
participants viewed both happy and angry displays on all levels of
intensity - low (p 6 0.05), medium (p 6 0.01) and high (p < 0.001).
Confidence ratings were also higher in the audio-visual group rather
then the auditory group but only when participants viewed happy
displays at medium (p 6 0.05) and high (p 6 0.03) intensity level (Fig-
ure 19). Finally, confidence ratings were higher in the auditory rather
then the visual group but only when participants viewed happy and
angry displays at medium (p 6 0.05) and high (p 6 0.05) intensity
levels (Figure 19).
3.7 supplementary results for all experimental groups
3.7.1 Neutral displays
In all three experimental groups we wanted to establish whether the
proportion of angry judgements was different from the proportion of
happy judgements when participants viewed neutral displays. In the
visual group, a binomial test showed that the proportion of happy
judgements was significantly higher (p < 0.05) than the proportion of
angry judgements, but only marginally, as seen in Figure 20. However,
the binomial test showed there was no significant difference in the
proportion of happy and angry judgements for neutral displays in
auditory (p = 0.17) and audio-visual (p = 0.72) groups (Figure 20).
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Figure 19: Mean confidence ratings for happy and angry displays at low,
medium and high intensity in visual, auditory and audio-visual
experiment. The error bars represent one standard error of the
mean.
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Figure 20: Proportion of angry and happy judgements for neutral displays
in visual, auditory and audio-visual experimental groups.
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3.7.2 Actors experience
Emotions portrayed
by experienced
actors were
identified less
accurately than
non-experienced
actors, but only in
visual group - no
difference in
auditory and
audio-visual groups
In Section 2.2.2.2 of Chapter 2 we explained that we use two groups
of actors to record our stimulus set: experienced (at least five years
in some acting training) or non-experienced (no experience in acting).
We wanted to examine whether actors’ experience had impact on how
accurate participants were able to identify emotional interaction por-
trayed by those actors. The mean number of correct responses were
analysed by carrying out a mixed design ANOVA with ’actors’ expe-
rience’ (experienced, non-experienced) as within factor, and ’group’
(visual, auditory, audio-visual) as between factor. We found a signifi-
cant effect of between factor ’group’ (F(2,42) = 62.11, p < 0.001, η2G =
0.69) which was expected based on the previously described results
(Section 3.6) that there were differences in the accuracy of correct
judgements between visual, auditory and audio-visual experimental
groups. Importantly, we found a significant effect of factor ’experi-
ence’ (F(1,42) = 7.29, p 6 0.01, η2G = 0.04) indicating that there were
differences in how accurately displays with experienced and non-
experienced actors were judged by participants (Figure 21). We also
found interactions between factors ’experience’ and ’group’ (F(2,42) =
14.45, p < 0.001, η2G = 0.15) indicating that the accuracy of judgements
for displays with experienced and non-experienced actors varied be-
tween experimental groups. Indeed, posthoc Tukey analysis revealed
that interactions portrayed by experienced actors were identified less
accurately compared to interactions portrayed by non-experienced ac-
tors, but only in the visual group (p < 0.001). There were no differ-
ences in response accuracy for displays with experienced and non-
experienced actors in auditory (p = 1) or audio-visual (p = 0.97)
groups.
3.7.3 Dialogue type
No significant effect
of dialogue type on
emotion judgements
As mentioned in Section 2.2.2.2 of Chapter 2 there were two types of
auditory dialogues we used when recording the stimulus set with ac-
tors: enquiry (when one actor asked a question, and another replied)
and deliberation (when one actor articulated a statement, and an-
other responded with a related statement)3. We wanted to examine
whether there was any difference in the response accuracy depending
on the type of dialogue that participants heard in all three experimen-
tal groups. Obviously, there was no auditory dialogue in the visual
group, but we nevertheless included this group as a control group.
3 See Table 2 in Chapter 2 for detailed content of dialogues.
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Figure 21: Mean accuracy of emotion judgments for displays with experi-
enced and non-experienced actors in visual, audio-visual and au-
ditory experimental groups. The error bars represent one stan-
dard error of the mean.
The mean number of correct responses were analysed by carrying
out a mixed design ANOVA with ’dialogue’ (enquiry, deliberation) as
within factor, and ’group’ (visual, auditory, audio-visual) as between
factor. We found no significant effect of factor ’dialogue’ (F(1,42) =
0.01, p = 0.92, η2G = 0) and no interaction between factors ’dialogue’
and ’group’ (F(2,42) = 0.54, p = 0.58, η2G = 0.01) indicating that dia-
logue type did not influence the accuracy of participants’ judgements
in any experimental group (Figure 22). We found a significant effect
of between factor ’group’ (F(2,42) = 0.54, p = 0.58, η2G = 0.01) which
confirmed previously described results (Section 3.6) that there were
differences in the accuracy of correct judgements between visual, au-
ditory and audio-visual experimental groups.
3.7.4 Questionnaire results
During debriefing questionnaires we asked participants two ques-
tions: How many trials do you think you got correct (give percent-
age)? And: How many actors do you think we used to create the
displays you have seen/heard (give single number)? To compare an-
swers to those questions between the three experimental groups, we
used a one-way between-subject ANOVA. In the case of the ques-
tion about guessing the number of correct responses, we found that
there were differences in visual, auditory and audio-visual groups
in how many trials participants thought they got correct (F(2,40) =
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Figure 22: Mean accuracy of emotion judgments for two types of dialogue
(enquiry and deliberation) in visual, audio-visual and auditory
experimental groups. The error bars represent one standard error
of the mean.
8.85, p < 0.001, η2G = 0.31). Posthoc Tukey analysis revealed that par-
ticipants were less certain about the number of correct answers they
gave in the visual group, compared to auditory (p 6 0.01) and audio-
visual (p < 0.001) groups (Figure 23a). There was no difference in how
many trials participants thought they got correct between auditory
and audio-visual groups (p = 0.72). Indeed, Figure 23a clearly shows
that the median number of responses participants thought they got
right was much lower for the visual group, compared to the auditory
and audio-visual groups.
A separate one-way between-subject ANOVA showed that there
was no difference between visual, auditory and audio-visual groups
on how many actors they thought were used to create displays (F(2,40)
= 0.50, p = 0.61, η2G = 0.02). While participants in the visual group
reported seeing a slightly higher number of actors on average (7.4),
compared to participants in the auditory (5.58) and audio-visual (6.13)
groups, there was a large variance in the participants answers within
visual group (Figure 23b). Figure 23b clearly shows that the variance
of answers in the visual group was very high and medians in all three
groups are very similar, which supports the ANOVA results.
We also calculated the frequency of different words that partici-
pants used to describe their strategies when doing the experimental
task (Table 4). In the visual group almost every participant used the
word speed, followed by terms for specific body areas: arm, head and
hands. In the auditory group, the words tone and volume were most fre-
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Figure 23: Summary of participants responses to (a) question 1, and (b) ques-
tion 2 in the questionnaire in visual, auditory and audio-visual
experimental groups. Error bars represent standard error of the
mean and points represent individual responses.
quently used to describe strategies, while in the audio-visual group -
the words tone and movement.
3.8 discussion
The experiment described in this chapter was designed to validate
the stimulus set created for the study of emotional social interac-
tions. The stimulus set consisted of 252 dyadic point-light displays
and voice dialogues performed by nine different actor pairs in happy,
angry and neutral manner. We investigated whether observers could
identify emotions from the point-light displays and voice dialogues
of those actor pairs engaged in a 3-second long social interaction. We
used a between-subject design and participants were assigned to one
of three separate experimental groups: visual (point-light displays
only), auditory (dialogue only) and audio-visual (point-light displays
combined with dialogue).
Overall, happy interactions were identified more accurately than
angry interactions. A few studies have found similar results; for ex-
ample, Dittrich et al. (1996) showed that happy displays of point-
light dancers were identified more accurately compared to angry
displays. Belin et al. (2008) created and experimentally validated a
dataset of nonverbal affect bursts showing that vocal expressions of
happiness were better recognized than anger, while Sauter et al. (2010)
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times
used words group
10 speed visual
5 arm
4 proximity
4 head
3 hands
2 stance
2 instinct
2 feet
1 exaggeration
8 tone auditory
6 volume
3 imagine vis.
3 speed
3 amplitude
2 pronunciation
1 inflection
1 stress
1 force
1 pitch
1 accent
9 tone audio-visual
9 movement
4 volume
2 pitch
1 arm
1 hands
1 proximity
Table 4: Number of times specific words were used in the questionnaire to
describe participants’ strategies to do the experimental task, within
visual, auditory and audio-visual groups.
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showed no differences between nonverbal vocal expression of happi-
ness and anger. However, a majority of studies have found the op-
posite: observers were better at identifying angry rather than happy
emotional expressions when listening to voices (Scherer, 1986), view-
ing faces (Massaro & Egan, 1996; Fox et al., 2000; Knyazev et al., 2009),
watching the actions of a single actor (Pollick et al., 2001; Ma et al.,
2004) or watching interactions between two actors (Clarke et al., 2005).
For example, Clarke et al. (2005) found that angry interactions were
17% more accurately identified compared to happy interactions. In-
deed, a number of studies argue that detection of anger serves as
an evolutionary indicator of threat (Pichon et al., 2008), and specific
brain areas such as the amygdala are tuned to detect angry actions
from body movement (de Gelder, 2006) and voices (Johnstone et al.,
2006). In short, our result showing that happy interactions were iden-
tified more accurately than angry interactions is contradictory to the
broader literature. However, it is important to consider our results
in the context of the additional factor we introduced - emotional in-
tensity. In all experimental groups, accuracy increased with higher
levels of intensity for angry displays, but intensity did not influence
accuracy of judgements for happy displays. One explanation for this
is that some parameters in low and medium intensity angry displays
were more ambiguous to the observers. For example, such features
as high velocity or acceleration of body movement, and high inten-
sity or pace of voice were found to be related to angry expressions
(Scherer, 2003; Ma et al., 2006). Low and medium intensity angry dis-
plays lacked some of these cues and such displays were misidentified
as happy because observers detected specific cues that were irrelevant
to angry expressions. The effect of emotional intensity was further ev-
ident in the participants’ confidence in their emotion judgements. In
all groups, confidence increased with higher intensity displays, which
is clearly visible in Figure 19.
Intensity was also an important factor when we compared the iden-
tification performance between the three experimental groups. This
comparison clearly indicated that the visual group gave the least
accurate emotion judgements compared to the auditory and audio-
visual groups (see Figure 18). There were no differences between the
auditory and audio-visual group for displays at low and medium
emotional intensity levels. However, the high intensity displays in the
audio-visual group were judged more accurately than the high inten-
sity displays in the auditory group. This indicated that, to some ex-
tent, emotional intensity influenced how participants integrated emo-
tional signals when they were presented with both modalities com-
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pared to unimodal conditions. This finding was further supported by
the higher confidence ratings in the audio-visual group rather than
the auditory group, although this was only the case for happy dis-
plays at medium and high levels of emotional intensity. Still, such a
result may indicate some level of audio-visual facilitation, as found in
the studies with faces and voices (Vines et al., 2006; Vatakis & Spence,
2008; Collignon et al., 2008). We examine this possible facilitation fur-
ther in experiments described in Chapter 5 where we apply a subset
of our stimulus dataset for the study of multisensory integration.
While the audio-visual group performed better overall in identify-
ing emotional interactions compared to the auditory group and the
visual group, the auditory group was not far behind in the accuracy
of their emotion judgements. The auditory group also gave more ac-
curate judgements than the visual group in every stimulus condition.
One possible reason for this is that the voice was not altered or modi-
fied in any particular manner, while the point-light displays were an
impoverished format of body movement. Voice dialogues were fully
intelligible - participants could clearly understand the sentences artic-
ulated, although the words we used in those sentences were neutral
and did not gave much hint as to the weight of emotional expres-
sion. However, the argument that voice intelligibility influenced par-
ticipants’ judgements is weakened by the comparison of accuracy of
emotion judgements between the two voice dialogue types we used:
enquiry (question and answer) and deliberation (two affirmative sen-
tences). We found no effect of the voice dialogue type in any of the
groups indicating that the content of speech was not crucial for par-
ticipants to make emotion judgements, and indicating that prosody
itself may have been more influential. We examine this issue more
closely in Chapter 4 when we degrade various parameters of move-
ment and voice to decrease the reliability of both cues and observe
how this affects the accuracy of emotion judgements.
We also observed that visual angry displays at low emotional inten-
sity were repeatedly confused with happy displays. Further analysis
revealed that the low identification accuracy for visual angry displays
was largely due to variance in the way different actor pairs depicted
the emotions. We found much higher variance in the judgements be-
tween actor pairs for angry interactions rather than happy interac-
tions. It seems that some actors were simply better at portraying an-
gry emotions than others. Such ‘actor variance’ was also visible in the
context of their acting experience. Emotional interactions in the visual
group portrayed by experienced actors were judged less accurately
than interactions by inexperienced actors. This result supports earlier
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suggestions by Ma et al. (2006), Busso (2008), and Roether et al. (2009)
that experienced actors may exaggerate their emotional expression
because they are more aware of the components of specific emotional
expressions. Interestingly, this effect has not been observed in the au-
ditory and audio-visual groups, indicating that voice may be easier
to use as a tool for emotional expression by both experienced and in-
experienced actors. Studies on deception and lying have shown that
there are clear cues to deception in both voice and movement (Ek-
man et al., 1991, 1999; DePaulo et al., 2003). One explanation could be
that the voice is easier to control than body movement when faking
emotion in the acting context. While it is difficult to find compari-
son studies that used such an acting paradigm, other studies have
demonstrated that there are no differences between face, voice and
body movement in deception efficiency (Ekman & O’Sullivan, 1991).
A more intuitive explanation of the lower accuracy for experienced
actors’ movement may be related to the notion of deep and surface
acting. Drama studies show that affective delivery ratings are nega-
tively related to surface acting but positively related to deep acting
(Grandey, 2003). In our capture sessions, we used a realistic role-play
scenario but it is possible that not every actor immersed themselves
fully into the actual experience of emotions (deep acting). Anecdo-
tally, we observed that some pairs of actors were more engaged in
acting than others. Speculatively, it is possible that the difference we
observed between interactions portrayed by experienced and inexpe-
rienced actors may have been due to variance in the level of engage-
ment of the actors rather than variance in the actors’ experience.
Another explanation for the low accuracy of judgements in low in-
tensity angry displays may relate to differences in some features of
movement in low intensity angry displays that were more ambiguous
to the observers. In the qualitative analysis of movement features in
Chapter 2, we reported that low intensity anger was typically por-
trayed by actors with small-scale arm movements, a small leaning of
one actor towards another, or a frequently static expressions. In many
cases, it was reported that such features were similar to low intensity
happy expressions or neutral expressions. There is also a clear shift to
more rapid, sharp and jerky movements for medium and high inten-
sity angry interactions so it is possible that observers categorized low
intensity angry displays as happy because of this contrast between
low and medium/high intensity angry displays.
In the stimulus set, we also included a number of neutral interac-
tions, although we did not explicitly ask participants to make neu-
tral judgements. As a result, we looked at the proportions of neu-
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tral displays judged as happy or angry in the three groups. We have
found that there was no difference in the proportion of happy and
angry judgements for neutral displays in the auditory and audio-
visual groups, but more participants judged neutral displays as happy
rather than angry in the visual group, although this difference was
not very profound. The tendency to judge neutral visual displays as
happy may relate to the same phenomenon as low intensity angry
visual displays being frequently confused with happy displays. The
low intensity, relatively passive movement information specific to low
intensity displays or neutral displays creates a stronger indication of
happy interaction due to lower dynamics of movement which is less
likely for angry displays than for happy displays. This further adds
to the argument that the visual group was faced with higher variance
stimuli where judgements were strongly influenced by emotional va-
lence, intensity and the experience of the actors who portrayed emo-
tional interactions.
Looking at the result of the debriefing questionnaire, we found that
participants underestimated the number of actors we used to record
the displays, but the visual group had particular difficulties in esti-
mating the number of actors - the judgements varied largely between
2 and 25. It is possible that movement on its own does not provide
clear identity information and it is easier to establish identity from
voice. While participants knew that more than one pair of actors was
used to create the movies, they were not able to establish exactly how
many which resulted in this very large variance in estimates. Point-
light display studies on identity recognition showed that observers
can recognize their friends from their point-light walk display only
(Cutting & Kozlowski, 1977) and that observers can learn and sub-
sequently recognize individuals from their arm movement (Hill &
Pollick, 2000). However, it is clear that detection of different, unfamil-
iar identities from body movement only is a much more difficult task.
In contrast, the voice has a large number of acoustic properties that
figure prominently in the literature on talker recognition (Bricker &
Pruzansky, 1976; Laver & Trudgill, 1979). These properties include
the fundamental frequency of phonation, the typical frequencies of
vocal tract resonances, the structure of glottal harmonics, and the fine-
grained power spectra of nasals and vowels (Sheffert et al., 2003). For
example, vocal pitch is an extremely salient component of vocal qual-
ity and accounts for most of the variance in studies on talker recogni-
tion (Matsumoto et al., 1973; Gelfer, 1988). In this context, the result
that participants were most accurate in establishing the number of
actors in the auditory and audio-visual groups were not surprising.
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Looking at the number of specific words participants used to de-
scribe their strategy to carry out the experimental task, speed was the
word most frequently used in the visual group, tone and volume in
the auditory group and tone and movement were used equally fre-
quently in the audio-visual group. A number of studies have found
that an increase or decrease in velocity is one of the critical features
driving the perception of emotions from body movement (Montepare
& Zebrowitz-McArthur, 1988; Pollick et al., 2001; Ada et al., 2003;
Roether et al., 2009). Similarly, studies of voice perception have shown
that tone of voice and loudness play an important role in emotion
identification (Scherer, 2003; Hammerschmidt & Jürgens, 2007).
A number of questions were raised after the validation experiments
described in this chapter. The high accuracy of emotion judgements
in the auditory group suggested that the voice was a particularly
salient cue for participants. However, this high accuracy could have
been due to the intelligibility of the dialogue. In the next chapter, we
describe conditions where intelligibility was degraded but prosody
preserved to test whether intelligibility of dialogue is indeed a factor
in emotion identification from the voice. Finally, we found some im-
portant differences between the groups that had access to auditory
signal and those that did not. Overall, observers in the auditory and
audio-visual groups were more accurate in identifying emotions com-
pared to the group that only viewed body movement. We explored
this result further in the experiments investigating perception of emo-
tional interactions from multisensory signals described in Chapter 5.
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A U D I T O RY I N F O R M AT I O N O N T H E P E R C E P T I O N
O F E M O T I O N A L S O C I A L I N T E R A C T I O N S
4.1 introduction
Let us imagine a situation: people on the street on a typical rainy
day. Visibility is poor. From a distance we cannot see them clearly
but we can distinguish whether they are fighting or just engaged in
horseplay. We can imagine another situation - neighbours arguing be-
hind a thick wall. We cannot understand their words but we clearly
know, merely from the sound of their voices, whether they are ar-
guing or having fun. In both situations, we are witnessing a social
scene with emotional components in uncertain conditions. The goal
of the study described in this chapter was to understand how ob-
servers perceive emotions from social stimuli when the visual and
auditory components of such stimuli become distorted. One of the
major advantages of the point-light display technique is that differ-
ent components of the movement information can be parametrically
manipulated. Therefore, if we want to examine the effect of any type
of distortion on perception of movement, point-lights are the perfect
tool for such a task. For distortion of point-light displays, we used
two standard approaches taken from biological motion research: in-
version and scrambling. For auditory stimuli, we examined the effect
of auditory brown noise and low-pass filtering on the judgements of
emotions.
4.1.1 Inversion and scrambling of point-light displays
Inversion of point-light displays disrupts the recognition of actions
and emotions in those displays. Studies have shown that observers
find it very difficult to identify walking direction (Pavlova & Sokolov,
2000; Bertenthal & Pinto, 1994), types of human action (Dittrich, 1993),
the gender of the walker (Barclay et al., 1978), and emotions in dance
movements (Dittrich et al., 1996) when point-light displays are pre-
sented upside-down. An inversion effect has also been studied in
perception of emotional interactions from dyadic point-light displays.
Clarke et al. (2005) found that people can still identify emotions when
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they watch inverted displays of emotional interactions, although recog-
nition performance diminished significantly. In general, the effect of
inversion on the perception of body movement has been attributed to
an impairment in configural processing which is similar to the face-
inversion effect (Valentine, 1988; Farah et al., 1995).
We were also interested in whether scrambling the location of points
within the point-light displays of the interacting actors would have an
effect on identification of emotions. A number of studies have found
that observers can detect the direction of point-light walkers even if
the displays are scrambled or embedded in an array of dynamic noise
dots (Cutting et al., 1988; Ahlström et al., 1997; Bertenthal & Pinto,
1994; Ikeda et al., 2005). Discrimination of activities from point-light
displays is also possible when points are varied in contrast polarity,
spatial frequency, or when some points are removed (Ahlström et al.,
1997). van Boxtel & Lu (2012) employed a visual search paradigm
with threatening boxer targets among emotionally-neutral walker dis-
tractors, and vice versa. They found that the boxer was easier to detect
for both unmodified and scrambled actions, whereas walkers were
not. This indicates that emotionally expressive, threatening actions
are better detected than emotionless walkers. In another study, when
observers were asked to detect the presence of a point-light walker
in a complex point-light mask, their performance depended upon the
emotion conveyed by the point-light display (Chouchourelou et al.,
2006). Specifically, Chouchourelou et al. (2006) demonstrated that ob-
servers were best able to detect angry walkers and local velocity cues
to anger accounted for high false alarm rates to the presence of angry
gaits. These results support the hypothesis that the visual analysis of
human action depends upon emotion processes. In this chapter, we
employed the approaches of other authors by applying inversion and
scrambling to dyadic point-light displays. However, there were two
novel features in our approach: we used our stimulus set of displays
with emotional interactions between two people instead of showing
single actors; and we presented all inverted and scrambled point-light
displays from two different viewpoints - side and oblique.
For non-face objects, the vast majority of studies using novel ob-
jects have found that performance is strongly viewpoint-dependent,
falling off linearly as the difference between the to-be-matched views
increases (see review by Hayward, 2003). There is also evidence that
certain viewpoints are canonical. Participants label such views as ‘bet-
ter’ and are quicker and more accurate in naming objects shown in
these views (Palmer et al., 1981; Hayward, 2003). Also, increasing the
angle of rotation relative to the canonical perspective monotonically
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increases reaction times, an effect often interpreted as evidence for
mental rotation (Tarr & Pinker, 1989).
For face objects, studies which have examined viewpoint general-
ization have also uniformly found performance costs as viewpoint
differences increase (Troje & Bülthoff, 1996; Hill et al., 1997; Newell
et al., 1999; Lee et al., 2006), and they have also drawn the implication
that the neural representation of faces must therefore be viewpoint-
specific. This conclusion is supported by the existence of view-specific
face sensitive neurons in monkeys’ inferotemporal cortex (Perrett et al.,
1992), and view-sensitive adaptation of neural activity in the human
lateral occipital cortex when faces are used as adapting stimuli (Grill-
Spector et al., 1999). Of course, the view-specific face-sensitive neu-
rons revealed by these studies are not necessarily involved in recog-
nising particular individuals, since viewpoint is an important piece
of information that might be encoded in its own right, and so they
may not be at the heart of viewpoint-dependent performance in face
recognition tasks (Burke et al., 2007).
As with non-face and face objects, observers are viewpoint-sensitive
in the perception of actions from body movement. Viewpoint is clearly
important in the identity inference when observers watch their own
movement versus the movement of others. Jokisch et al. (2006) dis-
played individuals’ own gait and their friends’ gait as point-lights in
frontal, half-profile, and profile view. The identification of the friends’
gaits was better for frontal and half-profile view than for profile view,
whereas identification of each observer’s own gait was viewpoint in-
dependent. These results show an enhanced visual sensitivity to self-
generated movement independent of viewpoint. Other studies have
also found that viewpoint can modulate the cortical response to visu-
ally presented actions (Perrett et al., 1989; Olofsson et al., 1997; Kilner
et al., 2006) and that representation of actions may be, to some ex-
tent, dependent on viewpoint (Verfaillie, 1993; Daems & Verfaillie,
1999). Kuhlmann et al. (2009) found that humans can discriminate
between forward and reverse walking from almost every viewpoint
even from a single frame of a point-light display. McAleer & Pol-
lick (2008) demonstrated an advantage for viewing intentional motion
from an overhead viewpoint rather than a side viewpoint when par-
ticipants watched simple interactions between two actors. However,
McAleer & Pollick (2008) represented activity with just a single point
for each actor and such simplified animacy displays only provide
limited information compared to full body point-light interactions.
The main limitation of other existing studies investigating the role of
viewpoint in perception of actions is that the actions used were typi-
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cally simple and did not involve emotional components. It is unclear
whether perception of emotional interactions from body movement
would also be viewpoint dependent, and this question is examined
in the following chapter.
4.1.2 Distorting and filtering of voice
In the validation experiment (Chapter 3), we found that observers
were better at identifying emotions from voice dialogues rather than
from body movement. Perception of voice dialogues was unaffected
by the changes in emotional intensity and observers identified emo-
tions in voice dialogues with high confidence. A high degree of ac-
curacy in perception of emotions from voice was due to the strong
reliability of the auditory signal. We hypothesized that this reliabil-
ity might have been due to the robustness and the clear intelligibility
of the voice dialogue. We therefore wanted to examine whether re-
moving the intelligible content of dialogue, or degrading the overall
quality, would have an effect on the accuracy of emotion identifica-
tion.
Researchers have examined several means of deriving content-free
speech such as playing speech samples backwards (Dirks, 1970), us-
ing foreign speech (Kramer, 1963; KRAMER, 1964) and randomized
content-splicing (Scherer, 1971; Bezzoijen & Boves, 1986), and allow-
ing the potential use of naturally occurring speech. Nonetheless, these
approaches presented a variety of new problems; for example, play-
ing speech samples backwards causes reversal of the acoustic intona-
tion contours. In the experiment described in this chapter, we chose
to apply low-pass filtering and brown noise as methods of degrading
the quality and intelligibility of speech that overcome some issues
with the methods mentioned above.
Low-pass filtering has been adapted from research into speech in-
telligibility (French & Steinberg, 1947; Pollack, 1948) on the assump-
tion that such filtering would leave a large number of the emotional
acoustic cues of the voice intact (Soskin & Kauffman, 1961; Knoll et al.,
2009). The applicability of low-pass filtering for speech research has
been mainly assessed by comparing a single filter cut-off with the
original speech samples (Starkweather, 1956), content-spliced speech
(Scherer, 1971) and foreign speech (Kramer, 1963). In a recent study,
Knoll et al. (2009) sampled natural infant-directed speech, foreigner-
directed speech and British adult-directed speech with low-pass filter-
ing at four different cut-offs (1200, 1000, 700 and 400 Hz). Affective
ratings of these filtered samples were compared to those of the orig-
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inal, unfiltered samples. The results showed that the perception of
affect was still very accurate at the lowest cut-off of 400 Hz. In this
context, it has been suggested that cues such as intonation contour,
rate of speech, pause and rhythm, should remain virtually unaffected
by the removal of the upper frequencies (Rogers et al., 1971; Frick,
1985; Knoll et al., 2009), since it is mainly the lower frequencies and
tonal quality of the voice that appear to be important in communicat-
ing the speaker’s emotional state (Scherer, 2003). Therefore, the use
of the low-pass filtering method with a cut-off between 350-450 Hz
seemed an ideal approach for the purpose of this thesis as we wanted
to remove the intelligible content of speech but preserve or slightly
distort the prosodic features.
Beside low-pass filtering, another method commonly used by re-
searchers to distort the quality and intelligibility of emotional speech
is white noise (You et al., 2006; Hammerschmidt & Jürgens, 2007;
Collignon et al., 2008). Adding white or brown noise to speech typ-
ically distorts both the intelligibility of the voice and the prosodic fea-
tures by introducing random signals with flat power spectral density1.
Brown noise spectral density is inversely proportional to f2, mean-
ing it has more energy at lower frequencies (Diebold, 2006; Gardiner,
2009). It decreases in power by 6 dB per octave (20 dB per decade)
and, when heard, has a ’damped’ or ’soft’ quality compared to white
and pink noise (Barnes & Allan, 1966). We used brown noise in pref-
erence to white noise because it resembles the sound of heavy rainfall
or a waterfall - there is less information at higher frequencies which
makes it sound softer, more natural and less invasive to the listener
than white noise (Gardiner, 2009). In fact, the use of both low-pass
filtering and brown noise was guided by the principles of ecologi-
cal validity - to choose a method of audio distortion that emulates
real-life conditions. In this context, low-pass filtering makes the voice
dialogue sound like neighbours arguing behind a thick wall, or like
the sounds heard when submerged in water; the words are unintel-
ligible but the emotion behind the words is detectable. Accordingly,
brown noise emulates real-life conditions such as listening to other
people’s conversation on the street during heavy rainfall.
The major goal of the experiment described in this chapter was to
understand how observers perceive emotions in social scenes from
dyadic point-light displays and voice dialogues, when those displays
and dialogues become distorted. For point-light displays, we wanted
to examine the effects of inversion and scrambling on the perception
1 A signal with a flat power spectral density is a signal that contains equal power
within any frequency band with a fixed width (Diebold, 2006).
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of emotional interactions, and how perception changes when those
displays are presented from different viewpoints. For voice dialogues,
we wanted to examine whether separate application of noise and low-
pass filtering would decrease the accuracy of emotional judgements
when listening to these dialogues. Finally, we also wanted to look at
the specific perception of neutral interactions. In the validation exper-
iment (see Chapter 3), neutral displays were presented together with
expressive emotional displays (angry and happy), but participants
were only given the choice to make happy or angry judgements. In
the noise experiment described in this chapter, we also gave partici-
pants a choice to make neutral judgements. We wanted to establish
whether the identification accuracy of neutral displays would be dif-
ferent from happy and angry displays, and how the stimulus manip-
ulations would affect perception of neutral interactions.
4.2 methods
4.2.1 Participants
A total of 18 participants were recruited for the experiment, 12 fe-
male, with a mean age of 22.5 years, ranging from 18 to 44 years. All
participants were English-speaking and UK-born. They all reported
normal hearing and normal or corrected-to-normal vision. All par-
ticipants were naive to the purpose of the study and did not have
any prior experience with point-light display movies or images. The
study received ethical approval from the University of Glasgow’s Fac-
ulty of Information and Mathematical Sciences Ethics Review Board
and every participant signed a consent form.
4.2.2 Stimuli
From the original stimulus set described in Chapter 2 we selected
eight angry and eight happy displays that were identified with an
accuracy of 85% or higher, and an average confidence rating of five
or higher. We also chose eight neutral displays that received an ap-
proximately equal number of happy and angry judgements (between
40-60%). We were specifically looking for displays which received
similar number of correct judgements in both the visual and audi-
tory conditions when validated in experiments described in Chapter
3. The difference in identification accuracy between visual and audi-
tory component of the displays had to be less then 15%. Each display
was selected from a different actor pair. The summary of accuracy of
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judgements and confidence ratings from Chapter 3 for the selected
stimulus subset is shown in Table A.3 in the Appendix.
The selected stimulus subset was broken down into two condi-
tions: visual and auditory. The visual condition included unmodified
dyadic point-light displays, inverted versions of displays and scram-
bled versions of displays. All the versions of displays are illustrated
on Figure 24. The inverted displays were generated in Matlab (Math-
works, 2010) by rotating the unmodified displays through 180 degrees.
The scrambled version of displays was generated by using the same
local joint movements as present in the unmodified displays, but with
starting positions of the joint movements scrambled within a kernel
defined by the extent of the original figures. The advantage of this
approach was that it contained the same local motion signals as the
unmodified displays but without an original body shape (Grossman
& Blake, 2002; Wuerger et al., 2012).
After applying inversion and scrambling to each point-light display,
we used Matlab (Mathworks, 2010) to create each display from two
viewpoints: side and oblique. The side view was simply a profile
view of actors, the same as used in the validation experiment (top
row of Figure 24). For the oblique view, the actors were rotated to a
viewpoint affording a 45 degree angle looking down from above, so
that one actor was viewed from the back, and another from the front
(bottom row of Figure 24). In summary, the visual condition consisted
of: 3 stimuli types (unmodified, scrambled, inverted), 2 viewpoints
(side, oblique), 3 emotions (happy, angry, neutral) and 8 actor pairs,
giving a total of 144 visual displays.
The auditory condition consisted of unmodified voice dialogues,
low-pass filtered (LPF) dialogues, and dialogues with brown noise
applied to them. All dialogues were processed using Adobe Audition
3 (Adobe Systems, 2008). To create LPF versions of the dialogues, a
LPF with a 400 Hz cut-off was applied to the unmodified dialogues
attenuating signals with frequencies higher than the cutoff frequency.
The actual amount of attenuation for each frequency varies depend-
ing on specific filter design. In the case of the LPF we applied, it
attenuated spectral frequencies above 400 Hz, as seen in Figure 25. It
is sometimes called a high-cut filter, or treble cut filter in audio ap-
plications (MacCallum et al., 2011). To create noisy dialogues, brown
noise was added to the unmodified clip. All clips were normalized
to the same amplitude level of around 65dB. In summary, auditory
stimuli consisted of 3 stimulus types (unmodifed, noisy, low-pass fil-
tered), 3 emotions (happy, angry, neutral) and 8 actor pairs, that gave
a total of 72 auditory displays.
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Figure 24: Visual stimuli used in the experiment unmodified, scrambled and
inverted displays viewed from side (top row) and oblique (bot-
tom row) viewpoints. Black and red points represent different
actors for better visualization. Arrows show the direction of inter-
action and indicate where the head marker is. Original displays
were white points on a black background.
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Figure 25: Two-dimensional spectrograph of auditory stimuli including un-
modified 3 second, voice dialogue audio wave, and the same
wave treated with a low-pass filter and a brown noise.
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4.2.3 Design & Procedure
Participants were tested in a dark room, with only a small lamp to
illuminate the keyboard. They were seated 65 cm from a 21" Cathode
Ray Tube (CRT) monitor with resolution of 1024 by 768 pixels, and
60Hz refresh rate. Participants were presented with a total of 432
clips, that included 144 point-light displays (visual condition) and 72
voice dialogues (auditory condition), each display repeated two times.
Point-light displays were presented in either unmodified, scrambled
or inverted format, from side or oblique view, as white points on a
black background. Point-lights subtended a maximum visual angle
of approximately 8.5 degrees in height and 6 degrees in width. Voice
dialogues were presented as unmodified, noisy or low-pass filtered
(LPF) speech, and were accompanied by a white fixation cross shown
during each display. Participants were asked to wear Beyer Dynamic
DT Headphones, with an intensity at the sound source of 60 dB.
After each display, participants were asked to identify whether the
interaction was happy, angry or neutral. They did so by choosing red
H for happy, red A for angry or red N for neutral on the keyboard.
Immediately after a response, the second screen was presented. Each
display was presented twice and the order of all displays was ran-
domized. We used Neurobehavioral Presentation 13.1 software (Neu-
robehavioral Systems, 2008) to present the displays and collect the
responses.
4.3 results
With each repeated measure analysis of variance (ANOVA) we also
calculated generalized eta squared (η2G) measures of effect size. η
2
G is
preferred to eta squared and partial eta squared because it provides
better comparability across between-subjects and within-subjects de-
signs, and it can easily be computed from information provided by
standard statistical packages (Olejnik & Algina, 2003; Bakeman, 2005).
All p-values presented from posthoc Tukey analysis are presented af-
ter adjustment for the multiple comparisons.
4.3.1 Visual condition
Unmodified visual
displays judged
more accurately
comparing to
inverted and
scrambled displays;
displays from side
view judged more
accurately than
displays from
oblique view
The average number of correct responses were analysed by carry-
ing out a repeated measure ANOVA with ’emotion’ (happy, angry,
neutral), ’stimuli’ (unmodified, scrambled, inverted) and ’viewpoint’
(oblique and side) as within factors. There was a significant main
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effect of factor ’emotion’ (F(2,34) = 32.49, p < 0.001, η2G = 0.41) in-
dicating that some emotional displays were judged more accurately
then others (Figure 26). The significant main effect of factor ’stimuli’
(F(2,34) = 48.21, p < 0.001, η2G = 0.13) was also found, and across
the emotions unmodified displays were judged more accurately com-
pared to both inverted (p < 0.001) and scrambled (p < 0.001) displays
(Figure 27), but there was no difference in accuracy of emotion judge-
ments between inverted and scrambled displays (p = 0.10). There was
a significant main effect of within factor ’viewpoint’ (F(1,17) = 10.68, p
< 0.001, η2G = 0.03) showing that overall displays presented from the
side viewpoint were judged more accurately compared to displays
presented from an oblique viewpoint (p < 0.001)2.
We also found a significant interaction between factors ’emotion’
and ’stimuli’ (F(4,68) = 16.59, p < 0.001, η2G = 0.15), indicating that
some emotional displays were more affected by stimulus manipula-
tion then others (Figure 26). Indeed, a posthoc Tukey analysis showed
that unmodified happy and angry displays were judged more accu-
rately compared to inverted and noisy happy and angry displays (p <
0.05). However there was no difference between unmodified neutral
and inverted neutral (p = 0.11) or noisy neutral (p = 0.94) displays.
Finally, a significant interaction between factors ’stimuli’ and ’view-
point’ was also found (F(2,34) = 8.52, p < 0.001, η2G = 0.03) indi-
cating that stimulus manipulation had a different effect on accuracy
of emotion judgements depending on the viewpoint (Figure 26). In-
deed, posthoc Tukey tests showed that unmodified side displays were
judged more accurately compared to unmodified oblique displays (p
< 0.05), and also more accurately compared to all other combinations
of viewpoint and stimulus type (p < 0.001). Unmodified oblique dis-
plays were judged more accurately compared to scrambled oblique
(p < 0.001), but similarly to inverted oblique (p = 0.79), inverted side
(p = 0.39) and scrambled side displays (p = 0.41). There was no differ-
ence in accuracy of emotion judgements between scrambled side and
oblique displays (p = 0.18), or inverted side and oblique displays (p
= 0.99).
No interaction was found for factors ’emotion’ and ’viewpoint’ (F(2,34)
= 0.01, p = 0.99, η2G = 0) indicating that all emotional displays were
similarly affected by the change in viewpoint. Finally, there was no
interaction for factors ’emotion’, ’stimuli’ and ’viewpoint’ (F(4,68) =
1.04, p = 0.39, η2G = 0.01) indicating that all emotional displays with
2 To assure that borderline performance seen on Figure 26 for happy displays was
above the level of chance, we looked at the overall accuracy of judgements by in-
dividual participants. Supplementary Figure A.5 shows that all participants made
their judgement above the level of chance.
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Figure 26: Mean accuracy of emotion judgments for happy, angry and neu-
tral displays in both orientations (side, oblique) and for each stim-
uli type (unmodified, scrambled, inverted). The error bars repre-
sents one standard error of the mean and the dashed line shows
the level of chance (0.33).
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Figure 27: Mean accuracy of emotion judgments with each stimulus manip-
ulation (unmodified, inverted, scrambled) collapsed across emo-
tions and viewpoints. The error bars represents one standard er-
ror of the mean.
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different stimuli manipulations applied to them were similarly af-
fected by the change in viewpoint.
We also looked at how fast participants’ gave their responses in
the visual condition. The mean reaction times were analysed by car- Participant were
fastest when
identified
unmodified angry
displays than all
other stimuli
conditions
rying out a repeated measures ANOVA with ’emotion’ (happy, an-
gry, neutral), ’stimuli’ (unmodified, scrambled, inverted) and ’view-
point’ (oblique and side) as within factors. There was a significant
main effect of factor ’emotion’ (F(2,34) = 18.97, p < 0.001, η2G = 0.07)
demonstrating lower response time in angry compared to happy (p
< 0.001) and neutral (p 6 0.01) displays (Figure 28). We also found
a significant effect of factor ’stimuli’ (F(2,34) = 18.71, p < 0.001, η2G
= 0.06) showing that across emotions participants were faster when
they viewed unmodified displays compared to inverted (p < 0.001)
or scrambled (p < 0.001) conditions (Figure 28). However, ANOVA
also revealed a significant interaction between factors ’emotion’ and
’stimuli’ (F(4,68) = 5.41, p < 0.001, η2G = 0.02) indicating that partici-
pants’ response time to some emotional displays was more affected
by stimulus conditions than to other emotional displays (Figure 28).
Indeed, a posthoc Tukey analysis showed that participants were faster
in giving their responses to unmodified angry displays compared to
all other conditions (i.e. angry inverted (p 6 0.01), angry scrambled
(p 6 0.02), happy unmodified (p < 0.001), happy inverted (p < 0.001),
happy scrambled (p < 0.001), neutral unmodified (p 6 0.02), neu-
tral inverted (p < 0.001), neutral scrambled (p < 0.001)). No signifi-
cant effect was found for factor ’viewpoint’ (F(1,17) = 0.79, p = 0.39,
η2G = 0), and there was no interaction between factors ’emotion’ and
’viewpoint’ (F(2,34) = 0.93, p = 0.40, η2G = 0), ’stimuli’ and ’viewpoint’
(F(2,34) = 0.22, p = 0.80, η2G = 0), or ’emotion’, ’stimuli’ and ’view-
point’ (F(4,68) = 0.85, p = 0.50, η2G = 0), indicating that viewpoint did
not have any influence on the participants’ response time.
4.3.2 Auditory condition
Unmodified angry
and happy (not
neutral) auditory
displays judged
more accurately
comparing to
low-pass filtered and
brown noise filtered
displays
The mean number of correct responses were analysed by carrying out
a repeated measure ANOVA with ’emotion’ (happy, angry and neu-
tral) and ’stimuli’ (unmodified, low-pass filtered - LPF and noise) as
within factors. There was a significant main effect of factor ’emotion’
(F(2,34) = 37.54, p < 0.001, η2G = 0.51) indicating that some emotional
dialogues were judged more accurately then other dialogues (Figure
29). The significant main effect of factor ’stimuli’ (F(2,34) = 20.70, p
< 0.001, η2G = 0.10) was also found and across emotions unmodi-
fied dialogues were judged more accurately compared to both LPF
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Figure 28: Mean reaction times (ms) obtained during emotion judgments
for happy, angry and neutral displays in both orientations (side,
oblique) and for each stimulus type (unmodified, scrambled, in-
verted). The error bars represents one standard error of the mean.
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(p < 0.001) and noisy (p < 0.001) dialogues, but there was no dif-
ference in accuracy of emotion judgements between LPF and noisy
dialogues (p = 0.94), as seen on Figure 30. Finally, we found a signif-
icant interaction between the factors ’emotion’ and ’stimuli’ (F(4,68)
= 11.95, p < 0.001, η2G = 0.09) indicating that some emotional dis-
plays were more affected by the stimulus manipulation than others
(Figure 29). Posthoc tukey analysis showed that happy unmodified
displays were judged more accurately compared to happy noisy (p
< 0.001) and happy LPF (p < 0.001) displays. Similarily, angry un-
modified dialogues were judged more accurately then angry noisy
(p 6 0.01) and angry LPF (p 6 0.05), while neutral unmodified were
judged with similar accuracy to neutral noisy (p = 0.7) and neutral
LPF (p = 0.9) displays. These interactions are clearly visible on Figure
29 where there is not much difference in accuracy of emotion judge-
ments between angry and neutral displays with different stimulus
manipulations applied3.
We also looked at how fast participants gave their responses in the
auditory condition. The mean reaction times were analysed by car- Participant were
fastest when
identified
unmodified angry
and happy (but not
neutral) displays
than all other
stimuli conditions
rying out a repeated measure ANOVA with ’emotion’ (happy, angry,
neutral), ’stimuli’ (unmodified, LPF, noise) as within factors. There
was a significant main effect of factor ’emotion’ (F(2,34) = 8.03, p <
0.001, η2G = 0.06) demonstrating lower response time in angry com-
pared to happy (p 6 0.001) and neutral (p 6 0.04) dialogues (Figure
31). We also found a significant effect of factor ’stimuli’ (F(2,34) =
5.64, p < 0.05, η2G = 0.04) indicating that across emotions stimulus
condition had some effect on the participants’ response time. Indeed,
we also found a weak significant interaction between factors ’emotion’
and ’stimuli’ (F(4,68) = 3.93, p 6 0.01, η2G = 0.02) indicating that partic-
ipants’ response time to some emotional dialogues was more affected
by stimuli conditions then to other emotional dialogues (Figure 31).
Posthoc Tukey analysis showed that participants were faster in giving
their responses to unmodified angry and happy dialogues compared
to corresponding noisy and LPF angry and happy dialogues (p <
0.05), although there was no such difference for neutral displays (p
> 0.05). Participants were also faster in their response to angry un-
modified comparing to happy unmodified and neutral unmodified
displays (p < 0.05).
3 To assure that borderline performance seen on Figure 29 for happy displays was
above the level of chance, we looked at the overall accuracy of judgements by in-
dividual participants. Supplementary Figure A.6 shows that all participants made
their judgement above the level of chance.
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Figure 29: Mean accuracy of emotion judgments for happy, angry and neu-
tral displays with each stimulus manipulation (unmodified, noise,
LPF). The error bars represents one standard error of the mean
and the dashed line shows the level of chance (0.33).
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Figure 30: Mean accuracy of emotion judgments with each stimulus manip-
ulation (unmodified, noise, LPF). The error bars represents one
standard error of the mean.
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Figure 31: Mean reaction times (ms) obtained during emotion judgments for
happy, angry and neutral displays for each stimulus type (unmod-
ified, noise, LPF). The error bars represents one standard error of
the mean.
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4.4 discussion
Previous studies have indicated that observers can recognize a range
of emotions from just a few point-lights representing a single person,
although this recognition is impaired if the point-lights are scram-
bled (Chouchourelou et al., 2006; van Boxtel & Lu, 2012), inverted
(Dittrich et al., 1996; Clarke et al., 2005) or presented from different
viewpoints (Kuhlmann et al., 2009). Similarly, listeners can recognize
emotions from voices, although methods such as white noise (Col-
lignon et al., 2008) or low-pass filtering (Knoll et al., 2009) applied to
speech impair the intelligibility of speech and emotion recognition.
However, it is unclear how social aspects such as dyadic interactions
affect this robustness of visual and auditory stimuli. In this chap-
ter we investigated whether observers could identify emotions from
the point-light displays and voice dialogues of two actors engaged
in social interactions, even when body movement and voice infor-
mation were distorted. For visual stimuli, we focused on examining
how inversion and scrambling impacted the judgements of emotional
dyadic interaction. We also wanted to examine how the change in pre-
sentation viewpoint of point-light displays between side and oblique
views impacted the judgements. Correspondingly, we were interested
in how typical methods of audio distortion, such as the addition of
brown noise or low-pass filtering, would affect judgements of emo-
tional voice dialogues.
For the experiments described in this chapter, we used a subset of
the stimulus set validated in Chapter 3. We chose only angry and
happy displays with high emotional intensity. The reason for only us-
ing a subset of the original, full stimulus set was that we wanted to
reject a number of displays that were repeatedly confused by partici-
pants with the opposite emotion. We chose high intensity displays so
that we could clearly observe any distortion effect on emotion judge-
ments. Finally, we wanted to limit the number of displays in the stim-
ulus subset to allow for a wider range of within-stimulus distortion
conditions to be introduced.
We found that participants were fastest and most accurate in iden-
tifying angry displays regardless of whether they were presented as
point-light displays or voice dialogues. This contrasted with the re-
sults from the validation experiments described in Chapter 3 where
we found that happy displays were better identified than angry ones,
although we have already discussed that this effect was mainly due
to differences in intensity levels. As explained in the discussion of
Chapter 3, angry displays were strongly affected by intensity, with
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overall accuracy decreasing at lower levels of intensity. In the current
noise experiment, we selected only high intensity displays which had
been identified with high accuracy.
In general, the results that angry displays are easier and faster to
identify than happy displays are consistent with the studies arguing
that humans have a high sensitivity to negative affect as an indicator
of threat (Pichon et al., 2008). Strong sensitivity to anger displays has
been shown for emotional faces (Fox et al., 2000), voices (Green et al.,
2010) and body movement (Ikeda & Watanabe, 2009). Pichon et al.
(2008) found that whole-body expressions of anger elicited activity
in regions including the amygdala and the lateral orbitofrontal cor-
tex which play a role in the affective evaluation of the stimuli. Addi-
tionally, Pichon et al. (2008) have shown that the perception of anger
engaged the hypothalamus, the ventromedial prefrontal cortex, the
temporal pole and the premotor cortex. These regions of the brain are
linked to autonomic reactions and motor responses related to defen-
sive behaviours. In a series of separate experiments, Fox et al. (2000)
and Ohman et al. (2001) showed that detection of angry facial expres-
sions was faster and more efficient than for happy faces. Clarke et al.
(2005) also found that angry point-light interactions were identified
more accurately compared to other positive and negative emotional
interactions such as joy, love, sadness or fear. In the perception of
emotions from voice, anger is generally best recognized, followed by
sadness and fear (Scherer, 2003). As Scherer (2003) points out, there
is a clear adaptive advantage in being able to threaten foes in anger
over large distances - something for which the voice is ideally suited.
Inversion and scrambling of dyadic point-light displays decreased
identification accuracy by approximately 15-20%, although partici-
pants were still able to identify the emotions above the level of chance.
These results are in line with existing research. In a series of psy-
chophysical studies, Chouchourelou et al. (2006) reported that ob-
servers were able to identify emotions of happiness, fear, sadness
and anger above chance level from scrambled point-light walkers.
Ikeda & Watanabe (2009) also showed that angry and happy point-
light walkers can be detected behind a scrambled mask, and again
detection of anger was stronger, a point which is also supported by
our findings. Pollick et al. (2001) demonstrated that even when the
phase and position relationships were distorted, participants catego-
rized the stimuli under correct emotions above the chance level de-
spite the fact that the stimuli did not resemble humans. One expla-
nation is that the detection of emotion from dynamic stimuli can be
sustained by kinematics of the body such as the local velocity sig-
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nals and that it does not require much information regarding body
structure. However, Thurman & Lu (2013) argues that perception of
animacy in scrambled biological motion involves not only analysis
of local intrinsic motion, but also its congruency with global extrin-
sic motion and global spatial structure. Thus, Thurman & Lu (2013)
suggest a strong influence of prior knowledge of characteristic fea-
tures of creatures in the natural environment. Additionally, Chang &
Troje (2008) found that spatially scrambled point-light creatures were
perceived as being animate despite disruption to the canonical biolog-
ical form, particularly when the local trajectories represented upright,
rather than inverted, movements. Furthermore, animacy ratings cor-
related significantly with the ability to subsequently discriminate the
walking direction of the scrambled animations. This finding suggests
that animacy may be associated with basic perceptual mechanisms,
such as the proposed "life detector" (Troje & Westhoff, 2006), which
enable detection of vital intrinsic motion information signalling direc-
tionality.
The inversion effect we found was similar to what Clarke et al.
(2005) showed in their study with dyadic point-light interactions, and
Dittrich et al. (1996) showed with point-light displays of professional
dancers, i.e. participants were much less accurate in identifying emo-
tions from upside-down displays, but still above the level of chance.
Our results showed that the effect of inversion was less evident than
what Clarke et al. (2005) and Dittrich et al. (1996) found, with recog-
nition of inverted angry and happy point-light displays being well
above the level of chance. One suggestion is that the presence of a
second agent made it easier for observers to recognize emotion from
the inverted orientation. Such a view would be consistent with the
suggestions of Neri et al. (2006) and Manera et al. (2011) that observa-
tion of communicative interactions improves detection of agents and
detection of the emotions they express. Our results on inversion also
suggest that the effect of local cues is more powerful than assumed.
Inversion might distort perception of walking direction, but kinetic
features such as velocity and direction are still highly recognizable,
even from severely distorted interactions.
Our results also indicate that perception of emotions from unmodi-
fied point-light interactions is viewpoint dependent. Participants found
it easier to identify angry, happy and neutral displays from a side
view rather than an oblique view, although different viewpoints did
not affect the response time. Placing these results in the context of ex-
isting research is challenging mainly because of the different modes
of viewpoint investigated by other researchers. The majority of stud-
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ies on the effect of viewpoint argue for the advantage of frontal views
compared to profile (i.e. side) and half-profile views (Mather & Mur-
doch, 1994; Troje, 2002; Troje et al., 2005). However, all of these studies
focus on the perception of a single actor rather than the interaction
between two actors. When looking at the interactions, it is intuitively
plausible to assume that a side view would be the optimal viewpoint.
When we observe people interacting around us, they are most likely
facing each other rather than us. Our result supports this intuitive
assumption that a side viewpoint is optimal in the observation of
interactions between other people.
We also found that inversion and scrambling had a different ef-
fect depending on the viewpoint from which those displays were pre-
sented. In the case of both inverted and scrambled displays, there
was no difference between the two viewpoints. It is possible that
the viewpoint effect only applied to unmodified displays because the
oblique view presented a more complex motion scene compared to
a side view, which is more commonly encountered when we observe
other people interacting around us. The viewpoint became less rele-
vant when inversion impaired configural processing and scrambled
displays lacked coherent global structures. It is also possible that in
the oblique viewpoint, there was an overlap and occlusion between
points while actors were dynamically interacting. In the context of sin-
gle agent studies, Coulson (2004) also highlights the role of occluding
effects of particular viewpoints on some classes of stimulus. For ex-
ample, closed and downward looking postures for disgust, fear and
sadness appear smaller from the front and present less information to
the viewer than from side and rear views. The overall preference for
frontal views suggests that attributing emotion to a body posture is a
great deal easier when the person adopting the posture is facing the
perceiver. Such an orientation, while not necessarily ideal for perceiv-
ing the three-dimensional relationships between body segments, may
nonetheless enhance recognition due to its interpersonal significance
(Coulson, 2004). While optimal perception from a frontal viewpoint
applies to interpersonal perception, it is different in the context of in-
trapersonal perception. Our finding clearly suggests that a side view
may be the optimal viewpoint for intrapersonal identification of emo-
tions.
Our results also showed that neutral displays were identified with
very high accuracy and identification was not affected by any stim-
uli manipulation in both visual and auditory conditions. At the same
time, participants were slower in response to neutral stimuli com-
pared to angry, but not happy, stimuli in both visual and auditory
4.4 discussion 85
conditions. Such a finding is in line with other studies on the percep-
tion of neutral versus emotionally expressive stimuli (Chouchourelou
et al., 2006; Atkinson et al., 2007). Neutral body movements are typ-
ically less dynamic and the actors produce significantly more move-
ments in angry interactions than in neutral interactions. Neutral voice
dialogue is also inexpressive. Atkinson et al. (2007) found that inver-
sion and reversal impaired the classification of fear and disgust more
than it did the neutral expressions. Chouchourelou et al. (2006) found
that detection performance with neutral gaits was lower than with an-
gry gaits. Studies using static facial expressions revealed that neutral
faces are harder to detect amongst other emotional faces, especially
angry ones (Hansen & Hansen, 1988; Fox et al., 2000; Eastwood et al.,
2001; Ohman et al., 2001). Ferri et al. (2013) showed that the obser-
vation of an action embedded in an emotional context (i.e. angry or
happy facial expression), compared with the observation of the same
action embedded in a neutral context, elicited higher neural response
at the level of motor frontal cortices, temporal and occipital cortices,
bilaterally. These findings suggest that emotions exert a modulatory
role on action observation in different cortical areas involved in action
processing, in contrast with the neutral actions.
Moving from the results on degrading visual to auditory stimuli,
it is important to highlight that our main goal was to test whether
distortion of intelligibility of dialogues as well as its prosodic quality
will have an effect on participants’ judgements. Overall, it is clear that
auditory dialogues showed high robustness against different filtering
methods. Although low-pass filtering and brown noise decreased the
accuracy of emotion judgements from voice, participants were still
able to judge the distorted voices above the level of chance. Look-
ing at the interaction between emotions in dialogue and the filtering
method used, we found that filtering affected identification accuracy
more for happy than angry displays. Specifically, identification accu-
racy for filtered dialogues dropped by around 20% for happy displays
comparing to around 8% for angry displays. It is possible that filter-
ing methods we used were more efficient with happy displays due to
removal of specific cues characteristic to the perception of happiness.
For example, increase in levels of high-frequency energy is frequently
attributed as a cue to perception of elated joy, enjoyment or happiness
(e.g. Scherer, 1986; Banse & Scherer, 1996), and this cue might have
been removed or severely distorted when filtered with LPF or brown
noise. At the same time there was no difference in accuracy of judge-
ments for neutral displays between unmodified, noisy and LPF con-
ditions, supporting corresponding results from visual conditions that
4.4 discussion 86
identification of neutral interactions was not influenced by distortion
methods due to its passive and non-expressive format.
To summarize, it is clear that observers are good at detecting emo-
tional signals from social scenes even in inherently uncertain and un-
reliable environments. In spite of using different methods to distort
the quality of visual and auditory social stimuli, we found that ob-
servers could still identify emotions well above the level of chance.
It is also clear that voice dialogues play an important role during
the perception of emotional social interactions and that observers are
very sensitive to voice information. In next Chapter 5, we focus on the
final stage of this thesis project: the effect of audio-visual integration
of emotional and social signals and the application of our stimulus
set for multisensory studies of emotional social interactions.
5
M U LT I M O D A L I N T E G R AT I O N O F E M O T I O N A L
S I G N A L S F R O M D YA D I C D I S P L AY S O F B O D Y
M O V E M E N T A N D V O I C E .
5.1 introduction
This chapter describes four experiments aiming at the application of
the stimulus set developed and validated in Chapters 2, 3 and 4 for
the study of multimodal integration of emotional social signals. A
short overview is given of existing studies using multimodal social
stimuli as well as the motivation behind validating stimuli described
in this thesis in the context of existing literature. This is followed
by a detailed description of the methods and results used in four
consecutive experiments with the methodological approach similar
to Collignon et al. (2008) and Petrini et al. (2010) (Experiments 1, 2, 3)
as well as Alais & Burr (2004) and Ernst & Banks (2002) (Experiment
4). We conclude this chapter with a summary of the results and a
discussion of them in the context of existing literature on multimodal
integration and cue combination.
5.1.1 Brief overview of multisensory studies with emotional stimuli
Perception of emotions is a multimodal event. By integrating signals
from facial expressions, body movements, vocal prosody and other
cues, we make emotional judgements about others. This multisensory
integration of emotional expressions has been studied with faces and
voices (de Gelder & Vroomen, 2000; Kreifelts et al., 2007; Collignon
et al., 2008), body expression and faces (Meeren et al., 2005; Van den
Stock et al., 2007), body expression with sound stimuli (Vines et al.,
2006; Petrini et al., 2010), and body expressions and voices (Pichon
et al., 2008; Stienen et al., 2011). A number of studies investigating
the perception of emotions from facial expression and voices sug-
gest strong bidirectional links between emotion detection processes
in vision and audition (Massaro & Egan, 1996; de Gelder & Vroomen,
2000; Collignon et al., 2008; Jessen et al., 2012). For example, de Gelder
& Vroomen (2000) presented static images of facial expressions that
were morphed on the continuum between happy and sad, while at
the same time presenting a short emotional vocal sentence. Partici-
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pants were instructed to categorize only emotional expression in the
face and ignore the voice. The results showed a clear influence of the
task-irrelevant auditory modality (voice) on the target visual modal-
ity (facial expression). Similarly, Collignon et al. (2008) asked partici-
pants to identify fearful and disgust expressions from dynamic faces
combined with short vocalizations, or presented unimodally. Partic-
ipants were faster and more accurate in their responses when they
viewed faces combined with voices, rather than when both cues were
presented unimodally. When participants were presented with emo-
tionally incongruent combinations between faces and voices (e.g. fear-
ful faces with disgust voices), they made their emotion judgements
based on facial expressions rather than voices. However, when the
visual quality of the facial expression was diminished, participants
categorized the emotion using the more reliable voice.
Studies using stimuli that were combinations between body ex-
pression and voice have indicated that recognition performance for
body movements and voices is similar to that found for faces and
voices (Van den Stock et al., 2008; Stienen et al., 2011). Van den Stock
et al. (2008) used whole-body video images with the facial expression
blanked and included human as well as animal sounds.The authors
asked participants to attend to the action displayed by the body and
to categorize the expressed emotion. The results revealed that recogni-
tion of body language was biased towards the emotion expressed by
the simultaneously presented auditory information supporting sim-
ilar findings with faces and voices (de Gelder & Vroomen, 2000).
Stienen et al. (2011) asked participants to make happy and fearful
judgements from static frames of body expressions and short vocaliza-
tions. Similar to Collignon et al. (2008), the authors used emotionally
incongruent displays and demonstrated that congruency between the
voice and the bodily expression influenced the perception of emotion.
As we discussed in the very first paragraphs of Chapter 1 using
the pub example, our environment is inherently noisy in the sense
that we frequently face uncertain sensory conditions in social situ-
ations and these conditions can impair our judgement of emotions.
In the pub example (see Section 1.1 of Chapter 1), these uncertain
sensory conditions involved poor visibility of people observed from
a further distance in low light, or poor auditory reception due to
the background noise coming from surrounding conversations. Scal-
ing this situation to controlled experimental conditions, we wanted
to examine whether observers were able to optimally combine vi-
sual and auditory cues in order to reduce sensory uncertainty for
high-level factors such as perceived emotions. Cue combination in
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conditions of sensory uncertainty has already been examined in a
number of studies with visual and auditory stimuli (Alais & Burr,
2004), visual and haptic stimuli (Ernst & Banks, 2002), or haptic and
auditory stimuli (Bresciani & Ernst, 2007). Alais & Burr (2004) used
the well-known "ventriloquist effect"1 by investigating a spatial local-
ization of audio-visual stimuli. The authors showed that when visual
localization was good, vision dominated and captured sound, but for
severely blurred visual stimuli that were poorly localized, the reverse
holds true: sound captures vision. For less blurred stimuli, neither
sense dominates and perception follows the mean position. Precision
of bimodal localization was usually better than either the visual or the
auditory unimodal presentation. All the results were well explained
not by one sense capturing the other, but by a simple model of opti-
mal combination of visual and auditory information. Ernst & Banks
(2002) showed the same effects but by using visual and haptic stim-
uli where participants had to estimate the thickness of a vertical bar
displayed behind visual white noise.
5.1.2 Goals and motivation behind multisensory studies with emotional
social interactions
Ernst & Banks (2002), Alais & Burr (2004) and Bresciani & Ernst (2007)
all used very simple stimulus conditions without any emotional com-
ponent. In contrast, we were more interested in whether combining
visual and auditory cues reduces sensory uncertainty for high-level
factors such as perceived emotions. Additionally, in all the studies de-
scribed above, observers were always presented with a single agent’s
expression rather than with interactions between multiple agents. Ex-
periments described in this chapter aimed to extend the investigation
of perception of emotions to a more social context, using audio-visual
stimuli of dyadic point-light displays combined with voice dialogues,
at the same time preserving the same theoretical and methodological
framework as studies by Ernst & Banks (2002), Collignon et al. (2008),
Stienen et al. (2011), and Petrini et al. (2010). Chapter 3 has already
discussed that one of the advantages of the developed stimulus set
was that we captured both body movement and voice dialogues be-
tween interacting actors in a synchronized manner. We have already
observed that both voice and body movement are highly salient cues
on their own. We also showed that observers were highly accurate
when presented with combination of body movement and voice, al-
1 Ventriloquism is the ancient art of making one’s voice appear to come from else-
where (Alais & Burr, 2004, p. 257).
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though in Chapter 3 it was only tested with a very large stimuli set,
and we were uncertain whether this high accuracy was due to audio-
visual facilitation or rather the quality of different displays in a large,
non-validated stimuli set used in Chapter 3. Our primary goal for the
experiments described in this chapter was to make the stimulus set
we developed applicable to the multisensory studies. This is mainly
because such complex stimuli as the one we developed in this thesis
have never before been used in multisensory studies. We conducted
four separate experiments as described in this chapter, replicating
the experimental design of some well established studies in the field
of multisensory integration. In Experiments 1 and 2, we addressed
the basic questions of how well participants integrate emotional sig-
nals from movement and voice. In Experiment 3, we requested that
the participants pay attention to only one modality at a time to as-
certain whether any multimodal effects found in Experiments 1 and
2 were due to automatic processes and would not disappear when
participants were asked to ignore one of the two modalities. In Ex-
periment 4, we investigated whether combining visual and auditory
cues reduces sensory uncertainty for high-level factors such as per-
ceived emotions. The remaining sections of this chapter describe the
methods and results obtained from all four experiments highlighted
above in detail. Subsequently, there will be a focus on discussion of
these results in the context of the broader literature on multisensory
integration of emotional signals and cue integration.
5.2 experiment 1 and 2 : filtering audio
Filtering audio with
brown noise (Exp. 1)
or LPF (Exp. 2).
The first two experiments addressed the basic questions of how well
participants integrate emotional signals from movement and voice.
In these two experiments, we used a similar procedure to the one
applied by Collignon et al. (2008) and Petrini et al. (2010). The par-
ticipants were required to discriminate between angry and happy
expressions either displayed aurally, visually or audio-visually, in a
congruent (the same expressions in the two modalities) or incongru-
ent way (different expressions in the two modalities). This method
allows us to investigate whether the presentation of bimodal congru-
ent stimuli improves the participants’ performance and which modal-
ity dominates in a conflicting situation. Since we observed in previous
chapters that auditory information presented unimodally was judged
with higher accuracy than visual information, we included conditions
in which the reliability of the auditory stimuli was decreased to a
level similar to the visual stimuli. We used two filtering methods
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described in Chapter 4 - brown noise and low-pass filtering (LPF). Note that in Chapter
4 brown noise and
LPF were only
tested unimodally
We tested these two methods in separate experiments to avoid carry-
over effects and to establish whether these two filtering methods were
similar or different in how they impact integration of auditory infor-
mation. Therefore, both Experiments 1 and 2 used the same stimuli,
design and procedure, except that we filtered audio with brown noise
in Experiment 1 and with LPF in Experiment 2, and we used different
groups of participants in both experiments.
5.2.1 Methods
5.2.1.1 Participants
A total of 16 participants were recruited for Experiment 1: 8 female
and 8 male, with a mean age of 22 years, ranging from 18 to 34 years.
A total of 15 participated in Experiment 2: 7 female and 8 male, with
a mean age of 22 years, ranging from 17 to 32 years. All participants
were English speakers and UK born. All reported normal hearing and
normal or corrected-to-normal vision. All participants were naive to
the purpose of the study and had no prior experience with point-light
display movies or images. The study received ethical approval from
the University of Glasgow’s Faculty of Information and Mathematical
Sciences Ethics Review Board and every participant signed a consent
form.
5.2.1.2 Stimuli
From the original stimulus set described in Chapter 2 we selected
eight angry and eight happy displays that were identified with an
accuracy of 75% or higher. We were specifically looking for displays
which received similar numbers of correct judgements for both visual
and auditory modalities during the experiment described in Chapter
3.
The visual stimuli were the same for both Experiment 1 and 2 de-
scribed in this chapter using unmodified, side view, dyadic point-
light displays. The auditory stimuli differed between Experiment 1
and 2. Since preliminary results described in Chapter 4 demonstrated
a high accuracy of judgements with the auditory displays, we de-
creased the reliability of the auditory target to the level similar to
the visual displays. In Experiment 1 we used unmodified voice dia-
logues, and dialogues with brown noise applied to them. In Exper-
iment 2 we used unmodified dialogues, and low-pass filtered (LPF)
dialogues. The methods that were used to create distorted dialogues
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are described in Chapter 4.2.2. The reason we decided to use both
brown noise and low-pass filtering in separate experiments was that
both methods were similarly effective in degrading reliability of the
auditory signal, when tested unimodally (see description of results in
Section 4.3.2 or Figure 30 of Chapter 4). However, both methods were
qualitatively different in the way they distorted audio, so we wanted
to make sure that any effects, such as the lack of intelligibility, were
tested when presented in the bimodal context.
The bimodal stimuli were obtained by combining corresponding
point-light displays with voice dialogues. The matching could either
be ’congruent’, with the use of point-light displays and voice dia-
logues expressing the same emotion (e.g. angry point-lights/angry
voices), or ’incongruent’, with point-light displays and voice dialogues
expressing different emotions (e.g. happy point-lights/angry voices).
We created two incongruent versions of bimodal stimuli: point-light
displays combined with unmodified voice dialogues, and point-light
displays combined with dialogues filtered with brown noise (Exper-
iment 1) or LPF (Experiment 2). A schematic explanation of how bi-
modal incongruent stimuli were created is shown on Figure 32. Dur-
ing creation of ’incongruent’ combinations, we were specifically look-
ing for different actor pairs who had closely corresponding timings
of interactions. This was done to avoid temporal desynchronization
between point-light displays and voice dialogues and was done man-
ually using Adobe Audition 3 (Adobe Systems, 2008).
5.2.1.3 Design & Procedure
In both experiments, participants were tested in a dark room, with
only a small lamp to illuminate the keyboard. They were seated ap-
proximately 65 cm from a 21" Cathode Ray Tube (CRT) monitor with
resolution of 1024 by 768 pixels, and 60Hz refresh rate. Point-light
displays subtended a maximum visual angle of approximately 8.5
degrees in height and 6 degrees in width. Voice dialogues were pre-
sented simultaneously with a white fixation cross shown during each
display. Participants wore headphones (Beyer Dynamic DT Headphones),
with an intensity at the sound source of 60 dB. We used Neurobe-
havioral Presentation 13.1 software (Neurobehavioral Systems, 2008)
to present the displays and collect the responses. After each display,
participants were asked to identify whether the presented interaction
was happy or angry. They did so by choosing red H for happy, or red
A for angry on the keyboard.
In both experiments, participants were presented with a total of 336
displays that included three repetitions of all conditions randomly in-
5.2 experiment 1 and 2 : filtering audio 93
unmodified
(Experiment 1 & 2)
low-pass filter
(Expeirment 2)
brown noise
(Experiment 1)
video
audio
angry happy
congruent
angry video/
happy audio
happy video/
angry audio
incongruent
Figure 32: Schematic explanation of creating bimodal incongruent stimuli.
Visual angry displays were combined with auditory happy dis-
plays, while visual happy were combined with auditory angry
displays. Two types of auditory stimuli are also highlighted. For
illustrative purposes, red represents angry displays and black -
happy displays.
terleaved in 3 separate blocks of 112 stimuli. Those stimuli consisted
of: 2 emotions (happy, angry), 7 stimulus types (visual, auditory un-
modified, auditory filtered, bimodal congruent with unmodified dia-
logue, bimodal congruent with filtered dialogue, bimodal incongru-
ent with unmodified dialogue, bimodal incongruent with filtered di-
alogue), and 8 actor pairs. Auditory filtered stimuli were presented
either with addition of brown noise (Experiment 1), or filtered with
LPF (Experiment 2).
5.2.2 Data analysis
In order to take both accuracy and response speed into account, In-
verse Efficiency (IE) scores were derived by dividing the response
times by correct response rates separately for each condition; higher
values of IE indicated worse performance. IE scores are a standard
method for combining a reaction-times and accuracy measures of
performance (Townsend & Ashby, 1978, 1983). This approach can be
considered as ’corrected reaction times’ that discount possible crite-
rion shift or speed/accuracy tradeoffs (Spence et al., 2001; Röder et al.,
2007). IE scores were submitted to repeated measures analysis of vari-
ance (ANOVA).
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To analyze responses for incongruent bimodal stimuli we had to
use a different approach, as there were no ’correct’ responses for this
stimulus. We chose an approach similar to one used by Collignon et al.
(2008) and Petrini et al. (2010). We calculated a tendency to respond ei-
ther ’angry’ or ’happy’ by subtracting the proportion of ’happy’ judge-
ments from the proportion of ’angry’ judgements (pAngry - pHappy)
in the four incongruent stimulus conditions (happy point-light dis-
play/angry unmodified voice; happy point-light display/angry de-
graded voice; angry point-light display/happy unmodified voice; and
angry point-light display/happy degraded voice). The index, which
varied between -1 (subject always responded ’happy’) to 1 (subject
always responded ’angry’) was then submitted to ANOVA.
With each ANOVA we also calculated generalized eta squared (η2G)
measures of effect size. η2G is preferential to eta squared and partial
eta squared because it provides better comparability across between-
subjects and within-subjects designs. It can also easily be computed
from information provided by standard statistical packages (Olejnik
& Algina, 2003; Bakeman, 2005). All p-values presented from posthoc
Tukey analysis were given after adjustment for the multiple compar-
isons.
5.2.3 Results for Experiment 1
’Filtering’ refers to
brown noise in
Experiment 1
The IE scores2 averaged for each condition were submitted to a re-
peated measure ANOVA with ’emotion’ (happy and angry), ’filtering’
(unmodified, filtered) and ’stimuli’ (visual, auditory, and bimodal
congruent) as within factors. Primarily, we obtained a main effect
of the factor ’stimuli’ (F(2,30) = 24.50, p < 0.001, η2G = 0.14) demon-
strating higher IE scores with visual stimuli compared to bimodal
stimuli (p < 0.001), and auditory (p < 0.001) stimuli, although there
was no difference between bimodal and auditory stimuli (p = 0.07),
as seen on Figure 33. We also obtained a main effect of factor ’filter-
ing’ (F(1,15) = 12.83, p < 0.001, η2G = 0.03), as well as weak interaction
between factors ’stimuli’ and ’filtering’ (F(2,30) = 5.53, p 6 0.01, η2G
= 0.02). Posthoc Tukey analysis showed narrowly better performance Visual worse than
auditory and
bimodal; no
difference between
auditory and
bimodal; weak effect
of brown noise
filtering mainly for
bimodal
when participants viewed bimodal congruent unmodified rather than
bimodal congruent filtered (p 6 0.05) and auditory filtered (p 6 0.01),
but no difference in performance when viewing auditory unmodified
rather than auditory filtered (p = 0.18). We found no main effect of
factor ’emotion’ (F(1,15) = 1.65, p = 0.22, η2G = 0.01), and no other
2 See Figure A.7 and A.8 in the Appendix for mean accuracy and reaction times data
from which IE scores were derived.
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interactions between factors: ’emotion’ and ’stimuli’ (F(2,30) = 0.75, p
= 0.48, η2G = 0); ’emotion’ and ’filtering’ (F(1,15) = 0.88, p = 0.36, η
2
G =
0); ’emotion’, ’stimuli’ and ’filtering’ (F(2,30) = 0.78, p = 0.47, η2G = 0).
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Figure 33: Mean IE scores and standard errors obtained in Experiment 1
for unimodal stimuli (auditory and visual) and congruent bi-
modal stimuli for both emotional expressions. The figure dis-
plays the results obtained with unmodified auditory stimuli (top
row labelled unmodified) and brown noise filtered auditory stim-
uli (bottom row labelled filtered). IE scores are obtained by divid-
ing RTs by correct response rates, thus eliminating any potential
speed/accuracy tradeoff effects in the data; the lower the score
the more efficient the performance.
We also looked at the tendency to choose happy or angry emo-
tions when observers were presented with incongruent displays. The
index calculated for incongruent displays, which varied between -1
(subject always responded ’happy’) to 1 (subject always responded
’angry’), was analyzed by means of a two-way ANOVA with ’audi-
tory emotion’ (happy or angry) and ’auditory filtering’ (filtered or
unmodified) as within-subject factors. There was no significant effect With bimodal
incongruent stimuli,
participants oriented
their emotion
response towards the
auditory rather than
visual modality,
although brown
noise filtering
weakened this
tendency
of factor ’auditory filtering’ (F(1,15) = 0.86, p = 0.37, η2G = 0), but
we found a significant effect of factor ’auditory emotion’ (F(1,15) =
161.45, p < 0.01, η2G = 0.61) and significant interaction between fac-
tors ’auditory emotion’ and ’auditory filtering’ (F(1,15) = 48.95, p <
0.01, η2G = 0.20). Posthoc Tukey analysis revealed that the index was
more positive with ’visual happy/auditory angry unmodified’ stim-
uli than with ’visual happy/auditory angry filtered’ (p < 0.05), and
that the index was more negative with ’visual angry/auditory happy
unmodified’ stimuli than with ’visual angry/auditory happy filtered’
5.2 experiment 1 and 2 : filtering audio 96
stimuli (p < 0.05). Figure 34 clearly shows that for all bimodal incon-
gruent combinations with unmodified and filtered auditory stimuli,
participants oriented their response towards the auditory modality,
but this tendency was weaker when the brown noise was present in
the auditory signal. Posthoc Tukey analysis also revealed that there
was a higher tendency to respond ’angry’ for displays with angry un-
modified audio rather than happy unmodified (p < 0.01) and happy
filtered audio (p < 0.01). Participants also showed a tendency to re-
spond ’happy’ for displays with happy unmodified audio rather than
happy filtered audio (p < 0.05), but there was no such difference be-
tween displays with angry unmodified and angry filtered audio (p
= 0.09). Figure 34 clearly shows that with both unmodified and fil-
tered auditory stimuli, participants oriented their emotion response
towards the auditory rather than visual modality.
Visual Angry
Auditory Happy Unmodified
Visual Angry
Auditory Happy Filtered
Visual Happy
Auditory Angry Filtered
Visual Happy
Auditory Angry Unmodified
-0.5 0.0 0.5
Angry response tendencyHappy response tendency
[pAngry - pHappy]
Figure 34: Bias to respond either ’happy’ or ’angry’ in bimodal incongru-
ent conditions was estimated by subtracting the proportion of
’happy’ responses from the proportion of ’angry’ responses (pAn-
gry - pHappy) in Experiment 1. Participants tend to report the
emotion expressed in the auditory modality with both unmod-
ified and brown noise filtered stimuli. Error bars represent one
standard error of the mean.
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5.2.4 Results for Experiment 2
’Filtering’ refers to
low-pass filtering in
Experiment 2
The IE scores3 averaged for each condition were submitted to a re-
peated measure ANOVA with ’emotion’ (happy and angry), ’filtering’
(unmodified, filtered) and ’stimuli’ (visual, auditory, and bimodal
congruent) as within factors. Primarily, we obtained a main effect of
the factor ’stimuli’ (F(2,28) = 30.44, p < 0.001, η2G = 0.19) demonstrat-
ing higher IE scores with visual stimuli comparing to bimodal stimuli
(p < 0.001), and auditory (p < 0.001) stimuli, although there was no
difference between bimodal and auditory stimuli (p = 0.40). We also
obtained a main effect of factor ’emotion’ (F(1,14) = 5.61, p 6 0.03, η2G
= 0.02) showing that angry displays were narrowly better recognized
than happy displays (Figure 35). Finally, we obtained a main effect of
factor ’filtering’ (F(1,14) = 5.11, p 6 0.04, η2G = 0.01) showing narrowly
better performance with unmodified rather than filtered stimuli. We Visual worse than
auditory and
bimodal, no
difference between
auditory and
bimodal;
performance slightly
worse with low-pass
filtered stimuli
comparing to
unmodified
found no interaction whatsoever between any factors we analyzed:
’emotion’ and ’stimuli’ (F(2,28) = 0.65, p = 0.53, η2G = 0); ’emotion’
and ’filtering’ (F(1,14) = 0.57, p = 0.46, η2G = 0); ’stimuli’ and ’filtering’
(F(2,28) = 1.87, p = 0.17, η2G = 0); ’emotion’, ’stimuli’ and ’filtering’
(F(2,28) = 1.08, p = 0.35, η2G = 0).
We also looked at the tendency to choose happy or angry responses
when observers were presented with incongruent displays (Figure 36).
The index calculated for incongruent displays was analyzed by means
of a two-way ANOVA with ’auditory emotion’ (happy or angry) and
’auditory filtering’ (unmodified or filtered) as within-subject factors.
There was no significant effect of factor ’auditory filtering’ (F(1,14) =
0.74, p = 0.40, η2G = 0), but we found a significant effect of factor ’au-
ditory emotion’ (F(1,14) = 57.25, p < 0.001, η2G = 0.70) and significant
interaction between factors ’auditory emotion’ and ’auditory filtering’
(F(1,14) = 54.43, p < 0.001, η2G = 0.11). Posthoc Tukey analysis revealed With bimodal
incongruent stimuli,
participants oriented
their emotion
response towards the
auditory rather than
visual modality,
although low-pass
filtering weakened
this tendency
that the index was more positive with ’visual happy/auditory angry
unmodified’ stimuli than with ’visual happy/auditory angry filtered’
(p < 0.05), and that the index was more negative with ’visual an-
gry/auditory happy unmodified’ stimuli than with ’visual angry/au-
ditory happy filtered’ stimuli (p < 0.05). With both unmodified and
filtered auditory stimuli, the participants oriented their response to-
wards the auditory modality, but this tendency was weaker when the
filtering was present in the auditory signal, as seen on Figure 36.
3 See Figure A.9 and A.10 in the Appendix for mean accuracy and reaction times data
from which IE scores were derived.
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Figure 35: Mean inverse efficiency scores and standard errors obtained in
Experiment 2 for unimodal stimuli (auditory and visual) and
congruent bimodal stimuli for both emotional expressions. The
figure displays the results obtained with unmodified auditory
stimuli (top row labeled unmodified) and low-pass filtered audi-
tory stimuli (bottom row labeled filtered). IE scores are obtained
by dividing RTs by correct response rates, thus eliminating any
potential speed/accuracy tradeoff effects in the data; the lower
the score the more efficient the performance.
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Visual Angry
Auditory Happy Unmodified
Visual Angry
Auditory Happy Filtered
Visual Happy
Auditory Angry Filtered
Visual Happy
Auditory Angry Unmodified
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Figure 36: Bias to respond either ’happy’ or ’angry’ in bimodal incongru-
ent conditions was estimated by subtracting the proportion of
’happy’ responses from the proportion of ’angry’ responses (pAn-
gry - pHappy) in Experiment 2. Participants tend to report the
emotion expressed in the auditory modality with both unmod-
ified and degraded stimuli. Error bars represent one standard
error of the mean.
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5.3 comparison of filtering method between experiment
1 and 2
No difference
between two
filtering methods:
brown noise (Exp. 1)
and low-pass filter
(Exp. 2)
Experiment 1 and 2 gave similar patterns of results. In both experi-
ments participants’ performance was better in auditory-only and bi-
modal congruent condition than the visual-only condition. In both ex-
periments there was no difference between auditory and bimodal con-
gruent conditions. When presented with bimodal incongruent stim-
uli, participants showed a tendency to report the emotion expressed
in the auditory modality although in both experiments this tendency
weakened with the filtering. Both filtering methods (brown noise
[Exp. 1] and low-pass filtering [Exp. 2]) did lower the performance
compared to unmodified stimuli. However, we were also interested in
whether either of these two filtering methods was particularly better
in degrading participants’ performance. We conducted two-sample t
tests on the averaged IE scores to establish whether there was a dif-
ference in correct discriminations when participants were presented
with the auditory condition filtered with a low-pass filter (Experiment
1) rather than brown noise (Experiment 2). Results showed that there
was no significant difference in participants’ performance between
the two filtering methods (t(10) = 1.69, p = 0.12), as seen in Figure 37.
brown noise (Exp. 1) s
low-pass filter (Exp. 2) s
650 700 750 800 850
Figure 37: Comparison of mean inverse efficiency scores and standard er-
rors obtained between Experiment 1 and 2 for two filtering meth-
ods. Error bars represent one standard error of the mean.
5.4 experiment 3 : focus on modality
In Experiment 3, we requested the participants to pay attention to
only one modality at a time to ascertain whether any multimodal ef-
fects found in Experiments 1 and 2 were due to automatic processes
and would not disappear when participants were asked to ignore one
of the two modalities. The underlying idea was that if audio- visual
integration operates in an automatic fashion, multisensory influence
should occur even if the participants only focus their attention to-
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wards one single modality (de Gelder & Vroomen, 2000; Vroomen &
de Gelder, 2000). As Collignon et al. (2008, p. 132) explain:
This (procedure) could be related to a kind of "emotional
Stroop" where the automatic nature of integration in bi-
modal emotion induces an inability for participants to fo-
cus on only one modality, even if instructed to do so.
5.4.1 Methods
5.4.1.1 Participants
Sixteen participants were recruited for Experiment 3: 6 female and
10 male, with a mean age of 22.7 years, ranging from 18 to 36 years.
All participants were English speakers and UK born. All reported
normal hearing and normal or corrected-to-normal vision. All par-
ticipants were naive to the purpose of the study and had no prior
experience with point-light display movies or images. The study re-
ceived ethical approval from the University of Glasgow’s Faculty of
Information and Mathematical Sciences Ethics Review Board and ev-
ery participant signed a consent form.
5.4.1.2 Stimuli
The stimulus set used in Experiment 3 was exactly the same as in
Experiments 2 described in detail in Section 5.2.1.2. In Experiment 3
audio was filtered with LPF - exactly the same as in Experiment 2.
5.4.1.3 Design & Procedure
In Experiment 3 participants also performed an emotion identifica-
tion task but were explicitly asked to focus their attention on one sen-
sory modality at a time, ignoring the other modality. We used this pro-
cedure to test whether there would be any multisensory interaction in
the processing of emotions even if the participants’ attention was fo-
cused on a single modality (de Gelder & Vroomen, 2000). As a result
we introduced two separate focus blocks in Experiment 3: a visual
and an auditory block. The visual block included 2 emotions (happy,
angry), 5 stimulus types (visual, bimodal congruent with unmodified
dialogue, bimodal congruent with filtered dialogue, bimodal incon-
gruent with unmodified dialogue, bimodal incongruent with filtered
dialogue), and 8 actor pairs. The auditory block included 2 emotions
(happy, angry), 5 stimulus types (auditory filtered, bimodal congru-
ent with unmodified dialogue, bimodal congruent with filtered dia-
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logue, bimodal incongruent with unmodified dialogue, bimodal in-
congruent with filtered dialogue), and 8 actor pairs. The participants
were presented with a total of 480 stimuli. Each focus block (i.e. au-
ditory and visual) consisted of 240 stimuli which included three rep-
etitions of 80 stimulus conditions randomly interleaved within three
separate blocks. Before the exposure to the visual focus block, partic-
ipants were instructed to focus their attention on the visual displays
and ignore the audio. Respectively, before exposure to the auditory
focus block, participants were instructed to focus their attention on
the audio and ignore the visual displays. The order of visual and
auditory blocks was counterbalanced across participants.
5.4.2 Data analysis
As in Experiment 1 and 2, Inverse Efficiency (IE) scores were derived
by dividing the response times by correct response rates separately
for each condition. IE scores were submitted to repeated measures
analysis of variance (ANOVA) and with each ANOVA we also cal-
culated generalized eta squared (η2G) measures of effect size. Refer to
Section 5.2.2 for details of the analysis.
5.4.3 Results for Experiment 3
We conducted two separate analyses with the data obtained from Ex-
periment 3. In the first analysis we wanted to examine how filtering Adding incongruent
visual information
to either unmodified
or filtered audio
made the
participants’
performance worst
comparing to the
congruent bimodal
condition
affected judgements in bimodal conditions, depending on whether
participants attended to visual or auditory modalities. Therefore we
only included both unimodal conditions, as well as congruent and
incongruent bimodal filtered conditions. The IE scores4 averaged for
each condition were submitted to a repeated measures ANOVA with
’attention’ (attend visual, attend auditory), and ’stimuli’ (unimodal,
bimodal congruent filtered, bimodal incongruent filtered) as within
factors (Figure 38). We only found a significant main effect of factor
’stimuli’ (F(2,30) = 7.41, p < 0.001, η2G = 0.06), but no significant effect
of factor ’attention’ (F(1,15) = 0.5, p = 0.49, η2G = 0) and no interaction
between factors ’attention’ and ’stimuli’ (F(2,30) = 2.02, p = 0.15, η2G =
0.01). Posthoc Tukey analysis revealed that while there was no differ-
ence in IE when comparing auditory-only to the bimodal conditions
(p = 0.17), there was a difference between the two bimodal conditions
(p 6 0.01). Therefore, the visual information in the bimodal condi-
4 See Figure A.11 and A.12 in the Appendix for mean accuracy and reaction times
data from which IE scores were derived.
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tion did have an effect on the performance increasing IE when the
visual information was incongruent, as seen in Figure 38. This effect
occurred despite asking participants to attend to the auditory signal
and ignore the visual, as well as to attend the visual signal and ignore
the auditory.
inverse efficiency (ms)
bimodal congruent filtered
bimodal incongruent filtered
unimodal
600 700 800 900 1000
attend auditory
attend visual
Figure 38: Mean IE scores and standard errors obtained in Experiment 3
for unimodal, and congruent and incongruent bimodal filtered
stimuli. Circles display performance when participants were in-
structed to attend the emotion expressed aurally, while triangles
display performance when participants were instructed to attend
the emotion expressed visually.
In a second analysis for Experiment 3 we wanted to examine how
congruency in bimodal unmodified stimuli affected the judgements,
depending on whether participants attended to visual or auditory
modalities. The IE scores5 averaged for each condition were submit-
ted to a repeated measure ANOVA with ’attention’ (attend visual,
attend auditory), and ’stimuli’ (bimodal congruent unmodified, bi-
modal incongruent unmodified) as within factors (Figure 39). We
found a significant main effect of factor ’stimuli’ (F(1,15) = 8.13, p
6 0.01, η2G = 0.08), but no interaction between factors ’attention’ and
’stimuli’ (F(1,15) = 2.46, p = 0.14, η2G = 0.01). The results replicated
what we found for the bimodal filtered stimuli, in that there was a
difference between the two bimodal conditions in the same direction.
That is, adding visual incongruent information to the sound made
the participants’ performance worse (greater IE). However, because
the reliability of the sound with unmodified stimuli was much higher
than in the filtered case, there was also a significant effect of attended
cue (i.e. ’attention’: F(1,15) = 7.39, p 6 0.02, η2G = 0.05). That is, partici-
5 See Figure A.13 and A.14 in the Appendix for mean accuracy and reaction times
data from which IE scores were derived.
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pants attended more to the sound than vision in the condition where
the sound reliability was much higher (Figure 39).
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Figure 39: Mean IE scores and standard errors obtained in Experiment 3
for congruent and incongruent bimodal unmodified stimuli. Cir-
cles display performance when participants were instructed to
attend the emotion expressed aurally, while triangles display per-
formance when participants were instructed to attend the emo-
tion expressed visually.
5.5 experiment 4 : cue combination
In Experiment 4, we investigated whether combining visual and au-
ditory cues reduces sensory uncertainty for high-level factors such as
perceived emotions. To investigate cue combination quantitatively, we
first measured the variances associated with visual and auditory esti-
mation of the "angriness" of the interaction. We then used these mea-
surements to construct a maximum-likelihood integrator. This was
the same approach as the one used by (Ernst & Banks, 2002) with
haptic and visual cues, and by Petrini et al. (2012) with haptic and au-
ditory cues. Different levels of "angriness" were achieved by manip-
ulating the frame rate of the visual (body movement) and auditory
(voice) displays.
5.5.1 Methods
5.5.1.1 Participants
A total of 16 participants were recruited for the experiment, 9 female
and 7 male, with a mean age of 24 years, ranging from 17 to 38 years.
All participants were English speakers and UK born. All reported
normal hearing and normal or corrected-to-normal vision. All par-
5.5 experiment 4 : cue combination 105
ticipants were naive to the purpose of the study and had no prior
experience with point-light display movies or images. The study re-
ceived ethical approval from the University of Glasgow’s Faculty of
Information and Mathematical Sciences Ethics Review Board and ev-
ery participant signed a consent form.
5.5.1.2 Stimuli
A single, bimodal,
high-intensity angry
display has been
used in Exp. 4
Initially, we applied a very similar procedure of stimulus selection
to the one described in Section 5.2.1.2 of this Chapter, but we only
selected a single angry display that was identified with an accuracy
of 85% or higher. We were specifically looking for displays which re-
ceived similar number of correct judgements for both visual and audi-
tory modalities during the experiment described in Chapter 3. Since
preliminary results described in Chapter 4 demonstrated a high ac-
curacy of judgements with the auditory displays, we decreased the
reliability of the auditory target. To do so, we applied the low-pass
filtering (LPF) method used during experiments described in Section
4.2.2 of Chapter 4. Therefore, the auditory signal was always pre-
sented in the filtered format.
To manipulate the ’angriness’ of the clips, we changed the speed of
the movement and voice. Speed has been frequently reported in the
studies looking into the factors determining whether movement or
voice is attributed as less or more angry (Pollick et al., 2002; Scherer,
2003; Roether et al., 2009) . The speed was manipulated indirectly
by parametrically manipulating the frame rate for both visual and
auditory components of the selected angry display. The original dis-
play was coded with the frame rate of 60 frames per second (fps),
in Audio Video Interleave (.avi) movie clip format. We parametrically
decreased the frame rate to speed up the video and audio (48 fps, 51
fps, 54 fps and 57 fps), or increased the frame rate to slow it down (63
fps, 66 fps, 69 fps, 72 fps). The change of frame rate was conducted
using scripts written in FFmpeg and MEncoder6. Table 5 summarizes
all levels of comparison stimuli we created.
5.5.1.3 Design & Procedure
Participants were tested in a dark room, with only a small lamp to
illuminate the keyboard. They were seated approximately 65 cm from
a 21" Cathode Ray Tube (CRT) monitor with resolution of 1024 by
6 FFmpeg is an open source, cross-platform solution to record, convert and stream au-
dio and video. MEncoder is an open source command line video decoding, encoding
and filtering tool, and can convert audio and video clips into a variety of compressed
and uncompressed formats using different codecs.
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frame rel.frame stimuli
rate (fps) rate (fps) speed
48 -12 fastest
51 -9
54 -6 ↑
57 -3
60 0 standard
63 +3
66 +6 ↓
69 +9
72 +12 slowest
Table 5: Different levels of stimuli created for Experiment 4. First column
shows different frame rates in frames per second (fps), second col-
umn - relative frame rate (in fps) in relation to standard, and the
last columns highlights which levels of stimuli were perceived as
fastest and slowest as a result of frame rate manipulation.
768 pixels, and 60Hz refresh rate. Point-light displays subtended a
maximum visual angle of approximately 8.5 degrees in height and
6 degrees in width. Participants wore headphones (Beyer Dynamic
DT Headphones), with an intensity at the sound source of 60 dB. We
used PsychoPy Psychophysics Software (Peirce, 2007) to program the
experiment, present the displays and collect the responses.
Participants were instructed that they would be presented with
pairs of short clips (around 3 seconds each) of two people engaged
in angry conversation. They were told that both clips would be pre-
sented either as visual point-light displays, auditory dialogues or
audio-visual combinations between point-light displays and dialogues.
After viewing a single pair of clips, participants were asked to re-
spond which of the two clips was ’angrier’ and to press ’1’ or ’2’ on
the keyboard corresponding to the clip they thought was ’angrier’.
They were also instructed to wait until both clips from every pair
were displayed, but then be fast in giving their answer.
A single pair of presented clips matched one of the five different
conditions, as shown in Figure 40. One clip was always a standard
stimulus (unmodified frame rate), and another one was a compar-
ison stimulus (variable frame rate) but the nature of standard and
comparison stimuli varied depending on the condition. In two uni-
modal conditions participants were presented with a pair of voice
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dialogues (auditory condition) or a pair of point-light interactions
(visual condition) where the frame rate in the standard stimuli was
not modified but the frame rate in the comparison stimuli varied be-
tween nine different levels (Figure 40a). In the bimodal congruent
condition participants were presented with a pair of clips with com-
bined voice and movement, where the frame rate of both voice and
movement in standard stimuli was not modified but the frame rate
of both voice and movement in the comparison stimuli was varied
across nine levels (Figure 40b).
In two bimodal incongruent conditions, auditory and visual cues
provided by the standard stimuli were in conflict, but the frame rate
averaged to the same level as the standard stimuli in the bimodal con-
gruent condition. In one bimodal incongruent condition the voice of
the standard stimuli had a frame rate equal to 60+6 fps, and move-
ment equal to 60-6 fps (Figure 40c). In the other incongruent condition
it was the opposite: the voice had a frame rate level equal to 60-6 fps,
and movement equal to 60+6 fps (Figure 40d). The comparison stim-
uli in both bimodal incongruent conditions was the same as in the
bimodal congruent condition that is - a bimodal congruent stimulus
where the frame rate of both voice and movement varied across nine
levels.
In summary, participants were presented with a total of 240 dis-
plays across 5 separate blocks: visual-only, auditory-only, bimodal
congruent, bimodal incongruent 1 with slow audio and fast move-
ment, and bimodal incongruent 2 with fast audio and slow move-
ment. Each block consisted of 45 displays that included 9 randomly
presented conditions, each from a different frame rate comparison
level. Each condition was repeated 6 times and randomized across
the block. The order of block presentation was counterbalanced across
participants.
5.5.2 Results for Experiment 4
We first ran the analysis for each participant separately. Psychometric
functions were fitted to the proportion of ’angrier’ responses given by
each participant as a function of comparison stimulus relative frame
rate (Figure 41). The estimate of each individual’s function’s mean
(i.e., the point at which the psychometric function cuts the 50% of
’angrier’ responses) indicated the Point of Subjective Equality (PSE).
The "angriness" discrimination threshold was given by the standard
deviation of the psychometric function (i.e., the slope of the func-
tion). For the fitting we used Psignifit 2.5.6 (Fründ et al., 2011) - a
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standard stimulus
(relative frame rate is always 0)
standard stimulus
(relative frame rate is always 0)
c) bimodal incongruent condition A
(faster visual, slower audiory)
d) bimodal incongruent condition B
(faster auditory, slower visual)
b) bimodal congruent condition
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comparison stimulus
(relative frame rate varies
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and appears either slower
or faster than standard stimuli)
standard stimulus
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components of display,
but always averages to 0)
comparison stimulus
(relative frame rate varies
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or faster than standard stimuli)
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Figure 40: Illustration of different conditions used in Experiment 4. In uni-
modal (a) and bimodal congruent (b) conditions, standard stim-
uli always had relative frame rate equal to 0, while the frame rate
of comparison stimuli varied between -12 and +12 fps. In case
of bimodal incongruent conditions (c,d), standard stimulus had
different relative frame rate between visual and auditory compo-
nents, while the frame rate of comparison stimuli varied between
-12 and +12 fps.
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software package for Matlab (Mathworks, 2007) that implements the
maximum-likelihood method.
On the basis of this initial analysis we excluded six participants due
to their inability to do the visual-only task (panels coloured black on
Figure 41). Specifically, they were not able to discriminate the stan-
dard stimuli from the comparison stimuli and their PSE or thresh-
old fell outside of the chosen range of stimuli (see Figure 42 for the
summary of individual thresholds). In the final step we averaged the
fitting obtained from 10 non-excluded participants to get the aver-
aged measure of PSEs (vertical lines on Figure 43) and discrimination
thresholds (Figure 44).
The results showed that participants mainly used the auditory in-
formation and ignored the visual information. Figure 43 shows that
the ’angriness’ discrimination threshold determined by the slope was
very similar for the auditory and bimodal congruent conditions, but
much steeper for the visual condition. In short, the auditory infor-
mation was much more reliable than the visual information to judge
the level of ’angriness’, and therefore participants ignored the visual
signal. This is further confirmed by Figure 44 showing that both bi-
modal congruent and auditory-only discrimination thresholds were
both well predicted by the optimal estimate, calculated by entering
the unimodal discrimination thresholds into the maximum likelihood
(MLE) model (see Figure 44 for details of threshold calculations). This
observation was further supported by a series of one-tailed t-tests
showing that although the bimodal threshold was lower than the
visual threshold (t(18) = -5.02, p < 0.01) it did not differ from the
auditory threshold (t(18) = 0.49, p = 0.63) or the predicted optimal
bimodal threshold (t(18) = 0.7, p = 0.49).
We also looked at participants’ responses to incongruent stimuli,
summarized in Figure 45. Those results showed that participants were
relying more on auditory rather than visual cues when they were
presented with conflicting cues, as illustrated by a strong shift of the
dotted line with triangles towards positive values on Figure 45.
5.6 discussion
The experiments described in this chapter were designed to apply
our stimulus set to the study of audio-visual integration of emotional
signals from body movement and voice in the context of dyadic inter-
action. We used an experimental design frequently utilized in emo-
tional face-voice (de Gelder & Vroomen, 2000; Collignon et al., 2008),
and body movement and sound studies (Petrini et al., 2010), but not
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Figure 41: Proportion of trials in which a comparison was perceived as "an-
grier" than the standard stimulus is plotted against the relative
frame rate (fps) of the comparison stimulus. Results are pre-
sented separately for each participant performing the auditory-
only, visual-only and bimodal congruent condition (i.e. no con-
flict between the cues). The dashed curve with square symbols
refers to the mean results for the auditory-only condition, the
dotted curve with triangle symbols refers to the visual-only con-
dition, and the solid curve with circle symbols - to the congruent
bimodal condition. The point at which the psychometric function
cuts the 50% point on the ordinate is the mean or PSE. The slope
of the functions is used to estimate the standard deviation or ’an-
griness’ discrimination threshold, such that the steeper the slope
the lower is the variability and consequently the threshold. Black
panels represent participants who were excluded from further
analysis due to their inability to do the visual-only task.
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Figure 42: Discrimination thresholds for each participant for visual, audi-
tory, and bimodal congruent conditions plotted together with the
maximum likelihood (MLE) model predictions for the bimodal
condition (MLE was calculated individually for each participant).
Discriminations thresholds for participants 11 to 16 fell outside
of the chosen range of stimuli (vertical dashed lines) and there-
fore those participants were excluded from further analysis (black
panels).
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Figure 43: Proportion of trials in which a comparison was perceived as "an-
grier" than the standard stimuli is plotted against the relative
frame rate (fps) of the comparison stimuli. Presented are mean
results for the group of participants who were not excluded from
the analysis (n=10) performing the auditory-only, visual-only and
bimodal congruent condition (i.e. no conflict between the cues).
The dashed curve with square symbols refer to the average re-
sults for the auditory-only condition, the dotted curve with tri-
angle symbols refers to the visual-only condition, and the solid
curve with circle symbols - to the congruent bimodal condition.
The point at which the psychometric function cuts the 50% point
on the ordinate is the mean or PSE. The vertical lines indicate the
average PSEs for specific conditions. The slope of the functions
is used to estimate the standard deviation or ’angriness’ discrim-
ination threshold, such that the steeper the slope the lower is the
variability and consequently the threshold.
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Figure 44: Mean discrimination thresholds for visual, auditory, and bimodal
congruent conditions plotted together with the average MLE
model predictions for the bimodal condition. The predicted bi-
modal threshold (δAV ) was calculated individually for each par-
ticipant, and then averaged, by entering the individual auditory
(δA) and visual (δV ) thresholds into the equation δ2AV =
δ2Aδ
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Error bars represent one standard error of the mean.
used before with body movement and voice. In Experiments 1 and
2, the participants were required to discriminate between happy and
angry interactions either displayed aurally, visually or audio-visually,
in a congruent (same emotion in the two modalities) or incongruent
way (different emotion in the two modalities). This method allowed
us to investigate whether the presentation of audio-visual congruent
stimuli improves the participants’ performance, and which modality
dominates in the conflicting condition. Since we observed a higher
accuracy of judgements with auditory stimuli in our previous exper-
iments (see Chapters 3 and 4), we used brown noise (Experiment 1)
and low-pass filtering (Experiment 2) to filter voice dialogues in order
to adjust the reliability of auditory stimuli to a level similar to that
of visual stimuli. Although these two methods were used in the stud-
ies described in Chapter 4 to filter voice stimulus, and were found
to decrease the accuracy of participants’ judgements, we wanted to
examine them in a bimodal context rather than a unimodal context.
This was motivated by the potentially different nature of the interac-
tions between auditory and visual signals in relation to these different
filtering methods.
In Experiment 3, we used the same procedure and stimuli as in
Experiments 1 and 2, but we explicitly asked participants to focus
on just one modality at a time (i.e. visual or auditory). Experiment
3 was conducted to ascertain whether any multimodal effects found
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Figure 45: Average results for the group of participants performing one bi-
modal congruent and two bimodal incongruent conditions. The
levels of cue conflict for the standard stimuli are represented here
as -6, 0, and +6 fps for the visual and +6, 0, and -6 for the audi-
tory. A shift of the dotted line with triangles toward +6 indicates
that participants are relying more on the auditory information,
whereas a shift toward -6 indicates that they are relying more on
the visual. The opposite is the case for the dashed line and circles.
The solid line refers to the congruent bimodal condition (zero
conflict between the cues), as in the same condition in Figure 43.
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in Experiments 1 and 2 were due to automatic processes and would
not disappear when participants were asked to ignore one of the two
modalities (Massaro & Egan, 1996; de Gelder & Vroomen, 2000). Ex-
periment 4 concluded our attempts to apply the stimulus set to mul-
tisensory studies by using a cue combination paradigm. Specifically,
we examined whether combining visual and auditory cues reduces
sensory uncertainty for high-level factors such as perceived emotions
in a social context. For this purpose, we used only a single, highly
salient angry display where the frame rate was parametrically in-
creased or decreased and presented to participants within a similar
methodological framework to that of Ernst & Banks (2002).
In the first two experiments, we found the best performance in emo-
tion judgements for both unmodified bimodal congruent and unmod-
ified auditory displays. Participants’ performance was worst when
they viewed visual displays without the voice dialogue. Our findings
are in line with the prediction of ’inverse effectiveness’ which states
that the outcome of multimodal integration is inversely proportional
to the effectiveness of the relevant stimuli (Stein & Meredith, 1993;
Collignon et al., 2008; Petrini et al., 2010). Namely, we failed to find
a significant difference between the auditory and bimodal congruent
condition because the auditory information was highly effective in
delivering the intended emotions.
When participants viewed bimodal incongruent displays (different
affect expressions in both modalities), they followed emotion in the
auditory rather than the visual modality. This tendency to follow
emotion in the auditory modality was weaker when the audio di-
alogues were filtered (in both Experiments 1 and 2). These results
indicated that decreasing the reliability of auditory stimuli increases
the salience of visual stimuli, although not sufficiently for observers
to shift their judgements entirely to visual information.
Filtering the auditory signal with either brown noise (Exp. 1) or a
low-pass filter (Exp. 2) had some effect on participants’ performance,
but the effect was limited to bimodal conditions. Specifically, when fil-
tered audio dialogues were presented on their own they were easily
identified, but in conditions where filtered audio dialogues were com-
bined with a visual signal, filtering had some effect on performance.
However, it showed that filtering had a more ’disruptive’ effect on
the general dominance of the auditory signal. In contrast, Collignon
et al. (2008) and de Gelder & Vroomen (2000), who used faces and
filtered voices, found that filtering the audio gradually shifted par-
ticipants’ judgements towards the emotion represented by the visual
signal. This ’disruptive’ rather than ’shifting’ influence of visual in-
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formation on the dominant auditory signal persisted in Experiment
3 when we asked participants to focus only on a single modality at a
time. The addition of a visual incongruent signal to the filtered audi-
tory signal made the participants’ performance worse, and, with the
filtered auditory, participants attended as much to vision as to sound
because the sound reliability had decreased. However, because the
reliability of the unmodified auditory signal was higher than for the
filtered signal, participants attended more to the sound than the vi-
sion in the condition where the sound reliability was much higher. In
short, participants kept using the sound much more in their emotion
judgements even when the sound was filtered. However, this did not
depend on the participants’ ability to ignore the visual information
since they were less efficient when the visual cue expressed a differ-
ent emotion to the auditory cue and this was true for both filtered
and unfiltered conditions.
In Experiment 4, we further tested whether participants were able
to optimally integrate visual and auditory signals when we parametri-
cally manipulated the displays’ frame rate. This resulted in the video
and audio components of the displays appearing either slower or
faster. Participants had to make judgements as to which of the two
presented displays was ’angrier’ in a procedure described in Section
5.5.1.3. Psychometric functions were fitted to the proportion of ’an-
grier’ responses given by each participant as a function of comparison
stimulus relative frame rate. In short, those results further confirmed
what we found from Experiments 1, 2 and 3, that participants mainly
used the auditory information and ignored or underestimated the
visual information. Even after excluding participants whose discrim-
inations thresholds were beyond the estimated limits, we still found
that both bimodal congruent and auditory-only, but not visual-only,
discrimination thresholds were equally well predicted by the maxi-
mum likelihood (MLE) model. Correspondingly, we found that par-
ticipants were relying more on auditory rather than visual cues when
they were presented with bimodal displays with conflicting cues. Re-
sults from Experiment 4 further support the notion that voice is a
highly salient and dominant cue comparing with body movement
when observers make judgements of emotions watching other people
interacting.
Studies on the perception of emotions from a single actor’s face and
voice show that observers make their judgements based mainly on
faces rather than voices, although such dominance can shift depend-
ing on the visual and auditory reliability of the stimuli (de Gelder
& Vroomen, 2000; Collignon et al., 2008). In contrast, our results sug-
5.6 discussion 117
gest that voice plays a particularly important role in the perception of
emotional social interactions. It is possible that people rely more on
auditory cues when making judgements while observing dyadic in-
teractions, because the voice is a more immediate and a clearer source
of emotional information while body movement is more complex and
ambiguous, and the presence of two actors might also have an im-
pact on this. As we discussed in previous chapters, there are inherent
differences between the perception of a single person versus dyadic
interactions and this relates to such factors as the ability of action pre-
diction when viewing dyads (Manera et al., 2011, 2013), difference in
judgements from the perspective of facing the agent and observing
the agent (Schouten et al., 2013), and detection of meaningful actions
(Neri et al., 2006). Faces and voices are frequently experienced during
direct, face-to-face conversation facing the speaker. In contrast, when
we observe interaction from a distance, we may not pay attention to
facial cues or those cues might not be as prominent as body move-
ment and especially voice. It is only a speculation to conclude that
there is a specific hierarchy of multisensory cues depending on the
mode of communication. One way of testing it would be to establish a
three-cue paradigm using faces, voices and body movement, to better
understand how these three cues contribute to emotion identification
in a social context.
One drawback of our methodological approach in Experiment 4
was that we did not degrade the auditory signal using a different or
more controlled method. We could use both brown noise and low-
pass filtering combined together as a method of filtering. We could
also adjust the auditory signal-to-noise ratio of the voice dialogues
to lower the accurate discrimination of the stimuli presented only au-
rally in a more controlled manner, for example using the QUEST pro-
cedure (Watson & Pelli, 1983). However, it is important to stress that
after the validation experiments described in Chapter 3, we picked
a subset of displays that were judged with a very high accuracy of
around 85%. The stimulus subset has also been selected to match the
reliability between the visual and auditory components of each dis-
play. In Chapter 4, we also filtered the auditory signal to decrease its
reliability and we concluded that such a manipulation was sufficient
to match the visual and auditory signals.
To summarize, we systematically created and validated a data set
of happy, angry and neutral audio-visual social interactions between
two actors. We found that the auditory signal dominated the visual
signal in the perception of emotions from social interactions. Although
participants’ judgements were better in the bimodal condition, the
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performance was similar in both bimodal and auditory-only condi-
tions. When participants watched emotionally mismatched bimodal
displays, they predominantly oriented their responses towards the
auditory signal rather than the visual signal. This auditory domi-
nance persisted even when the reliability of an auditory signal was
degraded with brown noise or low-pass filtering, although visual in-
formation had some effect on judgements of emotion when it was
combined with a degraded auditory signal. Our results suggest that
when judging emotions from observed social interactions, we rely pri-
marily on vocal cues from conversation rather than visual cues from
body movement. More studies are required to further examine the na-
ture of this auditory salience but our studies described in this chapter
are a first effort to use an audio-visual stimulus set for the study of
emotional social interactions.
6
G E N E R A L D I S C U S S I O N
6.1 overview
The initial goal of the project described in this thesis was to create
a stimulus set that incorporated body movement and voice dialogue
between two actors with the interactions being happy, angry or neu-
tral at different levels of intensity. After this set was created, the aim
was to validate it and to examine the perception of happy and angry
emotions from movement and voice when observers watched social
interactions between others. In this social context, we examined how
different methods of movement and voice distortion, such as inver-
sion and scrambling of movement or filtering of voice, influenced
judgements of happiness and anger. Finally, we focused on the appli-
cation of the developed stimulus set to examine how voice and body
movement are integrated when observers watch social emotional in-
teraction, and how the emotional congruence of voice and body move-
ment influences perception. As a part of multisensory studies, we also
examined whether combining visual and auditory cues reduces sen-
sory uncertainty for high-level factors such as perceived emotions in
a social context.
6.2 multimodal stimulus set for the study of emotional
social interactions
To achieve the goals outlined in this thesis, the first step was to cre-
ate a novel stimulus set and this process was described in Chapter
2. This novel stimulus set was constructed using methodology typi-
cally utilized in capturing and creating point-light displays (Dekeyser
et al., 2002; Troje, 2002; Ma et al., 2006) and voice dialogue databases
(Scherer & Ceschi, 1997; Douglas-Cowie et al., 2003; Ververidis & Kotropou-
los, 2006). This was achieved by using a passive optical motion cap-
ture system synchronized with an audio capture system. The final
stimulus set consisted of 256 unique clips that present happy, angry
and neutral interactions at low, medium and high levels of emotional
intensity.
There are a number of advantages and features that made the stim-
ulus set described in Chapter 2 unique and suitable for broader exper-
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imental application, both within and outside the goals of this thesis.
Primarily, we captured both body movement and voice in a synchro-
nized manner and therefore provided the first data set to study audio-
visual interactions. Existing stimulus sets that utilize point-light dis-
plays typically include only a single actor’s actions (Dekeyser et al.,
2002; Vanrie & Verfaillie, 2004) and frequently use only a part of the
body such as hands (Busso et al., 2008). Other types of sets with emo-
tional body movements focus on full-body displays (de Gelder & Van
den Stock, 2011) which make it difficult to dissociate body movement
from other cues such as clothing or body shape. In the case of voice,
there is a large number of very naturalistic datasets (Scherer & Ceschi,
1997; Roach et al., 2009; Douglas-Cowie et al., 2003). However, most of
the existing sets with visual and auditory stimuli are unimodal (i.e.
only voice samples without movement or only movement without
voice). These include a small number of existing stimulus sets with
dyadic point-light interaction that do not include a voice component
and do not employ different levels of emotional intensity (Manera
et al., 2010). Our set raises the bar by including both components
of dyadic, emotional point-light interactions as well as natural emo-
tional voice dialogues.
Because of the inherent nature of the data provided by the mo-
tion capture technique, we were able to design the stimulus set in a
manner that allowed flexible manipulation of different parameters of
movement, and the same applies (to some extent) for voice dialogues.
For example, features of body movement and voice such as orien-
tation of actors on the screen, size of point-lights, or intelligibility of
dialogue conversation can be easily modified, making our set a useful
tool for a wide range of studies focusing on perception of emotions
from body movement and voice. Finally, we also attempted to make
the set as realistic as possible by repeating interactions, using experi-
enced and inexperienced actors, and creating role-plays that helped
actors to better embed themselves in the role they played.
6.3 high salience of anger and the effect of emotional
intensity
After the stimulus set was developed and processed, the next goal
was to establish whether happy and angry interactions portrayed in
the displays were identified accurately by the observers. We used dif-
ferent levels of emotional intensity and therefore we expected that for
lower intensity displays observers would make more identification
errors. Through a series of experiments described in Chapter 3, we
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showed that happy and angry emotions were recognized accurately
from the point-light displays of two actors engaged in conversation
as well as from voice dialogues. These results confirmed earlier stud-
ies by Clarke et al. (2005) and Dittrich et al. (1996). Initially, the main
difference in our result was that happy displays were identified more
accurately than angry displays, although interestingly this effect was
strongly related to the level of emotional intensity. Accuracy of angry
judgements increased between low, medium and high intensity, but
such an effect was not observed in the case of happy judgements. This
effect of emotional intensity on angry rather than happy judgements
may be related to an overall higher sensitivity to anger. For example,
Chouchourelou et al. (2006) examined detection of emotions when
point-light walkers were embedded in a mask of moving dots and
they found that among the five different emotions (afraid, happy, an-
gry, sad and neutral), the greatest visual sensitivity was found for
angry walkers. Ikeda & Watanabe (2009) examined whether the re-
lationship between gait detection and emotion detection from bio-
logical motion differed between angry and happy walkers. The au-
thors found significant correlations with gait detection performance
for anger detection but not necessarily for happiness detection, im-
plying that the detection of anger may be more strongly linked to
explicit gait detection. There is also a large body of evidence which
emerges from studies on detection of facial expression, showing that
angry faces are detected more accurately and quickly among other
emotional faces (Hansen & Hansen, 1988; Fox et al., 2000; Eastwood
et al., 2001; Ohman et al., 2001). They found a much stronger correla-
tion with gait detection performance for anger rather than happiness
detection, concluding that anger may be more strongly linked to ex-
plicit gait detection.
It is important to note that when we selected a high intensity subset
of stimuli for the further experiments described in Chapters 4 and 5,
angry interactions were always identified more accurately than happy
interactions. These arguments link to the popular threat advantage
hypothesis stating that observers preferentially attend threats (Pichon
et al., 2011; Ohman et al., 2001). A number of studies argue that hu-
mans have a high sensitivity to negative affect as an indicator of threat
(Pichon et al., 2008). Strong sensitivity to anger displays have been
shown for emotional faces (Fox et al., 2000), voices (Green et al., 2010)
and body movement (Ikeda & Watanabe, 2009). In the perception of
emotions from voice, anger is generally best recognized, followed by
sadness and fear (Scherer, 2003). As Scherer (2003) points out, there
is a clear adaptive advantage in being able to threaten foes in anger
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over large distances - something for which the voice is ideally suited.
A number of brain imaging studies have also revealed clear activation
in regions of the brain linked to autonomic reactions and motor re-
sponses related to defensive behaviours (e.g. Fox et al., 2000; Ohman
et al., 2001; Pichon et al., 2008). Our results support such accounts but
the results described in Chapter 3 also suggest that emotional inten-
sity played an additional role in judgements of anger. It is possible
that the threat detection mechanism only activates when the emo-
tional intensity of stimuli reaches a particular level. Because of the
high sensitivity to angry stimuli, observers are also sensitive to small
changes in the emotional intensity of this stimulus. Some parameters
in low and medium intensity angry displays were more ambiguous
to the observers. For example, such features as high velocity or accel-
eration of body movement, and high intensity or pace of voice were
found to be related to angry expressions (Scherer, 2003; Ma et al.,
2006). It is possible that low and medium intensity angry displays
lacked some of these cues and such displays were misidentified as
happy because observers detected specific cues that were irrelevant
to angry expressions. The effect of emotional intensity was further
evident when participants rated their confidence in their emotion
judgements in the experiments described in Chapter 3. Confidence
increased with higher intensity displays. Such an effect was not ob-
served for happiness further supporting the argument that the mech-
anism for processing happy interactions may be less specific than that
processing angry interactions.
6.4 the ambiguous role of actors’ experience
We also examined whether actors’ experience had any effect on the
perception of emotions. Here, we found that emotions portrayed by
less experienced actors were perceived more accurately than those
portrayed by experienced actors but only in cases when visual dis-
plays were presented rather than voice or a combination of visual and
voice. In the debriefing, participants also reported that some of the ex-
pressions were exaggerated. This result supports earlier suggestions
by Busso (2008), and Roether et al. (2009) that experienced actors may
exaggerate their emotional expression because they are more aware
of the components of specific emotional expressions. However, it is
difficult to speculate on the exact nature of this effect as it is clear
that some actors without acting experience also exaggerate their emo-
tional expressions, especially in high intensity conditions. A more
intuitive explanation of the lower accuracy for experienced actors’
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movement may be related to the notion of surface and deep acting.
Surface acting involves "pushing down" one’s authentic expression
of self in favour of an emotional mask, while deep acting involves
"pumping up" by trying to bring the required and one’s true feel-
ings into alignment (Brotheridge & Lee, 2003). Drama studies show
that affective delivery ratings are negatively related to surface acting
but positively related to deep acting (Grandey, 2003). In our capture
sessions, we used a realistic role-play scenario but it is possible that
not every actor immersed themselves fully into the actual experience
of emotions (deep acting). Anecdotally, we observed that some pairs
of actors were more engaged in acting than others. Speculatively, it
is possible that the difference we observed between interactions por-
trayed by experienced and inexperienced actors may have been due
to a variance in the level of engagement of the actors rather than a
variance in the actors’ experience.
However, we found that both experienced and inexperienced ac-
tors were recognized with equal levels of accuracy when voice was
present as a cue to emotions in auditory and audio-visual groups.
Such a result indicates that voices might be easier to use as a tool for
emotional expression by both experienced and inexperienced actors.
One explanation could be that the voice is easier to control than body
movement when faking emotion in the acting context. The body is a
complex system to control, especially in a relatively constrained en-
vironment such as the motion capture system we used to record the
interactions. It is difficult to validate this claim in the context of ex-
isting studies, although existing research in deception indicates that,
overall, there are no differences between face, voice and body move-
ment in deception efficiency (Ekman et al., 1991).
It was also interesting to find that participants tended to grossly
underestimate or overestimate the number of actors they think were
used to create the displays, but only in the group where they viewed
only body movement without sound. Their estimates were much more
accurate when voice dialogue was available. This has some interesting
potential to explore in the context of identity studies, suggesting that
the voice is a much better cue for identity than body movement. It is
possible that movement on its own does not provide clear identity in-
formation and it is easier to establish identity from the voice. Indeed,
point-light display studies on identity recognition have shown that
observers can recognize their friends only by their point-light walk
display (Cutting & Kozlowski, 1977) and that observers can learn
and subsequently recognize individuals from their arm movement
(Hill & Pollick, 2000). However, it is clear that detection of different,
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unfamiliar identities from body movement only is a much more diffi-
cult task. In contrast, the voice has a large number of acoustic prop-
erties that figure prominently in the literature on talker recognition
(Bricker & Pruzansky, 1976; Laver & Trudgill, 1979). These properties
include the fundamental frequency of phonation, the typical frequen-
cies of vocal tract resonances, the structure of glottal harmonics, and
the fine-grained power spectra of nasals and vowels (Sheffert et al.,
2003). For example, vocal pitch is an extremely salient component
of vocal quality and accounts for most of the variance in studies on
talker recognition (Matsumoto et al., 1973; Gelfer, 1988). In this con-
text, the result that participants were most accurate in establishing
the number of actors in the auditory and audio-visual groups were
not surprising.
6.5 inversion, scrambling , viewpoint and interactions
After establishing the baseline for the perception of emotions using
the newly developed stimulus set, we wanted to examine the effect
of distortion of point-light displays and voice on emotion perception.
Previous studies indicated that observers can recognize a range of
emotions from just a few point-lights representing a single person, al-
though this recognition is impaired if the point-lights are scrambled
(e.g. Chouchourelou et al. 2006), inverted (e.g. Clarke et al. 2005) or
presented from different viewpoints (e.g. Jokisch & Troje 2003). Sim-
ilarly, listeners could recognize emotions from voice, although meth-
ods applied to speech such as white noise (You et al., 2006; Ham-
merschmidt & Jürgens, 2007) or low-pass filtering (Rogers et al., 1971;
Frick, 1985; Knoll et al., 2009) impair emotion recognition. We know
that observation of two people makes a difference compared to obser-
vation of a single actor, but we do not know whether this social aspect
would impair recognition of emotions if the stimuli become degraded.
The motivation behind the series of experiments described in Chapter
4 was to replicate the studies that examined the effect of distortion of
point-light displays and voice, but to replicate them in a dyadic rather
than single actor setting. We also wanted to further examine whether
the intelligibility of dialogue also influences the judgements by either
distorting or removing intelligible content completely and preserving
only the prosodic features.
As a method of stimulus distortion, we used inversion and scram-
bling of point lights, as well as viewpoint shift. We found that inver-
sion and scrambling decreased the accuracy of emotion judgements
by approximately 15-20%. Even with such a decrease in accuracy, par-
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ticipants were still able to recognize emotions correctly around 60%
of the time compared to 75-80% with unmodified stimuli. Clarke et al.
(2005) also found a lower accuracy of identification for upside-down
displays but still they got the identification accuracy above the level
of chance. Similarly, using point-light displays of professional dancers
conveying different emotions, Dittrich et al. (1996) found that inver-
sion of the displays reduced biological-motion performance close to,
but still significantly above, the level of chance. These results clearly
show that the effect of inversion in our study was less evident than
the findings of Dittrich et al. (1996) and Clarke et al. (2005) with recog-
nition of inverted angry and happy point-light displays being well
above the level of chance. One suggestion is that the presence of a sec-
ond agent made it easier for observers to recognize emotion from the
inverted orientation. Such a view would be consistent with sugges-
tions by Neri et al. (2006) and Manera et al. (2011) that observation of
communicative interactions improves the detection of agents and the
emotions they express. Our results on inversion also suggest that the
effect of local cues is more powerful than assumed. Inversion might
distort perception of walking direction, but kinetic features such as
velocity and direction are still highly recognisable, even from severely
distorted movies.
Scrambling had a similar effect on overall accuracy compared to
inversion, decreasing it by approximately 15-20%, although partici-
pants were still able to identify the emotions above the level of chance.
In a series of psychophysical studies, Chouchourelou et al. (2006) re-
ported that observers were able to identify emotions of happiness,
fear, sadness and anger above the chance level from scrambled point-
light walkers. Ikeda & Watanabe (2009) also showed that angry and
happy point-light walkers can be detected behind a scrambled mask,
and again detection of anger was stronger, a point which is also sup-
ported by our findings. Pollick et al. (2001) showed that even when
the phase and position relationships were distorted, participants cat-
egorised the stimuli under correct emotions above the chance level
despite the fact that the stimuli did not resemble humans. Thus, it
seems that the detection of emotion from dynamic stimuli can be sus-
tained by kinematics of the body such as the local velocity signals, al-
though an importance of such factors as global extrinsic motion and
global spatial structure (Thurman & Lu, 2013), and existence of ba-
sic perceptual mechanisms such as "life detectors" (Troje & Westhoff,
2006) should not be ignored.
Considering the effect in our study, participants found it easier to
identify angry, happy and neutral displays from a side view rather
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than an oblique view. Placing these results in the context of exist-
ing research is challenging mainly because of the different modes of
viewpoint investigated by other researchers. The majority of studies
on the effect of viewpoint argue for an overall advantage of frontal
views compared to profile (i.e. side) and half-profile views (Mather
& Murdoch, 1994; Troje, 2002; Troje et al., 2005). However, all these
studies focus on the perception of a single actor rather than the in-
teraction between two actors. When looking at the interactions, it is
intuitively plausible to assume that a side view would be the optimal
viewpoint. When we observe people interacting around us, they do
not face us, but rather they face each other. Our result supports this
intuitive assumption that a side viewpoint is optimal in the observa-
tion of interactions between other people.
We also found that inversion and scrambling had a different ef-
fect depending on the viewpoint from which those displays were pre-
sented. In the case of both inverted and scrambled displays, there
was no difference between the two viewpoints. It is possible that
viewpoint had an effect in the case of unmodified displays, because
the oblique view presented a more complex motion compared to a
side view, which is more commonly encountered when we observe
other people interacting around us. The viewpoint became less rele-
vant when inversion impaired configural processing, and scrambled
displays lacked coherent global structures. It is also possible that
from oblique viewpoint, there was an overlap and occlusion between
points while actors were dynamically interacting. One explanation
may be related to a low-level perceptual crowding effect (Nishida,
2011; Ikeda et al., 2013). Crowding is an observation that the identifica-
tion of closely spaced objects is more difficult than for isolated objects
(Bouma, 1970; Flom et al., 1963). Therefore, closely overlapping points
between two point-light actors created a scene that was harder to de-
code for the observers. Because such an effect does not occur with the
side viewpoint where the actors were visually separated, it is possible
that crowding contributed to lower emotion identification accuracy in
oblique viewpoint. But higher-level perceptual and cognitive mecha-
nisms cannot be ignored in the context of emotion perception from
dyadic interaction in different viewpoints. In the context of single
agent studies, Coulson (2004) also highlights the role of occluding ef-
fects of particular viewpoints on some classes of stimuli. For example,
the more closed and downward looking postures for disgust, fear and
sadness appear smaller from the front, and present less information
to the viewer than from side and rear views. The overall preference
for frontal views suggests that attributing emotion to a body posture
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is a great deal easier when the person adopting the posture is facing
the perceiver. Such an orientation, while not necessarily ideal for per-
ceiving the three-dimensional relationships between body segments,
may nonetheless enhance recognition due to its interpersonal signifi-
cance. While optimal perception from a frontal viewpoint applies to
interpersonal perception, it is different in the context of intrapersonal
perception. Our finding clearly suggests that a side view may be the
optimal viewpoint for intrapersonal identification of emotions.
6.6 the dominance of voice over movement in social in-
teractions
One of the major goals of the research conducted as part of this the-
sis was to apply our stimulus set to the study of multisensory per-
ception of emotional social interactions. This was the initial reason
why we not only captured the movement of interacting actors but
also the short dialogue exchange between them. After the series of
validation experiments described in Chapter 3, we found that partic-
ipants presented with dialogues or presented with a combination of
dialogues and movement were much more accurate in their judge-
ments of emotions than participants presented only with movement.
These results suggested that voice dialogue during interactions was
much more salient than movement, but initially we thought it was
due to intelligibility of dialogues. Therefore, in Chapter 4, we de-
graded the dialogues using low-pass filtering or addition of brown
noise to observe whether these methods would be sufficient to lower
highly accurate judgements of emotional dialogues. Indeed, both fil-
tering methods degraded the reliability of the voice dialogues to the
level similar to that of the unmodified visual signal. With this audio-
visual set, matched for reliability, we conducted the four experiments
described in Chapter 5. The experiments were specifically aimed to
test our stimulus set for the multisensory studies and to investigate
how people integrate emotional signals from movement and voice
when they observe social interaction. Such studies have been previ-
ously conducted using a single actor’s face and voice (de Gelder &
Vroomen, 2000; Kreifelts et al., 2007; Collignon et al., 2008), a single ac-
tor’s full-light body movement and voice (Pichon et al., 2008; Stienen
et al., 2011), and a single actor’s full-light body movement and music
(Petrini et al., 2010), but not dyadic point-light interactions with full
voice dialogues. Two aspects of our stimulus set allowed us to intro-
duce novelty into the investigation of multisensory integration. First,
the social context inherent in our stimulus set, and second, the realis-
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tic content of our stimuli. Other authors typically tested multisensory
integration with a stimulus that had relatively low ecological validity
- it did not resemble real-life interactions. Our goal was to emulate
real-life situations using simulated role-play scenarios, snapshots of
intelligible dialogues, and a 3-second conversation that was sufficient
for a single exchange of information. Following a research paradigm
similar to Collignon et al. (2008) and Petrini et al. (2010), we intro-
duced a condition where there was emotional incongruence between
body movement and voice. Angry voices were combined with happy
body movements, and happy voices with angry movements. We also
introduced conditions where participants were explicitly asked to fo-
cus either on visual or auditory information, ignoring the other. This
served to establish whether the irrelevant modality affected the judge-
ments.
We repeatedly found that the auditory signal dominated the visual
signal in the perception of emotions from social interactions. In sum-
mary, participants were less accurate, slower and worse in discrim-
inating emotions when making judgements from body movement
only, compared to conditions when body movement was combined
with dialogue or dialogue was presented on its own. Additionally,
there was no audio-visual facilitation when participants were pre-
sented with combined movement and voice - they performed equally
well with only auditory information. However, some effects were no-
ticed when participants were presented with emotionally incongru-
ent combinations of displays (i.e. happy dialogue with angry move-
ment or happy movement with angry dialogue). In such incongruent
conditions, visual information seemed to have a disruptive influence
on the interpretation of emotions from the auditory signal. Specifi-
cally, adding incongruent visual information to dialogue made the
participants’ performance worse compared to a congruent combina-
tion between movement and voice. This confirmed earlier results by
de Gelder & Vroomen (2000) and Collignon et al. (2008) that an incon-
gruent combination of two signals would cause some disruption in
the emotion interpretation of those signals. However, such conditions
were still not sufficient to break the strong influence of the auditory
signal on participants’ judgements. This was further confirmed in the
cue combination experiment where we asked participants to judge
which display was more angry and we indirectly manipulated the
speed of actions (by parametrically changing the displays’ frame rate).
Participants were making optimal decisions equally likely when they
were presented with voice only, as well as a combination of voice and
movement. The auditory information was much more reliable than
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the visual information to judge the level of ’angriness’ and therefore
participants ignored the visual signal. Both bimodal congruent and
auditory-only discrimination thresholds were well predicted by the
optimal (ideal observer) estimate, while the threshold for the visual
signal was much higher. In short, we found that when judging emo-
tions from observed social interactions, we rely primarily on vocal
cues from conversation, rather than visual cues from body movement.
It is not easy to explain those results in the context of existing re-
sults due to the lack of studies using social and emotional multimodal
stimuli. In the context of face and voice literature, it’s clear that facial
expression is typically a more dominant signal then voice (Massaro &
Egan, 1996; de Gelder & Vroomen, 2000; Collignon et al., 2008; Jessen
et al., 2012). However, there are some indirect indicators from the lit-
erature on deception and nonverbal communication suggesting that
the voice plays a leading role comparing to body movement when it
comes to expression of emotions. Ekman et al. (1976) found that mea-
sures of hand movements and voice were interrelated but changed
incongruently when a person shifted from honest to deceptive ex-
pressions. Specifically, the amount of symbolic hand movements de-
creased in deception, while pitch variance into high tones increased
with deception, making the voice more accessible as cue as well as
creating a discrepancy between voice and body movement. Moreover,
studies on body movement and speech rhythm in social conversa-
tion clearly show that speakers tend to use their body movement
to highlight specific aspects of their spoken messages (Dittmann &
Llewellyn, 1969). Movement output and speech output were found to
be quite closely correlated (Boomer, 1963). Renneker (1963, p. 155) de-
scribed what he called speech-accompanying gestures, which "seek to
complement, modify, and dramatize the meanings of words". Freed-
man & Hoffman (1967) separated what they called punctuating move-
ments from other speech-related movements. In such contexts, it is
possible that, in a conversational context, body movements play an ac-
centing function to the voice - a claim also supported and suggested
by Ekman (1965) regarding nonverbal behaviour in general. Refer-
ring back to our studies, such a finding from the study on nonverbal
communication and speech would explain the high salience and dom-
inance of dialogue over body movement when observers judged emo-
tional interactions. It is plausible to say that the voice was a primary
focus in decoding emotional signals when we observed interactions,
while body movement played a secondary accenting and supportive
role to the voice. More research is required to better understand this
effect of voice saliency compared to body movement, but it suggest
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the interesting possibility that there is a specific multisensory integra-
tion hierarchy between voice and body movement when we watch
social interactions between people.
6.7 limitations and potential for future research
A few minor limitations were identified in the process of conducting
the research described in this thesis. One can argue that it is a limita-
tion that we used only male participants when capturing the stimulus
set. Introducing female participants would increase the ecological va-
lidity of the stimulus set by creating an additional layer of interaction
- between two females or a male and a female. The reason we de-
cided to avoid more gender combinations was related to the fact that
such combinations would introduce an entirely new level of complex-
ity and intergender dynamics (see Feingold (1994) for metanalysis
of research on personality differences between males and females).
While this is an important and interesting topic, it was not within
the scope of this thesis. We were more interested in establishing how
observers decode basic emotional signals when watching interactions
rather than focusing on higher-level factors of intergender interac-
tions. There was also a practical constraint related to capturing more
than ten actor pairs and we preferred to increase the variance by intro-
ducing different actors rather than more gender combinations. Finally,
this topic has also been explored in earlier studies investigating gen-
der identification from point-light displays (Pollick et al., 2002, 2005;
van der Zwan et al., 2009; Poom, 2012). Still, it provides a clear poten-
tial for future research in the domain of cognitive social psychology
to expand the stimulus set by additional gender combinations and to
investigate the role of gender in the perception of emotional social
interactions.
Another area for future research would be to investigate the role
of cultural factors in the perception of emotion from body movement.
In the research described throughout this thesis, we used actors and
participants from only a single cultural context (i.e. British). How-
ever, one question is the extent to which expression and perception
of emotion from movement are universal across cultures. Matsumoto
(1992, 2010) argues that cultural variants affect the way we under-
stand meaning in situations and alter the frequency of occurrence
of emotion-inducing situations. Classic research on identification of
emotions from facial expression shows that observers across cultures
can accurately identify a range of basic emotions (Ekman & Friesen,
1971) but recent studies argue for cross-cultural differences (Jack et al.,
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2009). Intuitively, there are vast differences between cultures in body
expression; however, there has been limited research conducted into
cross-cultural differences in the perception of emotions from body
movement. There is a clear potential for future application of the stim-
ulus set developed in this thesis in the cross-cultural context in per-
ception of emotions. For example, the set could be used to test the dif-
ferences in perception of emotion from movement and voice between
Western Caucasian and East Asian observers. However, such a study
introduces an entirely new level of challenges such as creating a stim-
ulus set using participants representative of different cultures, and
again such research was beyond the scope and realistic time frame of
this thesis.
In relation to the dominance of the auditory signal in social inter-
action, one limitation of the cue combination experiment was that we
did not parametrically manipulate the quality of voice dialogues with
noise or filtering. Instead, we applied noise and filtering on a single
level, matching auditory reliability with the visual signal in the ex-
periment described in Chapter 4. The reason for this was that we
wanted to keep a broad variety between the different types of emo-
tional interactions we used. Parametric manipulation would enable
us to better test the effect of different levels of noise on perception of
emotions from voice dialogues, but it would prevent us from keeping
the broad variety of stimuli.
In the analysis and validation conducted with the stimulus set, we
decided to omit the kinematic and kinetic analysis of the movement,
as well as the speech analysis of the voice. This omission was due
to the constraint related to the huge variance of factors and variables
related to body movement and voice. Besides the large number of
interactions, an additional level of complexity related to the fact that
we used dyadic interaction instead of a single actor. Analysis meth-
ods available in the research literature have only been performed on
the kinematic models of a single actor (e.g. Montepare & Zebrowitz-
McArthur 1988; Wallbott 1998; Atkinson et al. 2007). The joint an-
gle trajectories define complex spatiotemporal patterns and countless
possible features could be analysed in order to investigate how these
trajectories change with emotion (Roether et al., 2009). Adding inter-
action effects related to dyadic interaction poses a challenge that was
simply beyond the technical scope of this thesis. Nevertheless, it is
clear that the analysis method could be developed and applied to our
stimuli to deconstruct the movement and voice patterns. One of the
’holy grails’ in the study of emotional body expression is to pinpoint
critical features that people use to make emotional judgments. Such
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critical features have been established for facial expression by Ekman
& Friesen 1971 who created Facial Action Coding System (FACS). FACS
defines exact sets of muscle contraction that produce basic emotional
facial expressions. Although there is no such detailed coding sys-
tem for body movement, a current direction in social neuroscience
focuses increasingly on decoding emotions from the patterns of move-
ment (see reviews by de Gelder & Hortensius 2014 and Kleinsmith &
Bianchi-Berthouze 2013). For example, a number of studies focused
on finding local configurations of movements that produce particular
emotional impressions in observers (e.g. Roether et al. 2009). While
the stimulus set developed in this thesis is not sufficient to achieve
such an ambitious goal, it is a good starting point in the attempt
and potential approach to study patterns of detection of emotions
from human movement. Instead of the approach frequently used by
researchers who attempt to map the broad spectrum of emotional
interactions, one could instead focus on simple affective differences
between happy and angry interactions at different levels of intensity.
Decoding visual and auditory patterns of such simple negative and
positive interactions could be the first step to creating a methodology
for studying the broader spectrum of emotions. Such a simplified ap-
proach could be easily applied in the security field where detection of
threat is crucially dependent on differentiating between angry, happy
and neutral interactions.
Studies on degrading point-light displays and voice described in
Chapter 4 are also relevant to the security field. For example, an
oblique viewpoint is a typical perspective from which a CCTV op-
erator watches the street from a camera. As we clearly demonstrated
in Chapter 4, interactions are harder to identify from an oblique view-
point compared to a side viewpoint. In a practical sense, such results
suggest that CCTV operators would have more trouble in detecting
hostile actions when watching typical CCTV images, compared to
situations when they watch a side view image. However, we also
found that observers could accurately identify emotions to a high
standard even if the interaction was presented from an oblique view-
point in a scrambled or inverted format. This suggests that CCTV
operators may detect hostile actions even when CCTV images are
distorted with ambient light or poor weather conditions. The next
question could ask what exact information CCTV operators use to
make their judgements. Answering such questions would help to un-
derstand how people detect a threat when observing others interact.
Research in this thesis may be a good starting point in terms of the
methodological approach used to look at the complex social scene
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and attempt to understand how people detect threat, anger, friendly
conversations and other social signals.
Overall, our stimulus set provides a simple solution to study the
perception of body movement and voice in a social context. Previ-
ous studies have shown that information in point-light displays is
sufficient for a clear recognition of communicative actions (Dittrich,
1993; Clarke et al., 2005; Lorey et al., 2012; Manera et al., 2011) as well
as identification of emotions (Dittrich et al., 1996; Pollick et al., 2001;
Atkinson et al., 2004). By testing our stimulus set for multisensory
perception, we identified some of its limitations related to the high
salience of voices, but this could be solved by applying more para-
metric methods of auditory filtering to make sure that the visual and
auditory information is better matched for reliability. Nevertheless,
we clearly highlight the powerful role of the voice as a social cue to
emotions. Further studies are required to better understand how the
voice contributes to our judgements of emotions in relation to cues
from facial expression and body movement. Because our stimulus set
emulates natural social scenes, it allows us to expand the investiga-
tion on movement and voice perception to a more realistic context.
We already know that the presence of a second agent is an impor-
tant factor in the perception of meaningful actions (Neri et al., 2006)
but we can gain a better insight into how emotional judgements are
driven by the social interaction.
Another potential use of the stimulus set involves the computa-
tional and behavioural analyses of how emotion and identity are en-
coded and decoded from human movement and voice. Thanks to the
flexibility related to the point-light display method of coding move-
ment, the stimulus set can be easily adapted to neuroimaging studies
focusing on social and emotional aspects of multisensory perception
(Saygin et al., 2008; Mendonça et al., 2011). Because of its flexibility,
such a social stimulus set would be ideal in examining various hy-
potheses related to autistic spectrum disorder (Moore et al., 1997; Hu-
bert et al., 2007; Nackaerts et al., 2012) and the mirror neuron system
(Chaminade et al., 2007; Centelles et al., 2011).
6.8 conclusion
At the beginning of this thesis, we used a simple pub example as a
metaphor for the complexity of the social environment in which hu-
mans continuously observe interaction between each other and the
richness of social stimulation. This thesis is an attempt to methodi-
cally isolate a simplified, short and emotional social interaction be-
6.8 conclusion 134
tween two people, and examine how observers judge emotions when
they watch others from movement and voice in different perceptual
conditions. We can conclude from findings in studies with single ac-
tors that observers can very easily recognise happy and angry inter-
actions even when they watch simplified, point-light interactions or
hear short dialogues. Observers are better at identifying anger than
happiness and this is also expressed by the fact that they are much
more responsive to changes in emotional intensity with angry rather
than happy displays. Observers’ judgements of emotions of dyadic
interactions are viewpoint dependent and can be distorted by wors-
ening the reliability of the visual and auditory conditions. However,
even if severe distortion methods such as inversion or scrambling
of point-light location are applied, observers can still identify emo-
tions above the level of chance. Additionally, observers judging emo-
tions rely primarily on the voice rather than the body movement of
observed interactions. This auditory dominance opens the possibil-
ity that body movement plays a secondary accenting and supportive
role to voice when people watch emotional interactions between other
people. It is hoped that the stimulus set, as well as the findings from
this thesis, will give researchers a new toolbox and framework to ex-
amine various aspects related to perception of emotions in complex,
multisensory, emotional social scenes.
A
A P P E N D I X
Name Description and measurement unit
Body Mass Patient mass (kg).
Height Patient height (mm).
Ankle Width The medio-lateral distance across the malleoli. Measure
with patient standing, if possible (mm).
Knee Width The medio-lateral width of the knee across the line of
the knee axis. Measure with patient standing, if possible
(mm).
LegLength Full leg length, measured between the ASIS marker and
the medial malleolus, via the knee joint. Measure with
patient standing, if possible. If the patient is standing in
the crouch position, this measurement is NOT the short-
est distance between the ASIS and medial malleoli, but
rather the measure of the skeletal leg length (mm).
Elbow Width Width of elbow along flexion axis (roughly between the
medial and lateral epicondyles of the humerus) (mm).
Hand Thickness Anterior/Posterior thickness between the dorsum and
palmar surfaces of the hand (mm).
Shoulder Offset Vertical offset from the base of the acromion marker to
shoulder joint centre (mm).
Wrist Width Anterior/Posterior thickness of wrist at position where
wrist marker bar is attached (mm).
Table A.1: Description of measurements taken from participants for Plug-in
Gait model.
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Label Definition Position on Patient
LFHD Left front head Left temple
RFHD Right front head Right temple
LBHD Left back head Left back of head
RBHD Right back head Right back of head
C7 7th cervical vertebra On the spinous process of the 7th cervical vertebra
T10 10th thoracic vertebra On the spinous process of the 10th thoracic vertebra
CLAV Clavicle On the jugular notch where the clavicles meet the sternum
STRN Sternum On the xiphoid process of the sternum
RBAK Right back Anywhere over the right scapula
LASI Left ASIS Left anterior superior iliac spine
RASI Right ASIS Right anterior superior iliac spine
LPSI Left PSI Left posterior superior iliac spine
RPSI Right PSI Right posterior superior iliac spine
LSHO Left shoulder On the acromio-clavicular joint
LUPA Left upper arm On the upper lateral 1/3 surface of the left arm
LELB Left elbow On the lateral epicondyle
LFRM Left forearm On the lower lateral 1/3 surface of the left forearm
LWRA Left wrist marker A At the thumb side on the posterior of the left wrist, close to the wrist joint
LWRB Left wrist marker B At the little finger side on the posterior of the left wrist, close to the wrist joint
LFIN Left finger Just proximal to the middle knuckle on the left hand
RSHO Right shoulder On the acromio-clavicular joint
RUPA Right upper arm On the lower lateral 1/3 surface of the right arm
RELB Right elbow On the lateral epicondyle approximating the elbow joint axis
RFRM Right forearm On the lower lateral 1/3 surface of the right forearm
RWRA Right wrist marker A At the thumb side of a bar on the posterior of the right wrist
RWRB Right wrist marker B At the little finger side of a bar on the posterior of the right wrist
RFIN Right finger Just proximal to the middle knuckle on the right hand.
LTHI Left thigh Over the lower lateral 1/3 surface of the left thigh in line with the hip and knee joint centres
LKNE Left knee On the flexion-extension axis of the left knee
LTIB Left tibia Over the lower 1/3 surface of the left shank
LANK Left ankle On the lateral malleolus along an imaginary line that passes through the transmalleolar axis
LHEE Left heel On the calcaneous at the same height above the plantar surface of the foot as the toe marker
LTOE Left toe Over the second metatarsal head, on the mid-foot side of the equinus break between fore-foot and mid-foot
RTHI Right thigh Over the lower lateral 1/3 surface of the right thigh
RKNE Right knee On the flexion-extension axis of the right knee
RTIB Right tibia Over the lower 1/3 surface of the right shank
RANK Right ankle On the lateral malleolus along an imaginary line that passes through the transmalleolar axis
RHEE Right heel On the calcaneous at the same height above the plantar surface of the foot as the toe marker
RTOE Right toe Over the second metatarsal head, on the mid-foot side of the equinus break between fore-foot and mid-foot
Table A.2: Anatomical location of markers for Plug-in Gait model.
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Figure A.1: Mean accuracy of emotion judgments for angry displays on low,
medium and high intensity level with specific actors’ couples
(ID1-ID9) in auditory experiment in Chapter 3. The error bars
represent one standard error of the mean and the dashed line
represents the level of chance (0.5).
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Figure A.2: Mean accuracy of emotion judgments for happy displays on low,
medium and high intensity level with specific actors’ couples
(ID1-ID9) in auditory experiment in Chapter 3. The error bars
represent one standard error of the mean and the dashed line
represents the level of chance (0.5).
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Figure A.3: Mean accuracy of emotion judgments for angry displays on low,
medium and high intensity level with specific actors’ couples
(ID1-ID9) in audio-visual experiment in Chapter 3. The error
bars represent one standard error of the mean and the dashed
line represents the level of chance (0.5).
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Figure A.4: Mean accuracy of emotion judgments for happy displays on low,
medium and high intensity level with specific actors’ couples
(ID1-ID9) in audio-visual experiment in Chapter 3. The error
bars represent one standard error of the mean and the dashed
line represents the level of chance (0.5).
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emotion accuracy (%) confidence score display type
av a v av a v intensity actors’ ID
100 100 93 8.73 8.50 8.60 High ID1
100 100 93 8.47 7.67 8.73 High ID2
100 100 87 9.00 8.08 8.80 High ID3
angry 100 100 87 8.87 9.00 6.47 High ID4
100 100 87 7.13 7.75 7.87 High ID5
93 100 87 8.33 8.67 6.67 High ID6
93 92 100 7.13 8.33 7.13 High ID7
87 92 93 6.07 5.67 7.20 High ID8
100 100 93 6.73 6.92 6.47 Medium ID1
100 100 87 8.47 7.83 6.07 Medium ID2
100 92 93 8.47 6.67 7.67 High ID3
happy 100 92 87 8.47 6.42 7.33 High ID4
100 92 87 6.93 6.42 5.73 Low ID5
93 100 93 6.87 6.08 6.80 Medium ID6
93 100 87 7.33 7.75 6.47 Medium ID7
93 92 93 7.53 7.67 5.67 Medium ID8
53 58 39 5.20 3.67 4.80 - ID1
40 42 43 4.93 5.50 4.60 - ID2
47 50 33 5.33 4.83 4.27 - ID3
neutral 40 42 40 5.80 4.50 5.33 - ID4
40 58 57 4.20 4.58 4.93 - ID5
53 42 67 4.40 4.58 4.07 - ID6
40 45 35 4.93 4.67 4.93 - ID7
47 67 40 5.27 5.50 5.00 - ID8
Table A.3: Summary of unique displays composing the stimuli subset used
in Chapters 4 and 5. From the original stimulus set described in
Chapter 2 and 3 we selected eight angry and eight happy displays
that were identified with an accuracy of 85% or higher, and an
average confidence rating of five or higher. Mean accuracy ratings
are summarized based on the judgements obtained from three
groups in validation experiments (av - audio-visual group, a -
auditory group, v - visual group) described in Chapter 3. We also
chose eight neutral displays that received an approximately equal
number of happy and angry judgements in each experimental
group described in Chapter 3 (between 40-60%).
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Figure A.5: Mean accuracy of emotion judgments for angry, happy and neu-
tral displays for different participants (initials and age for spe-
cific participants given) for visual condition in Chapter 4. The
error bars represent one standard error of the mean and the
dashed line represents the level of chance (0.33).
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Figure A.6: Mean accuracy of emotion judgments for angry, happy and neu-
tral displays for different participants (initials and age for spe-
cific participants given) for auditory condition in Chapter 4. The
error bars represent one standard error of the mean and the
dashed line represents the level of chance (0.33).
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Figure A.7: Mean accuracy of emotion judgements and standard errors ob-
tained in Experiment 1 (Chapter 5) for unimodal stimuli (audi-
tory and visual) and congruent bimodal stimuli for both emo-
tional expressions. The figure displays the results obtained with
unmodified auditory stimuli (top row labeled unmodified) and
brown noise filtered auditory stimuli (bottom row labeled fil-
tered).
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Figure A.8: Mean reaction times (in milliseconds) of emotion judgements
and standard errors obtained in Experiment 1 (Chapter 5) for
unimodal stimuli (auditory and visual) and congruent bimodal
stimuli for both emotional expressions. The figure displays the
results obtained with unmodified auditory stimuli (top row la-
beled unmodified) and brown noise filtered auditory stimuli (bot-
tom row labeled filtered).
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Figure A.9: Mean accuracy of emotion judgements and standard errors ob-
tained in Experiment 2 (Chapter 5) for unimodal stimuli (audi-
tory and visual) and congruent bimodal stimuli for both emo-
tional expressions. The figure displays the results obtained with
unmodified auditory stimuli (top row labeled unmodified) and
low-pass filtered auditory stimuli (bottom row labeled filtered).
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Figure A.10: Mean reaction times (in milliseconds) of emotion judgements
and standard errors obtained in Experiment 2 (Chapter 5) for
unimodal stimuli (auditory and visual) and congruent bimodal
stimuli for both emotional expressions. The figure displays the
results obtained with unmodified auditory stimuli (top row la-
beled unmodified) and low-pass filtered auditory stimuli (bot-
tom row labeled filtered).
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Figure A.11: Mean accuracy of emotion identification and standard errors
obtained in Experiment 3 (Chapter 5) for unimodal, and con-
gruent and incongruent bimodal filtered stimuli. Circles dis-
play performance when participants were instructed to attend
the emotion expressed aurally, while triangles display perfor-
mance when participants were instructed to attend the emotion
expressed visually.
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Figure A.12: Mean reaction times (milliseconds) and standard errors ob-
tained in Experiment 3 (Chapter 5) for unimodal, and con-
gruent and incongruent bimodal filtered stimuli. Circles dis-
play performance when participants were instructed to attend
the emotion expressed aurally, while triangles display perfor-
mance when participants were instructed to attend the emotion
expressed visually.
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Figure A.13: Mean accuracy of emotion identification and standard errors
obtained in Experiment 3 (Chapter 5) for congruent and in-
congruent bimodal unmodified stimuli. Circles display perfor-
mance when participants were instructed to attend the emotion
expressed aurally, while triangles display performance when
participants were instructed to attend the emotion expressed
visually.
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Figure A.14: Mean reaction times (milliseconds) and standard errors ob-
tained in Experiment 3 (Chapter 5) for congruent and incongru-
ent bimodal unmodified stimuli. Circles display performance
when participants were instructed to attend the emotion ex-
pressed aurally, while triangles display performance when par-
ticipants were instructed to attend the emotion expressed visu-
ally.
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