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Abstract
We present a method to classify images into different
categories of pornographic content to create a system
for ﬁltering pornographic images from network traf-
ﬁc. Although different systems for this application were
presented in the past, most of these systems are based
on simple skin colour features and have rather poor
performance. Recent advances in the image recogni-
tion ﬁeld in particular for the classiﬁcation of objects
have shown that bag-of-visual-words-approaches are a
good method for many image classiﬁcation problems.
The system we present here, is based on this approach,
usesatask-speciﬁcvisualvocabularyandistrainedand
evaluated on an image database of 8500 images from
different categories. It is shown that it clearly outper-
forms earlier systems on this dataset and further eval-
uation on two novel web-trafﬁc collections shows the
good performance of the proposed system.
1 Introduction
Rating images according to their content is an important
application area, with one main application in ﬁltering
network trafﬁc to prohibit e.g. viewing pornographic
material. One desired property of such a system is the
possibility to dynamically change the content-type that
is ﬁltered to avoid the necessity of several such systems.
Different clients might require differently strict content-
ﬁlters (e.g. elementary schools or religious institutions
might require different ﬁlters than universities or private
employers). At home, people might want to enable such
a ﬁlter over the day, when children are using the com-
puter but disable it in the late evening [14]. Ideally, an
pornographic image ﬁlter is created once and then the
ﬁlter administrator can easily select which types of im-
ages he wants the ﬁlter to remove and which types of
images are allowed.
In the literature, different porn image ﬁltering tech-
niques were presented: The detection of skin coloured
areas is investigated in [10, 9], skin colour features are
used in combination with other features such as tex-
ture features and colour histograms [7, 11, 15, 2, 9, 16].
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Most of these systems build on neural networks or sup-
port vector machines as classiﬁers. In [14], some spe-
cialised features for porn image classiﬁcation are pre-
sented and used in a retrieval/nearest neighbour clas-
siﬁcation scheme. The POESIA ﬁlter1 contains an
open source implementation of a skin-colour-based ﬁl-
ter. Other approaches try to fuse textual and visual in-
formation from webpages in order to achieve better per-
formance [8].
Recently the bag-of-visual-words (BOVW) mod-
els, which were initially proposed for texture classiﬁca-
tion [3, 13], have gained enormous popularity in object
classiﬁcation [4, 5] and natural scene analysis [6]. The
BOVWmodelsareinspiredbythebag-of-wordsmodels
intextclassiﬁcationwhereadocumentisrepresentedby
an unsorted set of the contained words. Analogously,
here an image is represented by an unsorted set of dis-
crete visual words, which are obtained by discretisation
of local descriptors. The here presented method learns
a task-speciﬁc visual vocabulary and employs a log-
linear model to discriminate between different classes
of content-type.
2 Porn Image Identiﬁcation
For porn image identiﬁcation, we follow the BOVW-
approach, where images are represented as a histogram
of visual words. The visual words denote local features
extracted from the images and the vocabulary is learnt
task-speciﬁcally from a training database.
2.1 Bag-of-Visual-Words Method
As local features, we extract image patches around
difference-of-Gaussian interest points [12] which are
scaled to a common size and then PCA transformed
leaving 30 coefﬁcients to reduce their dimensionality.
The advantage of patches over e.g. SIFT features [12]
is the straight-forward inclusion of colour information
which clearly is important for the addressed task.
To create a visual vocabulary, we use the training al-
gorithm for unsupervised training of Gaussian mixture
models. This algorithm creates a set of 2#splits densi-
ties by iteratively splitting each existing density in the
1http://www.poesia-filter.org/direction of its variance starting from a single Gaussian.
The so learned visual vocabulary is able to capture fre-
quently occurring patterns in the provided training data.
Given this model, for each local feature, the iden-
tiﬁer of the closest density ˆ c is determined and a his-
togram over these identiﬁers is created:
hc(X) =
X
l
δ(c,argmax
ˆ c
{N(xl|µc,Σc)}), (1)
where xl are the local features extracted from image
X, h is the resulting histogram and c enumerates the
histogram bins and the corresponding densities. Thus,
hc(X) gives the number of patches xl for which the c-th
density is the one with the highest emission probability.
In the second phase, we use a discriminative classi-
ﬁer to determine the class of the images represented by
the histograms. Here, we evaluate the use of support
vector machines and log-linear models. For the support
vector machine, we use the one-against-the-rest multi-
class scheme, which allows to unify the decision rule
for both approaches as follows:
r(h(X)) =argmax
k0 {g(h(X),k0)} (2)
where the discriminant function g(h(X),k) for the sup-
port vector machine is deﬁned as
gsvm(h(X),k) =αk +
X
v∈Sk
αvK(h(X),v), (3)
with S is the set of support vectors, αc is the bias term
for class k and K is the kernel function. As the feature
vectors in our experiments here are always histograms,
we use the histogram intersection kernel[1]. The dis-
criminant function of the LLM is deﬁned as
gllm(h(X),k) =
exp(αk + λt
kh(X))
P
k0 exp(αk0 + λt
k0h(X))
, (4)
where λk and αk are the class speciﬁc parameters that
are obtained using gradient descent and λt
kh(X) de-
notes the scalar product of the histogram and the trained
λks.
2.2 Filtering Rules
To create a ﬁlter system from the classiﬁer described
above, ﬁrst we deﬁne a set of categories, closely fol-
lowing [14], where the images are grouped into ﬁve dif-
ferent categories:
class 0: inoffensive images,
class 1: lightly dressed persons, might be offensive in
very strict environments,
class 2: partly nude persons, might be objectionable in
school environments,
class 3: nude persons, likely objectionable in many en-
vironments, and
class 4: porn images, probably offensive in most envi-
ronments.
An example image for each of these classes (with black-
ened areas to keep the paper unobjectionable) is given
in Figure 1 (classes 0 to 4 from left to right).
Figure 1. Example images for the 5 different classes
To give maximal ﬂexibility to the administrator of
the ﬁltering system, the decision rule is deﬁned as
r(h(X)) =sgn


4 X
c=f
g(h(X),c) − θ

 (5)
where an image is ﬁltered, when r(h(X)) is +1 and
allowed when it is −1. The parameter f speciﬁes the
least objectionable class that should be ﬁltered and θ is
a threshold parameter that can be used to tune the false
reject/false accept ratio according to the users needs.
The chosen value for θ normally has to be chosen to
ﬁnd the best compromise between removing unobjec-
tionable images (which happens frequently with small
θ) and not removing objectionable images (which may
happen with large θ). sgn is the signum-step function
centred at 0.
The tuning of θ corresponds to changing the mis-
classiﬁcation costs in Bayes’ decision rule to minimise
the expected cost of misclassiﬁcation, and thus effec-
tively allowing the ﬁlter administrator to decide about
the amount of false positives (fp), i.e. images that are re-
moved by the ﬁltering software but should not, and the
amount of false negatives (fn), i.e. images that should
be removed by the ﬁltering software but are not. This
approach, which is based around a classiﬁer discrimi-
nating ﬁve classes will in the following be denoted as
‘joint’ classiﬁer.
Another option to create a ﬁltering system, is to cre-
ate classiﬁers that are trained with known f-parameter.
This method requires separate systems for different f-
parameters. The resulting two-class classiﬁers can the
directly be used to ﬁlter images without the need to use
Eq (5) as the classes here directly correspond to ‘objec-
tionable’ or not. Analogous, a thresholding parameter
θ to tune the ratio of false positives and false negatives
can be incorporated.
3 Experimental Results
To be able to compare our results with other pub-
lished results, we use the database presented in [14].
The database consists of 8,500 images in total (approx.
1,700 per class), and we perform the experiments in
ﬁve-fold cross-validation to keep training and test data
separate. In informal experiments we evaluated the size
of the visual vocabulary and found that the performance
is clearly improved up to 2048 bins (11 splits) but is not
much improved with more bins.
As described above, the evaluation of image ﬁlter-ing/porn image identiﬁcation, cannot be simply done by
using the error rate. Instead, the number of unﬁltered,
but offensive images and the number of ﬁltered, but in-
offensive images is important (false negatives (fn) and
false positives (fp)). Additionally, the different types of
false negatives could be evaluated; e.g. in a setup where
classes 2 to 4 are not-allowed, an image from class 2
which is accidentally allowed is probably not as offen-
sive as an image from class 4, which passed the ﬁlter.
Results from the experimental evaluation of the
methods are presented in Table 1 for different param-
eters f with θ set to minimise the classiﬁcation error
on the training data. Table 1 (a) gives the false positive
and false negative rates in percent for the SVM and the
LLM. Both models perform similar, with slightly bet-
ter classiﬁcation of the SVM. The confusion matrices
for these experiments are given in Table 1(b,c). In both
confusion matrices, it can be observed that hardly any
confusions between classes 0 and 4 happen, and that
neighbouring classes, in particular classes 1 to 3, are
confused more frequently.
In Table 2(a), comparison results to those in Ta-
ble 1(a) are given, but instead of the joint classiﬁcation
approach deﬁned by Eq (5), here binary classiﬁers were
used. Again, the SVM slightly outperforms the LLM,
but overall it can be observed that the joint approach is
better than the binary classiﬁcation task. This might be
due to the additional knowledge encoded in the class
hierarchy and the smaller intra-class variability in these
experiments.
A comparison of our results to results presented in
the literature is given in Table 2(b). The top block lists
results on different setups using the AIRS system [14].
Note that these results are not strictly comparable to the
results reported for our method, since we used only a
subset of the data.
To demonstrate the power of the BOVW-approach
overtheskincolourmodels, weperformedexperiments,
where we replace the histograms over visual words by
skin colour histograms [10]. Results from these exper-
iments are given in Table 2(c). It can be observed that
the BOVW model clearly outperforms the skin colour
features. Nonetheless, if we use skin colour features
in combination with our visual vocabulary, a small im-
provement can be obtained as can be seen in Table 3(b).
An overview over most results presented here is
given in Table 3(a): ROC curves of different experi-
ments are given. The solid lines denote ROC curves for
the experiments with LLM, the red dots denote the re-
sults given in [14] and the classiﬁcation results for our
experiments using the skin colour model from [10], re-
spectively.
The results show that the automatic ﬁltering of
pornographic images can be done using a BOVW ap-
proach with better precision than using skin colour fea-
tures, but that a fusion of these approaches outperforms
both of its components. Additionally, the overall pre-
cision of the ﬁlter depends on the ﬁltering rules. It is
much easier to create very strict (only class 0 allowed)
or very slack ﬁlters (only class 4 prohibited) than it is to
create ﬁlter with a more complex objective. The deci-
sions between classes 1, 2, and 3 are much harder than
the decision whether an image is class 0 or class 4.
Anadditionalimprovementispossiblebycombining
skin colour models [10] with the BOVW models. To
combine these two models, the skin colour histograms
and the BOVW histograms are concatenated and the
classiﬁers are trained on these augmented histograms.
Results for these experiments are given in Table 3(b)
and a comparison to the results in Tables 1(a) shows
that the results are slightly better than the BOVW words
model alone and much better than the skin colour model
xalone. This shows that the BOVW model is able to
capture nearly sufﬁcient colour information that an ad-
ditional skin colour model is not necessary.
Experiments on Web Trafﬁc Data. Additionally to
the experiments on the standard data set, we use two
internal datasets of 1,000 images each. Dataset A was
obtained by saving images that were routed through a
proxy in a public anonymiser network, and Dataset B
was obtained from the central proxy server of an inter-
net provider. We manually classiﬁed these 2,000 im-
ages according to the classiﬁcation scheme described
above. The trafﬁc from the anonymiser network con-
tains a much higher percentage of pornographic images
than the normal web trafﬁc, in particular the amount
of images in the higher classes is increased. Results
from the experiments on these datasets are given in Ta-
ble 3(c). It can be observed that these datasets are much
more difﬁcult to ﬁlter than the standard dataset. Again,
the θ-parameter was chosen such that the classiﬁcation
error rate was minised to give a better impression of the
systems performance. To create an actual ﬁltering sys-
tem, θ would be tuned to have a sufﬁciently low false
positive rate.
4 Discussion and Conclusion
We have presented a porn-detection and ﬁltering
method based on the popular BOVW image classiﬁca-
tion model. The method allows for creation of a ﬂexi-
ble content-ﬁlter that can be easily adapted for the users
needs and clearly outperforms state of the art methods
in this task on a standard task. Integrating standard skin
colour features into our system only led to a minor im-
provment, which demonstrates the general capability of
the BOVW model to capture sufﬁcient image informa-
tion for this task.Table 1. (a) True positive (tp) and false positive (fn) rates for the SVM and the LLM experiments with a joint classiﬁer.
(b) Confusion matrix for the SVM experiment, (c) Confusion matrix for the LLM experiment.
(a)
SVM LLM
f fp fn fp fn
1 0.5 0.8 1.2 0.8
2 4.4 4.6 6.5 4.3
3 3.4 4.7 5.1 4.6
4 1.6 1.5 2.0 1.7
(b)
classiﬁed as
0 1 2 3 4
0 19.4 0.3 0.1 0.1 0.0
1 0.4 15.4 1.9 1.4 1.0
2 0.1 1.3 17.6 0.6 0.3
3 0.3 1.7 1.4 16.2 0.3
c
o
r
r
e
c
t
c
l
a
s
s
4 0.0 1.2 0.0 0.3 18.6
(c)
classiﬁed as
0 1 2 3 4
0 18.8 0.4 0.2 0.4 0.1
1 0.4 14.1 2.0 2.1 1.4
2 0.2 1.4 16.9 1.1 0.4
3 0.2 2.0 1.3 16.1 0.4
c
o
r
r
e
c
t
c
l
a
s
s
4 0.0 0.9 0.1 0.4 18.5
Table 2. (a) Results from the binary classiﬁcation experiments for the porn identiﬁcation task. (b) Comparison result
from the literature, (c) Experiments with skin colour features and a LLM in joint/binary classiﬁcation experiments.
(a)
SVM LLM
f fp fn fp fn
1 0.5 0.6 0.7 0.8
2 3.5 7.6 5.1 7.7
3 5.6 4.3 5.6 6.5
4 2.1 1.3 2.1 2.2
(b)
method fp fn
AIRS [14]∗ 24.94 0.90
AIRS [14]∗ 8.39 6.53
AIRS [14]∗ 23.00 0.75
AIRS [14]∗ 5.75 9.04
skin colour [10] in [14] ∗ 14.2 7.50
(c)
method joint binary
f fp fn fp fn
1 5.5 2.5 3.6 3.2
2 11.1 11.1 9.2 11.7
3 10.3 10.7 12.6 9.2
4 4.7 7.5 8.5 5.0
∗ the experiments from [14] are not strictly comparable to our experiments as we use only a subset of the data they used and we use cross-validation.
Table 3. (a) ROC curves for a selection of different porn ﬁltering experiments. (b) Results for the experiments with
BOVW model and skin colour features. (c) Results on the web trafﬁc datasets.
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(b)
method SVM LLM
f fp fn fp fn
1 0.5 0.8 0.8 1.0
2 4.6 4.2 4.5 5.8
3 3.5 4.3 4.4 5.0
4 1.6 1.3 1.4 2.1
(c)
Dataset A Dataset B
f fp fn fp fn
1 17.2 6.1 33.3 2.5
2 10.1 25.4 14.1 11.6
3 9.4 21.2 10.1 12.7
4 2.7 23.8 2.8 9.7
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