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Resumo
Estudos com se´ries temporais teˆm sido amplamente utilizados em ana´lises de dados am-
bientais. Este trabalho avalia as concentrac¸o˜es dia´rias de Material Particulado Inala´vel
(PM10) para a Regia˜o da Grande Vito´ria, ES, Brasil, para os anos de 2003 e 2004, uti-
lizando processos SARFIMA-GARCH, modelos que capturam as propriedades de longa
dependeˆncia, sazonalidade e volatilidade condicional varia´vel no tempo. Para verificar a
efica´cia da metodologia, realizou-se estudos de comparac¸a˜o de predic¸a˜o e previsa˜o a mode-
los usuais da literatura, e os resultados evidenciaram que o modelo proposto, SARFIMA-
GARCH captou melhor variabilidade dos dados em termos do erro quadra´tico me´dio.
Palavras Chave: Se´ries Temporais. Material particulado. PM10. Part´ıculas inala´veis.
Volatilidade. Sazonalidade. Filtro de Kalman. Longa Dependeˆncia.
Abstract
Studies on time series have been widely used to analyze environmental data. This study
evaluates the daily concentration of inhalable particulate matter (PM10) for the Region
of Grande Vito´ria, ES, Brazil, for the years 2003 and 2004, using SARFIMA-GARCH
processes, models that capture the properties of long-term dependence, seasonality and
volatility Conditional variable over time. To verify the effectiveness of the methodology
was carried out studies for the comparison of prediction and forecasting models to the
usual literature, and the results showed that the proposed model, SARFIMA-GARCH
best captured variability of the data in terms of average square error.
Keywords: Time Series. Particulate matter. PM10. Inhalable particulate. Volatility.
Seasonality. Kalman Filter. Long Memory.
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Capı´tulo1
Introduc¸a˜o
O ar e´ um dos mais importantes recursos naturais do planeta Terra. Com o crescimento da
industrial, iniciado no per´ıodo da Revoluc¸a˜o Industrial, a qualidade do ar veio diminuindo,
causando diversos episo´dios de altas concentrac¸o˜es de poluentes no in´ıcio do se´culo XX.
Metodologias para ana´lises de se´ries temporais vieram se difundindo na literatura, uma
grande contribuic¸a˜o para o inicio do se´culo, foi a ide´ia de se´ries temporais estoca´sticas,
postulando que cada se´rie temporal pode ser considerada como a realizac¸a˜o de um processo
estoca´stico (Yule, 1927). Baseando-se nesta ide´ia, um conjunto de me´todos de ana´lise
para se´ries temporais foram desenvolvidos, como a primeira formulac¸a˜o do conceito de
modelos auto-regressivo (AR) e me´dias mo´veis (MA), dados por diversos trabalhos de
Slutsky, Walker, Yaglom e Yule. A publicac¸a˜o de Time Series Analysis: Forecasting
and Control por Box e Jenkins, (1970), integrou o conhecimento ja´ existente, causando
um enorme impacto sobre a teoria e a pra´tica da moderna ana´lise e previsa˜o de se´rie
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temporais, e com a chegada do computador eles popularizaram o uso dos modelos auto-
regressivos integrados me´dias mo´veis (ARIMA) e suas extenso˜es em diversas a´reas da
cieˆncia, (Gooijer & Hyndman, 2006). A partir da´ı, surgiram diversas publicac¸o˜es de
trabalhos com ana´lises de se´ries temporais de dados ambientais. No aˆmbito da poluic¸a˜o
atmosfe´rica, pode-se citar diversos autores que usaram desta metodologia para analisar
se´ries de poluic¸a˜o do ar como McCollister e Wilson (1975), Finzi e Tebaldi (1982), Terry,
Lee e Kumar (1986), Robeson e Steyn (1990) e Shively (1990).
Segundo Perez & Reyes (2002), fatores como densidade populacional, frota veicular, ati-
vidades industriais e condic¸o˜es meteorolo´gicas, entre outros, contribuem para o aumento
da poluic¸a˜o atmosfe´rica. Um poluente muito comum a`s regio˜es urbanas e´ o Material Par-
ticulado Inala´vel (PM10), isto e´, part´ıculas com um diaˆmetro aerodinaˆmico menor que ou
igual a 10µm, que possuem como fontes principais a combusta˜o de combust´ıveis fo´sseis
e processos industriais. Frota veicular e´ outra fonte significante de poeira que conte´m
um alto ı´ndice de part´ıculas PM10, que por serem minu´sculas, manteˆm-se suspensas por
va´rias horas.
Um dos padro˜es de qualidade do ar especificados pelas legislac¸o˜es de diversos pa´ıses e´
a me´dia de 24h (me´dia dia´ria) das concentrac¸o˜es de PM10. A preocupac¸a˜o com essas
part´ıculas e´ devido a seu minu´sculo tamanho, pequenas o bastante para penetrarem no
trato respirato´rio dos seres humanos e por isso sa˜o potencialmente prejudiciais ao funciona-
mento normal do organismo. De acordo com a Resoluc¸a˜o CONAMA no003 de 28/06/1990,
150µg/m3 e´ o limite ma´ximo de concentrac¸a˜o para o PM10, que preveˆ o mı´nimo efeito
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adverso sobre o bem-estar da populac¸a˜o (IBAMA, 1992).
A exposic¸a˜o a concentrac¸o˜es elevadas de PM10 na atmosfera associa-se fortemente a diver-
sos problemas de sau´de. Estudos realizados por Ostro et al. (1996) em Santiago, Chile,
mostraram atrave´s da ana´lise de se´ries temporais uma associac¸a˜o significativa entre PM10
e problemas respirato´rios em grupos de crianc¸as. Especificamente, os autores detectaram
um aumento de 7% no nu´mero de internac¸o˜es em grupos de crianc¸as com idade de 2 a
15 anos para um aumento de 50µg/m3 na concentrac¸a˜o de PM10, com defasagem de 5
dias. Estudos similares conduzidos na Califo´rnia, EUA (Ostro, Hurley & Lipsett, 1998b)
e Bancoque, Tailaˆndia, (Ostro et al., 1999) indicaram uma associac¸a˜o estat´ıstica signifi-
cativa entre PM10 e mortalidade, sendo que um incremento de 10µg/m
3 na concentrac¸a˜o
dia´ria de PM10 e´ associada com cerca de 1% no aumento de mortalidade total e cerca de
3% para doenc¸as respirato´rias e cardiovasculares. Almeida (2006) em estudo semelhante
para Cariacica, ES, Brasil, detectou significante correlac¸a˜o entre o PM10 e nu´mero de
atendimentos hospitalares por causas respirato´rias no grupo de crianc¸as de 0 a 6 anos de
idade. Souza Jr. et al. (2001), de 1995 a 1998, efetuaram um estudo de caracterizac¸a˜o do
PM10 da Regia˜o da Grande Vito´ria, ES, Brasil, realizados com filtros de monitoramento.
As contribuic¸o˜es encontradas para as diversas fontes sa˜o, a contribu´ıc¸a˜o industrial na
qualidade do ar representa 34,6%, as atividades humanas (emissa˜o veicular, queimadas,
construc¸a˜o civil) 54,6%, e as emisso˜es naturais cerca de 10,8%.
Va´rias estrate´gias de modelagens teˆm sido desenvolvidas e otimizadas, no intuito de gerar
previso˜es satisfato´rias das concentrac¸o˜es dos poluentes em diversos cena´rios. A utilizac¸a˜o
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de modelos de previsa˜o e´ um artificio importante para conhecer os diversos comportamen-
tos e caracter´ısticas de determinados poluentes, podendo dessa forma, prever poss´ıveis
picos de concentrac¸a˜o. Para isso, existem duas classes de modelos, os experimentais e os
matema´ticos. Nesse u´ltimo, tem-se os modelos determin´ısticos e os modelos estoca´sticos.
Este estudo se concentrara´ na classe de modelagem estoca´stica.
Sazonalidade, longa dependeˆncia e volatilidade sa˜o caracter´ısticas e geralmente encontra-
das em se´ries de dados ambientais, caracter´ısticas estas presentes pelos inu´meros ciclos
que encontramos no meio ambiente, portanto essas propriedades devem ser consideradas
para que modelos possam predizer satisfatoriamente as concentrac¸o˜es esperadas dos po-
luentes em estudo. A sazonalidade e´ um fenoˆmeno geralmente intra-anual que se repete
com certa regularidade em determinado per´ıodo. Longa dependeˆncia e´ caracterizada por
autocorrelac¸o˜es significantes entre observac¸o˜es distantes. Essas propriedades teˆm sido
bem exploradas de maneira teo´rica e pra´tica em Doukhan, Oppenheim & Taqqu, (2003).
A propriedade de volatilidade e´ caracterizada pela na˜o-constaˆncia da variaˆncia, ou seja, a
variaˆncia do processo e´ func¸a˜o do tempo. No aˆmbito da poluic¸a˜o do ar, as caracter´ısticas
de sazonalidade e longa dependeˆncia presentes nessas se´ries ocorrem geralmente para o
per´ıodo de 7 dias (sazonalidade semanal), pois durante os dias u´teis existe uma grande mo-
vimentac¸a˜o de ve´ıculos e intensa atividade industrial, havendo uma acumulac¸a˜o cont´ınua
de poluentes, fato observado em menor volume para os finais de semana. A propriedade
de volatilidade caracteriza a aleatoriedade nas se´ries de dados da poluic¸a˜o do ar. Essas
propriedades sa˜o exploradas em Reisen, Rodrigues & Palma (2006a,b), Engle (1982), Jor-
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quera et al. (1998), Chelani & Devotta (2005), Zolghadri & Cazaurang (2005), Goyal,
Chan & Jaiswal (2006), Teyssie`re & Kirman (2006) entre outros.
Recentemente, ana´lises de se´ries temporais com longa dependeˆncia teˆm sido alvo de mui-
tos estudos, e diversos me´todos de estimac¸a˜o para o paraˆmetro de memo´ria longa foram
propostos. Processos com essa propriedade tiveram estudos iniciados por Hurst (1951)
em ana´lises a se´rie de n´ıveis mı´nimos de a´gua no Rio Nilo. Posteriormente, Granger e
Joyeux (1980) e Hosking (1981) propuseram uma generalizac¸a˜o do ARIMA para lidar com
longa dependeˆncia. As propriedades desses estimadores de longa dependeˆncia veˆm sendo
ostensivamente avaliadas em diversas situac¸o˜es, como por exemplo, na presenc¸a de erros
na˜o Gaussianos e outliers, ver por exemplo Sena, Reisen & Lopes (2006), Jensen (1999) e
Whitcher (2004). Em se´ries temporais com longa dependeˆncia e sazonalidade, trabalhos de
Porter-Hudak (1990) e Hassler (1994) propo˜em o me´todo Geweke & Porter-Hudak (1983)
para estimac¸a˜o dos processos ARFIMA sazonal. Uma generalizac¸a˜o desses modelos sazo-
nais de longa memo´ria sa˜o os modelos ARUMA e o GARMA, respectivamente, propostos
por Giraitis & Leipus (1995) e Woodward, Cheng & Gray (1998). Reisen, Rodrigues &
Palma (2006a,b) apresentaram estudos do modelo ARFIMA sazonal que e´ um caso parti-
cular do modelos ARUMA/GARMA e sugeriram estimadores ao paraˆmetro de memo´ria.
Estudos emp´ıricos, considerados pelos autores, evidenciaram a efica´cia dos estimadores
quando comparados aos me´todos ja´ existentes na literatura. Reisen et al. (2008) consi-
dera modelos fraciona´rios com sazonalidade mu´ltipla, mostrando propriedades teo´ricas e
assinto´ticas dos estimadores dos paraˆmetros de memo´ria do processo.
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Se´ries temporais provenientes de monitoramentos da qualidade do ar possuem frequ¨ente-
mente a presenc¸a de observac¸o˜es faltantes. Essas observac¸o˜es faltantes ocorrem geralmente
por falha na medic¸a˜o ou defeito nos equipamentos de medida. A se´rie das concentrac¸o˜es
dia´rias de PM10 usada neste estudo possui essas caracter´ısticas. Para estimac¸a˜o das ob-
servac¸o˜es faltantes, foi usada uma modificac¸a˜o do Filtro de Kalman proposta por Palma &
Chan (1997). Palma & Del Pino (1999) e Iglesias, Jorqueira & Palma (2005) sa˜o exemplos
de pesquisas relacionadas a` estimac¸a˜o dessas observac¸o˜es faltantes.
A sazonalidade e´ uma importante propriedade que deve ser explorada em estudos de
se´ries ambientais. Trabalhos envolvendo previso˜es em se´ries de concentrac¸a˜o de PM10
como Stadlober, Ho¨rmann & Pfeiler (2008) incorpora a componente sazonal atrave´s do
uso de varia´veis bina´rias ou dicotoˆmicas (dummy) enquanto Goyal, Chan & Jaiswal (2006)
na˜o incorpora ao modelo de previsa˜o a influeˆncia sazonal. Neste trabalho, uma inovac¸a˜o
na ana´lise temporal, e´ inclusa˜o de uma componente sazonal multiplicativa fraciona´ria,
como explorado de forma teo´rica em Reisen et al. (2008).
O trabalho esta´ dividido como se segue. A pro´xima Sec¸a˜o, mostra os objetivos do trabalho.
A Sec¸a˜o 3 apresenta uma revisa˜o bibliogra´fica do estudo, a Sec¸a˜o 4 descreve a metodologia
de modelagem e propriedades dos modelos. A Sec¸a˜o 5 apresenta as ana´lises e os resultados
de modelagem e de estimac¸a˜o. As concluso˜es da pesquisa e recomendac¸o˜es para trabalhos
futuros esta˜o na Sec¸a˜o 6.
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Capı´tulo2
Objetivo
2.1 Objetivo Geral
O objetivo deste trabalho e´ utilizar a modelagem de se´ries temporais, com dois paraˆmetros
de longa dependeˆncia e erros heteroceda´sticos na ana´lise de se´ries temporais das concen-
trac¸o˜es me´dias dia´rias de PM10, atrave´s do processo Sazonal Auto-regressivo Integrado
Fraciona´rio Me´dia Mo´vel (SARFIMA), aplicado-o a`s concentrac¸o˜es de material particu-
lado inala´vel (PM10) do munic´ıpio de Cariacica.
2.2 Objetivos Espec´ıficos
• Estudar a estrutura de correlac¸a˜o da se´rie de PM10;
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• Estimar as observac¸o˜es faltantes presentes na se´rie atrave´s do Filtro de Kalman;
• Avaliar as propriedades de sazonalidade, longa dependeˆncia e volatilidade, carac-
ter´ısticas presentes na se´rie das concentrac¸o˜es de material particulado inala´vel;
• Comparar os valores preditos e previstos do modelo SARFIMA aos do modelo
SARMA (Box & Jenkins), ambos com erros heteroceda´sticos e ajustados a se´rie
de material particulado inala´vel.
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Capı´tulo3
Revisa˜o Bibliogra´fica
Diversos estudos teˆm utilizado ferramentas estat´ısticas para explicar a variabilidade e
influeˆncia a` sau´de dos principais poluentes atmosfe´ricos. Importantes estudos envolvendo
essas questo˜es esta˜o listados abaixo.
Palma & Del Pino (1999) discutem questo˜es teo´ricas e metodolo´gicas para predic¸a˜o em
modelos de longa dependeˆncia com dados incompletos. Os autores investigaram a in-
flueˆncia das observac¸o˜es faltantes nos erros de predic¸a˜o para processos com curta e longa
dependeˆncia e a te´cnica e´ ilustrada com uma ana´lise do n´ıvel mı´nimo de a´gua do Rio
Nilo, se´rie com forte dependeˆncia. Os resultados da avaliac¸a˜o da influeˆncia dos valores
faltantes na predic¸a˜o, indicam um contraste n´ıtido entre os modelos ARMA e ARFIMA,
essa influeˆncia desaparece no erro quadra´tico me´dio predito a uma taxa exponencial para
o ARMA e a uma taxa hiperbo´lica para o ARFIMA, persistindo neste ao longo do tempo.
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A variaˆncia do erro de previsa˜o cresce mais lentamente para o modelo ARFIMA do que
para o ARMA, dando ao processo de longa dependeˆncia uma clara vantagem diante dos
processos de curta dependeˆncia. Os dados do n´ıvel anual mı´nimo de a´gua do rio Nilo,
foram usados para o per´ıodo de 622 a` 1921, se´rie explorado por Hosking. O impacto
dos valores faltantes foi avaliado para treˆs combinac¸o˜es. Primeiro para a se´rie de 622 a`
1281, com 7% de valores faltantes, a segunda com a se´rie de 1282 a` 1921, com 46% de
valores faltantes e a terceira, com toda a se´rie e 27% de dados faltantes. Os resultados da
avaliac¸a˜o mostraram que a estimac¸a˜o do paraˆmetro de longa dependeˆncia (d) por ma´xima
verossimilhanc¸a foi similar para as treˆs se´ries.
A concentrac¸a˜o de CO2 na atmosfera e´ uma varia´vel importante para os principais mo-
delos de simulac¸a˜o ambiental e e´ considerado um fundamental fator para a predic¸a˜o da
temperatura e mudanc¸as clima´ticas. No entanto, a variaˆncia condicional dos n´ıveis de CO2
na˜o tem sido previamente examinado. McAleer & Chan (2005) analisaram a tendeˆncia
e a volatilidade das concentrac¸o˜es de CO2 usando dados de janeiro de 1965 a dezembro
de 2002 do conhecido conjunto de dados Mauno Lao. A se´rie apresenta um padra˜o sazo-
nal, tendeˆncia positiva ao longo do tempo e uma estrutura de autocorrelac¸a˜o persistente.
Foi estimado diversos modelos da classe GARCH e GJR, este u´ltimo usado geralmente
para conjunto de dados financeiros. Os autores verificaram que a modelagem da variaˆncia
condicional das concentrac¸o˜es de CO2 permitiu previso˜es um passo a frente com inter-
valos de confianc¸a mais exatos. Para um estudo de previsa˜o, os autores reestimaram os
paraˆmetros dos modelos para a se´rie de janeiro de 1965 a dezembro de 2001 e verifica-
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ram o desempenho de previsa˜o dos modelos para janeiro de 2002 a dezembro de 2002.
Os crite´rios avaliados foram a Raiz do Erro Quadra´tico Me´dio (RMSE), o Erro Me´dio
Absoluto (MAE) e o Erro Me´dio Absoluto Percentual (MAPE), que mostraram o modelo
EGARCH(1) como melhores resultados.
Iglesias, Jorquera & Palma (2005) proporam uma metodologia estat´ıstica para manipular
regresso˜es com longa dependeˆncia nos erros e valores faltantes. A estrate´gia de estimac¸a˜o e´
desenvolvida com uma abordagem cla´ssica e Bayesiana e e´ ilustrada com uma aplicac¸a˜o em
um conjunto de dados de poluic¸a˜o do ar da cidade de Santiago, Chile, para per´ıodo de 01
de janeiro de 1989 a 31 de dezembro de 1996 (Ambient Air Quality Monitoring Network),
com um nu´mero recorde de 531 dias sem observac¸a˜o. Para correc¸a˜o das observac¸o˜es
faltantes, foi utilizado o Filtro de Kalman. Para explicar a variac¸a˜o nas concentrac¸o˜es
de PM10, os autores utilizaram como varia´veis explanato´rias da regressa˜o, a velocidade
do vento, a precipitac¸a˜o, as concentrac¸o˜es de CO2 e SO2, varia´veis estas que mostraram-
se correlacionadas com a concentrac¸a˜o do PM10. A aplicac¸a˜o da metodologia aos dados
reais, com a abordagem cla´ssica, mostrou que a infereˆncia pode ser distorcida se a longa
dependeˆncia nos erros na˜o for considerada.
Changa et al. (2005) realizaram um estudo na cidade de Tapey (Taiwan) no per´ıodo
compreendido entre 1997 a 2001 para verificar a associac¸a˜o entre os n´ıveis dos poluentes
(PM10, SO2, NO2, CO e O3) para variac¸o˜es interquart´ılicas e os atendimentos por doenc¸as
cardiovascular na populac¸a˜o de Tapey. Os resultados encontrados relatam que para os
per´ıodos mais quentes, ou seja, temperatura acima de 20oC, associac¸o˜es estatisticamente
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significativas foram encontradas entre os n´ıveis de concentrac¸a˜o dos poluentes PM10 (24.51
µg/m3), NO2 (9.95 ppb), CO (0.49 ppm) e O3 (9.95 ppb), evidenciando um aumento nas
admisso˜es hospitalares por patologia cardiovascular na ordem de 8.5%, 17.7%, 9% e 18.9%
respectivamente. Nos dias com temperatura abaixo de 20oC todos os poluentes se mos-
traram associados aos aumentos no nu´mero de atendimentos por doenc¸as cardiovascular,
exceto O3 e SO2, sendo verificados aumentos de 14.20%, 11.2% e 7.3% para um variac¸a˜o
interquart´ılica dos poluentes PM10, NO2 e O3 respectivamente, evidenciando que elevados
ı´ndices dos poluentes atmosfe´ricos, aumentam o risco de admisso˜es hospitalares.
Goyal, Chan & Jaiswal (2006) aplicaram treˆs modelos estat´ısticos a` me´dia dia´ria da
concentrac¸a˜o de PM10 nas cidades de Delhi e Hong Kong. O modelo 1 e´ uma regressa˜o
linear mu´ltipla dos paraˆmetros metereolo´gicos. O modelo 2 e´ um modelos de se´rie tempo-
ral ARIMA e o modelo 3 e´ uma combinac¸a˜o dos dois primeiros modelos. O objetivo dos
autores era desenvolver um modelo estat´ıstico de previsa˜o, confia´vel, da concentrac¸o˜es de
PM10 para as cidades de Delhi e Hong Kong e promover um estudo comparativo atrave´s
do desempenho dos modelos. Os dados utilizados na modelagem foram material parti-
culado inala´vel (µg/m3), velocidade do vento (km/h), temperatura (◦C), radiac¸a˜o solar
(MJ/m2h) e umidade relativa do ar (%) medidos no per´ıodo de julho de 2000 a junho de
2001, para a duas cidades. Na comparac¸a˜o de desempenho dos modelos, as medidas de
erro mostraram que o modelo 3 captou melhor a variabilidade dos conjuntos de dados e
por isso foi utilizado no estudo de previsa˜o. O estudo de previsa˜o ocorreu apenas para a
cidade de Delhi, para o per´ıodo de julho de 2001 a junho de 2002 e o resultado da pre-
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visa˜o mostrou-se satisfato´rio com um erro absoluto me´dio de apenas 25% entre os valores
observados e a previstos.
Stadlober, Hormann & Pfeiler (2008) realizaram um estudo de previsa˜o para as cidades
de Bolzano, Klagentfurt e Graz em per´ıodos compreendidos entre 2001 e 2006. Este
trabalho aplicou um modelo de regressa˜o linear mu´ltipla, prevendo as concentrac¸o˜es de
PM10 atrave´s da velocidade do vento, variac¸a˜o da temperatura, precipitac¸a˜o e varia´veis
dummy para controle da sazonalidade. Para refletir a qualidade das previso˜es, os autores
definiram uma func¸a˜o qualidade baseada no erro de previsa˜o que classifica o valor previsto
como “excelente”, “bom”, “satisfato´rio”, “ruim”e “pe´ssimo”. Os resultados mostraram
que a func¸a˜o de qualidade para previsa˜o proporcionou resultados adequados, com bom
desempenho. As previso˜es para as cidades de Bolzano e Graz, indicaram, respectivamente,
86% e 97% dos valores previstos classificados na treˆs primeiras categorias.
Os trabalhos citados mostram a importaˆncia de se conhecer e modelar o comportamento
da se´rie da concentrac¸a˜o de PM10, para que sejam evidenciados seus efeitos na sau´de.
O presente trabalho utiliza te´cnicas de se´ries temporais para modelar o comportamento
e prever a concentrac¸a˜o de PM10 em ambientes urbanos, contribuindo na elaborac¸a˜o de
pol´ıticas ambientais e de sau´de.
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Capı´tulo4
Modelos e Propriedades
4.1 Modelo SARFIMA e propriedades
O processoXt ≡ {Xt}t∈Z e´ definido como SARFIMA(p, d, q)×(P,D,Q)s (Auto-regressivo
Integrado Fraciona´rio Me´dia Mo´vel Sazonal), se satisfaz a equac¸a˜o de diferenc¸a
Xt = ∇−dUt, (4.1)
onde Ut =
Θ(Bs)θ(B)
Φ(Bs)φ(B)
t, Φ(z
s)φ(z) 6= 0, z ∈ C, e´ um processo SARMA(p, q) × (P,Q)s,
{t} e´ um processo ru´ıdo branco com E(t) = 0 e V ar(t) = σ2 , B e´ o operador de retardo
(BkXt = Xt−k, k ∈ N), Φ(zs), Θ(zs), φ(z) e θ(z) sa˜o polinoˆmios de ordem P, Q, p, q ∈ N,
respectivamente, com ra´ızes fora do c´ırculo unita´rio, {z : |z| ≤ 1}, e sem ra´ızes comuns,
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representados nas formas polinomiais
Φ(zs) = 1− Φ1zs − Φ2z2s − · · · − ΦP zPs,
Θ(zs) = 1−Θ1zs −Θ2z2s − · · · −ΘQzQs,
φ(z) = 1− φ1z − φ2z2 − · · · − φpzp,
θ(z) = 1− θ1z − θ2z2 − · · · − θqzq,
com as constantes reais Φi (i = 1, 2, . . . , P ), Θl, (l = 1, 2, . . . , Q), φj (j = 1, 2, . . . , p)
e θg (g = 1, 2, . . . , q). d = (d,D) e´ o vetor dos paraˆmetros d,D ∈ R que sa˜o, respecti-
vamente, os graus de diferenciac¸a˜o fraciona´ria e fraciona´ria sazonal de per´ıodo s.
A definic¸a˜o do modelo (4.1) e´ uma generalizac¸a˜o de modelos de Box & Jenkins e foi
apresentada por Peiris & Sings (1996). O filtro linear ∇−d (Eq. (4.1)) pode ser escrito
como
∇d ≡ (1−B)d(1−Bs)D =
[ s2 ]∏
j=0
[
(1−Beiwj)(1−Be−iwj)]dj , (4.2)
onde wj =
2pij
s
, j = 1, 2, · · · , [ s
2
]
,
dj =

d+D
2
, j = 0 (wo = 0)
D, j = 1, . . . ,
[
s
2
]− 1 (0 < wj < pi) ,
D
2
, j =
[
s
2
] (
w[ s2 ]
= pi, se s for par
)
sendo [·] a func¸a˜o maior inteiro.
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Baseado em (4.2), Reisen et al. (2008) mostrou que o modelo (4.1) e´ estaciona´rio e
invert´ıvel, se e somente se, |d+D| < 1
2
e |d|, |D| < 1
2
o processo possui caracter´ısticas de
longa dependeˆncia quando d+D > 0.
O filtro linear ∇d (Eq. (4.1)), pode ser representado pela expansa˜o infinita
∇d ≡ (1−B)d(1−Bs)D =
∞∑
j=0
ψ∗jB
j, (4.3)
onde
ψ∗j = pij +
∞∑
i=1
pi
(s)
i pij−is, (4.4)
pil =
Γ(l − d)
Γ(l + 1)Γ(−d) , l = 0, 1, . . . (4.5)
e
pi
(s)
k =
Γ(k −D)
Γ(k + 1)Γ(−D) , k = 0, 1, . . . . (4.6)
A prova da Equac¸a˜o 4.3 e´ consequ¨eˆncia imediata do produto das expanso˜es binomiais
(1−B)d e (1−Bs)D.
Corola´rio 1 (Reisen et al. (2008)). Seja Xt o processo definido pela Eq. (4.1) onde
|d+D| < 1
2
e |d|, |D| < 1
2
. Se Φ(zs), φ(z) 6= 0, |z| = 1, enta˜o o modelo (4.1) possui uma
soluc¸a˜o u´nica estaciona´ria, representada pela expansa˜o MA(∞)
Xt =
∑
j∈Z
ψj∇−dt−j, (4.7)
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onde ψj sa˜o determinados pela expansa˜o de Laurent
∑
j∈Z
ψjz
j =
Θ(zs)θ(z)
Φ(zs)φ(z)
, (4.8)
para algum |z| = 1.
Para maiores detalhes sobre o Corola´rio 1, ver Reisen et al. (2008).
Uma se´rie temporal com paraˆmetros de diferenciac¸a˜o fraciona´rios sazonais e na˜o sazonais
possue func¸a˜o densidade espectral dada por
f(w) = f ∗(w)|w|−υ
k∏
i=1
ϕi∏
j=1
|w − wij|−υi , (4.9)
onde w ∈ (−pi, pi], f ∗(·) e´ uma func¸a˜o cont´ınua, limitada acima e longe de zero, 0 ≤ υ,
υi < 1 e wij 6= 0 para j = 1, ..., ϕi, i = 1, ..., k (Reisen et al., 2008). Processos com
densidade espectral dada pela Eq. (4.9) teˆm sido discutidos em Palma & Chan (2005),
Giraitis & Leipus (1995), entre outros. Especificamente, a densidade espectral do processo
Xt, satisfazendo o modelo (4.1) com d, D ∈
(−1
2
, 1
2
)
pode ser escrita
fX(ω) = fU(ω)
[
2sen
(ωs
2
)]−2D [
2sen
(ω
2
)]−2d
, ω ∈ (−pi, pi], (4.10)
onde fU(·) e´ a densidade espectral do processo ARMA estaciona´rio Ut. Para maiores
detalhes, veja Reisen, Rodrigues & Palma (2006a, b).
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Granger & Joyeux (1980) e Hosking (1981) propuseram o modelo ARFIMA(p,d,q), caso
particular do modelo SARFIMA (Eq.(4.1)) quando P = Q = D = 0. Os modelos
ARFIMA sa˜o amplamente utilizados para modelar se´ries temporais com caracter´ısticas
de memo´ria longa e possuem as propriedades sumarizadas a seguir. O processo ARFIMA
e´ estaciona´rio e invert´ıvel quando |d| < 0.5; d > 0 caracteriza a propriedade de longa
dependeˆncia, d = 0 e d < 0 indicam que o processo e´ de dependeˆncia curta e intermedia´ria,
respectivamente. A func¸a˜o densidade espectral para o modelo ARFIMA comporta-se
da forma f(w) ∼ C|w|−2d para w → 0 em que C e´ uma constante na˜o negativa. A
autocorrelac¸a˜o entre Xt e Xt+k satisfaz ρ(k) ∼ k2d−1 quando k →∞. Desde o trabalho de
Geweke & Porter-Hudak (1983), muitos estimadores para o paraˆmetro d foram propostos,
veja Reisen (1994) e Arteche & Robinson (2000), entre outros.
Seja {X1, . . . , Xn} uma amostra gerada do processo Xt (Eq. (4.1)). Para estimac¸a˜o dos
paraˆmetros d e D, Reisen, Rodrigues & Palma (2006a, b) sugerem uma modificac¸a˜o ao
me´todo de Geweke & Porter-Hudak (1983) em processos sazonais. O me´todo consiste em
obter o estimador dˆ = (dˆ, Dˆ) do logaritmo aplicado na Eq. (4.10), que resulta na equac¸a˜o
linear
log fX(ω) = log fU(ω)−D log
[
2sen
(ωs
2
)]2
− d log
[
2sen
(ω
2
)]2
, (4.11)
onde −pi ≤ ω ≤ pi. A estimativa de d pode ser obtida utilizando a func¸a˜o periodograma
amostral dada por
IX(w) =
1
n
∣∣∣∣∣
n∑
t=1
Xte
iwt
∣∣∣∣∣
2
,
como estimador de fX(·). A equac¸a˜o linear dada em (4.11) pode ser aproximada pela
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equac¸a˜o de regressa˜o linear mu´ltipla
log I(ω) ∼= ao −D log
[
2sen
(ωs
2
)]2
− d log
[
2sen
(ω
2
)]2
+ u, (4.12)
onde ao e´ uma constante e u = ln
I(w)
f(w)
− E
[
ln
I(w)
f(w)
]
.
Segundo Reisen et al. (2008), o estimador dˆ possui as seguintes propriedades assinto´ticas:
(a) Vı´cio:
E(dˆ)− d = 1√
M
W−1bn(1 + o(1)), (4.13)
(b) Variaˆncia:
V ar(dˆ) =
pi2
6M
W−1(1 + o(1)), (4.14)
onde M e´ o “bandwidth”usado na equac¸a˜o de regressa˜o (4.12),
bn = −2

∑[ s2 ]
k=0 bkδk(2pi)
υk υk
(υk+1)2
(
M
n
)υk
∑
k∈Ik bkδk(2pi)
υk υk
(υk+1)2
(
M
n
)υk
 ,
em que bk e´ func¸a˜o de fA(·), Q e´ uma matriz 2× 2 dada por
W = 4

∑[ s2 ]
k=0 δk
∑
k∈Ik δk∑
k∈Ik δk
∑
k∈Ik δk
 ,
31
Ik = {0, k quando ks2 e´ mu´ltiplo de s} e
δk =

1, k = 0,
[
s
2
]
2, k = 1, 2, . . . ,
[
s
2
]− 1.
(c) Distribuic¸a˜o:
√
M(dˆ− d) d→ N
(
W−1b,
pi2
6
W−1
)
, (4.15)
para
b = −2(2pi)υ∗ υ
∗
(υ∗ + 1)2
K

∑
k∈Jk bkδk∑
k∈Ik
⋂
Jk
bkδk
 ,
onde Jk = {k para υk = υ∗}.
Os resultados dados nas Eq. (4.13), (4.14) e (4.15) foram obtidos por Reisen et al. (2008),
supondo t ∼ N(0, 1), na Eq. (4.1). Entretanto, no caso mais simples dos processos de
longa memo´ria, isto e´, o modelo ARFIMA(p,d,q), Sena, Reisen & Lopes (2006) mostraram,
atrave´s de ensaios de Monte Carlo, que o estimador dˆ e´ robusto com a suposic¸a˜o teo´rica de
erros na˜o Gaussianos, com eˆnfase em processos heteroceda´sticos. Os autores apresentam
justificativas teo´ricas e emp´ıricas. Em processos SARFIMA, com paraˆmetros sazonais
fraciona´rios, como estudado neste trabalho, na˜o foi encontrada literatura referente a` essa
questa˜o. Portanto, a estimac¸a˜o de modelos SARFIMA, com erros na˜o Gaussianos, e´
uma vertente de pesquisa que necessita de estudos. Entretanto, os resultados teo´ricos e
emp´ıricos discutidos em Sena, Reisen & Lopes (2006) da˜o suporte para o estudo presente
neste trabalho, isto e´, estrutura do modelo SARFIMA, com erros na˜o Gaussianos.
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4.2 Modelo de Volatilidade
Nesse trabalho, a modelagem da volatilidade sera´ efetuada nos res´ıduos do modelo 4.1,
modelo com dois paraˆmetros de memo´ria, ajustado previamente ao conjunto de dados
em questa˜o. O primeiro modelo que fornece uma estrutura sistema´tica para a modela-
gem da volatilidade e´ o modelo ARCH(m) (Auto-regressivo Condicional Heteroceda´stico),
proposto por Engle (1982), sumarizado a seguir.
Seja Yt ≡ {Yt}t∈Z um processo dado pela Eq. 4.1, escrito na forma
Yt = E(Yt|=t−1) + ξt, (4.16)
onde =t denota o conjunto de informac¸o˜es avaliadas ate´ o instante t e ξt e´ dada por
ξt = ηt
√
ht, ηt ∼ iid(0, 1), (4.17)
onde E(ξt|=t−1) = 0, ∀ t. O modelo ARCH(m) assume que a variaˆncia de ξt e´ func¸a˜o do
tempo passado, e e´ definido por
ht = α0 +
m∑
j=1
αjξ
2
t−j, (4.18)
onde m ∈ N e´ a ordem do modelo, α0 > 0, αi ≥ 0 para i = 1, . . . ,m. O modelo ARCH(m),
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Eq. (4.18), pode ser reescrito como uma auto-regressa˜o da forma
ξ2t = α0 +
m∑
j=1
αjξ
2
t−j + ut, (4.19)
onde ut = ξ
2
t − ht e´ imprevis´ıvel e considerado uma inovac¸a˜o da auto-regressa˜o de ξ2t . Se
o processo definido pela Eq. (4.18) e´ estaciona´rio de segunda ordem, a variaˆncia de ξt e´
V ar(ξt) =
α0
1−∑mj=1 αj , (4.20)
onde
∑m
i=1 αi < 1, condic¸a˜o de estacionariedade.
Processos ARCH(m) possuem excesso de curtose (κ), que ocorre devido a`s pesadas caudas
presentes nessas distribuic¸o˜es. Essa propriedade pode ser verificada pelo ca´lculo de κ para
o processo ARCH(1) que e´ dada por
κ =
E(ξ4t )
(V ar(ξt))2
=
3(1− α21)
1− 3α21
, (4.21)
onde 0 < α21 ≤
1
3
e κ > 3. Para maiores detalhes, veja Gour´ıeroux (1997), Hamilton
(1994) e Tsay (2002).
Bollerslev (1986) propoˆs uma generalizac¸a˜o ao modelo de Engle (1982) (Eq. (4.18)) em
que a variaˆncia do processo dado pela Eq. (4.17) e´ da forma
ht = α0 +
m∑
i=1
αiξ
2
t−i +
r∑
j=1
βjht−j, (4.22)
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onde m, r ∈ N sa˜o as ordens do modelo, α0 > 0 e αi, βj ≥ 0, para i = 1, 2, ...,m e
j = 1, 2, ..., r. O modelo (4.22) e´ definido por GARCH(m,r), (Auto-regressivo Condicional
Heteroceda´stico Generalizado) e pode ser mais parcimonioso que o modelo ARCH(m)
(Gour´ıeroux, 1997).
O modelo GARCH(m,r), definido pela Eq. (4.22), pode ser reescrito da forma
ξ2t = α0 +
max(m,r)∑
i=1
(αi + βi)ξ
2
t−i + ζt −
r∑
j=1
βjζt−j, (4.23)
onde ζt−j = ξ2t−j−ht−j com E(ζt) = 0 e Cov(ζt, ζt−j) = 0, j = 1, . . . , r. Bollerslev (1986),
mostrou que o processo GARCH(m,r), e´ estaciona´rio se
∑m
i=1 αi +
∑r
j=1 βj < 1, sempre
que E(ξt) = 0 e
V ar(ξt) =
α0
1−
(∑m
i=1 αi +
∑r
j=1 βj
) . (4.24)
Como observado nos processos ARCH(m), os processos GARCH(m,r) tambe´m apresentam
caudas pesadas em suas distribuic¸o˜es, causada pelo excesso de curtose. Para o caso mais
simples onde m = r = 1, a curtose (κ) e´ dada por
κ =
E(ξ4t )
(V ar(ξt))2
=
3[1− (α1 + β1)2]
1− (α1 + β1)2 − 2α21
, (4.25)
onde 1− (α1 + β1)2 − 2α21 > 0 e κ > 3.
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4.3 Modelos Espac¸o de Estados
Para representar o modelo SARFIMA(p,d,q)×(P,D,Q)s (Eq. (4.1)) na representac¸a˜o
espac¸o de estado e´ preciso utilizar a representac¸a˜o MA(∞)
Xt =
∞∑
j=0
Ψjt−j, (4.26)
onde Ψj sa˜o coeficientes reais de Ψ(z) =
∞∑
j=0
ψj∇−dzj = Θ(z
s)θ(z)
Φ(zs)φ(z)
(1 − zs)−D(1 − z)−d
(Corola´rio 1). A partir da Eq. (4.26), a representac¸a˜o espac¸o de estado do processo
{Xt}t=1,...,n e´ dada por 
Λt+1 = FΛt +Ht
Xt = GΛt + t
, (4.27)
para Λt = [X(t|t− 1) X(t+ 1|t− 1) X(t+ 2|t− 1) · · · ]′, X(t|j) = E(Xt|Xj, Xj−1, . . .),
F =

0 1 0 0 · · ·
0 0 1 0 · · ·
0 0 0 1 · · ·
...
...
...
...
. . .

H =

Ψ1
Ψ2
Ψ3
...

G = [1 0 0 · · · ]. (4.28)
A expansa˜o (4.7) truncada para ϑ componentes (ϑ ∈ N), pode ser escrita por Xt =
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∑ϑ
j=0 Ψjt−j, e a representac¸a˜o na forma espac¸o de estado e´ dada por
Λt+1 =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
0 0 0 · · · 0

Λt +

Ψ1
Ψ2
...
Ψm

t, (4.29)
Xt = [1 0 0 · · · 0]Λt + t, (4.30)
onde Λt, F , H e G possuem, respectivamente, as ordens [ϑ× 1], [ϑ× ϑ], [ϑ× 1] e [1× ϑ].
Para o modelo espac¸o de estado (4.27), a predic¸a˜o um passo a` frente do estado e´ Λˆt =
Pt−1Λt, onde Pt−1Λt e´ a projec¸a˜o de Λt no espac¸o linear Kt = {Xt−1, . . . , X1} e Ωt =
E(ΛtΛ
′
t − ΛˆtΛˆ′t) e´ a matriz de covariaˆncia do erro de predic¸a˜o. O procedimento recursivo
do filtro de Kalman considerando como condic¸o˜es iniciais Λˆ1 = E(Λ1) e Ω1 = E(Λ1Λ
′
1)−
E(Λˆ1Λˆ
′
1) e´ dado pelas equac¸o˜es
∆t = GΩtG
′ +R, (4.31)
Ξt = FΩtG
′ + S, (4.32)
Ωt+1 = FΩtF
′ + T − Ξt∆−1t Ξ′t, (4.33)
Λˆt+1 = F Λˆt + Ξt∆
−1
t (Xt −GΛˆt), (4.34)
Xˆt = GΛˆt, (4.35)
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onde R = V ar(t) = σ
2
 , T = V ar(Ht) = σ
2
HH
′ e S = Cov(t, Ht) = σ2H.
Para ana´lise de se´ries temporais com observac¸o˜es faltantes, Palma & Chan (1997) pro-
puseram uma modificac¸a˜o ao Filtro de Kalman para estimac¸a˜o dessas observac¸o˜es. A
modificac¸a˜o ocorre nas Eq. (4.33) e (4.34), reescritas, respectivamente, por
Ωt+1 =

FΩtF
′ + T − Ξt∆−1t Ξ′t, se Xt e´ observado
FΩtF
′ + T, se Xt e´ faltante
, (4.36)
Λˆt+1 =

F Λˆt + Ξt∆
−1
t (Xt −GΛˆt), se Xt e´ observado
F Λˆt, se Xt e´ faltante.
, (4.37)
As modificac¸o˜es nas equac¸o˜es da matriz de covariaˆncia do erro de predic¸a˜o e da predic¸a˜o
do estado sa˜o obtidas, observando que, se Xt e´ uma observac¸a˜o faltante, denotada por
X∗t , enta˜o Kt = Kt−1. A estimativa de X
∗
t e´ dada por
Xˆ∗t = E(GΛt + t|Kt−1) = GΛˆt + E(t|Kt−1) = GΛˆt. (4.38)
Portanto, pelo resultado da Eq. (4.38), a estimativa de X∗t corresponde a` estimativa de
Xt, onde Xt e´ observado.
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Capı´tulo5
Ana´lises e Resultados
Neste cap´ıtulo sa˜o apresentadas e discutidas as ana´lises de modelagem e previsa˜o das
concentrac¸o˜es me´dias dia´rias de PM10 para a cidade de Cariacica, Regia˜o da Grande
Vito´ria (RGV), Brasil, utilizando a metodologia descrita na Sec¸a˜o 4. Para implementac¸a˜o
do Filtro de Kalman foi utilizado o software MATLAB 7.0 e a estimac¸a˜o dos paraˆmetros
de longa dependeˆncia e ana´lises dos resultados foram computadas nos softwares OX e R.
Este trabalho foi realizado no munic´ıpio de Cariacica localizado na Regia˜o da Grande
Vito´ria (RGV), constitu´ıda de 1.337.187 habitantes (IBGE/2000), a regia˜o de Cariacica
corresponde a 43% da populac¸a˜o total do Estado do Esp´ırito Santo, vinculada a` regia˜o da
Grande Vito´ria (RGV). Abrange uma a´rea de 1.461 km2, sendo um dos principais po´los
de desenvolvimento urbano e industrial do Estado. Cerca de 55% a 65% das atividades
industriais potencialmente polu´ıdoras do Esp´ırito Santo tais como siderurgia, pelotizac¸a˜o,
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minerac¸a˜o (pedreiras), cimenteiras, indu´stria aliment´ıcia, usina de asfalto, entre outras,
esta˜o instaladas nessa regia˜o, influenciando na elevac¸a˜o dos atendimentos por patologias
respirato´rias (Martins et al., 2004). Foram consideradas 731 observac¸o˜es compreendidas
entre 01 de janeiro de 2003 e 31 de dezembro de 2004, de me´dias dia´rias das concentrac¸o˜es
de PM10, medidas em µg/m
3. Nesse per´ıodo, Cariacica apresentou as maiores me´dias de
concentrac¸a˜o em PM10 de RGV.
As Figuras 5.1(a) e 5.1(b) mostram, respectivamente, a se´rie de PM10 com observac¸o˜es
faltantes (missing data) e a se´rie completa, denota por PM∗10 ≡ Xt, essa obtida utilizando
a metodologia descrita na Subsec¸a˜o 4.3. A se´rie das concentrac¸o˜es de PM10 apresentam
caracter´ısticas de sazonalidade, poss´ıveis observac¸o˜es at´ıpicas e volatilidade. Todas as
ana´lises de estimac¸a˜o, modelagem e previsa˜o dos modelos em estudo foram realizados
para a se´rie de PM∗10 (Figura 5.1(b)).
5.1 Modelos ajustados
A Func¸a˜o de Autocorrelac¸a˜o Amostral (FAC) de PM∗10 (Figura 5.2(a)), apresenta cor-
relac¸o˜es significativas com um decaimento lento para os lags mu´ltiplos de 7, que indica
sazonalidade s = 7 (confirmando a variac¸a˜o entre as concentrac¸o˜es medidas nos dias u´teis
e finais de semana) e poss´ıvel presenc¸a da propriedade de longa dependeˆncia na compo-
nente sazonal. O decaimento lento das correlac¸o˜es tambe´m e´ observado para os lags entre
os per´ıodos sazonais, que sugere longa dependeˆncia entre os per´ıodos sazonais.
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Figura 5.1: Se´rie Temporal das concentrac¸o˜es de PM10 na RGV; (a) se´rie com valores
faltantes; (b) se´rie completa.
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Figura 5.2: Correlograma da Se´rie Temporal PM∗10
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As evideˆncias emp´ıricas da FAC sugerem modelos das classes SARMA (p, q)× (P,Q)7 e
SARFIMA(p, d, q) × (P,D,Q)7. Para o modelo SARFIMA, foi utilizada a metodologia
discutida na sec¸a˜o 4.1 para estimac¸a˜o do vetor d = (d,D). A Tabela 5.1 mostra as
estimativas dos paraˆmetros d e D, obtidas para diversos valores do bandwidth M = nα,
0 < α < 1, em que M satisfaz a condic¸a˜o
(
M
n
)
logM + 1
M
→ 0 para M → ∞ e n → ∞
(Reisen et al. 2008).
Tabela 5.1: Estimativas de d e D para diferentes bandwidths.
α 0.5 0.6 0.7 0.8 Ma´x
d 0.3300 (0.0048) 0.3218 (0.0007) 0.3207 (0.0019) 0.3274 (0.0007) 0.3378 (0.0009)
D 0.3696 (0.0006) 0.1459 (0.0030) 0.1116 (0.0007) 0.1164 (0.0013) 0.1195 (0.0007)
Pela Tabela, 5.1 observa-se que as estimativas dos paraˆmetros sa˜o esta´veis para α > 0.7.
Diante desses valores emp´ıricos, foi fixado α = 0.7. O vetor dˆ = (0.3207, 0.1116) mostra
que o modelo SARFIMA apresenta as propriedades de estacionariedade, invertibilidade
e memo´ria longa. Note que, mesmo utilizando todas as frequ¨eˆncias, wj =
2pij
n
, j =
1, 2, · · · , n−1
2
, as estimativas de d na˜o apresentam mudanc¸as significativas. Isso e´ uma
indicac¸a˜o que se existe componentes ARMA no modelo, a contribuic¸a˜o dos coeficientes do
mesmo na estrutura de dependeˆncia das observac¸o˜es na˜o e´ de grande impacto. Isso sera´
melhor explorado a seguir.
Dando sequ¨eˆncia na modelagem da se´rie PM∗10, Ut na Eq. (4.1) e´ estimado por Uˆt =
∇dˆXt, onde Uˆt tem representac¸a˜o AR finita dada por Uˆt =
∑n
j=0 ψˆ
∗
jXt−j, n = 731. ψˆ
∗
j ,
j = 1, 2, . . . , 731 sa˜o estimativas dos coeficientes ψ∗j obtidos de acordo com o Corola´rio
??. Por exemplo, para j = 731, ψˆ∗j e´ de ordem 10
−6. Isso mostra que a contribuic¸a˜o das
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observac¸o˜es, na expansa˜o ∇d, para distantes lags e´ de impacto praticamente nulo. As
Figuras 5.3(a) e 5.3(b) mostram, respectivamente, a func¸a˜o de autocorrelac¸a˜o amostral e
a func¸a˜o de autocorrelac¸a˜o parcial amostral de Uˆt, que evidenciam uma poss´ıvel estrutura
auto-regressiva de ordem 1.
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Figura 5.3: Correlograma de Uˆt; (a) FAC e (b) FACP.
Na estimac¸a˜o da parte Auto-regressiva Me´dia Mo´vel do modelo (4.1), a se´rie Uˆt foi usada,
desconsiderando as cinco primeiras observac¸o˜es para evitar os efeitos das aproximac¸o˜es
iniciais. Para identificac¸a˜o da ordem do modelo utilizou o Crite´rio de Akaike (AIC) e as
func¸o˜es FAC e FACP, que sugerem como modelo inicial o SARFIMA(1, dˆ, 0)× (0, Dˆ, 0)7.
Atrave´s de metologias ana´logas, o modelo inicial SARMA(1, 0) × (1, 1)7 foi sugerido ao
conjunto PM10.
As Figuras 5.4, 5.5 e 5.6 correspondem aos gra´ficos de ˆ2t , t = 1, . . . , n e suas func¸o˜es
de autocorrelac¸a˜o amostral e autocorrelac¸a˜o parcial amostral para os modelos ajustados
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SARMA e SARFIMA, respectivamente. As figuras indicam variaˆncia na˜o constante, isto
sugere uma componente que modele a heterocedasticidade. Para confirmar a presenc¸a de
heterocedasticidade nos res´ıduos dos respectivos modelos, foi efetuado o teste de multi-
plicadores de Lagrange, onde a hipo´tese nula de homoscedasticidade residual foi rejeitada
para ambos os modelos, com valores p’s menores que 0.001.
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Figura 5.4: Gra´fico de ˆ2t , t = 1, . . . , n do modelo inicial SARMA e SARFIMA
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Figura 5.5: Estrutura de autocorrelac¸a˜o de ˆ2t , t = 1, . . . , n do modelo inicial SARMA
Apo´s devidos procedimentos de modelagem, foram ajustados os modelos heteroceda´sticos
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Figura 5.6: Estrutura de autocorrelac¸a˜o de ˆ2t , t = 1, . . . , n do modelo inicial SARFIMA
GARCH e ARCH nos res´ıduos dos modelos SARMA e SARFIMA, respectivamente.
Os modelos completos SARMA(1, 0) × (1, 1)7 − GARCH(1, 1) e SARFIMA(1, dˆ, 0) ×
(0, Dˆ, 0)7−ARCH(2) sa˜o denominados, respectivamente, de modelos I e II e os paraˆmetros
estimados esta˜o apresentados na Tabela 5.2 (modelo I) e Tabela 5.3 (modelo II).
Tabela 5.2: Estat´ıstica do modelo I
SARMA GARCH
Paraˆmetro Estimativa Erro Padra˜o Teste t Paraˆmetro Estimativa Erro Padra˜o Teste t
φ 0.4405 0.0334 13,188 α0 9.6552 5.8572 1.6484
Φ1 0.9503 0.0180 52.794 α1 0.0633 0.0168 3.7569
Θ1 -0.7972 0.0384 -20.760 β1 0.9216 0.0205 44.960
Tabela 5.3: Estat´ıstica do modelo II
SARFIMA ARCH
Paraˆmetro Estimativa Erro Padra˜o Teste t Paraˆmetro Estimativa Erro Padra˜o Teste t
d 0.3207 0.0019 163.65 α0 491,17 24.813 19.794
D 0.1116 0.0007 144.53 α1 0.0917 0.0402 2.2804
φ 0.1078 0.0369 2.9214 α2 0.0842 0.0364 2.3095
A Tabela 5.4 apresenta a estat´ıstica descritiva dos res´ıduos dos modelos ajustados. Os
correlogramas residuais dos modelos I e II sa˜o, respectivamente, mostrados nas Figuras
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5.7 e 5.9. As Figuras 5.8 e 5.10 mostram a ana´lise residual para os modelos I e II,
respectivamente. Os testes de normalidade de Shapiro-Wilk (1965) e Jarque Bera (1981)
rejeitaram, para ambos os modelos, a hipo´tese de que as distribuic¸o˜es de probabilidade dos
res´ıduos sa˜o normais. No entanto, essa rejeic¸a˜o ocorre pela presenc¸a de caudas pesadas
nessas distribuic¸o˜es emp´ıricas. A propriedade de assimetria pode ser observada para
ambas distribuic¸o˜es emp´ıricas dos res´ıduos, causada pela presenc¸a de valores extremos na
se´rie. Entretanto, para ambos os modelos, a hipo´tese nula de na˜o correlac¸a˜o (H0 : ρres=0)
nos res´ıduos na˜o foi rejeitada pelos testes Box-Pierce (1970) e Ljung-Box (1978) como
mostrado na Tabela 5.5.
Tabela 5.4: Estat´ıstica descritiva dos res´ıduos dos modelos ajustados
Modelo I Modelo II
Me´dia 0.008 0.006
Desvio Padra˜o 0.997 1.000
Assimetria 1.763 1.937
Curtose 4.088 5.296
Tabela 5.5: Testes estat´ısticos de normalidade∗ e na˜o correlac¸a˜o∗∗ dos res´ıduos
Teste Modelo I Modelo II
valor p valor p
Shapiro-Wilk∗ < 0.0001 < 0.0001
Jarque-Bera∗ < 0.0001 < 0.0001
Box-Pierce∗∗ 0.9462 0.5689
Box-Ljung∗∗ 0.9460 0.5681
Dando continuidade a` modelagem da se´rie de PM∗10, e´ apresentada a seguir a ana´lise
comparativa da qualidade dos modelos ajustados I e II. As Figuras 5.11(a) e 5.11(b)
mostram, respectivamente, uma ana´lise visual dos modelos ajustados I e II, plotados com
a se´rie PM∗10. Essas evidenciam um bom desempenho para ambos os modelos, uma vez que
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Figura 5.7: Correlograma residual do modelo I
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Figura 5.8: Ana´lise residual do modelo I
esses mostraram captar a variabilidade, tendeˆncia e sazonalidade da se´rie. No entanto,
para quantificar os erros no ajuste, medidas dos erros de predic¸a˜o sa˜o apresentadas na
Tabela 5.6. As medidas de erro sa˜o o Erro Me´dio Percentual (EMP), Erro Quadra´tico
Me´dio (EQM), Erro Absoluto Me´dio (EAM), Erro Absoluto Me´dio Percentual (EAMP)
e a Raiz do Erro Quadra´tico Me´dio (REQM).
Pela Tabela 5.6, verifica-se que para todas as medidas, o modelo II e´ superior, com
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Figura 5.9: Correlograma residual do modelo II
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Figura 5.10: Ana´lise residual do modelo II
Tabela 5.6: Avaliac¸a˜o de desempenho dos modelos
Medidas de erro Modelo I Modelo II
EMP -0.12005 -0.11214
EQM 394.5024 183.2088
EAM 15.6387 10.6056
EAMP 0.28275 0.20240
REQM 19.8620 13.5354
destaque a` diferenc¸a no erro quadra´tico me´dio entre os modelos.
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Figura 5.11: Valores Observador e Preditos; (a) Modelo I, (b) Modelo II
Como ja´ mencionado anteriormente, a pequena variabilidade nas estimativas de d em
relac¸a˜o a bandwidth indica que, se existem componentes ARMA na se´rie PM∗10, essas na˜o
causam grande impacto. Essa observac¸a˜o emp´ırica e´ reforc¸ada, observando a estimativa
de φ para o modelo II, onde φˆ = 0.1078. Em func¸a˜o dessas evideˆncias, o Erro Quadra´tico
Me´dio (EQM) do ajuste do modelo SARFIMA(0, d, 0) × (0, D, 0)7 − GARCH(m, r) foi
calculado e forneceu um valor 135,5% maior que o EQM do modelo II. Portanto, mesmo
φˆ na˜o ser uma estimativa significativamente ta˜o expressiva, a inclusa˜o da componente
AR(1) no modelo estimado fornece uma reduc¸a˜o substancial no EQM do processos SAR-
FIMA(0, dˆ, 0)× (0, Dˆ, 0)7 − ARCH(1).
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5.2 Estudo de previsa˜o
Como ja´ mencionado anteriormente, foi utilizado para ajuste dos modelos o conjunto de
dados das concentrac¸o˜es dia´rias de PM10 para o per´ıodo de 01 de janeiro de 2003 a 31
dezembro de 2004. Nessa sec¸a˜o, e´ apresentado o estudo de previsa˜o um passo a` frente (24
horas a` frente), que avaliou o desempenho dos modelos ajustados para o per´ıodo de 01
a 31 de janeiro de 2005. Os resultados da comparac¸a˜o de medida dos erros de previsa˜o
esta˜o na Tabela 5.7.
Tabela 5.7: Ana´lise de desempenho das previso˜es dos modelos
Medidas de erro Modelo I Modelo II
EMP -0.17052 -0.04054
EQM 290.1885 112.0082
EAM 1.54116 8.625393
EAMP 0.321753 0.197565
REQM 17.03492 10.58339
O modelo II obteve melhor desempenho nas previso˜es, fato semelhante ja´ observado na
Tabela 5.6 para os valores preditos. Para uma ana´lise visual, a Figura 5.12 mostra as
previso˜es dos modelos I e II, respectivamente, com os valores observados para a concen-
trac¸a˜o dia´ria de PM10. As figuras trazem para cada previsa˜o os respectivos intervalos de
confianc¸a para os n´ıveis de 95% de confiabilidade. Estes intervalos de confianc¸a, reafir-
mam o melhor desempenho do modelo SARFIMA(1, dˆ, 0)×(0, Dˆ, 0)7−ARCH(2) diante
do conjunto de dados analisados.
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Figura 5.12: Previsa˜o das concentrac¸o˜es de PM10 no per´ıodo de 01 a 31 de Janeiro de
2005 para os modelos I e II;
Para medir a qualidade da previsa˜o do modelos, usaremos a func¸a˜o de
qualidade Q : R2 → [0, 1] proposta por Stadlober, Hormann & Pfeiler (2008) e que
atribui um valor em [0, 1] para cada par ordenado (O = Observac¸a˜o, P = Previsa˜o). Os
autores, aplicaram esta metologia em um estudo de previsa˜o para as cidades de Bolzano,
Klagenfurt e Graz, Austria e os valores pro´ximos de 1 significam boas previso˜es enquanto
que pro´ximos de 0 indicam baixa qualidade.
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A func¸a˜o Q e´ dada pela relac¸a˜o
Q(O,P ) = 1−min
{
a · |O − P |
D
, 1
}
, (5.1)
onde
D = 1 +
1
2
√
|O − 50|+ |P − 50|+ b · I{O≤50,P≤50} + c · I{O≥150,P≥150}
que inclui a func¸a˜o indicadora IE definida por: IE = 1 se a condic¸a˜o E for satisfeita, e
IE = 0 se na˜o. Os paraˆmetros a = 10
−1, b = 102 e c = 103 foram utilizados com base
em avaliac¸o˜es feitas por Stadlober, Hormann & Pfeiler (2008). A func¸a˜o indicadora IE,
mede a capacidade do modelo em capturar elevados picos (valores de concentrac¸a˜o para
qualidade do ar dita “inadequada”) e baixas concentrac¸o˜es.
Baseado no resultado de Q(O,P ) foi atribu´ıdo a seguinte classificac¸a˜o: Q(O,P ) ≥ 0.8⇒
“excelente”, Q(O,P ) ∈ [0.6, 0.8) ⇒ “bom”, Q(O,P ) ∈ [0.4, 0.6) ⇒ “satisfato´rio”,
Q(O,P ) ∈ [0.2, 0.4)⇒ “ruim” e Q(O,P ) ∈ [0, 0.2)⇒ “pe´ssimo”.
A Tabela 5.8 apresenta a classificac¸a˜o de cada previsa˜o para os modelos I e II, respectiva-
mente, confirmando o melhor desempenho do modelo II. Esse modelo apresentou 100% das
previso˜es classificadas nas treˆs primeiras categorias (“excelente”(61.3%), “bom”(35.48%)
e “satisfato´rio”(3.22%)) contra 70.96% do modelo I. O ı´ndice de qualidade me´dia das
previso˜es para o modelo I foi 0.627 (“bom”) enquanto para o modelo II ficou 0.814 (“ex-
celente”). Resultados semelhantes foram encontrados por Stadlober, Hormann & Pfeiler
(2008), onde a func¸a˜o de qualidade de previsa˜o Q obteve 86% e 97% dos valores classifi-
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Tabela 5.8: Combinac¸a˜o dos pares (O,P ) para 01 a 31 de janeiro de 2006 com o ı´ndice
de qualidade correspondente (1-excelente; 5-pe´ssimo)
MODELO I MODELO II
Observac¸a˜o (O) Previsa˜o (P) Qualidade (Q) Observac¸a˜o (O) Previsa˜o (P) Qualidade (Q)
24.77 33.26 1 24.77 33.48 1
24.00 55.85 5 24.00 46.21 2
67.70 67.82 1 67.70 70.20 1
41.45 55.33 3 41.45 36.87 1
61.45 56.80 1 61.45 61.16 1
64.33 64.48 1 64.33 58.10 1
62.68 46.49 3 62.68 55.30 2
62.12 49.18 3 62.12 64.75 1
35.00 62.45 4 35.00 45.71 1
75.37 67.15 1 75.37 69.70 1
81.00 73.79 1 81.00 68.83 2
48.00 52.40 2 48.00 37.66 1
56.62 60.95 1 56.62 54.50 1
85.00 59.94 3 85.00 71.87 2
30.20 33.57 1 30.20 25.62 1
25.16 59.72 5 25.16 48.13 2
47.91 57.36 2 47.91 56.79 2
43.00 53.13 2 43.00 46.32 1
57.00 57.44 1 57.00 66.12 2
75.00 72.81 1 75.00 68.98 1
86.00 56.41 4 86.00 60.98 3
86.95 58.41 4 86.95 71.39 2
45.70 66.46 4 45.70 41.51 1
77.21 68.33 2 77.21 70.20 1
51.54 57.67 2 51.54 46.21 2
74.00 67.78 1 74.00 64.01 2
34.66 57.10 4 34.66 29.06 1
56.41 49.06 2 56.41 55.15 1
69.37 49.54 4 69.37 57.01 2
36.37 63.62 4 36.37 42.35 1
24.87 42.84 2 24.87 37.15 1
Qualidade Me´dia 2 Qualidade Me´dia 1
cados nas treˆs primeiras classes para as cidades de Bolzano e Graz (Austria), respectiva-
mente.
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Figura 5.13: Observac¸a˜o × Previsa˜o; (a) Modelo I e (b) Modelo II
As Figuras 5.13(a) e (b) mostram um scatter plot dos valores observados versus os valores
previstos pelos modelos I e II, respectivamente, classificados de acordo com a func¸a˜o de
qualidade de previsa˜o expressa pela Equac¸a˜o 5.1. A figura mostra uma clara diferenc¸a
no desempenho dos modelos, o modelo I captura a me´dia, ou seja, valores baixos sa˜o
superestimados e picos subestimados, enquanto o modelo II consegue ser mais preciso,
isto e´, o modelo II prever as observac¸o˜es com menores erros, no entanto os picos sa˜o ainda
subestimados.
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Capı´tulo6
Concluso˜es e Recomendac¸o˜es
6.1 Conclusa˜o
A presente dissertac¸a˜o apresentou um estudo de previsa˜o em uma se´rie de concentrac¸a˜o
me´dia dia´ria de Material Particulado Inala´vel (PM10) utilizando te´cnicas de modelagens
de se´ries temporais. Para estimac¸a˜o do modelo selecionado, modelo SARFIMA (p, d, q)×
(P,D,Q)s com dois paraˆmetros de memo´ria na presenc¸a de erros heteroceda´sticos e com
propriedades de longa dependeˆncia, sazonalidade e volatilidade, utilizou-se a metodologia
apresentada na Sec¸a˜o 4.1, proposta por Reisen et al. (2008).
A estrutura de correlac¸a˜o da se´rie de PM10, analisada nesse trabalho, apresentou as pro-
priedades de sazonalidade, longa dependeˆncia nos per´ıodos sazonais e entre esses per´ıodos,
e heterocedasticidade residual. Propriedades incorporadas a modelagem desta se´rie.
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A se´rie das concentrac¸o˜es dia´rias de PM10 usada neste estudo, apresentava diversas ob-
servac¸o˜es faltante, que foram estimadas atrave´s do Filtro de Kalman, como proposto por
Palma & Chan (1997).
Para verificar a acura´cia do modelo proposto, o modelo SARFIMA(p, d, q) × (P,D,Q)-
ARCH(2), a metodologia foi aplicada a um conjunto de dados de poluic¸a˜o do ar e compa-
rado ao modelo SARMA-GARCH. Os resultados dessa aplicac¸a˜o mostrou que o modelo
SARFIMA(1, dˆ, 0)× (0, Dˆ, 0)−ARCH (2) conseguiu uma melhor captura da variabilidade
dos dados, obtendo um ajuste com melhores medidas de erro. Para verificar a qualidade
das previso˜es dadas pelos modelos I e II, foi implementada uma func¸a˜o de qualidade de
previsa˜o proposta por Stadlober, Ho¨rmann & Pfeiler (2008), em que esta func¸a˜o mostrou
que 96,78% das previo˜es dadas pelo modelo II apresenta qualidade classificadas como
“excelente” ou “bom”, contra 54,8% do modelo I.
6.2 Recomendac¸o˜es
• Utilizar te´cnicas de modelagens que efetuem a estimac¸a˜o dos paraˆmetros dos mo-
delos, assumindo a presenc¸a de observac¸o˜es at´ıpicas (outliers). Molinares, F. A. F.,
(2007) e´ exemplo de estudo teo´rico para a estimac¸a˜o de modelos com um paraˆmetro
de memo´ria na presenc¸a de outliers;
• Efetuar um estudo de comparac¸a˜o das diversas te´cnicas de imputac¸a˜o de dados
presente na literatura. Neste contexto, podemos citar Junninen et al. (2004).
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• Estimar a Func¸a˜o de Autocorrelac¸a˜o da se´rie considerando a presenc¸a das ob-
servac¸o˜es faltantes. Yajima et al. (1999) efetuou um estudo teo´rico com simulac¸o˜es
para a estimac¸a˜o da FAC quando a se´rie de dados apresenta valores faltantes.
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