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1. INTRODUCTION 
In this note we consider the second order ordinary differential equation 
xn = f(X, x’, t) 
where f is a continuous real-valued function defined on the set 
(1) 
A = {(x, x’, t) : I x j + / x’ / < co, 
where w is either finite or +co. 
0 < t < w}, 
It is well known that if x(t) is a solution of the initial value problem 
(IVP for short) 
xn = f(X, x’, t), 
x(0) = a, x’(O) = P, 
there exists a maximal T,, < w such that x(t) is defined on [0, T,,) and the 
trajectory (x(t), x’(t), t) approaches the boundary of A as t + T,, . (See e.g. 
[I], pp. 12-13.) 
We shall give conditions which for a certain set of values of cx and /3 
guarantee the global existence of solutions of the IVP (2), i.e., conditions 
which assure the existence of solutions of (2) on the interval [0, w). 
The requirements imposed on the right side of (1) are formulated in terms 
of partial differential inequalities which have the simple geometric inter- 
pretation that there exist two surfaces (x, ~(x, t), t) and (x, 4(x, t), t) which 
have the property that solution trajectories of (1) may cross them in one 
direction only. This in turn means that we may construct a region Q, bounded 
above and below in the x’-direction by the aforementioned surfaces, whose 
boundary, aQ, consists of strict ingress points only, i.e., if (x(t), x’(t), t) is a 
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solution trajectory of (1) passing through (x0 , xh , to) E &Q at time t = t, , 
then there exists E > 0 such that (x(t), x’(t), t) $ Q if t, - E < t < t, and 
(x(t), x’(t), t) EL? if t, < t < t, + E. (In case t, = 0 this definition must 
be appropriately modified.) 
We may now summarize our main result as follows: 
A solution trajectory of (1) will exist globally provided that it lies initially, 
i.e., for t = 0, between twogiven surfaces which satisfy certain partial diSferentia1 
inequalities. 
2. MAIN RESULT 
The following notation will be used throughout this note. B will denote 
the projection of the set A onto the (x, t)-plane and D(B) shall stand for the 
set of all real-valued differentiable functions on B. If 0 E D(B) we shall 
associate with 0 the function 
PO = PO(x, t) = o,o + 0, -f(x, 0, t), 
where 0, = %3/8x and 0, = %/at. 
Our main result may now be stated as: 
THEOREM A. Let there exist v, # E D(B) such that 
6) dx, 0) < 4(x, Oh a<x<b, 
(ii) Pp’ < 0 < P#, (x, 0 E B, 
(iii) there exists a positive function m(t) bounded on compact subintervals 
of [0, w) having theproperty that 
---m(t) < 9(x, t) and t@, t> < m(t) 
for (x, t) E B. Thenfor anypair oi, /I with a < 01 < b and p)(a, 0) < /3 < #((Y, 0), 
any solution x(t) of (2) will exist on [0 W) and satisfy p)(x(t), t) < x’(t) < #(x(t), t) 
on (0, w). 
As a special case of Theorem A we obtain the following well-known existence 
theorem concerning first order differential equations. (See e.g. [2], pp. 56-57.) 
COROLLARY A. Consider the fkst order IW 
Y’ = AY, 0 
Y(O) = P 
(3) 
whereg is a continuous real-valuedfunction deJned on the set {( y, t) : 1 y  1 < co, 
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0 < t < w>. Let there exist funcfions v  and w difierentiable on [0, w) such that 
v’(t) - g(v, t) < 0 < w’ - g(w, t) 
and v(0) < w(0). Then for any ,l?, v(0) < j? < w(O), every solution y(t) of (3) 
exists on [0, w), and v(t) < y(t) < w(t) on (0, w). 
Proof. We apply Theorem A to the IVP 
.g zzz 
Ax’, t )  
x(0) = 01, x’(0) = p, cy arbitrary, 
choosing 9(x, t) = v(t) and 4(x, t) z= w(t). 
As is shown in [2], Corollary A may be extended to first order systems of 
differential equations by using the usual partial ordering in Rn in defining 
vector differential inequalities. A similar procedure may be used to extend 
Theorem A to second order differential systems; since the arguments, 
however, are not significantly different in nature, we shall restrict ourselves 
to the scalar case. 
3. PROOF OF THEOREM A 
In proving Theorem A we shall make use of the following 
LEMMA 1. Let x(t) be a solution of the IVP 
x” =f(x, x’, t) 
x(&J = x0 , ,x’(to) = 0(x, ) to), t, 3 0 
where 0 E D(B) is such that PO > 0 (PO < 0). Then 
x’(t) < @(x(t), t) (x’(t) > @(a(t), t)) 
for all t > to for which x(t) is defined. 
Proof. We orient the trajectory (x(t), x’(t), t) with increasing t. The 
scalar product of the tangent vector (x’(t,), x”(t,), 1) to the trajectory with the 
downward normal (0, , -1, 0,) to the surface (x, 0, t) at (x0 , to) yields 
PO(x, , to). Therefore PO > 0 will mean that a solution trajectory may cross 
the surface (x, 0, t) in a downward direction only, i.e., x’(t) < @(x(t), t) 
for t > to . The case when PO < 0 is proved in an analogous way. 
Prooof of Theorem A. Let CK and B be such that a < (Y < b, ~,(a, 0) < 
,f3 < #(01,0). Let x(t) be a solution of (2) and let [0, T) be its maximal interval 
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of existence. Using the fact that ~(a, 0) < /3 < #(a, 0) and hypothesis (ii) 
we obtain from the previous lemma that 
FJ(x, t) < x’(t) < ?Nx, 4 (4) 
on (0, T). I f  now T < w, there must exist a monotone increasing sequence 
t, -+ T such that 1 x’(Q -+ co. Hypothesis (iii) together with (4), however, 
imply that 1 x’(tJ < m(t,), contradicting the fact that m(t) is bounded on 
[0, T]. We hence conclude that T = w. 
We also observe from the above proof that if v  and # satisfy the conditions 
of Theorem A, then the set {(x, t) : ~(x, t) < #(x, t)> contains a component C 
having the property that for any t, , 0~t,<w,Cn{(x,t,):IxI<co}#c3. 
I f  certain npriori estimates are available for solutions of (2), then hypothesis 
(ii) may be relaxed to hold only on those proper subsets of B which contain 
the graphs (x(t), t) of such solutions. Theorem A then in turn will provide 
estimates on the derivatives of these solutions. 
The differentiability requirement on v  and 4 may also be relaxed somewhat, 
for if 0,) O,eD(B) are such that PO, > 0 (POi < 0), i = 1,2, then 
Lemma 1 will still hold for 0 = min{O, , O,}, 0 = max{O, , @a}. Further- 
more, since v(x(t), t) < x’(t) < #(x(t), t) for t > 0 whenever ~(x(O), 0) < 
x’(0) < #(x(O), 0), we may also obtain estimates on both solution and its 
derivative provided that v  and # may be chosen so that the component of the 
set {(x, t) : ~(x, t) < 4(x, t)} which contains {(x, 0) : a < x < r~> is bounded 
in the x-direction for each t. 
Let us illustrate these observations by means of the following simple 
example: 
Consider the differential equation 
xrr = -2f(X) - 3k(x’) - 0.9 
wheref(x) and h(x’) are continuous and satisfy 
IY -f(Y)1 < 0.02, I Y - 4Y)l < 0.02, -1 <:v < 1. 
We define the functions $, y  = max{yr , ~a} by I&X, t) = -x, y,(x, t) = -1, 
?a(~, t) = -2x - 1. An easy computation now shows that 
w > 0, /xl < 1, t>o 
Pg)l < 0, O<X<l, t>o (5) 
pv, < 0, -1 <x<o, t > 0. 
Define 9 by 
sz={(X,X’,t):-1 <X<l, t>o, 9(x, t) < x’ -: #(x, t)>, 
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and let x(t) be a solution of 
xfl = -2f(x) - 3h(x’) - 0.9 
x(0) = a, x’(0) = p 
-1 < 01 < 1, ~(a, 0) < p < #(a~, 0). Then the inequalities in (5) imply 
that (x(t), x’(t), t) E sr! for all t > 0. 
4. SOME APPLICATIONS 
In this section, we shall consider some applications of Theorem A. We 
shall impose conditions on f which will assure the existence of functions CJJ 
and 4 as required by this theorem. 
COROLLARY 1. Let there exist constants c and d, c < d, such that 
f(x, c, t) > 0 >f(x, 4 t> (6) 
for any (x, t) E B. Then if/3 is chosen so that c < /3 ,< d every solution of (2) 
will exist globally. 
Proof. Let 01 and /3 be given, c < /3 < d. If we let 9(x, t) = c and 
4(x, t) = d, (6) implies that Ps, < 0 < P# on B. The conditions of Theorem A 
are therefore satisfied. 
COROLLARY 2. Let f be such that 
0) fh 0, 4 = 0, (x, t> E B, 
(ii) df (x, x’, t) < 0, (x9 x’, t) E 4 x’ f  0. 
Then all solutions of (2) will exist on [0, w). 
Proof. Let 01, p be given, Let c be a constant so that c > I/3 I. Then 
f(x, -c, t) > 0 > f  (x, c, t). 
Now apply Corollary 1. 
COROLLARY 3. Assume that for any T, 0 < T < w there exists a consfant 
C(T) such that 
f(% x’, t) > 0 if lxI<c% O<t<T, XI < -c, 
f(% x’, t) < 0 if lx/<Go, O<t<T, x’ > c. 
(7) 
Then all solutions of (2) exist on [0, w). 
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Proof. Let 01, /3 be given and let x(t) be a solution of (2) having as its 
maximal interval of existence [0, T,), T, < w. 
Then one of the following must occur: 
1. There exist sequences t, ,T, + T, such that 1 x(&)1 -+ CO and 
I X’(T74 - 00. 
2. / x(t)1 stays bounded as t + I”,, and there exists a sequence t,-+ To 
such that j x’(tJ -+ co. 
We choose C, > max{C(T,), I p I}; (7) then implies that 
q-c,) < 0 < PC, 
and we hence conclude that 1 x’(t)] < C, for 0 < t < To, this however 
is in contradiction with the above two alternatives. Therefore T, = w. 
COROLLARY 4. Let there exist a positive function m(t), continuous on [0, w), 
such that 
If@, x’, 01 < 44 
for (x, x’, t) E A. Then all solutions of (2) will exist on [0, w). 
Proof. Let 01 and /3 be given. We define ~JI and 9 in the following way 
fp(x, t) = -2 j’ m(7) d9- - N 
0 
$J(x, t) = 2 jt m(7) d7 + N 
0 
where N > I fi 1. An easy calculation now shows that the conditions of 
Theorem A are satisfied. 
Corollary 4 is, of course, well known, it follows e.g. from results in 
([3] ; chapter 2); it however also serves to illustrate rather well the applicability 
of Theorem A. 
COROLLARY 5. Let f(x, x’, t) = h(x, x’) + p(t), where h is such that 
x’h(x, x’) < 0 
for all x, x’. Then all solutions of (2) exist on [0, w). 
Proof. Again let 01 and B be given. We now choose N > I p I and define 
v(x, t) = - jt (P(T)\ d-r - t - N, 
0 
#(x, t) = j: I ~(41 d7 + t + N. 
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Then Pv = -1 p(t)1 - 1 -- h(x, pi) --p(t), since h(x, q~) 3 0 we conclude 
that Pp < 0. We similarly may show that PI/J > 0. Thus by Theorem A 
any solution of (2) will exist on [0, w). 
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