[1] The sensitivity of particular features within the California Current System to remote and local forcing is numerically investigated using the adjoint model version of the Regional Ocean Modeling System. We define three integral measures of nearshore surface temperature, cross-shore transport, and sea surface height as metrics that characterize important aspects of the coastal circulation. We determine the metrics' relative sensitivity to different components of the surface external forcing and model initial condition fields. 
Introduction
[2] The California Current System (CCS), and in particular its continental shelf component, has been widely studied in the past through both observational programs [e.g., Rosenfeld et al., 1994; Kelly et al., 1998; Huyer et al., 1998; Collins et al., 2000] and numerical modeling applications [e.g., Auad et al., 1991; Batteen, 1997; Allen, 2002a, 2002b; Marchesiello et al., 2003] . While many characteristics of the CCS mean circulation, seasonal cycle, and mesoscale eddy variability are well understood (comprehensive reviews can be found in the papers by Hickey [1979 Hickey [ , 1998 ), open questions remain on the structure and variability of the subsurface and deep circulation of the continental slope, where observational efforts are not as numerous as those in the shelf region, and on the extent of local versus remote driving mechanisms. In particular, the role of remote wind forcing on establishing the alongshore coastal circulation with respect to the role played by local winds and by local internal dynamics is yet to be fully assessed at all U.S. West Coast locations [Battisti and Hickey, 1984; Davis and Bogden, 1989; Drake et al., 2005; Hickey et al., 2006] . Furthermore, a more practical but equally important issue is the effect of the large-scale, open ocean state in setting features of the coastal ocean circulation. This is obviously a key question for regional modeling simulations, where open boundary conditions must be specified and over long timescales set the internal stratification of the interior. Over short periods, the influence of the boundary conditions on interior features is less obvious.
[3] We address some of these issues by performing a numerical model study of the CCS, with an emphasis on the circulation of the northern and central California coast centered around Monterey Bay. The main objective is to investigate the relative influence of physical aspects of the coastal ocean circulation in order to gain a better understanding of the CCS dynamics and at the same time provide guidance for observational strategies and data assimilation experiments. The adopted numerical tool consists of a primitive equation, hydrostatic, free surface ocean general circulation model, the Regional Ocean Modeling System (ROMS) [Shchepetkin and McWilliams, 2005] , and its associated tangent-linear and adjoint model toolkit [Moore et al., 2004] . The simulated physical circulation is described in a companion study by Veneziani et al. [2009] (hereinafter referred to as part 1). The objective of part 1 is not only to show that the model well represents the structure and variability of the CCS circulation, but also to document the important influence of realistic versus climatological surface external forcing on both the mean and mesoscale field of the coastal alongshore jet. In the present study, we intend to further investigate the sensitivities of the CCS coastal circulation by using the tangent-linear and adjoint modules recently developed for ROMS [Moore et al., 2004] .
[4] The adjoint model [e.g., Lanczos, 1961 ] is a powerful mathematical tool whose solution can be viewed as the Jacobian of a generic scalar function J of the state vector, assuming that the evolution of the state vector is tangent linear to the solution trajectory of the nonlinear system. An introduction to adjoint methods for time-dependent ocean state estimation problems can be found in the book by Wunsch [1996] . According to the specific form of J, adjoint techniques can be used for a variety of practical applications. In four-dimensional variational (4DVAR) data assimilation problems, for instance, J represents the squared ''distance'' between the model state and the observations, and the goal is to find appropriate changes to the model initial condition (or external forcing or model parameters) in order to minimize J. 4DVAR methods have been used extensively in meteorology [e.g., Courtier et al., 1994] and have recently been gaining momentum in oceanography [e.g., Chua and Bennett, 2001; Weaver et al., 2003; Vialard et al., 2003; Kurapov et al., 2005 Kurapov et al., , 2007 Di Lorenzo et al., 2007; Powell et al., 2008; Broquet et al., 2009] . Other applications of adjoint techniques include stability analysis, ensemble prediction, and sensitivity studies. In particular, in sensitivity analysis, J is a metric representing an oceanic process of interest, and the solution of the adjoint model consists of the sensitivity of J to the external forcing, the model initial condition, and the state vector at any given time [e.g., Marotzke et al., 1999; Bugnion et al., 2006; Losch and Heimbach, 2007] . Moore et al. [2009] also adopt ROMS to perform adjoint sensitivity analyses of the southern California Current, but their configuration differs from that of the present study in the model resolution, in the choice of external forcing data, and in the range of examined metrics.
[5] The advantage of adopting an adjoint model approach for conducting sensitivity studies versus more traditional approaches is that the adjoint solution quantifies the sensitivity field. Moreover, the adjoint model allows for the spatial distribution and temporal changes of the sensitivities to be analyzed, highlighting the geographical regions of major impact and the possible seasonal and interannual variability of the sensitivity field.
[6] In this paper, we define a number of metrics that characterize processes of interest in the coastal ocean off California, and study the influence of small changes in the external surface forcing and state vector initial conditions on the metrics evolution. We briefly describe the ROMS nonlinear model configuration in section 2 (the reader is referred to part 1 for full details), and introduce the adjoint approach to sensitivity analysis in section 3.2 (with full mathematical details given in Appendix A). The results of the sensitivity study are presented in section 4, while a specific discussion on the results in terms of sensitivity to local and remote driving mechanisms is included in section 5. Finally, a summary and conclusions are presented in section 6.
Model
[7] ROMS is a terrain-following s-coordinate model widely used for regional and basin-wide ocean applications [e.g., Di Lorenzo, 2003; Marchesiello et al., 2003; Doglioli et al., 2006; Wilkin and Zhang, 2007] . The ROMS configuration chosen for the present study covers most of the North American west coast, and features a 1/10°horizontal resolution and 42 vertical s-levels. The model domain and topography is shown in Figure 1 , together with the geographical subregions used in section 5 to quantify the sensitivity results.
[8] Our control run and modeled physical circulation for the years 2000 -2004 have been described extensively in part 1. Here, we only focus on specific results that will be useful for the discussion of the adjoint sensitivity studies. Figures 2a and 2b show the Coupled Ocean-Atmosphere Mesoscale Prediction System (COAMPS) wind stress (and wind stress curl) that is adopted as external surface forcing for ROMS, for the months of January and June, respectively (for clarity, only one every four wind stress vectors is drawn). Although the alongshore wind stress is always negative along the U.S. West Coast south of Cape Mendocino, there is a strong seasonal cycle with maximum upwelling favorable winds found in June -July. Also noticeable in Figure 2b is the strengthening of the wind stress (and associated increase in wind stress curl) downstream of the major headlands (especially Cape Mendocino, Point Arena, and Point Sur). Indeed, as discussed in part 1, it is this enhanced resolution and generally more realistic characteristics of the COAMPS forcing versus a climatological forcing field that determines a better representation of the CCS alongshore jet structure.
[9] Figures 2c, 2d, 2e, 2f, 2g, and 2h present the following characteristics of the ROMS simulated circulation for January and June (5-year averages): sea surface temperature (SST) (Figures 2c and 2d ), free surface (Figures 2e and 2f) , and vertical profile of velocity across the 500 m isobath section, s (depicted as a thick black contour in Figure 1 ) (Figures 2g and 2h) . The seasonal cycle of these fields is Figure 1 . Model domain and topography (contour interval is 500 m depth). Black lines delimit the subregions in which sensitivity results are quantified: the boundary (BDRY) area with its northern, western, and southern portion; the coastal (CST) area; and the ocean interior (INTR). Also shown (thick black contour between Cape Mendocino and Point Conception) is the s section along the 500 m isobath, across which the J M ? metric is defined. consistent with the typical annual variations of the CCS structure [e.g., Hickey, 1979 Hickey, , 1998 ]: a strong upwelling season characterizing the entire U.S. West Coast in early summer, with coastal, locally intensified cold SST centers, the formation of a narrow alongshore jet, and associated offshore Ekman transport in the upper part of the water column. Such coastal processes are represented by the metrics described in section 3.2, for which the adjoint sensitivity analysis of this paper are carried out.
Adjoint Sensitivity Analysis
[10] The tangent linear and adjoint models are linear equations derived from the nonlinear model of the physical system of interest, describing the evolution of the perturbation state df with respect to a certain background state f 0 [e.g., Courant and Hilbert, 1953; Lanczos, 1961] . In geophysical fluid dynamical systems, the perturbation state arises from uncertainties in the nonlinear model initial condition (i.c.), df(t i ) (where t i is the initial time), boundary conditions, df W (where W represents the boundary), external forcing, df, and model parameters. Under the assumption that these uncertainties are small compared with their corresponding background state quantities (i.e., that jdf(t i )j ( jf 0 (t i )j, jdf W j ( jf 0W j, and jdfj ( jf 0 j), df can be considered small compared with f 0 and its evolution linear over a certain period of time. Therefore, the equations of the tangent linear and adjoint models can be utilized to describe the evolution of df over this time period. While the tangent linear model is usually run forward in time to directly study the temporal evolution of df, the adjoint model is typically run backward in time to retrace the causes that lead to a particular df. Adjoint methods are naturally suited to sensitivity studies, as they provide the direct dependencies of circulation metrics, J, on uncertainties of the background state vector. Full mathematical details of the derivation of the adjoint model and its use for sensitivity study applications are given in Appendix A, with an emphasis on the methodology adopted for the ROMS tangent linear/adjoint modules. Here, it suffices to say that, if J is defined as a time integral function of the state vector,
its sensitivities to perturbations in the model initial condition and external forcing can be seen as the following solutions of the discretized adjoint model equations:
where R T is the adjoint propagator, N is the total number of time steps contained in the integration interval, Dt is the model time step, and P is the operator transforming the forcing f into its representation on the state vector. Note that the adjoint integration time moves backward from final time t N to initial time t i (see Appendix A for details on how to obtain equations (1) and (2)).
[11] In order to perform adjoint sensitivity analyses relative to a time period T adj = [t i ,t N ] using an adjoint model approach, we therefore need to follow these steps: identify a state f 0 around which the linearization process occurs; define the metrics of interest and calculate the adjoint forcing @G/@fj f 0 t m ð Þ (with m = [0, N]); and finally run the adjoint model backward in time from t N to t i . However, one crucial question needs to be addressed before conducting any tangent linear/adjoint study; that is, on what time frame T adj can we assume the linearity assumption to hold. We answer this question in the following section.
Validity of the Linearity Assumption
[12] The tangent-linear assumption and hence the adjoint gradients equations (1) and (2) are valid for any time interval provided that the perturbation amplitude jdfj is small enough. One possible way to test this underlying assumption is to build an ensemble of state perturbation i.c.s, df (n) (t i ), which can be used to initialize the tangent linear model. They can be added to the basic state i.c., f 0 (t i ), and used to initialize the nonlinear model as well. The results of the tangent and nonlinear models, df TLM (n) (t) and df NLM (n) (t), respectively (where df NLM (n) is calculated by subtracting the basic state f 0 from the total NLM solution), can then be compared with each other at increasingly longer times and larger amplitudes, and a timescale over which the two solutions diverge can be determined.
[13] In order to build the ensemble, we use the ROMS Incremental 4-Dimensional Variational (IS4DVAR) assimilation module, which identifies changes to the initial condition that minimize the cost function given by the squared distance between the model solution and the observations. The data assimilated in the present ROMS configuration of the CCS region is a blended satellite SST product and the AVISO altimetry sea surface height (SSH) anomaly field. Details of the data assimilation study can be found in the paper by Broquet et al. [2009] . We utilize the IS4DVAR module to obtain 20 independent i.c. perturbations, which are orthonormalized using a Modified Gram-Schmidt method and randomly combined to produce an ensemble of n = (Figures 2a and 2b) ; model SST (contour interval is 1°C) and area, A, where J SST is defined ( Figures 2c and 2d) ; model free surface (contour interval is 0.02 m, and thick contour indicates zero free surface) and area, A, where J SSH is defined ( Figures 2e and 2f) ; and vertical profile of model velocity across the 500 m isobath section s (the gray horizontal line identifies the first eight layers over which J M ? is computed, corresponding to the upper 14 m of the water column) (Figures 2g and 2h) . Shaded areas and solid (dashed) contours indicate offshore (inshore) velocities. Black squares identify key coastal locations (from north to south): Cape Mendocino, south of Point Arena, Monterey Bay, and Point Sur. 50 perturbations. These 50 perturbations are then rescaled to a typical monthly SST variation and used to run the tangent and nonlinear models for a one-month period. We compare the two solutions in terms of a normalized difference, D, and a correlation coefficient, r. The difference D is computed as
where std indicates a spatial standard deviation value and s f is a typical variation of the state variable, obtained from the variability of the nonlinear model solution over the 2000 -2004 period. The correlation coefficient r is computed as
where h i indicates a spatial average.
[14] Figure 3 shows the evolution of D (n) and r (n) for the free surface, h, meridional velocity, v, temperature, T, and salinity, S. For the 3-D variables, the spatial std and mean values in (3) and (4) 
Metrics of Interest
[15] After defining a suitable value for T adj , we now need to identify circulation metrics, J, that are of interest for the purposes of this paper. We have chosen metrics that fall into two main categories: ''local'' coastal metrics that are likely to be highly influenced by local external forcing and internal dynamics, versus ''nonlocal'' metrics that may be more affected by remotely forced mechanisms. In the first category, we have considered two indices of coastal upwelling strength near central California. One metric is the following temporally and spatially averaged squared SST field:
where T adj is the duration of the adjoint run and A is a coastal domain centered around Monterey Bay (black contour in Figures 2c and 2d) . The other is a measurement of the upper ocean mass transport across the section s,
where s is the 500-m isobath contour line between 35°N and 40.5°N located at the shelf break of the model bathymetry (thick black contour in Figure 1 ), and u ? is calculated as the velocity component locally orthogonal to the line element ds. The vertical integral is carried out over the upper 8 slayers, where most of the offshore velocity associated with upwelling conditions is found (Figure 2h ).
[16] In the second metric category, we have considered an index of coastal mean sea level field,
where A is the continental shelf region encompassing the whole central and part of northern California coast (black contour in Figures 2e and 2f ). This metric is likely to be influenced by coastally trapped waves as well as Rossby waves propagating through the ocean interior [Gill and Clarke, 1974; Gill and Schumann, 1974] .
[17] The time variability of the three metrics calculated from the 2000 -2004 NLM model solution is shown in Figures 4a, 4c , and 4e), together with the climatological annual cycle computed over the 5-year period (Figures 4b, 4d, and 4f) . In all cases there is a marked seasonal cycle (better seen from the climatologies) with minimum SST (M ? ) occurring in January -March (December -February) and maximum SST (M ? ) found in August -September (May -June). The seasonality of the predominantly offshore (positive) transport reflects the variability of the central California upwelling processes, whereas that of the SST metric is shifted by one to two months with respect to the upwelling season, suggesting a partial influence of the atmospheric heat flux (as we will also discuss in section 4.1). The SSH metric has a seasonal cycle similar to that of J M ? , with perhaps even higher correlations with the upwelling cycle. Some interannual variability is also evident, especially for J M ? and J SSH , with the transport becoming inshore (negative) and the mean h 2 decreasing almost to zero during the winter of certain years.
Sensitivity Results
[18] We use the 2000 -2004 NLM model solution described in part 1 (our f 0 in this case) to build the necessary adjoint forcing (@G/@fj f 0 in equations (1) and (2)), and run the adjoint model for each metric described in section 3.2. Adjoint integrations are performed for successive periods of length T adj = 14 d, starting on d 1 and 15 of each month between 2000 and 2004. The adjoint solution we explore in the present study is the sensitivity to the model variable initial conditions, @J/@f(t i ), and to the 14-d averaged external forcing, @J/@f . The latter is found by summing the sensitivity solutions at all time steps between t i and t N :
Only sensitivities higher than a threshold (chosen as 1% of the maximum @J/@f or @J/@f(t i ) at each s-level) are shown in order to neglect very low, noisy values of sensitivity (a threshold of 0.1% of the maximum has also been used, but no qualitative change in the overall results has been observed).
[19] The sensitivity to a certain field is then weighted by the field standard deviation at each model grid point. The standard deviation is computed differently for elements of f(t i ) and f . In particular, the variability s f i (s f ) is calculated as daily (monthly) variation with respect to a long-term monthly (annual) mean, where the long-term means are computed over the 5-year period (2000 -2004) . This procedure allows for sensitivity results to take account of typical variations of the state variables and time-averaged forcing fields. Furthermore, it allows us to compare sensitivities to different fields with respect to each other because they will all have units of [J] . Therefore, we consider the results in terms of: where the subscript i is used to indicate the initial condition (i.c.) and the standard deviations are computed separately for each component of f(t i ) and f .
[20] Finally, despite the interesting interannual variations exhibited by the metrics in Figure 4 , we will concentrate on the climatological annual cycle of the adjoint sensitivity solution in order to simplify the interpretation and emphasize seasonal differences.
Local Metrics: J SST and J M ?
[21] Sensitivity rankings are obtained by computing an overall value of dJ at fixed s-levels as S x,y jdJj x,y j, for each field contained in f(t i ) and for the following components of f : cross-shore and alongshore wind stress, t ? and t k , surface heat flux, Q, and surface fresh water flux, E-P (the overbar indicating time-averaged external forcing is omitted for simplicity of notation). The sensitivity to cross-shore and alongshore component of the wind stress is calculated from the adjoint model solution @J/@t x , @J/@t y as:
where q = 33°is the mean coastline orientation in the central California region (counterclockwise angle between the positive x-axis and the orthogonal to the coastline). 4.1.1. J SST [22] Let us first consider the 5-year averages of the overall sensitivities, S x,y jdJj, for the J SST case and for the various fields mentioned above, so that we can rank the different contributions with respect to each other. These long-term annual means are listed in the first column of Table 1 together with their standard error (Table 1 will be further discussed in section 5). J SST is most sensitive to the averaged surface heat flux, averaged alongshore wind stress, and SST initial condition, with long-term sensitivity means equal to 7.65, 6.91, and 4.12°C 2 , respectively. This is equivalent to saying that, for example, a change in the 14-d averaged t k on the order of its typical standard deviation at each model grid point where the sensitivities are found significant would produce a change in the average SST around Monterey Bay of ffiffiffiffiffiffiffiffiffi 6:91 p % 2.6°C over a two-week period. The next most relevant sensitivities of J SST are to the averaged cross-shore wind stress and to the free surface and surface velocity i.c.s. The annual mean values of these sensitivities are more than one order of magnitude weaker than dJ Q (Table 1) . Sensitivities to the sea surface salinity (SSS) i.c. and to the average E-P are even lower. Nevertheless, if considering the contribution from the velocity, temperature, and salinity fields for the whole water column (last three rows in Table 1 ), the sensitivity to their initial condition becomes as important as (and, in the case of temperature, even higher than) that to the surface external fluxes, suggesting that good three-dimensional Figure 5 (black lines), for the sensitivity to the averaged alongshore wind stress, dJ t k , cross-shore wind stress, dJ t? , surface heat flux, dJ Q , SST i.c., dJ SST i , free surface i.c., dJ h i , and surface meridional velocity i.c., dJ v sfc i (the seasonal cycle of dJ u sfc i is not shown because of its similarity with that of the meridional component). One thing to notice from these plots is that the sensitivity ranking changes slightly from one time of the year to another, with alongshore wind stress becoming more important than surface heat flux in May-July, while the opposite occurs between October and April (compare black curves in Figures 5a and 5c) . Furthermore, Figure 5 shows a robust seasonal cycle for most sensitivity fields. Both the averaged surface forcing and the state variable i.c.s contribute more to the change in SST near Monterey Bay during the summer months (June -October) than during late fall and winter (November-March).
[24] In order to interpret these results, it is worth recalling that the sensitivity to a certain field dJ fld is computed as the product between the adjoint solution @J/@fld and the field standard deviation s fld (see equations (8) and (9), where fld is either f i or f ). Therefore, the variability of dJ fld could either be intrinsic in @J/@fld, or due to changes in s fld at constant @J/@fld. We investigate this issue by plotting the seasonal cycle of the field standard deviations in Figure 5 (gray lines), spatially averaged over the same points where dJ is found to be significant. For the alongshore wind stress (Figure 5a ), we note that its variability reaches a maximum in June, whereas dJ t k is higher in July. Furthermore, while dJ t k increases by more than 200% from April to June, the corresponding increase in t k variability is only by 20%. These discrepancies dwindle in late summer (JulySeptember), when both dJ t k and s tk decrease by %35%, while rising again during the fall and winter months.
[25] A somewhat different behavior is found for dJ Q and s Q (Figure 5b ). Indeed, their seasonal cycles and rates of change are very similar for most of the year, although the increase in dJ Q during early summer is twice as much the increase in surface heat flux variability. This suggests that, from April to July (and during the whole winter for the dJ t k case), the sensitivity of J SST to wind stress and heat flux is not due to the natural variability of the surface fluxes, but rather to an indirect process whose influence on our metric is contained in the adjoint solution @J/@t k and @J/@Q.
[26] One likely candidate is the different stratification at the coast during the various seasons, because of the different upwelling conditions throughout the year. A vertical section of temperature at mid-Monterey Bay (36.8°N) is shown in Figure 6 for the months of January, April, July, and October (5-year averages). We can see that the surface stratification near the coast of Monterey Bay changes drastically from nearly zero in January to its highest value in July, remains approximately constant throughout the late summer, and then decreases again from October to December. These seasonal changes follow the upwelling processes of the central California region, which typically begin during the April spring transition and remain strong until midsummer [Hickey, 1979 [Hickey, , 1998 ]. Therefore, the high upwellinginduced stratification in early summer is such that, an equivalent wind stress change would induce a relatively higher SST change in summer than in winter.
[27] On the other hand, except for the April -July period, the seasonal cycle of dJ Q is mainly dictated by changes in the surface heat flux variability. This can also be said for dJ SST i . As for the sensitivity of J SST to the surface velocity and h i.c.s (Figures 5d and 5e ), the changes in dJ v sfc i and dJ h i are not as well correlated with the changes in the corresponding field standard deviations. Black and gray curves exhibit maximum values at different times, and the overall changes of s are relatively much lower than those for dJ. This result implies a different mechanism than that considered for dJ t k , and a hypothesis is considered below.
[28] Additional insights can be gained from the spatial distribution of the sensitivity fields. Maps of dJ Q , dJ t k , dJ SST i , and dJ h i for the last two weeks of January and June (5-year averages), are shown in Figure 7 . Besides showing the strong seasonal cycle, these plots provide an understanding of the geographical regions that mostly contribute to the overall sensitivity results described in Figure 5 . In June, the sensitivity of J SST to t k is mainly positive and higher over the continental shelf than further offshore. This is consistent with an increase in SST 2 due to an increase in upwelling favorable winds (the mean t k is negative in June, as seen from Figure 2b ). It is also interesting to note that J SST is sensitive to wind stress changes occurring outside C04020 VENEZIANI ET AL.: CCS ADJOINT SENSITIVITY ANALYSIS the area A where the metric is defined (between Cape Mendocino and Point Arena, for example), suggesting advection mechanisms of upwelling events. This external influence is found for the other sensitivity fields as well. In particular, J SST is positively sensitive to h i.c. changes over the Southern California Bight (SCB). Considering that the mean sea level is negative near the California coast in summer (see Figure 2f and Figure 4 in part 1), such sensitivity could possibly imply that a positive change in h over the SCB produces an increase in the average SST further north, most likely through the advection of warm surface waters from the SCB. Other, more local, sensitivity structures are visible at Point Año Nuevo north of Monterey Bay, inside the Bay itself, and at Point Sur.
J M ? ?
[29] The overall values of sensitivity for the J M ? metric are listed in the first column of Table 2 . Clearly, the crossshore mass transport off the northern and central California coast is by far most sensitive to the alongshore wind stress, with the next significant sensitivity to h i.c. amounting only to 1% of dJ t k . Only when considering the full, threedimensional initial velocity, temperature and salinity fields, do their sensitivities (last three rows of Table 2 ) approach dJ t k in magnitude. The seasonal cycle of the sensitivity results (Figure 8 ) is much less evident than in the J SST case. The sensitivity to t k is rather constant throughout the year and its changes are well explained by changes in the wind stress variability (gray line in Figure 8a ), implying that a direct connection exist between J M ? and the wind stress through Ekman dynamics. This is also evident in the spatial distribution of dJ t k (Figure 9a ) for the last two weeks of June: the sensitivities are mostly negative on the inshore side of the s section, which means that a negative perturbation in t k (upwelling favorable) produces a positive perturbation in J M ? , i.e., an increase in the offshore mass transport.
[30] The spatial pattern of sensitivity to h i.c. (Figure 9b ), generally positive along the s section and negative at the coast, suggests that a strengthening of the upper ocean, equatorward geostrophic current nearshore is associated with an increase in cross-shore mass transport offshore. Positive and negative centers at the northern and southern end of the s section as well as the spatial distribution of dJ v sfc i (Figure 9c ), indicate a direct link between the crossshore velocity and the surface offshore transport.
Nonlocal Metric: J SSH
[31] Similar to the other metrics, J SSH is mostly sensitive to the 14-d averaged wind stress (Table 3) , with dJ Q , dJ h i , dJ SST i , and dJ SSS i approximately one order of magnitude weaker than dJ t k . Nonetheless, in this case, the sensitivity to temperature and salinity i.c. for the whole water column (last two rows of Table 3 ) is larger than that to the alongshore wind stress. All sensitivity fields show a maximum value in June (Figure 10) , and the changes experienced over a seasonal cycle are not consistent with the changes in the field standard deviation alone. The sensitivities of J SSH exhibit more complex spatial distribution than that seen for the previous two metrics. Figure 11 shows the distribution of dJ t k , dJ h i , dJ SST i , and dJ v sfc i for the first two weeks of June over the whole model domain (the spatial structures for the winter season are similar, but the fields are less intense).
[32] The results of Figure 11 can be understood by considering that the mean sea level is typically negative at the coast throughout the year (see Figure 4 in part 1), i.e., that an increase (decrease) of J SSH (/ h 2 ) results from a negative (positive) perturbation in h. Therefore, the negative sensitivity to t k at the coast suggests that a negative perturbation in the mean t k strengthens J SSH , which is consistent with a strengthening of the coastal pressure field due to an enhanced Ekman transport. The coastal structure of dJ SST i is instead understood in terms of steric effect (a decrease in SST produces a sea level deepening and a consequent rise in J SSH ). This is also true for dJ Q , dJ E-P , and dJ SSS i (not shown). In most cases, though, the sensitivity fields exhibit an opposite sign near the boundaries which cannot be simply explained through steric effect or advection mechanisms. We will discuss in Figure 9 . Spatial distribution of (a) dJ k , (b) dJ i , and (c) dJ v sfc i for the J M ? metric and the last two weeks of June. Gray arrows in Figure 9c represent the mean surface velocity field for the month of June (one arrow every five model grid points is drawn). more details the contribution to the overall sensitivity from the boundary region in the following section.
Sensitivity to Local and Remote Forcing
[33] In regions like the central California coast characterized by upwelling conditions and steep, narrow continental shelves, coastal processes are influenced by both local dynamics (mainly wind forcing and internal instabilities) and remote perturbations traveling along the coast through coastally trapped waves or advection mechanisms [e.g., Gill and Clarke, 1974; Gill and Schumann, 1974; Clarke, 1977; Battisti and Hickey, 1984] . In regional models such as ROMS, remote forcing takes three specific forms: (a) perturbations generated outside the area of interest, A, but inside the model domain and subsequently propagated or advected toward A; (b) perturbations generated outside the model domain, whose influence on A depends on the type of boundary conditions used for the regional model open boundaries; and (c) influence of the large-scale mean stratification set up at the boundaries by the chosen boundary conditions. In this paper, we aim at investigating (a) and (b), whereas the mechanism described in (c) occurs over a timescale (O(years)) that is too long for the adjoint approach to remain valid in such a nonlinear configuration as that chosen for the present study.
[34] Given the fast propagation speed of inertial-gravity, Kelvin-like barotropic waves (%20 m s À1 for a 50 m deep shelf), our 14-d averaged metrics will not be affected by such waves. Despite being very energetic, these waves are not believed to produce changes in the pressure gradient that significantly affect the currents [Brink, 1986; Davis and Bogden, 1989] . We can therefore expect our metrics to be influenced by long (O(1000 km)) baroclinic topographic waves which exhibit phase speeds of %3 m s À1 [e.g., Battisti and Hickey, 1984] and are generated along the coast by remote wind forcing. Although the Estimating the Circulation and Climate of the Ocean supported by the Global Ocean Data Assimilation Experiment boundary conditions used for our control run (part 1) have too low temporal and horizontal resolution to allow for these waves to influence the mean nonlinear model solution, the adjoint model (through its dynamics) still detects sensitivities to the boundary fields due to such perturbations.
[35] In order to quantify the contribution to the sensitivity results from different geographical regions and specifically from the boundary area, we have computed an overall value of sensitivity (5-year average S x,y jdJj, as done for Figures 5,  8 , and 10) for the following regions (depicted in Figure 1) : the boundary area, BDRY, divided into its southern, western, and northern part; the coastal area, CST, and the ocean interior, INTR, covering the rest of the model domain. The results are presented in Tables 1, 2 , and 3 in terms of percentage values. They are ordered according to the overall dJ value, from the most to the least significant sensitivity field, except for the last three rows, which show the results for the velocity, temperature, and salinity i.c. for the whole water column.
[36] There is a clear difference of behavior between the local metrics and J SSH . For both J SST and J M ? , most of the sensitivities (70 -97%) are found in the coastal area (where the metrics are also defined), while less than 6% is typically from the boundary regions. Only the sensitivities to h and zonal velocity i.c. exhibit a contribution of 11 -19% from BDRY. A somewhat reversed scenario occurs for J SSH , in which the contribution from the boundary area amounts to 40-88% of the total, with highest values occurring for the sensitivity to the heat and fresh water fluxes, and to SST and SSS initial conditions. The most important sensitivity field, dJ t k , has the highest contribution from the coastal area (59%) but a sizable part (39%) is also found in BDRY. This behavior is evident in the spatial distribution of the dJs (Figure 11 ).
[37] We believe that there are two mechanisms determining the described results for J SSH . One is an adjustment response of the whole model domain to perturbations occurring at the western boundary. Indeed, when using a temperature perturbation with a structure similar to the one shown in Figure 11c at the western boundary to initialize the ROMS tangent linear model, the results show an adjustment process that yields a negative free surface at the coast over a 14-d period. This explains the opposite sign of sensitivity values found between the boundary and the coast for dJ h i , dJ SST i , dJ SSS i , dJ Q , and dJ E-P . There is also evidence of topographic waves propagating along the Mendocino escarpment ($40.5°N) in the dJ h i field (Figure 11b ). The other mechanism responsible for the high sensitivity values in the southern part of the BDRY region (western part of BDRY for dJ v sfc i ) is baroclinic Kelvin wave propagation along the southwestern and southern boundary of the domain. This wave propagation results from the chosen boundary conditions and the regional nature of the simulation. Although C04020 VENEZIANI ET AL.: CCS ADJOINT SENSITIVITY ANALYSIS not entirely representing real oceanic scenarios, these results quantify the importance of the boundary regions in determining the circulation characteristics of regions far from the boundaries over short timescales.
[38] A better sense of the sensitivity of J SSH to actual remote forcing mechanisms can be gained by simply changing the metric definition for which the adjoint sensitivity analysis is carried out. For instance, we redefine J SSH Figure 10 . Similar to Figure 5 , but for the J SSH metric.
C04020
VENEZIANI ET AL.: CCS ADJOINT SENSITIVITY ANALYSIS by spatially averaging the squared free surface over a much smaller coastal area than that chosen in section 4.2. The region in question is offshore of Point Arena and has been the location of a 1981 -1982 field experiment, the Coastal Ocean Dynamics Experiment (CODE), dedicated to the investigation of dynamical processes governing the winddriven motion of the continental shelf [Beardsley and Lentz, 1987] . The results of the adjoint sensitivities for the new J in terms of dJ t k for the first two weeks of June are presented in Figure 12 (which also shows the CODE region where the metric is defined). It can be seen that, while the spatial structures at the three open boundaries of the domain resemble quite closely the results of Figure 11a , the new J SSH is negatively correlated with the alongshore wind stress in the coastal area south of the CODE region. Therefore, an intensification of the upwelling favorable winds several hundred kilometers south of Point Arena determines a deepening of the mean sea level in the CODE area, which is consistent with previous findings on the effect of remote wind forcing in the region [Davis and Bogden, 1989] . Such remote wind forcing is even more evident in Figure 13 , which shows the temporal evolution of the sensitivity of the new J SSH to alongshore wind stress during the first day of adjoint simulation carried out over the period 1 -14 June 2000 (adjoint initialization on 15 January, at 0000 hour). In this case, a higher-resolution (3 km) forward model simulation is used as background state f 0 (the model domain is the one depicted in Figure 13) , and stored every 6 h. The evolution of the sensitivity field allows us to visualize the contribution of the wind field from areas to the south of the CODE region, occurring within 1 d of the adjoint initialization, and to separate it clearly from the sensitivity to the open boundary region.
Conclusions
[39] In this paper, we investigate the sensitivities of the California coastal circulation to local and nonlocal driving factors, using the newly developed ROMS adjoint toolkit. There are several advantages in adopting an adjoint model approach versus more traditional methods to perform sensitivity analyses. First, the sensitivities to different external fluxes and state variable initial conditions can be quantified and compared with respect to each other, thus providing a ranking of the factors that influence the modeled solution and the circulation physics. Second, the adjoint sensitivity solution is a full four-dimensional field, and its analysis permits the visualization of the spatial distribution and temporal variability of the various sensitivities. Besides providing important theoretical insights, this type of information is also fundamental for practical applications, such as the planning of observational experiments and for the identification of best strategies for data assimilation efforts. Figure 13 . Temporal evolution of the sensitivity to alongshore wind stress during the first day of adjoint simulation carried out over the period 1 -14 June 2000 (adjoint initialization on 15 January, at 0000 h). This is for the J SSH metric computed over the CODE region and using a 3 km ROMS simulation as background state f 0 (whose spatial domain is the one shown above).
[40] We have studied the adjoint sensitivity solutions for several metrics representing local and nonlocal processes of the central California coast. We specifically report here on the results for three metrics: two indices related to the region upwelling strength and one index proportional to the coastal mean sea level field. We conduct a preliminary investigation to determine the timescale over which the linearity assumption is violated, and we find that a 14-d timescale is acceptable for the present model configuration. The adjoint model is subsequently run for successive 14-d periods between 2000 and 2004, from which the temporal and spatial distribution of the sensitivity fields are analyzed. We focus on the solution in terms of sensitivity to biweekly averaged surface external forcing and to state variable initial conditions. The results obviously do not include the effect of driving mechanisms acting on timescales longer than two weeks, such as slow advection or dynamical processes leading to the formation of the mean coastal stratification and large-scale structure. This is a general limitation of adjoint model techniques when they are adopted in nonlinear configurations such as that of the present study (unless perturbations are small enough for their growth to remain limited over time). One way to circumvent this problem and investigate longer sensitivity timescales is to study the linear evolution of passive tracers through the adjoint model of the advection-diffusion equation. This approach is followed by Chhak and Di Lorenzo [2007] to explore the decadal changes of the California Current upwelling cells and their relationship with particular phases of the Pacific Decadal Oscillation.
[41] A consistent result of our adjoint sensitivity analysis is the predominantly local characteristics of the considered metrics. From the spatial structure of the sensitivity fields, we see that metrics that are directly related to the strength of coastal upwelling (J SST and J M ? ) are very locally forced. In the J SST case, only a small external contribution comes from the area to the north of the region where the metric is defined, suggesting the influence of advected upwelling events. Similar local sensitivities are found for other three metrics whose results are not included in this paper, which measure, respectively, the alongshore temperature transport off Monterey Bay, the barotropic kinetic energy over the central California coastal area, and the barotropic kinetic energy over a region covering most of the model domain. Only the metric proportional to the mean sea level along the central California coast (J SSH ) shows sizable sensitivities to the boundary region and to areas located outside the domain where the metric is defined. This nonlocal pattern is partly due to real remote mechanisms and partly the result of perturbations propagating along the open boundaries of the domain and resulting from the regional characteristic of the simulation.
[42] Another important result of this paper is that we can quantify the various sensitivity fields and rank them with respect to each other. We show that, over short timescales, in the northern and central California the considered metrics are mostly influenced by the wind field (especially by its alongshore component) and by the surface heat flux, whereas they are minimally impacted by the surface fresh water flux. The sensitivity to the model initial conditions varies according to the particular metric studied, but it generally increases substantially when considering the combined effect of the state variables at all levels of the water column. This result indicates that good three-dimensional i.c. fields can be as important as external surface fluxes in affecting the model dynamics of the region over the considered timescales.
[43] Finally, we show that the sensitivity fields exhibits their own seasonal cycle, with generally higher sensitivities in summer than in winter. The sensitivity ranking for the J SST case also changes according to the season, with surface heat flux and SST i.c. contributing more than wind stress to the metric changes in winter, while a reversed situation occurs in summer. This behavior is not always a mere consequence of the field variability seasonal cycle, but is rather associated with the dynamical changes occurring in the ocean during the upwelling season.
Appendix A: Application of Adjoint Models to Sensitivity Studies
[44] In order to show how an adjoint model can be utilized for sensitivity analyses, we first define the tangent linear model from which the associated adjoint equations are derived. Let us denote by f a vector (a bold, lowercase (uppercase) letter is used to indicate a vector (matrix)), function of time, composed of all the ROMS prognostic variables: the three-dimensional velocity, u, v, the free surface, h, the temperature, T, and salinity, S, at all model grid points. (Note that, through this approach, we have implicitly introduced a discretization in the space dimension. The dimension of f is O(5 Â 10 6 ).) The full nonlinear primitive equations (NLM) describing the evolution of the state f can be written using the following symbolic form:
where N represents the linear and nonlinear operators acting on f and f is the external forcing. Let f 0 be a particular solution of equation (A1) (background state), associated with the initial condition f 0 (t i ), boundary conditions f 0W , and external forcing f 0 . Perturbations df(t i ), df W , and df in the initial conditions, boundary conditions, and forcing, respectively, give rise to a perturbation state, df, such that f = f 0 + df. By assuming that jdf(t i )j ( jf 0 (t i )j, jdf W j ( jf 0W j, and jdfj ( jf 0 j, df can be considered small compared with f 0 and its evolution linear over a certain period of time. Under these assumptions, the first-order Taylor expansion of (A1) yields:
where A = @N /@fj f 0 . Equation (A2) is referred to as the tangent linear model equation (TLM), and its solution at time t can be written in a general form as
where R is the tangent linear propagator, which represents the evolution of the perturbation state from its initial condition due solely to internal dynamics (if A were constant in time, R would take the analytical form exp (At)). The matrix P is simply an operator which transforms the forcing f into its representation on the state vector. When introducing a discretization in time, (A3) can be approximated by
in which Dt is the model time step, t k = t i + kDt, and N is the total number of time steps between t i and t N .
[45] The adjoint model of (A2) (ADM) is derived by considering the inner product, {}, of the unforced TLM with an arbitrary vector f y and by applying the Green's identity (given two arbitrary vectors, c, d, the Green's identity states that, if A operates on d, its adjoint operator, A y , is such that {c, A d} = {d, A y c}) [e.g., Courant and Hilbert, 1953; Lanczos, 1961] . Let us define the inner product between two vectors as {c, d} = c T M d, where the superscript T stands for ''transpose'' and M is a positive definite, symmetric matrix operator (it could identify total energy, for example). By applying such an inner product to the unforced equation (A2) and by considering the Green's identity, the following adjoint model equations are derived
subject to the condition @(f where R y is the adjoint propagator, equal to M À1 R T M. If M is a diagonal matrix (such that df T M df is equal to the total perturbation energy, for example), we can rescale the state vector so that M becomes the identity matrix and R y = R T . Furthermore, since in many instances the adjoint model is run backward in time, the notation R y (t,t i ) has been used to indicate that R y propagates the adjoint initial condition f y (t) from time t to t i . The physical meaning of f y depends on the particular application in which the adjoint model is used: here, we describe what form f y takes in the context of sensitivity analyses.
[46] When conducting sensitivity studies, one typically identifies suitable metrics that represent particular processes of interest [Bugnion et al., 2006; Losch and Heimbach, 2007; Moore et al., 2009] , in order to quantify the sensitivity of such processes to changes in the model initial and boundary conditions, external forcing, and other state variables at any instant of time. Let us define a metric J as a function of the state vector, G(f(t)), at a particular time t. Under the tangent linear assumption, any change in J due to the perturbation df can be expressed as 
These equations are identical to equations (1) and (2). Similar expressions can be found for the sensitivities to the boundary conditions, @J/@f W (t l ), and to changes in the state variables at any given time, @J/@f(t l ). Equations (A9) and (A10) can be seen as the solutions of the adjoint model with a zero initial condition and @G/@fj f 0 t m ð Þ as external forcing (applied at each time step, t m , between t i and t N ). This is how the adjoint sensitivities of a time integral J are calculated by the ROMS adjoint module [Moore et al., 2004] .
