Abstract In this study, we have introduced an accurate retinal images registration method using affine moment invariants (AMI's) which are the shape descriptors. First, some closed-boundary regions are extracted in both reference and sensed images. Then, AMI's are computed for each of those regions. The centers of gravity of three pairs of regions which have the minimum of distances are selected as the control points. The region matching is performed by the distance measurements of AMI's. The evaluation of region matching is performed by comparing the angles of three triangles which are built on these three-point pairs in reference and sensed images. The parameters of affine transform can be computed using these three pairs of control points. The proposed algorithm is applied on the valid DRIVE database. In general (for the case, each sensed image is produced by rotating, scaling, and translating the reference image with different angles, scale factors, and translation factors), the success rate and accuracy is 95 and 96 %, respectively.
Introduction
By developing imaging technology and digital processes, digital images are used increasingly in medical fields, especially in ophthalmology. One of the important processes is the registration procedure. Indeed, the analysis of several images simultaneously provides more useful information for physicians. This needs an accurate and highly efficient registration process which is important for diagnosing and curing eye and retinal diseases. The process of aligning images to get relevant corresponding features easily is named image registration [1] . Image registration is the prior and important step of image fusion which has been used vastly in many application areas such as remote sensing (to achieve high spatial resolution images [2] ) and medical imaging (simultaneous evaluation of MRI and PET images [3] ).
A wide range of image registration methods have been proposed for different medical imaging applications especially for retinal images. Retinal image registration can be used for many purposes: (1) helping ophthalmologist to diagnose the eye diseases, (2) evaluating the disease and the rate of its growth, (3) patient screening, and (4) assisting in laser surgical procedure.
It is worthy to mention that retina is the only location where blood vessels can be directly pictured noninvasively [4] . There are several types of retinal images in which two types are vastly used: fundus images and fluorescein angiogram (FA) images. The green channel of fundus images are often used because the observations made by many authors proved that the green channel of the RGB representation of retinal fundus image shows the best contrast ( Fig. 1) [5] .
Also, physiological structures with blood are best contrasted in the green channel of color retinal images [6] .
The red channel is often saturated and has low contrast, and the blue channel is very noisy [5] . There are a lot of papers about retinal image registration. The techniques used in these papers can be classified into three main methods of area-based, feature-based, and hybrid.
Area-Based Methods
Area-based methods are usually based on the pixels intensities and some optimized functions (similarity measurement [6] ) such as least mean square, mutual information [7] , cross correlation [8] , and phase correlation. Indeed, a small window of points in the input image is compared with windows of the same size in reference image statically [9] . Typically, there are two major factors that may decrease the performance of area-based methods: non-uniform and large homogeneous (which are texture less areas) [10] .
Feature-Based Methods
Feature-based registration methods usually extract and match the features (common structures) from reference and sensed images. In other word, these methods assume that point correspondences are available in both images, and registration process is performed by maximizing a similarity measure computed from the correspondences [10] . The performance of feature-based methods depends on sufficient and reliable correspondences. These methods consist of the following four steps [11] :
Feature detection: Distinctive objects are detected manually or automatically. For further processing, these features are represented by their point representatives which are called control point in literature. Feature matching: The correspondence is found between the features detected in sensed and reference images. Transform model estimation: The type and parameters of mapping function which align the sensed image with the reference image are estimated. Image resampling and transformation: The sensed image is transformed by means of the mapping functions.
In fundus retinal images, there are some specified landmark features such as the optic disk, fovea, and retinal blood vessels. In most of the papers, some techniques are introduced for identifying these structures.
& Optic disk: Optic disk (OD) is usually the brightest component on the fundus images, and therefore a cluster of high-intensity pixels with a high gray scale values are identifiable. In [12] , PCA is used to identify the optic disk. In [13] , OD is located using the crossing of the vessels. In [14] , a new algorithm is proposed for the OD detection which is based on a geometrical model of the direction of the main retinal vessels (two parabolas with a common vertex), and its robustness lies in the a priori knowledge provided by this model. In [15] , Hough transform is used to identify and locate the center of OD. & Fovea: In most of fundus images, fovea is the darkest part. It has a different gray level at its border [16] . Fovea's geometrical relation to the optic disk is used in some researches to localize it. Based on a priori knowledge of OD position and its relative distance from fovea, fovea is located at a distance of 2.5 times the diameter of the OD, from the center of the optic disk [13] . & Retinal blood vessels: The techniques using vessels extract the contrast existing between the retinal blood vessel and its background. There are four main techniques for segmentation of the vessels: matched filters [17] , vessel tracking [18] , morphological processing [19] , and pixel-based classifiers such as Neural Networks [20] .
In this paper, we use closed-boundary regions and there is not any reference which already uses regions in retinal images as the features. It is also worth mentioning that feature-based methods have a higher success rate at the multi-modality registration scenario than the area-based techniques [9] .
Hybrid Methods
These methods are a combination of area-based-and feature-based registration. In [10, 21] , a new algorithm has been proposed for automatic registration of fundus retinal images which combines both area-based-and feature-based registration methods to get the advantages each method has offered along with other decision-making criteria in order to obtain best optimal solution.
Method
As it is said, the proposed algorithm is a four-step algorithm: closed-boundary region extraction, control point selection, region matching, and parameter estimation of the mapping function.
Closed-Boundary Region Extraction
In this step, first, the blood vessels are detected. Then, closed-boundary regions are extracted by using a threshold on area (see Fig. 2 ).
Blood Vessel Detection
In this proposed algorithm, Harris corner detection is used which estimates Hessian matrix for each pixel in image I [22] . 
The eigenvalues of this matrix for each pixel describe how strong the particular edge is.
Then we use a proportional thresholding of eigenvalues to reach a binary image (see Fig. 3a ). Twenty percent of the pixels with the highest eigenvalues is set to 1 and others to 0. The result of segmented image is shown in Fig. 3b .
Thresholding
To extract the closed-boundary regions, we have used an experimental thresholding on the area of the regions in the vessel segmented binary image. This thresholding depends on the image size. For the DRIVE, the used database of this paper, these values are 100 and 4,000, i.e., the area less than 4,000 pixels and more than 100 are selected as the closed-boundary regions used for the next step. 100 < Area < 4; 000 ð2Þ
These experimental values produce the appropriate numbers of regions (minimum of three) for 18 images of 20. For the other two images, we have used a dynamic thresholding which will be introduced in "The Case in Which Just Two Regions Are Extracted in Closed-Boundary Regions Extraction
Step." The result of this thresholding is shown in Fig. 4 .
Therefore, performing the closed-boundary region extraction algorithm on the sample image of DRIVE database produces five closed-boundary regions. This algorithm is performed for both reference and sensed image. For example, for the case that sensed image resulted from 60°rotation of reference image, closedboundary regions for sensed image are shown in Fig. 5 .
Control Points Selection
In most of the papers, the centers of gravity of closedboundary regions are used as control points. This technique is very efficient for the following reasons [24] :
-In most of images, some closed-boundary regions can be found. -The center of gravity is invariant under rotation, scaling, and skewing. -The coordinates of the center of gravity are very stable under random noise and gray-level variations in the original image. So we have used the centers of gravity as the control points.
Feature Extraction
As features, the first to fourth affine moment invariants for each of the closed-boundary regions are calculated in the resulted binary image from the previous step. The affine moment invariants (AMI's) are moment-based descriptors of planar shape, which are derived by means of the theory of algebraic invariants, and AMI's are invariant under general affine transformation [23] :
In this paper, four simplest AMI's are used which are listed below: 
Where the central moment μ pq of order (p + q) of binary 2D object is defined as:
where x; y ð Þare the coordinates of the center of gravity of the binary object.
For complete proofs and detailed discussion of the properties of invariants, see reference [25, 26] , and [27] . The values of invariants I 1 ,I 2 ,I 3 , and I 4 for the regions in reference and sensed images of Figs. 4 and 5b are given in Tables 1 and 2 , respectively.
Region Matching
In this stage, the information of regions which are represented by the AMI's is used to find three pairs of most likely corresponding regions. Let us symbolize R i (i01,…,r) as the regions in the reference image where r is the numbers of regions in the reference image, and S j (j01,…,s) as the regions in the sensed image which s is the number of regions in this image. Also, remember that R I Feature distance dis ij between two regions of R i and S j is calculated by:
Then, for selection of the three corresponding pairs of the regions in the reference and sensed images, indexes i 0 , j 0 , i 1 , j 1 , i 2 , j 2 are found such that: Now, it is obvious that corresponding regions are as follows: Table 3 contains the distances between each two objects in the feature space. The corresponding regions between two images are shown in Table 4 .
Validation of the Region Matching
If all regions have very similar shapes, their AMI values are close to each other and regions are not well separated in feature space, and also the matching results may be then significantly affected by small noise [24] . In this study, we use a simple method, comparing triangles, to provide false matching. This method is not computationally expensive.
Comparing Triangles
Two triangles are assumed on the centers of gravity of three corresponding regions in reference and sensed image (see Fig. 6 ). Then, the corresponding angles in two images are compared to validate the region matching.
Parameter Estimation of Mapping Function
In this section, the parameters of mapping function, which can map-sensed image to the reference image, will be estimated. For computing the six unknown parameters of a 0 ,a 1 ,a 2 ,b 0 ,b 1 , and b 2 in the mapping function (Eq. 3), we need the minimum number of three corresponding point pairs in two images which we have found in previous stage. In fact, we solve the six equations with six unknown parameters:
So, by using x i0 ; y i0 ð Þ% u j0 ; v j0 À Á , x i1 ; y i1 ð Þ% u j1 ; v j1 À Á , and x i2 ; y i2 ð Þ% u j2 ; v j2 À Á , the mapping function's parameters can be computed by using least square technique. In continuation, we will examine some cases which the algorithm may fail. Then, some solutions are suggested to prevent these failures.
The Case in Which Just Two Regions are Extracted in Closed-Boundary Regions Extraction Step
As it is considered in "Parameter Estimation of Mapping Function" to estimate the parameters of mapping function, the minimum of three pairs of corresponding regions (or three pairs of corresponding control points) in reference and sense images are needed. If just two regions are extracted in region extraction step, the algorithm would fail. For example, see Fig. 7a which does not have the sufficient amount of closed-boundary regions. For the DRIVE database, two images have this problem.
Increasing the maximum area threshold amount in "Closed-Boundary Region Extraction" results in an increase in the number of extracted closed-boundary regions. On the other side, the more the number of the closed boundary regions increase, the more computational expensiveness increases.
To solve this problem, we have proposed using a dynamic thresholding such that the maximum area threshold amount increases somehow that produces the minimum of three closed-boundary regions. Using this solution, the problem for those two images and other images that may face this problem is solved (see Fig. 7b ).
The Case in Which More than Three Close-Boundary Regions Are Extracted and Regions Are Not Matched Correctly
To realize this case, consider Table 5 in which a region in sensed image corresponded to two regions in reference image incorrectly. To solve this problem, an extra corresponding region is considered in both images (Table 6) .
Check Fig. 8 that accords to Table 6 . Now in sensed image, consider a triangle on A, D, and C, and in reference image two triangles on 3,2,4 and 4,5,2. Then use the comparing triangles evaluation method explained in "Comparing Triangles" to find the correct matched regions. For this example, correspondence of regions 3 and A is correct and the correspondence between regions 5 and A is incorrect.
The Case in Which Three Close Boundary Regions are Extracted and Regions Are Not Matched Correctly
Consider the case that three closed-boundary regions are extracted from region extraction step and in region matching step, the matching is not correct. In this special case, the algorithm failed because we need the minimum of three corresponding pairs of regions to estimate the parameters of mapping function, consider Table 5 again.
To solve this problem in the way explained in previous section, we need a fourth corresponding regions in reference and sensed images. We use the coordinates of the optic disk to reach this additional feature. One of the accurate methods to get the center of optic disk is circular Hough transform that is summarized in [28, 29] .
1. Find edges. 2. For each edge point, draw a circle with center in the edge point with radius r and increment all coordinates that the perimeter of the circle passes through the accumulator. 3. Find the maximum in the accumulator. 4. Map the found parameters (r, and coordinate of the center) corresponding to the maxima back to the original image.
Having this additional feature, we can use comparing triangles evaluation method to find the three corresponding Sensed image A D A C Fig. 8 When more than three close boundary regions are extracted and there matched regions is wrong matched regions. The complete block diagram of the proposed algorithm is shown in Fig. 9 .
Database
As it is mentioned in previous sections, the used database in this study is the valid DRIVE ophthalmology database which is available online (http://www.isi.uu.nl/Research/ Databases/DRIVE/). This database is so useful in the research studies dealt with retina. It includes of 20 colored retinal fundus images. The size of each image is 584×565, and they have been saved in 'tif' format.
Results
In this section, we assess the results in four situations of rotation, scaling, translation, and all together. It can be predicted that the algorithm may fail in three special conditions: less than three closed-boundary regions have been detected, three matched regions are not found, and detected closed-boundary regions have the same shape and their AMI's is close to each other. Results show that none of the above-mentioned condition happened for DRIVE except the last one. In 09_test.tif image of DRIVE database, the closed-boundary regions are so similar and algorithm failed for this image. Since shearing does not occur in this imaging system frequently, it has not been discussed.
Rotation
In this case, each sensed image is produced by rotating the reference image with different angles. The results of rotation for two sample angles of 60°and 5°are illustrated in Table 7 .
The average success rate and accuracy for the proposed algorithm in the rotation case are 95 and 96.7 %, respectively. 
Scaling
In this case, each sensed image is produced by scaling the reference image with different scale factors. The result of scaling for one sample scale factor is illustrated in Fig. 10 .
The average success rate and accuracy in this case are 100 and 98.5 %, respectively.
Translation
In this case, each sensed image is produced by translating the reference image with different translation factors. Both average success rate and accuracy are 100 % for this case.
Rotation, Scaling, and Translation
In this case, each sensed image is produced by rotating, scaling, and translating the reference image with different angles, scale factors, and translation factors. Results for one sample case with rotational angle of 20°, translation in X-and-Y axes of 5 pixels and scale factor of 2.8 are shown in Table 8 . The average success rate for rotating, scaling, and translating together is 95 % and accuracy is 96 %.
Image Registration Performance Evaluation
In retinal fundus image registration literatures, a visual performance evaluation of registration is often done by forming a checkerboard of reference and transformed images [30] . A good superposition of blood vessel centerline introduces a good registration. The result of this visual evaluation for the sample images of reference and transformed sensed which resulted from the proposed algorithm is shown in Fig. 11 . It can be seen that all vessel centerlines are continuous.
Conclusions
This paper presents a new and fast algorithm for retinal image registration using AMI's. It extracts closed-boundary regions in green channel of retinal fundus image then computes AMI's for each of those regions in both reference and sensed images. Region matching is performed by AMI's and three most likely corresponding regions are selected and used to estimate the parameters of mapping function. The proposed method retains the computational simplicity and can obtain good results on DRIVE database which includes fundus retinal images. Theoretically, it seems that this method is successful on FA images as well which must be tested on an FA images database. Also, inter-modality registration using this method remains open for future research. 
