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STABILITY OF A PROCESSOR SHARING QUEUE WITH
VARYING THROUGHPUT
P. MOYAL
Abstrat. In this paper, we present a stability riterion for Proessor Sharing
queues, in whih the throughput may depend on the number of ustomers in
the system (in suh ases suh as interferenes between the users). Suh a
system is represented by a point measure-valued stohasti reursion keeping
trak of the remaining proessing times of the ustomers.
1. Introdution
In this paper, we address the question of stationarity in the general ergodi
framework for proessor sharing queues, in whih the throughput (i.e. the quantity
of work ahieved by the server(s) per unit of time) may depend on the state of
system. More preisely, we assume hereafter that the server(s) (it will be lear in
the sequel that the eetive number of servers does not really matter, only does the
quantity of work onsumed per unit of time) proess(es) all the jobs present in the
system simultaneously and fairly. Whenever there are n ustomers in the system,
eah of them is thus served at a rate that depend on n, say r(n). The lassial
ase is when r(n) = 1/n, n ≥ 1, so that the total throughput equals n.r(n) = 1
whenever the system is non-empty: this is the lassial Proessor Sharing queue.
Hereafter we onsider a more general ontext, in whih the total throughput may
derease with the number of ustomers in the system (hene n.r(n) ≤ 1). This
is the ase for instane in a wireless network in whih the number of users being
urrently ative may derease the eieny of the resoures. Another ase, is when
the value of n the number of ustomers does not hange the nominal servie rate
r(n), say r(n) = 1 for all n. This orresponds to the lassial queue with innitely
many servers.
In both ases and under general stationary ergodi assumptions, Loynes' stability
result does not hold sine this is not a proper G/G/1 queue (the throughput may
be less, or larger than one). We address the question of the existene of a stationary
version of suh queues by representing them with point measure-valued stohasti
reursions in the Palm setting, so as to take into aount the dependeny in the
number of ustomers. This point measures keep trak of all the remaining servie
times of all the ustomers in the system. Then, it is possible to provide onditions
for the existene of a stationary version of this sequene, that allow to expliitly
onstrut stationary queues under these assumptions.
This paper is organized as follows. After some preliminaries in setion 2, we
present the queueing models we onsider in setion 3. In setion 4 we study the
2000 Mathematis Subjet Classiation. Primary : 60F17, Seondary : 60K25 and 60B12.
Key words and phrases. queueing systems, stability, measure-valued proesses, stohasti re-
urrenes, proessor sharing.
1
2 P. MOYAL
partiular ase of the G/G/∞ queue, and in setion 5 we present a stability riterion
for generalized proessor queues with state-dependent throughput.
2. Preliminaries
Let M
+
f and Cb denote respetively the set of positive nite measures on R
∗
+
and the set of bounded ontinuous funtions from R to R. Equipped with the weak
topology σ
(
M
+
f , Cb
)
, M
+
f is Polish (see [2℄). Let 0 be the zero measure on R (i.e.,
suh that 0(B) = 0 for any Borel setB on R). For any µ ∈M+f and any measurable
f : R→ R, we lassially write 〈µ, f〉 :=
∫
f dµ. Let us denote for any y ∈ R and
any measurable f : R → R, τyf(.) = f(. − y)1{.>y}. Then, for any µ ∈ M
+
f , τyµ
denotes the only element of M
+
f s.t. 〈τyµ, f〉 = 〈µ, τyf〉.
Let the set M
+
f be endowed with the inreasing partial integral order  : for any
two µ, ν ∈M+f , µ  ν if 〈µ, f〉 ≤ 〈ν, f〉 for any measurable non-dereasing funtion
f suh that these integrals exist. Of ourse, 0  µ for any µ ∈M+f . Furthermore,
let us remark that
Lemma 1. Any sequene of M
+
f that is -inreasing and bounded above onverges
for the weak topology.
Proof. Let {µn}n∈N be a -inreasing sequene of M
+
f that is bounded above
by µ ∈ M+f . Then, as easily seen the sequene of non-inreasing real funtions
{µn ([.,∞))}n∈N tends pointwise, and hene (this is Diniz Theorem), uniformly to
a non-inreasing real funtion f that is right ontinuous and has a ountable num-
ber of disontinuities. Moreover f(0) ≤ µ(R∗+) <∞, and we an fully haraterize
a measure µ∗ ∈ M+f setting µ
∗ ((0, x)) = f(0) − f(x) for all x ∈ R∗+. In partiu-
lar, supx∈R∗
+
|µn ((0, x))− µ∗ ((0, x))| −→
n→∞
0, hene µn tends to µ∗ in total variation,
whih ompletes the proof. 
Let nowM⊂M+f be the subset of nite (simple) ounting measures on R
∗
+. Any
µ ∈M\{0} reads µ =
∑N(µ)
i=1 δαi(µ), where N(µ) := µ(R
∗
+) is the number of atoms
of µ, δx is the Dira measure at x ∈ R+ and α1(µ) < α2(µ) < ... < αN(µ)(µ). Then,
τy(µ) =
∑N(µ)
i=1 δαi(µ)−y1{αi(µ)>y} and for any two µ, ν ∈ M\{0}, µ  ν whenever

(i) N(µ) ≤ N(ν),
(ii) for all i = 0, ..., N(µ)− 1, αN(µ)−i(µ) ≤ αN(ν)−i(ν).
We denote for any µ ∈ M\{0}, Z(µ) = αN(µ)(µ), the largest atom of µ. Finally,
we write x+ = max(x, 0) for any real number x,
∑k
i=j . ≡ 0 whenever k < j and
max {∅} ≡ 0.
3. The model
Let us rst introdue our denitions and assumptions on the queueing systems
we shall onsider in the sequel. Let (Ω,F ,P, θt) be a probability spae furnished
with a bijetive ow (θt)t≥0, under whih P is stationary and ergodi. Dene on Ω
the θt-ompatible simple point proess (At)t∈R of points ... < T−2 < T−1 < T0 ≤
0 < T1 < T2 < ..., that represent the arrival times of the ustomers in a queue
without buer. The proess (At)t∈R is marked by a sequene {σn}n∈Z, where for
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all n ∈ Z, σn is the servie duration requested by the ustomer Cn arrived at time
Tn. Also denote for all n ∈ Z, ξn = Tn+1− Tn, and suppose that the generi r.v. σ
and ξ are integrable. We onsider that the server(s) follow a generalized Proessor
Sharing disipline. By that, we mean that all present ustomers are taken are of
simultaneously, at a rate r that is equal for all ustomers. An example is of ourse
provided by the lassial Proessor Sharing queue, but it will be shown in the
subsequent setions that signiant results an be obtained as well for a wider lass
of systems. Indeed, it is plausible to assume in many ases, that the amount of work
in the system might aet the throughput, onsidering for instane the working ost
indued by the swithing mehanism in the proessor, or the interferenes between
the users of a wireless network. In both ases, it is then natural to assume that
the rate r is a non-inreasing funtion of the servie prole, i.e. µ  ν implies
r(µ) ≥ r(ν). Hereafter, for the sake of simpliity, we will restrit to the sub-ase,
where r is a non-inreasing funtion of the number of ustomers in the system,
although it should be lear that all the results below hold as well when r is funtion
of the whole servie prole. In other words, at any t, denoting Q(t) the number of
ustomers in the system at t, eah ustomer is alloated a quantity of work r(Qt)
per unit of time, that is suh that r(i) ≥ r(j) for all i, j ∈ N∗ suh that i ≤ j. Let
us illustrate through a naive example the eet of a large number of ustomers on
the throughput.
Nominal servie rate Troughput
1 ustomer 1 1
2 ustomer 0.495 0.99
3 ustomer 0.3 0.9
... ... ...
100 ustomers 0.008 0.8
Provided that Cn is in the system at t, his remaining proessing time at this
instant is the time before his servie ompletion. The servie prole of the system
at t is the M-valued proess keeping trak of the remaining proessing times of all
the ustomers in the system at t:
µ(t) =
Q(t)∑
i=1
δαi(µ(t))
where α1(µ(t)) ≤ α2(µ(t)) ≤ ..... ≤ αQ(t)(µ(t)) denote the remaining proessing
times of the ustomers in the system at t, ranked in dereasing order. Let W (t)
denote the workload at t. Then, the workload and the ongestion proesses an
easily be reovered from the servie prole proess by writing for all t
Q(t) = N(µ(t)),
W (t) = 〈µ(t), I〉,
where I is the identity funtion. The proesses µ, Q and W have RCLL paths, and
we denote for all t µ(t−) = lims↑↑t µ(s) (and aordingly, Q(t−) and W (t−)). We
denote for all n ∈ N, µn = µ(Tn−) (respetively Qn = Q(Tn−), Wn = X(Tn−))
the servie prole (resp. ongestion, workload) just before the arrival of ustomer
Cn.
Let
(
Ω,F ,P0
)
be the Palm spae of A, denote θ := θT1 , θ
−1
his measurable
inverse and for all n ∈ Z, θn = θ ◦ θ ◦ ... ◦ θ and θ−n = θ−1 ◦ θ−1 ◦ ... ◦ θ−1. Note,
that P
0
is stationary and ergodi under θ, i.e. for all A ∈ F , P0
[
θ−1A
]
= P0 [A]
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and θA = A implies P0 [A] = 0 or 1, and that all θ-ontrating event (suh that
P
0
[
Ac ∩ θ−1A
]
= 0) is θ-invariant. Denoting ξ := ξ0 and σ := σ0, we have for all
n ∈ Z, ξn := ξ ◦ θn and σn := σ ◦ θn.
We say that the E-valued random sequene {Xn}n∈N is a stohastially reursive
sequene (SRS) whenever for some random mapping φ : E → E,
Xn+1 = φ ◦ θ
n (Xn) , n ∈ N, P
0 − a.s..
For any E-valued r.v. Y , we denote
{
X
[Y ]
n
}
n∈N
the SRS {Xn}n∈N suh that X
[Y ]
0 =
Y , P0-a.s.. We follow the formalism of [1℄ and formulate the question of stationarity
for the SRS {Xn}n∈N in the following terms. There exists a stationary version of
{Xn}n∈N whenever for some Y and for all n, X
[Y ]
n = Y ◦ θn, P0-a.s., or in other
words, provided that the equation
Y ◦ θ = φ(Y )
admits a solution that is a E-valued r.v.. We say that two sequenes of r.v. {Xn}n∈N
and {Yn}n∈N ouple provided that
P
0 [∃N(ω), Xn(ω) = Yn(ω) for all n ≥ N(ω)] = 1,
and that there is strong bakwards from {Xn}n∈N with the stationary sequene
{Y ◦ θn} whenever
P
0
[
∃N ′(ω), Xn ◦ θ
−n(ω) = Y (ω) for all n ≥ N ′(ω)
]
= 1.
Lemma 2. The sequene {µn}n∈N is stohastially reursive for any rate funtion
r: letting for all µ ∈M and x ∈ R∗+,
• For all i ≤ N(µ),
γri (µ, x) = r(N(µ) − i+ 1)

x− i−1∑
j=1
αj(µ)
(
1
r(N(µ) − j + 1)
−
1
r(N(µ) − j)
) ,
• ir(µ, x) = max
{
i ≤ N(µ);αi(µ) ≤ γri (µ, x)
}
,
• γr(µ, x) := γr(ir(µ,x)+1)∧1(µ, x),
• Φr(µ, x) = τγr(µ,x)µ,
we have for any initial prole µ0 anf for all n ∈ N,
(1) µn+1 = Φ
r (µn + δσn , ξn) .
Proof. Just after the arrival of Cn, the servie prole reads µ := µn + δσn . Set
T ′0 := Tn and α0 (µ) = 0. For any i ∈ {1, ..., N (µ)}, let T
′
i be the theoretial
departure of the ustomer C˜i whose remaining servie time at Tn is αi(µ). The
remaining servie time of C˜i at T
′
i−1 is αi(µ)− αi−1(µ), and between T
′
i−1 and T
′
i ,
C˜i is served at rate r(N(µ) − i+ 1). Hene we have the indution formula
(2) T ′i = T
′
i−1 +
αi(µ)− αi−1(µ)
r(N(µ) − i+ 1)
, i ∈ {1, ..., N(µ)} ,
from whih we dedue that for all i ∈ {1, ..., N(µ)},
(3) T ′i = Tn +
αi(µ)
r(N(µ) − i+ 1)
+
i−1∑
j=1
αj(µ)
(
1
r(N(µ)− j + 1)
−
1
r(N(µ) − j)
)
.
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For any i, ustomer C˜i leaves the system before Tn+1 provided that T
′
i − Tn ≤ ξn,
whih is equivalent to αi(µ) ≤ γri (µ, ξn) in view of (3). In partiular, i
r(µ, ξn)
denotes the index of the last ustomer leaving the system before Tn+1 (or 0 if there
is no departure between Tn and Tn+1). Then the system is not empty at Tn+1−
provided that ir(µ, ξn) < N(µ), and in this ase,
{
C˜i, i ∈ {i
r(µ, ξn) + 1, N(µ)}
}
is
the set of ustomers present in the system at Tn+1−. For suh i > ir(µ, ξn), the
remaining servie time of C˜i at Tn+1 is given by
αi(µ)− αir(µ,ξn)(µ) − r(N(µ)− i
r(µ, ξn))
(
Tn+1 − T
′
ir(µ,ξn)
)
= αi(µ)− γ
r (µ, ξn) .
Thus the funtional mapping the prole at Tn onto the prole at Tn+1− reads
Φr(., ξn) : µ 7−→
N(µ)∑
i=ir(µ,ξn)+1
δαi(µ)−γr(µ,ξn).
To obtain the announed result, remark that for any µ ∈ M and x ∈ R∗+, for any
i < N(µ) we have that
γri+1(µ, x)− γ
r
i (µ, x) =
r (N(µ)− i)− r (N(µ)− i+ 1)
r (N(µ)− i+ 1)
(γri (µ, x)− αi(µ)) ,
whih is nonnegative if and only if i ≤ ir(µ, x). Hene,
(4) γr(µ, x) = max
1≤i≤N(µ)
γri (µ, x),
and in partiular Φr(µ, ξn) = τγr(µ,ξn)µ, P
0
-a.s.. 
For a xed x ∈ R+, the two following monotoniity properties of the mappings
Φr(., x) hold, as shown in Appendix.
Lemma 3. For any x ∈ R+ and any rate funtion r, the mapping Φr(., x) is
non-dereasing from M into itself.
Lemma 4. For any x ∈ R+ and any µ ∈ M, for any two rate funtions r and r˜
suh that r(i) ≤ r˜(i) for all i ∈ N∗, Φr(µ, x)  Φr˜(µ, x).
4. The pure delay system
Let us rst onsider the ase, where the rate funtion is onstant with respet to
the size of the system, say r(i) = 1 for any i ≥ 1. This orresponds to the lassial
"pure delay" G/G/∞ queue: all present ustomers are simultaneously served at
unit rate, and hene spend in the system a time equal to their servie duration,
whih is equivalent to say that there is an innity a servers. In this ase, the
reursive equation (1) driving the servie prole sequene (for whih a diusion
approximation is given in [5℄ in the M/GI/∞ ase) speializes to
(5) µn+1 = τξn (µn + δσn)
and a stationary servie prole for the queue is a solution to the equation
(6) µ ◦ θ = τξ (µ+ δσ) .
The following lemma (see [7℄) will be used in the sequel.
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Lemma 5. There exists a unique P
0
-a.s. nite solution to the equation
(7) L ◦ θ = [max {L, σ} − ξ]+ ,
given by
(8) L :=
[
sup
j∈N∗
(
σ−j −
j∑
i=1
ξ−i
)]+
.
Proof. Existene. Loynes' Theorem for stohasti reurrenes (see [6℄, [1℄) an be
applied sine the mapping x 7→ [max {x, σ} − ξ]+ is P0-a.s. ontinuous and non-
dereasing. The minimal solution L to (7) lassially reads as the P0-a.s. limit of
Loynes's sequene
{
L
[0]
n ◦ θ−n
}
n∈N
, where
{
L
[0]
n
}
n∈N
is the initially null SRS that
is dened by
L
[0]
n+1 =
[
max
{
L[0]n , σn
}
− ξn
]+
for all n ∈ N.
It is routine to hek from Birkho's ergodi theorem (and the fat that σ is not
identially zero) that L is P0-a.s. nite.
Uniqueness. Let L˜ be a solution to (7). First, remark that if L˜ > σ, P0-a.s. would
imply that on a P
0
-a.s. event,
L˜ ◦ θ > 0⇔ L˜ ◦ θ = L˜− ξ,
a ontradition to the ergodi Lemma. Hene in view of the minimality of L, we
have that
P
0
[
L˜ = L
]
= P0
[
L˜ ◦ θ ≤ L ◦ θ
]
≥ P0
[
L˜ ≤ σ
]
> 0,
whih implies that
{
L˜ = L
}
is P
0
-almost sure sine it is θ-ontrating. 
We an now state the following result.
Theorem 1. The equation (6) admits a nite solution, given by
µPD =
∞∑
i=1
δ(σ−i−
P
i
j=1 ξ−j)
1{σ−i≥
P
i
j=1 ξ−j}
.
Moreover, provided that
(9) P
0 [L ≤ 0] > 0,
this solution is unique and for all ζ suh that Z(ζ) ≤ L, P0-a.s, the sequene{
µ
[ζ]
n
}
n∈N
onverges with strong bakwards oupling to µPD.
Proof. Existene. It is a straightforward onsequene of Birkho's ergodi theorem
that
P
0
[
µPD ∈M
]
= P0


Card

i ∈ N∗, σ−i −
i∑
j=1
ξ−j ≥ 0

 <∞

 > 0.
This θ-ontrating event is thus P0-almost sure. On another hand, in view of
Lemma 3, the mapping µ 7→ τξ (µ+ δσ) is P0-a.s. non-dereasing from M into
itself. It is furthermore ontinuous for the weak topology, as easily heked from
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the fat that for any M-valued sequene {νn}n∈N tending weakly to ν, for any
x, s ∈ R+ and any φ ∈ Cb,
〈τxνn + δs, φ〉 =
∫
φ(y − x) dνn(y) + φ(s) −→
n→∞
∫
φ(y − x) dν(y) = 〈τxν + δs, φ〉.
Thus, we an follow the steps of Loynes' onstrution (Lemma 1), to onlude that
µPD is the -minimal solution of (6) sine it is the P0-a.s. limit of the sequene
given for all n ∈ N by
µ[0]n ◦ θ
−n =
∞∑
i=1
δ(D−i−
P
i
j=1 ξ−j)
1{D−i≥
P
i
j=1 ξ−j}
.
Uniqueness. It is easily heked that for any solution µ of (6),
Z(µ) ◦ θ = Z (τξ (µ+ δσ)) = [Z(µ) ∨ σ − ξ]
+
,
hene Z(µ) = L, P0-a.s.. Moreover, sine µPD is the minimal solution of (6), we
have that {
µ = µPD
}
⊇ {µ = 0} = {Z(µ) = 0} = {L = 0} .
Hene, whenever (9) holds, the event {µ = µPD} has a positive probability. Sine
it is θ-invariant, it is P0-almost sure.
Coupling. Let ζ be a M-valued r.v. suh that Z(ζ) ≤ L, P0-a.s.. It is easy to
onstrut another M-valued r.v. ζ˜ suh that ζ  ζ˜ and Z(ζ˜) = L, P0-a.s. by
setting e.g. ζ˜ =
∑N(ζ)−1
i=1 δi(ζ) + δL. From Lemma 3, it follows by indution that
µ
[ζ]
n  µ
[ζ˜]
n , P
0
-a.s. for all n ∈ N. Remark now that for all n ∈ N, Z
(
µ
[ζ˜]
n
)
= L◦θn,
as easily heked by indution. Hene, for all n ∈ N, we have
En := {L ◦ θ
n = 0} =
{
Z
(
µ[ζ˜]n
)
= 0
}
=
{
µ[ζ˜]n = 0
}
⊆
{
µ[ζ]n = 0
}
.
Therefore, {En}n∈N is a stationary sequene of renovating events of length 1 for{
µ
[ζ]
n
}
n∈N
(see [3, 4℄) for any ζ suh that Z(ζ) ≤ L, P0-a.s.. Assumptions (9)
implies the oupling property for suh an initial ondition in view of Corollary
2.5.1 of [1℄. 
As simple onsequenes of the latter result, let us remark the following oupling
properties.
Corollary 1. Under ondition (9), for any ζ suh that Z(ζ) ≤ L, P0-a.s,
(i)
{
X
[N(ζ)]
n
}
n∈N
onverges with strong bakwards oupling to N (µPD) ;
(ii)
{
W
[〈ζ,I〉]
n
}
n∈N
onverges with strong bakwards oupling to 〈µPD, I〉.
5. Proessor Sharing queues
We shall now onsider the ase, where the rate funtion depends on the number
of ustomers in the system at urrent time. We assume hereafter that the non-
dereasing funtion r is suh that
(10) sup
n∈N∗
n.r(n) ≤ 1,
(11) Kr = inf
n∈N∗
n.r(n) > 0.
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Assumption (10) amounts to say that there is a single server, in that the throughput
at time t, given by Q(t).r(Q(t)), may not exeed one. A typial ase is the lassial
Proessor Sharing queue: assume that r(n) = n−1 for any n (and hene Kr = 1),
meaning that all ustomers are served at a rate that is inversely proportional to
the number of ustomers. In that ase the server works at unit rate whatever the
number of ustomers in the system. Whenever Kr < 1, the number of ustomers
aets the veloity of servie, so that the total throughput may be less than one.
We assume nevertheless in (11) that a minimal throughput Kr is granted for a
given r, i.e. the server always ahieves at least Kr unit of work per unit of time.
An example is provided by the following idealisti senario: the server works at
unit rate whenever there is only one ustomer in the system (r(1) = 1), and the
interferenes (or operating ost) when there are several ustomers in servie at the
same time dereases by half the eieny of the server, so that r(i) = 1/(2i) for
any i ≥ 2, whih implies in partiular that (11) is met for Kr = 1/2.
In view of Lemma 2, a stationary servie prole is a solution to the equation
(12) µ ◦ θ = Φr (µ+ δσ, ξ) .
We have the following result.
Theorem 2. Let r be a rate funtion satisfying assumptions (10) and (11). Then
provided that
(13) E
0 [σ] < KrE
0 [ξ] ,
the equation (12) admits a unique nite solution µr. Moreover, for any M-valued
r.v. ζ suh that 〈ζ, I〉 ≤WKr , P0-a.s. (where WKr is the unique solution of (14)),
the sequene
{
µ
[ζ]
n
}
n∈N
onverges with strong bakward oupling to µr.
Proof. Existene. Fix r satisfying (10) and (11). From Loynes's fundamental sta-
bility result, the equation
(14) W ◦ θ = [W + σ −Krξ]
+
admits a unique P
0
-a.s. nite solution, sayWKr , provided that (13) holds. Let r˜ be
the rate funtion suh that for all µ ∈M, r˜(µ) = Kr/N(µ), so that the throughput
under r˜ always equals Kr whenever the system is non-empty. Let ζ be aM-valued
r.v. suh that 〈ζ, I〉 ≤WKr and
ζ˜ = ζ + δWKr−〈ζ,I〉1WKr>〈ζ,I〉.
Is then lear that 〈ζ˜ , I〉 = WKr . Moreover, we have P0-a.s. for all n ∈ N
〈µ
r˜,[ζ˜]
n+1, I〉 =
[
〈µr˜,[ζ˜]n , I〉+ σn −Krξn
]+
,
as the throughput equals Kr at any time (as easily heked from Lemma 2), so that
〈µ
r˜,[ζ˜]
n+1, I〉 = W
Kr ◦ θn for all n ∈ N. On another hand, ζ  ζ˜, hene in view of
Lemmas 3 and 4, an immediate indution shows that µ
r,[ζ]
n  µ
r˜,[ζ˜]
n for all n ∈ N,
whih implies in turn that
〈µr,[ζ]n , I〉 ≤ 〈µ
r˜,[ζ˜]
n , I〉 = W
Kr ◦ θn for all n ∈ N.
Therefore, for all n ∈ N, on An :=
{
WKr ◦ θn = 0
}
, we have that 〈µ
r,[ζ]
n , I〉 = 0,
hene µ
r,[ζ]
n = 0 and
µ
r,[ζ]
n+1 = Φ
r (δσn , ξn) .
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Therefore
{
µ
r,[ζ]
n
}
n∈N
admits {An}n∈N as a stationary sequene of renovating events
of length 1. Furthermore, the event A0 =
{
WKr = 0
}
has a strilty positive prob-
ability sine the ontrary would imply that
E
0
[
WKr ◦ θ −WKr
]
= E0 [σ −Krξ] < 0,
an absurdity in view of the ergodi Lemma. Then it follows from [1℄, Th. 2.5.3,
that there is strong bakwards oupling of µ
r,[ζ]
n with the stationary sequene
{µr ◦ θn}n∈N, where µ
r
is a proper solution to (12).
Uniqueness. Fix r and r˜ be as above. There exists a solution µr˜ to (12). Then,
we have P
0
-a.s.
〈µr˜, I〉 ◦ θ = 〈Φr˜
(
µr˜ + δσ, ξ
)
, I〉 =
[
〈µr˜, I〉+ σ −Krξ
]+
,
hene 〈µr˜, I〉 equalsWKr , P0-a.s.. Moreover, on
{
〈µr, I〉 ≤WK
r}
, we have in view
of Lemma 2 that
〈µr, I〉 ◦ θ ≤ 〈Φr˜ (µr + δσ, ξ) , I〉 = [〈µ
r, I〉+ σ −Krξ]
+ ≤WKr ◦ θ, P0 − a.s.,
thus the event
{
〈µr, I〉 ≤WKr
}
is θ-ontrating. Moreover,
P
0
[
〈µr, I〉 ≤WKr
]
≥ P0 [〈µr, I〉 = 0] > 0,
as another onsequene of (13) and the ergodi Lemma. Therefore, 〈µr, I〉 ≤WKr ,
P
0
-a.s., so that
An ⊆ {〈µ
r, I〉 ◦ θn = 0} = {µr ◦ θn = 0} .
Consequently, {An}n∈N is a stationary sequene of renovating events of length 1
for {µr ◦ θn}n∈N for any solution µ
r
of the equation (12) assoiated to the rate r.
Sine P
0 [A0], there exists a unique solution to (12) in view of Remark 2.5.3. in
[1℄. 
We have in partiular:
Corollary 2. Under ondition (13), for any ζ suh that 〈ζ, I〉 ≤WKr , P0-a.s.,
(i)
{
X
[N(ζ)]
n
}
n∈N
onverges with strong bakwards oupling to N (µr) ;
(ii)
{
W
[〈ζ,I〉]
n
}
n∈N
onverges with strong bakwards oupling to 〈µr, I〉.
Appendix A. Proofs of monotoniity
For easy heking, we present hereafter the details of the derivations proving
Lemmas 3 and 4.
Proof of Lemma 3. We x again x ∈ R+ and µ, ν ∈M suh that µ  ν. Whenever
ir(µ, x) < N(µ) (otherwise Φr(µ, x) = 0), we have that
N(ν)−N(µ)+ir(µ,x)∑
j=1
αj(ν)
(
1
r(N(ν) − j + 1)
−
1
r(N(ν) − j)
)
≥
ir(µ,x)∑
j=1
αj(µ)
(
1
r(N(µ) − j + 1)
−
1
r(N(µ) − j)
)
,
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whih implies that
αN(ν)−N(µ)+ir(µ,x)+1(ν) ≥ αir(µ,x)+1(µ)
≥ r(N(µ) − ir(µ, x))

x− i
r(µ,x)∑
j=1
αj(µ)
(
1
r(N(µ) − j + 1)
−
1
r(N(µ)− j)
)
≥ γrN(ν)−N(µ)+ir(µ,x)+1(ν, x).
This means that i0(ν, x) ≤ N(ν)−N(µ)+i0(µ, x), i.e. N (Φr(µ, x)) ≤ N (Φr(ν, x)) .
Hene in view of (4), we have
γ(µ, ξ) = γrir(µ,ξ)+1 (µ, x) ≥ γ
r
(ir(ν,ξ)+N(µ)−N(ν))++1(µ, x)
≥ r (N(ν)− ir(ν, x))

x− i
r(ν,x)∑
j=1
αj(ν)
(
1
r (N(ν)− j + 1)
−
1
r (N(ν)− j)
)
= γr(ν, x),
whih learly implies that Φr(µ, x)  Φr(ν, x). 
Proof of Lemma 4. We now x µ ∈ M and x ∈ R+. For any two rate funtions r
and r˜ suh that r(i) ≤ r˜(i) for any i ∈ N∗, the indution formula (2) straightfor-
wardly shows that ir(µ, x) ≥ ir˜(µ, x) i.e. N (Φr(µ, x)) ≤ N
(
Φr˜(µ, x)
)
. Hene, as
in the previous proof, γr(µ, x) ≤ γ r˜(µ, x). 
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