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Abstract
In this paper, we establish the first large deviation bounds for the Airy
point process, thus providing a partial answer to a question raised in [13].
The proof is based on a novel approach which relies upon the approxima-
tion of the Airy point process using Gaussian unitary ensemble (GUE) up
to exponentially small probability, together with precise estimates for the
stochastic Airy operator and edge rigidity for beta ensembles.
As a by-product of our estimates for the Airy point process, we signifi-
cantly improve upon previous results ([13],[18]) on the lower tail probabil-
ity of the one-point distribution of the KPZ equation with narrow-wedge
initial data and the half-space KPZ equation with Neumann boundary
parameter A = − 1
2
in a unified and much shorter manner. Our bounds
hold for all sufficiently large time T , and for the first time establish sharp
super-exponential decay with exponent 3 for tail depth less than T
2
3 (with
sharp leading pre-factors 1
12
and 1
24
for tail depth less than T
1
6 ).
1 Introduction
The Airy point process, introduced by Tracy and Widom in [26], is a simple
determinantal point process on R which arises as a limit of rescaled eigenvalue
configuration of Gaussian unitary ensemble (GUE) near its spectral edge. The
correlation kernel of the Airy point process is given by
KAi(x, y) =
Ai(x)Ai′(y)−Ai(y)Ai′(x)
x− y =
∫ ∞
0
Ai(x+ r)Ai(y + r)dr. (1.1)
In the sequel, we denote by a1 > a2 > · · · the ordered points of the Airy point
process. For an introduction to determinantal point processes and in particular
the Airy point process, we refer to [2, Section 4.2]. Moreover, in [23], Airy
point process is also related to the stochastic Airy operator Hβ with β = 2 (the
point configuration of the Airy point process has the same distribution as the
negated spectrum of the stochastic Airy operator), and is further related to a
diffusion via Riccati transform. We also refer to [25], [9], [11], etc. for more
recent developments.
Recently, it is proposed in [14] that large deviation principle (LDP) of the
Airy point process can be used to derive lower tail of the KPZ equation:
∂TH =
1
2
∂2XH +
1
2
(∂XH)
2 + ξ(T,X), (T,X) ∈ [0,∞)× R, (1.2)
with ξ(T,X) being the space-time white noise. The KPZ equation is originally
introduced in [17] as a model for random surface growth, and is related to various
physical phenomena such as directed polymer in random environment [16] and
interacting particle systems (such as TASEP). We refer to [21], [12], [22], etc.
for details. Quite a few attempts have been made to derive lower tail of the KPZ
equation from the Airy point process: in [14], based on Coulomb gas heuristics,
a non-rigorous derivation of LDP for the Airy point process (and hence lower tail
of the KPZ equation) is proposed; estimates for Airy point process are used to
obtain upper and lower bounds for the lower tail probability, and the question
of LDP for the Airy point process is raised in [13]; in a further development
([27]), the author uses the stochastic Airy operator to obtain exact lower tail
large deviations of the KPZ equation.
However, the problem of a rigorous derivation of LDP for the Airy point
process remains open. The main task of this paper is to establish the first
rigorous large deviation bounds for the Airy point process, thus providing a
partial answer to the question raised in [13].
Now we provide necessary definitions for the introduction of our main theo-
rem.
In order to study large deviations of the Airy point process, we define
the scaled and space-reversed Airy point process empirical measure as µk =
1
k
∑
i≥1 δ−k− 23 ai
, where k ∈ N+ is the scaling parameter which will be sent
to infinity. We also define the centered version by νk :=
1
k
∑
i≥1 δ−k− 23 ai
−
1
π
√
x1x≥0dx. Note that νk is a locally finite signed measure on R, and that
dνk +
1
π
√
x1x≥0dx is a positive measure.
Throughout this article, we use the following distance which is related to
weak convergence on [−R,R].
Definition 1.1. For any R > 0 and finite signed Borel measures µ, ν on [−R,R],
we define the distance
dR(µ, ν) := sup
f :[−R,R]→R,
‖f‖BL≤1
|
∫
[−R,R]
fdµ−
∫
[−R,R]
fdν|,
where ‖f‖BL := max{‖f‖∞, ‖f‖Lip} is the bounded Lipschitz norm.
Now we set up the topology. We fix some R0 ≥ 1, and take the topological
space X to be the set of finite signed Borel measures µ on [−R0, R0] such that
dµ+ 1π
√
x10≤x≤R0dx is a positive measure on [−R0, R0], which is equipped with
the metric dR0 . We also let Z be the space of compactly supported finite signed
Borel measures µ on R such that dµ+ 1π
√
x1x≥0dx is a positive measure.
The following definition concerning the rate function will be involved in our
main theorem.
Definition 1.2. For any locally finite signed Borel measure µ on R such that
dµ+ 1π
√
x1x≥0dx is a positive measure, we define
IR0,R1 := −
∫
[−R0,R0]2
log(max{|x− y|, 1
R31
})dµ(x)dµ(y) +
∫ 0
−∞
4
3
|x| 32 dµ(x)
We further define for any µ ∈ X ,
I1(µ) := inf
µ˜∈Z,µ˜(R)=0,
µ˜|[−R0,R0]=µ
{I∞,∞(µ˜)}.
Now we state the main result of this paper, which is the first rigorous large
deviation bound for the Airy point process.
Theorem 1.1. Let I1 be given as in the preceding. Note that νk|[−R0,R0](A) :=
νk(A) for any Borel set A ⊆ [−R0, R0]. Then we have the following:
(a) (LDP lower bound) For any open set O ⊆ X ,
lim inf
k→∞
1
k2
logP(νk|[−R0,R0] ∈ O) ≥ − inf
µ∈O
I1(µ). (1.3)
(b) (LDP upper bound) For any closed set F ⊆ X ,
lim sup
k→∞
1
k2
logP(νk|[−R0,R0] ∈ F ) ≤ − inf
µ∈F
I2(µ), (1.4)
where I2 is an explicit non-negative function (see Definition 2.1), such that
infµ∈F I2(µ) is strictly positive for any closed set F that does not contain
0.
(c) (Exponential tightness) Take Kη := {µ ∈ X : |µ|([−R0, R0]) ≤ ηR
3
2
0 }.
Then Kη is a compact subset of X , and
lim
η→∞
lim sup
k→∞
1
k2
logP(νk|[−R0,R0] /∈ Kη) = −∞. (1.5)
Remark 1.1. We note that in Theorem 1.1, we are studying large deviation
bounds for the restricted measure νk|[−R0,R0]. We do not require the measure
νk to be compactly supported, and thus unbounded measures can be covered by
the theorem. The result can be directly transferred to large deviation bounds
for νk (see Remark 1.5 for details).
Remark 1.2. A similar result holds for the spectrum of the stochastic Airy
operator Hβ with general β ∈ N+ with the same argument.
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Remark 1.3. Theorem 1.1 allows us to recover the lower bound part of lower
tail of the KPZ equation with narrow-wedge initial data ([27, Theorem 1.1 and
Corollary 1.3]) by rigorously justifying the heuristic argument given in [14]: for
fixed ζ > 0,
lim inf
T→∞
1
T 2
log(P[H(2T, 0) +
T
12
< −ζT ]) ≥ −Φ−(−ζ),
lim inf
T→∞
1
T 2
log(P[Hhf(2T, 0) +
T
12
< −ζT ]) ≥ −1
2
Φ−(−ζ),
where Φ−(z) := 415π6 (1− π2z)
5
2 − 415π6 + 23π4 z − 12π2 z2, z ≤ 0 (see below for the
definitions of H and Hhf). A non-trivial upper bound (for lim sup) can also be
obtained from Theorem 1.1. If a full LDP for νk|[−R0,R0] with rate I1 could be
established (it suffices to strengthen part (b) with I2 replaced by I1), then a
matching upper bound (for lim sup) can be shown, and the heuristic argument
in [14] can be fully justified.
Remark 1.4. The lower bound matches the (non-rigorous) physical prediction
given by [14]. We conjecture that the lower bound is tight. A sharper LDP
upper bound estimate for tubes around measures that decay sufficiently fast at
infinity is obtained in Theorem 1.2 below.
For measures that decay sufficiently fast at infinity, we obtain sharper LDP
upper bound estimates for tubes around them. Specifically, we introduce the
following definition.
Definition 1.3. We defineW to be the set of finite signed Borel measures µ on
R with the property that dµ + 1π
√
x1x≥0dx is a positive measure, |µ|(R) < ∞
and limR→∞ log(R)|µ|((−R,R)c) = 0.
We have the following sharper LDP upper bound estimate for tubes around
measures in W .
Theorem 1.2. For any µ ∈ W, if µ(R) = 0, then
lim sup
R→∞
lim sup
δ→0+0
lim sup
k→∞
1
k2
logP(dR(νk, µ) ≤ δ) ≤ − lim sup
R→∞
IR,R(µ).(1.6)
For any µ ∈ W, if µ(R) 6= 0, then for sufficiently small δ > 0 (depending only
on µ),
lim sup
R→∞
lim sup
k→∞
1
k2
log P(dR(νk, µ) ≤ δ) = −∞. (1.7)
Remark 1.5. If we take X˜ to be the set of locally finite signed Borel measures
µ on R such that dµ+ 1π
√
x1x≥0dx is a positive measure, which is endowed with
the topology of weak convergence on compacts, and take
K˜η := {µ ∈ X˜ : |µ|([−R,R]) ≤ ηR 32 for any R ∈ N+},
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then it can be shown that K˜η is a compact subset of X˜ . Moreover, by Proposi-
tion 2.1 below, it can be shown that
lim
η→∞
lim sup
k→∞
1
k2
logP(νk /∈ K˜η) = −∞.
This establishes exponential tightness for νk.
We note that Theorem 1.2 provides a local LDP upper bound for measures
in W in this setting. A local LDP upper bound for all measures µ in X˜ (with
a rate that is strictly positive when µ 6= 0) can be obtained from Theorem 1.1,
part (b). We also note that a local LDP lower bound (with a rate matching
the local LDP upper bound obtained in Theorem 1.2 for compactly supported
measures) in this setting can be obtained from the proof of Theorem 1.1, part
(a).
Therefore, if similar estimates as in Theorem 1.2 can be worked out for µ ∈ X˜
outside of W , then a full LDP for νk (and also νk|[−R0,R0]) can be established.
Besides proving large deviation bounds for the Airy point process, our es-
timates for the Airy point process (Propositions 2.1-2.2) significantly improves
over the estimates for the Airy point process in [13] (Theorems 1.4-1.5, which are
also the technical heart of that paper) with a much shorter proof, which allows
us to obtain sharp quantitative estimates for the lower tail probability of the
KPZ equation. Specifically, our result (Theorem 1.3) significantly improves over
the main result (Theorem 1.1) of [13]. Another advantage of our method is that
the result holds for stochastic Airy operators with general β > 0, which allows
us to simultaneously obtain similar estimates for the lower tail probability of
the half-space KPZ equation with Neumann boundary parameter A = − 12 and
narrow-wedge initial data (see [5], [18] for definitions). In comparison, the main
estimate (Theorem 1.4) of [13] relies on determinantal structures (in particular,
Ablowitz-Segur solution of Painleve´ II) and does not generalize to general β.
Our result for this case (Theorem 1.4) also significantly improves upon previous
results ([18, Theorem 1.4]).
Here we introduce some background for the KPZ equation with narrow-
wedge initial data to state Theorem 1.3. The (1 + 1)d stochastic heat equation
(SHE) with multiplicative white noise ξ is
∂TZ(T,X) =
1
2
∂2TZ(T,X) + Z(T,X)ξ(T,X). (1.8)
where T ≥ 0 and X ∈ R (see [28],[12],[21] for details). By taking logarithms
formally, we obtain the KPZ equation
∂TH(T,X) =
1
2
∂2XH(T,X) +
1
2
(∂XH(T,X))
2 + ξ(T,X). (1.9)
The Cole-Hopf solution to the KPZ equation with narrow-wedge initial data is
given by
H(T,X) := logZ(T,X), with Z(0, X) = δX=0. (1.10)
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When time increases, the KPZ equation exhibits an overall linear decay at rate
− T24 with fluctuations which grow like T
1
3 . In [1], it is proved that
lim
T→∞
P(γT ≤ −s) = FGUE(s), (1.11)
where γT :=
H(2T,0)+ T12
T
1
3
and FGUE is the limiting GUE Tracy-Widom distribu-
tion. For s large, FGUE(s) ≈ e− 112 s3 (see [26],[4],[23] for details).
The distribution limit in (1.11) does not provide control over the tails of γT
for simultaneously growing s and T . Theorem 1.3 below establishes rigorously
that the lower tail behavior of γT as s, T →∞ for the regime s≪ T 16 is exactly
the same as FGUE .
Theorem 1.3. Let γT :=
H(2T,0)+ T12
T
1
3
be the centered and scaled KPZ solution
with narrow-wedge initial data. Fix ǫ ∈ (0, 13 ) and T0 > 0. Then there exist
S = S(ǫ, T0), C = C(T0) > 0 and K = K(ǫ, T0) > 0 such that for any s ≥ S
and T ≥ T0,
P(γT ≤ −s) ≤ e−
4(1−Cǫ)
15π T
1
3 s
5
2 + e−Ks
3−ǫT 13 s + e−
(1−Cǫ)
12 s
3
, (1.12)
P(γT ≤ −s) ≥ e−
4(1+Cǫ)
15π T
1
3 s
5
2 + e−
(1+Cǫ)
12 s
3
. (1.13)
In particular, when s, T → ∞ simultaneously such that s ≪ T 16 , we have the
following sharp tail behavior, which is consistent with the Tracy-Widom β dis-
tribution when β = 2:
lim
s,T→∞
s≪T 16
logP(γT ≤ −s)
s3
= − 1
12
. (1.14)
Remark 1.6. This result significantly improves upon the main result (Theorem
1.1) of [13] for the regime s ≪ T 23 . Their upper bound is e− 4(1−Cǫ)15π T
1
3 s
5
2 +
e−K1s
3−δ−ǫT 13 s + e−
(1−Cǫ)
12 s
3
and their lower bound is e−
4(1+Cǫ)
15π T
1
3 s
5
2 + e−K2s
3
.
In particular, for the first time we obtain sharp super-exponential decay with
exponent 3 when 0≪ s≪ T 23 (with leading pre-factor 112 when 0≪ s≪ T
1
6 ).
We also have a parallel result for the half-space KPZ equation with Neumann
boundary parameter A = − 12 and narrow-wedge initial data, which improves
upon the main result (Theorem 1.4) of [18]. Referring to [5, Definition 7.1], let
Hhf(T,X) := logZhf (T,X) be the Cole-Hopf solution of the KPZ equation on
the half-line [0,∞) with Neumann boundary parameter A = − 12 and narrow-
wedge inital condition. In [20], the following identity is established: for u > 0,
ESHE [exp(−u exp(Hhf (2T, 0) + T
12
))] = EH1 [
∞∏
k=1
1√
1 + 4u exp(T
1
3 ak)
], (1.15)
where ESHE means taking expectation with respect to the stochastic heat equa-
tion, and EH1 means taking expectation with respect to the distribution that
{−ak} follows the stochastic Airy spectrum with β = 1.
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Theorem 1.4. Let γhfT =
Hhf (2T,0)+ T12
T
1
3
be the centered and scaled KPZ solution
with Neumann boundary parameter A = − 12 and narrow-wedge initial data. Fix
ǫ ∈ (0, 13 ) and T0 > 0. Then there exist S = S(ǫ, T0), C = C(T0) > 0 and
K = K(ǫ, T0) > 0 such that for any s ≥ S and T ≥ T0,
P(γhfT ≤ −s) ≤ e−
2(1−Cǫ)
15π T
1
3 s
5
2 + e−Ks
3−ǫT 13 s + e−
(1−Cǫ)
24 s
3
, (1.16)
P(γhfT ≤ −s) ≥ e−
2(1+Cǫ)
15π T
1
3 s
5
2 + e−
(1+Cǫ)
24 s
3
. (1.17)
In particular, when s, T → ∞ simultaneously such that s ≪ T 16 , we have the
following sharp tail behavior, which is consistent with the Tracy-Widom β dis-
tribution when β = 1:
lim
s,T→∞
s≪T 16
logP(γhfT ≤ −s)
s3
= − 1
24
. (1.18)
Remark 1.7. This result significantly improves upon the main result (Theorem
1.4) of [18] for the regime s ≪ T 23 . Their upper bound is e− 2(1−Cǫ)15π T
1
3 s
5
2 +
e−K1s
3−δ−ǫT 13 s + e−
(1−Cǫ)
24 s
3
and their lower bound is e−
2(1+Cǫ)
15π T
1
3 s
5
2 + e−K2s
3
.
In particular, for the first time we obtain sharp super-exponential decay with
exponent 3 when s≪ T 23 (with leading pre-factor 124 when s≪ T
1
6 ).
Remark 1.8. The proof of Theorem 1.4 follows by a similar argument as The-
orem 1.3 by replacing β = 2 by β = 1 and equation (1.15).
Below we outline the main approach for the proof of Theorems 1.1-1.4. This
approach is novel in that it allows us to study the Airy point process from two
perspectives: the first is the stochastic Airy operator together with its diffusion
characterization, and the second is random matrix theory (in particular, beta
ensembles). We approach the problem from both sides, obtaining the best
estimates from each perspective, and combine them in an intricate way to obtain
the desired results.
There are several components in the proof of Theorems 1.1-1.4:
Step 1 Precise estimates for the Airy point process. Propositions 2.1-
2.2 significantly improve upon previously best-known tail probability estimates
for the Airy point process (see Theorems 1.4-1.5 of [13], which are also the tech-
nical heart of that paper), and are sharp in many cases. Moreover, it applies
to stochastic Airy operators Hβ with general β > 0, which allows for a broader
range of applications (in particular, we obtain Theorems 1.3-1.4 simultaneously).
In comparison, the estimates in [13] rely on determinantal structures (in par-
ticular, Ablowitz-Segur solutions of Painleve´ II), which restricts the application
to β = 2.
More specifically, up to exponentially small tail probabilities, Proposition 2.1
upper bounds the number of eigenvalues of Hβ that are ≤ λ, and Proposition
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2.2 upper bounds the absolute difference between the number of eigenvalues of
Hβ that are ≤ λ and that of the Airy operator (see Sect.2 for details). The
main tool used in the proof is the diffusion characterization of stochastic Airy
operators developed in [23]. Based on this tool, we develop precise estimates for
the tail behavior of those diffusions, and combine it with Tracy-Widom tails to
obtain the proof of Proposition 2.1. For the proof of Proposition 2.2, we further
develop a dyadic decomposition technique to localize the deviation event, and
rely upon an intricate comparison argument with Airy operators (which is the
most challenging part for this step). More precisely, we compare the stochastic
Airy operator with a “shifted version” of the Airy operator (see the proof of
Proposition 2.2 for definition), and further compare it to the Airy operator.
Step 2 Approximation of the Airy point process (more generally,
stochastic Airy spectrum) using Gaussian unitary ensemble (more
generally, beta ensemble) up to exponentially small probability. The
main result for this part is Theorem 1.5 below.
This part is challenging in that we need to estimate the probability with
great precision in order to transfer large deviation bounds from GUE to the
Airy point process. In [27], it is remarked that justifying the passage from
beta ensembles to the Airy point process up to exponentially small probability
remains an open problem. In this part of the proof we resolve this problem.
The proof of Theorem 1.5 relies upon quite a few new ideas. The expla-
nations below are all up to exponentially small probabilities. The key is to
establish exponential decay of top eigenfunctions of both the stochastic Airy
operator Hβ and beta ensemble Hβ,n (see Sect.4 for details) up to exponen-
tially small probability. The decay bounds for Hβ are obtained in Proposition
4.1. The proof is again based on the diffusion characterization: suppose that
the diffusion p(x) corresponding to an eigenfunction of Hβ (see Sect.4 for de-
tails) deviates a bit from the curve y = − 12
√
x, then we can actually derive
(through an inductive argument over regions) that it will quickly move above
the curve y = 45
√
x and be “trapped” above the curve y = 12
√
x forever. This
leads to a contradiction, as the eigenfunctions are L2-bounded. From this we
conclude that p(x) will never go above y = − 12
√
x, and the conclusion of Propo-
sition 4.1 can be obtained. The decay bounds for Hβ,n (Proposition 4.2) are
based on a discrete analogue of the previous argument: we use stochastic differ-
ence equations for this part. The discrete setting causes additional difficulties,
which we rely on a more complicated argument to resolve. Having obtained the
aforementioned decay bounds, we can couple Hβ and Hβ,n along their eigen-
functions to prove Theorem 1.5. New a priori estimates for the eigenfunctions
from eigenvalue-eigenfunction equations, together with Komlo´s-Major-Tusna´dy
theorem, are also utilized.
Step 3 Finally, we obtain large deviation bounds for GUE, and ap-
ply the approximation result in Step 2 to transfer these bounds to
the Airy point process. The key for this part is an edge rigidity estimate
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(Proposition 5.1) and a separate lemma (Lemma 6.4) showing that the eigen-
values of GUE that are far from the edge only impose a negligible effect on the
result. For the former, we improve upon edge rigidity estimates from [8] so that
the exponent of the tail probability upper bound satisfies our need (previous
results give no control over the exponent). For the latter, we combine the edge
rigidity estimate with our previous estimates for the Airy point process in Step
1 (transferred to GUE by Step 2), making full use of the two perspectives.
During the process of proving the large deviation bounds for the Airy point
process, we also obtain an approximation result of the Airy point process (more
generally, spectrum of Hβ for β ∈ N+) using Gaussian β ensembles up to expo-
nentially small probability (Theorem 1.5 below), which might be of independent
interest.
Before stating Theorem 1.5, we briefly introduce the stochastic Airy operator
following [23]. Let D = D(R+) be the space of generalized functions (continuous
dual of the space C∞0 of smooth and compactly supported test functions with the
topology of uniform convergence of all derivatives on compacts). Also denote
by H1loc the space of functions from R+ to R such that for any compact set
I ⊂ R, f ′1I ∈ L2 . The stochastic Airy operator Hβ is then defined as a map
from D to H1loc such that Hβf = −f ′′ + xf + 2√β fB′, where B denotes the
Brownian motion, and fB′ is understood as the derivative of − ∫ y0 Bf ′dx +
f(y)By− f(0)B0. Moreover, if we define L∗ = {f : f(0) = 0, ||f ||∗ <∞}, where
||f ||2∗ =
∫∞
0
((f ′)2 + (1 + x)f2)dx, then the eigenvalue-eigenfunction pairs are
(λ, f) ∈ R×L∗ such that Hβf = λf with both sides interpreted as distributions.
We refer to [23] and [2, Section 4.5] for more details.
Theorem 1.5. We denote by λ
(n)
1 ≥ λ(n)2 ≥ · · · ≥ λ(n)n the sorted eigenvalues
of Gaussian β ensemble of size n, and define the scaled eigenvalues λ˜
(n)
i =
(λ
(n)
i − 2
√
n)n
1
6 for 1 ≤ i ≤ n. Suppose that a1 > a2 > · · · are the sorted points
of negated spectrum of the stochastic Airy operator Hβ. Suppose that k satisfies
the bound ne ≤ k ≤ n 110000 for some fixed e ∈ (0, 110000 ) (e is independent of k
and n). Then for any β ∈ N+, there is a coupling of Gaussian β ensemble and
Hβ, such that for any n and any 1 ≤ i ≤ k,
|λ˜(n)i − ai| ≤ C1n−
1
24 (1.19)
with probability ≥ 1−C2 exp(−ck3) (C1, C2, c are positive constants which only
depend on β).
Remark 1.9. We have not optimized the exponents 110000 and − 124 here, and
better bounds could be worked out using arguments in Sect.4.
The rest of the article is devoted to the proof of Theorems 1.1-1.5. In Sect.2,
we obtain the estimates for the Airy point process and establish the proof of
exponential tightness and LDP upper bound of Theorem 1.1. Based on these
estimates, we finish the proof of Theorem 1.3 in Sect.3. In the next section, we
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study the approximation of the Airy point process using beta ensembles, and
finish the proof of Theorem 1.5. Then we refine a result from [8] to obtain a
more precise estimate on edge rigidity in Sect.5. Finally, in Sect.6, we finish the
proof of Theorems 1.1 and 1.2 based on results from previous sections.
Throughout the article, unless explicitly stated, values of the constants (de-
noted by C,C1, c, etc.) only depend on β, and can change from line to line
during calculations. The notation C(R) is used to denote a constant with value
depending only on β and R.
2 Estimates for the Airy point process
In this section, we derive some estimates for the Airy point process (and more
generally, the spectrum of Hβ). The main tool we use in the sequel is the
diffusion characterization of stochastic Airy operator from [23]. Namely, the
diffusion associated with the stochastic Airy operator Hβ is given by dp(x) =
(x − λ − p2(x))dx + 2√
β
dBx with initial condition p(0) = ∞. (Here our choice
of sign for the term 2√
β
dBx is different from that of [23], but this will not make
an essential difference.) The relation between stochastic Airy operator and the
diffusion is that for almost all λ, the number N(λ) of eigenvalues of Hβ that are
at most λ is equal to the number of blowups of the diffusion p(x) to −∞ (see
[23, Proposition 3.4]).
From [13, Proposition 4.6], the eigenvalues (denoted by γi) of the Airy op-
erator A = −∂2x + x are given by γi = (3π2 (i− 14 +R(i))
2
3 , where |R(i)| ≤ Ci for
some absolute constant C. Below we denote by N0(λ) the number of eigenvalues
of the Airy operator that are at most λ.
The main results of this section are the following two propositions.
Proposition 2.1. There exist constants K,C, c > 0 (which only depend on β),
such that for any η ≥ 15, R ≥ 1 and k ≥ K, we have
P(N(Rk
2
3 ) ≥ ηR 32 k) ≤ C exp(−cηR3k2). (2.1)
Proposition 2.2. There exist constants K,C, c > 0 (which only depend on β),
such that for any k ≥ K and k′ satisfying log3 k ≤ k′ ≤ k, if γk ≤ λ < γk+1,
then we have
P(|N(λ)−N0(λ)| ≥ k′) ≤ exp(Ck log k) exp(−c k
′2
log(2kk′ )
). (2.2)
Based on Proposition 2.1 and 2.2, we finish the proof of part (b) and (c) of
Theorem 1.1. First we define the function I2 as follows.
Definition 2.1. For any µ ∈ X , let φµ(x) = µ([−R0, x]) for x ≥ −R0, and
ψµ(x) :=


min{2
3
R
3
2
0 |φµ(x)|,
c
8
min{φµ(x)2, 16x3}
log(max{2, x 32 |φµ(x)|−1})
}, if x ≥ 0,
2
3
|x| 32 |φµ(x)|, if x < 0,
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where c > 0 is the constant appearing in the statement of Proposition 2.2. We
define for any µ ∈ X ,
I2(µ) := sup
x∈[−R0,R0]
ψµ(x).
Remark 2.1. The definition of ψµ comes from technical estimates (Propositions
2.1-2.2).
Proof of Theorem 1.1, part (c). The set [−R0, R0] is compact, and for any µ ∈
Kη, |µ|([−R0, R0]) ≤ ηR
3
2
0 , hence by [6, Theorem 8.6.2], Kη is a compact
set. The second conclusion follows from Proposition 2.1 and the fact that
ν0((−∞, Rk 23 ]) = 23πkR
3
2 , where dν0 =
1
π
√
x1x≥0dx.
Proof of Theorem 1.1, part (b). Consider a fixed µ ∈ X , and a point x0 ∈
[−R0, R0] such that φµ(x0) 6= 0. Without loss of generality we assume φµ(x0) >
0. It can be checked that the function φµ is right continuous. Hence for any
ǫ ∈ (0, 12φµ(x0)) there exists t ∈ (0, 1) such that φµ(x) > φµ(x0) − ǫ for any
x ∈ [x0, x0 + t]. Take ψ(x) = 1[−R0,x0+t](x) − 1ǫ′ (x − x0 − t+ ǫ′)+. Then from
dR0(νk, µ) ≤ δ we deduce that
νk([−R0, x0 + t]) ≥
∫
ψ(x)d(µ + ν0)− δ
ǫ′
− ν0([−R0, x0 + t])
≥ µ([−R0, x0 + t− ǫ′])− δ
ǫ′
−
√
R0ǫ
′.
Taking ǫ′ =
√
δ
R
1
4
0
, and observing that for δ sufficiently small µ([−R0, x0+t−ǫ′]) ≥
φµ(x0)− ǫ, we conclude that νk([−R0, x0 + t]) ≥ φµ(x0)− ǫ− 2
√
δR
1
4
0 =: α.
Similar to the proof of Proposition 2.1, by Tracy-Widom tail we have
P(N(−R0k 23 ) ≥ 1
2
αk − 2) ≤ C exp(−2
3
R
3
2
0 αk
2). (2.3)
If x0 < 0, we can take t sufficiently small so that x0+t < 0. Noting that a similar
inequality holds if we replace R0 by −(x0 + t) above, we have P(dR0(νk, ν0) ≤
δ) ≤ C exp(− 23 |x0 + t|
3
2αk2). First taking k → ∞, then taking δ → 0, then
taking t→ 0, and finally taking ǫ→ 0, we obtain that
lim sup
δ→0+0
lim sup
k→∞
1
k2
logP(dR0(νk, ν0) ≤ δ) ≤ −ψµ(x0). (2.4)
Now if x0 > 0, by Proposition 2.2,
P(|N((x0 + t)k 23 )−N0((x0 + t)k 23 )| ≥ 1
2
αk)
≤ C exp(− c
8
min{α2, 16 (x0 + t)3}
log(max{2, (x0+t)
3
2
α })
k2).
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Using this and (2.3) we obtain that
P(dR0(νk, ν0) ≤ δ) ≤ C exp(−
2
3
R
3
2
0 αk
2) + C exp(− c
8
min{α2, 16 (x0 + t)3}
log(max{2, (x0+t)
3
2
α })
k2).
Hence similarly as above, (2.4) also holds for x0 > 0. By taking the infimum
over x0 ∈ [−R0, R0], we get
lim sup
δ→0+0
lim sup
k→∞
1
k2
logP(dR0(νk, ν0) ≤ δ) ≤ −I2(µ). (2.5)
By exponential tightness (Theorem 1.1, part (c)) established above, the con-
clusion of Theorem 1.1, part (b) follows.
Before the proof of Propositions 2.1-2.2, we state and prove several lemmas.
Lemma 2.1. For a > (12π)
2
3 , Consider the diffusion given by dp(x) = (x −
a − p2(x))dx + 2√
β
dBx, p(0) = ∞. Denote by ∆ the blow-up time of this dif-
fusion. Then for any ǫ, δ ∈ (0, 13 ), on the event Cǫ,δ := { sup
0≤x≤min{ 2π√
a
,∆}
|Bx| ≤
√
βaǫδ
8 }, we have π√(1+ǫ)(1+δ)a ≤ ∆ ≤
π√
(1−ǫ)((1−δ)a− 2π√
a
)
. Moreover, P(Ccǫ,δ) ≤
4 exp(−βδǫa
3
2
32π ).
Proof. Let r(x) = p(x)− 2√
β
Bx. Then r(x) satisfies the ODE dr(x) = (x− a−
(r(x) + 2√
β
Bx)
2)dx, r(0) = ∞. For any ǫ ∈ (0, 12 ), we have (r(x) + 2√βBx)2 ≤
(1 + ǫ)r2(x) + (1 + 1ǫ )
4B2x
β .
Thus on the event Cǫ,δ, when x ∈ [0,min{ 2π√a ,∆}], r(x) is lower bounded
by w(x) defined by dw(x) = (−(1 + δ)a − (1 + ǫ)w2(x))dx,w(0) = ∞. Since
w(x) has blow-up time π√
(1+ǫ)(1+δ)a
, we have ∆ ≥ π√
(1+ǫ)(1+δ)a
. Similarly,
on the event Cǫ,δ, when x ∈ [0,min{ 2π√a ,∆}], r(x) is upper bounded by w˜(x)
defined by dw˜(x) = ( 2π√
a
− (1 − δ)a − (1 − ǫ)w˜2(x))dx, w˜(0) = ∞. This leads
to ∆ ≤ π√
(1−ǫ)((1−δ)a− 2π√
a
)
. The probability estimate follows from standard
estimates for Brownian motions.
Lemma 2.2. For a > (32π)
2
3 , Consider the diffusion given by dp(x) = (x−a−
p2(x))dx + 2√
β
dBx, p(0) = ∞. Denote by ∆ the blow-up time of this diffusion.
Then for any π
√
a ≤M ≤ a2100 , P(∆ > 4π√a + 4Ma ) ≤ 4 exp(−βMa64 ).
Proof. Let t1 =
2π√
a
, t2 =
2π√
a
+ 4Ma , t3 =
4π√
a
+ 4Ma ≤ 8Ma , and let
CM = { sup
0≤t≤ 8Ma
|Bt| ≤ 1
2
M
√
β}.
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By standard estimates for Brownian motions and union bound,
P(CcM ) ≤ 4 exp(−
βMa
64
). (2.6)
Now we assume that CM holds. By conditions of the lemma, t3 ≤ a4 . Let
r(x) = p(x) − 2√
β
Bx. Then dr(x) = (x − a − (r(x) + 2√βBx)2)dx. Note that
r(x) is monotone decreasing on [0, t3] (until it blows up). First suppose that
r(t1) ≥ M . Then on [0, t1], r(x) is dominated by w(x) defined by dw(x) =
(− 34a − (w(x) −M)2)dx,w(0) = +∞. However, w(t1) < M , which leads to a
contradiction. Hence r(t1) < M . Note that on [t1, t2], x−a− (r(x)+ 2√βBx)2 ≤
− 34a, hence r(t2) ≤ r(t1)− 34a(t2− t1) < −M . On [t2, t3], r(x) is dominated by
s(x) defined by ds(x) = (− 34a− (s(x) +M)2)dx, s(t2) = r(t2). Note that s(x)
(hence r(x)) blows up to −∞ within [t2, t3], which leads to ∆ ≤ t3. We come
to the conclusion noting (2.6).
Lemma 2.3. Consider the ODE given by dq(x) = (x− a− q2(x))dx, q(0) =∞,
where a > 0. Let ∆ > 0 be the minimal positive number such that q(∆) = −∞.
Then ∆ ≥ π√
a
. Moreover, if a ≥ (4π) 23 , then also ∆ ≤ π√
a− 2π√
a
.
Proof. q(x) is lower bounded by r(x) defined by dr(x) = (−a− r2(x))dx, r(0) =
∞. Since r(x) has blowup time π√
a
, we have ∆ ≥ π√
a
.
Now suppose a ≥ (4π) 23 . q(x) is dominated by w(x) when 0 ≤ x ≤ 2π√
a
, with
w(x) defined by dw(x) = ( 2π√
a
− a− w2(x))dx,w(0) =∞. The blowup time for
w(x) is π√
a− 2π√
a
≤ 2π√
a
, hence ∆ ≤ π√
a− 2π√
a
.
Proof of Proposition 2.1. Let N1 and N2 be the number of blowups of the dif-
fusion p(x) with λ = Rk
2
3 that lie entirely in intervals [0, 2Rk
2
3 ] and [2Rk
2
3 ,∞),
respectively. Then N(Rk
2
3 ) ≤ N1 + N2 + 1. We define the stopping times
τ1 < τ2 < · · · to be the blow-up time of p(x) in [0, 2Rk 23 ], and we further define
the stopping times τ ′1 < τ
′
2 < · · · to be the blowup time of p(x) in [2Rk
2
3 ,∞).
We also let τ0 = 0, and ∆i = τi+1 − τi.
We define the events C1 = {N1 ≥ 14ηR
3
2 k} and C2 = {N2 ≥ 14ηR
3
2 k}. Then
P(N(Rk
2
3 ) ≥ ηR 32 k) ≤ P(C1) + P(C2).
In Lemma 2.1, we take ǫ = δ = 14 and a = Rk
2
3 . On each [τi, τi+1], condi-
tional on Fτi, by the strong Markov property, for x ∈ [0, τi+1 − τi], p(x+ τi) is
lower bounded by q(x) defined by dq(x) = (−Rk 23 − q2(x))dx + 2√
β
dB˜x, q(0) =
∞, where B˜x = Bx+τi −Bτi .
Now we define the events
Ai = {∆i ≥ 4π
5
√
a
},
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A′i = { sup
0≤x≤min{ 2π√
a
,τi+1−τi}
|Bx+τi −Bτi | ≤
1
8
√
βa
2
}.
By Lemma 2.1 and strong Markov property,
P(Aci |Fτi) ≤ P(A′i|Fτi) ≤ 4 exp(−
βa
3
2
512π
).
We let p0 := 4 exp(− βa
3
2
512π ) below.
Now if we let l0 = ⌈ 14ηR
3
2 k⌉ and l = ⌊ 14ηR
3
2 k − 5πR
3
2 k⌋(≥ 18ηR
3
2 k), then
C1 ⊆ ∪0≤i1<···<il≤l0(Aci1 ∩ · · · ∩ Acil),
since otherwise we have
2Rk
2
3 ≥
∑
1≤i≤l0
∆i ≥ 5
π
R
3
2 k
4π
5
√
a
= 4Rk
2
3 ,
a contradiction. Now by iterative conditioning we have for any 0 ≤ i1 < · · · <
il ≤ l0,
P(Aci1 ∩ · · · ∩ Acil) = E[E[1Aci1 · · ·E[1Acil |Fil ] · · · |Fτi1 ]]
≤ p0E[E[1Aci1 · · ·E[1Acil−1 |Fil−1 ] · · · |Fτi1 ]]
≤ · · · ≤ pl0.
Hence by union bound,
.P(C1) ≤ 2l0+1pl0 ≤ 8
1
2ηR
3
2 k+1 exp(−βηR
3k2
4096π
).
Similarly, on [τ ′i , τ
′
i+1], conditional on Fτ ′i , by the strong Markov property,
for x ∈ [0, τ ′i+1 − τ ′i ], p(x + τ ′i) is lower bounded by r(x) defined by dr(x) =
(x + Rk
3
2 − r2(x))dx + 2√
β
dB˜x, r(0) = ∞, where B˜x = Bx+τ ′i − Bτ ′i . We also
define Bi = {τ ′i+1 <∞}.
By Tracy-Widom tail proved in [15] and strong Markov property,
P(Bi|Fτ ′i ) ≤ C exp(−
2
3
βR
3
2 k).
By iterative conditioning, we get
P(C2) ≤ P(τ ′1 <∞, · · · , τ ′l0+1 <∞)
≤ E[E[1B1 · · ·E[1Bl0 |Fτ ′l0 ] · · · |Fτ ′1 ]]
≤ C 14ηR
3
2 k exp(−1
6
βηR3k2).
We arrive at the conclusion of the proposition by a union bound.
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Proof of Proposition 2.2. The proof is based on dyadic decomposition and com-
parison with the Airy operator. Note that the number of eigenvalues of the Airy
operator that are ≤ λ is determined by the number of blow-ups of the ODE
dq(x) = (x− λ− q2(x))dx, q(0) =∞.
In the following, we assume that k is sufficiently large.
We fix d = 120, and denote by N1, N2, N3 the number of blow-ups of p(x)
in intervals [0, λ− γ⌊ k′d ⌋), [λ− γ⌊ k′d ⌋, λ+ γ⌊ k′d ⌋) and [λ+ γ⌊ k′d ⌋,∞), respectively.
We also denote by N˜1, N˜2, N˜3 the corresponding number of blow-ups for q(x).
Then N(λ) = N1 + N2 + N3 and N0(λ) = N˜1 + N˜2 + N˜3. Note that N˜3 = 0,
and N˜2 ≤ 4⌊k′d ⌋ ≤ k
′
20 .
We first bound P(N2 ≥ k′4 ). We denote by τ ′1 < τ ′2 < · · · < τ ′⌈ k′4 ⌉ the first ⌈
k′
4 ⌉
blow-up times of p(x) in the interval [λ−γ⌊ k′d ⌋, λ+γ⌊ k′d ⌋). Note that conditional
on Fτ ′i , for x ∈ [0, τ ′i+1− τ ′i ], p(x+ τ ′i) is lower bounded by the diffusion dr(x) =
(x− γ⌊ k′d ⌋ − r
2(x))dx+ 2√
β
dB˜x, r(0) =∞, where B˜x = Bx+τ ′i −Bτ ′i . Note that
3πk′
4d ≤ (γ⌊ k′d ⌋)
3
2 ≤ 3πk′d , by a similar argument as in the proof of Proposition
2.1, we have for some positive constants c and C,
P(N2 ≥ k
′
4
) ≤ C exp(−ck′2).
Then we bound P(N3 ≥ k′4 ). By a similar argument as in the proof of
Proposition 2.1 using Tracy-Widom tail, we have
P(N3 ≥ k
′
4
) ≤ (C exp(−2
3
β(γ⌊ k′d ⌋)
3
2 ))
k′
4 ≤ C exp(−ck′2).
Finally, we bound P(|N1 − N˜1| ≥ k′4 ). First we decompose the interval
[0, λ − γ⌊ k′d ⌋) as follows. We denote by I the integer such that γ⌊ 2I+1k′d ⌋ ≤
λ ≤ γ⌊ 2I+2k′d ⌋. Note that |I + 1 −
log( kd
k′ )
log(2) | ≤ 1. We define the interval Ji =
[λ − γ⌊ 2i+1k′d ⌋, λ − γ⌊ 2ik′d ⌋) for 0 ≤ i ≤ I − 1, and JI = [0, λ − γ⌊ 2Ik′d ⌋). We
denote by Mi the number of blow-ups of p(x) in Ji, and M˜i the number of
blow-ups of q(x) in Ji. Moreover, we denote by M
′
i and M˜
′
i the number of
blow-ups of the adapted versions pi(x), qi(x) of p(x), q(x). Here, by adapted
versions we mean that for x ∈ Ji = [ai, bi], pi(x) and qi(x) are given by dpi(x) =
(x−λ−p2i (x))dx+ 2√β dBx, pi(ai) =∞ and dqi(x) = (x−λ−q2i (x))dx, qi(ai) =∞.
By monotonicity, |Mi −M ′i | ≤ 1, |M˜i − M˜ ′i | ≤ 1. We also note that the I + 1
random variables {M ′i}Ii=0 are mutually independent.
We let ∆i = |M ′i − M˜ ′i |, and denote by αi = 2
ik′
d . We let ti = M˜
′
i for
convenience. By Lemma 2.3, there exist positive constants c1, c2 such that
c1αi ≤ ti ≤ c2αi for 0 ≤ i ≤ I. Thus on the event {|N1 − N˜1| ≥ k′4 }, since
|Mi − M˜i| ≤ ∆i + 2, we have k′4 ≤ |N1 − N˜1| ≤
∑I
i=0∆i + 2(I + 1). For k
sufficiently large, this leads to
∑I
i=0∆i ≥ k
′
8 .
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Now we perform a dyadic decomposition. First note that for sufficiently
large M , by Lemma 2.1,
P(∆i ≥Mk) ≤ P(M ′i ≥Mk) ≤ C exp(−cMk2).
We define D1 to be the event that ∆i ≥ Mk for some 0 ≤ i ≤ I. By taking a
union bound, we have
P(D1) ≤ Ck exp(−cMk2) ≤ C exp(−c k
′2
log(2kk′ )
). (2.7)
Moreover, for δi ∈ {1, 2, · · · , 2⌈log2(Mk)⌉−1}, we define Ci,δi to be the event that
δi ≤ ∆i ≤ 2δi; for δi = 0, we define Ci,δi to be the event that ∆i = 0. We also
define D2 := ∪∑I
i=0 δi≥ k
′
16
∩Ii=0 Ci,δi .
From the analysis above, we have
{|N1 − N˜1| ≥ k
′
4
} ⊆ D1 ∪ D2. (2.8)
Also we note that by independence,
P(∩Ii=0Ci,δi) =
I∏
i=0
P(Ci,δi). (2.9)
Now we start to analyze the event Ci,δi . We denote by Ai,δi = Ci,δi ∩ {M ′i >
M˜ ′i}, and Bi,δi = Ci,δi ∩ {M ′i < M˜ ′i}. To bound P(Ai,δi), we denote by τ1 <
τ2 < · · · < τti the first ti blow-up times of pi(x) on Ji, and let τ0 = ai (recall
Ji = [ai, bi]). We also denote by ∆j,1,∆j,2,∆j,3 (for j = 0, 1, · · · , ti − 1) the
time it takes from +∞ to −∞ of (j + 1)th blow-up of pi(x), shifted qi(x) (so
that it satisfies the ODE that qi satisfies, and starts at time τj taking value
+∞) and qi(x).
By the strong Markov property, we deduce from Lemma 2.1 that there are
constants c, C > 0 such that for any ǫ ∈ (0, 13 )
P(|∆j,1 − π√
λ− τj
| > Cǫ
α
1
3
i
+
C
α
4
3
i
|Fτj ) ≤ C exp(−cǫ2αi). (2.10)
Now we perform a dyadic decomposition again. Below we consider j ∈
{0, 1, · · · , ti− 1}, and take c0, C0, c1, C1 to be uniformly bounded positive num-
bers (for fixed β), such that c0, c1 are sufficiently small and C0, C1 are sufficiently
large so that the estimates in this paragraph hold. For δi,j ∈ {C0αi , 2C0αi , · · · , c0αi}
(the ratio between two consecutive numbers is 2), we let Ei,j,δi,j be the event
that
δi,j
α
1
3
i
≤ |∆j,1 − π√
λ−τj
| ≤ 2δi,j
α
1
3
i
; for δi,j = 0, we let Ei,j,δi,j be the event
that |∆j,1 − π√
λ−τj
| < C0
α
4
3
i
. We also let Ai,1 be the event that there exists some
0 ≤ j ≤ ti − 1 such that |∆j,1 − π√
λ−τj
| > 2c0α
2
3
i . By strong Markov property
16
and Lemma 2.2, P(Ai,1) ≤ Cti exp(−cα2i ) ≤ C exp(−ck′2). If 0 < δi,j ≤ c1, by
strong Markov property and Lemma 2.1,
P(Ei,j,δi,j |Fτj ) ≤ P(|∆j,1 −
π√
λ− τj
| ≥ δi,j
α
1
3
i
|Fτj) ≤ C exp(−cδ2i,jαi).
For c1 ≤ δi,j ≤ C1,
P(Ei,j,δi,j |Fτj) ≤ P(|∆j,1 −
π√
λ− τj
| ≥ c1
α
1
3
i
|Fτj) ≤ C exp(−cδ2i,jαi).
For C1 ≤ δi,j ≤ c0αi, by the strong Markov property and Lemma 2.2,
P(Ei,j,δi,j |Fτj ) ≤ P(|∆j,1 −
π√
λ− τj
| ≥ δi,j
α
1
3
i
|Fτj) ≤ C exp(−cδi,jαi).
In summary, if we denote by φ(δi,j) := δ
2
i,j1δi,j≤C1 + δi,j1δi,j>C1 , then
P(Ei,j,δi,j |Fτj) ≤ C exp(−cφ(δi,j)αi).
We also note that for any δi,j , when Ei,j,δi,j holds, |∆j,1− π√λ−τj | ≤
Cδi,j
α
1
3
i
+ C
α
4
3
i
.
Note that by Lemma 2.3, π√
λ−τj
≤ ∆j,2 ≤ π√
λ−τj− 2π√λ−τj
. Thus we have
|∆j,1 −∆j,2| ≤ Cδi,j
α
1
3
i
+ C
α
4
3
i
on the event Ei,j,δi,j .
Now we let Ai,2,{δi,j} be the intersection of {Ei,j,δi,j}j=0,··· ,ti−1, and assume
that Ai,δi ∩ Ai,2,{δi,j} holds. We also denote by K =
∑ti−1
j=0
δi,j
α
1
3
i
. Now the
absolute difference between the starting times corresponding to ∆j,2 and ∆j,3
is at most
j−1∑
l=0
|∆l,1 −∆l,3| ≤
j−1∑
l=0
|∆l,2 −∆l,3|+ C
∑j−1
l=0 δi,l
α
1
3
i
+
C
α
1
3
i
.
Hence by Lemma 2.3, we can deduce that
|∆j,2 −∆j,3| ≤ C
αi
(
j−1∑
l=0
|∆l,2 −∆l,3|+
∑j−1
l=0 δi,l
α
1
3
i
+
1
α
1
3
i
).
If we denote by Sj =
∑j
l=0 |∆l,2 −∆l,3|, then
Sj ≤ (1 + C
αi
)Sj−1 + C(
K
αi
+
1
α
4
3
i
).
Thus by solving this recursion,
Sti−1 ≤ (1 +
C
αi
)ti(K +
1
α
1
3
i
) ≤ C(K + α−
1
3
i ).
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Hence
ti−1∑
j=0
|∆j,1 −∆j,3| ≤ C(K + α−
1
3
i ). (2.11)
Now let Ai,3 be the event that there are ≥ δi4 diffusions on interval Ji with
blow-up time < c
α
1
3
i
(where c > 0 is a small enough constant). Similar to the
proof of Proposition 2.1, P(Ai,3) ≤ exp(−cαiδi) ≤ exp(−ck′δi). On Ai,δi ∩
Aci,3 ∩ Ai,2,{δi,j}, by equation (2.11), we have K + α
− 13
i ≥ cδi
α
1
3
i
(as there must
be enough time for the extra ≥ δi blow-ups to occur, among which at least 34δi
blow-ups have blow-up time at least c
α
1
3
i
), which leads to
∑ti−1
j=0 δi,j ≥ cδi − C.
Hence
Ai,δi ⊆ Ai,1 ∪ Ai,3 ∪ ∪{δi,j}:∑ti−1j=0 δi,j≥cδi−CAi,2,{δi,j}.
Let Ti := {j : δi,j ≤ C1}. When
∑ti−1
j=0 δi,j ≥ cδi − C, either
∑
j∈Ti δi,j ≥
1
2cδi− 12C, or
∑
j /∈Ti δi,j ≥ 12cδi− 12C. For the former case, by Cauchy-Schwarz
inequality
ti∑
j=1
φ(δi,j) ≥
∑
j=Ti
δ2i,j ≥
1
ti
(
∑
j∈Ti
δi,j)
2 ≥ 1
4ti
(cδi − C)2+;
for the latter case,
ti∑
j=1
φ(δi,j) ≥
∑
j /∈Ti
δi,j ≥ 1
2
(cδi − C).
Hence similar to the proof of Proposition 2.1 (by using the strong Markov prop-
erty), we obtain that
P(Ai,δi) ≤ P(Ai,1) + P(Ai,3) +
∑
{δi,j}:
∑ti−1
j=0 δi,j≥cδi−C
P(Ai,2,{δi,j})
≤ C exp(−ck′2) + C exp(−ck′δi)
+ C
∑
{δi,j}:
∑ti−1
j=0 δi,j≥cδi−C
exp(−c
ti∑
j=1
φ(δi,j)αi)
≤ exp(Cti log log k)(exp(−ck′min{δi, k′}) + exp(−cδ2i )).
For bounding P(Bi,δ), by replacing ti by ti − δi in the previous argument,
the same bound can be obtained. We thus have
P(Ci,δi) ≤ exp(Cti log log k)(exp(−ck′min{δi, k′}) + exp(−cδ2i )). (2.12)
By equation (2.8), we take a union bound to get
P(|N1 − N˜1| ≥ k
′
4
) ≤ P(D1) +
∑
∑I
i=0 δi≥ k
′
16
P(∩Ii=0Ci,δi). (2.13)
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Now assume that
∑I
i=0 δi ≥ k
′
16 . For any S ⊆ {0, 1, · · · , I}, at least one of∑
i∈S δi and
∑
i∈{0,1,··· ,I}\S δi is ≥ k
′
32 . Hence by Cauchy-Schwarz inequality
and that
∑I
i=0 ti ≤ Ck,
ck′
∑
i∈S
min{δi, k′}+ c
∑
i∈{0,1,··· ,I}\S
δ2i − C
I∑
i=0
ti log log k
≥ ck′
∑
i∈S
min{δi, k′}+ c
I + 1
(
∑
i∈{0,1,··· ,I}\S
δi)
2 − Ck log log k
≥ c k
′2
log(2kk′ )
− Ck log log k.
Hence by equations (2.9) and (2.12), we deduce that
P(∩Ii=0Ci,δi)
≤
∑
S⊆{0,1,··· ,I}
exp(−ck′
∑
i∈S
min{δi, k′} − c
∑
i∈{0,1,··· ,I}\S
δ2i )
× exp(C
I∑
i=0
ti log log k)
≤ exp(Ck log log k) exp(−c k
′2
log(2kk′ )
). (2.14)
Now note that the number of choices of {δi}0≤i≤I is at most (C log k)C log 2kk′ ≤
exp(C log2 k). Hence the conclusion of the proposition follows by equations
(2.13),(2.7), (2.14).
3 Proof of Theorem 1.3
In this section, we establish the proof of Theorem 1.3 based on Propositions
2.1-2.2. The main structure of the proof is parallel to [13, Section 5], so we only
indicate the main changes in the proof. First we note the following corollary
of an identity obtained in [7], which is also the starting point of the study of
lower tail of the KPZ equation using the Airy point process (see [13],[14],[27]
for details).
Proposition 3.1 (Corollary of Theorem 2.1 of [7]). Let a1 > a2 > · · · of the
ordered points of the Airy point process. Then for any T > 0,
ESHE [exp(− exp(T 13 (γT + s)))] = EAiry [
∞∏
k=1
1
1 + exp(T
1
3 (s+ ak))
], (3.1)
where ESHE means taking expectation with respect to the stochastic heat equa-
tion, and EAiry means taking expectation with respect to the Airy point process.
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By Proposition 3.1, in order to prove Theorem 1.3, it suffices to establish
the following:
Proposition 3.2. Let a1 > a2 > · · · be the ordered points of the Airy point
process, and Is := 1
1+exp(T
1
3 (s+x))
. Fix ǫ ∈ (0, 13 ) and T0 > 0. Then there exist
S = S(ǫ, T0), C = C(T0) > 0 and K = K(ǫ, T0) > 0 such that for any s ≥ S
and T ≥ T0,
E[
∞∏
k=1
Is(ak)] ≤ e−
4(1−Cǫ)
15π T
1
3 s
5
2 + e−Ks
3−ǫT 13 s + e−
(1−Cǫ)
12 s
3
, (3.2)
E[
∞∏
k=1
Is(ak)] ≥ e−
4(1+Cǫ)
15π T
1
3 s
5
2 + e−
(1+Cǫ)
12 s
3
. (3.3)
In order to prove Proposition 3.2, we state and prove several lemmas. We
recall that γ1 < γ2 < · · · are the eigenvalues of the Airy operator. We also
denote by Js := log(1 + exp(T 13 (s+ x))), and Dk := max{−γk − ak, 0}.
We first establish the following refinement of [13, Lemma 5.3].
Lemma 3.1. Let θ0 := ⌈ 2s
3
2
3π ⌉, and fix ǫ ∈ (0, 13 ). There exist S0 = S0(ǫ) > 0
and K1 = K1(ǫ) > 0 such that the following holds for all s ≥ S0. Di-
vide the interval [−s, 0) into ⌈2ǫ−1⌉ segments Qj := [− js⌈2ǫ−1⌉ ,− (j−1)s⌈2ǫ−1⌉) for
j = 1, · · · , ⌈2ǫ−1⌉. Denote the right and left end points of Qj by qj and pj.
Define kj := sup{k : −γk ≥ qj}. Then
P(akj ≤ pj) ≤ exp(−K1s3) (3.4)
for any j = 1, · · · , ⌈2ǫ−1⌉,
P(∪θ0k=1{Dk ≥ 2ǫs}) ≤ exp(−K1s3). (3.5)
Proof. For any j ∈ {1, · · · , ⌈2ǫ−1⌉}, let λj = js⌈2ǫ−1⌉ and λ′j = (j−1)s⌈2ǫ−1⌉ . The event
akj ≤ pj implies
N(λj)−N0(λj) ≤ N0(λ′j)−N0(λj).
Note that γi = (
3
2π(i− 14+R(i)))
2
3 , where |R(i)| ≤ Ci for some absolute constant
C. Hence there exists S1, c > 0 (which only depend on ǫ) such that when s ≥ S1,
we have N0(λ
′
j)−N0(λj) ≤ −cs
3
2 for all j = 1, 2, · · · , ⌈2ǫ−1⌉. Therefore
P(akj ≤ pj) ≤ P(|N(λj)−N0(λj)| ≥ cs
3
2 ). (3.6)
By Proposition 2.2, there exists S0,K1 > 0 (depending only on ǫ) such that
when s ≥ S0,
P(|N(λj)−N0(λj)| ≥ cs 32 ) ≤ exp(−K1s3) (3.7)
for all j ∈ {1, 2, · · · , ⌈2ǫ−1⌉}.
The first conclusion of the lemma follows by (3.6) and (3.7). The second
conclusion follows by the same argument as in the proof of [13, Lemma 5.3].
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We then establish the following lemma, which improves upon equation (5.28)
of [13].
Lemma 3.2. Fix ǫ ∈ (0, 13 ) and T0 > 0. Then there exist C = C(T0) > 0 and
S0 = S0(ǫ, T0) > 0 such that for all T ≥ T0 and S ≥ S0,
E[1a1<−s
∞∏
k=1
Is(ak)] ≥ exp(−1 + Cǫ
12
s3). (3.8)
Proof. Below we fix δ = 13 . We divide the interval (−∞,−s) into three parts:
I1 = (−∞,−s3+δ), I2 = [−s3+δ,−2s), I3 = [−2s,−s). By Propositions 2.1-2.2,
there exist absolute constants C, c1, c2 > 0 and S1 > 0, such that for any s ≥ S1,
P(|N(2s)−N0(2s)| ≥ c1s2) ≤ C exp(−c2s 72 ), (3.9)
P(|N(s3+δ)−N0(s3+δ)| ≥ c1s 32 (3+δ)) ≤ C exp(−c2s6+2δ). (3.10)
Therefore there exists an absolute constant C′ > 0, such that if we denote by
A1 := {N(2s) ≤ C′s2, N(s3+δ) ≤ C′s 32 (3+δ)}, (3.11)
then
P(Ac1) ≤ 2C exp(−c2s
7
2 ). (3.12)
Note that when x ∈ I3, Js(x) ≤ log 2, and when x ∈ I2, Js(x) ≤ log(1 +
exp(−T 13 s)). Hence there exists constants S2 = S2(T0) and C′′ = C′′(T0), such
that on the event {a1 < −s} ∩ A1, we have for any T ≥ T0, s ≥ S2,
∑
ak∈I2∪I3
Js(ak) ≤ C′ log(2)s2 + C′s 32 (2+δ) log(1 + exp(−T 13 s))
≤ C′′s2.
Moreover, by the same argument as in [13, Section 5.2], there exists C2 =
C2(T0) > 0, such that if we denote by
A2 := {
∑
ak∈I1
Js(ak) ≤ C2s 52 }, (3.13)
then there exists C3 = C3(T0) > 0, c3 = c3(T0) > 0 and S3 = S3(T0) > 0, such
that for all s ≥ S3,
P(Ac2) ≤ C3 exp(−c3s3+
1
4 δ). (3.14)
Take A = A2 ∩ A3. Then by tail behavior of a1 and union bound, there
exists C˜ = C˜(T0), S˜0 = S˜0(ǫ, T0), such that for any s ≥ S˜0,
P({a1 < −s} ∩ A) ≥ P(a1 < −s) + P(A)− 1
≥ exp(−1 + C˜ǫ
12
s3).
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Note that when the event {a1 < −s} ∩ A holds,
∑∞
k=1 Js(ak) ≤ C′′s2 + C2s
5
2 .
Hence there exists C = C(T0) and S0 = S0(ǫ, T0) such that when T ≥ T0, s ≥ S0,
E[1a1<−s
∞∏
k=1
Is(ak)] ≥ E[1{a1<−s}∩A exp(
∞∑
k=1
Js(ak))]
≥ exp(−(C′′s2 + C2s 52 ))P({a1 < −s} ∩ A)
≥ exp(−1 + Cǫ
12
s3).
We now finish the proof of Proposition 3.2.
Proof of Proposition 3.2. The proof of the upper bound part follows by com-
bining Lemma 3.1 and the arguments in [13, Section 5.1] except Lemma 5.3.
The proof of the lower bound part follows by combining Lemma 3.2 and the
arguments in [13, Section 5.2] before equation (5.28).
4 Approximation of the Airy point process
In this section, we present an approximation of the Airy point process using
Gaussian β ensembles up to exponentially small probability, thereby proving
Theorem 1.5. We recall that (see, for example, [2, Section 4.5]) Gaussian β
ensemble of size n can be realized by the eigenvalues of a tridiagonal symmetric
matrix Hβ,n with entries Hβ,n(i, j) = 0 if |i − j| > 1, Hβ,n(i, i) =
√
2
β ξi and
Hβ,n(i, i + 1) =
Yn−i√
β
. Here, ξi are i.i.d. N(0, 1), Yi ∼ χiβ are independent and
independent of {ξi}. The joint distribution of eigenvalues of Hβ,n is given by
Cn(β)
∏
1≤i<j≤n |λi − λj |β exp(−β4
∑n
i=1 λ
2
i ).
The strategy of the proof is as follows. First we show exponential decay of top
k eigenfunctions of the stochastic Airy operator (Hβ) and β ensemble of size n
(Hβ,n) up to exponentially small probability, which is achieved by analyzing the
diffusion associated with stochastic Airy operator as well as a discrete analogue
(see the text below Proposition 4.1 and Proposition 4.2 for details). Using this
information, we can couple Hβ and Hβ,n along eigenfunctions so that their
eigenvalues are close up to exponentially small probability (to achieve this we
also establish a priori estimates based on the eigenvalue-eigenfunction equation
for Hβ and Hβ,n). The rest of this section is devoted to the details of the proof
of Theorem 1.5.
4.1 Exponential decay of Hβ eigenfunctions
In this section, we show exponential decay of Hβ eigenfunctions. Note that from
[23, Section 2], any eigenfunction f of Hβ satisfies f ∈ Ho¨lder(32 )−. Specifically,
we have the following proposition.
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Proposition 4.1. Suppose f1, f2, · · · , fk are the top k eigenfunctions of the
stochastic Airy operator Hβ. Then there exist constants C, c, T0 which only
depend on β, such that when T ≥ T0, there is a measurable event A with
P(Ac) ≤ C exp(−c(kT ) 14 ) (4.1)
satisfying the properties below: on A, for every kT ≤ x1 ≤ x2 and 1 ≤ i ≤ k,
|fi(x2)| ≤ |fi(x1)| exp(−1
3
(x
3
2
2 − x
3
2
1 )), (4.2)
and fi(x1) and fi(x2) have the same sign; moreover, for every x ≥ kT and
1 ≤ i ≤ k,
|f ′i(x)| ≤ 4
√
x|fi(x)|. (4.3)
The proof of Proposition 4.1 is based on the following idea: let p(x) be the
diffusion corresponding to the eigenfunction (see below for definition), then we
argue that up to exponentially small probability, once p(x) deviates a bit upward
from the curve y = − 12
√
x, it will quickly move above the curve y = 45
√
x
and will be “trapped” above the curve y = 12
√
x forever. This leads to a
contradiction, as the eigenfunction has L2 norm 1. Therefore, p(x) has to be
“trapped” below the curve y = − 12
√
x, which leads to the exponential decay
result in Proposition 4.1. The main challenge is to establish this result up to
exponentially small probability, which requires a delicate analysis of the behavior
of the diffusion.
To prove Proposition 4.1, we first set up some notations and lemmas. We
recall that (see [23]) for the eigenfunction f(x) ofHβ corresponding to eigenvalue
λ, the Ricatti transform p(x) = f
′(x)
f(x) can be written as a diffusion
dp(x) = (x− λ− p2(x))dx + 2√
β
dBx.
Below we fix K1,K2, L1, L2, L3 as constants, and set D1 = {(x, y) : y ≥
4
5
√
x}, D2 = {(x, y) : y ≥ 12
√
x}, D3 = {(x, y) : y ≤ − 12
√
x}, D4 = {(x, y) : y ≤
− 45
√
x}. We also let A1 denote the event that −K1 ≤ λ ≤ K2; A2 the event
that there exists x1 ≥ L1, such that for all x ≥ x1, (x, p(x)) ∈ D2; A3 the event
that there exists x1 ≥ L1, such that (x1, p(x1)) ∈ D1; A4 the event that there
exists x1 ≥ L2, such that (x1, p(x1) ∈ Dc3; and A5 the event that there exists
x1 ≥ L1, such that p(x1) ≤ −4√x1.
The following lemma roughly says that once p(x) is “trapped” in the region
D1, it will never leave D2 up to exponentially small probability.
Lemma 4.1. Suppose we take L1 > 32K2. Then there exist constants C, c > 0
which only depend on β, such that
P(A1 ∩ Ac2 ∩A3) ≤ C exp(−cL
1
4
1 ). (4.4)
By definition of eigenfunctions, this has the consequence
P(A1 ∩ A3) ≤ C1 exp(−C2L
1
4
1 ). (4.5)
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Proof. We take ∆ = L
1
4
1 . The strategy of the proof is to break the interval
[L1,∞) into Ii := [L1 + i∆, L1 + (i+ 1)∆) and control p(x) inductively.
For i ≥ 0, we let f(i) = 14 − 116 (i+ 1)−
1
4 , ǫ(i) = 14 − 18 (i+ 1)−
1
4 . We also let
Mi = (f(i + 1) − ǫ(i))
√
L1 + i∆. Note that Mi ≥ 116 (i + 2)−
1
4
√
L1 + i∆. We
also set the events
Ei = { sup
0≤t≤∆
{|BL1+i∆+t −BL1+i∆|} >
√
β
8
Mi},
Fi = {inf
t≥0
{ 1
32
(L1 + i∆)t+
2√
β
(BL1+i∆+t −BL1+i∆)}
≤ − 1
64
(i+ 2)−
5
4
√
L1 + i∆},
and let E = ∪∞i=0Ei and F = ∪∞i=0Fi.
We estimate the probability of these events. Using standard estimates for
Brownian motions, we obtain that P(Ei) ≤ 4 exp(−M
2
i β
128∆ ) ≤ 4 exp(− c
√
L1+i∆
∆ ).
Applying Girsanov Theorem to drifted Brownian motions, we have P(Fi) ≤
exp(−c(i+ 2)− 54 (L1 + i∆) 32 ) ≤ exp(−c(L1 + i∆) 14 ). Thus by union bound
P(E ∪ F) ≤
∞∑
i=0
(P(Ei) + P(Fi)) ≤ C exp(−cL
1
4
1 ).
Below, we assume that Ec∩Fc∩A1∩A3 holds. SinceA3 holds, there exists i0,
such that for some x1 ∈ [L1+i0∆, L1+(i0+1)∆), p(x1) ≥ 45
√
x1. Below we prove
by induction that for any i ≥ i0 and any x ∈ [L1+ i∆, L1+ (i+1)∆]∩ [x1,∞),
p(x) ≥ (1− f(i+ 1))√x.
Suppose that there exists x2 ∈ [x1, L1 + (i0 + 1)∆], such that p(x2) ≤
(1 − f(i0 + 1))√x2 and p(x) ≥ (1 − f(i0 + 1))
√
x for all x ∈ [x1, x2]. We
take x3 = inf{x ∈ [x1, x2] : p(y) ≤ (1 − ǫ(i0))√y for all y ∈ [x, x2]}. By
continuity, p(x3) = (1 − ǫ(i0))√x3. Let r(x) = p(x) − (1 − f(i + 1))
√
x in
interval Ii. For x ∈ [x3, x2], by definition, 0 ≤ r(x) ≤ (f(i0 + 1) − ǫ(i0))
√
x.
Note that dr(x) = dp(x) − 1
2
√
x
(1 − f(i + 1))dx, recalling that event A1 is
true, we have that for x ∈ [x3, x2], r(x) is lower bounded by w(x) defined by
dw(x) = 116 (L1 + i0∆)dx +
2√
β
dBx, w(x3) = r(x3). From this, we obtain by
definition of Ei,
r(x2)− r(x3) ≥ − 4√
β
sup
0≤t≤∆
|BL1+i0∆+t −BL1+i0∆|
≥ −1
2
(f(i0 + 1)− ǫ(i0))
√
L1 + i0∆.
However,
r(x2)− r(x3) = −(f(i0 + 1)− ǫ(i0))√x3 ≤ −(f(i0 + 1)− ǫ(i0))
√
L1 + i0∆,
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which combined with the above estimate gives (f(i0+1)−ǫ(i0))
√
L1 + i0∆ ≤ 0,
which is a contradiction. Thus for x ∈ [x1, L1+ i0∆], p(x) ≥ (1− f(i0+1))
√
x.
Now we consider the induction step, i.e. for i > i0. By induction hypothesis,
we have p(L1 + i∆) ≥ (1− f(i))
√
L1 + i∆. If there exists x2 ∈ [L1 + i∆, (L1 +
(i + 1)∆] such that for any x ∈ [L1 + i∆, x2], p(x) ≥ (1 − f(i + 1))
√
x, and
p(x2) ≥ (1− ǫ(i))√x2, then since Eci holds, we have p(x) ≥ (1− f(i+1))
√
x for
all x ∈ Ii (the argument is similar to that of i = i0 case).
Now suppose that there exists x2 ∈ Ii, such that for any x ∈ [L1 + i∆, x2],
we have (1− f(i+1))√x ≤ p(x) ≤ (1− ǫ(i))√x, p(x2) ≤ (1− f(i+1))√x2. By
estimates on the drift coefficient, we conclude that for x ∈ [L1 + i∆, x2], r(x)
is lower bounded by w˜(x) defined by dw˜(x) = 132 (L1+ i∆)dx+
2√
β
dBx, w˜(L1+
i∆) = r(L1+i∆). If we denote by B˜t =
2√
β
(BL1+i∆+t−BL1+i∆)+ 132 (L1+i∆)t
for t ≥ 0, we have r(x2) − r(L1 + i∆) ≥ B˜x2−(L1+i∆). We thus obtain that
inft∈[0,∆] B˜t ≤ −(f(i+1)− f(i))
√
L1 + i∆ ≤ − 164 (i+2)−
5
4
√
L1 + i∆. This is a
contradiction to the fact that Fci happens.
Therefore, we conclude that p(x) ≥ (1−f(i+1))√x for x ∈ Ii. By induction,
we conclude the proof that for any i ≥ i0 and any x ∈ Ii ∩ [x1,∞), p(x) ≥
(1− f(i+ 1))√x. In particular, p(x) ≥ 12
√
x for any x ≥ x1. This results in
P(A1 ∩ Ac2 ∩ A3) ≤ P(E ∪ F) ≤ C exp(−cL
1
4
1 ). (4.6)
Now onA2, suppose that for x ≥ x1, p(x) ≥ 12
√
x. Without loss of generality,
we assume that f(x1) > 0. Now for x ≥ x1, log(f(x)) ≥ log(f(x1))+ 13 (x
3
2−x 321 ).
This is a contradiction to the fact that
∫∞
0 f
2(x)dx = 1. Hence
P(A1 ∩ A3) ≤ C exp(−cL
1
4
1 ). (4.7)
The next lemma roughly says that when p(x) deviates a bit upward from
the curve y = − 12
√
x, it will hit D1 up to exponentially small probability.
Lemma 4.2. Suppose we take L2 ≥ max{100K2, L1, 108β }. Then we have for
C, c > 0 which only depends on β,
P(A1 ∩ Ac3 ∩A4) ≤ C exp(−c
√
L2). (4.8)
This combined with Lemma 4.1 shows that
P(A1 ∩ A4) ≤ C exp(−cL
1
4
1 ) + C exp(−c
√
L2). (4.9)
Proof. We take ∆ = L
1
4
2 , and divide the interval [L2,∞) into infinitely many
sub-intervals Ii = [L2 + i∆, L2 + (i + 1)∆] (where i ≥ 0). We further divide
each Ii into ⌈∆
√
L2 + i∆⌉ many closed sub-intervals Ii,j such that the length
of each Ii,j is within [
1
2
√
L2+i∆
, 1√
L2+i∆
].
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Now for Ii,j = [ai,j , bi,j ], we define the event
Ci,j = { sup
t∈Ii,j
|Bt −Bai,j | ≥ 1}.
We have P(Ci,j) ≤ 4 exp(− 12
√
L2 + i∆). If we denote by C = ∪Ci,j , we have by
a union bound P(C) ≤∑∞i=0∆√L2 + i∆P(Ci,j) ≤ C exp(−c√L2).
Below we assume that event Cc holds. Assuming that the event A1∩Ac3∩A4
holds, there exists x2 ≥ L2 such that p(x2) ≥ − 12
√
x2. Suppose that x2 ∈
[L1 + i∆, L1 + (i + 1)∆]. Recall that dp(x) = (x − λ − p2(x))dx + 2√β dBx.
When p(x) ∈ [− 45
√
x, 45
√
x], we have x − λ − p2(x) ≥ 14 (L2 + i∆). Below we
show that p(x) does not hit D4 for any x ∈ [x2, x2 + 16√L1+i∆ ]. Suppose that
p(x3) = − 45
√
x3, then there exists x4 ∈ [x2, x3] such that p(x4) ≥ − 12
√
x4
and p(x) ∈ [− 45
√
x, 12
√
x] for all x ∈ [x4, x3]. Thus we have p(x3) − p(x4) ≥
1
4 (L2 + i∆)(x3 − x4) + 2√β (Bx3 − Bx4). Moreover, we have p(x3) − p(x4) ≤
1
2
√
x4 − 45
√
x3 ≤ 12
√
L2 + i∆+ 1 − 45
√
L2 + i∆ ≤ − 15
√
L2 + i∆. By the above
two estimates we have Bx3 − Bx4 ≤ −
√
β
10
√
L2 + i∆ ≤ −1000. However, by
definition of C, we obtain that |Bx4 −Bx3 | ≤ 66, which is a contradiction.
Thus if p(x) does not hit D1 for x ∈ [x2, x2 + 16√L2+i∆ ], we have
p(x2 +
16√
L2 + i∆
) ≥ p(x2) + 1
4
(L2 + i∆)
16√
L2 + i∆
− 66
≥
√
L2 + (i+ 1)∆,
which is a contradiction. Hence we have
P(A1 ∩Ac3 ∩ A4) ≤ P(C) ≤ C exp(−c
√
L2). (4.10)
Lemma 4.3. There exist constants T0,K,C, c > 0 that only depend on β, such
that when k ≥ K and T ≥ T0, we have
P(λk > kT ) ≤ C exp(−ck3T 2). (4.11)
Moreover, there exist constants C, c that only depend on β, such that for any
K1 ≥ 1,
P(λk ≤ −K1) ≤ C exp(−cK
3
2
1 ). (4.12)
Proof. By Proposition 2.2, we have
P(λk > kT ) ≤ P(|N(kT )−N0(kT )| ≥ c(kT ) 32 )
≤ C exp(−ck3T 2).
Moreover, by Tracy-Widom tail bound proved in [15],
P(λk ≤ −K1) ≤ P(λ1 ≤ −K1) ≤ C exp(−cK
3
2
1 ). (4.13)
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Lemma 4.4. Suppose L1 ≥ max{10K1, 106β }. There exist constants C, c > 0
that only depend on β, such that
P(A1 ∩ Ac3 ∩A5) ≤ C exp(−c
√
L1). (4.14)
Proof. We choose the partition as in Lemma 4.2, with L2 replaced by L1. The
events Ci,j are similarly defined as there. Let C = ∪i,jCi,j . Similarly we have
P(C)) ≤ C exp(−c
√
L1). (4.15)
Below we assume that A1∩A5∩Cc holds. Suppose that there exists x1 ≥ L1,
such that p(x1) ≤ −4√x1. We assume that x1 ∈ [L1 + j∆, L1 + (j + 1)∆), and
let q(x) = p(x) + 2
√
x. Thus we have q(x1) ≤ −2√x1. Moreover, q(x) satisfies
the SDE dq(x) = (x − λ− (q(x)− 2√x)2 + 1√
x
)dx+ 2√
β
dBx.
Now let r(x) = q(x) − 2√
β
(Bx − Bx1). We have r(x1) ≤ −2
√
x1. For
x ∈ [x1, x1 + 16√L1+j∆ ], as C
c is true, we have |Bx − Bx1 | ≤ 66. Note that r(x)
satisfies dr(x) = (−λ− 3x+ 4q(x)√x− (r(x) + 2√
β
(Bx −Bx1))2 + 1√x)dx. Let
x3 be the first time after x1 when q(x) hits 0 (let x3 =∞ if q(x) never hits 0),
and take x2 = min{x1 + 16√L1+j∆ , x3}. Using the inequality (a+ b)
2 ≥ 12a2 − b2
and noting that λ ≥ −K1 on A1, we conclude that the drift coefficient is ≤
− 12r2(x) − 12 (L1 + j∆) when x ∈ [x1, x2]. Therefore r(x) is dominated by r˜(x)
defined by the ODE dr˜(x) = − 12 (r˜2+L1+ j∆)dx, r˜(x1) = r(x1) for x ∈ [x1, x2].
Suppose that r˜(x) does not blow up to −∞ for x ∈ [x1, x2] and q(x2) =
0. Then r˜(x2) ≤ r˜(x1) ≤ −2
√
L1 + j∆. As r(x) is dominated by r˜(x) on
[x1, x2] and |Bx2 − Bx1 | ≤ 66, we have r˜(x2) ≥ r(x2) ≥ − 132√β . This leads to
a contradiction, and thus either r˜(x) blows up to −∞ for some x ∈ [x1, x2] or
q(x2) < 0. For the former case, r(x) also blows up to −∞. For the latter case,
noting that x2 = x1+
16√
L1+j∆
and r˜(x) blows up for some x ∈ [x1, x1+ 2π√L1+j∆ ]
by the ODE, we have r(x) also blows up. Therefore we conclude that r(x) blows
up to −∞ and restarts at ∞. Hence the event A3 holds.
Hence we have
P(A1 ∩Ac3 ∩ A5) ≤ P(C) ≤ C exp(−c
√
L1). (4.16)
We proceed to the proof of Proposition 4.1 below.
Proof of Proposition 4.1. We take K1 = K2 =
kT
100 and L1 = L2 = kT . We
take A = A1 ∩ Ac4 ∩ Ac5 (here A1,Ac4,Ac5 are defined as the intersection of the
corresponding events defined above for f1, · · · , fk). By Lemmas 4.1-4.4, we have
P(Ac) ≤ C exp(−c(kT ) 14 ).
Below we assume that A is true. We denote by pi(x) = f
′
i (x)
fi(x)
for 1 ≤ i ≤ k.
By the definition of A5, pi(x) never blows up to −∞ for x ≥ kT . Hence on
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[kT,∞), fi(x) (1 ≤ i ≤ k) doesn’t change sign. By the definition of A4, we have
pi(x) ≤ − 12
√
x for x ≥ kT . Thus we have
|fi(x2)| ≤ |fi(x1)| exp(−1
3
(x
3
2
2 − x
3
2
1 )). (4.17)
for any x2 ≥ x1 ≥ kT .
Moreover, by the definition of A4, A5, we have | f
′
i(x)
fi(x)
| = |pi(x)| ≤ 4
√
x for
x ≥ kT . Thus |f ′i(x)| ≤ 4
√
x|fi(x)| for any 1 ≤ i ≤ k and x ≥ kT .
4.2 Exponential decay of Hβ,n eigenfunctions
In this section, we show exponential decay of eigenfunctions of Gaussian β
ensembles Hβ,n. The main strategy is to give a discrete analogue of the previous
argument for Hβ . The result is recorded in the following proposition.
Proposition 4.2. Assume β ∈ N+, and ne ≤ k ≤ n 12000 for some fixed e ∈
(0, 1) (which is independent of k and n). Suppose φ1, φ2, · · · , φk are the top k
eigenfunctions of Gaussian β ensemble Hβ,n. Then there exist constants C, c, L
which only depend on e and β, such that when k ≥ K, there is a measurable
event A with
P(Ac) ≤ C exp(−ck3) + C exp(−cn 172 ), (4.18)
satisfying the following property: on A, for every n− 1 ≥ i2 ≥ i1 ≥ n 13 k12 and
1 ≤ j ≤ k,
|φj(x2)| ≤ |φj(x1)| exp(− 1
12
((i2n
− 13 )
3
2 − (i1n− 13 ) 32 )); (4.19)
moreover,
|φj(n)| ≤ 9
8
|φj(n− 1)|. (4.20)
For any n ≥ i2 ≥ i1 ≥ n 13 k12, φj(i1) and φj(i2) have the same sign.
The proof of Proposition 4.2 is based on a discrete analogue of the argument
for proving Proposition 4.1. A more delicate analysis is utilized to establish this
in the discrete setting.
We use the notation introduced at the beginning of this section. We denote
by Hˆβ,n = n
1
6 (Hβ,n−2
√
nI), and let (λ, φ) be an eigenvalue-eigenfunction pair,
i.e. Hˆβ,nφ = λφ. (Note that the eigenfunctions of Hβ,n and Hˆβ,n are the same.)
Expanding the equation, we obtain that for 2 ≤ i ≤ n− 1,
n
1
6 (
√
2
β
ξiφ(i) +
Yn−i√
β
φ(i + 1) +
Yn−i+1√
β
φ(i − 1)− 2√nφ(i)) = λφ(i). (4.21)
We set Zi =
Yn−i√
β
− √n− i. As β ∈ N+, we write Yn−i =
√∑β(n−i)
l=1 W
2
i,l
with Wi,l
i.i.d.∼ N(0, 1). This gives Zi =
∑β(n−i)
l=1 (W
2
i,l−1)√
β(Yn−i+
√
β(n−i)) . We also denote
by µi = E[
Yn−i√
β
], γi =
Yn−i√
β
− µi. Note that by Cauchy-Schwarz inequality,
µi ≤
√
1
βE[Y
2
n−i] ≤
√
n− i, and thus n 16 (√n− µi) ≥ 12 in−
1
3 .
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4.2.1 Some preliminary bounds on partial sums of Zi
In this part, we develop some preliminary bounds on partial sums of Zi.
Lemma 4.5. For any M > 0 and 1 ≤ i ≤ n− 1, we have the tail bond
P(|Zi| ≥M) ≤ 2 exp(−βmin{M
2,
√
n− iM}
8
). (4.22)
Moreover, if we denote the truncated version Z˜i = min{max{Zi,−M},M}, we
have the following bounds on moments
|E[Z˜i]− E[Zi]| ≤ 16
β
exp(−βM
8
), (4.23)
E[Z˜2i ] ≤ E[Z2i ] ≤
2
β
. (4.24)
Proof. Without loss of generality we only show one side of (4.22). By Markov’s
inequality,
P(Zi ≥M) ≤ exp(−θβ
√
n− iM)
(n−i)β∏
l=1
E[exp(θ(W 2i,l − 1))]
= exp(−θβ√n− iM − θ(n− i)β − 1
2
log(1− 2θ)(n− i)β).
Taking θ = min{ M
4
√
n−i ,
1
4} ≤ 14 , we obtain (4.22).
We only show one side of (4.23). We have
E[Zi] ≤ E[Z˜i] +
∫ ∞
M
exp(−βx
8
)dx ≤ E[Z˜i] + 16
β
exp(−βM
8
).
For (4.24), we have
E[Z2i ] ≤
1
β2(n− i)E[(
β(n−i)∑
l=1
(W 2i,l − 1))2] ≤
2
β
.
The following lemma is a direct consequence of Bennett’s inequality.
Lemma 4.6. Let S˜m,n =
n∑
i=m+1
(Z˜i − E[Z˜i]) (where the truncation level is M ,
see the statement of Lemma 4.5). We have for any t ≥ 0,
P(|S˜m,n| ≥ t) ≤ 2 exp(− βt
2
4(n−m)ψBenn(
βMt
2(n−m) )). (4.25)
Here for t 6= 0, ψBenn(t) = 2(1+t) log(1+t)−2tt2 , and ψBenn(0) = 1.
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In particular, when 0 ≤ t ≤ 4(n−m)βM , we have
P(|S˜m,n| ≥ t) ≤ 2 exp(− βt
2
8(n−m) ); (4.26)
when t ≥ 4(n−m)βM , we have
P(|S˜m,n| ≥ t) ≤ 2 exp(− t
20M
). (4.27)
As an application of Lemma 4.6, we have the following lemma.
Lemma 4.7. Suppose that m2 −m1 = ∆n 13 for some ∆ > 0. Let Sm1,m2 =
m2∑
i=m1+1
(Zi − E[Zi]). Then for 0 ≤ t ≤ 4∆n
23
72
β ,
P(|Sm1,m2 | ≥ t+
16∆n
1
3
β
exp(−βn
1
72
8
))
≤ 2∆n 13 exp(−βn
1
72
8
) + 2 exp(− βt
2
8∆n
1
3
); (4.28)
for t ≥ 4∆n
23
72
β ,
P(|Sm1,m2 | ≥ t+
16∆n
1
3
β
exp(−βn
1
72
8
))
≤ 2∆n 13 exp(−βn
1
72
8
) + 2 exp(− t
20n
1
72
). (4.29)
Proof. We take M = n
1
72 in Lemma 4.5, and obtain
|
m2∑
i=m1+1
(E[Zi]− E[Z˜i])| ≤ 16∆n
1
3
β
exp(−βn
1
72
8
),
P(there exists i ∈ [m1 + 1,m2] ∩ N+, such that Zi 6= Z˜i) ≤ 2∆n 13 exp(−βn
1
72
8
).
Note that |Sm1,m2 | ≤ |S˜m1,m2 | + |
m2∑
i=m1+1
(E[Zi] − E[Z˜i])| when Zi = Z˜i for
all m1 ≤ i ≤ m2. By Lemma 4.6 and a union bound, we have for any t ≥ 0,
P(|Sm1,m2 | ≥ t+
16∆n
1
3
β
exp(−βn
1
72
8
))
≤ 2∆n 13 exp(−βn
1
72
8
) + P(|S˜m1,m2 | ≥ t).
The conclusion now follows from Lemma 4.6.
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4.2.2 Proof of Proposition 4.2
In this part, we proceed to the proof of Proposition 4.2. Again, we set up
some notations and events. Suppose φ is an eigenfunction of Hˆβ,n, we take
p(i) = n
1
3 (φ(i)−φ(i−1))
φ(i−1) for 2 ≤ i ≤ n. We fix L1 ∈ n−
1
3Z, ∆ = ⌊L
1
4
1 ⌋ and K1.
We let A1 be the event that λ ≥ −K1; A2 be the event that |γi| ≤ n 18 for all
1 ≤ i ≤ n − 1; A3 be the event that there exists some i ∈ [L1n 13 , n], such that
p(i) ≥ 18
√
in−
1
3 ; and A4 be the event that there exists some i ∈ [L1n 13 , n− 1],
such that p(i) ≥ − 18
√
in−
1
3 .
Lemma 4.8. P(Ac2) ≤ C exp(−cn
1
8 ) (C, c are constants that only depend on
β).
Proof. As γi = Zi − E[Zi], we have |γi| ≤ |Zi| + |E[Zi]|. By Lemma 4.5,
|E[Zi]| ≤M + 16β exp(−βM8 ) ≤ C for some constant C. Thus by Lemma 4.5 and
union bound, we obtain that for n sufficiently large,
P(Ac2) ≤
n−1∑
i=1
P(|Zi| ≥ 1
2
n
1
8 ) ≤ C exp(−cn 18 ).
Lemma 4.9. Assume that K1 ≤ 13n
2
3 . We denote by B1 the event that for any
n −√n ≤ i ≤ n, if φ(i − 1), φ(i) > 0 and φ(i − 1) ≤ 2φ(i), then φ(i + 1) > 0.
Then for some absolute constants C, c (which only depend on β),
P(A1 ∩ Bc1) ≤ C exp(−c
√
n). (4.30)
Proof. Suppose φ(i+ 1) ≤ 0. From (4.21) we deduce that√
2
β
ξiφ(i) +
Yn−i+1√
β
φ(i − 1) ≥ 2√nφ(i) + λn− 16φ(i) ≥ 5
3
√
nφ(i).
Set
C1 = {ξi ≤
√
βn
2
for any n−√n ≤ i ≤ n},
C2 = {Yn−i+1 ≤
√
βn
4
for any n−√n ≤ i ≤ n}.
On C1 ∩ C2, we have
√
nφ(i)
2
≥
√
nφ(i − 1)
4
≥ Yn−i+1φ(i − 1)√
β
≥ 2
3
√
nφ(i),
a contradiction. Hence we have φ(i + 1) > 0 on C1 ∩ C2.
Moreover, we have P(Cc1) ≤ C exp(−cn), and
P(Cc2) ≤
∑
n−√n−1≤i≤n−1
P(Zi >
√
n
8
) ≤ C exp(−c√n). (4.31)
The conclusion of the lemma follows.
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Lemma 4.10. There exist constants C,C′, C′′, c > 0 which only depend on β,
such that when L1 ≥ max{C′′, C′K1, log8 n} and K1 ≤ 13n
2
3 , we have
P(A1 ∩ A3) ≤ C exp(−cn 172 ) + C exp(−cL
1
4
1 ). (4.32)
Proof. We assume that A1 and A2 hold, and assume that n is sufficiently large.
Let J0 := ⌈n
2
3−L1
∆ − 1⌉. Set Ij = [(L1 + j∆)n
1
3 , (L1 + (j + 1)∆)n
1
3 ] for j =
0, · · · , J0 − 1, and Ij = [(L1 + j∆)n 13 , n] for j = J0. We also let ǫ(j) = 116 +
1
16 (j+1)
− 14 and f(j) = 116 +
1
32 (j+1)
− 14 . Note that 18 ≥ ǫ(j) > f(j) > f(j+1).
We also set up the bands Dj = {(i, y) : y ≥ ǫ(j)
√
in−
1
3 } and D′j = {(i, y) : y ≤
f(j+1)
√
in−
1
3 }. We denote byQi =
√
2
β ξi+γi+γi−1 and Q˜i =
√
2
β ξi+Zi+Zi−1
for 2 ≤ i ≤ n−1. We denote by B2 = {|ξi| < n
1
72
24 , |Zi| < n
1
72
24 for all i}; we have
P(Bc2) ≤ C exp(−cn
1
72 ). Below we also assume that B1 (defined in Lemma 4.9)
and B2 hold.
Moreover, we set for 1 ≤ j ≤ ⌈n
2
3
∆ ⌉, hj := (f(j)− f(j + 1))
√
L1 + j∆ and
Fj := {for any m1,m2 such that 0 ≤ m2 −m1 ≤ 400hjn
1
3
L1 + j∆
,
we have |n− 16
m2∑
i=m1
Qi| ≤ hj
2
}.
We let F = ⋂
j:L1+j∆<200C0n
13
72
Fj, where C0 is the constant given below in the
paragraph before (4.37). By Lemma 4.7, when L1 + j∆ ≤ 3200β n
11
72 ,
P(Fcj ) ≤ Cn2(exp(−cn
1
72 ) + exp(−chj(L1 + j∆)));
when 3200β n
11
72 ≤ L1 + j∆ ≤ 200C0n 1372 ,
P(Fcj ) ≤ Cn2(exp(−cn
1
72 ) + exp(−chjn 1172 )) ≤ C exp(−cn 172 ).
Hence by union bound we have
P(F) ≤ C(exp(−cn 172 ) + exp(−cL
1
4
1 )). (4.33)
We define two types of “bad” events on each Ij . Let Ej,1 be the event that
for some i1 ∈ Ij , p(i1) ≥ f(j)
√
i1n−
1
3 , and there exists i2 ∈ Ij such that
f(j + 1)
√
in−
1
3 ≤ p(i) < ǫ(j)
√
in−
1
3 for i1 ≤ i ≤ i2 − 1 and p(i2) < f(j +
1)
√
i2n−
1
3 . Let Ej,2 be the event that there exists i3, i4 ∈ Ij such that i3 < i4,
(i3, p(i3)) ∈ Dj , (i, p(i)) ∈ Dcj ∩ (D′j)c for all i3 < i < i4 and (i4, p(i4)) ∈ D′j . We
also let Ej be the event that for any i1 ∈ Ij such that p(i1) ≥ f(j)
√
L1 + j∆,
we have p(i) ≥ f(j+1)
√
in−
1
3 for all i ∈ [i1, (L1+(j+1)∆)n 13 ]. Finally we set
E = ∩jEj . By definition, we have Ecj ⊂ Ej,1 ∪ Ej,2.
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On E ∩ A3, suppose that for i0 ∈ [(L1 + j0∆)n 13 , L1 + (j0 + 1)∆)n 13 ), we
have p(i0) ≥ 18
√
i0n−
1
3 . By the definition of Ej and induction, we obtain that
for all i0 ≤ i ≤ n, p(i) ≥ 116
√
in−
1
3 . If we denote by T = {for some i0 ≥
L1n
1
3 , we have p(i) ≥ 116
√
in−
1
3 for all i0 ≤ i ≤ n}, we conclude that
E ∩ A3 ⊂ T . (4.34)
Below we bound P(Ec) by bounding P(Ej,1) and P(Ej,2). We conveniently let
φ(n+ 1) = 0 below, so that (4.21) also holds for i = n.
We start with P(Ej,1). From (4.21), we obtain that for 2 ≤ i ≤ n if φ(i − 1)
and φ(i) have the same sign,
p(i + 1)− p(i) ≥ − (φ(i)− φ(i − 1))
2
n−
1
3φ(i− 1)φ(i) + n
− 16 (
√
n− µi)φ(i + 1)
φ(i)
+
1
2
((i − 1)n− 13 )(n− 13 )φ(i − 1)
φ(i)
−K1n− 13 − n− 16Qi
−n− 16 γi(φ(i + 1)− φ(i)
φ(i)
)− n− 16 γi−1(φ(i − 1)− φ(i)
φ(i)
). (4.35)
We assume that Ej,1 holds. For i1 ≤ i ≤ i2 − 1, by assumption, |φ(i)−φ(i−1)φ(i−1) | ≤
n−
1
3
2
√
in−
1
3 ≤ 12 . Hence φ(i−1)φ(i) > 0. Without loss of generality, we assume that
φ(i1 − 1) > 0, and thus have φ(i) > 0 for all i1 − 1 ≤ i ≤ i2 − 1.
Now we show φ(i2) > 0. As B1 holds, for n−
√
n+ 1 ≤ i2 ≤ n, we already
have φ(i2) > 0. Now as A1 and A2 hold, we have
n
1
3φ(i2)
φ(i2 − 1) −
n
1
3φ(i2 − 1)
φ(i2 − 2) ≥ −n
− 16 |φ(i2)− φ(i2 − 1)
φ(i2 − 1) ||Zi2−1| − n
− 16 Q˜i2−1
+
1
50
(i2n
− 13 )n−
1
3 + n−
1
6 (
√
n−√n− i2 + 1) φ(i2)
φ(i2 − 1) .
Hence using the fact that |Zi2−1| ≤ n
1
8 and φ(i2−1)φ(i2−2) ≥ 12 we deduce that
n−
1
6 Q˜i2−1 ≥
1
2
n
1
3 − n− 124 + (n− 124 − n− 16√n− i2 + 1) φ(i2)
φ(i2 − 1) . (4.36)
From (4.36), for i2 ≤ n −
√
n + 1, if φ(i2) ≤ 0, then Q˜i2−1 ≥
√
n
4 (as we have
assumed that n is sufficiently large). As B2 holds, this leads to a contradiction.
Thus we conclude that φ(i2) > 0.
Now from (4.35), for i1 ≤ i ≤ i2 − 2, we can deduce that
p(i+ 1)− p(i) ≥ 1
50
(L1 + j∆)n
− 13 − n− 16Qi.
Similarly, for i = i2 − 1,
n−
3
8 |p(i+ 1)|+ p(i+ 1)− p(i) ≥ 1
50
(L1 + j∆)n
− 13 − n− 16Qi.
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Thus we conclude that
n−
3
8 |p(i2)|+ p(i2)− p(i1) ≥ 1
50
(L1 + j∆)n
− 13 (i2 − i1)− n− 16 (
i2−1∑
i=i1
Qi).
We set q(i) = p(i)− f(j + 1)
√
in−
1
3 , and obtain for i1 ≤ i < i′ ≤ i2 − 2 that
q(i′)− q(i) ≥ 1
100
(L1 + j∆)(n
− 13 (i′ − i))− n− 16
i′−1∑
k=i
Qk,
and that
n−
3
8 |q(i2)|+ q(i2)− q(i2 − 1) ≥ 1
100
(L1 + j∆)n
− 13 − n− 16Qi2−1.
Now as B2 holds, for any i1 ≤ i ≤ i2 − 1, |Qi| ≤ C0n 172 for some constant
C0 which only depends on β. If L1 + j∆ ≥ 200C0n 1372 , then by the above result
q(i + 1) > q(i) for i1 ≤ i ≤ i2 − 2 and q(i2) + n− 38 |q(i2)| > q(i2 − 1). Using
q(i1) > 0, we obtain that q(i2) > 0, which is a contradiction to the fact that Ej,1
holds. If L1+ j∆ < 200C0n
13
72 (which implies
400hjn
1
3
L1+j∆
≥ cn 1100 ), we suppose the
event Fj ∩Ej,1 holds. By the definition of Fj , within ⌊ 400hjn
1
3
L1+j∆
⌋ steps, q(i) will
move upward ≥ hj without hitting lower than hj2 ; within next ⌊
400hjn
1
3
L1+j∆
⌋ steps,
q(i) will move upward ≥ hj without hitting lower than 3hj2 ;.... The process will
either continue or stop when (i, p(i)) hits Dj . This is a contradiction to the
fact that Ej,1 holds. Therefore, we have Ej,1 ∩ A1 ∩ A2 ∩ B1 ∩ B2 ⊂ Fcj when
L1 + j∆ < 200C0n
13
72 . Thus we conclude that (noting (4.33))
P(A1 ∩ ∪jEj,1) ≤ C(exp(−cn 172 ) + exp(−cL
1
4
1 )). (4.37)
Next we bound P(Ej,2). Assume that p(i3) ≥ 12
√
i3n−
1
3 , and assume without
loss of generality that φ(i3− 1), φ(i3) > 0. We will first show that φ(i3+1) > 0.
For i3 ≥ n −
√
n, the previous argument using Lemma 4.9 works. For i3 <
n−√n, without loss of generality we assume that φ(i3 − 1) > 0 and φ(i3) > 0.
Noting 0 ≤ φ(i3)−φ(i3−1)φ(i3) ≤ 1, we argue similarly as in the previous case (for
showing φ(i2) > 0) to get (n
− 16
√
n− i3− n− 124 )φ(i3+1)φ(i3) ≥ 12n
1
3 −n− 16 Q˜i3 . From
this we deduce that if φ(i3 + 1) ≤ 0 then Q˜i3 ≥ 12
√
n, which is a contradiction
since event B2 holds. Hence φ(i3 + 1) > 0.
Similar to the preceding argument, we can derive that
(1 + n−
3
8 )p(i3 + 1) ≥ n 13 φ(i3)− φ(i3 − 1)
φ(i3)
−K1n− 13 − 2n− 124 .
Now p(i3) ≥ 12
√
i3n−
1
3 gives φ(i3−1)φ(i3) ≤ (1 + 12
√
i3
n )
−1, which further implies
p(i3 + 1) ≥ 16
√
(i3 + 1)n−
1
3 under the conditions of the lemma. This leads to a
contradiction, as (i3 + 1, p(i3 + 1)) /∈ Dj .
34
Thus we assume below that p(i3) ≤ 12
√
i3n−
1
3 . Similar to the above ar-
gument, we have φ(i4) > 0. From the definition of Ej,2, we have p(i3) ≥
ǫ(j)
√
i3n−
1
3 and p(i4) ≤ f(j + 1)
√
i4n−
1
3 . Hence we have q(i4) − q(i3) ≤
−(ǫ(j)− f(j + 1))
√
i3n−
1
3 , from which we deduce that
i4−1∑
k=i3
Qk ≥ n 16 (ǫ(j)− f(j + 1))
√
i3n−
1
3 . (4.38)
Since 0 ≤ i4 − i3 ≤ ∆n 13 , we conclude by Lemma 4.7 and a union bound that
P(A1 ∩ ∪jEj,2)
≤ C exp(−cn 172 ) + C
∑
1≤j≤⌊n
2
3
∆ ⌋
n2 exp(−c(ǫ(j)− f(j + 1))
2(L1 + j∆)
∆
)
≤ C exp(−cn 172 ) + C exp(−cL
1
4
1 ).
Therefore, we conclude that P(A1 ∩ Ec) ≤ C exp(−cn 172 ) + C exp(−cL
1
4
1 ).
Now on T , using the preceding argument, we have to have φ(n+1) > 0 (without
loss of generality, we assume as before that φ(n − 1), φ(n) > 0). However, by
definition φ(n+ 1) = 0, which is a contradiction. Therefore we conclude that
P(A1 ∩ A3) ≤ P(A1 ∩ Ec) ≤ C exp(−cn 172 ) + C exp(−cL
1
4
1 ). (4.39)
Lemma 4.11. The exist constants C,C′, C′′, c which only depend on β, such
that when L1 ≥ max{C′K1, C′′, log8 n}, we have
P(A1 ∩ Ac3 ∩ A4) ≤ C exp(−cn
1
72 ) + C exp(−cL
1
4
1 ). (4.40)
Proof. We use similar arguments as in Lemmas 4.2 and 4.10. Assume that
A1 ∩ Ac3 ∩ A4 holds, and that n is sufficiently large. Let G1,j denote the event
that there exists (i1, i2) such that i1 ∈ Ij , i2 ∈ Ij ∪ Ij+1, 1 ≤ i2 − i1 ≤ 200n
1
3√
L1+j∆
,
p(i1) ∈ [− 18
√
i1n−
1
3 , 18
√
i1n−
1
3 ], p(i) ∈ [− 12
√
in−
1
3 , 18
√
in−
1
3 ] for i1 + 1 ≤ i ≤
i2− 1 and p(i2) < − 12
√
i2n−
1
3 . We set G1 = ∪jG1,j . We also let G2,j denote the
event that there exists (i1, i2) with i1 ∈ Ij , i2 ∈ Ij ∪ Ij+1, 1 ≤ i2 − i1 ≤ 200n
1
3√
L1+j∆
such that n−
1
6
∑i2
i=i1
Qi ≥
√
L1 + j∆, and set G2 = ∪jG2,j . Finally we let G3
denote the event that there is some 2 ≤ i ≤ n − 1 such that |Qi| > n 16 . Note
that P(G3) ≤ C exp(−cn 16 ).
On G1,j , similar to the arguments in Lemma 4.10, we have
(1 − n− 38 )p(i2)− p(i1) ≥ 1
50
(L1 + j∆)n
− 13 (i2 − i1)− n− 16
i2−1∑
k=i1
Qk,
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and
(1− n− 38 )p(i2)− p(i1) < −1
4
√
i2n−
1
3 ≤ −1
4
√
L1 + j∆
for n sufficiently large. From these we deduce that
n−
1
6
i2−1∑
k=i1
Qk ≥ 1
8
√
L1 + j∆.
Thus by Lemma 4.7 and a union bound over choices of (i1, i2) and j, we obtain
P(G1) ≤ C exp(−cn 172 ) + C
∑
1≤j≤⌊ n
2
3
∆ ⌋
exp(−c(L1 + j∆) 32 )
≤ C exp(−cn 172 ) + C exp(−cL
1
4
1 ).
Moreover, by Lemma 4.7 and a union bound we have
P(G2) ≤ C exp(−cn 172 ) + C
∑
1≤j≤⌊ n
2
3
∆ ⌋
exp(−c(L1 + j∆) 32 )
≤ C exp(−cn 172 ) + C exp(−cL
1
4
1 ).
Below we assume that Gc1 ∩ Gc2 ∩ Gc3 holds. From the definition of A4, there
exists some j and some i1 ∈ [L1n 13 , n − 1] ∩ Ij such that p(i1) ≥ − 18
√
i1n−
1
3 .
As the event Ac3 holds, we have p(i1) ≤ 18
√
i1n−
1
3 . As Gc1 holds, for i1 ≤ i ≤
i1 +
200n
1
3√
L+j∆
, we have − 12
√
in−
1
3 ≤ p(i) ≤ 18
√
in−
1
3 . Therefore with a similar
argument as in Lemma 4.10, for any i2 ∈ N+ ∩ [i1 + 1, i1 + 200n
1
3√
L1+j∆
],
p(i2)− p(i1) ≥ 1
50
(L1 + j∆)n
− 13 (i2 − i1)− n− 16
i2−1∑
i=i1
Qi.
If 100n
1
3√
L1+j∆
≥ 2 (note that in this case L1 + j∆ ≤ Cn 23 ), we take i2 ∈
N+ ∩ [i1 + 100n
1
3√
L1+j∆
, i1 +
200n
1
3√
L1+j∆
]. As the event Ac3 holds, p(i2) ≤ 18
√
i2n−
1
3 .
Thus we obtain that n−
1
6
∑i2−1
i=i1
Qi ≥
√
L1 + j∆, which leads to a contradiction
as event Gc2 holds.
If 100n
1
3√
L1+j∆
< 2, as the event Gc3 holds, n−
1
6 |Qi1 | ≤ 1, hence
p(i1 + 1) ≥ p(i1) + 1
50
(L1 + j∆)n
− 13 − n− 16Qi1
≥
√
L1 + j∆− 1
8
√
i1n−
1
3 − 1 > 1
8
√
(i1 + 1)n−
1
3 .
This leads to a contradiction, as Ac3 holds.
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Hence we conclude that
P(A1∩Ac3∩A4) ≤ P(G1)+P(G2)+P(G3) ≤ C exp(−cn
1
72 )+C exp(−cL
1
4
1 ). (4.41)
Lemma 4.12. Suppose that there exists a fixed e ∈ (0, 1), such that k ≥ ne.
Then there exist constants K,T0, C, c > 0 which only depend on β and e, such
that for any T ≥ T0 and k ≥ K, and K1 = k 113 T ,
P(λ˜
(n)
k ≤ −K1) ≤ C exp(−ckT
1
4 ), (4.42)
where λ˜
(n)
k is defined as in Theorem 1.5.
Proof. We apply Proposition 5.1, whose proof is independent of the rest part of
this article. We have for n sufficiently large,
P(λ˜
(n)
k ≤ −K1) ≤ P(|n−
1
2λ
(n)
k − γ(n)k | ≥ cn−
2
3K1) ≤ C exp(−ckT 14 ).
Here γ
(n)
k is the classical location, as explained before Proposition 5.1.
Proof of Proposition 4.2. By Lemmas 4.8-4.12, if we take L1 = k
12, K1 = ck
12
(where c is a small enough constant), and setA0 = A1∩Ac3∩Ac4 (here A1,Ac3,Ac4
are defined as the intersection of the corresponding events defined above for
φ1, · · · , φk). Then we have P(Ac0) ≤ C exp(−cn
1
72 ) + C exp(−ck3).
We set H1 = {for any i1, i2 ≥ L1n 23 , φ(i1) and φ(i2) have the same sign},
and H2 = {for any i ≥ 1, |Zi| ≤ n 16 , |ξi| ≤ n 16 }. By tail bounds of ξi and Zi, we
have P(Hc2) ≤ C exp(−cn
1
6 ). Assume that A1∩H2∩Ac4 is true. Suppose that for
some i ≥ L1n 13+1, φ(i−1) and φ(i) does not have the same sign. Without loss of
generality, we assume that φ(i−1) ≥ 0 and φ(i) ≤ 0. If φ(i) = φ(i−1) = 0, then
φ(i) = 0 for any i, which has 0 probability. If φ(i) > 0 and φ(i−1) ≤ 0, then we
have
√
2
β ξi +
Yn−i√
β
φ(i+1)
φ(i) = 2
√
n− Yn−i+1√
β
φ(i−1)
φ(i) + λn
− 16 ≥ 2√n− n− 16K1. Now
Yn−i√
β
= Zi +
√
n− i ≤ n 16 +√n− i ≤ 54
√
n for n sufficiently large. Moreover,
K1n
− 16 ≤ k12n− 16 ≤ 1100
√
n,
√
2
β |ξi| ≤
√
2
βn
1
6 ≤ 1100
√
n for n sufficiently large.
Thus we obtain that p(i+1) = φ(i+1)−φ(i)φ(i) ≥ 12 > 0, which is a contradiction as
we are in event Ac4. If φ(i) = 0 and φ(i−1) < 0, then we have φ(i+1) > 0. The
preceding argument works for (i, i+1). We can conclude thatHc1 ⊂ Ac1∪A4∪Hc2.
Let A = A0 ∩H. We have P(Ac) ≤ C exp(−cn 172 ) + C exp(−ck3).
Moreover, on A we have that for any n− 1 ≥ i ≥ k12n 13 ,
p(i) =
n
1
3 (φ(i)− φ(i − 1))
φ(i − 1) ≤ −
1
8
√
in−
1
3 ,
and thus (without loss of generality we assume φ(i1) > 0 below) φ(i) ≤ (1 −
1
8n
− 13
√
in−
1
3 )φ(i − 1). Therefore for any k12n 13 ≤ i1 ≤ i2 ≤ n − 1, by the
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inequality ex ≥ 1 + x we can deduce that
φ(i2) ≤
i2∏
k=i1+1
(1− 1
8
n−
1
3
√
kn−
1
3 )φ(i1)
≤ exp(− i
3
2
2 n
− 12 − i
3
2
1 n
− 12
12
)φ(i1).
Here φ can be any φj (1 ≤ j ≤ k). Note that in the preceding argument,
we have already used the fact that φ(i) does not change sign for i ≥ k12n 13
on A. Moreover, as Ac3 holds, p(n) = n
1
3 (φ(n)−φ(n−1))
φ(n−1) ≤ 18n
1
3 , which gives
|φ(n)| ≤ 98 |φ(n − 1)|.
4.3 Proof of Airy approximation theorem
In this section, we prove Theorem 1.5. First we cite a result from [13].
Lemma 4.13 ([13], Lemma 4.7). We define Z = supx>0 supy∈[0,1)
|Bx+y−Bx|
6
√
log(3+x)
.
Let Qx = Bx+1 −Bx and Rx = Bx −
∫ x+1
x Bydy. Then
max{|Rx|, |Qx|} ≤ 6Z
√
log(3 + x). (4.43)
Moreover, there exist constants C1, C2, s0 > 0 such that for all s ≥ s0,
P(Z ≥ s) ≤ C1 exp(−C2s2). (4.44)
Proof of Theorem 1.5. We proceed by approximating Hβ and Hβ,n along eigen-
functions. We assume that all the eigenfunctions are normalized (in terms of
L2 or l2 norm), and take L = k
20.
First we derive the result in one direction. We denote by fj the jth eigen-
function of Hβ for 1 ≤ j ≤ k. We also define discrete approximations fˆj as
follows: when 1 ≤ i ≤ Ln 13 , let fˆj(i) = n− 16 fj(n− 13 i); when Ln 13 < i ≤ n, let
fˆj(i) = 0. In order to facilitate presentation, below we denote by ψ = fj and
φ = fˆj for a specific choice of j ∈ {1, 2, · · · , k}.
Note that λ˜
(n)
i are the eigenvalues of Hˆβ,n, and L(φ) := φ
T Hˆβ,nφ satisfies
L(φ) = n
1
6
n∑
i=1
(
√
2
β
ξiφ
2(i) + 2
Yn−i√
β
φ(i)φ(i + 1))− 2n 23
n∑
i=1
φ2(i). (4.45)
We write Yn−i =
√∑β(n−i)
l=1 W
2
i,l with Wi,l
i.i.d.∼ N(0, 1), and let
∆i =
Yn−i√
β
−√n− i− 1√
β
∑(n−i)β
l=1 (W
2
i,l − 1)
2
√
(n− i)β .
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By the arguments of Lemma 4.5, with probability ≥ 1−C exp(−cn 112 ), for any
1 ≤ i ≤ Ln 13 , |∆i| ≤ 12β√n−i(
∑(n−i)β
l=1 (W
2
i,l−1)√
(n−i)β )
2 ≤ Cn− 13 .
Below we list some quantities that we will bound later. Let
A1 = n
1
6
n∑
i=1
√
2
β
ξiφ
2(i) + n
1
6
n∑
i=1
√
2
β
∑(n−i)β
k=1 (W
2
i,k − 1)√
2β(n− i) φ
2(i),
A2 = 2n
1
6
n∑
i=1
√
n− iφ(i)φ(i + 1)− 2n 23
n∑
i=1
φ(i)2,
B1 = 2n
1
6
n∑
i=1
Ziφ(i)(φ(i + 1)− φ(i)), B2 = 2n 16
n∑
i=1
∆iφ
2(i).
By Komlo´s-Major-Tusna´dy theorem (see [19],[10]), for 1 ≤ i ≤ Ln 13 , there
exist i.i.d. N(0, 1) variables ζi, such that |
∑(n−i)β
k=1 (W
2
i,k−1)√
2(n−i)β − ζi| ≤ n
− 14 with
probability ≥ 1−C exp(−cn 14 ). Hence letting C1 = n 16
∑n
i=1
√
2
β (ξi + ζi)φ
2(i),
we have |A1 − C1| ≤ n− 112
√
2
β
∑n
i=1 φ
2(i). Moreover, let Si = n
− 16
∑i
k=1(ξk +
ζk), we can find a coupling so that Si =
√
2B
in−
1
3
. Moreover, by Abel transform,
we obtain that (where 0 ≤ θi ≤ 1)
C1 = − 2√
β
n−
1
3
Ln
1
3∑
i=1
B
in−
1
3
ψ′((i + θi)n−
1
3 )(ψ(in−
1
3 ) + ψ((i + 1)n−
1
3 )). (4.46)
We further decompose A2 = C2 + C3 + B3, where (let φ(0) = φ(n + 1) = 0
for convenience; note that ψ(0) = 0)
B3 = −
n∑
i=1
in
1
6 (
√
n−√n− i)√
n(
√
n− i+√n) φ(i)φ(i + 1),
C2 = −
n∑
i=0
(
φ(i)− φ(i + 1)
n−
1
3
)2, C3 = −n− 13
n∑
i=1
iφ(i)φ(i + 1).
Below we present some estimates for ψ(x). By Lemma 4.13, with probability
≥ 1 − C exp(−ck3), |Qx| ≤ 6
√
log(3 + x)k2, |Rx| ≤ 6
√
log(3 + x)k2. This
combined with Proposition 4.1 gives
|
∫ ∞
0
Qxψ
2(x)dx| ≤ Ck2 log k,
|
∫ ∞
0
Rxψ(x)ψ
′(x)dx| ≤ Ck4 log k +
√
β
8
∫ ∞
0
|ψ′(x)|2dx.
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Moreover, with probability ≥ 1−C exp(−ck3), |λ| ≤ k12, which combined with
the above estimate gives∫
ψ′(x)2dx = λ−
∫
xψ2(x)dx +
2√
β
∫
Qxψ
2(x)dx
− 4√
β
∫ ∞
0
Rxψ(x)ψ
′(x)dx ≤ Ck12 + 1
2
∫
ψ′(x)2dx.
Thus
∫
ψ′(x)2dx ≤ Ck12. Thus for any x, x0 such that |x − x0| ≤ n− 13 , by
Cauchy-Schwarz inequality,
|ψ(x) − ψ(x0)| ≤ (
∫ x
x0
ψ′(s)2ds)
1
2 (|x− x0|) 12 ≤ Ck6n− 16 .
Moreover, for any x ∈ [0, L],
|ψ(x)| = |
∫ L
0
ψ′(x)dx| ≤ (
∫
ψ′(x)2dx)
1
2L
1
2 ≤ Ck16.
Now suppose x0 ∈ {tn− 13 }Ln
1
3
t=1 , and |x − x0| ≤ n−
1
3 . By definition of eigen-
function of Hβ ,
ψ′(x)− ψ′(x0) =
∫ x
x0
(λ + θ)ψ(θ)dθ − 2√
β
Bxψ(x)
+
2√
β
Bx0ψ(x0) +
2√
β
∫ x
x0
Bθψ
′(θ)dθ.
Now (without loss of generality we assume x ≥ x0) |
∫ x
x0
(λ + θ)ψ(θ)dθ| ≤
(
∫ x
x0
ψ2(θ)dθ)
1
2 (
∫ x
x0
(λ+θ)2dθ)
1
2 ≤ Ck20n− 16 . With probability≥ 1−C exp(−ck3),
sup|x−x0|≤n−
1
3
|Bx − Bx0 | ≤ Ck2n−
1
6 , and supx∈[0,L+1] |Bx| ≤ Ck12. We thus
have |Bxψ(x)−Bx0ψ(x0)| ≤ |Bx||ψ(x)−ψ(x0)|+ |Bx−Bx0||ψ(x0)| ≤ Ck18n−
1
6 .
We also have | ∫ x
x0
Bθψ
′(θ)dθ| ≤ (∫ x
x0
B2θdθ)
1
2 (
∫ x
x0
ψ′(θ)2dθ)
1
2 ≤ Ck18n− 16 . Thus
|ψ′(x) − ψ′(x0)| ≤ Ck20n− 16 .
With the above bounds for ψ(x), ψ′(x), we bound the terms A1, A2, · · · as
follows. We start with B1. With probability ≥ 1 − C exp(−ck3), |Yn−i√β −√
n− i| ≤ Ck3 for 1 ≤ i ≤ Ln 13 . Using the above estimates for ψ′(x) and
by splitting the integration domain into Ln
1
3 sub-intervals, we can deduce that
for any |θi| ∈ [0, 1],
|n− 13
Ln
1
3∑
i=1
ψ2(in−
1
3 )−
∫ L
0
ψ2(x)dx| ≤ Ck42n− 16 .
|n− 13
Ln
1
3∑
i=0
ψ′((i + θi)n−
1
3 )2 −
∫ L+n− 13
0
ψ′(x)2dx| ≤ Ck46n− 16 .
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Thus by Cauchy-Schwarz inequality,
|B1| ≤ Ck3n− 12 (
Ln
1
3∑
i=1
ψ2(in−
1
3 ))
1
2 (
Ln
1
3∑
i=1
ψ′((i + θi)n−
1
3 )2)
1
2 ≤ Ck9n− 16 .
Now for B2, we have |B2| ≤ Cn− 16
∑Ln 13
i=1 n
− 13ψ2(in−
1
3 ) ≤ Cn− 16 .
Next we bound A1. As |A1−C1| ≤ n− 112
√
2
β
∑Ln 13
i=1 φ
2(i) ≤ Cn− 112 , it suffices
to bound C1. Let L := {supx∈[j,j+1] |Bx − Bj | ≤ j for any j ≥ L, |BL| ≤ L2}.
By standard estimates for Brownian motions, P(Lc) ≪ C exp(−ck3). On L,
|Bx| ≤ Cx2 for any x ≥ L, hence
|
∫ ∞
L
Bxψ
′(x)ψ(x)| ≤ C
∫ ∞
L
x2 exp(−cx 32 )dx ≤ C exp(−cL)≪ n− 13 .
From the bounds we have obtained and Cauchy-Schwarz inequality, we can
deduce similarly as above that with probability ≥ 1− C exp(−ck3),
|C1 + 4√β
∫∞
0
Bxψ(x)ψ
′(x)dx| ≤ Ck42n− 16 . Hence
|A1 + 4√
β
∫ ∞
0
Bxψ(x)ψ
′(x)dx| ≤ Cn− 112 .
Finally we bound A2. We have |B3| ≤ L2n− 23
∑Ln 13
i=1 φ(i)
2 ≤ Ck40n− 23 . By
splitting the integration domain for [0, L + n−
1
3 ] and using Proposition 4.1 for
[L + n−
1
3 ,∞), We can similarly deduce that |C2 +
∫∞
0 ψ
′(x)2dx| ≤ Ck46n− 16 .
Similarly, |C3 +
∫∞
0 xψ
2(x)dx| ≤ Ck66n− 16 . Hence
|A2 +
∫ ∞
0
ψ′(x)2dx+
∫ ∞
0
xψ2(x)dx| ≤ Ck66n− 16 ≪ n− 112 .
We thus obtain that with probability ≥ 1−C exp(−ck3), for any 1 ≤ i ≤ k,
|fˆTi Hˆβ,nfˆi + fTi Hβfi| ≤ Cn−
1
12 .
Similarly we can show that for any 1 ≤ i 6= j ≤ k, |fˆTi Hˆβ,nfˆj | ≤ Cn−
1
12 ,
|fˆTi fˆi − 1| ≤ Cn−
1
12 , and |fˆTi fˆj | ≤ Cn−
1
12 .
Now for any i (1 ≤ i ≤ k), let φ =∑1≤l≤i θlfˆl, such that
||φ||22 =
∑
1≤l≤i
θ2l ||fˆl||22 +
∑
1≤l 6=l′≤i
θlθl′(fˆl, fˆl′) = 1.
We have for ith eigenvalue λ˜i of Hˆβ,n, λ˜i ≥ infθ φT Hˆβ,nφ. Let ǫ = Cn− 112 .
We can deduce that for n sufficiently large,
∑
1≤l≤i θ
2
l ≤ 2. Therefore with
probability ≥ 1− C exp(−ck3),
φT Hˆβ,nφ ≥
∑
1≤l≤i
θ2l (al − ǫ)−
∑
1≤l 6=l′≤i
ǫ|θlθl′ |
≥
∑
1≤l≤i
θ2l (ai − ǫ)− iǫ
∑
1≤l≤i
θ2l ≥ ai − n−
1
24 .
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Hence λ˜i ≥ ai − n− 124 .
Now we deal with the other direction. Suppose that gj is jth eigenfunction
for Hˆβ,n for 1 ≤ j ≤ k. For 1 ≤ j ≤ k, we introduce an approximation
gˆj as follows: we let gˆj(0) = 0, gˆj(kn
− 13 ) = n
1
6 gj(k) for k = 1, 2, · · · , Ln 13 ,
gˆj(L + n
− 13 ) = 0 and linear interpolate in [0, L + n−
1
3 ]; we also let gˆj(x) = 0
for x ≥ L+ n− 13 . For notational convenience, below we assume that φ is gj for
a specific choice of j with 1 ≤ j ≤ k, and let ψ = gˆj . Suppose the eigenvalue
corresponding to φ is λ, we have (assuming φ(0) = φ(n+ 1) = 0)
λ = −2n 23
n∑
i=1
φ2(i) + 2n
2
3
n∑
i=1
φ(i)φ(i + 1) + 2n
1
6
n∑
i=1
Zn−iφ(i)φ(i + 1)
−2n 16
n∑
i=1
(
√
n−√n− i)φ(i)φ(i + 1) + n 16
n∑
i=1
√
2
β
ξiφ
2(i). (4.47)
By Proposition 5.1 (which is proved independently), we obtain that with prob-
ability ≥ 1 − C exp(−ck3), |λ| ≤ Ck20. By Proposition 4.2, for i ≥ Ln 13 ,
|φ(i)| ≤ C exp(−cL 32 ). Moreover, from tail bounds for ξi and Zi, for any
1 ≤ i ≤ n, |ξi| ≤ k2, |Zi| ≤ k4. Thus we have |n 16
∑n
i=1
√
2
β ξiφ
2(i)| ≤ Ck2n 16
and |2n 16 ∑ni=1 Zn−iφ(i)φ(i + 1)| ≤ k4n 16 ∑ni=1(φ2(i) + φ2(i + 1)) ≤ Ck4n 16 .
Moreover, by Proposition 4.2,
|2n 16
n∑
i=1
(
√
n−√n− i)φ(i)φ(i + 1)| ≤ 2L
n∑
i=1
φ2(i) + C exp(−ck10) ≤ Ck20.
Hence by (4.47),
√
n
∑n
i=0(φ(i + 1)− φ(i))2 ≤ Ck4.
We still use notations such as A1, A2, · · · defined above. First we bound B1
and B2. By Cauchy-Schwarz inequality, with probability ≥ 1− C exp(−ck3),
|B1| ≤ 2n 16 k4(
n∑
i=1
φ2(i))
1
2 (
n∑
i=1
(φ(i + 1)− φ(i))2) 12 ≤ Ck6n− 112 ,
|B2| ≤ 2n 16
∑
1≤i≤Ln 13
|∆i|φ2(i) + Cn3 exp(−cL 32 ) ≤ Cn− 16 .
We bound A1. As |A1 − C1| ≤ Cn− 112 , it suffices to bound C1. We have
n
1
6
n∑
i=Ln
1
3
√
2
β (ξi + ζi)φ
2(i) ≤ Cn 76 k2 exp(−cL 32 )≪ n− 13 . Moreover, we have
n
1
6
Ln
1
3∑
i=1
√
2
β
(ξi + ζi)φ
2(i) =
2√
β
Ln
1
3∑
i=1
B
in−
1
3
n
1
3 (φ(i)− φ(i + 1))(φ(i) + φ(i+ 1)),
4√
β
∫ ∞
0
ψ′(x)ψ(x)Bx =
4√
β
Ln
1
3∑
i=0
∫ (i+1)n− 13
in−
1
3
Bxn
1
2 (φ(i + 1)− φ(i))ψ(x)dx.
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Now let R1 =
∑Ln 13
i=1
∫ (i+1)n− 13
in−
1
3
√
n(φ(i + 1)− φ(i))(Bx − B
in−
1
3
)ψ(x)dx, R2 =
∑Ln 13
i=1
∫ (i+1)n− 13
in−
1
3
B
in−
1
3
√
n(φ(i+ 1)− φ(i))(n 16 (φ(i) + φ(i+ 1))− 2ψ(x))dx. By
Cauchy-Schwarz inequality, with probability ≥ 1− C exp(−ck3),
|R1| ≤ Ck2n 16 (
Ln
1
3∑
i=1
φ2(i))
1
2 (
Ln
1
3∑
i=1
(φ(i + 1)− φ(i))2) 12 ≤ Ck4n− 112 ,
|R2| ≤ Ck12n 13
Ln
1
3∑
i=1
(φ(i + 1)− φ(i))2 ≤ Ck16n− 16 .
Therefore, we conclude that |A1 + 4√β
∫∞
0 Bxψ
′(x)ψ(x)| ≤ Cn− 116 .
We bound A2. The term B3 can be handled similarly, and we have that
|B3| ≤ Cn− 16 . Now for C2, |
∑n
i=Ln
1
3
(φ(i)−φ(i+1)
n−
1
3
)2| ≤ 2n2 exp(−cL 32 ) ≤ n− 16 .
Moreover, for 0 ≤ i ≤ Ln 13 , ∫ (i+1)n− 13
in−
1
3
ψ′(x)2dx = (φ(i)−φ(i+1)
n−
1
3
)2. Hence |C2 +∫∞
0
ψ′(x)2dx| ≤ Cn− 16 . ForC3, n− 13
∑n
i=Ln
1
3
|iφ(i)φ(i+1)| ≤ Cn2 exp(−cL 32 ) ≤
n−
1
6 , and by Cauchy-Schwarz inequality we obtain
|n− 13
Ln
1
3∑
i=1
iφ(i)2 −
∫ L
0
xψ(x)2dx|
≤ CLn− 13 + CL2(
Ln
1
3∑
i=1
φ2(i))
1
2 (
Ln
1
3∑
i=1
(φ(i + 1)− φ(i))2) 12
≤ Ck42n− 14 .
Hence for any 1 ≤ j ≤ k, with probability ≥ 1− C exp(−ck3), |gTj Hˆβ,ngj +
gˆTj Hβ gˆj | ≤ Cn−
1
20 . Similarly we can show that for any 1 ≤ i 6= j ≤ k,
|gˆTi Hβ gˆj | ≤ Cn−
1
20 , |gˆTj gˆj − 1| ≤ Cn−
1
20 , |gˆTi gˆj | ≤ Cn−
1
20 . Thus using a
similar approach as in the first direction, we can conclude that with probability
≥ 1− C exp(−ck3), |λ˜j − aj | ≤ C1n− 124 .
5 A result for edge rigidity
By adapting the proof of [8, Proposition 6.2], we obtain the following edge
rigidity result. Note that we change the scaling from [8] to match the scaling of
Gaussian β ensembles in Sect.4. The classical locations {γ(n)j }nj=1 are defined
by
∫ 2
γ
(n)
j
√
(4−x2)+
2π =
j
n .
Proposition 5.1. Suppose the eigenvalues of Gaussian β ensemble of size n
are λ
(n)
1 ≥ λ(n)2 ≥ · · · ≥ λ(n)n . Then for any ǫ ∈ (0, 1), any a0 ∈ (0, 1], there
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exist positive constants N0, c, C which only depend on ǫ and a0, such that for
any n ≥ N0, a ∈ [a0, 1] and any 1 ≤ k ≤ n, we have
P(|n− 12 λ(n)k − γ(n)k | ≥ n−
2
3+a(kˆ)−
1
3 ) ≤ C exp(−cn 12a(1−ǫ)), (5.1)
where kˆ = min{n+ 1− k, k}.
Proof. We define γˆ
(n)
j by
∫∞
γˆ
(n)
j
ρ
(n)
1 (s)dx =
j
n , where ρ
(n)
1 is the average density
of the empirical spectral measure. From large deviation results of empirical
measure and extreme eigenvalues of β ensembles (see for example, [2, Section
2.6] and equation (6.2) of [8]), we have that for any fixed δ > 0, for some positive
constants C, c,
P(|n− 12 λ(n)k − γ(n)k | ≥ δ) ≤ C exp(−cn). (5.2)
Thus the conclusion holds for scale a = 1.
In order to prove the result for all a ∈ [a0, 1], we adapt a bootstrap argument
in [8]. First we use the accuracy result in the proof of [8, Theorem 2.4]. That
is, for any a ∈ [a0, 1], there is a constant N0 such that for any n > N0 and any
1 ≤ k ≤ n,
|γˆ(n)k − γ(n)k | ≤ n−
2
3+a(kˆ)−
1
3 . (5.3)
As in the proof of [8, Theorem 2.4], we just need to prove a concentration result
for all a ∈ [a0, 1], that is, we need to show
P(|n− 12λ(n)k − E[n−
1
2λ
(n)
k ]| ≥ n−
2
3+a(kˆ)−
1
3 ) ≤ C exp(−cn 12a(1−ǫ)). (5.4)
To show this concentration result, we adapt the bootstrap argument for
[8, Proposition 6.2]. Below we state the adjustment that we need to make to
get the conclusion. From the proof of [8, Lemma 6.10], we can conclude that it
suffices to prove the result for convexified measure ν with right hand side of (5.4)
replaced by C exp(−cna(1−ǫ)). We just need to apply the bootstrap argument
to the convexified measure ν. We fix ǫ ∈ (0, 110 ). Suppose concentration at some
scale a ∈ [a0, 1] holds. Now we show for any ǫ′ ∈ (0, ǫ10 ), concentration at scale
(1 − ǫ′)a holds. To avoid confusion, we denote by ǫ0 the ǫ that is used in the
proof of [8, Lemma 6.17], and here we take ǫ0 =
1
2aǫ. For M = n
a−ǫ0 , from the
proof of [8, Lemma 6.16], we see that
Sω(k,M)(dν/dω
(k,M)) ≤ C exp(−cna(1−ǫ)).
In the proof of [8, Lemma 6.18], replace a by a−ǫ0, and take r sufficiently small.
This combined with the proof of [8, Proposition 6.2] shows that concentration
at scale a(1− ǫ′) holds.
6 Proof of large deviation bounds for the Airy
point process
In this section, we finish the proof of large deviation bounds for the Airy point
process (Theorems 1.1-1.2). The proof strategy is to first use Airy approxima-
tion result (Theorem 1.5) to transfer the problem to large deviation bounds
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for GUE. Then combining estimates for Airy point process and edge rigid-
ity results derived in previous sections, we arrive at the desired conclusions.
We will use the following pseudo-metric in this section: for any R > 0 and
µ, ν ∈ Y, we let d˜R(µ, ν) := sup
supp f⊆[−R,R],
‖f‖BL≤1
| ∫ fdµ − ∫ fdν|. It can be seen that
d˜R(µ, ν) ≤ dR(µ, ν) (we understand dR(µ, ν) as dR(µ|[−R,R], ν|[−R,R])).
6.1 Proof of Theorem 1.2
In this part, we first lay out a few lemmas and then finish the proof of Theorem
1.2. We first introduce some definitions related to GUE (β ensemble for β = 2).
The scaling is the same as in Sect.4.
Definition 6.1. Suppose λ
(n)
1 ≥ λ(n)2 ≥ · · · ≥ λ(n)n are the ordered eigenvalues
of GUE of size n. We denote by bi := (
n
k )
2
3 (2− n− 12 λ(n)i ) for 1 ≤ i ≤ n, and
dµ0(x) :=
1
π
√
x
√
1− 1
4
(
k
n
)
2
3x1
0≤x≤4(nk )
2
3
dx
the rescaled equilibrium measure. The centered empirical measure is defined as
µn,k :=
1
k
∑n
i=1 δbi − µ0.
Definition 6.2. We define ξ(x) := − ∫ log |x− y|dρ0(y) + 14x2 − 12 , and let
ξ˜(x) := nk ξ(2 − ( kn )
2
3x) the re-scaled version. For any µ, µ1, µ2 ∈ Y, we define
(here ∆ := {(x, x) : x ∈ R})
J(µ) := −
∫
R2\∆
log(|x− y|)dµ(x)dµ(y),
J0(µ) := −
∫
R2\∆
log(|x − y|)dµ(x)dµ(y) + 2
∫ 0
−∞
ξ˜(x)dµ(x),
J(µ1, µ2) := −
∫
R2\∆
log(|x − y|)dµ1(x)dµ2(y).
Lemma 6.1. ξ(x) satisfies ξ(x) = 0 for |x| ≤ 2, ξ(x) = ξ(−x) and ξ′(x) =√
x2−4
2 for x > 2. Moreover,
2
3 (x−2)
3
2 ≤ ξ(x) ≤
√
x+2
3 (x−2)
3
2 , and in particular,
lim
x→2+0
ξ(x)
2
3 (x−2)
3
2
= 1.
Proof. The conclusions follow from the proof of Lemma 2.7 in [3] and some
calculations.
Lemma 6.2. Suppose that 1 ≤ i ≤ n2 , then
max{2− ( 3πi√
2n
)
2
3 , 2− (3πi
2n
1√
1− 14 ( 3πi√2n )
2
3
)
2
3 } ≤ γ(n)i ≤ 2− (
3πi
2n
)
2
3 . (6.1)
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Suppose that n
1
20000 ≤ i ≤ n 12 , then there exist absolute constants C1, C2
such that for any n ≥ C1,
γi ≤ (2− γ(n)i )n
2
3 ≤ γi + C2i 23 (( i
n
)
2
3 +
1
i
). (6.2)
Proof. By the inequalities
√
2 ≤ √2 + x ≤ 2 for x ∈ [0, 2] and
1
2π
√
2 + γ
(n)
i
∫ 2
γ
(n)
i
√
2− xdx ≤ in , the first conclusion follows. The second con-
clusion follows from the bound for γ
(n)
i and the bound γi = (
3π
2 (i− 14 +R(i))
2
3 )
with |R(i)| ≤ Ci .
Lemma 6.3. Assume that n
1
20000 ≤ k ≤ n 110000 . For any fixed R ≥ 1, δ > 0,
there exist N (depending only on R) and absolute constants C, c > 0, such that
for any n ≥ N ,
P(dR(µn,k, 0) ≥ CRk− 12 ) ≤ C exp(−ck 18 ). (6.3)
Proof. We decompose µn,k as µn,k = µ1 + µ2, where
µ1 :=
1
k
n∑
i=1
(δbi − δ(nk ) 23 (2−γ(n)i )),
µ2 :=
1
k
n∑
i=1
δ
(nk )
2
3 (2−γ(n)i )
− µ0.
We take η = 15 in Proposition 2.1, and take A1 := {N(k 23 (R + 1)) ≤
η(R+1)
3
2 k}. Then by Proposition 2.1, P(Ac1) ≤ C exp(−c(R+1)3k2). We also
takeA2 := { for any 1 ≤ i ≤ η(R+1)k+1, |(2−n−12λ(n)i )n
2
3+ai| ≤ Cn− 124 }. By
Theorem 1.5, P(Ac2) ≤ C exp(−ck3). On A1∩A2, taking i0 = ⌊η(R+1)
3
2 k⌋+1,
we have for n sufficiently large (depending only on R), (2 − n− 12λ(n)i0 )n
2
3 ≥
−ai0 − Cn−
1
24 ≥ k 23 (R + 1) − Cn− 124 ≥ k 23R. Thus on A1 ∩ A2, we have
#{i : n− 12λ(n)i ≥ 2− ( kn )
2
3R} ≤ 2η(R+ 1) 32 k.
Now in Proposition 5.1, we take ǫ = 12 and n
a =
√
k. We thus have
P(|n− 12 λ(n)i − γ(n)i | ≥ n−
2
3 k
1
2 (min{i, n+ 1− i})− 13 ) ≤ C exp(−ck 18 )
for 1 ≤ i ≤ n and n sufficiently large. We denote by B := {|n− 12 λ(n)i −
γ
(n)
i | ≤ n−
2
3 k
1
2 (min{i, n + 1 − i})− 13 for 1 ≤ i ≤ n}. By union bound we
have P(Bc) ≤ Cn exp(−k 18 ) ≤ C exp(−k 18 ). On B∩A1 ∩A2, |n− 12λ(n)i −γ(n)i | ≤
n−
2
3 k
1
2 (min{i, n+ 1− i})− 13 .
Now we denote by I1 := {i : (2 − n− 12 λ(n)i )(nk )
2
3 ≤ R, (2 − γ(n)i )(nk )
2
3 > R},
I2 := {i : (2 − γ(n)i )(nk )
2
3 ≤ R, (2 − n− 12λ(n)i )(nk )
2
3 > R}. Below we estimate
t1 = |I1| and t2 = |I2| assuming that B holds. Let i1 be the largest i such that
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(2 − γ(n)i ) > R. By the definition of I1, we have (2 − n−
1
2 λ
(n)
i1+t1−1)(
n
k )
2
3 ≤ R.
Now as B holds,
γ
(n)
i1
−γ(n)i1+t1−1 ≤ n−
1
2λ
(n)
i1+t1−1−γ
(n)
i1+t1−1 ≤ n−
2
3 k
1
2 (min{i1+t1−1, n−i1−t1+2})− 13 .
This combined with the fact that t1−1n =
∫ γ(n)i1
γ
(n)
i1+t1−1
√
4−x2
2π dx gives t1 = |I1| ≤
C1k
1
2 for n sufficiently large (depending on R), where C1 is an absolute constant.
By a similar argument, we can derive that |I2| ≤ C1k 12 . Thus
dR(µ1, 0) ≤ 1
k
∑
1≤i≤2η(R+1) 32 k
(
n
k
)
2
3 |n− 12 λ(n)i − γ(n)i |+
|I1|+ |I2|
k
≤ C R√
k
.
Now we bound dR(µ2, 0). Take any φ(x) on [−R,R] such that ‖φ‖∞, ‖φ‖Lip ≤
1. Suppose that i1 is the largest i such that (2 − γ(n)i1 )(nk )
2
3 ≤ R. We have
∫
[−R,R]
φdµ2 =
1
k
(
n∑
i=1
φ((
n
k
)
2
3 (2−γ(n)i ))−n
∫ 2
2−( kn )
2
3R
√
4− t2
2π
φ((2−t)(n
k
)
2
3 )dt).
Now by Lemma 6.2, we have (2− γi0)(nk )
2
3 ≥ (3πi02n )
2
3 (nk )
2
3 = 3π2 ηR > R, hence
i1 ≤ i0. Then again by Lemma 6.2 we have (we take γ0 := 2)
∫
[−R,R]
φdµ2 ≤ 1
k
i0∑
i=1
(γ
(n)
i−1 − γ(n)i )(
n
k
)
2
3 +
n
k
∫ 2−( kn ) 23R
2−( kn )
2
3 i1
√
4− t2
2π
|φ((n
k
)
2
3 (2− t))|
≤ 1
k
(
n
k
)
2
3 (2− γ(n)i0 ) +
1
k
≤ CR
k
.
Hence dR(µ2, 0) ≤ C Rk .
We arrive at the desired conclusion using dR(µn,k, 0) ≤ dR(µ1, 0)+dR(µ2, 0).
In the following, we fix R1, R2 such that R1 ≥ 10, R2 ≥ 2R1.
Definition 6.3. Given µn,k and R1, R2, we define µ1 := µn,k|[−R1,R1], µ2 :=
µn,k|(R1,R2], µ′2 := µn,k|[−R2,−R1), µ3 := µn,k|(R2,∞) and µ′3 := µn,k|(−∞,−R2).
We have the following lemma bounding the influence of far-away particles.
Lemma 6.4. Suppose that n
1
20000 ≤ k ≤ n 110000 , and fix R1, R2 as above. For
|x| ≤ R1, let E(x) :=
∫
1
x−ydµ3(y) and E
′(x) :=
∫
1
x−ydµ
′
3(y).
For any fixed M,C1 ≥ 1, we also let
C := {|E(x)| ≤ C1
√
M√
R2
for all |x| ≤ R1},
C′ := {|E′(x)| ≤ C1M
R
5
2
2
for all |x| ≤ R1},
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C′′ := {|µn,k((−∞,−R2])| ≤ C1M
R
3
2
2
}.
Then there exist absolute constants C1 (which is used to define the events
C, C′, C′′) and C2, such that for n sufficiently large (depending on R1, R2),
P(Cc ∪ (C′)c ∪ (C′′)c) ≤ C2 exp(−Mk2). (6.4)
Proof. For |x| ≤ R1, we note that |
∫
1
x−ydµ
′
3(y)| ≤ 2µn,k((−∞,−R2])R2 . Using
similar estimates as in Proposition 2.1, we obtain that
P(νk((−∞,−1
2
R2]) >
2M
cR
3
2
2
) ≤ C exp(−Mk2) (6.5)
for k sufficiently large (depending on R1, R2). Now using the coupling of Theo-
rem 1.5, we have that |k 23 bi+ ai| ≤ Cn− 124 with probability ≥ 1−C exp(−ck3).
On the event {|k 23 bi + ai| ≤ Cn− 124 } ∩ {νk((−∞,− 12R2k
2
3 ]) ≤ 2M
cR
3
2
2
}, taking
i0 := ⌊ 2Mk
cR
3
2
2
⌋ + 1, we have −ai0 ≥ − 12R2k
2
3 , and bi0 ≥ − 12R2 − Cn−
1
24 ≥ −R2
for n sufficiently large (depending on R1, R2). Thus we obtain
P(µn,k((−∞, R2]) ≥ 4M
cR
3
2
2
) ≤ C exp(−Mk2), (6.6)
P(|E′(x)| ≥ 8M
cR
5
2
2
for some |x| ≤ R1) ≤ C exp(−Mk2). (6.7)
Next we bound |E(x)|. We decompose the region (R2,∞) into 3 parts.
Below we denote by γ′i := (2− γ(n)i )(nk )
2
3 .
|E(x)| ≤ |
∫
(R2,γ′
k
3
2
)
dµ3(y)
x− y |+ |
∫
[γ′
k
3
2
,γ′
k48
)
dµ3(y)
x− y |+ |
∫
[γ′
k48
,∞)
dµ3(y)
x− y |
:= M1 +M2 +M3.
By Proposition 5.1, with probability ≥ 1−C exp(−ck3), |n− 12λ(n)k48 − γ
(n)
k48 | ≤
n−
2
3 k−4, |n− 12 λ(n)k48+1 − γ
(n)
k48+1| ≤ n−
2
3 k−4. Now in Proposition 2.2, we take
λ = γ′k48k
2
3 and k′ = ⌊ 12k25⌋. From Lemma 6.2, γk48 ≤ λ ≤ γk48+C1 for
some constant C1. By Proposition 2.2 and Theorem 1.5, we have |#{i : bi ∈
(−∞, γ′k48)} − k48| ≤ k25 with probability ≥ 1 − C exp(−ck3). We denote by
N1 := #{i : bi ∈ (−∞, γ′k48)} below. If k48 − k25 ≤ N1 ≤ k48 − 1, we have the
estimate for |x| ≤ R1:
|1
k
∑
N1+1≤i<k48
1
bi − x | ≤
k24
γ′k48 −R1
≤ Ck−6, (6.8)
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if k48 ≤ N1 ≤ k48 + k25,
|
∫ γ′N1
γ′
k48
dµ0(y)
y − x | ≤
k24
γ′k48 −R1
≤ Ck−6. (6.9)
Below we assume that |x| ≤ R1. First we bound M3. By Proposition
5.1, when n is sufficiently large, for any 1 ≤ i ≤ n2 , with probability ≥ 1 −
C exp(−ck3), |n− 12λ(n)i − γ(n)i | ≤ n−
2
3 k12i−
1
3 . Moreover, by Lemma 6.2, |γ(n)i+1−
γ
(n)
i | ≤ Cn−
2
3 i−
1
3 . Therefore, for any k48 ≤ i ≤ n, we have | 1bi−x − 1γ′i−x | =
|bi−γ′i|
(γ′i−x)(bi−x) ≤
Ck14
i
5
3
. Similarly, we have | 1bi−x − 1γ′i+1−x | ≤
Ck14
i
5
3
. Thus
|1
k
1
bi − x −
∫ γ′i+1
γ′i
dµ0(y)
y − x |
≤ 1
k
max{| 1
bi − x −
1
γ′i − x
|, | 1
bi − x −
1
γ′i+1 − x
|}
≤ Ck
13
i
5
3
,
which leads to
M3 ≤ C
n∑
i=k48
k13
i
5
3
+ Ck−6 ≤ Ck−6. (6.10)
Next we boundM1,M2. For 1 ≤ i ≤ k47, we denote by Si := µn,k((−∞, γ′ki).
In order to bound Si, we introduce the related quantity S˜i := νk((−∞, γ′ki). We
assume that γ′l ≤ R2 < γ′l+1, and by Lemma 6.2, we have |l − 2R
3
2
2 k
3π | ≤ 2 when
n is sufficiently large. By Lemma 6.2 and Proposition 2.2, with probability
≥ 1 − C exp(−Mk2), for ⌊ lk ⌋ ≤ i ≤ k
1
2 , |S˜i| ≤ C
√
M log i, and for k
1
2 ≤
i ≤ k47, |S˜i| ≤ C log i
√
log kmax{ ik , 1}. By Theorem 1.5, with probability
≥ 1−C exp(−Mk2), for ⌊ lk⌋ ≤ i ≤ k
1
2 , |Si| ≤ C
√
M log i, and for k
1
2 ≤ i ≤ k47,
|Si| ≤ C log i
√
log kmax{ ik , 1}.
Now we have (using |γ′(i+1)k − γ′ik| ≤ Ci−
1
3 )
|
∫
[γ′ik,γ
′
(i+1)k
)
dµn,k(y)
y − x −
Si+1 − Si
γ′ik − x
|
≤
∫
[γ′ik,γ
′
(i+1)k
)
(γ′(i+1)k − γ′ik)d(µn,k + 2µ0)(y)
(y − x)(γ′ik − x)
≤ C(|Si+1 − Si|+ 1)
i
5
3
.
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We also note that with probability ≥ 1− C exp(−Mk2),
|
k47−1∑
i=⌊ lk ⌋+1
Si+1 − Si
γ′ik − x
|
≤ |
k47−1∑
i=⌊ l
k
⌋+1
Si+1(
1
γ′ik − x
− 1
γ′(i+1)k − x
)|+ |Sk47 |
γ′k48 − x
+
|S⌊ lk ⌋+1|
γ′
(⌊ lk ⌋+1)k
− x
≤ C
k47∑
i=⌊ lk ⌋+1
|Si|
i
5
3
+
C
√
M logR2
R2
.
For the interval I0 := (R2, γ
′
⌊ lk ⌋+1
), we have with probability greater than or
equal to 1− C exp(−Mk2),
|
∫
I0
dµn,k(y)
y − x | ≤ 2
∫
I0
d(µn,k + 2µ0)(y)
R2
≤ C(µn,k(I0) + µ0(I0))
R2
≤ C
√
M logR2
R2
.
Combining the above estimates, we have
M1 +M2 ≤ C
√
M logR2
R2
+
k47∑
i=⌊ lk ⌋+1
|Si|+ 1
i
5
3
. (6.11)
Now we have with probability ≥ 1− C exp(−Mk2),
k
1
2∑
i=⌊ lk ⌋+1
|Si|+ 1
i
5
3
≤
k
1
2∑
i=⌊ lk ⌋+1
C
√
M log i
i
5
3
≤ C
√
M√
R
,
k∑
i=k
1
2
|Si|+ 1
i
5
3
≤
k∑
k
1
2
C log i
√
logn
i
5
3
≤ Ck− 16 ,
k47∑
i=k
|Si|+ 1
i
5
3
≤
k47∑
i=k
C log i
√
logn
√
i
k
i
5
3
≤ Ck− 16 .
Hence with probability ≥ 1− C exp(−Mk2), |E(x)| ≤ C
√
M√
R
.
We also present a lemma lower bounding J(µ1) and J(µ1, µ+ µ
′
2).
Lemma 6.5. Suppose that R1 ≥ 10, R51 ≤ R2 ≤ R61 and δ ∈ (0, 12 ). We assume
that R ≥ R2 + 10 and d˜R(µn,k, µ) ≤ δ. We further assume that |µ|(R) < ∞,
log r|µ|((−r, r)c) < ǫ for some ǫ > 0 and any r ≥ 12R1. Then there exist
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constants C1 (which only depends on µ) and C2(R1) (which only depends on µ
and R1), such that
J(µ1) ≥ −
∫
[−R1,R1]2
log(max{|x− y|, 1
R31
})dµ(x)dµ(y) − C1( 1
R1
+ ǫ)
−C2(R1)
√
δ − 3#{i : bi ∈ [−R1, R1]}
k2
logR1,
J(µ1, µ2 + µ
′
2) ≥ −C1(ǫ+
1√
R1
)− C2(R1)
√
δ.
Proof. We start with the first bound. We denote by γ := 1
R31
, and let
K1 =
∫
[−R1,R1]2
− log(max{|x− y|, γ})dµ1(x)dµ1(y),
K2 =
∫
[−R1,R1]2\∆
− log( |x − y|
γ
)1|x−y|≤γdµ1(x)dµ1(y).
For notational convenience, we denote by φ(x, y) := − log(max{|x − y|, γ})
below. Note that J(µ1) ≥ K1 +K2 + #{i:bi∈[−R1,R1]}k2 log γ.
Now for K2, as µ1 + µ0 is a positive measure,
K2 ≥ 2
√
R1
∫
[−R1,R1]
d(µ1 + µ0)(x)
∫
|y−x|≤γ
log(
|x − y|
γ
)dy
= −4
√
R1γ(µ1([−R1, R1]) + µ0([−R1, R1])) ≥ − C
R1
.
Now we proceed to bound K1. Let T1 =
∫
[−R1,R1]2 φ(x, y)dµ(x)d(µ1−µ)(y),
T2 =
∫
[−R1,R1]2 φ(x, y)d(µ1 − µ)(x)d(µ1 − µ)(y). Note that K1 = 2T1 + T2 +∫
[−R1,R1]2 φ(x, y)dµ(x)dµ(y). To bound T1 and T2, we introduce the following
functions for ǫ′ > 0:
ψ(x) := 1[−R1−ǫ′,R1+ǫ′] −
x−R1
ǫ′
1[R1,R1+ǫ′] +
R1 + x
ǫ′
1[−R1−ǫ′,−R1],
ψ˜(x) : = 1[R1−2ǫ′,R1+2ǫ′] −
x− (R1 + ǫ′)
ǫ′
1[R1+ǫ′,R1+2ǫ′]
+
R1 + ǫ
′ + x
ǫ′
1[R1−2ǫ′,R1−ǫ′].
We decompose T1 = T1,1 + T1,2 + T1,3, where
T1,1 =
∫
R2
φ(x, y)ψ(x)ψ(y)dµ(x)d(µn,k − µ)(y),
T1,2 =
∫
R2
φ(x, y)(1[−R1,R1](x)− ψ(x))ψ(y)dµ(x)d(µn,k − µ)(y),
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T1,3 =
∫
R2
φ(x, y)1[−R1,R1](x)(1[−R1,R1](y)− ψ(y))dµ(x)d(µn,k − µ)(y).
Note that for fixed x, φ(x, y) as a function of y is 1γ -Lipschitz and bounded by
log 1γ for |y| ≤ 2R1. Hence |T1,1|, |T1,2| ≤ |µ|(R)( 1γ +log 1γ 1ǫ′ )δ, Note that as ψ˜ is
ǫ′-Lipschitz, (µn,k+µ0)([R1−ǫ′, R1+ǫ′]) ≤
∫
ψ˜d(µn,k+µ0) ≤
∫
ψ˜d(µ+µ0)+
δ
ǫ′ .
Hence
|µn,k|([R1 − ǫ′, R1 + ǫ′]) ≤ (µn,k + 2µ0)([R1 − ǫ′, R1 + ǫ′])
≤ C(
√
R1ǫ
′ +
δ
ǫ′
+
ǫ
logR1
).
The same bound holds for |µn,k|([−R1 − ǫ′,−R1 + ǫ′]). Hence
|T1,3| ≤ C logR1|µ|(R)(|µn,k|+ |µ|)([−R1 − ǫ′,−R1 + ǫ′] ∪ [R1 − ǫ′, R1 + ǫ′])
≤ C logR1(
√
R1ǫ
′ +
δ
ǫ′
+
ǫ
logR1
).
Now note that (φ(x, y1) − φ(x, y2))ψ(x) viewed as a function of x is ( 1γ2 +
1
γǫ′ )|y1 − y2| Lipschitz. Using this and a similar argument as above, T2 can be
bounded. Taking ǫ′ =
√
δ
R
1
4
1
, we obtain the first conclusion of the lemma.
The second bound can be established similarly.
Now we finish the proof of Theorem 1.2. We start with µ(R) = 0 case.
Proof of Theorem 1.2, µ(R) = 0 case. Assume that µ ∈ W . For any ǫ > 0, we
take R1 sufficiently large such that log r|µ|((−r, r)c) < ǫ for all r ≥ 12R1. We
also take R2 = R
6
1, R ≥ R2 + 10 and assume that n
1
20000 ≤ k ≤ n 110000 .
For any given M ≥ 1, define the following events: D1(M) := {for any |x| ≤
R1, |
∫
dµ3
y−x | ≤ C1(
√
M√
R2
), | ∫ dµ′3y−x | ≤ C1( M
R
5
2
2
)} (where C1 is as in the statement
of Lemma 6.4), D2 := {d˜[−R,R]\[−R1,R1](µn,k, µ) ≤ δ}, D3(M) := {#{i : |bi| ≤
R1} ≤ CMR
3
2
1 k}. Here, d˜[−R,R]\[−R1,R1](µ, ν) := sup
supp f⊆[−R,R]\[−R1,R1],
‖f‖BL≤1
| ∫ fdµ−
∫
fdν|. We also set D(M) := D1(M) ∩ D2(M) ∩ D3(M). By Lemma 6.4, The-
orem 1.5 and Proposition 2.1, P(D1(M)c ∪ D3(M)c) ≤ C exp(−Mk2). Thus
P(d˜R(µn,k, µ) ≤ δ) ≤ C exp(−Mk2) + P({d˜R(µn,k, µ) ≤ δ} ∩ D).
We proceed by conditioning on particles in [−R1, R1]c. For any given K and
α1, α2, · · · , αn−K ∈ [−R1, R1]c, we denote by
L := {{b1, b2, · · · , bn} ∩ [−R1, R1]c = {α, · · · , αn−K}}. (6.12)
Below for L ⊂ D, we will derive a uniform upper bound on the quantity
R(L) := P({dR(µn,k, µ) ≤ δ}|L). (6.13)
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The joint density of GUE eigenvalues is given by (see, for example, [2] and
[24])
ρ(x1, · · · , xn) = K−1n exp(−k2J0(µn,k)), (6.14)
where Kn is the normalizing constant. We denote by ~x = (x1, x2, · · · , xK) the
re-scaled eigenvalues in the interval [−R1, R1]. For L ⊂ D, by definition of D3,
we have K ≤ CMR
3
2
1 k. By definition of µn,k, we have µn,k =
1
k
∑K
i=1 δxi +
1
k
∑n−K
i=1 δαi − µ0. For any given L, there is a constant C(L) that only depends
on L, such that for any measurable event A,
P(A|L) = C(L)
∫
~x∈A
exp(−k2J0(µn,k))d~x.
We thus have
P({d˜R(µn,k, µ) ≤ δ}|L) = C(L)
∫
~x∈{d˜R(µn,k,µ)≤δ}
exp(−k2J0(µn,k))d~x
≤ C(L) exp(−k2 inf
~x∈{d˜R(µn,k,µ)≤δ}
{J0(µn,k)})(2R1)K .
Since µ(R) = 0 and log r|µ|([−r, r]c) < ǫ for r ≥ 12R1, using a simi-
lar argument as in the proof of Lemma 6.5, we obtain |µn,k([−R1, R1])| ≤
C( ǫlogR1 + δ
1
2R
1
4
1 ) =: Θ1, which leads to |Kk − µ0([0, R1])| ≤ Θ1. We now
take a configuration ~c := (c1, c2, · · · , cK) as follows: first we fix R′0 ∈ [1, 10]
such that L := K − kµ0([R′0, R1]) ∈ Z. For 1 ≤ i ≤ L, we take ci such that
µ0([0, ci]) =
i
L+1µ0([0, R
′
0]) (we also denote by c0 = 0 for convenience); for
1 ≤ i ≤ K − L, we take di such that µ0([R′0, di]) = i−1K−Lµ0([R′0, R1]), and take
ci+L = di.
With the constructed {ci}Ki=1, we define C := {~x : |xi − ci| ≤ 12n for 1 ≤ i ≤
K}. Therefore we have
1 = C(L)
∫
~x:xi∈[−R1,R1] for 1≤i≤K
exp(−k2J0(µn,k))d~x
≥ C(L)
∫
~x∈C
exp(−k2J0(µn,k))d~x ≥ C(L)
nK
exp(−k2 sup
~x∈C
J0(µn,k)).
We bound sup~x∈C J0(µn,k) below. We only present the details for bounding
J0(µn,k) when ~x = ~c, and the same bound holds for general ~x ∈ C.
First we bound J(µ1). We decompose µ1 = µ11+µ12, where µ11 =
1
k
∑L
i=1 δci−
µ0|[0,R′0] and µ12 = 1k
∑K−L
i=1 δdi − µ0|(R′0,R1]. For 1 ≤ i 6= j ≤ L, let
Lij :=
1
k
log |ci − cj | −
∫ cj
cj−1
log(|x− ci|)dµ0(x).
For 1 ≤ i ≤ L, let
Li :=
1
k
∑
1≤j≤L,j 6=i
log(|ci − cj |)−
∫ R′0
0
log(|x − ci|)dµ0(x).
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Note that Li =
∑
1≤j≤L,j 6=i Lij −
∫ R′0
cL
log(|x− ci|)dµ0(x), and that j 6= i, i+ 1,
|Lij | ≤ 1k | log(
|cj−ci|
|cj−1−ci| )|+max{− log(|cj−ci|),− log(|cj−1−ci|)}| 1k−µ0([cj−1, cj)|.
Using this we can deduce that for k sufficiently large, |Li| ≤ C( ǫlogR1 + δ
1
2R
1
4
1 ).
From this we can further deduce that |J(µ11)| ≤ C( ǫlogR1 + δ
1
2R
1
4
1 ).
Similarly, we can deduce that |J(µ12)| ≤ C(R1) log kk , |J(µ11, µ12)| ≤ C(R1) log kk ,
|J(µ11, µ2 + µ′2)| ≤ C1ǫ+ C2(R1)
√
δ and |J(µ12, µ2 + µ′2)| ≤ C(R2) log kk .
Therefore, for k sufficiently large (depending on R1), we have (note that
µ2, µ
′
2, µ3, µ
′
3 only depend on L)
sup
~x∈C
J0(µn,k) ≤ C1ǫ+ C2(R1)
√
δ + J(µ2 + µ
′
2 + µ3 + µ
′
3)
+ sup
~x∈C
J(µ1, µ3 + µ
′
3) + 2 sup
~x∈C
∫ 0
−∞
ξ˜(x)dµn,k.
Now by Lemma 6.5, for k sufficiently large (depending on R1), if we denote
by E := {d˜R(µn,k, µ) ≤ δ}, then
inf
~x∈E
J0(µn,k) ≥ −
∫
[−R1,R1]2
log(max |x− y|, 1
R31
)dµ(x)dµ(y)
− C1(ǫ+ 1√
R1
) + C2(R1)
√
δ + J(µ2 + µ
′
2 + µ3 + µ
′
3)
− 3CMR
3
2
1 logR1
k
+ inf
~x∈E
J(µ1, µ3 + µ
′
3) + 2 inf
~x∈E
∫ 0
−∞
ξ˜(x)dµn,k.
For −R1 ≤ x ≤ 0, we have |ξ˜(x)| ≤ R
3
2
1 and |ξ˜′(x)| ≤ 2
√
R1 for k sufficiently
large (depending on R1). Now by definition, for any ~x ∈ C,
∫ 0
−R1 ξ˜(x)dµn,k = 0.
For any ~x ∈ E , let ψ(x) := 1[−R1,∞)(x) + (x + R1 − 1)1[−R1,−R1+1](x). We
have
∫ 0
−R1 ξ˜(x)dµn,k ≥
∫ 0
−∞ ψ(x)ξ˜(x)dµn,k ≥
∫ 0
−∞ ψ(x)ξ˜(x)dµ(x) − 2R
3
2
1 δ ≥∫ 0
−R1+1 ξ˜(x)dµ(x) − 2R
3
2
1 δ. Thus
2 inf
~x∈E
∫ 0
−∞
ξ˜(x)dµn,k − 2 sup
~x∈C
∫ 0
−∞
ξ˜(x)dµn,k ≥ 2
∫ 0
−R1+1
ξ˜(x)dµ(x) − 4R
3
2
1 δ.
Note that by dominated convergence theorem (as |µ|(R) <∞), for fixed R1,
lim
n→∞
2
∫ 0
−R1+1
ξ˜(x)dµ(x) =
∫ 0
−R1+1
4
3
|x| 32 dµ(x).
Now for any ~x ∈ C and ~y ∈ E (we denote by the corresponding quantities
for ~y by µ˜i, etc), we bound |J(µ1, µ3 + µ′3)− J(µ˜1, µ3 + µ′3)| below. For bi, b˜i ∈
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[−R1, R1], when L ⊂ D, we have
|
∫
(log(|bi − y|)− log(|b˜i − y|))d(µ3 + µ′3)(y)|
≤ |
∫ b˜i
bi
(|
∫
d(µ3)(y)
|x− y| |+ |
∫
d(µ′3)(y)
|x− y| |)dx| ≤
CR1M√
R2
.
Thus we have
|J(µ1, µ3 + µ′3)− J(µ˜1, µ3 + µ′3)|
= |1
k
K∑
i=1
∫
(log(|bi − y|)− log(|b˜i − y|))d(µ3 + µ′3)(y)|
≤ CKMR1
k
√
R2
≤ CM
2
√
R1
.
Hence we have | sup~x∈C J(µ1, µ3 + µ′3)− inf~x∈E J(µ1, µ3 + µ′3))| ≤ CM
2√
R1
.
Combining all the bounds above, we obtain that
inf
~x∈C
J0(µn,k)− sup
~x∈E
J0(µn,k)
≥ −
∫
[−R1,R1]2
log(max{|x− y|, 1
R31
})dµ(x)dµ(y) − 3CMR
3
2
1 logR1
k
+ 2
∫ 0
−R1+1
ξ˜dµ(x) − C1(ǫ + M
2
√
R1
)− C2(R1)
√
δ =: Γ.
We also denote by
Γ˜ := −
∫
[−R1,R1]2
log(max{|x− y|, 1
R31
})dµ(x)dµ(y)
+
∫ 0
−R1+1
4
3
|x| 32 dµ(x)− C1(ǫ+ M
2
√
R1
)− C2(R1)
√
δ.
Hence
R(L) ≤ exp(−k2( inf
~x∈C
J0(µn,k)− sup
~x∈E
J0(µn,k)))(2nR1)
K
≤ exp(−k2Γ)(2nR1)CMR
3
2
1 k.
Thus
P(d˜R(µn,k, µ) ≤ δ) ≤ C exp(−Mk2) + exp(−k2Γ)(2nR1)CMR
3
2
1 k,
and
lim sup
k→∞
1
k2
logP(d˜R(µn,k, µ) ≤ δ) ≤ max{−M,−Γ˜}.
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By first sending δ → 0+0, then sendingR→∞ (hence we can send R1 →∞ and
ǫ→ 0) and finally sending M →∞, we obtain that (by monotone convergence
theorem)
lim sup
R→∞
lim sup
δ→0
lim sup
k→∞
1
k2
logP(d˜R(µn,k, µ) ≤ δ)
≤ lim inf
R→∞
∫
[−R,R]2
log(max{|x− y|, 1
R3
})dµ(x)dµ(y) −
∫ 0
−∞
4
3
|x| 32 dµ(x).
Finally, we use Theorem 1.5 to transfer the result to νk. Note that µn,k =
1
k
∑n
i=1 δbi−µ0 and νk = 1k
∑∞
i=1 δk−
2
3 ai
−ν0. For any φ : R→ R with suppφ ⊆
[−R,R], ||φ||Lip ≤ 1, ||φ||∞ ≤ 1, we have when k →∞,
|
∫ R
0
φ(x)d(µ0 − ν0)(x)| ≤ (1−
√
1− 1
4
(
k
n
)
2
3R)
2R
3
2
3π
→ 0.
Moreover, let I1 := {i : bi ∈ [−R,R]}, I2 := {i : k− 23 ai ∈ [−R,R]} and
I := I1 ∩ I2. We have
|1
k
∑
i∈I1
φ(bi)− 1
k
∑
i∈I2
φ(k−
2
3 ai)| ≤ 1
k
∑
i∈I
|φ(bi)− φ(k− 23 ai)|+ 1
k
|
∑
i∈I\I1
φ(bi)|
+
1
k
|
∑
i∈I\I2
φ(k−
2
3 ai)| := P1 + P2 + P3.
By Proposition 2.1, we can deduce that for any η ≥ 15, |I1|, |I2| ≤ CηR 32 k with
probability ≥ 1− C exp(−ηk2). Below we assume that these events hold. Now
by Theorem 1.5, with probability ≥ 1 − C exp(−ck3), |k 23 bi − ai| ≤ Cn− 124 .
Thus as k →∞,
P1 ≤ 1
k
∑
i∈I
|bi − k− 23 ai| ≤ C
n
1
24 k
2
3
ηR
3
2 → 0.
Now for i ∈ I1\I or i ∈ I2\I, we have |bi − R| ≤ Cn− 124 k− 23 and |k− 23 ai −
R| ≤ Cn− 124 k− 23 . As supp(φ) ⊂ [−R,R] and ‖φ‖Lip ≤ 1, we can deduce that
φ(±R) = 0. Hence |φ(bi)| ≤ Cn− 124 k− 23 and |φ(k− 23 ai)| ≤ Cn− 124 k− 23 , and
therefore P2 + P3 ≤ C
n
1
24 k
2
3
ηR
3
2 .
Hence for any δ > 0, P(d˜R(µn,k, νk) ≥ δ) ≤ C exp(−ηk2) for any η ≥ 15.
By d˜R(νk, µ) ≤ dR(νk, µ), we have P(dR(νk, µ) ≤ δ) ≤ P(d˜R(µn,k, µ) ≤ 2δ) +
P(d˜R(µn,k, νk) ≥ δ). Using the result for measure µn,k and sending η →∞, we
obtain that
lim sup
R→∞
lim sup
δ→0+0
lim sup
k→∞
1
k2
logP(dR(νk, µ) ≤ δ)
≤ lim inf
R→∞
∫
[−R,R]2
log(max{|x− y|, 1
R3
})dµ(x)dµ(y) −
∫ 0
−∞
4
3
|x| 32 dµ(x).
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Next we present the proof for µ(R) 6= 0 case of Theorem 1.2.
Proof of Theorem 1.2, µ(R) 6= 0 case. We recall that for every fixed λ, the num-
ber of eigenvalues ofHβ that are less than or equal to λ is a.s. given by the num-
ber of blow-ups of the diffusion dp(x) = (x− λ− p2(x))dx+ 2√
β
dBx, p(0) =∞.
We denote by κ = µ(R). Without loss of generality we assume that κ > 0. Take
R1 ≥ 1 sufficiently large (depending on µ) such that |µ|([−R1, R1]c) ≤ κ100 ,
and let R ≥ 4R1. We also assume that dR(νk, µ) ≤ δ, and take m = ⌈ 2
√
R
δ ⌉.
For any λ ∈ [2R1, R− 1], we define ψλ = 1[−R1,λ+1](x)− (x− λ)1[λ,λ+1](x) and
ψ˜λ =
1
m
∑m−1
j=0 1[−R1,λ+ jm ](x). It can be checked that
∫
(ψλ−ψ˜λ)dνk ≤ κ100+2δ,
and
∫
ψλdνk ≥ 34κ− δ. Therefore
1
m
m−1∑
j=0
(N((λ +
j
m
)k
2
3 )−N0((λ+ j
m
)k
2
3 ))−N(−R1k 23 )
≥ k
∫
ψ˜λdνk − 2 ≥ (1
2
κ− 3δ)k.
Hence for any δ ≤ κ12 , the right hand side is greater than or equal to κ4k.
Now we take K = log logR. Note that for R sufficiently large, K > 2R1.
We let Li = K
i for 1 ≤ i ≤ I0 := ⌊ logR/2logK ⌋. For each sequence (j1, j2, · · · , jI0) ∈
{0, 1, · · · ,m − 1}I0 , let B(j1, j2, · · · , jI0) be the event that N((Li + jim )k
2
3 ) −
N0((Li +
ji
m )k
2
3 ) ≥ κ8k. We further define C = ∪(j1,··· ,jI0 )B(j1, · · · , jI0). By the
arguments above, for any δ ≤ κ12 , {dR(νk, µ) ≤ δ} ⊆ C.
Below we bound P(B(j1, · · · , jI0)). We denote by pi the diffusion corre-
sponding to λi = (Li +
ji
m )k
2
3 for 1 ≤ i ≤ I0. We further denote by Ai the
event that for pi there are ≥ 1
K
1
3
κ
8k more or less blowups (than those of the
Airy operator) for x ∈ [0, λi−1]. From the proof of Proposition 2.2, we have
P(Ai) ≤ exp(−cK 13 k2).
Let A = ∩Aci . By union bound, P(Ac) ≤ exp(−cK
1
3 k2) for k sufficiently
large. On the event B(j1, · · · , jI0)∩A, on each interval [λi−1, λi], pi(x) will have
≥ (1 − 1
K
1
3
)κ8k ≥ κ16k blow-ups. By Markov property of Brownian motion and
Proposition 2.2, we derive that
P(B(j1, · · · , jI0) ∩ A) ≤ C
⌊ logR/2logK ⌋∏
i=1
exp(−c k
2
i logK
) ≤ C exp(−ck2 log logR
log log logR
).
By taking a union bound, we get P(B(j1, · · · , jI0 )) ≤ C exp(−ck2(log logR)
1
3 ),
and hence P(C) ≤ C(⌊ 2
√
R
δ ⌋)I0 exp(−ck2(log logR)
1
3 ). We arrive at the conclu-
sion by taking first k →∞ and then R→∞.
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6.2 Proof of Theorem 1.1, part (a)
Proof of Theorem 1.1, part (a). We use a similar strategy as in the proof of
Theorem 1.2. We fix some µ ∈ Z. We denote by B the event that any (re-
scaled) particle from the GUE is of distance greater than or equal to 2n−
1
24 to
±R0, and let A = {dR0(µn,k, µ) ≤ 12δ} ∩ B.
We take R′0 such that supp(µ) ⊂ [− 12R′0, 12R′0], kµ0([0, R′0]) ∈ Z and that
R′0 is uniformly bounded for fixed µ, and take R
′′
0 with 5 ≤ R′′0 − R′0 ≤ 10. We
also take R1 ≥ 2R′′0 and R2 = R61 such that kµ0([R′′0 , R1]) ∈ Z, and assume
that n
1
20000 ≤ k ≤ n 110000 . We also take D := {for any |x| ≤ R1, |
∫ dµ3(y)
y−x | ≤
C
√
M√
R2
, |dµ′3(y)y−x | ≤ CM
R
5
2
2
}. We note that by Lemma 6.4, P(Dc) ≤ C exp(−Mk2).
Similar to the proof of Theorem 1.2, for any given K and α1, · · · , αn−K ∈
[−R1, R1]c, we denote by L := {{b1, b2, · · · , bn}∩[−R1, R1]c = {α1, · · · , αn−K}}.
In the sequel of the proof, we will provide a uniform lower bound T0 for all L ⊆ D
such that
P(A|L) ≥ T0P(dR(µn,k, 0) ≤ CR√
k
|L), (6.15)
where C comes from the conclusion of Lemma 6.3. Assuming this result, by
Lemma 6.3, for k sufficiently large depending on R,M ,
P(A) ≥ P(A ∩D) = E[P(A|L)1L⊆D]
≥ T0E[P(dR(µn,k, 0) ≤ CR√
k
|L)1L⊆D]
= T0P({dR(µn,k, 0) ≤ CR√
k
} ∩ D) ≥ 1
2
T0.
In the sequel we verify (6.15). Without loss of generality, we assume that
P(dR(µn,k, 0) ≤ CR√k |L) > 0. Similar to the proof of Theorem 1.5, we have
P(A|L)
P(dR(µn,k, 0) ≤ CR√k |L)
=
∫
~x∈A exp(−J0(µn,k))d~x∫
~x∈{dR(µn,k,0)≤CR√k }
exp(−J0(µn,k))d~x .
Below we denote by E := {dR(µn,k, 0) ≤ CR√k }. By Lemma 6.5, we have for
~x ∈ E , J(µ1), J(µ1, µ2 + µ′2) ≥ −C(R)
k
1
4
− C√
R1
, thus J0(µn,k) ≥ −C(R)
k
1
4
− C√
R1
+
J(µ2 + µ
′
2 + µ3 + µ
′
3) + inf~x∈E J(µ1, µ3 + µ
′
3) + 2 inf~x∈E
∫ 0
−∞ ξ˜dµn,k.
Without loss of generality we assume that for any x, µ({x}) = 0. Below we
construct a “nice” set of configurations C such that C ⊆ A. In [−R′0, R′0], we
take points {ci}Li=1 (where L = kν0([0, R′0])) such that (µ + ν0)([R′0, ci]) = ik .
Note that cL = R
′
0, and we denote by c0 := −R′0 for simplicity of notations. We
also construct the modified version {c˜i}Li=1 of {ci}Li=1 as follows. There exists
two consecutive points ci0 , ci0+1 in [−R0, R0] such that ci0+1 − ci0 ≥ R02L ≥ ck .
For ci ∈ [−R0, ci0 ] ∪ (R0, R′0], we let c˜i = ci + 2n−
1
24 ; for the rest of ci, we let
c˜i = ci − 2n− 124 . By construction c˜i < c˜i+1 for n sufficiently large.
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Note that we have assumed that P(dR(µn,k, 0) ≤ CR√k |L) > 0. Similar to
the proof of Lemma 6.5, we can show that in L, |Kk − µ0([0, R1])| ≤ C(R)k 14 . We
take L′ := K − L − kµ0([R′′0 , R1]). In (R′0, R′′0 ), we take points {di}L
′
i=1 such
that µ0([R
′
0, di]) =
i
L′+1µ0([R
′
0, R
′′
0 ]). We denote by K
′ := kµ0([R′′0 , R1]). In
[R′′0 , R1], we take points {ei}K
′
i=1 such that µ0([R
′′
0 , ei]) =
i−1
k . In [−R1, R1]c, the
configuration is already determined by L.
Now we take C to be the set of configurations ~x = (x1, · · · , xK) such that
when 1 ≤ i ≤ L, xi = c˜i + ti with 0 < t1 < t2 < · · · < tL ≤ 12n ; when
L + 1 ≤ i ≤ L + L′, |xi − di−L| ≤ 12n ; and when L + L′ + 1 ≤ i ≤ K,
|xi− ei−(L+L′)| ≤ 12n . It can be verified that for any ~x ∈ C, dR0(µn,k, µ) ≤ δ2 for
k sufficiently large (depending on R). Moreover, by construction C ⊆ B, hence
also C ⊆ A.
Now we bound J0(µn,k) for ~x ∈ C. We have
−
∫
[−R′0,R′0]2
log(|x− y|)d(µ+ ν0)(x)d(µ + ν0)(y)
≥ − 1
k2
L∑
i=1
log(|ci − ci−1|)− 2
k2
∑
1≤i≤L,0≤j≤i−2
log(|ci − cj |)
≥ − 1
k2
L∑
i=1
log(|c˜i − c˜i−1|)− 2
k2
∑
1≤i≤L,0≤j≤i−2
log(|c˜i − c˜j |)− C
k
.
Thus for any ~x ∈ C,
− 2
k2
∑
1≤i<j≤L
log(|xi − xj |) ≤ − 1
k2
L∑
i=1
log(|ti − ti−1|) + C
k
−
∫
[−R′0,R′0]2
log(|x− y|)d(µ+ ν0)(x)d(µ + ν0)(y)
With the above result, similar to the proof of Theorem 1.2, we obtain that for
~x ∈ C, J(µ1) ≤ J(µ)− 1k2
∑L
i=1 log(|ti−ti−1|)+C(R)
k
1
10
and J(µ1, µ2) ≤ C(R)
k
1
10
. Thus
for any ~x ∈ C, J0(µn,k) ≤ J(µ)+ C(R)
k
1
10
+J(µ2+µ
′
2+µ3+µ
′
3)− 1k2
∑L
i=1 log(|ti−
ti−1|) + sup~x∈C J(µ1, µ3 + µ′3) + 2 sup~x∈C
∫ 0
−∞ ξ˜dµn,k(x).
Now similar to the proof of Theorem 1.2, for k sufficiently large (depending
on R),
| sup
~x∈C
J(µ1, µ3 + µ
′
3)− inf
~x∈E
J(µ1, µ3 + µ
′
3)| ≤
CM√
R1
,
2 sup
~x∈C
∫ 0
−∞
ξ˜(x)dµn,k − 2 inf
~x∈E
∫ 0
−∞
ξ˜(x)dµn,k ≤ 2 sup
~x∈C
∫ 0
−R1
ξ˜(x)dµn,k
≤ 2
∫ 0
−R1−1
ξ˜(x)dµ(x) +
C(R)
k
1
10
.
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Combining all the bounds, if we denote by
Γ = J(µ) + 2
∫ 0
−R1−1
ξ˜(x)dµ(x) +
CM√
R1
+
C(R)
k
1
10
,
Γ˜ = J(µ) +
∫ 0
−R1−1
4
3
|x| 32 dµ(x) + CM√
R1
,
then we have that
P(C|L)
P(dR(µn,k, 0) ≤ CR√k |L)
≥ exp(−k
2Γ)
(2nR1)K
∫
0<t1<···<tL≤ 12n
L∏
i=1
|ti − ti−1|
≥ exp(−k
2Γ)
(2nR1)C(R)k
(
1
Cnk
)Ck.
Thus we can take T0 =
exp(−k2Γ)
(2nR1)C(R)k
( 1Cnk )
Ck in (6.15) since C ⊆ A.
Now we have P(A) ≥ exp(−k2Γ)
2(2nR1)C(R)k
( 1Cnk )
Ck. Thus lim infn→∞ 1k2 logP(A) ≥
−Γ˜. Sending R → ∞, we get lim infn→∞ 1k2 logP(A) ≥ −I0(µ). Similar to the
proof of Theorem 1.2, P(dR0(νk, µ) ≤ δ) ≥ P(A)− P(B ∩ {dR0(µn,k, νk) ≥ 12δ}),
and P(B∩{dR0(µn,k, νk) ≥ 12δ}) ≤ C exp(−ηk2) for any η ≥ 15 and k sufficiently
large. Thus by sending η →∞, we obtain that
lim inf
δ→0+0
lim inf
n→∞
1
k2
logP(dR0(νk, µ) ≤ δ) ≥ −I0(µ).
Now for any fixed R0, any µ ∈ X and any µ˜ ∈ Z such that µ˜(R) = 0,
µ˜|[−R0,R0] = µ, we have P(dR0(νk, µ) ≤ δ) = P(dR0(νk, µ˜) ≤ δ). Hence by
taking a supremum we have
lim inf
δ→0+0
lim inf
k→∞
1
k2
logP(dR0(νk, µ) ≤ δ) ≥ −I1(µ),
which implies the conclusion of Theorem 1.1, part (a).
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