Introduction
Let Xij, i = 1, ... ,p (p 2: 2), j = 1, ... , ni (each ni 2: 2), denote independent normal random variables. For each i = 1, ... ,p, XiI, ... , Xini represents a random sample from a normal population with unknown mean J-Li and unknown variance (1l. Let aI, ... ,a p be fixed constants. We consider the "sign testing problem" of testing The inequalities in HI might represent various efficacy and safety standards that a product must meet before it is acceptable. When Ho and HI are stated in this way, the consumer's risk will be protected as discussed by Berger (1982) . Or the different inequalities could refer to different methods of measuring the same variable, and we wish to determine if all the methods are giving consistently positive results.
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Sign testing has been considered in various contexts by many authors such as Lehmann (1952) , Berger (1982) , Gutmann (1987) , Berger (1989) , Shirley (1992) , and Liu and Berger (1995) . Sasabuchi (1980 Sasabuchi ( , 1988a Sasabuchi ( , 1988b derived the LRT for the cases of known variances, unknown but equal variances, and completely unknown covariance matrix, respectively. But, apparently no one has considered our model with independent samples but unknown, possibly unequal, variances.
First, for°< a < 1/2, we derive the LRT for testing (1). Then, we show that a simple intersection-union test (IUT), constructed from one-sample t tests for each Pi, is uniformly more powerful than the LRT if the sample sizes are not all equal. For a more general model than the normal, we describe two methods of constructing IUTs that maximize the size of the resulting rejection region. Using these methods, we describe two more tests of (1) that are both uniformly more powerful than both the LRT and the simple IUT. We present a small power comparison of these tests.
Our notation will be simplified by considering these transformed data. Let Yij = Xij -ai, i = 1, ... ,p, j = 1, ... , ni. Then, Yij IV n(Bi, a'f), where B i = Pi -ai, and testing (1) 
. ,po
In this form, the origin of the term "sign testing" is apparent. These hypotheses can also be written as versus HI : minI$i$p{Bi} > 0.
Throughout the remainder of this paper, we will express our results in terms of the YijS and express the hypotheses as (2). All of the tests we consider will depend on the data only through the sufficient statistics Y I, ... , Y p, the sample means, and Sf, ... , S~, the sample variances defined by S'f = Lj~I (Yij -Yi)2/(ni -1). The complete data vector will be denoted by Y; y will denote an observed value.
LRT and a Simple JUT
The hypotheses (2) can be expressed as versus This type of testing problem, in which the null hypothesis is conveniently expressed as a union and the alternative hypothesis is expressed as an intersection, is the type for which it is natural to use an IUT. IUTs were first described by GIeser (1973) and Berger (1982) .
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LRT of H o versus HI
The results in Berger (1997) can be used to find both the LRT and a simple IUT for problems of this type. The LRT statistic for testing (2) is defined to be Berger (1997) , the cutoff value C a that yields a size-a test is C a = minl~i~p Cia' For each a = .01, .05, and .10, and for all sample sizes ni = 2, ... ,100, the constants Cia from (4) were computed. It was found that for fixed a, Cia is increasing in ni· Thus, at least on this range, C a is the Cia in (4) that corresponds to the smallest sample size. Let n(l) = minl~i~p ni. Then the LRT can be expressed in terms of the t statistics thusly. The size-a LRT of (2) rejects H o if, for every
If ni = n(1), the cutoff value for Ti is ta,ni-l, but, if ni > n(l), the cutoff value for Ti is greater than ta,ni-l .
Simple JUT that is more powerful
The size-a LRTs of the individual hypotheses can be combined directly, using the intersectionunion method, to obtain a size-a test of H o versus HI. By Theorems 15.1.1 and 15.1.2 of Berger (1997) (d., Berger (1982) ), the test that rejects H o if, for every i = 1, ... ,p,
is a size-a test of H o versus HI. We will call this test the simple IUT (SlUT).
If nl = ... = n p , then all the right-hand sides in (5) and (6) are equal to ta,nt-l, and the LRT and SlUT are the same test. This test is also the LRT found by Sasabuchi (1988a) for the model in which the covariance matrix is completely unknown. So, as far as the LRT is concerned, when the sample sizes are all equal, no advantage is gained by assuming the populations are independent.
But, if the sample sizes are not all equal, then for any i with ni > n(1), the cutoff value in (5) is greater than the corresponding cutoff value in (6). In this case, the rejection region in (5) is a proper subset of the rejection region in (6). Both tests are size-a tests, and the SlUT is uniformly more powerful than the LRT. For the case p = 2, nl = 40, n2 = 2, and a = .05, the rejection regions for the LRT and the SlUT are shown in Figure 1 . In either the left or right graph, the rejection region of the SlUT is the rectangle in the upper right corner, bounded by solid lines, defined by {tl~1.68, t2~6.31}. The rejection region of the LRT is the smaller rectangle in the upper right corner, bounded by solid and dashed lines, defined by {tl~2.82, t2~6.31}. (Figure 1 will be discussed more in Section 4.)
The SlUT is the uniformly most powerful (UMP), size-a, monotone test based on the t statistics T I , ... ,T p . A test is monotone if the sample point (tl,"" t p ) is in the rejection region and t~~ti for all i = 1, ... ,p imply the sample point (t~, . .. ,t~) is in the rejection region. The statistic Ti has a noncentral t distribution with noncentrality parameter Vi = ..;ni0i!ai. Testing (2) is equivalent to testing
versus Because the noncentral t distribution has monotone likelihood ratio in the noncentrality parameter, Theorem 3.3 in Cohen, Gatsonis, and Marden (1983) , yields that the SlUT is the UMP, size-a, monotone test. Lehmann (1952) and Gutmann (1987) also discussed UMP monotone tests.
If we consider nonmonotone tests, there are size-a tests of H o versus HI that are uniformly more powerful than the SlUT (and, of course, the LRT). In the remainder of this paper, we will describe two such tests. First, in the next section, we will discuss two general results about the construction of IUTs.
3 Two General IUT Results
In this section we consider two results useful in the construction of more powerful IUTs.
The first concerns combining tests for one intersection (p = 2) into a test for a multiple intersection (p > 2). The second concerns constructing IUTs for one intersection in an "optimal" way.
Combining tests for one intersection
Consider a general testing problem in which we might consider using an IUT. Suppose the data X has a distribution that depends on a (possibly vector valued) parameter 8. Suppose the hypotheses to be tested are expressed as Berger (1989) , Liu and Berger (1995) , and Wang and McDermott (1996) . They have proposed tests for problems of the form H(ij)o : 8 E 8 i U8j versus H(ij)l : 8 E 8fn8j. Their tests have often been IUTs, with rejection region Rij = Ri nRj, where~and Rj are size-a rejection regions of Hio and Hjo, respectively, but Ri and Rj have been specifically chosen so that their intersection is a "large" set and the test is powerful. Shirley (1992) and Saikali (1996) specifically considered alternative hypotheses with more than two intersections. But, these constructions tend to be more complicated and we will not consider them herein.
Tests of two individual hypotheses at a time can be combined to obtain a test of (8). Liu and Berger (1995) pointed out that, if p is even, we can pair the hypotheses and express (8) as
is the rejection region of a size-a test of H2i-I,2i,O : 8 E {8(2i-I)O U 8(2i)O}' then R = nf~~R2i-I,2i is a level-a rejection region of (8). If the R2i-I,2iS are chosen carefully, this test should be more powerful than an IUT constructed from p tests of the individual HiOS.
If p is odd, Liu and Berger (1995) suggested that H po be paired with another hypothesis say HIO, the size-a rejection region Rp,l for Hp,l be chosen and used in forming an IUT. But, this is unnecessarily complicated. The null hypothesis in (8) can be expressed as From this is is clear that any size-a rejection region for testing H po : (J E 8 p can be used to intersect with the other rejection regions to yield a level-a IUT of Ho. As always, consideration of how these rejection regions will intersect might yield more powerful tests.
In the remainder of this paper, we will concentrate on tests for one intersection.
JUT construction for one intersection (p = 2)
In this section we will propose two methods of constructing an IUT for the case that the null and alternative hypotheses consist of one union and one intersection, respectively. These methods have a certain optimality property that should help ensure that the resulting IUTs have good power. Whenever an IUT is used, there should be concern that the resulting rejection region is too small and the test has poor power. If the rejection regions that are intersected do not have many points in common, the resulting rejection region will be small. If an IUT rejection region is formed as R = RI n R2, it would be ideal if RI = R2 (= R). Then no sample points at all are lost in the intersection, and R is as large as possible, in some sense. The constants k l and k 2 in Section 2 of Wang and McDermott (1996) and d in Liu and Berger (1995) are "tuning constants" that are used to adjust RI and R2 so the their intersection is as large as possible. In this section, we give a construction that, under general conditions, always yields R I = R2 = R.
One particular advantage of having RI = R2 = R is that the size of R, as a test for H o , is the maximum of the size of R = R I as a test of H IO and the size of R = R2 as a test of H2o, because
The two values in the "max" are the sizes of R as a test of the two individual hypotheses. We consider this general model. Let VI and V2 be two real-valued parameters. We consider testing versus HI : {VI> O} n {V2 > O}.
We assume the parameter space is a rectangle of the form {(VI, V2) : 
Thus, if PO,1I2 ((Tl' T 2 ) E R) S a, for all V2, R is a level-a rejection region for testing HlQ. Hence, the test that rejects Ho if T l 2: Cl,a and T 2 2: C2,a is a level-a test of H o . This test is analogous to the SlUT in (6). In fact, by results in Lehmann (1952) and (9), this test is the UMP, size-a, monotone test of Ho. Now we will describe two other size-a tests of Ho that are uniformly more powerful than this test.
Rectangle test
The test we describe in this section we will call Test R (for Rectangles). It is a generalization of a test in Berger (1989) . Recalling that 0 < a < 1/2, define the integer J by the inequality J -1 < (2a)-1 S J. Then, for i = 1 and 2, define constants c&, ... ,c~by
(Note, if (2a)-1 is an integer, as it is for a = .10, .05, and .01, then c~= F i -l (l -Ja).)
J is a size-a rejection region for HlQ, H20, and Ho, and this test is uniformly more powerful than the UMP, size-a, monotone test. The rectangle R l is the rejection region of the UMP, size-a, monotone test. So, obviously the test based on R is uniformly more powerful. It remains to show that the size of R is a.
To verify that R has size at most a for testing H IO , by (11) we need consider only parameter points of the form (0, V2). Using the notation in (11) we have Calculating as in (11), for any value of 1/2 we have
PO,v2((TI, T2) E R) = i:PO( TI E R(t2))!2(t211/2) dt2
(Note, the first inequality is an equality if (2a)-1 is an integer.) Therefore, by the argument at (11), R is a level-a rejection region for testing H IO . Because R 1 C Rand R 1 is a sizea rejection region for testing H IO , R is, in fact, a size-a rejection region for testing H IO .
Reversing the roles of T 1 and T2 in this argument shows that R is a size-a rejection region for testing H2o. Thus, R is a size-a rejection region for testing H o .
It is very easy to check if a sample point is in R because of the simple definition of R in terms of the rectangles Rj. An example of such an R is shown in the left graph in Figure 1 (to be discussed more later). But some have criticized the "jagged edges" on R. Next we describe another test that has smoother edges.
Smoother test
The test we describe in this section we will call Test S (for Smooth). It is a generalization of a test in Wang and McDermott (1996 
P O ,v2((T I ,T 2 )
E R) = aP v2 (T2 2: m2) = PO,v2((T I ,T 2 ) E Rs),
Pv1,o((T I ,T2)
E R) = aP V1 (TI 2: ml) = Pv1,
o((T I ,T2) E Rs).
If (2a)-1 is not an integer, the power of Test R is slightly less than the power of Test S on the boundary of H o because the cross-sectional probabilities for Test R are less than a near zero. A power comparison of these two tests for a normal model is given in Section 5. 
Relationships with p-values
New Tests for Normal Sign Testing
We now return to the problem of sign testing for normal populations. That is, we consider the problem of testing (2). We will discuss the new Tests Rand S from Section 3.2 for this model. In this discussion we consider only p = 2 populations, realizing that tests for two populations could be combined for more populations as discussed in Section 3.1.
Recall that we will base our tests on the two statistics T I and T 2 • Ti has a noncentral t distribution with ni -1 degrees of freedom and noncentrality parameter Vi = ABi/a-i'
Hypotheses (2) about the normal means can be equivalently express in terms of the noncentrality parameters as (7). The test constructions in Section 3.2 can be used for this normal model because the noncentral t distributions satisfy all the required conditions. The distributions F I and F 2 are central t distributions, so mI = m2 = O. The only condition that requires verification is (10). This theorem verifies (10).
Theorem 1 Let T be a random variable with a noncentral t distribution with r degrees of freedom and noncentrality parameter v. Let A be a subset of {t : t 2: O}. Then for any v::; 0, PII(T E A) ::; Po(T E A).
Proof: The random variable X/ JV/r has the same distribution as T if X and V are independent, X '" n(v, 1), and V has a chi-squared distribution with r degrees of freedom. Let f(v) denote the density of V, and, for every v> 0, let A(v) = {x: x/Jv/r E A}. Then,
For every v > 0, A(v) c {x : x 2: O}. This implies, by Theorem 2.2 in Berger (1989) , if
as was to be shown. D Thus, the Tests Rand S from Section 3.2 are size-a tests that are uniformly more powerful than the LRT and the UMP monotone test for sign testing about normal means.
We now express Rand S in terms of t distribution percentiles and the central t cdfs F I and F2. (Recall, F i is the cdf of a central t distribution with ni -1 degrees of freedom.)
Test R for normal model For j = 1, ... , J -1,
The rejection region for Test R, for the case of a = .05, nl = 2, and n2 = 40, is shown in Figure 1 . This might be compared with Figure 2 in Berger (1989) . In that figure, the two marginal distributions are the same, and the rectangles (squares in that case) are centered on a straight line from (0,0) to (za, za) . In this example the two distributions, F I and F 2 are different and the rectangles are centered on a curved line from (0,0) to (ta,nl-l, t a ,n2-1 ).
The curved line is defined by t2 = F2-I(Fdtl))' The rejection region for Test S, for the case of a = .05, nl = 2, and n2 = 40, is shown in Figure 1 . This might be compared with Figure 3a in Liu and Berger (1995) (although that figure is not exactly for this hypothesis). In that figure, the rejection region is centered on a straight line; here it is centered on the curved line t2 = F2-I(Fdtd).
In their Table 3 , Liu and Berger (1995) discussed adjusting their rejection regions so the they had the biggest possible intersection. the point of the constructions of Test Rand S is that this is not necessary. The same rejection region is used to test both H IO and H20, and no points are lost in the intersection. 
Power Comparison
We now compare the powers of three normal sign tests. Specifically we compare Tests R and S from Section 4 and the SlUT from Section 2.2. In our comparisons, a = .05. We consider two sets of sample sizes, n1 = n2 = 21, and n1 = 40, n2 = 2. In both cases, the total sample size is 42. Thus, we will be able to see the effect of balanced versus unbalanced sample allocation on the powers. First we compare the size functions of the tests, then we compare the power functions on the alternative. All of these calculations were performed using IMSL Fortran routines for probability calculations and numeric integration.
Size comparison
The size function of a test is the power function on the boundary of H o . Figure 2 shows the size function for Tests R, S, and SlUT. In these graphs, the size function is a dashed line for Test R, dotted line for Test S, and solid line for the SlUT. By (14), the size functions for Rand S are, in fact, exactly equal in these cases because (2a)-1 is an integer. Indeed, for this normal problem, the size functions for both Rand S are
where Z has a standard normal distribution. We see that the size function for Tests Rand S on the axis where Oi is nonzero depends only on ni, Oi, and ai; it does not depend on the sample size or variance of the other population. Also, the size function is strictly increasing in ni. These graphs in Figure 2 show the size functions on the two boundaries of H o , the (0 1 , 0) axis and the (0, ( 2 ) axis. In the equal sample sizes case, the size functions are the same on both axes, so there is just one set of graphs. In the unequal sample sizes case, The top dotted/dashed and solid lines are for the ((h, 0) axis, and the bottom lines are for the (0, ( 2 ) axis. Recall, 0 1 corresponds to the larger sample size, n1 = 40, and O 2 to the smaller sample size, n2 = 2. In these graphs and in Figure 3 , the horizontal axis is d = (O? + 0~)1/2, the distance of the parameter point from the origin.
An unbiased test would have size function identically equal to a on the boundary. There is probably not a nonrandomized, unbiased test for this problem. (See Lehmann (1952) for a similar argument.) But, we would like the size function to rise to the value a as quickly as possible as d increases. We see that the size functions of Tests Rand S increase much more rapidly than the size function of the SlUT.
Power comparison
Portions of the power functions for Tests R, S, and SlUT are shown in Figure 3 . The left column contains graphs for the equal sample sizes case, and the right column contains graphs for the unequal sample sizes case. The graphs show the power functions on the three lines extending from the origin that make angles of 311" /8, 11"/4, and 11"/8 In all cases, the power functions of Tests Rand S are almost indistinguishable. There seems no practical reason to choose one of these tests over the other, based on these power functions. But, for every parameter point we considered, the computed power for Test R was equal to or greater than the computed power for Test S. Thus, Test R may have a theoretical advantage over Test S. This possibility deserves further investigation.
The powers of Tests Rand S are seen to be much superior to the power of the SlUT, and, hence, also much superior to the power of the LRT, because the SlUT is uniformly more powerful than the LRT. The improvement is biggest near the origin, where the SlUT has poor power. For example, in the unequal sample size case, when (01,0 2 ) = (.19, .46) (d = .5, top graph), the powers for Tests Rand S are about .078, while the power for the SlUT is only .033, an improvement of 136%.
To compare the power functions in the equal and unequal sample sizes cases, note that different scales are used in the left and right columns of Figure 3 . For all the parameter points shown and all three tests, the power function of a test appears to be the same or higher with equal sample sizes than with unequal sample sizes. For example, for (0 1 , ( 2 ) = (.19, .46) again, Test R has power .170 with equal sample sizes and has power .078 with unequal sample sizes. It appears that for all these tests, choosing equal sample sizes will, in general, yield the best power. However, this power domination is not uniform over the whole alternative parameter space. The size functions for the unequal sample size Tests R and S are strictly bigger than the size functions for the equal sample size Tests Rand S on the 0 1 axis. See Figure 2 and (15). So, because the power functions are continuous, there is a region in the alternative, near the 0 1 axis, where the powers of the unequal sample size tests are higher than the powers of the equal sample size tests. 
Conclusion
In this paper, we have presented some general theory regarding improved tests for the sign testing problem. For normal populations, the new Tests Rand S are shown to have much better power than the LRT and the simple intersection-union test. In the examples we considered, Tests Rand S had very similar power.
