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RESUMEN 
En esta investigación presentamos una generalización de las proyecciones 
ortogonales en un espacio de Hilbert H Estudiamos para ello la forma 
sesquilineal acotada ( ) HxH—.0 definido por (e  q) =(As q) e qEH con 
A E B(H) Probamos bajo qué condiciones un operador Te: B(H) es un A 
adjunto de LEB(H) y cuando se cumple que CA=AT y A T = T A es decir 
cuando el operador T es A autoadjunto Finalmente estudiamos el conjunto 
P(A,S)={QEB(H) Q2 =Q R(Q)=S AQ=QA}de¡ que surge el concepto de 
compatibilidad esto es cuando P(4,S) * 0 Caracterizamos la compatibilidad 
del par (A S) consideramos para ello la representación matncial de A la 
proyección ortogonal sobre S P = P, el Ran(PAP) entre otros Entre las 
condiciones de compatibilidad para el par (A S) que presentamos están 
S+S=H o si existe un subespacio cerrado WÇS1  tal que SeW=H 
donde S ={xeH (xz)=O para todo zES} 
ABSTRACT 
In this investigation we present a generalizaton of te ortogonal projections in a 
space of Hilbert H We studied for that purpose te bounded sesquilinear form 
( ) HxH—*C defined by (si» =(At-q) SqEH wtth AEB(H) We 
proved under what conditzons an operator TE 8(H) is an A-adjoint of L E B(H) 
and when it is tue that CA = ATand AT = T A that isto say when te operator 
T 	 is 	 A selfadjoint 	 Finally 	 we 	 studied 	 te 	 set 
P(A,S)={QEB(H) Q2 =Q R(Q)=5 AQ=QA} from which te concept of te 
pair compatibihty comes up that is when P(A S) * 0 we charactenzed te 
compatbility of te pair br that we took into account te matnx representaton of 
A te ortogonal projecton ovar S P = J te Ran(PAP) among oters 
Among te compabbility condrhons for te pair (A S) that we presentad are 
= Hor if tere exists a closed subspace W _c S' such that se w= Ji 
where 51  ={xcH (xz)4 =OforeveiyzeS} 
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INTRODUCCIÓN 
En Geometría las proyecciones han sido estudiadas durante los ultimos 50 
años especialmente desde los inicios de la Teoría espectral Las aplicaciones 
que éstas tienen en la Geometría y en diversas áreas de la Matemática (Teoría 
de muestreo Teoría de marcos problemas de mínimos cuadrados entre otros) 
han hecho que su estudio cobre cada vez más interés particularmente el caso 
de las proyecciones ortogonales 
El tema central del trabajo radica en producto interno ( ) H x ¡1 -* C definido 
por 
(s a» = (As q) eqeH 
donde A es un operador lineal acotado positivo 
En el primer capitulo nos centramos en el estudio de los distintos tipos de 
operadores que se presentan en un espacio de Hilbert probando las propiedades 
más sobresalientes sobre ellos 
En el segundo capítulo estudiamos los operadores positivos demostramos bajo 
qué condiciones un operador es positivo Definimos la raíz cuadrada de un 
operador y probamos el teorema de existencia y unicidad También definimos el 
operador proyección demostramos teoremas sobre su existencia y 
establecemos resultados de convergencia de sucesiones de proyecciones 
En el tercer capitulo estudiamos el producto interno ( ) De este nuevo 
producto interno surge el concepto de operadores A adjuntos para un operador 
Le 8(H) esto es operadores en los que (L (x) y) = (x W(y))4 para todo 
x ye H y con W e B(H) Demostramos teoremas que nos permiten caractenzar 
su existencia entre ellos el Teorema de Douglas el cual relaciona la existencia 
de operadores A adjuntos con soluciones de la ecuación Al = rA 
2 
Además estudiamos las proyecciones que son autoadjuntas con respecto al 
producto interno ( ) esto es proyecciones Q en las cuales 
AQ=QA 
A tales proyecciones también se les conoce como A autoadjuntas Probamos 
que Q es A autoadjunta si Ker(Q)ç(Ran(Q)) lo que equivale a que 
(Q(e)Q(e)) :5(e e) para todo «EH 
El primero de los trabajos correspondientes a un estudio sobre la teoría de las 
proyecciones A autoadjuntas pertenece a M O Krein [34] Luego le siguieron los 
trabajos de A C Zaanen [54] W T Reid [49] y J Dieudonné [24] Entre trabajos 
más recientes están los realizados por P Cojuhan 1111 y S Hassi [31] 
Finalmente se estudia la compatibilidad del par (A S) es decir cuando el 
conjunto 	 P(AS) 	 es diferente del vacío 	 (P(A,$) * ø) 	 con 
P(A,S)={QEB(H) Q2 =Q R(Q)=S AQ=QA} donde R(Q) indica el rango 
de  
Probamos que un operador Q es A autoadjunto si y solo si Ker(Q) ç (Ran(Q)) 
con Q€ B(H) y Q2 = Q Demostramos que la compatibilidad del par (A S) 
equivale a que S+SA=H  o a que la ecuación (PÁP)X=PA(1—P) admita 
solución También demostramos que la compatibilidad del par (A S) se venfica 
si 5 + Ker(A) es cerrado o que él Ran (PAF) sea cerrado 
La noción de compatibilidad fue introducida por O Corach A Maestnpien y D 
Stojanoff [13] y ha sido estudiada para diferentes clases de operadores 
CAPÍTULO 1 
OPERADORES ESTÁNDAR EN UN ESPACIO DE 
• ii• P-It átfll 
-q  
U Operadores estándar en un espacio de Hllbert 
11 Operadores lineales acotados 
En esta sección X y Y son espacios vectonales sobre el cuerpo 
K(K=RoK=C) y 7" D(r)czx—*Yserá un operador lineal donde D(r) es un 
subespacio vectonal de X 
En el siguiente teorema se caractenzan los operadores lineales continuos el 
cual sirve de motivación para introducir los operadores lineales acotados 
Teorema 11 1 Sean X Y espacios normados y r D(T)c x -->Y un operador 
lineal Los siguientes enunciados son equivalentes 
a) T es uniformemente continuo 
b) T es continuo 
c) T es continuo en O 
d) Existe un numero real positivo k tal que 11 T(x) :5 k lkl para todo  e D(T) 
Demostración 
a=> 1, ) Por hipótesis y definición de continuidad 
b=c ) SiTescontinuoenX entonces lo es en oeX 
cd) Sea c=I Como Tes continuo enO existe un 8>0 tal que 
=. 1 T(x)— T(0)=T(x)11 25 e=1 	 (s) 
ii 
Sea xer(r) nO Tomemos 
8 
W= 
Note que 11 wj= 8 Luego por ( )setieneque 11T(w)115I O sea que 
II 
X 1 II 	 1 
tjxV )D 
de donde 
5 
II T(x) FI X-11  
OT(x)j:55 
Además 
IIT(0) 11~ 8 11 0 =o  11 
Así se tiene que 11 T(x) :5 k N para todo x e D(r) donde k = 5 
da )Supongamos que existe un keR k>O tal que 
O T(x) :5kN para todo xeD(T) 
Sean x y (-= D(T) entonces 
6 
	11 T(x)-T(y) 	 T(x-y) 	 k jj 	 11 
Esto implica que T es Lipschitziano Por consiguiente T es uniformemente 
continuo 
Definición 111 Sean X Y espacios normados y T D(r) c x -> y un operador 
lineal T es un operador lineal acotado si existe un numero real positivo k tal que 
T(x) :5kx 11 para todo xED(T) 
La norma de un operador lineal acotado T se denota por jj T 11 y se define por 
IITII=tIff{kER T(x)Q:5kIIxO vxeD(T)} 
Denotamos 
B(XY)={ r x — y T es un operador lineal acotado 
Si X=Y escribimos B(X Y)=B(x) 
Teorema 11 2 Sean X Y espacios normados y r o(r) c x -, 1' un operador 
lineal acotado Entonces 
	
-Sup 	 XED(T) x~o} 
1LM 
y 
7 
11 r(x)V~DTD 1  1 para todo x€D(r) 
Demostración 
Si T es un operador lineal acotado entonces existe un numero real positivo k tal 
que 
11 T(x) 11:5k11 x1 
	
para todo xEE)(T) 
lo cual equivale a que 
para todo xeD(r) x#O 
11 X 11 
Consideremos el conjunto 
A= {kciR llTNIkkIIxH VxeD(7')} 
entonces 
1 T 11 = mf(A) 
Sea keA entonces 11 T(x) :5k11x11 para todo xED(T) Por lotanto 
T(x) 
:5k para todo XED(T) x;eO 
X 11 
Luego k es una cota supenor del conjunto 
xeD(T) x#o} 
IMI 
8 
Así Sup(B):5k para todo k€A De donde 
Sup(B)sTQ 	 (1) 
Sea M una cota superior de B entonces 
T(x) SM para todo xeD(r)x*O 
11  
Por lo tanto 
ffT(x) 1:5MOx1i para todo xeD(r) 
De donde Me A Por consiguiente 
OT~M para toda cota supenorM de B 	 (2) 
Así de (1)y(2) se tiene que 
11 Tff=Sup(B) 
O sea que 
11 T = 	 111 
	
vxcL*r)} 
í flT(9j 
SUPf xeD(T)x*O} IMI 
Además 
9 
T(x) 11 1 	
-,r1 para todo xeri(r) x#O 
de donde 
11 T(x) 
	
para todo xeD(T) 
Corolario 111 Sean X Y espacios normados y r D(T) c x -> y un operador 
lineal acotado Entonces 
a) Si x —x con x XED(T) entonces T(x )—*T(x) 
b) Ker (r)={xcD(T)T(x)=O } es cerrado en «r) 
Demostración 
a) Supongamos que x -, x con x X E D(T) Entonces 
Ir(x )— r(x)o=aT(x 
	
1111 
- xli 
Por lo cual T(x ) —* T(x) 
b) Sea X E Ker (T) c «r) entonces existe una sucesión { x r.. en Ker (i') tal 
que x --> x Luego por la parte (a) de este corolano se tiene que 
T(x )-+r(x) Como x c Ker (r) se tiene que r(x)=o para todo n De 
donde T(x)=O Así xE Ker (T) y Ker (T) es cerrado en D(T) 
10 
Teorema 1 1 3 Sean X Y espacios normados y 1' «r) c x -,. y Ufl operador 
lineal Entonces 
a) 111 = Sup (1 T(x) 11 xcD(T) IIxII=I} 
b) 111= sup{jr(x) xeD(T) Qx#<i} 
C) 
	 jJJI= sup{Jjr(x) XED(T) llx}J:5 I } 
Demostración 
a) Del Teorema 11 2 se tiene que 
T St 
T(x) 	
= SUP_T)Q r(_L_') I T(x) I = bT
— Dxv 	 ) 
Así pues 
Q TIl=sup1H T(x)=Sup{ 
 IIT(x)II xeD(T) O xlI= 1} 
(b) y (c) se prueban de forma similar 
Teorema 1 1 4 Sean X Y espacios formados y r D(r) c X --> y un operador 
lineal los siguientes enunciados son equivalentes 
a) T es un operador lineal acotado 
b) Si A c D(T) es acotado entonces T(A) es acotado en Y 
DemostracIón 
11 
a => b) Si T es un operador lineal acotado por el Teorema 11 2 se tiene que 
jT(x) Viril lixil para todo xeD(T) 
Sea A c D(T) acotado entonces existe un ME III, M >0 tal que 
11 x11:5M para todo xeA 
Sea y E r(A) entonces existe un x e A tal que y = T(x) Luego 
:5 M 11 7' 
Por consiguiente T(A) es acotado en Y 
b =>a ) Sea 
A={xeD(T) Dx1:5I} 
entonces A es un subconjunto acotado de D(T) Luego por hipótesis existe un 
M>O tal que 
para todo xeA 
Sea xeD(T) x * 0 Entonces _fIEA  Por lotanto 
x 11 
12 
de donde 
T(x) 11:5M1x1 para todo XED(T) 
Por consiguiente T es un operador lineal acotado 
Teorema 115 Sean X Y espacios normados El conjunto 
¡$x )=(r x — y/Tes un operador lineal acotado 
es un espacio vectonal sobre K con las operaciones usuales de funciones 
Demostración 
Sean s Te $x y) Entonces para todo x eX y para todo 2€ K se tiene que 
(s + T)(x) 	 s(x) + li T(x)  11 
x 11 
(a s)(x) 11 =-111 s(x) 
51 6:?.  111 S 111  x 
Por lo tanto S+ T y 2 S están en B(X y) De donde B(x y) es un espacio 
vectonal sobre K 
13 
Teorema 1 16 Sean X Y espacios normados La función 
11 11 B(XY)—*IR 
Th4 IITII=mf{keR IIT(x)IkkIkII VxED(T) fr SUPxeo O t 
es una norma sobre $x y) 
Demostración 
a) Por definición se tiene que IT 0 
( D b) DTD=O . 	 r(x) Supl 	 xcD(T) 
1 kV 
T(x) 1 
'=0 VxeD(T),x*0 
11  
T(x) 1=0 VxeD(T) nO 
T(x)=0 VxeD(T) 
c T=O 
Í0 T(x) 
C) VÁTV= Sup -¿T(X) 11 xeD(T) xvEO} 
1 Dxb 
= slip xemr) x;Eo} 
flI 
ftxO 
T(x) 
= 2Sup 	 xeD(T) x*O} 
t  
= 
14 
d) Sean sreB(xv) 
Luego 
fi ( 2' + S)x 11 = 11 T(x) + S(x) 11 
fi r(x)  fi + 11 s(x) 11 
fi ' flix fiHIS  + I 	 fi fi x  fi 
=(firfi +fiSfi )fixfi 
11(S+T)(x)1:5(1Tfl+fiS)flx1 para todo xeD(r) 
Por consiguiente 
fi ( 2' + 8) fi 	 fi T  fi + fi s  fi 
Definición 1 1 2 Sea X un espacio normado sobre K A los elementos de 
B(x K) ese les llama funcionales lineales acotados Al espacio B(X K) se le 
llama el espacio dual de X y se denota por X 
Teorema 1 1 1 Sean X Y espacios normados Si Y es un espacio de Banach 
entonces B(x y) es un espacio de Banach 
Demostración 
Sea {T }° una sucesión de Cauchy en B(x ) Como toda sucesión de 
Cauchy es acotada existe un M > o tal que 
15 
T :5M para todo neN 
Sea x E X entonces 
T(x)—T (x)I=E(T -1Xx) 
5T —T 1111x 
	
- 
Por lo tanto { r (x) r es una sucesión de Cauchy en Y Como Y es completo 
existe ¡un T(x)EY para todo xeX 
Definamos el operador 
T D(T)CX -3.Y 
T(x) = lun T (4 
Probemos que T es lineal En efecto sean X ye X ya fi  e K entonces 
r(cix+py)=lun ..j (cm +py) 
=lun .jaT(x)+/JT(y) 1 
=aiím ...j(x)+fllun T(y) 
=aT(x)+/3T(y) 
Probemos ahora que T es un operador lineal acotado En efecto sea 
xe X entonces 
16 
fi 
T(x) 11 = 11 lfrn 	 T (x) 11 
=1,m 	 DT(x)fl 
~-hlím 	 11  1111  11 
:5 lh'tz 	 M 11 x 11 
= M 
fi x 11 
Por lo cual T es un operador lineal acotado y T E B(x y) 
Probemos ahora que T —* T En efecto sea e> O Luego existe un N >0 tal 
que 
n mi!N='fiT — T ficze 
Sean xEX y n ,n2tN entonces 
11 T(x)— T (x)~51T —T fiIfix 11 
<cfi x fi 
Luego para nIN se tiene que 
11  (x)—T(x)fl=T (x)-hm 	 T (x) 11 
=lbn 	 II T(x)—T (x)V 
25lfrn 
17 
lIm,_tII x =tII x 11 
de donde 
(r 
-TXx)O1<6 para todo X E X x*O 
Ox 
y 
(T
- 
 T(x) 11 
9 OT —T= 5up 
1* 
Así pues 
ib,; T =T 
Por lo tanto a(x y) es un espacio de Banach 
Corolario 112 Sea X un espacio normado Entonces el dual X es un espacio 
de Banach 
1 2 Operador adjunto en espacios de Hllbert 
Un resultado fundamental del cual se obtiene uno de los operadores más 
importantes en el Análisis Funcional es el Teorema de Representación de 
18 
Riesz para funcionales lineales acotados sobre un espacio de Hilbert H el cual 
presentamos a continuación 
Teorema 12 1  Sean II un espacio de Hilbert Y  H -+KUn funcional lineal 
acotado Entonces existe un unico Z EH tal que 
f(x)=(x z) paratodoxeH 
Además 
= 	
o 
Demostración 
Si f = o tomamos z = O y se venfica lo Indicado Por lo que consideremos 
f # o Como f es un operador lineal acotado entonces Ker (f) es un 
subespacio cerrado de H (Corolario 111) Además como H es un espacio de 
Hilbert se tiene que 
H=Ker(f)EBKer(f 
Sea z E Ker (fy tal que z *O Para xeffdefinamos 
V f(x)z —f(z )x 
Luego 
f(v)=f(x)f(z )—j(z )f(4=0 
19 
de donde 
VE Ker (f) 
Como z eKer(ft se tiene que (y z )=o por lotanto 
O=(v z 
=(f(x)z —f(z )x z 
=f(xXz z )-f(z)(xz) 
por consiguiente 
f(z) (x;) 
Denotemos 
1(z) 
2- ZO o zo r 
Luego 
f(x)=(x z) para todo XEH 
Probemos la unicidad de z En efecto supongamos que 
20 
f(x)=(x z )yf(x)=(x z) 
para todo X EH Luego 
(x 2-2 )=o paratodoxeH 
Tomando x = z - z En se obtiene que 
(z-z z-z 
de donde 
-z =OY z = z2  
Probemos ahora que Vfft=ft 
Si f=o entonces z=O yporlotanto lf D=Dz=O 
Supongamos que f * o Luego 
f(x)=(x z) para todo xeH 
Note que 
o z = ( z z) 
=f (z) 
= f(z) 
f z 
21 
Como z#O setieneque 
1  :5 f 1 	 (1) 
Por otro lado para todo x EH se tiene que 
-4 
f(x)=I(x z) 
de donde 
11 fD :5 fi z 11 	 (2) 
De (1)y(2) se tiene que 
Teorema 12 2  Sean ti, H. espacios de Hilbert y Te B(H ti2 ) Entonces 
existeununico rcB(H, H1 ) tal que 
(T(4 y) = (x T (y)), 
para todo x e u, y € H. Además 
ITIJ=JIT O 
Demostración 
22 
Sea y 
€ ti2 Definamos el operador 
f, H, -->K 
f, (z) = (T(z), y) 
Luego j, es un operador lineal y 
f(z) = (T(z) y) ~ T(z) y ll --S( T jy ll )jj z 11 
para todo z € u, Esto implica que f,, € 
Por el Teorema de representación de Riesz existe un unico zy e H, tal que 
f(x)=(xz) para todo XEH, 
Definamos el operador 
T H2 —H1 
T 
Note que 
(x 7' (y))=(x z,)=f,(x)=(T(xXy) 
Así 
(x T (y»=(T(x)y) para todo XEH y para todo yeN2 
23 
Verifiquemos que T es operador lineal En efecto sean y, y2 e H a fi e K 
entonces 
T (qy 1 +fiy2))=(T(x) ay, + Pv2 ) 
=i(T(x) y1)+(T(x) y2) 
=i (x T (y1))+(x T (Y2)) 
a  (y1))+  (x fil' (p2)) 
=(x a  (y1)+JJT (Y2))  para todo xen1 
Por consiguiente 
T (ay1 +fly2)=aT (y1)+flT (Y2) 
Ml T es lineal 
Verifiquemos que T es un operador lineal acotado En efecto 
11 r(y2)í=(r(y2) T(y2)) 
=('T (Y2) y2) 
T(T (Y2)) 
:5 11 T 111 T 	 111  021 
24 
Si 1 T (Y2)k0  entonces 
T 
Si 11 T (Y2)H0  entonces 
1  (j.'2)5Ty2 O 
11 T (y2 ) :111T y2 	 para todo y 2 EH 
Por lo tanto T es un operador lineal acotado y O T 	 T 
Probemos ahora que 11  11=1r11 
Sea X E H, entonces 
11 T(x) 02  = (T(x) T(x)) 
=(x T (T(x))) 
-51x 11  (T(x))11 
11  1111 
	
V T(x) 
De forma similar al caso antenor se tiene que T(x) 	 r li x 11 para todo 
xeH I  
25 
Ml 
1 	 11:5 11 	 11 
De todo lo antenor se tiene que 1  O = 11  
Finalmente probemos la unicidad de T 
Supongamos que s, s2 e a(H, H1 ) son tales que 
(T(x) y)=(x S1 (y))=(x S2(y)) 
Luego 
(x (S1 —S2 )y)=O para todo xeH 1 
De donde 
S(y)=S2(y) para todo yeN2 
Así 
I =2 
Por lo tanto T es unto 
DefinicIón 1 2 1 Sean H1 
'2 espacios de Hilbert y r€ B(Is, H2 ) El operador 
T del teorema antenor se te llama el operador adjunto de T 
26 
Teorema 123 Sean X y Y espacios con producto interno y Q X—*Y un 
operador lineal acotado Entonces 
a) Q=Osiysolosl(Q(x)y)=OparatOdOxEX yycY 
b) Si Q x->x donde X es complejo y ( Q(x) x)=o para todo xcl 
entonces Q = O 
Demostración 
a) Si Q=O entonces Q(x)=O para todo x€X Luego 
(Q(x)y)=(Oy)=O 	 para todo xexyeY 
Recíprocamente si (Q(x) y ) = o para todo X E 1 y E Y entonces 
fi QO2 = (Q(x) Q(x)) = O 
para todo xel Por lotanto Q(x)=O para todo xel Así Q=O 
b) Por hipótesis (Q(z) z)=O para todo z=2x -t-y x ycX 2EC Esto es 
O =(Q(2r+y) ¿r+y) 
=(ÁQ(x)+Q(y)Áx+y) 
de donde 
O =2(Q(x) x)+(Q(y) y)+2(Q(x) y)-i-kQ(y) x) 
Los dos primeros términos de la igualdad son cero por hipótesis 
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Si 2=1 entonces 
(Q(x) y)-4-(Q(y) x)=O 
Si 2=: entonces 
(Q(x) y)-(Q(y) x)=O 
Por lo tanto 
(Q(x)y)=O para todo xyEl 
Así por la parte (a) se tiene que Q = O 
Teorema 1 2 4  Sean 11, 112  espacios de Hiibert y TE 9(I-I, '2) entonces 
a) Ker(fl=(Ran(T ))1  
b) Ker(T)=(Ran(fl 
c) Ker(T )={O} si y solo sí Ran(r)es denso en u, 
Demostración 
a) Probemos primero que Ker(7) c (Ran (T ))i 
Sean xeicer(T)y zeRan(T ) Luego existeun y€H 2 tal que T (y)=z 
Por lo tanto 
(x z)=(x T (y)) 
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(x z)=(r(x) y) 
=(o y) 
O sea que (x z)=o para todo ZERtJn(T ) Esto implica que 
xE(Ran(T ))' Así se tiene que 
Ker(flc (Ron (T ))i  
Probemos ahora que (Ran(T))1  c Ker(T) 
Sea x € (,tan (2" )y Luego 
T (T(x))€Ran(T ) 
Por lo tanto 
(x T(T(x)))=O 
De donde 
11 r(x)r =(r(x) T(x))=O 
Por consiguiente T(x)=O y xeKer(T) 
Así 
(Ran(T))' c Ker(T) 
De todo lo antenor se tiene que Ker(T) = (Ran (T))' 
b) Por la parte (a) tenemos que 
Ker(T )=(Ran(T))1=(Ran(T) 
c) Recordemos que 
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(Ran(T) =fran(rfr 
Luego por la parte (b) se tiene que 
Ker(T )={o}c(iian(r))={o} 
(kan (r))1 = { o 
Como H. es un espacio de Hilbert 
H 2 =Ran(T)+(Ran(T)) 
Por lo tanto 
Yer r)={o}H2 =(fl 
cRan(r) es denso en H 2  
Corolario 12 1 Sean H un espacio de Hilbert y Te B(H) tal que Ran(T) es 
cerrado en H Los siguientes enunciados son equivalentes 
a) T es invertible 
b) Ker(r)={o}yexisteun a>Otal que¡ T(x)kax 1 para todo xeH 
Demostración 
a = b) Supongamos que T es invertible luego existe r' e B(X) tal que 
11 x 11 = T'T(x) :5 T 	 T(x) 11 
por lo tanto 
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DT(x)D1:11T 'í'DxD 
tomando a=Dr'í' sevenficaque IT(x)12:a1x11 para todo XEH 
Por otro lado sea x E Ker(T ) entonces T (x) = O Note que 
x r =(x x)=( 7T(x) x )= (r'(x) T (4)=o 
De donde x=O porlo cual Ker(T )={O} 
ba) Como Ker(T)={O} por el Teorema l 24(c) Ran(T) es denso en H 
Pero como Ran(T) es cerrado en H se tiene que Ran(T) = H Así T es 
suryectivo 
Por otro lado supongamos que T(x) = O entonces 
O = 11 T(x) J .It a 1 x O ~- O 
lo que implica que x = O Así pues T es inyectivo y por ende buyectivo 
Finalmente sea y e H luego existe un X E 1! tal que T(x) = y de donde 
r (y)=x Así 
= x 1 --S1 11 T(x) 11 = 111 y 
Por consiguiente T' es un operador lineal acotado es decir T es unvertible 
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Teorema 12 5  Sean u, u, espacios de Hilbert y S Te B(H1 H2 ) 
a e K Entonces 
a) (T (y) x)=(y T(x)) para todo xeH1 yeH 2  
b)  (s+r) =s +r 
C) (e) =&r 
d)  (T ) =r 
e)  VTD=fr7'j=rr 
f)  TT=Oc.T=O 
g)  (ST) = T S 	 SIH3 =H2  
Demostración 
a) Sean XEH1 yeH 2 	 entonces 
(T (y) x)=(x TQ')) 
=(y T(x)) 
b) Sean x e ¡1, ye "2  entonces 
(x (S+T) (y))=((S+TXx) y) 
= (S(x)+ T(x) y) 
=(S(x) y)+(T(x) y) 
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- 	 (x (S+T)(y))=(x S (y))+ (x T (y)) 
Así 
(x (s+TJ&))=(x (s+r)(y» 
para todo x € ji y € H Por consiguiente por la unicidad del operador adjunto 
(s+r) =s +r 
e) Sean x  j1 y e H2 entonces 
((afl (y) x) = (y (aT)(x)) 
= ( y a(T(x))) 
= d(y T(x)) 
= d(T (y) x) 
= (dr (y) x) 
Luego (aT) =r 
d) Notemos que (T) = T Luego 
(T (x) y)= ((X) T (y)) 
= (T(x) y) 
Por loque r(x)=T(x) para todo xeH Así pues T =T 
S) Sea x E H entonces 
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11 T(x) 1 2 = (T(x) T(x)) 
Luego 
T(x) :5 jj r fl 
para todo x E H Por consiguiente 
oros \/gr TI 
y 
O r 12 s  T ro 
Así 
Por otro lado por el Teorema 12 2 
1  ro s o r  OOrO=OrOOrO=Irli2 
Por consiguiente 
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II r 02  = I T T 
9 TT=O <=> 11  TIi=o 
02  =0 
aDT0=O 
. T=o 
g) Sean x y € H1 entonces 
(x (ST) y)=  ((ST)(x) y )= (T(x) 5(y) )= (x T S (y)) 
Luego (ST) = T S 
Corolario 1 2 2 Sean H un espacio de Hdbert y Te s(n) entonces 
a) Ker (fl= Ker (TT) 
b) Rii,(r)=R(rfl 
Demostración 
a) Sea x € Ker (r) entonces T(x) = o Luego 
YT(x)=T (T(x))=r(0)=0 
Porlotanto xEKer(rT)y 
Ker (T)cKer(T T) 
Sea ahora X E Ker (T i') entonces T T(x) = o Luego 
O=(x TT(x)) 
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O=(T(x) T(x» 
= 
T (x) 112 
Por lotanto r(x)=oy xeKe.r(r) Ml 
Jcn-(r T)cKer(T) 
De todo lo antenor se tiene que Ker(T) = Ker(rr) 
b) Por el Teorema 12 4  y  la parte (a) se tiene que 
¡an(T )=(( ian(r  ))')' 
= (Ker(T))' 
= (xér(tT))1  
{(1m(7-T) JLJI 
=((Ran(r r)fl 
=izan(rr) 
Teorema 12 6 Sea H un espacio de Hilbert Si ¡ es el operador identidad en H 
entonces ¡ = ¡ 
Demostración 
Si x y E H entonces 
(1(x) y)=(x y)=(x ¡(y)) 
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Por la unicidad del operador adjunto 1= ¡ 
Teorema 12 7  Sean H un espacio de I-tilbert y Te 8(H) Si T es invertible 
entonces T es invertible y fr ) = (T-') 
Demostración 
Por hipótesis T es invertible por lo que 
n,-1 =T-T=I 
(Ir') =(Tt) =1 =1 
Luego por el Teorema 12 5 (g) se tiene que 
(T') T =T (T') =1 
Así (i' Y' es biyectivo y 
(r ' =(T ' ) eB(H) 
De donde T es invertible 
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1 3 Operadores autoadJuntos 
En esta sección estudiaremos las propiedades fundamentales de uno de los 
operadores más importantes en la teoría de operadores acotados en un espacio 
de Hilbert 
Definición 13 1 Sean H un espacio de Hilbert y r€ a(a) T es autoadjunto sí 
T=T 
Observaciones 
. T es autoadjunto si y soto si (T(4 y) = (x T(y)) para todo x y  H 
. En lo que sigue denotaremos 
AB(H) = { TE a(a) T es autoadjunto } 
Teorema 1 31 Sean H un espacio de Hilbert s TE AB(a) ya fi E IR entonces 
a) cxS+/3TCAB(H) 
b) AB(H) es cerrado en B(H) 
Demostración 
a) Del Teorema 12 5 se tiene que 
(aS+fiT) =?C+T=aS+fiT 
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Luego 
aS+fiTE A8(H) 
b) Sea TE ÁB(H) Luego existe una sucesión (T } en n(H) tal que 
T -+ T en «a) Note que 
—T 
=V(T  -r) NT  —Ti¡ - 
Por lo tanto 
T ->T en 8(H) 
Luego como T = T se tiene que 
T —*T y T ->T en $n) 
Por la unicidad del limite T = T Así 2" € AB(H) y AB(a) es cerrado en a(a) 
Teorema 1 3 2 Sean H un espacio de Hilbert complejo y r€ B(H) Entonces 
a) 77' TTeAB(!4 
b) Existen SS2 cÁB(H)taJ que T=S-4-zS2  
Demostración 
a) Note que 
(ir) =TT =77 
y 
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(rr) =TT=TT 
Luego 17'y TTcAB(H) 
b) Sean 
y 
Luego 
S I  =!(T +T')=!(T+T)=S 
2 =--(T -T)=1(T-T )=S, 21 	 21 
Así 
S, S, EAB(H) además r=s, -t-,S, 
Corolario 1 3 1 Sean H un espacio de Hilbert y r€ AB (it) invertible Entonces 
T 'es autoadjunto 
Demostración 
Por el Teorema 1 2 8 se tiene que (r )' = (T i)  y por hipótesis T = T por lo 
que r' = (r') Por lo tanto 7' es autoadjunto 
Teorema 13 3  Sean H un espacio de Hiibert y r€ s(i) 
a) Si TEAB(H) entonces (T(x) x)eR para todo xeH 
b) Si II es complejo y (T(x) x) c R para todo x e It entonces r e 48(H) 
Demostración 
a) Como TE AB(H) 
(T(x) x ) = (x T(x)) 
=(r(x) x) 
=(r(x) x) 
Luego (T(x) x)dlit para todo xeH 
b) Sea X E H entonces 
(T(x) x)=(T(x) x)=(x T(x))=1(T(x) x) 
De donde 
((T-T)(x) x)=O paratodoxeH 
Como H es complejo por el Teorema 12 3 (b) se tiene que 
T-T =0 
r'rrrtr 
T=T 
MI TeAB(H) 
CorolarIo 13 2 Sean H un espacio de Hdbert y S TE ,w(H) Entonces 
ST€ÁB(J1)siy Solo si sT=TS 
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Demostración 
= )Si sreÁB(n) Entonces 
Pero 
(ST) =rs =is 
Por lo tanto 
ST = 75 
) Supongamos ahora que ST = 75 entonces 
(ST) =TS =1S=ST 
Por lo tanto sr e AB(H) 
14 Operador unitario 
Definición 14 1 Sean H un espacio de Hilbert y TE 8(H) T es unitano si T es 
invertible y T = 
Observaciones 
• Tesunitanosiy solo sl 
77* 
 =7 T=i 
• En lo que sigue denotaremos 
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uB(m={rea(l) res unitario } 
Definición 142 Sean XV espacios normados y re L(x y) T es una 
isometría si 
IIT(x)II=IIxII paratodo XEX 
Si T es una isometría suryecbva entonces se dice que X Y son espacios 
isométricamente isomorfos 
Observaciones 
• Si T es una isometría entonces T es inyectiva 
• Si T es una isometría entonces T es un operador lineal acotado y 1 T =1 
Teorema 14 1 Sean H un espacio de Hiibert complejo y r € B(14 Te u$n) 
si y solo sí T es un isomorfismo isométnco 
Demostración 
)Supongamos que rE uB(n) Luego T es invertible y r' = T Así T es un 
isomorfismo 
Por otro lado 
11 T(x) r =(T(x) T(x) )=(r T(x) x)= (T 'T(x) x )=(x x 
Así 
VT(x)=k11 para todo xcH 
Por consiguiente 1 es un isomorfismo isométrico 
43 
c= ) Supongamos ahora que T es un isomorfismo isométnco entonces T es 
invertible Además para cada x € H 
(r T(x) x)=(T(x) T(x))=T(x)r =xr =(x x)=(I(x) x) 
De donde 
((TT—f)(x) x)=O para todo xeH 
Como H es complejo por el Teorema 12 3 (b) se tiene que 
T T—I=0 
VA 
T T=I 
Por lo tanto r' = T Lo que implica que TE (JB(H) 
Teorema 14 2  Sea 11 un espacio de Hilbert Entonces 
a) SJH;L{O}yT€UB(H) entonces 
b) Si TE (IB (H) entonces r' E (IB (ji) 
c) Si 5 Te UB(H) entonces STeUB(H) 
d) (iB (H) es cerrado en 3(H) 
Demostración 
a) Como T es una isometría 11 T 11 = 1 
b) Como i' € uB(J1) T es invertible y T' = T Por lo tanto 
UJ 
(r') =(r) =r=(r-') 
Luego 
7' 1 E UB(H) 
c) Note que 5 y  T son invertibles y 
(ST) = T S 
= TS' 
= (ST)-' 
Luego 
ST EUB(H) 
d) Sea r € U*H) entonces existe una sucesión { T r.l € UB (H) tal que 
T —*7' en B(H) 
Luego 
Por lo tanto 
T  ->17 y TT —*TT 
Pero 
TT =TT=1 yTT=J 
De donde 
77 = rT =1 
Esto implica que T es invertible y T = r' Así pues TE (18(H) y UB(H) 
es cerrado en B(H) 
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15 Operador normal 
Definición 15 1 Sean II un espacio de i-Iilbert y T <= 3(H) T es normal si 
T T = Tr 
Teorema 15 1 Sean H un espacio de Hilbert T€ 8(H) normal y a >0 
Entonces 
a) 11T(x)0=11T (x) 11 para todo xeH 
b) SiIlT(x)jj~t al] (x)jI para todo x€H entonces icer(T )={o} 
Demostración 
a) Por hipótesis r  = 77' luego 
11 T(x) 02 - T (x)1,2 
= ( T(x) T(x))- ( T (x) T (x) 
=c(TT(x) x)-(Ir(x) x) 
=(TT (x) x)_(rC(x) (x)) 
=0 
Así 
or(x)r =T (x) J' 
Por consiguiente 
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DT(x)=JT (x) 11 
	
para todo x€H 
b) Sea x € ¡Ce,- (T) entonces T (x) = O Luego por hipótesis y por la parte 
(a) se tiene que 
x 0
:
5JT(x) 1 = -!-T (x) =o 
Por consiguiente 
= o y X=0 
MI pues 	 4 
Ar(T )={o} 
Corolano 15 1 Sean H un espacio de Hrlbert y r€ o(n) normal tal que 
kan (r)es cerrado en H Entonces los siguientes enunciados son equivalentes 
a) T es invertible 
b) Existe a>O 	 para todo xeH 
Demostración 
a=:> b) Si T es invertible entonces 
x 11 = 11 T'T(x) 	 T ' 	 T(x) 11 
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de donde 
1 11 5 1 T(x) 
VT ' 
Tomando a = 1 	 se venfica que
1 11 
11 T(x) 1: a x 11 
para todo X E H 
ba)Supongamos ahora que existe a>O tal que 1 T(x)  1 2. a 4 para todo 
€11 Entonces por el Teorema 15 1 (b) Ke,- (T )= (o } Luego por el Corolano 
12 1 T es unvertible 
CAPITULO II 
OPERADORES POSITIVOS Y PROYECCIONES 
II Operadores positivos y proyecciones 
21 Operador positivo 
En esta sección definiremos una relación de orden en el espacio de los 
operadores lineales acotados autoadjuntos AB (H) sobre un espacio de Hilbert 
complejo H Recordemos que si T eAB(H) entonces (T(4 x) es un numero 
real para todo X E fi 
Definición 2 11 Sean H un espacio de Hilbert complejo y TE B(H) T es 
positivo si TE AB(H) y (T(x),x)2:O para todo X E H 
Observación 
Note que si TE AB(H) entonces T 2 es positivo En efecto 
e AB(H) y 
(r1( x) x)=(T(x) T(x))=IIT(x)Fko 
para todo x e H 
. En lo que sigue denotaremos 
B(H)={TEB(H) res positivo } 
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Teorema 2 1 1 Sean H un espacio de Hilbert complejo y 5 T E B(H) 
Entonces 
a) 0 ¡ son positivos 
b) T T es positivo (también IV) 
c) Si S y T son positivos entonces 5 + T es positivo 
d) SiTes positivo  aER,a>O entonces aTes positivo 
e) Si T es invertible y positivo entonces T' es positivo 
o Si T es positivo entonces (i + T)' existe 
Demostración 
a) Como oJeAB(H)y 
(0(x) x)=(O x)=O.tO 
(1(x) x)=(xx)=x12~:0 
para todo x € H se tiene que O ¡son positivos 
b) Sabemos que 
(T i') =T 7 
por lo tanto YT e AB (Ji) Además 
(r 7(x) x )=(T(x) T(x) )=T(x) r 
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para todo x €H Así pues T T es positivo De forma similar se prueba que 77 
es positivo 
c) Como S T€AB(H) por el Teorema 131 S+TeAB(H) Además cornos 
y  son positivos 
((S+T)(x) x)=(S(x)x)+(T(x) x)2:O 
para todo x € H Así pues 5 + T es positivo 
d) Como TE AB (H) entonces por el Teorema 13 1 al' € AB (Ji) Además 
corno T es positivo y a > O se tiene que 
(aT(x)x)=a(T(x) x)2:0 
por lo tanto al' es positivo 
e) Sean yeH y x=T'(y) Como (x T(x))es real se tiene que 
(r '(y) y)=(x T(x))=(T(x) x)1.O 
Por lo tanto T es positivo 
f) Sea xeH tal que (I+rXx)=o entonces -x=T(x) 
Luego corno T es positivo 
O~(T(x) x)=-(x x)=-IJxIr:r.O 
por lotanto x=Oy(I+T)'existe 
Notación Sean H un espacio de Hilbert complejo y S T E AB(H) Entonces 
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• SuTespositivo escribimos flO o 0:5T 
Si  Tes positivo escnbumos S k T 6 T.-SS 
Observación Sean S T L€ AB (H) y a € IR Bajo la notación antenor se tiene 
que 
o 	 T:~,S siy sólo s( (T(x) x)!!(S(x) x) para todo xcH 
o SuT~:O entonces S:5S+T 
. Si S~T entonces S+L:5,T+L 
• SuS:5Tya>O entoncesas:5aT 
. T--1T 
• SiS:5TyT:5S entonces S=T 
• SiS:ITyT:5L entonces S:5L 
o SinO entonces .57S2:O 
Teorema 21 2 Sean II un espacio de Hdbert complejo y S T€ B(H) Si 5 y T 
son positivos y ST=TS entonces ST es positivo 
Demostración 
Si 5 = O el resultado es obvio Así que supongamos que S00 
Consideremos la siguiente sucesión 
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S=S -S 2 n=I 2 
s 
Probemos por inducción matemática que 
0:5S :SJ para todo neN 
Para el caso n=1 como 0:5S por el Teorema 2 11 
o:5—s=sl 
s 
Por otro lado 
(S1(x) 	 1 
- 
1 
—(S(x) x)I 
< 
_!_ S(x) O x ¡Si 
De donde 
(S(x) x):5xI=(x x)=(J(x) x) 
para todo XEH Podo tanto S1 !bI Así 
Supongamos que el enunciado es cierto para n = k o sea que 
0~Sfr :5I 6 0~I—Sfr 251 
Como 5 es autoadjunto todos los 5k son autoadjuntos Luego para cada 
XEH y=Sk(x) se tiene que 
(s2(I-s)(x) (4) ( Sk(I—Sfr XX) S(x)) 
=((1—Sfr )(Sk(x)) S(x)) 
=((I—Sfr)y y)kO 
De donde 
De igual forma se prueba que 
S(1—SJ2 "kO 
Sumando obtenemos 
0gSk (1—S3+Sf(I—Sk) =Sfr 2 —Sk3 +Sk -2Sk 2 -I-Sk 3 
=Sfr 
— Si2 
= 5h1 
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de donde 
0:5 S 
Por otro lado como 
5k 2 2:0Y I — S,kO 
sumando se obtiene 
0:5J
-Sk 5k =I-Sk~ 
de donde 
S 5k+l ¡ 
MI por inducción se tiene que 
0:5S :5I para todo neN 
Probemos ahora que 
(ST(x) x)2:O para todo XEH 
En efecto de la definición de S se tiene que 
S =512+52 
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s =Si +s22 + +s2+s, 
Por lo tanto 
Si -Sfl+I =512+S22 + 
Luego S1 —,»1 2: O de allí tenemos que 
S1 —(Si —S)=S,, ~:O 
Así 
0~s12+s22+ +s2 
:5s
-SSS, 
Por lo tanto 
S(x) r = 	 S(x) Sk(x)) 
=E(5t2(x) x) 
(y5
2(x) ) 
:5(S1(x) x) 
Por lo tanto la sene 
tPS(x) r 
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((STXx) x) ~: O 
para todo x e H Por lo tanto ST es positivo 
Teorema 2 1 3 Sean H un espacio de Hilbert complejo y { T 	 una sucesión 
en AB(H)tal que 
7z-,T2 s -,T:5 :r.K 
donde K E AB (fi) Supongamos que los T conmutan con los T. y con K 
para todo m n e 	 Entonces ( T 	 es fuertemente convergente (es decir 
{ r } converge a un T(x)eHpara todo xeH) y este limite define un 
operador T tal que TeAB (ti) y T:SK 
Demostración 
Para cada n e N definamos el operador 
S =K-T 
Luego { S r., es una sucesión de operadores positivos 
Probemos que la sucesión { ( S 2 (x) x t1 converge para todo x e ti En 
efecto 
S 2 — S m =(S—S )S_ 
=((KT,i (KT))Sm 
=( T-1 )(K—T,) 
Luego si m < n entonces 
TTm kO y K-7,2:0 
pero como estos operadores conmutan entre sí por el teorema antenor 
( T—T )(K-7)ko 
Por lo tanto 
m<nSm 2  —s m i  
ri 
m cn = Sm2 > S m 
Similarmente como 
SS. —s  =S (S. -s) 
=(K—T)(T —1;,) 
se tiene que 
ED 
	m<n SS. —S 2 kO 	 y 	 m<nr4SS,2tS 2 
Psi pues 
m<n'S 2 :5SS. ~S2 
Por consiguiente como los S son autoadjuntos tenemos que para ni < n 
S.' (X) x)2:(SSm(x) x)?t(S2(x) x) 
=(S(x) S(x))=S(x)12 2:0 
para todo XL H Así pues 
m<n(Sm2(x)x)~:(S 2(x)x)2:O para todo xEH 
	
Lo cual implica que la sucesión 1 5 	 x 	 es convergente en IR para todo 
XEH 
Probemos que la sucesión { T (x)} es convergente en JI para todo X E H 
m cn = s,,2 <S S. 
S(x) X):5(SSm (X) x) 
—2(SS(x) x):5-2(S 2 (x) X) 
Por lo tanto 
m<nr.IS_(x)—S (x)=(S(X)—S (x) Sm(X)S (x)) 
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VSmfrF_S (X) 11, =((s_-s )2(x)  x) 
=(ç2( 	
x)-2(SmS'(x) x)+(s 2(x) x) 
15(Sm2(X) x )_2(S 2(x) x)+(S2(x) x) 
mcnDSm(x)—S(x)
11 :g(Sm 2 (x) x)-(S 2 (x) x) 	 ,, 
Luego { S (x) } es una sucesión de Cauchy en H Como H es completo 
(s (x) } es convergente en II 
Ahora bien como i = K—S se tiene que la sucesión jT(x»O,, es 
convergente en H para todo x e H Por consiguiente la sucesión de 
operadores { r } es fuertemente convergente 
Definamos el operador 
TH-+H 
T(x) = lun 	 T (x) 
Como los operadores T son lineales T es lineal 
Por otro lado sabemos que { T (x) r., es convergente en H para cada 
X e H Luego { T (x) } es una sucesión acotada para cada x E 1! Como H es 
completo por el Teorema de la Acotación Uniforme existe un c > O tal que 
62 
1T11:5c para cada rieN 
Por consiguiente 
T(x) 1=DlunT(x) D=lun_H T(x)  
:5 lun. IIT lID x 1 
C11 x  I =C li x 11 
Por lo tanto T es un operador lineal acotado 
Como cada T es autoadjunto se tiene que T es autoadjunto 
Probemos ahora que T:5 K En efecto por hipótesis tenemos que 
(T (x) x):I(K(x) x) para todo xeH 
Luego 
(T(x)x)= (lunT(x) x)=Zun(T(x) x):5(K(x) x) 
Por lo cual 
(T(x) x):S(K(x) x) paratodoxeH 
Así pues T:5K 
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22 Operador raíz cuadrada 
DefinIcIón 2 2 1 Sea T H --> Hun operador lineal positivo en un espacio de 
Hdbert complejo H Entonces un operador autoadjunto A H -* H es llamado 
raíz cuadrada deTsf A2 =T 
Si además A 2: O entonces A es llamado la raíz cuadrada positiva de T y es 
denotado por Á=T 2  
Teorema 22 1 Sean H un espacio de Hilbert complejo y T H -> H un operador 
lineal positivo Entonces T posee una unica raíz cuadrada positiva A Además 
si LEB(H) es tal que LT=TL entonces LÁ=AL 
Supongamos pnmeramente que el operador lineal acotado positivo T es tal 
que T --11  Definamos la sucesión 
40 A,,+1=A,,4(T_A,,2) 
 n=012 
Luego 
A l = !-T 4=T -T2 etc 
64 
Note que cada A es un polinomio en T Por lo tanto todos los A son 
operadores lineales acotados autoadjuntos Además todos los A conmutan con 
todo operador que conmuta con T 
Probemos que 
A 11 para n=O 1 2 
En efecto 4=O--51 Sea n>O Como I—A, esautoadjunto 
((IAr_.i )(x) x)=((1—A,.. 1 Xx) (J—A 1 Xx))(I—A Xx)r 2>o 
Por lo tanto (i - A,,1 ) 2: O Por otro lado como por hipótesis T :5 ¡ sabana 
que J—TkO Luego 
O~(I_A,,..1)2 +!fr—r) 
= 1- A +! A,,1 + ¡ - T 
2 	 2 
= 	
_!(r_A2) 
2 
=1-E 	 1+(T_A2) 1 
=1—A 
Ml pues 
A SI, para n=0,1,2, 
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. 	 Probemos por inducción matemática que 
A-1A 1 para n=012, 
En efecto 
4 =O:5!T=A1 
2 
Supongamos que 
A 1 !!A 
Entonces por la definición de los A se tiene que 
A 1 —A =[A +I(T_A 2)]_[A 1 +I(T_A l 2)] 
2 	 2 
=(A —A,,.1 )_ 1 (A2_A,1...12 ) 
=(A —A )—(A —A XA +A) 
=(A —A,)[I—(A +A,,..1 ) ] 
=(A _A)[I(J—A )+(I—A) J 
Luego como 
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A 
-4+12:0 1 (1-A )2:0 y 
por el Teorema 2 12 se tiene que 4-A 2:O de donde 4 :54, Así pues 
4--~A,+ para n=012 
. 	 De todo lo probado antenormente se tiene que 
4:5A1 :5 :5A :5 5I 
donde {A } es una sucesión en AB(H) y A conmuta con A. para todo 
meN Luego por el Teorema 2l 3existeun AEAB(H) tal que 
A (x)-A(x) para todo xeH 
Además como 
A,,1(x)A (x).4(T(x)-A 2(x)) 
se tiene que 
ifr(x)-A 2Q)A (x)A (x) 
pero 
T(x)-A 2(x) - T(x)-A2(x) 
Por lo tanto 
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A 2(x)= T(x) para todo xeH 
estoes A2 =T 
(A(x) x)=(MnA (x) x) 
=1un,,(A (x) x) 
para todo x€H ya que A kO Porconsiguiente A~O 
Hemos probado así que existe un operador A e AB (H) positivo tal que A2 = T 
Por consiguiente A = TI  
• Sea Se B(H) tal que ST = lS entonces por la construcción de los A se 
tiene que 
SA=AS n=012 
Luego 
(SAXx)= S(A(x)) 
= S(lbnA (4) 
=límS(A (9) 
(SA)(x) =IimÁ (S(x)) 
= A(S(x)) 
= (ASXx) 
para todo xeH Por lotanto SA=AS 
Supongamos ahora que TE AB (JI) es positivo (no necesanamente T -5 1) 
Si T = O entonces podemos tomar A = T2 = o Así que supondremos que 
T * O Por la desigualdad de Schwarz se tiene que 
(T(x) x) = (T(x) x) _i5 11 T(4O fr O ~5 OTO Ox r 
Consideremos el operador 
entonces Q es un operador lineal acotado positivo Además 
(Q(x) x=(T(x) x):5xr =(x x)=(J(x)x) para todo XEH 
Por lo tanto Q :5 ¡ Así por lo probado antenon'nente existe un Be AB (H) 
positivo tal que B2 
= 
Q Tomemos A = 11 T jí B entonces A es un operador lineal 
positivo y 
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A2 = (Vr f B) = II T B2 = lITO Q = II T0(1JITIJT=T  
Probemos ahora la unicidad de la raíz cuadrada positiva En efecto sean 
A B dos raíces cuadradas positivas de T entonces 
A2 =B2 =T 
Luego 
BT— BR2 =B2B=TB 
Por lo tanto AB = R4 (ya que A conmuta con todo operador lineal acotado que 
conmuta con T) 
Sea x E H y definamos 
y = (A - BXx) 
entonces corno A y B son positivos se tiene que 
(A(y)y)kO y (B(y)y)2:O 
Ahora bien como AB = fi4 y A 2 = B2 
 se tiene que 
(A(y) y)+(B(y) y)=((A+B)(y) y) 
=((A+BXA—B)(x) y) 
=((42_&)(x) y) 
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(A(y) y)+(B(y) y)=O 
Porto tanto 
(A(y) y)=(B(y) y)=O 
Ahora buen como A E AB (H) es positivo por lo probado antenormente existe 
una raíz cuadrada positiva C de A esto es C 2 = A y C es autoadjunto Luego 
o=(A(y) y)=(C2(y) 
 y)=(C(y) c(y))=c(y)r 
de donde C(y) = O Por consiguiente 
A(y) = C2 (y) = C(C(.y)) = C(0) = O 
Similarmente se prueba que B(y) = O Por lo tanto 
(A—B)(y)=O 
Finalmente 
A(x) - B(x) 2 = ((A - B)(x) (A - B)(x)) 
=((A-B)2(x) x) 
=((A—B)((A—BXx)) x) 
=((A—B)w x . y 
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IIA(x)-B(x)112=(0 x)=0 
de donde 
A(x)=B(x) para todo xeH 
Esto implica que A = B 
Ejemplo 2 2 1 Consideremos el operador lineal 
T 12 >12 definido por 
r(x, x2 )=(o o o x4 x, ) 
Es claro que T es un operador lineal acotado y O T 11 =1 Como 
(T(x x2 )(y1 y2 )=((o 00 x4 x5 )(y1 
 Y2 )) 
ri 
((x1 x2 	 y2 ))=((.x1 x2 )(000y4 y5 )) 
por la unicidad del operador adjunto se tiene que T = T 
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MI pues T es autoadjunto 
(T(x 1 x2 )(x1 x2 ))=((000x4 x5 )(x1 x2 )) 
2 
 k0 
es decir T es un operador positivo Ahora bien como 
T2(XI x, )=T(00 0  x, x, ) 
=(000x4 x, ) 
=T(x, x2 ) 
por la unicidad de la raíz cuadrada positiva se tiene que T2 = T 
Teorema 2 2 2 Sean H un espacio de Hilbert complejo y 7' H -> H un 
operador lineal acotado positivo Entonces 
1 
T 2 =T 
Demostración 
Por el Teorema 22 1 la raíz cuadrada positiva Tde T existe y es unica 
Denotemos A = Tí entonces A 2 = 7' Además 
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es decir 
(TI, :-. A 
por otro lado como A es autoadjunto 
Luego 
y por lo tanto 
Así pues 
T2 
=VA  
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Ejemplo 2 2 2 Consideremos un operador lineal acotado positivo T U-. Hen 
un espacio de Hilbert complejo Entonces por el Teorema 2 2 1 existe el 
operador raíz cuadrada positiva T 2de T Sean x y E H entonces 
(T(x) y = (Tr(x) y 
=(T(x) rk)) 
25 
1 
 Tí (x) 
1111 
T2 (y) 
H 
2  
«T'(x) r1( x)))2 [(T ( y) T ( y) 
=[(rr(x) x))'((ri4(Y) y )]2 
= «T(X) x)) (r(,.) y 
Así 
(T(x) y 1 = ((T(x) x9((T(y) y 	 para todo x yE H 
Tomemos ahora y = T(x) Si r(x) =0 entonces obviamente 
0=PT(x)1:5ITF (T(x) x) 
Supongamos que T(x) *0 Entonces de la desigualdad probada antenormente 
se tiene que 
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1 	
1 1 A2(e)eRan(A2]nKer(A) 
Recordemos que 
an(A1]ner(A]iian(A')nRan(A] ={o} 
de donde 
A (e) = o 
Por lo cual CEKe?(A2) yasí 
Ker(A)ç KET(Ai] 
MI pues 
Ker(A)= Ka{A) 
b) Esclaroque Ran(A)cRan(A1] Consideremos e=q+/JeH donde 
qEÁr(A)y fi=iun A(i )cR{AJ=R,{A }] 
Luego 
A(e)= A(7, + ü) 
= 	 + A(p) 
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A(s) =0 +A1( lfrnA(u)) 77EKeT(A)=Ker(A 2 ] 
=!frn 	 '(A'~í » 
=IvnA(p ) )aan(A) 
de donde 
Ran(A]cRan(A) 
c) Supongamos que Ran(A)es cerrado luego por la parte (b) se tiene que 
¡lan(Á)=Ra4A1] 
Recíprocamente si Ran(A)= Rai{Ai) entonces para cada ce ¡cerÇi 
existe un 17 E Ker(# tal que A(c)= A(q) Luego 
A 2 fr)=Ai(A1(lñ] 
A(e)- A1(A()J= o 
A1(e_A 2 (Q)]=O 
entonces 
e - A (,) = o 
79 
e = A í (77) e Ran(A í 
J 
Por lotanto Rar{Ai]RaP(A)  De donde 
Rx4AiJ=Ran(A 2 J 
Por lo cual Rw{A1 )= ¡&sn(A) es cerrado 
23 Operadores proyecciones 
El complemento ortogonal de un conjunto Y en un espacio de Hilbert H se 
define como 
Y'={yEH (x y)=O VxeY} 
y' es un subespacio cerrado de H Más aun si Y es un subespacio cerrado de 11 
entonces 
y4rs 
=;ti-s 
y 
Así para cada x e 	 existen elementos unicos ye Y z e Y' tales que 
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x=Y+z 
yI 
y=dist(x,Y) z=dzst(xv) 
o sea que y es la mejor aproximación a x por elementos de Y y z es la mejor 
aproximación a x por elementos de yS 
Consideremos las funciones 
F H-*YcH y P, H-*Y1 cH 
definido por 
P(x)=y=&st(x y) 	 y 	 P,.jx)=z= da¡ (x 
donde x=y+z con yeY zeY' 
Como H = Y e Y1 se tiene que P. y P. son operadores lineales Además 
como por el Teorema de Pitágoras si x = y + z con ye Y 2 € Y1 entonces 
x 2 =y+zo2 = Y 11 2 +vz 2 
se tiene que 
	
V"T(411XV y 	 fr; (x)D:5frD 
Así pues P. y P'son operadores lineales acotados 
	
11411=II' 11=1 	 si Y;~{o} 
Además se tiene que 
P,. y P. son suryectivos 
• R,. =I-P i =J-P donde ¡ H-*Hes el operador identidad 
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. Kér(P)—Y1 xr(P, )=y 
p 2  
. 1y 
= I } p 2 .p 
(Py(u)v)i(u Ji(v))  (P, (u)v)=(u P, (y)) 
es decir P = Py y Pr, =I' 
Los resultados antenores motivan la siguiente definición 
Definición 23 1 Sean H un espacio de Hilbert y P H --> H un operador lineal 
acotado P es un operador proyección (o una proyección ortogonal) si P es 
autoadjunto e idernpotente o sea que 
P=P 
P2 =PP=P 
Observación Los operadores lineales F y P. son operadores proyecciones 
en el espacio de Hilbert H Además para todo operador proyección P en H se 
tiene que Ran(P) es un subespacio cerrado de H 
Teorema 231 Sea H un espacio de Hilbert 
a) Dado un operador proyección 1' !f->Hentonces 
H=&-(P)Ran(P) 
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b) Si H = M $ M1 donde M es un subespacio cerrado de H entonces la 
función 
'M H-->H 
M (x) = m 
Donde x=m+n meM neM1  es un operador proyección Además 
Ker(PM )=M' y Ran(P)=M 
Demostración 
a) Por el Corolano 111 sabemos que Ka- (P) es un subespacio cerrado de H 
entonces 
H=Ker(P)®(Ker(P) 
Luego por el Teorema 12 4  se tiene que 
Ka- (P) = (Ran (P )f = (Ran (J))1 
y 
(Ker (P)Y =((Ran(P)= Ran (P) 
Por lo que 
H=Kr(P)(D Ran (P) 
b) Sean x yEH CrER Entonces existen ni1 ni2 e M n n2 eM1  tales que 
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x=m1 +n1 y=m2 +n2  
Luego 
x+y=(m+m2)+(n+n2) m+m2 EM,nj+n2 EM1  
y 
ax=am1 +an1 am EM a, EM1  
Por lo cual 
PM (x+y)=m+m2  =P(x)+P(y) 
y 
PM (ax)=am =aPM (x) 
Así pues Pm es un operador lineal 
Probemos que P. es un operador idempotente En efecto sea x = ni + n  H con 
ni E  ti c M' Entonces 
PM 2(x)= PM(PM(x))=  PM(m)=  ni = PM (x) 
Lo que implica que M 2 = 	 Así pues Pm es un operador idempotente 
Probemos que P, es un operador autoadjunto Sean 
x=mj+n1 y=m2 +n2 con m1 m2 eMr n2 cM1  
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Luego 
(PM(') y)=(mi y) 
=(ni m2 +n2 ) 
=(m1 m2 )+(m1 n2 ) 
Por hipótesis sabemos que H = M® M' luego 
(m n2 )=0=(n1 ni2 ) 
Luego 
(P. (X)y)=(m1 ni2 )+(n1 ni2 ) 
=(ni+n "2) 
De donde Pm es autoadjunto 
Finalmente notemos que Ran(Ph )=M y Ker(PM )=M1 ya que H=MeM1  
Observación Sean H un espacio de Hilbert y P H->H un operador 
proyección Denotemos Y = Ran(P) entonces por el Teorema 2 3 1 
H=Y®Y' Y1 =Ker(F) 
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ysix=m1 +m2 con m1 €Y nz2 cY1 entonces 
P(x)=P(m1 +m2 )=P(m1 )+P(m2 )=P(m1 )=m 
En este caso decimos que P proyecta H sobre Y y escribirnos 
Teorema 2 3 2 Sean H un espacio de Hdbert y 1' H --> H un operador lineal 
P es un operador proyección si y solo si 1— P es un operador proyección donde 
¡ H —* H es el operador identidad sobre H 
Demostración 
Note que 
(i— =(i—PX1—P)=i-2r+P 2  
(i — P=i — P sly Solo  siP2=P 
Así por elTeorema 125 se tiene que 
¡ — P es un operador proyección si y solo si P es un operador proyección 
Observación Si P H —* Hes un operador proyección entonces 
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Ran(I—P)=Ker(P) y Ker(I—P)=&sn(P) 
Por lo tanto si Y = Ran(P) y Z = Ker (P) entonces 
Teorema 233 Sean II un espacio de Hdbert y P H -> H un operador 
proyección Entonces 
a)(P(x) x)=DP(x)r 
b) FItO 
c) 1 P:5I PD=1 si P(H)#{O} 
Demostración 
Note que 
(P(x) x)=(P2(x)  x) 
=(P(x) P(x)) 
= P(x) r 
De donde se concluye a) y b) 
c) Por la desigualdad de Cauchy-Sctiwarsz tenemos que 
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P(x) 112 
= 
P(x) p(x) 
=(P2(x) x) 
=(P(x) x) 
15 I P(MIX II  
I P(x)  11 
-5I para todo x*O 
11  II 
Luego 
D1=Sup.0 
P(x) 
 
x 11 
Por otro lado como P(x)=x para todo xeRan(P) se tiene que si 
P(H)= Ran(P)*{O} entonces 
F 11 =1 
Teorema 234 Sean H un espacio de Hilbert y F 	 P H->H 
operadores proyección Entonces 
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a) P=P1P2 es una proyección en H si y solo sí JP2 =Pj En este caso P 
proyecta Hsobre Y=Y1 nY2 donde Y1 =Ran(P1 ) y Y2 =Ran(4) es decir 
pI1 =i 
b) Dos subespacios cerrados Y y V de Ef son ortogonales si y solo si las 
correspondientes proyecciones satisfacen 
fi, P=PP, =0 
Demostración 
a) Supongamos pnmeramente que j2 = P2Pj Debe probarse que P = PIJ es 
autoadjunto e idempotente En efecto 
P2 
=fr,"2X12)='i222 =1')' =P 
Por lo cual P es idempotente 
Para todo x yeHse tiene que 
(P(x) y)=(IjP2(x) y) 
=(P2(x) P1(y)) 
=(x PP1 (y)) 
=(x flP2(y)) 
=(x P(y)) 
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De donde P es autoadjunto Por todo lo antenor se tiene que P es un operador 
proyección 
Supongamos ahora que P = P, P2 H -> H es un operador proyección Entonces 
p=P 
Luego como P y P son autoadjuntos 
PIP2=P=P =(&) =i' 
 pl = 2i 
De donde 
Por otro lado su P = P1P = P2P es un operador proyección entonces para todo 
X E H se tiene que 
P (x)=1(1(x))EPan (fl)=} 
y 
Por lo tanto 
F(x)eRan(I)nRan(P)=}riY2 =Y 
UMI 
IJ 
Ran(F)c}ÇnY 2=Y 
Recíprocamente si y e Y entonces 
de donde 
P1 (y)=y P2(y)=y 
y 
P 
Así yeRan(P) y YçRan(P) 
De todo lo antenor se tiene que 
y=y' fl)'2  =Ran(J9nRan(P2)=Ran(P) 
Por consiguiente 
P=Py = P1y,y, 
b) Supongamos que Y 1. y entonces 
YnV={O},VcY1,YcV 
Además 
Ran(P,)=Y Ker(p)=v1Ran(P)=v Ker(p)=vL 
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Luego 
vcKer(P}.) y YcKr(F) 
Por locual para todo xEH se tiene que 
(P,P)(x)=1t(P(4=0 y (PV PY )(x)=PV(P) (x»=O 
de donde 
(P7 I.)(x)= (FP)(x)=O paratodoxE!! 
Así pues PP=PP=O 
Supongamos ahora que PP = PV PV  = O Sean y  Y ve V luego 
(y v)=(P,(y) P(v))=((PF)(y) v)=(o v)=O 
Por locual YIV 
Teorema 2 3 5 Sean P1 H -* H y ¡ H -+ JI dos proyecciones en el espacio 
de H:Ibert H Entonces 
a) La suma P=P1 +P2 es una proyección en H si y solo si Y1 =Ran(I) y 
Y2 = Ran (p2 ) son ortogonales 
b) Si 1' = P, + ¡ es una proyección entonces P proyecta 11 sobre t ® Y2  
pyj 
Demostración 
a) Supongamos que P = P, + ¡ es una proyección entonces P = P 2 Luego 
p=p +p, =(p+i)2 p 2 +pp+pp+p2  
Por ser 'Iy 1 proyecciones se tiene que 
Así que 
'IP2 + P2P1 =0 
Multiplicando a la izquierda de la ecuación antenor por 1 se obtiene que 
P2P1P2 +P 2P =0 
Multiplicando esta ultima ecuación por J a la derecha se obtiene 
P2'IP22 p 2pp =0 
Luego 
119P2 +P2'IP  =0 
Es decir 
Pero como 
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p2 p'p2 + i;P =O 
se tiene que 
P2 PI = O 
De manera similar se prueba que Pl = O Luego por el Teorema 2 34 (b) se 
tiene que Y1 =Ran(P1 )es ortogonal aY2 =Ran(Ifl 
Supongamos ahora que Y1 1 y2  entonces por el Teorema 2 34 (b) se tiene que 
PI P2=P211=o 
Luego 
¡v,2+P2p1 = O 
Sumando P + P en ambos miembros obtenemos 
PI +PI p2+p2p] +P2 =PI +P2 
p2 ppppp2 pp 
De donde 
Esto es 
P 2 =P 
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Luego P es idempotente 
Por otro lado para todo x y E H se tiene que 
(Q'1 +J'2 Xx) y)=(P1 (x)+P2(x) y) 
=(P1(x) y)+(P(x) y) 
=(x Pjy))+(x 4(y)) 
=(x P1(y)+P2(y)) 
=(x (fi4b)) 
De donde P = fi + 4 es autoadjunto 
De todo lo antenor se tiene que P = fi + 4 es una proyección 
b) Supongamos que P = fi + 4 es una proyección Luego por la parte (a) se 
tiene que Y, ±Y Sea XEH entonces 
y=F(x)=(P +4 XX) =fi(x)+Mx) 
Con P1(x)EY1 y P2 (x)EY2 Ml yeYY 2 De donde Ran(P)cY1 %Y2  
Probemos que J'e;cRan(P) En efecto sea VEYGY2 entonces existen 
y1 eY1 y2 e1 tal que 
y = y¡ + y2 
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Luego como Y1 1 Y se tiene que 
P(v)=P(y1 4-y2 ) 
=P(y+y 2)+F(y 1 +y2) 
= 
= +Y2 
Lo que implica que vc Ran(P) Así iç + Y2 c Ran(F) 
Por lo tanto 
)Un 	 Y &4P)4eY2 Ñz(Fj)®&m(P2 ) 
Observación El opuesto de un operador proyección no es un operador 
proyección Pues si P(x) es un operador proyección entonces para el operador 
opuesto de P Q(x) = —P(x) se tiene que Q2 (X) = P 2 (x) = P(x) # Q(x) Así Q no 
es idempotente si Q * O 
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Teorema 236 Sean F y P proyecciones definidas en un espacio de Hilbert 
H Entonces los siguientes enunciados son equivalentes 
a) PP=FJ=P 
bflF,(x):5P2(x)ll para todo xeH 
C) P1:~P2 
d) &r(i)cKer(P) 
e) Ran(P1)cRan(F) 
Demostración 
a z. b) Como P1 es una proyección por el Teorema 2 33 tenemos que 11 p, 11:5 1 
Luego por hipótesis se tiene que 
11P1(x)11 = 11 P1P2(x ) :511 DV'(4DV2(4D para todo XEH 
b=c) Como F y P son proyecciones sobre H para todo x € H se nene que 
(I(x) x)!5(4(x) P(x)) 
=(P2 (x) x) 
De donde lj :5 1 
c => d) Sea x E Ker (Pa) entonces !(x)= O Luego por hipótesis 
I(x)r=(x) !'(x)) 
=(I(x) x) 
:'(P2(x) x) 
=(O x) 	 pues xEKer (P2) 
EN 
Dedonde P1(x)=O Así xEKer(P1 )y 
Kerfrjc Ker (P1 ) 
d => e) Sabemos que Ker (P1 )y Ker (P2 ) son los complementos ortogonales de 
Ran (Ii) y Ran (F) respectivamente Además por hipótesis se tiene que 
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(pan (p2)Y =Ker(P)cKer(P1)=(Ran(P1) 
Por lo tanto 
Ran(J)cRan(P2) 
e=a) Sea xeH entonces J(x)eRan(19c Ron (J) Por lotanto 
P (i (x)) = P (4 
Así P21 = J es decir P2 P1 es una proyección Luego por el Teorema 2 34 (a) 
se tiene que 
ppppj 
Teorema 237 Sean P y P proyecciones en un espacio de I-hlbert H y 
]Ç=Ran(P) Y2=Ran(F2 ) Entonces 
a) P=P2 —Pj esunaproyecclónenl -  lslysolost Y, c} 
b) Si P = P2 - es una proyección entonces 
y por lo tanto 
ÁD =P 
rl n1' 
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Demostración 
a) Si P = - P es una proyección entonces 
P=P2 —P 
= P2—PP—IiP2+Jr 2 ' 2 ' 	 1 
=P2 —P2P1—P1F2+I 
Luego 
¡_jp2 _p2p1_p1p2+j 
y 
JP-,-P2P=2P 	 (1) 
Multiplicando (1) por P a izquierda ya derecha respectivamente obtenemos 
PP+=2JP 	 y 
	
PP. +I1P2 =2JJ 
Luego 
Y P2&2 n1iP2  
De donde 
P2P1 =P1P2 	 (2) 
PE 
De (1) y  (2) se tiene que 
2FP1 =2P 
Así P2P1 es una proyección Por el Teorema 2 34 (a) se tiene que 
4PnIV'2 =i 	 (3) 
Luego por el Teorema 2 3 6 tenemos que Y1 c Y2  
Recíprocamente supongamos que Y. c Y Entonces por el Teorema 236 se 
tiene que 
lo que implica que 
P+4P1 =2F 
Por consiguiente 
P 2 --(P-P) 2 =P -F2p1-PP2+p2 
=p2 -j1  =p 
Además como P y 4 son proyecciones entonces son autoadjuntos por lo tanto 
también lo es su diferencia P =4 - I Así pues P es una proyección 
b) Supongamos que F =P2 -P, es una proyección Entonces por la parte (a) 
se tiene que Y1 c Y Luego por el Teorema 2 3 6 
P2I;=IiP2 =F; 
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Sea ye Y = Ran(F) entonces existe un X E Htal que 
y=P(x)=P2 (x)—P1(x) 	 (4) 
Por lo tanto 
¡'(y) = P 2(x)PP(x) 
=F(x)—I(x) 
=y 
Lo que implica que y e Y2 Por lo tanto 
Y=Ran(P)c} 
Por otra parte al aplicar P a (4) se obtiene 
'ay)= P1P2(x)-i2(x) 
= pi (x) - P, (x) 
De donde 
y E Ker (P1 ) = Y1  
Así pues 
Y=Ran(P)cY1   
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Por consiguiente 
YcY1' nY2  
Sea yE}ÇnY2 Como 
y = ¡&m(p)' =Ker(FØ=Ran(I-R) 
existe un y2 e HtaI que 
y = (i - F ) (Y2) = -PI(Y2)  
Luego como ¡(y 2)eY1 cY2 setieneque y2 =y-tI(y2)e; 
Ahora bien como P2 P, = ! se tiene que 
P(y) = 	
-ji Xy2)) 
= (' - 	 - Pl 	XY2) 
=(p2 -p2p _p j2)(y2) 
=fr2 XY2) 
= 	 n(Y2) 
=y2 -F1 (y2) 
= (1-ii) (.Y2) 
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P(y) 
= y 
De donde yeY Por lotanto 
}nY2 C  
Así pues 
Y=Ran(P)=Y1 nY, 
y 
P =P}, 
flf 
Corolario 2 3 1 Sean R y K subespacios cerrados del espacio de I-filbert H y 
sean PR y P, las correspondientes proyecciones sobre H de estos subespacios 
a) P=J- I es una proyección sobre Hsiy solo si F, -~->F 
b) Si PRx =KR entonces PR +P 	 es una proyección y 
Ran(PR +PK -PRPK )=Re(RnK) 
Demostración 
a) Se deduce inmediatamente de los Teoremas 2 3 6y 2 3 7 
b) Note que 
''-M =iy-(1-I)J, 
W. 
y 
PR(I-PR)PK = (PR -A = (PR -PR)PK =0 
Además como 
(' PR)Px = 'L»K 1Y'x =P -.Pj', =PK('-PR) 
Por el Teorema 234 se tiene que Pft y (,  - PR)PK  son proyecciones ortogonales 
entre sí es decir 
Pan Pj±Rul?i((1-P,jPg) 
Además 
n((1-PPK)=Ran(J-P,Jn1an(PK)=O?an(PR)YnRan(PK ) 
Ahora bien por el Teorema 235 PR +(1-PR)J=F-fPK -FRPK es una 
proyección y 
=Ran(PR)e Ran((I-PR )PK ) 
= pan (F3e (Pan  (P ft) nRan(P) 
= RE) (R nK) 
Teorema 2 3 8 sea { P r., una sucesión monótona creciente de proyecciones 
definidas en un espacio de Hilbert El Entonces 
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a) { P converge fuertemente a una proyección es decir P (4-3 F(x) para 
cada  e J/ y el operador limite es una proyección definida en II 
b) Iian(P)= ÚR an (P ) 
c) Ker(P)=flKer(P) 
Demostración 
a) Sea m < n luego por hipótesis P. cP Así por el Teorema 236 
Ran(PjcRan(P) 
Por el Teorema 2 3 7 se tiene que P -P. es una proyección Luego para 
todox EH 
VP(x)—Pm(x)02  =(p 
_p .)(X
) 
=j —Pj(x) ( -1,,)(x)) 
=(fr .-J)(x) (x)) 
=(P (XI  (x))—(J,,(x) (x)) 
=(P2(4(x))_( p 2() (x)) 
=(P(x),i,(x))—(J,,(x) i,,(x)) 
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1IP(x)_(x)12 =1 P(x)1,-1 P.(x) 11, 	 (1) 
Sabemos que 1 P :iI por lo cual 11P(x)11:5x1 para todo PIEN Luego 
{ O P (x) 11°I es una sucesión de numeros reales acotada Por el Teorema 2 36 
{ 1 P (4  lo.,es también monótona ya que la sucesión { 	 es monótona Lo 
que implica que la sucesión { r (4 } 1converge en IR y así por (1) la sucesión 
{ P (x)}c  1es una sucesión de Cauchy en H Puesto que 1-1 es completo la 
sucesión { P (x)} 1 converge en H esto es existe un y e H tal que 
1:m ~ P(x)=y 
Definamos la función 
1' H-->H 
P(x)=hm !(x)=y 
Probemos que P es una proyección En efecto 
1) Sean x yeHya fieR Entonces 
P(ax+fiy)=lunP(ax+fly) 
=alimP(x) +fliunP(y) 
107 
P(ax+/3y) =aP(x)+/JP(y) 
2) Sea x E H entonces 
O'(90= VIfrn.J (40 
=izm 
<iun___ 11  1111  11 
DI 
3) Sean x y c H Entonces 
(P(x) y)=(1un._,P(x) y) 
=hin(P(x) y) 
=lím(x P(y)) 
=(x lzmP(y)) 
=(x «y)) 
4) Sea x E H entonces como P es un operador lineal acotado 
P2 (x) P(P(x)) 
P2 (x) = P(hmP (x)) 
= limP(P (x)) 
=iun,[iwç.j,,(P (4)] 
Ahora bien como m tiende al infinito podemos suponer que n:5 m Luego como 
p 	 por el Teorema 236se tiene que PP,=Pm P =P Por lotanto 
¡2 (x) = hm_ (hm_ (PP )(x)) 
= lím (l1mP (x)) 
= lun P (x) 
= P(x) 
Por todo lo antenor se tiene que P es una proyección 
b) Determinemos Ra,, (P) Para ello sea mc n Entonces m P esto es 
P—I,1:O y 
«P—j(x) x)~->o xEH 
Haciendo tender n al infinito obtenemos por la continuidad del producto Interno 
que 
((p—I,)(x) x)2tO para todo xeH 
luz 
esto es P. P Luego por el Teorema 236 se tiene que Ran(Fjc pan (P) 
para todo m De donde 
ÜRan(P)cRan(P) 
Luego como Ran(P) es un subespacio cerrado de H 
U Pan  Q,3c Ran(P) 
Sea x € H Entonces para cada m E N se tiene que 
P,(x)e Ran(Pm )cLJ Ran (Pm) 
Luego como 
limj'_(4= P(x) 
se tiene que 
P(x) E U &in (i,,) 
m-I 
por lo tanto 
Ran(P)cü Ran (Pm) 
Así pues 
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Ran(P)=URan(Pm) 
c) Como P es una proyección por el Teorema 12 4  se tiene que 
Ker(P)= (Pan (P) c Pan (P Y =Ker(P) 
para todo n e N Por lo tanto 
Ker(P)cflKer(P) 
Sea XEflKer(P) entoncesxeKer(P) para todo neN De donde P(x)=O 
Como P (4 -> F(x) se tiene que P(x) = o por lo cual x E Ker (P) Por lo tanto 
ICer(P)cKer(P) 
AM pues 
Ker(P)=flKer(P) 
Finalizamos este capítulo probando que los límites uniformes de sucesiones de 
proyecciones es también una proyección 
Teorema 2 39 Sea { P )0, una sucesión de proyecciones definidas en el 
espacio de Hilbert complejo II y supongamos que la sucesión { P r., converge 
en norma al operador lineal acotado P H —*. H o sea que 
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-'°D= 0 
Entonces P es una proyección en H 
Demostración 
Sea x e H entonces 
11 (p — PXx)II:1VP — POIx 11 
Por lo tanto 
lrmP(x)=P(x) 
Por hipótesis cada P es una proyección por lo cual 
(P(x) y)=(x P(y)) 
Aplicando limite cuando n -3 ac tenemos que 
(P(x) y ) = ( x P(y)) para todo xyeH 
Por lo tanto P es autoadjunto 
Por otro lado para todo x E H 
(1'(x) x)=(un P(x) x) 
= Ion. (P(x) x) 
=&n(r2(x) 1) 
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(P(x) x)=lim(P(x) P(x)) 
= (lzmP (x) 1zmF (x)) 
=(P(x) P(x)) 
..(p2(x) x) 
Luego como II es un espacio de Htlbert complejo se tiene que 
P(x)=P 2 (x) para todo x e H 
AM pues P es una proyección 
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CAPITULO III 
PROYECCIONES A-AUTOADJUNTAS EN 
ESPACIOS DE HILBERT 
11k Proyecciones Aautoadjuntas en espacios de Hllbert 
Sea H un espacio de Hiibert sobre C y B (Hr el espacio vectorial de todos los 
operadores lineales acotados positivos en H El tema central de este capítulo 
radica en definir una forma sesquihneai acotada y no negativa 
( )A HxH—*C 
asociado al operador AeB(H)t y estudiar la nueva oitogonalidad inducida por 
este semiproducto así como los operadores A-autoadjuntos respecto a la forma 
sesquilineal definida por el operador A E 
31 Operadores A-adjuntos 
Dado un operador A E B(H) consideremos la función 
( )A HxH—*.0 
(xz)A =(A(x)z) conxzeH 
Note que como A e B(H) entonces 
> (X  +Y z)4=(x z)A +(y z)A 
> (cxx z)A =a(x z)4  
> (Jr z)A=(zr)A 
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> Por el Teorema 2.2A 
(x x)4 =(A (x) x) 
=(AA(x) ) 
=(Ai(x) Ai(x)) 
= QA2 (x)H 
) (x x)4 	 <:=> 
llAí 
	 0  
> Por la desigualdad de Cauchy-Schwarz, 
I(x z)4I=I(A(x) z)I 
:5 HAll llIIkft 
Por '° tanto ( ) es una forma sesquihneal acotada y no negativa 
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Note que ( ) noesun producto interno sobre H sin embargo s4Aes 
nyectivo entonces ( ) es un producto interno sobre H ya que por el 
Teorema 223 Ker(A)= Ker[A) 
Teorema 311 Sea AEB(H) invertible Entonces ( )
A 
es un producto 
interno equivalente a ( ) 
Demostración 
Como A es inyectivo se tiene que ( ) es un producto interno sobre II 
Probemos que ( ) es equivalente a ( ) En efecto 
IIxI1'4 =(x x)A  =(A(x) X):111Á11114 
de donde 
11414114 
Por otro lado como AeB(H) 
nr=Inf*1(A(x) x)co'(A) 
donde o(A) eset espectro deA Como A es invertible Oo(A) 
Por lo tanto 
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nr=inÇ1(A(x) x»'O 
Sea XEHX#O entonces 
IA(x) x_ 1 
\ 114 H)_ÑT(x) 
x)=j(x x)4  
de donde 
m1142 :5QXfl4 
y 
m Qxil :5 INI4 
MI pues 
—< IIXIIA :5  114 Hl 
Para todo xeH Por lo tanto ( ) y 
 ( ) son equivalentes 
DefInición 311 Sean A€B(H) y ScHS*ø El A-ortogonal de  se 
denota por SI y se define por 
SI 
={xEH (xz)4 =OparasodozES} 
={xEH (4(x) z)=OparatodozES} 
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Puede venficarse que s -'1 es un subespacio cerrado de H 
Teorema3l2 Sean AEB(H)yScHS*ø Entonces 
S' =A'(S')=A(S) 
Demostración 
Note que 
A '(S)={xeH exiszeyeS1  A(x)=y} 
={xeH A(x)eS} 
Luego si x eA' (s') entonces para todo z e  se tiene que 
(x z) =(A(x) z)=o 
por lotanto x€S1 Así 
De igual manera si x c- S' entonces para todo Z €5 se tiene que 
(A(x) z)=(x z)4 =0 
por consiguiente A(x)e5' es decir XEA '(s') Así 
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S' cA'(S') 
De todo lo antenor se tiene que 
C(S')={xeU Á(x)eS'}=S' 
(A(s))' ={x€H (x 4=0 para todoye(A(S)} 
{xeH (x A(z))=O para toda ZES) 
{xeH (A (x) z)=OparasodozES} 
={xEH (xz)4 =Oparasodozes} 
= si 
Así pues 
S' =A'(S')=A(S}' 
Observación 
Del Teorema 311 se deduce que Si AEB(H) es inverúble entonces todo 
subespacio cerrado Y de H admite un A-complemento en el subespacio de 
Hilbert (Ji ( )) a saber P así H=Y@Y Sin embargo si A no es 
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invertible tal complemento puede no existir lo cual se justifica en el siguiente 
teorema 
Teorema 3l3 Sean AeB(H) yvunsubespaciodeH entonces 
YnY =-YnKer(A) 
Demostración 
xeYnY'zxeY y xc)' t 
x€Y y (x z)A =O VzcY 
='?XEY y (A(x)z)=-O VZEY 
='.'xeY y (A(x)x)=O 
xcY y (A2 (x) A(x))=O 
='xcY y P (x)l = 0 
XEY y A1(x)=O 
XEY y xcKer(A1) 
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xeYnY'.xcY y xEKer(A) 
X E Y fl Ker (A) 
De igual manera 
xEYnKer(A)rxeY y xeKer(A) 
ZXEY y A(x)=O 
=x€Y y (A(x) z)=O Vz€Y 
'x€Y y (xz)4 '=O VZEY 
txeY y xeY1  
:::i. 	 Y ny1  
Así pues 
Yny' =YnKer(A) 
Definición 3 12 Sean A E B(H)t y LE B(H) Un operador W € B(H)es un 
A adjunto de L si 
(L(x) Y)A = (x W(y))A 
para todo x ya  
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Teorema 3l 4 Sean AEB(H) y L V,'EB(H) W es un A adjunto de L si y sólo 
sí EA=Aw 
Demostración 
WesA adjunto de L c(L(x) y)4  =(x W(y))A  para todo x ycH 
c(A(L(x)) y)=(A(x) W(y» para todo x yeh' 
c(AL(x) y)—(A(x) W(y))=O para todo x yeH 
.(x (AL) (y))—(x A(W(y)»=O  para todo x yeH 
c(x EA(y))-.-(x AW(y»=O  paratodo x y€J! 
<:(x (CA—AW)(y))=O para todo x y€H 
c'(EA—Aw)(y)=o para todo yE!! 
atA(y)=AW(y) para todo yeH 
a'CA=AW 
Así pues WesunA adjunto deL siy solo si LA=AW 
Observación Si A e 8(H) es inverhble entonces por el Teorema 3 14 todo 
operador LeB(H)posee un A-adjunto el cuates W=A'CÁ Sin embargo si A 
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es no inverhble no podemos garantizar la existencia de operadores A adjuntos 
En lo que sigue estudiaremos la existencia de operadores A-adjuntos 
El siguiente teorema nos ayuda a caracterizar la existencia de un operador 
A adjunto 
Teorema 3 15 (Teorema de Douglas) Sean A Be B(H) Entonces las 
siguientes condiciones son equivalentes 
a) Existe un DcB(Ji)tal que AD=B 
b) Ran(B) cRan(A) 
c) Existe un numero real positivo 2 tal que BB :5 ¿AA 
Si una de estas condiciones es satisfecha entonces existe un unico 
operador X E B(H) tal que 
AX=B Kér(X)=Kr(B)y Ran(X)cKer(A) 
Más aun 
BB :5L4A} 
X es llamado la solución reducida de la ecuación AX = B 
Demostración 
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a,b )Esobvia 
b=>a )Supongamos que Aan(B)ç Pan(A) Sea xe H entonces 
B(x)ERan(A) Luego existe un zeH tal que B(x)=A(z) Como 
zeH=Kér(A)®Ker(A) existe un y€Ker(A)' tal que A(z)=A(y) Por lo 
tanto 
B(x)=A(y) 
Probemos que este y es unico En efecto supongamos que existe otro 
y1 E flr(A)1  tal que B(x) =A (yj  Entonces 
A (y - y1) = A(y)-A(y1 )  = 8(x) - 8(x) =O 
por lo tanto 
y-y1 e Ker (A) n Ker (A)_L ={O} 
de donde y=y1 
En base a lo probado antenomiente podemos definir la función 
D H-*H 
D(x)=y donde yeKer(A) y B(x)=A(y) 
> Des lineal 
Sean x ;EH entonces existe y1 y2 EKr(A)1 tal queB(ç)=A(y) y 
B(x2)= A(y2) Por lo tanto y1 +y2 E Ker(A)' y 
B( +;)= B(x)+B(;)=A(y,)+A(y2)=A(y1 
 +y2) 
Por consiguiente 
125 
D(x+;)=y1 +y2 =D(jç)+D(x2) 
Sean ahora xeH y AeC Entonces existe un ycKer(A)' tal que B(x)=A(y) 
Luego 2yeKer(A) y 
B(Áx) = 2B(x) = 2A(y) = A(2y) 
Por lo tanto 
D(Áx) = ¿y = ¿D(x) 
De lo antenor se tiene que D es una función lineal 
) Probemos que DE B(H) En efecto consideremos 
W(D)={(x D(x)) XEH} 
el gráfico de D Sea {(.r D(x ))} 
EN 
una sucesión de elementos de Grf(D) tal 
que x —*x D(x )—y Luego 
D(x )EKer(A)' y B(x )=A(D(x)) 
Como Kr(A) es cerrado se tiene que y e= Kr(A)' Además 
B(x) = B(lzmx ) = limB(x ) = lzmA(D(x )) = A(l:mD(x »=A(y) 
De lo antenor se tiene que D(x) = y Por consiguiente (x y) c Grf(D) y Grf(D) 
es cerrado AS por el Teorema del Gráfico cerrado D es un operador lineal 
acotado y 
ac ) Supongamos que existe un DeB(H) tal que AD=B 
Luego para todo XEH 
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(sr(x) x)=(ff(x) ff(x)) 
=HD 11'(A (x) A (x)) 
= lID 112  (AA (x) x) 
=((¡ID 112 AA )(x) ) 
Por consiguiente 
BB :5IIDrAA 
ca ) Supongamos que existe un 2>0 tal que Bt:52ÁA Sea x€H 
entonces 
Por lo tanto 
VB (x)112 = ( B (x) B (x)) 
=(Bff(x) x) 
-,(2AA (x) x) 
=a(A (x) A (x» 
= AJA (x )112  
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O (x)II~.fk VA (x)II para todo x  Ji 
Definamos la relación 
E Ran(A )-+Aan(B) 
E(z)=B (x) donde A (x)=z 
> Probemos que E es una función En ecto sean z € Ran(A) y supongamos 
que existen x, X2 €H tal que 
z=A (xj=A (x2) 
Luego A (.-x2)=O Por lotanto 
II'(;-;)O"1Ik k-;)Il=° 
de donde 
B(;-x2)=Oy B(ç)=B(;) 
Así pues E es una función 
> Probemos que E es lineal En efecto sean z1 ; € Ran(A) x1 ; E H tales 
que A (x)=z y A (x2)=; Entonces 
A (a;+/3;)=aA (x)+fJA (x2 )=a; -i- fJz 2 E Pan (A) 
por lo tanto 
E(a; -s-/3z2)=B (a; +/3x2)=aff(x)+/3B(x 2)=aE(z1 )+/3E(;) 
Para todos escalares a fi Así pues E es lineal 
> Probemos que EeB(Ran(A)Ran(B)) En efecto sean zeRan(A) X E H 
tales que A (x) = z entonces 
(jE(z)Ij 
= IIB• (x)JI 25 .JIIIA (x)O = 'Jllfl 
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Esto implica que E es un operador lineal acotado en Ran(A ) 
Extendiendo el operador E a Ran(A ) por continuidad y definiendo 
E(x)=O para todo xERan(t)1=Ran(B') 
se obtiene que EeB(H)yEA =t osea que AE=B Por lotanto 
AD=B de donde D=r 
Probemos la segunda parte del teorema Pnmeramente probemos que 
Ker(X) = Ker(B) En efecto como Alt' = B se tiene que Ker(X) c Ker(B) Por 
otro lado en la demostración de (b =>a) podemos observar que si x E Xr(B) 
entonces el unico vector yeKer(A)' tal que A(y)=B(x)=O es y=O por lo 
tanto D(x)=y=O y xeKer(D) Así pues Ker(B)cKer(X) De todo lo antenor 
se tiene que 
Ker(X) = Ker(B) 
Probemos ahora la unicidad En efecto cuando probamos (b => a) el operador 
Oque construimos tiene su rango contenido en Ar(A) 
Supongamos que existe otro operador DE B(H) tal que 
B = 14D y Ran(D) c Ker(A)' 
Entonces 
A(D—D)=AD—ÁD=B—B=O 
de donde 
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Ran(D-D) c Ker(A)nKer(A)' = {O} 
Esto implica que D = D 
Finalmente sea 2>0 tal que Bif :5 AM entonces 
A (x)112 = O'') (x)r 
rII 	
(X)j2 
 
=(B (x) B(x)) 
=(Bt(x) x) 
~5(,%AA (x) x) 
=1(A (x) A (x» 
= Ik (x)2 
MI por continuidad se tiene que 
ID (4 ! ,A lIZ12 para todo z E Ran(A ) 
Ahora bien como Ran(D) c Ker(A)' se tiene que 
(Ker(D ))' = Ran(D) c Ker(A)' = Ran(A) 
de donde 
Ran(A )' =Ran(A )1cKr(D) 
Por consiguiente 
ID (12!,21k12 para todo XEJ?SJ7(A )eRan(A )=H 
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así 
oMr =II' 02 
Esto implica que 11D112 es una cota unfenor del conjunto 
{ÁeR BB:52AA} 
Por otro lado cuando probamos (a => c) obtuvimos que 
Br25IID ¡¡'AA =IIDfl2 AA 
por consiguiente 
11D112=inf{2eR Bif :5.ZAA} 
La afirmación queda probada tomando X = D 
Corolario 3 11 Sean A E B(H) y LE B(H) L posee un A adjunto si y sólo si 
¡tan (EA)c ¡tan(A) 
Demostración 
Por el Teorema 3 1 5 se tiene que 
Ran(CA)cRan(A) a. Elaste un WeB(H) tal que 
AW=CA 
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y por el Teorema 3l4 se tiene que 
AW=tAcWes un  adjunto de L 
Así pues 
L posee un A adjunto si y sólo si Ran(EA) c 
En el siguiente teorema presentamos una caractenzación de los operadores 
idempotentes que poseen un A adjunto 
Teorema 316 Sea AeB(H) y QeB(H) tal que Q2 =Q (Q no es 
necesanamente auto-adjunto) Existe un W e B(H) tal que Q A = A  (esto es O 
tiene un A adjunto) si y solo si 
Ran(A) = [&in(A)n Ker(Q )]e [&n(4n Ran(Q)] 
Demostración 
) Supongamos que existe un W E B(H) tal que Q A= AW Sea se Ran(A), 
luego existe un qcH tal que A(q)=s Como (Q)2 =Q &zn(Q) es un 
subespacio cerrado de H y Ran(Q)nKer(Q')={O) 
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Además para todo x€H setierieque 
x=y+z con y=Q(x)ERan(Q') z=x-Q (x)€I&(Q) 
Por lo unto 
H=Ran(Q )exer(Q) 
Luego 
e=A(77)=Q(04+/3 conwEHy/YeKer(Q) 
de donde 
Q (c)=Q (A(q))=Q (Q (w)+fl)=(Q )2 (w)=Q (w) 
y 
Q (w)=QA(lOERan(QA) 
Pero como gA=AW se tiene que 
r 
Así pues 
Q (v)ERan(A)nRan(Q) 
Por otro lado 
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Q (fi) =Q (A(q)-Q (w)) 
=Q (A(q))-Q (tv) 
=Q (w)~Q (o) 
=0 
y /J=A(rj)-Q (al)ERan(A) Por lo tanto 
/3ERan(A)nKer(Q) 
Así pues 
s=Q (w)+fl con Q (w)eRan(A)nRan(Q) y fleRan(A)nKer(Q) 
Luego como i?an(g)nKer(g)={O} setene que 
Ran(A)=[Ran(A)nKer(Q )]e[i&m(A)nan(Q )J 
<--)Supongamos que 
A)=[Ran(A)nJ&r(Q )]e[i?an(A)ni&m(0_)] 
Ran(Q A)=Q [Ran(A)nKb(Q )}•Q [&m(A)n&in(Q )J 
=Ran(A)nRan(Q) 
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Ran(Q i) c Ran(A) 
Luego por el Teorema 3.1.5, existe una solución W  8(H) de la ecuación 
AX = QA, esto es 
AW = QA 
Corolario 3.1.2: Sean AE B(H) YQE B(H) tal que Q =Q. Q posee un 
A-adjunto si y solo si 
Ran(A) = [Ran(A)r Ker(Q )j [Ran(A)n Ran(Q)j 
=[Ran(A)(Ker(Q))'][Run(A)r(Run(Q))'] 
Demostración 
Esto es consecuencia directa de ¿os Teoremas 1.2.4 y  31.6 
3.2 Proyecciones A-autoadjuntas y compatibilidad 
Los operadores que son autoadjuntos respecto a un producto interno son 
conocidos como simetrizables. Aquí trabajaremos con operadores simetrizables 
o autoadjuntos respecto al producto interno 
	
con A € B('H). Tales 
operadores también se ¡es denomina proyecciones autoadjuntas. 
135 
	 s¡s-MkIá, !) 
UNIVERSIDAD DE FAI4 
(SIDJUPI  
Definición 32 1 Sean A e B(H)' yTe B(H) T es A-autoadjunto si 
(T(x) y), = (x T(y))4 para todo x ye H 
es decir si 
Ar=rA 
Observación Note que la existencia de un operador A adjunto no está 
garantizado En efecto TE B(H) admite un operador A adjunto si y solo si la 
ecuación Al = tA tiene solución De esta manera T puede no tener un 
operador A adjunto tener solamente uno o bien tener infinitos operadores 
A adjuntos 
Por otro lado el hecho que un operador Te B(Ff)sea A autoadjunto no implica 
que sea autoadjunto esto es 
—(Ar=rA=r =r) 
Notaciones 
Q=Q(H)={QeB(J!) Q2 =Q} 
cF =P(H)={ P€Q(H) P=F}={PeB(H) Pesunaproyeccion} 
A los elementos de Q Q) se les llama proyecciones oblicuas 
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Si Z es un subespacio cerrado de 11 entonces 
Q={QEQ(H) Ran(Q)=Z} 
Definición 3 2 2 Sean A € B(H) y Z un subespacio cerrado de H denotemos 
¡(H)={QeQ(H) Q'A=AQ}={Q€Q(H) QesA—auioa4wiia) 
^AZ)=(Qr=Qz AQ=QA} 
={QEQ1 QesA—ausoa4unta} 
Diremos que el par (A Z) es compatible si P(A Z) * 0 
El objetivo principal de este trabajo es estudiar el conjunto P(A z) y presentar 
condiciones para que P(A,Z) sea no vacío o sea que podamos determinar 
operadores Q  Q. que sean A autoadjuntos 
Veamos el siguiente resultado el cual es una versión particular del teorema de 
Douglas(Teorema 3 1 5) 
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Teorema 321 Sean AeB(H) y QeQ(H) con Ran(Q)=sy Ker(Q)=Z 
Entonces 
a) Ran(QA)c Ran(A) si y solo si Ran(A)=[Ran(Á)nS]®[Ran(A)nZ] 
b) Si De B(H) es la solución reducida de la ecuación AA' = QA entonces 
De Q(H) Además se tiene que 
Ran(D)=A '(S)n (A'(S)nKer(A)) y Ker(D)=A '(Z) 
Demostración 
a) Supongamos que Ran(QA)g Ran(A) Sabemos que 
Ran(QA)c Ran(Q) = s 
luego 
Ran(QA)ç Ran(A)nS 
Sea C E Ran(A) entonces 
e - Q(e) = ¡(e) - Q(e) 
=(1-QXe) 
de donde 
e-Q(e)eRan(J-Q)=Ker(Q)=Z 
Como E E Pan(A) entonces Q(e) e Ran(QA) c Ran(A) Por lo tanto 
Iii 
ceRan(A)y Q(c)ERan(A) 
de donde e-Q(e)eRan(A) Luego 
c-Q(e)ERan(A)nZ 
Además 
Q(c) E ¡?an(A)nRan(Q) = Ran(A)nS 
Por lo tanto 
e = Q(e)-fe—Q(e) 
Esu 
Q(e)ERan(A)nS e-Q(e)E Ran(A)nZ 
de donde 
Ran(A)=[Ran(A)nS]+[Ran(A)nZ] 
Por ofro lado como Ker(Q)nRan(Q) = {o} se tiene que 
[Ran(A)nS]n[Ran(A)nZ] = {O} 
 
Por lo que 
Ran(A)=[Ran(A)nS]W[Ran(A)nZ] 
Recíprocamente supongamos que 
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Ran(A)=[Ran(A)nS]®[Ran(A)nZ] 
Sea e e Ran(QA) entonces existe un X€1! tal que e = Q(A(x)) Como 
A(x)ERan(A) existen ;ERan(A)nS ;ERan(A)nZ tal que 
A(x)=z1  +z, 
luego 
e= Q(A(x)) =Q(;)+Q(z) = Q(z1 ) 
Como ; ES = Ran(Q) existe un t cH tal que Q(t) = z Por lo tanto 
Q(z) = Q(Q(t)) = Q(I) = 
Así pues 
e=Q(;)=z1 eRan(A)nScRan(A) 
De lo antenor se tiene que 
Ran(QA) a ¡tan(A) 
b) Supongamos que O es la solución reducida de la ecuación Al = QA 
entonces 
AD=QA y Ran(D)c(Ker(A))1  
Por lo cual 
2 
 =A(DD) 
AD2 =(QA)D 
=Q(AD) 
=Q(QA) 
=(QQ)A 
=Q24 
=QA 
Además sabemos que 
ian(D2)g Ran(D)c (Ker(A) 
Entonces D2 también es una solución reducida de la ecuación A)! = QA Por la 
unicidad de esta solución (Teorema 3 1 5) tenemos que D2 = D Por lo tanto 
DEQ(H) 
Por otro lado 
xEKr(D)=D(x)=O 
= A(D(x)) = o 
=(QA)(x)=O 
=:'xe Ker(QA) 
de donde 
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Ker (D) c Ker (QA) 	 (1) 
También 
x  Ker(QA)=, (QA)(x)=O 
='A(D(x))=O 
D(x) E Ker(A) 
Pero 
D(x)E Ran(D) c(Ker(A))' 
luego 
D(x) e Ker(A)n(Ker(A)) = {O} 
esdecir D(x)=O y x€Ker(D) Porlotanto 
Ker(QA) c Ker(D) 	 (2) 
De (1)y (2) se tiene que 
Ker(D)= Ker(QA) 
Probemos que 
A(A (s)) = Ran(A)nS 
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En efecto sabemos que 
A(K'(S))cRan(A) y A(A'(S))cS 
por lo tanto 
A(A '(S))cRan(A)nS 	 (3) 
Por otro lado 
YERW1(A)nSYERÍD7(A)AYES 
=y=A(x)eS para algun x€H 
zy=A(x)AxeA'(S) 
=yeA(K'(S)) 
de donde 
Ran(A)nS c A(K' (s)) 	 (4) 
De (3) y  (4) se obtiene que 
A(A '(S))=Ran(A)nS 
Probemos que Ker(D) = A' (Z) En efecto como Xk?r(D) = Ker(QA) se tiene 
que 
x e Xc (D) o x e Xc (QA) 
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e lcr (D) Q(A (x)) = O 
cc'A(x)eZ 
''x€A '(Z) 
por consiguiente 
Ker(D) = A (Z) 
Finalmente usando el hecho de que A(A '(S))=Ran(A)nS 
Ran(QA)=Ran(AD)cRan(A) y que Ran(A)=[Ran(A)ns]e[itan(A)nz] se 
prueba que 
Ran(D)= t(S)n[t(S)nKer(A)]' 
Teorema 322 Sean AEB(H)y QeQ(H) 	 Entonces las siguientes 
condiciones son equivalentes 
a) Qe P (H) o sea que Q es A autoadjunto 
b) Ker(Q)ç(Ran(Q))' 
C) (Q(e) Q(e))A ~(e )A para todo eeH En este caso se dice que Q es una 
A contracción 
Demostración 
Denotemos S = Ran(Q) Luego por el Teorema 3 12 
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(Ran(Q))' =5' =t (s')=(Á(s))1  
a==> b) Supongamos que Qe ¡ (H) entonces QA = AQ Luego para todo 
e q E 1-1 se tiene que 
(A(q) Q(4=(Q (A(q)) e) 
=(Q A(q) e) 
=(AQ(i,) e) 
=c(Q(zi) A(s)) 
Sea eeKer(Q) entonces Q(4=o Luego para cada qeHse tiene que 
(e Q(77))4 = (A(s) Q()) = (Q(q) A(s)) = (A(q) Qfr» = O 
Por lotanto ee(Ran(Q))1  
Ker(Q) c (Ran(Q))' 
b => c) Supongamos ahora que 
Ker(Q) c (Ran(Q))' =(S)' = A 1 (s') = A(S)' 
Sea e € H entonces 
e = Q(e)-s-(e—Q(e)) 
Note que 
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77Q(6)ES y fi=e—Q(e)eKer(Q)cS1 =A-
'(S') 
Luego 
e=q-i-fi con ,7eS fi€A'(S) 
(fi A(q))=(A(fi) q)=o 
y 
Además 
(e e)A=(A(e) e)=(A(q+/3) ¡ji-fi) 
=(A(q)+A(fi) 'z+) 
=( A(j) ti) +(A(,j) fi)+(A(fi) q)-s-(A(fi) fi) 
=( A(q) q)-i-(A(fi) fi) 
2: ( A(q) 'i) 
Como 
(A(q) '7) = (4Q(e)) Q(e)) 
= ( Q (4Q(e))) e) 
se tiene que 
(ee)4 =r(A(,F) e)~r(A(q) '7) 
= ( Q (4(Q(e))) e) 
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Por otro lado 
(Q(s) Q(s))4 
= ( A(Q(s)) Q(s)) = ( Q (A(Q(e))) e) 
Por lo tanto 
(e 	 2: (Q(E) Q(e)) 
e => a) Supongamos ahora que (Q(e) Q())A :5 (e )A para todo e e  
Entonces 
(A(Q(s)) Q(--) ):5 (A(s) ¿) 
y 
(Q (A(Q(e))) e)29 (A(s) e) para todo ecH 
Por consiguiente Q AQ :5 A De donde 
( 	 !'\( 	 .i\ 	 1! QA2JQA2 ) =QA2 A2Q=QAQ~A=A2 A 2 
1 
Entonces por la parte (b) del Teorema 3 1 5 la ecuación A2X 
= Q Al tiene una 
solución  con 1 DDsI Luego por el Teorema 3 2 1 D2 =D 
Probemos que DeF4 (H) Para esto probaremos que Ran(D)=Ker(D)' En 
efecto sea XE Ker(D)1 Como D2 = D se tiene que 
D(x-D(x)) = D(x)- D2 (x) = D(x)- D(x) = O 
tPA 
de donde x-D(x)E Ker(D) Por lo tanto 
0=(x-D(x) x)=1I4-(D(x)  x) 
y 
(D(x) x)=Vxff2 
Luego por la desigualdad de Schwarz 
I14 =(D(x) x) 
=KD(x) x) 
:S ll1(1 kfl 
5 IIMI 114 
Por lo tanto 
D(x)jj kfl = 
= 04 = ¡D(x) x) 
Por otro lado 
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fx —D($ =(x—D(x) x—D(x)) 
=114 —2Re((D(x) x))+QD(x)fl2  
= 114- 2(D(x) x) + IID(x)1I 2  
=2(D(x) x)-2(D(x) x) 
=0 
osea que D(x)=x Así 
Ker(D)'çRan(D) 	 (1) 
Por otro lado sabemos que 
H = Ker(D)%Ker(D)' 
Sea y E Ran(D) entonces 
yz+w COfl zEKer(D) weKer(D)1  
Como wE(Ker(D))1çRan(D) existe un e e H tal que 
D(s)=w Luego 
D(w) = fi (e) = D(s) 
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De igual manera como y€ llan(D) existe un q €H tal que y = D(q) Por 
consiguiente 
D(y)=LY(q)=D(q)=y 
Ahora bien como z = y-w se tiene que 
D(z)= D(4-D(w)=Y-w=z 
Pero como zeKer(D) 
O=D(z)=z 
Así pues 
y=z+w=wEKer(D)' 
y 
Ran(D)ç Ker(D)1 	 (2) 
De (1) y (2) se tiene que 
Ran(D)= Ker(D) 
y por lo tanto 
H=Ker(D)eRan(D) 
Así pues por elTeorema23l DEPA (H) 
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Ahora note que 
Q A=(Q A)AI =(A1D)A 
Además 
(ADJ =(QA] 
de donde 
D (AI J =(Al) Q 
y 
1 	 1 
DA2 = A2Q 
Por lo unto 
Q A= (A2D) A2 =Ai(DAI)=A1(AIQ)=AQ 
Esto implica que Q  PA  (H) 
151 
3 3 Caracterizaciones do la compatIbilidad 
Finalizamos este trabajo presentando algunas caracterizaciones de la 
compatibilidad en términos del operador A E B(Hr Para esto es necesano 
representar los operadores en forma matncial En efecto sea 5 un subespacio 
cerrado de H Luego 
Denotemos por 1' =4 la proyección ortogonal sobre 5 
Para cada Te B(H) se tiene la identidad 
T=PTP+PT(I-P)+(I-P)TP+(J--P)T(J-P) 
Denotemos 
111 	 t=PT(J-P),5 .€B (SI s) 
121 =(I-P)TI e B(S s) : =(I-J)T(J-P),5. E B(S') 
Sea 
x=s-FqESWS1=H con CES 77ES1  
Luego 
(tu 	 112 
J(e\ 1 
I=t11fr)+t12(q)+i21fr)+t22(q) 
1121 '22 .17) 
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(:, 	 ¡12'V6'\ 
L 21 	 1J[J,J =:11(s+q)+t12(c+q)+t21(e+q)+t(c+q) 
=T(x) 
Así que podemos hacer la siguiente identificación 
(t 	
= 'II 	 12 - T=I 	 1 y T 
I2I 	 p22) 	 [ 121 	 Ifl J 
Ahora bien si A E B(H) entonces 
( 
A=l
a b 
 
c 
ya€B(S) ceB(S) 
Observe que bajo esta convención se tiene que 
(1 	 0 
=1 
o 
Más aun siQEy 
entonces 
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( o 
	 a bVi o a O" J = P
=,P=I
dJtO o)=t.c o t'c 
de donde a=I y c=O Por otro lado 
OVI b\ 1 b" 
( 2)=Q=PQ=( o)o dtl..
(
0 oJ 
de donde d = O y b puede ser cualquier operador 
Ml pues Si QEQ5 entonces 
Q=[ 	
'] para algun yeB(S s) 
Teorema 33 1 Sean A € B(H) y 8 un subespacio cerrado de II Si 
( 
A=l 
a b 
(b 	 c 
Entonces Ran(b )cRan(cf] y Ran(b)cRan(ai] 
Demostración 
Como a€ B(S) por el Teorema 2 11 f a+4 es invertible Denotemos esta 
inversa por (a+ 1 )' € 	 Note que 
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- (a + ¡ ) b 
¡5 
(a+15 	 O 
c-b (a+15 )'b 
o:5 
 (
'5 
-b  (a-s-15 ) 
( 
 IS 
-b (a+15) 
O 
1 )
(a+fs 
b 
Por lo tanto 
c-b (a+15)'bl~O 
y 
b (a+I5)b!5c 
de donde 
b (a-i-15)1(a+15) ¡b:5c 2c 2 
b (a+1) [b (a+1,)] :5cic2 
Por el Teorema 3 1 5 se tiene que 
Ran(b )=Ran(b (a+Is)-i)c Pan (c] 
De igual manera como ce B(S) por el Teorema 2 11 f c + 4 es invertible y 
(c+4j' e B(S1) Note que 
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o:5íls -b(c+15) 'lía 
= a-b(c-s-Js ) ' b 	 o 
o 	 c -I-Js 
b jI'I 	 o " 
c+IS 	 Is J 
Por lo tanto 
a—b(c+Ijb k0 
b(c+15 ) ' b :5a 
de donde 
b(c+Ij(c+1 )b :5 ala 1  
b(c-s-IJ9[b(c+J5 )4] :5aa 
Por el Teorema 3 15 se tiene que 
Ran(b)=Ran(b(c+Js )JcRan(aØ 
Teorema 3 3 2 Sean A € B(H)' y Sun subespacio cerrado de H Las siguientes 
condiciones son equivalentes 
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a) El par (A s) es compatible 
b) S+S=H 
c) Existe un subespacio cerrado wçS tal que SED W=H 
DemostracIón 
a = b) Supongamos que el par (A s) es compatible esto es P(A S) * 0 Por lo 
cual existe un Q  P(A s) Entonces por el Teorema 3 2 2 se tiene que 
Ker(Q)cRan(Q)14 =S1  
Además como Q2 =Q y Ran(Q)=S se tiene que 
H = Ran(Q) + Ker(Q) 
=s+Ker(Q) 
Es claro que S+S çH Luego H = S + S1- A  
b = e) Supongamos ahora que H=S+SJA Consideremos los siguientes 
subespacios 
N=SnSA y W=S" nN' 
Note que 
SnW=Sn(SflN') 
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SnW =(sns)nN 
= NnN1  
Además como por hipótesis H = S + S -A entonces S®WÇH Sea e€H 
entonces 
6=61 +62 con €1 cSy 62  eS 
Dado que N es un subespacio cerrado de H entonces 
H=N$N1  
Luego 
2P77 con/lEN 71eN1  
de donde 
2 p€N 
Como r2eSIA  y peN=SnSçS' setieneque 
62 p7ES 
de donde 
e2 —p=q€N1nS =W 
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Por lo que 
e=e1 +(u+q) 
e = (e +,U) + 17 
donde e +ueS y q€W Por lo tanto CESeW y 
De todo lo antenor se tiene que H=SSW con W un subespacio cerrado de  
c => a) Supongamos que existe un subespacio cerrado W ç S1 tal que 
S®W = H Consideremos QE Qs  la proyección (no necesanamente ortogonal) 
con Rankj)=s y ¡(Q)=w Luego para todo e j7 EH se tiene 
661+62 j 7777j+77 
donde e1 11  e 	 y E2 172 E W Por consiguiente 
	
(Q(e) 'l )A =(Q(e, +e2) 111 	 72 ) 
=(e, q-t-172 )4 
=(s, 01)A (si '72)4 
=(e1 171 ) 4  
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(e Q(q))  =(ç+c2  Q('i1+2))4  
=( ,)+(e '11)4 
=(e, 
De donde 
(Q(-) q) =(e Q(q))4  para todo e ryeH 
Por consiguiente AQ = Q A y Q  P(A s) Así pues el par (A s) es compatible 
Teorema 333 Sean AeB(H)+ 5 un subespacio cerrado de H y P=1 la 
proyección ortogonal sobre S Las siguientes condiciones son equivalentes 
a) El par(A s) es compatible 
b) Ran(PÁ) = Ran(PÁP) 
c) La ecuación (PAP)X = PA(J- /') admite una solución 
Demostración 
b c c) Es una consecuencia inmediata del Teorema 3 1 5y del hecho que 
Ran(PAP)=Ran(PA)=Ran(PAP)+Ran (PA (J-P))Rsn (PA (J-P)) 
- a) Denotemos 
a=PAP,EB(S) y 
Luego 
A=I 
(a b 
c 
Seany€B(SS) y 
Q=( :) 
entonces Ran(Q)=S y Q2 =Q Por lo tanto QEQÇ Por otro lado como 
aeB(S) se tiene que 
AQ=í" b)f'i y)(a ay 
t/, c)IO O) Lb by 
QA=(AQ) 
=(ya 
a  
y
b
b 
Así 
b 
AQ=QAa'1
ay 
ya=b cniy=b 
b y=yb 
ya que si ay=b entonces yb=yay=(ya)y=by 
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Por consiguiente 
Q  P(A S)a» la ecuación w=b tiene solución 
a» la ecuación (PAP)X = PA (1- P) tiene solución 
En tal caso todo Q  P(A S) tiene la forma 
Q=Q, J 
donde ay=b 
De los dos ultimos teoremas podemos deducir el siguiente corolano 
Corolario 33 1 Sean A E B(H) 8 un subespacto cerrado de H y P = P, la 
proyección ortogonal sobre 5 Los siguientes enunciados son equivalentes 
a) El par(A s) es compatible 
b) S+S=H 
c) Existe un subespacio cerrado WçS tal que S(BW=H 
d) Ran(PA)=Ran(PAF) 
e) La ecuación (PAP)X = PA (1- P) admite una solución 
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Corolano 332 Sean ACB(H) 5 un subespacio cerrado de 1-4 y P = Ps la 
proyección ortogonal sobre 8 Si Ran(PA.P) es cerrado entonces el par (A S) 
es compatible 
Demostración 
Consideremos la representación matncial 
(ba A= 	 b  
C 
donde 
a=PAP,EB(S) y 	 b=P51(I—P),5  EB(S s) 
Entonces por el Teorema 33 1 Ran(b) c Ran(ai]  Pero como kan(a) es 
cerrado por el Teorema 2 2 3 Ran(aiJ = Ron(a) Luego Ran(b) cRan(a) Por 
consiguiente por el Teorema 3 1 5 la ecuación ay = b tiene solución Finalmente 
por el Teorema 3 3 3 el par (A S) es compatible 
Corolano 333 Sean AEB(H) 8 un subespacio cerrado de H y P=P5 la 
proyección ortogonal sobre 5 
1)Slífim(H)<co entonces el par (A 5) es compatible 
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ii) Si dim(S) <oo entonces el par (A S) es compatible 
iii) Si A es invertible entonces el par (A s) es compatible 
Demostración 
Este corolano es consecuencia directa del Corolano 332 
Teorema 334 Sean A e B(H) y S un subespacio cerrado de H Si el par(,i,$) 
es compatible entonces s + Ker(A) es un subespacio cerrado de H 
Demostración 
Supongamos que el par (A s) es compatible Sea Qe ¡'(A s) y E = ¡ - Q 
Venfiquemos que E es una proyección A autoadjunta con nucleo 5 y  que 
Ker(A)ç Ker(E A)= Xr(AE) 
En efecto como AQ = Q A se tiene que 
(E (A(s)) q)=i((J—Q) (A(s)) ,) 
=(Afr) (I
— Q)(7ñ) 
=(A(s) 
'(37)-Q(Q)) 
=(A(--) J(q))—(A(s) Q(q)) 
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(E (A(s)) q)=(A(E) I(,7))—ç(Q (A(s)) q) 
=(A(--) 17)—(A(Ç(e)) '7) 
= (A(I - QXE) 17) 
=(A(E(s)) 17) 
para todo L- J7EH Por lo tanto E A=AE y E es A autoadjunto 
Probemos ahora que E tiene nucleo S Sea e€ Ker(E) entonces 
0= E(s) =(J—Q)(e) 
0 = ¡(4- Q(e) 
de donde e = Q(E) Por lo tanto e€ Ran(Q) = S lo que implica que 
Ker(E) Ran(Q)= S 
Sea q€Ran(Q)=S entonces existe un eeH tal que Q(s)=q Luego 
E(q)= (1— QX) 
= (1— Qfr)) 
= ¡(e))— QJfr)) 
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De donde q € Ker(E) por lo tanto 
Ran(Q)=ScKer(E) 
De todo lo antenor se tiene que S = Ker(E) 
Probemos ahora que 
Ker(A) Ker(E A)= Ker(AE) 
En efecto sea e€ Ker(A) entonces A(e)= o Además 
(tA)(e)= E7(A(e)) 
=E (o)=o 
Luego ce Ker(E 4= Ker(AE) Por lo tanto 
Ker(A)ç Ker(E A)= Ker(AE) 
Así pues 
S-i-Ker(A) = Ker(E) + Ker(A) c Ker(AE) 
Por otro lado sea e e H tal que A(E(e)) = o entonces 
E(--) e- 
 Ker(A)nRan(E) 
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Luego 
s=Q(s)+E(--)eS+[ Ker(A)nRan(E) 1 
{seH E(--)EKer(A)}g s+[ Ker(A)nRan(E)] 
Sea ahora 
e=q-s-peS+[ Ker(A)nRan(E)] 
con tJES y ,ueKer(A)nRan(E) Entonces 
A(E(s)) = A(E(q))+A(E(p)) 
= A(0)+A(p) 
=0+0=0 
De donde E(s) € Ker(4) Por lo tanto 
s+[ Ker(A)nitn(E)]c{eeii E(r)EKer(A)} 
Así pues 
s+[ ¡cer(A)nRan(E) ]=freH E(e)eKer(A)} 
Esto es 
Ker(AE)=S+[ .'cer(4nRan(E)] 
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Así se tiene que 
icér(lE)ç S+Ker(A) y S+Ker(A)c Ker(4E) 
Por consiguiente 
Ar(AE)= S+Ker(A) 
De donde S + Ker(A) es cerrado 
Observación Sean A c B(H)+ un operador con rango cerrado S un 
subespacio cerrado de H y P = P la proyección ortogonal sobre S Entonces 
Ran(PAP) = Sn(SnKer(A))1  
y Ran (PAF) es cerrado si y solo sí el subespacio Kér(A) ± S es cerrado 
Además los siguientes enunciados son resultados generales en la teoría de los 
espacios de Hilbert 
» La suma de dos subespacios cerrados es cerrado si y sólo si la suma de 
sus complementos ortogonales es cerrado 
> Si M y N son subespacios cerrados de H entonces 
M®N=HcM1 -s-N=H 
> Si TE B(H) entonces Ran(T) es cerrado si y solo si Ran(T')es cerrado 
(Ver [23]) 
En base a esta observación y los resultados probados antenormente podemos 
establecer los siguientes cntenos de compatibilidad para operadores con rango 
Corolario 3 3 4 Sean A E 	 un operador con rango cerrado S un 
subespacio cerrado de 14 y P =4 la proyección ortogonal sobre 8 Los 
siguientes enunciados son equivalentes 
a) El par (A 8) es compatible 
b) Ran(PAF) es cerrado 
c) S+flr(A)es cerrado 
d) Ran(PA) es cerrado 
e) S'+Ran(A)escerrado 
1) Ran(AP)=A(S) es cerrado 
Demostración 
Por la observación antenor se tiene que (b) y (c) son equivalentes 
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(b) (a) fue probado en el Corolano 3 3 2 
(a)=:> (c) fue probado en el Teorema 3 34 
(d) <:>(e)  es una consecuencia directa de la identidad 
Ran(A) + = r' (Pfran(A))) = r' (Ran(PA)) 
(c)a(e) 
S+ Ker(A) es cerrado 	 + Ker(A)1  es cerrado 
+ Ran(A) es cerrado 
ya que Ran(A) es cerrado 
(d)o(f) 
Ran(PA) es cerrado Ran((PA) ) es cerrado 
Ran(A P ) es cerrado 
c'Ran(AP) es cerrado 
Así pues 
bc b'ac dec 
de donde 
a b <=> c <=> d e ¡ 
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Corolario 335  Sean A e 	 un operador con rango cerrado S un 
subespacio cerrado de H y P = / la proyección ortogonal sobre 5 Los 
siguientes enunciados son equivalentes 
a) El par (A S) es compatible 
b) Para todo BeB(H) con Ran(B)=Ran(A) el par (B S) es compatible 
c) El par (P, 4) s) es compatible donde 	 es la proyección ortogonal 
sobre el subespacio cerrado Ran(A) 
Demostración 
Si Ran(B) = ¡tan(A) entonces 
Ker(B) = Ker(A) = lCer(P_A)) 
Luego por el Corolano 3 34 los tres enunciados son equivalentes 
Corolario 3 36 Sean A € 8(H) un operador inyecttvo 5 un subespacio 
cerrado de El Los siguientes enunciados son equivalentes 
a) El par (AS) es compatible 
b) S®S=H 
c) s' e A(S) es cerrado 
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Demostración 
Como A es un operador inyectivo se tiene que 
SnS ={o} 
Luego por el Teorema 3 32 se deduce que (a) (b) Probemos ahora que 
(b)c(c) En efecto sea W= A(s) Como A es un operador inyectivo se tiene 
que 
s'+w=(snA(s)')' =(snsj' ={O} =H 
Por lo tanto 
s1eA(s) es cerrado cr.s®A(s)=S1+W 
c.'SeA(S)' =H 
A continuación presentamos una caractenzación de los elementos de P(AS) 
por medio de sus nucleos 
Teorema 335 Sean S Tsubespacios cerrados de H tales que S+T = H Sea 
WÇT un subespacio cerrado tal que S9W=Hentonces W=TnM para 
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algun subespacio cerrado M ç H que satisface M ®(S nr) = H 
Recíprocamente si M es un subespacio cerrado de (1 tal que MG(SnT) = H 
entonces S@(TnM)=H 
Demostración 
=) Supongamos que W es un subespacio cerrado contenido en T tal que 
sew=H Entonces 
(s nr) n W = (Sn w) n T 
= { 0) nl" = { 0) 
Por otro lado sabemos que 
(SnT)+WgT 
Ahora sea E E T entonces 
e=sj-i-p con IJESyJJEW 
Por lo tanto 
q=e-peSnT 
Luego 
CE(snT)+w 
De donde Tç(SnT)WW Así pues 
T=(SnT)®W 
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Consideremos el subespacio M = w e i" Entonces M es cerrado ya que W es 
un subespacio cerrado contenido en T Además se tiene que 
M + (s nr) = (w + r' )+ (s nr) 
=r+(w+(snT)) 
=7"- +T 
Por consiguiente 
M+(Sn7')= II 
Probemos ahora que M n s nr = O ) En efecto supongamos que 
¿-eMnSnT Como eeM entonces 
g= +e2 	 £1 EWCT e2 e7'1  
Por lo tanto 
6-C1 =62 cTnT1  ={o) 
Porlocual e=e1 cWnSnr={O} Asipues 
Me(snr)=I! 
Probemos ahora que W=7'nM En efecto como WçT y M—W®T se 
tiene que 
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WcTnM 
Sea CE mM entonces 
6=77+» GOfl J7EW /IET 
Luego 
e —q=peTnT' =[o} 
Por lo cual c=qcW Así 
TnMçW 
Por consiguiente 
W=TnM 
Recíprocamente supongamos ahora que M es un subespacio cerrado de H tal 
que Me(SriT)=H Sabemos que S+(TnM)ÇH Probemos que 
HcS-i-(TnM) En efecto sea ceff Luego 
671-fi COfl ?7ES peT 
p=8i-/3 con SEM /3eSnT 
Note que 
u —fl=JETnM 
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por lo cual 
con ,+fJeS y JeTnM 
Luego 
HçS+(TnM) 
De donde H=S+(TnM) Finalmente como SnTnM={O} setieneque 
H=s®(rnM) 
El teorema antenor nos permite presentar una descripción de los nucleos de los 
elementos del conjunto P(A s) como lo veremos a continuación 
Teorema 3 3 6 Sean A E 	 y S un subespacio cerrado de II tal que el par 
(A s) compatible Sea Q  Q Los siguientes enunciados son equivalentes 
a) QEP(A,S) 
b) Ker(Q) = 	 n M para alqun complemento topológico M de Sn Ke'r(A) 
Demostración 
a => b) Supongamos que Qe P(A, s) Luego por el Teorema 32 2 
Ker)çs" y ¡an(Q)®Jér(Q)=H 
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Esto es se Ker (Q) = H Además como (A s) es compatible se tiene que 
S+S' =H 
Luego por el Teorema 3 3 5 existe un subespacio cerrado M de H tal que 
Ker(Q)=SnM y H=Me(sns)=M®Ker(A) 
b'a) Sea 4)=s n  Luego 
Ker(Q)cS"1 =(Ran(Q)y'4  
Luego por el Teorema 3 22 se tiene que QE PA(H) Pero como Q  Q5 se 
tiene que QEP(AS) 
Finalizamos esta tesis con las siguientes conclusiones 
Sean A e B(H) 5 un subespacio cerrado de H y 1' = P la proyección ortogonal 
sobre S Consideremos la representación matncial 
( A =1a b 
 
c 
donde 
a=PAP, eB(S)t b=PA(J-P), E B(S' s) y c=(1-P)A(1-P), € B(S1) 
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' En el Teorema 3 3 3 se probó que el par (A S) es compatible si y solo si la 
ecuación 4x = b admite solución 
<. En el Corolano 3 12 se probó que si QE Q(H) entonces O posee un 
A adjunto si y solo si 
Kan(A) =[RIm(A)n(Ker(Q»']e[&m(A)n(Ran(QY)] 
Supongamos que el par (A s) es compatible y sea d € B(S1 s) la solución 
reducida de la ecuación a = b Definamos la proyección oblicua sobre 8 
(1 d 
o 
Entonces se tienen las siguientes propiedades 
a) P 2 eP(AS) 
b) P(A 5) tiene un unico elemento (el cual es P) si y solo si 
set (s)= it 
C) A 1(SL)ns=Ker(A)nS 
d) P tiene una norma mínima en P(A 5) es decir 
Ik,4=mm111QII Q€P(A s)} 
178 
Sin embargo en general P no es el unico Q€ P(A S) donde se alcanza 
el mínimo 
Finalmente supongamos que A=QeP(H) y que T = Ran(A) = Ran(Q) 
Luego por el Corolano 3 34 el par (A S) = (Q Ran(P)) es compatible si y 
solos¡ Ke'r(Q)-4-S=Ker(Q)+Ran(P) es cerrado 
Denotemos 
F2p .=J2$ 
donde PQ s es la proyección definida antenormente Los siguientes 
enunciados son equivalentes a la existencia de 
1) (Q S) es compatible 
2) (F T) es compatible 
3) Ker (Q) + Ran (P) es cerrado 
4) Ker(P)+Ran(Q) es cerrado 
5) Ran(PQ) es cerrado 
6) Ran(QP) es cerrado 
7) Ran(I—P-+-Q) es cerrado 
8) Ran(J—Q-i-P) es cerrado 
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