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Logarithms, constructible functions and
integration on non-archimedean models of the
theory of the real field with restricted analytic
functions with value group of finite
archimedean rank
Tobias Kaiser
Abstract. Given a model of the theory of the real field with restricted analytic functions
such that its value group has finite archimedean rank we show how one can extend the
restricted logarithm to a global logarithm with values in the polynomial ring over the model
with dimension the archimedean rank. The logarithms are determined by algebraic data
from the model, namely by a section of the model and by an embedding of the value group
into its Hahn group. If the archimedean rank of the value group coincides with the rational
rank the logarithms are equivalent. We illustrate how one can embed such a logarithm into a
model of the real field with restricted analytic functions and exponentiation. This allows us
to define constructible functions with good lifting properties. As an application we establish
a Lebesgue measure and integration theory with values in the polynomial ring, extending
and strengthening the construction in [T. Kaiser: Lebesgue measure and integration theory
on non-archimedean real closed fields with archimedean value group. Proc. Lond. Math. Soc.
116 (2018), no. 2, 209-247.].
Introduction
We are interested in analysis on non-standard structures. To be more precise,
we want to establish important analytic concepts as integration in situations
beyound the real field.
A promising framework is to work in a non-archimedean model of the theory
Tan of the real field with restricted analytic functions Ran (see Van den Dries et
al. [5] for deep results on this theory) since Ran defines locally all analytic func-
tions but show similarities to algebraic geometry as Puiseux series expansion
and polynomially boundedness (see for example [10, 11] for results on analytic
functions in models of Tan).
Yet for integration, the o-minimal structure Ran is too small. This can be seen
immediately from the fact that the antiderivative of the reciprocal is the global
logarithm which is not definable in Ran.
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However by the seminal work of Comte, Lion and Rolin [4, 14] (see also [9]),
later extended by Cluckers and D. Miller [1, 2, 3], it is enough to add the
logarithm to do integration on Ran. Hence the existence of a logarithm is
essential in this regard. A non-archimedean model R of the theory Tan has a
partial logarithm. But it cannot be in general extended to a reasonable global
logarithm on R (see Kuhlmann et al. [13]).
Assuming that the value group ΓR of R with respect to the standard valuation
induced by the ordering has finite archimedean rank ℓ (i.e. ΓR has ℓ many
archimedean classes) we are able to define a global logarithm on R with values
in the polynomial ring R[X ] = R[X1, . . . , Xℓ] with excellent properties. The
construction is controlled by a so-called logarithmic datum, which is formulated
in terms of R and consists of a section for R (i.e. a group embedding Γ →֒ R>0)
and of an embedding of ΓR into its Hahn group R
ℓ (see Prieß-Crampe [15, I
§5]) where the latter is equipped with the antilexicographical ordering. If the
archimedean rank of the group ΓR equals its rational rank (i.e. its dimension
as Q-vector space) then the logarithm is unique up to a unique isomorphism,
hence indepent of the choice of the logarithmic datum.
A central result of the paper is that such a logarithm constructed as above
can be embedded into a model of the theory Tan,exp of the real field with
restricted analytic functions and global exponential function (see again [5] for
this theory). For this we use general fields of logarithmic-exponential series (see
Van den Dries et al. [6]). With such embeddings we can define, after the choice
of a logarithm, constructible (i.e. log-analytic) functions on R with values in
R[X ] in the sense of [1] with good lifting properties of constructible functions
on the reals.
Having this in hand one can lift the results of [1, 2, 3, 4, 14] to the non-standard
model R to obtain a complete Lebesgue measure and integration theory for the
globally subanalytic category with values in the polynomial ring R[X ]. This
extends and strengthen the construction in [12] where a Lebesgue theory was
developed in the case of an archimedean value group.
The paper is organized as follows. In the first preliminary section notations are
introduced, necessary background on ordered abelian groups and the theories
Tan and Tan,exp is given and the general setting is established. In Section 2 the
logarithmic functions are defined and analyzed. In Section 3 we prove how the
construction can be embedded into models of Ran,exp. In Section 4 the concept
of constructible functions is developed. In the final Section 5 we construct as
an application a Lebesgue theory for the globally subanalytic category. We
have tried on one hand to avoid overlaps with the presentation in [12] and
on the other hand to elaborate the new features and to keep this paper self-
contained. Section 5 ends with the discussion of the strenghtening of the present
construction compared to the one in [12] in the case of an archimedean value
group.
2
1 Preliminaries
1.1 Notations
By N =
{
1, 2, 3, . . .
}
we denote the set of natural numbers and by N0 ={
0, 1, 2, . . .
}
the set of natural numbers with 0.
We set R∗ := {x ∈ R | x 6= 0},R>0 := {x ∈ R | x > 0} and R≥0 := {x ∈
R | x ≥ 0}. An element of R>0 is called positive. For a, b ∈ R with a < b let
]a, b[ := {x ∈ R | a < x < b} be the open and [a, b] := {x ∈ R | a ≤ x ≤ b} be
the closed interval with endpoints a and b.
Given a subset A of Rn we denote by 1A the characteristic function of A. For
a function f : Rn → R we set f+ := max(f, 0) and f− := max(−f, 0). For a
function f : Rm×Rn → R, (x, y) 7→ f(x, y), and y ∈ Rm we denote by f(−, y)
the function Rm → R, x 7→ f(x, y).
Given n ∈ N we denote by M(n,R) the set of quadratic matrizes with real
entries and n rows.
The same notions apply if R is replaced by an arbitrary ordered ring.
Given sets U, V,X, Y a map f : Y → Y and a map G : V U → Y X we write
f ◦G for the map V U → Y X , h 7→ f ◦G(h).
Finally, by ∞ we denote an element that is bigger than every element of a
given ordered set.
1.2 Ordered abelian goups and ordered rings
Let Γ be an ordered abelian group that is divisible (or equivalently, an ordered
Q-vector space). Its dimension as a Q-vector space is called the rational rank
and is denoted by rkQ(Γ).
Given γ ∈ Γ we denote by |γ| := max{γ,−γ} the absolute value of γ. We
say that γ, δ ∈ Γ are archimedean equivalent and write a ∼ b if there are
m,n ∈ N such that |γ| ≤ m|δ| and |δ| ≤ n|γ|. Given γ, δ ∈ Γ>0 we set γ ≪ δ
if nγ < δ for all n ∈ N.
For γ ∈ Γ \ {0} we denote by [γ] := {δ ∈ Γ | γ ∼ δ} the archimedean class
of γ. By ∆ = ∆(Γ) := {[γ] | γ ∈ Γ \ {0}} we denote the set of archimedean
classes of Γ. We equip ∆ with the ordering induced by Γ. The cardinality of
the set ∆ is called the archimedean rank of Γ and is denoted by rkarch(Γ).
Note that rkQ(Γ) ≥ rkarch(Γ). We have rkarch(Γ) = 0 if and only if Γ = {0} and
rkarch(Γ) = 1 if and only if Γ 6= {0} is archimedean. If Γ has finite archimedean
rank ℓ let δ1 < . . . < δℓ be the elements of ∆. We set
w = wΓ : Γ→
{
0, . . . , ℓ
}
, x 7→


k, x 6= 0 and [x] = δk,
if
0, x = 0.
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1.1 Example
Let ℓ ∈ N.
(1) The group Qℓ equipped with the antilexikographical ordering is denoted
by Qℓanlex. We have rkQ(Q
ℓ
anlex) = rkarch(Q
ℓ
anlex) = ℓ.
(2) The group Rℓ equipped with the antilexikographical ordering is denoted
by Rℓanlex. We have rkQ(R
ℓ
anlex) =∞ and rkarch(R
ℓ
anlex) = ℓ.
The archimedean classes of Qℓanlex respectively R
ℓ
anlex are [e1] < . . . < [eℓ] where
ek denotes the k
th-unit vector for k ∈ {1, . . . , ℓ}. For x ∈ Qℓanlex respectively
Rℓanlex we have
w(x) = min
{
k ∈ {0, . . . , ℓ}
∣∣ x ∈ Re1 + . . .+ Rek}.
Given x 6= 0 we have [x] = [ew(x)].
Moreover we set R0 := {0}.
The following is a special case of the Hahn embedding theorem (see Prieß-
Crampe [15, I §5]).
1.2 Fact
Assume that Γ has finite archimedean rank ℓ.
(1) There is an order preserving group embedding Γ →֒ Rℓanlex.
(2) If τ, τ ′ : Γ →֒ Rℓanlex are order preserving group embeddings then there is
an order isomorphism λ : Rℓanlex
∼=
−→ Rℓanlex such that τ
′ = λ ◦ τ .
Note that in the above situation an order preserving embedding τ : Γ →֒ Rℓanlex
is also valuation preserving, that is wΓ = wRℓ
anlex
◦ τ .
Let A be a ring (commutative with unit) and x = (x1, . . . , xℓ), y = (y1, . . . , yℓ) ∈
Aℓ. We set
〈
x, y
〉
:= x1y1 + . . .+ xℓyℓ.
Assume that O is an ordered ring. Given a, b ∈ O>0 we write a ≺ b if a
m < bn
for all m,n ∈ N.
Assume that R is an ordered field. Let
OR :=
{
a ∈ R
∣∣ − n ≤ a ≤ n for some n ∈ N}
be the set of bounded elements,
mR :=
{
a ∈ R
∣∣ − 1/n ≤ a ≤ 1/n for all n ∈ N}
the set of infinitesimal elements and
IR :=
{
a ∈ R
∣∣ a ≥ n for all n ∈ N}
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the set of infinitely large elements of R, respectively. Then OR is a convex
valuation ring of R with maximal ideal mR. Let vR : R
∗ → R∗/O∗R denote the
corresponding standard real valuation with value group ΓR := R
∗/O∗R.
Note that ΓR is divisible if R is real closed.
1.3 The real field with restricted analytic functions
Let Ran be the real field with restricted analytic functions. Its theory with
respect to its natural language Lan is denoted by Tan. Note that a model of
Tan is in particular a real closed field with Ran as elementary substructure. In
Van den Dries et al. [5] the theory Tan has been deeply analyzed. We need the
following facts.
1.3 Fact
Let Γ be an ordered abelian group that is divisible. Then the power series field
R((tΓ)) can be made in a natural way into a model of Tan.
Let R be a model of Tan. A section for R is a group homomorphism s :
(ΓR,+) → (R>0, ·) such that vR
(
s(γ)
)
= γ for all γ ∈ ΓR. Since ΓR is di-
visible there is a section for R.
1.4 Fact
Let R be a model of Tan and let s be a section for R. Then there is an Lan-
embedding σ : R →֒ R((tΓR)) such that σ
(
s(γ)
)
= tγ for all γ ∈ Γ.
Let R be a model of Tan. Let n ∈ N and let A be a subset of R
n. Then
A respectively a function f : A → R is globally subanalytic if it is Lan-
definable. By SubR(A) we denote the ring of the globally subanalytic functions
on a globally subanalytic set A.
Let R, R˜ be models of Tan such that R is a substructure of R˜. Then R is an
elementary substructure of R˜. Given a globally subanalytic subset A of Rn or
a globally subanalytic function f : A→ R we denote by AR˜ and fR˜ : AR˜ → R˜
their canonical lifting to a globally subanalytic subset of R˜n respectively a
globally subanalytic function on AR˜.
1.4 The real field with restricted analytic functions and
exponentiation
Let Ran,exp be the real field with restricted analytic functions and exponen-
tiation. Its theory with respect to its natural language Lan,exp is denoted by
Tan,exp. In [5] the theory Tan,exp has been deeply analyzed. Note that a model of
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Tan,exp has Ran,exp as an elementary substructure and is in particular a model
of Tan.
1.5 Proposition
Let R be a model of Tan. Then there is a model S of Tan,exp extending R.
Proof: The fields R and R are both models of the complete theory Tan. By
the Keisler-Shelah-Theorem (see Hodges [7, p. 245]) there is a set I and an
ultrafilter U on I such that RI/U ∼= RI/U as Lan-structures. Clearly S := R
I/U
as an ultrapower of R is a model of the Ran,exp-theory Tan,exp. Since R is an
elementary substructure of the ultrapower RI/U we can view R via the Lan-
isomorphism RI/U ∼= S as a substructure of S. 
Let S be a model of Tan,exp. Let n ∈ N and let A be a globally subanalytic
subset of Sn. A function f : A → S is called constructible if it is a finite
sum of finite products of globally subanalytic functions and the logarithm of
positive globally subanalytic functions on A (compare with Cluckers and Dan
Miller [1]). By ConS(A) we denote the ring of all constructible functions on a
globally subanalytic set A.
Let S, S˜ be models of Tan,exp such that S is a substructure of S˜. Then S is an
elementary substructure of S˜. Let A be a globally subanalytic subset of Sn and
let f : A → S be a constructible function. The canonical lifting fS˜ : AS˜ → R
is a constructible function on AS˜.
1.5 General assumption
Throughout the rest of the paper we work under the following general assump-
tion:
Let R be a model of Tan such that the value group Γ = ΓR has finite
archimedean rank ℓ.
Note that ℓ = 0 if and only if R = R.
An example is given by the field of Puiseux series over R in ℓ variables.
1.6 Example
By
Pℓ :=
{
t
−k1/p
1 ·. . .·t
−kℓ/p
ℓ f(t
1/p
1 , . . . , t
1/p
ℓ )
∣∣∣ f ∈ R[[t1, . . . , tℓ]], k1, . . . , kℓ ∈ N0 and p ∈ N}
we denote the field of (formal) Puiseux series over R in ℓ variables. We order
Pℓ by letting
0 < tℓ ≺ . . . ≺ t1 ≺ 1.
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Then Pℓ is a non-archimedean model of Tan with value group ΓPℓ = Q
ℓ
anlex. We
have that vPℓ(tk) = ek for k ∈ {1, . . . , ℓ}.
We denote by R[X ] = R[X1, . . . , Xℓ] the polynomial ring over R in ℓ variables.
We order R[X ] by setting
1 ≺ X1 ≺ . . . ≺ Xℓ ≺ IR.
2 Logarithms
The Tan-model R carries a partial logarithm
log : R>0 +mR → R, a+m 7→ log(a) + L(m/a),
where L denotes the logarithmic series.
2.1 Remark
The partial logarithm is an isomorphism
(
R>0+mR, ·
) ∼=
−→
(
OR,+
)
of ordered
groups. Its inverse is the partial exponential map
exp : OR → R>0 +mR, a+m 7→ e
aE(m),
where a ∈ R, m ∈ mR, and E denotes the exponential series.
2.2 Definition
A logarithmic datum for R is a tuple
(
s, τ
)
where s : Γ →֒ R>0 is a section
for R and τ : Γ →֒ Rℓanlex is an order preserving embedding.
2.3 Remark
There is a logarithmic datum for R.
Proof:
In Section 1.3 we have noted that there is a section s for R. That there is an
order preserving embedding τ : Γ →֒ Rℓanlex has been formulated in Fact 1.2(1).

2.4 Definition
Let µ =
(
s, τ
)
be a logarithmic datum for R. The µ-logarithm logµ : R>0 →
R[X ] is defined as follows. Let x ∈ R>0. Then x/
(
s(vR(x))
)
∈ R>0 + mR. We
set
logµ(x) = −
〈
τ(vR(x)), X
〉
+ log
( x
s(vR(x))
)
.
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2.5 Proposition
Let µ =
(
s, τ
)
be a logarithmic datum for R. The following holds.
(1) The µ-logarithm extends the partial logarithm on R.
(2) The image of the µ-logarithm is
〈
τ(Γ), X
〉
+OR.
Proof:
(1): Let x ∈ R>0+mR. Then vR(x) = 0 and hence τ(vR(x)) = 0. Since s(0) = 1
we obtain by the above definition that logµ(x) = log(x).
(2): That logµ(R>0) ⊂
〈
τ(Γ), X
〉
+ OR is clear by the definition of the µ-
logarithm. Let γ ∈ Γ and let g ∈ OR. By Remark 2.1 there is u ∈ R>0 + mR
such that log(u) = g. Let x := s(−γ)u. Then logµ(x) =
〈
τ(γ), X
〉
+ g. 
Note that the logarithm induced by a logarithmic datum is surjective only in
the case ℓ = 0; i.e. in the case of the real field.
2.6 Theorem
Let µ =
(
s, τ
)
be a logarithmic datum for R. The µ-logarithm is an order
preserving group embedding
(
R>0, ·
)
→֒
(
R[X ],+
)
.
Proof:
To show that logµ is a homomorphism let x, x
′ ∈ R>0. Let γ := vR(x) and
γ′ := vR(x
′). Then vR(xx
′) = γ + γ′ and s(γ + γ′) = s(γ)s(γ′). We obtain
logµ(xx
′) = −
〈
τ(γ + γ′), X
〉
+ log
( xx′
s(γ)s(γ′)
)
Remark 2.1
= −
〈
τ(γ), X
〉
+ log
( x
s(γ)
)
−
〈
τ(γ′), X
〉
+ log
( x′
s(γ′)
)
= logµ(x) + logµ(x
′).
To conclude that logµ is an order preserving embedding it is enough to show
the following. Let x ∈ R with x > 1. Then logµ(x) > 0. Set γ := vR(x). Then
γ ≤ 0. If γ = 0 we have x ∈ R>0 + mR. Hence we are done by Proposition
2.5(1) and Remark 2.1. In the case that γ < 0 we have be the definition of logµ
that logµ(x) =
〈
c,X
〉
+ w where c := −τ(γ) ∈ Rℓanlex is positive and w ∈ OR.
By the definition of the ordering on R[X ] we have that
〈
c,X
〉
> OR. Hence
logµ(x) > 1. 
2.7 Remark
In the case R = R (i.e. ℓ = 0) there is exactly one logarithmic datum. The
corresponding logarithm is the usual logarithm.
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2.8 Example
In the case of the field Pℓ of Puiseux series in ℓ variables let e be the section
Qℓanlex →֒ Pℓ,>0, γ 7→ t
γ , and let ι : Qℓanlex →֒ R
ℓ
anlex be the inclusion. The tuple
ν = νℓ = (e, ι) is called the canonical logarithmic datum for Pℓ. We have that
logν(t
−1
k ) = Xk for k ∈ {1, . . . , ℓ}.
We compare distinct logarithmic data.
2.9 Definition
Two logarithmic data µ, µ′ for R are called equivalent if there is a ring ho-
momorphism Φ : R[X ]→ R[X ] such that Φ ◦ logµ = logµ′ .
2.10 Proposition
Let µ, µ′ be logarithmic data for R which are equivalent. Let Φ : R[X ]
∼=
−→ R[X ]
be a ring homomorphism such that Φ ◦ logµ = logµ′. The following holds.
(1) The restriction of Φ to R is the identity.
(2) There are a strictly lower triangular matrix A ∈ M(ℓ,R), a diagonal
matrix D ∈ M(ℓ,R) with positive elements in the diagonal and g ∈ OℓR
such that Φ(X) = (A+D)X + g.
(3) The homomorphism Φ is an order isomorphism.
Proof:
(1): By Proposition 2.5(1) and Remark 2.1 we have that Φ|OR = idOR. Since
Φ is a ring homomorphism we get that ΦR = idR.
(2): Let µ =
(
s, τ
)
and µ′ =
(
s′, τ ′
)
. Let k ∈ {1, . . . , ℓ}. We choose γk ∈ Γ<0
such that w(τ(γk)) = k. Then w(τ
′(γk)) = k. Let xk := s(γk) ∈ R>0. We have
logµ(xk) = −
〈
τ(γk), X
〉
and logµ′(xk) = −
〈
τ ′(γk), X
〉
+ hk for some hk ∈ OR.
Hence
−
〈
τ(γk),Φ(X)
〉
= Φ
(
−
〈
τ(γk), X
〉)
= −
〈
τ ′(γk), X
〉
+ hk.
Since γk < 0 and w(τ(γk)) = w(τ
′(γk)) = k we find ak1, . . . , akk ∈ R with
akk > 0 and bk1, . . . , bkk ∈ R with bkk > 0 such that −τ(γk) = ak1e1+. . .+akkek
and −τ ′(γk) = bk1e1 + . . .+ bkkek. Hence
ak1Φ(X1) + . . .+ akkΦ(Xk) = bk1X1 + . . .+ bkkXk + hk.
Inductively we get that for every k ∈ {1, . . . , ℓ} there are ck1, . . . , ckk ∈ R with
ckk > 0 and gk ∈ OR such that
Φ(Xk) = ck1X1 + . . .+ ckkXk + gk.
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(3): That Φ is an isomorphism follows from (1) and (2). By the ordering given
on R[X ] we obtain that Φ is order preserving. 
2.11 Corollary
Let µ, µ′ be logarithmic data for R which are equivalent. Then there is exactly
one ring homomorphism (resp. isomorphism) Φ : R[X ] → R[X ] such that
Φ ◦ logµ = logµ′.
Proof:
This follows from Proposition 2.10(1) and the proof of Proposition 2.10(2). 
2.12 Definition
Let µ, µ′ be logarithmic data for R which are equivalent. The unique ring
homomorphism Φ : R[X ]
∼=
−→ R[X ] such that Φ ◦ logµ = logµ′ is called the
logarithmic connection between µ and µ′.
2.13 Corollary
The equivalence of logarithmic data is an equivalence relation.
Proof:
This follows with Proposition 2.10(3). 
2.14 Proposition
Let s : Γ →֒ R>0 be a section for R and let τ, τ
′ : Γ →֒ Rℓanlex be order preser-
ving. Then the logarithmic data µ :=
(
s, τ
)
and µ′ =
(
s, τ ′
)
are equivalent.
Proof:
By Fact 1.2(2) there is an order isomorphism λ : Rℓanlex
∼=
−→ Rℓanlex such that
τ ′ = λ ◦ τ . Let Φ : R[X ]
∼=
−→ R[X ] be the isomorphism extending the identity
on R such that Xk 7→
〈
λ(ek), X
〉
for k ∈ {1, . . . , ℓ}. We show that Φ is the
logarithmic connection between µ and µ′. Let x ∈ R>0 and set γ := vR(x).
Then
Φ
(
logµ(x)
)
= Φ
(
−
〈
τ(γ), X
〉
+ log
( x
s(γ)
))
= −
〈
τ(γ),Φ(X)
〉
+ log
( x
s(γ)
)
.
Since
logµ′(x) = −
〈
τ ′(γ), X
〉
+ log
( x
s(γ)
)
10
we have to show that
〈
τ(γ),Φ(X)
〉
=
〈
τ ′(γ), X
〉
. We compute
〈
τ(γ),Φ(X)
〉
=
ℓ∑
k=1
τk(γ)Φ(Xk) =
ℓ∑
k=1
τk(γ)
〈
λ(ek), X
〉
=
ℓ∑
k=1
τk(γ)
( ℓ∑
j=1
λj(ek)Xj
)
=
ℓ∑
j=1
( ℓ∑
k=1
λj(ek)τk(γ)
)
Xj
=
ℓ∑
j=1
λj(τ(γ))Xj =
〈
λ
(
τ(γ)
)
, X
〉
=
〈
τ ′(γ), X
〉
.

2.15 Definition
We say that R has a unique logarithm if any two logarithmic data for R are
equivalent.
2.16 Theorem
The following are equivalent.
(i) rkQ(Γ) = rkarch(Γ).
(ii) R has a unique logarithm.
Proof:
(i) =⇒ (ii): Let µ =
(
s, τ
)
and µ′ =
(
s′, τ ′
)
be logarithmic data for R. We have
to show that µ and µ′ are eqivalent. By Proposition 2.14 and Corollary 2.13 we
can assume that τ = τ ′. Choose γ1, . . . , γℓ ∈ Γ such that 0 < γ1 ≪ . . . ≪ γℓ.
Since rkQ(Γ) = rkarch(Γ) = ℓ we have that {γ1, . . . , γℓ} is a Q-basis of Γ. For
k ∈ {1, . . . , ℓ} let
hk := log
(s′(γk)
s(γk)
)
∈ OR
and set h := (h1, . . . , hℓ) ∈ O
ℓ
R. We have that w(τ(γk)) = k for every k ∈
{1, . . . , ℓ}. Hence the lower triangular matrix
A :=


τ(γ1)
·
·
·
τ(γℓ)

 ∈M(ℓ,R)
11
is invertible. Let g := A−1h ∈ OℓR. Let Φ : R[X ]
∼=
−→ R[X ] be the isomorphism
extending the identity on R such that Xk 7→ Xk + gk for every k ∈ {1, . . . , ℓ}.
We show that Φ is the logarithmic connection between µ and µ′. Let x ∈ R>0
and set γ := vR(x). We have
Φ
(
logµ(x)
)
= Φ
(
−
〈
τ(γ), X
〉
+ log
( x
s(γ)
))
= −
〈
τ(γ),Φ(X)
〉
+ log
( x
s(γ)
)
= −
〈
τ(γ), X
〉
−
〈
τ(γ), g
〉
+ log
( x
s(γ)
)
and
logµ′(x) = −
〈
τ(γ), X
〉
+ log
( x
s′(γ)
)
.
Hence it is enough to show that
log
( x
s′(γ)
)
= log
( x
s(γ)
)
−
〈
τ(γ), g
〉
.
Applying the logarithmic rule this is equivalent to
log
(s′(γ)
s(γ)
)
=
〈
τ(γ), g
〉
.
There are q1, . . . , qℓ ∈ Q such that γ = q1γ1 + . . .+ qℓγℓ. We have that
log
(s′(γ)
s(γ)
)
= log
(s′(q1γ1 + . . .+ qℓγℓ)
s(q1γ1 + . . .+ qℓγℓ)
)
= log
(s′(γ1)q1 · . . . · s′(γℓ)qℓ
s(γ1)q1 · . . . · s(γℓ)qℓ
)
= q1 log
(s′(γ1)
s(γ1)
)
+ . . .+ qℓ log
(s′(γℓ)
s(γℓ)
)
= q1h1 + . . .+ qℓhℓ =
〈
q, h
〉
and that 〈
τ(γ), g
〉
=
〈
τ(q1γ1 + . . .+ qℓγℓ), g
〉
= q1
〈
τ(γ1), g
〉
+ . . .+ qℓ
〈
τ(γℓ), g
〉
=
〈
q, Ag
〉
=
〈
q, h
〉
.
Hence the equality is established.
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(ii) =⇒ (i): Assume that rkQ(Γ) > rkarch(Γ) = ℓ. Then there are k ∈ {1, . . . , ℓ}
and there are γ, δ in Γ<0 such that γ and δ are Q-linearly independent but
w(γ) = w(δ) = k. Let a, b ∈ R>0 such that vR(a) = γ and vR(b) = δ. There
is a section s : Γ →֒ R>0 such that s(γ) = a and s(δ) = b and there is a
section s′ : Γ →֒ R>0 such that s
′(γ) = a and s′(δ) = b/2. We find an order
preserving embedding τ : Γ →֒ Rℓanlex such that τ(γ) = −ek and τ(δ) = −ζek
for some irrational ζ ∈ R>0. We show that the logarithmic data µ :=
(
s, τ
)
and µ′ :=
(
s′, τ
)
are not equivalent. We have
logµ(a) = Xk and logµ′(a) = Xk,
logµ(b) = ζXk and logµ′(b) = logµ′
(
2s′(δ)
)
= ζXk + log 2.
Hence if there were a homomorphism Φ : R[X ] → R[X ] which fixes R and
fulfils Φ ◦ logµ = logµ′ we would obtain by the first line that Φ(Xk) = Xk and
by the second that Φ(Xk) = Xk + ζ
−1 log 2, contradiction. 
3 Embedding logarithms into models of Tan,exp
We want to embed the logarithm induced by a logarithmic datum into a model
of Tan,exp. Given a model S of Tan,exp we denote its logarithm by logS.
3.1 Definition
Let µ be a logarithmic datum for R. A Tan,exp-companion for µ is a tuple(
S, ρ, Y
)
where S is a model of Tan,exp, ρ : R →֒ S is an Lan-embedding and
Y = (Y1, . . . , Yℓ) ∈ S
ℓ such that the following conditions hold.
(a) The homomorphism ρY : R[X ] → S which extends ρ and maps X to Y
is an order preserving embedding.
(b) The diagramm
R>0
logµ //
ρ

R[X ]
ρY

S>0
logS // S
commutes.
13
3.2 Theorem
A logarithmic datum has a Tan,exp-companion.
Proof:
Let µ =
(
s, τ
)
be a logarithmic datum for R.
Step 1: We set Z := (tℓ−1, . . . , t1, 1) ∈ Pℓ−1 and define
κ = κτ : Γ→ Pℓ−1, γ 7→
〈
τ(γ), Z
〉
.
Then κ is an order preserving embedding Γ →֒ (Pℓ−1,+).
Step 2: By Proposition 1.5 we find a model K of Tan,exp extending Pℓ−1. Let S
be the field K((t))LE of logarithmic-exponential series over K from [6] (where
t denotes a new unknown different from t1, . . . , tℓ−1). Then S is a model of
Tan,exp. It contains the Tan-model K((t
K)) (cf. Fact 1.3).
We set
λ : R((tΓ)) →֒ K((tK)) ⊂ S,
∑
γ∈Γ
aγt
γ 7→
∑
γ∈Γ
aγt
κ(γ) ∈ K((tK)).
Then λ : R((tΓ)) →֒ S is an Lan-embedding.
Step 3: By Fact 1.4 there is an Lan-embedding σ : R →֒ R((t
Γ)) such that
σ(s(γ)) = tγ for all γ ∈ Γ. Let ρ := λ ◦ σ. We choose Y := logS(t
−1)Z ∈ Sℓ
and show that
(
S, ρ, Y
)
is a Tan,exp-companion for µ.
SinceK>0 ≺ logS(t
−1) ≺ tK<0 we get that ρY : R[X ]→ S is an order preserving
embedding. Let x ∈ R>0. We have to show that logS
(
ρ(x)
)
= ρY
(
logµ(x)
)
.
Let γ := vR(x) and let y := x/s(γ). Then there are a ∈ R>0 and h ∈ mR
such that y = a(1+ h). Denoting the logarithmic series by L we obtain by the
construction of K((t))LE and the fact that ρ is an Lan-embedding that
logS
(
ρ(x)
)
= logS
(
λ(σ(x))
)
= logS
(
λ(atγ(1 + σ(h)))
)
= logS
(
atκ(γ)(1 + ρ(h))
)
= log(a) + logS(t
κ(γ)) + L
(
ρ(h)
)
= log(a)− κ(γ) logS(t
−1) + ρ
(
L(h)
)
= log(a)−
〈
τ(γ), Z
〉
logS(t
−1) + ρ
(
L(h)
)
= log(a)−
〈
τ(γ), Y
〉
+ ρ
(
L(h)
)
= −
〈
τ(γ), Y
〉
+ ρ
(
log(y)
)
= ρY
(
−
〈
τ(γ), X
〉
+ log(y)
)
= ρY
(
logµ(x)
)
.

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4 Constructible functions
Let µ =
(
s, τ
)
be a logarithmic datum for R.
4.1 Definition
Let A be a globally subanalytic subset of Rn. A function f : A→ R[X ] is called
µ-constructible if it is a finite sum of finite products of globally subanalytic
functions and the µ-logarithm of positive globally subanalytic functions on A.
We denote by ConR,µ(A) the set of µ-constructible functions on A.
4.2 Remark
Let A be a globally subanalytic subset of Rn. Then ConR,µ(A) is an R-algebra
extending SubR(A).
Let Σ :=
(
S, ρ, Y
)
be a Tan,exp-companion for µ. We have the following com-
muting diagramm:
R
ρ // S
R.
incl
``❆❆❆❆❆❆❆ incl
>>⑦⑦⑦⑦⑦⑦⑦
We consider S via ρ as an R-algebra. Since ρ is an Lan-embedding we have
that ρ(R) is a Tan-model. Let n ∈ N. We denote the map R
n → Sn given
componentwise by ρ again by ρ. Let A be a globally subanalytic subset of Rn.
We have a canonical isomorphism
SubR(A) →֒ Subρ(R)(ρ(A)), f 7→ ρ ◦ f ◦ ρ
−1,
and a canonical lifting
Subρ(R)(ρ(A)) →֒ SubS(ρ(A)S), g 7→ gS,
(cf. Section 1.3). We write AΣ for ρ(A)S and denote the composition of these
two maps by
E
A
Σ : SubR(A) →֒ SubS(AΣ), f 7→ fΣ.
Note that EAΣ is an embedding of R-algebras. By construction, the following
diagramm commutes for f ∈ SubR(A):
A
f //
ρ

R
ρ

AΣ
fΣ // S.
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In view of the definition of an Tan,exp-companion we extend the embedding in
a canonical way to µ-constructible functions:
4.3 Construction
The map
E
A
µ,Σ : ConR,µ(A) →֒ ConS(AΣ), f 7→ fΣ,
is defined as follows. Let f ∈ ConR,µ(A). There are p, q ∈ N0 and for i ∈
{1, . . . , p}, j ∈ {1, . . . , q} there are ϕi ∈ SubR(A) and positive ψij ∈ SubR(A)
such that
f =
p∑
i=1
ϕi
( q∏
j=1
logµ
(
ψij
))
.
We set
fΣ :=
p∑
i=1
(
ϕi)Σ
( q∏
j=1
logS
((
ψij
)
Σ
)))
.
Proof of well-definition:
This can be shown as in [12, Proposition 4.17 & Theorem 4.18]. 
4.4 Remark
The map EAµ,Σ : ConR,µ(A) →֒ ConS(AΣ) is an R-algebra homomorphism that
extends EAΣ.
4.5 Proposition
The following diagramm commutes for f ∈ ConR,µ(A):
A
f //
ρ

R[X ]
ρY

AΣ
fΣ // S.
Proof:
Let f ∈ ConR,µ(A). By Remark 4.4 we have to handle the following cases:
Case 1: f = ϕ where ϕ ∈ SubR(A).
Proof of Case 1: This is settled by above.
Case 2: f = logµ(ψ) where ψ ∈ SubR(A) is positive.
Proof of Case 2: Let x ∈ A. Then
fΣ(x) = logS
(
ψΣ(ρ(x))
) Case 1
= logS
(
ρ(ψ(x))
)
Σ companion
= ρY
(
logµ(ψ(x))
)
= ρY
(
f(x)
)
.
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4.6 Corollary
The map EAµ,Σ is an embedding.
Proof:
Let f, g ∈ ConR,µ(A) such that fΣ = gΣ. Then fΣ ◦ ρ = gΣ ◦ ρ. By Proposition
4.5 we obtain that ρY ◦f = ρY ◦g. Since ρY is an embedding we get that f = g.

Given a globally subanalytic subset B of Rn we denote by LBR : SubR(B) →֒
SubR(BR) and L
B
S : ConR(B) →֒ ConS(BS) the canonical liftings (cf. Sections
1.3 & 1.4). Note that BS = (BR)Σ.
4.7 Theorem
Let B be a globally subanalytic subset of Rn. The following holds:
(1) There is exactly one map LBR,µ : ConR(B)→ ConR,µ(BR), f 7→ fR,µ, such
that the following diagramm commutes:
ConR,µ(BR)
E
BR
µ,Σ // ConS(BS)
ConR(B).
LB
R,µ
gg❖❖❖❖❖❖❖❖❖❖❖ LB
S
77♣♣♣♣♣♣♣♣♣♣♣
(2) The map LBR,µ is an embedding that extends L
B
R.
(3) The map LBR,µ does not depend on the choice of Σ.
Proof:
(1): Uniqueness: Let f ∈ ConR(B) and let F, F˜ ∈ ConR,µ(BR) such that
FΣ = F˜Σ = fS. Then by Corollary 4.6 F = F˜ .
Existence: Let f ∈ ConR(B). Then there are p, q ∈ N0 and for i ∈ {1, . . . , p}, j ∈
{1, . . . , q} there are ϕi ∈ SubR(B) and positive ψij ∈ SubR(B) such that
f =
k∑
i=1
ϕi
( l∏
j=1
log
(
ψij
))
.
We set
fR,µ :=
k∑
i=1
(
ϕi
)
R
( l∏
j=1
logµ
((
ψij
)
R
))
.
Then clearly
(
fR,µ
)
Σ
= fS.
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(2): That LR,µ is an embedding follows from the fact that L
B
S is an embedding.
That it extends LR follows by the construction in (1).
(3): This follows from the proof of (1). 
By res we denote the restriction of functions.
4.8 Remark
Let B,C be globally subanalytic subsets of Rn with B ⊂ C. Then the following
diagramm commutes:
ConR,µ(CR)
res // ConR,µ(BR)
ConR(C)
LC
R,µ
OO
res // ConR(B).
LB
R,µ
OO
We compare the embedding obtained by distinct logarithmic data.
4.9 Proposition
Let µ, µ′ be logarithmic data for R. The following are equivalent:
(i) There is a ring homomorphism Φ : R[X ] → R[X ] such that Φ ◦ LBR,µ =
L
B
R,µ′ for any globally subanalytic subset B of any R
n.
(ii) There is a ring homomorphism Φ : R[X ] → R[X ] such that Φ ◦ LBR,µ =
L
B
R,µ′ for any globally subanalytic subset B of some R
n.
(iii) There is a ring homomorphism Φ : R[X ] → R[X ] such that Φ ◦ LR
n
R,µ =
L
Rn
R,µ′ for any n ∈ N.
(iv) There is a ring homomorphism Φ : R[X ] → R[X ] such that Φ ◦ LR
n
R,µ =
L
Rn
R,µ′ for some n ∈ N.
(v) The logarithmic data µ and µ′ are equivalent.
If one of the above holds then Φ is the logarithmic connection between µ and
µ′.
Proof:
The directions (i) ⇒ (ii), (i) ⇒ (iii), (ii) ⇒ (iv) and (iii) ⇒ (iv) are obvious.
(iv) ⇒ (v): Let n and Φ be as in (iv). Let
f : Rn → R, x = (x1, . . . , xn) 7→


log(x1), x1 > 0,
if
0, x1 ≤ 0.
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Then
fR,ν : R
n → R, x = (x1, . . . , xn) 7→


logν(x1), x1 > 0,
if
0, x1 ≤ 0
for ν ∈ {µ, µ′}. Hence Φ is the logarithmic connection between µ and µ′.
(v) ⇒ (i): Let Φ : R[X ]
∼=
→ R[X ] be the logarithmic connection between µ
and µ′. Let n ∈ N and let B be a globally subanalytic subset of Rn. Let
f ∈ ConR(B). By the proof of Theorem 4.7 and by Proposition 2.10(1) we
obtain that Φ
(
fR,µ
)
= fR,µ′ . 
5 Lebesgue integration
As an application we show how we can extend the construction in [12, Section
2] to establish on R a Lebesgue measure and integration theory for globally
subanalytic sets and functions after fixing a logarithmic datum µ for R. By λn
we denote the usual Lebesgue measure on Rn.
5.1 Construction
(I) Let A be a globally subanalytic subset of Rn. We define its Lebesgue
measure
λµR,n(A) ∈ R[X ] ∪ {∞}
with respect to µ as follows. Take an Lan-formula ψ(x, y), x = (x1, . . . , xn),
y = (y1, . . . , yq), and a point a ∈ R
q such that A = ψ(Rn, a). By Comte,
Lion and Rolin [4, 14] the function
F : Rq → R, y 7→


λn
(
ψ(Rn, y)
)
, λn
(
ψ(Rn, y)
)
<∞,
if
−1, λn
(
ψ(Rn, y)
)
=∞,
is constructible. Set
λµR,n(A) :=


FR,µ(a), FR,µ(a) ≥ 0,
if
∞, FR,µ(a) = −1.
(II) Let f : Rn → R be a globally subanalytic function that is non-negative.
We define its Lebesgue integral∫ µ
Rn
f(x) dx ∈ R[X ] ∪ {∞}
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with respect to µ as follows. There is q ∈ N0, a non-negative globally
subanalytic function ψ : Rn+q → R, (x, y) 7→ ψ(x, y), x = (x1, . . . , xn), y =
(y1, . . . , yq), and a point a ∈ R
q such that f = ψR(−, a). By Comte, Lion
and Rolin [4, 14] the function
F : Rq → R, y 7→


∫
Rn
ψ(x, y) dx,
∫
Rn
ψ(x, y) dx <∞,
if
−1,
∫
Rn
ψ(x, c) dx =∞,
is constructible. Set
∫ µ
Rn
f(x) dx :=


FR,µ(a), FR,µ(a) ≥ 0,
if
∞, FR,µ(a) = −1.
Proof of well-definition:
By Theorem 3.2 there is a Tan,exp-companion Σ =
(
S, ρ, Y
)
for µ. By a routine
model theoretic argument, the value FS(ρ(a)) does not depend on the choices of
ψ and a. By Theorem 4.7 and Proposition 4.5 we have ρY (FR,µ(a)) = FS(ρ(a)).
Since ρY is an embedding the value FR,µ(a) does not depend on the choices of
ψ and a. 
5.2 Remark
As in [12, Section 2] we obtain that the Lebesgue measure with respect to µ
is additive, monotone, translation invariant, fulfils the product formula and
extends the naive volume and that the Lebesgue integral (see notations below)
is linear and monotone. The Lebesgue measure and integral with respect to
µ are intertwined as usually; i.e. the measure is the integral of its characteri-
stic function and the integral of a non-negative function is the measure of its
subgraph.
Let A ⊂ Rn be globally subanalytic. We say that A has finite Lebesgue
measure (with respect to µ) if λµR,n(A) <∞.
Let f : Rn → R be globally subanalytic. We say that f is Lebesgue integ-
rable (with respect to µ) if
∫ µ
Rn
f+(x) dx <∞ and
∫ µ
Rn
f−(x) dx <∞. In that
case we set
∫ µ
Rn
f(x) dx :=
∫ µ
Rn
f+(x) dx−
∫
Rn
f−(x) dx.
Let f : Rn → R be globally subanalytic and let A be a globally subana-
lytic subset of Rn. We say that f is Lebesgue integrable over A (with
respect to µ) if f1A is Lebesgue integrable with respect to µ. We set then∫ µ
A
f(x) dx :=
∫ µ
Rn
f(x)1A(x) dx. Let A be a globally subanalytic subset of R
n
and let f : A→ R be globally subanalytic. Let f¯ be the function which extends
f by 0 to Rn. We say that f is Lebesgue integrable (with respect to µ) if f¯ is
Lebesgue integrable with respect to µ. We set then
∫ µ
A
f(x) dx :=
∫ µ
Rn
f¯(x) dx.
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That the notions of finiteness and integrability do indeed not depend on the
choice of the logarithmic datum is shown in the next proposition.
5.3 Proposition
Let µ, µ′ be logarithmic data for R.
(1) Let A be a globally subanalytic subset of Rn. Then A has finite Lebesgue
measure with respect to µ if and only if it has finite Lebesgue measure
with respect to µ′.
(2) Let f : Rn → R be a globally subanalytic function. Then f is Lebesgue in-
tegrable with respect to µ if and only if it Lebesgue integrable with respect
to µ′.
Proof:
Let ν ∈ {µ, µ′}.
(1): Let A be as in (1) and let F be as in Construction 5.1. Let B := F−1(−1).
Then B is globally subanalytic by [4]. We obtain by Theorem 4.7(3) and Re-
mark 4.8 that
λνR,n(A) =∞⇔ FR,µ(a) = −1⇔ (1B)R(a) = 1⇔ a ∈ BR.
Since the definition of BR does not depend on the choice of ν we are done.
(2): This is shown in the same way. 
Given n ∈ N we denote by χR,n the set of globally subanalytic subsets of R
n
that have finite Lebesgue measure and by L1R,n the set of integrable globally
subanalytic function on Rn. We set λµR,n : χR,n → R[X ], A 7→ λ
µ
R,n(A), and
IntµR,n : L
µ
R,n(A), f 7→
∫ µ
Rn
f(x) dx.
5.4 Proposition
Let µ, µ′ be logarithmic data for R. The following are equivalent:
(i) There is a ring homomorphism Φ : R[X ] → R[X ] such that Φ ◦ λnR,µ =
λnR,µ′ for any n ∈ N.
(ii) There is a ring homomorphism Φ : R[X ] → R[X ] such that Φ ◦ λnR,µ =
λnR,µ′ for some n ∈ N with n ≥ 2.
(iii) The logarithmic data µ and µ′ are equivalent.
If one of the above holds then Φ is the logarithmic connection between µ and
µ′.
Proof:
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The direction (i) ⇒ (ii) is obvious.
(ii) ⇒ (iii): Let n ≥ 2 and Φ be as in (ii). Let a ∈ R with a ≥ 1 and set
Aa :=
{
(x1, . . . , xn) ∈ R
n
∣∣∣ 1 ≤ x1 ≤ a, 0 ≤ x2 ≤ 1/x1, 0 ≤ xj ≤ 1 for j > 2}.
Then Aa is a semialgebraic and hence globally subanalytic subset of R
n. We ha-
ve that λµR,n(Aa) = logµ(a) and λ
µ′
R,n(Aa) = logµ′(a). Therefore Φ ◦ logµ |[1,∞[ =
Φ◦ logµ′ |[1,∞[. By the logarithmic rule (see Theorem 2.6) we get that Φ◦ logµ =
logµ′ . Hence Φ is the logarithmic connection between µ and µ
′.
(iii) ⇒ (i): Let Φ : R[X ]
∼=
→ R[X ] be the logarithmic connection between
µ and µ′. Let n ∈ N and let A ∈ χR,n. Let F : R
q → R and a ∈ Rq be
as in Construction 5.1. Since A has finite Lebesgue measure we have that
λνR,n(A) = FR,ν(a) for ν ∈ {µ, µ
′}. We are done since by Proposition 4.9
(v)⇒(iii) we have that Φ ◦ FR,µ = FR,µ′ . 
Note that n = 1 is not sufficient in Proposition 5.4(ii) since the measure of an
interval is its length (see Remark 5.2; see also [8, Theorem 2.3]). So we do only
get values in R, the logarithm does not show up.
5.5 Proposition
Let µ, µ′ be logarithmic data for R. The following are equivalent:
(i) There is a ring homomorphism Φ : R[X ]→ R[X ] such that Φ ◦ IntµR,n =
Intµ
′
R,n for any n ∈ N.
(ii) There is a ring homomorphism Φ : R[X ]→ R[X ] such that Φ ◦ IntµR,n =
Intµ
′
R,n for some n ∈ N.
(iii) The logarithmic data µ and µ′ are equivalent.
If one of the above holds then Φ is the logarithmic connection between µ and
µ′.
Proof:
This follows from Proposition 5.4 and Remark 5.2 on the interplay between
the measure and the integral.
In view of Propositions 5.4 & 5.5 and Theorem 2.16 we say in the case that the
rational rank coincides with the archimedean rank of the value group of R that
the Lebesgue measure and integration theory on R is uniquely determined
up to unique isomorphisms.
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5.6 Proposition
Let f : Rm × Rn → R, (x, y) 7→ f(x, y), be globally subanalytic.
(i) The set
Fin(f) :=
{
x ∈ Rm
∣∣∣ f(x,−) is Lebesgue integrable}
is globally subanalytic.
(ii) The function
Fin(f)→ R, x 7→
∫ µ
Rn
f(x, y) dy,
is µ-constructible.
Proof:
This follows by doing Construction 5.1 with parameters and by using the
results of [4]. 
As in [12, Section 5] one can now establish the main theorems of integration in
the globally subanalytic context: the transformation formula (see [12, Theorem
5.1]), Lebesgue’s theorem on dominated convergence (see [12, Theorem 5.2])
and the fundamental theorem of calculus (see [12, Theorem 5.7]). To obtain
Fubini’s theorem we have to extend the integration to constructible functions
as follows.
5.7 Construction
Let n ∈ N and let f : Rn → R[X ] be µ-constructible. We define that f is
Lebesgue integrable with respect to µ and in that case its Lebesgue
integral ∫ µ
Rn
f(x) dx ∈ R[X ]
with respect to µ as follows. There is q ∈ N0, a constructible function
ψ : Rn+q → R, (x, y) 7→ ψ(x, y), x = (x1, . . . , xn), y = (y1, . . . , yq), and a point
a ∈ Rq such that f = ψR,µ(−, a). By Cluckers and Dan Miller [1, 2, 3] there are
constructible functions g, h : Rq → R such that ψ(−, y) is Lebesgue integrable
if and only if h(y) = 0 and in that case that
∫
Rn
ψ(x, y) dx = g(y). Then f is
Lebesgue integrable with respect to µ if hR,µ(a) = 0 and we set in this case∫ µ
Rn
f(x) dx := gR,µ(a).
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Proof of well-definition:
By Theorem 3.2 there is a Tan,exp-companion Σ =
(
S, ρ, Y
)
for µ. By a rou-
tine model theoretic argument, the values gS(ρ(a)) and hS(ρ(a)) do not de-
pend on the choices of ψ and a. By Theorem 4.7 and Proposition 4.5 we have
ρY (gR,µ(a)) = gS(ρ(a)) and ρ
Y (hR,µ(a)) = hS(ρ(a)). Since ρ
Y is an embedding
the values gR,µ(a) and hR,µ(a) do not depend on the choices of ψ and a. 
5.8 Proposition
Let f : Rm × Rn, (x, y) 7→ f(x, y), be µ-constructible. Then there are µ-
constructible functions g, h : Rm → R such that f(x,−) is Lebesgue integrable
with respect to µ if and only if h(x) 6= 0 and that∫ µ
Rn
f(x, y) dy = g(x)
for such an x.
Proof:
This follows by doing Construction 5.7 with parameters. 
In this setting, Fubini’s theorem (cf. [12, Theorem 5.12]) can be established.
As an application of the Lebesgue theory we obtain as in [12, Section 6] the
following approximation result.
5.9 Theorem
Let a, b ∈ R with a < b and let f : [a, b] → R be globally subanalytic and
continuous. Let ε ∈ R>0. Then there is some open interval I in R containing
[a, b] and some globally subanalytic function u : I → R that is C∞ such that
|f(x)− u(x)| < ε for all x ∈ [a, b].
5.10 Final remark
(1) In [12] we have worked in the setting of real closed fields containing
the reals with archimedean value group and have obtained a Lebesgue
measure and integration theory for the semialgebraic sets and functions.
Given a real closed field R containing the reals such that its value group Γ
has finite archimedean rank ℓ we can define with the results of the present
paper a Lebesgue measure and integration theory for the semialgebraic
category by an embedding R →֒ R((tΓ)) (cf. Fact 1.2). But we do not
obtain all results of [12, Section 3] in the semialgebraic setting since [12,
Proposition 1.6] cannot be generalized beyond the case of an archimedean
value group.
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(2) Given a model R of the theory Tan with archimedean value group Γ we
have constructed in [12, Section 3.4] a Lebesgue measure and integration
theory (called there analytic) for the globally subanalytic category. In [12]
the construction relies on a so-called Lebesgue datum α :=
(
s, σ, τ
)
where(
s, τ
)
is a logarithmic datum in the sense of the present paper and σ :
R →֒ R((tΓ)) is an embedding compatible with the section s. In [12] we
have worked with the special Ran,exp-companion
(
Θα,R((t))
LE, log(t−1)
)
where R((t))LE is the field of logarithmic-exponential series and the Lan-
embedding Θα : R →֒ R((t))
LE is given by
R
σ
→֒ R((tΓ)) →֒ R((tR))
incl
→֒ R((t))LE
where the map in the middle is defined as
∑
aγt
γ 7→
∑
aγt
τ(γ). So even
in the case ℓ = 1 the present setting is more general than the one in
[12]. Moreover, in [12] the measure respectively integral takes in general
values in R((tΓ))[X ]. In this paper the construction has been set up such
that the values are in R[X ].
References
(1) R. Cluckers and D. Miller: Stability under integration of sums of products of real
globally subanalytic functions and their logarithms. Duke Math. J. 156 (2011), no.
2, 311-348.
(2) R. Cluckers and D. Miller: Loci of integrability, zero loci, and stability under inte-
gration for constructible functions on Euclidean space with Lebesgue measure. Int.
Math. Res. Not. (2012), no. 14, 3182-3191.
(3) R. Cluckers and D. Miller: Lebesgue classes and preparation of real constructible
functions. J. Funct. Anal. 264 (2013), no. 7, 1599-1642.
(4) G. Comte, J.-M. Lion and J.-P. Rolin: Nature log-analytique du volume des sous-
analytiques. Illinois J. Math. 44 (2000), no. 4, 884-888.
(5) L. van den Dries, A. Macintyre and D. Marker: The elementary theory of restricted
analytic fields with exponentiation. Ann. Math. 140 (1994), 183-205.
(6) L. van den Dries, A. Macintyre and D. Marker: Logarithmic-exponential series. Ann.
Pure Appl. Logic 111 (2001), no. 1-2, 61-113.
(7) W. Hodges: A shorter model theory. Cambridge University Press, 1997.
(8) T. Kaiser: First order tameness of measures. Ann. Pure Appl. Logic 163 (2012), no.
12, 1903-1927.
(9) T. Kaiser: Integration of semialgebraic functions and integrated Nash functions.Math.
Z. 275 (2013), no. 1-2, 349-366.
(10) T. Kaiser: Global complexification of real analytic globally subanalytic functions.
Israel J. of Math. 213 (2016), no. 1, 139-174.
(11) T. Kaiser: R-analytic functions. Arch. Math. Log. 55 (2016), no. 5-6, 605-623.
25
(12) T. Kaiser: Lebesgue measure and integration theory on non-archimedean real closed
fields with archimedean value group. Proc. Lond. Math. Soc. 116 (2018), no. 2, 209-
247.
(13) F.-V. Kuhlmann, S. Kuhlmann and S. Shelah: Exponentiation in power series fields.
Proc. Amer. Math. Soc. 125 (1997), no. 11, 3177-3183.
(14) J.-M. Lion and J.-P. Rolin: Inte´gration des fonctions sous-analytiques et volumes
des sous-ensembles sous-analytiques. Ann. Inst. Fourier (Grenoble) 48 (1998), no. 3,
755-767.
(15) S. Prieß-Crampe: Angeordnete Strukturen: Gruppen, Ko¨rper, projektive Ebenen.
Springer, 1983.
Tobias Kaiser
University of Passau
Faculty of Computer Science and Mathematics
tobias.kaiser@uni-passau.de
D-94030 Germany
26
