An opposition-based improved particle swarm optimization algorithm (OIPSO) is presented for solving multiobjective reactive power optimization problem. OIPSO uses the opposition learning to improve search efficiency, adopts inertia weight factors to balance global and local exploration, and takes crossover and mutation and neighborhood model strategy to enhance population diversity. Then, a new multiobjective model is built, which includes system network loss, voltage dissatisfaction, and switching operation. Based on the market cost prices, objective functions are converted to least-cost model. In modeling process, switching operation cost is described according to the life cycle cost of transformer, and voltage dissatisfaction penalty is developed considering different voltage quality requirements of customers. The experiment is done on the new mathematical model. Through the simulation of IEEE 30-, 118-bus power systems, the results prove that OIPSO is more efficient to solve reactive power optimization problems and the model is more accurate to reflect the real power system operation.
Introduction
Particle swarm optimization (PSO) proposed by Dr. Eberhart and Dr. Kennedy in 1995 is a population-based evolutionary algorithm that emulates the social behavior of bird flocks in an attempt to optimally explore some given problem space. In the past decade, PSO has been studied and applied in many research and application areas. However, many experiments have shown that PSO converges too fast and easily falls into local optima especially when solving complex multimodal problems [1] . Many researchers have put forward improved programs. In general, there are three kinds of improved methods, that is, parameter factor [2, 3] , neighborhood topology [4] , and hybridization with other algorithms [5, 6] . Each of them has its own advantages but also has defects. The hybridization of PSO with other algorithms has been proved to be a promising technique. There are two ways to combine. One is with evolutionary algorithms, for instance, [5] is PSO combined with genetic algorithm, in which genetic algorithm was used to increase exploration ability of particles, [6] is the combination hybridized PSO with ant algorithm, and uses the characteristic of positive feedback to enhance the search ability of particles. The other is with nonevolutionary algorithms, such as hybridizing PSO with Filter [7] , Cauchy mutation [8] , and opposition-based learning [9] , in which opposition-based learning has a good character; it can accelerate the convergence speed of the algorithm, and this concept was first proposed by Dr. Tizhoosh. When we seek the solution in a direction, it is beneficial to consider the opposite direction [10] . By comparison of fitness values of the two directions, the optimal candidate solution is chosen from them. For this reason, many algorithms were enhanced by opposition-based learning [11, 12] .
In this paper, a new improved particle swarm optimization algorithm OIPSO is proposed, which makes some expansion and correction by inertia weight factors, crossover and mutation, neighborhood model, and opposition-based learning. Through these strategies, the new OIPSO algorithm can enhance population diversity and avoid premature convergence and stagnation.
Mathematical Problems in Engineering
The improved algorithm would be developed to multiobjective reactive power optimization. It is known that the purpose of power system reactive optimization is to find the best compensation methods to make the power system safe and economic under the demand of reactive load power system [13] . For that, we establish a mathematical model, including system network loss, voltage dissatisfaction, and switching operator. In the modeling process, introduce life cycle cost of the transformer, define switching operator cost, and also give descriptions of the customers' loss, voltage quality requirement, and dissatisfaction degree and then reactive power optimization tests through IEEE 30-and 118-bus systems.
The remaining of this paper is organized as follows: Section 2 provides an overview of PSO algorithm, opposition-based learning, and other improvement strategies. In Section 3, the multiobjective model of reactive power system is established. Combined with reactive power optimization, main steps of the improved OIPSO algorithm are given in Section 4. Then, the algorithm is applied to IEEE 30-and 118-bus systems in Section 5. Finally, Section 6 concludes the paper with a summary.
PSO Algorithm and Its Improvement
The essence of PSO algorithm is that by letting the information about good solutions spread out through the swarm, the particles would tend to move to good areas [14, 15] . At each iteration time , particle is moved to a new position by adding a velocity term to its current position according to formulas (1) and (2) as follows:
where = 1, 2, . . . , pop, pop is the size of swarm particles, best, is the best position of particle , best is the global best position, is called inertia weight, and 1 and 2 are acceleration factors.
PSO algorithm converges fast, but it is also easy to fall into the local optimal. The reason is that, in the optimal process, all particles consider the global best position best as the goal and search directions run towards it. This situation worsens in the later process and leads to reduction of the ability to explore unknown area. Therefore, it is very important to enhance the diversity of particles. This paper makes some expansion and modification to the basic particle swarm algorithm. The main improvement measures are as follows.
Opposition-Based Learning.
In PSO algorithm, starting points are given randomly. If the starting points are close to the optimal point, convergence speed would be faster. The opposite operation used in the selection of the starting points has proven that utilizing opposition in learning yields more efficient algorithms than using only pure randomness [10, 16] . Besides the opposition point used in the initial population, this paper would intersectionally use the opposition point and the following crossover and mutation to increase the diversity of particles. The definition of opposition is given as follows.
Definition 1 (opposite point). Let = ( 1 , 2 , . . . , ) be a point in -dimensional space and let ∈ [ , ] be a real number, where = 1, 2, . . . , . The opposite point = ( 1 , 2 , . . . , ) is defined by its components = + − .
Inertia Weight Factor.
Generally, for initial stage of search process, large inertia weight can enhance the global exploration and, for last stage, the small inertia weight is good for local exploration, so time-varying inertia weight, which typically decreases linearly from about 0.9 to 0.4 [17] , can balance the global and local search; specific measures are as follows:
where max and min are the maximum and minimum of , max is the maximum iterating times, and is the current iteration.
Neighborhood Exchange.
In particle swarm algorithm, each particle generally learns from its own best position and global best position. In social cognitive system, an individual, besides its own experience and excellent information obtained from the whole society, should exchange with other better individuals to improve itself [13, 18] . Based on this idea, PSO algorithm is modified as follows:
where best, is position vector of the better individual in domain and 3 is an accelerating constant. Larger 3 can increase the ability of the individual to explore unknown better area, especially in the later process. In contrast, the set value of 2 is related to convergence rate; based on their own characteristics, parameters 2 , 3 are improved as follows:
where 2 max and 2 min are the maximum and minimum of 2 and 3 max and 3 min are the maximum and minimum of 3 .
Crossover and Mutation.
Crossover and mutation operators are key technologies in genetic algorithm, which are used to enhance the diversity of the species. The particles of PSO Mathematical Problems in Engineering 3 algorithm can be crossed and varied [13, 18] . For particle , the crossover operation is described as follows:
where is a random variable in the range [0, 1].
The method of mutation operator is
where is a random coefficient in the range 
Mathematical Model of Power System
Reactive Power Optimization
Objective function of reactive power optimization model is commonly the minimization of active power loss and ignores many security and economic factors. On security grounds, its optimal results often approach the upper limits of voltage level on load buses. Although the results satisfy equality and inequality constraints, it is not conducive to the safe operation of power system. In this paper, we introduce voltage dissatisfaction and use penalty to punish voltage dissatisfaction. And, in economic terms, transformer tap has mechanical life and the total number of switching times has a limit. Therefore, the switching operation cost should not be neglected. In this section, we present transformer operation cost by life cycle cost and use it as an objective function.
Active Power Loss.
Reactive power is usually used as the objective function. Utilize the following equal to convert power loss into expense:
where 1 is the unit price for system network loss and its value depends on market electricity prices, loss is system network loss, is set of branches numbers, and is the collection of nodes number associated with the node (including itself).
Voltage Dissatisfaction.
The cost of voltage dissatisfaction describes the users' losses caused by overlimit voltages on the load buses. When the voltage amplitudes are far from the ideal range, the losses would become more heavy. Voltage dissatisfaction can be expressed by the following mathematical description [19] :
where 2 is the penalty for voltage dissatisfaction; is the sum of nodal voltage dissatisfaction degree;
is the active power load of node ; , are the voltage dissatisfaction degree when the voltage values overstep the lower or upper limit, which are declared by the relevant users; is the index parameter about the relationship of the losses and voltage deviation; we set = 1 in this paper. In general, voltage range is [0.94, 1.06], but some power consumption equipment needs high security and stability. It is obvious that the voltages are better to control in a satisfactory interval, instead of approaching upper limits, so we change voltage range into satisfactory interval. The satisfactory interval is set by users at different load buses. In this paper, we set satisfactory interval to be [0.95, 1.05] if voltages satisfy equality and inequality constraints but overstep the satisfactory interval, and dissatisfactory penalty can be relatively small and can be set based on users' requirement of electricity quality.
Switching Operations.
Transformer operation cost is mainly composed of construction, installation, equipment acquisition, maintenance, and so on. Define as the change of the ratio at transformer before and after optimization and it is described as
where is the ratio of transformer after optimization; 0 is the ratio of transformer before optimization; Δ is the step of transformer . After optimization, tap operation costs are
where is the total of transformers and 3 is the unit price of each action, which depends on the annual value of investment, operation, and maintenance cost, where each of them is described as follows.
Construction Cost.
Construction cost of the transformer is composed of construction project cost, installation project cost, equipment acquisition cost, and other cost, called static investment [20, 21] . Generally, construction cost is expressed as
where 1 is the annual value of the lump-sum investment, 1 is the lump-sum investment, and is the interest rate. 
is the recovery factor, and we set it as 20%∼30%. The minus sign expresses that the income is negative relative to the expenditure; dc is the current value of the disposal expense;
is the actual operating life; is the expected operating life. When the actual operating life is greater than or equal to the expected life, early retirement loss cost is 0.
Maintenance Cost.
The maintenance method adopts scheduling repair; its model is described as
where is early operation and maintenance cost; is the year number; and 3 is the total cost of maintenance in 30 years. Use the uniform annual value method for conversion; maintenance cost of each year can be expressed as
Through the above models, the life cycle cost (LLC) is defined as
Take the 110 kv conventional substation [18] . For example, set the expected life of the transformer to be 30 years. is 8%, the mechanical life of tap is 10000 times, and average annual switching operations are 333 times. For transformer tap, its unit price of one action in the th year is
In this paper, we set 3 = 1 avg .
Objective Function and Constraints.
To satisfy the cost savings and security purposes, this paper combines system network loss, voltage dissatisfaction, and switching operation as the optimization objective. Voltage dissatisfaction can be converted into economic cost, so the objective function can be expressed as
The function should satisfy the equality and inequality constraints, where equality constraints reflect the physics of the power system shown as
Calculate the opposition point of each particle flow calculation of two positions of each particle
Compare the fitness of two positions of each particle Subroutine: evolution strategies Do crossover operation based on formula (6) Randomly select constant P from 0 to 1 Do mutation operator based on formula (7) Select the better one as the current position of particle i and then return where is node number; and are generator active power output and active power of load at node ; and , , and are generator reactive power input, load reactive power, and reactive power of the compensator capacitor at node .
Inequality constraints are about the limits of active power, reactive power, voltage, capacitance, and the times of switching operations and are created to ensure system security [12] expressed as
where is the set of generation units; is the set of tap transformers; and is the set of compensator capacitors.
Reactive Power Optimization Using the Opposition-Based Improved PSO
Crossover and mutation operation and opposition-based learning are two improvement strategies. We combine and apply them to enhance diversity of particles. The specific process is shown in Figure 1 . The main steps are as follows.
Step 1. Define the input data. The input data include the generator voltages and the transformer tap settings, reactive Mathematical Problems in Engineering 5 power of switchable VAR sources, the population size of the particle swarm, the maximum number of iterations, and accelerated constants.
Step 2. Initialize the population. The initial population is generated randomly, which must meet the constraints. Calculate the opposition point ( ) of ( ).
Step 3. Do flow calculation. Correct the system parameters for the flow calculation. Get the power system operation parameters, determine whether particles meet the bus voltage and generator reactive power and other constraints, modify the cross border values, and calculate their fitness.
Step 4. Compare the fitness of ( ) and ( ); select the better one as the current generation.
Step 5. Record the individual optimal solution and the global optimal solution. For each particle, update the individual optimal solution. Then, select the best solution of the individual optimal solutions as the global optimal solution, = + 1.
Step 6. Calculate the current flight speed according to formula (4), and fix the particle position according to formula (1).
Step 7. Select the evolutionary strategies. Go into subroutine (see Figure 1) ; if mod( , ) = 0, calculate the opposition points as candidate solutions. Else, do crossover and mutation operations and generate candidate solutions according to formula (6) and (7).
Step 8. Update the particle position and modify the cross border values. After reactive compensation and transformer tap variables are discrete, do flow calculation (same as
Step 3), compare the fitness of the candidate solution and contemporary individual, and select better one as the next generation.
Step 9. Determine whether it is under terminating condition. If the number of iterations at this time is less than the maximum number of iterations, go to Step 5, or end the iteration and go to Step 10.
Step 10. Output the optimal solution. Optimal solution includes not only the control strategy of the control variables of each node but also the data of state variables, such as the system voltage of every node, system power loss, and generator reactive power output.
Results and Discussion
In order to validate the availability of the new oppositionbased improved PSO (OIPSO) in solving power system reactive power optimization problems, IEEE 30-and IEEE 118-bus systems are employed to be the simulation studies. Two cases are presented in this section. In the first case, run with minimization of real power loss as the objective function and then compare the results with different methods. In the second case, take system network loss, voltage dissatisfaction, CR is crossover rate; is mutation rate; 0 is the gravitational constant; is learning probability, * The reactive compensation and transformer tap variables are continuous.
and switching operation as the optimization objective and give the optimal settings of control variables.
IEEE 30-Bus
System. IEEE 30-bus system data and operating conditions are given in [21] , which has 41 branches, 22 load buses, 6 generators (bus 1, bus 2, bus 5, bus 8, bus 11, and bus 13, while bus 1 is the slack bus and others are PV bus), 4 branches containing four adjustable transformers (branch 9-6, branch 10-6, branch 12-4, and branch 28-27, corresponding to transformers T1, T2, T3, and T4), and 2 shunt capacitors on buses 10 and 24, respectively. In the initial conditions, set the initial generator bus voltages and transformer taps to 1.0 and capacitor values to 0. The total power loss before optimization is 0.0537 p.u. In this paper, set the population size of particle swarm to be 36, and the number of iterations is 1000, = 2. In case one, active power loss is studied, and the result is compared with genetic algorithm (GA) [22] , gravitational search algorithm (GSA) [23] , differential evolution approach (DE) [24] , an oppositionbased gravitational search algorithm (OGSA) [25] , particle swarm optimization (PSO) [26] , and comprehensive learning particle swarm optimization (CLPSO) [26] . Do 50 trials and choose the best one shown in Table 1 . Although DE [24] and OGSA [25] have obtained the optimal values 0.04550 and 0.4498, their reactive compensation and transformer tap variables are continuous, which could not satisfy actual operations. The best solution is 0.045936 calculated by the proposed OIPSO algorithm; its average consumption would be 135 s more than the CPU time of PSO (i.e., 130 s [26] ), due to its discrete control variables and flow calculation of opposition point. And it improves 14.45%, more than 14% by GSA, and 10.35% by PSO.
In case two, apply OIPSO to the proposed multiobjective problem, which includes system network loss, voltage dissatisfaction of on-load nodes, and switching operations of adjustable transformer. All expenses involved are shown in Table 2 . The results are shown in Table 3 . Table 3 shows the optimal value of the control variables of OIPSO solving reactive power optimization. Comparing with PSO, the OIPSO makes small changes in transformer tap and uses little reactive power compensation to improve voltage quality and increase economic efficiency. Meanwhile, the results also reflect that satisfactory interval is necessary, if some voltage values exceed the satisfactory interval, but do not go beyond the constraints, the power system could give up a little of satisfactory degree in exchange for active power loss minimum. This situation would not cause security problems; the dissatisfactory penalty could arouse some attention of operators. The satisfactory interval has a function of forecast.
IEEE 118-Bus System.
To test the potential of OIPSO algorithm in solving bigger systems, IEEE 118-bus system is considered, which has 54 generator buses, 64 load buses, 186 transmission lines, 9 transformer taps, and 14 reactive power sources. The system data and operating conditions are given in [26] . The total power loss before optimization is 1.3359 p.u. For case one, Table 4 shows the comparison of results obtained by GSA [23] , DE [25] , OGSA [25] , PSO [26] , CLPSO [26] , and OIPSO. OIPSO discovered the best solution, that is, 1.0518 p.u., in which the improvement is 21.27%, more than 4.36% by GSA, 3.95% by DE, 4.94% by OGSA, 1.26% by PSO, and 2% by CLPSO. Its success rate lags behind CLPSO by 3 points, and CPU process is 1.196 times as PSO does, but OIPSO has more than 20 times as improvement as CLPSO and PSO. The results in this table indicate the superiority of OIPSO. Comparative PSO-and OIPSO-based convergence profiles of power losses for this test system are presented in Figure 2 . In case two, the multiobjective results of IEEE 118-bus system are given in Table 5 ; these values of the parameters provide actual operation variables, which is more effective and practical.
Conclusion
In this paper, we developed an opposition-based improved PSO for multiobjective reactive power optimization. The main novelty of the algorithm is the integration of the opposition-based computing into the basic PSO with inertia weight factors, crossover and mutation, and neighborhood model in order to enhance the diversity and produce some additional exploration ability of the population. The performance of the proposed OIPSO algorithm is demonstrated through its calculation on IEEE 30-and 118-bus systems; the comparison results with other algorithms show that OIPSO has better global search ability and fast searching speed. Meanwhile, when the new multiobjective model of reactive power optimization is being built, switching operation cost is defined by the life cycle cost and is emphasized to reflect the actual situation. So, the optimized results are more realistic and more reliable for practical operation. 
