The bivariate distribution of degrees of adjacent vertices (degree-degree distribution) is an important network characteristic defining the statistical dependencies between degrees of adjacent vertices. We show the asymptotic degree-degree distribution of a sparse inhomogeneous random intersection graph and discuss its relation to the clustering and power law properties of the graph.
Introduction
Correlations between degrees of adjacent vertices influence many network properties including the component structure, epidemic spreading, network robustness, etc., see [8] , [14] , [19] , [20] and references therein. The correlations are defined by the degree-degree distribution, i.e., the bivariate distribution of degrees of endpoints of a randomly chosen edge. In this paper we present an analytic study of the degree-degree distribution in a mathematically tractable random graph model of an affiliation network possessing power law degrees and non-vanishing clustering coefficient. Our study is motivated firstly by the interest in tracing the relation between the degree-degree distribution and clustering properties in a power law network. Secondly, the degree-degree distribution shows up in the analysis of the simple random walk on network, namely, it defines the transition matrix of the corresponding Markov chain, when sites are identified with vertex degrees (not the vertices themselves), see [2] . Next in this section we introduce the random graph model and present our results. Proofs are postponed to Section 2. Affiliation network and random intersection graph. An affiliation network defines adjacency relations between actors by using an auxiliary set of attributes. Let V denote the set of actors (nodes of the network) and W denote the auxiliary set of attributes. Every actor v ∈ V is prescribed a collection S v ⊂ W of attributes and two actors u, v ∈ V are declared adjacent in the network if they share some common attributes. For example one may interpret elements of W as weights and declare two actors adjacent whenever the total weight of shared attributes is above some threshold value. Here we consider the simplest case, where u, v ∈ V are called adjacent whenever they share at least one common attribute, i.e., S u ∩ S v = ∅. Two popular examples of real affiliation networks are the film actor network, where two actors are declared adjacent if they have played in the same movie, and the collaboration network, where two scientists are declared adjacent if they have coauthored a publication. A plausible model of a large affiliation network is obtained by prescribing the collections of attributes to actors at random. Furthermore, in order to model the heterogeneity of human activity, every actor v j ∈ V is prescribed a random weight y j reflecting its activity. Similarly, a random weight x i is prescribed to each attribute w i ∈ W to model its attractivity. Now an attribute w i ∈ W is included in the collection S v j at random and with probability proportional to the attractivity x i and activity y j . In this way we obtain a random graph on the vertex set V , sometimes called the inhomogeneous random intersection graph ( [3] , [4] , [5] , [9] , [21] , see also [16] ). This random graph possesses desired properties of a complex network (non-vanishing clustering coefficient, power law degree distribution and short distances). Before giving a detailed definition of this random graph model let us mention a recent publication [18] , which argues convincingly that in some social networks the 'heavy-tailed degree distribution is causally determined by similarly skewed distribution of human activity'. The empirical evidence reported in [18] suggests that the inhomogeneous random intersection graph can be considered as a realistic model of a power law affiliation network. Inhomogeneous random intersection graph. Let X 1 , . . . , X m , Y 1 , . . . , Y n be independent non-negative random variables such that each X i has the probability distribution P 1 and each Y j has the probability distribution P 2 . Given realized values X = {X i } m i=1 and Y = {Y j } n j=1 we define the random bipartite graph H X,Y with the bipartition V ∪ W , where V = {v 1 , . . . , v n } and W = {w 1 , . . . , w m }. Every pair {w i , v j } is linked in H X,Y with probability
independently of the other pairs {i, j} ∈ [m]×[n]. The inhomogeneous random intersection graph G = G(P 1 , P 2 , n, m) defines the adjacency relation on the vertex set V : vertices u, v ∈ V are declared adjacent (denoted u ∼ v) whenever u and v have a common neighbor in H X,Y . We call this neighbor a witness of the adjacency relation u ∼ v. The random graph G has several features that make it a convenient theoretical model of a complex network. Firstly, the statistical dependence of neighboring adjacency relations in G mimics that of real affiliation networks. In particular, G admits a tunable clustering coefficient: For m/n → β ∈ (0, +∞) as m, n → +∞, we have, see [7] ,
Here
2 and a i = EX
Another important feature of the model is its ability to produce a rich class of (asymptotic) degree distributions including the power law distributions. The following result of [4] will be used below and we present it here for convenience.
Assume that m/n → β for some β ∈ (0, +∞). Suppose that EX 2 1 < ∞ and EY 1 < ∞. Then d(v 1 ) converges in distribution to the random variable
where τ 1 , τ 2 , . . . are independent and identically distributed random variables independent of the random variable Λ 1 . They are distributed as follows. For r = 0, 1, 2, . . . , we have
converges in distribution to a random variable Λ 3 having the probability distribution
We say that an integer valued non-negative random variable Z has a power law distribution with exponent κ > 1 if for some c > 0 we have P(Z = r) ≈ cr −κ as r → +∞. Here and below for real sequences {t r } r≥1 and {s r } r≥1 we denote t r ≈ s r whenever t r /s r → 1 as r → +∞. More generally, we say that the distribution of a non-negative random variable Z has property A c,κ if either Z is integer valued and satisfies P(Z = r) ≈ cr −κ , or Z is absolute continuous with density f Z satisfying f Z (t) = (c + o(1))t −κ as t → +∞. In Lemma 3, see Appendix B, we show that if Y 1 has a power law distribution with exponent κ > 2, then Λ 3 has a power law distribution with the same exponent κ. In particular, P(
The question about the power law property of d * is a bit more subtle. Despite the fact that the tail behavior of randomly stopped sums, like d * , is quite well understood (roughly speaking, the tail P(d * > t) of d * is as heavy as the heavier one of Y 1 and τ 1 , see, e.g., [1] ) not much is known about the asymptotics of the local probabilities of randomly stopped sums in the case where the distribution of the number of summands is heavy tailed. One may expect that, generally, under appropriate regularity conditions, the asymptotics of the local probabilities of randomly stopped sums follows a similar pattern to that of the tail probabilities. This is indeed the case when the summands are heavy tailed and the number of summands has a light tail, see, e.g., Theorem 4.30 in [11] . Several examples are considered in Remark 1.
Degree-degree distribution. We are interested in the bivariate distribution of degrees of adjacent vertices. Let
denote the probabilities defining the conditional bivariate distribution of the ordered pair
, given the event that vertices v 1 and v 2 are adjacent. We note that p(k 1 , k 2 ) = p(k 2 , k 1 ), for any k 1 , k 2 = 0, 1, . . . , since the probability distribution of graph G is invariant under permutations of its vertices. In Theorem 2 below we show a first order asymptotics of p(k 1 , k 2 ) as n, m → +∞. Before formulation of Theorem 2 we introduce some notation. We remark that d * defined by (2) depends on Y 1 . By conditioning on the event {Y 1 = y} we obtain another random variable, denoted d * y , which has the compound Poisson distribution
Here N = N y denotes a Poisson random variable which is independent of the iid sequence {τ j } j≥1 and has mean EN y = ya 1 β 1/2 , y ≥ 0. Given integers k 1 , k 2 , r ≥ 0, denote
Our main result is the following theorem.
Theorem 2. Let m, n → ∞. Suppose that EX 2 1 < ∞ and EY 1 < ∞. (i) Assume that m/n → β for some β ∈ (0, +∞). Then for every k 1 , k 2 ≥ 0 we have
(ii) Assume that m/n → +∞. Then for every k 1 , k 2 ≥ 0 we have
We note that the moment conditions EX 2 1 < ∞ and EY 1 < ∞ of Theorem 2 are the minimal ones as each of the numbers a 2 = EX 2 1 and b 1 = EY 1 enters both formulas (6) and (7).
Remark 2.
In the case where m/n → +∞, the size biased probability distribution {p(r)} r≥1 is the limiting distribution of d(v 1 ) conditioned on the event v 1 ∼ v 2 , i.e.,
Remark 3. Theorem 2 and Remark 2 remain valid if we replace (v 1 , v 2 ) by any other ordered pair of vertices (v i , v j ), or by an ordered pair of distinct vertices (u * , v * ) chosen uniformly at random, since the probability distribution of graph G is invariant under permutation of its vertices.
Let us examine how the clustering property (presence of nonvanishing clustering coefficient) affects the structure of the asymptotic degree-degree distribution. Firstly we consider the case m/n → +∞, where the clustering coefficient vanishes (cf. (1)). In this case one may expect that the statistical dependence between neighboring adjacency relations fade as m, n → +∞ and that degrees of adjacent vertices are asymptotically independent. This is indeed the case as (7) and (8) imply that
For m/n → β ∈ (0, +∞) the random graph G admits a nonvanishing clustering coefficient. Now, the neighboring adjacency relations remain statistically dependent and the asymptotic bivariate degree-degree distribution (6) is no more a product of marginal asymptotic degree distributions. One can show that in this case the degrees of adjacent vertices are positively correlated (because heavy weight attributes are likely to be shared by high degree vertices) and G admits a non-vanishing and positive Newman's assortativity coefficient, provided that the vertex degree distribution has a finite third moment (cf. [6] ). Several examples of power law degree-degree distributions are considered in Corollary 1 below.
(ii) Assume that Ee aY 1 < ∞ for some a > 0. Assume that the distribution of X 1 has property A c,κ . Let
Here c *
It seems a bit surprising that the limiting degree-degree distribution p β (k 1 , k 2 ) of example (iii) of the corollary, which refers to the clustering regime m/n → β ∈ (0, +∞), has asymptotically independent marginals for k 1 , k 2 → +∞.
Our final remark is about the case where m/n → 0. By Theorem 1, in this case the edges of a sparse inhomogeneous random intersection graph span a subgraph on o(n) randomly selected vertices leaving the remaining (1 − o(1))n vertices isolated. Consequently, the subgraph is relatively dense and we do not expect stochastically bounded degrees of endpoints of adjacent vertices. Related work. The influence of degree-degree correlations on the network properties have been studied by many authors, see, e.g., [8] , [14] , [19] , [20] and references therein. The asymptotic degree-degree distribution in a preferential attachment random graph with tunable power law degree distribution was shown in [13] . Our model and approach are much different. To our best knowledge the present paper is the first attempt to trace the relation between the degree-degree distribution and the clustering property in a power law network. Connections between Newman's assortativity coefficient and the clustering coefficient in a related random graph model has been discussed in [6] .
Proof
Here we prove Theorem 2, Corollary 1 and Remarks 1, 2.
Before the proof we collect some notation. We will assume throughout the proof that m = m(n) → +∞ as n → +∞. The expressions o(·), O(·) will always refer to the case where n → +∞. We use the notation o P (·) and O P (·) consistently with [15] . Given two real sequences {a n } n≥1 and {b n } n≥1 we write a n ≈ b n to denote the fact that (a n −b n )mn = o(1). By I A we denote the indicator function of an event A.Ī A = 1 − I A = IĀ denotes the indicator of the complement eventĀ.
In the proof we often use the following facts: For a random variable Z and a sequence of events {K n } n≥1 defined on the same probability space we have that E|Z| < ∞ and lim n P(K n ) = 0 imply E(I Kn Z) = o(1); for a sequence of random variables {Z n } n≥1 the conditions ∃C > 0 such that |Z n | ≤ C almost surely ∀n, and
We denote by P and E (respectivelyP andẼ) the conditional probability and expectation given X 1 , Y 1 , Y 2 (respectively X, Y ). For random variables ξ, ζ defined on the same probability space as X, Y we denote by d T V (ξ, ζ) (respectivelyd T V (ξ, ζ)) the total variation distance between the conditional distributions of ξ and ζ given X 1 , Y 1 , Y 2 (respectively X, Y ). Given a sequence of random variables {Z n } n≥1 , defined on the same probability space as
For a vertex v ∈ V and attribute w ∈ W we denote by {w → v} the event that v and w are linked in H. Introduce the events
We write for short
denote the random vector with marginal random variables
We assume that conditionally, given
Here τ i , τ i , i ≥ 1 are independent and identically distributed random variables, which are independent of Y 1 , Y 2 , X 1 and have distribution (3) . Define the events
Define random variablesâ j = m (6) is that the adjacency relation v 1 ∼ v 2 together with the common neighbors of v 1 and v 2 are witnessed, with a high probability, by a single attribute (all attributes having equal chances). Furthermore, conditionally on the event that this attribute is w 1 , and given Y 1 , Y 2 , X 1 , we have that the random variables
Proof of Theorem 2. Proof of (i). The intuition behind formula
We note that d 1 and d 2 count individual (not shared) neighbors of v 1 and v 2 . The asymptotic independence comes from the fact that (conditionally given Y 1 , Y 2 , X 1 ) these random variables are mainly related via average characteristicsâ 1 ,b 1 which are asymptotically constant, by the law of large numbers. Now, using Theorem 1 we identify limiting distributions of d 1 , d 2 . The limiting distribution of d 12 (conditioned on the event A 1 ) is that of Λ 0 . We briefly outline the proof. In the first step we show that
. (13) Then using the total probability formula we split
In the second step we show that for every r = 0, 1, . . . ,
In the final step we show that for r, r 1 , r 2 = 0, 1, 2 . . .
Now the simple identity nmE λ 11 λ 12 P (U * * r,r 1 ,r 2 ) = β b 2 1
(r + 1)(r + 2)P(Λ 0 = r + 2)q r 1 q r 2 completes the proof of (6). Finally, we remark that in order to prove the result under the minimal moment conditions EY 1 < ∞ and EX 2 1 < ∞, we invoke, when necessary, a truncation argument, which makes our presentation some more involved.
Step 1. Here we prove (13) . To this aim we show that
Since (17) imply (13). We only prove the second relation. The proof of the first one is much the same. Fix small 0 < δ < 1 and introduce
We have
Now we evaluate p 1 and construct upper bounds for p i , i = 2, 3, 4. Using the independence of Y 1 , Y 2 and Markov's inequality we obtain
Next, using the identity {v 1 ∼ v 2 } = ∪ 1≤i≤m A i and inequality
we obtain
Clearly, (20) extends to p 3 . An upper bound on p 1 is obtained in a similar way,
To get a lower bound we invoke inclusion-exclusion. We have
where
. In order to evaluate p = E P (A 1 )I H 1 ∩H 2 we invoke the inequalities
We obtain
The next upper bound for p is simple
(25) Collecting (24), (25) in (22) we obtain a lower bound for p 1 . Combining this lower bound with (21) we obtain
Finally, we choose δ = δ n converging to 0 slowly enough so that δ √ n → +∞ and
Hence (17) follows from (18).
Step 2. Here we prove (15) . Let us note that event A 1 implies that L 0 counts common neighbors of v 1 and v 2 witnessed by w 1 . In the case where L 0 = d 12 there should be a common neighbor of v 1 , v 2 witnessed by some attribute w i other than w 1 or witnessed by two different attributes, say w i 1 , w i 2 ∈ W \ {w 1 }. We introduce related events
and observe that on the event
This inequality is strict if some common neighbor of v 1 , v 2 witnessed by w 1 is also witnessed as a neighbor of v k by some other attribute w i , i ≥ 2. The inequality is also strict in the case where some neighbor of v k is witnessed by two or more distinct attributes. If we rule out both of these possibilities, we have the equality
We introduce the corresponding undesired events B k0 = {I ik I ij I 1j = 1 for some 3 ≤ j ≤ n and 2 ≤ i ≤ m},
Finally, we conclude that if A 1 holds and at least one of the following three relations fails
then at least one of the events B l , B lj , 0 ≤ l ≤ 2, 0 ≤ j ≤ 1, occurs. Hence, we have
Next
and show that for any realized values Y 1 , Y 2 , X 1 we have
Since P * (·)
and apply the inequality
Let us briefly explain (30). We apply the trivial inequality Z ≤ ε + ZI {Z>ε} to the random variable Z =P(S lj ≥ 1) and obtaiñ
The last inequality follows by Markov's inequality,P(S lj ≥ 1) ≤ẼS lj . Taking Eexpected values in (31) we arrive to (30) since P (S lj ≥ 1) = E P (S lj ≥ 1) . Now, (28) follows from (30) and the fact thatẼS lj = o P (1) for any realized values Y 1 , Y 2 , X 1 . To show that the latter bound holds true we estimatẽ
Here we used the fact that EX
Step 3. Here we prove (16) . Denote
From identities
We shall show in Lemma 2 below that for any realized values Y 1 , Y 2 , X 1 we have ∆ 1 = o(1). This, together with the inequality P (A 1 ) ≤ λ 11 λ 12 implies
by Lebesgue's dominated convergence theorem. Furthermore, (23) implies
Collecting (33) and (34) in (32) we obtain (16).
Proof of (ii). The proof (7) is similar to that of (6) . It makes use the observation that the typical adjacency relation is witnessed by a single attribute. One difference is that now the size of the collection of attributes, prescribed to the typical vertex, tends to infinity as n, m → +∞. Since our intersection graph is sparse, this implies that the number of vertices linked (in H) to any given single attribute is most likely 0, it is 1 with a small probability, but it is almost never larger than 1. As a consequence we obtain that
Another consequence is that the number of neighbors of a given vertex is distributed as Poisson mixture P(λ), where random variable λ accounts for the size of the collection of attributes prescribed to the vertex. The first several steps of the proof are the same as that of (6) . Namely, relations (13), (14) , (15) hold true as their proof remains valid for m/n → +∞. Further steps of the proof are a bit different. We show that
and
Finally, we show that
Now the simple identity
completes the proof of (7). It remains to prove (35), (36), (37). Let us prove (35), (36). Denote R = P({L 0 ≥ 1} ∩ A 1 ). Relations (35), (36) follow from inequalities
and the bound R = o((nm) −1 ). To prove the latter bound we write
Here we used inequalities
, which follows by Lebesque's dominated convergence theorem, since
Let us prove (37). The proof is similar to that of (16) . We write
and show that both summands in the right of (41) are o((nm) −1 ), cf. proof of (16) above. In fact, the only think what remains to show is that for any realized values Y 1 , Y 2 , X 1 we have ∆ 3 = o(1). This is shown in Lemma 3 below.
Proof of Remark 1. Let us prove (i). Lemma 4 implies
Consequently,
From the latter relation we conclude that the sequence of probabilities {P(τ 1 = r)} r≥0 is longtailed and subexponential, that is, it satisfies conditions of Theorem 4.30 of [11] . This theorem implies P( 1≤i≤Λ 1 τ i = r) ≈ P(τ 1 = r)EΛ 1 , thus completing the proof. Let us prove (ii). We observe that τ 1 has Poisson distribution with mean λ 0 = xb 1 β −1/2 . Hence, given Λ 1 , the random variable d * has Poisson distribution with mean λ 0 Λ 1 . Now statement (iii) of Lemma 4 implies that P(Λ 1 = r) ≈ c * r −κ , where c * = c(a 1 β 1/2 ) κ−1 . Next, we apply statement (iii) of Lemma 4 once again and obtain P(d * = r) ≈ c * λ
Proof of Remark 2. Let us prove (8) . The proof is standard and simple. We present it here for reader's convenience. Let (v 1 , v 2 ) denote an ordered pair of distinct vertices drawn uniformly at random and let P and E denote the conditional probability and expectation given all the random variables considered, but (v 1 , v 2 ). We have
The denominator is evaluated in (17): We have
In the last step we used the simple identities EΛ 3 = Eλ 3 = a 2 b 2 1 . In order to evaluate the numerator we combine identities
We obtain P(d(v 1 ) = r, v 1 ∼ v 2 ) = (r/(n − 1))P(d(v 1 ) = r). Hence, by (44),
Now, the statement (ii) of Theorem 1 completes the proof of (8).
Proof of Corollary 1. (i) follows from the relation P(Λ
In the proof of (ii) and (iii) we assume that k 1 ≤ k 2 and use the notation
Let us prove (ii). We observe that E(e aY 1 ) < ∞ implies that EY 1 e a Λ 1 < ∞ for some a > 0. Using this observation and the fact that the sequence of probabilities {P(τ 1 = r)} r≥0 is longtailed and subexponential (see (43) and [11] ) we show that
The proof of (45) is much the same as that of Theorem 4.30 in [11] . Now, we invoke in (45) the identity E(Y 1 Λ 1 ) = E(Y 1 λ 1 ) = a 1 b 2 β 1/2 and (43), and obtain
Hence we have q r ≈ c * 2 r 1−κ and P(Λ 0 = r) ≈ c * 1 r −κ , see (42). Now we are ready to prove (11) 
In the remaining part of the proof we shall show that S A 1 , S A 2 are negligibly small compared to S A 3 and determine the first order asymptotics of S A 3 as k 1 , k 2 → +∞. We have for somec > 0 (independent of k 1 , k 2 )
Here ∆ = ln n for κ = 3 and ∆ = 0 otherwise. Furthermore, for k 2 − k 1 bounded we have
).
Finally, using the approximation (i + 1)(i + 2)P(
uniformly in i ∈ A 3 we obtain for k 2 − k 1 → +∞
Similarly, in the case where k 2 − k 1 = k for some fixed k we have
, where c *
Let us prove (iii). We observe that Λ 0 has the Poisson distribution with (non-random) mean λ 0 . Using the identity (r + 1)(r + 2)P(Λ 0 = r + 2) = λ 2 0 P(Λ 0 = r) we write
Next, combining the fast decay of Poisson tail probability P(Λ 0 > t) as t → +∞ with the relation, which is shown below,
we estimate
completes the proof of (11). Now, we prove (46). Since τ 1 has Poisson distribution with mean λ 0 = xb 1 β −1/2 , we obtain
Here we denote B = xβ 1/2 . After we write the product yP(d *
we obtain the following expression for the expectation
Here Z denotes a random variable with the distribution
We note that
Indeed, (48) follows from the relation P(Λ 1 = r) ≈ cB κ−1 r −κ , which is a simply consequence of the property A c,κ of the distribution of Y 1 , see Lemma 4. Next, we show that
The first relation follows from (48), by Lemma 4. The second relation follows from the first one via the simple identity I 2,k = (k + 1)λ
. Finally invoking (49) in (47) we obtain (46).
Appendix A
Here we prove the bounds ∆ 1 = o(1) and ∆ 3 = o(1), see (32) and (41) above. In the proof we apply and further extend the approach of [4] . An important tool used below is the following inequality referred to as LeCam's lemma, see e.g., [22] . Lemma 1. Let S = I 1 + I 2 + · · · + I n be the sum of independent random indicators with probabilities P(I i = 1) = p i . Let Λ be Poisson random variable with mean p 1 + · · · + p n . The total variation distance between the distributions P S of P Λ of S and Λ sup A⊂{0,1,2... }
|P(S ∈
Lemma 2. Assume that conditions of part (i) of Theorem 2 are satisfied. Then for any realized values Y 1 , Y 2 , X 1 and any integers r, r 1 , r 2 ≥ 0 we have
Proof of Lemma 2. Denote
1 , L
2 ) :
In the proof we construct random vectors
2 ), h = 1, 2, 3, defined on the same probability space as
for any integers r, r 1 , r 2 ≥ 0. We note that (52), (53) imply (51).
Let us define random vectors
, h = 2, 3, be sequences of Poisson random variables which are (conditionally, given X, Y ) independent within each sequence and have mean values
In addition, we assume that (conditionally, given X, Y ) the sequences {η ki } m i=2 , k = 1, 2, are independent and they are independent of the sequences {ξ hi } m i=1 , h = 2, 3, 4. Denote for k = 1, 2 and h = 2, 3
Let us prove (52) for h = 0. In the proof we use the following simple inequalities. Letd * T V (ζ, θ) denote the total variation distance between the conditional distributions of random variables/vectors ζ and θ given X, Y, u 1 , . . . , u m . Then we havẽ
Introduce random variables for k = 1, 2 and t = 1, . . . , m
k . We have, by the triangle inequality,
Here we estimated each summand
In the first inequality of (55) we use the fact that L
k only differ in the tth summand. The second inequality is trivial for λ tk ≥ 1 and it follows by LeCam's inequality, see Lemma 1, for λ tk < 1.
Next, we use the fact that given X, Y, u 1 , . . . , u m the random vectors L (0) and L (1) have conditionally independent marginals. In particular, we can apply the triangle inequalitỹ
In the last step we used *
Let us prove (52) for h = 1. We note that conditionally, given X, Y , the random variable L (1) 0 is independent of (L
2 ), and L (2) 0 is independent of (L
2 ). Hence, we have, by triangle inequality,
2 ) =:
We shall show that E Z i = o(1), i = 1, 2. These bounds combined with the second inequality of (54) 
. We firstly estimate Z 1 . We have
Indeed, for max j λ 1j < 1 this inequality follows by Lemma 1. Otherwise the inequality is trivial, since the total variation distance is always less than or equal to 1. Next, we use the fact that EY 1 < ∞ impliesb 2 n −1 = o P (1). We obtain Z 1 = o P (1). This bound together with the inequality Z 1 ≤ 1 implies E Z 1 = o(1). We secondly estimate Z 2 . Introduce random variables for k = 1, 2 and t = 1, . . . , m
and estimate each summand as follows
In (58) we use the fact that L {t−1} k and L {t} k only differ in the t-th summand. In (59) we first estimate the total variation distance between conditional distributions of (u t η t1 , u t η t2 ) and (ξ 2t η t1 , ξ 2t η t2 ) given η t1 , η t2 , X, Y from above by I {(η t1 ,η t2 ) =(0,0)}dT V (u t , ξ 2t ) and then take the expected valueẼ. In (60) we estimateP (η t1 , η t2 ) = (0, 0) ≤ λ t1 + λ t2 . This bound is trivial for λ t1 + λ t2 ≥ 1. Otherwise it follows from the inequalities
In(60) we invoke the inequalityd T V (u t , ξ 2t ) ≤ min 1, β
k we obtain from (57), (60) that
Finally, we have,
sinceb 2 is independent of X 2 and EX 2 < ∞,
be independent Poisson random variables, which are independent of {η i1 } m i=2 , {η i2 } m i=2 , and have mean valuesẼ , b 1 β −1/2 }. Define the random vectorsL (2) andL (3) in the same way as L (2) and L (3) above, but with ξ 2i and ξ 3i replaced byξ 2i = ξ i + ∆ i andξ 3i = ξ i + ∆ i respectively. We note that given Y 1 , Y 2 , X 1 the random vectorL (2) has the same conditional distribution as L (2) , andL (3) has the same conditional distribution as L (3) . Hence in order to prove (53) for h = 2 it suffices to show that for any realized values Y 1 , Y 2 , X 1 we have
k denotes the k-th coordinate of the vectorL (i) . We derive (63) from the bounds
k | = o P (1) using (30). To prove these bounds we calculatẽ
and use the fact that δ + δ = |b 1 β
. Indeed, we have β n → β and, by the law of large numbers,b 1 − b 1 = o P (1). Let us prove (53) for h = 3. We note that L 2 ). Hence, it suffices to show that P * ((L
2 ) = (r 1 , r
2 ) = (r 1 , r 2 )) = o(1) for any integers r 1 , r 2 ≥ 0. For this purpose we prove the convergence of the conditional characteristic functions
Here i denotes the imaginary unit.
In the proof of (64) we exploit the compound Poisson structure of the distributions of L
2 ) are conditionally independent and have compound Poisson distributions, we write the characteristics function in the form
Here f τ (t) = Ee itτ denotes the characteristic function of τ . Similarly, using the fact that given X, Y, ξ 32 , . . . , ξ 3m the marginals of (L
2 ) are conditionally independent and have compound Poisson distributions, we write the conditional characteristics function in the form 
We observe thatλ k = Y kâ1 √ β n and each ratio λ jk /λ k = X j /â 1 does not depend on k = 1, 2.
Finally, using (65), (66) we write
1 +isL
and invoke the bounds
, which are obtained in the same way as relation (22) in [4] . We note that the proof of (22) in [4] uses the moment conditions EX Lemma 3. Assume that conditions of part (ii) of Theorem 2 are satisfied. Then for any realized values Y 1 , Y 2 , X 1 and any integers k 1 , k 2 ≥ 0 we have
Proof of Lemma 3. Before the proof we introduce some notation. Let ε > 0. For 2 ≤ i ≤ m denote
Given X, Y , letĨ 2 , . . . ,Ĩ m be independent Bernoulli random variables with success probabilitiesP
and letξ hi , 2 ≤ i ≤ m, h = 1, 2, be independent Poisson random variables with mean valuesẼξ
We assume that given X, Y the sequences
, and {ξ hi } m i=2 , h = 1, 2 are independent. Next, we introduce random
2 ) := (Λ 3 , Λ 4 ). For k = 1, 2 and h = 1, 2 denotē
Furthermore, given X, Y , letL
2 be independent Poisson random variables with mean valuesẼL
We shall show below that for any integers r 1 , r 2 ≥ 0 we have
Since ε > 0 can be chosen arbitrarily small, relations (68), (69), (70), (71), and (72) imply (67). Let us prove (68). Introduce random variables
Note thatL
In (74) we use the fact thatL {t−1} k andL {t} k only differ in the t-th summand. In (75) we first estimate the total variation distance between conditional distributions of (I t1 u t , I t2 u t ) and (I t1ξ1t , I t2ξ1t ) given I t1 , I t2 , X, Y from above by I {(η t1 ,η t2 ) =(0,0)}dT V (u t ,ξ 1t ) and then take the expected valueẼ. In (76) we estimateP (I t1 , I t2 ) = (0, 0) ≤ λ t1 + λ t2 and invoke the inequalityd
cf. (56) above. Next, using the identitiesL
k we obtain from (73), (76) that
Finally, since EX
Let us prove (69). We proceed as in the proof of (53) We note thatL
2 ) has the same distribution asL (h) , h = 1, 2. Hence it suffices to show (69) forL (1) ,L (2) . Proceeding as in the proof of (53) for h = 2 above, we reduce the problem to showing that
Let us prove (70). We have, for k = 1, 2,
Taking E expected value we obtain We note that the expectation on right tends to zero since β n → +∞. Let us prove (71). We proceed as in the proof of (68) for h = 0 above. We havẽ
Next, we estimate I id T V (ξ 2i ,Ĩ i ) ≤ γ 2 i , by LeCam's inequality (50), and invoke the inequalityP I i1 , I i2 ) = (0, 0) ≤ λ i1 + λ i2 . We obtaiñ
Here we used inequality γ 2 i ≤ εγ i . It follows now that
Let us prove (72). For A ⊂ W denoteS(A) = w i ∈AĨ i . For k = 1, 2 we writeL 
It is convenient to write (78) in the form
Now, we observe that given X, Y , and A 1 , A 2 , satisfying A 1 ∩ A 2 = ∅, the random variablesS(A 1 ) andS(A 2 ) are independent. Hence for A 1 ∩ A 2 = ∅ we havẽ
This identity implies
Next, combining inequalities
with (79) and using the identity (which holds, since given X, Y , the random sets A 1 and A 2 are independent)
we obtain that
It remains to show that E P (D) = o(1). To this aim we apply Markov's inequalitỹ
and obtain E (P(D)) ≤ n −1 Y 1 Y 2 a 2 = o(1) thus completing the proof of (78).
We secondly show that E P (L
Denote, for short, the expression | · · · | = |q 1 q 2 − h 1 h 2 | in (81). Since 0 ≤ q 1 , q 2 , h 1 , h 2 ≤ 1, we have |q 1 q 2 − h 1 h 2 | ≤ |q 1 − h 1 | + |q 2 − h 2 |. We apply LeCam's inequality (50) and obtain
Here we estimate γ 2 i ≤ εγ i . Clearly, inequality E |q k − h k | ≤ εY k b 1 a 2 imply (81). Finally, we show that E P (L 
Here we will use the fact that the almost sure convergenceâ 2 → a 2 implies the convergence in probability (θ 1 , θ 2 )
Next, we estimate P 1 . Given z < t 1 we denotez = 1 − z/t. Using (87), (88) we obtain P(Λ Z > t|Z = z) ≤ e −z (ez/t) t = e t−z+t ln(1−z) ≤ e t−z−tz−0.5tz 2 = e −0.5tz 2 ≤ e −0.5tε 2 .
Hence, P 1 = E P(Λ Z > t|Z)I {Z<t 1 } ≤ e −0.5ε 2 t = o(t −κ ). In order to evaluate P 3 we observe that P(Z > t 2 ) = (c + o(1))t −κ and write
