The microstrip patch antenna can also be designed using an artificial neural network (ANN) modeling technique where size of the antenna is major limitation especially in mobile and wireless applications. In this chapter, analysis and synthesis problems for designing of microstrip patch antennas were discussed using the artificial neural network technique. An analysis problem refers to calculation of resonant frequency of microstrip patch antenna whereas a synthesis problem refers to calculation of dimensions of patch antenna. Both problems are reciprocal of each other. Results are implemented using graphical user interface (GUI) tools of MATLAB programming language. Backpropagation training algorithm of artificial neural network is used to train the network for minimization of error and computation time. Therefore, the geometric dimensions of patch are obtained with high accuracy in less computation time as compared to simulation software.
Introduction
Nowadays, many antennas are used for various wireless applications but microstrip antenna is the most preferable antenna for microwave communication. The microstrip antennas are low cost and very easily used fabrication techniques [1, 2] . Since a photoetching process is applied for the fabrication of microstrip patch antennas hence it is also known as "patch antennas." The shape of this patch may be square, hexagonal, rectangular, trapezoidal, or any other pattern. In this chapter, rectangular microstrip patch antennas are designed for synthesis and analysis by an artificial neural network (ANN) modeling procedure.
There has been a tremendous development in the field of patch antenna during the last two decade [3, 4] . It is the result of the overwhelming research and this technology has been quickly absorbed for consumption. A few previous research works done in this field are discussed in this section. The length of an antenna is inversely proportional to the resonant frequency of patch, that is, an antenna operating at higher frequency is smaller in size than compared to the antenna operating at lower frequency. So, to decrease the antenna dimensions required for operating the antenna at lower frequency, the electrical length of the patch should be enlarged at lower frequency. This technique has been successfully used for minimizing the antenna dimensions. A technique of improving the electrical length is by meandering the surface current path of the patch. One such research work was done by Dey and Mittra [5] . In the mentioned article, 70% size reduction of the proposed microstrip patch design is reported. In Ref. [6] , authors used three meandering slots and a shorting pin on a rectangular patch to obtain the results. In Ref. [7] , an innovative technique is proposed for calculating the resonant frequency of circular microstrip patch antennas using artificial neural for computer-aided design (CAD) applications. In Ref. [8] , the back-propagation multilayered-perceptron network is used for calculating the resonant frequency of electrically thin and thick rectangular microstrip antennas. This technique is applicable for a wide range of substrate thicknesses and permittivity for the computer-aided design (CAD) applications of microstrip antennas. One such research work was conducted by Kuo et al. [9] . In this work, the researchers have chosen the ground plane for modification in designed antenna. A total number of three slots were loaded in the ground plane. The authors have shown that the variation seen by changing the length of the slots. For the best case, the size reduction of 56% was obtained by the authors. Some researchers also reported size reduction using inductive loading. One such research work was reported by Reed et al. [10] . In the design, the researchers have loaded a printed inductor to minimize the frequency of resonant antenna. Using this, a size reduction of 50% was achieved. A bow-tie patch antenna loaded with Sierpinski fractal was also proposed by Anguera et al. [11] which has good directivity along with compactness of 42%. One of the methods of increasing the electrical path length is by meandering the surface current path of the patch. In [13] , a new method for developing computer-aided design (CAD) models for microstrip antenna is proposed using spectral domain (SD) formulation and artificial neural network (ANN) technique. In Ref. [14] , design of rectangular microstrip antennas is proposed using the artificial neural network technique for the most efficient dielectric materials. In Ref. [15] , the authors have suggested the combination of inductive loading and shorting pin. The authors have suggested that using the novel design, a size reduction of 75% may be achieved. A bow-tie patch antenna loaded with Sierpinski fractal was also presented by Garima et al. [16] along with compactness of 42% and good directivity. In Ref. [17] , single-fed broadband square patch antenna was constructed for ultra high frequency (UHF) radio frequency identification (RFID) applications using meandered probe feeding techniques for good impedance matching. The purpose of the antenna was to optimize and modify antenna. In Ref. [18] , two L-shaped patch antenna was constructed using a probe or coaxial feeding techniques. Two parallel L-shaped antennas were used to obtain better bandwidth. The bandwidth of the antenna was 6.41 GHz ranging from 3.51 to 9.65 GHz. Return-Loss of the proposed antenna is À28 dB at 3.51 GHz and À25 dB at 9.65 GHz. In [19] , E-shaped antenna was constructed for wireless communications, and its applications using U-slot patch was introduced under patch antenna to increase and optimize bandwidth of the proposed antenna. The systematic study of antenna was enhanced gain, return loss, bandwidth, and radiation pattern. In Ref. [20] , four mini fractal antennas were constructed to improve bandwidth and size of the antenna using coaxial feeding techniques. The proposed design was used for broadband applications. Four spring resonators form an ultra-wideband frequency. Low percentage error and high precision in less time are obtained by using a knowledge-based hybrid neural network (KBHNN) model for designing of microstrip antennas (proximity coupled), which is used for various WiMAX, WiFi, and WLAN applications. Figure 1 illustrates a simple rectangular microstrip patch antenna of substrate height h, dielectric constants ε r , ε y , width W, and length L.
In this chapter, synthesis is defined as to obtain dimensions (W, L) of microstrip antenna while providing the resonant frequency (f r ), height of the dielectric substrate (h), and dielectric constants at the input of the ANN model ( Figure 2 ). Dimensions of patch are computed using the designed equations of the microstrip patch antennas. For the analysis problem of patch antenna, resonant frequency (f r ) or both upper and lower cutoff frequencies are obtained at the output of ANN model while providing the dimensions of patch and other parameters as the inputs of ANN model, as shown in Figure 3 . This model is very significant for antenna researchers to determine the dimensions and other parameters of microstrip antenna.
The range of dielectric constants should be taken between 2.2 and 12 but the dielectric substrate should be thicker and the dielectric constant should be less for obtaining high efficiency and (2), where h is thickness and ε g is the geometric mean of dielectric constant.
If the velocity of light is denoted by C, the width of antenna is calculated using Eq. (3).
Eqs. (4) and (5) represents the real length of the patch (L).
The fringing property of patch gives rise to the extended electric length, which is illustrated by Eq. (6) 
ANN architecture for microstrip antenna
There are many algorithms of ANN which is used to train the neural network [12] . In this work, back-propagation training algorithm was applied to train the neural network and to build the ANN models for patch antenna. This algorithm is explained in Section 2.1.1.
Back-propagation algorithm
In this algorithm, connections are done from input layer to hidden layer and to output layer. The network is trained using the gradient descent method and the error calculated is sent back to the hidden layer as well as the output layer for weight adjustments [13] . In multilayer perceptron network there are two sets of weights, namely from input layer to hidden layer and from hidden to output layer. The error due to the second set of weights is calculated using the delta rule and the error is required to propagate from output layer to input layer so that the error can be assigned proportionately to the weights which caused it. This problem is known as credit-assignment problem and helps in deciding which weights should be altered and by how much. This problem can be solved by using the error back-propagation algorithm, which works in two passes:
1. Forward pass: it takes input vector, computes function, and evaluates derivative of error function with respect to weights.
Backward pass: it propagates the error derivatives backward and computes the weight adjustments.
This algorithm uses the supervised learning mechanism.
In multilayer feed-forward networks, normally, there is an input layer, one or two hidden layers and one output layer. The raw values are given to the input layer, computations are done at the hidden layer and their activations are given to the output layer where each pattern is given a specific classification category. In this algorithm, we are giving a solution to credit assignment problem using partial derivatives to find out how weight w ij effects the error which is represented by Eq. (7).
Here, partial derivatives are used because the direction of the errors can be determined, which may be positive or negative. If this derivative to be negative, this will add in weight and finally decreases the error and thus local minima can be reached (see step 6 of algorithm). This shows that if derivative of error is positive, the weight increases by adding a negative value to the weight and conversely, if negative. Procedure of taking derivative in this algorithm starts from weights of output layer to input layer, that is why, it is known as "back-propagation algorithm." Figure 4 represents the three layers fully connected feed-forward network using the back propagation algorithm [14] . It consists of three layers: one input layer, one hidden layer, and one output layer. Here, x 1, x 2, … , x n are the input neurons. x b is the bias input, with associated weight w 1b . w 1b can increase or decrease in the net output of activation function depending on its positive or negative value.
The value of w 1b is kept constant throughout the process. It can be 0 or AE 1. y 1, y 2, …, y j are the hidden neurons and O 1, O 2, …, O m are the output neurons. v jn represents the input hidden layer weights, that is, these are the weights associated with input layer neurons connected to hidden layer neurons. w mj represents the output-hidden layer weights, that is, these are the weights associated with hidden layer neurons connected to output layer. Input, hidden, and output layers can be represented with the help of vectors as illustrated in Eqs. (8-10).
x
y ¼ y 1 , y 2 , …, y j hi t hidden layer vector ð9Þ 
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where 't' indicates transposition of matrix.
Given are P training pairs {x 1 , a 1 , x 2 , a 2 ,…, x P , a P } and there is a bias ¼À1, η is the learning constant. Here a 1 ,a 2 , and a P are the desired output vector response.
Step 1: η > 0, Maximum error E max is chosen.
Step 2: Weights are initialized at small random values, E 0;p 1;k 1
where E ¼ present error; p ¼ counter with in the training cycle; k ¼ training step counter.
Step 3: Now begin the training process. Input is provided to input layer and output is Calculated as given in Eqs. (11) and (12) .
Here f (.) is the activation function.
Step 4: Calculate the new value of error by using previous value of error, desired output a k and actual output O k using Eq. (13).
Step 5: Now value of error for both the layer is computed.
Error signal for output layer is calculated using Eq. (14) .
Eq. (15) represents the Value of error for middle (hidden) layer
Step 6: Now weights of output layer are adjusted using Eq. (16):
Step 7: Now weights of Hidden layer are modified using Eq. (17) .
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Step 8: If p is less than P then p ¼ p þ 1 and k ¼ k þ 1 and go to step 3, otherwise return back to step 9.
Step 9: At last, the sequence of full training process is finished.
If the value of present error (E) < maximum error (E max ), then stop the training process and now check out weights of output layer w and weights of hidden layer v.
If the present value of error (E) > maximum error (E max) , then E ¼ 0, p ¼ 1 and start a new training sequence by return back to step 3.
In first step of training, η and E max are chosen.
Step 2 is the initialization step where values of p, k, E, and weights are initialized.
Step 3 is feed-forward step where both hidden layer and output layer outputs are calculated. In step 4, errors are computed. In step 5, back-propagation training takes place and error signal is computed for both hidden layer and output layer. In step 7, output layer and hidden layer weights are adjusted, respectively. In step 8, it is checked if p < P, then increment p and k and go to step 3, otherwise go to step 9. In step 9, if E < E max , the training is complete and if E > E max , a new training cycle is started.
Learning factors of back-propagation network
The training of back-propagation networks is dependent on various parameters such as initial weights, number of layers, number of neurons per layer, and updation rule.
1. Initial weight: the choice of initial weights determines how fast the networks will converge. Typical value for choosing initial weights is between À1.00 and 1.00 or À0.5 and 0.5. The final solution may be affected by the initial weights of multilayer feed-forward networks. One method of choosing the weight w ij choosing is in the range À3
where O i is the number of processing elements.
If all the weights are given equal values, the network may not be trained properly. If large values are given to weights at the initial stage, then the system may be stuck at local minima very near to starting point itself. So, it is necessary to initialize with small weights uniformly distributed in a small range 2. Learning rate (η): the learning rate affects the convergence of back-propagation. A large value of η simply increases the speed of convergence but this large value introduces instability into the learning rule causing oscillations in the learned weights and on the other hand, if η has small value, the speed of training will be less. For successful operation, the range of η lies between10 À3 and 10. where α is the selected momentum constant having values between 0.1 and 0.8. αΔw t À 1 ðÞ is called the momentum term. t and (tÀ1) indicates the current and most recent training step, respectively.
Number of hidden layers nodes:
in the case of all multilayer feed-forward networks, the size of hidden layer is determined experimentally. For a network of a reasonable size, the size of a hidden layer has to be only a small fraction of the input layer. For example, if the network does not converge to a solution, it may need more hidden layers. On the other hand, the user may use a small number of hidden layers when the network converges.
6. Stopping criteria: stopping criteria are used to decide when the network problem has been solved. It is possible to stop when:
i. The mean squared error is sufficiently small.
ii. The rate of change of the mean squared error is sufficiently small.
iii. Combination of above two criteria.
Realization of patch antenna with numerical results
IE3D electromagnetic simulation software is used for designing of the rectangular patch antenna using the following design parameters. The basic design of microstrip patch antenna is shown in Figure 5 . Here, 50 ohm port (Z o )i s connected to the patch by using the microstrip feed line technique. Feed is the point where patch radiates maximum. Eq. (19) is used to calculate the width W o of microstrip line, where ε reff is the effective dielectric constant.
When IE3D electromagnetic simulation is performed, then we obtain the different resultant graph between return loss and frequency. While changing the dimension of patch, the different resultant graphs are obtained between return loss and frequency using simulation software, as shown in Figures 6-8 Here, 4.94 GHz is the lower cutoff frequency (f 1 ) and 5.04 GHz is the upper cutoff frequency (f 2 ). Furthermore, only one dimension of the patch will be varied while maintaining all other parameters constant and vice versa. Frequency response between return loss and frequency are obtained, as shown in Figure 7 , which gives the upper and lower cutoff frequencies (f 2 , f 1 ) when the width and length of patch is 17.7 and 13.55 mm, respectively.
(2 which act as targets. The artificial neural network is trained by using the ANN feed-forward back-propagation training algorithm and transfer function so that error can be minimized with less computation time. Matlab neural network graphical user interface (GUI) toolbox is used as a plateform for ANN training. The "nntool" command is used for ANN training in the GUI, which will display the network or data manager window, as given in Figure 9 .
After displaying this window, input and outputs are provided in the matrix form by clicking on "new data.". Now, a neural network is created by clicking on "New network." Here, the feedforward back-propagation algorithm and trainlm (Levenberg-Marquardt back-propagation training function) are applying where supported transfer functions are purelin (linear transfer function) and tansig (hyperbolic tangent sigmoid transfer function).
Analysis of microstrip patch antenna using artificial neural network
The network architecture is one of the basic building blocks for ANN to be deployed. It determines how the number of layers and number of neurons are decided in the different layers and how these layers are interconnected with each other through corresponding weights. The numbers of inputs and output layers are always constant, that is, a single layer is required at the input and output sides but it is very tough task to determine the number of hidden layers and the number of neurons in it. The rule-of-thumb method is used for deciding the number of neurons in the hidden nodes. According to this rule, the total numbers of hidden layer neurons are summation of the size of output layer plus 2/3 of the input layer size. The number of hidden layer neurons should be less than twice of the number of neurons in input layer. The size of the hidden layer neurons is between the input layer size and the output layer size. But the above three methods for determining the number of hidden nodes are not always true because not only the input layer and the output layer determines the size of the hidden layer neurons but also the dataset of training samples, types of architecture, the training algorithm, and complexity of the activation function applied on the neurons decides it. Multiple hidden layers are used in the applications where accuracy is the criteria and training time is not important. Usually, one or two hidden layers are adequate for resolving any nonlinear complex task. The third hidden layer can be added for improving accuracy, but this will increase overall complexity of the neural network and the total training time will be increased. Four hidden layers are not used in the neural network architecture because it cannot follow the rule of thumb. If there are three hidden layers then total neurons in hidden layers ¼ 2( 3Â 2/3) (twice of input). Minimum hidden layer must be used in ANN to reduce the complexity and training time. As shown in Figure 10 , neural network architecture consists of Figure 9 . GUI of ANN.
Design and Analysis of Microstrip Patch Antennas Using Artificial Neural Network http://dx.doi.org/10.5772/intechopen.69522 three layers. It has one input, one hidden, and one output layer. Input, hidden, and output layer consists of two neurons. Inputs W and L are applied at the input neurons while outputs f 1 and f 2 are obtained from the output neurons. The ANN training graph results for the analysis of microstrip patch antenna are shown in Figure 11 , which shows that 21 epochs are required for ANN training. The full sets of input samples are passed through the artificial neural network for minimization of the error in the back-propagation algorithms, which is known as an epoch.
Training graph reveals that error reduced from 10 1 to nearly 10 À4 ,asshowninFigure 11.
Trained results (f 1 and f 2 ) for ANN analysis of patch are given in Table 2 .
Synthesis of microstrip patch antenna using artificial neural network
Synthesis is defined as to obtain the dimensions of microstrip patch (W, L) as targets while providing the cutoff frequencies (f 1 , f 2 ), thickness and dielectric constants of the dielectric material as the input parameters of ANN model. Around 25-30 samples are collected for ANN training which is obtained by varying the dimensions of microstrip patch antenna using electromagnetic simulation software as illustrated in Table 3 . It is used for the synthesis of patch antenna. Trained Results (W, L) for ANN Synthesis of patch is illustrated in Table 4 . The neural network is trained by using back-propagation algorithm. The ANN training graph results for the synthesis of microstrip patch antenna is shown in Figure 12 which shows that 100 epochs are required for ANN training and error get reduced from 10 2 to nearly 10 À2 . 
