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Abstract
A complete description is obtained for the subspaces of the Hardy space Hp (p  1) that are invari-
ant under the Volterra integral operator. We then show that this result can be applied to derive complete
characterizations of such subspaces in a large class of Banach spaces of analytic functions in the unit disc
containing the usual Bergman and Dirichlet spaces.
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1. Introduction
The Volterra integral operator
Vaf (z) =
z∫
a
f (t) dt
is well-defined for functions f in the Hardy space H 1 and for all |a|  1. It maps H 1 into the
disc algebra and its spectrum on every Hardy space Hp (p  1) consists of a single point λ = 0.
The resolvent of Va can be expressed as
(λ − Va)−1 =
∞∑
n=0
λ−n−1V na , λ = 0,
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A. Aleman, B. Korenblum / Bull. Sci. math. 132 (2008) 510–528 511where the series converges in the operator norm. A closed subspaceM of Hp is Va-invariant if
VaM⊂M. The lattice of all Va-invariant subspaces of Hp was described by W.F. Donoghue [6]
(cf. Section 3 below) in the case when p = 2 and a = 0. Donoghue’s method is pure operator
theory, and hardly adaptable to other values of p and especially if |a| = 1. The purpose of our
paper is to fill this gap. Our main result is the following theorem.
Theorem A. (See also Proposition 3.2 and Theorem 3.1 below.) (i) A proper subspaceM of Hp
(p > 1) is Va-invariant, where |a| < 1 if and only if there exists a positive integer N such that
M= bNa Hp
where ba(z) = z−a1−a¯z ;(ii) A proper subspace M of Hp (p > 1) is Va-invariant, where |a| = 1 if and only if there
exists a t > 0 such that
M= StaHp
where Sa(z) = exp z+az−a .
Corollary. The lattice of Va-invariant subspaces of Hp (p > 1) is linearly ordered by inclusion.
In contrast to the meagerness of results on invariant subspaces of Volterra operators in com-
plex domains, the study of their real-variable analogs has a long history and an extensive litera-
ture. The description of the invariant subspaces for the operator V :L2(0,1) → L2(0,1),
Vf (x) =
x∫
0
f (t) dt,
is essentially the problem posed in 1938 by I.M. Gelfand [7] and first solved by Agmon [1] who
showed that all V -invariant subspaces of L2(0,1) have the form
Mt = χ(t,1)L2(0,1), 0 < t < 1,
and thus form a linearly ordered lattice. The result has been extended to a larger class of integral
operators by G.K. Kalisch [11]. Subsequently, D. Sarason [14] found a different approach to the
problem by identifying a resolvent of the Volterra operator with the restriction of the backward
shift to one of its invariant subspaces.
The method we use for proving Theorem A bears strong resemblance to the classical methods
going back to Wiener, Carleman, et al. in the study of invariant subspaces and also to Sarason’s
ideas mentioned above, even if in the case considered here, we encounter a different situation.
To be more specific, our approach is based on a combination of duality between Hp and Hq ,
1
p
+ 1
q
= 1, and some harmonic analysis based on Borel transforms of complex conjugates of
Hp-functions on the unit circle T = ∂D, where D denotes the unit disc. Given h ∈ Hp its Borel
transform is the entire function defined by
h˜(λ) =
∫
T
eλhdm,
where eλ(z) = eλz and dm = |dz|2π is the normalized Lebesgue measure on T. The space of entire
functions which are Borel transforms of elements of Hp is denoted by Vp . Now if we start with
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complex conjugates of the functions inM⊥ ⊂ Hq , 1
p
+ 1
q
= 1 form a closed subspace of Vq that
is invariant under a rank-one perturbation of a backward shift depending on the point a ∈ D. Both
objects involved here, the space Vq and the rank-one perturbations of the backward shift acting
on it are not well understood. However, all invariant subspaces of these rank-one perturbations
of backward shifts share a slightly more general property called nearly invariance. A closed
subspace N of Vq is called nearly invariant if for every f ∈N and every λ ∈ C which is a zero
of f , but not a common zero ofN , we have f/(ζ −λ) ∈N . Nearly invariance plays a crucial role
in a number of important problems related to invariant subspaces for various operators, like for
example, the shift on the Hardy space over a multiply connected domain (see [10], [15]), or the
differentiation operator on C∞ (see [2]). Our main result about nearly invariant subspaces of Vq
is proved in Section 2 and essentially asserts that a nearly invariant subspace where multiplication
by the independent variable is densely defined must be invariant for differentiation on Vq and thus
it is the Borel transform of the complex conjugate of a space of the form (θHp)⊥, where θ is an
inner function. With this result in hand we proceed to the proof of Theorem A which is presented
in Section 3.
Theorem A has a remarkable application concerning Volterra invariant subspaces in many
other spaces of analytic functions in the unit disc. In Section 4 we apply this result in order to
prove a similar structure theorem for Va-invariant subspaces in every Banach space X which
consists of analytic functions in D and has the following natural properties:
– Point evaluations are continuous functionals on X,
– Multiplication by the independent variable is bounded from above and below on X,
– X is invariant for composition with analytic selfmaps ϕ :D → D of the form ϕ(z) = cz + d ,
c, d ∈ C, and the norm of such a composition operator is dominated by a negative power of
1 − |ϕ(0)|,
– There exists a nonnegative integer m such that the Banach algebra of analytic functions in D
whose mth derivative belongs to the disc algebra (with the usual Cm(D)-norm) is continu-
ously contained and dense in X.
When applied to concrete cases, this result yields an extension of Theorem A to H 1. The first
part of this result holds true in all spaces Hp , 0 < p < ∞ and is proved with a similar method.
Moreover, we obtain a complete characterization of all Va-invariant subspaces in the standard
weighted Bergman spaces as well as in most standard weighted Dirichlet spaces.
2. The spaces Vp
In this section we shall focus on Borel transforms of complex conjugates of Hp-functions on
the unit circle. Given h ∈ Hp with p > 1, its Borel transform h˜ is the entire function given by
h˜(λ) =
∫
T
eλhdm.
We shall denote by Vp the space of entire functions obtained this way endowed with the induced
norm
‖˜h¯‖V = ‖h‖p, h ∈ Hp.p
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‖f ‖2 =
∞∑
n=0
|fn|2(n!)2 < ∞.
This space of functions has been considered by Ross and Shapiro [13] in connection with infinite
differential equations. In [13] it is observed that the norm in V2 actually is a weighted L2-norm
and this is due to the fact that (n!)2 are the moments of a measure on [0,∞). There is a lot
of information available about sequences of the form ((n!)c) (see, for example, [4]). In this
particular case, the measure in question can be easily found as the next result shows.
Proposition 2.1. If f ∈ V2 then
‖f ‖2V2 = π−2
∫
C
∫
C
∣∣f (zw)∣∣2e−|z|2−|w|2 dA(z) dA(w) = ∫
C
∣∣f (u)∣∣2v(u)dA(u),
where
v(u) = 1
π
∞∫
0
e
− |u|2
t2
−t2 dt
t
.
Proof. The first equality follows by a direct calculation with Parseval’s formula. To see the
second, note that for w = 0∫
C
∣∣f (zw)∣∣2e−|z|2 dA(z) = 1|w|2
∫
C
∣∣f (u)∣∣2e−|u|2/|w|2 dA(u)
and integrate this identity on C against the measure e−|w|2 dA(w). Then the result follows by
Fubini’s theorem. 
Some further properties of these spaces are listed below. We shall denote throughout by ζ the
identity function on C, that is, ζ(z) = z.
Proposition 2.2. (i) The spaces Vp , p > 1 consist of functions of exponential type at most one.
Moreover, if f ∈ Vp then∣∣f (λ)∣∣= o(e|λ|)
when |λ| → ∞.
(ii) If f ∈ Vp with f = ˜¯h, h ∈ Hp then f ′ ∈ Vp and f ′ = B˜h where B denotes the backward
shift on Hp . Consequently, the differentiation operator Df = f ′ is a bounded linear operator
on Vp .
(iii) For a ∈ D and λ ∈ C denote by Ra,λ the integral operator defined on Hq, 1p + 1q = 1 by
Ra,λg(z) =
z∫
eλ(z−t)g(t) dt.a
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f
ζ − λ =
˜
R∗a,λh.
(iv) An entire function f satisfies ζf ∈ Vp if and only if f = ˜¯h with h′ ∈ Hp .
Proof. (i). By Hölder’s inequality we have for 1
p
+ 1
q
= 1∣∣˜h¯(λ)∣∣= ∣∣∣∣ ∫
T
eλhdm
∣∣∣∣ ‖h‖p‖eλ‖q  e|λ|‖˜h¯‖Vp .
To see the second part, note that the estimate is obvious when f = ˜¯h, where h is a polynomial.
Then if f = ˜¯h ∈ Vp is arbitrary we can apply the first estimate to f −˜¯g, where g is a polynomial
to obtain
lim sup
|λ|→∞
e−|λ|
∣∣f (λ)∣∣ ‖h˜ − g‖Vp ,
and the result follows from the fact that polynomials are dense in Hp .
(ii) is immediate since
f ′(λ) =
∫
T
zeλ(z)h(z) dm(z) =
∫
T
eλ(z)Bh(z) dm(z).
(iii). Note that
Ra,λeα = eα − e
(α−λ)aeλ
α − λ .
Since h annihilates eλ we obtain that
˜
R∗a,λh(α) =
∫
T
Ra,λeα(z)h(z) dm(z) = 1
α − λ
∫
T
eα(z)h(z) dm(z) = f (α)
α − λ.
(iv). If ζf ∈ Vp we have by (iii) that f = ζf/ζ ∈ Vp and if ζf = ˜¯g then for any a ∈ D we
have
f = ˜R∗a,0g
We shall show that (R∗a,0g)′ ∈ Hp whenever a ∈ D and g ∈ Hp . Since
(R∗a,0g)′(λ) =
∫
T
gRa,0
ζ
(1 − λζ )2 dm
and
Ra,0
ζ
(1 − λζ )2 (z) =
z∫
a
t dt
(1 − λt)2 =
1
λ2
log
1 − λz
1 − λa +
1
λ2
(
1
1 − λz −
1
1 − λa
)
we obtain
(R∗a,0g)′(λ) =
1
λ2
∫
g log
1 − λa¯
1 − λζ¯ dm +
g(λ)
λ2
− g(0)
λ2(1 − λa¯) ,
T
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h˜′ = ζ h˜. 
The exponential type in Proposition 2.2(i) cannot be improved since all of these spaces contain
the exponential functions eα, |α| < 1, as the simple identity below shows
eαλ =
∫
T
eα(z)
1
1 − λz¯ dm(z).
The main objects under investigation are the nearly invariant subspaces of Vp , p > 1. Recall
that, by definition, a closed subspace N of Vp is nearly invariant if whenever f ∈ N and λ ∈
C is a zero of f , but not a common zero of N , we have f/(ζ − λ) ∈ N . The main tool for
our investigation is the following estimate which is a quantitative version of the statement in
Proposition 2.2(iii).
Lemma 2.1. For every p > 1 and 0 < ε < 12p there exists a positive constant Cp,ε > 0 (depend-
ing only on p and ε) such that whenever f ∈ Vp and λ ∈ C with f (λ) = 0∥∥∥∥ fζ − λ
∥∥∥∥Vp Cp,ε
‖f ‖Vp
1 + |λ| 12p −ε
. (2.1)
Proof. Assume that λ = 0 and let zλ = λ¯|λ| . By Proposition 2.2(iii) we have that if f = ˜¯h with
h ∈ Hp and λ ∈ C with f (λ) = 0 then
f
ζ − λ =
˜
R∗zλ,λh,
so that, the result will follow once we prove the appropriate estimate for the operator norms
‖Rzλ,λ‖. To this end, we integrate along the line segment from z to zλ to obtain for every g ∈ Hq ,
where q = p
p−1 ,
Rzλ,λg(z) = (zλ − z)
1∫
0
e−t (|λ|−λz)g
(
z + t (zλ − z)
)
dt.
Note also that Rzλ,λg belongs to the disc algebra, hence, it will suffice to work with the boundary
values of these functions. It is useful to recall that if |z| = 1 then
|z − zλ|2 = 2 Re(1 − zλz)
which implies that
1 − ∣∣z + t (zλ − z)∣∣2 = t (1 − t)|z − zλ|2.
Now use the standard estimate∣∣g(z + t (zλ − z))∣∣ 22/q(1 − ∣∣z + t (zλ − z)∣∣2)−1/q‖g‖q
= 22/q t−1/q(1 − t)−1/q |z − zλ|−2/q‖g‖q
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∣∣Rzλ,λg(z)∣∣ ‖g‖q22/q |z − zλ|1−2/q 1∫
0
t−1/q(1 − t)−1/q exp[−t |λ|Re(1 − zλz)]dt.
For 1 < r < q , r ′ = r
r−1 we apply Hölder’s inequality to the above integral
1∫
0
t−1/q(1 − t)−1/q exp[−t |λ|Re(1 − zλz)]dt

( 1∫
0
(
t (1 − t))−r/q dt)1/r( 1∫
0
exp
[−r ′t |λ|Re(1 − zλz)]dt)1/r
′
Cq,r |z − zλ|−2/r ′ |λ|−1/r ′ ,
where the constant Cq,r > 0 depends only on q and r . This leads to the estimate∣∣Rzλ,λg(z)∣∣ 22/qCq,r |λ|−1/r ′ |z − zλ|1−2/q−2/r ′ ‖g‖q .
For r ′ > 2p, i.e. when 1 < r < 2q
q+1 we have
q
(
1 − 2
q
− 2
r ′
)
> q − 2 − q
p
= −1
which shows that (ζ − zλ)1−2/q−2/r ′ ∈ Hq . Moreover, we have r ′ → 2p when r → 2qq+1 and the
result follows. 
We can now turn to the main result of this section.
Theorem 2.1. Let N be a nearly invariant subspace of Vp , p > 1 without common zeros.
(i) If f ∈N and ζf ∈ Vp then f ′ ∈N .
(ii) If the set of functions f ∈ N with ζf ∈ Vp is dense in N then N is invariant for the
differentiation operator on Vp and there exists an inner function θ such that N is the Borel
transform of (θHq)⊥, where q = p
p−1 .
Proof. (i) We start with the following identity which is valid for all functions of finite exponential
type, and actually is a reformulation of Hadamard’s factorization theorem. If f is a nonzero entire
function of exponential type then
f ′(z) = f (z)
(
a + m
z
+
∑
f (λ)=0
λ=0
z
λ(z − λ)
)
, (2.2)
where a ∈ C, m ∈ N ∪ {0}. Moreover, the series∑
f (λ)=0
z
λ(z − λ)f (z) (2.3)
λ=0
A. Aleman, B. Korenblum / Bull. Sci. math. 132 (2008) 510–528 517converges uniformly on compact subsets of C. Consider a function f ∈N such that ζf ∈ Vp .
Then by Lemma 2.1 we have that∥∥ζf/(λ(ζ − λ))∥∥= O(|λ|−1− 12p +ε)
when |λ| → ∞ and f (λ) = 0, hence, by standard results about functions of exponential type, we
can conclude that the series in (2.3) converges in Vp and the result follows. Under the assump-
tion in (ii), N is differentiation-invariant and by Proposition 2.2(ii) N is the Borel transform of
a backward shift invariant subspace. Then by Beurling’s theorem, N has the form in the state-
ment. 
3. Invariant subspaces of Volterra operators on Hp
Fix |a| 1 and consider the Volterra operator defined on Hp , p > 1 by
Vaf (z) =
z∫
a
f (t) dt.
It is well known (see, for example [3]) that Va is a compact operator from Hp into itself, and it
is quite easy to verify that Va has no eigenvalues, i.e. Va is quasinilpotent. Some further simple
properties of this operator are given below.
Proposition 3.1. (i) For λ ∈ C \ {0} the resolvent operator (λ − Va)−1 :Hp → Hp satisfies for
every b ∈ D
(λ − Va)−1f (z) =
[
(λ − Va)−1f
]
(b)e(z−b)/λ + 1
λ
ez/λ
z∫
b
e−t/λf ′(t) dt
= [(λ − Va)−1f ](b)e(z−b)/λ + f (z)
λ
− f (b)
λ
e(z−b)/λ + 1
λ2
ez/λ
z∫
b
e−t/λf (t) dt.
(ii) If M is a closed subspace of Hp which is invariant for Va then M is invariant for
(λ − Va)−1 for all λ ∈ C \ {0}.
(iii) Every exponential function eα is a cyclic vector for Va .
Proof. (i) is a direct computation and will be omitted. To see (ii) note that since Va is quasi-
nilpotent we have that ‖V na ‖1/n → 0 when n → ∞ which implies that for λ ∈ C \ {0}
(λ − Va)−1 =
∞∑
n=0
λ−n−1V na ,
where the series converges in the operator norm. SinceM is invariant for V na the result follows.
(iii). From (i) we see that for λ ∈ C \ {0} with λα = 1 and all b ∈ D we have
(λ − Va)−1eα − αeα
λα − 1 = e1/λe
−b/λ
[[
(λ − Va)−1eα
]
(b) − αeα(b)
λα − 1
]
.
By (ii) the left hand side belongs to the Va-invariant subspace generated by eα and cannot van-
ish identically because Va has no eigenvalues. Then the Va-invariant subspace generated by eα
contains e1/λ for all λ ∈ C \ {0} with λα = 1 and the result follows. 
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some natural examples of such subspaces.
Proposition 3.2. (i) If a ∈ D and ba(z) = z−a1−a¯z denotes the Blaschke factor with a zero at a then
for every positive integer N the subspace bNa Hp is invariant for Va .
(ii) If |a| = 1 and Sa(z) = exp z+az−a is the atomic singular inner function with singularity at a,
then for every t > 0 the subspace StaHp is invariant for Va .
The proof uses the following lemma.
Lemma 3.1. A nonzero function f ∈ Hp belongs to StaHp if and only if
lim sup
r→1−
(1 − r) log∣∣f (ra)∣∣−2t.
Proof. We recall first a well known fact about Poisson integrals of finite measures on the unit
circle. If u is a harmonic function in D of the form
u(z) =
∫
T
Pz dμ, z ∈ D,
where Pz(eit ) = 1−|z|2|eit−z|2 is the Poisson kernel and μ is a finite measure on T then (see [8]) for
every a ∈ T we have
lim
r→1−
(1 − r)u(ra) = 2μ({a}). (3.4)
Our second observation is that if B is a Blaschke product then
lim sup
r→1−
(1 − r) log∣∣B(ra)∣∣= 0
for all a ∈ T. This is a direct consequence of the Phragmén–Lindelöf principle. Indeed, if we
assume the contrary,
lim sup
r→1−
(1 − r) log∣∣B(ra)∣∣= −2τ < 0
then the Phragmén–Lindelöf principle immediately implies that BS−τa is bounded on D, which
gives a contradiction.
Now if f ∈ Hp is not identically zero, we use the canonical factorizations of such functions
to write
log |f | = log |B| + u,
where B is a Blaschke product and u is the Poisson integral of a finite measure on the unit circle
and the result follows by the above considerations. 
Proof of Proposition 3.2. Part (i) is obvious, while (ii) follows by Lemma 3.1. Indeed, according
to this result we only need to show that
lim sup
−
(1 − r) log∣∣Vaf (ra)∣∣−2t
r→1
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lim sup
r→1−
(1 − r) log∣∣f (ra)∣∣−2t,
and this is immediate. 
The natural question which arises is whether Proposition 3.2 describes all invariant subspaces
of the operator Va . For example, the answer is affirmative when p = 2 and a = 0. This follows
by a well known theorem of Donoghue (see [6]) about invariant subspaces of weighted shifts.
Indeed, with respect to the standard orthonormal basis en(z) = zn, n 0 in H 2, the operator V0
is a weighted forward shift with
V0en = 1
n + 1en+1.
Then its adjoint is the backward weighted shift with weights 1
n
, i.e.
V ∗0 e0 = 0, V ∗0 en =
1
n
en−1.
Since these weights are decreasing and square summable, Donoghue’s theorem implies that this
operator has no other invariant subspaces than the trivial ones
MN =
∨
{en: 0 nN}.
Of course, this implies that V0 has no other invariant subspaces than those described in Proposi-
tion 3.2. The following result is an application of Theorem 2.1 and shows that the answer to our
question remains affirmative for all values of a and p considered here.
Theorem 3.1. LetM be a nontrivial invariant subspace of Va on Hp, p > 1.
(i) If a ∈ D then there exists a positive integer N such thatM= bNa Hp .
(ii) If |a| = 1 then there exists t > 0 such thatM= StaHp .
Proof. Note first that for every Va-invariant subspace M, the Borel transform N of M⊥ is a
closed subspace of Vq , 1p + 1q = 1 which is nearly invariant and has no common zeros in C.
Indeed, by Proposition 3.1(ii),M is invariant for ( 1
α
−Va)−1, α = 0, hence,M⊥ is invariant for
the adjoints of these operators. Then if f ∈N with f = h˜, h ∈M⊥, and for every α ∈ C \ {0}
with f (α) = 0 we can apply Proposition 2.2(iii) to conclude that f/(ζ − α) ∈N . By continuity
we see that this property holds for α = 0 as well, and the claim follows.
Given a subspaceM as in the statement, letM1 be the Va-invariant subspace defined by
M1 = (V ∗aM⊥)⊥.
Clearly, M1 is Va-invariant and if g ∈M1 then Vag ∈M. Moreover, M⊥1 is the closure of
V ∗a M⊥ in Hq . The Borel transformN1 of the complex conjugate spaceM⊥1 is a nearly invariant
subspace of Vp without common zeros in C and, in addition, since V ∗aM⊥ is dense in M⊥1 we
can apply Proposition 2.2(iii) and (iv) to conclude that the set of functions f ∈N1 with ζf ∈ Vp
is dense in N1. Thus by Theorem 2.1(ii) we have that M1 = θHp for some inner function
θ ∈ H∞. Let θ be the union of the zero set of θ and the support of the singular measure
corresponding to its singular inner factor. For every g ∈M1 and every integer n 1 the function
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θ . Since
V na g(z) =
1
(n − 1)!
z∫
a
(z − w)n−1g(w)dw,
we conclude that for every b ∈ θ , every f ∈M and every integer n 1 we have
0 =
b∫
a
(b − w)n−1g(w)dw = (b − a)n
1∫
0
tn−1g
(
b + t (a − b))dt.
Clearly, if a = b this implies that g = 0 by the Weierstrass approximation theorem and hence,
M= {0}. Consequently, we have b = a and if a ∈ D then θ = bNa for some positive integer N ,
while if a ∈ T, θ = Sta for some t > 0.
If a ∈ D consider the set of analytic functions g in D with a zero of order N + 1 at a and
with g′ ∈ Hp . Since g = Vag′ and g′ ∈ θHp =M1, we obtain that g ∈M, i.e. M contains all
functions g from above. Consequently,
bN+1a Hp ⊆M⊆ bNa Hp
and at least one of these inclusions must hold with equality. Similarly, if a ∈ T we can consider
the set of analytic functions of the form h = Sta(1 − ζ )2g where g′ ∈ Hp . Each such function
h satisfies h = Vah′ and h′ ∈ StaHp =M1 which implies that h ∈M. We conclude that M =
StaH
p and the proof is complete. 
4. An application
In this section we are going to show that our main result actually implies a similar structure
theorem for Va-invariant subspaces in a large class of Banach spaces of analytic functions in the
unit disc. To be more precise, let us consider Banach spaces (X,‖ · ‖) which consist of analytic
functions in D such that:
(a1) For each λ ∈ D the point evaluation
f → f (λ), f ∈ X
is continuous on X.
(a2) The operator Mζ defined by Mζf = ζf is bounded on X and Mζ − λI is bounded below
on X for all λ ∈ D, where I denotes the identity operator on X.
(a3) For every analytic function ϕ :D → D of the form ϕ(z) = cz+ d , the composition operator
Cϕ defined on X by
Cϕf = f ◦ ϕ
is bounded on X and there exist positive constants K,γ such that
‖Cϕ‖K
(
1 − ∣∣ϕ(0)∣∣)−γ (4.5)
for all such maps ϕ.
(a4) If A0 denotes the disc algebra and Am is the Banach algebra of analytic functions in Cm(D)
which are analytic on D, then there exists a nonnegative integer m such that Am is continu-
ously contained and dense in X.
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Bergman and Dirichlet spaces, the little Bloch space, the analytic VMO and the Besov spaces
satisfy these assumptions.
Note that from our assumptions it follows easily that for every λ ∈ D the backward shift
Lλf = f−f (λ)ζ−λ is a bounded linear operator on X. Indeed, by (a4) this operator is densely defined
on Am, and by (a1) and (a2) it satisfies an inequality of the form
‖Lλf ‖ Cλ‖f ‖, f ∈ Am,
with respect to the norm in X. Then Lλ has a bounded extension to X and the claim follows by
another application of (a1).
Consequently, for every λ ∈ D and every positive integer N , the subspace Xλ,N of all func-
tions in X with a zero of order N at λ can be written in the form
Xλ,N = (ζ − λ)NX = (Mζ − λ)NX = (Mζ − λ)Am (4.6)
whenever (a4) holds for the nonnegative integer m.
There are certain cases when the four assumptions listed above automatically imply the
boundedness of the Volterra operators Va on the space in question. Given a space X that sat-
isfies (a1)–(a4) we denote by γ (X) the infimum of the numbers γ > 0 for which the estimate
(4.5) holds for some K > 0 and all analytic functions ϕ :D → D with ϕ(z) = cz + d .
Proposition 4.1. Suppose that the space X satisfies (a1)–(a4). Then:
(i) If γ > γ (X) there exists K > 0 such that for each λ ∈ D∣∣f (λ)∣∣K(1 − |λ|)−γ ‖f ‖, f ∈ X.
(ii) If γ (X) < 1, the Volterra operators Va , |a|  1, are well-defined and bounded on X.
Moreover, VaX ⊂ A0 ∩ X.
Proof. (i) If ϕt,λ(z) = tλ + (1 − t)z, t ∈ (0,1), λ ∈ D, then by (a1) and (a3) we have for all
f ∈ X, λ ∈ D and t ∈ (0,1)∣∣f (tλ)∣∣= |Cϕt,λf (0)|K0‖Cϕt,λ‖‖f ‖K0Kγ (1 − t |λ|)−γ ‖f ‖,
where the constants K0,Kγ > 0 are independent of λ and f . To see (ii) write
Vaf (z) =
1∫
0
f
(
a + t (z − a))(z − a)dt = (Mζ − a) 1∫
0
Cψt,a f (z) dt,
where ψt,a(z) = a + t (z − a). Since ψt,a(0) = (1 − t)a for a = 0 and γ (X) < γ < 1, we have
by (a3)
1∫
0
‖Cψt,a‖dt K
1∫
0
t−γ dt < ∞. (4.7)
Moreover, if f ∈ Am then Vaf ∈ Am and if we choose m such that (a4) holds, then by the above
estimates we obtain the following inequality which involves the norm on X
‖Vaf ‖K‖f ‖, f ∈ Am,
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a direct consequence of the estimate (4.7). 
The general version of Theorem A for such Banach spaces of analytic functions is given
below. For |a| = 1 and 1  k  m + 1 let us denote by Akm(a) the ideal of all functions in Am
with a zero of order at least k at a.
Theorem 4.1. Let X be a Banach space of analytic functions which satisfies (a1)–(a4) and as-
sume that the operators Va , |a| 1 are well-defined and bounded on X with VaX ⊂ A0 ∩ X.
(i) A proper subspace M of X is Va-invariant, where |a| < 1 if and only if there exists a
positive integer N such that
M= (ζ − a)NX.
(ii) If the proper subspaceM of X is Va-invariant, where |a| = 1, and m is any nonnegative
integer such that (a4) holds, then one and only one of the following alternatives must occur.
Either there exists t > 0 such that for every 0 < r < 12
StaH
∞ ∩ Am ⊂M⊂ StaHr ∩ X,
where Sa(z) = exp z+az−a , or there exists 1 k m + 1 such that
M∩ Am = Akm(a).
Proof. Consider first the space VaM ⊂ A0 ∩ X, let p > 1 be fixed but arbitrary, and apply
Theorem 3.1 to conclude that the closure of VaM in Hp equals bNa Hp for some N  0, if
|a| < 1, and StaHp for some t  0, if |a| = 1. Let m be a nonnegative integer such that (a4) holds.
If (fn) is a sequence in M such that (Vafn) converges to g ∈ Hp then (V m+2a fn) converges to
Vm+1a g in Am, hence by (a4), it converges also in X. ThusM contains Vm+1a Mp , whereMp is
the closure of VaM in Hp . This gives
bN+m+1a Am ⊂M
if |a| < 1,
StaH
∞ ∩ Am ⊂M
if |a| = 1, t > 0 and
Vm+1a Hp ⊂M
if |a| = 1 and t = 0. If |a| < 1 we know that the functions in M have a common zero of order
N at a. From the equality above and (4.6) we have (ζ − a)N+mX ⊂M. If f0 ∈M is such that
f
(N+1)
0 (a) = 0 then every function f ∈ (ζ − a)NX can be written in the form
f =
m+1∑
n=0
cnV
n
a f0 + g
with scalars cn and g ∈ (ζ − a)N+m+1X ⊂M which proves (i).
A similar argument shows that if |a| = 1 and t = 0 then the second alternative in (ii) occurs.
Indeed, it is easy to verify that the closure of Vm+1a Hp in Am equals Am+1m (a). If k m + 1 is
the order of the common zero of the functions inM∩Am at a then by (a4) k must be positive. If
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f
(k+1)
0 (a) = 0 and write an arbitrary function in Akm(a) in the form
f =
m−k∑
n=0
cnV
n
a f0 + g
with scalars cn and g ∈ Am+1m (a) ⊂M and the result follows.
It remains to prove that if |a| = 1 and t > 0 then
M⊂ StaHr ∩ X.
Recall from the beginning of the proof that for every p > 1, the closure of VaM in Hp equals
StaH
p
. Thus it suffices to prove that any function f ∈ X with Vaf ∈ StaHp can be approximated
in X by functions in StaHr ∩ X for every r < p2+2p .
To this end, we consider for 0 < ε < 1 the functions ϕε :D → D with
ϕε(z) = εa + (1 − ε)z.
A simple computation yields for |z| = 1
1 − ∣∣ϕε(z)∣∣2 = ε(1 − ε)|z − a|2. (4.8)
Composition with ϕε has the following properties.
a) If h is analytic in D and satisfies for some α > 0 the growth restriction∣∣h(z)∣∣= O((1 − |z|)−α), |z| → 1−
then by (4.8) we have that (ζ − a)2αh ◦ ϕε ∈ H∞. Consequently, h ◦ ϕε ∈ Hs for all s < 12α .
b) The composition operators Cϕε on X satisfy ‖Cϕε‖  Kγ (1 − ε)−γ for every γ > γ (X)
and also, if f ∈ Am then
lim
ε→0Cϕεf = f,
in Am. Then by (a4) we have that Cϕε converges strongly to the identity on X.
Now if f ∈ X with Vaf ∈ StaHp write Vaf = StaF with F ∈ Hp . Then
f = Sta
(
F ′ − 2t
(ζ − a)2 F
)
hence, for 0 < ε < 1
f ◦ ϕε = e −tε1−ε S
t
1−ε
a
(
F ′ ◦ ϕε − 2t
(1 − ε)2(ζ − a)2 F ◦ ϕε
)
.
Since F ∈ Hp we have F ◦ ϕε(ζ − a)−2 ∈ Hs for all s < p2p+1 . Moreover,∣∣F ′(z)∣∣= O((1 − |z|)−1− 1p ), |z| → 1−,
hence, by property a) we obtain F ′ ◦ϕε ∈ Hs for all s < p2p+2 . Then f ◦ϕε ∈ Hs for all s < p2p+2 ,
the claim follows by property b) and the proof is complete. 
We shall list some concrete examples of spaces X where this theorem applies. We should
point out first that there are spaces X which satisfy (a1)–(a4) and such that VaX ⊂ A0 ∩ X, but
γ (X) 1. Such an example is provided by the Hardy space H 1. The assumptions (a1)–(a4) (with
m = 0) are obviously satisfied. Moreover, VaH 1 ⊂ A0 for every a ∈ D and A10(b) is dense in H 1
for every b ∈ T. Then by a direct application of Theorem 4.1 we obtain the following corollary.
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N ∈ N, if |a| < 1, and StaH 1, t > 0, if |a| = 1.
For 0 < p < 1 the operator Va is bounded on Hp if and only if |a| < 1. The invariant sub-
spaces of these operators can be determined with the same methods.
Corollary 4.2. For |a| < 1 and 0 < p < 1 the proper Va-invariant subspaces of Hp are precisely
those of the form bNa Hp , N ∈ N.
Proof. If |a| < 1 and M is a proper Va-invariant subspace of Hp , 0 < p < 1, then there exists
a positive integer k such that V kaM ⊂ H 1. By Corollary 4.1 the closure of V kaM in H 1 has
the form bma H 1 which implies that M contains bma Hp . The rest of the proof is identical to the
argument used in the proof of Theorem 4.1. 
Another class of examples is provided by the algebras Am. These spaces obviously satisfy
(a1)–(a4) and VaAm ⊂ Am.
Corollary 4.3. The proper Va-invariant subspaces of Am are precisely those of the form bNa Am,
N ∈ N, if |a| < 1, and StaH∞ ∩ Am, t > 0, or Akm(a), 1 k m + 1, if |a| = 1.
Our next application concerns the standard weighted Bergman spaces. For 1  p < ∞ and
α > −1 the space Lp,αa consists of those analytic functions in D with the property that
‖f ‖pp,α =
∫
D
∣∣f (z)∣∣p(1 − |z|)α dA(z) < ∞,
where dA is the normalized area measure on D. The verification of (a1), (a2) and (a4) (with
m = 0) is straightforward. Also, it is a simple exercise based on Littlewood’s subordination the-
orem to show that (a3) holds and γ (Lp,αa ) = α+2p (see also [5]). Finally, for every a ∈ T we have
that A10(a) is dense in L
p,α
a hence, we can apply Proposition 4.1(ii) and Theorem 4.1 to obtain
the following result.
Corollary 4.4. Let p  1 and α > −1 be such that α+2
p
< 1. If |a| < 1 the proper Va-invariant
subspaces of Lp,αa are precisely those of the form bNa Lp,αa , N ∈ N. If |a| = 1 the Va-invariant
subspaces of Lp,αa coincide with the Mζ -invariant subspaces of Lp,αa generated by Sta for some
t > 0.
We note also that for α+2
p
> 1 the operators Va , |a| = 1 are unbounded on Lp,αa . Moreover,
the Mζ -invariant subspaces generated by Sta , t > 0, are always strictly contained in L
p,α
a (see [9],
Chapter 7).
Finally, we consider the standard weighted Dirichlet spaces Dp,α , α > −1, which consist of
analytic functions in D whose derivative belongs to Lp,αa . The norm on Dp,α is defined by
‖f ‖pDp,α =
∣∣f (0)∣∣p + ‖f ′‖pp,α.
It is well known [9] that Dp,α = Lp,α−pa whenever α > p − 1. Here we shall only consider the
case when p > 1 and α < p − 1.
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forward. To see (a3) let ϕ :D → D with ϕ(z) = cz + d and write
‖Cϕf ‖pDp,α =
∣∣f (ϕ(0))∣∣p + ‖f ′ ◦ ϕϕ′‖pp,α  ∣∣f (ϕ(0))∣∣p + ‖f ′ ◦ ϕ‖pp,α,
where the last inequality follows from the fact that |ϕ′(z)| = |c|  1. Clearly, the norm of the
point evaluation at ϕ(0) satisfies an estimate of the type required in (a3) and then the claim
follows from the considerations made for the weighted Bergman spaces Lp,αa .
Our discussion of the Volterra operators Va on Dp,α and their invariant subspaces needs some
additional properties of these spaces. The results listed below are essentially known and can be
deduced from the representation of the Cauchy-dual of Dp,α . For the sake of completeness, we
have included a sketch of the proof together with the appropriate references.
Proposition 4.2. Let p > 1, let −1 < α < p − 1 and set β = − α
p−1 .
(i) Every continuous linear functional l on Dp,α can be represented uniquely in the form
l(f ) = lim
r→1−
∫
T
f (rz)gl(rz) dm(z),
where gl ∈ Lq,βa , 1p + 1q = 1. The linear map l → gl from the dual of Dp,α into Lq,βa is continuous
and bijective. Moreover, Dp,α is reflexive.
(ii) Dp,α is continuously contained in Hp .
(iii) If θ is an inner function and f ∈ Dp,α satisfies f/θ ∈ Hp , then f/θ belongs to Dp,α and
there is a constant K > 0 independent of f such that
‖f/θ‖Dp,α K‖f ‖Dp,α .
Proof. (i) Using Parseval’s formula we can write for f,g analytic on D and 0 < r < 1∫
T
f (rz)g(rz) dm(z) =
∫
D
(ζf )′(rz)g(rz) dA(z).
The linear map f → (ζf )′ from Dp,α into Lp,αa is continuous and invertible, so that, all we need
to show is that the dual of Lp,αa can be identified with Lq,βa via the pairing
〈h,g〉 = lim
r→1−
∫
D
h(rz)g(rz) dA(z).
To prove reflexivity, we have to show that via the above pairing the dual of Lq,βa is Lp,αa . These
are particular cases of the results obtained in [12]. Part (ii) follows directly from (i) since Hq ,
1
p
+ 1
q
= 1 is continuously contained in Lq,βa . (iii) asserts that Dp,α has the so-called (F )-
property (see [16]). The proof follows with the method in [16]. If θ is inner then the operator
Mθ of multiplication by θ is a bounded linear operator on Lq,βa . Since Dp,α is reflexive, its
adjoint M∗θ is bounded on Dp,α . If f/θ ∈ Hp and g ∈ Hq then
lim
r→1−
∫
T
f (rz)Mθg(rz) dm(z) =
∫
T
(f/θ)(z)g(z) dm(z).
From the fact that Hq is dense in Lq,βa we obtain that M∗f = f/θ and the result follows. θ
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bounded on Dp,α and satisfy VaDp,α ⊂ A0 ∩ Dp,α . Indeed, by the Fejér–Riesz inequality we
have that∣∣Vaf (0)∣∣K‖f ‖Hp K ′‖f ‖Dp,α
for some constant K ′ > 0 and all f ∈ Dp,α . The inequality∫
D
∣∣(Vaf )′(z)∣∣p(1 − |z|)α dA(z) = ∫
D
∣∣f (z)∣∣p(1 − |z|)α dA(z)K ′′‖f ‖pDp,α
follows also by standard estimates (see [9]), but can also be obtained by a direct application of
Minkowski’s inequality.
Another application of Proposition 4.2(ii) is the fact that for every inner function θ the sub-
space θHp ∩ Dp,α is closed in Dp,α . Let us record the following fact about these subspaces.
Lemma 4.1. Let p > 1 and α > −1 such that α+1
p
< 1. Then for t > 0 and |a| = 1, StaH∞ ∩ A1
is dense in StaHp ∩ Dp,α .
Proof. Let f ∈ StaHp ∩Dp,α . By Proposition 4.2(iii) we can approximate f S−ta ∈ Dp,α in Dp,α
by a sequence (fn) of functions in A1. Then it is a simple matter to show that (a − ζ )2Stafn →
(a− ζ )2f in Dp,α . Thus (a− ζ )2f belongs to the closure of StaH∞ ∩A1 whenever f ∈ StaHp ∩
Dp,α . To finish the proof it suffices to show that for such f we have
lim
r→1−
(a − ζ )2
(a − rζ )2 f = f (4.9)
in the norm of Dp,α . Since f S−ta ∈ Dp,α it follows that
‖f S−ta ‖pDp,α 
∫
D
∣∣∣∣f ′(z) + 2t(z − a)2 f (z)
∣∣∣∣p(1 − |z|)α dA(z)
and this implies that∫
D
|z − a|−2p∣∣f (z)∣∣p(1 − |z|)α dA(z) < ∞.
But from this inequality and the dominated convergence theorem we obtain that
lim
r→1−
∫
D
∣∣∣∣( (a − ζ )2(a − rζ )2 f
)′
(z)
∣∣∣∣p(1 − |z|)α dA(z) = ∫
D
∣∣f ′(z)∣∣p(1 − |z|)α dA(z).
Then (4.9) follows by a standard argument and the proof is complete. 
Finally, we discuss the Va-invariant subspaces which appear in the second alternative given
in Theorem 4.1(ii). As an element of Lp,α , the derivative of a function f ∈ Dp,α satisfies the
pointwise estimate∣∣f ′(z)∣∣K(1 − |z|)− α+2p ‖f ‖Dp,α ,
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estimate is that for α+2
p
< 1 the space Dp,α is continuously contained in A0 and thus for every
a ∈ T the subspace
Dp,α(a) = {f ∈ Dp,α: f (a) = lim
z→a f (z) = 0
}
is a proper Va-invariant subspace of Dp,α .
Lemma 4.2. For p > 1 and |a| = 1 the closure of A21(a) in Dp,α equals Dp,α if α+2p  1 and
Dp,α(a) if α+2
p
< 1.
Proof. Since polynomials are dense in Dp,α it follows easily that the set of polynomials which
vanish at a is dense in Dp,α(a). Thus it suffices to show that 1, ζ − a belong to the closure of
A21(a) in D
p,α when α+2
p
 1, and that ζ − a belongs to the closure of A21(a) in Dp,α when
α+2
p
< 1. For r > 1 consider the functions
fr(z) = (z − a)2(z − ra)−1, gr (z) = (z − a)(z − ra)−1, z ∈ D.
Clearly, fr ∈ A21(a), fr(z) → z − a when r → 1+, and |f ′r (z)|  3 for all z ∈ D. Using the
dominated convergence theorem it is a standard matter to show that fr → ζ − a in Dp,α for all
p  1 and all α > −1. The functions gr satisfy gr ∈ A21(a), gr(z) → 1 when r → 1− for all
z ∈ D and∣∣g′r (z)∣∣= r − 1|z − ra|2 + 2 (r − 1)2|z − ra|3 , z ∈ D.
By standard estimates (see [9]) it follows that ‖gr‖Dp,α stay bounded when r → 1+. Since Dp,α
is reflexive, we conclude that gr → 1 weakly in Dp,α and the proof is complete. 
Corollary 4.5. Let p > 1 and α > −1 such that α+1
p
< 1. If |a| < 1 the proper Va-invariant
subspaces of Dp,α are precisely those of the form bNa Dp,α, N ∈ N. If |a| = 1 and α+2p  1 then
every Va-invariant subspace of Dp,α has the form StaHp ∩ Dp,α for some t > 0. If |a| = 1 and
α+2
p
< 1 then a Va-invariant subspace of Dp,α is either equal to Dp,α(a), or it has the form
StaH
p ∩ Dp,α for some t > 0.
Proof. By Theorem 4.1 and Lemma 4.1, we only need to prove that the subspaces StaHp ∩
Dp,α, t > 0 are Va-invariant. But this follows directly by the Va-invariance of Dp,α and Propo-
sition 3.2. 
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