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Abstract
In this paper, we address the problem of determining a real finite set of z-values where the topology
type of the level curves of a (maybe singular) algebraic surface may change. We use as a fundamental and
crucial tool McCallum’s theorem on analytic delineability of polynomials (see [McCallum, S., 1998. An
improved projection operation for cylindrical algebraic decomposition. In: Caviness, B.F., Johnson, J.R.
(Eds.), Quantifier Elimination and Cylindrical Algebraic Decomposition. Springer Verlag, pp. 242–268]).
Our results allow to algorithmically compute this finite set by analyzing the real roots of a univariate
polynomial; namely, the double discriminant of the implicit equation of the surface. As a consequence,
an application to offsets is shown.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The computation of the topology of real algebraic varieties is an important research area.
For real plane algebraic curves, the problem has been extensively studied (see e.g. Arnon and
MacCallum (1988), Hong (1996), Gonzalez-Vega and El Kahoui (1996) and Gonzalez-Vega and
Necula (2002)). Non-zero dimensional real varieties in R3 have also received great attention.
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The computation of the topology of real space algebraic curves has been addressed in Alcazar
and Sendra (2005) and Gatellier et al. (2004). Moreover, the surface case has been treated in
Cheng et al. (2005), Fortuna et al. (2004), Gianni and Traverso (1983), Fortuna et al. (2003),
Mourrain and Tecourt (2005a,b). In order to compute the topology of a surface, up to
our knowledge, two different types of approach have been considered: cylindrical algebraic
decompositions (C.A.D.), and level curves. The first one is addressed in Cheng et al. (2005).
Here, the method, which proceeds by projecting the surface onto the plane, is more targeted
towards the determination of the topology of the surface as a whole rather than the topology
of the level curves. More precisely, in Cheng et al. (2005) the so-called polar variety, i.e. the
variety V ( f, fz), where f is the surface equation and fz is the partial derivative of f w.r.t. z, is
projected onto the xy-plane, and used to decompose the surface into patches; then, a complete
description on the adjacency relationships among these patches is given by means of the polar
variety. The second approach, i.e. the one based on level curves, has been considered, on the one
hand, in Fortuna et al. (2004), Gianni and Traverso (1983) and Fortuna et al. (2003), by means of
Morse Theory (see e.g. Basu et al. (2003), Hirsch (1976), Milnor (1963), etc.). However, in these
papers, the more general case of surfaces with infinitely many real singular points is not studied.
On the other hand, level curves have also been used in Mourrain and Tecourt (2005a,b) to give an
algorithm for computing an isotopic meshing of a given surface, maybe singular, without further
restrictions. In these papers, the authors analyze the topology of the level curves, and give also a
method to join them; so, the topology of the surface is described.
Here, we do not treat the problem of computing the topology of a surface, but a different
question. If F(x, y, z) is the defining polynomial of a real surface, we consider the problem
of computing the values z0 ∈ R for which the topology type of the corresponding level curve
F(x, y, z0) may change. More precisely, the problem consists in determining a finite set of R
such that, for each open interval of its complement, the topology type of the level curves stays
invariant. Our motivation for this problem is not to compute the topology of the surface as a
second step of the process, and therefore we do not deal with the problem of connecting two
adjacent level curves, which might be done for instance using the results in Mourrain and Tecourt
(2005b). Instead, our interest comes from the problem of studying where, and how, the topology
type of a family of curves depending on a parameter may change. These families appear in
practical applications in the context of computer aided geometric design as, for instance, in the
case of (classical, generalized, general, etc) offsets, homotopies, etc. In the case of offsets (see
Arrondo et al. (1997) and Sendra and Sendra (2000)), the parameter represents the Euclidean
distance, and in many applications the goal is to achieve curves with the same topology type
of the original curve for different distances. Therefore, there, it is crucial to know intervals of
values of the distance for which the topology type (i.e. the topology type of the level curves)
stays invariant. As a fundamental remark, one must take into account that in order to apply the
critical set analysis of the surface generated by the family of curves, not every linear change of
coordinates is valid. In fact, the type of valid linear changes, for the case of offsets, is restricted to
isometries. Other applications of our result to determine topological features of algebraic surfaces
and to the problem of computing a suitable box for plotting commands in a computer algebra
system, can be found in Alcazar et al. (2006).
We must mention that a result quite similar was independently developed in Mourrain and
Tecourt (2005b). However, there are two important differences between the work inMourrain and
Tecourt (2005b) and ours. On the one hand, the result in Mourrain and Tecourt (2005b) is proven
by using elements of Whitney Stratification Theory, which lies in the context of Differential
Topology. Instead, here we use the notion of delineability (see McCallum (1998)), in the context
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of C.A.D., so our proof uses as a crucial tool McCallum’s results on delineability (see McCallum
(1998)). On the other hand, the proof in Mourrain and Tecourt (2005b) requires the polar variety
of the surface to be set in an appropriate position, so that certain undesirable situations are
avoided. For this purpose, a linear transformation on the surface, different from a rotation around
the z-axis, may be needed. Since the aim in Mourrain and Tecourt (2005b) is the computation
of the topology of the surface, this transformation implies no problem. But in our case, applying
this transformation implies changing the topology of the level curves; in particular, it means
that the method could not be applied to study the topology types of families of plane algebraic
curves depending on a parameter. Our proof here does not require this kind of transformation
and therefore it can be applied to compute the topology types of the level curves of a surface as
it is given, as well as its application to families of curves.
We approach the problem by providing a finite set A of real numbers which contains the
z-values where the topology of the level curves may change. This finite set consists of the real
roots of a univariate polynomial; namely, the double discriminant of the implicit equation of the
surface. Once this set is computed, the different topology types of the level curves corresponding
to the z-values in between two consecutive elements of A can be derived by using well-known
algorithms. Moreover, in the particular case where the elements of A are rational numbers, the
topology types corresponding to them can also be computed, so all the topology types appearing
in the family of level curves are determined. However, if some element in A is non-rational,
the problem of describing the topology type of all level curves is not so easy, even when the
surface is defined by a polynomial with rational coefficients. Furthermore, these ideas can be
applied to study the topology types appearing in a family of plane algebraic curves depending
on a parameter, such as, for example, offsets (see Section 5 in this paper), homotopies (see
Example 1), etc.
The paper is structured as follows. In Section 2, we formally present the problem. Section 3 is
devoted to the concept of delineability and McCallum’s theorem, which is the essential tool for
the proof of the main theorem. In Section 4, we provide the main result of the paper. Finally, in
Section 5 we present an application of our results to offset curves.
2. Statement of the problem
We begin recalling some basic and well-known notions related to our problem. The topology
type of two real plane algebraic curves is the same iff there exists a homeomorphism of R2 into
itself such that one of them is mapped onto the other. From Hardt’s Semi-Algebraic Triviality
Theorem (see Basu et al. (2003)), it follows that the number of topology types of the level curves
of a given algebraic surface is always finite. Thus, in order to determine these topology types, it
suffices to compute the (finitely many) z-values where the topology type changes. These z-values
induce a (finite) partition on the z-axis. Therefore, taking a representative for each element of
the partition, and applying the existing algorithms for computing the topology type of a plane
algebraic curve, the different topology types are known. The topology type of a plane algebraic
curve is usually described by means of a planar graph associated with the curve (see Basu
et al. (2003)). The computation of this graph has been extensively studied (see e.g. Arnon and
MacCallum (1988), Hong (1996), Gonzalez-Vega and El Kahoui (1996) and Gonzalez-Vega and
Necula (2002)).
In this paper, we consider the problem of determining the z-values where the topology type
of the level curves of a given real algebraic surface S, implicitly defined, may change, under
the following conditions: (i) S is implicitly defined by a square-free polynomial F ∈ R[x, y, z];
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(ii) F has no factor only depending on z, and the leading coefficient of F w.r.t. y does not depend
on x . Furthermore, we exclude the trivial case where F ∈ R[x, z]. Observe that condition (ii)
can be assumed w.l.o.g. Indeed, if F has a factor only depending on z then S decomposes as the
union of a finite family of horizontal planes and a new surface S′ where the hypothesis is verified.
On the other hand, if the leading coefficient of F w.r.t. y depends on x , a suitable linear change
of coordinates of the type {x = αX +βY, y = γ X + δY, z = Z} transforms F into a polynomial
satisfying the condition; note that with this transformation the topology type of the level curves
stays invariant. Furthermore, if necessary one can take the linear change being orthogonal. This
will be important for the application to offsets (see Section 5).
In order to solve the problem, we find a finite set A ⊂ R such that for every open interval
I ⊂ R, with I ∩A = ∅, and for every z1, z2 ∈ I the topology type of F(x, y, z1) and F(x, y, z2)
stays invariant. We will say that such a set A is a Critical Set of S. Therefore, the z-values
where the topology type of the level curves of S changes are among the elements of A. We
will refer to these z-values as the Critical Level Values of S. To approach the problem, let
Dw(G) := Resw(G, ∂G∂w ) denote the discriminant of a polynomial G w.r.t. the variable w, and let√
G denote the square-free part of G. Now, we consider the polynomials:
M(x, z) := √Dy(F), and R(z) := { 0 if degx (M) = 0Dx (M(x, z)) otherwise.
Furthermore, we assume that R is not identically zero. The case R = 0 (see the last subsection in
Section 4) leads to a special situation that can be treated in an easier way. Under the assumption
R 6= 0, we prove (see Theorem 4) that the set
A = {ξ ∈ R | R(ξ) = 0}
is a critical set of S.
In addition to the notation already introduced, namely the surface S and its defining
polynomial F(x, y, z), we fix throughout this paper the following notation and terminology:
◦ the term graph is used for the topological graph associated with a curve, and the term function
graph for the graph of a given function,
◦ for a ∈ R, we denote by pia the plane of equation z − a = 0.
◦ We refer to the plane curve of equation F(x, y, a) = 0 as the level curve of S at z = a, and
we will denote it by Sa ; note that z − a is not a factor of F ,
◦ we use the standard notions of critical, singular and regular point of an affine plane algebraic
curve C without multiple components (see e.g. Basu et al. (2003)); namely if f (x, y) is the
defining polynomial of C, then: P ∈ C, is a critical point of C, if f (P) = ∂ f
∂y (P) = 0; P is a
singular point of C, if f (P) = ∂ f
∂x (P) = ∂ f∂y (P) = 0; and P is a regular point of C, if it is
non-critical.
3. Delineability and McCallum’s theorem
The concept of analytic delineability is a fundamental tool in our reasoning. In this section,
we recall the definition of delineability as well as some theoretical results due to McCallum. The
notion of delineability appears in the context of Cylindrical Algebraic Decomposition (see, e.g.
Basu et al. (2003) and McCallum (1998)). More precisely, one has the following definition (see
McCallum (1998), pp. 245).
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Definition 1. Let x˘ denote the (r − 1)-tuple (x1, . . . , xr−1). An r -variate polynomial f (x˘, xr )
over the reals is said to be (analytic) delineable on a submanifold T of Rr−1, if it holds that:
1. the portion of the real variety of f that lies in the cylinder T ×R over T consists of the union
of the function graphs of some k ≥ 0 analytic functions ϑ1 < · · · < ϑk from T into R,
2. there exist positive integers m1, . . . ,mk such that for every a ∈ T , the multiplicity of the root
ϑi (a) of f (a, xr ) (considered as a polynomial in xr alone) is mi .
Furthermore, the θi in the condition 1 of the definition above are called real root functions of
f on T , the function graphs of the ϑi are called f -sections over T , and the regions between
successive f -sections are called f -sectors over T .
It can be proved (see McCallum (1998), Theorems 2.2.3. and 2.2.4.) that each f -section
and f -sector of an analytic delineable polynomial are connected submanifolds. Observe that,
intuitively speaking, if a polynomial G(x, y) is delineable on a subset T ⊂ R, this means that
over that subset, the real part of the curve defined by G consists of the union of finitely many
non-intersecting curves, which correspond to the analytic functions ϑi of Definition 1. Similarly,
if F(x, y, z) is delineable on a subset R ⊂ R2, this implies that the real part of the surface defined
by F over this subset is the union of finitely many non-intersecting surfaces, corresponding to
the ϑi .
In order to state sufficient conditions for an r -variate polynomial to be delineable on a subset
of Rr−1, we introduce some additional concepts (see McCallum (1998), pp. 245).
Definition 2. A polynomial g(x1, . . . , xr ) has order m at p ∈ Rr , if m is the least non-negative
integer such that some partial derivative of g of total order m does not vanish at p. If g does not
vanish at p, we say that the order of g at p is 0. Furthermore, if g and all its derivatives vanish
at p, we say that the order of g at p is ∞. Also, we say that g is order-invariant over a subset
S of Rr if the order of g is the same for all p ∈ S. In addition, an r -variate polynomial f (x˘, xr )
over R, with x˘ = (x1, . . . , xr−1), is said degree-invariant on a subset T of Rr−1 if the degree
of f (p, xr ) (as a polynomial in xr ) is the same for every point p ∈ T .
In this situation the following theorem holds (see McCallum (1998), pp. 246).
Theorem 3. Let r ≥ 2, and let f (x˘, xr ) be a polynomial in R[x˘, xr ] of positive degree in xr . Let
D(x˘) be the discriminant of f (x˘, xr ) and suppose that D(x˘) is a nonzero polynomial. Let T be a
connected submanifold of Rr−1 on which f is degree-invariant and does not vanish identically,
and over which D is order-invariant. Then, f is analytic delineable on T and is order-invariant
over each f -section over T .
4. The main result
In this section, we state and prove the main result of the paper. We focus on the case where
R(z) is not identically 0. The case R = 0 is treated at the end of the section.
Theorem 4 (Main Result). If R is not identically zero, then the set
A := {ξ ∈ R | R(ξ) = 0}
is a critical set of S. That is, if z1, z2 ∈ R, z1 < z2, verify that no element in [z1, z2] is a root of
R(z), then Sz1 and Sz2 have the same topology type.
In order to prove Theorem 4, we will distinguish the following three phases:
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Phase 1 (Delineability of F): from the results in Section 3 the delineability of F is directly
deduced, and as a consequence several analytic functions are defined.
Phase 2 (Proper behavior of the real roots of F): we prove that the analytic functions,
obtained in the Phase 1, join properly; this notion will be clarified at the introduction of this
phase.
Phase 3 (Graph equality): finally, using the results of Phase 2, we prove that the graphs of
the level curves can be taken equal, so the topology type of the level curves is the same.
Each of these phases is addressed in the following subsections. For this purpose, throughout
the section we assume that z1, z2 ∈ R, z1 < z2, and no element in [z1, z2] is a root of R(z).
Furthermore, we will denote by J = (q1, q2), where q1, q2 ∈ R, an open real interval containing
[z1, z2] and verifying that J ⋂A = ∅.
PHASE 1 OF THE PROOF: DELINEABILITY OF F
We start analyzing the delineability of M on the open interval J . In order to do this, the
following lemma, which follows from standard properties of resultants, is required. Recall that,
by hypothesis, the leading coefficient of F w.r.t. y is in R[z].
Lemma 5. If a ∈ R verifies anyone of the following conditions:
(i) a is a root of the leading coefficient of F w.r.t. y,
(ii) a is a root of the leading coefficient of M(x, z) w.r.t. x,
(iii) the polynomial F(x, y, a) has multiple factors,
then R(a) = 0; i.e. a ∈ A.
Applying this lemma and Theorem 3, one obtains the following result:
Theorem 6. M(x, z), seen as a univariate polynomial in x, is analytic delineable on J .
Moreover, M is order-invariant over each M-section over J .
From Theorem 6, there exist analytic real functions X1 < · · · < Xr , which are the real root
functions (i.e. the M-sections) of M over J . In addition, we introduce the following regions in
the xz-plane (see Fig. 1):
R1 = {(x, z) ∈ R2 | z ∈ J, x < X1(z)},
Rk = {(x, z) ∈ R2 | z ∈ J, Xk−1(z) < x < Xk(z)} for k ∈ {2, . . . , r},
Rr+1 = {(x, z) ∈ R2 | z ∈ J, x > Xr (z)}.
Note that the sets Rk , for k ∈ {2, . . . , r}, are the M-sectors over J . Furthermore, in the sequel we
denote the function graph of each Xk , asXk . Also, we denote the curve defined by the polynomial
M on the xz-plane, asM.
In this situation, one has the following theorem on the delineability of F .
Theorem 7. (i) F(x, y, z), seen as a univariate polynomial in y, is analytic delineable on Rk
for every k = 1, . . . , r + 1.
(ii) F(x, y, z), seen as a univariate polynomial in y, is analytic delineable on Xk for every
k = 1, . . . , r .
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Fig. 1. The sets Rk .
Proof. We check the conditions in Theorem 3. Since R 6= 0 then degy(F) > 0 and H :=
Dy(F) 6= 0. Thus, by Lemma 5, F is degree invariant in R× J , and its degree w.r.t. y in R× J
is degy(F). Moreover, F does not vanish identically on Rk and Xk . Hence, it remains to prove
that H is order-invariant. In (i), it holds because the order of M is 0 by definition of Rk . Thus, let
us see that H is order-invariant on Xk . From Theorem 6, M is order-invariant on each Xk . Since
M has finitely many singularities, all points on Xk are simple points of M . Hence, the order of
M on Xk is 1. Now, let M = A1 · · · As , where the Ai are square-free and relatively prime, and
let H = An11 · · · Anss . Now, let p := (x0, z0) ∈ Xk . If k 6= j then Xk ∩ X j = ∅. Therefore, only
one factor of M vanishes at p, say Ai . Then, the order of H at p is ni . 
Now, taking into account Theorem 7, we introduce some additional notation.
• Since F is delineable in Rk , for k ∈ {1, . . . , r + 1}, we denote by
V1,k < · · · < Vsk ,k
the real root functions of F over Rk , and by Vi,k the function graph of the analytic function
Vi,k ; i.e. the F-sections over Rk .
• Since F is delineable in Xk , for k ∈ {1, . . . , r}, we denote by
Y1,k < · · · < Y`k ,k
the real root functions of F over Xk , and by Y j,k the function graph of the analytic function
Y j,k ; i.e. the F-sections over Xk .
In Fig. 2 we give a geometrical interpretation of these functions.
PHASE 2 OF THE PROOF: PROPER BEHAVIOR OF REAL ROOTS OF F
In Phase 1, as a consequence of Theorems 6 and 7 several real root functions have been
introduced. Now, we prove that they join properly. Observe that for each k ∈ {1, . . . , r} the
real root Xk provides two adjacent regions, namely Rk and Rk+1. Moreover, because of the
delineability of F over Xk , and over Rk , Rk+1, different real root functions of F appear, namely
Y j,k and Vi,k, Vi,k+1. Then, we say that the real root functions of F behave properly if, w.r.t.
the usual topology, for every k ∈ {1, . . . , r}, the following statements hold:
(1) ∀ V ∈ {V1,k, . . . ,Vsk ,k} there exists only one Y ∈ {Y1,k, . . . ,Y`k ,k} such that Y that lies in
the closure of V ,
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Fig. 2. Real root functions Vi,k , Vi,k+1 and Y j,k .
(2) ∀ V ∈ {V1,k+1, . . . ,Vsk+1,k+1} there exists only one Y ∈ {Y1,k, . . . ,Y`k ,k} such that Y that
lies in the closure of V .
We will refer to the above statements as Statement (1) and Statement (2), respectively. Now,
note that the picture of the real root functions in Fig. 2 has been done assuming that this proper
behavior occurs. In the following, we prove that the real root functions of F behave properly.
More precisely, we will prove Statement (1); the reasoning for Statement (2) is analogous. For
this purpose, if W ⊂ Rn , we will refer to the set W × R ⊂ Rn+1 as the cylinder of W , and we
will denote it by Cyl(W ). Moreover, we assume that z1, z2 are as in the statement of Theorem 4,
and that they are fixed. Also, for k ∈ {1, . . . , r} and for i ∈ {1, . . . , sk}, the following set is
introduced:
Ti,k = Cyl(Xk) ∩ Z ∩ V i,k,
where Z = {(x, y, z) ∈ R3|z ∈ [z1, z2]}, and V i,k is the closure of Vi,k .
Lemma 8. (i) The y-projection maps Ti,k surjectively onto the set Xk
⋂Z .
(ii) Ti,k ⊂ ∪`kj=1Y j,k .
Proof. By hypothesis, the leading coefficient of F w.r.t. y, say L(z), does not depend on x . By
Lemma 5, for every z¯ /∈ A, L(z¯) 6= 0. Thus, ∀ z¯ ∈ [z1, z2], Sz¯ has no asymptote normal to the
x-axis, and hence (i) follows. Then, since S is closed, and using the statement (i), the statement
(ii) also follows. 
The next step consists in proving that the set Ti,k is connected. For this purpose, we use the
following lemma, which follows easily from Urysohn’s lemma.
Lemma 9. Let {Ai }i∈I be a family of compact, connected and non-empty subsets of Rn such that
Ai+1 ⊂ Ai for i ∈ I . Then, A =⋂i∈I Ai is connected.
This lemma provides the following result:
Lemma 10. The set Ti,k is connected.
Proof. For n ∈ N we define the set
hn =
{
(x, z) ∈ R2|z ∈ [z1, z2] and Xk(z)− 1n < x < Xk(z))
}
.
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Let n0 ∈ N be such that for n ≥ n0 it holds that hn ∩ Xk−1 = ∅ if k > 1, otherwise let n0 = 1.
Now, for n ≥ n0, we define An as the closure An = Vi,k(hn); note that, for n ≥ n0, hn ⊂ Rk .
Then, one may easily see that {An}n≥n0 verifies the hypotheses of Lemma 9. In particular, note
that each An is compact because, for z ∈ [z1, z2], Sz has no asymptote normal to the x-axis.
Hence, by Lemma 9 it follows that
⋂
n≥n0 An is connected. Moreover, it is easy to check that⋂
n≥n0 An = Ti,k . Therefore, Ti,k is connected. 
The following lemma states the proper behavior of the real root functions of F , and it follows
immediately from Lemmas 8 and 10.
Lemma 11. For every k ∈ {1, . . . , r}, it holds that:
(1) ∀ V ∈ {V1,k, . . . ,Vsk ,k} there exists only one Y ∈ {Y1,k, . . . ,Y`k ,k} such that Y ⊂ V .
Moreover, if V = Vi,k then Y = Ti,k .
(2) ∀ V ∈ {V1,k+1, . . . ,Vsk+1,k+1} there exists only one Y ∈ {Y1,k, . . . ,Y`k ,k} such that Y ⊂ V .
Taking into account Lemma 11, for k ∈ {1, . . . , r} there exist functions
Rk : {1, . . . , sk} −→ {1, . . . , lk} such that YRk (i),k ⊂ V i,k .
Lk : {1, . . . , sk+1} −→ {1, . . . , lk} such that YLk (i),k ⊂ V i,k+1.
Therefore, Rk maps a subindex i , which corresponds to a real root of F over Rk , onto a
subindexRk(i) that corresponds to the real root of F overXk which lies in the closure. Similarly,
Lk maps a subindex i corresponding to a real root of F over Rk+1, onto a subindex Lk(i)
corresponding to the real root of F over Xk which lies in the closure. For example, in Fig. 2,
Rk(1) = Rk(2) = 1, Lk(1) = Lk(2) = 1, and Lk(3) = Lk(4) = 2.
PHASE 3 OF THE PROOF: GRAPH EQUALITY
In order to prove that Sz1 and Sz2 have the same topology type, we explicitly construct a planar
graph which describes the topology type of every level curve in the interval [z1, z2]. This fact
follows immediately from the results in the preceding subsection, specially Lemma 11. In other
words, this planar graph is associated with any of these level curves in the sense of Gonzalez-
Vega and Necula (2002), Hong (1996), etc.
Now, let us see how the planar graph construction works. First, we introduce the vertices. For
each k ∈ {1, . . . , r}, we add vertices (see Fig. 3)
(k, 1), . . . , (k, lk).
We will refer to these vertices as integer vertices. In addition, for each k ∈ {1, . . . , r + 1}, we












Now, we introduce the edges. For this purpose, we use the functions Lk andRk defined at the
end of Phase 2. More precisely, for each k ∈ {1, . . . , r} and for each i ∈ {1, . . . , sk}, we join the
vertices (k − 12 , i) and (k,Rk(i)) (see Fig. 3)), and we also connect the vertices (k,Lk(i)) and
(k + 12 , i) (see also Fig. 3)); note that the vertex (k + 12 , i) can be written as ((k + 1)− 12 , i), and
so it has been added previously.
We denote by G the graph constructed by the process described above. By construction, it
follows that this graph describes the topology type of the level curves. Hence, the following
theorem holds.
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Fig. 3. Vertices (left), edges (right).
Theorem 12. For every z¯ ∈ [z1, z2], there is a homeomorphism of R2 into itself such that Sz¯ is
mapped onto G.
Now, Theorem 4, follows directly from Theorem 12.
THE SPECIAL CASE R = 0
In the preceding reasonings, we have assumed that R(z) is not identically 0. Now, we treat the
special case where R = 0. Note that, by Section 2, it implies degx (M) = 0. In this situation, the
following theorem holds:
Theorem 13. If degx (M) = 0, the set of all the real roots of Dy(F) is a critical set of S. That
is, if z1, z2 ∈ R, z1 < z2, verify that no element in [z1, z2] is a root of Dy(F), then Sz1 and Sz2
have the same topology type.
Proof. Let A = {a1, . . . , ar }, with a1 < · · · < ar , be the set of real roots of M , and let
a0 = −∞, ar+1 = +∞. Reasoning as in Theorem 7, one proves that F , seen as a univariate
polynomial in the variable y, is delineable over each horizontal, non-bounded stripe of the
xz-plane defined by Rk = {(x, z) ∈ R2|ak−1 < z < ak}, where k ∈ {1, . . . , r + 1}. Thus,
Sz1 consists of sk non-intersecting real branches, and the same happens for Sz2 . So, the theorem
holds. 
EXAMPLES
Theorems 4 and 13, respectively, are illustrated here by means of two examples. The first one
corresponds to the case R 6= 0, while the second one corresponds to R = 0.
Example 1. Consider the implicit surface
F(x, y, z) = z(x2 + y2 − 1)+ (1− z)(x2 − y2 − 1).
Note that F satisfies the conditions in Section 2. This equation defines an homotopy of the
unit circle into the hyperbola x2 − y2 − 1 = 0. Observe that since these two plane curves are
not homeomorphic, in order to deform continuously one into the other it is anticipated that some
“intermediate” topology type appears when z moves from 0 (i.e. from the hyperbola) to 1 (i.e. to
the circle). Let us see that the application of Theorem 4 confirms this. Indeed, the computation
of R(z) yields
R(z) = −256(2z − 1)3
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Fig. 4. Homotopy between a hyperbola and a circle.
and this polynomial has only one real root, which is z = 1/2. Observe that this root lies between
0 and 1. Thus, there are at most three different topology types corresponding to the cases z < 1/2,
z = 1/2 and z > 1/2 (see Fig. 4, right). More precisely, for z < 1/2 the topology type is that
of the hyperbola, while for z > 1/2 one obtains the topology type of the circle; for z = 1/2 one
gets F(x, y, 1/2) = x2 − 1, which corresponds to the expected “intermediate” topology type
between the hyperbola and the circle (namely, two parallel lines). In Fig. 4, the surface and its
level curves are shown.
Example 2. Let F(x, y, z) = yz2 + x3z2 − 3z + 1 define a surface S. Note that F satisfies the
conditions in Section 2. In this case, M(z) = z, so R = 0. From Theorem 13, it follows that the
critical level values are among the real roots of M(z). Hence, there are at most three different
topology types for the level curves of the surface S, corresponding to the cases z < 0, z = 0,
z > 0, respectively. However, one can see that the cases z < 0 and z > 0 yield the same topology
type, so for z 6= 0, the topology type is that of a line (see Fig. 5, right). Furthermore, the level
curve at z = 0 is empty. In fact, one can check (see Fig. 5, left) that the plane z = 0 is asymptotic
to the surface S.
5. Application to offsets
In this section, we show an application of the results in this paper to the topological behavior
of offset curves. The notion of offset is directly related to the concept of envelope. More precisely,
the offset curve, at distance d , to an irreducible curve C over C is “essentially” the envelope of
the system of circles centered at the points of C with fixed radius d. A more formal description
of offset varieties can be found in Arrondo et al. (1997) and Sendra and Sendra (2000).
The study of offsets is an active research area. Indeed, as a consequence of this research, many
interesting questions related to algebraic geometry, such as the study of the unirationality of the
components of the offset, or the construction of rational parametrizations of the components
of an offset, or the analysis of algebraic and geometric properties of the offset in terms of the
corresponding properties of the initial variety (e.g. geometric genus offset curves, offset degree,
etc.), or the development of special implicitization techniques for offsets, have been treated.
Nevertheless, topological aspects for offsets have not been treated so extensively; some
local results can be found in Farouki and Neff (1990a,b). The intuitive interpretation of
the notion of offset curve suggests that the topology type of the original curve should be
somehow “duplicated” by the offsetting process. However, this does not necessarily happen
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Fig. 5. Level Curves of F(x, y, z) = yz2 + x3z2 − 3z + 1.
(see e.g. Farouki and Neff (1990a,b)). In fact, the topological features of the offset curves of a
given C may vary as d takes different values, and the study of this topological behavior was an
open problem.
Now, with the results introduced in this paper, we see how to solve this problem. More
precisely, if one computes the implicit equation F(x, y, d) of the offset curve, where the distance
d is treated as a new variable, one can see F(x, y, d) as the implicit equation of an algebraic
surface. In this situation, the topology type of the level curves of this new surface indicates how
the topology of the offset behaves. Let us illustrate these ideas by an example.
Example 3. Let us consider the classical example of the parabola. The implicit equation of the
offset to the parabola y − x2 = 0 at distance d is:
F(x, y, d) = −1/16y2 + 2x2d2y2 − 1/2x2yd2 + 1/16d2 + 5/4x2d2 − 2x2y2
+ 1/2d2y2 + 1/8yx2 − 1/2yd2 + 3x4d2 − x4y2 − 3x2d4 + 5/2x4y + 2x2y3
− d4y2 − 2d4y + 2d2y3 − 1/16x4 + 1/2d4 + 1/2y3 − x6 + d6 − y4.
We consider the surface S defined by F(x, y, d). In order to study the level curves of S
corresponding to d > 0 (note that for d < 0 one has an equivalent behavior), we compute
the roots of the double discriminant R(d), and we find that the only real root, greater than 0, is
1/2.
Thus, we derive that there are at most three topology types of offset to the parabola,
corresponding to the cases 0 < d < 1/2, d = 1/2 and d > 1/2, respectively. The graphs
corresponding to these three cases are shown in Fig. 6, where the graph of the parabola has also
been included (in dotted lines). Note that when 0 < d < 1/2 and d = 1/2, one obtains as
expected, i.e. the offset “duplicates” the topology of the original curve (except for the isolated
real point obtained for 0 < d < 1/2). However, for d > 1/2 the picture is different (in fact, in
this case two cusps appear).
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