This paper introduces a new method of calculating the expected improvement infill criterion, which does not rely on accurate model parameter estimation. The parameter estimation is embedded within the search of the infill criterion, wherein parameter changes are assessed using likelihood ratio tests. Unlike the traditional expected improvement, a new formulation we present cannot be 'fooled' by unlucky sampling or deceptive functions. The new method is introduced both mathematically and illustratively using a one-variable test function. It is then shown to outperform traditional expected improvement when optimizing the geometry of a passive vibration isolating truss.
I. Introduction
T his paper is based around the use of surrogate models to expedite design optimization. A surrogate model is some form of cheap approximation of a more expensive means of evaluating the performance of designs. Typical expensive design evaluation tools are computational fluid dynamics, finite element analysis and, of course, physical experiments, but here we will concentrate on computational methods.
Our surrogate model of choice is the Gaussian process based method of Kriging (first conceived by, and named after, Danie Krige 1 ). The mathematical essentials of the Kriging method are included in the Appendix. This method has become popular as a surrogate for computer experiments in engineering design since being popularised by Sachs et al. 2 and is now used extensively, for example, in the UK aerospace industry. Kriging is attractive due to its flexibility, afforded by the parameterised Gaussian process it is based upon. This parameterisation enables the method to emulate complex functions, but the downside is that these parameters must be estimated. This parameter estimation is sometimes a costly process and often fraught with unavoidable error. This paper's central theme is to avoid problems associated with these unavoidable errors in parameter estimation.
A Kriging model is built using a set of training data (as is any surrogate model). The distribution of this data, i.e. the combination of design variable values used, is usually defined according to some form of formal experimental design. The model parameters are estimated to give the best fit to the training data, whilst hopefully maintaining good generalization properties. The Kriging model can now be searched in lieu of the expensive design evaluations it is replacing. When an optimum design is found, or at least what the Kriging model tells us is an optimum design, it is usually verified by running an expensive design evaluation. It is good practice to add this design evaluation to the training data set (it is known as an infill point), re-estimate the Kriging parameters, re-search the model, find a new 'optimum' design and verify with an expensive design evaluation. This process is iterated until some form of convergence criterion is reached.
It makes intuitive sense that the surrogate model to be searched should be the Kriging prediction of the function to be optimized, e.g. drag, cost, weight. However, such a 'greedy' search may not find the global optimum if the initial training data is not representative of the function. It may not even find a local optimum. There are a number of other metrics (infill criteria) that the Kriging method can be used to calculate. The parameters of the underlying Gaussian process, which have been estimated based on the training data, can be used to estimate the error in the Kriging model. The estimated error in the Kriging model can itself be use as in infill criterion. This is the opposite of a greedy search and would endlessly explore the design space, making a Kriging model with better an better generalization properties. But we are interested in finding the best design as soon as possible. The Kriging model is a means to an end and accuracy in sub-optimal areas is superfluous. The Kriging prediction of the expensive function can be coupled with error estimates to formulate infill criteria which balance greedy exploitation with exploration. The aim of such infill criteria is to have the ability to escape local minima, but not over explore the design space (see Jones 3 for a taxonomy of infill criteria). In this paper we will concentrate on the popular expected improvement infill criterion, the advantages of which we will discuss in the the next section. Having discussed its advantages we will then highlight its pitfalls, before presenting a new expected improvement formulation in section IV. We discuss the implementation of this new formulation which alleviates these pitfalls in section V and apply it to the design of a passive vibration isolator in section VI. We end with a discussion of the performance of the new method, including its benefits and possible limitations.
II. The Expected Improvement Approach to Optimization
We will consider the expected improvement of a Kriging model, although the methods presented could be easily adapted to other Gaussian process based techniques. The basics of Kriging, along with the meanings of the symbols in the two equations below, are included in the Appendix. At a point x, the expected improvement on the best observed function value so far, y min , is given by
where Φ(.) and φ(.) are the normal cumulative distribution function and probability density function respectively and s is the standard deviation, which, in Kriging, is estimated using
Equation (1) can be interpreted graphically from figure 1. This figure shows a Kriging prediction of a deceptive one-variable test function based on eight sample points. The prediction is accurate close to sample points, but is unable to predict the region of the global optimum because of the sparsity of data in this region. Clearly the minimum of the Kriging surrogate is towards the left of the plot, but the maximum expected improvement is, in fact, towards the right, in the region of the global optimum. At the point of maximum expected improvement we have plotted a Gaussian distribution with variance calculated from equation (2) and its mean positioned at the Kriging prediction ( y). This distribution represents the different values the function might take, given the inaccuracies we assume there could be in the Kriging prediction. Naturally the most likely value is the Kriging prediction itself and values above or below this become more improbable as our Gaussian tails off. We are interested in the possibility of the function taking values that are better than the best observed point so far. The probability of the function taking such a value (P [I(x)]) is the shaded area 'under' the Gaussian, which is below the value of the best observed point. E[I(x)] is the first moment of this area about the best observed function value. When used as an infill criterion, expected improvement is a powerful tool for global optimization with many advantages.
• The sampled points in figure 1 were found using a minimum prediction based infill criterion (starting from three initial points), which is an oft employed and intuitive method, but one which here has failed to find the global optimum. The expected improvement criterion is a way of escaping local minima and, given certain assumptions, 4 will asymptotically converge to the global optimum.
• The value of the maximum expected improvement can be a useful metric of how the optimization is progressing: the optimization could be terminated if a consistently low expectation is seen.
• Equation (1) is non-parametric, that is, there is no annoying user defined parameter which must be specified for a given problem. • The expected improvement can be readily cast as a constrained or multi-objective criterion. The first simply by multiplying by the probability of constraint satisfaction 5 and the latter by considering a multi-dimensional Gaussian in a similar way as to the single Gaussian in figure 1. Although the search of one variable cannot be considered as a credible optimization problem, the progress of the search is indicative of that of many higher dimensional problems. The true function is plotted for convenience, but bear in mind that the optimization is blind to the nature of the function apart from the small piece of information given to it at each infill iteration: the value of the function at one point. Given the above advantages and the demonstration in figure 2 , it is not surprising that this method has become popular both in academia and industry. However, maximizing E[I(x)] is not a panacea and some users may have noticed that, although there is asymptotic convergence, the progress can be very slow.
III. Failure of the Expected Improvement Approach
Let's now look more closely at figure 2 to see what problems there are with the maximum E[I(x)] based search. The Kriging model parameter θ is re-estimated after each infill point by maximizing equation (17). In the first row of plots, with only three sample points, there is not enough data to indicate a definite trend for the likelihood maximization to recognise and θ resorts to the highest value possible before the correlation matrix becomes ill-conditioned. This low correlation in the data results in a prediction of the mean of the data with local deviations to the sample data. Since it has not been possible to identify a good trend in the data, it would perhaps make sense to increase the size of the space filling sample at this stage by introducing a point a x = 0.25 or x = 0.75. However, although in this one dimensional problem we can see that the prediction is likely to be a poor one, in higher dimensions we would have to depend on an infill criterion. The infill criterion in turn depends upon the data fed into it.
The expected improvement criterion is, essentially, based on two pieces of information: the prediction, y, and its estimated variance, s 2 . The prediction is linked to the sample locations, X, their corresponding values, y, and the model parameters. The estimated variance is linked to the sample locations and the model parameters. We try to choose an appropriate X, often constrained by the cost of evaluating y, and there is little we can do about the values in y except for trying tricks like taking the reciprocal or logarithms to make trends easier. Given X and y we hope to make an accurate estimate of the model parameters, but, with insufficient data, this is not always possible -as seen in the first plot of figure 2. It seems, therefore, unsatisfactory to take the Kriging model parameters as fixed quantities, along with X and y, when evaluating 
E[I(x)].
With this in mind, we will continue to examine the progress of the expected improvement based search in figure 2. The first infill point, based on the poor prediction in the first plot, is, in fact, in a reasonably space filling position, albeit a little close to the centre of the plot. The re-optimized parameter is now θ = 2.82. This, in effect, means we have switched from presuming a particularly low correlation in the data to a rather high correlation after just one infill point. If we were blind to the true function, as is the infill criterion, it would look like things we progressing well though: the data is well correlated and E[I(x)] is low. Moving to the third row of plots, it seems our search is nearly over: the correlation has increased still further, the infill points are clustering in one place and E[I(x)] has diminished further. Things start to change after the third infill point: the local curvature in the region of the infill point cluster has lead to a reduction in the correlation and after a further infill point the search moves away from the cluster of infill points towards the local minimum at x ≈ 0.15. Only one infill point is placed here before, with θ estimated more accurately, the search finally finds the region of the global optimum.
The search of the one-variable problem using a maximum E[I(x)] infill criterion clearly suffers from poor parameter estimation, with four out of the six points required to locate the region of the global optimum being placed in a region which does not contain even a local optimum. These wasteful infill points were positioned based on an underestimate of θ resulting in an underestimate of s 2 . Things 'start to go wrong' in the third row of plots in figure 2. In figure 3 we have plotted E[I(x)] at this stage for varying values of θ. It seems likely that the true value of θ is roughly 13 (the final estimate after seven infill points). Figure 3 shows how different the expected improvement is if a value closer to this had been used instead of θ = 0.89. Using θ = 10 (the third plot in figure 3 ) would have located the local optimum at x ≈ 0.15. It is seen that increasing θ shifts the emphasis from local exploitation of the Kriging prediction to global exploration, with θ = 100 yielding an expected improvement with no obvious link to the value of the prediction; it essentially just rises in between the sample locations. 
IV. A New Expected Improvement Criterion
We want a good balance between local and global search, and E[I(x)] coupled with an accurate estimate of the mode parameters should give us that. We cannot, however, expect to find a method or equation which yields accurate parameter estimates in the absence of sufficient data upon which to base these estimates. What we can do is formulate a method which allows for the fact that we cannot hope to estimate the parameters correctly with insufficient data. Such a method should err towards exploration when data is sparse and tend towards standard E[I(x)] when data is more plentiful. We do not want to devise a whole new exploitation/exploration balancing infill criterion, since we know expected improvement performs well when the model parameters are well estimated and it has many advantages which we highlighted in section II.
Maximizing the expected improvement can be classed as a 'two-stage' infill criterion. In the first stage the Kriging model (or other Gaussian process based model) is trained to the sample data by optimizing the model parameters. Usually this is achieved through maximizing the likelihood (equation 17):
The parameters of the model are then fixed. The second stage comprises a search of E[I(x)] (equation 1) using the Kriging model constructed in the first stage:
The two stages are separate and errors in the first stage are passed on to the second. A 'one-stage' method can be used to combine the parameter estimation and the search for the optimum into one optimization and can eliminate problems with poor parameter estimation. This approach has been used by Jones 7 in a 'goal-seeking' formulation. In this method a pre determined goal, y g , is searched for by maximizing the likelihood conditional upon the Kriging prediction passing through the goal.
The conditional ln-likelihood is given by
where
and
In the search both x and the model parameters are allowed to vary:
We do not need to worry about estimating θ correctly: it varies along with x in order to give the best likelihood of the goal. If the goal is over optimistic, θ will be higher and vice-versa. This is a powerful method, but does not have many of the attractive advantages of the expected improvement approach. In particular there is the presence of an unwanted user defined parameter: the goal. Although we may often be able to specify a goal (perhaps a percentage improvement over a known good design), we would like to eliminate this parameter and incorporate the benefits of E[I(x)]. We do this by using the conditional likelihood approach to formulate a new variance estimate for use in the standard
Consider the same function and prediction as the first plot in figure 2 . In figure 4 , at x = 0.7572, which we know is the minimum of the function, a point with y h = y(x) has been imputed (i.e. we have hypothesized that this point is part of the sample data, even though it has not actually been observed). The likelihood conditional upon the prediction passing through this point is shown (calculated from equation 5). Also shown is the prediction minus one standard deviation (from equation 2): a 'statistical lower bound'.
We have gone on to impute lower and lower values at x = 0.7572 and re-optimized θ to maximize the conditional likelihood. These values fall well below our statistical lower bound, y − s, but still have a conditional likelihood and so represent possible values at x = 0.7572. As the imputed value reduces, the conditional likelihood becomes extremely low and we clearly need a systematic method of dismissing imputations which are very unlikely. We achieve this using a likelihood ratio test. By calculating the ratio of the conditional likelihood of y h , L 0 , to the conditional likelihood of the prediction passing through the imputed point, L cond , and comparing to the χ 2 distribution, we can make a decision as to whether to accept the value of the imputed point. To be accepted
must be satisfied. The value of the critical χ 2 value will depend upon the confidence limit we wish to obtain and the number of degrees of freedom (the number of model parameters). For the example in figure 4 , if we wish to obtain a confidence limit of 0.95, we use limit = 0.975 (we are only considering the lower bound) and dof = 1 to obtain χ 2 critical = 5.0239 (e.g. from look-up tables). Figure 4 shows the likelihood ratio for each hypothesized point which has been imputed, calculated using the conditional likelihoods shown. The lowest value would be rejected based on χ Using this likelihood ratio test we can systematically compute an upper and lower confidence bound for the prediction. The lower bound, calculated thus, has in itself been used as an infill criterion. 8 To find the lower bound we minimize y h by varying y h and the model parameters, subject to the constraint defined by (9) :
This 'conditional lower bound' criterion requires an initial likelihood maximization (stage one of the two-stage method). However, this simply serves as a starting point for the criterion and so the benefits of the one-stage approach are maintained. This is not the criterion we have been searching for, but forms part of it. We will use the conditional lower bound to compute an estimated standard deviation for use in equation (1) . To estimate the standard deviation we
Note that the confidence limit is set to give one standard deviation and so we would expect a successful solution of problem (11) to equate to s(x) calculated from equation (2), given sufficient sampling of f , such that θ is estimated correctly. Figure 5 shows the two errors do indeed converge towards the same value. For deceptive functions with sparse sampling, we hope that the solution of problem (11) will provide better error estimates than (2) . In problems such as that shown in figure 4 , we cannot hope to obtain true error estimates -there simply isn't enough data -, but we hope to avoid the underestimation typical of traditional Gaussian process based error estimation.
We will now consider using the new standard deviation estimate from (11) true function sample points GP prediction GP error bounds cond. like. error bounds Figure 5 . standard deviation estimates derived from (11) compared to the those estimated using equation (2) . Note that the two forms off error estimate converge as the sample size increases.
(12) Figure 6 shows the progress of five infill points applied using this new E[I(x, y, θ)] formulation. Clearly the new formulation does not suffer from the problems exhibited by the standard maximum E[I(x)] criterion in figure 2, working steadily towards the local minimum at x ≈ 0.15, and finding the global basin of attraction after five infill points.
V. Implementation
The method we have outlined depends upon the successful solution of problem (12) . It turns out that this 2k + 1 variable (at least, depending on the choice of correlation parameterization) constrained maximization is rather difficult to solve: the objective landscape is highly multi-modal, the constraint landscape even more so, and there are many areas where the Gaussian correlation matrix is close to singular or elements above and below the diagonal go to zero. We simplify the problem by introducing a nested optimization such that E[I(x)] depends only on x (as in the two-stage approach). We now
This formulation clearly shows the additional cost of our method, incurred by the nested search of y h and θ. This is, however, a quite simple search, given a feasible starting point. The natural place to start is at our maximum likelihood estimates y (the Kriging predictor) and θ. The search is now linear and uphill in y h from y(x) − y h = 0, until the likelihood ratio test criterion is violated. The extent of the uphill search is extended by variation of θ, subject to bound constraints. We set lower and upper bounds of 10 Figure 6 . the progress of a search of the one variable test function using problem (12) as an infill criterion.
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2 to keep the Gaussian correlation from reaching unity and zero, respectively. This avoids problems with matrix ill-conditioning and floating point underflow.
We solve the multi-modal outer E[I(x)] maximization (in fact we minimize − log 10 E[I(x)]) using multistart sequential quadratic programming (SQP) (except in the one-variable demonstrations here, where we use a golden section search), and the simpler y(x)−y h maximization is also solved using SQP. One could also use a global search routine, such as a genetic algorithm, for the outer search, but we have found multi-start SQP yields better optima for problems so far encountered.
VI. Example Application
We expect the new max{E[I(x, y, θ)]} to be equivalent to max{E[I(x)]} in simple, well sampled problems and to perform better for more difficult problems, i.e. multi-modal problems and when sampling is more sparse. We will demonstrate this via a structural dynamics problem. The problem is the geometric design of a two-dimensional truss for maximum passive vibration isolation. The baseline regular structure is shown in figure 7 . This truss is a two dimensional simplification of a type typical in satellite applications. Keane 9 has studied passive vibration control of these structures, both computationally and experimentally. The structure is constructed of 42 Euler-Bernoulli beams, with two finite elements per beam, and is subject to a unit force excitation at node 1 across a 100-200Hz frequency range. The two leftmost nodes are encastre and all other nodes are free. The objective is to maximize the band-averaged vibration attenuation at the tip compared to the baseline structure. The geometry of the structure is varied by allowing nodes 1-20 to move inside 0.9 × 0.9 squares (as shown in figure 7 ). We consider a two variable problem with the xand y-coordinates of node nine as the variables and the other nodes fixed as per the regular structure. The attenuation across this design space is shown in figure 8 . The finite element analysis of this simple structure is very quick and we have been able to compute a 41 × 41 grid of values to create this figure. This is a real engineering problem, which enables comparison of optimization methods, but the methods we are discussing in this paper are more applicable to computationally intensive objective functions, e.g. computational fluid dynamics and crash simulations where only tens, rather than thousands of evaluations are possible.
Based on the 41 × 41 grid of point in figure 8 , the optimum attenuation is −2.70 at x 1 = 0.6, x 2 = 1.0. The optimum truss design is shown in figure 9 and the tip node displacement across the 100-200Hz range is shown for both the regular and optimum structure in figure 10 .
There are six other local optima, of which three are in larger basins of attraction than the global optimum itself. Unless a lucky initial sample highlights the region of the global optimum, this is likely to prove a difficult problem for many search algorithms. Clearly pure exploitation of a Kriging model, that is, updating at min{ y} will usually fail. Pure exploitation (max{ s}) would find the optimum given time. But we wish to locate the optimum as quickly as possible with balanced exploitation/exploration.
We compare our new max{E[I(x, y, θ)]} with max{E[I(x)]}, starting from 10 different initial sampling plans: five of 10 points and five of 20 points. These sample plans are chosen according to the maxi-min criteria of Morris and Mitchell. 10 An evolutionary search for the optimum sampling plan is started from different random number seeds to produce different plans containing equal numbers of points, which have similar space filling properties, but a re-ordering of point locations. The global optimum lies in the only region with attenuations greater than 2dB and as such we choose this as our stopping criterion, that is, we apply infill points according to the two criteria until one of these points has an attenuation greater than figure 11 . The first eight infill points are all located in the region of high attenuation at the lower right corner of the design space. Clearly the search is over exploiting the local optima in this area. This is a similar situation to that in figure 2. As in figure 2 , the criterion finally escapes the region of over exploitation, and here locates two further local minima, before finally isolating the region of the global optimum. Compare figure 11 Sometimes a more greedy search will succeed, and this is what has occurred to produce the best result of the max{E[I(x)]} criterion for the 20 point sample plan searches. Figure 13 shows that the initial Kriging prediction, based on the sample plan alone, correctly predicts the location of the global optimum. E[I(x)] is at a maximum at this location and the search attains the stopping criterion. It is worth noting that min{ y} would also have found the optimum here, though would have failed in all the other searches. Figure 14 shows that the max{E[I(x, y, θ)]} criterion leads to other basins of attraction being explored before returning to the region of the global optimum. This is because the sparse sampling has lead to higher error estimates and so a bias more towards exploration. 
VII. Discussion
Results of the passive vibration isolating truss example are promising and indicate that significant improvements are possible in searches where sampling is sparse and/or the objective function is particularly deceptive. The new E[I(x, y, θ)] formulation outperforms the standard E[I(x)] on average and is seen to be bettered only when the initial Kriging prediction is very good. While the new formulation may seem to overemphasise exploration in such cases, recall that from figure 5 we see that the new conditional lower bound error estimate converges towards equation 2 
. This means that E[I(x, y, θ)] will tend towards E[I(x)]
as searches progress and minima will be depleted by max{E[I(x, y, θ)]} in the same way as max{E[I(x)]}.
Although the new expected improvement has no user defined parameters, the choice of bounds on θ will affect results, as can be seen by the effect of θ on standard E[I(x)] in figure 3. We have chosen the widest bounds possible to avoid matrix conditioning problems in our implementation of the Kriging method. These bounds will differ with implementation, particularly if a regressing Kriging formulation 11 is used (see Forrester et al. 12 for further details of conditional likelihood approaches with Kriging regression). In conclusion, we have shown a new way of formulating the popular expected improvement infill criterion. Our presentation, based on a one variable example, shows how the new formulation avoids the pitfalls of poor model parameter estimation associated with standard expected improvement, but there are practical limitations. There is a clear cost penalty associated with the nested search in problem (13) . We have only considered problems of up to two dimensions and issues remain as to how efficiently the infill criterion, which is dependent upon more parameters, can be searched in higher dimensional problems.
where σ 2 is a maximum likelihood estimate of the variance of the sample data:
Equation (17) is usually maximized using a global search scheme such as a genetic algorithm. In this paper we simplify matters by fixing p at 2, which means we are assuming all the functions we are optimizing will be smooth (often a reasonable assumption in engineering design).
