Background: Nationally endorsed, clinical performance measures are available that allow for quality reporting using electronic health records (EHRs). To our knowledge, how well they reflect actual quality of care has not been studied. We sought to evaluate the validity of performance measures for coronary artery disease (CAD) using an ambulatory EHR.
health care payers and policy makers continues to build for increased public reporting of clinical quality data and for distributing payments to health care providers based on the quality of care they provide (pay-for-performance). The United Kingdom's National Health Service has begun to use this approach in distributing payment to primary care physicians. 1 However, some physician groups in the United States have voiced resistance to pay-forperformance, citing burdens of data collection and inaccuracies associated with quality measurement. 2, 3 The Centers for Medicare and Medicaid Services (CMS) has expressed interest in quality measurement using data contained in electronic health records (EHRs) for pay-forreporting and pay-for-performance. 4 Performance measures derived from data in a computerized clinical information system may be more accurate than those based exclusively on administrative data and may be less burdensome to use than measures that rely on manual review of paper records. 5 We sought to evaluate the validity of the data from an EHR for one set of nationally endorsed ambulatory performance measures. In 2004, the American Medical Association-convened Physician Consortium for Performance Improvement (PCPI), in collaboration with the American College of Cardiology and the American Heart Association, developed ambulatory care performance measures for chronic, stable coronary artery disease (CAD). 6, 7 In August 2005, most of the measures were endorsed by the National Quality Forum, 8 and a subset are included in the starter set of the Ambulatory Quality Alliance. 9 CMS, together with the PCPI, developed specifications for the retrieval of data for the measures from an EHR and for electronic calculation of the measures. 10 The CMS Doctor's Office Quality-Information Technology (DOQ-IT) project aims to demonstrate the utility of these measure specifications by having several sites report standardized electronic data to a central source. 10 However, how well electronic data will mirror patients' true clinical care has not been extensively evaluated.
The accuracy of EHR-based measures depends on how thoroughly and accurately the data used in the measures are recorded in standardized portions of an EHR. The way clinicians use EHRs for documentation may not be ideal for capturing quality data, especially if patients receive care from multiple sources. Furthermore, many measures include explanations that allow for patient and physician exceptions for not meeting a measure, but EHRs may not contain standardized ways to document these exceptions. As quality of care improves, exceptions to the rule and miss measurement may compose a large portion of apparent quality failures.
We aimed to evaluate the validity of nationally endorsed quality measures for CAD in a large internal medicine practice using a commercial EHR and to assess the accuracy of apparent quality failures. We also sought to learn how this process could be improved.
METHODS

QUALITY MEASURES
We examined 7 performance measures for CAD included in the DOQ-IT project ( Table 1) . Six measures reflected processes of care: antiplatelet drug prescribed, lipid-lowering drug prescribed, ␤-blocker prescribed for patients with prior myocardial infarction, blood pressure measurement, lipid measurement, and angiotensin-converting enzyme (ACE) inhibitor or angiotensin receptor blocker (ARB) prescribed for patients with both CAD and diabetes and/or left ventricular systolic dysfunction. One measure, low-density lipoprotein cholesterol (LDL-C) level lower than 130 mg/dL (3.4 mmol/L) was an intermediate outcome. 
SETTING AND PATIENTS
APPLICATION OF ELECTRONIC QUALITY MEASURES
We determined whether patients with CAD met each performance measure. As specified, patients who did not meet a quality measure were excluded from the denominator for that measure if electronic exclusion criteria were met. For the ACE inhibitor/ARB measure, we used diagnosis codes for diabetes mellitus and a preestablished registry to classify patients as having left ventricular systolic dysfunction if the left ventricular ejection fraction was estimated to be lower than 40% by echocardiography, angiography, or nuclear scintigraphy.
MEDICAL CHART ABSTRACTION
Two physicians (S.D.P. or J.M.W.) performed structured abstractions of electronic medical charts for patients who did not meet 1 or more measure. This record review included the coded and free-text portions of the EHR. We sought to determine if 2 types of misclassification error were present: (1) failure to detect that a patient met quality criteria and (2) failure to detect exclusion criteria. For patients who did not meet the blood pressure measure, a nonphysician reviewed the last office visit during the study interval to determine if blood pressure was recorded in the text of the office note. †At the last office visit during the study interval with a physician, nurse practitioner, or physician assistant.
When free-text portions of the EHR demonstrated that quality criteria were met, we classified patients as meeting that measure on chart review. When patients who did not meet a measure had a reason for exclusion noted in the free-text portion of the EHR or did not have confirmed CAD, that patient was classified as excluded on chart review. We confirmed the CAD diagnosis if a patient had a history of a clinical myocardial infarction, prior coronary revascularization, or chronic stable angina. Patients who met none of these criteria were considered to have confirmed CAD if coronary angiography revealed any focal luminal stenosis or when angiography was not performed, by an exercise or pharmacologic stress test, or if high-resolution computed tomography of the coronary arteries showed at least moderate abnormalities suggestive of CAD. Since not all test results were available in the EHR, a physicians' description of these findings was acceptable to confirm the diagnosis. When a single reviewer was uncertain of the diagnosis of CAD, both reviewers discussed the case and reached consensus.
For measures that allowed for exclusion when a medical or patient reason for forgoing a treatment was present, we considered any of the following descriptions to meet exclusion criteria: a clinical rationale for forgoing treatment or treatment intolerance, nonadherence, refusal, or unaffordability. For the antiplatelet drug measure, we calculated the success rate after excluding patients who were receiving oral anticoagulation and failed to meet the measure because the risks and benefits of adding aspirin in this setting differ considerably from using aspirin alone. 11 For the lipid measurement measure, because it could reflect a patient's reason to forgo testing, we excluded patients for whom a physician ordered the test but it was not performed. For the blood pressure measure, we excluded patients who failed to meet this measure if blood pressure measurement was attempted but could not be obtained.
Of the medical charts, 15% were abstracted by both physician reviewers. Interrater reliability for determining whether a patient was misclassified based on physician review using the statistic was good and ranged from 0.62 to 0.85 for individual measures and was 0.78 for all measures.
ADDITIONAL MEASURE CRITERIA
For the LDL-C control measure, we thought exclusions that were not part of the measure criteria could potentially explain why some patients did not meet the measure. We believed that patients unable or unwilling to use cholesterol-lowering medication would be unlikely to reach the LDL-C control measure. Therefore, we calculated the rate of LDL-C control after excluding the patients meeting the exclusion criteria for the lipidlowering drug measure.
ANALYTIC APPROACH
We calculated performance rates of the quality measures as follows:
Number Meeting Criteria/ (Number Meeting CriteriaϩNumber Not Meeting Criteria
With No Exclusion Criteria).
We repeated these calculations after reclassifying patients based on chart review. Patients judged not to have CAD were removed from all denominators for the calculation of the rates after chart review. We calculated the difference between measures calculated using the 2-step process and the entirely automated process.
This study was approved by the institutional review board of Northwestern University (Chicago, Ill).
RESULTS
Our search identified 1006 patients with CAD diagnosis codes and 2 or more office visits in 2004. The mean (SD) age was 65.2 (11.4) years; 43.4% were female; 27.6% were black, 49.2% were white, 5.1% were Latino, and 18.1% were another race or of unknown race. Diagnosis codes were present for myocardial infarction for 19.0%, prior coronary artery bypass graft surgery for 13.0%, and percutaneous coronary revascularization for 12.4%. Hypertension and diabetes were common, present in 46.7% and 22.1%, respectively.
AUTOMATED MEASUREMENT COMPARED WITH MANUAL REVIEW OF ELECTRONIC MEDICAL CHARTS
The number of patients eligible for each measure varied from 134 for ␤-blocker prescribed after myocardial infarction to 1006 for blood pressure and lipid measurement ( Table 2) . By automated measurement, 454 patients (45.1%) did not meet 1 or more quality measure for which they were eligible. The percentage of patients who satisfied the individual measures ranged from 81.6% for lipid measurement to 97.6% for blood pressure measurement (Table 2 ). Physician chart review of patients who did not meet a quality measure detected additional cases in which the numerator or exclusion criteria went undetected ( Table 3) . Therefore the number meeting performance criteria increased and the number who remained eligible for each measure decreased. Of 454 patients who failed 1 or more measure, 61 (13.4%) did not have confirmed CAD (as described in the "Methods" section). Recalculation of the quality measures using the 2-step process yielded higher success rates than the automated results ( Table 4) . After chart review, success rates were 1.5 to 14.3 percentage points higher and varied from 87.1% for LDL-C control (Ͻ130 mg/dL [Ͻ3.4 mmol/L]) to 99.1% for blood pressure measurement at the last office visit (Table 4) .
MEASURE WITH ADDITIONAL CRITERIA ADDED
We calculated the LDL-C control rate after excluding patients who meet exclusion criteria for the lipid-lowering drug measure. Forty-one patients failing to meet this measure met the exclusion criteria for the lipid-lowering drug measure. When recalculated using these additional criteria, the performance rate was 91.8%, a 6.5 percentage point increase. Table 5 gives the reasons for misclassification of apparent failures for each measure. In all cases we detected patients meeting the measure who were missed by electronic searches. Erroneous CAD diagnoses and missed valid exclusions were also common.
REASONS FOR MISCLASSIFICATION
COMMENT
Quality measures that use electronic clinical information systems may enable the assessment of clinical performance in ways that have not been possible using paperbased records or electronic data generated for nonclinical purposes. Since they are used for clinical documentation and not merely billing, EHRs may allow for more accurate quality measurement than can be accomplished using administrative data alone, while keeping data collection efficient. Despite these advantages, our study shows that critical information required to measure quality may still not be captured in a way that can be used by algorithms designed to measure quality of care using EHRs. As a result, the quality measures currently undergoing demonstration by CMS could yield inaccurate estimates of quality.
When we used EHR-based measures to assess the quality of outpatient CAD care at a site where the rates of satisfying performance criteria exceeded 80%, apparent quality failures were frequently due to misclassification errors rather than true quality failures. Implementing measures that result in this form of misclassification could increase physician opposition to performance measurement for provider accountability or payment. Fear of being labeled as delivering poor care may discourage physicians from caring for medically challenging, economically disadvantaged, or nonadherent patients and could encourage clinicians to disregard patients' preferences or ignore their comorbid conditions when making treatment recommendations. [12] [13] [14] [15] [16] Furthermore, if care improves overall without overcoming measurement problems, the majority of apparent quality failures will actually be "false positives"-patients who appear to have not received indicated care who actually had a contraindication, exclusion, or unwillingness to follow a recommendation.
Our study testing CAD quality measures using outpatient data helps identify the reasons these measures misclassify patients as false quality failures. Addressing 4 general types of error could substantially remedy the measurement problems we encountered. First, as in prior studies, [17] [18] [19] [20] diagnoses were often used incorrectly. As a result, patients were improperly labeled as having CAD. Patients who had chest symptoms at one point in time or had a test ordered to exclude CAD may have been given the diagnosis of "angina pectoris" or "coronary atherosclerosis" even though subsequent evaluation did not suggest CAD. Without a method to overrule prior erroneous diagnoses, these patients remain on a list of patients eligible for CAD quality measures. Creation of new "diagnostic codes" (ie, "erroneous CAD diagnosis prior to this date") that could be used to override codes used incorrectly in the past is a potential solution to this problem.
Second, data that would have fulfilled quality criteria were not always documented in searchable portions of patient records. For example, physicians often wrote that they told patients to use aspirin but did not enter it into the standardized medication list because it does not require a prescription. Also, some prescription medications clearly mentioned in office notes were missing from Abbreviations: ACE, angiotensin-converting enzyme; ARB, angiotensin receptor blocker; LDL-C, low-density lipoprotein cholesterol; MI, myocardial infarction.
*Fifteen patients who were initially judged ineligible for the LDL-C control measure because they did not have an LDL-C measurement detected on electronic review met the criteria of having an LDL-C level under 130 mg/dL (Ͻ3.4 mmol/L) on manual review.
†Forty-one patients not meeting the measure criteria met additional exclusion criteria (exclusions for lipid-lowering drug measure). The rate of misclassification with these patients excluded was 49%. Abbreviations: ACE, angiotensin-converting enzyme; ARB, angiotensin receptor blocker; LDL-C, low-density lipoprotein cholesterol; MI, myocardial infarction.
*Patients with no confirmed coronary artery disease diagnosis were excluded from all calculations.
†Performance after adding additional exclusion criteria (exclusions for lipid-lowering drug measure) was 91.8%, a 6.5% increase from automated review.
the medication list. Patients from the study practice receive care from many other health care providers. We found cases in which physicians recorded data about prescriptions or laboratory results from physicians outside the practice that would have met the measure criteria. Because this information was located in the free-text portion of office notes, automated searches did not detect it. Configuring EHRs to allow for easy standardized documentation of data collected from other sources could ameliorate this problem.
Third, allowable exceptions for quality measure failures were not reliably captured by automated searches of the EHR. Even though the measures include exclusion criteria concerning patient or medical reasons for forgoing treatment, without a simple, standardized way to capture these exclusions, they cannot be used as part of automated measures. One potential solution would be creating new standard codes that explain exceptions or patient preferences for important chronic disease treatment decisions (eg, "hypotension due to ACE inhibitor" or "recommended ␤-blocker and patient declined"). These codes could be placed on patients' problem lists or associated with clinical encounters. Alternatively, electronic forms within EHRs could be used that explicitly capture the information used by physicians to make chronic disease management decisions in standardized fields so that it could be readily used for quality measurement or improvement.
Lastly, the LDL-C measure did not allow for exceptions that explained a large number of apparent failures. We determined the success rate for the LDL-C control measure after allowing for additional exclusions when there was a patient factor that prevented the measure from being achieved that was not within the physician's direct control. Because controlling the LDL-C of patients who are unable or unwilling to use cholesterollowering medication may not be possible, we chose to calculate the performance of LDL-C control allowing for the same exceptions from the lipid-lowering drug use measure. While this decision is controversial, 12,13 allowing these exceptions may be necessary to increase physician acceptance of this kind of measurement and to avoid the creation of perverse incentives to steer physicians away from nonadherent or medically complex patients. In our study population, once we allowed for these exceptions, the performance rate for this measure was over 90%. Continued refinement of measure specifications will likely be needed as medical evidence evolves. Our study has several limitations. The fact that we assessed the CAD measures for only 1 group practice with a single EHR limits the generalizability of our findings. We suspect that there could be considerable variation in the accuracy of these measures across practices, and we cannot determine from a single practice the extent to which these measurement errors could influence numerical comparisons between practices. Testing the validity of automated measures in multiple practice settings would provide a better understanding of how measurement error would affect quality comparisons between practices or health plans. Another potential source of error in our methodology is that we chose to allow inclusion of patients with CAD diagnosis codes who only had evidence of subclinical CAD. Therefore, some patients remained eligible for CAD quality measures on chart review who had not yet developed clinically evident CAD. If we had excluded these patients, we would have excluded more patients failing quality measures and found an even wider difference between the two sets of measurements. We did not determine if some patients meeting all quality measures did not in fact have CAD, though it is unlikely that this would have caused more than minimal changes to our findings. Lastly, we were unable to determine if there were patients in this population with clinically diagnosed CAD who did not have any CAD diagnosis code used.
Measuring outpatient quality of care is a complicated endeavor. Our findings suggest that if high-performing sites were compared using quality measures derived from EHRs, apparent numerical differences could be largely due to measurement problems rather than quality differences. Formally assessing how well automated measures perform prior to their adoption for pay-forperformance and public accountability seems to be a worthy exercise. Errors in diagnostic coding, documentation of care, the capture of exclusions, and accounting for valid reasons for quality failures present important obstacles to accurate measurement. Changes in the way clinicians document chronic disease care, the addition of standardized codes to explain management decisions, and designing EHRs to better serve chronic disease care may make EHR-based CAD quality measures more accurate. At present, it would be premature to use these electronic measures for public comparison or reimbursement. 
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