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11 Einfu¨hrung
Sicherheit und Zuverla¨ssigkeit stellen die Hauptaspekte beim Betrieb eines sicher-
heitskritischen Systems dar. Besonders im ﬂugtechnischen Sektor beim Betrachten
des Flugregelungssystems, das unter die sicherheitskritischen Systeme fa¨llt, kann
eine Beeintra¨chtigung der Sicherheit katastrophale Folgen haben.
Der Begriﬀ Technische Sicherheit steht im Flugzeug oft eng mit dem Begriﬀ Sta-
bilita¨t in Verbindung. Maßnahmen zur Erho¨hung der Sicherheit ko¨nnen zum einen
durch die Erho¨hung der Stabilita¨t in Form von gro¨ßeren Stabilita¨tsreserven getrof-
fen werden. Zum anderen wird durch Redundanzmanagement die Funktionsfa¨higkeit
des Systems bei Ausfall von Teilsystemen erhalten und somit die Sicherheit gewa¨hr-
leistet. In dieser Hinsicht kann aber eine Verbesserung der Sicherheit zu einer Ver-
schlechterung der Zuverla¨ssigkeit fu¨hren, da sich die Anzahl der Komponenten des
Systems und somit die Ausfallwahrscheinlichkeit des Gesamtsystems erho¨ht [Ise94].
Die Betrachtung der Stabilita¨tsreserve erfolgt im Regelkreis des Flugzeuges beste-
hend aus dem zu regelnden Flugzeug, dem Flugregelgesetz, den Aktuatoren zum
Anstellen der Steuerﬂa¨chen und der Signalverarbeitung. Hierbei sind zuna¨chst zwei
Arten von Stabilita¨tsreserven zu unterscheiden: konstruktive und regelungstechni-
sche. Die konstruktive Stabilita¨tsreserve bezieht sich auf des Flugzeug selbst. Diese
ha¨ngt fu¨r die La¨ngsstabilita¨t hauptsa¨chlich von der Lage des Schwerpunktes zum
Neutralpunkt und fu¨r die Seitenstabilita¨t von der Gro¨ße des Seitenleitwerks ab. Die
Problematik besteht darin, daß zur Erho¨hung der Flugleistung die konstruktive Aus-
legung des Flugzeuges am Rand zur Instabilita¨t oder aber auch im Instabilen bei
Milita¨rﬂugzeugen erfolgt. Im zweiten Fall muß das instabile Flugzeug durch eine
zuverla¨ssige Regelung mit hohen Versta¨rkungsfaktoren ku¨nstlich stabilisiert werden
[XH92]. Fu¨r jedes Flugzeug wird letztendlich ein Optimum als Kompromiß zwischen
Stabilita¨tsreserve und Wirtschaftlichkeit getroﬀen.
Fu¨r die regelungstechnische Betrachtung wird das Flugzeug im Regelkreis herange-
zogen. Stabilita¨tsreserve bedeutet in diesem Zusammenhang im Sinne des Nyquist-
Kriteriums [Unb00a] Amplituden- und Phasenreserve. Unter Speziﬁkationsgesichts-
punkten kann eine Optimierung der Stabilita¨tsreserven u¨ber die Freiheitsgrade Flug-
regler, Aktuatorregler und die Notch-1 und Tiefpaßﬁlter der Signalverarbeitung vor-
genommen werden. Gro¨ßtes Problem hierbei stellen die Phasenverluste der Filter
dar, die sowohl aus den dem Flugregelgesetz zugefu¨hrten Sensorsignalen als auch
aus den Aktuatorsollwerten die aeroelastischen Eigenfrequenzen der Struktur ﬁl-
tern. Hier bietet sich ein Ansatz fu¨r eine Reduktion der Phasenverluste, jedoch
sind die Filter in Betracht der gestellten Anforderungen derzeit schon optimiert.
Ein weiteres Problem leitet sich aus der Anpassung der Filter an Flugregelgesetz
1Bandsperre
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und Aktuatorregler ab, wobei bei der Gesamtbetrachtung des Flugregelsystems die
Entwurfsfreiheitsgrade der Einzelkomponenten sinken. Zur gleichzeitigen Reduktion
sowohl der Phasenverluste als auch der Anpassungsprobleme sind zwei Mo¨glichkeiten
denkbar:
• Optimierung durch einen einzigen, das Gesamtsystem integrierenden Entwurf
• eine gemeinsame Auslegung von Teilsystemen
Ersteres wu¨rde auf eine Modellierung des gesamten Flugzeuges, welches aus den ﬂug-
mechanischen, elastischen und aerodynamischen Teilmodellen inklusive der Aktua-
toren besteht, hinauslaufen. Diese Komplexita¨t ist jedoch nicht handhabbar, auch
wenn ein alles integrierender Entwurf ein Optimum hinsichtlich der Phasenverluste
und der Adaptionsprobleme liefern wu¨rde. Das zweite Konzept einer Teilintegration
stellt die Lo¨sung zwischen Realisierbarkeit und Phasengewinn und somit erho¨hten
Stabilita¨tsreserven dar. Die Teilkomponenten, die mit geringem Aufwand und somit
geringer Modiﬁkation vereint entworfen werden ko¨nnen, sind eine Aktuatorregelung
und das entsprechende vorgeschaltete Notch-Filter des Aktuatorsollwertes. Durch
diesen neuartigen Schritt erho¨hen sich neben den Stabilita¨tsreserven zum einen die
Entwurfsfreiheitsgrade und zum anderen verringert sich der Aufwand fu¨r die Ad-
aption aller Komponenten des Flugregelsystems im Sinne der Speziﬁkation. Dieses
Konzept stellt einen weiteren Schritt in Richtung eines intelligenten Stellantriebes
(smart actuator)2 dar.
1.1 Problematik der aeroelastischen Schwingungen
Die Notwendigkeit einer Filterung erwa¨chst aus der aeroelastischen Struktur des
Flugzeugs. Schon seit Beginn des Flugzeugbaus mußte man sich mit aeroelastischen
Problemen, d.h. dem Einﬂuß der Luftstro¨mung auf das elastische Flugzeug, aus-
einandersetzen. Aus Gru¨nden der Leistungsfa¨higkeit und Wirtschaftlichkeit wurden
neue Rumpf-, Flu¨gel- und Leitwerkskonstruktionen entwickelt, deren bedeutenstes
aerodynamisches Problem das Flattern3 war und heute noch ist (Bild 1.1). Auch
heute noch birgt die Flatterunterdru¨ckung ein großes Forschungspotential [zB94],
[JMD81], [PFP97].
2Beim smart actuator -Konzept ko¨nnen neben der Regel- und U¨berwachungseinheit (Actuator
Control Unit, ACU) auch Fehlererkennungs- und Diagnosealgorithmen direkt am Aktuator inte-
griert werden durch Auslagerung der Aktuatorelektronik aus dem Flugregelungsrechner (FCC)
[CK83]
3Flattern ist eine bei Erreichen der kritischen Flattergeschwindigkeit eintretende selbsterregte
Schwingung, die bis zum Bruch von Flu¨gel oder Leitwerk fu¨hren kann
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Abbildung 1.1: Aeroelastisches Kra¨ftedreieck [Fo¨r74]
Das Flattern sowie die in dieser Arbeit betrachtete dynamische Flugstabilita¨t werden
unter dem Begriﬀ der dynamischen Aeroelastikprobleme zusammengefaßt. Hier-
bei wirken, wie in Bild 1.1 dargestellt, die drei am Flugzeug auftretenden Ar-
ten von Kra¨ften zusammen. Große Bedeutung kommt der dynamischen Flugsta-
bilita¨t zu, da durch den Aeroelastikeinﬂuß direkt die Stabilita¨t des Flugzeuges
beeinﬂußt werden kann. Der Grund dafu¨r liegt darin, daß dynamische Flugsta-
bilita¨tsprobleme dann auftreten, wenn die Eigenfrequenzen der elastischen Struk-
tur in der Gro¨ßenordnung der ﬂugmechanischen Eigenmoden liegen. Aufgrund der
Vielzahl elastischer Schwingungsmoden unterschiedlicher Frequenz und Auspra¨gung,
die durch unterschiedliche Beladung/Betankung und Flugzustand variieren ko¨nnen,
beﬁnden sich auch einige dieser Moden in der Bandbreite des Flugregelsystems
(FCS). Werden die Steuerﬂa¨chen durch die Aktuatoren und/oder aerodynamische
Lasten, wie Bo¨en, angeregt (Bild 1.2), so wirken sich die Schwingungen auf die
gesamte Flugzeugzelle aus. Diese Strukturschwingungen ko¨nnen Sto¨rpegel in der
Gro¨ßenordnung der Starrko¨rperbeschleunigungen verursachen [WN84]. Die Verfor-
mungen bzw. Schwingungen der umstro¨mten elastischen Struktur ziehen zumeist
instationa¨re aerodynamische Reaktionen nach sich, die sich sowohl auf das stati-
sche als auch das dynamische Gesamtverhalten des Flugzeuges auswirken. Das
Starrko¨rperverhalten u¨berlagert mit den Schwingungen der elastischen Struktur wer-
den von den Drehraten- und Beschleunigungssensoren des inertialen Meßsystems
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Abbildung 1.2: Flugregelsystem mit Strukturkopplung
(IMU4) aufgenommen und gelangen in den Flugregelungsrechner (FCC). Die Fol-
ge ist, daß die vom Flugregelgesetz kommandierten Ruderausschla¨ge die elastischen
Eigenschwingungen weiterhin anregen. Dieses Pha¨nomen wird als structural feed-
back bezeichnet [GBN97]. Wie aus Bild 1.3 zu entnehmen, ist das beschriebene
Pha¨nomen ein Zusammenspiel von Aeroelastik und Servoelastik.
Um zu gewa¨hrleisten, daß mo¨glichst keine Schwingungen erfaßt werden, werden die
Beschleunigungsmeßgeber auf der Flugzeugstruktur derart platziert, daß sie sich in
den Schwingungsknoten einer kritischen Strukturschwingung beﬁnden [Pra00].
Aus den vorangegangenen Darstellungen u¨ber die Ursachen der Anregung von aero-
elastischen Schwingungen und deren Einﬂuß auf das Starrko¨rperverhalten zeigt sich
die Notwendigkeit einer Filterung der Sensorsignale, um zu vermeiden, daß die Fre-
quenzen der Strukturschwingungen in den FCC gelangen. Desweiteren ist eine Fil-
terung des vom Flugregelgesetz kommandierten Aktuatorsollwertes unerla¨ßlich, um
eine ausreichende Da¨mpfung der kritischen Frequenzen sicherzustellen, so daß der
jeweilige Aktuator nicht die entsprechende Steuerﬂa¨che anregen kann. Der Entwurf
dieser Notch-Filter erfolgt anhand von Zulassungsanforderungen bzw. Speziﬁkatio-
nen des Betreibers fu¨r das Gesamtverhalten des Flugzeugs. Die Filterung bringt
aber wiederum Phasenverluste mit sich, die sich auch aufgrund ihrer Frequenzlage
auf die ﬂugmechanischen Eigenfrequenzen auswirken ko¨nnen. Zur Kompensation
dieses Eﬀekts werden phasenanhebende Filter (lead-Filter) eingesetzt.
Zur Minimierung der Phasenverluste der Filterung wird in dieser Arbeit dem Kon-
zept nachgegangen, einen Aktuatorregler zu entwerfen, der die Filterung des Aktua-
tor-Sollwertes in den Aktuatorregler integriert. Diese Teilintegration innerhalb des
Gesamtﬂugregelsystems stellt zur Reduktion der Phasenverluste ein Optimum hin-
sichtlich Realisierbarkeit dar.
4IMU: inertial measurement unit
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Abbildung 1.3: Aeroservoelastik
1.2 Applikation
Das Konzept wird anhand eines Seitenruderaktuators untersucht. Der Aktuator ist
Teil des lateralen Flugregelungssystems eines modernen Fly-by-wire (FBW) Flug-
zeuges und geho¨rt somit zu den prima¨ren, sicherheitskritischen Aktuatoren. Die
Wahl des Seitenruderaktuators liegt darin begru¨ndet, daß das Seitenruder nur von
einem Aktuator bewegt wird und das vorgeschaltete Notch-Filter lediglich eine Fre-
quenz aus dem Aktuatorsollwert ﬁltert. Die Einfachheit des Systems ist somit
bestens geeignet, um Grundsatzuntersuchungen zu diesem neuen Konzept durch-
zufu¨hren. Ziel der Arbeit ist jedoch nicht allein der integrierte Regler/Filter-Entwurf
zur Erho¨hung der Stabilita¨tsreserven, sondern auch die Einbeziehung der aeroela-
stischen Struktur beim Reglerentwurf. Die Betrachtung des Ruders nicht als starre
Masse, sondern als eine elastische Struktur, die durch aerodynamische Kra¨fte zum
Schwingen angeregt werden kann, soll zur Erho¨hung der Performance der Aktuator-
regelung dienen. Das Zusammenspiel aus Aerodynamik, Aeroelastik, Aktuator und
dem Filter als Teil des Flugregelungssystems in einem Entwurf kann dann als eine
aeroservoelastische Interaktion betrachtet werden (Bild 1.4).
Abbildung 1.4: Komponenten einer aeroservoelastischen Interaktion
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Weitere Einblicke in Probleme der Aeroservoelastik liefern [MKB], [RTC95] und
[RTC96].
Der erste Schritt besteht in der Auswahl eines geeigneten Regelungskonzeptes. Bei
diesem Konzept soll neben der Integration der Filterung auch mindestens eine Bei-
behaltung der Filtereigenschaften und, was letztendlich den Sicherheitsaspekt un-
terstreicht, gro¨ßere Stabilita¨tsreserven durch Reduktion der Phasenverluste erreicht
werden. Unter dem Gesichtspunkt eines sicherheitskritischen Systems muß Stabilita¨t
nicht nur fu¨r das lineare Entwurfsmodell des Prozesses, sondern auch fu¨r den realen
nichtlinearen Prozeß gewa¨hrleistet werden. Aufgrund dieser Anforderungen werden
in der vorliegenden Arbeit robuste Regelungsverfahren eingesetzt, da robuste Sta-
bilita¨t von konventionellen Reglerentwurfsverfahren nicht aus dem Entwurfsprozeß
heraus garantiert werden kann. Wie sich schon in der vorangegangenen Arbeit von
Eich [Eic99], in der eine fehlertolerante robuste Regelung fu¨r einen Ruderaktuator
entworfen wurde, gezeigt hatte, war das Konzept der robusten Regelung der kon-
ventionellen Regelung insbesondere im Fehlerfall deutlich u¨berlegen. Diese positiven
Erfahrungen sollen in dieser Arbeit genutzt werden, um darauf aufbauend eine neue
Einsatzmo¨glichkeit der robusten Regelung in der Flugzeugaktuatorik zu etablieren.
Allen robusten Reglerentwurfsverfahren ist gemeinsam, daß der Regler nicht fu¨r eine
feste Regelstrecke entworfen wird, sondern daß dieser robust gegen Abweichungen
(Unsicherheiten) im U¨bertragungsverhalten ist (robuste Stabilita¨t). Die µ-Synthese,
die in dieser Arbeit zum Einsatz kommt, hat den Vorteil gegenu¨ber anderen robusten
Verfahren [Ack93], daß sowohl parametrische als auch dynamische Unsicherheiten
modelliert werden ko¨nnen und daru¨ber hinaus eine Strukturierung im Unsicher-
heitsmodell beru¨cksichtigt werden kann. Das reduziert die Konservativita¨t im Reg-
lerentwurf. Weiterhin, und das ist fu¨r diese Anwendung das ausschlaggebendste,
ko¨nnen Regelgu¨teanforderungen in den Entwurfsprozeß integriert werden und somit
ein Wunschverhalten geformt werden (loop shaping). Die Filterfunktion stellt eine
solche Anforderung an das Regelkreisverhalten dar. Es existieren zwar unterschiedli-
che Reglerentwurfsverfahren mit loop shaping [CDYS96], [GT96], [DG94], [HYR92],
jedoch ist nicht jedes Verfahren in der Lage, auch bei Abweichungen vom nomi-
nellen Fall diese Regelgu¨teanforderungen zu gewa¨hrleisten. In Verbindung mit der
µ-Synthese kann aber nicht nur robuste Stabilita¨t, sondern auch robuste Performan-
ce garantiert werden. Dadurch kann bei einem integrierten Regler/Filter-Entwurf
sowohl die Stabilita¨t aufgrund von Unsicherheiten als auch die selbst deﬁnierte Per-
formance der Filterung garantiert werden.
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Fu¨r die Umsetzung des vorgestellten Konzeptes mu¨ssen folgende Fragen gekla¨rt
werden:
• Ist prinzipiell die Einbindung einer Filterfunktion in die Aktuatorregelung mit
Hilfe der µ-Synthese mo¨glich?
• Kann der Regler die geforderte robuste Stabilita¨t und robuste Performance
einhalten?
• Ko¨nnen durch diesen integrierten Reglerentwurf die Phasenverluste durch die
Filterung reduziert werden?
• Bleiben die Da¨mpfungseigenschaften des Filters erhalten?
• Kann der Regler aufgrund seiner Gro¨ßenordnung realisiert werden?
1.3 Aufbau der Arbeit
In Kapitel 2 wird auf das konventionelle Konzept der Aktuatorregelung und Filter-
ung eingegangen, wobei der Schwerpunkt auf der Regelung liegt.
Kapitel 3 bescha¨ftigt sich mit der Theorie der robusten Regelung. Hier werden die
Verfahren der H∞- und µ-Synthese vorgestellt sowie auf die Modellstruktur einge-
gangen. Einen weiteren Schwerpunkt bildet die Vorstellung unterschiedlicher Ver-
fahren zur Ordnungsreduktion des Reglers, da die mit der µ-Synthese entworfenen
Regler zumeist eine große Reglerordnung aufweisen.
Im Mittelpunkt des Kapitels 4 steht die Modellbildung des Aktuators sowie der
Lasten. Hier wird unterschieden zwischen dem angekoppelten Ruder als statische
Last und den aerodynamischen und aeroelastischen Lasten.
Kapitel 5 bescha¨ftigt sich mit dem gesamten Entwurfsprozesses des robusten Reg-
lers. Dazu geho¨rt die Ermittlung eines erweiterten Modells, das die Grundlage
zum Reglerentwurf darstellt. Neben einem nominellen Modell des Aktuators wird
ein Unsicherheitsmodell hergeleitet sowie Performancegewichtungen aufgrund von
Speziﬁkationen aufgestellt. Weiterhin werden alle Schritte zum Entwurf des Reglers
sowie dessen Analyse in der linearen und nichtlinearen Simulation auch im Vergleich
mit dem konventionellen Konzept dargestellt.
Den Abschluß in Kapitel 6 bildet eine Zusammenfassung der Arbeit sowie einen
Ausblick auf weitere Mo¨glichkeiten im Bereich der Filter-integrierten Regelung.
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2 Konventionelles Konzept
Zu Beginn der Arbeit steht die Untersuchung des konventionellen Konzepts. Da
bisher die Auslegung der Notch-Filterung und der Aktuatorregelung unabha¨ngig
voneinander durchgefu¨hrt wurden, soll auch hier eine Trennung in der Darstellung
der beiden Teilgebiete erfolgen.
2.1 Die Notch-Filterung
Die Notch-Filterung ist Teil des Flugregelungssystems mit dem Ziel, die ausge-
pra¨gten Eigenmoden der elastischen Struktur des Flugzeuges, die von den Beschleu-
nigungs- und Drehratensensoren der IMU erfaßt werden, ausreichend zu da¨mpfen.
Das Flugregelsystem ist dabei in zwei Teilsysteme fu¨r die Longitudinal- und die
Lateralbewegung unterteilt, die miteinander gekoppelt sind. Die Filterung sowie
der Flugregler werden fu¨r beide Bewegungen getrennt ausgelegt und optimiert, wo-
bei bei der Auslegung des Flugreglers nur das Starrko¨rperverhalten des Flugzeuges
in Betracht gezogen wird. Als Folge kann es zu Problemen des structural feedback
kommen, wenn von den Sensoren der IMU sowohl die Starrko¨rper- als auch die ela-
Abbildung 2.1: Konventionelle Filterung mit Notch-Filtern
2.1 Die Notch-Filterung 9
stischen Bewegungen des Flugzeuges aufgenommen, dem Flugregelgesetz zugefu¨hrt
und dort versta¨rkt werden (vgl. Bild 1.2). Zur Vermeidung dessen werden die Filter
eingesetzt.
Die folgenden Ausfu¨hrungen beziehen sich allein auf die Lateralbewegung, da der
Seitenruderaktuator ausschließlich zur Lateralbewegung beitra¨gt.
Die Filterung der durch die IMU erfaßten Signale wird in den heutigen Flugzeugen
folgendermaßen realisiert (Bild 2.1). Die Filterung ist dabei zweigeteilt: zum einen
werden die Meßsignale, bevor sie dem Flugregelgesetz zugefu¨hrt werden, mit Hilfe
von Notch-Filtern verschiedener Frequenz und Tiefpaßﬁltern geﬁltert. Die Tief-
paßﬁlter decken hierbei den oberen Frequenzbereich mit großem Abstand zu den
Starrko¨rpereigenfrequenzen ab. Im unteren Frequenzbereich wird nur sehr schmal-
bandig um die entsprechenden Frequenzen geﬁltert, um das Verhalten des Flug-
regelsystems nicht maßgeblich zu beeinﬂussen. Da die zu ﬁlternden aeroelastischen
Eigenfrequenzen teilweise im Frequenzbereich der Starrko¨rperbewegung liegen, be-
wirkt die Filterung in diesem kritischen Frequenzbereich Phasenverluste, die die
Stabilita¨t des Flugzeuges beeinﬂussen ko¨nnen. Dies gilt insbesondere fu¨r den dyna-
mischen Bereich der Flugregelung bis 5Hz. Den Phasenverlusten wird durch pha-
senanhebende Lead-Filter entgegengewirkt. Bild 2.2 zeigt das Beispiel eines solchen
Filters [Pra00], woraus wieder andere Probleme ersichtlich werden, da ein Lead-
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Abbildung 2.2: Beispiel eines Lead-Filters
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Filter im ho¨heren Frequenzbereich eine große Amplitude aufweist, die den Eﬀekt
der Strukturanregung dort versta¨rkt. Dies erfordert eine Erho¨hung der Da¨mpfung
der Notch- bzw. Tiefpaßﬁlter, woraus aber wieder gro¨ßere Phasenverluste folgen.
Die Stellkommandos fu¨r die Aktuatoren werden erneut einer Filterung unterzogen,
um sicherzustellen, daß zumindest die erste der strukturdynamischen Eigenmoden,
die noch in der Bandbreite der Aktuatorregelung liegt, genu¨gend geda¨mpft ist.
Bild 2.3 zeigt die Eigenmoden der aeroelastischen Struktur des untersuchten Seiten-
leitwerks mit Ruder. Diesem Bode-Diagramm liegt ein Finite-Elemente-Modell des
Seitenleitwerks mit Ruder ohne Aktuatorankopplung zugrunde. Die freie Schwin-
gung des Ruders ist in dem integrierenden Globalverhalten erkennbar. Wie Bild 2.3
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Abbildung 2.3: Eigenmoden des Seitenleitwerks incl. Ruder
zu entnehmen, ist die erste Eigenmode des Seitenleitwerks deutlich von den weiteren
separiert. Diese Tatsache erleichtert zum einen die Filterung, und aufgrund der Ei-
genfrequenz von 11,5Hz ist eine alleinige Filterung dieser Frequenz vertretbar. Die
derzeit eingesetzte Filterordnung von zwei (Gl. 2.1) stellt einen Kompromiß zwischen
ausreichender Da¨mpfung und geringer Ordnung dar, um so auch die Phasenabsen-
kung im Bereich bis 10Hz mo¨glichst gering zu halten (Bild 2.4) :
Fnotch(s) =
1 + 2D1
ω0
s+ 1
ω20
s2
1 + 2D2
ω0
s+ 1
ω20
s2
(2.1)
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Abbildung 2.4: U¨bertragungsfunktion des Notch-Filters
Wie Bild 2.4 zusammen mit Bild 2.3 zeigt, ist eine Da¨mpfung des Filters von -21dB
ausreichend fu¨r die erste Eigenmode.
2.2 Aktuatorregelung
Aufgrund des integrierenden Verhaltens des elektrohydraulischen Aktuators ist ei-
ne Aktuatorregelung notwendig, um ein proportionales U¨bertragungsverhalten zwi-
schen dem Stellsignal und dem Ruderausschlag zu erzielen. Die Anforderungen an
die Regelung sind wegen des nichtlinearen Verhaltens sowie der geringen Da¨mpfung
des Aktuators groß. Außerdem gilt es eine hohe dynamische Steiﬁgkeit [LA] des
Aktuators zu erlangen. Hintergrund dabei ist, daß harmonische aerodynamische
Lastkra¨fte zusammen mit der elastischen Struktur des Ruders die Amplitude der
Kolbenbewegung in einem bestimmten Rahmen halten mu¨ssen. Realisiert werden
derzeit dreischleiﬁge proportionale Kaskadenregler (Bild 2.5), die der Struktur ei-
nes Zustandsreglers sehr nahe kommen, da alle dominierenden Eigenbewegungen
zuru¨ckgefu¨hrt werden (vgl. [Kli95]). Dabei ist der Kolbenpositionskreis digital aus-
gefu¨hrt, wohingegen Ventilschieberposition und Spulenstrom analog geregelt wer-
den (KS bzw. KI). Erfaßt werden die beiden Positionen von induktiven Weg-
aufnehmern (LVDT) und der Spulenstrom mit Hilfe eines Shunts. Aufgrund der
hohen Sicherheitsanforderungen sind diese drei Regelkreise vierfach redundant aus-
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Abbildung 2.5: Konventionelle Kaskadenregelung
gefu¨hrt, der U¨bersichtlichkeit halber aber nur einfach in Bild 2.5 dargestellt. Der
Versta¨rkungsfaktor des a¨ußeren Regelkreises (outer loop) ist nicht ﬁx, sondern va-
riiert mit der Ventilschieberposition (sog. gain scheduling): zwischen Nullstellung
und maximaler Auslenkung verringert sich die Versta¨rkung um mehr als 50%. Die-
se Maßnahme bewirkt eine Da¨mpfung in der Dynamik der Regelung, um so nicht
in der Begrenzung der Steuerspannung zu verharren. Der Sollwertlimiter fu¨r die
Schieberposition a¨ndert mit dem Schieberweg und dem Spulenstrom die Grenzen.
Ziel ist es, den magnetischen Fluß konstant zu halten. Die vom Leistungsversta¨rker
gelieferte Spannung ist begrenzt auf ±38V .
Das bisherig eingesetzte Lastmodell des Ruders in Form eines Zweimassenschwingers
ist im folgenden dargestellt:
Abbildung 2.6: Einfaches Lastmodell des Ruders
Diese dynamische Last bildet eine stark vereinfachte Darstellung eines elastischen
Ruders. Durch diese Darstellung und die entsprechende Parametrierung werden die
erste und dritte Eigenmode des gesamten Seitenleitwerks abgedeckt. Die zweite Ei-
genmode bei ca. 163rad/sec kann aufgrund ihrer geringen Auspra¨gung (vgl. Bild 2.3,
Phasenverlauf) vernachla¨ssigt werden. A¨ußere aerodynamische Kra¨fte werden u¨ber
die Masse mL2 in das System geleitet.
Der Einﬂuß der aerodynamischen Kra¨fte auf die Kolbenbewegung ist gravierend.
Bild 2.7 zeigt die Kolbenposition bei einer Vorgabe von 30mm und unterschiedli-
chen Lastfa¨llen: ohne a¨ußere Last und mit einer nach der Speziﬁkation maximalen
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Lastkraft von 165kN bei ein- und ausfahrendem Kolben.
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Abbildung 2.7: Vergleich der Kolbenposition bei unterschiedlichen Lastfa¨llen
Es wird deutlich, daß je nach Bewegungsrichtung die Anstiegszeit bzw. die Kol-
bengeschwindigkeit um das doppelte variiert. Diese gravierenden Auswirkungen des
Lasteinﬂusses auf die Bewegung des Aktuator zeigen, daß ein Ziel eines neuen Reg-
lerentwurfs die Verbesserung der Performance unter Lasteinﬂuß darstellt.
Das zuvor beschriebene Konzept der Aktuatorregelung zusammen mit der Notch-
Filterung la¨ßt bei einem iterativen Entwurfsprozeß nur wenige Freiheitsgrade auf-
grund der Reglerstruktur. Zwar erfu¨llt diese Regler/Filter-Struktur durch Anpas-
sung und Optimierung die Speziﬁkation, jedoch sind die Phasenverluste und der
Entwurfsaufwand groß. Aus Gru¨nden der Erho¨hung der Stabilita¨tsreserve der Flug-
regelung und der zeitlichen Optimierung des Entwurfs wird in dieser Arbeit ein
integrierter Regler/Filter-Entwurf mit Hilfe der H∞- und µ-Synthese durchgefu¨hrt.
Die theoretischen Grundlagen dazu werden im folgenden Kapitel vorgestellt.
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3 Robuste Regelung
Die Robustheit einer Regelung ist ein Begriﬀ, den man in zweierlei Hinsicht betrach-
ten kann. Ganz allgemein nennt man eine Regelung robust, wenn sie Streckenvaria-
tionen und Modellfehler tolerieren kann. Zuna¨chst einmal entha¨lt jeder Regelkreis
ein gewisses Maß an Robustheit gegen Streckenvariationen als Folge der Optimie-
rung beim Reglerentwurf oder durch die Einhaltung bestimmter Stabilita¨tsreserven
(Amplituden- und Phasenrand [GFFEN94]). Diese Stabilita¨t im engeren Sinne be-
zieht sich dann nur auf die Stabilita¨t des Regelkreises (Robuste Stabilita¨t). Nicht
betrachtet wird hingegen die A¨nderung der Performance aufgrund von Modellfeh-
lern, da eine Optimierung der Regelgu¨te nur auf der Basis der nominellen Regel-
strecke vorgenommen wird. Seit Beginn der 80er Jahre werden Verfahren mit Hil-
fe von Singula¨rwerten5 entwickelt zur Analyse von Systemen bezu¨glich Robustheit
der Stabilita¨t und Performance. Insbesondere mit der µ-Synthese, die auf einer
Weiterentwicklung des Singula¨rwertes beruht, kann ein Regelkreis hinsichtlich ro-
buster Stabilita¨t und robuster Performance optimiert werden. Da es sich um ein
Frequenzbereichsverfahren handelt, ko¨nnen Robustheitsanforderungen in Form von
U¨bertragungsfunktionen des geschlossenen Regelkreises einfach in den Entwurfspro-
zeß einbezogen werden.
Im Folgenden wird die zum Nachvollziehen dieser Arbeit beno¨tigte Theorie darge-
legt. Hierbei wird insbesondere auf das Einbinden von Performanceanforderungen
zum loop shaping sowie Maßnahmen zur Reduktion der Reglerordnung eingegangen.
3.1 Grundidee
Die Grundlage eines jeden Reglerentwurfs ist ein mathematisches Modell des Prozes-
ses. Die Diskrepanz zwischen dem Verhalten des Prozesses und des Modells ist ha¨uﬁg
erheblich. Probleme ergeben sich dann, wenn der modellbasierte Regler am realen
Prozeß implementiert wird. Entwurfsziele wie Stabilita¨t und gute Performanceei-
genschaften ko¨nnen dann nicht in jedem Fall garantiert werden. Bei Abweichungen
in kritischen Bereichen kann es gar zur Instabilita¨t kommen. Diese Abweichungen
werden als Unsicherheiten bezeichnet und haben die folgenden Ursachen:
• Linearisierung nichtlinearer Eﬀekte , wie z.B. Reibung
• Vernachla¨ssigungen von ho¨herdynamischen Eigenbewegungen zur Vereinfa-
chung des Modells
• Parameterschwankungen durch z.B. Temperatureinﬂuß
5engl. singular values σ, bezeichnen die Versta¨rkung einer Matrix. Im allgemeinen ist der
maximale Singula¨rwert σ besonders interessant (vgl. Kapitel 3.5)
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• Paramtera¨nderungen durch Alterung, Verschleiß oder Degradation
• Arbeitspunkta¨nderungen.
Die Beschreibung des realen Prozesses erfolgt durch die Kombination eines einfa-
chen, linearen Modells (nominelles Modell) und der Unsicherheiten. Dadurch wird
der Regler nicht fu¨r ein einzelnes Modell, sondern fu¨r eine Schar von Modellen aus-
gelegt, wobei vorrausgesetzt wird, daß das reale Regelkreisverhalten innerhalb der
Modellschar liegt. Die Entwurfsziele ko¨nnen dann derart formuliert werden, daß die
Auswirkungen der Unsicherheiten auf das gesamte Regelverhalten minimiert wer-
den, so daß zum einen robuste Stabilita¨t und zum anderen robuste Performance
garantiert werden kann. Eine Validierung des Verhaltens am realen Prozeß ist je-
doch unerla¨ßlich. Der zeitliche Aufwand zur Ermittlung der Modellschar ist zwar
erheblich im Bezug auf den Gesamtentwurf, jedoch ist dies spa¨ter ein Garant fu¨r
gute Ergebnisse.
3.2 Grundbegriﬀe
Bevor na¨her auf die Modellfehler eingegangen wird, erfolgt zuna¨chst eine Kla¨rung
einiger Begriﬀe.
Small Gain Theorem
Der Satz der kleinen Versta¨rkungen (engl. small gain theorem [Zam66]) geht zuru¨ck
auf das Nyquistkriterium. Er stellt eine hinreichende Bedingung fu¨r asymptotische
Stabilita¨t dar. Er besagt, wenn Modell G und Regler K asymptotisch stabil sind,
ist auch die asymptotische Stabilita¨t des Regelkreis gewa¨hrleistet, wenn der Spek-
tralradius6 ρ des oﬀenen Regelkreises kleiner als Eins ist:
ρ[G(jω)K(jω)] < 1, ∀ω.(3.1)
Der Satz der kleinen Versta¨rkungen ist insbesondere dann hilfreich, wenn von ei-
nem System nur der Amplitudengang vorhanden ist. Dann ist er nicht nur eine
hinreichende, sondern auch eine notwendige Bedingung.
Linear Fractional Transformation
Die Linear Fractional Transformation (LFT) ist eine verallgemeinerte Darstellung
der Verknu¨pfung von zwei linearen Systemen [DPZ91]. Es existieren zwei Arten von
LFTs: upper LFT FU und lower LFT FL (Bild 3.1). An einem Beispiel soll die lower
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Abbildung 3.1: Verallgemeinerter Regelkreis
LFT hergeleitet werden. Das Vorgehen bei der upper LFT ist analog. Die Signale
u und y stellen die Stellgro¨ßen bzw. die Meßsignale dar. Der Eingangsvektor w des
Prozesses P faßt alle externen unbeeinﬂußbaren Signale zusammen, wa¨hrend der
Ausgangsvektor e die zur Speziﬁkation der Regelgu¨te beno¨tigten Signale beinhaltet.
Der Prozeß P kann in Matrizenschreibweise folgendermaßen dargestellt werden:
[
e
y
]
=
[
P 11 P 12
P 21 P 22
]
︸ ︷︷ ︸
P
[
w
u
]
(3.2)
Setzt man nun
u = K · y(3.3)
und lo¨st Gl. 3.2 nach e auf, ergibt sich die lower LFT von K bezu¨glich P
e = [P 11 +P 12K(I−P 22K)−1P 21]︸ ︷︷ ︸
FL(P,K)
w.(3.4)
Singula¨rwerte und H∞-Norm
Zur Analyse von Mehrgro¨ßensystemen hinsichtlich Robustheit kann aufgrund der
Verkopplungen zwischen den einzelnen Teilsystemen nicht auf die Eingro¨ßenverfahren
zuru¨chgegriﬀen werden. Um dennnoch auf das leicht zu handhabende small gain
theorem zuru¨chgreifen zu ko¨nnen, wird ein neuer Amplitudenversta¨rkungsbegriﬀ
abgeleitet: der Singula¨rwert σ (engl. singular value). Dieser ist fu¨r eine komplexe
Matrix Q ∈ C n×m deﬁniert als [Chr96]:
σi =
√
λi(Q∗Q),(3.5)
6Der Spektralradius ρ einer quadratischen Matrix ist der Betrag des gro¨ßten Eigenwertes
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mit λi(·) dem i-ten Eigenwert der Matrix Q und Q∗ der konjugiert komplex Trans-
ponierten von Q.
Besonders interessant ist der gro¨ßte Singula¨rwert σ. Betrachtet man die lineare
Abbildung
y = Qu,(3.6)
so stellt der maximale Singula¨rwert die maximale Versta¨rkung zwischen Ein- und
Ausgangsvektor dar [Str80]:
σ(Q) = max
u=0
‖Qu‖
‖u‖ =
√
λmax(Q∗Q).(3.7)
Berechnet man mit Hilfe von Gl. 3.7 den maximalen Singula¨rwert einer Frequenz-
gangsmatrix G(jω), so erha¨lt man eine Art Amplitudengang, der eine Majorante
u¨ber alle Amplitudenga¨nge der einzelnen U¨bertragungspfade der Matrix G(jω) dar-
stellt.
Die Berechnung der Singula¨rwerte erfolgt mit Hilfe der Singula¨rwertzerlegung (sin-
gular value decomposition SVD, [Rai94]), die eine ho¨here numerische Zuverla¨ssigkeit
als die Eigenwertberechnung besitzt [KL80].
Um Aussagen bezu¨glich robuster Stabilita¨t auch bei Mehrgro¨ßensystemen mit Hilfe
des Singula¨rwertes treﬀen zu ko¨nnen, muß das small gain theorem modiﬁziert wer-
den. Der gro¨ßte Singula¨rwert einer Frequenzgangmatrix7 ist die bei jeder Frequenz
jeweils gro¨ßte Versta¨rkung. Der Maximalwert des gro¨ßten Singula¨rwertes u¨ber alle
Frequenzen, die sogenannte H∞-Norm (Gl. 3.8), kann dann in gleichem Maße wie
das small gain theorem zu Robustheitsaussagen herangezogen werden:
‖G(s)‖∞ := sup
ω
σ(G(j ω)).(3.8)
Die H∞-Norm ist ausschließlich fu¨r asymptotisch stabile U¨bertragungsmatrizen de-
ﬁniert [Rai94].
3.3 Modellstruktur
Einem robusten Reglerentwurf liegt nicht ein einzelnes Entwurfsmodell, sondern eine
Schar von Modellen zu grunde. Diese Schar setzt sich zusammen aus einem nomi-
nellen Modell und einem Unsicherheitsbereich, der das nominelle Modell umgibt.
7Die Anzahl der Singula¨rwerte berechnet sich aus dem Produkt aus Eingangs- und Ausgangs-
gro¨ßen
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Ziel ist es, zumindest die entscheidenden Unsicherheitsbereiche im Modell abzubil-
den. Bei der Unsicherheitsmodellierung ist darauf zu achten, daß mo¨glichst alle
physikalisch sinnvollen Modellfehler enthalten sind. Zum anderen sollte die Model-
lunsicherheit eher einfach sein zur besseren Analyse und Synthese von Regelkreisen.
Die Folge ko¨nnte ein zu konservativer Reglerentwurf sein. Den Spagat zwischen
beiden Forderungen zu ﬁnden, die sich in gewisser Weise widersprechen, ist Sache
des Anwenders.
Eine Modellschar kann allgemein durch die folgende upper LFT dargestellt werden.
Die U¨bertragungsmatrix P beinhaltet das nominelle Modell erga¨nzt um die maxi-
Abbildung 3.2: Modell mit Unsicherheiten
male Gro¨ße der Unsicherheit. Die eigentliche Unsicherheit stellt die Matrix ∆S dar,
die die Lage des realen unbekannten Systems innerhalb des Unsicherheitsbereichs
ausdru¨ckt. Diese kann beliebig innerhalb deﬁnierter Grenzen variieren [Doy82].
Das Aussehen des Unsicherheitsoperators ∆S ha¨ngt entscheidend von den Ursachen
der Abweichungen des nominellen Modells vom realen Prozeß ab (vgl. Kapitel 3.1).
Man unterscheidet grundsa¨tzlich zwischen zwei Arten von Unsicherheiten: parame-
trische und dynamische [Doy85], [You93].
Eine weitere Unterscheidung muß zwischen strukturierten und unstrukturierten Un-
sicherheiten getroﬀen werden. Eine Unsicherheit ist umso strukturierter je lokaler
die Ursache ist. Das erho¨ht den Detaillierungsgrad der Unsicherheitsmodellierung.
Demnach besitzt eine parametrische Unsicherheit einen hohen Grad an Struktur.
Bei mehreren parametrischen Unsicherheiten gibt es zusa¨tzlich noch eine Abstufung
in der Strukturiertheit: wirken sich alle Parametera¨nderungen gleichsinnig aus, so
kann durch eine Unsicherheit die gesamten parametrischen Unsicherheiten abgedeckt
werden. Dies entspricht dem ho¨chsten Strukturierungsgrad. Eine globale Betrach-
tung u¨ber das gesamte Ein-/Ausgangsverhalten ist somit unstrukturiert. Demnach
scheint eine dynamische Unsicherheit unstrukturiert zu sein, jedoch ist eine dyna-
mische Unsicherheit eines Teilsystems wiederum strukturiert fu¨r das Gesamtsystem.
Im Folgenden werden die unterschiedlichen Formen von unstrukturierten und struk-
turierten Unsicherheiten vorgestellt.
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3.3.1 Parametrische Unsicherheiten
Bei einem rein physikalischen Modell ru¨hren die Unsicherheiten von Schwankungen
in den Parametern her, z.B. Widerstand oder Federsteiﬁgkeit. Nach Ermittlung des
Intervalls [pmin, pmax] des Parameters p aus der Identiﬁkation kann die parametrische
Unsicherheit wie folgt deﬁniert werden (Bild 3.3):
p = p0 + δpWp, p ∈ R(3.9)
mit
p0 =
pmin + pmax
2
(3.10)
Wp =
pmax − pmin
2
.(3.11)
p0, der sozusagen ”
nominelle Parameter“, wurde genau mittig gewa¨hlt, so daß fu¨r
den Unsicherheitsoperator δp gilt:
|δp| ≤ 1, δp ∈ R .(3.12)
Wp als halbe Intervallbreite entspricht somit dem maximalen Ausmaß der Unsicher-
heit. Das Festlegen der Gro¨ßen p0 und Wp innerhalb des Intervalls ist willku¨rlich,
jedoch ist mit der Wahl von δp aus Gl. 3.12 die Allgemeingu¨ltigkeit nicht verletzt.
Vielmehr wird dadurch die Robustheitsuntersuchung vereinfacht und vereinheitlicht
(vgl. Kapitel 3.5).
Abbildung 3.3: Parametrische Unsicherheit
Die Struktur des ∆-Blockes bei mehreren parametrischen Unsicherheiten ist von
Diagonalgestalt:
∆P =


δp1 0 0 0 0
0 δp2 0 0 0
0 0 δp3I 0 0
0 0 0 δp4I 0
0 0 0 0
. . .

 .(3.13)
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In der Kopplungsfreiheit zwischen den Parametern spiegelt sich die Struktur wieder.
Man nennt eine solche Blockstruktur real repeated scalar block . Der obere Teil
der Blockstruktur in Gl. 3.13 bezieht sich auf solche parametrische Unsicherheiten,
die sich nicht gleichsinnig vera¨ndern, wohingegen der untere Teil mit δp3 und δp4
den ho¨chsten Strukturierungsgrad aufgrund einer gleichfo¨rmigen Vera¨nderung der
Parameter aufweist.
Die Unsicherheitsmodellierung mit parametrischen Unsicherheiten erweist sich beim
Vorhandensein von vielen Parameterfehlern als zu komplex, da durch die Intervalle
ein komplizierter Parameterraum aufgespannt wird. Bei der Fehlermodellierung
sollte man sich somit auf den gro¨ßten Parameterfehler beschra¨nken und alle u¨brigen
entweder vernachla¨ssigen oder durch eine dynamische Unsicherheit modellieren.
3.3.2 Dynamische Unsicherheiten
Durch eine lineare Modellbildung ergeben sich Abweichungen vom realen Prozeß, die
auf Linearisierungseﬀekte und Vernachla¨ssigungen von ho¨herdynamischen Eigenbe-
wegungen zuru¨ckzufu¨hren sind. Diese Modellfehler lassen sich nicht durch die zuvor
beschriebene Fehlerklasse erfassen. Vielmehr betreﬀen diese Auswirkungen den ge-
samten Frequenzgang des Prozeßmodells bzw. eines Teilmodells. Diese Klasse von
dynamischen Unsicherheiten, die sich auf das U¨bertragungsverhalten zwischen Ein-
/Ausgang beziehen, ko¨nnen auf verschiedene Arten dargestellt werden [Rai94]. Zwei
werden im Folgenden vorgestellt:
Abbildung 3.4: Dynamische Unsicherheiten
Eine additive Unsicherheit wird folgendermaßen deﬁniert:
G(s) = Gnom(s) +Wa(s)∆a(s).(3.14)
Fu¨r die multiplikative Unsicherheit ergibt sich:
G(s) = Gnom(s)(I+Wm(s)∆m(s)).(3.15)
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Hierbei stellt Gnom(s) jeweils das nominelle U¨bertragungsverhalten des Prozesses
dar, und die Matrizen Wa(s) bzw. Wm(s)und ∆a(s) bzw. ∆m(s) werden analog
zu den Ausfu¨hrungen in Kapitel 3.3.1 ermittelt, so daß gilt:
‖∆a,m(jω)‖∞ ≤ 1, ∀ω.(3.16)
Der grundlegende Unterschied zur parametrischen Unsicherheit besteht darin, daß
die dynamische Unsicherheit frequenzabha¨ngig ist (Wa,m =Wa,m(s)). Der ∆-Block
ist somit komplexwertig. Fu¨r den ∆-Block gilt:
∆a,m ∈ C m×n,(3.17)
mit m und n der Anzahl der Aus- bzw. Einga¨nge von ∆a,m. Diese komplexwertige
Blockstruktur besteht aus voll besetzen Blo¨cken, sog. full blocks, was auf Unstruk-
turiertheit deutet. Im Frequenzbereich kann man sich eine dynamische Unsicherheit
folgendermaßen vorstellen: Die Ba¨nder im Bode-Diagramm stellen die Grenzen der
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Abbildung 3.5: Dynamische Unsicherheiten im Frequenzbereich
kompletten Modellschar dar, wobei das reale Verhalten des Prozesses innerhalb an-
genommen wird (vgl. [JDT92], [Eic92]).
Die letzten Betrachtungen bezogen sich auf ein globales Unsicherheitsmodell. Es ist
jedoch mo¨glich, die gleichen Ansa¨tze auf ein SISO-Teilmodell anzuwenden, wodurch
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das Unsicherheitsmodell etwas Struktur bekommt und somit weniger konservativ
ist. Die Modellbeschreibung gleicht derer in Gl. 3.14 bzw. Gl. 3.15, gea¨ndert hat
sich das Aussehen des ∆-Blocks:
∆a,m =

 δd1 0 00 δd2 0
0 0
. . .

 , δdi ∈ C(3.18)
Die Frequenzabha¨ngigkeit des Unsicherheitsblocks ist dadurch gewahrt, daß die ein-
zelnen δ-Operatoren komplexwertig sind.
3.3.3 Verallgemeinerter Modellfehler
Alle mo¨glichen Fehlermodelle ko¨nnen mehrfach und simultan in einer Prozeßbe-
schreibung auftreten. Fu¨r eine einheitliche Betrachtung werden alle diese Unsicher-
heiten zusammengefaßt. Die Menge aller zula¨ssigen Blockstrukturmatrizen ist dann
deﬁniert als:
∆ =(3.19)
{∆ :∆ = diag[δpiIpi, . . . , δdjIdj, . . . ,∆dk], δpi ∈ R , δdj ∈ C ,∆dk ∈ C m×n}.
Daraus ergibt sich dann das dem Reglerentwurf zugrundeliegende verallgemeinerte
erweiterte Modell aus Bild 3.1.
3.4 Performanceanforderungen
Der zweite wichtige Punkt neben dem Entwurfskriterium Robuste Stabilita¨t bei
der Existenz von Modellfehlern ist die Einbeziehung von Regelgu¨teanforderungen,
sog. Gewichtsfunktionen, zum loop shaping , um auch Robuste Performance fu¨r die
gewu¨nschten Regelkreiseigenschaften garantieren zu ko¨nnen. Die aus Speziﬁkatio-
nen oder Erfahrungswerten ermittelten Wunsch- bzw. Sollu¨bertragunsfunktionen
fu¨r z.B. die Sensitivita¨tsfunktion S8 oder die Fu¨hrungsu¨bertragungsfunktion Tyw
werden als deren Inverse in die Reglersynthese eingebunden (Bild 3.6). Grund dafu¨r
ist, daß aufgrund einer einheitlichen Robustheitsbetrachtung mit Hilfe des small
gain theorem das Ziel der Reglersynthese (vgl. Kapitel 3.5.3) die Bedingung
‖Tew‖∞ < 1(3.20)
8Die Sensitivita¨tsfunktion (eng. sensitivity function) ist die U¨bertragungsfunktion von der
Fu¨hrungsgro¨ße w zur Regelabweichung xd Bild 3.6
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ist. Betrachtet man nun z.B. die U¨bertragungsfunktion Teyw = WyTyw, dann gilt
σ(Wy) < 1/σ(Tyw) aufgrund von Gl. 3.20.
Abbildung 3.6: Regelkreis mit Gewichtungsfunktionen, S/KS/T-Schema
Es existieren unterschiedlich Schemen zum loop shaping , die je nach Prozeß- und
Unsicherheitsbeschaﬀung eingesetzt werden. In dieser Arbeit kommt das in Bild 3.6
dargestellte leicht modiﬁzierte (siehe Kapitel 5.3) S/KS/T-Gewichtungsschema zum
Tragen. Ein weiteres, das GS/T-Schema, kommt dann zum Einsatz, wenn zum einen
die langsamen Pole und Nullstellen unsicherheitsbelastet sind und damit Transien-
ten hervorrufen und zum anderen das Prozeßmodell schlecht konditioniert ist9. Im
S/KS/T-Schema wu¨rde sich dies im Regler widerspiegeln aufgrund der Eigenschaft,
daß bei diesem Gewichtungsschema das inverse Prozeßmodell im Regler abgebildet
wird10 [Chr96].
Das bekannteste Gewichtungsschema ist das sog. S/KS/T-Schema, welches neben
der Sensitivita¨ts- S und Fu¨hrungsu¨bertragungsfunktion T die U¨bertragungsfunktion
KS von der Fu¨hrungsgro¨ße r zur Stellgro¨ße u einbezieht (Bild 3.6) [CS96], [uEG92].
Die U¨bertragungsmatrix Tzw, die im Zuge des H∞-Reglerentwurfs minimiert wird,
lautet dann:
Tew =

 Wxd SWuK S
Wy T

 .(3.21)
Die Wahl der Gewichtungsfunktionen in den relevanten Frequenzbereichen erfolgt
invers zu den gewu¨nschten Singula¨rwertverla¨ufen. Hohe stationa¨re Genauigkeit und
Unempﬁndlichkeit gegen Sto¨rungen erfordert eine Gewichtung Wxd mit Tiefpaßcha-
rakter. Gute Rauschunterdru¨ckung bewirkt eine Hochpaßgewichtung als Wy. Die
9Die Konditionszahl κ ist das Verha¨ltnis zwischen gro¨ßtem und kleinstem Singula¨rwert einer
Matrix A: κ(A) = σ(A)/σ(A)
10Der Regler sollte eine Konditionszahl von κ ≈ 1 haben, so daß der Richtungseinfluß vektorieller
Sto¨r- und Meßgro¨ßen vernachla¨ssigbar ist [Rai94]
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Stellaktivita¨ten ko¨nnen mit der Gewichtung Wu beeinﬂußt werden. Alle Gewich-
tungen sollen asymptotisch stabil und phasenminimal sein. Die Gewichtung Wn
beschreibt das Rauschen bzw. die Sto¨rungen, die auf den Streckenausgang wirken.
Aus entwurfstechnischen Gru¨nden muß diese Gewichtung einen Durchgriﬀ11 haben.
3.4.1 Filterfunktion als Performanceanforderung
Die zuvor beschriebene Mo¨glichkeit zum loop shaping ero¨ﬀnet weitere Mo¨glichkeiten
zur Einﬂußnahme. Da die Gewichtungsfunktionen in Form von frequenzabha¨ngigen
U¨bertragungsfunktionen vorgegeben werden, ko¨nnen einzelne Frequenzba¨nder direkt
beeinﬂußt werden. Dadurch kann auch das Ziel dieser Arbeit, das Filterverhalten
der Notch-Filterung des Aktuatorsollwertes in die Aktuatorregelung zu integrieren,
umgesetzt werden. Prinzipiell sind mehrere Integrierungsvarianten vorstellbar:
• Einbindung als Gewichtsfunktion der Stellgro¨ße Wu in Form der Inversen der
Filterfunktion
• Einsatz einer Vorﬁlterung des Sollwertes mit der realen Filteru¨bertragungsfunk-
tion
• Vorgabe einer Wunschu¨bertragungsfunktion fu¨r die gesamte Aktuatorregelung
mit u¨berlagerter Filterung
Das erste Konzept erweist sich als nachteilig, da sich die Filterung nicht wie im
Originalkonzept nur im Vorwa¨rtszweig beﬁndet, sondern auch die Ru¨ckwa¨rtszweige
beeinﬂußt. Das wu¨rde eine Beeintra¨chtigung der Dynamik in den Ru¨ckwa¨rtszweigen
bedeuten, was nicht erwu¨nscht ist. Nicht zuletzt wa¨re dadurch auch ein direkter
Vergleich mit dem konventionellen Konzept nicht ohne weiteres mo¨glich. Dieser
Aspekt wa¨re zwar bei Konzept zwei gewa¨hrleistet, aber die Beru¨cksichtigung der
Anforderungen einer Speziﬁkation fu¨r den geschlossenen Regelkreis ist hierbei nur
schwer mo¨glich. Die Wahl fa¨llt somit auf das dritte Konzept, wobei die Anforde-
rungen an die Aktuatorregelung und die Filterung des Aktuatorsollwertes miteinan-
der verknu¨pft werden ko¨nnen. Im Zusammenhang mit einem 2-degree-of-freedom-
controller [Kuo95] wird auf diesem Weg eine getrennte Auslegung fu¨r den Vorwa¨rts-
und Ru¨ckwa¨rtszweig bei gleichzeitiger Beru¨cksichtigung der Speziﬁkationsgrenzen
vorgenommen. Die Vorstellung dieses Ansatzes erfolgt in Kapitel 5.3 konkret fu¨r
diesen Anwendungsfall.
11sprungfa¨hig, gleiche Anzahl von Pole und Nullstellen
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3.5 Robustheitsanalyse
Mit den zuvor aufgestellten Anforderungen fu¨r die Unsicherheiten und die Perfor-
mance soll nun die zentrale Frage nach der Robustheit untersucht werden: kann
ein Regler K die um Unsicherheiten erweiterte Regelstrecke P stabilisieren (Robuste
Stabilita¨t) und die an die Regelgu¨te gestellten Bedingungen (Robuste Performance)
erfu¨llen.
Fu¨r die weiteren Betrachtungen werden dann die aus den vorangegangenen Kapiteln
ermittelten Performancegewichtungen und die Unsicherheiten zu einer erweiterten
Regelstrecke P zusammengefaßt (vgl. Bild 3.7). Bild 3.7 zeigt ein Beispiel mit dem
Abbildung 3.7: Erweiterte Regelkreisstruktur zur Robustheitsanalyse
S/KS/T-Gewichtungsschema und additiver Unsicherheit. Der Robustheitsanalyse
liegt die Matrix M, eine lower LFT von P und K, zugrunde:
M =
[
Mvz Mvw
Mez Mew
]
= FL(P,K).(3.22)
Fu¨r den geschlossenen Regelkreis ergibt sich daraus die U¨bertragungsfunktion Tew
zu:
Tew = FU(M,∆S).(3.23)
Je nach Art der Unsicherheit ko¨nnen unterschiedliche Bedingungen fu¨r robuste Sta-
bilita¨t und robuste Performance deﬁniert werden. Diesen Kriterien liegt immer das
small gain theorem aus Gl. 3.1 zugrunde. Jede dieser Bedingungen verlangt fu¨r den
nominellen Regelkreis Mnom = FL(FU(P, 0), K) asymptotische Stabilita¨t. Fu¨r die
Unsicherheit ∆S gilt die Annahme aus Gl. 3.16.
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3.5.1 Robuste Stabilita¨t bei unstrukturieter Unsicherheit
Ausgehend von Bild 3.7 ist die U¨bertragungsmatrix M asymptotisch stabil, da so-
wohl der nominelle Regelkreis Mnom als auch per Deﬁnition ∆S asyptotisch stabil
sind. Mit Hilfe des Satzes der kleinsten Versta¨rkungen und Gl. 3.16 ergibt sich
daraus eine hinreichende und notwendige Bedingung fu¨r robuste Stabilita¨t bei un-
strukturierten Unsicherheiten [MG89], [Rai94]:
ρ [M∆S] ≤ σ [M∆S] ≤ σ [M] σ [∆S ] < σ [M] ≤ 1
⇒ σ [M(jω)] ≤ 1, ∀ω.(3.24)
Aufgrund der Deﬁnition fu¨r dieH∞-Norm (Gl. 3.8) kann Gl. 3.24 in einH∞-Problem
u¨berfu¨hrt werden [Doy85]:
||M ||∞ < 1(3.25)
Die vorangegangenen Bedingungen beru¨cksichtigen bei den Berechnungen keinerlei
Struktur der Unsicherheit. Dies fu¨hrt bei strukturierten Unsicherheiten zu unno¨tiger
Konservativita¨t. Zu dessen Vermeidung wurde von Doyle [Doy82] der strukturierte
Singula¨rwert eingefu¨hrt.
3.5.2 Robuste Stabilita¨t bei strukturierter Unsicherheit
Bevor die Stabilita¨tsbedingung angegeben werden kann, muß zuna¨chst der struktu-
rierte Singula¨rwert µ na¨her erla¨utert werden.
Der strukturierte Singula¨rwert µ∆(M) einer MatrixM ∈ C n×n wird immer in Bezug
auf die Struktur des Unsicherheitsblockes ∆ angegeben. Die Unsicherheit ∆ kann
die in Gl. 3.19 deﬁnierte Form annehmen. Es gilt dann fu¨r den strukturierten
Singula¨rwert:
µ∆(M) =


1
min∆∈∆{σ(∆) : det(I−M∆) = 0}
0, ∀∆ ∈ ∆ : det(I−M∆) = 0
.(3.26)
Dieser kann nicht direkt berechnet werden [RB94], so daß µ durch eine obere und
untere Schranke abgescha¨tzt werden muß. Die Schranken ergeben sich aus den
Extrema fu¨r die Unsicherheiten:
• Fu¨r einen real repeated scalar block ∆ = {δr In|δr ∈ R }, also maximale Struk-
tur, ist µ∆(M) = ρr(M)
3.5 Robustheitsanalyse 27
• bei einer vo¨llig unstrukturierten Unsicherheit mit full blocks ∆ = C n×n be-
rechnet sich µ zu µ∆(M) = σ(M)
Wenn fu¨r jedes beliebige ∆ {δr In|δr ∈ R } ⊆ ∆ ⊆ C n×n gilt, dann folgt fu¨r die
Schranken fu¨r µ:
ρr(M) ≤ µ∆(M) ≤ σ(M).(3.27)
Problematisch bei dieser Einschra¨nkung ist die Gro¨ße des Abstandes zwischen den
Grenzen. Ist die Spanne zu groß, muß die Abscha¨tzung weiter verfeinert werden. Ei-
ne Skalierung soll dabei derart erfolgen, daß zwar die obere und untere Grenze, nicht
aber der µ-Wert selbst vera¨ndert werden soll. Es werden dazu die Skalierungsma-
trizen U, D und G eingefu¨hrt (fu¨r na¨here Informationen siehe [FTD91], [You93]).
Die obere und untere Grenze wird dann derart vera¨ndert, daß fu¨r µ gilt:
max
U∈U
ρr(UM) ≤ µ∆(M) ≤ inf
D∈D
σ(DMD−1).(3.28)
Bei rein reeller parametrischer Unsicherheit kann der Zusatz an Strukturinforma-
tion durch eine neue obere Grenze in Form einer Linear Matrix Inequality (LMI)
angegeben werden:
µ∆(M) ≤ arg inf
D ∈ D
G ∈ G
(
inf
β∈R
σ
((
DMD−1
β
− jG
)
(I+G2)−
1
2
)
≤ 1
)
.(3.29)
Weitere Eigenschaften sowie Informationen zum Berechnungsalgorithmus liefert
[PYD91], [FTD91] und [PD93].
Mit der Kenntnis der Berechnung bzw. Approximation des strukturierten Sin-
gula¨rwertes µ kann auf der Basis des erweiterten Regelkreises aus Bild 3.7 die
Stabilita¨tsbedingung bei strukturierten Unsicherheiten deﬁniert werden [Doy82],
[ZDG95]:
sup
ω∈R
µ∆S(M(j ω)) < 1.(3.30)
Diese ist eine notwendige und hinreichende Bedingung, die wieder fu¨r den Unsicher-
heitsblock die Gl. 3.16 zugrundelegt.
3.5.3 Robuste Performance
Die in Kapitel 3.4 aufgestellten Anforderungen sollen nun auch mit Hilfe des struk-
turierten Singula¨rwertes µ analysiert werden. Die Forderung nach Gl. 3.20 soll dabei
sichergestellt werden. Die Bedingung ist gleichbedeutend mit:
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σ[FU(M,∆S)] < 1 ∀ω.(3.31)
Versucht man nun mit den gleichen U¨berlegungen wie bei der robusten Stabilita¨t
eine Bedingung fu¨r robuste Performance zu erlangen, so erha¨lt man:
sup
ω∈R
µ∆P (FU(M,∆S)(j ω)) < 1,(3.32)
wobei hier µ bezu¨glich einer ﬁktiven Menge∆P mit vollbesetzten Blo¨cken berechnet
wird, deren Dimension sich aus den Eingangsgro¨ßenw und Ausgangsgro¨ßen e ergibt.
Um die Gl. 3.30 und Gl. 3.32 zu einem einheitlichen Kriterium zusammenzufassen,
wird eine neue Blockstruktur ∆ ∈ ∆ deﬁniert:
∆ =
[
∆S 0
0 ∆P
]
.(3.33)
Hiermit kann mit Hilfe des main loop theorem [DPZ91] die Bedingung fu¨r robuste
Stabilita¨t und robuste Performance abgeleitet werden:
µ∆(M(j ω)) < 1 ⇔
{
µ∆S(Mvz) < 1
max∆S∈∆S µ∆P (FU(M,∆S)) < 1
.(3.34)
Dieser Gleichung liegt die folgende Kreisstruktur zugrunde und ist wiederum auf
das small gain theorem zuru¨ckzufu¨hren.
Abbildung 3.8: Regelkreisstruktur zur vereinheitlichten Robustheitsanalyse
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3.6 Reglersynthese
Mit den in den Kapiteln 3.3 und 3.4 aufgestellten Modelle fu¨r die Unsicherheiten und
Performanceanforderungen ist das erweiterte Streckenmodell komplettiert. Aufbau-
end auf der Gleichung fu¨r die µ-Analyse (Gl. 3.34) kann das µ-Synthese-Problem
zur Reglerberechnung formuliert werden [Doy85]:
min
K
sup
ω∈R
µ∆(FL(P,K)(j ω)) < 1.(3.35)
Das Optimierungsproblem besteht darin, denjenigen Regler zu ﬁnden, der den Re-
gelkreis stabilisiert und einen minimalen µ-Wert kleiner Eins liefert. Wie im vor-
herigen Kapitel beschrieben, ist dieses Problem nicht exakt lo¨sbar und muß somit
approximiert werden. Dies geschieht durch die Berechnung der oberen Schranke,
wobei daraus dann ein H∞-Problem wird. Die Lo¨sung erfolgt iterativ durch eine
abwechselnde H∞-Synthese und anschließende µ-Analyse.
3.6.1 Entwurfsverfahren
Es existieren verschiedene Iterationsverfahren, die je nach Entwurfsproblem (kom-
plexe, reelle oder gemischte Unsicherheitsblo¨cke) die bestmo¨glichen Ergebnisse lie-
fern.
D-K-Iteration fu¨r komplexe Entwurfsprobleme
Das bekannteste Verfahren ist die D-K-Iteration [Doy85], [?], die eine rein komplexe
µ-Synthese darstellt. Hierbei wird die obere Schranke fu¨r µ∆ mit einer vollbesetzten
∆-Matrix derart berechnet, daß sich das folgende Optimierungsproblem ergibt:
min
K
sup
ω∈R
inf
D∈D
σ(D(j ω)FL(P,K)(j ω)D(j ω)−1)(3.36)
Die µ-Synthese wird in ein H∞-Problem umgewandelt. Dabei wird abwechselnd ein
H∞-Regler (K Schritt) und eine µ-Analyse mit Berechnung der frequenzabha¨ngigen
Skalierungsmatrix D (D Schritt) durchgefu¨hrt. Zur Lo¨sung des H∞-Problems kom-
men die von Glover und Doyle [KG88], [JCD89] entwickelten Algorithmen, basierend
auf zwei Riccati-Gleichungen, zum Einsatz. Eine weitere Mo¨glichkeit wa¨re ein LMI-
Ansatz von Gahinet [PG94a], [GNLC95].
Die Vorteile dieses Verfahrens sind die im Vergleich zu den anderen Verfahren
niedrigere Reglerordnung, Zeit- und Rechenaufwand. Die Probleme, die sich aber
ergeben ko¨nnen, erwachsen aus dem Konvergenzverhalten, welches kein globales
Optimum garantiert, und der erho¨hten Konservativita¨t bei reellen Unsicherheiten
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(vgl. [Hei96]). Letzteres kann vermieden werden, wenn Verfahren wie die (D,G)-K-
Iteration [You93] (vgl. Kapitel 3.5.2) oder die µ-K-Iteration von Tøﬀner-Clausen et
al. [STCN95] eingesetzt werden. Diese beiden Verfahren ko¨nnen neben rein kom-
plexen Unsicherheiten auch gemischte (reell/komplex) behandeln. Im folgenden soll
nun die in dieser Arbeit zur Anwendung kommenden (D,G)-K-Iteration vorgestellt
werden.
(D,G)-K-Iteration fu¨r reelle/gemischte Entwurfsprobleme
Die (D,G)-K-Iteration setzt auf der D-K-Iteration auf und besitzt neben der D-
Skalierung noch eine weitere G-Skalierung. Die obere Grenze fu¨r µ berechnet sich
hierbei nach Gl. 3.29 fu¨r eine reelle/gemischte ∆-Struktur. Das Vorgehen beim Reg-
lerentwurf entspricht dem der D-K-Iteration mit einem sta¨ndigen Wechsel zwischen
Skalierungsberechnung und H∞-Optimierung.
Aufgrund der zusa¨tzlichen Skalierungen erho¨ht sich die Reglerordnung bei der (D,G)-
K- und der µ-K-Iteration. Da aber generell bei allen robusten Reglern die Regler-
ordnung aufgrund der Struktur (Zustandsregler mit Beobachter) der Ordnung der
erweiterten Regelstrecke entspricht und somit recht hoch ist, kann mit Hilfe von
Ordnungsreduktionsverfahren eine beachtliche Reduzierung erreicht werden. Dies
ist nicht zuletzt deshalb erforderlich, um die Implementierung in der realen Umge-
bung zu ermo¨glichen. Die folgenden beiden Unterkapitel zeigen zwei unterschiedlich
Ansa¨tze zum Erreichen eines Reglers geringer Ordnung auf.
3.6.2 Ordnungsreduktion
Ordnungsreduktion ist gerade im Zusammenhang mit dem Entwurf robuster Regler
ein essentielles Thema, da die Ordnung der entworfenen Regler eine Gro¨ßenordnung
aufweisen, die in einer realen Betriebsumgebung aus Rechenzeit- und Speicher-
platzgru¨nden nicht implementierbar ist. Wa¨hrend reduzierte Prozeßmodelle bei
u¨berschaubarer Gro¨ße teilweise noch durch physikalische U¨berlegungen, wie auch
in dieser Arbeit fu¨r den Motor (vgl. Kapitel 5.1), ermittelt werden ko¨nnen, mu¨ssen
zur Reglerreduktion aufgrund der hohen Ordnung automatische Verfahren herange-
zogen werden. Dort sind besonders balancierte Verfahren von Vorteil, die in Bezug
auf den Absolutfehler gute Ergebnisse aufweisen [GL95b]. Diese basieren auf den
Gramschen Steuer- und Beobachtbarkeitsmatrizen Pc bzw. Po [Rai94]
Pc =
∫ ∞
0
eAtBBTeA
T tdt Po =
∫ ∞
0
eA
T tCTCeAtdt.(3.37)
Diese existieren nur fu¨r stabile Systeme und berechnen sich jeweils aus Lyapunov-
Gleichungen [Mu¨l77]. Ein System heißt balanciert, wenn die Gramschen Matrizen
diagonal und gleich sind:
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P˜c = P˜o = diag(σi).(3.38)
Dies bedeutet, daß das System in gleichen Maßen steuer- als auch beobachtbar ist.
Um das zu erreichen, wird das System transformiert zu A˜ = TAT−1, B˜ = TB, C˜ =
CT−1, x˜ = Tx, wobei sich die Transformationsmatrix T aus den Gramschen Ma-
trizen u¨ber eine singular value decomposition (vgl. Kapitel 3.2) berechnet.
Die Diagonalelemente σi der balancierten Gramschen Matrizen werden als Hankel-
sche Singula¨rwerte bezeichnet und stellen ein Maß fu¨r die Steuer- und Beobachtbar-
keit des jeweiligen Zustands dar. Diese sind der Ausgangspunkt fu¨r die Reduktion,
wenn sie zuna¨chst geordnet werden, so daß gilt: σ1 > . . . > σk > σk+1 > . . . >
σm > 0. Je nach Vorgabe einer Ordnung oder einer oberen Schranke fu¨r σl werden
nun die Zusta¨nde unter Zuhilfenahme der Hankelschen Singula¨rwerte unterteilt in
solche, die erhalten bleiben (Index h, σh = σ1 . . . σk) und solche, die wegfallen (Index
l, σl = σk+1 . . . σm). Es entsteht das folgende System:
[
˙˜xh
˙˜xl
]
=
[
A˜hh A˜hl
A˜lh A˜ll
] [
x˜h
x˜l
]
+
[
B˜h
B˜l
]
u(3.39)
y =
[
C˜h C˜l
] [ x˜h
x˜l
]
+Du(3.40)
Es existieren nun zwei Methoden zur Ordnungsreduktion, die auf dem balancierten
System aufbauen: Truncation und Singular Perturbation. Im ersten Fall werden
die Zusta¨nde x˜l = 0 gesetzt. Dies bedeutet eine Abschneidung (truncation) der
schlecht zu steuernden bzw. zu beobachtenden Zusta¨nde. Das daraus resultierende
einfache System gewa¨hrleistet jedoch nicht die stationa¨re Genauigkeit des Modells,
da die stationa¨ren Anteile der gelo¨schten Zusta¨nde fehlen. Anders bei der Singu-
lar Perturbation, hier werden die entfernten Dynamiken des Systems x˜l herangezo-
gen. Um im unteren Frequenzbereich eine gute Approximation zu erlangen, werden
die A¨nderungen dieser Zusta¨nde ˙˜xl = 0 gesetzt, woraus eine alleinige stationa¨re
Betrachtung der gelo¨schten Zusta¨nde erfolgt. Man erha¨lt das folgende reduzierte
Gleichungssystem:
˙˜xh = (A˜hh − A˜hlA˜−1ll A˜lh)x˜h + (B˜h − A˜hlA˜−1ll B˜l)u(3.41)
y = (C˜h − C˜lA˜−1ll A˜lh)x˜h + (D− C˜lA˜−1ll B˜l)u(3.42)
Die Gu¨te einer Reduktion wird anhand von Fehlerschranken bestimmt. Diese be-
rechnen sich aus den Hankelschen Singula¨rwerten σl fu¨r die zuvor beschriebenen
Verfahren:
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sup(σl) < ||G( ω)− Gˆ( ω)||∞ ≤ 2
∑
σl.(3.43)
Diese Schranken liefern zwar sowohl bei der Prozeßmodell- als auch in den meisten
Fa¨llen der Reglerreduktion ausreichende Ergebnisse, jedoch wird die robuste Per-
formance des geschlossenen Regelkreises mit dem reduzierten Modell wa¨hrend der
Reduktion nicht in Betracht gezogen. Da aber gerade die robuste Performance ein
Entwurfsziel bei der µ-Synthese darstellt, ist eine Performancedegradation aufgrund
einer Ordnungsreduktion nicht vertretbar. Es besteht inzwischen eine Akzeptanz ei-
niger Autoren, z.B. Liu, Anderson und Latham [YL90], [GL95a] und Zhou [Zho93]
und [Zho95], dahingehend, daß Gewichtungsfunktionen in die Reglerreduktion inte-
griert werden mu¨ssen. Jedoch garantieren die wenigsten davon weder Obergrenzen
fu¨r die Performancedegradation noch Einblick in die Ordnungswahl. Einige erzielen
wenigstens eine Erhaltung der Performance (vgl. [PG94b], [JM88] und [DR92]).
Die im folgenden vorgestellte Methode von Wortelboer [CCB93], [PW99], die clo-
sed loop balanced reduction, vereint Performance- und Ordnungsanforderungen, in-
dem iterativ ein Kompromiß zwischen beiden getroﬀen wird. Dazu ko¨nnen noch
zusa¨tzliche Gewichtungen eingefu¨hrt werden, die die Performanceabnahme in kriti-
schen Frequenzbereichen beeinﬂussen. Zur Beurteilung der Performance wird der
strukturierte Singula¨rwert µ herangezogen (vgl. Gl. 3.34):
min
Kˆ
sup
ω
(µ∆(FL(P,K))− µ∆(FL(P, Kˆ))).(3.44)
Ersetzt man µ durch seine skalierte obere Grenze (Gl. 3.28), so erha¨lt man ein Mini-
mierungsproblem, welches auf die gewichtete balancierte Reduktion im geschlossenen
Regelkreis zuru¨ckgefu¨hrt werden kann:
min
Kˆ
||DFL(P,K)D−1 −DFL(P, Kˆ)D−1||∞.(3.45)
Gl. 3.45 gilt nun als Basis fu¨r eine balancierte Reduktion des Reglers im geschlos-
senen Regelkreis, wobei nicht nur die Gramsche Matrix des Reglers K betrachtet
wird, sondern die Gramsche Matrix des erweiterten geschlossenen Regelkreises:
Pc =
[
PcDPD−1 ≡
≡ PcK
]
Po =
[
PoDPD−1 ≡
≡ PoK
]
.(3.46)
Das Balancieren erfolgt im geschlossenen Regelkreis, wobei die Diagonalstruktur
aus Gl. 3.46 erhalten bleibt. Zur Reduktion werden dann nur die unteren Anteile
des balancierten Systems P˜cK bzw. P˜oK genutzt, die den Zusta¨nden des Reglers
entsprechen. Zur Reduktion ko¨nnen dann die bereits vorgestellten Verfahren genutzt
werden.
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Na¨heres u¨ber die balancierte Reduktion ﬁndet sich in [GL95b], [KZ98] und [Wor94].
Weitere Reglerreduktionsverfahren ﬁnden sich in [EC93], [And86], [DH90], [YL86],
[YLL90] und [AY84].
3.6.3 Regler ﬁxer Ordnung
Die Applikation von Ordnungsreduzierungsverfahren fu¨hrt zwar schon zu einer deut-
lichen Reduzierung der Reglerordnung und somit auch der Rechenzeit, aber Gro¨ßen-
ordnungen kleiner 10, die den praktischen Einsatz auch erlauben wu¨rden, ko¨nnen
nicht erreicht werden. Dies ist darauf zuru¨ckzufu¨hren, daß durch eine drastische Re-
duktion der Reglerordnung die Stabilita¨t des geschlossenen Regelkreises nicht mehr
gewa¨hrleistet werden kann. Abhilfe bietet die Mo¨glichkeit, die Reglerordnung direkt
im Designprozeß a priori zu beschra¨nken. Auf die von Buschek [Bus95] entwickelte
Methode soll hier zuru¨ckgegriﬀen werden. Hierbei wird ein mixed µ Reglerentwurf
mit Hilfe der D,G-K-Iteration mit einem H∞-Regler ﬁxer Ordnung gekoppelt, der
mit Hilfe eines homotopischen Algorithmus entworfen wird. Dieser wird nach einer
kurzen Einfu¨hrung in die Reglerstruktur na¨her erla¨utert.
Reglerdesign
Der Reglerentwurf unterscheidet sich von vornherein in der Struktur des Reglers.
Der robuste Standardregler ist von folgender Struktur:
x˙r = Arxr +Bry(3.47)
u = Crxr(3.48)
mit xr dem Reglerzustandsvektor, u der Stellgro¨ße und y den Meßgro¨ßen. Hierbei
mu¨ssen die MatrizenAr, Br undCr ermittelt werden, was zu einem u¨berbestimmten
Problem fu¨hrt. Um dies zu vermeiden und somit die Anzahl der zu bestimmenden
Reglerparameter gering zu halten, wird eine kanonische Form (Index c) [KC88] zur
Beschreibung der Regleru¨bertragungsfunktion verwendet (Bild 3.9). Diese geht auf
die Regelungsnormalform (RNF) einer Zustandsraumdarstellung [Unb00b] zuru¨ck:
x˙c = (P
0 −N0P)xc −N0y(3.49)
u = −Hxc(3.50)
=⇒ x˙c = ARNF xc +BRNFy(3.51)
u = CRNFxc(3.52)
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Abbildung 3.9: Vergleich Strecke mit Standardregler und Regler in kanonischer Form
Hierbei sind die Matrizen P0 und N0 ausschließlich aus Nullen und Einsen aufge-
baut (Gl. 3.53), P und H enthalten die freien Reglerparameter (entsprechend der
Parameter ai und bi der RNF). Dies ist somit nur eine modiﬁzierte Schreibweise der
Regelungsnormalform mit:
P0 =


0 1 0
. . .
. . .
0 1
0 0

 −N0 =
[
0 · · · 0 1
]T
(3.53)
Erweitert man nun die Regelstrecke um die festgesetzten Anteile des Reglers P0, N0,
so erha¨lt man die folgende Struktur mit dem zu entwerfenden Regler G:
G =
[
H
P
]
(3.54)
Der Entwurf eines dynamischen Reglers ist somit reduziert auf die Bestimmung einer
Matrix von Versta¨rkungsfaktoren.
Abbildung 3.10: Erweiterter Regelkreis mit Regler in kanonischer Form
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Das Entwurfsverfahren zum Design eines H∞-Reglers deﬁnierter Ordnung geht auf
die Minimierung der H∞-Norm der U¨bertragungsfunktion Tew (vgl. Kapitel 3.4)
des geschlossenen Regelkreises unter Nebenbedingungen zuru¨ck: ||Tew||∞ < γ. Die
notwendigen Bedingungen zum Erreichen von lokalen Minima werden mit Hilfe von
Lagrangen Multiplikatoren deﬁniert [ZDG95], [Unb00c]. Die Lagrangesche Funktion
L als Gu¨tefunktion entha¨lt neben der Reglermatrix G die Gramsche Beobachtbar-
keitsmatrix Po (vgl. Kapitel 3.6.2) und die Matrix L bestehend aus Lagrangeschen
Multiplikatoren: L = f(G,Po,L). Die drei notwendigen Bedingungen ergeben sich
aus den Gradienten der Lagrangeschen Funktion:
∂L
∂G
=
∂L
∂Po
=
∂L
∂L
= 0(3.55)
Die Lo¨sung dieser drei gekoppelten Gleichungen erfolgt mit Hilfe eines homotopi-
schen Algorithmus, der im folgenden erla¨utert wird.
Homotopischer Algorithmus
Die grundlegende Philosophie der homotopischen Methode besteht darin, daß ein
Problem in ein anderes u¨berfu¨hrt wird. Nimmt man dazu die Lo¨sung eines einfa-
chen Problems als Startwert, so wird sich entlang einer Trajektorie der Lo¨sung des
eigentlichen Problems gena¨hert.
Der Gesamtprozeß zum Entwurf eines robusten Reglers fester Ordnung verla¨uft in
mehreren Schritten:
• Zuna¨chst wird ein einfacher H2-Regler fu¨r die erweiterte Regelstrecke entwor-
fen, der anschließend auf die gewu¨nschte Gro¨ßenordnung reduziert12 und in
eine kanonische Form umgewandelt wird [Lue67]. Dieser Regler stellt die In-
itialisierung fu¨r die anschließende Optimierung dar.
• Die Optimierung erfolgt in zwei Schritten mit Hilfe eines homotopischen Al-
gorithmus; dazu wird zuerst ausgehend von dem reduzierten H2-Regler dieser
optimiert. Der optimierte H2-Regler gilt als Initialisierung fu¨r den zweiten,
den H∞ Schritt.
• Das Ergebnis des Entwurfs ist ein nahezu optimaler H∞-Regler geringer Ord-
nung
• im Zusammenhang mit dem Entwurf eines robusten µ-Reglers ersetzt der zuvor
beschriebene Entwurfsschritt den der H∞-Reglersynthese
12Trotz ihrer nur bedingten Zuverla¨ssigkeit funktionieren Ordnungsreduktionsmethoden am be-
sten mit LQG-Reglern wie dem H2-Regler [EC93]
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Die zugrundeliegende Theorie wird anschließend kurz erla¨utert:
Betrachtet man dazu zwei Vektorra¨ume U und Y ∈ R n und die Abbildung von U
nach Y, y = f(u), y ∈ Y, u ∈ U. Ziel ist die Lo¨sung der Gleichung
f(u) = 0.(3.56)
Die homotopische Funktion ist nun deﬁniert u¨ber H : [U, [0, 1]]→ R n, so daß
H(u(1), 1) = f(u).(3.57)
Es existiert eine einfach zu berechnende Lo¨sung u(0) mit
H(u(0), 0) = 0.(3.58)
Die homotopische Funktion kann nun mit den Gl. 3.57 und 3.58 verallgemeinert
dargestellt werden als
H(u(α), α) = 0, ∀α ∈ [0, 1].(3.59)
Der Lo¨sungsalgorithmus beginnt mit der einfachen Lo¨sung aus Gl. 3.58, worin der
Parameter α soweit variiert wird, bis die Lo¨sung des Originalproblems erreicht ist.
Dies geschieht durch eine prediction-correction-Methode. Dazu wird die Ableitung
von Gl. 3.59 in Bezug auf α beno¨tigt, was zu folgender Gleichung fu¨hrt:
du
dα
= −
(
∂H
∂u
)−1
∂H
∂α
(3.60)
Im folgenden soll das Vorgehen bei der Anwendung des homotopischen Algorithmus
anhand des Reglerentwurfsproblems vorgestellt werden.
U¨bertragen auf die Entwurfsaufgabe stellt der Vektor θ, der die Reglerparameter der
Matrix G entha¨lt, den Vektor u dar. Das zu lo¨sende Problem ist dann beschrieben
durch
f(θ) =
∂L
∂θ
= 0.(3.61)
Die homotopische Funktion erwa¨chst aus der notwendigen Bedingung, die an die
Reglerparameter gestellt wird: dem Gradienten der Lagrangeschen Funktion (vgl.
Gl. 3.55):
H(θ, α) =
∂L(θ, α)
∂θ
= 0,(3.62)
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Als Initialisierung dient ein, wie bereits erwa¨hnt, reduzierter H2-Regler.
Vorgehen:
1. Entwurf eines H2-Reglers auf der Basis der erweiterten gewichteten Regel-
strecke
2. Berechnung eines Initialisierungsreglers (α = 0) durch Ordnungsreduktion des
H2-Reglers und Transformation in eine kanonische Form
3. Erho¨hung von α: α1,k = α0 +∆α0,k, wobei die Schrittweite ∆αi,k = 1− αi als
Startwert gewa¨hlt wird
4. Prediktion des Parametervektors θ:
θ(α1,k) = θ(α0) + ∆α0,kθ
′(α0) mit θ′(α) = dθdα = −
(
∂H
∂θ
)−1 ∂H
∂α
5. Prediktionsfehler berechnen mit Hilfe des Gu¨tefunktionals:
ek(θ, α) = ||Jθ(θ(α1,k))|| < 0
(a) Fehler kleiner Toleranz → fortfahren
(b) wenn nicht, α-Schrittweite vera¨ndern: 0, 5∆α0,k → ∆α0,k+1
(c) k erho¨hen und die Schritte 2-4 wiederholen
6. Korrekturschritt nach der Newton-Methode durchfu¨hren zur Ermittlung des
lokalen Minimums
7. wenn α = 1, beenden, ansonsten weiter mit Schritt 2
Die Ergebnisse dieser Methode werden stark von der numerischen Empﬁndlichkeit
des homotopischen Algorithmus beeinﬂußt. Grund dafu¨r ist, daß eine Hesse-Matrix
Hθ
13 berechnet wird, deren Gro¨ße von der Anzahl der Meß- (ny) und Stellgro¨ßen
(nu) (gegeben) sowie der Reglerordnung (nc) abha¨ngt: dim [Hθ] = [(nu + ny) ·
nc]2. Die Optimierung wird dann bei entsprechend hoher Reglerordnung schlecht
konditioniert [Bus95]. Die Konsequenz ist, daß die Schrittweiten drastisch verringert
werden mu¨ssen, was dazu fu¨hrt, daß der Algorithmus fru¨hzeitig abbricht, da mit
verschwindend kleinen Schrittweiten keine Verbesserungen erreicht werden ko¨nnen.
13Die Hesse-Matrix Hθ besteht aus den partiellen Ableitungen der homotopischen Funktion
H(θ, α) nach den freien Parametern θi [Unb00c]: Hθ = vec
(
∂H(θ,α)
∂θi
)T
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4 Modellbildung
In den folgenden Kapiteln wird nun das Gesamtsystem vorgestellt, das dem Reg-
lerentwurf zugrunde liegt. Das Kernstu¨ck bildet der zu regelnde Aktuator, der mit
einer dynamischen Last aus Ruder und Flosse betrieben wird. Am Leitwerk an-
greifende Luftkra¨fte werden als Sto¨rkra¨fte mit im Modell betrachtet. Fu¨r dieses
komplexe Modell wird im Anschluss der robuste Regler entworfen.
4.1 Der Aktuator
Der Mittelpunkt des Reglerentwurfs stellt der elektrohydraulische Seitenruder-Aktu-
ator eines modernen Fly-by-Wire-Flugzeuges dar. Er ist das Bindeglied zwischen
FCC und der aerodynamischen Steuerﬂa¨che Seitenruder. Dieser Aktuator beﬁn-
det sich im sicherheitskritischen Pfad der Flugregelung und ist dementsprechend
mit einem ausreichenden Redundanzkonzept ausgestattet: die Hydraulikkomponen-
te ist duplex redundant ausgelegt mit zwei unabha¨ngigen Hydraulikversorgungen;
aufgrund der hohen Fehleranfa¨lligkeit ist das elektrische Teilsystem quadruplex red-
undant ausgelegt.
Das folgende Schema zeigt den Aufbau eines Aktuators.
Abbildung 4.1: Schematischer Aufbau des Aktuators
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Das System besteht aus einem mit vier Spulen ausgestatteten Linearmotor, der
direkt das Steuerventil bewegt. Dieses als Direct Drive Valve (DDV) bezeichnete
Ventil zeichnet sich gegenu¨ber den fru¨her eingesetzten Servoventilen durch
• geringere Komplexita¨t durch Verzicht auf hydraulische Vorsteuerung,
• niedrige hydraulische Verluste
• und geringe Schmutzempﬁndlichkeit
aus (vgl. [YHL91], [Koh81]). Das Entfallen der hydraulischen Vorsteuerung ruft
jedoch einen erho¨hten elektrischen Leistungsbedarf.
Der Elektromotor wird aufgrund seiner translatorischen Bewegung als Linearmo-
tor bezeichnet, wobei dessen Wirkungsweise mit dem Torquemotor vergleichbar ist
(vgl. [Kli95]). Die vier redundanten Motorspulen werden von jeweils einem pulswei-
tenmodellierten Signal der Leistungsversta¨rker angesteuert, die wiederum von den
vier weitgehend identischen Steuerspannungen u1 . . . u4 gespeist werden (Bild 4.1).
Die Aufgabe des Linearmotors besteht darin, die beiden 4/3-Wege-Ventile in Tan-
demanordnung zu bewegen. Der DDV-Motor wurde mit einer Nennkraft von 820N
dimensioniert, so daß er in der Lage ist, durch das O¨l in das Ventil eingespu¨lte
Metallspa¨ne abzuscheren (chip shear), um ein Klemmen des Ventil zu verhindern.
Diese hohe Nennkraft wirkt sich jedoch ungu¨nstig auf die Dynamik des DDVs auf.
Je nach Stellung des Ventilschiebers wird ein O¨lstrom zwischen Hydrauliksystem
und Tandemzylinder, der letztendlich die Kraftstufe des Aktuators zur Verstellung
des Ruders darstellt, gesteuert. Bei dem Zylinder handelt es sich um einen Gleich-
laufzylinder, d.h. ein gleichﬂa¨chiger Zylinder.
Das oben erwa¨hnte Redundanzmanagement setzt sich im Sensorkonzept fort. Die
Ventilschieberposition xs und die Kolbenposition xk werden jeweils von 4 redun-
danten induktiven Wegaufnehmern (LVDTs) gemessen. Desweiteren werden die 4
Spulenstro¨me I1 . . . I4 erfaßt.
Das folgende Bild 4.2 zeigt einen Seitenruderaktuator. Die Kenndaten des Aktuators
Abbildung 4.2: Bild des Aktuators
sind in Tabelle 4.1 zusammengestellt.
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Tabelle 4.1: Kenndaten des Seitenruderaktuators
Parameter Wert
Ventilhub ± 0,8 mm
Nennkraft des DDV-Motors 820 N
max. Strom je Spule ± 1,4 A
Kolbenhub ± 72,5 mm
O¨ldruck 26,5 N/mm2
max. Kolbenkraft (ausfahrend) 252,9 kN
max. Kolbengeschwindigkeit (einfahrend) 242 mm/s
Die folgende nichtlineare Modellierung der einzelnen Systeme des Aktuators be-
schra¨nkt sich auf das Wesentliche. Ausfu¨hrliche Untersuchungen des Aktuators
bezu¨glich des dynamischen Verhaltens wurden von Klingauf [Kli95] und Oehler
[Oeh01] bereits durchgefu¨hrt.
4.1.1 Der Linearmotor
Der das Steuerventil direkt antreibende Linearmotor ist, wie in Bild 4.3 zu sehen,
aufgebaut aus zwei entgegengesetzt polarisierten Permanentmagneten, die bei strom-
losen Spulen ein symmetrisches, aber gegensinniges magnetisches Feld aufbauen. Die
Feldlinien schließen sich jeweils u¨ber Polschuh, Ankerha¨lfte und Joch. Dadurch wird
Joch
Zentrierfeder
Anker
Achse
Polschuh
Ankerschlitz
aktiver Luftspalt
inaktiver Luftspalt
RückschlußhülseSpulenträger Feldspulen
Permanent-
magnet
Aluminium-
Hülse
z
r
1 2 3 4234
Abbildung 4.3: Aufbau des Linearmotors im Halbschnitt
der Anker in einer labilen Mittelstellung gehalten. Kleine Auslenkungen bewirken,
daß, aufgrund der wegabha¨ngigen permanentmagnetischen Kraft, der Anker weiter
ausgelenkt wird. Um den Anker somit bei stromlosen Spulen in der Mittelstellung
zu halten, werden an beiden Seiten ausreichend steife Zentrierfedern eingesetzt.
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Zur Steuerung der magnetischen Kraft wird durch die Motorspulen ein weiterer
magnetischer Fluß aufgebracht. Dieser Fluß, u¨berlagert mit dem permanentmagne-
tischen, ergibt die Feldlinien aus Bild 4.4. Je nach Stromrichtung sorgt der elek-
tromagnetische Fluß fu¨r eine Versta¨rkung des Feldes auf der einen Seite sowie einer
Abschwa¨chung auf der anderen. Die daraus resultierende axiale Ankerkraft berech-
net sich aus einem permanentmagnetischen (Fpmag) und einem elektromagnetischen
(Femag) Anteil:
Fmag(I, xs) = Fpmag(xs) + Femag(I, xs).(4.1)
Der permanentmagnetische Anteil kann mit Hilfe des magnetischen Ersatzschaltbil-
des des Motors ermittelt werden [Kli95]. Zu Simulationszwecken kann diese Funktion
durch ein Polynom dritten Grades approximiert werden:
Fpmag = 277xs + 86, 86x
3
s.(4.2)
Abbildung 4.4: Magnetische Feldlinien bei Auslenkung des Ankers
Klingauf hat gezeigt, daß die Modellierung des elektromagnetischen Anteils u¨ber
den Energieansatz vorgenommen werden kann:
Femag = kmagΨh.(4.3)
Der Vorteil liegt darin, daß durch den Ansatz des magnetischen Hauptﬂusses Ψh
Unterschiede in den vier Spulenstro¨men modelliert werden ko¨nnen. Außerdem kann
der nichtlineare Eﬀekt der Eisensa¨ttigung beru¨cksichtigt werden.
Die Berechnung des Flusses Ψh erfolgt u¨ber die Maschengleichung des elektrischen
Ersatzschaltbildes Bild 4.5. Dieses Modell besteht aus den vier Spulen sowie ei-
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Abbildung 4.5: Elektrisches Ersatzschaltbild der gekoppelten Spulen
ner ﬁktiven Wirbelstromspule, die die Eisenverluste aufgrund von Wirbelstro¨men
modelliert. Desweiteren werden neben den Induktivita¨ten Li, die die Kopplung
der einzelnen Spulen zusammen mit dem Eisenkreis darstellen, noch Streuindukti-
vita¨ten Lσi eingefu¨hrt, die andeuten, daß ein Teilﬂuß nur die eigene Spule durchsetzt,
wa¨hrend der Hauptﬂuß alle Spulen durchdringt. Da angenommen wird, daß die
Wirbelstromspule keine Streuinduktivita¨t besitzt, entspricht deren Fluß ΨFe dem
Hauptﬂuß Ψh.
Faßt man die vier Maschengleichungen aus Bild 4.5 vektoriell zusammen, so ergibt
sich folgende Vektorgleichung:


U1
U2
U3
U4
0

 =


R1 0 0 0 0
0 R2 0 0 0
0 0 R3 0 0
0 0 0 R4 0
0 0 0 0 RFe




I1
I2
I3
I4
IFe

+


Ψ˙1
Ψ˙2
Ψ˙3
Ψ˙4
Ψ˙Fe

 ,(4.4)
mit den Klemmspannungen U1 . . . U4, den Spulenstro¨men I1 . . . I4, den Spulenwi-
dersta¨nden R1 . . . RFe sowie der zeitlichen Ableitung der verketteten Spulenﬂu¨sse
Ψ1 . . .ΨFe. Die Spulenﬂu¨sse ko¨nnen mit Hilfe der Stro¨me sowie der Induktivita¨ten
angegeben werden zu
Ψ = L · I,(4.5)
wobei gegenu¨ber der Widerstandsmatrix die Induktivita¨tsmatrix vollbesetzt ist auf-
grund der Kopplungs- und Streuinduktivita¨ten. Betrachtet man nun eine Bewegung
des Ankers, die eine Spannung Uind in den einzelnen Spulen induziert, die die elek-
tromagnetische Gegenkraft erzeugt, erha¨lt man das folgende Diﬀerentialgleichungs-
system:
Ψ˙ = U−Uind −RL−1Ψ.(4.6)
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Der lineare Zusammenhang aus Gl. 4.5 beschreibt jedoch noch nicht die Eisensa¨tti-
gung, die sich bei zunehmender Magnetisierung einstellt. Diesem Eﬀekt wird Rech-
nung getragen durch Einfu¨hrung einer ﬂußabha¨ngigen Induktionsmatrix L = f(Ψ).
Klingauf [Kli95] hat gezeigt, daß die Induktivita¨tsmatrix durch eine konstante Kop-
pelmatrix Kκ und eine vom Hauptﬂuß Ψh abha¨ngige Induktivita¨t Lh beschrieben
werden kann:
L(Ψh) = Lh(Ψh)Kκ.(4.7)
Desgleichen ha¨ngt auch die induzierte Spannung Uind von Lh ab:
Uind = Kind(Lh)x˙s(4.8)
4.1.2 Dynamik des Steuerventils
Da durch die Gl. 4.1 bis 4.8 die Ankerkraft vollsta¨ndig beschrieben ist, kann die
Bewegungsgleichung des Ankers mit Ventilschieber (Masse ms) aufgestellt werden:
msx¨s = Fmag − FStr − FR − Fhyd − d x˙s − c xs.(4.9)
Das Blockschaltbild 4.6 verdeutlich diese Zusammenha¨nge. Entgegen der axialen
Abbildung 4.6: Blockschaltbild des gesamten DDVs
Bewegung des Ankers wirken Stro¨mungskraft FStr, Reibkraft in Form Coulombscher
Reibung
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FR = kR · sgn(x˙s),(4.10)
eine hydraulische Da¨mpfung zur Erho¨hung der mechanischen Da¨mpfung d
Fhyd = dhyd · sgn(x˙s)x˙2s(4.11)
sowie Federkra¨fte aufgrund der Zentrierfedern. Die Stro¨mungskraft in axialer Rich-
tung entsteht durch die Stro¨mungsumlenkung an den Steuerkanten. Somit gibt
es neben dem elektrischen und mechanischen Einﬂuß auf die Ankerbewegung noch
zusa¨tzlich eine hydraulische Komponente. Die Herleitung der Stro¨mungskraft ge-
schieht u¨ber die Volumenstro¨me Qi an den Steuerkanten des Ventils (vgl. Bild 4.7).
Im Folgenden soll dazu nur ein Teil des Tandemventils bzw. -zylinders betrachtet
werden, da die Gleichungen direkt auf den weiteren Teil u¨bertragbar sind.
Abbildung 4.7: Skizze des Gesamtaktuators
Die Steuerkanten sind derart ausgelegt, daß zur Vermeidung von Unstetigkeiten im
Neutralpunkt (xs = 0) negative U¨berdeckungen ui vorgesehen sind (vgl. Bild 4.7).
Die Durchﬂußgleichungen ergeben sich unter Annahmen einer stationa¨ren Stro¨mung
aus der Bernoulli-Gleichung fu¨r ideale Blenden [Mur98] mit pS dem Systemdruck und
pR dem Ru¨cklaufdruck:
Q1 = KD1
√
|pA − pR|sgn(pA − pR)
Q2 = KD2
√
|pS − pA|sgn(pS − pA)
Q3 = KD3
√
|pS − pB|sgn(pS − pB)(4.12)
Q4 = KD4
√
|pB − pR|sgn(pB − pR),
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mit dem Durchﬂußbeiwert KDi aus
KDi = AiαD
√
2
ρ
.(4.13)
Ai entspricht dem jeweilen Blendenquerschnitt an der Steuerkante, der Durchﬂußko-
eﬃzient αD sowie die Dichte ρ des Hydrauliko¨ls werden als konstant angenommen,
was fu¨r den Zweck des Reglerentwurfs vertretbar ist.
Mit den Volumenstro¨men Qi ko¨nnen nun die Stro¨mungskra¨fte aus Gl. 4.9 angegeben
werden:
FStr =
∑
i
(−1)i−1ρ vStri Qi cos β︸ ︷︷ ︸
stationa¨re Anteile
± ρ li Q˙i︸ ︷︷ ︸
dynamische Anteile
,(4.14)
mit vStri den Stro¨mungsgeschwindigkeiten im Steuerquerschnitt, dem Strahablenk-
winkel β sowie der La¨ngen li der axial beschleunigten O¨lsa¨ulen. Den u¨berragenden
Anteil an der Stro¨mungskraft besitzt der stationa¨re Anteil, der immer in Schließrich-
tung der jeweiligen Steuerkante wirkt. Aufgrund der gegensinnigen Volumenstro¨me
(vgl. Bild 4.7) heben sich die dynamischen Anteile anna¨hernd auf [Oeh01], so daß
diese vernachla¨ssigt werden ko¨nnen.
4.1.3 Dynamik des Druckaufbaus
Durch die O¨ﬀnung des Ventils an den Steuerkanten stellen sich Volumenstro¨me
Qi ein, die u¨ber die Kontinuita¨tsgleichung die Kammervolumenstro¨me QA und QB
liefern:
QA = Q2 −Q1, QB = Q3 −Q4.(4.15)
Unter Beru¨cksichtigung der Kompressibilita¨t des O¨ls erha¨lt man die Gl. 4.16 und
4.17 fu¨r den Druckaufbau. Analog zur Auﬂadung eines Kondensators erfolgt die
Beschreibung des Druckaufbaus u¨ber den eﬀektiven Volumenstrom und die hydrau-
lische Kapazita¨t E˜O¨l/V .
p˙A =
E˜O¨l,A
VA
(QA −Ak (x˙k − x˙G)−QLi)(4.16)
p˙B =
E˜O¨l,B
VB
(QB + Ak (x˙k − x˙G) +QLi).(4.17)
Das Ersatz-Elastizita¨tsmodul des O¨ls E˜O¨l,A bzw. E˜O¨l,B beru¨cksichtigt neben der
Kompressibilita¨t des O¨ls, die sowohl temperatur- als auch druckabha¨ngig ist, auch
die Elastizita¨ten des Zylindergeha¨uses, der Leitungen und Dichtungen. Die weg-
abha¨ngigen Volumina VA und VB lassen sich berechnen aus dem Volumen V0 des
Zylinderkolbens in Mittelstellung:
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Abbildung 4.8: Einfacher Zylinder mit Lastankopplung
VA = V0 + Ak(xk − xG)(4.18)
VB = V0 − Ak(xk − xG),(4.19)
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mit Ak der Kolbenﬂa¨che und xk und xG der Kolben- bzw. Geha¨useverschiebung.
Die Vernachla¨ssigung des a¨ußeren Leckstromes QLa in Gl. 4.17 ist bei einem intak-
ten Zylinder aufgrund der verschwindend geringen Menge vertretbar. Der innere
Leckstrom kann jedoch bis zu 0,05 l/min annehmen (vgl. [Kli95]). Dieser berech-
net sich aus der Druckdiﬀerenz in linker und rechter Zylinderkammer und einem
Leckstrombeiwert KLi:
QLi = KLi (pA − pB).(4.20)
4.1.4 Bewegungsgleichung des Tandem-Zylinders
Zur Herleitung der Bewegungsgleichungen des Tandem-Zylinders soll zuna¨chst ein-
mal das Ruder als Zweimassenschwinger (vgl. Kapitel 2.2, Bild 2.6) betrachtet wer-
den. Das aeroelastische Modell des Seitenruders wird anschließend in Kapitel 4.2
modelliert. Bild 4.8 zeigt das der Modellierung zugrunde liegende Ersatzmodell des
einfachen Zylinders. Hierbei werden sowohl die Zylindergeha¨useaufha¨ngung (Index
G) als auch die elastische Ankopplung an das Ruder (Index L) einbezogen. Die
aerodynamischen Kra¨fte, die auch Kra¨ftea¨nderungen infolge von Turbulenzen bein-
halten, sind in Bild 4.8 mit FA bezeichnet. Die Dru¨cke p
′
A und p
′
B aufgrund der
Tandembauweise berechnen sich analog zu den Gl.n 4.16 und 4.17.
Die Bewegungsgleichungen ergeben sich mit den gemachten Angaben zu:
mGx¨G = −Ak(pA − pB + p′A − p′B)− cGxG − dGx˙G + FRk(4.21)
mkx¨k = Ak(pA − pB + p′A − p′B)− cL1 (xk − xG − xL1)− FRk(4.22)
mL1x¨L1 = cL1 (xk − xG − xL1)− dL (x˙L1 − x˙L2)− cL2 (xL1 − xL2)(4.23)
mL2x¨L2 = dL (x˙L1 − x˙L2) + cL2 (xL1 − xL2)− FAe(4.24)
mit der inneren Reibkraft FRk zwischen Kolben und Zylindergeha¨use
FRk = kRk sgn(x˙k − x˙G) + dk(x˙k − x˙G).(4.25)
4.1.5 Sensorik und Signalverarbeitung
Neben der Modellierung des Aktuators selbst muß auch das Verhalten der Senso-
rik fu¨r Strom- und Wegmessungen sowie der Leistungsversta¨rker ermittelt werden.
Daraus ergibt sich dann das Gesamtsystem
”
Aktuator“, welches die Grundlage so-
wohl fu¨r die nichtlineare Simulation als auch fu¨r die Ermittlung eines vereinfachten
linearen Systems ist.
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Leistungsversta¨rker
Die vier Klemmspannungen des Motors liefern vier Leistungsversta¨rker, die jeweils
von einer den vier Steuerspannungen u1 . . . u4 angesteuert werden. Das U¨bertragungs-
verhalten der Leistungsversta¨rker kann als proportional mit dem Versta¨rkungsfaktor
kv angenommen werden, da die Zeitkonstanten sehr gering sind. Fu¨r die Klemm-
spannungen ergibt sich somit
U =


U1
U2
U3
U4
0

 =


kv 0 0 0
0 kv 0 0
0 0 kv 0
0 0 0 kv
0 0 0 0




u1
u2
u3
u4

 = Kv u.(4.26)
Die Klemmspannungen sind aufgrund der Versorgungsspannung des Leistungsversta¨r-
kers auf 38V begrenzt. Diese Stellgro¨ßenbegrenzung muß in der nichtlinearen Simu-
lation beru¨cksichtigt werden, da sie die Regelung entscheidend beeinﬂussen kann.
Strommessung
Die Messung der Spulenstro¨me erfolgt mit niederohmigen Shuntwidersta¨nden, de-
ren U¨bertragungsverhalten auch als proportional angesehen werden kann. Fu¨r die
gemessenen Spulenstro¨me gilt dann:
i =


kI 0 0 0 0
0 kI 0 0 0
0 0 kI 0 0
0 0 0 kI 0




I1
I2
I3
I4
IFe

 .(4.27)
Die gemessenen Stro¨me werden zur analogen Stromregelung beno¨tigt, deren Not-
wendigkeit in Kapitel 5.2.1 erla¨utert wird.
Wegmessung
Die Wegmessung sowohl fu¨r den Ventilschieberweg als auch fu¨r den Kolbenweg ge-
schieht mit induktiven Wegaufnehmern (LVDT). Das Verhalten der Wegaufnehmer
ist linear. Mit Hilfe eines Demodulators muß das Wegsignal von der eingepra¨gten
Frequenz befreit werden. Um noch zusa¨tzlich die Filterung von Meßrauschen zu
integrieren, werden die Eckfrequenzen der Filter an die Dynamik der jeweiligen Be-
wegung angepaßt. Daraus ergibt sich fu¨r die Schieberbewegung eine Eckfrequenz von
4.2 Das Seitenleitwerk 49
ω0s = 531, 7 Hz mit einer Da¨mpfung von Ds = 0, 748 und fu¨r die Kolbenbewegung
von ω0k = 69, 2 Hz mit Dk = 0, 574.
FLV DT (s) =
ω20
s2 + 2Dω0 + ω20
(4.28)
4.2 Das Seitenleitwerk
Zur Vervollsta¨ndigung des Gesamtmodells wird im folgenden das Seitenleitwerk mit
Ruder modelliert. Da Untersuchungen zum aeroelastischen Verhalten des Seiten-
leitwerks in diese Arbeit einﬂießen, ist eine realita¨tsgetreue Modellierung von großer
Wichtigkeit. Im Gegensatz zu vorherigen Arbeiten von Klingauf [Kli95] und Eich
[Eic99], die von einer elastisch angekoppelten statischen Last ausgegangen sind,
kommt hier ein dynamisches Lastmodell zum Einsatz.
Der zuvor beschriebene Aktuator dient zur Bewegung des Seitenruders und ist fol-
gendermaßen im Flugzeug befestigt:
Abbildung 4.9: Anschluß des Aktuators am Ruder
Die strukturseitige Anbindung des Aktuators ist u¨ber eine drehbar gelagerte Kop-
pelstange mit dem Rumpf des Flugzeuges verbunden. Der O¨senkopf auf der Kolben-
stange des Aktuators ist u¨ber ein Koppelglied direkt mit der Ruderachse verbunden.
Eine Besonderheit ist, daß eine Verbindungsstange zwischen dem Koppelglied und
der rumpfseitigen Verbindung eingesetzt wird (siehe Bild 4.9, links). Daraus ergibt
sich die folgende Kinematik der Ruderbewegung: durch das Ein- bzw. Ausfahren
des Kolbens wird das Koppelglied gedreht, was aufgrund der Verbindungsstange
eine Bewegung des hinteren Anschlußpunktes des Aktuators und eine Drehung um
den Verbindungspunkt zum Rumpf bewirkt. Durch die zusa¨tzliche Drehung der
Rumpfanschlußkoppelstange stellen sich gro¨ßere Ruderwinkel als durch die alleinige
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Bewegung der Kolbenstange ein. Das bedeutet, daß fu¨r erforderliche Ruderwin-
kel von ±30◦ eine kleinere Kolbenbewegung ausreicht und somit die Baugro¨ße des
Aktuators klein gehalten werden kann. Unter den Gesichtspunkten Bauraum und
Gewicht ist das von großer Wichtigkeit. Bild 4.10 zeigt den Zusammenhang zwi-
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lineare Approximation: ζ = −0,41 ⋅ xk
Abbildung 4.10: Zusammenhang zwischen Ruderwinkel und Aktuatorhub
schen dem Aktuatorhub und dem sich einstellenden Ruderwinkel. Die Abha¨ngigkeit
ist anna¨hernd linear und kann durch die strichpunktierte Linie approximiert werden.
Die Modellierung des Seitenleitwerks zu Reglerentwurfs- und Simulationszwecken
erfolgt mit der Finite-Elemente-Methode (FEM). Daraus ergibt sich die folgende
Bewegungsgleichung der elastischen Struktur des Seitenleitwerks:
Mq¨ +Dq˙+Kq = F,(4.29)
mitM ∈ R n×n der diagonalen Massenmatrix, D ∈ R n×n der Da¨mpfungsmatrix, K ∈
R n×n der Steiﬁgkeitsmatrix und F ∈ R n×1 dem Vektor der a¨ußeren Kra¨fte, wobei n
die Anzahl der Freiheitsgrade darstellt. Der Vektor q entha¨lt die Freiheitsgrade des
Systems. Da die Da¨mpfung bei elastischen Strukturen sehr gering und zumeist nicht
genau bekannt ist, nimmt man D als viskose, steiﬁgkeitsproportionale Da¨mpfung an
[KM97], [?]:
D = βK.(4.30)
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Gl. 4.30 wird auch als Bequemlichkeitshypothese bezeichnet, da auf diesem einfachen
Weg eine modale Da¨mpfung erreicht werden kann.
In Bild 4.11 sind die massebehafteten Knoten des FE-Modells des Seitenleitwerks
dargestellt. Dieses bereits modal reduzierte Modell besteht aus 151 Freiheitsgraden,
wobei die Symmetrie des Seitenleitwerks ausgenutzt wurde. Die herausgezogenen
Punkte in Bild 4.11 sind die Anschlußpunkte zum Rumpf bzw. des Aktuators.
Abbildung 4.11: Gridpoints auf der Struktur des Seitenleitwerks
Aufgrund der hohen Anzahl von Freiheitsgraden muß das FE-Modell weiterhin re-
duziert werden. Ziel sind zwei unterschiedliche Modelle: ein sehr stark reduziertes
zum Reglerentwurf, das nur die ersten beiden Eigenmoden entha¨lt, und ein wei-
teres zur Simulation, welches alle ausgepra¨gten Eigenmoden beru¨cksichtigt. Zur
Reduktion des Modells wird zuna¨chst eine Modaltransformation durchgefu¨hrt, die
die Eigenvektoren, Eigenfrequenzen und die modalen Da¨mpfungen liefert:
ΦTMΦ = I(4.31)
ΦTKΦ = diag(0r, diag(ω
2
j ))(4.32)
ΦTDΦ = diag(0r, diag(2Djωj))(4.33)
mit Φ = [Φr,Φf ] den Eigenvektoren - unterteilt in die der Starrko¨rperbewegung Φr
und die der elastischen Eigenformen Φf - und ωj und Dj den Eigenfrequenzen bzw.
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modalen Da¨mpfungen. Da die elastische Struktur des Seitenleitwerks von Natur aus
nur eine schwache innere Da¨mpfung aufweist, kann man die Da¨mpfungsgrade Dj als
gering und konstant mit Dj = 0, 001 annehmen.
Diese leichte Da¨mpfung gewa¨hrleistet die Stabilita¨t der elastischen Eigenmoden bei
der Simulation und beim Reglerentwurf. Weiterhin ist eine Zustandsraumdarstel-
lung einer elastischen Struktur dann modal, wenn eine leichte Da¨mpfung existiert
und die Eigenfrequenzen nicht eng beieinander liegen [Gaw98].
Das Gesamtverhalten setzt sich zusammen aus der der Starrko¨rperbewegung (Index
r) und der der elastischen Bewegung (Index f):
G(jω) = Gr(jω) +Gf (jω).(4.34)
Fu¨r die Systemmatrizen der Starrko¨rperbewegung ergibt sich mit einer Starrko¨rper-
schwingung des Ruders:
Ar =
[
0 1
0 0
]
Br =
[
0
Φr
]
Cr =
[
Φr 0
]
Dr = 0.(4.35)
Die Systemmatrizen des elastischen Teilmodells bestehen aus den modalen Parame-
tern Φf , ω und D:
x˙f =

 Af1 . . .
AfNf

xf +

 Bf1...
BfNf

F(4.36)
yf =
[
Cf1 · · ·CfNf
]
xf +Df F(4.37)
Afj =

 −Djωj ωj
√
1−D2j
−ωj
√
1−D2j −Djωj

 Bfj =
[
0
Φfj
]
(4.38)
Cfj =
[
Φfj 0
]
Df = 0.(4.39)
Die Eingangssignale des Modells sind Kra¨fte, die an jedem Knoten angreifen, und
die Ausgangssignale sind die Verschiebungen der Knoten in Flugzeugquerachse y
(vgl. Anhang C).
Die Reduktion dieses Modells erfolgt mit den bereits in Kapitel 3.6.2 beschriebenen
Verfahren der balanced truncation oder der singular perturbation. Bild 4.12 zeigt
einen Vergleich der Reduktionsmethoden. Deutliche Unterschiede lassen sich nur
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Abbildung 4.12: Vergleich der Reduktionsmethoden
im ho¨heren Frequenzbereich erkennen, wo, methodenbedingt, die singular perturba-
tion-Methode einen konstanten Wert liefert. Da der Augenmerk aber im unteren
Frequenzbereich liegt, ist die singular perturbation-Methode auszuwa¨hlen, da das
Bode-Diagramm sich mit dem Original dort exakt deckt.
Das Ergebnis der Reduktion ist zum einen ein Simulationsmodell 22. Ordnung, das
die dominierenden 10 elastischen Eigenmoden beru¨cksichtigt sowie ein Modell zum
Reglerentwurf 6. Ordnung mit lediglich zwei Eigenmoden bei 11,5 und 26,5 Hz.
Die reduzierten Modelle liegen in Zustandsraumdarstellung vor und werden derart
in den Reglerentwurf bzw. die Simulation eingebaut. Die Matrizen des Reglerent-
wurfsmodells 6. Ordnung beﬁndt sich in Anhang C.
4.3 A¨ußere Einﬂu¨sse durch Turbulenz
A¨ußere Einﬂu¨sse durch Wind und Turbulenz sind die Hauptursache von Sto¨rungen
der Fluglage. Deswegen ist die Beru¨cksichtigung der Luftbewegung entscheidend fu¨r
die Kompensation solcher Sto¨rungen. Dies gilt insbesondere fu¨r die Flugregelung,
aber auch das Einbeziehen in die Aktuatorregelung kann fu¨r das Ziel der Da¨mpfung
der Eigenbewegung der aeroelastischen Struktur Verbesserungen bringen.
Die Luftbewegung kann man in zwei Klassen gliedern: die langsam vera¨nderliche,
großra¨umige Luftbewegung, die als Wind bezeichnet wird, und die ho¨herfrequente,
kleinra¨umige Luftbewegung, die Turbulenz. Um beim Reglerentwurf nur die ma-
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ximal auftretenden Sto¨rungen zu beru¨cksichtigen, wird im weiteren nur ein Turbu-
lenzmodell betrachtet. Dieses wird als stochastischer Prozeß modelliert. Weitere
Ausfu¨hrungen liefert [MFC80], [Bro94] und [Sch85].
Das Turbulenzmodell beschreibt die Geschwindigkeitskomponenten uw, vw und ww
der bewegten Luft in der Form ihrer Autoleistungsdichtespektren14 . Die wichti-
gen Gro¨ßen bei dieser stochastischen Beschreibung sind die Beobachtungszeit Tv =
L/vTAS und die Varianz σ
2. Die Beobachtungszeit berechnet sich aus der charakte-
ristischen Wellenla¨nge L und der eﬀektiven Fluggeschwindigkeit vTAS
15.
Folgende Annahmen liegen der Turbulenzmodellierung zugrunde [McL90]:
• Die Bahngeschwindigkeit VTAS ist konstant
• Die charakteristische Wellenla¨nge L ist groß gegenu¨ber den Flugzeugabmes-
sungen und ha¨ngt von der Flugho¨he ab
• Das Turbulenzfeld ist isotrop: σ
2
u
Lu
=
σ2v
Lv
=
σ2w
Lw
• Das ra¨umliche Feld der Geschwindigkeitskomponenten ist zeitinvariant
• Die atmospha¨rische Turbulenz ist ein stationa¨rer Zufallsprozeß
Es existieren zwei analytische Beschreibungen zur Approximation des Autoleistungs-
dichtespektrums von atmospha¨rischer Turbulenz: das von-Karman-Spektrum und
das Dryden-Spektrum. Wa¨hrend das erstere zwar genauer gemessene Spektren
anna¨hert, liegt die Schwierigkeit aber in der numerischen Simulation, da es sich
beim von-Karman-Spektrum um eine gebrochen irrationale Funktion handelt. Das
Dryden-Spektrum wird durch eine gebrochen rationale Funktion beschrieben und
kommt somit hier zum Einsatz.
Das Dryden-Spektrum
Die Autoleistungsdichtespektren nach Dryden sind fu¨r die drei Geschwindigkeits-
komponenten folgendermaßen deﬁniert:
Φuw(ω) = 2Tu σ
2
u ·
1
1 + (ω Tu)2
(4.40)
Φvw(ω) = σ
2
v Tv ·
1 + 3 T 2vω
2
(1 + (ω Tv)2)2
(4.41)
Φww(ω) = σ
2
w Tw ·
1 + 3 T 2wω
2
(1 + (ω Tw)2)2
.(4.42)
14Das Autoleistungsdichtespektrum ist die Fourier-Transformierte der Autokorrelationsfunktion
(AKF)
15TAS: true airspeed
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Abbildung 4.13: Filterung stochastischer Signale
Die charakteristischen Parameter sind hierbei von einer Vielzahl von Parametern
wie Flugho¨he, Temperatur, Wetterlage und Bodenrauhigkeit abha¨ngig. Diese Daten
ko¨nnen aus [MFC80] entnommen werden.
Simulation von Turbulenz
Mit Hilfe der Autoleistungsdichtespektren sind zwar die Bo¨engeschwindigkeiten be-
schrieben, jedoch ist es fu¨r die Simulation von Turbulenzen no¨tig, daß Signale erzeugt
werden, die das entsprechende Leistungsdichtespektrum aufweisen. Zur Erzeugung
solcher Signale bedient man sich der Tatsache, daß die Transformation eines gege-
benen Autoleistungsdichtespektrums durch ein Formﬁlter ein gewu¨nschtes Autolei-
stungsdichtespektrum hervorbringt [Ha¨n91] (Bild 4.13):
Φy(ω) = |F (jω)|2Φη(ω)(4.43)
Ist nun das Eingangssignal des Filters ein weißes Rauschen mit
Φη(ω) = 1,(4.44)
so ergibt sich fu¨r die Wahl des Formﬁlters
|F (jω)|2 = Φy(ω).(4.45)
Daraus ergibt sich fu¨r die Formﬁlter der drei Turbulenzgeschwindigkeiten:
Fuw(jω) =
√
2Tu σ2u ·
1
1 + jω Tu
(4.46)
Fvw(jω) =
√
σ2v Tv ·
1 + jω
√
3Tv
(1 + jω Tv)2
(4.47)
Fww(jω) =
√
σ2w Tw ·
1 + jω
√
3Tv
(1 + jω Tv)2
.(4.48)
In den weiteren Betrachtungen wird nun davon ausgegangen, daß sich das Flugzeug
in gro¨ßerer Ho¨he beﬁndet. Das bedeutet fu¨r die Parameter σ und L, daß
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σu = σv = σw(4.49)
Lu = Lv = Lw.(4.50)
Daraus ergeben sich gleiche Beobachtungszeiten T fu¨r die drei Bo¨enrichtungen. So-
mit sind die Bo¨engeschwindigkeiten senkrecht zur Flugrichtung (vw und ww) iden-
tisch (vgl. Gl. 4.47 und 4.48).
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5 Entwurf eines ﬁlterintegrierten Reglers
Nachdem in den Kapiteln 3 und 4 die Grundlagen fu¨r den Reglerentwurf gelegt
wurden, bescha¨ftigt sich dieses Kapitel mit den Schritten bis hin zum robusten
Aktuatorregler. Das Ziel, das dem Reglerentwurf zugrunde liegt, ist vielschich-
tig. Zuna¨chst wird im Rahmen eines neuartigen Konzeptes ein ﬁlterintegrierter
robuster Regler entworfen werden, der sowohl die Aktuatorregelung als auch die
Notch-Filterung des Aktuatorsollwertes miteinander vereint. Allein dadurch verrin-
gert sich der Entwurfsaufwand dahingehend, daß keine gegenseitige Anpassung mehr
von No¨ten ist. Das eigentliche Ziel des Entwurfs ist es, die vom Notch-Filter ver-
ursachten Phasenverluste im Vergleich zum konventionellen Konzept zu schma¨lern
ohne die Da¨mpfungseigenschaften des integrierten Filters zu schwa¨chen. Dies muß
insbesondere fu¨r den Frequenzbereich bis 5Hz, in dem sich ﬁe Flugzeugdynamik
beﬁndet, erfu¨llt sein. Nicht zuletzt soll der entworfene robuste Regler eine realisier-
bare Reglerordnung annehmen sowie ohne gravierende strukturelle A¨nderungen im
Bezug auf die Originalkonﬁguration auskommen, um den Praxisbezug nicht außer
Acht zu lassen. Realisiert wird der Regler mit Hilfe der µ-Methode, wobei mit der
(D,G) -K-Iteration (vgl. Kapitel 3.6.1) der Regler entworfen wird. Entscheidend
dabei ist eine genaue Ermittlung eines nominellen sowie eines Unsicherheitsmodells
als auch die Beschreibung der Anforderungen an das Regelverhalten.
Ausgehend von dem nichtlinearen Aktuatormodell aus Kapitel 4 wird zuna¨chst ein
lineares Modell niedriger Ordnung hergeleitet. Die Diﬀerenzen zwischen dem linea-
ren und dem nichtlinearen Modell werden in einem Unsicherheitsmodell erfaßt, so
daß das lineare nominelle Modell zusammen mit dem Unsicherheitsmodell den realen
Aktuator beschreiben.
Bei der Deﬁnition der Performanceanforderungen spielen mehrere Kriterien eine
Rolle. Zum einen soll eine hohe Dynamik erreicht werden, zum anderen wird großer
Wert auf die Integration der Filterfunktion sowie die Robustheit gegen Lasteinﬂu¨sse
gelegt.
Den Abschluß dieses Kapitels bildet die Regleranalyse hinsichtlich Robustheit und
die Reglerauswahl nach verschiedenen Ordnungsreduktionsverfahren aufgrund von
Performanceeigenschaften. Dieser Regler wird anschließend in der nichtlinearen Si-
mulation im Vergleich zur konventionellen Kaskadenregelung herangezogen.
5.1 Nominelles Modell
In Kapitel 4 wurde bereits das nichtlineare Modell aufgestellt, welches das reale Ver-
halten des Aktuators weitestgehend abdeckt. Aufgrund des nichtlinearen Charakters
kann man dieses Modell als U¨berlagerung einer Schar linearer Modelle betrachten.
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Diese Modellschar soll nun durch ein lineares nominelles Modell sowie ein Unsicher-
heitsmodell beschrieben werden.
Neben der Linearisierung der nichtlinearen Diﬀerentialgleichungen ist es ratsam eine
Ordnungsreduktion durchzufu¨hren. Grund dafu¨r ist, daß beim Entwurf eines robu-
sten Reglers mit der µ-Synthese die Reglerordnung von der des Modells stark beein-
ﬂußt wird. An dieser Stelle soll jedoch auf Ordnungsreduktionsverfahren, wie in Ka-
pitel 3.6.2 beschrieben, verzichtet werden, da bei diesen Verfahren zumeist der phy-
sikalische Zusammenhang verloren geht. Daher werden die folgenden U¨berlegungen
zur Ordnungsreduktion angestellt:
• Vernachla¨ssigung ho¨herfrequenter Eigenschwingungen
• Zusammenfassen von quasisimultanen Eigenbewegungen aufgrund von Redun-
danz (vgl. [Eic99]).
5.1.1 Nominelles DDV-Modell
Der Hauptgesichtspunkt bei der Generierung des nominellen DDV-Modells ist der
U¨bergang vom nichtlinearen Mehrgro¨ßenmodell hin zum linearen Eingro¨ßenmodell.
Wie schon die Untersuchungen bei Klingauf [Kli95] ergaben, besitzt das Spulensys-
tem des Linearmotors eine dominierende Eigenbewegung, die die A¨nderung der
Motorkraft und somit die Dynamik entscheidend beeinﬂußt. Außerdem existie-
ren noch vier schnelle Pole des Spulensystems, die eine anna¨hernd sprungfo¨rmige
A¨nderung der Spulenstro¨me bei einer sprungfo¨rmigen A¨nderung der Steuerspan-
nungen bewirken. Aus diesem zu beobachtendem Verhalten la¨ßt sich das folgende
Eingro¨ßenmodell des Spulensystems mit dem Hauptﬂuß Ψh als Zustandsgro¨ße und
dΨ als Durchgriﬀ von der Steuerspannung auf den Gesamtstrom aufstellen, welches
aus Gl. 4.6 hervorgeht:
Ψ˙h = −Rsp
Lh
Ψh + (kv u− uind)(5.1)
[
Femag
Iges
]
=

 kmagkI
Lh

 Ψh +
[
0
dΨ
]
(kv u− uind).(5.2)
In diesem Modell wurde die Eisensa¨ttigung vernachla¨ssigt, woraus eine konstante
Induktivita¨t Lh folgt (vgl. Gl. 4.7). Damit ergibt sich fu¨r die die Dynamik bestim-
mende Gro¨ße der Quotient aus Spulenwiderstand Rsp und Induktivita¨t Lh.
Die elektromagnetische Kraft Femag gilt als Eingangsgro¨ße fu¨r das Teilmodell Ventil-
schieber. Wie in Gl. 4.9 zu sehen, hat das System PT2-Verhalten, wobei hierzu die
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Nichtlinearita¨ten Fpmag, Fstr, FR und Fhyd durch ein lineares Verhalten approximiert
werden mu¨ssen:
x¨s =
1
ms
(Femag − dDDV x˙s − cDDV xs).(5.3)
Die Gesamtda¨mpfungskonstante dDDV setzt sich aus der viskosen Reibung d und
der hydraulischen Da¨mpfung zusammen. Die permanentmagnetische Kraft, die
Stro¨mungskraft sowie die Zentrierfedern liefern ihren Anteil zu cDDV .
Mit der Beziehung uind = kind x˙s erha¨lt man daraus die Zustandsraumdarstellung
des gesamten DDVs:

 Ψ˙hx¨s
x˙s

 =


−Rsp
Lh
−kind 0
kmag
ms
−dDDV
ms
−cDDV
ms
0 1 0



 Ψhx˙s
xs

+

 kv0
0

 u(5.4)
[
xs
Iges
]
=

 0 0 1kI
Lh
dΨ kind 0



 Ψhx˙s
xs

+
[
0
kv dΨ
]
u(5.5)
Die Parametrierung des Modells erfolgt nicht ausschließlich durch eine Identiﬁzie-
rung der Parameter. Ziel der Parametrierung ist es, daß das nominelle Modell in der
Mitte der Modellschar zu liegen kommt. Dazu wurde das von Eich [Eic99] bereits
identiﬁzierte Modell mit dem Unsicherheitsmodell derart abgestimmt, daß das Aus-
maß der Unsicherheiten minimiert wird, um so unno¨tige Konservativita¨t zu vermei-
den. Somit wird die Parametrierung sowohl des DDV- als auch des Zylindermodells
ausschließlich zusammen mit dem jeweiligen Unsicherheitsmodell vorgenommen. Die
Parameterwerte sind in Anhang A zu ﬁnden.
5.1.2 Nominelles Zylindermodell
Die Nichtlinearita¨ten, die es beim hydraulischen Antrieb zu linearisieren gilt, sind
• die Durchﬂußkennlinien,
• die druckabha¨ngige O¨lkompressibilita¨t,
• die wegabha¨ngigen Kammervolumina und
• die Reibung.
Unter der Annahme eines Zylinders mit nullu¨berdeckenden Steuerkanten, gleicher
Blendenquerschnitte (KD = const.) sowie konstanter Kammervolumina VA = VB = V0
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lassen sich die Durchﬂußgleichungen aus Gl. 4.12 vereinfachen. Dazu wird der soge-
nannte Lastdruck pL eingefu¨hrt:
pL = pA − pB.(5.6)
Es gilt dann fu¨r die Durchﬂußgleichung mit QA = QB = QL
QL = KD
√
pS − pL · sgn(xs)
2
xs,(5.7)
die sich nach der Linearisierung am Arbeitspunkt xs = 0 und pL = 0 vereinfacht zu
Qges = KD
√
pS
2
xs = kQ xs.(5.8)
Die Durchﬂußgleichung reduziert sich auf eine proportionale Abha¨ngigkeit des ef-
fektiven Durchﬂusses Qges vom Schieberweg xs.
Eine weitere Vereinfachung kann getroﬀen werden, indem die Kopplung zwischen
Kolben und der Geha¨useaufha¨ngung als starr angenommen wird. Mit den Gl. 5.6
und 5.8 ko¨nnen die Bewegungsgleichungen aus den Gl. 4.16, 4.17 und 4.22 angegeben
werden zu
p˙L =
E ′
O¨l
V0
(Qges −K ′Li pL − Ak x˙k).(5.9)
x¨k =
1
mk
(2Ak pL − dzyl x˙k − cL1(xk − xL1)).(5.10)
Wie beim DDV-Modell wird die Reibung als geschwindigkeitsproportionale Da¨mp-
fung approximiert und unter dzyl zusammengefaßt.
Das in Kapitel 4.2 hergeleitete Lastmodell des Ruders inclusive des Seitenleitwerks,
welches aus den ersten beiden Eigenmoden und der Starrko¨rpermode besteht, liegt
als Zustandsraumdarstellung (sechster Ordnung) vor und ist im Anhang B zu ﬁnden.
5.1.3 Modellerweiterungen
Die Komplettierung des Modells erfolgt zum einen durch Einbeziehen des U¨bertra-
gungsverhaltens der LVDTs und zum anderen durch die Beru¨cksichtigung einer
Halteglied-Approximation. Der Grund liegt darin, daß die µ-Synthese zum Ent-
wurf des robusten Reglers ein zeitkontinuierliches Verfahren darstellt und somit auch
vom Einsatz des Reglers im Zeitkontinuierlichen ausgeht. Da die Implementierung
im Rechner aber in zeitdiskreter Form erfolgt, mu¨ssen die Phasenverluste, die das
Halteglied in einem zeitdiskreten Regelkreis hervorruft, beim Entwurf beru¨cksichtigt
5.1 Nominelles Modell 61
−0.005 0.005 0.015 0.025 0.035 0.045
−0.025
−0.02
−0.015
−0.01
−0.005
0
0.005
H0 Approximation: Ortskurvenvergleich
Realteil
Im
ag
in
är
te
il
H0 GDDV        
GAllpass GDDV
Abbildung 5.1: Vergleich der Ortskurven GDDV mit Halteglied bzw. Allpassappro-
ximation
werden, um so der destabilisierenden Wirkung Rechnung zu tragen. Der Phasenver-
lust entspricht dem eines Totzeitgliedes Tt mit der Totzeit von Tt = TA/2, mit TA
der Abtastzeit des digitalen Regelkreises. Der Eﬀekt des Haltegliedes wird durch
einen Allpaß erster Ordnung approximiert.
H0app(s) =
1− TDs
1 + TAs
(5.11)
TD wird derart gewa¨hlt, daß die Approximation ausreichend genau ist (maximale
Abweichung von 5%). Die Halteglied-Approximation wird in das DDV-Modell inte-
griert. Bild 5.1 zeigt die Unterschiede in den Ortskurven des DDVs mit Halteglied
0. Ordnung und mit Allpaßglied.
Diese Erga¨nzungen liefern ein erweitertes nominelles DDV-Modell 6. Ordnung, des-
sen Zustandsraumdarstellung im Anhang A zu ﬁnden ist.
Die Zylindermodellordnung ohne das Lastmodell erho¨ht sich durch Erweiterung um
den LVDT von drei auf fu¨nf (siehe Anhang B).
Bild 5.2 zeigt das nominelle Gesamtmodell des Aktuators mit Lastankopplung, wel-
ches eine Ordnung von 17 aufweist.
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Abbildung 5.2: Nominelles Gesamtmodell des Aktuators
5.2 Unsicherheitsbeschreibung
Eine Schwierigkeit im Bereich der Modellbildung stellt die Ermittlung der Unsi-
cherheiten dar. Wie bereits in Kapitel 3.3 dargestellt, sind die Unsicherheitsvari-
anten strukturiert oder unstrukturiert, parametrisch oder dynamisch anwendbar.
Die Gradwanderung zwischen der Erfassung mo¨glichst aller Unsicherheiten und der
Eingrenzung deren Anzahl, um die Reglerordnung gering zu halten, ist entscheidend
fu¨r die Konservativita¨t der gesamten Regelung.
Die Parametrierung der Unsicherheitsmodelle kann nicht unabha¨ngig von der Para-
metrierung des nominellen Modells durchgefu¨hrt werden. Eine gemeinsame Ermitt-
lung gewa¨hrleistet eine Minimierung der Unsicherheit. Die Folge davon bedeutet
eine Erho¨hung der Performance.
Um von vornherein eine gewisse Struktur zu beru¨cksichtigen, wird die Ermittlung der
Unsicherheiten getrennt fu¨r das DDV und den Zylinder durchgefu¨hrt. Somit kann
bei der Unsicherheitsmodellierung fu¨r jedes Teilmodell unabha¨ngig voneinander die
geeignetste Unsicherheitsvariante gewa¨hlt werden.
Die quantitative Bestimmung der Unsicherheiten im Zusammenhang mit dem no-
minellen Modell erfolgt mit Hilfe der nichtlinearen Simulation. Die Ursachen der
Unsicherheiten fu¨r DDV und Zylinder sind unterschiedlicher Natur und werden im
folgenden na¨her erla¨utert.
5.2.1 Unsicherheitsmodell des DDVs
Zur Unsicherheitsmodellierung des DDVs wird zuna¨chst das nichtlineare Modell
betrachtet. Die Eisensa¨ttigung, die in der Induktivita¨tsmatrix als Abha¨ngigkeit
vom magnetischen Fluß beru¨cksichtigt wird, tra¨gt dazu bei, daß sich sowohl der
stationa¨re Versta¨rkungsfaktor als auch die Dynamik des langsamen Pols a¨ndert.
Bild 5.3 zeigt die nichtlineare Simulation des DDVs bei Eingangsamplituden von
u = 0, 1−38V. Exemplarisch sind die Frequenzgangspunkte fu¨r u = 38V verbunden.
Auf diese Kurve wird spa¨ter in diesem Kapitel nochmal eingegangen. Die hydrau-
lische Da¨mpfung sowie die Reibung fu¨hren zu Schwankungen in der Da¨mpfung der
ho¨herdynamischen Eigenmode des DDVs. Geringe A¨nderungen der Eigenfrequenz
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Abbildung 5.3: Nichtlineare Simulation des DDVs
der ho¨herdynamischen Eigenmode ru¨hren von der wegabha¨ngigen permanentmagne-
tischen Kraft Fpmag her.
Ein Eﬀekt in der Simulation in Bild 5.3 wurde bisher nicht beru¨cksichtigt: die
Temperaturabha¨ngigkeit der Spulenwidersta¨nde. Bei einem zu betrachteten Tem-
peraturbereich von 15◦C bis 150◦C berechnet sich der Widerstand zu [LA]
R = R20 · (1 + 3.9 · 10−3 · (T − 20◦C)) mit R20 = 21.65Ω.(5.12)
Die Spanne des Widerstandsbereichs erstreckt sich somit zwischen R15 = 21.23Ω
und R150 = 32.63Ω. Mit dem identiﬁzierten Widerstand von R = 24.9Ω tritt eine
maximale Abweichungen von 31% auf. Diese macht sich wie bereits erwa¨hnt im sta-
tiona¨ren Versta¨rkungsfaktor als auch in der Dynamik deutlich bemerkbar (Bild 5.4).
Die Handhabung dieses Problems wurde im konventionellen Konzept (siehe Kapi-
tel 2.2) durch die Stromregelung abgedeckt. Im Konzept der robusten Regelung
mu¨ssen nun die beiden Mo¨glichkeiten abgewogen werden: zum einen besteht die
Mo¨glichkeit, die Schwankungen im Spulenwiderstand durch eine parametrische Un-
sicherheitsbeschreibung bzw. durch Erweiterung der dynamischen Unsicherheit ab-
zudecken. Die andere Mo¨glichkeit orientiert sich an der konventionellen Struktur,
wobei die Stromregelung erhalten wird, um die strukturellen A¨nderungen mo¨glichst
gering zu halten. Anhand von Reglerentwu¨rfen mit einer dynamischen Unsicher-
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Abbildung 5.4: Frequenzgang DDV bei Temperaturabha¨ngigkeit des Spulenwider-
standes
heitsmodellierung des variablen Spulenwiderstandes zeigte sich, daß derart große
Schwankungen im Versta¨rkungsfaktor als auch in der langsamen Dynamik zu kei-
nem zufriedenstellenden Ergebnis fu¨hren. Die strengen Performanceanforderungen
ko¨nnen nicht erfu¨llt werden. Ein weiterer Nachteil besteht darin, daß sich bei einer
parametrischen Modellierung die erweiterte Regelstrecke im Zuge des robusten Reg-
lerentwurfs um die zusa¨tzlichen D-Skalierungen erho¨ht, was einen direkten Einﬂuß
auf die Reglerordnung zur Folge hat.
Die Mo¨glichkeit der Beru¨cksichtigung der Stromregelung liefert letztendlich zwei
Vorteile. Die Stromregelung mit Propotionalregler erho¨ht nicht die Ordnung der
erweiterten Regelstrecke und wirkt sich somit auch nicht auf die Reglerordnung aus.
Sie liefert eine einfache Methode, um den Spulenstrom temperaturunabha¨ngig sein
zu lassen.
Der zweite Vorteil ist struktureller Art und betriﬀt die praktische Umsetzung. In der
konventionellen Ausfu¨hrung der Aktuatorregelung existiert eine analoge Stromrege-
lung sowie die a¨ußeren Regelkreise fu¨r Schieber- und Kolbenposition. Um weiterhin
an dieser Struktur festzuhalten, kann nicht auf den analogen Part der Stromregelung
verzichtet werden. Der digitale Teil kann jedoch einfach gegen eine robuste Rege-
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Abbildung 5.5: Temperaturabha¨ngigkeit der Stromregelung, open loop und closed
loop
lung ausgetauscht werden. Die Integration der Stromregelung in den Entwurfspro-
zeß eines robusten Reglers gewa¨hrleistet somit durch geringen Aufwand eine gute
Performance.
Zur Beru¨cksichtigung der weiteren bereits beschriebenen Eﬀekte mu¨ssen wiederum
U¨berlegungen u¨ber die Struktur der Unsicherheit angestellt werden. Eine Modellie-
rung als parametrische Unsicherheit gilt als ausgeschlossen, da fu¨r die drei schwan-
kenden Parameter jeweils eine unabha¨ngige Unsicherheit ermittelt werden muß. Der
Grund dafu¨r ist, das nach Bild 5.3 sich die Parameter nicht gleichsinnig a¨ndern. Dies
ist an der strichlierten Linie zu erkennen, die den Frequenzgang des DDVs bei einer
Eingangsspannung von 38 V darstellt. Wa¨hrend im niedrigen Frequenzbereich die
Kurve nach oben hin abweicht, liegt die Kurve im hohen Frequenzbereich am unte-
ren Ende. Eine gleichsinnige A¨nderung des Frequenzganges durch die variierenden
Parameter entspra¨che einer Abweichung entweder nach oben oder nach unten im
gesamten Frequenzbereich. Somit scheidet die Unsicherheitsmodellierung mit nur
einem Unsicherheitsblock δ I3 nach Gl. 3.13 aus. Da sich eine parametrische Unsi-
cherheit aus unabha¨ngigen Unsicherheiten zusammensetzen mu¨ßte, wu¨rde dadurch
die Reglerordnung erho¨ht werden. Desweiteren ist dann die Strukturinformation
nur eingeschra¨nkt (vgl. Kapitel 3.5.2). Folglich wird fu¨r das DDV ein dynamisches
Unsicherheitsmodell eingesetzt.
Die Realisierung erfolgt als multiplikatives Unsicherheitsmodell Wddv [Hei96], wobei
die U¨bertragungsfunktion zwischen der Steuerspannung u und dem Schieberweg
xs inklusive der Stromregelung die Grundlage dafu¨r darstellt. Bild 5.6 zeigt das
erweiterte nominelle Modell, welches die Modellschar bildet. Hier stellt Gddv das
nominelle DDV-Modell dar, H0 bezeichnet die Halteglied-Approximation, und WRs
deckt das Rauschspektrum (Bild 5.12) ab, das bereits von Eich [Eic99] validiert
wurde. Dieses Rauschsignal wird zu dem gemessenen Schieberweg ys beaufschlagt:
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Abbildung 5.6: Modellschar des DDVs
WRs(s) = 0, 001
0, 022s2 + 0, 04s+ 1
0, 00162s2 + 0, 0032s+ 1
(5.13)
Die Parametrierung des nominellen Modells sowie der Unsicherheit erfolgt anhand
der nichtlinearen Simulation. Ausgehend von der Identiﬁkation des Modells von Eich
wurden die Parameter der Simulation derart angepaßt, daß das nominelle Modell
in der Mitte der Modellschar zu liegen kommt. Daraus ergeben sich die folgenden
U¨bertragungsfunktionen fu¨r das nominelle Modell (Bild 5.7) sowie die Unsicherheit
(Bild 5.8):
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Abbildung 5.7: U¨bertragungsfunktion des nominellen DDV-Modells
Auﬀa¨llig bei der Gewichtung der Unsicherheit ist, daß im Bereich um die Eigen-
schwingung der Ventil-Mechanik die Amplituden sehr groß sind.
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Abbildung 5.8: Unsicherheitsgewichtung DDV
WDDV (s) = 0, 119
2, 43 · 10−9s3 + 15, 33 · 10−6s2 + 8, 71 · 10−3s+ 1
39, 108 · 10−9s3 + 6, 75 · 10−6s2 + 90, 18 · 10−3s+ 1(5.14)
Dies ist auf die enorm schwankende Da¨mpfung des Ventils zuru¨ckzufu¨hren, dessen
Ursache die hochgradige Nichtlinearita¨t der hydraulischen Da¨mpfung aufgrund der
Kompressibilita¨t des Hydrauliko¨ls ist.
5.2.2 Unsicherheitsmodell des Zylinders
Das Unsicherheitsmodell des Zylinders ru¨hrt vor allem von den unterschiedlichen
Lastkra¨ften her. Da laut Speziﬁkation [LA] Lastkra¨fte bis 165 kN ohne Perfor-
manceeinbußen abgedeckt werden mu¨ssen, muß nach Gl. 5.15 die Lastkraft durch
Vera¨nderung der Dru¨cke pA und pB kompensiert werden. Dies gilt fu¨r eine gleich-
ma¨ßige Bewegung mit x˙k = const. Im eingeschwungenen Zustand kann dann die
Last als eine starr angekoppelte Masse betrachtet werden. Daraus ergibt sich fu¨r
das Kra¨ftegleichgewicht:
FAe = (pA − pB + p′A − p′B)Ak − FRk.(5.15)
Im folgenden Bild 5.9 werden die Dru¨cke bei unterschiedlichen aerodynamischen
Lastsituationen (maximale Lastkraft, ohne Lastkraft) bei ein- bzw. ausfahrendem
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Kolben dargestellt. Im ersten Moment erscheint es erstaunlich, daß sich unter ma-
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Abbildung 5.9: Vergleich der Dru¨cke pA und pB mit unterschiedlicher Lastkraft
ximaler aerodynamischer Last jeweils das selbe Druckniveau unabha¨ngig von der
Bewegungsrichtung des Kolbens einstellt. Lediglich das Da¨mpfungsverhalten ist
bei einfahrendem Kolben unter maximaler Lastkraft geringer. Die Erkla¨rung dafu¨r
ist, daß zum Erreichen einer konstanten Einfahrgeschwindigkeit des Kolbens das
Kra¨ftgleichgewicht aus Gl. 5.15 gewahrt sein muß, und somit stellt die Druckkraft
pAAk die Gegenkraft zu Lastkraft und Druckkraft pBAk dar. Die u¨berlagerte Schwin-
gung in den Dru¨cken pA und pB aus Bild 5.9 ru¨hrt von der Schwingung des Kolbens
gegen die O¨lsa¨ule her.
Wa¨hrend ohne Lastkraft die Dru¨cke sich in Bild 5.9 auf das gleich Niveau einpendeln,
erho¨hen bzw. erniedrigen sich die Werte um 76% bei maximaler Lastkraft. Diese
Tatsache spiegelt sich auch in den nichtlinearen Durchﬂußgleichungen wieder. Nach
Gl. 4.12 ist deren allgemeine Form
Q = KD(xs)
√
|∆p| sgn(∆p).(5.16)
Durch die unterschiedlichen Druckniveaus verringert sich die Diﬀerenz zwischen Sy-
stemdruck pS und pA bzw. Ru¨cklaufdruck pR und pB, so daß sich der Durchﬂuß
Q bei gleicher Ventilstellung erniedrigt und damit auch die Kolbengeschwindigkeit
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zuru¨ckgeht. Umgekehrte Verha¨ltnisse gelten bei einfahrendem Kolben (vgl. Kapi-
tel 2.2, Bild 2.7) .
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Abbildung 5.10: Nichtlineare Simulation des Zylinders: nom. Modell und Unsicher-
heitsgrenzen
Die Frequenzgangspunkte aus der nichtlinearen Simulation des Zylinders in Bild 5.10
zeigen die Unterschiede im Amplitudenverlauf bei der Lastvariation bis hin zu den
maximal speziﬁzierten 165kN bei den beiden unterschiedlichen Verfahrensrichtungen
des Kolbens. Diese Unterschiede entsprechen einer Paralellverschiebung der jewei-
ligen Amplitudenverla¨ufe, was man durch eine Vera¨nderung im Versta¨rkungsfaktor
ausdru¨cken kann. Aufgrund dieser Tatsache und den Zusammenha¨ngen aus Gl. 5.8
wird zur Modellierung der Modellschar eine parametrische Unsicherheit gewa¨hlt, die
eine Unsicherheit im Versta¨rkungsfaktor des Zylindermodells darstellt:
Qges = kQ(1 +WQ δQ)xs.(5.17)
Die Parametrierung erfolgt mit Hilfe der nichtlinearen Simulation, wobei sich fu¨r
kQ = 9, 5 · 105mm2/s und fu¨r WQ = 0, 495 ergibt. In diesem Zusammenhang wer-
den auch die Parameter des nominellen Systems angepaßt. Das nominelle Modell
G˜zyl aus Bild 5.11 unterscheidet sich insofern von demjenigen aus Kapitel 5.1.2,
daß lediglich der Faktor kQ abgespalten wurde. Das Modell vervollsta¨ndigen eine
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Abbildung 5.11: Erweitertes Zylindermodell
Rauschgewichtung WRk, die wiederum das Spektrum des Meßrauschens der Kolben-
position (Bild 5.12) entha¨lt,
WRk(s) = 0, 001
0, 0332s2 + 0, 05s+ 1
0, 00082s2 + 0, 00078s+ 1
(5.18)
sowie eine aerodynamische Lastkraft FA = WdA dA, die die a¨ußeren aerodynamischen
Sto¨rungen auf den Aktuator beru¨cksichtigt. Um die Ordnung der erweiterten Re-
gelstrecke nicht zusa¨tzlich zu erho¨hen, wird die Gewichtung WdA u¨ber den gesamten
Frequenzbereich als konstant angenommen. Untersuchungen haben ergeben, daß
die Anforderungen bezu¨glich der a¨ußeren maximalen Lastkra¨fte mit der folgenden
Gewichtung erfu¨llt werden ko¨nnen:
WdA(s) = 20000.(5.19)
5.3 Performanceanforderungen
Eine Besonderheit des Reglerentwurfsvefahrens mit Hilfe der µ-Synthese besteht aus
der Einbindung von Performanceanforderungen des geschlossenen Regelkreises zum
Erlangen von robuster Performance. Mit Hilfe dieses loop shapings soll erreicht wer-
den, daß eine mo¨glichst große Dynamik bei gleichzeitiger hoher stationa¨rer Genau-
igkeit gewa¨hrleistet wird, wobei a¨ußere Sto¨rungen weitestgehend geda¨mpft werden
sollen. Die Grundlage dafu¨r bildet die Speziﬁkation vom Betreiber des Aktuators.
Wie in Kapitel 3.4 bereits beschrieben, wird in dieser Arbeit auf das S/KS/T-
Gewichtungsschema, aber in modiﬁzierter Art, zuru¨ckgegriﬀen. Die Modiﬁkation
besteht darin, daß nicht die Regelgro¨ße und die Regelabweichung gewichtet werden,
sondern die Abweichung zwischen einer vorgegebenen (Wunschverhalten) und der
tatsa¨chlichen Fu¨hrungsu¨bertragungsfunktion (siehe auch Bild 5.17).
Zur Ermittlung des Wunschverhaltens wird zwei Ansa¨tzen nachgegangen:
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Abbildung 5.12: Rausch-Gewichtungen
• Die Generierung des Wunschverhaltens aus den Frequenzgangsgrenzen der
Speziﬁkation des geregelten Aktuators. Hierbei wird eine mittlere U¨bertra-
gungsfunktion innerhalb der Speziﬁkationsgrenzen gewa¨hlt (Bild 5.13), so daß
deren Einhaltung durch den robusten Reglerentwurf gewa¨hrleistet ist. Diese
U¨bertragungsfunktion wird derart iterativ optimiert, so daß der Phasengewinn
gegenu¨ber dem konventionellen Entwurf ein Maximum erreicht und dennnoch
mittig zwischen den Grenzen zu liegen kommt. Da sich diese U¨bertragungsfunk-
tion nur auf den geregelten Aktuator bezieht, muß zur Beru¨cksichtigung des
Filtereﬀekts dieser Funktion die des Filters u¨berlagert (vgl. Gl. 5.21) werden.
• Zur genauen Vergleichbarkeit des robusten Regelkreises mit dem konventionel-
len Konzept (vgl. Kapitel 2) wird der nichtlinear simulierte Amplitudengang
des Regelkreises mit Kaskadenregler und vorgeschaltetem Notch-Filter als Ba-
sis genommen und durch eine lineare U¨bertragungsfunktion angena¨hert, die
dann dem Wunschverhalten entspricht. Hierdurch soll gezeigt werden, daß al-
lein durch das robuste Reglerentwurfsverfahren Phase gewonnen werden kann,
ohne die Da¨mpfungseigenschaften, d.h. den Amplitudengang, zu beeinﬂussen.
Im folgenden wird das Vorgehen zum Entwurf beider Wunschfunktionen na¨her erla¨u-
tert.
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Abbildung 5.13: Vorgabe der Fu¨hrungsu¨bertragungsfunktion mit Speziﬁkations-
grenzen
Optimierte Vorgabe
Die Vorgabe der Fu¨hrungsu¨bertragungsfunktion innerhalb der Speziﬁkationsgrenzen
wird derart festgelegt, daß die Phasenverluste im unteren Frequenzbereich mo¨glichst
gering sind, aber auch die Bandbreite des U¨bertragungsverhaltens noch Spielraum
zur oberen Grenze la¨ßt (vgl. Bild 5.13). Daraus ergibt sich die Wunschu¨bertragungs-
funktion zu:
Ww(s) =
−0, 004s+ 1
8, 77 · e−5s2 + 0, 0134s+ 1(5.20)
Die Allpaß-Nullstelle in Gl. 5.20 na¨hert den realen Zeitverzug beim Anlaufverhalten
des Aktuators an. Bild 5.14 beweist auch, daß nur mit Hilfe der Allpaß-Nullstelle die
Wunschvorgabe der Fu¨hrungsu¨bertragungsfunktion derart positioniert werden kann,
daß die Speziﬁkationsgrenzen erfu¨llt werden. Die Bandbreite der Aktuatorregelung
liegt bei ca. 16 Hz mit einer optimalen Da¨mpfung von 0,71.
Die Fu¨hrungsu¨bertragungsfunktion in Bild 5.13 stellt aber lediglich das Verhalten
fu¨r die Aktuatorregelung ohne Notch-Filterung dar. Um die Filterung noch zu
beru¨cksichtigen, wird die derzeit vorhandene Filteru¨bertragungsfunktion (Gl. 5.22)
dieser Fu¨hrungsu¨bertragungsfunktion u¨berlagert:
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Abbildung 5.14: Unterschiede im Phasenverlauf bei phasenminimaler bzw. nicht-
phasenminimaler Wunschfunktion Ww
Wwu1(s) =Ww(s) · FNotch(s),(5.21)
wobei
FNotch(s) =
1 + 2D1
ω0
s+ 1
ω20
s2
1 + 2D2
ω0
s+ 1
ω20
s2
,(5.22)
mit ω0 = 11, 57Hz, D1 = 0, 047 und D2 = 0, 51. Das Beibehalten der Original-
Filteru¨bertragungsfunktion gewa¨hrleistet die erforderliche Bandbreite und Da¨mpfung
der Filterung beim robusten Reglerentwurf. Das Bild 5.15 zeigt die Vorgabe der
Fu¨hrungsu¨bertragungsfunktion im Vergleich zur Referenz, die sich mit der konven-
tionellen Regelung und Filterung aus der nichtlinearen Simulation ergibt.
Lineare Approximation der nichtlinearen Simulation
Um einen nahezu identischen Amplitudenverlauf der Wunschfunktion im Vergleich
zum Referenzverhalten des konventionellen Entwurfs zu erhalten, so daß die Da¨m-
pfungseigenschaften beibehalten werden, werden die aus der nichtlinearen Simula-
tion ermittelten Amplitudengangspunkte durch eine lineare U¨bertragungsfunktion
angena¨hert. Dieser sogenannte curve ﬁtting-Algorithmus (vgl. [?]) liefert dann eine
stabile, phasenminimale U¨bertragungsfunktion. Wie jedoch bei der zuvor beschrie-
benen optimalen Wunschvorgabe erwa¨hnt, kann eine Wunschu¨bertragungsfunktion
mit ausschließlich phasenminimalen Nullstellen die Speziﬁkationsgrenzen nicht ein-
halten. Die nichtphasenminimle Eigenschaft kann jedoch derart erreicht werden,
indem eine der Nullstellen der geﬁtteten Funktion in eine betragsma¨ßig gleiche nicht-
phasenminimale Nullstelle umgewandelt wird. Dieses Vorgehen liefert die folgende
U¨bertragungsfunktion 4. Ordnung:
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Wwu2(s) =
−7, 62s3 + 9501, 1s2 + 5, 56 · 104s + 5, 09 · 107
s4 + 243, 38s3 + 2, 753 · 104s2 + 1, 66 · 106s+ 4, 96 · 107(5.23)
Wie Bild 5.16 zeigt, deckt sich der Amplitudengang der approximierten Wunsch-
funktion mit dem des Referenzverlaufs aus der nichtlinearen Simulation. Somit ist
das Da¨mpfungsverhalten beider identisch. Beim Phasengang der geﬁtteten Funktion
ist ein Phasengewinn zu verzeichnen. Dieser soll sich auch nach dem Reglerentwurf
im U¨bertragungsverhalten des geschlossenen Regelkreises wiederspiegeln.
Aus den Bildern 5.15 und 5.16 ist jeweils im Phasengang bis mindestens 8Hz ein
Phasengewinn der Wunschfunktionen gegenu¨ber dem Referenzverhalten des Regel-
kreises mit Kaskadenregler und Notch-Filter zu verzeichnen. Die Abweichungen
des Wunschverhaltens von der realen U¨bertragungsfunktion des Aktuatorregelkrei-
ses werden nach Bild 5.17 mit einer Gewichtung We beaufschlagt. Mit dieser Ge-
wichtung wird festgelegt, in welchem Frequenzbereich die U¨bereinstimmung von
Wunschfunktion und realer U¨bertragungsfunktion große Wichtigkeit hat. Um die
vorgegebenen Phasengewinne in den Wunschfunktionen nach dem Reglerentwurf in
der U¨bertragungsfunktion des geschlossenen Aktuatorregelkreises wiederzuﬁnden,
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Abbildung 5.15: Vergleich der Wunschvorgabe Wwu1 mit dem Referenz-
Frequenzgang
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Abbildung 5.16: Vergleich der nichtlin. Simulation und deren Approximation
Abbildung 5.17: Vollsta¨ndige Struktur fu¨r den robusten Reglerentwurf
muß im unteren Frequenzbereich bis ca. 12Hz eine hohe Gewichtung We vorherr-
schen.
Die Ermittlung der Gewichtungsfunktion der Abweichung zwischen Vorgabe und
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tatsa¨chlicher Fu¨hrungsu¨bertragungsfunktion We (vgl. Bild 5.17) erweist sich als
schwieriger. Zum einen muß die stationa¨re Genauigkeit gewa¨hrleistet werden, was
eine hohe Gewichtung im unteren Frequenzbereich bedeutet; desweiteren aber ist
die Genauigkeit der Filterung (Da¨mpfung, Bandbreite) erforderlich. Da die zu ﬁl-
ternde Frequenz aber nicht im Bereich der stationa¨ren Genauigkeit liegt, muß die
Gewichtung in diesem Frequenzbereich wieder angehoben werden. Fu¨r diese geziel-
te Beeinﬂussung wird die Filteru¨bertragungsfunktion herangezogen und modiﬁziert.
Durch Herabsetzen der Da¨mpfung und Inversion der Funktion entsteht die punktu-
elle Gewichtsanhebung laut Bild 5.18. Die sich ergebende Gewichtungsfunktion als
U¨berlagerung der soeben beschriebenen Funktion mit der fu¨r stationa¨re Genauigkeit
kann Bild 5.18 (durchgezogene Linie) entnommen werden.
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Abbildung 5.18: Ermittlung der Gewichtung We
We(s) = 50
(0, 001s+ 1)2
(0, 0227s+ 1)2
· 0, 00019s
2 + 0, 014s+ 1
0, 00019s2 + 0, 0056s+ 1
(5.24)
Aufgrund des großen Entwurfsspielraums im oberen Frequenzbereich soll mit der
Gewichtung We zusa¨tzlich noch gewa¨hrleistet werden, daß sich das nichtphasen-
minimale Verhalten der Wunschfunktion nicht im entworfenen Regelkreis nieder-
schla¨gt. Um den Bedingungen des H∞-Lo¨sungsalgorithmus gerecht zu werden (sie-
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he [Eic92]), wird eine sprungfa¨hige16 Gewichtung Wu der Stellgro¨ße u eingefu¨hrt.
Diese Gewichtung kann maßgeblich die Stelldynamik beeinﬂussen. Um jedoch nur
im oberen Frequenzbereich eine hochfrequente Stellta¨tigkeit zu unterdru¨cken, wird
die Gewichtung folgendermaßen gewa¨hlt:
Wu(s) = 0, 0005
0, 05s+ 1
0, 0005s+ 1
.(5.25)
Mit dieser Gewichtung wird gewa¨hrleistet, daß im unteren Frequenzbereich die Dy-
namik nicht weiter beeinﬂußt wird und somit diese Gewichtung dort keine Verscha¨rfung
der H∞-Entwurfsgrenze bewirkt (Bild 5.19).
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Abbildung 5.19: Stellsignal-Gewichtung Wu
Zur Minimierung des aerodynamischen Einﬂusses und fu¨r eine ausreichende Steiﬁg-
keit des Systems bei harmonischer a¨ußerer Last wird eine GewichtungWL eingefu¨hrt,
die die Kolbenposition gewichtet. Da bereits der aerodynamische Einﬂuß in einer
Sto¨rgro¨ßengewichtung WdA beru¨cksichtigt wurde, kann die Gewichtung WL als
WL = 1(5.26)
angenommen werden.
16auf einen sprungfo¨rmiges Eingangssignal reagiert die U¨bertragungsfunktion mit einem
sprungfo¨rmigen Ausgangssignal ohne Verzo¨gerung; realisiert durch eine gleiche Ordnung des Za¨hler-
und Nennerpolynoms
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5.4 Reglersynthese
Nach den Ausfu¨hrungen u¨ber die gesamte Regelkreisstruktur, die dem robusten Reg-
lerentwurf zugrunde liegt, werden im folgenden die Schritte zur Reglersynthese sowie
Maßnahmen zur Realisierung des Reglers in realer Umgebung vorgestellt. Darunter
verbergen sich die Diskretisierung des Reglers und insbesondere die Reduktion der
Reglerordnung.
5.4.1 Reglerentwurf
Auf der Basis der in Bild 5.17 dargestellten Gesamtstruktur fu¨r den robusten Regler-
entwurf kann der folgende Zusammenhang zwischen den Ein- und Ausgangsgro¨ßen
der erweiterten Regelstrecke P hergeleitet werden:
[vT |eL ee eu|w yk ys]T = P [zT |dA rk rs w|u]T .(5.27)
Die Ein- und Ausgangsgro¨ßen sind unterteilt in Unsicherheitsgro¨ßen, Sto¨r- bzw.
Performancegro¨ßen und in Stell- und Meßgro¨ßen.
Die erweiterte Regelstrecke P zusammen mit dem Unsicherheitsblock
∆ =


δDDV 0
δQ
δL
0 ∆′P

 , δd, δL ∈ C , δp ∈ R , ∆′P ∈ C 3×2, ∆ ∈∆(5.28)
bilden die Grundlage fu¨r die mit Hilfe der µ-Synthese zu lo¨sende Reglerentwurfsauf-
gabe
min
Kµ
sup
ω
µ∆(FL(P,K)(j ω)) < 1.(5.29)
Die Besonderheit beim Entwurf stellt der strukturierte Performanceblock ∆P =
diag(δL,∆
′
P ) dar. Die Motivation dafu¨r liegt darin, daß die Anforderungen an das
Fu¨hrungsverhalten und an die dynamische Steiﬁgkeit auf diese Weise entkoppelt
und getrennt optimiert werden. Dadurch reduziert sich auch die Konservativita¨t
beim Reglerentwurf.
Der zu entwerfende Regler K wird u¨ber die Signale (Gl. 5.27) w, yk und ys als Pro-
zeßausga¨nge und u als Prozeßeingang in den Regelkreis eingebunden. Die separate
Beaufschlagung der Fu¨hrungsgro¨ße w und der zu regelnden Gro¨ße yk erho¨ht den
Freiheitsgrad und kann somit zur Optimierung der Performance beitragen. Diese
Reglerstruktur wird in der Literatur (vgl. [Kuo95]) als 2-degree-of-freedom-controller
bezeichnet.
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Die weiteren Ein- und Ausgangssignale aus Gl. 5.27 werden u¨ber den Unsicherheits-
block ∆ verknu¨pft. Dabei ist die Dimension des ﬁktiven Performanceblockes ∆P
zu den Signalen [dA rk rs w] und [eL ee eu] kompatibel.
Die Lo¨sung des Entwurfsproblems erfolgt fu¨r beide Entwurfsvarianten Wwu1 und
Wwu2 mit Hilfe der (D,G)-K-Iteration, da diese bei reellen Unsicherheiten als weniger
konservativ gilt (vgl. Kapitel 3.6.1). Sie liefert fu¨r den Entwurf 1 mit Wwu1 einen
Regler 79. Ordnung mit einem µ-Wert von
max
ω
µ∆(FL(P,K1)(j ω)) = 1, 6832.(5.30)
Fu¨r den zweiten Entwurf wird ein µ von
max
ω
µ∆(FL(P,K2)(j ω)) = 1, 6016.(5.31)
bei einer Reglerordnung von 77 erzielt. Diese Ergebnisse stellten sich jeweils nach
vier Iterationen ein. Bild 5.20 zeigt anhand des ersten Entwurfs die Vera¨nderungen
im Verlauf des µ-Wertes bei fortschreitenden Iterationen. Der zuna¨chst unruhige
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Abbildung 5.20: Entwicklung des strukturierten Singula¨rwertes
Verlauf wird gegla¨ttet und erreicht weitestgehend sein Optimum nach vier Iterati-
onsschritte. Dafu¨r spricht der sich nur minimal a¨ndernde µ-Wert.
Als Beispiel fu¨r die Regleru¨bertragungsfunktion ist im folgenden Bild 5.21 die des
Reglers K1 dargestellt. Das Filterverhalten ist deutlich im ersten U¨bertragungspfad
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Abbildung 5.21: Bode-Diagramm der Regleru¨bertragungsfunktion K1
von der Fu¨hrungsgro¨ße w zur Stellgro¨ße u zu bemerken. Die anderen beiden Pfade
bleiben davon weitestgehend unberu¨hrt, was fu¨r eine Entkopplung des Vorwa¨rtspfades
von den Ru¨ckwa¨rtspfaden spricht und somit die Vorteile des Konzeptes eines 2-
degree-of-freedom-controller unterstreicht.
5.4.2 Regleranalyse im geschlossenen Regelkreis
Der Regler K1 wird im folgenden zu weiteren Untersuchungen hinsichtlich robuster
Stabilita¨t und robuster Performance herangezogen. Die gewonnenen Erkenntnisse
gelten in gleichen Maßen fu¨r den Regler K2.
Robustheitsuntersuchungen
Anhand der erzielten Werte fu¨r den strukturierten Singula¨rwert wird zuna¨chst deut-
lich, daß die strengen Performancebedingungen aus Gl. 5.29 nicht in vollem Maße
erfu¨llt werden ko¨nnen. Wie jedoch aus Bild 5.22 hervorgeht, werden die folgenden
Bedingungen, abgeleitet aus Gl. 3.21,
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∣∣∣∣∣∣∣∣∣
WxdS
WyT
We(Wwu − T )
WuKS
∣∣∣∣∣∣∣∣∣
< 1 ⇔
S < 1/Wxd
T < 1/Wy
Wwu − T < 1/We
KS < 1/Wu
(5.32)
nur minimal verletzt. Das triﬀt insbesondere auf die scha¨rfsten Anforderungen
bezu¨glich Sensitivita¨t und Fu¨hrungsu¨bertragungsverhalten zu. Aus Bild 5.22 wird
außerdem ersichtlich, daß insbesondere bei der Stellu¨bertragungsfunktion aufgrund
der geringen Anforderungen in der Vorgabe die Stellreserve im unteren Frequenzbe-
reich sehr groß ist.
Untersuchungen hinsichtlich robuster Stabilita¨t als wichtigste Forderung werden
mit Hilfe der Teilu¨bertragungsfunktion Mvz (vgl. Gl. 3.22) zwischen den Signa-
len z und v vorgenommen. Die sich daraus ergebenden Kurven fu¨r den struktu-
rierten Singula¨rwert µRS in Bild 5.23-unten liegen deutlich unterhalb Eins. Fu¨r
einen Maximalwert von maxµRS ≈ 0, 67 bedeutet dies, daß fu¨r Unsicherheiten
||∆S||∞ < 1/0, 67 = 1, 49 der geschlossene Regelkreis stabil bleibt. Aufgrund der
Normierung der maximal modellierten Unsicherheit auf den Wert Eins durch die
Wahl der Unsicherheitsgewichtungen WDDV undWQ wu¨rde das eine ca. 50% ho¨here
zula¨ssige Unsicherheit als modelliert bedeuten. Diese Tatsache tra¨gt zu einer hohen
Stabilita¨tsreserve der Aktuatorregelung bei.
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Abbildung 5.22: Performanceuntersuchung
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Abbildung 5.23: Ergebnis des ersten Reglerentwurfs
Die Betrachtung des strukturierten Singula¨rwertes µRP zu Performancezwecken lie-
fert einen Maximalwert von maxµRP ≈ 1, 68. Hier gilt analog zur robusten Stabi-
lita¨t, daß fu¨r Unsicherheiten ||∆||∞ < 1/1, 68 = 0, 59 die Performanceeigenschaften
gewahrt sind.
Untersuchungen im Zeitbereich
Bild 5.24 zeigt verschiedene Zeitsignale des geschlossenen Regelkreises mit Regler
K1 als Antwort auf ein Sprungsignal. Im Vergleich ist hier das nominelle Verhalten
(durchgezogene Linie) gegenu¨ber dem schlechtesten Fall (strichpunktierte Linie), in
dem noch robuste Performance gewa¨hrleistet wird (||∆||∞ = 0, 595), dargestellt.
Anhand des Verlaufs der Kolbenposition ist zu erkennen, daß die Unterschiede zwi-
schen nominellen und unsicherheitsbehafteten Regelkreisverhalten nur gering sind.
Es sind nur minimale Dynamikeinbußen zu verzeichnen.
Nun stellt sich die Frage, ob bei den Extrema der modellierten Unsicherheitsgrenzen
mit ||∆||∞ = 1 die Performance dennoch tolerierbar ist.
Bild 5.25 oben gibt Aufschluß daru¨ber. Dort ist die Kolbenbewegung im nominellen
Fall yknom gegenu¨ber denen mit maximaler (einfahrender Kolben mit Maximallast
ykumax) und minimaler Unsicherheit (ausfahrender Kolben unter Maximallast ykumin)
dargestellt. Es zeigt sich, daß der Unterschied in der Dynamik ohne Last
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Abbildung 5.24: Lineare Simulation des Regelkreises
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Abbildung 5.25: Lineare Simulationen: oben: Kolbenbewegung bei minimaler bzw.
maximaler Unsicherheitsmodellierung; unten: Vergleich WunschvorgabeWwu1 ↔ Ist
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und unter Lasteinﬂuß nur gering divergiert, woraus eine hohe Performance abgeleitet
werden kann. Weitere Untersuchungen diesbezu¨glich werden in Kapitel 5.5 na¨her
erla¨utert.
In Bild 5.25 unten ist der Vergleich zwischen der Sprungantwort der vorgegebenen
Wunschu¨bertragungsfunktion und dem entworfenen Regelkreis mit ReglerK1 darge-
stellt. Beide Kurven decken sich weitestgehend, wobei das Allpaßverhalten, welches
sich im Signal y˜k der Vorgabe zeigt, von der Regelgro¨ße yk nicht u¨bernommen wur-
de. Dieses Ziel konnte durch eine entsprechend ausgelegte Gewichtung We (vgl.
Bild 5.18) erreicht werden.
U¨ber die Gu¨te der Modellbildung und somit u¨ber Vergleichbarkeit der Ergebnis-
se aus linearer und nichtlinearer Simulation gibt Bild 5.26. Es ist eine seht gute
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Abbildung 5.26: Vergleich der linearen und nichtlinearen Simulation
U¨bereinstimmung in dem Verlauf der Kolbenposition bei linearer und nichtlinea-
rer Simulation festzustellen. Die kleinen Unterschiede durch den gro¨ßeren Hang
zum Schwingen im Anfangsbereich der nichtlinearen Simulation sind auf die Stell-
gro¨ßenbegrenzungen zuru¨ckzufu¨hren. Weitere Ausfu¨hrungen dazu ﬁnden sich spa¨ter
im Abschnitt Anti-Windup-Maßnahmen
Untersuchungen im Frequenzbereich
Die Frequenzbereichsuntersuchungen geben nun Aufschluß u¨ber die Hauptanforde-
rung des integrierten Reglerentwurfs, einen Phasengewinn gegenu¨ber dem konven-
tionellen Konzept zu erzielen und somit zur Erho¨hung der Stabilita¨tsreserve beizu-
tragen.
Betrachtet werden dazu die Fu¨hrungsu¨bertragungsfunktionen der Regelkreise mit
den entworfenen Reglern K1 (Bild 5.27) und K2 (Bild 5.28) im Vergleich zu der des
Kaskadenreglers mit vorgeschaltetem Notch-Filter als Referenz. Die Frequenzga¨nge
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Abbildung 5.27: Bode-Diagramm des geschlossenen Regelkreises mit K1
wurden jeweils in einer nichtlinearen Simulation ermittelt. Der optimierte Entwurf
mit dem Regler K1 kann in jeder Hinsicht die gestellten Anforderungen erfu¨llen.
Zum einen sind die Da¨mpfungseigenschaften dieses Regelkreises rund um die zu
da¨mpfende aeroelastische Eigenfrequenz von 11,5 Hz identisch mit der Referenz.
Außerdem gewa¨hrleistet das stetige Abfallen des Amplitudenganges ab 20Hz das
Einhalten der oberen Speziﬁkationsgrenze des Aktuators (vgl. Bild 5.13), da ober-
halb von 20Hz das Notch-Filter nicht mehr wirksam ist und somit die eigentliche
Aktuatorregelung allein zum Tragen kommt . Zum anderen sind Phasengewinne im
Bereich bis ca. 10Hz zu verzeichnen. Diese werden in Bild 5.29 na¨her betrachtet.
Gerade im aus ﬂugmechanischer Sicht kritischen Frequenzbereich bis 5Hz ist ein ste-
tiges Anwachsen des Phasengewinnes ∆ϕ = ϕK1−ϕkas von 0, 8◦ bei 1Hz bis 4, 2◦ bei
5Hz zu beobachten. Die daraus erwachsenden ho¨heren Stabilita¨tsreserven bedeuten
fu¨r das gesamte Flugregelsystem einen Stabilita¨tsgewinn.
Die Betrachtung der Fu¨hrungsu¨bertragungsfunktion des mit K2 geschlossenen Re-
gelkreises dient lediglich zur Analyse der Mo¨glichkeiten des robusten Reglerentwurfs.
Der Ausgangspunkt war ein der Referenz identischer Amplitudengang, der als linea-
re, nichtphasenminimale Wunschfunktion Wwu2 (vgl. Kapitel 5.3) in den Regler-
entwurf zum loop shaping eingebunden wurde. Das spiegelt sich auch in Bild 5.28
wider. Auﬀa¨llig ist das schlechte Da¨mpfungsverhalten oberhalb von 40Hz, welches
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aufgrund der im niedrigen Frequenzbereich gestellten hohen Anforderungen erkauft
werden muß. Dies gilt fu¨r nichtphasenminimale Systeme, bei denen die Minimierung
der Sensitivita¨t in einem Frequenzbereich Ω zu einer Erho¨hung derselben außerhalb
dieses Bereichs fu¨hrt. Dieses Pha¨nomen wird auch als Wasserbett-Eﬀekt bezeichnet
(vgl. [Rai94]).
Auch mit diesem entworfenen Regler ko¨nnen Phasengewinne erzielt werden, die aber
gerade bis 5Hz deutlich geringer ausfallen. Unterhalb von ca. 1,2Hz muß sogar Pha-
se eingebu¨ßt werden. Anhand dieses Entwurfs konnte aber gezeigt werden, daß
trotz gleichem Da¨mpfungsverhalten ein mit Hilfe der µ-Synthese entworfener ﬁlter-
integrierender Regler Verbesserungen hinsichtlich der Phasenverluste liefern kann,
die letztendlich nur auf das Entwurfsverfahren zuru¨ckzufu¨hren sind und somit die
ho¨heren Entwurfsfreiheitsgrade aufzeigen.
5.4.3 Ordnungsreduktion
Die aus der Reglersynthese gewonnenen Regler weisen aufgrund ihrer Struktur als
Zustandsregler mit Beobachter eine sehr hohe Ordnung auf. Zur Verwirklichung
dieser µ-Regler auf Digitalrechnern oder auch zur realita¨tsnahen nichtlinearen Simu-
lation muß jedoch die Ordnung aus Rechenzeit- und Speicherplatzgru¨nden drastisch
reduziert werden, bevor der Regler diskretisiert wird. Die bereits in Kapitel 3.6.2
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Abbildung 5.28: Bode-Diagramm des geschlossenen Regelkreises mit K2
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Abbildung 5.29: Phasengewinne der geschlossenen Regelkreise mit K1 und K2
vorgestellten Verfahren sollen nun auf die beiden entworfenen Regler angewendet
werden. Wa¨hrend bei der a priori vorgegebenen Reglerordnung beim Entwurf eines
Reglers ﬁxer Ordnung ein vo¨llig neuer Regler entworfen wird, gilt der bereits ent-
worfene Regler als Ausgangspunkt fu¨r die Ordnungsreduktionsverfahren. Zu Ver-
gleichszwecken wird jeweils eine µ-Analyse des Regelkreises mit dem reduzierten
Regler durchgefu¨hrt und die maximalen strukturierten Singula¨rwerte miteinander
verglichen.
Regler ﬁxer Ordnung
Als Ausgangspunkt fu¨r den Entwurf eines Reglers ﬁxer Ordnung dient jeweils die
den Reglern zugrundeliegende erweiterte, skalierte Regelstrecke 79. bzw. 77. Ord-
nung. Mit Hilfe des homotopischen Algorithmus lassen sich dann Regler geringer
Ordnung auslegen, bei denen der Kompromiß zwischen akzeptabler Performance
und mo¨glichst geringer Ordnung getroﬀen wurde. Fu¨r den Entwurf 1 folgt daraus
ein Regler 8. Ordnung, der jedoch einen leichten Versatz in der Filterfrequenz und
eine U¨berho¨hung im Amplitudengang bei 50Hz aufweist (Bild 5.30). Phasengewinne
lassen sich erst oberhalb von 1Hz verzeichnen, die aber dann bis auf 4, 7◦ bei 5Hz
anwachsen. Zur Beurteilung der Performance wird ein Wert von maxµRP ≈ 3, 1
ermittelt. Fu¨r den zweiten Entwurf ist eine Reglerordnung unter 10 aus Perfor-
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Abbildung 5.30: Vergleich der Fu¨hrungsu¨bertragungsfkt. nach Entwurfskonzept 1
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Abbildung 5.31: Vergleich der Fu¨hrungsu¨bertragungsfkt. nach Entwurfskonzept 2
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mancegru¨nden nicht mo¨glich. Der Regler 11. Ordnung u¨berzeugt jedoch mehr als
der vorangegangene, wobei die Amplitudenu¨berho¨hung in diesem Fall aufgrund der
Lage bei ca. 27Hz gerade noch tolerierbar ist (Bild 5.31).
Fu¨r den Phasengewinn gilt a¨hnliches wie zuvor beschrieben, wobei der maximale
Phasengewinn nur 2, 7◦ betra¨gt. Eine µ-Analyse liefert eine maximalen strukturier-
ten Singula¨rwert von maxµRP ≈ 2, 87.
Beide entworfenen Regler zeigen das Potential dieser Methode, jedoch sind die ge-
stellten Anforderungen einer integrierten Filterung mit einer Reglerordnung kleiner
10 mit diesem Verfahren nicht vereinbar.
Balancierte Reduktion
Zur balancierten Ordnungsreduktion existieren zwei Vorgehensweisen, wobei entwe-
der der Regler separat anhand des Vergleichs der Bode-Diagramme oder aber in-
nerhalb des erweiterten Regelkreises zur Erhaltung der Performance reduziert wird.
Eine alleinige Reduzierung der Regler K1 und K2 mit Hilfe der balanced trunca-
tion liefert Regler 23. bzw. 22. Ordnung. Das stellt zwar schon eine deutliche
Reduktion der Ordnung gegenu¨ber den Anfangszusta¨nden dar, jedoch ist eine Reg-
lerordnung von 10 und kleiner erst praktikabel. Diese kann fu¨r beide Regler mit
einer balancierten Reduktion im geschlossenen Regelkreis erreicht werden. Aus der
Balancierung des Reglers im geschlossenen Regelkreis ergeben sich die folgenden
Hankelschen Singula¨rwerte (Bild 5.32), die Aufschluß u¨ber die minimal akzeptable
Reglerordnung geben. Legt man die Schwelle fu¨r die in Erwa¨gung zu ziehenden Sin-
gula¨rwerte auf 0,1 (0, 4% des maximalen Hankelschen Singula¨rwertes), so ergibt sich
nach Bild 5.32 eine Reglerordnung von 10. Dies ist insofern vertretbar, als daß zwi-
schen dem 10. und 11. Singula¨rwert der Abstand so groß ist, daß die Einbeziehung
weiterer Singula¨rwerte keine entscheidende A¨nderung in der Performance bedeutet.
Eine Reglerordnung kleiner 10 ist jedoch unter Performancegesichtspunkten nicht
mo¨glich. Letztendlich kann aber nur allein durch diese Methode die angestrebte
maximale Reglerordnung von 10 gewa¨hrleistet werden.
Zum Vergleich aller Regler hinsichtlich der Performance sind in Tabelle 5.1 die ma-
ximalen strukturierten Singula¨rwerte aus den jeweiligen µ-Analysen der erweiterten
Regelkreise mit den reduzierten Reglern aufgelistet. Die Abku¨rzungen der ein-
zelnen Verfahren sind unterhalb der Tabelle erla¨utert. Es wird deutlich, daß die
Reduktionsverfahren im geschlossenen Regelkreis den anderen sowohl in der Regler-
ordnung als auch der Performance stark u¨berlegen sind. Hier zeichnet sich besonders
das Reduktionsverfahren mit Hilfe der singular perturbation aus (clsp), welches eine
hohe stationa¨re Genauigkeit gewa¨hrleistet. Die Wahl fa¨llt fu¨r die weiteren nichtli-
nearen Simulationen auf den entsprechend reduzierten Regler K1 (in Tabelle 5.1 fett
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Abbildung 5.32: Hankelsche Singula¨rwerte des balancierten Reglers K1
markiert), der neben geringer Ordnung und hoher Performance noch die gro¨ßeren
Phasengewinne (vgl. Bild 5.29) mitbringt.
Ein Vergleich zwischen dem Regelkreis mit Originalregler K1 und mit dem aus-
erwa¨hlten reduzierten Regler K1r stellt Bild 5.33 dar, deren Frequenzga¨nge sich bis
u¨ber 40Hz decken. Dieses Bild unterstreicht erneut die Reglerauswahl.
Diskretisierung des Reglers
Fu¨r den praktischen Einsatz des Reglers muß neben der Ordnungsreduktion eine
Diskretisierung des Reglers vorgenommen werden. Dabei soll der diskretisierte Reg-
ler den kontinuierlich entworfenen weitestgehend approximieren, d.h. alle relevanten
Moden des Regler mu¨ssen auch im zeitdiskreten Regler abgebildet werden. Das Dis-
kretisierungsverfahren sowie die Abtastzeit ha¨ngen dabei stark von den Eingangs-
signalen des Reglers ab [FPW90]. Da die kontinuierlichen Signale ys und yk sich
zwischen zwei Abtastzeitpunkten a¨ndern werden, ist die Tustin-Transformation als
Trapezintegrationsverfahren einem Rechteckintegrationsverfahren vorzuziehen, um
eine ho¨here Genauigkeit und somit eine bessere Approximationsgu¨te zu erreichen.
Als Abtastfrequenz wird f = 500Hz gewa¨hlt, was einem Faktor von sieben in Be-
zug auf den schnellsten relevanten Reglermode entspricht. Dadurch wird auch der
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Dynamik der Reglereingangssignale Genu¨ge getragen, die beim konventionellen Kas-
kadenregler mit 160Hz bzw. 320Hz abgetastet werden.
Die Implementierung des Reglers in der nichtlinearen Simulation erfolgt mit Hilfe
einer Diﬀerenzengleichung:
xK(k + 1) = AdK xK(k) +BdK y(k)(5.33)
u(k) = CdK xK(k) +DdK y(k),(5.34)
mit xK(k) dem Zustandsvektor des Reglers, y(k) = [w yk ys]
T dem Eingangsvek-
tor und u(k) der Stellgro¨ße als Ausgangsgro¨ße des Reglers. Anhand der Diﬀerenzen-
gleichung kann auch sehr gut dargelegt werden, inwiefern sich die Reglerordnung auf
die Rechenzeit auswirkt. Bei n Zusta¨nden, drei Eingangs- und einer Ausgangsgro¨ße
ergeben sich die folgende Anzahl an Operationen:
Die mit den Zusta¨nden quadratisch anwachsende Operationenanzahl wirkt sich di-
rekt auf die Rechenzeit und somit den Leistungsbedarf aus. Mit der in dieser Arbeit
angewendeten Reduktion konnte die Anzahl der Operationen und somit auch die
Rechenzeit um 98% vom Regler 79. Ordnung zum Regler 10. Ordnung verringert
werden.
Tabelle 5.1: µ-Werte zum Performancevergleich
Reglerentwurf mit optimaler Vorgabe: K1
Reduktionsverfahren full baltrunc cltr clsp fo
Ordnung 79 23 10 10 8
µ-Wert 1,6832 1,792 1,705 1,7009 3,1011
relative Abweichung - 6,5% 1,2% 1% 84%
Reglerentwurf mit Vorgabe aus nichtlin. Simulation: K2
Reduktionsverfahren full baltrunc cltr clsp fo
Ordnung 77 22 10 10 11
µ-Wert 1,6016 1,6311 1,6142 1,6087 2,8671
relative Abweichung - 1,8% 0,8% 0,4% 79%
full: Regler voller Ordnung (Original); baltrunc: balanced truncation;
cltr: balanced truncation im geschl. Regelkreis; clsp: balanced
singular perturbation im geschl. Regelkreis; fo: Regler ﬁxer Ord.
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Abbildung 5.33: Vergleich der Frequenzga¨nge des geschlossenen Regelkreises mitK1
und K1r
pro Zustand n + 3 Multiplikationen
n− 1 + 3 Additionen∑
Zusta¨nde n · (2n+ 5) Operationen
Ausgangsgleichung 2n + 5 Operationen∑
gesamt (n + 1) · (2n+ 5) Operationen
Ordnung n=79 13040 Operationen
Ordnung n=23 1224 Operationen
Ordnung n=10 275 Operationen
Anti-Windup-Maßnahmen
Die Problematik in realen Regelkreisen bzw. deren nichtlinearer Simulation besteht
darin, daß Nichtlinearita¨ten u.a. in Form von Stellgro¨ßenbegrenzungen existieren.
Beim Einsatz des entworfenen Reglers im nichtlinearen Regelkreis ohne Ru¨cksicht
auf die Begrenzungen kommt es zu starkem U¨berschwingen oder gar Instabilita¨t.
Der Grund dafu¨r liegt darin, daß aufgrund der Begrenzung der Prozeß langsamer
5.4 Reglersynthese 93
reagiert als vom Regler angenommen. Daraufhin erho¨ht der Regler weiterhin die
Stellgro¨ße. Der angestrebte Regelwert kann nicht asymptotisch erreicht werden, da
das Abbauen der Stellgro¨ße nicht rechtzeitig gewa¨hrleistet werden kann und der
Regelkreis u¨berschwingt. Dieses Pha¨nomen wird als Windup bezeichnet [?], [?].
Im Aktuator existieren zwei Begrenzungen, die beim Betrieb mit dem robusten
Regler in Augenschein genommen werden mu¨ssen: die Ausgangsspannung des Lei-
stungsversta¨rkers ist begrenzt auf ± 38V, und der Ventilschieberweg betra¨gt maxi-
mal ±0,8mm. Untersuchungen haben gezeigt, daß sich insbesondere die Ventilschie-
berbegrenzung negativ auf das Regelkreisverhalten auswirkt. Die Anti-Windup-
Maßnahme hat somit zum Ziel, daß der Ventilschieber sich rechtzeitig aus der Be-
grenzung lo¨st, um ein deutliches U¨berschwingen zu vermeiden. Es werden dazu zwei
Signale in Betracht gezogen, die bei einer Ventilwegbegrenzung unterschiedlich rea-
gieren: die Stellgro¨ße als Ausgangsgro¨ße des Reglers und die Regelabweichung der
Kolbenposition. Aus beiden Signalen wird jeweils ein Skalierungsfaktor berechnet,
mit dem der Sollwert w multipliziert wird.
Dies wird folgendermaßen erreicht:
wkon = w · kxd · ku(5.35)
Die Skalierungsfaktoren werden anhand der in Bild 5.34 dargestellten Kurven er-
mittelt.
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Abbildung 5.34: Skalierungsfaktoren der Anti-Windup-Maßnahme
Der Regelkreis wird anschließend mit diese konditionierten Fu¨hrungsgro¨ße wkon be-
aufschlagt.
Bild 5.35 zeigt die Gesamtstruktur der Aktuatorregelung als nichtlineare Simulation
mit robustem Regler. Der Regler sowie die Konditionierung werden im Digitalen
ausgefu¨hrt, wobei die Konditionierung dem Regler vorgeschaltet ist. Die Simulation
der strukturdynamischen Last ist bereits im Aktuatormodell enthalten.
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Abbildung 5.35: Gesamtstruktur des Regelkreises in der nichtlinearen Simulation
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5.5 Untersuchungen in der nichtlinearen Simulation
Die bisherigen Untersuchungen haben bereits Aufschluß daru¨ber gegeben, daß die
Entwurfsziele bezu¨glich Phasengewinn, hohe Performance und niedrige Reglerord-
nung erfu¨llt sind. Die folgenden Untersuchungen beziehen sich auf die Performance
der Regelung unter Lasteinﬂuß. Hierzu werden sowohl konstante aerodynamische
Lasten als auch atmospa¨rische Turbulenzen betrachtet. Den Untersuchungen liegt
die nichtlineare Simulation aus Bild 5.35 zugrunde.
Die Anforderungen an den Aktuatorregelkreis unter Last basieren auf den Speziﬁka-
tion des Betreibers, die eine bestimmte Performance bei Lasten von 165kN verlangt.
Das fu¨r die nichtlineare Simulation entwickelte strukturdynamische Modell des Sei-
tenleitwerks 22. Ordnung17 wird mit dieser konstanten Kraft beaufschlagt. Bild 5.36
zeigt die Auswirkungen ohne Last bzw. unter Maximallast bei ein- und ausfahren-
dem Kolben auf die Kolbenposition nach einer sprungfo¨rmigen Vorgabe von 5mm.
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Abbildung 5.36: Vergleich der Regelkreise unter verschiedenen Lastfa¨llen
Die Betrachtung des Bildes 5.36-oben zeigt ein Verhalten, das sich bereits in der
linearen Simulation in Bild 5.25 oﬀenbart hatte. Der Vergleich zwischen den bei-
den Regelungskonzepten mit robustem Regler K1 und dem konventionellen Kas-
kadenregler zeigt deutlich den Performancegewinn beim Regelkreis mit robustem
17die Ordnung des Lastmodells setzt sich aus 10 Eigenmoden und der freien Ruderschwingung
zusammen
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Regler. Die A¨nderungen im dynamischen Verhalten fallen hier wesentlich gerin-
ger aus. Besonders bei ausfahrendem Kolben unter Maximallast macht sich die
Verku¨rzung der Anstiegszeit und somit die Dynamikerho¨hung bemerkbar. Dies un-
terstreicht die Mo¨glichkeit der µ-Synthese, einen Regelkreis hinsichtlich robuster
Performance zu optimieren. Obwohl beim robusten Regler die robuste Performance
als Entwurfsziel nur knapp verfehlt wurde, sind dennoch die Vorteile gegenu¨ber dem
konventionellen Konzept sichtbar. Lediglich ist ein gro¨ßeres U¨berschwingen und ei-
ne gro¨ßere Regelabweichung zu vermerken. Das U¨berschwingen ist auf die hohen
Reglerversta¨rkungen aufgrund der gestellten Anforderungen zuru¨ckzufu¨hren. Eine
Regelabweichung von 2% wird dem Regelkreis allein durch die Performancevorgaben
im Reglerentwurf gestattet, die im Lastfall aufgrund der Verletzung des Performan-
cekriteriums leicht ansteigt. Sie liegt jedoch noch weit in den laut Speziﬁkation
vorgegebenen Grenzen von ±1dB bzw. ca. ±12%.
Die Untersuchungen mit einer konstanten aerodynamischen Last sind zwar in der
Speziﬁkation festgelegt, jedoch entsprechen sie nicht den realen Begebenheiten. Der
reale Lasteinﬂuß auf das Seitenruder ru¨hrt von der Bewegung des Flugzeuges in
turbulenter Luft her. Die ausschließliche Betrachtung der Turbulenz und nicht ei-
nes Windes ist jeweils auf deren Frequenzlage zuru¨ckzufu¨hren. Wa¨hrend der nie-
derfrequente Wind nicht die Eigenmoden der elastischen Struktur des Seitenruders
anregen kann, ist dies durch eine turbulente Bewegung mo¨glich. Die Problematik,
daß das Umstro¨men der elastischen Struktur des Seitenleitwerks instationa¨re aero-
dynamische Reaktionen hervorruft, soll in dieser Arbeit außer Acht gelassen werden.
Bei einer Betrachtung des Verhaltens des gesamten Flugzeuges wa¨re eine Abbildung
dieser Vorga¨nge gerechtfertigt, aber fu¨r eine alleinige Betrachtung der Aktuator-
regelung mit strukturdynamischer Lastankopplung ko¨nnen diese komplexen aero-
dynamischen Zusammenha¨nge vernachla¨ssigt werden. Mit Hilfe des Drydenschen
Turbulenzmodells (vgl. Kapitel 4.3) werden die Geschwindigkeiten der turbulenten
Luft in Flugzeugla¨ngsrichtung x (uw) und Flugzeugquerrichtung y (vw) (vgl. An-
hang C) mit Hilfe der Formﬁlter Fuw(s) (Gl. 4.46) und Fvw(s) (Gl. 4.47) aus einem
weißen Rauschen η berechnet:
uw = Fuw(s) · η(s) vw = Fvw(s) · η(s).(5.36)
Die Parameter der U¨bertragungsfunktionen Fuw(s) und Fvw(s) werden fu¨r starke
Turbulenz nach [MFC80] ermittelt (Anhang D).
Nach Bild 5.37 setzt sich dann die Turbulenzgeschwindigkeit v in Anstro¨mrichtung
χ aus den folgenden Anteilen zusammen:
v =
√
(uw + vTAS)2 + v2w.(5.37)
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Abbildung 5.37: Anstro¨mverha¨ltnisse am ausgelenkten Seitenruder
Der Winkel χ kann aus den Geschwindigkeitskomponenten in x- und y-Richtung
berechnet werden:
tanχ =
vw
uw + vTAS
.(5.38)
Die Kraft auf das Seitenruder ist dann deﬁniert u¨ber den Staudruck q¯ = ρ/2 v2, die
Ruderﬂa¨che A und einen Beiwert c∗w:
F = c∗wq¯ A = c
∗
w
ρ
2
v2A.(5.39)
Der Beiwert c∗w ist ein Widerstandsbeiwert, der auf der Basis der Winkeldiﬀerenz
∆ϕ = χ − ζ gescha¨tzt wird. Der Ruderwinkel ζ berechnet sich approximativ nach
Bild 4.10 aus der Kolbenposition xk zu ζ = −0, 41 · xk. Fu¨r ∆ϕ = 0◦ wird der Wert
c∗w als der eines von vorn angestro¨mten Flu¨gelproﬁls angenommen, bei ∆ϕ = 90
◦
wird eine angestro¨mte Rechteckplatte betrachtet [?]. Die Zwischenwerte werden
linear interpoliert. Diese, wenn auch grobe Approximation des Beiwertes liefert fu¨r
diese Anwendung eine angemessene Darstellung der auf das Ruder wirkende Kraft
in Abha¨ngigkeit des Anstro¨mwinkels. Fu¨r die Dichte ρ wird ein Flug in 10.000m
Ho¨he angenommen. Das vollsta¨ndige Turbulenzmodell beﬁndet sich in Anhang D.
Die folgenden Simulationen zeigen das Verhalten der robusten Aktuatorregelung bei
kleinem und großem Ruderausschlag. Bei einer Vorgabe von 5mm (Bild 5.38) in
der Kolbenposition muß die Anti-Windup-Maßnahme nur gering eingreifen. Der
Verlauf der Kolbenposition entspricht dem bereits zuvor beobachteten Verhalten.
Bei Turbulenzgeschwindigkeiten von ca. ±2m/s in x- und y-Richtung ergeben sich
nach Gl. 5.37 zusammen mit der viel ho¨heren Fluggeschwindigkeit von 275m/s nur
kleine Anstro¨mwinkel χ. Somit entspricht der eﬀektive Anstro¨mwinkel in Bild 5.38-
unten links anna¨hernd dem negativen Ruderwinkel.
Die kleinen eﬀektiven Anstro¨mwinkel liefern aufgrund einer sehr schra¨gen Anstro¨-
mung des Ruders einen niedrigen c∗w-Wert. Somit bewegen sich auch die Kra¨fte auf
das Ruder in einem niedrigen Bereich von ca. 25kN. Andere Verha¨ltnisse treten
auf bei fast Vollausschlag des Ruders. Die Lastkra¨fte am Ruder wachsen auf das
fu¨nﬀache des Wertes, der bei kleinen Ausschla¨gen sich einstellt, an.
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Abbildung 5.38: Turbulenzeinﬂuß bei kleinem Ruderwinkel
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Abbildung 5.39: Lastkra¨fte am Ruder bei unterschiedlichen Kolbenbewegungen
Bei der Kolbenbewegung von 70mm kommt auch die Anti-Windup-Maßnahme voll-
kommem zur Geltung, da mit fallender Regelabweichung der Proportionalita¨tsfaktor
zur Konditionierung stetig steigt.
Die Ergebnisse unter Turbulenzeinﬂuß unterstreichen erneut die sehr hohe Dynamik
der Regelung, die sich insbesondere bei großen Kolbenbewegungen (vgl. Bild 5.40)
bemerkbar macht.
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Abbildung 5.40: Turbulenzeinﬂuß bei großem Ruderwinkel
5.6 Ergebnis der Untersuchungen
Die vorherigen Ausfu¨hrungen beweisen das Potential der robusten Regelung. Die
Untersuchungen haben gezeigt, daß die zu Beginn der Arbeit gestellten Anforde-
rungen an eine robuste, ﬁlterintegrierende Aktuatorregelung erfu¨llt werden. Die
prima¨re Forderung nach der Integration der Filterfunktion bei gleichzeitigem Pha-
sengewinn im Fu¨hrungsu¨bertragungsverhalten im Vergleich zur Kaskadenregelung
stellt an die µ-Synthese keine Probleme. Es ko¨nnen Phasengewinne von u¨ber 4◦
im Frequenzbereich bis 5Hz verzeichnet werden. Bei den Robustheitseigenschaften
kann die robuste Performance zwar nicht eingehalten werden, jedoch auch ohne de-
ren Garantie beweist die robuste Regelung eine bessere Regelgu¨te bzw. geringere
Dynamikschwankungen im Lastfall als die konventionelle Kaskadenregelung. Eine
geringe Reglerordnung zur Implementierung kann mit Hilfe von einer balancierten
Reduktion im geschlossenen Regelkreis erreicht werden ohne eine Beeinﬂussung der
Performance.
Die hohe Reglerdynamik fu¨hrt in der nichtlinearen Simulation dazu, daß schon bei
kleine Fu¨hrungsvorgaben der Ventilschieber seinen Anschlag erreicht, und somit die
implementierte Anti-Windup-Maßnahme schon bei kleinen Sollvorgaben eingreifen
muß. Hier zeigt sich aber, daß dies der Dynamik keinen Abbruch tut, da Dynamik-
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steigerungen im robusten Regelkreis gegenu¨ber dem Kaskadenregler bei ausfahren-
dem Kolben gegen Last zu verzeichnen sind.
Die Mo¨glichkeiten der µ-Synthese ko¨nnen in dieser Arbeit vollkommen genutzt
werden. Durch die Integration von Regelgu¨teanforderungen in den Reglerentwurf
kann gleichzeitig die Filterung einbezogen, das Fu¨hrungsverhalten optimiert und
der Lasteinﬂuß minimiert werden. Der Entwurfsaufwand scheint zwar enorm, da
die Ermittlung des nominellen und des Unsicherheitsmodells sowie die Formulie-
rung der Regelgu¨teanforderungen einen erho¨hten Zeitaufwand erfordern. Jedoch
resultiert dieses Vorgehen in einer Zeitersparnis, da wa¨hrend der Implementierung
keine grundsa¨tzlichen A¨nderungen mehr vorgenommen werden mu¨ssen. Das un-
terstreicht das zielgerichtete Vorgehen bei der µ-Synthese. Insbesondere tra¨gt der
ﬁlterintegrierte Aktuatorregler im Entwurfsprozeß der Flugregelung zu geringeren
Anpassungsproblemen bei, wodurch eine Reduktion der Entwicklungszeit und der
Kosten erfolgen kann.
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Die vorliegende Arbeit bescha¨ftigt sich mit dem Entwurf eines integrierten Filter/
Reglerentwurfs fu¨r einen elektrohydraulischen Ruderaktuator mit Hilfe von robusten
Reglerentwurfsverfahren. Die Motivation dafu¨r liegt darin, daß der Einsatz von
Notch-Filtern im Flugregelsystem zur Da¨mpfung der aeroelastischen Eigenmoden
der Struktur Phasenverluste verursacht, die zur Reduktion der Stabilita¨tsreserven
fu¨hren. Ziel ist eine Senkung der Phasenverluste bei gleichzeitiger Beibehaltung
der Da¨mpfungseigenschaften der Filterung. Dieses Ziel kann dann erreicht werden,
wenn nicht alle Komponenten des Flugregelsystems wie bisher getrennt ausgelegt
und angepaßt werden, sondern Teilkomponenten gemeinsam optimiert werden. Aus
Gru¨nden der geringsten Modiﬁkation und Komplexita¨t innerhalb des Flugregelsy-
stems wird daher der Entwurf des Notch-Filters des Aktuatorsollwertes mit der
Aktuatorregelung eines Seitenruders vereint. Mit diesem Konzept werden durch die
gleichzeitige Optimierung von Filterung und Regelung neben den Phasenverlusten
die Anpassungsprobleme innerhalb des Flugregelsystems reduziert. Zu Vergleichs-
zwecken wird gleich zu Beginn dieser Arbeit das konventionelle Konzept mit Kaska-
denregelung und vorgeschaltetem Notch-Filter vorgestellt.
Die Umsetzung des ﬁlterintegrierten Aktuatorreglers erfolgt mit Hilfe eines robusten
Reglerentwurfsverfahrens, der µ-Synthese. Diese zeichnet sich insbesondere dadurch
aus, daß sowohl robuste Stabilita¨t als auch robuste Performance in der Pra¨senz
von Unsicherheiten erzielt werden ko¨nnen, was gerade in einem sicherheitskritischen
System von entscheidender Bedeutung ist. Die Beru¨cksichtigung von Strukturin-
formationen beim strukturierten Singula¨rwertes µ sowohl u¨ber die Unsicherheit als
auch u¨ber die Performance fu¨hrt zu einer geringen Konservativita¨t des Reglers. Die
Vorgabe von U¨bertragungsfunktionen des geschlossenen Regelkreises im Sinne eines
loop shaping gewa¨hrleistet die Integration der Filterfunktion im Regler. In dieser
Arbeit wird die der µ-Synthese zugrunde liegende Theorie kurz dargestellt, wobei
der Schwerpunkt auf der Beschreibung der Modellstruktur liegt. Die Problematik
beim Entwurf eines robusten Reglers hinsichtlich seiner Implementierbarkeit liegt
in der sich ergebenden hohen Reglerordnung. Unterschiedliche Verfahren zur Ord-
nungsreduktion werden beschrieben, die im weiteren Verlauf der Arbeit auf ihre
Leistungsfa¨higkeiten getestet werden.
Im Mittelpunkt steht ein elektrohydraulischer Seitenruderaktuator, der Bestandteil
des prima¨ren Flugregelsystems ist. Die nichtlineare Modellbildung des Aktuators
dient sowohl zur Ermittlung der Modellschar als Grundlage des Reglerentwurfs als
auch zur Veriﬁkation der Ergebnisse. Die Erweiterung des Aktuatormodells bildet
ein strukturdynamisches Lastmodell, das auf einem FE-Modell des Seitenleitwerks
basiert. Je nach Anwendung - Reglerentwurf oder nichtlineare Simulation - werden
unterschiedlich viele Eigenmoden im Lastmodell beru¨cksichtigt (2 bzw. 10), wobei
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die erste Eigenmode die zu ﬁlternde darstellt.
Die aerodynamischen Einﬂu¨sse auf das Seitenleitwerk in Form von Turbulenz wer-
den in Form eines Drydenschen Turbulenzmodells in die nichtlineare Simulation
eingebunden.
Anhand des nichtlinearen Modells des Aktuators wird ein einfaches, lineares Nomi-
nalmodell hergeleitet, welches mittig in der Modellschar zu liegen kommt. Dieses
wird durch ein strukturiertes Unsicherheitsmodell erga¨nzt, dessen Ursachen auf Li-
nearisierungseﬀekten, Arbeitspunkta¨nderungen und Vernachla¨ssigungen zuru¨ckzu-
fu¨hren sind. Die analoge Regelung des Motorstroms wird vom konventionellen Kon-
zept u¨bernommen, da durch diese Maßnahme zum einen die Modiﬁkationen in der
Aktuatorregelung nur gering sind und zum anderen der Temperatureinﬂuß auf den
Motorstrom durch den Spulenwiderstand minimiert wird. Die Parametrierung der
Modelle wird mit Hilfe der nichtlinearen Simulation durchgefu¨hrt.
Die Regelgu¨teanforderungen an den geschlossenen Regelkreis werden derart be-
stimmt, daß sowohl stationa¨re Genauigkeit und hohe Dynamik als auch die Beibehal-
tung der Filterungseigenschaften hinsichtlich Da¨mpfung und Bandbreite gewa¨hrleis-
tet werden. In dem Zusammenhang wird zwei Ansa¨tzen nachgegangen. Zum einen
wird die Fu¨hrungsu¨bertragungsfunktion innerhalb der Aktuatorspeziﬁkation hin-
sichtlich geringerer Phasenverluste optimiert. Zum anderen wird zu Vergleichs-
zwecken der Amplitudengang der Fu¨hrungsu¨bertragungsfunktion des konventionel-
len Regelungskonzeptes mit Notch-Filter als Ausgangspunkt gewa¨hlt. Diesen gilt
es mit Hilfe des robusten Reglers exakt abzubilden bei gleichzeitiger Reduktion der
Phasenverluste. Hierbei wird untersucht, inwiefern allein das Reglerentwurfsver-
fahren zu den Phasengewinnen beitra¨gt. Weitere Optimierungspunkte existieren
hinsichtlich der Minderung des Einﬂusses der a¨ußeren Lastkraft.
Beide Regler ko¨nnen durch Phasengewinne und sehr gute Filtereigenschaften u¨ber-
zeugen. Das bedeutet besonders fu¨r den zweiten Ansatz, daß allein durch das ro-
buste Reglerentwurfsverfahren die gleichen Da¨mpfungseigenschaften bei geringeren
Phasenverlusten erreicht werden ko¨nnen. Fu¨r weiterfu¨hrende Betrachtungen wird
der Regler ausgewa¨hlt, der auf geringere Phasenverluste, insbesondere im Frequenz-
bereich bis 5Hz, ausgelegt wurde. Weitere Untersuchungen in der nichtlinearen
Simulation in Bezug auf den Lasteinﬂuß beweisen, daß auch bei der Verfehlung
des Kriteriums fu¨r robuste Performance die Dynamikvariationen mit dem robusten
Regler nicht so ausgepra¨gt sind wie beim konventionellen Kaskadenregler. Es kann
zudem noch ein Gewinn in der Dynamik bei ausfahrendem Kolben unter Maximal-
last erzielt werden. Hier zeigt sich das Potential der µ-Synthese, wobei innerhalb
des Reglerentwurfs sowohl das Fu¨hrungsverhalten optimiert als auch gleichzeitig der
Lasteinﬂuß minimiert werden kann. Der Aufwand, der sich durch die Formulierung
der Performanceanforderungen und der Modellierung ergibt, kann im Entwurf selbst
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durch eine Zeitersparnis ausgeglichen werden.
Die sich durch die µ-Synthese ergebenden hohen Reglerordnungen werden zu Im-
plementierungzwecken reduziert. Durch den Vergleich unterschiedlicher Ordnungs-
reduktionsverfahren zeigt sich die U¨berlegenheit der balancierten Reduktion im ge-
schlossenen Regelkreis bezu¨glich der Reglerordnung und der Performance. Hier liegt
jedoch ein Problem der µ-Synthese. Die Implementierung der komplexen Regler
kann nicht immer realisiert werden, insbesondere dann nicht, wenn der Regler in
Festkommaarithmetik programmiert werden muß [?]. Zuku¨nftige schnelle Rechner-
systeme oder aber eine neuartige Beschreibung von Abtastsystemen, die die Fest-
kommaarithmetik beru¨cksichtigt [?], ko¨nnen Abhilfe schaﬀen.
Einen Ansatz fu¨r weitere Arbeiten im Bereich ﬁlterintegrierte Aktuatorregelung ist
zuna¨chst die Simulation der Aktuatorregelung innerhalb der gesamten Flugregelung
zur Veriﬁkation und zur Ermittlung des eﬀektiven Phasengewinnes in der Gesamt-
ﬂugregelung. Weiterhin ist die direkte Umsetzung der Regelung an einem Pru¨fstand
mit Ankopplung an die elastische Struktur des Ruders denkbar, um das simulierte
Verhalten zu belegen.
Der Einsatz des Aktuatorreglers in der realen Umgebung muß neben dem Verhal-
ten im fehlerfreien Fall, wie es in dieser Arbeit untersucht wurde, auch das Ver-
halten bei elektrischen und hydraulischen Fehlern laut Speziﬁkation abdecken. Zwei
Mo¨glichkeiten im Rahmen der robusten Regelung bieten sich hier an, die unterschied-
liche Ziele verfolgen: zum einen kann, wie bereits von Eich [Eic99] durchgefu¨hrt, ei-
ne fehlertolerante Regelung entworfen werden, die die dynamischen Vera¨nderungen
durch die Fehler in den Unsicherheiten abbildet, so daß somit eine Rekonﬁgurati-
on des Regelungssystems u¨berﬂu¨ssig ist. Problematisch scheint hierbei, daß die an
den Regler gestellten Anforderungen - Filterung und Fehlertoleranz durch robuste
Performance - mo¨glicherweise zu hoch sind. Die zweite Mo¨glichkeit zielt auf eine ro-
buste Fehlererkennung, z.B. nach [?], mit einer anschließenden Adaption des Reglers
in Form eines gain scheduling [?] im robusten Regelkreis. Gerade auf diesem Gebiet
der Kombination von robuster Regelung mit robuster Fehlererkennung bieten sich
noch vielfa¨ltige Forschungsansa¨tze.
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Anhang
Anhang A: Nominelles DDV-Modell
Zustandsraumdarstellung:


x˙H0
Ψ˙h
x¨s
x˙s
y¨s
y˙s


=


− 1
TA
0 0 0 0 0
kv (1 +
TD
TA
) −Rsp
Lh
−kind 0 0 0
0
kmag
ms
−dDDV
ms
−cDDV
ms
0 0
0 0 1 0 0 0
0 0 0 ω20 −2Dω0 −ω20
0 0 0 0 1 0




xH0
Ψh
x˙s
xs
y˙s
ys


+


1
TA
−kv TD
TA
0
0
0
0


u

 ys
Iges

 =

 0 0 0 0 0 1
0
kI
Lh
dΨ kind 0 0 0




xH0
Ψh
x˙s
xs
y˙s
ys


+

 0
−TD
TA
kv dΨ

 u.
Parameter:
cDDV = 600N/mm
dDDV = 0, 13Ns/mm
dΨ = 6, 67 · 10−3A/V
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D = 0, 75
ki = 7, 143V/A
kind = 5 · 10−3V s/mm
kmag = 790N/V s
kv = 100
Lh = 0, 1H
ms = 0, 25kg
Rsp = 2, 2Ω
TA = 2 · 10−3sec
TD = 1 · 10−4sec
ω0 = 2π · 500Hz
Anhang B: Nominelles Zylindermodell
Zustandsraumdarstellung:
x˙ = Ax+Bu
y = Cx
mit
A =


−K
′
Li E
′
O¨l
Vk
−Ak E
′
O¨l
Vk
0 0 0 0 0 0 0
2Ak
mk
−dzyl
mk
0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 cL1
mL1
− dL
mL1
− cL2
mL1
dL
mL1
cL2
mL1
0 0
0 0 0 1 0 0 0 0 0
0 0 0 dL
mL2
cL2
mL2
− dL
mL2
− cL2
mL2
0 0
0 0 0 0 0 1 0 0 0
0 0 ω20 0 0 0 0 −2Dω0 −ω20
0 0 0 0 0 0 0 1 0


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B =


kQ E
′
O¨l
Vk
0
0 0
0 0
0 0
0 0
0 − 1
mL2
0 0
0 0
0 0


C =
[
0 0 1 0 0 0 0 0 0
]
x =


pL
x˙k
xk
x˙L1
xL1
x˙L2
xL2
y˙k
yk


, u =

 xs
FAe

 , y = xk
Parameter:
Ak = 4405mmm
3
dzyl = 1Ns/mm
E ′
O¨l
= 3000N/mm2
K ′Li = 1, 25 · 10−4mm3/sPa
kQ = 9, 5 · 105mm2/s
mk = 3, 8kg
Vk = 3, 19 · 105mm3
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Anhang C
Flugzeugfestes Koordinatensystem:
Zustandsraumdarstellung der reduzierten FE-Modelle des Seitenleitwerks:
Modell mit 2 elastischen Moden:
A =


0 1 0 0 0 0
−19, 61 0 0 0 0 0
0 0 −0, 073 72, 81 0 0
0 0 −72, 81 −0, 073 0 0
0 0 0 0 −0, 28283, 64
0 0 0 0 −283, 64 −0.28


B =


0
10
0
−0, 22
0
0, 35


, C = [10000, 44 0 − 216, 85 0 352, 26 0], D = 0, 00039
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Anhang D: Turbulenzsimulation
Parameter des Turbulenzmodells:
σ2u = σ
2
v = 41, 29
Lu = Lv = 533m
vTAS = 275
m
s
≡ 0, 8Mach
Tu = Tv = 1, 94s
Formﬁlter:
Fuw(s) = 12, 66
1
1 + 1, 94s
Fvw(s) = 8, 95
1 + 3, 36s
(1 + 1, 94s)2
Aerodynamische Kraft:
FAe = c
∗
w A
ρ
2
v2
mit
c∗w ∈ [0, 074; 1, 23]
A = 1m2
ρ = 0, 4
kg
l
(bei 10000m Ho¨he)
v2 = (uw + vTAS)
2 + v2w
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