Solar based electricity generations have experienced a strong and impactful growth in the recent years. The regulation, scheduling, dispatching and unit commitment of intermittent solar power is dependent on the accuracy of the forecasting methods. In this paper, a robust Expanded Extreme Learning Machine (EELM) is proposed to accurately predict the solar power for different time horizon and weather condition. The proposed EELM technique has no randomness due to the absence of random input layer weights and takes very less time to predict the solar power efficiently. The performance of the proposed EELM is validated through historical data collected from National Renewable Energy Laboratory (NREL) through various performance metrics. The efficacy of the proposed EELM method is evaluated against basic ELM and Functional Link Neural Network (FLNN) for 5 minute and 1 hour ahead time horizon.
I. INTRODUCTION
Solar generations is preferred over other renewable sources as it is sustainable and decarbonized. Further it can be supplied to local loads to minimize the power losses with negligible operation and maintenance costs. Nevertheless, solar power is intermittent and stochastic in nature, It is due to its dependence on unpredictable meteorological and weather conditions like cloud cover, solar radiation and temperature. So, to overcome this drawback, methods of solar power forecasting are adopted for management of electricity grids and energy market efficiency. Short-term forecasting uses localized approach in order to assure grid stability and provide estimation of future solar power generation values. In recent years, many types of solar power forecasting methods have been implemented [1, 2] . Depending on current geographical and meteorological data, mathematical models are used to predict solar power under the numerical weather prediction (NWP) model. The time series methods [3] used cannot detect the high fluctuations in power generation, particularly for cloudy days. Statistical models [4, 5] like autoregressive moving average (ARMA), autoregressive integrated moving average (ARIMA) and multiple regression require proper detectors to collect varying weather parameters and are inefficient in short term prediction of non-linear time series accurately. Artificial neural network (ANN) methods [6] [7] [8] need complicated structures to detect non-linear function approximation and are quite time consuming owing to training procedures. The fuzzy logic method shows design and computational complexity [9] . The extreme learning machine (ELM) approach is an efficient method to predict the solar power which is faster as compared to other methods. There are various hybrid prediction methods [10] [11] [12] [13] which performs better as compared to the single approach. Here, an extended ELM approach is discussed to predict the solar power in which, the basic ELM is combined with a non-linear expansion block [14] called (FEB) to add more non-linearity to the input of the ELM. The following paper is organized as follows. After a brief introduction in section 1, different proposed techniques for solar forecasting are formulated in section 2 including the proposed model. Section 3 discuses the results including various performance metrics. Lastly, section 4 concludes the paper.
II. PROPOSED TECHNIQUES

A. Functional Link Neural Network (FLNN)
A FLNN is an extended version of neural network and uses a functional expansion link to modify inputs [14] . These inputs are further modified by weights then summed and applied to a particular function to calculate the output. During the training, the weights are continuously adjusted and updated to obtain the defined accuracy. The presented FLANN is a single layer neural network in which trigonometric functions are used to expand the inputs with more non-linearity. The structure of the presented TFLANN model is shown in figure 1. Here each individual input 'xj' present in the input pattern is expanded using trigonometric functions with order 'p' as:
The solar data patterns are created by applying a sliding window to the original data. Let the model have 'S' number of data patterns where each data pattern contains 'n' number of inputs and 'm' of output. Let 'Strn' is the total number of training pattern and 'Stst' is the total number of testing pattern. For each individual input (xj) of 'i th ' input pattern (Xi) the expanded inputs are given in equation (2) where 'ei' is the number of inputs after expansion. 
For the presented study, to predict the six number data past five number of solar power data are considered in each pattern and learning rate for FLNN is kept as 0.01.
The main flaws of this model are need of the proper size historical dataset, proper choice of varying network parameters like learning rate and repeated weight adjustments owing to more computational time. These drawbacks can be taken care of with the efficient ELM algorithm which is much simpler and faster due to the absence of weight adjustment. The increased non-linearity by adding biases and other non-linear activation functions in ELM can handle non-linear data for efficient solar power prediction in less computational time.
B. Extreme Learning Machines (ELMs)
The Extreme learning machines are single hidden layer feed forward networks with very fast learning mechanism and thus can be applied for solar prediction [15, 16] . In ELMs, the output weights are calculated analytically by the least square solution which makes it simple, fast and more accurate as compared to the other methods [14, 15] .
In ELM, the hidden layer maps the input space to Ldimensional hidden layer feature space where, input weights (aij)) & hidden layer biases (b0j) are chosen randomly.The structure of the ELM is shown in Figure 2 .
The hidden layer output of 'j th ' hidden layer for 'i th ' pattern is calculated as in eq.(4).
The total hidden layer output matrix can be written as in eq. (5) The goal of ELM is to achieve the smallest training error as well as the smallest norm of output weights (β) to achieve better generalization performance. This can be expressed as in eq. (6)   : || || :
Minimize and D H Minimize trn trn  (6) Where, 'Htrn' is the hidden layer output matrix calculated from training input pattern 'Xtrn'. The smallest norm least square solution of the above linear system can be expressed as in eq. (7) .
Where, 'Htrn † ' is the Moore-Penrose inverse of the nonsingular matrix 'Htrn' and thus eq. (7) can be modified as in eq. (8) .
Once the network is trained, the output weights are calculated and fixed which is later used to test the model performance. The predicted output (Otst) by the network can be written as:
Where, 'Htst' is the hidden layer output matrix for testing patterns.
Even if ELM has various advantages still it suffers from ddisadvantages like presence of random input weight which requires has to be selected optimally. Thus an extended ELM (EELM) is applied for solar power prediction where there are no random input weights present. The EELM provides more stability & better prediction accuracy in solar power forecasting application.
C. Extended Extreme Learning Machine (EELM)
The EELM is the combination of FLNN and ELM which performs better as compared to the individual methods. The combination of both models provides more non-linearity and thus produces more accurate results.
In EELM the hidden layer outputs are calculated directly from the extended inputs after the functional expansion block (FEB). As the feature space is consist of non-linear mapping Then, EELM trains the network only using the non-linear inputs from which the 'β' matrix is calculated. This 'β' value is kept constant after the training section and used in the testing section to check the precision of the model by predicting the future data. The structure of the EELM is shown in Fig.3 . The original input pattern (X) will be expanded by using the expansion rule explained in eq. (2). The total numbers of expanded input patterns are elements of the hidden layer matrix. Thus the hidden layer matrix for 'i th ' input pattern can be written as in eq. (10).
The total hidden layer matrix will be expressed as in eq. (11) where the number of hidden layers is the number of extended inputs.
Then, the output weight matrix and desired solar power calculation is same as eq. (8) and (9), respectively.
The above discussed models are used to predict the solar power in different weather condition and in different time horizon. The performance of the all the considered model is presented in the following section.
III. RESULTS AND DISCUSSION
In this section, the superior performance of the proposed EELM is discussed against the basic ELM and FLNN techniques. Various case studies with figures with tables are presented for different weather situation. Further, the details of historical data are discussed with various performance metrics.
A. Collection of Data
To predict the solar power from the past solar power data, the short term data 
B. Performance Metrics
The performance of the proposed vs. existing prediction techniques is evaluated through different performance metrics like Root Mean Square Error (RMSE,eq.12), Symmetric Mean Absolute Percentage Error (SMAPE) and Mean Absolute Error (MAE, eq.13).
 
As the solar power data contains zero value (null volatility), the SMAPE is considered to avoid infinity error in calculation. The relative error SMAPE [19] is expressed as in eq. (14) .
Further for choosing the accurate model for solar power forecasting performance, the correlation coefficient (CC 2 ) is calculated. The 
The solar power is scaled and normalized within the range 0 and 1 as given by eq. (16) .
Where, ) (t x represents the solar power at time instant t; max x and min x represent the maximum and minimum solar power.
C. Results Analysis
Here two case studies are presented for 5 minute and 1 hour time horizon. In both the case, different weather data are considered to validate the superior performance of the proposed EELM model. Lastly, a comparative study is presented through bar graph representation in case-3.
Case-1: Solar Power Prediction for 5 Minute Time Horizon
The prediction results for 5 minute time horizon is as given in figure (4) . The figures 4(b) and (c) show the results for rainy and winter season, respectively. As clearly seen 
Case-2: Solar Power Prediction for 1hour Time Horizon
Similarly, the prediction results for 1 hour time horizon is as shown in figure (5) . The figures 5(b) and (c) show the results for rainy and winter season, respectively. As clearly seen from the figures, the prediction accuracy of proposed EELM is the better as compared with the ELM and FLNN. As the number of samples are less for 1 hour time horizon the error are slightly higher as compared to the 5 minute prediction interval.
Case-3: Performance validation through a Comparative Analysis
The effectiveness of the proposed scheme for all seasonal data in terms of various performance indexes and training time (TT) is established in Tables 1 to 3 for different seasons. Table 1 shows the performance parameters for summer season. Table 2 and 3 show the performance parameters for rainy and winter season, respectively. For summer season (Table 1) , RMSE for proposed EELM is obtained as 0.0165 for 5 minutes interval and 0.0691 for 1 hour interval, where FLNN depicts 0.0368 and 0.1456 for the same. The training time for the proposed prediction scheme (5 minutes interval) is recorded as 0.09 sec which is less than FLNN (0.14 sec). The duration is more as compared with ELM scheme (0.05 sec.) because of its higher size of H-matrix. If both the execution time and accuracy factor will be considered then proposed EELM is better as compared to the basic ELM and FLNN techniques. The superior performance of the proposed EELM can also be observed for rainy and winter season from the table 2 and  table 3 , respectively. The performance indexes show that the proposed EELM performs better for different weather condition and different time horizon. The supremacy of the proposed EELM can also be presented through a bar graph representation in figure (6) . From figure (6), it is clearly seen that the prediction error in the proposed EELM is less as compared to the other two methods. Hence, the proposed EELM is efficient and effective to predict the future solar power which can be helpful in various power system aspects. 
IV. CONCLUSION
A hybrid EELM technique is proposed in this paper to accurately predict the solar power. An online dataset of Florida for 5 minute and 1 hour time interval is considered for the proposed study. Various performance indexes like RMSE, SMAPE, MAE and CC 2 are calculated to prove the superiority of the EELM method. The performance of the EELM is compared with basic ELM and FLNN methods. The accuracy and effectiveness of the considered methods are validated through a comparative study for different weather condition. The main findings of this paper are (1) to develop a simple, fast yet efficient prediction model for solar power prediction, (2) the need of hidden layer selection and random input weights are avoided by using the proposed EELM approach. In future, this method can be implemented for the effective management of electricity and to increase the energy market efficiency.
