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Abstrakt
Maskování pohybujících se objektů ve videosekvenci je zajímavé téma v oblasti počítačo-
vého vidění. V této práci je navržena metoda pro sledování a maskování jednoho objektu
v reálném čase. Předpokládá se vstupní video pořízené statickou kamerou. Detekce pohybu
je založena na odečítání pozadí, které je reprezentováno směsí Gaussových funkcí. Sledo-
vání objektu je realizováno kombinací porovnávání tzv. blobů a výpočtu optického toku
metodou Lucas-Kanade. Následné maskování využívá vytvořeného modelu pozadí.
Abstract
Hiding moving objects in video sequences is an interesting topic in computer vision. In
this thesis, a real-time single object tracking and removal method is proposed. An input
video is assumed to be captured with static video camera. Motion detection is based on a
background subtraction using Mixture of Gaussians as the representation of background.
The object tracking is realized by a combination of blobs comparison and computation of
optical flow using Lucas-Kanade method. Consequent object removal makes use of created
background model.
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Kapitola 1
Úvod
Maskování objektů ve videu je zajímavé téma v oblasti počítačového vidění. Jeho prak-
tické využití nalezneme např. v úpravách filmových scén po jejich natočení (tzv. post-
processingu). Často se vyskytne případ, kdy se objekt ve scéně vyskytne nechtěně nebo je
považován za zbytečný. V tom případě je potřeba jej ze scény vymazat a nahradit vhod-
ným pozadím. Zamaskování objektu je ovšem časově velmi náročná operace, donedávna ji
musel provádět grafik ručně za pomoci speciálního software. Bylo nutné snímek po snímku
sledovaný objekt mazat a nahrazovat ho pozadím z jiných snímků. Tento zdlouhavý postup
je již dnes překonán. Existují práce (např. [13], [15], [27]), které se zabývají odstraňováním
nechtěných objektů z videa bez nebo jen s minimální nutností zásahu člověka. V každé je
problém zamaskování objektu řešen odlišným způsobem.
Cílem mé práce je navržení a implementace aplikace použitelné k automatickému mas-
kování uživatelem zvoleného objektu ve videu. K tomu, aby program mohl maskovat pohy-
bující se objekt, je potřeba, aby ho uměl detekovat, překrýt vhodným pozadím a sledovat
jeho pozici v čase. Každou z těchto operací lze realizovat různými způsoby. Já jsem pro
svou aplikaci zvolil detektor pohybu založený na odečítání pozadí, reprezentované směsí
Gaussových funkcí. Výhodou tohoto řešení jsou poměrně nízká výpočetní náročnost, velmi
dobrá kvalita detekce a jednoduchost implementace. Hlavní nevýhodou je podmínka, aby
vstupní video bylo natočeno stacionární kamerou. Metoda sledující objekt využívá porov-
návání vlastností objektů a optický tok. Maskování objektu potom realizuji jeho překrytím
odpovídající částí modelu pozadí. To má výhodu ve věrohodnosti zamaskování a také v mož-
nosti zpracování v reálném čase – např. ve výše citovaných pracích hledají vhodné pozadí
pro maskování kromě aktuálního snímku i ve snímcích předchozích a následujících a proto
není možné jako vstup použít video právě snímané připojenou kamerou.
Práce je rozdělena do osmi kapitol. Teoretické kapitoly 2 a 3 vysvětlují principy metod,
které jsem v této práci použil pro detekci pohybu a pro sledování objektu. V kapitole 4
se věnuji současnému stavu řešení problému maskování pohybujícího se objektu ve videu.
Hlavnímu cíli práce, návrhu a implementaci aplikace, se věnuji v kapitolách 5 a 6. V kapi-
tole 7 testuji funkčnost aplikace na různých vstupních datech, věnuji se především úspěšnosti
sledování objektu a výpočetní náročnosti.
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Kapitola 2
Detekce pohybu v obraze
Cílem detekce pohybu je identifikovat pohyblivé části obrazu a ideálně také setřídit body
patřící těmto částem do skupin. Existuje mnoho metod, jak tohoto cíle dosáhnout. Můžeme
je třídit do různých kategorií, např. podle rozlišované dimenze pohybu (2D nebo 3D), podle
toho, zda pracují s obrazem pořízeným pevnou nebo pohyblivou kamerou apod. Mezi dnes
běžně používané metody patří: rozdíl mezi po sobě jdoucími snímky, odečítání pozadí,
Support Vector Machines (SVM) a metody založené na optickém toku [26].
2.1 Metoda odečítání pozadí
Odečítání pozadí je jedna z nejčastěji používaných metod detekce pohybu v obraze. Zá-
kladní princip spočívá v odečtení aktuálního snímku od předem vytvořeného modelu pozadí.
Body, které se významně liší od pozadí, jsou potom považovány za oblasti s detekovaným
pohybem. Algoritmy pro odečítání pozadí se přitom musí vypořádat s různými problémy,
např. [17, 24]:
• šum v obraze
• drobné pohyby kamery
• změny osvětlení – náhlé (rozsvícení světla), postupné (změna světla během dne)
• pohybující se objekty v pozadí (větve stromů, mořské vlny apod.)
• změny v pozadí (např. zaparkovaná auta)
• kamufláž – objekt v popředí má podobnou charakteristiku jako pozadí za ním
• stíny
Přestože existuje velké množství algoritmů pro odečítání pozadí, většina z nich probíhá
v těchto krocích [6]:
předzpracování → modelování pozadí → detekce popředí → validace
Příklad výstupů jednotlivých fází je na obr. 2.1.
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(a) Vstupní snímek (b) Model pozadí
(c) Maska popředí (d) Vyčištěná maska popředí
Obrázek 2.1: Metoda odečítání pozadí
2.1.1 Předzpracování
Předzpracování plní většinou několik účelů. Připravuje obraz z kamery do formátu vhodného
k dalšímu zpracování – některé algoritmy očekávají obraz ve stupních šedi, jiné mohou
pracovat i s barevnou složkou. V poslední době se stále častěji pracuje v barevných modelech
RGB nebo HSV, díky lepší detekci v oblastech s nízkým kontrastem a možností identifikovat
vržené stíny. Velmi často jsou také použity vyhlazovací filtry (Gaussův, medián apod.), čímž
se zredukuje šum vzniklý v kameře nebo u venkovních kamer vlivem sněhu či deště a zpřesní
se tím pozdější detekce objektů. Systémy, které pracují v reálném čase, mohou v této fázi pro
zrychlení dalšího zpracování také zredukovat rozlišení nebo snímací frekvenci obrazu. [6, 8]
2.1.2 Modelování pozadí
Modelování pozadí je nejdůležitější částí každého algoritmu pro odečítání pozadí. Cílem je
vytvořit robustní model pozadí, který je odolný vůči změnám v pozadí, ale dostatečně citlivý
na to, aby detekoval všechny pohybující se objekty v popředí. Techniky modelování pozadí
můžeme dělit podle různých kritérií, např. rekurze, adaptivita, prediktivita, modalita.
Nerekurzivní techniky, jako např. mediánový filtr, průměr nebo i prosté odečtení po sobě
jdoucích snímků, používají techniku klouzavého okna – ukládají si do zásobníku posledních
N snímků a na základě nich vypočítají podobu pozadí. Jejich problémem může být vysoká
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paměťová náročnost, potřebujeme-li dlouhou historii snímků. Částečně se tento problém dá
řešit snížením snímkovací frekvence. [6]
Rekurzivní techniky naopak model pozadí rekurzivně aktualizují na základě každého
vstupního snímku. Nepotřebují tedy zásobník a mají proto oproti technikám nerekurzivním
menší paměťovou náročnost. Nevýhodou je, že následky chyby ve výpočtu pozadí mohou
přetrvávat mnohem delší dobu. [6]
Další důležitou vlastností technik modelování pozadí je adaptivita. Neadaptivní techniky
vytvoří model pozadí v inicializační (neboli trénovací) fázi a ten již dále neupravují. Tyto
techniky trpí vážnými nedostatky – předpokládají, že se v inicializační fázi nevyskytuje
žádný objekt v popředí a neumí se vypořádat s postupnou změnou pozadí vlivem osvětlení.
Proto je drtivá většina dnes používaných technik adaptivních – tyto model pozadí neustále
aktualizují, čímž se lépe vypořádávají se změnami v pozadí, postupnou změnou osvětlení a
dalšími jevy. [22, 11]
2.1.3 Detekce popředí
Úkolem detekce popředí je porovnat vstupní snímek s modelem pozadí a identifikovat ob-
lasti s popředím. Výstupem je kandidát na masku popředí. U technik používajících jako
model pozadí jediný snímek můžeme otestovat, zda se vstupní pixel dostatečně liší od od-
povídajícího v modelu pozadí jednoduše:
|It(x, y)−Bt(x, y)| > T (2.1)
kde It(x, y) značí hodnotu vstupního pixelu, Bt(x, y) hodnotu pixelu modelu pozadí a T
experimentálně zvolený práh. V ideálním případě by ale hodnota prahu měla být proměnná
a záviset na pozici ve snímku (x, y). Například práh v oblastech s nízkým kontrastem by měl
být menší než v těch s kontrastem vysokým. Taková technika se nazývá lokální prahování
a dosahuje lepších výsledků oproti prahování globálnímu. [6]
2.1.4 Validace
Validací (neboli ověřením dat) se rozumí proces vylepšování masky popředí na základě infor-
mací získaných mimo model pozadí. Modelování pozadí a detekce popředí většinou fungují
na úrovni pixelu, neberou tedy v úvahu vztahy mezi sousedícími pixely. To má za následek
mnoho malých oblastí s falešně detekovaným popředím nebo pozadím. Proto je v této fázi
velmi časté použití kombinace morfologických operací [20] (většinou eroze následovaná di-
latací – tzv. otevření) a seskupení spojených bodů. Morfologií odstraníme osamocené body
s popředím a zacelíme díry a mezery vzniklé v oblastech s popředím. Seskupování spojených
bodů je často použito pro identifikaci a výpočet velikosti jednotlivých oblastí s popředím.
Oblasti, které jsou příliš malé, většinou nesouhlasí se skutečnými pohyblivými objekty a
jsou proto vynechány z dalšího zpracování.
Dále se může stát, že zvolená rychlost adaptace modelu pozadí je příliš malá (vznikají
tzv.
”
duchové“) nebo velká (objekty nejsou detekovány celé a jejich části narušují model
pozadí). Snadným řešením je vytvořit více modelů pozadí s různými rychlostmi adaptace a
periodicky ověřovat mezi jednotlivými modely.
Do fáze validace patří také detekce pohyblivých stínů, je-li do algoritmu odečítání pozadí
zařazena.
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2.2 Směs Gaussových funkcí
Směs Gaussových funkcí (Mixture of Gaussians, MoG) je adaptivní, rekurzivní, multimo-
dální metoda modelování pozadí. Patří dnes mezi jedny z nejoblíbenějších a nejpoužíva-
nějších. Poprvé ji ve své práci [22] představili a popsali W. E. L. Grimson a Ch. Stauffer.
Jejich cílem bylo vytvořit robustní, adaptivní systém, který by zvládal změny osvětlení,
pohybující se objekty v pozadí a ostatní změny v pozorované scéně.
Kdyby každý pixel ve scéně představoval část jednoho povrchu pod jedním osvětlením,
stačila by na jeho vymodelování jedna Gaussova funkce. Nicméně v praxi na jeden pixel
často připadá více povrchů a osvětlení se také mění. Proto autoři navrhli, aby každý pixel
pozadí tvořila směs K Gaussových funkcí, kde K je malé číslo od 3 do 5 (viz obr. 2.2).
Jsou-li pixely charakterizovány svou intenzitou v barevném prostoru RGB, potom pravdě-
podobnost, že pozorovaný pixel má hodnotu Xt je:
P (Xt) =
K∑
i=1
ωi,t · η(Xt, µi,t,Σi,t) (2.2)
kde ωi,t značí váhu i-té Gaussovy funkce v čase t, µi,t její střední hodnotu a Σi,t její kova-
rianční matici. η je Gaussova funkce hustoty pravděpodobnosti:
η(Xt, µ,Σ) =
1
(2pi)
n
2 |Σ| 12
e−
1
2
(Xt−µt)TΣ−1(Xt−µt) (2.3)
Obrázek 2.2: Zobrazení Gaussových funkcí intenzity jednoho pixelu pro K = 5 (převzato
z [16])
Z výpočetních důvodů Stauffer a Grimson předpokládají, že intenzity červené, zelené
a modré složky barvy pixelu jsou na sobě nezávislé a že mají stejný rozptyl. Tím se na
úkor přesnosti dá vyhnout výpočetně náročné inverzi matice. Potom je možné kovarianční
matici zapsat za pomoci jednotkové matice I jako:
Σk,t = σ
2
kI (2.4)
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Při inicializaci modelu pozadí je nejprve nutné nastavit tyto parametry: počet funkcí
K, váhy ωi,t, střední hodnoty µi,t a kovarianční matice Σi,t (poslední tři autoři odhadují
pomocí algoritmu K-means). Poté je možné provést první detekci popředí a dále aktualizovat
parametry.
Pro výpočet modelu pozadí je nejprve potřeba sestupně seřadit všech K Gaussových
distribucí podle kritéria r = ω/σ. Toto pořadí předpokládá, že pixel patřící pozadí má
vysokou váhu a nízký rozptyl – pozadí se vyskytuje déle a má prakticky konstantní hodnotu.
Za model pozadí potom považujeme prvních B distribucí, pro které platí:
B = argmin
b
(
b∑
i=1
ωi,t > T ) (2.5)
tedy, že součet jejich vah přesáhne prahovou hodnotu T (0 ≤ T ≤ 1). Zvolíme-li nízkou
hodnotu T , model pozadí je obvykle unimodální. Při vyšších hodnotách může být do modelu
pozadí zahrnuto více distribucí, způsobených opakovaným pohybem v pozadí, jako větve
stromů, vlající vlajka apod.
Po příchodu nového snímku v čase t+1 se pro každý pixel provede test jeho příslušnosti
k i-té Gaussově distribuci. Pixel k ní náleží, jestliže platí podmínka:√
(Xt+1 − µi,t)T · Σ−1i,t · (Xt+1 − µi,t) < kσi,t (2.6)
kde k je konstanta, obvykle 2, 5. Mohou nastat tyto dva případy:
1) Pixel náleží jedné z K distribucí. Jestli je to distribuce patřící pozadí, je považován
za pozadí, jinak je považován za popředí. Parametry této i-té distribuce se nastaví
následovně:
ωi,t+1 = (1− α)ωi,t + α (2.7)
µi,t+1 = (1− ρ)µi,t + ρXt+1 (2.8)
σ2i,t+1 = (1− ρ)σ2i,t + ρ(Xt+1 − µi,t+1)(Xt+1 − µi,t+1)T (2.9)
kde α je učící konstanta (0 ≤ α ≤ 1, např. 0, 001) a ρ = α · η(Xt+1, µi,Σi).
U ostatních distribucí (nehledě na to, jestli k nim pixel také patří) parametry µ a Σ
zůstavají nezměněny, pouze váha je aktualizována:
ωj,t+1 = (1− α)ωj,t (2.10)
2) Pixel nenáleží žádné z K distribucí, je tedy považován za popředí. V tomto případě je
nejméně pravděpodobná distribuce k nahrazena novou s těmito parametry:
ωk,t+1 = malá hodnota váhy (2.11)
µk,t+1 = Xt+1 (2.12)
σk,t+1 = velká hodnota rozptylu (2.13)
Původní algoritmus Stauffera a Grimsona má ale různé nedostatky. Zaprvé, počet funkcí
K je pro každý pixel stejná zvolená konstanta, což není dobré pro přesnost detekce ani pro
výpočetní náročnost. Tento problém řeší např. Z. Zivkovic [30] algoritmem, který odhaduje
parametry funkcí a současně volí jejich počet za pomoci Dirichletova rozložení.
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Dalším nedostatkem je předpoklad, že se v inicializační fázi nevyskytuje žádný objekt
v popředí. Je-li tomu naopak, trvá příliš dlouho (log(1−α)(T )), než je opravdové pozadí
zahrnuto do modelu pozadí a log(1−α)(0, 5), než se stane jeho dominantní složkou (např. při
60% viditelnosti pozadí a α = 0, 002 je to 255, resp. 346 snímků) [11]. Řešením je buďto
použít jiný algoritmus pro inicializaci váhy, střední hodnoty a rozptylu (např. EM [7]), nebo
povolit pohyb objektů v popředí v trénovací sekvenci.
Další problém je pomalá adaptivita vlivem většinou nízké hodnoty parametru ρ. Řeše-
ním je použití jiných hodnot parametrů α a ρ (často vypuštění hustoty pravděpodobnosti
η z ρ, tedy: ρ = α) a/nebo tyto parametry průběžně aktualizovat (např. [12]).
Posledním nedostatkem, který zmíním, je neschopnost původního algoritmu rozpoznat
stíny pohybujících se objektů od objektů samotných. P. KaewTraKulPong a R. Bowden [11]
pro identifikaci stínu porovnávají pixel patřící popředí s modelem pozadí. Jestliže jsou
rozdíly v sytosti a jasu v určitých mezích, pixel je považován za stín.
Další možná vylepšení původního algoritmu a také úpravy zmenšující jeho výpočetní
náročnost jsou detailně popsána v práci T. Bouwmanse a spol. [4].
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Kapitola 3
Sledování objektu
Sledování objektu může být definováno jako odhad trajektorie objektu pohybujícího se
po scéně. Jinými slovy, úkolem sledování objektu je jeho identifikace v různých snímcích
videosekvence. Je to poměrně náročný úkol, díky faktorům jako [29]:
• ztráta informací vzniklá transformací z trojrozměrné reality do dvojrozměrného ob-
razu
• šum v obraze
• složitý pohyb objektů
• složité tvary objektů
• překrývání objektů
• měnící se osvětlení scény
• požadavky na výpočetní náročnost
Existují různé přístupy ke sledování objektů, liší se především tím, čím je objekt reprezen-
tován (např. bod, geometrický tvar, obrys, silueta) a jaké jeho vlastnosti jsou použity pro
sledování (např. barva, hrany, optický tok, textura).
Obrázek 3.1: Různé reprezentace objektu (převzato z [29])
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3.1 Optický tok
Optickým tokem v počítačové grafice rozumíme vektorové pole popisující pohyb objektů
mezi snímky. Každému bodu lze přiřadit vektor určující směr a velikost rychlosti pohybu
mezi předchozím a aktuálním snímkem. Toho se dá dobře využít pro detekci pohybu ve scéně
nebo pro sledování jednotlivých objektů. Techniky pro výpočet optického toku můžeme dělit
například do těchto kategorií [1]:
• diferenční metody – počítají vektor rychlosti z derivací (prvního nebo druhého řádu)
intenzit bodů obrazu
• spojování oblastí (region-based matching) – rychlost je definována jako posun, kterým
vznikne nejlepší shoda mezi oblastmi v různých časech. Ta může být vypočítaná např.
korelací nebo metodou součtu čtvercových odchylek (SSD)
• metody založené na energii, metody založené na fázi – výpočet rychlosti je založen na
zpracování výstupní energie časově-prostorových filtrů (např. Gaborův)
(a) Snímek v čase t (b) Snímek v čase t+ 1
(c) Znázornění optického toku mezi
snímky pomocí vektorů
Obrázek 3.2: Příklad optického toku (převzato z [19])
3.1.1 Metoda Lucas-Kanade
Tato metoda byla vyvinuta autory B. Lucasem a T. Kanadem [14] v roce 1981. Patří
k diferenčním metodám, počítajícím tzv. řídký optický tok (sparse optical flow). Ten oproti
hustému optickému toku(dense optical flow) nepočítá vektor rychlosti pro všechny body
v obraze ale pouze pro některou jejich podmnožinu. Myšlenka algoritmu spočívá na těchto
třech předpokladech [5]:
1. Zachování intenzity: bod patřící objektu při pohybu mezi snímky nemění svou inten-
zitu (jas). Formálně:
I(x, y, t) = I(x+ ∆x, y + ∆y, t+ ∆t) (3.1)
kde I(x, y, t) je intenzita bodu snímku I o souřadnicích x, y v čase t a ∆x,∆y,∆t jsou
jejich přírůstky.
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2. Malá relativní rychlost pohybu: pohyb části povrchu objektu se v čase mění pomalu.
V praxi to znamená, že časové přírůstky mezi jednotlivými snímky musí být dosta-
tečně malé.
3. Soudržnost sousedních bodů: sousední body ve scéně patří ke stejnému povrchu sku-
tečného objektu, mají tedy podobný pohyb.
Definujeme-li ve snímku kolem bodu p malé okno, vektor optického toku musí splňovat [28]:
Ix(q1)Vx + Iy(q1)Vy = −It(q1)
Ix(q2)Vx + Iy(q2)Vy = −It(q2)
...
Ix(qn)Vx + Iy(qn)Vy = −It(qn)
(3.2)
kde q1, q2, . . . , qn jsou pixely uvnitř okna, Ix(qi), Iy(qi), It(qi) jsou parciální derivace obrazu
I podle pozice x, y a času t v bodě qi v aktuálním čase.
Tyto rovnice lze zapsat v maticové formě Av = b, kde
A =

Ix(q1) Iy(q1)
Ix(q2) Iy(q2)
...
...
Ix(qn) Iy(qn)
 , v =
[
Vx
Vy
]
, b =

−It(q1)
−It(q2)
...
−It(qn)

Tato soustava obsahuje více rovnic než neznámých a je tedy přeurčená. Lucas-Kanadeho
algoritmus se snaží najít přibližné řešení pomocí metody nejmenších čtverců. Řeší se tedy
rovnice:
ATAv = AT b
v = (ATA)−1AT b
(3.3)
kde AT značí transponovanou matici A. Konkrétní podoba rovnice je:[
Vx
Vy
]
=
[ ∑n
i=1 Ix(qi)
2
∑n
i=1 Ix(qi)Iy(qi)∑n
i=1 Ix(qi)Iy(qi) Iy(qi)
2
]−1 [−∑ni=1 Ix(qi)It(qi)
−∑ni=1 Iy(qi)It(qi)
]
(3.4)
Jelikož rovnice 3.3 dává stejnou důležitost všem n pixelům qi z okna, je v praxi obvykle
lepší přiřadit každému pixelu váhu, která bude nepřímo úměrná vzdálenosti od středu p.
Přidáním váhového faktoru do této rovnice dostaneme:
ATWAv = ATWb
v = (ATWA)−1ATWb
(3.5)
kdeW je diagonální matice o rozměrech n×n obsahující váhy pixelůWii = wi. Její konkrétní
podoba tedy bude:[
Vx
Vy
]
=
[ ∑n
i=1wiIx(qi)
2
∑n
i=1wiIx(qi)Iy(qi)∑n
i=1wiIx(qi)Iy(qi) wiIy(qi)
2
]−1 [−∑ni=1wiIx(qi)It(qi)
−∑ni=1wiIy(qi)It(qi)
]
(3.6)
Váhu wi obvykle představuje Gaussova funkce vzdálenosti mezi qi a p.
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Pyramidová implementace
Základní varianta metody Lucas-Kanade počítá optický tok pouze pro body uvnitř okna
o konstantní velikosti (obvykle o straně 2 až 7 bodů). Nabízí se tedy otázka, jak velké okno
použít. Zvolíme-li malé okno, zvýší se přesnost výpočtu, protože se bude hledat jen mezi
nejbližšími okolními pixely. Zvýšená přesnost je ale na úkor robustnosti – velké pohyby
budou ignorovány.
S řešením tohoto problému přišel J.-Y. Bouguet [3], který navrhl pyramidovou imple-
mentaci původního algoritmu. V té jsou nejprve vytvořeny dvě L-úrovňové pyramidy (viz
obr. 3.3) obsahující předchozí a aktuální vstupní snímek v různých rozlišeních (obvyklá
hodnota L je 2 až 4). Algoritmus potom sestupuje pyramidami (od L− 1 k 0) a iterativně
počítá optický tok – výsledek z vyšší úrovně slouží jako vstup do další, nižší úrovně. Tím se
minimalizuje vliv odchylky od 2. předpokladu (malá relativní rychlost pohybu), a lze tak
sledovat i rychlejší a větší pohyby.
Obrázek 3.3: Pyramidová reprezentace obrazu pro počet úrovní L = 3
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Kapitola 4
Současný stav
Tématem maskování pohybujícího se objektu ve videu se již zabývalo několik autorů. S. Ka-
mel a spol. [13] používají kombinaci Kalmanova filtru a odečítání pozadí pro detekci pohybu
a informace z ostatních snímků pro zamaskování objektu (viz obr. 4.1). Pro části obrazu
s objekty, které mají být zamaskovány (což jsou všechny objekty vyskytující se v popředí),
hledají co nejpodobnější části z ostatních snímků podle podobnosti barev a intenzit okolních
pixelů. Dále také autoři používají syntézu textury pro zamaskování menších statických ob-
jektů v pozadí. Jejich řešení předpokládá, že vstupní video bylo pořízeno statickou kamerou
a že změny pohybujícího se objektu jsou periodické.
(a) (b)
(c) (d) (e)
Obrázek 4.1: Zamaskování statických a pohyblivých objektů podle [13]. a) vstupní snímek,
b) snímek po zamaskování statického objektu, c) detekce popředí pomocí Kalmanova filtru,
d) detekce popředí navrženým algoritmem, e) snímek po zamaskování pohyblivých objektů
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Y. Wexler a spol. [27] navrhli metodu pro vyplnění časových (chybějící snímky) a prosto-
rových (nechtěné objekty)
”
děr“ ve videosekvenci. Zaměřují se pouze na co nejvěrohodnější
vyplnění částí snímků, tyto musí být přesně vymezeny ručně. Chybějící či nechtěné oblasti
videa jsou vyplněny odpovídajícími oblastmi z různých ostatních snímků. Ty, pro které ná-
hradu nelze nalézt, jsou vyplněny technikou na bázi syntézy textury. Autoři kladou důraz
na zachování místní i časové konzistence mezi částmi obrazu v
”
díře“ a kolem ní – tak,
aby výsledkem bylo realisticky vypadající video. I toto řešení předpokládá vstupní video
natočené statickou kamerou. Příklad zamaskování pohybující se osoby na obr. 4.2.
(a) Vstupní video
(b) Označená osoba k zamaskování
(c) Výstupní video
Obrázek 4.2: Odstranění objektu z videa podle [27].
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S.-Y. Park a spol. [15] se jako jedni z mála zabývají sledováním a maskováním objektu
ve videosekvenci pořízené pohyblivou kamerou (viz obr. 4.3). Autoři sledují pohyby vý-
znamných bodů a na jejich základě počítají homografii mezi snímky. Uživatelem vybrané
okno s objektem sledují korelační technikou, její výsledek potom zpřesňují pomocí rozdílu
mezi po sobě jdoucími snímky. Nakonec překryjí oblast s objektem nejpodobnější oblastí
nalezenou v jednom z ostatních snímků.
(a) Vstupní snímky s oknem kolem sledovaného objektu
(b) Snímky po zamaskování
Obrázek 4.3: Sledování a maskování pohyblivého objektu podle [15].
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Kapitola 5
Návrh aplikace pro maskování
pohybujícího se objektu
V teoretických kapitolách 2 a 3 jsem se zabýval vybranými technikami pro detekci pohybu
a sledování objektu. Nyní se budu věnovat návrhu aplikace pro maskování pohybujícího se
objektu, kde tyto techniky uplatním. Aplikace by měla splňovat tyto požadavky:
• Zpracování v reálném čase – vstupem může být soubor s videem nebo datový proud
z připojené (stacionární) kamery
• Přesná a pokud možno rychlá detekce pohybu v obraze
• Schopnost sledovat a maskovat jeden pohyblivý objekt
Na základě požadavků na aplikaci jsem vytvořil diagram jejího průběhu (obr. 5.1), podle
kterého budu přibližně dále dělit tuto kapitolu.
Modelování pozadí
+
detekce popředí
Detekce blobů
Sledování objektu
Maskování
Načtení snímku
Předzpracování
Vykreslení snímku
(a) Základní struktura programu
Porovnání blobů
Aktualizace 
objektu
Sledování objektu
Validace Optický tok
(b) Sledování objektu - detail
Obrázek 5.1: Diagram průběhu aplikace
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5.1 Načtení a předzpracování snímku
Prvním krokem je načtení vstupního videa. Aby byl dodržen požadavek na zpracování v re-
álném čase, je nutné snímky načítat jeden po druhém a v paměti uchovávat pouze aktuální
a předchozí (kvůli pozdějšímu sledování objektu). Toto řešení je navíc méně paměťově ná-
ročné než uchovávat v paměti celé video nebo jeho velkou část.
Předzpracování představují dvě operace připravující dekódovaný snímek ze souboru
nebo kamery do podoby, kterou očekávají metody, jež s ním budou dále pracovat. První
operace je změna rozlišení videa, pokud přesahuje určité meze. Ta se provádí z důvodu
zmenšení výpočetní náročnosti, která může být při videu s vysokým rozlišením příliš velká
na to, aby mohla aplikace běžet v reálném čase. Jako druhé se provede převedení snímku
do stupní šedi, což je formát, který očekává použitá metoda výpočtu optického toku.
Výstupem této části je předzpracovaný snímek ve formátu RGB, který přijímá detekční
metoda a snímek ve stupních šedi pro metodu počítající optický tok.
5.2 Detekce pohybu
Zvolil jsem detekci pohybu pomocí odečítání pozadí, což je pro video pořízené stacionární
kamerou obvykle ta nejlepší možnost. Přesnost detekce a výpočetní náročnost samozřejmě
záleží na konkrétním zvoleném algoritmu. Směs Gaussových křivek splňuje oba tyto para-
metry velmi dobře. Navíc odpadá problém s implementováním detekce popředí, kterou tato
metoda zajišťuje. Je ale vhodné výstup detekce – masku popředí vyčistit od osamocených
bodů pomocí morfologických operací.
Druhou částí detekce pohybu je získání spojitých oblastí s pohybem z masky popředí
– tzv. blobů. Tento problém řeší např. algoritmus sledování hranice (border following [23]).
Příliš malé bloby je vhodné odfiltrovat, protože pravděpodobně vznikly vlivem šumu v
obraze nebo jiného faktoru ztěžujícího detekci pohybu a nepatří reálným objektům ve scéně.
Navíc, protože zvolená metoda odečítání pozadí dokáže rozlišit mezi objekty a jejich stíny,
je dobré vynechat z dalšího zpracování bloby, které jsou tvořeny pouze stínem. Detekované
oblasti s pohybem budou později spolu s dalšími informacemi o vzhledu reprezentovat
pohybující se objekty ve scéně.
Výstupem detekční části je maska popředí a obrysy jejích spojitých oblastí – bloby.
Jednotlivé kroky detekce znázorňuje obr. 5.2.
(a)
→
(b)
→
(c)
Obrázek 5.2: Detekce pohybu. a) vstupní snímek, b) maska popředí, c) detekované bloby
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5.3 Sledování a maskování objektu
Průběh sledování objektu znázorňuje obr. 5.1b. Reprezentaci objektu jsem zvolil podobnou
jako v [2]: vektor vlastností F (jako vlastnosti jsem zvolil pozici ve scéně P , počet pixelů
S, rychlost pohybu V a průměrnou barvu C) a histogram odstínu a sytosti H (Příklad
viz obr. 5.3). Vlastnosti jsou poprvé vypočítány při výběru objektu uživatelem a dále ka-
ždý snímek aktualizovány. Pro nalezení sledovaného objektu v novém snímku jsem zvolil
kombinaci dvou technik – porovnávání blobů a optický tok.
(a) Vybraný objekt
→
(b) Histogram (zobrazen pouze odstín)
F =
[ Px Py S Vx Vy CR CG CB
140 147 4968 0 0 60.7 55.5 53.2
]
(c) Vektor vlastností
Obrázek 5.3: Reprezentace objektu
Nejprve je kolem staré pozice objektu definováno okno o přiměřené velikosti (dostatečně
velké, protože se objekt mohl přesunout, ale ne příliš velké, protože by se tím zbytečně
zvýšila výpočetní náročnost algoritmu). Dále je sledovaný objekt porovnáván se všemi bloby
v tomto okně. Pro zjištění míry shody používám, jak navrhují v [2], kombinaci podobnosti
vektorů vlastností a histogramů. Vektory jsou porovnány pomocí Pearsonova koeficientu.
Ten se dá zapsat několika způsoby, jeden z nich je:
ρFi,Fj =
∑
FiFj −
∑
Fi
∑
Fj
N√(∑
F 2i − (
∑
Fi)
2
N
)(∑
F 2j − (
∑
Fj)
2
N
) (5.1)
kde N je dimenze vektorů Fi, Fj . Výhoda oproti běžně používané Euklidově vzdálenosti je v
tom, že hodnota korelace nezávisí na jednotkách jednotlivých složek vektoru. Pro porovnání
histogramů se mi nejlépe osvědčila Bhattacharyyova vzdálenost:
DHi,Hj =
√
1− 1√
H1H2N2
∑
I
√
H1(I) ·H2(I) (5.2)
kde N je počet sloupců histogramu. Jako kandidát na nový objekt je potom vybrán ten,
u kterého je největší míra shody:
SIMFi,Fj = w1 · ρFi,Fj + w2 ·D′Hi,Hj (5.3)
kde D′Hi,Hj je výsledek Bhattacharyyovy vzdálenosti převedený do stejného intervalu jako
výsledek korelace (〈−1, 1〉) a w1 a w2 jsou váhy přidělené jednotlivým podobnostem.
Příklad porovnávání viz obr. 5.4.
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(a) Bloby (zeleně) uvnitř okna kolem objektu č.
4(modře)
SIMFt,F1 = 0.10
SIMFt,F2 = 0.53
SIMFt,F3 = 0.49
SIMFt,F4 = 0.90
(b) Podobnosti blobů
S4
St
= 1.03 X
DHt,H4 = 0.09 X
(c) Validace
Obrázek 5.4: Porovnání blobů
Validaci představuje zkontrolování podobnosti velikosti a histogramu nového objektu
s předchozím (obr. 5.4c). Je-li obojí v určitých (experimentálně stanovených) mezích, po-
kračuje se aktualizováním vlastností sledovaného objektu a maskováním. V opačném pří-
padě (např. při spojení více blobů do jednoho) se sledovací algoritmus pokusí najít nový
objekt pomocí optického toku.
Pro účely sledování objektu je vhodnejší technika počítající řídký optický tok, jako je
Lucas-Kanade. Nejprve je potřeba detekovat významné body snímku patřící objektu (např.
pomocí algoritmu Good Features to Track [21]). Poté je vypočítán posun těchto bodů mezi
předchozím a aktuálním snímkem (viz obr. 5.5). Dále se opět pokračuje validací, případným
aktualizováním vlastností sledovaného objektu a maskováním.
(a) Čas t−1: Významné body
objektu
(b) Čas t: Nové pozice bodů (c) Znázornění optického toku
Obrázek 5.5: Výpočet optického toku mezi snímky
Aktualizace sledovaného objektu ukládá vlastnosti posledního dostatečně podobného
objektu (ne posledního maskovaného, protože by tak mohlo snadno dojít ke ztrátě původ-
ního objektu a nechtěnému přechodu na jiný).
Výstupem sledovací metody jsou informace o vzhledu a pozici objektu v novém snímku
nebo informace o ztrátě objektu. Objekt bude považován za ztracený, nastane-li jeden
z těchto případů:
• V okně kolem předchozího objektu není nalezen žádný blob
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• Delší dobu nedošlo k aktualizaci sledovaného objektu (tzn. žádný nový objekt nebyl
dostatečně podobný).
Pro takové případy je uchovávána historie N instancí objektů, ukládaných po K snímcích
(oba parametry zvoleny experimentálně). Dojde-li potom ke ztrátě objektu z jiného důvodu,
než jeho regulérní
”
odchod“ ze scény, tak sledovací metoda porovnává objekty ve snímku
s každou instancí objektu z historie. Toto hledání ztraceného objektu je ukončeno vypršením
určitého, rozumně zvoleného intervalu.
Maskování využívá vytvořeného modelu pozadí, kterým je vyplněna
”
díra“ po odstra-
něném sledovaném objektu. Výstupem maskování je potom snímek se scénou bez objektu.
(a)
+
(b)
=
(c)
Obrázek 5.6: Maskování objektu. a) vstupní snímek, b) model pozadí vynásobený s maskou
objektu, c) výstupní snímek
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Kapitola 6
Implementace
Pro implementaci aplikace jsem zvolil jazyk C++ a vývojové prostředí Microsoft Visual
Studio 2010. Aplikaci jsem testoval v operačním systému Microsoft Windows, ale zdrojové
kódy neobsahují žádné funkce, které by byly specifické pro tento systém, a tak by s pouze
malými úpravami měla fungovat i na jiných systémech. Jako jedinou externí knihovnu jsem
použil OpenCV 2.3. Je to open-source knihovna, obsahující mnoho algoritmů pro práci
s obrazem a videem, zaměřených především na oblast počítačového vidění.
Aplikaci považuji spíše za demonstrační pro navrženou metodu sledování a maskování,
proto jsem nevěnoval příliš velkou pozornost jejímu uživatelskému rozhraní. Spouští se
z konzole, kam také směřují všechny informační a chybové výstupy. Využívám pouze zá-
kladní prvky GUI, které poskytuje OpenCV, jako jsou okna, posuvníky a obsluha klávesnice
a myši.
Aplikaci jsem implementoval jako strukturovanou. Až na několik detailů jsem se držel
schématu z návrhu (obr. 5.1). Celý zdrojový kód je k dispozici na přiloženém DVD, v této
kapitole tedy popíšu jen průběh programu a některé nejpodstatnější funkce.
Program má v podstatě dvě hlavní části – inicializační část a hlavní smyčku, která se
opakuje s každým novým snímkem a provádí se v ní většina podstatných operací. Inicializace
sestává z vytvoření datových úložišť a proměnných, načtení všech potřebných parametrů a
vytvoření uživatelského rozhraní. V následujících podkapitolách budou popsány jednotlivé
části hlavní smyčky a nakonec vybrané stěžejní funkce.
6.1 Načtení a předzpracování snímku
K načtení využívám rozhraní OpenCV VideoCapture, které poskytuje pohodlný přístup jak
ke snímkům z připojené kamery tak ze souboru. Dále zde kvůli snížení výpočetní náročnosti
zmenšuji rozlišení snímku, přesahuje-li určitou mez. Podle návrhu by do této fáze patřil ještě
převod snímku do stupňů šedi, ale protože ten je potřeba pouze při výpočtu optického toku,
ke kterému v praxi nedochází příliš často, provádím převod až těsně před ním.
6.2 Detekce pohybu
Model pozadí poskytuje OpenCV třída BackgroundSubtractorMOG2, která implementuje
vylepšenou adaptivní směs Gaussových křivek [30]. Jeho aktualizací se obnoví model pozadí
a zároveň detekuje popředí. Nakonec výstup detekce popředí projde morfologickým filtrem.
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I zde je jedna změna oproti návrhu – druhá část detekce popředí, extrakce blobů, se provádí
až ve funkci porovnávající objekty (opět z výpočetních důvodů).
6.3 Sledování a maskování objektu
Nejprve se provede extrakce blobů z masky popředí, pomocí OpenCV funkce findContours().
Poté se ve snímku hledá co nejpodobnější objekt tomu sledovanému, a to zkombinováním
podobnosti histogramů s podobností vektorů vlastností. Histogramy porovnává OpenCV
funkce compareHist(), výpočet Pearsonova koeficientu bylo nutné naprogramovat. Oba
mezivýsledky nakonec násobím vahou 0, 5 a sečtu, podílejí se tak na výsledku stejným dí-
lem. Poté výsledek sledování validuji zkontrolováním podobnosti velikosti nového objektu
a jeho histogramu s předchozím. Osvědčily se mi tyto meze: pro podobnost histogramů
0 ≤ DHn,Ht ≤ 0.25 a pro podobnost velikostí 0.66 ≤ SnSt ≤ 1.34, kde indexy n, t značí nový,
resp. předchozí objekt. Je-li nový objekt dostatečně podobný, pokračuje se aktualizací ob-
jektu a maskováním. V opačném případě se pokusím najít nový objekt pomocí výpočtu
optického toku.
Před výpočtem optického toku nejprve převedu předchozí a aktuální snímek do stupňů
šedi a v předchozím detekuji významné body metodou Good Features to Track. Poté spočí-
tám jejich optický tok mezi snímky pomocí pyramidové verze Lucas-Kanadeho algoritmu
(OpenCV funkce calcOpticalFlowPyrLK()). Výsledek sledování opět ověřuji.
Úkoly aktualizace jsou dva – při kladném výsledku ověření uložit aktuální podobu sle-
dovaného objektu a případně vložit tuto podobu do historie.
Na konec sledovací části je zařazen pokus o znovunalezení objektu, byl-li ztracen. To
provádím porovnáním všech blobů ve snímku s objekty z historie, a to pouze pomocí po-
rovnávání blobů.
Zamaskování sledovaného objektu je nakonec provedeno jeho prostým překrytím odpo-
vídající částí modelu pozadí.
6.4 Výstup
To, jaké informace půjdou na výstup, je ovlivněno několika parametry. V každém případě
je vykreslen vstupní a výstupní snímek. V ladícím režimu je navíc model pozadí, maska
popředí nebo i histogram objektu. Výstup je také možné ukládat do .avi souboru.
6.5 Obsluha akcí uživatele
Akce uživatele představují příkazy klávesnice nebo myši a několik posuvníků. Slouží většinou
ke změně různých parametrů programu. Jejich podrobný popis lze najít v návodě k aplikaci
na DVD. Jediná věc, o které bych se zde zmínil, je výběr nového objektu ke sledování
kliknutím myší do vstupního snímku. To spustí funkci, která, pokud na místě kliknutí
najde pohybující se objekt, nahradí jím objekt dosud sledovaný. Při kliknutí na místo bez
pohybu se sledování ukončí.
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6.6 Popis vybraných funkcí
initObject()
Vstupní parametry
image vstupní obraz
fgmask s maska popředí se stíny
fgmask (nepovinná) maska popředí bez stínů
pos pozice, na které se bude hledat objekt
Výstupní parametry obj struktura s vlastnostmi objektu
Funkce na základě vstupních parametrů naplní strukturu s vlastnostmi obj, najde-li na
pozici pos objekt v popředí. Využívá k tomu OpenCV funkci findContours() a další
pomocné funkce k extrakci vlastností. Najde-li nějaký objekt, vrací 1, jinak 0.
findClosestObj()
Vstupní parametry
image vstupní obraz
fgmask s maska popředí se stíny
fgmask (nepovinná) maska popředí bez stínů
template obj struktura s objektem, ke kterému se bude hledat
nejpodobnější
obj struktura s objektem, kolem kterého se bude hle-
dat
Výstupní parametry
obj struktura pro nový objekt
result (nepovinné) ohodnocení podobnosti nového ob-
jektu
Funkce se ve snímku pokusí najít novou pozici objektu template obj. Hledat bude v okně
kolem obj. Vlastnosti nového objektu jsou zapsány do struktury obj, ohodnocení podob-
nosti s předchozím do result. Najde-li nějaký objekt, vrací 1, jinak 0.
calcOpticalFlow()
Vstupní parametry
prev image předchozí snímek
image aktuální snímek
mask (nepovinná) maska vymezující oblast pro de-
tekci významných bodů
params parametry Lucas-Kanadeho metody
prev points předchozí souřadnice bodů
Výstupní parametry
prev points předchozí souřadnice bodů
next points nové souřadnice bodů
Funkce spočítá optický tok bodů prev points mezi snímky prev image a image meto-
dou Lucas-Kanade a nové body zapíše do next points. Pokud byly body prev points na
vstupu prázdné, detekuje je za pomoci ostatních vstupních parametrů. Vrací počet naleze-
ných nových bodů.
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maskObject()
Vstupní parametry
src vstupní obraz
contour (volitelný) obrys oblasti, která má být zkopírována
mask (volitelná) maska oblasti, která má být zkopírována
Výstupní parametry dest výstupní obraz
Funkce zkopíruje část obrazu src (obvykle model pozadí), omezenou obrysem contour
a/nebo maskou mask do dst (obvykle aktuální snímek).
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Kapitola 7
Testování a výsledky
V této kapitole se pokusím na několika vybraných videosekvencích otestovat a vyhodno-
tit funkčnost aplikace. Zaměřím se hlavně na úspěšnost sledování a maskování objektu a
na výpočetní náročnost. U všech testů jsem ponechal všechny parametry aplikaca na im-
plicitních hodnotách. Všechny testy byly prováděny na sestavě s dvoujádrovým 2.53 GHz
procesorem Intel, 4 GB operační paměti a grafickou kartou ATI Mobility FireGL V5700.
Aplikace běžela pod 64 bitovým operačním systémem Windows 7.
Úspěšnost sledování jsem definoval jako poměr Nsled−NšpatněNsled , kde Nsled je počet snímků
od výběru objektu uživatelem do jeho zmizení ze scény a Nšpatně je počet snímků, kdy
byl do masky objektu zahrnut cizí objekt (v případě jejich částečného překrytí větší než
minimální nutná část cizího objektu, viz obr. 7.1) nebo došlo k
”
přeskočení“ na jiný objekt.
Úspěšnost maskování definuji jako procento z úspěšně sledovaných snímků, kdy došlo k
správnému zamaskování celého sledovaného objektu, bez jakýchkoliv
”
prosvítajících“ částí.
Výpočetní náročnost uvádím jako průměrný čas potřebný ke zpracování jednoho snímku
a jeho ekvivalent ve snímcích za sekundu (FPS ).
(a) snímek č. 267, zleva: vstupní snímek, maska objektu, výstupní snímek
(b) snímek č. 277, zleva: vstupní snímek, maska objektu, výstupní snímek
Obrázek 7.1: Maskování osoby sedící na židli. a) Správně: do masky objektu je zahrnuta
pouze minimální část cizího objektu, která nemění tvar původního ohraničujícího obdélníku
kolem objektu), b) Špatně: do masky je zahrnut celý cizí objekt, tvar původní oblasti kolem
objektu je výrazně změněn.
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7.1 Test č. 1 –
”
Muž a pes“
Popis: Venkovní scéna, stálé osvětlení, jednoduché pozadí, dva pohybující se objekty.
Zdroj videa: ViSOR [25]
Výsledky:
Test č. 1 –
”
Muž a pes“
Úspěšnost sledování 93,28 %
Úspěšnost maskování 86,98 %
Rozlišení videa 320×240
Rychlost zpracování 32,84 ms (30 FPS)
Ukázka:
(a) Vstupní snímky
(b) Masky objektu
(c) Výstupní snímky
Obrázek 7.2: Test č. 1 –
”
Muž a pes“
Zhodnocení: K maskování byla vybrána přicházející osoba. Úspěšnost sledování nad
90 % považuji za velmi dobrou. Sledování nebylo stoprocentní kvůli pozdnímu
”
rozpojení“
osoby a psa (viz obr. 7.2b, 2. zleva – velká část psa je obsažena v masce sledované osoby).
Úspěšnost maskování kolem 87 % je způsobená dlouhým sezením osoby na místě – začala
se stávat součástí modelu pozadí a v několika snímcích tak její maskování nebylo dokonalé.
Výpočetní náročnost je dostačující – při 30 snímcích za sekundu je video naprosto plynulé.
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7.2 Test č. 2 –
”
Přechod“
Popis: Venkovní scéna, stálé osvětlení, složité pozadí (větve stromů), max. 4 pohybující
se objekty najednou.
Zdroj videa: ISE Lab [10]
Výsledky:
Test č. 2 –
”
Přechod“
Úspěšnost sledování 86,89 %
Úspěšnost maskování 93,17 %
Rozlišení videa 620×496 (zmenšeno z 720×576)
Rychlost zpracování 100,96 ms (10 FPS)
Ukázka:
(a) Vstupní snímky
(b) Masky objektu
(c) Výstupní snímky
Obrázek 7.3: Test č. 2 –
”
Přechod“
Zhodnocení: K maskování byl vybrán přicházející muž ve světle modrém. Algoritmus ho
sledoval téměř po celou dobu jeho výskytu ve scéně, mírně nižší úspěšnost je způsobena
několikerým zkřížením cest osob, kdy byla do maskování zahrnuta i druhá osoba, nebo její
velká část. Mezi snímky na 3. a 4. obrázku zleva byl chvíli muž skrytý za keřem, algorit-
mus pro pokračování sledování znovuobjeveného objektu se ukázal jako funkční. Úspěšnost
maskování je kolem 93 %, ovšem zbylých 7 % tvoří snímky, ve kterých nebyly zamaskovány
jen velmi malé skupinky bodů. Subjektivně se tedy zdá úspěšnost maskování ještě lepší.
Průměrný čas ke zpracování jednoho snímku je přibližně 101 ms, což představuje pouhých
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10 FPS. Je to způsobeno větším rozlišením videa spolu se složitým pozadím, ve kterém se
pohybují větve stromů.
7.3 Test č. 3 –
”
Kancelář“
Popis: Vnitřní scéna, stálé osvětlení, 2 pohybující se objekty.
Zdroj videa: Intelligent Systems Lab [18]
Výsledky:
Test č. 3 –
”
Kancelář“
Úspěšnost sledování 66,27 %
Úspěšnost maskování 4,14 % / 70,41 %∗
Rozlišení videa 320×240
Rychlost zpracování 19,67 ms (51 FPS)
∗viz zhodnocení
Ukázka:
(a) Vstupní snímky
(b) Masky objektu
(c) Výstupní snímky
Obrázek 7.4: Test č. 3 –
”
Kancelář“
Zhodnocení: K maskování byl vybrán muž přicházející do scény zleva. V tomto případě
byla úspěšnost sledování pouze kolem 66 %. Tato nízká hodnota byla způsobena častým
procházením jedné osoby kolem druhé a také podobností jejich histogramů, kvůli které ke
konci algoritmus dokonce začal sledovat špatnou osobu (viz obr. 7.4 – 4. zleva). Úspěšnost
maskování byla dokonce 4 %, a to kvůli stolu uprostřed místnosti, který po většinu času
rozděloval sledovanou postavu na dvě části. Pokud bychom tuto chybu přehlíželi, úspěšnost
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maskování by byla na 70 %. Tuto poměrně nízkou hodnotu způsobilo dlouhé stání osoby na
místě (obr. 7.4 – 3. zleva). Oproti nepřesvědčivým výsledkům sledování a maskování byla
vypočetní náročnost výborná, 19,67 ms představuje přes 50 snímků za sekundu, což je vyšší
hodnota, než se kterou bylo video pořízené.
7.4 Test č. 4 – Vliv parametrů
Úspěšnost sledování a maskování a výpočetní náročnost ovlivňují různé parametry. Některé
lze měnit za chodu programu (minimální velikost blobu, morfologický filtr masky popředí),
některé jen při překladu programu. Pro ty parametry, které nelze měnit za chodu, jsem
se snažil najít jejich optimální hodnoty. Jsou to např. hodnota prahu a velikost historie
modelu pozadí, meze podobnosti u sledovací metody a další.
Na následujícím příkladu ukážu vliv morfologického filtrování masky popředí na úspěš-
nost sledování a maskování a na výpočetní náročnost.
Popis: Venkovní scéna, složité pozadí (větve stromů ve větru), stálé osvětlení, 1 pohybující
se objekt.
Zdroj videa: VSSN Dataset [9]
Výsledky:
Test č. 4 – Vliv parametrů
Morfologie
vypnuta zapnuta
Úspěšnost sledování 29,88 % 100 %
Úspěšnost maskování 96,6 % 17,68 %
Rozlišení videa 384×240
Rychlost zpracování 39,43 ms (25 FPS) 29,08 ms (34 FPS)
Ukázka:
(a) (b) (c)
(d) (e)
Obrázek 7.5: Test č. 4 – Vliv parametrů, snímek č. 435. a) vstupní snímek; morfologie
vypnuta – b) maska objektu, c) výstupní snímek; morfologie zapnuta – d) maska objektu,
e) výstupní snímek
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(a) (b) (c)
(d) (e)
Obrázek 7.6: Test č. 4 – Vliv parametrů, snímek č. 785. a) vstupní snímek; morfologie
vypnuta – b) maska objektu, c) výstupní snímek; morfologie zapnuta – d) maska objektu,
e) výstupní snímek
Zhodnocení: Jak lze vidět na obrázcích 7.5 a 7.6 a v tabulce s výsledky testu, morfolo-
gické filtrování masky popředí velkou mírou ovlivňuje jak úspěšnost sledování a maskování
objektu, tak rychlost zpracování videa. Bylo-li vypnuté, úspěšnost maskování se sice blížila
100 % ale algoritmus měl velké problémy s detekcí objektu oproti složitému pozadí. Při za-
pnutém filtrování byla situace opačná, sledování 100 % ale u maskování se téměř u každého
snímku vyskytla chyba. I přesto je u některých videí lepší morfologii zapnout, jednak kvůli
snížení výpočetní náročnosti (v tomto případě 35 oproti 25 FPS) a taky protože je lepší
nedokonale maskovaný objekt než téměř nefunkční sledování.
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Kapitola 8
Závěr
Cílem mé práce bylo prostudovat problematiku detekce pohybu v obraze a navrhnout a
implementovat aplikaci, která bude maskovat pohybující se objekt ve videu. Zaměřil jsem
se na detekci pohybu ve videu pořízeném statickou kamerou a vybral jsem metodu odečí-
tání pozadí. Dále jsem navrhl metodu pro sledování a maskování vybraných detekovaných
objektů. Po implementaci aplikace jsem ji testoval na mnoha videích zachycujících různé
situace.
Z testování vyplývá, že stanovený cíl se mi podařilo splnit, nicméně s určitými omeze-
ními. Na videích s menším počtem objektů a nepříliš složitým pozadím aplikace funguje
většinou bez problémů. S rostoucím počtem objektů a složitostí pozadí se ale snižuje úspěš-
nost sledování objektu. To se ukázalo jako hlavní problém. V některých případech ho lze
zmírnit zapnutím filtrování masky popředí, to ovšem zhorší kvalitu maskování. Pro úspěšné
nasazení aplikace v praxi by tedy bylo nutné buďto vylepšit stávající metodu pro sledování
objektů, nebo navrhnout úplně novou. Bylo by potřeba zaměřit se především na překrývání
objektů a na zlepšení detekce a sledování v obraze se složitým, pohyblivým pozadím. Sa-
motné maskování by také bylo možné vylepšit, jednalo by se ale spíše o kosmetické úpravy
jako rozmazání apod.
Prostoru pro další vývoj je tedy dost. Aplikaci lze dál vylepšovat, hlavně v oblasti
sledování objektů. Bylo by vhodné vyzkoušet i jiné techniky než mnou navrhnuté. Dále
je možné zaměřit se na zmenšení výpočetní náročnosti, v současném stavu je nemyslitelné
zpracovávat v reálném čase např. HD videa. Poslední možností potom je změnit od základu
koncept aplikace, např. prozkoumat oblast syntézy textury pro maskování, použít metodu
detekce pohybu, která není omezená použitím statické kamery atd.
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Příloha A
Popis ovládání aplikace
A.1 Spuštění
Aplikace se spouští z konzole, přijímá max. 1 parametr. Ten udává název vstupního souboru
s videem. Pokud je spuštěna bez parametru, pokusí se otevřít datový proud z připojené
kamery. Příklad spuštění s parametrem:
E:\aplikace\maskovani.exe "E:\videa\VSSN\video4.avi".
A.2 Ovládání
V aplikaci se vyskytují tyto ovládací prvky:
Příkazy klávesnice
1. Esc ukončí aplikaci.
2. B vypíná/zapíná aktualizaci modelu pozadí. Implicitně je aktualizace zapnuta.
3. D přepíná mezi ladícími režimy (vypnuto/základní/podrobný). Tato volba se hodí,
pokud se chceme dozvědět více o průběhu sledování objektu. Implicitní režim je vy-
pnuto.
4. P zapíná/vypíná krokovací mód. Je-li zapnut, přehrávání videa se pozastaví a na další
snímky se posouvá stiskem libovolné klávesy. Implicitně je krokovací mód vypnutý.
5. R zapíná a ukončuje ukládání výstupního videa do souboru. Formát souboru je
RRRR -MM -DD HH -MM -SS.avi.
Myš
Myší se pouze vybírá ve vstupním videu objekt, který má být maskován. Maskování lze
předčasně ukončit kliknutím na libovolné místo videa bez pohybujících se objektů.
Posuvníky
V aplikaci se vyskytují 2 posuvníky – minBlobArea a erode&dilate. První určuje mini-
mální velikost (plochu) blobu k zahrnutí do sledování – implicitně 50 pixelů. Větší hodnota
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zrychlí výpočet, menší se může hodit, chceme-li sledovat velmi malé objekty. Druhý jmeno-
vaný zapíná/vypíná morfologické filtrování masky popředí. Jeho zapnutí zmenší výpočetní
náročnost sledovacího algoritmu, ale může mít negativní vliv na kvalitu maskování.
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