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Abstract
Motivated by recent experiments in ultracold atomic gases that explore the nonequi-
librium dynamics of interacting quantum many-body systems, we investigate the
nonequilibrium properties of a Fermi liquid. We apply an interaction quench within
the Fermi liquid phase of the Hubbard model by switching on a weak interaction
suddenly; then we follow the real-time dynamics of the momentum distribution by a
systematic expansion in the interaction strength based on the flow equation method
[1]. In this paper we derive our main results, namely the applicability of a quasipar-
ticle description, the observation of a new type of quasi-stationary nonequilibrium
Fermi liquid like state and a delayed thermalization of the momentum distribu-
tion. We explain the physical origin of the delayed relaxation as a consequence of
phase space constraints in fermionic many-body systems. This brings about a close
relation to similar behavior of one-particle systems which we illustrate by a discus-
sion of the squeezed oscillator; we generalize to an extended class of systems with
discrete energy spectra and point out the generic character of the nonequilibrium
Fermi liquid results for weak interaction quenches. Both for discrete and continu-
ous systems we observe that particular nonequilibrium expectation values are twice
as large as their corresponding analogues in equilibrium. For a Fermi liquid, this
shows up as an increased correlation-induced reduction of the quasiparticle residue
in nonequilibrium.
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1 Introduction
1.1 Experimental approaches
Recent experimental progress has stimulated the investigation of interacting
many-particle quantum systems in nonequilibrium. In 1998 ultracold atoms
confined by a harmonic trapping potential have first been loaded [2] onto
arrays of standing light waves known as optical lattices [3]. Since that time
the implementation of paradigmatic quantum models of condensed matter
physics, foremost the Hubbard model [4], in such systems with long coherence
times and high tunability became a feasible task. While in solids parameters
like the lattice spacing or the interaction strength are fixed constants prede-
fined by nature, optical lattices provide a technique to experimentally study
consequences of their time-dependent variation [5]. The observation of the
equilibrium Mott-Hubbard phase transition in the 3d bosonic Hubbard model
[6] was soon followed by the discovery of collapse and revival phenomena when
the system was quenched between its phases, i.e. when sudden changes were
applied to the particle interaction [7]. Similar nonequilibrium behavior was
found for quenched 1d hard-core bosons [8] which continued to oscillate with-
out relaxation.
Experiments with ultracold fermions had to overcome more technical difficul-
ties. The observation of a Fermi surface in optical lattices [9], of fermionic
correlations [10], of superfluidity [11] and the study of interaction-controlled
transport by a quench in the trapping potential [12] prepared the recent ob-
servation of the Mott-Hubbard transition in the repulsive fermionic Hubbard
model [13]. This rapid progress of experimental sophistication gives hope that
the predictions presented here will be subject to experimental observation in
the near future.
1.2 Thermalization debate
Such new experimental opportunities and pioneering results have provoked
further theoretical investigations into the nonequilibrium dynamics of well-
established many-body model systems, e.g. for spin models [14,15,16,17,18,19],
BCS systems [20,21,22,23], 1D hard-core bosons [24,25,26], a Luttinger liquid
[27,28], the Richardson model [29], and the Falicov-Kimball model [30]. Ex-
cited by a quantum quench, i.e. by a sudden switch-on of the interaction term
in the Hamiltonian, each of them exhibits its individual dynamics; however,
they share the common feature that in many cases thermalization, i.e. the
relaxation of time-averaged quantities towards a thermal ground state, has
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not been found. This observation has been linked to the integrability of these
models which restricts a full relaxation due to additional conserved integrals
of motion. Nonetheless, numerical studies report that breaking integrability of
strongly correlated fermions does not lead to relaxation [31,32], and that the
1D Bose-Hubbard model, which is commonly assumed to be nonintegrable,
does not equilibrate for certain sets of initial conditions [33,34].
This revitalized an ongoing debate about the long-term equilibration behavior
of many-body quantum systems. It mimicked a similar discussion in nonlinear
classical mechanics [35] which followed a seminal paper by Fermi, Pasta and
Ulam [36]. There the question was raised whether an excited system of coupled
anharmonic oscillators would finally thermalize, i.e. approach a steady state
thermal distribution of the initial excitation energy onto all oscillator modes.
To the surprise of the original authors in 1955 this has not been confirmed by
their numerical calculations.
In the classical case, thermalization is regarded as a consequence of nonlin-
earities in the equations of motion which generate chaotic behavior. Then, in
general, the orbit of the classical motion samples completely the hypersur-
face of the phase space that corresponds to all configurations which respect
the conservation of certain extensive conserved quantities; then the system is
called ergodic 1 and thermalization is expected. Although the FPU problem
is still debated [37], the predominant opinion today is that Arnol’d diffusion
will finally lead to thermalization of the system.
The time evolution of a quantum system is governed by the linear Schro¨dinger
equation; it can always be represented by a strictly unitary operation U(t, t0)
which is generated by the Hamiltonian. The later acts on the Hilbert space,
such that an initial state is mapped onto a time-parametrized orbit of states
constrained by constants of the motion like particle number, energy, etc. The
time evolution of states is reflected in the evolution of expectation values of ob-
servables; those correspond to measurable quantities. Note, for instance, that
although the long time average of the dynamics of any quantum state equals
its projection onto the zero energy (ground) state(s) 2 , this does not indicate
1 A classical system is called ergodic if two averages of the phase space coordinates
coincide: a) The statistical (thermal) average over an ensemble of phase space con-
figurations constrained to a hypersurface in phase space by constants of the motion
(e.g. energy); and b) the time average of their dynamical solutions subjected to the
same constants of the motion. This coincidence of a statistical (i.e. probabilistic)
description of a physical system and a dynamical one (governed by deterministic
laws of motion) is assumed by Boltzmann’s hypothesis. Nonergodic cases can be
easily found, e.g. systems with closed orbit solutions. It is an important result of
nonlinear classical mechanics that nonlinearity in the equations of motions alone
does not imply ergodicity.
2 This can be easily seen by applying the time evolution operator in an eigenstate
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a long-time relaxation towards (one of) its equilibrium ground state(s).
Moreover, the strict linearity of quantum mechanical time evolution implies a
fundamental disagreement between a quantum mechanical description based
on the Schro¨dinger equation and a quantum statistical one by means of a
statistical operator ρˆ; it is rooted in the additional coherence properties of a
quantum system. Note that we only consider strictly closed quantum systems
for which no tracing out of degrees of freedom related to an environment
takes place. While a thermal state is constructed as an incoherent mixture of
weighted quantum states with Tr[ρˆ2M ] < 1, a quantum system, once initialized
in a pure state defined by 1 ≡ Tr[ρˆ2P ] = Tr[U †(t, t0)ρˆ2PU(t, t0)] remains pure at
any later point in time because of the cyclic property of the trace 3 . Due to
the linearity of the trace, the same holds for any time average. Hence quantum
systems are never ergodic in a classical sense.
This limitation does not apply for the expectation value of a particular ob-
servable. Nonetheless, the equilibration of expectation values in an integrable
system is restricted for a different reason: Additional conserved integrals of mo-
tion arise from an exact integration of the equations of motion which prevent
a wipe-out of the influence of the initial conditions such that thermalization
with respect to a conventional Gibbs ensemble should not be expected. In
analogy to equilibrium approaches [38], it was suggested that the long-time
behavior can be reproduced by a statistical description based on a generalized
Gibbs ensemble [26]. Many of the mentioned results [27,26,30] explicitly agree
with this approach and its prerequisites and limitations have been discussed
[39,24]. A different notion of local relaxation grounds the examinations of fi-
nite subsystems [40,41] which may exhibit thermal signatures even if the full
system has not relaxed.
Yet for closed nonintegrable many-body systems the fundamental questions
became more obvious: Which observables exhibit thermal long-time behavior,
and for what reason? How does the large number of degrees of freedom present
in a many-body system make up for the unitarity of time evolution such that
a thermal long-time limit can appear? Some earlier works which addressed
these questions by introducing an eigenstate thermalization hypothesis [42,43]
found new attention recently [44,45]. That hypothesis assumes that the ex-
pectation value of a one-particle observable A in an energy eigenstate of the
Hamiltonian H |M〉 = M |M〉 equals the thermal average of the correspond-
ing statistical quantity at the mean energy µ = M : 〈M |A |M〉 = 〈A〉(M).
Note that this is an inherently time independent statement; it assumes that
each single eigenvector of the Hamiltonian incorporates statistical signatures
representation of the time-evolved state.
3 Note that the cyclic argument is not applicable for expectation values of observ-
ables 〈O〉 = tr[U†(t, t0)ρˆPU(t, t0)O].
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and is sufficient to describe thermal behavior. A possible initial nonstatistical
behavior appears as the result of a coherent superposition of eigenstates which
dephases with time.
1.3 Examination of quenched quantum systems
In the following we will discuss a translationally invariant closed quantum
system from first principle. The conservation of static quantities like energy,
momentum, particle number constrain its dynamics; for any initial state it is
deterministically determined at any time in the past or in the future by the
Schro¨dinger equation. However, at zero time and by external influence, the
Hamiltonian is changed abruptly. Additionally to a time independent (nonin-
teracting) part H0 a two-particle interaction term Hint is switched on instantly
such that
H(t) = H0 + Θ(t)Hint (1)
Θ(t) is the Heaviside step function. To avoid trivialities, we assume that
[H0, Hint] 6= 0. This implies that the eigenbasis of the Hamiltonian changes
at zero time: From the eigenvectors of H0, {|m〉}m, to the eigenbasis {|M〉}M
of the Hamiltonian H. For convenience, we will assume that nondegenerate
perturbation theory can be applied; then a weak interaction does not change
the noninteracting eigenenergies dramatically such that a relation can be es-
tablished between the corresponding energies m ≈ M for m = M .
In general, a quantum quench implies that the system is open for the in-
take of energy at the quenching time t = 0 and for a redefinition of its
Hamiltonian ground state. Yet it never means a sudden reset of its quan-
tum state. Therefore, the quench initializes the interacting system described
by the Hamiltonian H(t > 0) in the ground state of the noninteracting system
|Ω0〉 = |m = 0〉 which typically represents an excited state of the interacting
system. Its properties can be studied by following its nontrivial successive dy-
namics which is, again, generated by a time independent Hamiltonian. Hence,
effectively, we study an initial value problem for a time independent Hamilto-
nian H = H0 +Hint. This observation determines our technical approach.
Secondly, we choose a suitable observable to study the resulting dynamics.
For translationally invariant systems the momentum mode number operator
Nk is a convenient choice. It commutes with the noninteracting Hamiltonian
[N , H0] = 0 such that a common eigenbasis of both operators exists. This
justifies the application of perturbation theory to study the dynamics of this
observable 4 . As the momentum mode number operator is a one-particle ob-
4 For this special situation the evaluation of the matrix element in the right hand
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servable, it only exposes limited information on the interacting quantum sys-
tem. This makes thermalization of its expectation value a plausible scenario.
1.4 Solution of the Heisenberg equations of motion for an observable
As a final part of the introduction, we construct an appropriate method to
study analytically the effects of a quantum quench on observables.
Working in a Heisenberg picture, states remain time independent while the
operators carry the total time dependence. The dynamics of observables O
which do not explicitly depend on time is described by the Heisenberg equation
of motion [46]
i~
dO(t)
dt
= [O(t), H]. (2)
This equation holds as an operator identity independent of any particular
choice of a basis representation. Its solution, however, is best performed in an
exact eigenbasis of the Hamiltonian where the dynamics of different energy
scales is decoupled and can be treated separately. There time evolution leads
to a pure dephasing of the Hamiltonian eigenmodes.
In the following, we make this observation useful for approximating the time
evolution of arbitrary observables in a more sophisticated application of per-
turbation theory. Applying time dependent perturbation theory directly to an
observable typically results in the generation of secular terms which are both
proportional to time and the perturbative expansion parameter. They even-
tually spoil the validity of time dependent perturbation theory even for small
expansion parameters. Hence the aim is to separate a perturbative treatment
of interaction effects from time evolution. This can be achieved by mapping the
observable into an eigenbasis of the Hamiltonian where an exact evaluation of
time evolution can be achieved. The corresponding transformation is the same
which diagonalizes the Hamiltonian. Yet for many problems it is not known
exactly. Implementing it by means of a perturbative expansion generates an
approximate representation of the observable in an approximate Hamiltonian
eigenbasis. Then secular terms arise again but, fortunately, in higher orders
of the expansion only, such that the validity of time dependent perturbation
theory has been improved.
On the other hand, we have understood the quench scenario as an initial value
problem and a competing requirement follows from the observance of nonequi-
side of (??) is simplified; it could be approached, essentially, with a resummation
of perturbation theory. Since for a fermionic system the eigenvalues of the number
operator are bounded between zero and one, the result will depend on the filling.
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Fig. 1. The Heisenberg equation of motion for an observable O is solved by trans-
forming to the B =∞ eigenbasis of the interacting Hamiltonian H (forward trans-
formation), where the time evolution can be computed easily. Time evolution in-
troduces phase shifts, and therefore the form of the observable in the initial basis
B = 0 (after a backward transformation) changes as a function of time.
librium initial conditions. Note that the later are defined in the eigenbasis of
the noninteracting Hamiltonian H0. Particularly in the context of a many-
body initial state, their mapping into a different basis representation may be
complicated such that their evaluation is only convenient in their initial one.
This motivates an approach which combines three unitary transformations:
one which diagonalizes the interacting Hamiltonian approximately, called the
forward transformation, a second one which represents a solution of (2) in
the interacting eigenbasis and a final backward transformation (which reverts
the diagonalization) into the noninteracting eigenbasis. All transformations
are applied sequentially to the observable and implemented in perturbation
theory. Note that the inverse transformation does not reproduce the original
structure of the observable since time evolution has dephased the different
contributions present in its forward-transformed representation. This scheme
has been described in [47,?] and is illustrated by fig. 1. It is motivated by
canonical perturbation theory in classical mechanics. There the time reliability
of a perturbative expansion can be greatly improved if it is performed after a
suitable canonical transformation has been applied [48].
1.5 Outline
In the following part of this paper we will apply the above approach first to
systems with a discrete energy spectrum. As an introductory example we dis-
cuss the exactly solvable model of a suddenly squeezed harmonic oscillator
to illustrate technical aspects and the role of perturbative arguments. Then
we will formulate a more general statement on the relation between equilib-
rium and nonequilibrium expectation values for certain observables in discrete
systems. We give two proofs which highlight different aspects of the character-
istic nonequilibrium physics: The first proof stresses the role of perturbative
arguments and restrictions imposed on the class of discussed observables by
focussing on the overlap of eigenstates of a noninteracting Hamiltonian and
its weakly perturbed counterpart. The second proof mirrors the operator ap-
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proach depicted in fig. 1. It makes the drop-out of of transient and oscillatory
behavior under time averaging more explicit.
In a second part, we give details on the quench of a Fermi liquid as it has been
described in [1]. This constitutes a many-particle problem with a continuous
spectrum of eigenenergies and requires more elaborate diagonalization tech-
niques. Therefore we introduce the flow equation method following Wegner
[49] which is an established approach towards the approximate diagonaliza-
tion of many-body Hamiltonians and include it into the forward-backward
transformation scheme. Although it is a nonperturbative technique we will
only use it in an approximate form to set up perturbation theory. This is
sufficient to observe the first phase of the dynamics of the quenched Fermi liq-
uid. Studying the momentum distribution around the Fermi surface mirrors
one-particle nonequilibrium physics. In particular, we observe a characteris-
tic nonequilibrium value for the discontinuity of the momentum distribution
at the Fermi surface which indicates the size of the quasiparticle residue. In
equilibrium, correlation effects lead to a reduction of its value which is one
only in the case of the noninteracting Fermi gas. In nonequilibrium, this re-
duction is twice as large. This factor of two corresponds to the analogous
perturbative results for the one-particle squeezed oscillator and in discrete
systems. In a Fermi liquid, however, its appearance only indicates a transient
nonequilibrium state. This transient behavior exhibits prethermalization [77]
since contrary to the nonequilibrium momentum distribution the kinetic and
the interaction energy have already relaxed to their final long time values.
The relaxation of the momentum distribution gives rise to a second phase of
the dynamics of a quenched Fermi liquid. It will be obtained from a quantum
Boltzmann equation which describes the effective evolution of the momentum
distribution from the nonequilibrium transient state onwards and leads to the
prediction of its thermalization.
2 Squeezing a one-particle harmonic oscillator
The squeezed oscillator is a well-studied one-particle model system which
found appreciation in many branches of physics. For two decades researchers
have discussed squeezed states of the electromagnetic field which are interest-
ing because of their characteristic reduced fluctuations in one field quadrature
as compared to coherent states [50,51]. This suppression of quantum fluc-
tuations in one variable out of a set of non-commuting variables below the
threshold obtained for a state of symmetrically distributed minimal uncer-
tainty, i.e. a coherent state, has motivated the naming: In this parameter the
phase space portrait of the squeezed state shows sharp details and appears
’squeezed’ when compared to that one of a coherent state while fluctuations
are inevitably increased in the others. The physical relevance of squeezed states
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in optics is grounded on the fact that some interesting phenomena like gravita-
tional waves generated in astronomical events are characterized by oscillations
with amplitudes close to or below the width of the ground state wave function
of an optical light mode as it is required by Heisenberg’s uncertainty principle.
Squeezed states, however, may provide improved signal-to-noise ratios beyond
this quantum limit of coherent light and simplify the interferometric detection
of the weak signatures of gravitational waves [53].
It has been shown [54] that squeezed states cannot be generated adiabatically
from the ground state of a quantum mechanical oscillator but that sudden
changes have to be applied to its parameters, e.g. its frequency or spring
constant. Therefore, squeezed state represent an early example of what is
now, in the context of a many-body system, called a quench of a quantum
system.
In many-body theory, the squeezing operation comes under the name of a
Bogoliubov transformation. Recently, it was applied to study the behavior of
a quenched Luttinger liquid in terms of bosonic degrees of freedom [27]. Here
we use it to illustrate characteristic nonequilibrium behavior of one-particle
models. Since the bosonic representation of a Luttinger liquid is momentum
diagonal it equally serves as an example of effective one-particle behavior.
2.1 Hamiltonian
On the level of the Hamiltonian, squeezing is inferred by an instantly applied
change of the prefactor of the quadratic potential, namely the spring constant.
We neglect a linear shift of the potential minimum and reduce squeezing to a
sudden switch in the coupling constant g(t) = gΘ(t) of the quadratic particle
non-conserving operators. With ~ = ω0 = m = 1
H = H0 +Hint, H0 = a
†a+
1
2
, Hint = g(t)
(
(a†)2 + a2
)
(3)
Representing the Hamiltonian in terms of space x = (a†+a)/
√
2 and momen-
tum p = (a− a†)/√2 operators
H =
(
1
2
+ g(t)
)
x2 +
(
1
2
− g(t)
)
p2 (4)
shows that it is strictly positive for |g| ≤ 1/2 and, thus, it is bounded from
below. We only discuss the Hamiltonian for 0 ≤ g ≤ 1/2.
In the following we compare a perturbative analysis of this quench with an
exact solution based on the exact diagonalization of H. In both cases we
calculate the occupation, i.e. the expectation value of the number operator
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Nˆ = c†c both in the equilibrium ground state of the interacting Hamiltonian
H and as a long-time limit of the dynamics of an initial state. We will show
a remarkable relation between the equilibrium result and the nonequilibrium
result which are described by the same functional dependence but variant
prefactors. These nontrivial prefactors will later play a key role and can already
be appreciated in this simple system.
2.2 Perturbative study of squeezing
Let us first assume that the coupling g is a small parameter and that nonde-
generate perturbation theory can be applied to the interacting Hamiltonian.
We formulate the perturbative approach in an operator language which cor-
responds to the formalism of the flow equation method.
2.2.1 Definition of the diagonalizing transformation
The first step is to implement a discrete unitary transformation which diago-
nalizes the Hamiltonian to leading order in g. We represent the unitary trans-
formation U(ϕ) = e−ηϕ by its generator η, which is an anti-Hermitian operator,
and by a scalar angle variable ϕ. Then the action of the transformation onto
the Hamiltonian can be expanded according to the Baker-Hausdorff-Cambell
relation as
H˜ ≡ U †HU = eηϕHe−ηϕ ≈ H0+Hint+([η,H0] + [η,Hint])ϕ+1
2
[η, [η,H0]]ϕ
2+. . .
Demanding that to leading order the interaction term should vanish leads to
an implicit definition of the generator
ϕ[η,H0] = −Hint. (5)
Note that it implies η ∼ O(g). It can be easily checked that the canonical
generator defined as the commutator of the noninteracting and the interacting
part of the Hamiltonian fulfills this implicit definition (5) if an angle ϕ = 1/4
is chosen:
η = [H0, Hint] = 2g
(
(a†)2 − a2
)
(6)
2.2.2 Transformed Hamiltonian
In a second step we consider the corrections beyond leading order in the (ap-
proximately) diagonalized Hamiltonian which are, in general, second order in
g.
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H˜ = H0 + [η,Hint]ϕ+
1
2
[η, [η,H0]]ϕ
2 = H0 − 16ϕg2H0 + 32ϕ2g2H0 +O(g3)
ϕ=1/4
= (1− 2g2)H0 +O(g3)
Thus the transformed Hamiltonian is described by a renormalized frequency
ω = (1− 2g2) 5 . Due to the particular simplicity of squeezing a harmonic os-
cillator the second order correction can be fully absorbed in a renormalization
of parameters.
2.2.3 Transformation of quantum mechanical observables
Similarly to its action onto the Hamiltonian the unitary transformation implies
a transformation of all quantum mechanical observables which constitutes the
third step of a unitary diagonalization approach.
O˜ = O + [η,O]ϕ+ 1
2
[η, [η,O]]ϕ2 + . . . (7)
We make the transformation of creation and annihilation operators explicit
up to second order in g and write a˜†
a˜
 =
 1 + g2/2 −g
−g 1 + g2/2

 a†
a
 =: T (g)
 a†
a
 (8)
The three steps (2.2.1 - 2.2.3) establish a diagonal representation and are,
altogether, referred to as the forward transformation. We note that the trans-
formation of the observables can be easily inverted. Up to second order in g the
inverse of T , called the backward transformation, is given as T−1(g) = T (−g).
2.2.4 Spin-off: The equilibrium occupation
We interrupt our calculation of the nonequilibrium occupation for a short
detour in order to evaluate the equilibrium one. To be more specific, our in-
terest is in the occupation of the interacting ground state with ’physical’ par-
ticles (i.e. particles which are defined by the eigenmodes of the interaction-free
Hamiltonian H0). Denoting the interacting ground state by |Ω〉 the equilibrium
occupation reads NEQU = 〈Ω| a†a |Ω〉. This is unitarily equivalent to the eval-
uation of a transformed number operator with respect to the noninteracting
ground state |Ω0〉 since NEQU = 〈Ω| U †Ua†aU †U |Ω〉 = 〈Ω0| Ua†aU † |Ω〉. For-
tunately, the transformation which links both representations is the inverse of
5 We point out that this equation constitutes the discrete analogue of a flow equa-
tion for the Hamiltonian (cf. ??).
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the forward transformation. Hence we evaluate with na ≡ 〈Ω0| a†a |Ω0〉 up to
second order in g
NEQU = 〈Ω0| a˜†a˜ |Ω0〉 ≈
(
1 +
g2
2
)2
〈Ω0| a†a |Ω0〉+ g2 〈Ω0| aa† |Ω0〉
≈ (1 + 2g2)na + g2 (9)
We note that the occupation of the oscillator measured in terms of the original
’particles’ is increased. In the following we will compare this result with the
nonequilibrium occupation obtained after sudden squeezing.
2.2.5 Time evolution of transformed observables
We resume the calculation for the nonequilibrium case. The forward trans-
formation has already been completed in (2.2.1 - 2.2.3). In a fourth step the
transformed observables are time evolved for all positive times with respect
to the transformed Hamiltonian. This, effectively, accounts for the insertion
of time dependent phase factors.
 a˜†(t)
a˜(t)
 =
 eiHta˜†e−iHt
eiHta˜e−iHt
 =
 eiωta˜†
e−iωta˜

(8)
=
 eiωt(1 + g2/2) −eiωtg
−e−iωtg e−iωt(1 + g2/2)

 a†
a

2.2.6 Backward transformation
Finally, we map back the time-evolved observables to the eigenbasis of the
noninteracting Hamiltonian, completing the scheme depicted in fig. 1. Up to
second order in g we obtain
 a†(t)
a(t)
 = T−1(g)
 a˜†(t)
a˜(t)
 =
 eiωt + 2ig2 sin(ωt) −2ig(1 + g2/2) sin(ωt)
2ig(1 + g2/2) sin(ωt) e−iωt − 2ig2 sin(ωt)

 a†
a

This constitutes a consistent perturbative solution of the Heisenberg equations
of motion for the operators a† and a.
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2.2.7 Nonequilibrium occupation
In a final step we compose the time dependent number operator from the time
dependent creation and annihilation operator in an obvious way. Since time
evolution is unitary, the time evolution of a product of operators is always the
product of the time evolved operators which can be easily checked by inserting
unity 1l = U(t, t0)U
†(t, t0). Evaluating the expectation value of the number
operator for the initial state |Ω0〉 leads to the nonequilibrium occupation
NNEQ(t) = 〈Ω0| a†(t)a(t) |Ω0〉 = na + 4g2(2 sin2(ωt))(〈Ω0| a†a |Ω0〉+ 1
2
) (10)
The large time limit is obtained by time averaging which is defined for a time
dependent variable A(t) as A := 1
T
∫ T
0 dtA(t). Then N
NEQ
= na + 4g
2na + 2g
2.
Comparing with (9), we find with ∆N(t) := N(t)− na
lim
t→∞ ∆N
NEQ(t) = 2 ∆NEQU +Og3 (11)
The factor of two between the equilibrium and the nonequilibrium occupation
constitutes the main result of this calculation. It states that even in a long-time
limit the nonequilibrium occupation does not approach the equilibrium one.
The numerical value of two can be considered as a consequence of applying
two transformations, the forward and the backward one, such that changes to
the occupation due to interaction effects double. In the following we will find
that, although the numerical value gets corrections in order g3, the mismatch
of both occupations is retained for all orders of perturbation theory.
2.3 Nonperturbative (Bogoliubov) treatment of squeezing
In a second approach, we implement a Bogoliubov transformation which ex-
actly diagonalizes the squeezing Hamiltonian. It can be found in many text-
books, e.g. [51,52]. Our aim is to illustrate that the chosen perturbative ap-
proach exhibits, up to numerical details, the correct nonequilibrium behavior
of the system.
The exact diagonalization of the squeezing Hamiltonian (3) can be constructed
from the action of the (inverse) unitary squeezing operator
S(ξ) = e1/2ξ
∗a2−1/2ξ(a†)2
where ξ = reiθ is an arbitrary complex number which will be specified later.
Applying the squeezing operator to the ground state generates squeezed states
in analogy with the displacement operator which maps the ground state onto
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coherent states. Here we go the opposite way and apply its inverse to diago-
nalize the squeezing Hamiltonian.
2.3.1 Exact transformation of observables
We directly start with writing down the action of S(ξ) onto the creation oper-
ator and the annihilation operator. In condensed matter theory it is commonly
known as a Bogoliubov transformation used to treat interactions quadratic in
creation or annihilation operators.
 a˜†
a˜
 = S†(ξ)
 a†
a
S(ξ) =
 cosh(r) −e−iθ sinh(r)
−eiθ sinh(r) cosh(r)

 a†
a
 =: T F (ξ)
 a†
a

(12)
Note that T F (ξ) is not a unitary matrix despite the fact that det(T F (ξ)) = 1.
2.3.2 Exact Hamiltonian diagonalization
Inserting this transformation into the interacting Hamiltonian (3) results in a
sum of four terms:
H˜ = (a˜†)2×
[
eiθ cosh(r) sinh(r) + g cosh2(r) + ge2iθ sinh2(r)
]
+ h.c.+
a˜†a˜ ×
[
cosh2(r) + sinh2(r) + 4g cos(θ) cosh(r) sinh(r)
]
+
1l × [2 cos(θ) cosh(r) sinh(r)]
To achieve a diagonal Hamiltonian we demand that the terms quadratic in
a˜† and a˜ should vanish. This fixes the free parameter ξ := reiθ = r. For
small interactions |g| ≤ 1/2 real solutions with θ = 0 can be found. With
sinh(2r) = 2 sinh(r) cosh(r), cosh(2r) = sinh2(r)+cosh2(r) the real parameter
r can be linked to the interaction
tanh(2r) = −2g
For small values of g  1/2 the expansion arctanh(x) ∼ x for x  1 implies
that r ≈ −g. Then the nonperturbative Bogoliubov transformation coincides
with the perturbative approach in (2.2), with S(ξ(g) ≈ −g) = eη(g)ϕ
∣∣∣
ϕ=1/4
.
The diagonal Hamiltonian shows a renormalized frequency ω = cosh(2r) +
2g sinh(2r) compared to the original frequency ω0 = 1 in (3). For all values of
g < 1/2 the renormalized frequency is positive and the Hamiltonian is bounded
from below. Its dependence on g is plotted in fig. 2. In the limit of small g we
find for the renormalized frequency its perturbative value ω = (1− 2g2).
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2.3.3 Exact equilibrium occupation
Again, we first calculate the expectation value of the equilibrium number
operator, using cosh2(r)− sinh2(r) = 1
NEQU = 〈Ω| a†a |Ω〉 = 〈Ω0| a˜†a˜ |Ω0〉
= cosh2(r) 〈Ω0| a†a |Ω0〉+ sinh2(r) 〈Ω0| aa† |Ω0〉
=na + 2 sinh
2(r)
(
na +
1
2
)
(13)
Again, the perturbative limit for small g agrees with (9).
2.3.4 Exact nonequilibrium occupation
For the nonequilibrium occupation we solve the Heisenberg equations of mo-
tions for the creation and annihilation operators in the (now exact) eigenbasis
of the Hamiltonian. The forward transformation of these operators is given by
(12). Again, we complete the scheme in fig. 1 and compute the time evolution
of the transformed operators with respect to the diagonalized Hamiltonian, i.e.
with respect to the renormalized frequency ω. The final backward transforma-
tion is given by TB(r) = T F (−r). These three steps can be easily denoted as
subsequent matrix multiplications:
a†(t)
a(t)
=TB(r)
e−iωt 0
0 eiωt
T F (r)
a†
a

=
e−iωt cosh2(r)− eiωt sinh2(r) i sin(ωt)e−iθ sinh(2r)
−i sin(ωt)eiθ sinh(2r) −
(
eiωt cosh2(r)− e−iωt sinh2(r)
)

a†
a

=
cos(ωt)
 1 0
0 −1
− i sin(ωt)
 cosh(2r) −e−iθ sinh(2r)
eiθ sinh(2r) cosh(2r)


a†
a

Composing the number operator reads
NNEQ(t) = 〈Ω0| a†(t)a(t) |Ω0〉
= 〈Ω0|
[(
e−iωt cosh2(r)− eiωt sinh2(r)
)
a† + i sin(ωt)e−iθ sinh(2r)a
]
×[
−i sin(ωt)eiθ sinh(2r)a† −
(
eiωt cosh2(r)− e−iωt sinh2(r)
)
a
]
|Ω0〉
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Fig. 2. This plot illustrates the nonperturbative ratio m(r(g)) = sinh
2(2r(g))
2 sinh2(r(g))
in (15)
between the equilibrium and nonequilibrium correction to the noninteracting occu-
pation due to interaction effects. The real solution for the diagonalization transfor-
mation ξ(g) = r(g) is valid only for g < 1/2. In the limit of small interaction the
factor m = 2 is exact. Additionally the renormalized frequency ω(g) of the diagonal
Hamiltonian is shown.
Only the particle number conserving terms ∼ a†a, aa† contribute and we arrive
at the nonequilibrium occupation
NNEQ(t) = na +
(
2 sin2(ωt)
)
sinh2(2r)
(
na +
1
2
)
Again, the long time limit is taken as a time average. This implies that the
renormalization of the frequency does not affect the occupation at late times
and may be neglected.
lim
t→∞N
NEQ(t) = na + sinh
2(2r)
(
na +
1
2
)
(14)
2.3.5 Nonperturbative relation between the equilibrium occupation and the
nonequilibrium occupation
Comparing (14) with (13) one observes that for the squeezing Hamiltonian
the relation between the equilibrium and nonequilibrium occupation is given
by
m(r(g)) :=
∆NNEQ
∆NEQU
=
sinh2(2r(g))
2 sinh2(r(g))
(15)
The precise numeric value of the ratio depends via r on the coupling strength
g and is plotted in fig. 2. Expanding sinh(r) ≈ r + r3/3! +O(r5) we confirm
that in the perturbative limit this relation approaches a factor of two.
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3 More general statements on quenched one-particle systems
As the discussion of the squeezed oscillator has shown a perturbative approach
to quenched one-particle systems captures important signatures of the behav-
ior of their nonequilibrium occupation. In the following we will show that it
can be generalized to a large class of weakly interacting one-particle systems
and to more general observables.
Prerequisites: Let us consider the Hamiltonian of a quantum system with a dis-
crete energy spectrum and small interaction g which models a weak quantum
quench.
H = H0 + g Θ(t)Hint (16)
Its interacting ground state is denoted by |Ω〉. We assume that nondegenerate
perturbation theory with respect to the noninteracting ground state |Ω0〉 is
applicable and that H0 and Hint do not commute.
Moreover, we assume a quantum mechanical observable O which does not
depend explicitly on time and obeys the following relations:
O |Ω0〉= 0 (17)
[O, H0] = 0 (18)
For times t > 0 its time evolution O(t) is generated by the interacting Hamil-
tonian H0 + gHint. Then the following theorem holds:
Theorem: In second order perturbation theory the long-time limit of the time-
averaged expectation value of the time evolved observable in the initial state
equals two times the equilibrium expectation value of the observable in the
interacting ground state.
O := lim
T→∞
1
T
∫ T
0
dt 〈Ω0| O(t) |Ω0〉=2 〈Ω| O |Ω〉+O(g3) (19)
Proof 1: We will give two proofs of this theorem. The first one is intended to
motivate the physical origins of the prerequisites by relating it to the more
conventional picture of overlapping eigenstates. This allows to conclude on its
general relevance.
Firstly, we introduce eigenbasis representations for the noninteracting Hamil-
tonian H0 {|m〉|m ∈ N0} 6 , the interacting Hamiltonian {|M〉|M ∈ N0} 7
6 We label eigenstates of the noninteracting Hamiltonian by lower case variables.
7 We label eigenstates of the interacting Hamiltonian by upper case variables.
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and the observable {|j〉| j ∈ N0} with the eigenvalues 0m = M + O(g2) (for
m = M) and Oj, respectively. The requirement (18) implies the existence of a
common eigenbasis of the observable O and the noninteracting Hamiltonian
H0 such that we can assume pairwise coinciding eigenvectors |m〉 = |j〉. For
clarity, however, we will keep a separate notation. The equilibrium ground
state expectation value is rewritten by inserting unity.
〈Ω| O |Ω〉 = ∑
j
Oj |〈j |Ω〉|2 (20)
An analogous evaluation of the time dependent expectation value by inserting
unities, extracting time dependent phase factors and taking their time average
leads to
〈Ω0| e−iHtOeiHt |Ω0〉 =
= lim
T→∞
1
T
∫ T
0
dt
∑
MM ′jj′
〈Ω0| e−iHt |M〉 〈M |j〉 〈j| O |j′〉 〈j′ |M〉 〈M ′| eiHt |Ω0〉
= lim
T→∞
1
T
∫ T
0
dt
∑
MM ′jj′
Oj′e
i(M′−M )t 〈Ω0|M〉 〈M |j〉 〈j|j′〉 〈j′ |M〉 〈M ′|Ω0〉
=
∑
Mj
Oj |〈M |Ω0〉|2 |〈j |M〉|2 (21)
Up to a relative phase, the interacting eigenstates |M〉 are invariant under
time evolution. Therefore, overlap matrix elements are discussed with respect
to these states.
The set of matrix elements {〈M |Ω0〉}M describe a decomposition of the initial
state in terms of Hamiltonian eigenstates. This is a statement about the partic-
ular initial conditions of the quench problem. Since we discuss a quench from
the noninteracting Hamiltonian this is a decomposition of the noninteracting
ground state in terms of interacting eigenstates.
The second set of matrix elements {〈j |M〉}M,j encapsulates the overlap be-
tween the eigenbasis of the observable and the eigenbasis of the Hamiltonian.
Since (18) holds we can work in the common eigenbasis of the observable and
the noninteracting Hamiltonian. Then the overlap between the eigenbasis of
the interacting and of the noninteracting Hamiltonian is discussed. In both
cases the matrix elements can be evaluated by applying perturbation theory
to the Hamiltonian H = H0 +Hint, treating Hint as a small perturbation. We
make this explicit to leading order:
|〈m |M〉|2 PT=

1 for M = m∣∣∣∣ 〈m|Hint|M〉(0M−0m)
∣∣∣∣2 for M 6= m
As (17) implies O0 = 0 the direct overlap between the interacting and the
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noninteracting ground state does not contribute to the sums in both (20) and
(21); hence they are at least second order in g. We compare the right hand side
of both equations for any fixed value of j. In the nonequilibrium case, second
order contributions require a resonance condition for the involved quantum
numbers, M = j or M = 0.
|〈M |Ω0〉|2 × |〈j |M〉|2 PT=
 |〈J |Ω0〉|
2 × 1 for M = j =: J
1× |〈j |Ω〉|2 for M = 0
Because of the symmetry |〈J |Ω0〉|2 = |〈j |Ω〉|2 in leading order perturbation
theory, both contribute equally |〈j |Ω〉|2 to the sum over M . Then in second
order perturbation theory holds
〈Ω0| e−iHtOeiHt |Ω0〉 = 2
∑
j
Oj |〈j |Ω〉|2 = 2 〈Ω| O |Ω〉
and the theorem is proven.
Proof 2: The second proof of the theorem is constructed in analogy to the
scheme presented in fig. 1 and aims at a clearer understanding of the applied
method and its particular merits.
(1) Definition of a unitary transformation. We define a single unitary trans-
formation U †s = eηs by its anti-hermitian generator ηs = −η†s, demanding that
its application to the Hamiltonian disposes the interaction part of the Hamil-
tonian to first order of g. Expanding its unitary action onto the Hamiltonian
H˜ = eηsHe−ηs = H0+Hint + [ηs, H0]︸ ︷︷ ︸
O(g)
+[ηs, Hint]+
1
2
[ηs, [ηs, H0 +Hint]]+O(g3)
(22)
hence allows to read off an implicit definition of ηs by
[ηs, H0] =−Hint
which justifies the assumption ηs ∼ O(g) in (22). Then the transformed Hamil-
tonian equals the free Hamiltonian up to second order corrections.
(2) Computation of the interacting ground state expectation value. In the fol-
lowing we exploit a formal coincidence which holds for all systems with a
nondegenerate single ground state: For any such Hamiltonian, the diagonal
representation of the interacting ground state in terms of the diagonal degrees
of freedom can be formally identified with the ground state of the noninteract-
ing Hamiltonian; thus we can relate them by U †s |Ω〉 = |Ω0〉 or, to leading order,
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by |Ω〉 = (1−ηs) |Ω0〉+O(g2). As every Hamiltonian can be diagonalized, this
does not pose any further restrictions. Hence with (17)
〈Ω| O |Ω〉 = 〈Ω0| U †sOUs |Ω0〉=− 〈Ω0| ηsOηs |Ω0〉+O(g3) (23)
The simple diagonal representation of the interacting ground state motivates
the application of operator-based transformation schemes like the flow equa-
tion method in equilibrium since correlation effects are, formally, fully trans-
ferred from the description of an interacting ground state to the the particular
form of transformed observables. Thus one can avoid to discuss the full com-
plexity of the interacting ground state and restrict to those correlation effects
which become actually relevant for a particular observable. The transforma-
tion U †sOUs can be performed in the most convenient way.
(3) Real-time dynamics of the observable after the quench. For the evalua-
tion of the nonequilibrium expectation value O we start with the sequential
application of three unitary transformations. Firstly, at time t = 0 the ob-
servable is represented approximately in the energy-diagonal eigenbasis of the
Hamiltonian.
O˜(0) = O(0) + [ηs, O(0)] + 1
2
[ηs, [ηs,O(0)]] +O(g3) (24)
Now we apply unitary time evolution to the transformed observable with re-
spect to H˜ = H0 +O(g2). This is time-dependent perturbation theory to first
order.
O˜(t) = e−iH0tO˜(0)eiH0t (25)
We insert (24) into (25) and attribute the time dependence to the generator
ηs → ηs(t) = e−iH0tηs(0)eiH0t. This is possible because of (18) and ensures that
(17) holds for all times. Finally, the backward transformation ηB = −ηs(0) is
applied.
O(t) = O˜(t)− [ηs(0), O˜(t)] + 1
2
[ηs(0), [ηs(0), O˜(t)]] +O(g3)
= O(0) + [ηs(t),O] + 1
2
[ηs(t), [ηs(t),O]]− [ηs(0),O]
− [ηs(0), [ηs(t),O]] + 1
2
[ηs(0), [ηs(t),O]] +O(g3)
We evaluate the expectation value of O(t) in the initial state |Ω0〉. Due to (17)
many contributions vanish.
〈Ω0| O(t) |Ω0〉 =
〈
2
(
−1
2
)
ηs(t)Oηs(t) + ηs(0)Oηs(t)
+ηs(t)Oηs(0)− 2
(
1
2
)
ηs(0)Oηs(0)
〉
Ω0
(26)
20
Inserting unity 1l =
∑
m |m〉 〈m| in terms of eigenstates of the noninteracting
Hamiltonian H0 shows that the second and the third term in (26) dephase
and do not contribute to the long time average:
〈Ω0| ηs(0)Oηs(t) |Ω0〉=
∑
m
〈Ω0| ηs(0)O |m〉 〈m| e−iH0tηs(0)eiH0t |Ω0〉 (27)
=
∑
m
Ome
i(m−0)t 〈Ω0| ηs(0) |m〉 〈m| ηs(0) |Ω0〉 (28)
For m = 0 equation (17) implies O0 = 0. As we have assumed a nondegenerate
Hamiltonian H0 we obtain
〈Ω0| ηs(0)Oηs(t) |Ω0〉 = 〈Ω0| ηs(t)Oηs(0) |Ω0〉 = 0
On the other hand, making use of (18)
〈Ω0| e−iH0tηseiH0tOe−iH0tηseiH0t |Ω0〉 = 〈Ω0| ηs(0)Oηs(0) |Ω0〉
Consequently, we arrive at O = −2 〈Ω0| ηs(0)Oηs(0) |Ω0〉. With (23) the the-
orem is proven.
The second proof explains the factor of two as the accumulation of equal
second order corrections both from the forward and from the backward trans-
formation. The drop-out of transient or oscillatory behavior in (26) due to time
averaging is more explicit. This depicts the major merit of the transformation
scheme: Fundamental correlation-induced effects – as it is, for example, the
difference between the interacting and the noninteracting ground state– enter
a perturbative study of time evolution performed in an energy-diagonal repre-
sentation already as time-independent offsets. That their influence is stronger
in nonequilibrium than in equilibrium can be seen directly.
Corollary: In many systems the noninteracting part H0 of an interacting
Hamiltonian H represents the kinetic energy for which the following relation
holds: 8 ENEQ, KIN = 2EEQU,KIN.
Proof: Define ENEQ, KIN(t) := 〈Ω0|H0(t) |Ω0〉 and apply the theorem for O =
H0.
Discussion:
The above theorem explains the factor 2 in the ratio between nonequilibrium
and equilibrium expectation values as a rather general observation in systems
8 The increase in the kinetic energy beyond its value for the interacting ground
state, however, does not necessarily indicate its thermal distribution (i.e. heating
effects).
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with discrete energy spectra. In the following we will see how this factor 2
appears for an interaction quench in a Fermi liquid with continuous spectrum
and what role it plays for the nonequilibrium dynamics. Notice that recently
similar observations have been made for a quenched Kondo impurity in the
ferromagnetic regime[55]. There the interaction of the impurity spin with a
band of metal electrons is switched on suddenly in time and the subsequent
spin dynamics is calculated. The nonequilibrium dynamics of the magnetiza-
tion has been studied by both analytical (flow equations) and exact numerical
(time dependent NRG) methods[55]. The respective results agree very well
on all time scales and again show the above factor 2 when comparing to the
equilibrium value.
4 Real-time evolution of a quenched Fermi liquid
In the last section we have compared the equilibrium and nonequilibrium be-
havior of a single-particle anharmonic oscillator. In the following we present
an analogous analysis for a many-body noninteracting Fermi gas for which
we compare a sudden switching-on of a two-particle interaction with an adia-
batic evolution into an interacting ground state. In more than one dimension
the later corresponds to Landau’s theory of a Fermi liquid, which, since its
introduction in the late 1950s [56], became a benchmarking effective descrip-
tion for the study of many (normal) interacting Fermi systems [57,58]. Its
main prerequisite (at least from the point of view of this work), is the adi-
abatic connection between the noninteracting Fermi gas and the interacting
Fermi liquid. It means that there is a continuous evolution from the low en-
ergy states of the gas to those of the liquid as the interaction is increased.
This continuous link allows to formulate the intuitively appealing concept of
Landau quasiparticles since particle properties carry over from the noninter-
acting physical fermions to the interacting degrees of freedom: Around the
Fermi surface, the interacting degrees of freedom, then called quasiparticles,
differ from the noninteracting ones only by modified parameters, e.g. an effec-
tive mass. In terms of physical fermions Landau quasiparticles are composite
many-particle objects although they are not true eigenstates of the system;
this implies both a residual interaction among them and their finite lifetime
which roughly measures the departure from interacting eigenstates. As the
lifetime diverges right at the Fermi energy Landau’s approach becomes ex-
act there. Away from the Fermi energy two incompatible time scales compete
with each other, limiting the applicability of Landau’s approach to low energy
excitations: The adiabatic requirement of long ramp-up times and the limited
lifetime of the achieved quasiparticle picture. In this work we will discuss the
opposite limit of the adiabatic increase of the interaction strength by applying
a sudden quench. We will find that for weak quenches within the Fermi liquid
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regime a quasiparticle picture can be retained.
4.1 Hubbard model
We discuss a generic Fermi liquid by referring to the Fermi liquid phase of the
one-band Hubbard model [4]; its equilibrium properties have been extensively
studied using a great variety of different methods [59,60,61,62,63,64]. It repre-
sents a lattice model which we discuss in the thermodynamic limit, i.e. for an
infinite number of lattice sites N . We assume translation invariance. Firstly,
we do not specify a particular lattice geometry, work with a generic dispersion
relation (k) but assume that no nesting of the Fermi surface occurs. Each
lattice site is capable of carrying up to two spin - 1/2 fermions. Due to the
Pauli principle this implies a local state space of dimension four 9 . Without
interaction, all local states are degenerate in energy; hence their composition
to the state space of a many-site lattice leads to a single energy band. We
discuss the model for finite bandwidth D and in the regime of half filling, i.e.
with –on average– one fermion per lattice site. The Hubbard Hamiltonian
H = −∑
ijσ
tij c
†
iσcjσ + U
∑
j
nj↑nj↓ − µ
∑
j
(nj↑ + nj↓) (29)
displays two competing physical processes on the lattice: The first term de-
scribes coherent 10 hopping processes between two neighboring lattice sites j
and i with site-independent strength tij = t = 1 which we set equal to one for
convenience. This defines our energy scale in the sequel. The second term de-
picts a site-independent repulsive interaction U . It approximates the influence
of a Coulomb repulsion of electrons dwelling on the same lattice site. Due to
the Pauli principle, it is effective only between electrons of different spin and
is proportional to the product of their spin densities. It reduces the mobility of
fermions on the lattice as, intuitively speaking, ’hopping onto singly occupied
sites becomes energetically less favorable’. Hence the Hubbard model depicts
the competition between delocalizing and localizing effects in an interacting
Fermi gas. At zero temperature a Fermi liquid phase exists for weak interac-
tion strength in all dimensions larger than one. The chemical potential µ is set
to half filling. In a momentum representation it merely accounts for a global
energy offset of the kinetic energy of the fermions. The allowed momenta are
9 Note the following configurations of the four-dimensional local state space: zero
occupation, the spin up or spin-down configuration of single occupancy and the
combination of two antiparallel spins (double occupation).
10 An intuitive but not fully correct imagination depicts these hopping processes
as an exchange of fermions between different lattice sites. Yet the coherent nature
of the hopping is better captured by their delocalizing effect on a single fermionic
wavefunction which spreads over more than a single lattice site.
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restricted due to the limited bandwidth K = {~k ∈ Rd : (k) ∈ [−D,D]}. For
simplicity, Arabic numbers are used as generic momentum index labels. Note
that the Hubbard interaction, while being local in real space, is non-diagonal
in momentum space.
H =
∑
k∈K,σ∈{↑,↓}
k c
†
kσckσ + U
∑
1′12′2∈K
c†1′↑c1↑c
†
2′↓c2↓ δ
k1′+k2′
k1+k2
(30)
4.2 Quench of a Fermi liquid
We implement a particular interaction quench of a Fermi liquid. It is modeled
by substituting U → U(t) = Θ(t)U in (30).
4.2.1 Normal ordering and energy considerations
We decompose the interaction term by applying a normal ordering procedure
with respect to the ground state of the Fermi gas |Ω0〉 = |FG〉, which equals
the noninteracting Fermi gas (FG). Its momentum distribution is given by
nk := 〈Ω0| c†kck |Ω0〉 and does not depend on spin. Normal ordered operators
are denoted between colons.
c†1′↑c1↑c
†
2′↓c2↓= :c
†
1′↑c1↑c
†
2′↓c2↓:+ n2′δ
2′
2 :c
†
1′↑c1↑:+ n1′δ
1′
1 :c
†
2′↓c2↓:− n1′n2′δ1
′
1 δ
2′
2
Thus one particle properties hidden in two-particle scattering terms are ex-
tracted and a clear separation of one- and two-particle features in the Hamil-
tonian is achieved [68]. The one-particle scattering contributions correspond
to a shift of the chemical potential of −U/2 and could be reallocated to the ki-
netic energy. However, this additional energy is not dynamically relevant. We
stress the point that the observed dynamics is solely caused by two-particle
interaction effects.
Then the sudden switch-on of a normal ordered two-particle interaction term
does not lead to a change of the total energy of the system. Yet it lowers
the ground state energy of the Hamiltonian 11 such that, at zero time, the
noninteracting ground state of the initial Fermi gas, |Ω0〉, is promoted to a
11 This consequence of an energy conserving quench may seem unphysical, but it
highlights a simple fact: While adding a (Coulomb) charge to formerly uncharged
particles leads to an additional one-particle potential energy which is first order in
U and can be accounted for by a shift of the chemical potential, the corresponding
two-particle repulsion (which causes interparticle correlations and lowers the ground
state energy) is a second order effect; the dynamics of the quenched Hubbard model
is only driven by the later.
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highly excited state of an interacting model. The corresponding excitation
energy is measured with respect to the ground state energy of the Hubbard
Hamiltonian in equilibrium. It does not vanish in the thermodynamic limit as
a single-particle excitation would do. This is because the correlation-induced
reduction of the ground state energy becomes effective at every lattice site.
A more detailed discussion of the involved energies will be resumed in section
5.4.1.
4.2.2 Observables
To characterize the dynamics of the quenched Fermi liquid we analyze the
evolution of particular quantities, namely the total kinetic energy, the total
interaction energy and the momentum distribution function. They are expec-
tation values with respect to the initial state |Ω0〉 of the observables H0, Hint
and the number operator for a fermionic quantum gas
Nˆk =
 c
†
kck : k > kF
1− c†kck : k ≤ kF
We work in a Heisenberg picture where the observables carry the time de-
pendence. Notice that the distribution function exhibits the evolution of the
occupation of one-particle momentum modes while the energies are mode-
averaged quantities. As the kinetic energy can be easily calculated from the
momentum distribution function; and as the total energy of a closed system
is conserved, it is sufficient to explicitly calculate the momentum distribution.
In equilibrium, the zero temperature momentum distribution of an interact-
ing many-particle system of fermions is characterized by a discontinuity at
the Fermi momentum kF . Its size, the so-called quasiparticle residue or quasi-
particle weight 0 ≤ Z ≤ 1, reflects the strength of interaction effects: For
an interaction-free Fermi gas it acquires its maximum value one, while it de-
creases with increasing interaction strength in a Fermi liquid. For the equilib-
rium Hubbard model this signature has been studied numerically throughout
and beyond 12 the Fermi liquid phase [65,61]. The behavior of the quasiparti-
cle residue under nonequilibrium is the main focus of this work. It is, clearly,
a zero temperature analysis as temperature smears out the discontinuity on
its own energy scale.
12 At a critical interaction strength, marking a quantum phase transition from the
Fermi-liquid to a non-metallic (Mott insulator) phase, the quasiparticle residue van-
ishes.
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5 Perturbative analysis of a quenched Fermi liquid
Similarly to the perturbative study of the squeezed harmonic oscillator we
implement the time evolution of the number operator following the scheme of
fig. 1 for a Fermi liquid. Again we aim at a perturbative analysis, expanding
all results as a power series in the interaction strength. Contrary to the single
mode oscillator, the Fermi gas in the thermodynamic limit represents a many-
particle problem with an infinite number of degrees of freedom. This implies
that many different energy scales contribute to the Hamiltonian. It is obvious
that the quench generates occupation in many different excited eigenstates of
the interacting Hamiltonian. Therefore we implement the diagonalizing trans-
formation such that a controlled treatment of different energy scales is possible.
This can be achieved by a flow equation transformation following Wegner [49].
Due to the Pauli principle, a fermionic many-particle problem is characterized
by the existence of a filled Fermi sea; the later restricts the phase space for
fermionic scattering processes, in particular at zero temperature. This, effec-
tively, reduces the strength of the two-particle Hubbard interaction and allows
for the observation of a transient dynamics of an excited state.
5.1 Flow equation transformation
Since it has been independently introduced by Wegner [49] and Glazek and
Wilson [66,67] the flow equation method became an established tool in the
analysis of equilibrium and nonequilibrium many-body systems and has been
applied to a great variety of different systems. An extensive list of model
systems and problems which have been tackled by the flow equation method
can be found in [68] and a comprehensive textbook review is available [69].
Quite recently, it has been successfully applied to nonequilibrium problems
[70,47,1]. For the convenience of the reader we will give a short introduction
here.
5.1.1 Continuous sequence of infinitesimal transformations
In section (2.2.1) a single unitary transformation was defined to diagonalize the
Hamiltonian approximately. The flow equation method, however, decomposes
the diagonalization of a many-body Hamiltonian into a continuous sequence
of infinitesimal unitary transformations. It aims at an approximate diago-
nalization of the Hamiltonian in energy space. Applied to the nondiagonal
Hamiltonian, it imposes a continuous evolution of Hamiltonian parameters.
This evolution is, in rough analogy to Wilson’s interpretation of the renor-
malization group, depicted as a flow of the Hamiltonian parameters. The flow
26
is parametrized by a scalar, nonnegative and monotonously growing flow pa-
rameter B.
Since only the initial Hamiltonian and, to a lesser degree, the final, approxi-
mately energy-diagonal Hamiltonian are fixed boundary conditions there is a
large degree of freedom how the continuous sequence of infinitesimal unitary
transformations is actually constructed. It allows for the implementation of
other desirable features like energy scale separation such that the flow pa-
rameter B can be related to an energy scale ΛB = 1/
√
B. But contrary to
conventional renormalization schemes which distinguish between absolute en-
ergies of high and low energy degrees of freedom the flow equation methods
separates the treatment of large and small relative energy differences in the
Hamiltonian. This means that those matrix elements of the Hamiltonian which
describe deeply inelastic scattering processes are eliminated already at an early
stage of the flow. Successively, those with lower energy differences are treated
while elastic scattering processes (’energy-diagonal ones’) remain unchanged.
Hence, the flow equation method achieves a stable sequence of perturbation
theory. As all energy scales of the Hamiltonian are retained this motivates the
application of the flow equation method to nonequilibrium phenomena.
5.1.2 Definition of the infinitesimal transformations
Wegner showed that energy scale separation can be implemented by defining
the canonical generator of infinitesimal transformations [49], representing a
differential form of equation (6).
η(B) = [H0(B), Hint(B)] (31)
It depends on the flow parameter B and is anti-hermitian. The spit-up between
the noninteracting and the interacting part of the Hamiltonian has to be
defined throughout the flow. For the Hubbard Hamiltonian, this is simply
achieved by promoting the parameters in the Hamiltonian to ’flowing’, B-
dependent variables. Hence we start with the following ansatz for the flowing
Hubbard Hamiltonian
H(t > 0;B0) =
∑
k∈K,σ∈{↑,↓}
k(B) :c
†
kσckσ:+
∑
1′12′2∈K
U1′2′12(B) :c
†
1′↑c1↑c
†
2′↓c2↓: δ
1′+2′
1+2
(32)
Since the flow of the Hamiltonian is closely related to the net energy differ-
ence of scattering processes, an iterative approach will show that the flowing
interaction strength inevitably depends on Hamiltonian energies U1′12′2(B) ≡
U(1′ , 2′ , 1, 2;B) with an initial condition U1′2′12(B0 = 0) = U . Inserting (32)
into (31) makes the canonical generator more explicit. With ∆1′12′2(B) =
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1′(B)− 1(B) + 2′(B)− 2(B) it reads
η(B) =
∑
1′12′2∈K
U1′12′2(B) ∆1′12′2(B) :c
†
1′↑c1↑c
†
2′↓c2↓: δ
1′+2′
1+2 (33)
Still this is an implicit definition of the generator since the functional form
of the flowing interaction strength is not known explicitly. Hence an iterative
approach to the correct and consistent definition of the generator is necessary.
It starts with a first parametrization of the flowing coupling constants in (33).
In a second step its explicit action onto the Hamiltonian allows to calculate
an improved parametrization 13 .
5.1.3 Differential flow equations
Let U(B, dB) = eη(B)dB be an infinitesimal unitary transformation promoting
the Hamiltonian or any other quantum mechanical observable O(B) to a new
representationO(B+dB). A leading order expansion of its action in dB (which
corresponds to the angle ϕ in (2.2.1))
O(B + dB) = U(B, dB)O(B)U−1(B, dB) ≈ O(B) + [η(B),O(B)] dB
gives rise to a differential flow equation
dO(B)
dB
= [η(B),O(B)] (34)
As a differential statement this is always exact and corresponds to the generic
definition of a ’generator’ in the theory of unitary operations. Note that in
(2.2.1) second order contributions in the angle ϕ have been considered which
have no equivalence in a differential approach. Approximations enter via the
iterative interplay between the generator, the Hamiltonian and other observ-
ables. The flow equation method is exact as long as they are considered as
abstract, implicitly defined objects. Represented in a truncated multi-particle
operator basis the commutator on the right hand side of equation (34) may
generate new terms which have not been part of the original representation.
Although the later may be extended by these operator terms, this typically
runs into an infinite regression and requires approximate truncations. If such
a truncation scheme has been established the differential flow equation for
operators can be decomposed into a set of coupled differential equations for
flowing scalar parameters. We show this first for the transformation of the
13 This interplay between the definition of the transformation and its action onto
the Hamiltonian is a characteristic trait of the flow equation technique. It comes as
a consequence both of the demand that the transformation should diagonalize the
Hamiltonian and of the very generic construction of the canonical generator in (31).
The implicit definition allows for a generator which is intrinsically well-adapted to
the particular Hamiltonian.
28
Hamiltonian which serves to make the canonical generator explicit. All ap-
proximations are made with respect to a perturbative expansion of the initial
interaction strength U ≡ U(B = 0).
5.1.4 Transformation of the Hamiltonian and the generator in leading order
We start with the Hamiltonian (32) and a straightforwardly parametrized
generator η(1)(B) = η(0) ∝ U [cf. (33)]. The first order contribution to the
flow equation for the Hamiltonian, i.e. with O(B) = H(B), comes from the
commutator [η(0), H0] ∝ U and reads
dU1′12′2(B)
dB
= −U (∆1′12′2)2
It can be integrated and gives a leading order parametrization for the depen-
dence of the flowing interaction strength on energy and on the flow parameter:
U1′12′2(B) = U e
−(∆1′12′2)2B (35)
With this parametrization the first-order approximation of the canonical gen-
erator reads
η(1)(B) = U
∑
1′12′2∈K
∆1′12′2 e
−(∆1′12′2)2B δk1′+k2′k1+k2 × :c†1′↑c1↑c†2′↓c2↓: (36)
Its characteristic feature is the exponential cutoff function. It suppresses in-
elastic scattering processes which violate energy conservation on an energy
scale set by ΛE ∼ B−1/2.
Higher order contributions to the flow of the Hamiltonian include, for example,
the renormalization of the one-particle energies or second order contributions
to the flow of the interaction. We will show later that within the accuracy of
a second order calculation of the time dependent number operator a leading
order implementation of the diagonalization is sufficient; hence they can be
neglected and we write (without any further calculation) the energy-diagonal
Hamiltonian approximately as
H(t > 0;B =∞) = ∑
k∈K,σ∈{↑,↓}
k :c
†
kσckσ: +
+ U
∑
1′12′2∈K
δ(∆1′12′2)δ
k1′+k2′
k1+k2
:c†1′↑c1↑c
†
2′↓c2↓: (37)
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5.1.5 Flow equations for the creation operator
In a second step we map the creation operator into the approximate energy
eigenbasis of the Hamiltonian by means of the flow equation transformation
(34, 36). We define it as a basis independent observable C†k↑ which has different
representations depending on the value of the flow parameter. It symbolizes the
creation of a physical fermion. In the initial basis of noninteracting fermions,
i.e. for B = 0, it coincides with the formal creation operator ck↑ which we
treat as the building block of an invariant many-particle operator basis. Rep-
resented in this basis, C†k↑ acquires a composite multiparticle structure under
the flow. New terms emerge on the right hand side of its flow equation (34)
and mirror the dressing of an original electron by electron-hole excitations
due to interaction effects. Respecting momentum and spin conservation, this
motivates the ansatz
C†k↑(B) = hk↑(B) c†k↑ (38a)
+
∑
1′2′1
M1′2′1↑↓↓(B) δk+11′+2′ :c
†
1′↑c
†
2′↓c1↓: (38a)
+
∑
1′2′1
M1′2′1↑↑↑(B) δk
′+1
1′+2′ :c
†
1′↑c
†
2′↑c1↑: (38b)
Here h(B) and M(B) are flowing parameters of the observable C†k↑(B). The
first can be linked to the quasiparticle residue via hkF (B) =
√
Z(B) and de-
picts the coherent overlap of the physical fermion with the related interaction-
free momentum mode (quasiparticle) of the current representation; the later
represents the incoherent background in the spectral function of an interacting
system. Inserting this ansatz into (34) we calculate the differential flow equa-
tions for the flowing parameters h(B) and M(B). A consistent normal ordering
of all newly generated terms is essential and causes the emergence of character-
istic fermionic phase space factors likeQ122′ = n1n2(1−n2′)+(1−n1)(1−n2)n2′ .
∂hk↑(B)
∂B
=U
∑
12′2
∆k12′2 e
−B(∆k12′2)2 Q122′ M122′↑↓↓(B) (39)
∂M5′6′5↑↑↑(B)
∂B
=−U∑
2′2
[n(2′)− n(2)] ∆2′25′5 e−B(∆2′25′5)2M6′22′↑↓↓(B) (40)
∂M5′6′5↑↓↓(B)
∂B
=U
∑
1
h1↑(B) ∆5′56′1 e−B(∆5′56′1)
2
(41)
+U
∑
12′
[n(1)− n(2′)] M16′2′↑↓↓(B) ∆2′15′5 e−B(∆2′15′5)2
+U
∑
12
[1 + n(2)− n(1)] M125↑↓↓(B) ∆5′16′2 e−B(∆5′16′2)2
+U
∑
1′1
[
M15˜1′↑↑↑ −M5˜′11′↑↑↑
]
[n(1′)− n(1)] ∆1′16′5 e−B(∆1′16′5)2
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A perturbative expansion in U of the flowing parameters h(B) and M(B)
allows to reduce the complexity of the differential equations but depends on
their initial conditions. Since the differential equations are linear, a solution for
general initial conditions can be achieved as a linear superposition of solutions
for independent initial configurations. We will discuss two cases:
(A) Fully coherent initialization of one fermion in the momentum mode k:
hi↑(B0) = δki and M(B0) = 0 for all possible indices
(B) Fully incoherent initialization in the dressing state p′q′p ↑↓↓: hi(B0) = 0,
M1′2′1↑↓↓(B0) = δ
p′
1′δ
q′
2′δ
p
1 and M↑↑↑(B0) = 0 for all possible indices
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5.1.6 Case A: Perturbative analysis at the onset of the flow
We discuss iteratively the action of the differential flow equations at the onset
of the flow. In a first step, the flowing parameters h and M on the right
hand side of the differential equations can be parametrized by their initial
conditions (A). Hence only the first term at the right hand side of (41) remains
influential and is, due to its pre-factor, of order U . Consequently, M↑↓↓(B > 0)
is generated in first order of U . Re-inserted into (39) it accounts for a second
order correction to the flowing parameter h(B). This describes the leading
changes to the quasiparticle residue. Re-inserted into (40) and (41) it unfolds
second order effects on flowing parameters of the M type. Since those do not
influence second order results on the momentum distribution function (which
will be shown later), this calculation can be, fortunately, dropped. Moreover,
the initial conditions (A) are the natural ones to study the behavior of physical
fermions. As they do not generate M↑↑↑ in relevant order, the ansatz for C†k↑
can be restricted to (38a). This is a consequence of the Pauli principle which
disadvantages dressing of a fermion with excitations in the same spin state.
Simplified flow equations read
∂hk↑(B)
∂B
= U
∑
12′2
∆k12′2 e
−B(∆k12′2)2 Q122′ M122′↑↓↓ (42a)
∂M5′6′5↑↓↓(B)
∂B
= U
∑
1
h1↑ ∆5′56′1 e−B(∆5′56′1)
2
(42b)
We stress that this analysis is based on an approximate parametrization of
the flowing parameters. It requires that their magnitude under the flow is
still sufficiently described by the magnitude of their initial conditions. The
following study will show that for the initial conditions of a physical electron
14 To avoid confusion we stress that in the full context of our problem, this initial
condition comes with a pre-factor proportional to U . Perturbative arguments always
include it.
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at the Fermi energy this remains the case throughout the flow and that, then,
non-perturbative effects do not arise.
5.1.7 Approximate analytical solution of the flow equations
We integrate the simplified flow equations (42) with respect to the flow pa-
rameter B. Similar to the above analysis we iteratively develop the flowing
parameters from their initial conditions (A). We apply the same parametriza-
tion h1↑ = δk1 and integrate (42b) from B0 = 0 to Bf = B.
M
(A),FT
5′6′5↑↓↓(B) = U
1− e−B(∆5′56′k)2
∆5′56′k
(43)
This serves as an improved parametrization in (42a) and allows to write down
a formal second order correction of hk↑.
h
(A)
k↑ (B) = 1− U2
∫ ∞
−∞
dE ρ
(1− e−B(k−E)2)2
2 (k − E)2 Ik(E) (44)
with a phase space factor
Ik(E) :=
∑
1′2′1
Q1′2′1δ(E − 1′ − 2′ + 1)δ1′+2′1+k (45)
5.1.8 Evaluation of the phase space factor
For a further understanding of the flow of h
(A)
k↑ our focus is on the energy
dependence of the phase space factor Ik(E). Momentum conservation allows
to eliminate the momentum index 1 = 1′ + 2′ − k; we keep it as a shorthand
notation. We evaluate Ik(E) in energy space assuming a constant density of
states ρ
Ik(E) = ρ
2
∫ ∞
−∞
d1′
∫ ∞
−∞
d2′Q(1′ , 2′ , 1)δ(E − 1′ − 2′ + 1) (46)
and observe that, at zero temperature, the phase space factor Q(1, 2′ , 2)
vanishes for all but two configurations of its energy arguments [69]:
Case 1′ 2′ 1 Q E = 1′ − 1 + 2′
(a) > F > F < F 1 E = + |1′ |+ |2′ |+ |1| > 0
(b) < F < F > F 1 E = − |1′| − |2′| − |1| < 0
In both cases the limits of the energy integrations in (46) can be restricted by
an approximate evaluation of the delta function. Its argument can be rewritten
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by considering the signs of the one-particle energies i which is done in the
last column of the above table. From there one reads off that, since E is a
sum of either solely positive or solely negative summands, E forms an upper
or lower bound on both energy integrations individually. Then both cases (a)
and (b) lead to the same approximate expression for the phase space factor
Ik(E) = ρ
2
∫ E
F
d1′d2′ 1 = ρ
2(E − F )2 (47)
We finally remark that the phase space factorQ(1′ , 2′ , 1) mirrors the particle-
hole symmetry of the Hubbard model. It implies that all odd powers of a
perturbative expansion vanish [64]. We will see in (5.3.5) that Q(1′ , 2′ , 1) is,
in particular, responsible for the suppression of secular terms.
5.1.9 Analysis of the later flow of hk↑(B)
The approximation (47) allows to interpret the physical relevance of the for-
mal result (44): At the Fermi surface, i.e. for k = kF , and at zero temperature
its quadratic divergence is cancelled exactly by the phase space factor. This
implies that the corrections to h
(A)
kF ↑ remain small in second order of U through-
out the flow. Hence the parametrization h
(A)
kF ↑ = 1 used in (5.1.6) and (5.1.7)
is justified even beyond the onset of the flow and the approximate analytical
solution gives a correct description of the changes to the quasiparticle residue
for all values of B.
Away from the Fermi surface, however, there is no such cancellation by a phase
space factor. Now the energy denominator indicates nonperturbative effects.
Expanding the exponential in (44) shows that the numerator smoothes the
peaked energy structure on a B-dependent scale such that a pole only emerges
in the limit of infinite B. Nonetheless, the contribution of an environment
around k 6=kF to the energy integral in (44) grows under the flow until it infers
a nonperturbative correction to h
(A)
k 6=kF ↑. This implies a full decay of a particle
into incoherent excitations. The corresponding scales can be extracted from a
first order expansion in B 15 . Since this is only justified for B(k − E)2 < 1
we continuously restrict the environment [k − 1/
√
B, k + 1/
√
B] around the
later pole. With ek = E − k and (47), the correction term in (44) has the
15 A similar analysis based on scaling out the B-dependence from the energy integral
leads to the same scales but requires a discussion of logarithmic and power-law
divergences.
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following dominant behavior for large values of B
∆h
(A)
k 6=kF ↑(B) ≈ −U2B2
ρ3
2
∫ 1√
B
−1√
B
dek (ek + k − F )2 e2k =
= −U2ρ3
[
2
5
1√
B
+
2
3
√
B(k − F )2
]
(48)
The first term can be neglected for large B while the the second term exhibits
the decay scale
B∗ =
1
U4ρ6(k − F )4 or E
∗ = U2ρ3(k − F )2 (49)
The quadratic energy dependence of E∗ resembles the characteristic finite life-
time of Landau quasiparticles away from the Fermi surface τ ∼ (k − F )−2.
Here it illustrates the complete decay of a physical fermion. This implies that
on a scale set by B∗ the parametrization of h1↑ = δk1 in (5.1.6) and (5.1.7)
becomes unjustified and the analytical solution (44) breaks down. Instead,
a better solution of the differential flow equations would show a complete
transfer of the spectral weight from the one-particle to many-particle repre-
sentations.
This allows to discuss the reliability of our solution: For particles in a pertur-
batively small environment around the Fermi energy, i.e. k − kF ≈ U , the
energy scale E∗ ∼ O(U4) is beyond the resolution of a second order calcu-
lation. Hence the particle decay cannot be observed on all accessible times.
Therefore the extension of the approximate solution (5.1.7) to an environment
around the Fermi energy of radius U leads to a consistent second order result.
Equilibrium calculations have shown that the broadening of the momentum
distribution due to interaction effects is concentrated in this region [61,71].
Outside of this environment, particles decay completely into incoherent mul-
tiparticle excitations. This implies that, strictly speaking, the validity of (43)
breaks down. Nonetheless, it shows that under the flow the spectral width
ΓM(B) of newly arising incoherent M -terms continuously decreases. This in-
dicates that at the decay scale spectral weight is transferred from coherent
particles (with a sharp spectral distribution) primarily to excitations with
ΓM ∼ E∗. Since even far away from the Fermi energy this is perturbatively
small in U2, the effects of this small widening will not influence the shape of
the momentum distribution function. Therefore the solution (5.1.7) allows for
a calculation of the momentum distribution function on all energies.
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5.1.10 Composition of the number operator
Since the transformation for the creation operator of an electron around the
Fermi energy has been established in second order perturbation theory, the
number operator Nk = C†kCk can be easily composed from the ansatz (38a).
The momentum distribution is given by its expectation value with respect to
the equilibrium ground state or the nonequilibrium initial state. Then only
quadratic terms in h(B) and M(B) contribute 16 :
Nk(B, t) = 〈FG| Nk(B, t) |FG〉 =
= |hk(B, t)|2 nk +
∑
1′2′1
n1′n2′(1− n1) |Mk1′2′1↑↓↓(B, t)|2 δ1
′+2′
1+k (50)
A possible time dependence has already been included for later reference.
5.2 Equilibrium momentum distribution
Similarly to the approach in [72] we observe that the flow equation transforma-
tion resembles in many aspects a unitary implementation of Landau’s theory of
a Fermi liquid. Although a strict identification of the diagonal degrees of free-
dom obtained from the flow equation approach with Landau quasiparticles
is not possible, they motivate an analogous picture of flow equation quasi-
particles; like their Landau counterparts they are stable only at the Fermi
energy and subject to a residual quasiparticle interaction which is carried by
the nonvanishing two-particle component of the energy-diagonal Hamiltonian.
Nonetheless, these quasiparticles absorb most of the interaction effects into
their definition such that the quasiparticle representation of the interacting
ground state is, in good approximation, the filled Fermi sea.
Hence the momentum distribution in equilibrium can be calculated in a similar
way as the equilibrium occupation of the squeezed oscillator (13) using (50),
(43) and (44).
NEQUk = 〈Ω| C†k(B = 0)Ck(B = 0) |Ω〉 = 〈Ω0| Ck(B →∞)†Ck(B →∞) |Ω0〉 =
=−U2
∫ ∞
−∞
dE
Jk(E;n)
(E − k)2 (51)
16 This simple representation of Nk(B, t) depends in a subtle way on the chosen nor-
mal ordering prescription. Here the reference state of the normal ordering procedure
is identical with that state for which the expectation value of the number operator
is taken. If both states disagree, cross-terms proportional to ∼ h×M appear.
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Fig. 3. In nonequilibrium, a fermionic particle C†k decays with time. We only con-
sider processes which contribute to the momentum distribution up to second order
in U . In this schematic diagram the sequence of transformations applied to C†k
is illustrated. The FORWARD transformation starts with the fully coherent initial
conditions of a physical particle. TIME arrows indicate the insertion of phase shifts,
the BACKWARD transformation can be decomposed into fully coherent (A) initial
conditions and fully incoherent (B) ones. The result of the sequence of transforma-
tions is expressed in total coefficients h and M .
where the phase space factor
Jk(E;n) =
∑
1′2′1
δ1
′+2′
1+k δ(1′ + 2′ − 1 − E)×
× [nkn1(1− n1′)(1− n2′)− (1− nk)(1− n2)n1′n2′ ] (52)
resembles the quasiparticle collision integral of a quantum Boltzmann equation
[73]. We will compare (51) with the time dependent momentum distribution
after an interaction quench.
5.3 Nonequilibrium momentum distribution
We continue our approach towards the nonequilibrium momentum distribution
by evaluating the time dependence of the creation operator represented in the
initial basis (B = 0)
C†k↑(B = 0, t) = hk↑(0, t) c†k↑ +
∑
1′2′1
M1′2′1↑↓↓(0, t) δk+11′+2′ :c
†
1′↑c
†
2′↓c1↓:
according to fig. 1. Our aim is to write these time dependent coefficients h(0, t)
and M(0, t) in section (5.3.3) as functions of analogously defined (but time
independent) parameters of the forward transformation (FT; see 5.1.7) and
the backward transformation (BT; see 5.3.2) as well as of time dependent
phase factors introduced by time evolution (5.3.1). Fig. 3 illustrates some of
the used notation and the power counting of the perturbative analysis.
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5.3.1 Time evolution
We time evolve the creation operator in its energy-diagonal representation
Ck↑(B → ∞) with respect to the energy-diagonal Hamiltonian. Its leading
part, the noninteracting Hamiltonian, generates a time evolution according to
U(t, t0 = 0) = eiH0t which can be treated exactly. Corrections arise due to the
energy-diagonal interacting part of the Hamiltonian and cause the appearance
of secular terms. It will be shown in section (5.3.5) that they can be neglected
in a second order calculation. Hence the action of U onto the ansatz (38a)
C†k↑(B, t) = h(A),FTk↑ (B) U †(t, 0)c†k↑U(t, 0)
+
∑
1′2′1
M
(A),FT
1′2′1↑↓↓(B) δ
k+1
1′+2′ U †(t, 0) :c†1′↑c†2′↓c1↓:U(t, 0) (53)
is for B →∞ fully described by additional phases accompanying the param-
eters h(A),FT and M (A),FT .
hk↑(B →∞, t) = eikt h(A),FTk′↑ (B →∞) (54a)
M1′2′1↑↓↓(B →∞, t) = ei(1′+2′−1)t M (A),FT1′2′1↑↓↓(B →∞) (54b)
5.3.2 Inverse transformation
The final step depicted in fig. 1 is the backward mapping of the time-evolved
observables into the original representation of physical fermions. It is imple-
mented by the inverse sequence of differential unitary transformations and
simply achieved by interchanging the limits of the B-integration in the for-
ward transformation or, intuitively, by ’running the transformation backwards’
[47]. Yet the decay of a physical fermion under the forward transformation has
generated nonvanishing incoherent contributions in order U ; therefore differ-
ent initial conditions for the backward transformation of Ck↑(B = ∞, t > 0)
apply. According to (5.1.5) a linear combination of the solutions for (A) and
(B) leads to a full solution at arbitrary initial conditions. Case (A) can di-
rectly be taken from (5.1.7) with M (A),BT = −M (A),FT and invariant h(A).
The discussion of case (B) is simplified by noting that the pre-factor of its
nonvanishing initial condition is proportional to U because of the generation
of this term under the forward transformation. We will consider this additional
power of U in a perturbative analysis of the relevant contributions but solve
the differential equations for the unweighted initial conditions of case (B).
Case B: Perturbative analysis and approximate solution
At the onset of the backward flow, i.e. for large values of the flow parameter
(B0 =∞), we insert the weighted initial conditions of case (B) as a constant
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parametrization into the right hand side of the flow equations (39-41). With
M↑↓↓ ∼ O(U), hk↑(B) is generated by (39) to second order in U ; hence, within
a second order calculation, the parametrization hk↑ = 0 holds throughout the
backward transformation. Consequently, corrections to M↑↓↓ are second order
in U , as well is the generation of M↑↑↑. Looking at (56b) and back to (50)
shows that a second order result of the momentum distribution only requires
the knowledge of M to first order. This is a priori known by the weighted
initial condition. Integrating (39) gives
h
(B),BT
k↑ (B) = U Qp′q′p
e−B(∆p′pq′k)
2
∆p′pq′k
(55a)
M
(B),BT
1′2′1↑↓↓(B) = δ
p′
1′δ
q′
2′δ
p
1 (55b)
5.3.3 Composite transformation
We finish the computation of the time dependent creation operator by com-
posing the forward transformation (FT), the approximate time evolution and
the backward transformation (BT) and represent the joint result in terms of
time dependent parameters hk↑(B = 0, t) and M↑↓↓(B = 0, t). Fig. 3 gives a
pictorial representation of these expressions.
hk↑(B = 0, t) = h
(A),BT
k↑ e
ikt h
(A),FT
k↑ +
∑
p′q′p
h
(B),BT
k′↑ e
i(p′+q′−p)tM (A),FTp′q′p↑↓↓ (56a)
Mk
′
1′2′1↑↓↓(B = 0, t) = M
(A),BT
1′2′1↑↓↓ e
ikt h
(A),FT
k↑ +
∑
p′q′p
M
(B),BT
p′q′p↑↓↓ e
i(p′+q′−p)tM (A),FTp′q′p↑↓↓
(56b)
5.3.4 Nonequilibrium momentum distribution
Inserting the results (43, 44, 54 and 55) via (56) into (50) yields the nonequi-
librium time-dependent momentum distribution function for the initial state
|Ω0〉.
NNEQk (t) := 〈Ω0| Nk(B = 0, t) |Ω0〉 = nk−4U2
∫ ∞
−∞
dE
sin2((E − k)t/2)
(E − k)2 Jk(E;n)
(57)
We define the correlation-induced time-dependent correction to the momen-
tum distribution
∆NNEQk (t) =N
NEQ
k (t)− nk
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and perform a time average of its long-time limit. Note that equation (57)
resembles the structure of Fermi’s golden rule. There the same energy kernel
consisting of the same sinusoidal time dependence and energy denominator
becomes increasingly localized with time such that, in the limit of infinite
time, the energy integral collapses into a secular term ∝ t [74]. Here, however,
the energy dependence of the phase space factor compensates for the energy
denominator at the Fermi energy. This is a particular feature of a many-
body fermionic system at zero temperature. Interchanging time average and
energy integration then results in a factor of 1/2. Around the Fermi energy, the
long-time limit of the second order perturbative correction to the correlated
momentum distribution is given by
∆NNEQk := limt→∞〈∆N
NEQ
k (t)〉t = −2U2
∫ ∞
−∞
dE
Jk(E;n)
(k − E)2
(51)
= 2 ∆NEQUk (58)
Compared with the equilibrium result one observes the key factor two. It rep-
resents a similar mismatch of the quasiparticle residue: Its correlation induced
reduction is doubled in nonequilibrium compared to the equilibrium result
1− ZNEQ = 2(1− ZEQU).
5.3.5 Vanishing influence of leading secular terms
The interpretation of a perturbatively calculated long-time limit result must
be based on an analysis of possible secular corrections. Such terms may arise
from a simultaneous expansion in both the interaction and time as it was done
na¨ıvely by the zeroth order approximation UB→∞(t, t0 = 0) = eiH(B→∞)t ≈
eiH0t in (5.3.1); they may render a calculation unreliable on short time scales.
We, firstly, notice that up to second order the decomposition
eiHt = eiH0teiHinttet
2[H0,Hint]/2 ≈ eiH0teiHintt
is exact since in the energy-diagonal representation the generator η(B) =
[H0, Hint] [cf. (33)] vanishes.
Secondly, we will show that the first order expansion of ∆U(t, t0 = 0) =
eiHint(B→∞)t, acting onto the ansatz (38a) like U in (53), does not influence the
momentum distribution. The further analysis is simplified by the observation
that these correction terms (which, of course, solely root in the time evolution
of the creation operator) can be formally written as time-dependent correc-
tions to the forward transformation. This allows to straightforwardly evaluate
their contribution to the full time evolution of the momentum distribution
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function by inserting the following corrections into (56) and (50):
∆hFTk↑ = −it U
∑
p′q′p
M
(A),FT
p′q′p Qp′pq′δ
p+k
p′+q′δ(∆p′pq′k)
(43)
= it U2
∫
dE
Ik(E)
E − k δ(E − k)
(47)≡ 0 (59a)
∆MFT1′2′1 = −it U h(A)k↑ δ(∆1′12′k)δ1+k1′+2′ (59b)
(59a) vanishes because of the phase space evaluation presented in (5.1.8). The
same argument holds for the influence of (59b) either directly in (56a) or
finally in (50). Altogether, there is no leading correction.
Moreover, there is no second order secular term contributing to the momentum
distribution. The only one conceivable can be an outcome of the following
transformation
c†k(B = 0)
FT→
O(1)
c†k(B =∞) Hint−→O(Ut) :c
†
1′c
†
2′c1: (B =∞) Hint−→O(Ut) c
†
k(B =∞) BT→O(1) c
†
k(B = 0)
The corresponding correction can be constructed from (59a) and (59b) and
vanishes similar to (59a).
Here we observe the suppression of secular terms due to the interplay of time
evolution with respect to an energy diagonal Hamiltonian and fermionic phase
space factors. It occurs, in most cases, already on the level of the transforma-
tion of the creation operator. This illustrates the advantages of the chosen
transformation scheme. One secular term, however, only vanishes because of
the particular structure of the transformed number operator.
We conclude that the time evaluation with respect to the noninteracting
Hamiltonian H0 in (5.3.1) is justified and that the second order long-time
limit (58) is not modified by secular corrections.
5.4 Nonequilibrium energy relaxation
Before we discuss the time behavior of the quenched Fermi liquid we establish
some results on momentum mode averaged energies like the kinetic energy or
the interaction energy.
ENEQ,INT(t) :=U 〈Ω0|Hint(t) |Ω0〉 (60)
ENEQ,KIN(t) :=U 〈Ω0|H0(t) |Ω0〉 =
∫ ∞
−∞
dk k Nk(t) (61)
Although the total energy of a closed system is conserved, its partition onto
interaction energy and kinetic energy after the quench is time dependent.
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Fig. 4. Sketch of the total energy (full line), kinetic energy (broken line) and in-
teraction energy (dotted line) for the equilibrium (thin lines) and nonequilibrium
(thick lines) case in second order perturbation theory. Nonequilibrium energies are
compared at the quenching time and in the limit of infinite time. The bowed arrows
indicate the corresponding energy relaxation, the straight arrows the gain in kinetic
energy (broken filling) which equals the total excitation energy over the equilibrium
ground state (full filling).
The energy zero point is defined by the Fermi energy of the noninteracting
Fermi gas F = 〈Ω0|H0 |Ω0〉 ≡ 0. It agrees with the kinetic energy shortly
after the quench ENEQ,KIN(t = 0+) = 0 because the state of the system
is not changed by the quench directly and the time evolution of H0 with
respect to H has not been effective. Moreover, as Hint is normal ordered with
respect to |Ω0〉, also the interaction energy shortly after the quench vanishes
ENEQ,INT(t = 0+) = 0. This implies that the total energy before and after the
quench remains identically zero ENEQ = 〈Ω0|H |Ω0〉 := 0. However, since the
ground state of the interacting normal-ordered Hamiltonian is lower that that
of the Fermi gas, the system is initialized in an excited state.
5.4.1 Equilibrium energies
The point of reference of all energy considerations at nonnegative times, how-
ever, is the total energy of the equilibrium ground state of the interacting
system. We calculate it in perturbation theory with respect to the noninter-
acting Hamiltonian H0; note that its eigenstates |m〉 (m ∈ N0 with |Ω0〉 = |0〉)
are non-degenerate.
EEQU := 〈Ω|H |Ω〉 P.T.= 〈0|H0 |0〉+ 〈0|Hint |0〉︸ ︷︷ ︸
ENEQ=0
+
∑
m 6=0
|〈0|Hint |m〉|2
0 − m︸ ︷︷ ︸
≈−EEXC
+O(U3)
(62)
This allows to read off the excitation energy of the quenched quantum system
above the interacting ground state EEXC := ENEQ − EEQU = U2ρFα ≥ 0.
It is positive, second order in U and its precise value depends – due to the
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summation over all quantum numbers m – on the lattice structure. We hide
such details in a numerical prefactor α.
Further equilibrium energies can be calculated from the Feynman-Hellman
theorem [75] 17
∂EEQU(U)
∂U
= 〈Ω(U)| ∂H(U)
∂U
|Ω(U)〉 (62)= − 2
U
EEXC
H
= 〈Ω(U)| Hint
U
|Ω(U)〉 = E
EQU,INT
U
(63)
With (62) and (63) we know EEQU,INT = −2EEXC and EEQU,KIN = EEXC.
5.4.2 Nonequilibrium energies
Next we calculate the nonequilibrium energies in the long-time limit of the
second order calculation. As the Fermi energy is set to zero,
ENEQ,KIN =
∫
dk k ∆N
NEQ
k
(58)
= 2EEQU,KIN = 2EEXC (64)
and ENEQ,INT = −2EEXC. All energies are sketched in fig. 4. Hence a second
order calculation shows that the excitation energy of the quench is fully con-
verted into additional kinetic energy such that ENEQ,KIN = EEQU,KIN + EEXC
while ENEQ,INT = EEQU,INT. This is a remarkable observation.
5.4.3 Interpretation
The redistribution of energy between potential and kinetic energy occurs in an
early phase of the evolution of the model. Although the full excitation energy
is transferred to the kinetic degrees of freedom this does not mean that the
model has thermalized. While on average the kinetic energy has acquired its
final value the distribution of the energy on the various (momentum) degrees
of freedom is still a nonequilibrium one. This can be seen in the momentum
distribution function which will relax to thermal equilibrium only on a much
longer time scale. In between there is a time regime in which a characteristic
nonequilibrium momentum distribution is retained while the energies have
already relaxed.
17 Note that the norm of the interacting ground state is invariant.
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Fig. 5. The time evolution of the momentum distribution NNEQ() is plotted around
the Fermi energy for ρFU = 0.6. A fast reduction of the discontinuity and 1/t-oscil-
lations can be observed. The arrow in the plot for t = 2.5 indicates the size of the
quasiparticle residue in the quasi-steady regime.
5.5 Discussion of a multi-step dynamics of the nonequilibrium Hubbard model
In the following we will illustrate the consequences of the above calculations
and develop a picture of the real-time evolution of a Fermi liquid after an
interaction quench. We observe three different time regimes which we illustrate
by a numerical evaluation of the time dependent momentum distribution (57).
For computational convenience we use the limit of infinite dimensions where
momentum sums can be evaluated by energy integrals. It is generally assumed
that in this limit the generic features of a Fermi liquid are retained. A Gaussian
density of states ρ() = exp (−(/t∗)2/2) /√2pit∗ includes the constraints of a
hypercubic lattice. t∗ is linked to the hopping matrix element by dimensional
scaling t −→ t∗√
2d
to retain a nontrivial relation between the kinetic and the
interaction energy in all dimensions [76]. ρF = ρ( = 0) denotes the density of
states at the Fermi level. For three time steps explicit results are depicted in
fig. 5.5.
5.5.1 Short-time quasiparticle buildup and nonequilibrium state
The first time regime is the one covered by the above second order perturba-
tive calculation. The evolution of the time dependent momentum distribution
for physical fermions exhibits the build-up of multi-particle correlations from
a noninteracting Fermi gas which leads to the formation of a quasiparticle
description. The shrinking of the Fermi surface discontinuity of the momen-
tum distribution to a finite, nonzero value (Fig. 5.5 mirrors the fast reduction
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Fig. 6. The universal curves for the correction to the momentum distribution
∆Nk = Nk − nk are given for both the equilibrium and for the nonequilibrium
quasi-steady state in the weak-coupling limit.
of the quasiparticle residue from one to ZNEQ < 1 on a time scale is set by
second order perturbation theory 0 < t . ρ−1F U−2. 1/t-oscillations accompany
this process.
Afterwards, the momentum distribution functions indicates that a zero tem-
perature Fermi liquid description holds. Hence, quasiparticles are well-defined
quantities around the Fermi surface. However, the mismatch of the quasipar-
ticle residue by a factor of two (58) when compared to the corresponding
equilibrium distribution displays its continued nonequilibrium nature and a
postponed relaxation.
It is helpful to change the point of view from a momentum distribution of
physical fermions (PF) to one of quasiparticles (QP). They agree with each
other on the main features. However, since interaction effects are absorbed into
the definition of the quasiparticles, the quasiparticle distribution exhibits less
pronounced correlation-induced signatures. In equilibrium they vanish com-
pletely and a zero temperature quasiparticle distribution always equals a filled
Fermi sea with a Fermi surface discontinuity of size one NEQU;QPk = Θ(F−k).
In nonequilibrium, this absorption of interaction effects is incomplete. Due to
the increased correlation-dependent reduction of the quasiparticle residue by
a factor of two a mapping of the nonequilibrium momentum distribution for
physical fermions into a quasiparticle representation will generate a distribu-
tion with a reduced Fermi surface discontinuity. In second order perturbation
theory NNEQ,QPk = N
EQU,PF
k . The reduced discontinuity of the quasiparticle
distribution now describes the deviation from equilibrium. We will discuss its
further relaxation.
While, so far, we have only observed a partial relaxation of the momentum
distribution, the second order calculation shows a complete transfer of the ex-
citation energy from interaction energy to kinetic energy [cf. fig. 4]. However,
since the momentum distribution still exhibits zero-temperature features, this
is not related to heating. The simultaneous relaxation of average energies and
non-relaxation of other, mode-specific expectation values is known as prether-
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malization. It has been described in nonequilibrium quantum field theories
modeling, for instance, the early universe [77] and underlines the nonequilib-
rium nature of the final state depicted by fig. 5.5.
5.5.2 Intermediate quasi-steady regime.
So far we have observed the build-up of a characteristic nonequilibrium state
which we have characterized by its energies and momentum distribution. A
study of corrections to the second order perturbative result shows that it ex-
tends throughout a second time regime: As the Hubbard model is particle-hole
symmetric [64] the next nonvanishing contributions are expected in fourth
order. Their relevance for the further dynamics will be discussed later. Here
we note that there are no immediate changes to the state of the system for
times t & ρ−1F U−2. Hence the nonequilibrium Fermi liquid state represents
an intermediate quasi-steady regime of the dynamics; for small values of the
interaction U it holds for ρ−1F U
−2 . t . ρ−3F U−4. This should simplify the
observation of this nonequilibrium state in prospective experiments.
5.5.3 Long-time behavior – Thermalization
The mentioned fourth order corrections to the flow equations calculation de-
scribe the characteristic dynamics of a third time regime on a scale t ∼ ρ−3F U−4.
It originates both from higher order terms of the diagonalizing transformation
and from the full time evolution generated by the energy diagonal interaction
Hamiltonian. Their full calculation is beyond the scope of this work. Fortu-
nately, an effective treatment of elastic scattering processes in a quasiparticle
representation is provided by the quantum Boltzmann equation (QBE) [73]
∂NQPk (t)
∂t
= −ρF U2 Jk(E = k, NQP(t)) . (65)
Based on its main prerequisite, a well-established quasiparticle picture, it
models phenomenologically the relaxation of a nonequilibrium quasiparticle
distribution to a thermal one. One generally expects that it describes the cor-
rect long-time behavior although its proper derivation remains an unsolved
but well-discussed problem of mathematical physics; this contains the delicate
question how the transition from a deterministic quantum dynamics to a ir-
reversible statistical description can be rigorously achieved [78]. Here we only
motivate its application.
The characteristic features of the quantum Boltzmann equation can be read
off its right hand side which is commonly referred to as the scattering inte-
gral [79]. Since Jk(E = k, n) is energy conserving it describes similar elastic
two-particle scattering processes as the energy-diagonal interacting part of the
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Hamiltonian. Thus a (QBE) description appears as a natural extension of a
flow equation analysis which only addresses energy non-diagonal processes.
This motivation is backed by the observation of a related coincidence: a per-
turbative expansion of the scattering integral for the intermediate steady state
leads to an analogous fourth order correction as it is expected in the flow equa-
tion approach. Therefore we link the QBE to the previous dynamics by taking
the quasiparticle momentum distribution of the intermediate nonequilibrium
Fermi liquid state NNEQ;QPk as its initial condition. Because N
QP:NEQ
k allows
nonzero phase space for scattering processes in the vicinity of the Fermi sur-
face, linearizing the phase space factor in the scattering integral shows that
the initial quasiparticle distribution function starts to evolve on the time scale
t ∝ ρ−3F U−4. This implies that the quasi-steady fermionic distribution function
depicted in the last panel of fig. 5.5 starts to decay on the same time scale.
The further dynamics of the quasiparticle momentum distribution function
follows, again, from the scattering integral. Since Jk(E = k, n) vanishes for
Fermi-Dirac distributions (n = nFD) these are the stable fixed points of (65).
Moreover, the scattering integral conserves the kinetic energy such that the
evolution towards a fixed point is constrained to an energy hypersurface in
phase space. Hence, if the quantum Boltzmann dynamics continues until it
reaches its stable fixed point, thermalization of the momentum distribution
can be expected. This implies that the excitation energy, which has relaxed
into an excess of kinetic energy already at an earlier stage, is redistributed
among the momentum modes until a thermal distribution is achieved. The
corresponding temperature Tth ∼ U of the thermal momentum distribution
follows directly from fitting its Sommerfeld expansion [80] to the excitation
energy.
Notice that fourth order corrections to the diagonalizing transformation may
cause an obliteration of the Fermi surface discontinuity even for short times.
However, after the quench, the momentum distribution will still show a steep
descent; therefore its widening can be safely neglected. We want to mention
that the assumption of a quasiparticle picture for all later times is nontrivial.
This is a general question of a QBE approach and is usually accepted.
5.6 Consequences of the Hubbard dynamics
In the past section we have observed the separation of two time scales of the
Hubbard dynamics. While interaction effects lead to a rapid establishment of
a quasiparticle picture, the equilibration of the momentum distribution, i.e.
heating, is deferred to a much later time. This delayed relaxation is a con-
sequence of two fundamental properties: Firstly, the Pauli principle imposes
characteristic phase space restrictions on a multiparticle fermionic system.
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Those suppress two-particle scattering processes and, thereby, reduce the effi-
ciency of an interaction-driven momentum relaxation; they are responsible for
the generic appearance of particle-like low energy excitation physics in a Fermi
liquid such that a meaningful analogy between the behavior of the squeezed
one-particle oscillator and the many-body Hubbard model can be justified.
Secondly, translational invariance implies the conservation of lattice momenta.
Hence there is no other way of momentum relaxation than by momentum
transfer in two-particle (or higher) scattering processes. In combination, these
two properties form a restrictive bottleneck for the relaxation dynamics. The
particular form of the interaction, however, is less important. For the above
calculations we have assumed the applicability of perturbation theory in the
interaction strength. Since only second order and fourth order terms describe
the evolution of the momentum distribution, there is no difference between
attractive and repulsive interactions; moreover, a generalization to nonlocal
interactions is easily possible by introducing momentum dependent interaction
matrix elements. The main observation of a characteristic mismatch between
the –interaction dependent– zero temperature correlated equilibrium ground
state of the momentum distribution and a similarly shaped distribution in
the intermediate regime of the nonequilibrium case persists. Hence we expect
similar nonequilibrium behavior for a large class of weakly interacting and
perturbatively approachable model systems independent of the exact nature
and the particular form of the interaction. This reflects the rather generic ap-
plicability of Fermi liquid theory for not too strongly interacting systems in
equilibrium.
Moreover, our findings are relevant for studies focussing on the nonequilib-
rium physics of models with a Fermi liquid instability (FLI). Let us consider
a quench from a noninteracting Fermi gas into a phase which exhibits such an
instability. In the subsequent dynamics on a buildup time tFLI−B one expects
both the buildup of the Fermi liquid instability and characteristic nonequilib-
rium physics related to it. Since non-perturbative weak interaction instabilities
are typically linked to exponentially small energy scales, tFLI−B will be large
such that characteristic features of the instability are not observable for short
times after the quench. In this regime, our perturbative calculation for the
nonequilibrium Fermi liquid applies approximately even in the presence of a
nonperturbative instability. Quenching into a FLI-phase then requires us to
compare the timescales of the dynamics of the nonequilibrium Fermi liquid
with that of the instability.
If the FLI-phase is nonperturbative and distinguished by a gap in the energy
spectrum, as it is, for example, the superconducting phase of a Hubbard model
with an attractive interaction, an excitation beyond the energy gap is essential
to observe any characteristic nonequilibrium behavior. This excitation can be
induced by a sudden interaction quench. As we have seen the inserted energy
causes heating effects which may wipe out all signatures of the FLI. Still the
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delayed onset of heating in a Fermi liquid can open a time window for the
observation of the nonequilibrium dynamics even in the FLI regime.
A popular example for such behavior is the BCS instability. Recently the study
of its nonequilibrium dynamics following a sudden quench in the BCS inter-
action has attracted a lot of attention; depending on the precise conditions of
the quench, for instance oscillatory behavior in the order parameter ∆BCS(t)
has been found [81,82,22]. These studies only focus on the behavior of the
(nonlocal) BCS Hamiltonian which is an effective low energy description of a
superfluid. Since its dynamics is integrable a complete topological classifica-
tion of the behavior of all excited states could be given [22] and no heating
is observed. The actual experimental realization in optical lattices, however,
only allows for a quench of the local two-particle Hubbard interaction. Aside
from the emergence of an effective BCS interaction, the persistent influence
of ordinary Fermi liquid behavior can be expected in such systems. Then a
quench simultaneously initializes the nonequilibrium dynamics of the instabil-
ity and heating effects. For a sudden quench heating dominates in agreement
with [82] (since Teff  ∆BCS = exp(−1/ |ρU |)) and makes the nonequilibrium
BCS dynamics unobservable. Hence a further analysis of the crossover be-
tween instantaneous and adiabatic switching is required to study the visibility
of such nonequilibrium dynamics.
6 Conclusions
In this paper we have presented the real-time dynamics following an interac-
tion quench for systems with a discrete energy spectrum and for a Fermi liquid.
In all cases we have discussed our key observation which is a discrepancy be-
tween the equilibrium and the long-time averaged nonequilibrium occupation
by a factor of two. This factor appears precisely in the modification of the
noninteracting occupation due to interaction effects and illustrates a simple
example for the interplay of interactions and nonequilibrium conditions.
In a first analysis this factor was calculated for the squeezed oscillator. Since
this is an exactly solvable one-particle model, a comparison between the per-
turbative and the exact result showed that this discrepancy is not an artifact
of perturbation theory. The precise value of two, however, is only reached in
the limit of weak interaction. Afterwards, this observation was formulated as
a theorem applicable to a larger class of discrete systems and observables. We
have given two proofs which point out aspects of the origin of the factor two.
One of them reconstructs and illustrates the applied transformation scheme
which we used to calculate the nonequilibrium dynamics.
These observations for discrete systems are paralleled by analogous behav-
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ior for the zero-temperature momentum distribution function of a quenched
Fermi liquid. In the second part of this paper we presented details on a weak
interaction quench within the Fermi liquid phase of the Hubbard model in
more than one dimension [1]. To cope with the continuous energy spectrum
of this Hamiltonian we based our calculation on the flow equation method
following Wegner to achieve an approximate diagonalization in energy space.
Since the Hubbard model in more than one dimension is nonintegrable, the
expectation is that the expectation values of simple observables should ther-
malize. Hence the characteristic mismatch of the nonequilibrium momentum
distribution function when compared with the equilibrium one can only be a
transient phase of a longer relaxation dynamics. Accordingly, we have found
a three step dynamics of the quenched Fermi liquid: During the first phase a
nonequilibrium quasiparticle description builds up which is characterized by
an untypical value for the nonequilibrium quasiparticle residue. Again, the
factor of two appears in the correlation induced reduction of the quasiparti-
cle residue and mimics one-particle behavior. The momentum distribution of
this transient nonequilibrium state remains frozen throughout a second phase
which can be large for weak interaction. This has been explained by referring
to the restricted phase space for two-particle scattering in a zero-temperature
fermionic many-body system and corresponds to the collisionless regime. It
delays momentum relaxation but does not prevent prethermalization of the
kinetic energy. A third phase of the dynamics of the momentum distribution
follows from the nonequilibrium nature of the transient state. Its nonequilib-
rium momentum distribution opens phase space for further scattering events.
Upholding a quasiparticle picture their backaction onto the momentum dis-
tribution is described by a quantum Boltzmann equation which is an effective
kinetic equation for the momentum distribution function in terms of a scat-
tering integral. Since the later vanishes for equilibrium distribution functions
and nonequilibrium derivations are small in U2 it predicts the thermalization
of the momentum distribution on a longer timescale set by tth ∼ ρ3U−4.
This is a major difference to a similar analysis for fermions in one dimension
[27]. There a quench in the forward scattering leads to an integrable dynamics
which equals, after bosonization, that one of the squeezed oscillator for each
of the momentum modes. In consequence, a similar mismatch between critical
exponents of equilibrium and nonequilibrium correlation functions has been
found which approaches the factor two in a perturbative limit. However, as no
residual quasiparticle interaction occurs, thermalization is impossible: from
our point of view our quasi-steady regime extends to all times in this one
dimensional model. Comparing the results for the one dimensional case with
our observations for higher dimensions elucidates how thermalization occurs
or is inhibited in these two translationally invariant systems.
Another perspective for further research lies in the examination of the crossover
from instantaneous to adiabatic switching.
49
Acknowledgements
We acknowledge valuable discussions with F. Marquardt. This work was sup-
ported through SFB 631 of the Deutsche Forschungsgemeinschaft, the Center
for NanoScience (CeNS) Munich, and the German Excellence Initiative via
the Nanosystems Initiative Munich (NIM). M.M. acknowledges the support of
the German National Scholarship Foundation.
References
[1] M. Moeckel, S. Kehrein, Interaction quench in the Hubbard model, Phys. Rev.
Lett. 100 (2008) 175702.
[2] B. P. Anderson, M. A. Kasevich, Macroscopic quantum interference from atomic
tunnel arrays, Science 282 (1998) 1689.
[3] P. Jessen, I. Deutsch, Optical lattices, Adv. At. Mol. Opt. Phys. 37 (1996) 95.
[4] J. Hubbard, Electron correlations in narrow energy bands., Proc. R. Soc.
London, Ser. A 276 (1963) 238.
[5] I. Bloch, J. Dalibard, W. Zwerger, Many-body physics with ultracold gases,
Rev. Mod. Phys. 80 (2008) 885.
[6] M. Greiner, O. Mandel, T. Esslinger, T. Ha¨nsch, I. Bloch, Quantum phase
transition from a superfluid to a mott insulator in a gas of ultracold atoms,
Nature (London) 415 (2002) 39–44.
[7] M. Greiner, O. Mandel, T. Ha¨nsch, I. Bloch, Collapse and revival of the matter
wave field of a Bose-Einstein condensate, Nature (London) 419 (2002) 51–54.
[8] T. Kinoshita, T. Wenger, D. Weiss, A quantum Newton’s craddle, Nature
(London) 440 (2006) 4693.
[9] M. Ko¨hl, H. Moritz, T.Sto¨ferle, K. Gu¨nther, T. Esslinger, Fermionic atoms in
a 3d optical lattice: Observing fermi-surfaces, dynamics and interactions, Phys.
Rev. Lett. 94 (2004) 080403.
[10] T. Rom, T. Best, D. van Oosten, U. Schneider, S. Fo¨lling, B. Paredes, I. Bloch,
Free fermion antibunching in a degenerate atomic fermi gas released from an
optical lattice, Nature (London) 444 (2006) 733.
[11] J. Chin, D. Miller, Y. Liu, C. Stan, W. Setiawan, C. Sanner, K. Xu, W. Ketterle,
Evidence for superfluidity of ultracold fermions in an optical lattice, Nature
(London) 443 (2006) 961.
[12] N. Strohmaier, Y. Takasu, K. Gu¨nther, R. Jo¨rderns, M. Ko¨hl, H. Moritz,
T. Esslinger, Interaction-controlled transport of an ultracoild fermi gas, Phys.
Rev. Lett. 99 (2007) 220601.
50
[13] R. Jo¨rdens, N. Strohmaier, K. Gu¨nter, H. Moritz, T. Esslinger, A mott insulator
of fermionic atoms in an optical lattice, cond-mat/0804.4009.
[14] E. Barouch, B. M. McCoy, M. Dresden, Statistical mechanics of the xy model.
i, Phys. Rev. A 2 (1970) 1075.
[15] K. Sengupta, S. Powell, S. Sachdev, Quench dynamics across quantum critical
points, Phys. Rev. A 69 (2004) 053616.
[16] W. Zurek, U. Dorner, P. Zoller, Dynamics of a quantum phase transition, Phys.
Rev. Lett. 95 (2005) 105701.
[17] P. Calabrese, J. Cardy, Evolution of entanglement entropy in one-dimensional
systems, J. Stat. Mech. (2005) 04010.
[18] R. W. Cherng, L. S. Levitov, Entropy and correlation functions of a driven
quantum spin chain, Phys. Rev. A 73 (2006) 043614.
[19] P. Barmettler, A. M. Rey, E. Demler, M. D. Lukin, I. Bloch, V. Gritsev,
Quantum many-body dynamics of coupled double-well superlattices, Phys. Rev.
A 78 (2008) 012330.
[20] E. A. Yuzbashyan, B. L. Altshuler, V. B. Kuznetsov, V. Z. Enolskii,
Nonequilibrium cooper pairing in the nonadiabatic regime, Phys. Rev. B 72
(2005) 220503.
[21] E. A. Yuzbashyan, M. Dzero, Dynamical vanishing of the order parameter in a
fermionic condensate, Phys. Rev. Lett. 96 (2006) 230404.
[22] E. A. Yuzbashyan, O. Tsyplyatyev, B. L. Altshuler, Relaxation and persistent
oscillation of the order parameter in fermionic condensates, Phys. Rev. Lett. 96
(2006) 097005.
[23] G. L. Warner, A. J. Leggett, Quench dynamics of a superfluid fermi gas, Phys.
Rev. B 71 (2005) 134514.
[24] D. M. Gangardt, M. Pustilnik, Correlations in an expanding gas of hard-core
bosons, Phys. Rev. A 77 (2007) 041604.
[25] M. Rigol, A. Muramatsu, M. Olshanii, Hard-core bosons on optical
superlattices: Dynamics and relaxation in the superfluid and insulating regimes,
Phys. Rev. A 74 (2006) 053616.
[26] M. Rigol, V. Dunjko, V. Yurovsky, M. Olshanii, Relaxation in a Completely
Integrable Many-Body System: An n ab Initio Study of the Dynamics of the
Highly Excited States of 1D Lattice Hard-Core Bosons, Phys. Rev. Lett. 98
(2007) 050405.
[27] M. A. Cazalilla, Effect of suddenly turning on interactions in the luttinger
model, Phys. Rev. Lett. 97 (2006) 156403.
[28] A. Iucci, M. A. Cazalilla, Spreading of correlations and entanglement after a
quench in the one-dimensional Bose-Hubbard model, (2009) arXiv:0903.1205
51
[29] A. Faribault, private communication.
[30] M. Eckstein, M. Kollar, Non-thermal steady states after an interaction quench
in the falicov-kimball model, Phys. Rev. Lett. 100 (2008) 120404.
[31] S. R. Manmana, S. Wessel, R. M. Noack, A. Muramatsu, Strongly correlated
fermions after a quantum quench, Phys. Rev. Lett. 98 (2007) 210405.
[32] S. R. Manmana, S. Wessel, R. M. Noack, A. Muramatsu, Time evolution of
correlations in strongly interacting fermions after a quantum quench, (2007)
arXiv:0812.0561.
[33] C. Kollath, A. La¨uchli, E. Altmann, Quench dynamics and non equilibrium
phase diagram of the bose-hubbard model, Phys. Rev. Lett. 98 (2007) 180601.
[34] C. Kollath, A. La¨uchli, Spreading of correlations and entanglement after a
quench in the one-dimensional Bose-Hubbard model, J. Stat. Mech. (2008)
P05018.
[35] J. Ford, The fermi-pasta-ulam problem: Paradox turns discovery, Phys. Rep.
213 (1992) 271–310.
[36] E. Fermi, J. Pasta, S. Ulam, Collected Papers of Enrico Fermi: 266. Studies
of Non Linear Problems, Document LA-1940 (May 1955), The University of
Chicago Press, 1965.
[37] S. Flach, M. V. Ivanchenko, O. I. Kanakov, q-Breathers and the Fermi-Pasta-
Ulam Problem, Phys. Rev. Lett. 95 (2005) 064102.
[38] E. T. Jaynes, Information theory and statistical mechanics, Phys. Rev. 106
(1957) 620.
[39] T. Barthel, U. Schollwo¨ck, Dephasing and the steady state in quantum many-
particle systems, Phys. Rev. Lett 100 (2008) 100601.
[40] M. Cramer, C. Dawson, J. Eisert, T. Osborne, Exact relaxation in a class of
nonequilibrium quantum lattice systems, Phys. Rev. Lett. 100 (2008) 030602.
[41] M. Cramer, A. Flesch, I. P. McCulloch, U. Schollwo¨ck, J. Eisert, Exploring local
quantum many-body relaxation by atoms in optical superlattices, Phys. Rev.
Lett. 101 (2008) 063001.
[42] J. Deutsch, Quantum statistical mechanics in a closed system, Phys. Rev. A 43
(1991) 2046.
[43] M. Srednicki, Chaos and quantum thermalization, Phys. Rev. E 50 (1994) 888.
[44] P. Calabrese, J. Cardy, Quantum quenches in extended systems, J. Stat. Mech.
(2007) 06008.
[45] M. Rigol, V. Dunjko, M. Olshanii, Thermalization and its mechanism for generic
isolated quantum systems, Nature (London) 452 (2008) 854.
[46] G. Baym, Lectures on Quantum Mechanics, Benjamin/Cummings Publishing,
1973.
52
[47] A. Hackl, S. Kehrein, Real Time Evolution in Quantum Many-Body Systems
with Unitary Perturbation Theory, Phys. Rev. B 78 (2008) 092303.
[48] H. Goldstein, C. Poole, J. Safko, Classical Mechanics, Addison-Wesley, 2002.
[49] F. Wegner, Flow equations for hamiltonians, Ann. Physik (Leipzig) 3 (1994)
77.
[50] D. F. Walls, Squeezed states of light, Nature (London) 306 (1983) 141.
[51] M. O. Scully, M. S. Zubairy, Quantum Optics, Cambridge University Press,
1997.
[52] W. Schleich, Quantum optics in phase space, Wiley-VCH, 2001.
[53] K. Goda et al., A quantum-enhanced prototype gravitational-wave detector,
Nature Physics 4 (2008) 472.
[54] C. F. Lo, Squeezing by tuning the oscillator frequency, J. Phys. A: Math. Gen.
23 (1990) 1155.
[55] A. Hackl, D. Rosen, S. Kehrein, and W. Hofstetter, Nonequilibrium Spin
Dynamics in the Ferromagnetic Kondo Model, arXiv:0903.1079 (2009)
[56] L. D. Landau, Soviet. Phys. JETP 3 (1957) 920, Soviet. Phys. JETP 5 (1957)
101, Soviet. Phys. JETP 8 (1958) 70.
[57] G. Baym, Landau fermi liquid theory, Wiley-VCH, 2004.
[58] D. Pines, P. Nozi‘eres, The Theory of Quantum Liquids (Vol. I), W. A.
Benjamin, Inc., 1966.
[59] W. Metzner, D. Vollhardt, Correlated lattice fermions in d = ∞ dimensions,
Phys. Rev. Lett. 62 (1989) 324.
[60] W. Metzner, D. Vollhardt, Ground-state ennergy of the d = 1, 2, 3, dimensional
hubbard model in the weak-coupling limit, Phys. Rev. B 39 (1989) 4462.
[61] A. Georges, W. Krauth, Physical properties of the half-filled Hubbard model in
infinite dimensions, Phys. Rev. B 48 (1993) 7167–7182.
[62] A. Montorsi (Ed.), The Hubbard Model (Reprint Volume), World Scientific,
1992.
[63] D. Baeriswyl et al., The Hubbard Model - Its Physics and Mathematical Physics,
Plenum Press, 1995.
[64] F. Gebhard, E. Jeckelmann, S. Mahlert, S. Nishimoto, R. Noack, fourth-order
perturbation theory for the half-filled Hubbard model in infinite dimensions,
Eur. Phys. J. B 36 (2003) 491–509.
[65] E. Mu¨ller-Hartmann, The hubbard model at high dimensions: some exact results
and weak coupling theory, Z. Phys. B 76 (1989) 211–217.
53
[66] S. D. Glazek, K. G. Wilson, Renormalization of Hamiltonians, Phys. Rev. B 48
(1993) 5863.
[67] S. D. Glazek, K. G. Wilson, Perturbative renormalization group for
Hamiltonians, Phys. Rev. D 49 (1994) 4214.
[68] F. Wegner, J. Phys. A 39 (2006) 8221.
[69] S. Kehrein, The Flow Equation Approach to Many-Particle Systems, Springer,
2006.
[70] S. Kehrein, Scaling and Decoherence in the Nonequilibrium Kondo Model, Phys.
Rev. Lett. 95 (2005) 056602.
[71] P. Fulde, Electron Correlations in Molecules and Solids (Springer Series in Solid-
state Science), Springer, 1991.
[72] C. P. Heidbrink, G. S. Uhrig, Landau’s quasiparticle mapping: Fermi liquid
approach and luttinger liquid behavior, Phys. Rev. Lett. 88 (2002) 146401.
[73] J. Rammer, H. Smith, Quantum field-theoretical methods in transport theory
of metals, Rev. Mod. Phys. 58 (2) (1986) 323.
[74] J. J. Sakurai, Modern Quantum Mechanics, Addison-Wesley, 1994.
[75] C. Cohen-Tannoudji, B. Diu, F. Laloe¨, Quantum Mechanics, John Wiley and
Sons, 1977.
[76] D. Vollhardt, Investigation of correlated electron systems using the limit of high
dimensions, in: Correlated Electron Systems, V.J. Emery (Ed.), (1993) 57.
[77] J. Berges, Introduction to nonequilibrium quantum field theory, AIP Conf. Proc.
739 (2005) 3–62.
[78] L. Erdo¨s, M. Salmhofer, H.-T. Yau, On the Quantum Boltzmann Equation, J.
of Stat. Phys. 116 (2004) 367–380.
[79] A. Abrikosov, L. Gorkov, I. Dzyaloshinski, Methods of Quantum Field Theory
in Statistical Physics, Dover Publications, 1963.
[80] N. W. Ashcroft, N. D. Mermin, Solid State Physics, Thomson Learning, 1976.
[81] R. A. Barankov, L. S. Levitov, Synchronization in the bcs pairing dynamics as
a critical phenomenon, Phys. Rev. Lett. 96 (2006) 230403.
[82] R. A. Barankov, L. S. Levitov, Dynamical selection in developing fermionic
pairing, Phys. Rev. A 73 (2006) 033614.
54
