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Abstract
This paper investigates limiting properties of eigenvalues of multivariate sample
spatial-sign covariance matrices when both the number of variables and the sample size
grow to infinity. The underlying p-variate populations are general enough to include
the popular independent components model and the family of elliptical distributions.
A first result of the paper establishes that the distribution of the eigenvalues converges
to a deterministic limit that belongs to the family of generalized Marcˇenko-Pastur dis-
tributions. Furthermore, a new central limit theorem is established for a class of linear
spectral statistics. We develop two applications of these results to robust statistics
for a high-dimensional shape matrix. First, two statistics are proposed for testing the
sphericity. Next, a spectrum-corrected estimator using the sample spatial-sign covari-
ance matrix is proposed. Simulation experiments show that in high dimension, the
sample spatial-sign covariance matrix provides a valid and robust tool for mitigating
influence of outliers.
1 Introduction
When a multivariate data set is potentially contaminated by outliers, sample covariance
matrix (SCM) becomes less reliable. Many robust alternatives have been proposed in the
literature starting from the early M-estimators (Maronna, 1976; Huber, 1977), the mini-
mum volume ellipsoid and minimum determinant estimators (Rousseeuw, 1985), the Stahel-
Donoho estimators (Hampel et al., 1986; Donoho and Gasko, 1992) and Tyler’s scatter ma-
trix (Tyler, 1987). Thorough reviews of these robust estimators for the population scatter
can be found in Maronna et al. (2006), Oja (2010) and Magyar and Tyler (2014). However
many of these estimators are implicitly defined only, and this lack of an analytically tractable
form leads to certain difficulty for their theoretical analysis, especially when the number of
variables is large. It is then interesting to find valid, tractable and robust estimator for the
population scatter.
In this paper we study the spatial-sign covariance matrix (SSCM), introduced in Locantore et al.
(1999) and Visuri et al. (2000) for the purpose of robust PCA. These papers demonstrate
that the SSCM is able to mitigate the impact of influential outliers. A number of papers have
followed and investigated various properties of the SSCM, see Gervini (2008), Sirkia et al.
(2009), Taskinen et al. (2010, 2012), and Du¨rre et al. (2014, 2015, 2017). However, when
the number of variables is large compared to the sample size, the sample SSCM, say Bn,
will likely deviate from its population counterpart, say Σ, due to high-dimensional effect. In
order to understand such high-dimensional distortion, it is necessary to investigate limiting
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properties of the SSCM when both the number of variables and the sample size grow to
infinity. To this end, we consider a general p-variate population x that encompasses the
popular independent components model and the family of elliptical distributions. The first
main result of the paper is an analogue of Marcˇenko-Pastur law for the limiting distribu-
tion of the eigenvalues of Bn. It is worth noticing that in the same asymptotic regime, it
has been established that the eigenvalue distributions of both the Maronna’s M-estimator
and Tyler’s M-estimator for multivariate scatter converge to scaled Marcˇenko-Pastur laws
(Couillet et al., 2015; Zhang et al., 2016). The findings of this paper confirm that up to a
proper scaling, the high-dimensional limits for the eigenvalue distributions of the three ro-
bust estimators of the scatter (Maronna’s M-estimator, Tyler’s M-estimator and the SSCM
Bn) are all Marcˇenko-Pastur laws. Note however that for the Maronna’s and Tyler’s M-
estimators, the limits are only established for elliptical distributions while here for the SSCM
Bn, our results cover a substantially wider family of distributions that include the elliptical
ones as a special case (Section 2.1).
To move a step further, our second main contribution in this paper is to investigate
the second order asymptotic behaviors of the global spectrum of Bn, that is, to establish a
universal central limit theorem (CLT) for its linear spectral statistics (LSSs). CLTs for linear
spectral statistics of large random matrices have been actively studied in recent decades,
especially for large SCMs. The earliest work dates back to Jonsson (1982) where the pop-
ulation is assumed to be standard multivariate normal. Further, Bai and Silverstein (2004)
established the CLT under the independent components model, which was later extended
by Pan and Zhou (2008) and Zheng et al. (2015). Parallel to the independent components
model, recently, Hu et al. (2019) and Hu et al. (2019a) considered a class of elliptical dis-
tributions and established the CLTs for LSSs. However, the latter CLTs for the SCM are
characterized by both the random directions and random lengths through a system of im-
plicit equations, to be specific, the involvement of random length will seriously interfere
with our understanding of the shape matrix. This again motivates us to shift our attention
to the study of SSCM Bn which does not depend on random lengths anymore. For more
references, one is referred to El Karoui (2009); Bai and Silverstein (2010); Bai et al. (2015)
and Li and Yao (2018).
Recent works related to the high-dimensional SSCMBn (or its variants) include Zou et al.
(2014), Feng and Sun (2016), Li et al. (2016) and Chakraborty and Chaudhuri (2017). A
common feature in these papers is that given a specific null hypothesis on the population
location or scatter, under elliptical distributions, in a one-sample or two-sample design, the
authors have in their disposal a specific test statistic which is an explicit function of Bn (or
its variants). They thus directly study the statistic using traditional asymptotic methods
such as projections (as in a U-statistic) or a martingale decomposition (some of these test
statistics are indeed linear spectral statistics of Bn studied in the current paper). No general
results exist however on the limiting distributions of the eigenvalues of Bn, and a fortiori,
on the asymptotic normality of linear spectral statistics.
The remaining of the paper is organized as follows. Section 2.1 introduces our model
settings. Section 2.2 reviews the sample SSCM Bn and exhibits our main theoretical re-
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sults including both the limiting spectral distribution and the fluctuation of linear spectral
statistics of Bn. In Section 3, we develop two applications of our general theory to robust
statistics in the high-dimensional context. Technical proof of the main theorem (Theorem
2.2) is gathered in Section 4.
2 High-dimensional theory for eigenvalues of sample
SSCM
2.1 Model assumptions
LetMp be a p×p symmetric or Hermitian matrix with eigenvalues (λj)1≤j≤p. Its empirical
spectral distribution (ESD) is by definition the probability measure
FMp =
1
p
p∑
j=1
δλj ,
where δb denotes the Dirac mass at b. If the ESD sequence has a limit when p → ∞, the
limit is referred as the limiting spectral distribution (LSD) of the sequence. The Stieltjes
transform of a probability measure G is defined as
mG(z) =
∫
1
x− z dG(x), z ∈ C
+,
where C+ ≡ {z ∈ C : ℑ(z) > 0}. This definition can be easily extended to the whole
complex plan except the support set of G.
Let s(x) = I(x 6=0)x/||x|| be the spatial-sign function, x ∈ Rp. Our main assumptions are
as follows.
Assumption (a). Both the sample size n and population dimension p tend to infinity in
such a way that p = p(n) and cn = p/n→ c ∈ (0,∞).
Assumption (b). The p-variate population x admits the following stochastic representa-
tion:
x = µ+ wAz, (2.1)
where µ ∈ Rp is the unknown location vector, A a p × p deterministic matrix, the matrix
T = AA′ is called the shape matrix of the population with normalization tr(T) = p, w ≥ 0 a
scalar random variable, z = (z1, . . . , zp)
′ ∈ Rp a vector whose coordinates zj are independent
and identically distributed (i.i.d.), and they satisfy
E(w2) < +∞, E(w−4) < +∞, E(z1) = 0, E(z21) = 1, E(z41) = τ <∞.
Assumption (c). The spectral distributionHp ofΣ = pEs(x−µ)s(x−µ)′ converges weakly
to a probability distribution H on [0,∞), called population spectral distribution (PSD).
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Assumption (d). The spectral norm of Σ is bounded.
Assumption (e). In the model (2.1), w and s(z) are independent.
Remark 2.1. Recall that in the literature on high-dimensional covariance matrices, the fol-
lowing independent components model is routinely considered (Paul and Aue, 2014; Yao et al.,
2015):
y = µ+ σAz, (2.2)
where σ is a positive constant, A and z are as in (2.1). Clearly this model is a particular
case of the model (2.1) with w ≡ σ.
Remark 2.2. The model (2.1) contains also the family of elliptical distributions. Indeed,
an elliptically distributed variable has the form
ζ = µ+ vAu, (2.3)
where µ and A are as in (2.1), in particular, u is uniformly distributed on the unit sphere
of Rp and is independent of v ≥ 0. To see this, let u = ξ/‖ξ‖ where ξ ∼ N(0, Ip) is a
standard p-dimensional Gaussian vector, independent of v. We thus have
ζ = µ+ vAu = µ+
v
‖ξ‖Aξ.
Because v, ξ/‖ξ‖ and ‖ξ‖ are mutually independent, v/‖ξ‖ is independent of s(ξ) = ξ/‖ξ‖:
the elliptical model (2.3) is a special case of the model (2.1) with w = v/‖ξ‖ and z = ξ.
2.2 Sample SSCM and its limiting spectral distribution
Given a sample x1, . . . ,xn, the sample spatial median µˆ is the solution to the equation
n∑
j=1
s(xj − µˆ) = 0.
Accordingly, the sample SSCM is the matrix
Bn =
p
n
n∑
j=1
s(xj − µˆ)s(xj − µˆ)′. (2.4)
The following theorem describes the convergence of the ESD FBn when the sample
observations are from the population x in (2.1).
Theorem 2.1. Suppose that Assumptions (a)-(b)-(c)-(d) hold. Then, almost surely, the
empirical spectral distribution FBn converges weakly to a probability distribution F c,H , whose
Stieltjes transform m = m(z) is the unique solution to the equation
m =
∫
1
t(1− c− czm)− z dH(t) , z ∈ C
+, (2.5)
in the set {m ∈ C : −(1− c)/z + cm ∈ C+}.
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The proof of this Theorem is given in the supplementary file.
Remark 2.3. Note that the spectral distributions of Σ and T = AA′ are asymptotically
identical (Lemma S1.4). So replacing Σ with T in Assumption (c) does not affect the LSD
of FBn . However we still keep Σ because its spectral distribution Hp (depending on p) will
be used in the statement of our CLT for LSSs.
Remark 2.4. The LSD F c,H defined in (2.5) is a generalized MP law already appeared in the
seminal paper Marcˇenko and Pastur (1967). Let m = m(z) denote the Stieltjes transform
of F c,H = cF c,H + (1− c)δ0. Then (2.5) can also be rewritten as (Silverstein, 1995)
z = − 1
m
+ c
∫
t
1 + tm
dH(t) , z ∈ C+. (2.6)
For procedures on finding the density function and the support of F c,H from (2.5) or (2.6),
one is referred to Bai and Silverstein (2010).
Remark 2.5. When the mean vector µ is known, a simpler sample SSCM is available, i.e.
B0n =
p
n
n∑
j=1
s(xj − µ)(xj − µ)′. (2.7)
The LSD of this matrix remains the same as the generalized MP law given in Theorem 2.1.
2.3 CLT for linear spectral statistics of B
n
Letm0(z) be the Stieltjes transform in (2.6) with the parameters (c,H) replaced by (cn, Hp).
This Stieltjes transform uniquely defines an LSD, denoted as F cn,Hp , through
m0(z) = −
1− cn
z
+ cn
∫
1
x− z dF
cn,Hp(x). (2.8)
Let Gn = F
Bn − F cn,Hp . We now study the fluctuation of so-called LSS of the form
Gn(f) :=
∫
f(x)dGn(x) =
∫
f(x)d[FBn(x) − F cn,Hp(x)],
where f is some given measurable function.
Let rw = E(w
−2)/E2(w−1) and define three auxiliary quantities
ζp =
1
p
tr[(A′A) ◦ (A′A)],
hp(z) =
1
p
tr[(A′(Σ− zI)−1A) ◦ (A′A)],
gp(z, z˜) =
1
p
tr
[
(A′(Σ− zI)−1A) ◦ (A′(Σ− z˜I)−1A)] ,
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where z, z˜ ∈ C+ and “◦” denotes the Hadamard product of two matrices. These quanti-
ties depend not only on singular values of A, but also on its singular vectors, which will
contribute when the fourth moment τ 6= 3.
We need the following concept of asymptotic equality in distribution. Two sequences of
R
k-valued random vectors (ξn) and (ζn) are asymptotically equal in distribution, denoted
as ξn
d∼ ζn, if for any Borel set C ⊂ Rk,
P(ξn ∈ C)− P(ζn ∈ C)→ 0, n→∞.
Theorem 2.2. Suppose that Assumptions (a)-(b)-(d)-(e) hold. Let f1, . . . , fk be k functions
analytic on an open set that include the interval
Ic =
[
lim inf
p→∞
λΣminδ(0,1)(c)(1 −
√
c)2, lim sup
p→∞
λΣmax(1 +
√
c)2
]
.
Also let
Yn = p {Gn(f1), . . . , Gn(fk)}
be the vector of the k normalized LSSs with respect to f1, . . . , fk. Then Yn is asymptotically
equal in distribution to a k-dimensional Gaussian random vector ξn = ξn(f1, . . . , fk) =
(ξn1, . . . , ξnk) with mean function
E(ξnj) = − 1
2πi
∮
C1
fj(z) [κ(z) + µ1(z) + (τ − 3)µ2(z)] dz,
where
κ(z) =
(m0(z) + zm
′
0(z))
(
1 + zm0(z)
)(
zm0(z)(rw − 2)(rw − 1)− rw
)
zm0(z)(rw + zm0(z)(rw − 1))
,
µ1(z) =
∫
cn(m
′
0(z)t)
2dHp(t)
m0(z)(1 +m0(z)t)
3
−
∫
2m′0(z)(1 + zm0(z))t
2dHp(t)
(1 +m0(z)t)
2
+
∫
(tr(Σ2/p)t− t2)dHp(t)
1 +m0(z)t
∫
2cnm0(z)m
′
0(z)tdHp(t)
(1 +m0(z)t)
2
,
µ2(z) =
cnm
′
0(z)
m20(z)
g′p,z
( −1
m0(z)
,
−1
m0(z)
)
+ ζp
∫
(1 + zm0(z))tm
′
0(z)dHp(t)
(1 +m0(z)t)
2
− (1 + zm0(z))m
′
0(z)
m20(z)
h′p
( −1
m0(z)
)
−
∫
cnm
′
0(z)tdHp(t)
(1 +m0(z)t)
2
hp
( −1
m0(z)
)
,
and covariance function
Cov (ξnj , ξnℓ) =− 1
4π2
∮
C1
∮
C2
fj(z)fℓ(z˜) [σ1(z, z˜) + (τ − 3)σ2(z, z˜)] dzdz˜,
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where
σ1(z, z˜) =
2∂2
∂z∂z˜
[
log
m0(z)−m0(z˜)
m0(z)m0(z˜)(z − z˜)
+
(
tr(Σ2)
pcn
+
1
cnm0(z)
+
1
cnm0(z˜)
)
× (1 + zm0(z))(1 + z˜m0(z˜))− zm0(z)− z˜m0(z˜)− 2
]
,
σ2(z, z˜) =
∂2
∂z∂z˜
[
cngp
( −1
m0(z)
,
−1
m0(z˜)
)
+
ζp
cn
(1 + zm0(z))(1 + z˜m0(z˜))
− (1 + zm0(z))hp
( −1
m0(z˜)
)
− (1 + z˜m0(z˜))hp
( −1
m0(z)
)]
.
The contours C1 and C2 are non-overlapping, closed, counter-clockwise orientated in the
complex plane and enclosing the interval Ic.
Remark 2.6. Theorem 2.2 approximates the distribution of Yn by that of a Gaussian vector
ξn. This approximating vector ξn may not converge in distribution, that is, the parameters
(Hp, ζp, hp(z), gp(z, z˜)) which determine its mean and covariance functions may not have a
limit as (p, n) → ∞. In contrast, such limits for the parameters are assumed in the CLTs
for linear spectral statistics of large sample covariance matrices developed in Pan and Zhou
(2008) and in Zheng et al. (2015). In addition, the convergence of cn in Assumption (a)
can be weaken to 0 < lim inf cn ≤ lim sup cn <∞.
Remark 2.7. The mean drift κ(z) comes from the substitution of the sample spatial median
µˆ for the location vector µ in (2.1), that is, the difference between Bn and B
0
n in (2.7).
Precisely, as will be shown in the first step of the proof (in Section 4.1),
tr(Bn − zI)−1 − tr(B0n − zI)−1 = κ(z) + op(1).
This is also the only place where the substitution plays a role. Hence, when µ is known
and B0n is applied, results in Theorem 2.2 still hold by setting κ(z) = 0. On the other
hand, under the independent components model (2.2) (rw = 1), the sample spatial median
is asymptotically equivalent to the sample mean x¯ =
∑n
j=1 xj/n in the sense that ||µˆ− x¯|| =
oa.s(1). Beyond this, by setting rw = 1, one may also have
κ(z) = − (1 + zm0(z))(m0(z) + zm
′
0(z))
zm0(z)
,
which can be further reduced to
p
∫
1
x− z dF
cn,Hp(x)− p
∫
1
x− z dF
cn−1,Hp(x) + o(1)
with cn−1 = p/(n − 1) and the “o(1)” is uniform on {z : z ∈ C}. Curiously enough, this
mean drift coincides with the results in Zheng et al. (2015) on SCM, while here we consider
the SSCM.
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2.4 Examples and numerical results
As an illustration, we consider two LSSs
βˆ2 =
1
p
tr(B2n) and βˆ3 =
1
p
tr(B3n),
which are moments of sample eigenvalues of Bn. The approximating distributions for the
two statistics are presented in the supplementary file. A small simulation experiment is
carried out to examine the finite-sample fluctuations of βˆ2 and βˆ3 under three models.
Model 1 : T = Ip, z11 ∼ 1
2
χ22 − 1, w ≡ 1, (p, n) = (400, 200).
Model 2 : T = (Ip + vv
′)/(1 + 1/p), z11 ∼ N(0, 1), (p, n) = (400, 800),
P (w = 1) = P (w = 1/5) = 0.5.
Model 3 : T = diag(0.5Ip/2, 1.5Ip/2), z11 ∼
2√
5
{Gamma(5, 2)− 5/2},
w ∼ Beta(4, 2), (p, n) = (400, 400).
The first model has T = Ip so that µ2(z) = σ2(z, z˜) = 0. Thus for any LSS, its Gaussian
approximation ξn does not depend on the forth moment τ . In the second model, T is a
rank-one spiked matrix where v is an arbitrary unit vector in Rp. In our experiment, v
is chosen randomly and fixed once generated. The length variable w follows a two-point
distribution with rw = 13/9, so the population x can be viewed as a Gaussian mixture.
In the last model, we choose the shape matrix T to be a diagonal one. The variable z11
follows a standardized Gamma distribution with its fourth moment being τ = 4.2. For the
Beta-distributed variable w, we have rw = 1.2.
Normal QQ-plots for normalized βˆ2 and βˆ3 are displayed in Figure 1 using 5000 in-
dependent replications. It shows that all predicted distributions match well the empirical
ones.
3 Applications to robust statistics
In this section we develop two applications of our general theory in Section 2.2 to robust
statistics using sample SSCM.
3.1 Robust sphericity test
We revisit the sphericity test for covariance matrices in high-dimensional framework, that
is, testing
H0 : Cov(x) = σ
2Ip v.s. H1 : Cov(x) 6= σ2Ip,
where σ2 is an unknown scalar parameter. This testing problem has been extensively stud-
ied, for example, Ledoit and Wolf (2002) and Wang and Yao (2013) for the independent
8
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Figure 1: Normal QQ-plots for normalized βˆ2 and βˆ3 under Models 1-3 from 5000 indepen-
dent replications.
components model in (2.2), which are based on the eigenvalues of SCM. However, such
procedures will create bias if the samples are contaminated by outliers. Recently, by assum-
ing the populations are elliptical, Zou et al. (2014) and Paindaveine and Verdebout (2016)
proposed similar test statistics, both are equivalent to tr(B2n). Here we develop two robust
tests under our model (2.1).
Theorem 3.1. Suppose that Assumptions (a)-(b)-(d)-(e) hold. Under the null hypothesis,
(1).
tr(B2n)− p(1 + cn)− cn(κ1 − 1)
2cn
d∼ N(0, 1),
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(2).
tr(Bn)− log |Bn| − 2p+ (p− n+ 1/2) log(1− cn)− κ2 + cn√
−2 log(1− cn)− 2cn
d∼ N(0, 1),
where κ1 = cn(r
2
w − 2rw + 2) and κ2 = cn(rw − 2)− log(1− cn)− log(1 + cn(rw − 1)).
Remark 3.1. Note that the first test statistic measures the Frobenius distance tr(Bn −
Ip)
2, which is applicable for all combinations of large (p, n) while the second test, which is
motivated by the Kullback-Leibler (KL) distance between Bn and Ip, valid when p < n only.
3.2 Robust estimation of the shape matrix T = AA′
In this section, we examine the robustness of several estimators for the shape matrix T
when sample data include outliers. The population mean here is assumed known to simplify
discussions. Six estimators are taken into consideration. They are derived from the SCM,
denoted by S0n, the SSCM B
0
n, and the Tyler’s M-estimator, denoted by M
0
n, which is the
solution to
M =
p
n
n∑
j=1
xjx
′
j
x′jM
−1xj
,
for p < n. Consider the spectral decomposition of S0n, B
0
n and M
0
n
S0n = UsΛsU
′
s, B
0
n = UbΛbU
′
b and M
0
n = UmΛmU
′
m,
where theΛ’s are diagonal matrices of eigenvalues, sorted in ascending order, and theU’s are
matrices of corresponding eigenvectors, respectively. In addition, we define a regularization
function ψ(·) as
ψ(C) = p
C
tr(C)
,
for any p×p matrix C with non-zero trace. Obviously, this function normalizes C such that
tr(C) = p. With the above notations, the six estimators of T are as follows:
(i) Regularized SCM T̂1: T̂1 = ψ(S
0
n);
(ii) Spectrum-corrected SCM T̂2: T̂2 = ψ(UsΛ2U
′
s), where Λ2 = diag(λ21, . . . , λ2p) is a
collection of ascendingly sorted estimators of population eigenvalues using a moment
method developed in Li and Yao (2014);
(iii) Robust sample SSCM T̂3 (Visuri et al., 2000): T̂3 = ψ(UbΛ3U
′
b), where Λ3 =
diag(λ31, . . . λ3p) with λ3k being the square of the MAD of the kth row of (U
′
bx1, . . . ,U
′
bxn)
for k = 1, . . . , p.
(iv) Spectrum-corrected sample SSCM T̂4: T̂4 = ψ(UbΛ4U
′
b), where the correction Λ4 =
diag(λ41, . . . λ4p) is obtained following three steps:
10
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Figure 2: Averaged Frobenius distance between T̂ andT from 1000 independent replications.
– Step 1: Estimate the PSD Hp of Σ from the ESD F
Bn through the moment
method in Li and Yao (2014) to get, say, Ĥp;
– Step 2: Estimate the eigenvalues of T from Ĥp using the correspondence between
the eigenvalues of Σ and T as given in Lemma S1.4 in the supplementary file;
– Step 3: Sort the obtained estimates of the eigenvalues in ascending order to
obtain Λ4.
(v) Regularized Tyler’s M-estimator T̂5: T̂5 = ψ(M
0
n);
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(vi) Spectrum-corrected Tyler’s M-estimator T̂6: T̂6 = ψ(UmΛ6U
′
m), where Λ6 is ob-
tained similar to Λ2.
Note that Tˆ5 and Tˆ6 are available only for cases p < n. The performance of the six
estimators {T̂j}1≤j≤6 are tested under two models below.
Model 4: Contaminated normal distribution of elliptical form:
(1− ε)N(0,T) + εN(0, 16T),
where the population shape matrix T is the diagonal matrix in Model 3. Thus there
are about 100ε% outlying observations with large amplitude. The mixing parameter
ε takes two values 0 (uncontaminated) and 0.01 (contaminated by 1% outliers).
Model 5: Contaminated normal distribution of non-elliptical form:
(1− ε)N(0,T) + εN(0, 16T)
where the population shape matrix T is the same as in Model 3 and the mixing
parameter ε takes values 0.01 and 0.05. For outliers, their shape matrix is T =
Diag(1.5Ip/2, 0.5Ip/2).
The population dimensions are p = 2, 40, 80, 120, 160, 200 and the sample size is n = 100.
All statistics are averaged from 1000 independent replications. The number of outliers is
fixed at [100ε] for a given ε.
For each estimator T̂ ∈ {T̂1, T̂2, T̂3, T̂4, T̂5, T̂6}, we calculate the Frobenius distance
from T̂ to its target matrix T. Figure 2 summarizes the results. It shows that, when there
is no outlier (ε = 0, top-left plot), {T̂i, i = 1, 3, 5} are comparable and all suffers from large
bias caused by the high-dimensional effect. Such bias can be much alleviated by means
of spectral correction implemented in {T̂i, i = 2, 4, 6}. Besides, these three estimators are
close to each other. Note that the remaining bias is obvious, coming from the inconsistency
of eigenvectors, which can not be removed entirely at present. Therefore, these outlier-
free performances can serve as a benchmark for the six estimators when comparing their
robustness against outliers. In the presence of outliers, the other three plots in Figure 2
clearly show that the estimators T̂4 and T̂6, namely the spectrum-corrected versions of
the SSCM and Tyler’s M-estimator, respectively, outperform all other competitors in the
studied cases and their performance are both close to the benchmark case (ε = 0, without
outliers). Moreover, the SSCM-based estimator T̂4 is the only reasonable and available
robust estimator when p > n.
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4 Proof of Theorem 2.2
4.1 Sketch of the proof
We begin with defining a rectangular contour enclosing an interval [sl, sr] with
sl = lim inf
p→∞
λΣmin(1 −
√
c)2I(0,1)(c) and sr = lim sup
p→∞
λΣmax(1 +
√
c)2, (4.1)
and thus enclosing all supports of the LSDs {F cn,Hp}. Choosing two numbers xl < xr such
that [sl, sr] ⊂ (xl, xr) and letting v0 > 0 be arbitrary, then the contour can be described as
C = {x± iv0 : x ∈ [xl, xr]} ∪ {x+ iv : x ∈ {xr, xl}, v ∈ [−v0, v0]}.
Let m0(z) be the Stieltjes transforms of F
cn,Hp and recall m0(z) defined in (2.8), we then
define a random process on C as
Mn(z) = p[mn(z)−m0(z)] = n[mn(z)−m0(z)], z ∈ C,
where mn(z) is the Stieltjes transform of the ESD F
Bn and mn(z) = −(1−cn)/z+cnmn(z).
From Cauchy’s integral formula, for any k analytic functions (fℓ) and complex numbers (aℓ),
we have
k∑
ℓ=1
paℓ
∫
fℓ(x)dGn(x) = −
k∑
ℓ=1
aℓ
2πi
∮
C
fℓ(z)Mn(z)dz
when all sample eigenvalues fall in the interval (xl, xr), which holds asymptotically with
probability one. In order to deal with the small probability event where some eigenvalues
are outside the interval in finite dimensional situations, Bai and Silverstein (2004) suggested
truncating Mn(z) as, for z = x+ iv ∈ C,
M̂n(z) =

Mn(z) z ∈ Cn,
Mn(x + in
−1εn) x ∈ {xl, xr} and v ∈ [0, n−1εn],
Mn(x − in−1εn) x ∈ {xl, xr} and v ∈ [−n−1εn, 0],
where Cn = {x ± iv0 : x ∈ [xl, xr]} ∪ {x ± iv : x ∈ {xl, xr}, v ∈ [n−1εn, v0]}, a regularized
version of C excluding a small segment near the real line, and the positive sequence (εn)
decreases to zero satisfying εn > n
−s for some s ∈ (0, 1). From similar arguments on Page
563 in Bai and Silverstein (2004), for any ℓ ∈ {1, . . . , k}, one may get that∮
C
fℓ(z)Mn(z)dz =
∮
C
fℓ(z)M̂n(z)dz + op(1).
Hence, the proof of Theorem 2.2 can be completed by the convergence of M̂n(z) on C as
stated in the following lemma.
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Lemma 4.1. Under Assumptions (a)-(b)-(d)-(e), we have
M̂n(z)
D
= M0(z) + op(1), z ∈ C,
where the random process M0(z) is a two-dimensional Gaussian process. The mean function
is
EM0(z) =κ(z) + µ1(z) + (τ − 3)µ2(z), (4.2)
and the covariance function is
Cov(M0(z),M0(z˜)) = σ1(z, z˜) + (τ − 3)σ2(z, z˜),
where κ(z), µ1(z), µ2(z), σ1(z, z˜), σ2(z, z˜) are given in Theorem 2.2.
4.2 Proof of Lemma 4.1
Now we split M̂n(z) into three parts as
M̂n(z) =p[mn(z)−m0n(z)] + p[m0n(z)− Em0n(z)] + p[Em0n(z)−m0(z)]
:=M (1)n (z) +M
(2)
n (z) +M
(3)
n (z),
where m0n(z) is the Stieltjes transform of the ESD F
B
0
n . Hence, the convergence of M̂n(z)
can be obtained through the following four steps.
Step 1: Convergence of M
(1)
n (z) in probability. This step finds the limit of the
difference between the resolvent matrices of Bn and B
0
n. We will show that
M (1)n (z) = tr(Bn − zI)−1 − tr(B0n − zI)−1 = κ(z) + op(1), ∀z ∈ C.
The main challenge here lies in the implicit expression of the SSCM Bn, which involves
the sample spatial median µˆ. By establishing an asymptotic expansion of the sample
spatial median µˆ (Lemma S1.1), we arrive at an explicit expression for the leading
terms ofM
(1)
n (z), which only relate to the resolvent of B0n and some model parameters
(Lemma S1.3). Finally, the convergence of each main terms are established in Lemmas
4.2, 4.3 and 4.4.
Step 2: Finite dimensional convergence of M
(2)
n (z). Let z1, . . . , zq be any q complex
numbers on Cn, this step approximates joint distribution of
[
M
(2)
n (z1), . . . , M
(2)
n (zq)
]
through the martingale CLT in Lemma S1.7. Beyond the techniques used in Bai and Silverstein
(2004), a particularly important problem is to find new approaches to deal with the
non-linear correlation structure among the entries of s(xj − µ). And such non-linear
correlation is actually introduced by the spatial-sign transform of the data, to be pre-
cise, the sign function ‖xj −µ‖ that appears in the denominator of s(xj −µ). To this
end, by giving an asymptotic expansion of s(xj − µ), we develop a new Lemma S1.2
concerning the covariance of certain quadratic forms, which turns out to be one of the
cornerstones for establishing our new CLT.
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Step 3: Tightness of M
(1)
n (z) and M
(2)
n (z) on Cn. We illustrate in this step the basic
idea for proving the tightness. A key element is controlling the probability of extreme
eigenvalues falling outside of the contour C, which is detailed in Lemma S1.6. By virtue
of this and Lemmas S1.5, the tightness can be obtained following similar arguments
in Bai and Silverstein (2004) and Zheng et al. (2015).
Step 4: Convergence of M
(3)
n (z). In this final step, we approximate the quantity
M
(3)
n (z). In parallel with Step 2, dealing with the nonlinear effects as shown in Lemma
S1.2 is the central work in this part, which results in several new terms in the mean
functions µ1(z) and µ2(z).
Through similar steps of truncation, centralization and renormalization as in Bai and Silverstein
(2004), by the moment conditions in Assumption (b), one may assume that
w1 < n
1
4 , z11 < ηn
√
n, E(z11) = 0, E(z
2
11) = 1, E(z
4
11) = τ + o(1), (4.3)
where ηn ↓ 0 and ηnn1/4 → ∞. In addition, we assume ‖Σ‖ ≤ 1 for all p and denote by
K some constant that can vary from place to place. Some quantities are listed below which
will be used frequently throughout the proof.
sj = s(xj − µ), rj =
√
p/nsj, ǫ = Erj
ξi = w
−2
i − Ew−2, ηij =
Ew−2
Ew−1
− 1
wi
− 1
wj
, θ =
1
Ew−1
,
D(z) = B0n − zI, Dj(z) = D(z)− rjr′j ,
Dij(z) = D(z)− rir′i − rjr′j , (i 6= j),
εj(z) = r
′
jD
−1
j (z)rj −
1
n
trΣD−1j (z),
γj(z) = r
′
jD
−1
j (z)rj −
1
n
E trΣD−1j (z),
δj(z) = r
′
jD
−2
j (z)rj −
1
n
trΣD−2j (z),
βj(z) =
1
1 + r′jD
−1
j (z)rj
, βjk(z) =
1
1 + r′jD
−1
kj (z)rj
β¯j(z) =
1
1 + n−1 trΣD−1j (z)
, β¯jk(z) =
1
1 + n−1 trΣD−1kj (z)
bn(z) =
1
1 + n−1E trΣD−1j (z)
, b¯n(z) =
1
1 + n−1E trΣD−1kj (z)
.
Note that the last six quantities are bounded in absolute value by |z|/v for any z = u+ iv ∈
C+. Now we split M̂n(z) into three parts as
M̂n(z) =p[mn(z)−m0n(z)] + p[m0n(z)− Em0n(z)] + p[Em0n(z)−m0(z)]
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:=M (1)n (z) +M
(2)
n (z) +M
(3)
n (z),
where m0n(z) is the Stieltjes transform of the ESD F
B
0
n . We will deal with the convergence
of the three processes separately.
Step 1: Finite dimensional convergence of M
(1)
n (z) in probability. Using Lemma
S1.3, we will show that in the expansion of M
(1)
n (z), the contribution of the first term can
be negligible while the second and third terms will converge to some deterministic limits,
which is summarized in the following three lemmas (Lemmas 4.2, 4.3 and 4.4). From this,
we have
M (1)n (z) =
(
1 + zm0(z)
)(
zm0(z)(rw − 2)(rw − 1)− rw
)
zm0(z)
(
rw + zm0(z)(rw − 1)
)
/
(
m0(z) + zm
′
0(z)
) + op(1),
where the dominant term is given by κ(z) in Theorem 2.2.
Lemma 4.2. We have for any z ∈ Cn, trD−2(z)∆ = op(1).
Proof. Since trD−2(z)∆ = ∂∂z trD
−1(z)∆, we only have to show that E
∣∣ trD−1(z)∆∣∣2 ≤
Kn−1. First,
E
∣∣ trD−1(z)∆1∣∣2 = E θ4
n2
∑
i,j
ξiξjr
′
iD
−1(z)rir′jD
−1(z)rj
≤ K
n2
∑
i
Eξ2i E
∣∣r′iD−1(z)ri∣∣2 ≤ Kn−1,
where the last inequality uses r′iD
−1(z)ri = O(1). Second, by applying the same trick as in
Zheng et al. (2015) (their Lemma 5.3), we have
E
∣∣ trD−1(z)∆2∣∣2 = E θ2
n2
∑
i6=k
∑
ℓ 6=m
ηikηmℓr
′
kD
−1(z)rir′ℓD
−1(z)rm
= E
θ2
n2
∑
i6=k
∑
ℓ 6=m
ηikηmℓβi(z)βki(z)r
′
kD
−1
ik (z)riβm(z)βℓm(z)r
′
ℓD
−1
mℓ(z)rm ≤ Kn−1.
Finally for the term involving ∆3, we have
E
∣∣ trD−1(z)∆3∣∣2 ≤ EK
n2
∑
i6=j
∑
k 6=ℓ
r′jri
wi
βi(z)r
′
iD
−1
i (z)ri
r′krℓ
wℓ
βℓ(z)r′ℓD
−1
ℓ (z)rℓ. (4.4)
For those terms that involve two distinct indexes in the summation in (4.4), we have the
contribution to (4.4) is bounded by Kn−1, say the case i = ℓ 6= j = k,
E
K
n2
∑
i6=j
(
r′jri
wi
)2 ∣∣βi(z)r′iD−1i (z)ri∣∣2 ≤ KE(r′jriwi
)2
≤ Kn−1.
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For those terms that involve three distinct indexes in the summation in (4.4), we have the
contribution to (4.4) also bounded by Kn−1. For example, consider the case i = ℓ 6= j 6= k,
we have
E
K
n2
∑
i6=j 6=k
r′jri
wi
βi(z)r
′
iD
−1
i (z)ri
r′kri
wi
βi(z)r′iD
−1
i (z)ri
= E
K
n2
∑
i6=j 6=k
r′jrir
′
kri
w2i
|βi(z)|2
∣∣∣r′iD−1ik (z)ri − βki(z)(r′kD−1ik (z)ri)2∣∣∣2
≤ EK
n2
∑
i6=j 6=k
r′jrir
′
kri
w2i
|βi(z)|2
( ∣∣r′iD−1ik (z)ri∣∣2 + |βki(z)|2|r′kD−1ik (z)ri|4) (4.5)
For the first part in (4.5),
E
K
n2
∑
i6=j 6=k
r′jrir
′
kri
w2i
|βi(z)|2
∣∣r′iD−1ik (z)ri∣∣2
= E
K
n2
∑
i6=j 6=k
r′jrir
′
kri
w2i
(|βi(z)|2 − |βik(z)|2 + |βik(z)|2) ∣∣r′iD−1ik (z)ri∣∣2 , (4.6)
where the term∣∣∣EK
n2
∑
i6=j 6=k
r′jrir
′
kri
w2i
(|βi(z)|2 − |βik(z)|2) ∣∣r′iD−1ik (z)ri∣∣2 ∣∣∣
≤
∣∣∣EK
n2
∑
i6=j 6=k
r′jrir
′
kri
w2i
(|βi(z)|+ |βik(z)|)(|βi(z)− βik(z)|) ∣∣r′iD−1ik (z)ri∣∣2 ∣∣∣
=E
K
n2
∑
i6=j 6=k
|r′jrir′kri|
w2i
∣∣r′iD−1ik (z)rk∣∣2
≤K
n2
∑
i6=j 6=k
{
E(r′jrir
′
kri)
2
}1/2{
E(r′kD
−1
ik (z)ri)
4
}1/2 ≤ Kn−1,
where the last inequality uses the bound such that E(r′jrir
′
kri)
2 ≤ Kn−2 and E(r′kD−1ik (z)ri)4 ≤
Kn−2, which can be derived directly by Lemma S1.2. And for the remaining term in (4.6),
since rk is independent of ri, rj , D
−1
ik (z) and βik(z), we have∣∣∣EK
n2
∑
i6=j 6=k
r′jrir
′
kri
w2i
|βik(z)|2
∣∣r′iD−1ik (z)ri∣∣2 ∣∣∣ ≤ Kn ∑
i6=j
{
E(r′irj)
2
E(r′iǫ)
2
}1/2 ≤ K
n
,
where the last inequality is due to the fact that E(r′irj)
2 ≤ Kn−1 and Lemma S1.4. We
thus have proved (4.6) can be bounded by Kn−1. For the second part in (4.5), similarly,
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we have ∣∣∣EK
n2
∑
i6=j 6=k
r′jrir
′
kri
w2i
|βi(z)|2|βki(z)|2|r′kD−1ik (z)ri|4
∣∣∣ ≤ Kn−1.
Therefore, we have proved that (4.5) can be bounded by Kn−1. The other cases involving
three distinct indexes can also be similarly bounded and thus omitted.
For those terms that involve four distinct indexes in the summation in (4.4), i.e.
E
K
n2
∑
i6=j 6=k 6=ℓ
r′jri
wi
r′iD
−1(z)ri
r′krℓ
wℓ
r′ℓD
−1(z)rℓ,
similar technique as before can also be applied by replacing all the D−1(z) with D−1ijkℓ(z),
and then since rk and rj are independent of all the others, we can replace the two by ǫ and
using Lemma S1.4 again will lead to the designed bound Kn−1. Therefore, the proof of this
lemma is complete.
Lemma 4.3. We have for any z ∈ Cn,
trD−2(z)∆D−1(z)∆ = (r2w − 2rw + 2)
(
m0(z) + zm
′
0(z)
)(
1 + zm0(z)
)
+ op(1).
Proof. Define Tij(z1, z2) = trD
−1(z1)∆iD
−1(z2)∆j for i, j ∈ {1, 2, 3}. For those i 6= j, we
have ∣∣Tij(z1, z2)∣∣ ≤ { trD−1(z1)∆iD−1(z1)∆i}1/2{ trD−1(z2)∆jD−1(z2)∆j}1/2
=
{
Tii(z1, z1)Tjj(z2, z2)
}1/2
.
Therefore, we only need to verify the following:
E
∣∣T11(z1, z2)∣∣2 → 0, E∣∣T33(z1, z2)∣∣2 → 0 (4.7)
and T22(z1, z2) converges in probability to
(r2w − 2rw + 2)
(
1 + z1m0(z1)
)(
1 + z2m0(z2)
)
. (4.8)
For T11, we have
E
∣∣T11∣∣2 ≤ EK
n4
∑
i,j,k,ℓ
ξiξjξkξℓr
′
jD
−1(z1)rir
′
iD
−1(z2)rjr′kD
−1(z1)rℓr′ℓD
−1(z2)rk.
Since ξi is centered, then the non-zero terms above appear only in Σ(1) and Σ(2), i.e. with
one and two distinct indexes such that∣∣∣Σ(1)∣∣∣ = ∣∣∣K
n4
∑
i
Eξ4i E
∣∣r′iD−1(z1)rir′iD−1(z2)ri∣∣2∣∣∣ ≤ Kn−2
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and using the trivial O(1) bound for the absolute values for each quadratic forms leads
to
∣∣Σ(2)∣∣ ≤ Kn−2. We have achieved that E∣∣T11(z1, z2)∣∣2 → 0. For T33, define ui =∑
j 6=i r
′
jri/wi, we have
E
∣∣T33∣∣2 ≤ EK
n4
∑
i,ℓ,s,t
uiuℓusutr
′
ℓD
−1(z1)rir
′
iD
−1(z2)rℓr′tD
−1(z1)rsr′sD
−1(z2)rt
≤ EK
n4
∣∣∣∑
i,ℓ
u2i
(
r′ℓD
−1(z1)ri
)2∣∣∣∣∣∣∑
i,ℓ
u2ℓ
(
r′ℓD
−1(z2)ri
)2∣∣∣
≤ K
n4
{
E
∣∣∣∑
i,ℓ
u2i
(
r′ℓD
−1(z1)ri
)2∣∣∣2E∣∣∣∑
i,ℓ
u2ℓ
(
r′ℓD
−1(z2)ri
)2∣∣∣2}1/2. (4.9)
Using Lemma S1.4, we have
E
∣∣∣∑
i,ℓ
u2i
(
r′ℓD
−1(z1)ri
)2∣∣∣2 = E ∑
i,ℓ,s,t
u2iu
2
s
(
r′ℓD
−1(z1)ri
)2(
r′tD
−1(z1)rs
)2
≤
∑
i,ℓ,s,t
{E(u4iu4s)}1/2
{
E
(
r′ℓD
−1(z1)ri
)4(
r′tD
−1(z1)rs
)4}1/2 ≤ Kn2, (4.10)
where in the last inequality, we replace the two D−1 with D−1iℓst, thus the two quadratic
forms are independent, each with expectation the order of O(n−2) due to Lemma S1.4.
Combining (4.9) and (4.10) leads to E
∣∣T33∣∣2 → 0.
For T22, similar to the steps in Zheng et al. (2015), we have
T22(z1, z2) =
θ2
n2
∑
i6=j
∑
k 6=ℓ
ηijηkℓr
′
ℓD
−1(z1)rir
′
jD
−1(z2)rk
=
θ2
n2
∑
i6=j
ηijηjir
′
iD
−1(z1)rir
′
jD
−1(z2)rj + op(1).
Using Lemma S1.4 again together with the definition of θ and ηij , we have
E
∣∣∣T22 − (r2w − 2rw + 2)(1 + z1m0(z1))(1 + z2m0(z2))∣∣∣2 → 0.
Finally, combining (4.7), (4.8), taking derivative with respect to z1 and setting z1 = z2 gives
the desired result. The proof of the lemma is then complete.
Lemma 4.4. We have for any z ∈ Cn,
tr
(
D−1(z)∆
)3(
D(z) +∆
)−1
=
rw/(zm0)− (1 − rw)(r2w − 2rw + 2)
[1− (1 − rw)(1 + zm0)]/
[(
m0(z) + zm
′
0(z)
)(
1 + zm0(z)
)2] + op(1).
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Proof. Define Tijk = trD
−1(z)∆iD
−1(z)∆jD
−1(z)∆k
(
D(z) +∆
)−1
, for i, j, k ∈ {1, 2, 3}.
We will prove that all the terms are op(1) except for T222, which will further be shown to
converge to our desired value in probability. For T111, T333, T113, T112, T123 and T233, we
have
E|T111| ≤ K
n3
∑
i,j,k
E
∣∣∣ξiξjξkr′iD−1(z)rjr′jD−1(z)rkr′k(D(z) +∆)−1D−1(z)ri∣∣∣
≤ K
n3
∑
i,j,k
E
∣∣ξiξjξk∣∣ {E∣∣r′iD−1(z)rj |2E|r′jD−1(z)rk∣∣2}1/2 → 0,
E|T333| = E
∣∣∣∣Kn3 ∑
i,k,s
uiukusr
′
iD
−1rkr
′
kD
−1rsr
′
s
(
D+∆
)−1
D−1ri
∣∣∣∣
≤ K
n3
∑
i,k,s
{
E|uiukus|2
}1/2{
E
∣∣r′iD−1rk∣∣4E∣∣r′kD−1rs∣∣4}1/4 → 0,
E|T113| = E
∣∣∣∣Kn3 ∑
i,j,k
ξiξjukr
′
iD
−1rjr
′
jD
−1rkr
′
k
(
D+∆
)−1
D−1ri
∣∣∣∣
≤ K
n3
∑
i,j,k
{
E|ξiξjuk
∣∣2}1/2{E∣∣r′iD−1rj∣∣4E∣∣r′jD−1rk∣∣4}1/4 → 0,
E|T112| = E
∣∣∣∣Kn3 ∑
i,j,ℓ
ξiξjr
′
iD
−1rj
(∑
k 6=ℓ
ηkℓr
′
jD
−1rk
)
r′ℓ
(
D+∆
)−1
D−1ri
∣∣∣∣
≤ K
n3
∑
i,j,ℓ
{
E
∣∣r′iD−1rj ∣∣2}1/2{E∣∣∣∑
k 6=ℓ
r′jD
−1rk
∣∣∣2}1/2 → 0,
E|T123| = E
∣∣∣∣Kn3 ∑
i,s,ℓ
ξius
(∑
k 6=ℓ
ηkℓr
′
iD
−1rk
)
r′ℓD
−1rsr
′
s
(
D+∆
)−1
D−1ri
∣∣∣∣
≤ K
n3
∑
i,s,ℓ
{
E
∣∣ξiusr′ℓD−1rs∣∣2}1/2{E∣∣∣∑
k 6=ℓ
ηkℓr
′
iD
−1rk
∣∣∣2}1/2 → 0
and
E|T233| = E
∣∣∣∣Kn3 ∑
i,k,s
ukus
(∑
j
ηijr
′
jD
−1rk
)
r′kD
−1rsr
′
s
(
D+∆
)−1
D−1ri
∣∣∣∣
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≤ K
n3
∑
i,k,s
{
E
∣∣ukusr′kD−1rs∣∣2}1/2{E∣∣∣∑
j
ηijr
′
jD
−1rk
∣∣∣2}1/2 → 0.
For the remaining two terms T122 and T223, we have the following bounds.
E|T122| ≤ EK
n3
∣∣∣∣∑
s,k,ℓ
(∑
i,t
ξiηstr
′
iD
−1rkr
′
t(D+∆)
−1D−1ri
)
ηkℓr
′
ℓD
−1rs
∣∣∣∣
≤ K
n3
∑
s,k,ℓ
{
E
∣∣∣∑
i,t
ξiηstr
′
iD
−1rkr
′
t(D+∆)
−1D−1ri
∣∣∣2E∣∣ηkℓr′ℓD−1rs∣∣2}1/2.
For the first term, since
∥∥(D+∆)−1D−1∥∥ and ‖B0n‖ are bounded, we have
E
∣∣∣∑
i,t
ξiηstr
′
iD
−1rkr
′
t(D+∆)
−1D−1ri
∣∣∣2
= E
∣∣∣∣∣∣∣(ηs1 · · · ηsn)
 r
′
1
...
r′n
 (D+∆)−1D−1(r1 · · · rn)
 ξ1r
′
1D
−1rk
...
ξnr
′
nD
−1rk

∣∣∣∣∣∣∣
2
≤ KE
∥∥∥B0n∥∥∥2∣∣∣∑
j
ηsjξjr
′
jD
−1(z)rk
∣∣∣2 ≤ KE∣∣∣∑
j
r′jD
−1(z)rk
∣∣∣2 = O(1) (4.11)
and for the second term, E
∣∣ηkℓr′ℓD−1rs∣∣2 → 0. We thus have E|T122| → 0. Also,
E|T223| ≤ EK
n3
∣∣∣∣∑
t,j
(∑
s
ηstr
′
jD
−1rs
)(∑
i,ℓ
ηijuℓr
′
tD
−1rℓr
′
ℓ(D+∆)
−1D−1ri
)∣∣∣∣
≤ K
n3
∑
t,j
{
E
∣∣∣∑
s
ηstr
′
jD
−1rs
∣∣∣2E∣∣∣∑
i,ℓ
ηijuℓr
′
tD
−1rℓr
′
ℓ(D+∆)
−1D−1ri
∣∣∣2}1/2.
Similar as the approaches in (4.11), we have
E
∣∣∣∑
i,ℓ
ηijuℓr
′
tD
−1rℓr
′
ℓ(D+∆)
−1D−1ri
∣∣∣2 ≤ K,
which leads to
E|T223| ≤ K
n3
∑
t,j
{
E
∣∣∣∑
s
ηstr
′
jD
−1rs
∣∣∣2}1/2 ≤ K
n
{
E
∣∣∣∑
s
r′jD
−1rs
∣∣∣2}1/2 → 0.
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Finally, for the term T222, denote C = Ew
−1 − Ew−2/Ew−1. Following similar routine as
Zheng et al. (2015), we have
T222 =
θ3
n3
∑
i6=j,k 6=ℓ
s6=t
ηijηkℓηstr
′
jD
−1rkr
′
ℓD
−1rsr
′
t
(
D+∆
)−1
D−1ri
=
θ3
n3
∑
i6=j,k 6=ℓ
s6=t,j=k
ηijηkℓηstr
′
jD
−1rkr
′
ℓD
−1rsr
′
t
(
D+∆
)−1
D−1ri + op(1)
=
θ2
n2
∑
k 6=i,k 6=ℓ
trD−1∆2
(
D+∆
)−1
D−1rir
′
kD
−1rkr
′
ℓηikηkℓ + op(1)
=
θ2
n
(
1 + zm0
)∑
i6=ℓ
trD−1∆2
(
D+∆
)−1
D−1rir
′
ℓ
(
1
wiwℓ
− ηiℓC
)
+ op(1)
=
θ2
n
(
1 + zm0
)∑
i6=ℓ
trD−1∆2
(
D+∆
)−1
D−1rir
′
ℓ
1
wiwℓ
− θ(1 + zm0) tr(D−1∆2)2(D+∆)−1C + op(1). (4.12)
Consider the first term in (4.12), we have∑
i6=ℓ
trD−1∆2
(
D+∆
)−1
D−1
rir
′
ℓ
wiwℓ
= trD−1∆2D
−2
∑
i6=ℓ
rir
′
ℓ
wiwℓ
− trD−1∆2
(
D+∆
)−1
∆D−2
∑
i6=ℓ
rir
′
ℓ
wiwℓ
= trD−1∆2D
−2
∑
i6=ℓ
rir
′
ℓ
wiwℓ
− trD−1
∑
i6=ℓ
rir
′
ℓ
wiwℓ
D−1∆2
(
D+∆
)−1
D−1∆2 + op(1). (4.13)
On the other hand, using the definition of ∆2 and repeating the steps in (4.12) leads to
trD−1
∑
i6=ℓ
rir
′
ℓ
wiwℓ
D−1∆2
(
D+∆
)−1
D−1∆2
=
θ2
n2
∑
i6=ℓ,s6=t
u6=j
ηstηuj
wiwℓ
r′ℓD
−1rsr
′
t
(
D+∆
)−1
D−1rur
′
jD
−1ri
=
θ2
n2
∑
i6=ℓ,s6=t
u6=j,ℓ=s
ηstηuj
wiwℓ
r′ℓD
−1rsr
′
t
(
D+∆
)−1
D−1rur
′
jD
−1ri + op(1)
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=
(
1 + zm0(z)
) θ2
n2
∑
i,t
u6=j
ηuj
wi
(∑
s6=i
s6=t
ηst
ws
)
r′t
(
D+∆
)−1
D−1rur
′
jD
−1ri + op(1)
= −(1 + zm0(z))∑
i6=t
θEw−1
wtwi
r′t
(
D+∆
)−1
D−1∆2D
−1ri + op(1)
= −(1 + zm0(z))θEw−1 trD−1∑
i6=t
rir
′
t
wiwt
(
D+∆
)−1
D−1∆2 + op(1). (4.14)
Combining (4.13) and (4.14) gives
∑
i6=ℓ
trD−1∆2
(
D+∆
)−1
D−1
rir
′
ℓ
wiwℓ
=
trD−1∆2D
−2
∑
i6=ℓ rir
′
ℓ/wiwℓ
1− (1 + zm0(z))θEw−1 . (4.15)
For the denominator in (4.15), we have since
trD−1(z1)∆2D
−1(z2)
∑
i6=ℓ
rir
′
ℓ
wiwℓ
=
θ
n
∑
s6=t,i6=ℓ
ηst
wiwℓ
r′tD
−1(z2)rir
′
ℓD
−1(z1)rs
=
θ
n
∑
s6=t
ηst
wtws
r′tD
−1(z2)rtr
′
sD
−1(z1)rs + op(1)
= −nEw−2(1 + z1m0(z1))(1 + z2m0(z2))+ op(1),
then∑
i6=ℓ
trD−1∆2
(
D+∆
)−1
D−1
rir
′
ℓ
wiwℓ
=
nEw−2
(
m0(z) + zm
′
0(z)
)(
1 + zm0(z)
)
zm0(z)
. (4.16)
Combining (4.12) with (4.16) leads to
T222 =
(
1 + zm0(z)
)2(
rw/(zm0)− (1− rw)(r2w − 2rw + 2)
)
[1− (1 − rw)(1 + zm0)]/ [m0(z) + zm′0(z)]
+ op(1).
The proof of this lemma is then complete.
Step 2: Finite dimensional convergence of M
(2)
n (z) in distribution. For any q
complex numbers z1, . . . , zq ∈ Cn, this step approximates joint distribution of[
M (2)n (z1), . . . ,M
(2)
n (zq)
]
(4.17)
by the martingale CLT in Lemma S1.7. To this end, we extend the identity (1.15) and
Lemma 2.2 in Bai and Silverstein (2004) to Lemmas S1.2 and S1.5, respectively. These
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two lemmas are used to calculate the limiting covariance function and verify Lindeberg’s
condition when applying the martingale CLT.
Let E0(·) denote expectation and Ej(·) denote conditional expectation with respect to
the σ-field generated by r1, . . . , rj , j = 1, . . . , n. ¿From the martingale decomposition and
the identity
D−1(z)−D−1j (z) = −D−1j (z)rjr′jD−1j (z)βj(z), (4.18)
we get
M (2)n (z) =
n∑
j=1
(Ej − Ej−1) tr
[
D−1(z)−D−1j (z)
]
=
n∑
j=1
(Ej − Ej−1)d log(βj(z)/β¯j(z))
dz
,
=
d
dz
n∑
j=1
(Ej − Ej−1) log[1− β¯j(z)εj(z) + β¯j(z)βj(z)ε2j(z)], (4.19)
where the last equality is from the identity βj(z) = β¯j(z) − β¯2j (z)εj(z) + β¯2j (z)βj(z)ε2j(z).
By Lemma S1.5 and Lemma 2.1 in Bai and Silverstein (2004), we have E
∣∣∣∣∑nj=1(Ej −
Ej−1)β¯j(z)βj(z)ε
2
j(z)
∣∣∣∣2 → 0. Thus applying the Taylor expansion to the log function in
(4.19), one may conclude
M (2)n (z) = −
d
dz
n∑
j=1
(Ej − Ej−1)β¯j(z)εj(z) + op(1)
= − d
dz
n∑
j=1
Ej β¯j(z)εj(z) + op(1).
Therefore, we turn to consider the martingale difference sequence
Ynj(z) :=
d
dz
Ej β¯j(z)εj(z), j = 1, . . . , n.
The Lyapunov condition for this sequence is guaranteed by the fact that
n∑
j=1
E |Ynj(z)|4 =
n∑
j=1
E
∣∣∣∣Ej (δj(z)β¯j(z)− εj(z)β¯2j (z) 1n trΣD−2j (z)
)∣∣∣∣4
≤ K
n∑
j=1
( |z|4E|δj(z)|4
v4
+
|z|8p4E|εj(z)|4
v16n4
)
→ 0,
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where the convergence is from Lemma S1.5. Moreover, from the lemma, we have E|Ynj(z)|2 =
O(n−1), and hence the random vector in (4.17) forms a tight sequence.
We next consider the sum σn(z, z˜) :=
∑n
j=1 Ej−1 [Ynj(z)Ynj(z˜)] , for z 6= z˜ ∈ {z1, . . . , zw}.
¿From similar arguments on Pages 571 and 576 of Bai and Silverstein (2004), we have
E|β¯j(z)− bn(z)| → 0 and bn(z) + zm0(z)→ 0, (4.20)
which implies
σn(z, z˜) =
∂2
∂z∂z˜
zz˜m0(z)m0(z˜)
n∑
j=1
Ej−1 (Ejεj(z)Ejεj(z˜)) + op(1).
From (4.3) and Lemma S1.2, one may get
zz˜m0(z)m0(z˜)
n∑
j=1
Ej−1 (Ejεj(z)Ejεj(z˜))
=2(T1 + α2T2 − T3 − T4) + (τ − 3)(T5 + T6 − T7 − T8) + o(1),
where
T1 =
zz˜m0(z)m0(z˜)
n2
n∑
j=1
tr
[
EjΣD
−1
j (z)EjΣD
−1
j (z˜)
]
,
T2 =
zz˜m0(z)m0(z˜)
pn2
n∑
j=1
tr
[
EjΣD
−1
j (z)
]
tr
[
EjΣD
−1
j (z˜)
]
,
T3 =
zz˜m0(z)m0(z˜)
pn2
n∑
j=1
tr
[
EjΣ
2D−1j (z)
]
tr
[
EjΣD
−1
j (z˜)
]
,
T4 =
zz˜m0(z)m0(z˜)
pn2
n∑
j=1
tr
[
EjΣD
−1
j (z)
]
tr
[
EjΣ
2D−1j (z˜)
]
,
T5 =
zz˜m0(z)m0(z˜)
n2
n∑
j=1
tr
[
Ej(A
′D−1j (z)A) ◦ Ej(A′D−1j (z˜)A)
]
,
T6 =
zz˜m0(z)m0(z˜)
p2n2
n∑
j=1
tr
[
EjΣD
−1
j (z)
]
tr
[
EjΣD
−1
j (z˜)
]
tr [(A′A) ◦ (A′A)] ,
T7 =
zz˜m0(z)m0(z˜)
pn2
n∑
j=1
tr
[
EjΣD
−1
j (z)
]
tr
[
Ej(A
′D−1j (z˜)A) ◦ (A′A)
]
,
T8 =
zz˜m0(z)m0(z˜)
pn2
n∑
j=1
tr
[
Ej(A
′D−1j (z)A) ◦ (A′A)
]
tr
[
EjΣD
−1
j (z˜)
]
.
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The quantities T1 and T2 have been respectively studied in Bai and Silverstein (2004)
and Hu et al. (2019) under their models. Following their steps and applying Lemma S1.5,
one may obtain
T1 = log
m0(z)−m0(z˜)
m0(z)m0(z˜)(z − z˜)
+ op(1),
T2 =
T6
ζp
= cn
∫
tm0(z)dHp(t)
1 + tm0(z)
∫
tm0(z˜)dHp(t)
1 + tm0(z˜)
=
[1 + zm0(z)][1 + z˜m0(z˜)]
cn
+ op(1).
Notice that statistics T3 and T4 will reduce to T2 if Σ
2 is replaced with Σ. Therefore, similar
to the derivation of the limit of T2, it’s straightforward to get
T3 = cn
∫
t2m0(z)dHp(t)
1 + tm0(z)
∫
tm0(z˜)dHp(t)
1 + tm0(z˜)
+ op(1)
=
[
1− 1 + zm0(z)
cnm0(z)
]
[1 + z˜m0(z˜)] + op(1),
T4 = cn
∫
tm0(z)dHp(t)
1 + tm0(z)
∫
t2m0(z˜)dHp(t)
1 + tm0(z˜)
+ op(1)
=
[
1− 1 + z˜m0(z˜)
cnm0(z˜)
]
[1 + zm0(z)] + op(1).
Following the proof of Theorem 1.4 of Pan and Zhou (2008) and using Lemma S1.5, one
may get
T5 =
1
n
tr
[
(A′(m−10 (z)I+Σ)
−1A) ◦ (A′(m−10 (z˜)I+Σ)−1A)
]
+ op(1)
= cngp
( −1
m0(z)
,
−1
m0(z˜)
)
+ op(1),
T7 =
1
pn
tr
[
Σ(m−10 (z)I+Σ)
−1
]
tr
[
(A′(m−10 (z˜)I+Σ)
−1A) ◦ (A′A)]+ op(1)
= hp
( −1
m0(z˜)
)
[1 + zm0(z)] + op(1),
T8 =
1
pn
tr
[
(A′(m−10 (z)I+Σ)
−1A) ◦ (A′A)] tr [Σ(m−10 (z˜)I+Σ)−1]+ op(1)
= hp
( −1
m0(z)
)
[1 + z˜m0(z˜)] + op(1).
Collecting the above results and applying Lemma S1.7, we get
(4.17)
D
=
[
M
(2)
0 (z1), . . . ,M
(2)
0 (zq)
]
+ op(1),
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where [M
(2)
0 (z)] is a q-dim zero-mean normal random vector with covariance function
Cov[M
(2)
0 (z),M
(2)
0 (z˜)] = σ1(z, z˜) + (τ − 3)σ2(z, z˜).
Step 3: Tightness of M
(1)
n (z) and M
(2)
n (z). The tightness can be established by
verifying the moment condition (12.51) of Billingsley (1968):
sup
n,z1,z2∈Cn
E|M (k)n (z1)−M (k)n (z2)|2
|z1 − z2|2 <∞, k = 1, 2. (4.21)
Proof for M
(1)
n (z) is similar to Zheng et al. (2015) and that for M
(2)
n (z) is similar to
Bai and Silverstein (2004). Since the latter is more involved, as an illustration, we sketch
main ideas for M
(2)
n (z) only.
The first task here is to control the probability of the event that extreme eigenvalues
of B0n falling outside of the interval [sl, sr] defined by (4.1). This is done in Lemma S1.6.
By virtue of this lemma and arguments on Page 579 in Bai and Silverstein (2004), one may
assume that moments of D−1(z), D−1j (z) and D
−1
ij (z) are all bounded in n and z ∈ Cn, that
is, for any positive q,
max{E||D−1(z)||q,E||D−1j (z)||q,E||D−1ij (z)||q} ≤ Kq. (4.22)
Then using such boundedness, the inequality in Lemma S1.5 can be extended as∣∣∣∣∣E
[
a(v)
q∏
l=1
(y′Bl(v)y − trΣBl(v))
]∣∣∣∣∣ ≤ Kqpq−1η2q−4n , q ≥ 2, (4.23)
where the matrices Bl(v) are independent of y =
√
ps(x− µ) and
max{|a(v)|, ||Bl(v)||} ≤ K
[
1 + psI
(
||B0n|| ≥ xr or λB˜min ≤ xl
)]
for some positive s, where B˜ is B0n or B
0
n with some rj ’s removed. Note that the inequality
(4.23) is parallel to the inequality (3.2) in Bai and Silverstein (2004) for the independent
components model.
Finally, following closely the procedure in Section 3 of Bai and Silverstein (2004), and
applying Lemmas S1.5 and S1.6 together with (4.22) and (4.23), one may verify (4.21) for
M
(2)
n (z). The details are thus omitted.
Step 4: Convergence of M
(3)
n (z). To finish the proof, it is enough to show that the
sequence of M
(3)
n (z) is bounded and equicontinuous, and converges to the mean function
(4.2). The boundedness and equicontinuity can be verified following the arguments on Pages
592-593 of Bai and Silverstein (2004), and we only focus on the convergence of M
(3)
n (z) in
this step.
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A novel method for the convergence is proposed, which is quite different from the idea in
Bai and Silverstein (2004). This new procedure is more straightforward and easier to follow.
We first list some results that will be used in this part:
sup
z∈Cn
E|εj(z)|q ≤ Kqp−1η2q−4n , sup
z∈Cn
E|γj(z)|q ≤ Kqp−1η2q−4n , (4.24)
sup
n,z∈Cn
|bn(z) + zm0(z)| → 0, sup
n,z∈Cn
||zI − bn(z)Σ||−1 <∞, (4.25)
sup
n,z∈Cn
E| trD−1(z)M− E trD−1(z)M|2 ≤ K||M||2, (4.26)
where q ≥ 2 and M is any nonrandom p× p matrix. These results can be verified step by
step following the discussions in Bai and Silverstein (2004) and we omit the details.
Writing V(z) = zI − bn(z)Σ, we decompose M (3)n (z) in two ways:
M (3)n (z) = [pEm
0
n(z) + trV
−1(z)]− [trV−1(z) + pm0(z)] := Sn(z)− Tn(z),
M (3)n (z) = [nEm
0
n(z) + nbn(z)/z]− [nbn(z)/z + nm0(z)] := Sn(z)− Tn(z).
Notice that
Tn(z) = p
∫
dHp(t)
z − bn(z)t − p
∫
dHp(t)
z + zm0(z)t
= p [bn(z) + zm0(z)]
∫
tdHp(t)
(z − bn(z)t)(z + zm0(z)t)
= cnTn(z)
∫
tdHp(t)
(z − bn(z)t)(1 +m0(z)t)
.
We have
M
(3)
n (z)− Sn(z)
M
(3)
n (z)− Sn(z)
=
Tn(z)
Tn(z)
=
cn
z
∫
tdHp(t)
(1 +m0(z)t)
2
+ o(1), (4.27)
where the second identity uses the convergence in (4.25).
Our next task is to study the convergence of Sn(z) and Sn(z). For simplicity, we suppress
the expression z in the sequel when it is served as independent variables of some functions.
All expressions and convergence statements hold uniformly for z ∈ Cn.
We first simplify the expression of Sn. Using the identity r
′
jD
−1 = r′jD
−1
j βj , we have
Sn = E tr(D
−1 +V−1) = E tr
V−1
 n∑
j=1
rjr
′
j − bnΣ
D−1

= nEβ1r
′
1D
−1
1 V
−1r1 − bnE trΣD−1V−1. (4.28)
28
¿From (4.18) and β1 = bn − bnβ1γ1,
E trV−1Σ(D−11 −D−1) = E trV−1ΣD−11 r1r′1D−11 β1
= bnE(1 − β1γ1)r′1D−11 V−1ΣD−11 r1,
where |Eβ1γ1r′1D−11 V−1ΣD−11 r1| ≤ Kn−1/2. From this and (4.28), we get
Sn = nEβ1r
′
1D
−1
1 V
−1r1 − bnE trΣD−11 V−1 +
1
n
b2nE trD
−1
1 V
−1ΣD−11 Σ+ o(1).
Plugging β1 = bn−b2nγ1+b3nγ21−β1b3nγ31 into the first term in the above equation, we obtain
nEβ1r
′
1D
−1
1 V
−1r1 = bnE trD
−1
1 V
−1Σ− nb2nEγ1r′1D−11 V−1r1
+ nb3nEγ
2
1r
′
1D
−1
1 V
−1r1 − nb3nEβ1γ31r′1D−11 V−1r1.
Note that, from (4.23), (4.24), and (4.26),
Eγ1r
′
1D
−1
1 V
−1r1 = E
[
r′1D
−1
1 r1 −
1
n
trD−11 Σ
] [
r′1D
−1
1 V
−1r1
− 1
n
trD−11 V
−1Σ
]
+
1
n2
Cov(trD−11 Σ, trD
−1
1 V
−1Σ)
= E
[
r′1D
−1
1 r1 −
1
n
trD−11 Σ
] [
r′1D
−1
1 V
−1r1
− 1
n
trD−11 V
−1Σ
]
+ o
(
1
n
)
,
Eγ21r
′
1D
−1
1 V
−1r1 = Eγ
2
1
[
r′1D
−1
1 V
−1r1 − 1
n
trD−11 V
−1Σ
]
+
1
n
Cov(γ21 , trD
−1
1 V
−1Σ) +
1
n
Eγ21E trD
−1
1 V
−1Σ
=
1
n
Eγ21E trD
−1
1 V
−1Σ+ o
(
1
n
)
,
Eβ1γ
3
1r
′
1D
−1
1 V
−1r1 = o
(
1
n
)
.
We thus arrive at
Sn = −nb2nE
[
r′1D
−1
1 r1 −
1
n
trD−11 Σ
] [
r′1D
−1
1 V
−1r1 − 1
n
trD−11 V
−1Σ
]
+ b3nEγ
2
1E trD
−1
1 V
−1Σ+
1
n
b2nE trD
−1
1 V
−1ΣD−11 Σ+ o(1).
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On the other hand, by the identity r′jD
−1 = r′jD
−1
j βj , we have
p+ z trD−1 = tr(BnD
−1) =
n∑
j=1
βjr
′
jD
−1
j rj = n−
n∑
j=1
βj ,
which implies nzm0n = −
∑n
j=1 βj . From this, together with β1 = bn−b2nγ1+b3nγ21−β1b3nγ31 ,
(4.23), we get
Sn = −
n
z
E (β1 − bn) = −n
z
b3nEγ
2
1 + o(1).
Applying Lemma S1.2 to the simplified Sn and Sn, and then replacing Dj with D in the
derived results yield
Sn = −b
2
n
n
[
E trD−1ΣD−1V−1Σ+
2
p
(
α2E trΣD
−1 trΣD−1V−1
− E trΣ2D−1 trΣD−1V−1 − E trΣD−1 trΣ2D−1V−1
)]
+
2b3n
n2
[
E trD−1ΣD−1Σ+
1
p
(
α2E trΣD
−1 trΣD−1 − 2E trΣ2D−1 trΣD−1
)]
· E trD−1V−1Σ− (τ − 3)b
2
n
n
[
E tr[(A′D−1A) ◦ (A′D−1V−1A)]
+
1
p2
E tr(D−1Σ) tr(D−1V−1Σ) tr[(A′A) ◦ (A′A)]
− 1
p
E tr(D−1Σ) tr[(A′D−1V−1A) ◦ (A′A)]− 1
p
E tr(D−1V−1Σ) tr[(A′D−1A) ◦ (A′A)]
]
+
(τ − 3)b3n
n2
[
E tr[(A′D−1A) ◦ (A′D−1A)] + 1
p2
Etr2(D−1Σ) tr[(A′A) ◦ (A′A)]
− 2
p
E tr(D−1Σ) tr[(A′D−1A) ◦ (A′A)]
]
ED−1V−1Σ+ o(1),
Sn =
−2b3n
zn
[
E trD−1ΣD−1Σ+
1
p
(
α2E trΣD
−1 trΣD−1 − 2E trΣ2D−1 trΣD−1
)]
− (τ − 3)b
3
n
zn
[
E tr[(A′D−1A) ◦ (A′D−1A)] + 1
p2
Etr2(D−1Σ) tr[(A′A) ◦ (A′A)]
− 2
p
E tr(D−1Σ) tr[(A′D−1A) ◦ (A′A)]
]
+ o(1).
To study the convergence of Sn and Sn, we need to figure out the difference between
D−1 and V−1. Write
D−1 +V−1 = bnR˜1 + R˜2 + R˜3, (4.29)
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where
R˜1 =
n∑
j=1
V−1(rjr
′
j − n−1Σ)D−1j , R˜2 =
n∑
j=1
V−1rjr
′
jD
−1
j (βj − bn),
R˜3 =
1
n
n∑
j=1
bnV
−1Σ(D−1j −D−1).
Similar to the arguments on page 590 in Bai and Silverstein (2004) we have, for any p× p
matrix M,
|E tr R˜2M| ≤ n1/2K(E||M||4)1/4 and | tr R˜3M| ≤ K(E||M||2)1/2 (4.30)
and, for nonrandom matrix M,
|E tr R˜1M| ≤ n1/2K||M||. (4.31)
Taking a step further, for M nonrandom, we write
tr R˜1ΣD
−1M = R˜11 + R˜12 + R˜13, (4.32)
where
R˜11 = tr
n∑
j=1
V−1rjr
′
jD
−1
j Σ(D
−1 −D−1j )M,
R˜12 = tr
n∑
j=1
V−1(rjr
′
j − n−1Σ)D−1j ΣD−1j M,
R˜13 = − 1
n
tr
n∑
j=1
V−1ΣD−1j Σ(D
−1 −D−1j )M.
It’s clear that ER˜12 = 0 and moreover, using (4.22), (4.23) and (4.26), we get
|ER˜13| ≤ K||M||, (4.33)
ER˜11 = −nEβ1r1D−11 ΣD−11 r1r′1D−11 MV−1r1
= −bnn−1E(trD−11 ΣD−11 Σ)(trD−11 MV−1Σ) + o(1)
= −bnn−1E(trD−1ΣD−1Σ)(trD−1MV−1Σ) + o(1)
= −bnn−1E(trD−1ΣD−1Σ)E(trD−1MV−1Σ) + o(1). (4.34)
Applying (4.20), (4.29)-(4.34) and (2.6), one may calculate the limit of each component
of Sn and Sn. Specifically, we have
1
n
E trD−1Σk = −
∫
cnt
kdHp(t)
z(1 +m0t)
+ o(1),
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1n
E trD−1V−1Σk = −
∫
cnt
kdHp(t)
z2(1 +m0t)
2
+ o(1),
1
n
E trD−1ΣD−1Σ
=− 1
n
E trV−1ΣD−1Σ− b
2
n
n2
E trD−1ΣD−1ΣE trV−1ΣD−1Σ+ o(1)
=− 1
n
E trV−1ΣD−1Σ
[
1 +
b2n
n
E trV−1ΣD−1Σ
]−1
+ o(1),
=
∫
cnt
2dHp(t)
z2(1 +m0t)
2
[
1−
∫
cnm
2
0t
2dHp(t)
(1 +m0t)
2
]−1
+ o(1),
1
n
E trD−1ΣD−1V−1Σ
=− 1
n
E trV−1ΣD−1V−1Σ
[
1 +
b2n
n
E trD−1ΣD−1Σ
]
+ o(1)
=− 1
n
E trV−1ΣD−1V−1Σ
[
1 +
b2n
n
E trV−1ΣD−1Σ
]−1
+ o(1),
=
∫
cnt
2dHp(t)
z3(1 +m0t)
3
[
1−
∫
cnm
2
0t
2dHp(t)
(1 +m0t)
2
]−1
+ o(1).
Combining the above results, we obtain
Tn/Tn =
∫
cntdHp(t)
z(1 +m0t)
2
+ o(1),
Sn − SnTn/Tn
=−
∫
cnm
2
0t
2dHp(t)
z(1 +m0t)
3
[
1−
∫
cnm
2
0t
2dHp(t)
(1 +m0t)
2
]−1
− 2cnm
2
0
z
[∫
(α2t− t2)dHp(t)
1 +m0t
∫
tdHp(t)
(1 +m0t)
2
−
∫
tdHp(t)
1 +m0t
∫
t2dHp(t)
(1 +m0t)
2
]
− cn(τ − 3)
{
1
zm0
g′p,z
(−1
m0
,
−1
m0
)
+ ζp
∫
tm0dHp(t)
1 +m0t
∫
tm0dHp(t)
z(1 +m0t)
2
−
[∫
tdHp(t)
z(1 +m0t)
h′p
(−1
m0
)
+
∫
tm0dHp(t)
z(1 +m0t)
2
hp
(−1
m0
)]}
+ o(1).
Therefore, from (4.27) and the identities[
1−
∫
cntdHp(t)
z(1 +m0t)
2
]−1
= −zm0
[
1−
∫
cnm
2
0t
2dH(t)
(1 +m0t)
2
]−1
= −zm
′
0
m0
,
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we obtain
M (3)n (z) =
Sn − SnTn/Tn
1− Tn/Tn
= µ1(z) + (τ − 3)µ2(z) + o(1).
The proof is complete.
S1 Lemmas
Lemma S1.1. Under Assumptions (a)-(b)-(d), the sample spatial median µˆ satisfies
||µˆ− µ|| = Oa.s.(1) and
∥∥∥∥µˆ− µ− ∑ sj∑ ||xj − µ||−1
∥∥∥∥ = oa.s.(1),
where sj = s(xj − µ), j = 1, . . . , n.
Lemma S1.2. In addition to Assumptions (a)-(b)-(d), suppose that the conditions in (4.3)
hold. Let y =
√
ps(x − µ), then for any p × p complex matrices C and C˜ with bounded
spectral norms,
E
(
y′Cy − trΣC)(y′C˜y − trΣC˜)
=trΣCΣC˜+ trΣCΣC˜′ +
2
p2
trΣ2 trΣC trΣC˜− 2
p
trΣ2C trΣC˜− 2
p
trΣC trΣ2C˜
+ (τ − 3)
{
tr[(A′CA) ◦ (A′C˜A)] + 1
p2
trCΣ tr C˜Σ tr[(A′A) ◦ (A′A)]
− 1
p
trCΣ tr[(A′C˜A) ◦ (A′A)]− 1
p
tr C˜Σ tr[(A′CA) ◦ (A′A)]
}
+ o(p).
Lemma S1.3. Under the assumptions of Lemma S1.2,
tr(Bn − zI)−1 − tr(B0n − zI)−1
=− trD−2(z)∆+ trD−2(z)∆D−1(z)∆− tr (D−1(z)∆)3(D(z) +∆)−1 + op(1).
The matrix ∆ is ∆ =∆1 +∆2 +∆3 with
∆1 = −θ
2
n
n∑
i=1
ξirir
′
i, ∆2 =
θ
n
∑
i6=j
ηijrir
′
j , ∆3 =
2θ
p
∑
i6=j
r′jri
wi
rir
′
i,
where θ = 1/E(w−1), ξi = w
−2
i − Ew−2 and ηij = Ew−2/Ew−1 − 1/wi − 1/wj.
Lemma S1.4. Under the assumptions of Lemma S1.2, let uj =
∑
i6=j r
′
irj/wj. We have
1.) E(r′1ǫ)
2 ≤ Kn−3;
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2.) E
∣∣r′1D−1(z)r1 − (1 + zm0(z))∣∣2 ≤ Kn−1;
3.) E|r′1D−1(z)r2|4 ≤ Kn−2;
4.) Eu41u
4
2 ≤ K;
5.) The population spatial sign covariance matrix Σ has the following expansion
Σ = T− τ − 3
p
Adiag(T˜)A′ − 2
p
T2 +
(
τ − 3
p2
tr(T˜ ◦ T˜) + 2
p2
trT2
)
T+ o(p−1),
where T˜ = A′A and diag(T˜) is the matrix of T˜ with off diagonal entries removed.
Lemma S1.5. Under the assumptions of Lemma S1.2, for any p× p complex matrix M,
E |y′My − trΣM|q ≤ Kq||M||qpq−1δ2q−4n , q ≥ 2, (S.1)
where Kq is a positive constant depending only on q.
This lemma follows from Lemma 2.2 in Bai and Silverstein (2004) and similar arguments
in the proof of Lemma 5 in Gao et al. ( 2016).
Lemma S1.6. Under the assumptions of Lemma S1.2, for any s > 0, xr > lim supp→∞ ||Σ||(1+√
c)2 and xl < lim infp→∞ λ
Σ
minI(0<c<1),
P (||B0n|| > xr) = o(n−s) and P (λB
0
n
min < xl) = o(n
−s).
Lemma S1.7 (Theorem 35.12 of Billingsley (1995)). Suppose for each n, Yn1, Yn2, . . . , Ynkn
is a real martingale difference sequence with respect to the increasing σ-field {Fnj} having
second moments. If for each ε > 0,
kn∑
j=1
E(Y 2njI(|Ynj|≥ε))→ 0 and
kn∑
j=1
E(Y 2nj |Fn,j−1)
i.p.−−→ σ2,
as n→∞, where σ2 is a positive constant, then
kn∑
j=1
Ynj
D−→ N(0, σ2).
S2 Proofs
S2.1 Proof of Lemma S1.1
By definition, the sample spatial median µˆ is the unique solution to
µˆ = µ+
∑
sj∑ ||xj − µˆ||−1 . (S.1)
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We have thus
||xj − µˆ|| ≤ ||xj − µ||+ ||µ− µˆ|| = ||xj − µ||+ ||
∑
s(xj − µ)||∑ ||xj − µˆ||−1 . (S.2)
Taking the sum on both side of (S.2) yields
n∑
j=1
||xj − µˆ|| ≤
n∑
j=1
||xj − µ||+ n||
∑
sj ||∑ ||xj − µˆ||−1 . (S.3)
From (S.1), (S.3), and the inequality
n∑ ||xj − µˆ||−1 ≤ 1n
n∑
j=1
||xj − µˆ||, (S.4)
we get
||µ− µˆ|| = ||
∑
sj ||∑ ||xj − µˆ||−1 ≤ ||
∑
sj ||
∑n
j=1 ||xj − µ||
n2 − n||∑ sj|| .
Then by the facts∥∥∥∥ n∑
j=1
sj
∥∥∥∥ = Oa.s.(√n) and n∑
j=1
||xj − µ|| = Oa.s.(n3/2), (S.5)
we conclude that ||µˆ− µ|| = Oa.s.(1).
For the second conclusion, from (S.1), (S.4), (S.5), and the fact ||µ − µˆ|| = Oa.s.(1), it
holds almost surely that∥∥∥∥µˆ− µ− ∑ sj∑ ||xj − µ||−1
∥∥∥∥ = ∥∥∥∥ ∑ sj∑ ||xj − µ||−1 −
∑
sj∑ ||xj − µˆ||−1
∥∥∥∥
≤
∥∥∥∥ n∑
j=1
sj
∥∥∥∥max{∣∣∣∣ 1∑ ||xj − µ||−1 − 1∑ |||xj − µ|| − ||µ− µˆ|||−1
∣∣∣∣,∣∣∣∣ 1∑ ||xj − µ||−1 − 1∑(||xj − µ||+ ||µ− µˆ||)−1
∣∣∣∣}
≤K
n∑
j=1
||∑ sj ||
||xj − µ||2
 1
n2
n∑
j=1
||xj − µ||
2 = oa.s.(1),
where K is some constant.
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S2.2 Proof of Lemma S1.2
Denote W = A′CA, U = A′C˜A, T˜ = A′A. Consider the product of the quadratic form
y′Cyy′C˜y, which is equivalent to z′Wzz′Uz/(z′T˜z/p)2. Further, denote s = z′T˜z/p and
recall tr T˜ = p, it is trivial to have s− 1 = Op(p−1/2). Using the equation that
1
s2
= 2− s2 + (1 − s2)2 + s−2(1− s2)3,
we have
Ey′Cyy′C˜y = E(z′Wzz′Uz)
(
2− s2 + 4(1− s)2 +Op(p−3/2)
)
= E(z′Wzz′Uz)
(
6− 8s+ 3s2
)
+O(
√
p). (S.6)
Therefore, the main task in the following is to derive the limit for the three terms Ez′Wzz′Uz,
Ez′Wzz′Uzs and Ez′Wzz′Uzs2 up to the order O(p).
For the first term Ez′Wzz′Uz, we have
Ez′Wzz′Uz = E
∑
i,j,k,ℓ
zizjzkzℓWijUkℓ.
Since all the p components zi are independent and standardized, with mean zero, variance
one and finite fourth moment, the terms that will contribute are the ones with their indexes
either can be glued together or derived into two groups, i.e. i = j = k = ℓ, or i = j 6= k = ℓ,
or i = k 6= j = ℓ or i = ℓ 6= j = k. All the four cases together gives
Ez′Wzz′Uz = trW trU+ trWU+ trW′U+ (τ − 3)
∑
i
WiiUii. (S.7)
For the second term Ez′Wzz′Uzs, we have
Ez′Wzz′Uzs =
1
p
E
∑
i,j,k,ℓ,s,u
zizjzkzℓzszuWijUkℓT˜su.
The terms that will contribute up to order O(p) are in
∑
(2) and
∑
(3), where the index (·)
denotes the number of distinct integers in the set {i, j, k, ℓ, s, u}. It can be checked that the
following three cases should be counted in
∑
(2) (all have the form of the product of two
traces)
case 1: i = j 6= k = ℓ = s = u,
case 2: k = ℓ 6= i = j = s = u,
case 3: s = u 6= i = j = k = ℓ,
while in
∑
(3) the following four cases should be taken into account,
case 1: k = s 6= ℓ = u 6= i = j and k = u 6= ℓ = s 6= i = j,
36
case 2: i = s 6= j = u 6= k = ℓ and i = u 6= j = s 6= k = ℓ,
case 3: i = ℓ 6= j = k 6= s = u and i = k 6= j = ℓ 6= s = u,
case 4: i = j 6= k = ℓ 6= s = u.
Combining the contribution of each cases in
∑
(2) and
∑
(3), we have
case 1 =
τ
p
∑
i6=k
WiiUkkT˜kk +
2
p
∑
i6=k 6=ℓ
WiiUkℓT˜ℓk
=
τ − 2
p
∑
i6=k
WiiUkkT˜kk +
2
p
∑
i6=k
Wii(UT˜)kk +O(1)
=
τ − 2
p
trW
∑
k
UkkT˜kk +
2
p
trW tr(UT˜) +O(1),
case 2 =
τ
p
∑
i6=k
WiiUkkT˜ii +
2
p
∑
i6=j 6=k
WijUkkT˜ji
=
τ − 2
p
∑
i6=k
WiiT˜iiUkk +
2
p
∑
i6=k
Ukk(WT˜)ii +O(1)
=
τ − 2
p
trU
∑
i
WiiT˜ii +
2
p
trU tr(WT˜) +O(1),
case 3 =
τ
p
∑
s6=i
WiiUiiT˜ss +
1
p
∑
i6=j 6=s
WijUjiT˜ss +
1
p
∑
i6=j 6=s
WijU
∗
jiT˜ss
=
τ − 2
p
∑
s6=i
WiiUiiT˜ss +
1
p
∑
i6=s
T˜ss(WU)ii +
1
p
∑
i6=s
T˜ss(WU
∗)ii +O(1)
=
τ − 2
p
tr T˜
∑
i
WiiUii +
1
p
tr T˜ tr(WU) +
1
p
tr T˜ tr(WU∗) + O(1),
case 4 =
1
p
∑
i6=k 6=s
WiiUkkT˜ss
=
1
p
trW trU tr T˜− 1
p
tr T˜
∑
i
WiiUii − 1
p
trU
∑
i
WiiT˜ii
− 1
p
trW
∑
i
T˜iiUii +O(1),
which further gives
Ez′Wzz′Uzs = case 1 + case 2 + case 3 + case 4 + o(p)
=
1
p
trW trU tr T˜+
2
p
trW tr(UT˜) +
2
p
trU tr(WT˜)
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+
1
p
tr T˜ tr(WU) +
1
p
tr T˜ tr(WU∗) +
τ − 3
p
trW
∑
k
UkkT˜kk
+
τ − 3
p
trU
∑
i
WiiT˜ii +
τ − 3
p
tr T˜
∑
i
WiiUii + o(p). (S.8)
Finally, for the third term Ez′Wzz′Uzs2, we have
Ez′Wzz′Uzs2 =
1
p2
E
∑
i,j,k,ℓ,s,u,m,b
zizjzkzℓzszuzmzbWijUkℓT˜suT˜mb.
The terms that will make the main contribution up to order O(p) are in
∑
(3) and
∑
(4).
For example, when considering
∑
(1), we have∑
(1)
= E
∑
i
1
p2
z8iWiiUiiT˜
2
ii = O(p
1−4η) = o(p)
by using the assumptions in (4.3). Similar technique can be applied for dealing with the
terms in
∑
(2) and get the o(p) bound, thus can be neglected. For terms in
∑
(3) and
∑
(4),
we list in the following all the cases that should be counted, which are all up to order O(p).
For
∑
(3), we have six cases
case 1: i = j 6= k = ℓ 6= s = u = m = b,
case 2: i = j = s = u 6= k = ℓ 6= m = b,
case 3: i = j = m = b 6= k = ℓ 6= s = u,
case 4: k = ℓ = m = b 6= i = j 6= s = u,
case 5: i = j = k = ℓ 6= s = u 6= m = b,
case 6: k = ℓ = s = u 6= i = j 6= m = b,
while in
∑
(4), we have seven cases
case 1: i = j 6= k = ℓ 6= u = m 6= s = b and i = j 6= k = ℓ 6= s = m 6= u = b,
case 2: i = s 6= j = u 6= k = ℓ 6= m = b and i = u 6= j = s 6= k = ℓ 6= m = b,
case 3: i = m 6= j = b 6= u = s 6= k = ℓ ang i = b 6= j = m 6= k = ℓ 6= s = u,
case 4: k = m 6= ℓ = b 6= i = j 6= s = u and k = b 6= ℓ = m 6= i = j 6= s = u,
case 5: i = k 6= j = ℓ 6= s = u 6= m = b and i = ℓ 6= j = k 6= s = u 6= m = b,
case 6: k = s 6= ℓ = u 6= i = j 6= m = b and k = u 6= ℓ = s 6= i = j 6= m = b,
case 7: i = j 6= k = ℓ 6= s = u 6= m = b.
Combining the above, we have
case 1 =
2
p2
∑
i6=k 6=m 6=s
WiiUkkT˜msT˜ms +
τ
p2
∑
i6=k 6=s
WiiUkkT˜
2
ss
=
2
p2
∑
i6=k 6=s
WiiUkk(T˜T˜)ss +
τ − 2
p2
∑
i6=k 6=s
WiiUkkT˜
2
ss +O(1)
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=
2
p2
tr T˜2 trW trU+
τ − 2
p2
trW trU
∑
s
T˜2ss +O(1),
case 2 =
2
p2
∑
i6=j 6=k 6=m
WijUkkT˜ijT˜mm +
τ
p2
∑
i6=k 6=m
WiiUkkT˜iiT˜mm
=
2
p2
∑
i6=k 6=m
(WT˜)iiUkkT˜mm +
τ − 2
p2
∑
i6=k 6=m
WiiUkkT˜iiT˜mm +O(1)
=
2
p2
tr(WT˜) trU tr T˜+
τ − 2
p2
trU tr T˜
∑
i
WiiT˜ii +O(1),
case 3 = case 2,
case 4 =
2
p2
∑
k 6=ℓ 6=i6=s
WiiUkℓT˜ssT˜kℓ +
τ
p2
∑
k 6=i6=s
WiiUkkT˜kkT˜ss
=
2
p2
∑
k 6=i6=s
(UT˜)kkWiiT˜ss +
τ − 2
p2
∑
k 6=i6=s
WiiUkkT˜ssT˜kk +O(1)
=
2
p2
tr(UT˜) trW tr T˜+
τ − 2
p2
trW tr T˜
∑
k
UkkT˜kk +O(1),
case 5 =
1
p2
∑
i6=j 6=s6=m
WijUijT˜ssT˜mm +
1
p2
∑
i6=j 6=s6=m
WijUjiT˜ssT˜mm
+
τ
p2
∑
i6=s6=m
WiiUiiT˜ssT˜mm
=
1
p2
∑
i6=s6=m
(WU)iiT˜ssT˜mm +
1
p2
∑
i6=s6=m
(WU∗)iiT˜ssT˜mm
+
τ − 2
p2
∑
i6=s6=m
WiiUiiT˜ssT˜mm +O(1)
=
1
p2
tr(WU)(tr T˜)2 +
1
p2
tr(WU∗)(tr T˜)2 +
τ − 2
p2
(tr T˜)2
∑
i
WiiUii +O(1),
case 6 = case 4,
case 7 =
1
p2
∑
i6=k 6=s6=m
WiiUkkT˜ssT˜mm
=
1
p2
trW trU(tr T˜)2 − 1
p2
trW trU
∑
s
T˜2ss −
2
p2
trW tr T˜
∑
s
T˜ssUss
− 1
p2
(tr T˜)2
∑
i
WiiUii − 2
p2
trU tr T˜
∑
i
WiiT˜ii +O(1),
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which finally leads to
E(z′Wzz′Uz)s2
=
1
p2
trW trU(tr T˜)2 +
2
p2
tr T˜2 trW trU+
4
p2
tr(WT˜) trU tr T˜
+
4
p2
tr(UT˜) trW tr T˜+
1
p2
tr(WU)(tr T˜)2 +
1
p2
tr(WU∗)(tr T˜)2
+
τ − 3
p2
trW trU
∑
s
T˜2ss +
2τ − 6
p2
trU tr T˜
∑
i
WiiT˜ii
+
2τ − 6
p2
trW tr T˜
∑
k
UkkT˜kk +
τ − 3
p2
(tr T˜)2
∑
i
WiiUii + o(p). (S.9)
Collecting (S.6), (S.7), (S.8), (S.9), we have
Ey′Cyy′C˜y
= (τ − 3)
∑
i
WiiUii + trW trU + tr(WU) + tr(W
′U)
+
6
p2
tr T˜2 trW trU− 4
p
tr(WT˜) trU− 4
p
tr(UT˜) trW
+
3(τ − 3)
p2
trW trU
∑
s
T˜2ss −
2(τ − 3)
p
trW
∑
k
UkkT˜kk
− 2(τ − 3)
p
trU
∑
i
WiiT˜ii + o(p). (S.10)
On the other hand, using the equality
1
s
= 2− s+ (1− s)2 +O(p−3/2)
we can derive
Ey′Cy = E
1
s
z′Wz = Ez′Wz
(
3− 3s+ s2
)
+O(p−1/2). (S.11)
It is trivial to have
Ez′Wz = trW (S.12)
and by applying (S.7) and (S.8) again,
Ez′Wzs =
τ − 3
p
∑
i
WiiT˜ii + r trW +
1
p
tr(WT˜) +
1
p
tr(W∗T˜),
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Ez′Wzs2 = trW +
2
p2
trW tr(T˜2) +
4
p
tr(WT˜) +
2(τ − 3)
p
∑
i
WiiT˜ii
+
τ − 3
p2
trW
∑
i
T˜2ii + o(1). (S.13)
Collecting (S.11), (S.12) and (S.13) leads to
Ey′Cy = trW +
τ − 3
p2
trW
∑
i
T˜2ii +
2
p2
trW tr T˜2 − τ − 3
p
∑
i
WiiT˜ii
− 2
p
tr(WT˜) + o(1). (S.14)
Therefore, combining (S.10)-(S.14) and facts that for any p× p matrix M,
tr T˜k = trTk and trTkM = trΣkM+ o(p||M||), k = 1, 2,
we have got
E
(
y′Cy − trΣC)(y′C˜y − trΣC˜) = Ey′Cyy′C˜y − Ey′CyEy′C˜y
=tr[(W′ +W)U] +
2
p2
tr T˜2 trW trU− 2
p
tr(WT˜) trU
− 2
p
tr(UT˜) trW + (τ − 3) tr(W ◦U) + τ − 3
p2
trW trU tr(T˜ ◦ T˜)
− τ − 3
p
trW tr(U ◦ T˜)− τ − 3
p
trU tr(W ◦ T˜)
= trΣCΣC˜+ trΣCΣC˜′ +
2
p2
tr(Σ2) trΣC trΣC˜
− 2
p
trΣ2C trΣC˜− 2
p
trΣC trΣ2C˜
+ (τ − 3)
[
tr(A′CA ◦A′C˜A) + 1
p2
tr(CΣ) tr(C˜Σ) tr(A′A ◦A′A)
− 1
p
tr(CΣ) tr(A′C˜A ◦A′A)− 1
p
tr(C˜Σ) tr(A′CA ◦A′A)
]
+ o(p).
The proof of this lemma is then complete.
S2.3 Proof of Lemma S1.3
Let for j = 1, . . . , n,
sj = s(xj − µ), sˆj = s(xj − µˆ), and Rj = ||xj − µ||.
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Notice that
||xj − µ||
||xj − µˆ|| = 1−
(xj − µ)′(µ− µˆ)
||xj − µ||2 −
1
2
||µj − µˆ||2
||xj − µ||2 + op(n
−1)
which leads to
sˆj = sj +R
−1
j
(
Ip − sjs′j
)
(µ− µˆ)− 1
2
R−2j ||µ− µˆ||2sj + op(n−1).
We have then
Bn =
p
n
n∑
j=1
sˆj sˆ
′
j = B
0
n + Ξ + op(n
−1),
where Ξ = Ξ1 + Ξ2 + Ξ3 + Ξ
′
3 + Ξ
′
4 + Ξ
′
4 and
Ξ1 =
p
n
n∑
i=1
R−2i (Ip − sis′i) (µ− µˆ)(µ− µˆ)′ (Ip − sis′i)
Ξ2 = −p||µ− µˆ||
2
n
n∑
i=1
R−2i sis
′
i,
Ξ3 =
p
n
n∑
i=1
R−1i si(µ− µˆ)′ (Ip − sis′i) ,
Ξ4 = −p||µ− µˆ||
2
2n
n∑
i=1
R−3i si(µ− µˆ)′ (Ip − sis′i) .
Denote
Ξ1 =
p
n
n∑
i=1
R−2i (µ− µˆ)(µ− µˆ)′ −
p
n
n∑
i=1
R−2i (µ− µˆ)(µ− µˆ)′sis′i
− p
n
n∑
i=1
R−2i sis
′
i(µ− µˆ)(µ− µˆ)′ +
p
n
n∑
i=1
R−2i sis
′
i(µ− µˆ)(µ− µˆ)′sis′i
:=Ξ11 − Ξ12 − Ξ13 + Ξ14.
We have Ξ12 and Ξ13 being rank one with their operator norm bounded by Op(n
−1) and
‖Ξ14‖ = op(n−1). Similarly,
Ξ4 =− p||µ− µˆ||
2
2n
n∑
i=1
R−3i si(µ− µˆ)′ +
p||µ− µˆ||2
2n
n∑
i=1
R−3i si(µ− µˆ)′sis′i
:=Ξ41 + Ξ42.
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For its first term, Ξ41 is rank one and ‖Ξ41‖ = op(1) while for its second term, we have
‖Ξ42‖ = o(n−1). Therefore, when considering the difference tr(Bn− zI)−1− tr(B0n− zI)−1,
the terms Ξ12, Ξ13, Ξ14, Ξ4, and Ξ
′
4 can be negligible. Meanwhile, the terms that will
contribute are Ξ11, Ξ2, Ξ3 and Ξ
′
3.
By applying Lemma S1.1, we have for the rank one part Ξ11,
Ξ11 =
p
n
n∑
i=1
R−2i (µ− µˆ)(µ− µˆ)′ =
Ew−2
(Ew−1)2
p
n2
∑
i
si
∑
j
s′j + op(1)
=
Ew−2
(Ew−1)2
p
n2
∑
i
sis
′
i +
Ew−2
(Ew−1)2
p
n2
∑
i6=j
sis
′
j + op(1). (S.15)
For Ξ2 and Ξ3, we have
Ξ2 = −p||µ− µˆ||
2
n
n∑
i=1
R−2i sis
′
i = −
1
(Ew−1)2
p
n2
∑
i
sis
′
i
w2i
+ op(n
−1), (S.16)
Ξ3 =
p
n
n∑
i=1
R−1i si(µ− µˆ)′ (Ip − sis′i)
= − 1
Ew−1
p
n2
∑
j
sj
∑
i
s′i
wi
+
1
Ew−1
p
n2
∑
i
sis
′
i
wi
∑
j
s′isj + op(n
−1)
= − 1
Ew−1
p
n2
∑
i6=j
sjs
′
i
wi
+
1
Ew−1
p
n2
∑
i6=j
s′isj
wi
sis
′
i + op(n
−1). (S.17)
Collecting (S.15), (S.16) and (S.17), we have
Bn = B
0
n +∆+∆0,
where∆0 is a sum of matrices which are either full rank with spectral norm op(1/n) or finite
rank with spectral norm op(1). By simple algebra calculations, one gets the conclusion of
the lemma.
S2.4 Proof of Lemma S1.4
1.) Denote for short vi = ‖Azi‖ and r =
√
trA′A =
√
p and apparently, we have
vi − r = Op(1). Using the identity
1
vi
=
1
r
+
r − vi
r2
+
(r − vi)2
vir2
,
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we have
E
Azi
‖Azi‖ = E
(
Azi ·
(1
r
+
r − vi
r2
+
(r − vi)2
vir2
))
= E
(
Azi
r − vi
r2
)
+ E
(
Azi
(r − vi)2
vir2
)
,
which leads to
ǫ′Σǫ = K
(
E
Azi
‖Azi‖
)′
Σ
(
E
Azj
‖Azj‖
)
=
K
r4
E
(
(r − vi)(r − vj)z′iA′ΣAzj
)
· (1 +O(1/√p))
In the remaining, we will show that
E
(
(r − vi)(r − vj)z′iA′ΣAzj
)
≤ K,
which then gives ǫ′Σǫ ≤ Kp−2. Further, it holds
E(r′1ǫ)
2 = ǫ′E(r1r
′
1)ǫ =
1
n
ǫ′Σǫ ≤ Kn−3.
Since
E
(
(r − vi)(r − vj)z′iA′ΣAzj
)
=
∑
ℓt
(A′ΣA)ℓtE(r − vi)ziℓ · E(r − vj)zjt, (S.18)
we will focus on the term E(r− vj)zjt, which is denoted as E(r− v)zt for short. Also, define
‖Az‖(−t) as the quantity that removes all the terms that involve zt in the expansion of
‖Az‖, i.e.
‖Az‖2 =
∑
k,j 6=t
zk(A
′A)kjzj +
∑
j 6=t
zt(A
′A)tjzj +
∑
k 6=t
zk(A
′A)ktzt + zt(A
′A)ttzt
= ‖Az‖2(−t) +
∑
j 6=t
zt(A
′A)tjzj +
∑
k 6=t
zk(A
′A)ktzt + zt(A
′A)ttzt.
Obviously, we have E‖Az‖(−t)zt = 0 since the two are independent, therefore, we arrive
E(r − v)zt = −E
(
‖Az‖ − ‖Az‖(−t) + ‖Az‖(−t)
)
zt
= −E
(‖Az‖2 − ‖Az‖2(−t)
‖Az‖+ ‖Az‖(−t)
)
zt
=
K√
p
E
(
‖Az‖2 − ‖Az‖2(−t)
)
zt ·
(
1 +O(1/
√
p)
)
=
K√
p
E
(∑
j 6=t
zt(A
′A)tjzj +
∑
k 6=t
zk(A
′A)ktzt + zt(A
′A)ttzt
)
zt ·
(
1 +O(1/
√
p)
)
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=
K√
p
E
(
zt(A
′A)ttzt
)
zt ·
(
1 +O(1/
√
p)
)
=
K√
p
Ez3t · (A′A)tt ·
(
1 +O(1/
√
p)
)
. (S.19)
Finally, by (S.18) and (S.19), we have
E
(
(r − vi)(r − vj)z′iA′ΣAzj
)
=
K
p
tr
(
A′A ◦ (A′ΣA) ◦A′A
)
+ o(1) ≤ K.
2.) This follows directly from Bai and Silverstein (2004).
3.) Following Lemma S1.2, let yj =
√
ps(xj − µ) for j = 1, 2, we have
E|r′1D−1(z)r2|4 ≤
K
n4
E|y′1D−112 (z)y2|4
=
K
n4
Etr2D−112 (z)y2y
′
2D
−1
12 (z¯)Σ+O(n
−2)
=
K
n4
E(y′2D
−1
12 (z¯)ΣD
−1
12 (z)y2)
2 +O(n−2)
=
K
n4
Etr2D−112 (z¯)ΣD
−1
12 (z)Σ+O(n
−2) = O(n−2).
4.) Let r0 =
∑n
j=3 rj . From the fact |r′iCrj | ≤ K for any matrix C with bounded
spectral norm, we have
E(u41u
4
2) =E(r
′
1r2 + r
′
1r0)
4(r′1r2 + r
′
2r0)
4
≤KE[(r′1r2)8 + 2(r′1r2)4(r′2r0)4 + (r′1r0r′0r2)4]
≤KE(r′1r0r′0r2)4 +O(1),
Using Lemma S1.2, one may get
E(u41u
4
2) ≤KE(r′1r0r′0r2r′2r0r′0r1)2 +O(1)
≤K
n4
E(y′1r0r
′
0y2y
′
2r0r
′
0y1)
2 +O(1)
≤K
n4
Etr2r0r
′
0y2y
′
2r0r
′
0Σ+O(1)
≤K
n4
Etr2r0r
′
0Σr0r
′
0Σ+O(1) = O(1).
5.) Denote s = z′T˜z/p and recall tr T˜ = p. Obviously, s − 1 = Op(p−1/2). From the
expansion
1
s
= 1 + 1− s+ (1− s)2 + s−2(1− s)3 = 3− 3s+ s2 + op(p−1),
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we get
Σ = 3T− 3
p
EAzz′A′z′T˜z+
1
p2
EAzz′A′(z′T˜z)2 + o(p−1).
Elementary calculations reveal that
1
p
Ezz′T˜zz′ =
τ − 3
p
diag(T˜) + Ip +
2
p
T˜,
1
p2
Ezz′T˜zz′T˜zz′ =
(
τ − 3
p2
tr(T˜ ◦ T˜) + 2
p2
tr(T2) + 1
)
Ip +
2τ − 6
p
diag(T˜) +
4
p
T˜+ o(p−1).
Collecting these results, we obtain the fifth conclusion.
S2.5 Proof of Lemma S1.6
Let B˜n = AZnZ
′
nA
′/n with AA′ = T and tr(T) = p, where Zn = (zij) satisfies (4.3). From
Bai and Silverstein (2004), the conclusions of this lemma hold when (B0n,Σ) are replaced
with (B˜n,T). Choose η
(0)
r and η
(0)
l (when sl > 0) satisfying
lim sup
p→∞
||Σ||(1 +√c)2 < η(0)r < ηr,
ηl < η
(0)
l < lim infp→∞
λΣminI(0,1)(c)(1 −
√
c)2.
It follows that
η
(0)
l < lim infp→∞
λTminI(0,1)(c)(1−
√
c)2 and lim sup
p→∞
||T||(1 +√c)2 < η(0)r .
Using inequalities
min
1≤j≤n
p
||Azj ||2λ
B˜n
min ≤ λB
0
n
min ≤ ||B0n|| ≤ max
1≤j≤n
p
||Azj ||2 ||B˜n||,
one gets
P (||B0n|| > ηr)
≤P
(
||B˜n|| > η(0)r
)
+ P
(
max
1≤j≤n
p
||Azj ||2 ||B˜n|| > ηr, ||B˜n|| ≤ η
(0)
r
)
≤P
(
max
1≤j≤n
p
||Azj ||2 >
ηr
η
(0)
r
)
+ o(n−s)
≤Pn
(∣∣∣∣z′1Tz1p − 1
∣∣∣∣ > ηr
η
(0)
r
− 1
)
+ o(n−s)
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≤
[
E |z′1Tz1 − p|2
p2(ηr/η
(0)
r − 1)2
]n
+ o(n−s),
=o(n−s),
where the fourth inequality is from the Markov inequality. Similarly, P (λ
B
0
n
min < ηl) = o(n
−s).
S2.6 Proof of Theorem 2.1
Let
Bn1 =
1
n
AZC1Z
′A′, Bn2 =
1
n
AZC2Z
′A′,
Bn3 =
1
n
AZC3Z
′A′, Bn4 =
1
n
AZZ′A′,
where C1 = diag(dj), C2 = diag(djIAj ), and C3 = diag(IAj ) with
dj = pw
2
j/||xj − µˆ||2 and Aj = {w−1j < n1/3,max
k
|zjk| < n1/3},
j = 1, . . . , n. Here IA denotes the indicator function on the set A. Then from Theorem A.43
in Bai and Silverstein (2010), we have
||FBn − FBn1 || ≤ 1
p
rank(Bn −Bn1) ≤ 2
p
→ 0,
||FBn1 − FBn2 || ≤ 1
p
rank(D1 −D2) ≤ 1
p
n∑
j=1
IAcj ,
||FBn3 − FBn4 || ≤ 1
p
rank(D3 −D4) ≤ 1
p
n∑
j=1
IAcj ,
where ||f || = supx |f(x)|. Applying Bernsteins inequality,
1
p
n∑
j=1
IAcj ≤
1
p
n∑
j=1
I(w−1j >n1/3)
+
1
p
n∑
j,k
I(|zjk|>n1/3)
a.s.−−→ 0.
Moreover, the spectral norm of the difference between Bn2 and Bn3 is
||Bn2 −Bn3|| ≤ 1
n
||AA′||||ZZ′||max
j
{
IAj |dj − 1|
}
.
From Bai and Silverstein (1998), the spectral norm ||ZZ′||/n is bounded almost surely
for all large n. Next we show that maxj
{
IAj |dj − 1|
}
= oa.s.(1) which is equivalent to
maxj
{
IAj |1/dj − 1|
}
= oa.s.(1). Notice that
max
j
{
IAj |1/dj − 1|
} ≤ ||µ− µˆ||2 max
j
{
IAj
pw2j
}
+max
j
{
IAj
∣∣∣∣z′jTzjp − 1
∣∣∣∣} ,
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where the first term is Oa.s.(1) from Lemma S1.1. Applying Markov’s inequality and Lemma
2.7 in Bai and Silverstein (1998), for any ε > 0,
P
(
max
j
{
IAj
∣∣∣∣z′jTzjp − 1
∣∣∣∣} > ε) ≤ E|z′1Tz1 − p|8IA1n7ε8 = O(n−2)
which implies ||Bn2 − Bn3|| = oa.s.(1). We therefore conclude that the matrices Bn and
Bn4 have the same LSD. Following Theorem 1.1 in Silverstein (1995), we get the conclusion
of Theorem 2.1.
S3 Approximating distribution of (βˆ2, βˆ3)
Let αk = tr(Σ
k)/p, k = 1, 2, . . ., and recall that α1 = 1. Then the centralization terms for
the two statistics are
β2 = α2 + cn and β3 = α3 + 3cnα2 + c
2
n,
respectively. Following Theorem 2.2, the vector p(βˆ2−β2, βˆ3−β3) has the following normal
approximation
N
((
µ2
µ3
)
+ (τ − 3)
(
µ˜2
µ˜3
)
,
(
σ22 σ23
σ23 σ33
)
+ (τ − 3)
(
σ˜22 σ˜23
σ˜23 σ˜33
))
.
The mean and covariance parameters possess explicit expressions as
µ2 = c
2
n(r
2
w − 2rw + 2)− cnα2,
µ3 = 3c
2
n(r
2
w − 2rw + 2)α2 + c3n(r3w − 3rw + 4)− 3cn(α3 + cnα2),
σ22 = 8cn(α
3
2 − 2α2α3 + α4) + 4c2nα22,
σ23 = 12cn(α
2
2α3 − α23 − α2α4 + α5) + 12c2n(2α32 − 3α2α3 + 2α4) + 12c3nα22,
σ33 = 18cn(α2α
2
3 − 2α3α4 + α6) + 18c2n(4α22α3 − 3α23 − 3α2α4 + 4α5)
+6c3n(13α
3
2 − 12α2α3 + 12α4) + 36c4nα22.
When the matrix A is diagonal, we have
µ˜2 = µ˜3 = 0,
σ˜22 = 4cn(α
3
2 − 2α2α3 + α4),
σ˜23 = 6cn(α
2
2α3 − α23 − α2α4 + α5) + 12c2n(α32 − 2α2α3 + α4),
σ˜33 = 9cn(α2α
2
3 − 2α3α4 + α6) + 36c2n(α22α3 − α23 − α2α4 + α5)
+36c3n(α
3
2 − 2α2α3 + α4).
These explicit formulas are obtained through residue theorem, see Qin and Li (2017) for
details.
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