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We performed absolute cross section validation experiments for three nuclear resonance fluores-
cence (NRF) transitions near 2.2 MeV in 27Al and 238U using the measurements of transmission
NRF count rates in Ref. [1]. Absolute NRF photon count rates observed in data and predicted
by extensive modeling agree to within ∼20% in the 238U NRF transitions and 9% in 27Al, for an
average 14% discrepancy across the entire study. Such agreement provides approximate but abso-
lute validation of the literature NRF cross section parameters and good predictive capability for
the design and analysis of future NRF experiments. Moreover, the close agreement in 27Al affirms
the validity of using 27Al as a normalization target in past experiments. Inverting the analysis, new
values of absolute level widths (for both 238U and 27Al) and branching ratios (for 238U) are also
obtained.
PACS numbers: 23.20.Lv, 25.20.Dc, 27.30.+t, 27.90.+b
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I. INTRODUCTION
Nuclear resonance fluorescence (NRF)—the resonant absorption and re-emission of photons by a nucleus—is a
nuclear measurement technique capable of providing a unique fingerprint for nearly any stable or long-lived isotope.
Given its powerful isotopic discrimination, NRF has been used extensively as a probe of nuclear structure [2]. More
recently, NRF has been proposed as a measurement technique for a variety of applied nuclear measurement scenarios
such as nuclear warhead treaty verification [1, 3], spent fuel assay [4], and screening of cargo for contraband such as
special nuclear material, explosives, drugs, and other dangerous organic compounds [5, 6].
In each of these measurements, the two key signatures from which all analysis ensues are the photon energies
detected and the rate at which they are detected. The presence of characteristic spectral lines can be sufficient to
confirm the presence of an isotope, while the photon detection rate in each spectral line is related to the isotope’s
concentration. Measurements of relative rates between different NRF lines are often preferred in order to reduce
systematic uncertainties—e.g., in the interrogation beam flux or detector efficiencies—that would make determinations
of absolute NRF rates difficult. When possible, however, absolute NRF rate prediction is a potent tool for evaluating
the feasibility of a proposed NRF experiment, and measurement of absolute NRF rates provides a powerful absolute
validation of the underlying NRF cross section parameters previously only determined through relative methods. The
235U and 239,240Pu isotopes relevant to nuclear security applications, for instance, were measured relative to 27Al or
55Mn normalizing targets [7, 8], and have not yet been measured in absolute NRF experiments.
In a recent work [1], we conducted NRF measurements for a proof-of-concept nuclear warhead verification technique
at the Massachusetts Institute of Technology (MIT) High Voltage Research Laboratory (HVRL). The experimental
apparatus has been sufficiently well-characterized that we may further use the data from these NRF measurements to
perform absolute NRF cross section validations in 238U and 27Al, complementing the previously-measured relative cross
sections of the former and affirming the use of the latter as a suitable normalization target. This paper moreover aims
to provide, in concert with the experimental details in the SI Appendix of Ref. [1] and the G4NRF benchmarking results
of Ref. [9], a comprehensive guide to the subtle details required for absolute NRF rate prediction and systematics,
including the various models that may be used to extract or validate cross section parameters from NRF photon
spectra.
To this end, the structure of this paper is as follows: Section II describes the theory of NRF radiation transport
and provides a high-accuracy semi-analytical model for the NRF photon count rate observed by a detector based on
Ref. [9]. Section III introduces the 238U and 27Al NRF experiments [1] that produced the data used in this work.
Section IV describes the Monte Carlo NRF simulation models using the G4NRF [10] package for the Geant4 [11]
toolkit, and Section V compares the data to both the simulations and the semi-analytical model. Section VI concludes
with a discussion of results, systematics, and prospects for future work on NRF model and data validation.
II. THEORY
In this section, we present the NRF cross section and its use in the radiation transport model of a typical NRF
experiment. For brevity, we include only the most salient equations and definitions, and refer the reader to Ref. [9]
for full detail.
Nuclear resonance fluorescence is the photonuclear interaction in which a nucleus with a resonant energy level Er
absorbs a photon of energy E ' Er, promoting the nucleus to the excited state at Er. The excitation mode is typically
one of the M1 ‘scissors modes’, in which groups of neutrons and protons (‘orbital scissors’) or groups of spin-up and
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2spin-down nucleons (‘spin scissors’) oscillate against each other [2, 12]. The excited state then decays with a lifetime
O(fs) to a lower energy level Ej (often the ground state, Ej ≡ 0), emitting a photon of energy E′ ' E − Ej with
branching ratio br,j . Summed over all decay modes, the cross section for NRF absorption through a resonant energy
level Er is a Doppler-broadened Breit-Wigner distribution:
σNRFr (E) = 2pi
1/2gr
(
~c
Er
)2
br,0√
t
∫ +∞
−∞
exp
[
− (x− y)
2
4t
]
dy
1 + y2
, (1)
where gr ≡ (2Jr + 1)/(2(2J0 + 1)) is a spin statistical factor determined by the resonant level and ground state
spins Jr and J0, br,0 is the branching ratio between Er and the ground state, and t and x involve the natural and
Doppler-broadened widths (Γr and ∆, respectively) of the level corresponding to Er:
x ≡ 2(E − Er)/Γr (2)
t ≡ (∆/Γr)2. (3)
In the literature, the ‘integrated cross section’ is often used as an approximate measure of the strength of a resonance:
σintr =
∫
σNRFr (E) dE = 2pi
2gr
(
~c
Er
)2
Γr,0, (4)
assuming Er  ∆  Γr. In the thin-target limit, the expected NRF count rate is directly proportional to σintr ,
eliminating any dependence on the true shape of the cross section (Eq. 1) [9]. The thin-target limit does not hold for
the targets (foil and measurement objects) used in this work, and the accuracy goal is sufficiently strict, such that
numerical integration of Eq. 1 is required for high-accuracy NRF count rate predictions.
Given the NRF cross section in Eq. 1, we can compute the evolution of the initial photon flux φ0(E) through the
experiment geometry shown in Fig. 1 to the rate n at which NRF photons are observed by a detector. The flux
φ0(E)—here 2.52 MeV electron bremsstrahlung from a Au+Cu radiator—first strikes a heterogeneous measurement
object composed of material layers (indexed by i) with various linear thicknesses Di along the beam direction. The
transmitted flux φt(E) escaping the object in the forward direction is then given by straightforward exponential
attenuation through each of the layers due to both NRF and non-resonant (‘nr’) processes such as Compton scattering
and pair production:
φt(E) = φ0(E) exp
(
−
∑
i
Di[µNRF,i(E) + µnr,i(E)]
)
. (5)
Here the general µ ≡ fρNAσ/A denotes a linear attenuation coefficient with f being the fraction of target atoms
capable of undergoing either NRF (f being the mole fraction of NRF isotope of interest in layer i) or non-resonant
interactions (f = 1). The transmitted flux φt(E) then interacts with the reference foil, also made up of several
different layers of linear thicknesses Xk indexed k = 1, . . . , `, . . .K in the downstream direction, where ` denotes the
layer containing the NRF isotope of interest. For simplicity, we assume only one layer ` of NRF material exists in the
foil. We define the effective attenuation coefficient in a given foil layer as
µeff(E,E
′, θ) ≡ µNRF(E) + µnr(E) + µnr(E
′)
cos θ
(6)
which accounts for the attenuation in the foil in both the incoming and outgoing (at angle θ between the detector and
beam) directions. The double-differential rate of NRF detections is then
d2n
dE dΩ
= φt(E) b
W (θ)
4pi
µNRF,`(E) exp
[
−
`−1∑
k=1
Xkµeff,k(E,E
′, θ)
]
1− exp [−X` µeff,`(E,E′, θ)]
µeff,`(E,E′, θ)
int(E
′)Pf (E′) (7)
where, as described further in Ref. [9], b is the branching ratio for the NRF transition of interest, W (θ) is the angular
anisotropy function, int(E
′) is the detector’s intrinsic efficiency, and Pf (E′) is the probability of transmission through
any material located between the foil and detector. Integration over energy E and the solid angle Ω of the detector
then gives the expected rate of detections n.
III. ABSOLUTE NRF RATE EXPERIMENTS
Although the experiments of Ref. [1] were optimized for relative measurements of depleted uranium (DU) and Al
NRF signatures, they can still be used for absolute validation of the NRF cross sections. To focus the analysis, we
will follow Refs. [1, 9] and examine only the 238U NRF lines at 2.176 and 2.245 MeV and the 27Al line at 2.212 MeV.
3A. Experimental design
In an experimental setup at the MIT High Voltage Research Laboratory (HVRL)—see Figs. 1 and 2—a ∼25 µA
beam of electrons was accelerated to a kinetic energy of 2.52 MeV using a van de Graaff generator.1 The beam
impinged on a radiator constructed of 126 µm of Au followed by ∼1 cm of Cu, producing a bremsstrahlung photon
spectrum with an energy endpoint of 2.52 MeV. The bremsstrahlung interrogation beam then passed through a 20 cm-
long conical collimator of entry diameter 9.86 mm and exit diameter of 26.72 mm, producing an opening half-angle of
approximately 5◦.
The collimated beam (φ0(E) in Fig. 1 and Section II) then impinged on one of various measurement objects, which
were designed as targets for a proof-of-concept demonstration of a warhead verification protocol using NRF [1]. These
objects (namely, Objects 1 and 3 in Table I) therefore consisted of DU plates as a proxy for a spheroidal fissile
core and high-density plastic plates as a proxy for the shell of conventional explosives. In some objects (Objects 2
and 4 in Table I), the DU was replaced with a similar areal density of Pb to test the NRF protocol’s sensitivity to
isotopic changes that would be difficult to detect through isotope-insensitive measurement techniques such as simple
radiography. In Object 5, only half the DU was replaced with Pb.
name metal plate thicknesses total areal density [g/cm2]
foil 3.28 mm DU, 63.5 mm Al 23.4
Object 1 3.72 mm DU 12.1
Object 2 5.29 mm Pb 11.0
Object 3 7.19 mm DU 18.7
Object 4 10.58 mm Pb 17.0
Object 5 3.72 mm DU, 5.29 mm Pb 18.1
TABLE I: Compositions of the foil and measurement objects. In Objects 1–5, the DU and Pb plates
are located between two additional 19 mm high-density plastic layers.
The flux transmitted through the object (φt(E) in Fig. 1 and Section II) then struck the DU+Al foil, which was
constructed from 3.28 mm of DU followed by 63.5 mm of standard density Al. The radius of the beam spot on the
DU plate was approximately 52 mm, with a small amount of illumination outside this radius due to scatter in the
collimator. The distance from the collimator output to the DU plates was about 76 cm, or about 1 m from the Au
radiator to the DU plates; the separation between the DU and Al plates (due to the base of the DU stand) was
2.5 cm. Three 100% relative efficiency ORTEC GEM high-purity germanium (HPGe) detectors were placed ∼55 cm
from the center of the DU component of the foil, at angles of θd ' 55◦ to the beamline, in order to record the NRF
spectra emitted by the foil. Data acquisition (DAQ) from the HPGe detectors was accomplished using Lynx Digital
Signal Analyzers, which were controlled by the custom-written Python Read-Out with Lynx for Physical Cryptography
(PROLyPhyC) software based on the Genie Software Development Kit. Spectral data were acquired in 32768-channel
histogram mode, in intervals of five minutes (real time) so as to reduce the likelihood of data corruption by beam
instabilities.
To reduce the flux of active background photons (primarily at low energies) that would induce pileup and detector
deadtime, the detectors were shielded with significant amounts of Pb, ranging from around 5 cm below the detectors
to 25–30 cm in the direction of the measurement object and radiator. Between the foil and the HPGe detectors, only
a 2.54 cm-thick lead filter was present (located 5–8 cm from the front of each detector casing) in order to reduce the
low-energy flux without unduly attenuating the NRF flux. A depiction of the Pb shielding is given in Fig. 2.
A 38.1 mm right square cylinder LaBr3 scintillator detector was also placed several meters behind the target foil as
an independent measurement of the bremsstrahlung beam flux transmitted through the measurement object and foil.
The photon energy deposition in the scintillator crystal was recorded using a CAEN DT-5790M digitizer controlled
through the ADAQAcquisition [14] software.
The electron current was measured on the bremsstrahlung radiator itself with a Keithley Model 614 Electrometer.
The analogue output of the electrometer was digitized at a rate of 1 kHz using a Measurement Computing Model USB-
201 ADC, and the average current over the course of each acquisition period was subsequently computed. The product
of the average beam current with the detector live time then gives the ‘live charge’ delivered during the run, so that
the observed spectra—and thus the rate of NRF photon detections—can be normalized by the number of electrons
incident on the radiator while the detectors were live.
B. Analysis of experimental data
In the signal region 2.12–2.26 MeV, the observed spectra consist primarily of six 238U NRF peaks from the resonances
at 2.176, 2.209, and 2.245 MeV, and their branched decays 45 keV lower; a small additional 238U peak at 2.146 MeV; and
1 Diagnostics used to determine the bremsstrahlung beam parameters are given in the SI Appendix of Ref. [1]. A report on preliminary
experiments can be found in Ref. [13].
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FIG. 1: Schematic of the HVRL experiment, adapted from Ref. [1]. The +xˆ direction is chosen to
match the convention of Fig. 1 in Ref. [9] and Eq. 7. Detector 2 is the solitary detector at the
bottom of the diagram, and Detectors 0 and 3 are at the top, with Detector 0 out of the page with
respect to 3.
the large 27Al peak at 2.212 MeV. Due to the non-zero energy resolution of HPGe detectors, the NRF peaks are observed
as Gaussians with standard deviation O(1 keV). These Gaussians sit atop an active background (well-described by
a decaying exponential above E ' 1 MeV) resulting from pileup, secondary bremsstrahlung from multiple-scattered
electrons in the foil, and (especially near the endpoint) elastic processes such as Delbru¨ck and Rayleigh scattering.
For the beam currents of ∼25 µA used in these experiments, natural background radiation is negligible compared to
the active background in the signal region.
Due to limited statistics, the observed spectra are first rebinned from the 32768 channels of the ADC to 4096 bins,
giving bin widths of .1 keV. The spectra are next linearly calibrated based on the positions of the 2.212 MeV NRF
peak, the 1.001 MeV passive DU line, and the 511 keV peak generated by pair production.2 To compute the rate of
NRF detections in each peak, the rebinned NRF spectra—see for example Fig. 3—are fit with Gaussian peaks atop a
decaying-exponential continuum [1, Eq. 2]:
f(E) = exp (c1 + c2E) +
8∑
k=1
ak√
2piσk
exp
[
− (E − Ek)
2
2σ2k
]
, (8)
where ak is the area of the k
th peak, σk is the standard deviation, and Ek is the centroid energy. The net count rate
(above the continuum) under each peak is extracted as the peak area parameter ak divided by the spectrum binwidth
∆E [15, p. 171] and live charge Q`, and the uncertainty is similarly δnobs = δak/∆EQ`. Fits to the non-linear Eq. 8 are
performed via binned log-likelihood maximization in ROOT [16] with random restarts and enhanced error estimation
using the Minos algorithm. Due to the large number of parameters to fit (26), rough parameter estimates are first
found by fitting each NRF peak individually and fitting the background separately. These initial parameter estimates
are then passed to the fit routine for the full Eq. 8, where reduced χ2 values ranging from 0.87–1.46 are found. Typical
fit results for NRF peak count rates observed in these experiments are 1–10 counts per mC of measured beam charge.
IV. ABSOLUTE NRF RATE PREDICTION
Using Geant4+G4NRF or the version of the semi-analytical model in Eqs. 5 and 7, it is possible to make absolute
NRF rate predictions provided that quantities in the experimental design (such as the initial flux φ0 and various
efficiency factors) and the underlying cross section parameters (for concreteness, we use Table 1 of Ref. [9]) are known
2 We note here that each detector has different settings (such as gain) and therefore different calibration parameters. In Ref. [1], we used
an interpolation routine to unify the spectra from multiple detectors with different calibrations, while in this work we treat each detector
separately.
5FIG. 2: Detailed Geant4 model of the HVRL geometry. The measurement object (here plastic and
DU) is shown on the left in brown and blue, while the DU and Al foil components are shown on the
right in dark and light blue, respectively. The LaBr3 detector is not shown. Some shielding elements
have been made translucent in order to show the detector cylinders and measurement object.
to good accuracy. A variety of methods for such calculations, ranging from simple analytical estimates to full Monte
Carlo simulation, are available depending on the necessary accuracy and acceptable computational expense. In general,
model calculations are split into three steps, of which the latter two can each be computed using various methods:
0. bremsstrahlung step: generation of the initial flux φ0 from electron interactions in the radiator
1. NRF interaction rate step: transmission of φ0 through the measurement object and into the foil, up to and
including the generation of NRF photons:
I. semi-analytical method: use of Eq. 7, excluding detector efficiencies, solid angles, and filter transmission
probabilities
II. Monte Carlo method: direct simulation of φ0 photon interactions in measurement object and foil using
Geant4, tallying NRF photons produced in the foil
2. efficiency step: propagation of NRF photons to the HPGe detectors and tallying of their energy deposition in
the germanium crystal:
a. analytical method: point-source geom estimate, literature value of int, analytic Pf calculation
b. semi-analytical method: simulation of geom using raytracing via the geantino pseudo-particle in Geant4,
independent Geant4 simulation of int with photons, analytic Pf calculation
c. Monte Carlo method: Geant4 simulation of total detection probability
We do not further consider the fully analytical efficiency calculation (a), since it is much less accurate and adaptable
than the other models. The remaining two possible methods for each of the interaction rate (I and II) and efficiency
(b and c) steps result in four possible model combinations, denoted Models Ib, Ic, IIb, and IIc. We further exclude
combination IIb, as there is little benefit to cutting the simulation short and applying the semi-analytical efficiencies,
which are liable to be less accurate. Conversely, Model Ic is a useful intermediate model that may characterize
differences in semi-analytical vs simulated radiation transport given the same Monte Carlo efficiencies (c). This
leaves three models, in order of increasing expected accuracy: Models Ib, Ic, and IIc. A yet-more-accurate brute-
force model (‘Model III’) can be constructed by integrating the interaction rate and efficiency steps into a single
Geant4+G4NRF simulation, though this is more computationally expensive as the efficiency step is repeated for every
scenario considered. The following sections provide further detail on the model calculations.
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FIG. 3: A sample observed NRF spectrum in Detector 3 from Object 1, with corresponding fit
(Eq. 8) overlain.
A. Initial bremsstrahlung flux φ0
Common to all models is a standalone Geant4 simulation of the 2.52 MeV electron beam interaction with a high-
fidelity model of the bremsstrahlung radiator (described in Section III) to produce the initial flux φ0, which in general
is a function of energy E as well as radial distance rb and emission angle θb with respect to the electron beam axis.
For performance reasons, in the full simulation, φ0(E, rb, θb) is determined to high accuracy only in the regions of E-θb
phase space that are important to NRF signal production, i.e., the photons above 2 MeV that exit the collimator and
reach the foil. This is achieved by tallying the E, θb, and rb of photons that reach the plane of the foil in a simulation
with no measurement object, and using this information to determine a two-dimensional histogram φ0(E, θb) The
rb-dependence of the flux is simplified by assuming the entire flux is generated at the center of the Au disk, giving a
fixed relationship between rb and θb. In subsequent simulations, the resulting φ0(E, θb) distribution is sampled on an
imaginary disk at the collimator exit. In the semi-analytical model, the rb- and θb-dependence of the flux is removed
by using only the energy-dependence of the flux, φ0(E), and assuming a thin parallel beam. For further simplicity,
Models Ib and Ic use quadratic empirical parameterization to φ0(E) (valid only between 2.1 and 2.5 MeV) rather than
direct lookup from the φ0(E) histogram.
In all models, the raw absolute bremsstrahlung flux per incident electron (approximately 300 photons/(eV·µC) at
2.2 MeV) is further corrected for the electron backscatter coefficient, which corrects for the fraction of electrons that
scatter off the radiator into a component of the beamline that is electrically isolated from the charge collection area,
and thus are not available for bremsstrahlung production. For the 126 µm Au radiator and the 2.521 MeV beam, a
Geant4 backscatter simulation indicates that 0.932 µC are measured for every 1 µC of incident electrons. Since the
experimentally-obtained NRF rates are given in units of counts/µC (measured), the input fluxes for the semi-analytical
model or simulated with Geant4+G4NRF are divided by 0.932 for consistency. Given this flux, the radiation transport
through the measurement object and reference foil is then computed using Eq. 7 or further Geant4 simulation.
B. Photon transport to the foil
In Models Ib and Ic, photon transport to the foil is accomplished through integration of Eq. 7. The integrals
over E are computed numerically with interpolated NRF cross sections σNRF(E). Integrals over Ω are discussed in
Section IV C.
Rather than rely solely on the mathematical model of Eq. 7, we also use Geant4+G4NRF to simulate the full exper-
iment (Models IIc and III). In these NRF rate simulations, the primary photons in φ0 are generated by uniformly ran-
domly sampling photon energies within ±50 eV of the resonances of interest and uniformly in cos θb ∈ [0.9975, 1] (where
θb is the polar angle with respect to the beamline), and weighting these primaries by the φ0(E, θb) bremsstrahlung
distribution. These photons are injected into the simulation geometry directly between the radiator exit and collimator
7entry with initial positions (rb, ϕ) on a disk orthogonal to the beam, where rb is determined by its dependence on θb as
discussed above and ϕ is sampled uniformly in [0, 2pi]. The photon momentum directions, as determined by the cos θb
sample, are sampled only slightly wider than the acceptance of the conical collimator (and weighted accordingly) so
that minimal computational time is spent on photons that would be absorbed by the collimator and none on photons
in the backwards direction. Photons transmitted through the collimator then impinge on the simulated measurement
objects, followed by the foil layers.
C. Semi-analytical efficiencies
In Model Ib, the total efficiency tot(E
′)—i.e., the probability that an NRF photon of energy E′ leaving the foil is
detected as a full-energy deposition event in the detector—is modeled as the product of independent intrinsic efficiency
int, geometric efficiency geom = Ωd/4pi, and Pb filter transmission probability Pf (E
′) terms:
tot(E
′) ≡ int(E′)Pf (E′) Ωd/4pi (9)
This independence of efficiencies in model is simpler than a full photon transmission simulation and allows for the use
of already-known values of, e.g., the intrinsic efficiency, when possible.
The Ωd/4pi geometric efficiency term is computed as a Monte Carlo solid angle integration using geantino flight
(i.e., ray tracing) from the beam-illuminated portion of the foils (rather than the pencil beam assumption in the rest
of Eq. 7) to each of the nominally 100% relative efficiency HPGe detectors; values of Ωd/4pi thus vary with both the
detector and foil of interest, but in general are on the order of 10−3. A full list of Ωd/4pi values is given in the Appendix
in Table A.I. We note that point-source estimates of Ωd [17, Eq. 4.21] are only accurate to within ∼10% and thus are
not used. The angular correlation term W (θ) is not captured by any of the efficiency estimates, semi-analytical or
otherwise. With the detectors placed at θd = 55
◦, however, the angular correlation term is W (θd) = 1 to very good
approximation for the 238U and 27Al lines of interest.
The intrinsic efficiency int of each detector depends on energy but also slightly on the foil component due to changes
in the probability of an emitted photon to clip the edge of the HPGe detector rather than fully deposit its energy in the
bulk of the detector based on its initial location in the foil. This too is modeled in a separate Geant4 simulation, and
values close to int ' 0.2 are found for each detector and line—see again Table A.I. The intrinsic efficiency simulation
moreover accounts for the dead layer of germanium surrounding the active volume. Dead layers arise at the outer
surfaces of HPGe crystals where the electric field produced by the bias voltage is not strong enough to result in a
rapid current pulse when electron-hole pairs are produced by an energy deposition event. The presence of a dead layer
introduces two compounding effects: not only is the active volume of the detector reduced, but a layer of shielding is
effectively added around the detector as well. Detailed studies in Ref. [18] show that neglecting the effect of the dead
layer can reduce detection efficiency for ∼2 MeV photons by factors of ∼40%. Dead layer thicknesses for the detectors
used in this work are estimated by comparing observed vs. simulated counts using a 137Cs calibration source, and
varying the simulated dead layer until the observed counts are best replicated.
A further correction arises from the fact that Model Ib does not account for the fraction of the Al foil that is not
shadowed by the smaller DU foil (see Figs. 1 and 2). Approximately 20% of NRF photons emitted from the Al foil do
not pass through the DU foil en route to the detectors, resulting in an approximately +8% correction to the predicted
rate and ratio for Er = 2.212 MeV under Model Ib.
Finally, the lead filter transmission probability Pf (E
′) = exp [−µPb(E′)xPb] is calculated as a function of E′ using
NIST XCOM [19] attenuation coefficients for lead (total, without coherent scattering) and xPb the areal density of
lead corresponding to a filter thickness of 2.54 cm. For the lines of interest, Pf (E
′) ' 0.28.
D. Monte Carlo efficiencies
Because the various efficiency factors—especially the geometric efficiency geom—are small, simulation of NRF pho-
ton generation in the foil followed by emission into the detectors (Models IIc and III) is computationally expensive.
The total detection probability of an NRF photon with energy E′ generated at depth x in the foil is however inde-
pendent of the measurement object. As such, the total detection probabilities can be pre-computed as a function of
energy and foil depth x and applied to any measurement scenario as long as the foil is kept constant, eliminating
expensive redundancies in photon transport from the foil to the detectors. In Model II, photons of various energies
are generated in the beam-illuminated portions of the foil layers (both DU and Al) and allowed to propagate towards
the HPGe detectors. The number of full-energy depositions is recorded, giving (for each detector) a probability of
full-energy detection ˜tot for an NRF photon with energy E
′ created at a depth x in the foil. Note that because ˜tot
is the probability of detection of a photon generated inside the foil, it includes the x/ cos θ-type foil self-attenuation
factor in Eq. 7. The semi-analytical tot (Eq. 9) by contrast is the probability of detection given that the photon has
already escaped the foil. For a given detector and NRF line of interest, the ˜tot vs x curve is fit with an exponential
decay:
˜tot(x) = β0 exp (−β1x) . (10)
8Values of the fit parameters β0 and β1 are given in Table A.I. The initial flux φ0(E, θb) is then allowed to interact
with the warhead and then the foil. The creation of new tracks in the foil volumes is monitored, and the information
(energy, emission angle, position, etc.) regarding any track created by the NRF process (here the angular correlation
term W (θ) is activated) is saved to persistent storage and weighted by the total detection probability. These efficiencies
have the additional advantage of averaging over the transverse (y, z)-dimension of the foil in a mathematically more
consistent way: denoting this average with angle brackets, these efficiencies compute 〈intgeomPf 〉, rather than the
〈int〉〈geom〉〈Pf 〉 computed using the Model Ib solid angle estimates. Since these factors can in principle (and in fact
do somewhat) depend on y and z over the illuminated portion of the foil, the latter expression may be inaccurate if
any of the terms is significantly non-linear over the (y, z) directions. When combined with Geant4 photon transport
through the experiment, this gives Model IIc. Alternatively, the Monte Carlo efficiencies can be combined with the
semi-analytical rate calculation (Model Ic) by replacing tot with ˜tot(x) and removing the x/ cos θ term in Eq. 7.
E. Brute-force simulations
As a final consistency check, the interaction rate step and efficiency step can be integrated into a cohesive but more
computationally expensive single simulation (Model III). In this rather brute-force simulation model, the only variance
reduction retained is the importance sampling of φ0(E, θb) within ±50 eV of the resonances and in the forward θb
direction. As with the decoupled simulations above, the photons are propagated from their initial positions after the
radiator through the collimator, measurement object, and foil, but are now allowed to escape the foil and propagate
back into the experimental hall. The NRF photons now must pass through the lead filter and into the detectors where
they then must fully deposit their energy in order to be counted in the NRF peak of interest.
F. Monte Carlo uncertainties and runtimes
The statistical uncertainties inherent in the aforementioned simulations are much smaller than those from the
observed data, and can generally (with the exception of Model III) be excluded from error propagation calculations.
For completeness, however, we note here the simulation uncertainties in the context of their required computational
expenses.
Simulations using the brute-force Model III required roughly 1011 importance-sampled primary photons (∼15 000 cpu-
hours) to obtain statistical uncertainty of <5% in the lowest-statistics thick genuine scenario, though runtimes here
could potentially be further optimized. By contrast, the pre-computed efficiencies in Models Ic and IIc required a
single run of 8 × 109 events (∼800 cpu-hours) to achieve a statistical uncertainty of ∼0.01% (for 238U) or ∼1% (for
27Al) in the efficiency parameters β0 and β1, after which only a further 1× 109 events (∼100 cpu-hours) in each of the
photon propagation simulations was required for an uncertainty of ∼0.3%. In the independent efficiency simulations
of Model Ib, the intrinsic efficiency calculation achieves ∼0.1% uncertainty with 200 cpu-hours, while the geantino
solid angle integrations only require 2× 109 events (∼2 cpu-hours) for an uncertainty of 0.1%.
V. RESULTS
A. Model-to-data comparisons
Table II shows the ratios of NRF count rates predicted by the four models over observed rates grouped (through
a weighted average) by energy Er. The final row gives the column average, computing a weighted average over the
grouped quantities for each model. Row averages over the four models for each grouping are computed in the final
column of each table, using fully-correlated uncertainty propagation because the uncertainty in each column arises
from fit uncertainty in the same dataset. The bottom-right cell of each table therefore averages over all remaining
divisions, giving an average model-to-data ratio of 1.138 ± 0.015 (stat.) over the entire validation study. Possible
reasons for these discrepancies from unity are discussed in Section VI, and additional systematic uncertainties are
discussed in Section V B.
In the Appendix, Tables A.II, A.III, and A.IV show results of the same analysis but group data instead by detector,
object, and date of run, respectively. In Table A.V, the quantity R is formed by normalizing both the observed and
predicted rates in each NRF line by another NRF line and dividing the two resulting ratios, e.g.:
R2176/2212 ≡
(
n2176 keV
n2212 keV
)
predicted
/(
n2176 keV
n2212 keV
)
observed
. (11)
Table A.V gives a list of R values separated by detector and model.
9Er [MeV] Model Ib Model Ic Model IIc Model III avg
2.176 1.329± 0.026 1.185± 0.023 1.203± 0.024 1.188± 0.028 1.224± 0.029
2.245 1.277± 0.040 1.130± 0.036 1.147± 0.036 1.197± 0.043 1.182± 0.042
2.212 1.131± 0.017 1.073± 0.016 1.068± 0.016 1.111± 0.019 1.094± 0.018
avg 1.197± 0.013 1.110± 0.012 1.113± 0.012 1.142± 0.015 1.138± 0.015
TABLE II: Ratio of predicted NRF rates to observed NRF rates for the four models, averaged over
the three detectors and all runs. In Tables II and A.II–A.V, the uncertainties in the first three
columns derive only from the uncertainty in the ak parameter in the fit to Eq. 8 (which ultimately
arises from counting statistics in the NRF data), while the last two columns include statistical
uncertainty from the brute-force Model III.
B. Systematic uncertainties
The uncertainties discussed so far have primarily been uncertainties of an ultimately statistical origin, either in the
brute-force Model III simulation results or the uncertainty of the fit to Eq. 8. Additional systematic uncertainties can
be broken into two primary categories: quasi-random (but not statistical) variations that are uncorrelated across the
observed rates, and constant biases that affect some or all of the rates in the same way. In the absence of detailed
probability distributions, uncertainties of the former category are modeled with normal distributions pX ∼ N (µ, σ),
while the latter are modeled with uniform distributions pX ∼ U(x1, x2). A list of major contributions to the systematic
uncertainty estimation is as follows:
1. additional systematic variations: we first test whether the statistical uncertainties of the 21 statistically-
independent model-to-data ratios for each of the three NRF lines are sufficiently large to account for the observed
variation in each line’s dataset. Using the set of ratios predicted through Model IIc, the reduced χ2 statistics
for the {2.176, 2.245, 2.212} MeV datasets are approximately {2.4, 1.9, 2.7} but have p-values on the order of
{10−3, 10−2, 10−5}, indicating that the statistical uncertainties are not large enough to explain the weighted
sample standard deviations of {0.17, 0.23, 0.12}. We therefore conclude that there are additional random but
systematic uncertainties in the means of each line’s dataset—on top of statistical fluctuations—due to effects such
as beam flux variations not captured by the current readout (see the later Table III). Assuming these fluctuations
are roughly normally-distributed, the total uncertainties on the means are estimated as {0.17, 0.23, 0.12}/√21 =
{0.036, 0.050, 0.026}. Subtracting the Model IIc statistical uncertainties in quadrature (cf. Table II), the random
systematic components are {0.027, 0.034, 0.020}.
2. intrinsic detector efficiencies: the activity of the 137Cs source used to conduct the efficiency calibration has
two uncertainties distributed as N (0, 3%) and U(−5%, 5%), arising from a comparison against another 137Cs
source that was guaranteed to a tolerance of ±5% by the manufacturer (Spectrum Techniques). Furthermore,
the efficiency correction for the nominal dead layer thickness is uncertain to about ±1.5%. Although this latter
correction varies somewhat with detector number, for simplicity we assign the most conservative uncertainty and
include a distribution of N (0, 1.5%) for all three detectors.
3. pileup: based on an analysis of unrejected pileup in the NRF spectral data, we estimate that a maximum of 2.5%
of true NRF peak events are lost due to pileup with lower-energy photons, and therefore include a systematic
uncertainty distributed as U(0, 2.5%) in the denominators of the NRF model-to-data ratios in Section V.
4. notch refill: calculations of the transmitted flux φt(E) do not account for the notch refill effect: the downscatter-
ing of higher energy photons to the resonance energy Er via small-angle Compton scattering in the measurement
object. Models Ib and Ic do not account for notch refill since they use Eq. 7 for radiation transport to the foil,
which assumes that any interaction in the measurement object results in the photon being lost, while Models IIc
and III also neglect notch refill due to the resonance sampling scheme. Simple analytical estimates suggest that
notch refill would increase the modeled on-resonance flux by an estimated ∼0.7% in the thinner Objects 1–2
and ∼1.5% in the thicker Objects 3–5. Unlike the pileup uncertainty, this is not a strict bound, so we include
a single uniformly-distributed uncertainty with 1.5% as its midpoint, i.e., U(0, 3%), in the numerators of the
model-to-data ratios.
The net effect of these uncertainties is computed through a Monte Carlo calculation (assuming all uncertainties are
uncorrelated) for each of the three NRF lines studied. The final uncertainty distributions are still approximately
Gaussian, but the means of the distributions are slightly shifted from unity to 1.002–1.003 due to the asymmetric
contributions of the uniform distributions. Neglecting this small shift, the ±34% confidence intervals around unity
correspond to approximately ±5% relative fluctuations around the mean, for final model-averaged predicted over
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observed count rate ratios in each NRF line (cf. Table II) of
238U, 2.176 MeV: 1.224± 0.029 (stat.) +0.064−0.061 (sys.) (12)
238U, 2.245 MeV: 1.182± 0.042 (stat.) +0.067−0.062 (sys.) (13)
27Al, 2.212 MeV: 1.094± 0.018 (stat.) +0.056−0.052 (sys.) (14)
Considering the statistical errors in quadrature with the systematic errors, deviations from unity are found at levels
of +3.3, +2.4, and +1.7 standard deviations, respectively, indicating that the assumed NRF cross section parameters
(Table 1 of Ref. [9]) are approximately correct but systematically overpredict the observed rates. Systematic (and
statistical) uncertainties could be reduced, e.g., by removing the measurement object from the beam in order to
conduct direct NRF experiments on the foil, by further improving the electron beam characterization and stability,
and by improving the absolute detector efficiency calibration.
C. NRF cross section parameters
Rather than compare observed and predicted count rates using a set of assumed NRF cross section parameters,
we can instead invert the analysis and use the measured NRF rates to infer the NRF cross section parameters. As
mentioned, the analysis (especially of uncertainties) is complicated by the use of multiple different run configurations,
but we include the results here for completeness.
For each observed spectrum (see, e.g., Fig. 3), we first extract each pair of 238U branching ratios by forming a ratio
of Eq. 7 for each of the 2.176 and 2.245 MeV levels. We do not analyze the branching behavior of the 2.212 MeV state
in 27Al. Since the 238U branched decays are only 45 keV lower in energy than their corresponding ground state decays,
the difference in non-resonant attenuations, intrinsic efficiencies, and filter transmission probabilities is only ∼1% and
can be neglected to good approximation. The W (θ) for the branched decays is determined by the 0 → 1 → 2 spin
sequence rather than the 0→ 1→ 0 sequence of the ground state decay, but the ratio of the two W (θ) at θd ' 55◦ is
again very close to unity. The ratio of observed counts in the ground state vs branched decay peaks is therefore very
nearly equal to the ratio of branching ratios for each level r:
ng.s.
nbr
=
br,0
br,1
, with br,0 + br,1 = 1, (15)
where we have restored the explicit subscript notation on the branching ratios and imposed the assumption that the
level r decays through only two channels [20]. Eq. 15 therefore contains two equations and two unknowns, and thus
can be used to provide an estimate of br,0 and br,1 for each
238U level r in each spectrum, independent of the value of
Γr. The resulting weighted averages are:
Er = 2.176 MeV: br,0 = 0.676± 0.010 (stat.) (16)
Er = 2.245 MeV: br,0 = 0.649± 0.013 (stat.) (17)
where the systematic uncertainties have cancelled by forming the ratio in Eq. 15.
Given these experimentally-determined branching ratios, we use Model Ic to tabulate predicted absolute NRF rates
as a function of level width Γr, since it is much faster to re-evaluate for arbitrary Γr than are the simulations of
Models IIc or III. The tables of rates vs widths—one table for each detector, measurement object, and NRF line—are
then interpolated using observed NRF rates to obtain experimentally-determined values of Γr for the three NRF lines
of interest. Once again performing a weighted average over all detectors and run dates, the inferred NRF level widths
are:
Er = 2.176 MeV: Γr = 36.9
+1.0
−0.9(stat.)
+3.6
−2.9(syst.) meV (18)
Er = 2.245 MeV: Γr = 22.6
+0.9
−0.9(stat.)
+1.7
−1.6(syst.) meV (19)
Er = 2.212 MeV: Γr = 14.7
+0.3
−0.3(stat.)
+1.0
−0.9(syst.) meV (20)
The most probable values of Γr above are calculated through a weighted average of the inferred Γr from each ex-
perimental run. The weights for each Γr are determined by the (independent) statistical uncertainties in each run’s
inferred Γr in order to estimate both a final, average value of Γr and its statistical uncertainty separate from correlated
systematic uncertainties. The final statistical uncertainty is that computed from the weighted average, ignoring the
small correlated statistical contribution from the branching ratio. The overall systematic uncertainties are estimated
by varying the rates used in the table interpolation by the relative systematic uncertainties given for each NRF line
in Section V B and propagating this through to changes in the extracted level widths. Average upper and lower
systematic uncertainties for each NRF line are then computed by performing a weighted average of the variations in
level width over the seven run dates, where the weights are again computed through the statistical uncertainties of
each run date’s observed rate.
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Due to the non-linear dependence of the predicted count rates on the widths Γr, the extracted widths are more
than linearly sensitive to the observed count rates. The 22.4% overprediction of 2.176 MeV count rates in Table II,
for instance, translates to a 32.5% underprediction in Γr. This non-linearity moreover gives rise to the asymmetric
systematic and statistical uncertainties. Conversely, predicted count rates are less than linearly sensitive to changes
in the widths, which may be advantageous from an experiment design standpoint.
VI. DISCUSSION
While the experiments of Ref. [1] were not optimized for absolute measurements of the 238U and 27Al cross sections,
their results are sufficiently accurate to provide an improved validation study over that of Ref. [10], which saw a
factor of ∼3 discrepancy in absolute NRF rates [21]. As shown in Section V above, this study observes an average
systematic offset by a factor of 1.138 ± 0.015 (stat.) between the four count rate models (which use the same NRF
cross section data) and the experimental data, a factor that is not seen in the Monte Carlo verification tests of Ref. [9].
Discrepancy factors near this value of 1.138 (ranging from 0.98 to 1.27) are observed when grouping the data by run
date (Table A.IV). Grouping by detector (Table A.V), a moderately smaller discrepancy factor of 1.07 is observed in
Detector 2 as compared to factors of 1.17 and 1.19 in Detectors 0 and 3.
As shown in Table II, the ratio between models and data in the 2.212 MeV line of 27Al is 1.094 ± 0.018 (stat.),
which is inconsistent with unity even considering the systematic uncertainties in Section V B. The inferred level width
of Γr = 14.7 meV (Eq. 20) agrees with the tabulated level width of Γr = 17.1 meV in Table 1 of Ref. [9] at the
level of ∼15%, providing approximate but absolute evidence for the validity of normalizing to the 2.212 MeV line in
previous relative NRF measurements [7, 8]. In the 238U lines, the model-to-data ratios are 1.224 ± 0.029 (stat.) and
1.182± 0.042 (stat.), indicating that the 238U NRF cross section parameters used in this work may be systematically
slightly high, or more likely that a facet of the experiment is modelled slightly incorrectly. The inferred ground-state
branching ratios br,0 (Eqs. 16–17) are close to those listed in Table 1 of Ref. [9], agreeing to within 3% and 5% in the
2.176 and 2.245 MeV lines, respectively, of 238U. Conversely, the level widths Γr (Eqs. 18–20) disagree with those in
Table 1 of Ref. [9] (and used in the model predictions) by 33% and 22% in the 238U 2.176 MeV and 2.245 MeV lines.
Given these discrepancies, a useful diagnostic is to compute the ratios of NRF rates between two detectors in order
to eliminate any systematic uncertainties upstream of the detectors. Across all lines and runs, the averaged ratios are
found to be:
Detector 0/Detector 3: predicted 1.25; observed 1.23± 0.04 (stat.) (21)
Detector 2/Detector 3: predicted 0.96; observed 0.87± 0.02 (stat.) (22)
where the predicted values take the Model Ib efficiencies as representative, suggesting that the efficiencies are modeled
fairly consistently between Model Ib and experiment in Detectors 0 and 3 but less so in Detector 2.
The R ratio diagnostic—see Eq. 11 and Table A.V—further indicates that the NRF physics is modeled correctly,
as ratios of two NRF lines in the same spectrum match (with a few exceptions) between prediction and experiment.
In fact, the near-unity values of R in Table A.V suggest that had we conducted a relative analysis and normalized
the 238U NRF rates to those of the 27Al 2.212 MeV line, the inferred 238U cross section parameters would agree much
more closely with their assumed values.
Simulations of the expected counts in the downstream LaBr3 detector provide evidence that the upstream
components—i.e., the bremsstrahlung output and the object and foil geometries—are modeled correctly. In the
thin genuine configuration—see Fig. 4—the ratio of counts observed by the LaBr3 scintillator to the simulated counts
generally lies between ∼0.80 and 1.20 over the energy range 1.1–2.5 MeV. The average ratios over this energy range
vary from 0.92 to 1.06, depending on the run date—see Table III. Normalization by the LaBr3 data substantially
affects only the individual 09/13b and 09/15a run dates, and not the ratios for each NRF line or the study-average
ratio. Taken together, the above diagnostics suggest that the overprediction of NRF rates observed in Section V may
be due to an unknown HPGe efficiency effects.
The absolute validation results of this study provide support for the use of 27Al as a normalization target in past
NRF experiments, and therefore the reliability of the NRF cross sections determined using this technique. The overall
10%-level agreement in NRF count rates between models and data also shows that the feasibility of future NRF
experiments can be accurately determined in advance. This predictive capability may be especially useful when using
the fast Model Ib, which matches the predictions of the more accurate and precise Model IIc fairly accurately but
requires several orders of magnitude less computational power. Models Ic and IIc may be useful for scenarios difficult
to model with Model Ib, the latter especially so for more complex measurement objects.
A. Considerations for future experiments
We now summarize some additional ‘lessons learned’ in the course of our experiments and analyses that should be
noted by researchers conducting absolute NRF rate experiments in the future:
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FIG. 4: Observed (black) and simulated (blue) photon energy spectra in the LaBr3 detector in the
thin genuine runs (09/13a+09/14b). The simulation includes scattering due to NRF and smearing
due to detector resolution.
run date sim/data (LaBr3) sim/data (HPGe) HPGe/LaBr3
09/13a 1.004 1.151± 0.040 1.146± 0.040
09/14b 0.986 1.134± 0.037 1.150± 0.037
09/13b 1.059 1.270± 0.041 1.200± 0.039
09/14a 1.027 1.125± 0.033 1.095± 0.032
09/15a 0.922 0.984± 0.044 1.068± 0.048
09/15d 1.008 1.146± 0.033 1.137± 0.033
09/15c 0.986 1.140± 0.051 1.157± 0.051
TABLE III: Ratios of simulated to observed count rates in the downstream LaBr3 detector for
E > 1.1 MeV across all run dates. Statistical uncertainty in the LaBr3 ratio is negligible. The HPGe
ratios from the final column of Table A.IV are included for comparison; the two dates with the most
extreme values in the LaBr3 dataset (09/13b and 09/15a) correspond to the two most extreme dates
in the HPGe dataset. This extreme behavior is reduced somewhat when normalizing the HPGe ratios
against their corresponding LaBr3 ratios. The LaBr3-normalized data has a study-wide average
model-to-data ratio of 1.136± 0.015 rather than the 1.138± 0.015 of the unnormalized dataset.
1. The electron beam kinetic energy must be precisely known in order to determine the correct endpoint and
magnitude of the bremsstrahlung flux φ0 in simulation. An outdated calibration of the HVRL terminal voltage
resulted in a true endpoint of 2.52 MeV instead of the specified 2.6 MeV, and this 3% change in endpoint
energy resulted in a ∼10% loss of flux at 2.2 MeV due to the non-linear dependence of the flux magnitude on
the endpoint. For further details on the endpoint determination, the reader is referred to SI Appendix S2.2 of
Ref. [1].
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2. Explicit measurements of the exact radiator geometry are also crucial to determining φ0 in simulation. Pre-
liminary experiments [13] found that the true thickness of the gold layer was smaller than the quoted value of
102 µm [4, 7, 8] by a factor of two, and that the gold was covered in a layer of stainless steel that the beam had
ablated from a screw. These two factors combined to considerably reduce the magnitude of φ0. The backscatter
correction of 0.932 similarly relies on accurate knowledge of the radiator and beamline geometry, including which
beamline components are electrically isolated from the radiator and thus the current readout.
3. Once the φ0 simulation is established, it is convenient to parameterize the bremsstrahlung output so that φ0 can
be randomly sampled instead of regenerated for each subsequent simulation. However, parameterizing φ0 to good
accuracy may be a challenge, since as discussed in Section IV, it depends not only on energy E but also radial
distance rb and emission angle θb from the electron beam axis. Such a three-dimensional parameter space requires
a significant amount of computation to simulate fully so that it can be used for random sampling. Introducing
a correlation between rb and θb, e.g., in order to eliminate one dimension and reduce the computation required
can lead to unacceptable inaccuracies in the flux φ0 reaching the measurement object. As such, we recommend
the procedure given in Section IV whereby the flux is propagated to the foil with no intervening measurement
object, and the spectrum of photons striking the foil is saved as φ0(E). The φ0(E) is then projected back to a
disk behind the collimator and injected back into a simulation with a measurement object.
4. The different electromagnetic physics models available in Geant4 produce bremsstrahlung fluxes φ0(E) that
can differ by up to 15% in the E ' 2.2 MeV energy region of interest. In the forward beam direction, the
Penelope and standard (Seltzer-Berger) models differ by ≤2%, while the Livermore model only produces 85% of
the Seltzer-Berger flux. The Seltzer-Berger model is used throughout this work given its good agreement with
the LaBr3 data (see Fig. 4 and Table III).
5. In the experiment geometry given in Figs. 1 and 2, the detectors were placed close to the foil in order to
maximize the geometric efficiency and thus the NRF count rates for the relative measurements of Ref. [1].
The small separation between source and detector relative to the spatial extent of the source, however, makes
absolute prediction of geom (and in fact int) more difficult. As discussed in Section IV, much of this difficulty
can be overcome by using raytracing instead of analytical estimates, but we note that geom varies by ∼10%
between the DU and Al foil components (see Table A.I), an effect that must be accounted for in high-precision
measurements. In a dedicated absolute cross section measurement, several geometric simplifications could be
introduced by placing the detectors further away, removing the measurement objects from the beam, and using
only single-component foils.
6. Accurate knowledge of the HPGe dead layer is crucial to absolute estimates of the intrinsic efficiency int [18].
In Detector 2, the manufacturer-supplied nominal dead layer thickness (in this case, 0.7 mm) is far too small
to account for observed discrepancies in int between simulation and experiment. Assuming the true dead layer
thickness fully accounts for this discrepancy, a more probable dead layer thickness of 4 mm in Detector 2 is
obtained through simulation, leading to a ∼50% reduction in int vs the nominal dead layer. In Detectors 0 and
3, the corresponding reduction is about 5–15%. The enhanced dead layer in Detector 2 may be due to its age,
as the dead layer may grow over time due to vacuum degradation [22].
7. As discussed in Ref. [9], values of the cross section parameters Γr and br,0 can differ by orders of magnitude among
various experiments and evaluations. The absolute measurements of this work suggest that the experimentally
determined cross section parameters in 238U [4] and 27Al [23] are reasonably accurate, but that the ENSDF-
evaluated values in 238U [24] may not be.
8. The foil and the thickest DU measurement objects together contain enough DU that the difference in predicted
NRF rates between the numerically-integrated Eq. 1 and a common Gaussian approximation [9] can as large as
6%.
9. The default fit option in ROOT is to perform χ2 minimization, which is known to bias fit areas under Poisson-
distributed data [15, p. 172] even in high count regimes [25]. To eliminate this bias (about a −2% effect in the
model/data ratios), we instead apply a binned maximum likelihood fit, which is equivalent to minimizing the
Cash C-statistic [26].
VII. CONCLUSIONS
We have conducted absolute validation measurements of 238U and 27Al NRF lines using data obtained in a previous
experiment [1]. Agreement between four NRF count rate models and observed NRF rates is found at a level of ∼10% in
27Al and ∼20% in 238U, compared to statistical errors of 2–4% and systematic errors on the order of 5%. This suggests,
based on an absolute measurement, that the assumed level widths Γr, while not perfectly accurate, are approximately
correct. Despite these remaining discrepancies, therefore, the various models show good predictive capability for
absolute NRF count rates in real measurements, and provide an absolute test of NRF cross section parameters that
have only been measured in relative experiments (238U) or have themselves provided the normalization line in these
experiments (27Al).
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Appendix: Additional tables
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Detector isotope Er [MeV] geom [×10−3] int β0 [×10−5] β1 [mm−1]
0 238U 2.176 1.45 0.1989 7.72 0.162
238U 2.245 1.45 0.1946 7.64 0.160
27Al 2.212 1.29 0.1967 4.29 0.015
2 238U 2.176 1.48 0.1491 4.87 0.157
238U 2.245 1.48 0.1459 4.81 0.153
27Al 2.212 1.31 0.1476 2.72 0.015
3 238U 2.176 1.33 0.1738 6.15 0.162
238U 2.245 1.33 0.1696 6.04 0.156
27Al 2.212 1.19 0.1718 3.44 0.015
TABLE A.I: Efficiencies geom and int used in Eq. 7, and fit parameters β0 and β1 in the
x-dependent total detection probability curves of Eq. 10. Losses due to dead layers are captured by
the values of int and β0. Monte Carlo uncertainties for these quantities are discussed in Section IV F.
Detector Model Ib Model Ic Model IIc Model III avg
0 1.172± 0.022 1.164± 0.022 1.167± 0.022 1.184± 0.026 1.171± 0.025
2 1.230± 0.024 1.017± 0.020 1.019± 0.020 1.048± 0.024 1.067± 0.025
3 1.193± 0.023 1.175± 0.022 1.179± 0.022 1.212± 0.027 1.188± 0.026
avg 1.197± 0.013 1.110± 0.012 1.113± 0.012 1.142± 0.015 1.138± 0.015
TABLE A.II: Ratio of predicted NRF rates to observed NRF rates for the three detectors and four
models, averaged over the three NRF lines and all runs.
Object Model Ib Model Ic Model IIc Model III avg
1 1.202± 0.025 1.117± 0.023 1.118± 0.023 1.136± 0.027 1.142± 0.027
2 1.250± 0.023 1.151± 0.022 1.155± 0.022 1.182± 0.026 1.182± 0.026
3 1.031± 0.040 0.960± 0.037 0.964± 0.037 0.990± 0.045 0.984± 0.044
4 1.194± 0.029 1.119± 0.027 1.121± 0.027 1.165± 0.034 1.147± 0.033
5 1.206± 0.048 1.104± 0.044 1.111± 0.044 1.154± 0.051 1.140± 0.051
avg 1.197± 0.013 1.110± 0.012 1.113± 0.012 1.142± 0.015 1.138± 0.015
TABLE A.III: Ratio of predicted NRF rates to observed NRF rates for the five measurement objects
and four models, averaged over the three detectors and three NRF lines.
run date Model Ib Model Ic Model IIc Model III avg
09/13a 1.206± 0.037 1.127± 0.034 1.128± 0.034 1.149± 0.040 1.151± 0.040
09/14b 1.198± 0.034 1.108± 0.031 1.110± 0.031 1.125± 0.037 1.134± 0.037
09/13b 1.333± 0.037 1.238± 0.034 1.248± 0.035 1.271± 0.041 1.270± 0.041
09/14a 1.195± 0.030 1.095± 0.028 1.096± 0.028 1.123± 0.033 1.125± 0.033
09/15a 1.031± 0.040 0.960± 0.037 0.964± 0.037 0.990± 0.045 0.984± 0.044
09/15d 1.194± 0.029 1.119± 0.027 1.121± 0.027 1.165± 0.034 1.147± 0.033
09/15c 1.206± 0.048 1.104± 0.044 1.111± 0.044 1.154± 0.051 1.140± 0.051
avg 1.197± 0.013 1.110± 0.012 1.113± 0.012 1.142± 0.015 1.138± 0.015
TABLE A.IV: Ratio of predicted NRF rates to observed NRF rates for the seven measurement runs
and four models, averaged over the three detectors and three NRF lines. Object 1 was measured
during runs 09/13a and 09/14b; Object 2 during 09/13b and 09/14a; Object 3 during 09/15a;
Object 4 during 09/15d; and Object 5 during 09/15c.
Detector R Model Ib Model Ic Model IIc Model III avg
0 2176/2245 0.940± 0.064 0.938± 0.064 0.939± 0.064 0.827± 0.063 0.910± 0.062
2176/2212 1.103± 0.049 1.033± 0.046 1.054± 0.047 0.948± 0.048 1.034± 0.052
2245/2212 1.076± 0.068 1.011± 0.064 1.031± 0.065 1.006± 0.070 1.031± 0.065
2 2176/2245 1.008± 0.070 1.006± 0.069 1.007± 0.070 0.949± 0.075 0.994± 0.069
2176/2212 1.157± 0.056 1.077± 0.052 1.098± 0.053 1.105± 0.063 1.108± 0.063
2245/2212 1.030± 0.068 0.961± 0.064 0.980± 0.065 1.067± 0.080 1.003± 0.067
3 2176/2245 0.953± 0.059 0.950± 0.059 0.951± 0.059 0.939± 0.067 0.949± 0.058
2176/2212 1.053± 0.050 0.987± 0.047 1.008± 0.048 0.945± 0.052 0.999± 0.055
2245/2212 1.079± 0.066 1.015± 0.062 1.034± 0.063 0.980± 0.068 1.027± 0.063
TABLE A.V: Predicted-to-observed ratios R of ratios of NRF lines (Eq. 11) within the same
spectrum.
