The stochastic gradient descent (SGD) optimization algorithm plays a central role in a series of machine learning applications. The scientific literature provides a vast amount of upper error bounds for the SGD method. Much less attention as been paid to proving lower error bounds for the SGD method. It is the key contribution of this paper to make a step in this direction. More precisely, in this article we establish for every γ, ν ∈ (0, ∞) essentially matching lower and upper bounds for the mean square error of the SGD process with learning rates ( γ n ν ) n∈N associated to a simple quadratic stochastic optimization problem. This allows us to precisely quantify the mean square convergence rate of the SGD method in dependence on the asymptotic behavior of the learning rates.
Introduction
The stochastic gradient descent (SGD) optimization algorithm plays a central role in machine learning and, in particular, deep learning applications such as image analysis and speech recognition (cf., e.g., [12, 13, 16, 23] ). It is therefore important to analyze and quantify the convergence speed of the SGD method. There is a vast amount of scientific literature investigating and providing upper bounds for the SGD method and modifications of it (cf., e.g., [3, 4, 5, 6, 7, 8, 9, 10, 11, 18, 20, 21, 24] and cf., e.g., [14] for a more comprehensive review of the literature). Much less attention has been paid to proving lower error bounds for the SGD method, that is, to quantifying the best possible speed of convergence which the SGD method can achieve (cf., e.g., [2, 17, 19, 22, 25] ). It is the key contribution of this paper to make a step in this direction.
To be more specific, in this paper we precisely quantify the speed of convergence of the SGD process in the case of a simple quadratic stochastic optimization problem (cf. item (i) in Theorem 1.1 below) for both slowly as well as fast decaying learning rates. In particular, in Theorem 1.1 below we provide for every γ, ν ∈ (0, ∞) essentially matching upper and lower bounds for the root mean square distance between the global minimum of the considered stochastic optimization problem and the SGD process with the learning rates ( 
and let Θ : N 0 × Ω → R d be the stochastic process which satisfies for all n ∈ N that Θ 0 = ξ and Θ n = Θ n−1 − γ n ν (∇ θ F )(Θ n−1 , X n ).
Then (i) there exists a unique ϑ ∈ R d such that {θ ∈ R d : f (θ) = inf w∈R d f (w)} = {ϑ},
(ii) for every ε ∈ (0, ∞) there exist c 0 , c 1 ∈ (0, ∞) such that for all n ∈ N it holds that c 0 n −r ε,0 ≤ E Θ n − ϑ 2 1 /2 ≤ c 1 n −r ε,1 ,
and (iii) for every ε ∈ (0, ∞) there exist C 0 , C 1 ∈ (0, ∞) such that for all n ∈ N it holds that
Theorem 1.1 is an immediate consequence of Theorem 4.13 below, which is the main result of this article. We now roughly describe the dependence, exhibited in Theorem 1.1, of the root mean square convergence rate of the SGD process on the learning rates. In the case of slowly decaying learning rates (corresponding to the case ν < 1 in Theorem 1.1) the convergence rate of the SGD process does not depend on the size of the learning rates (corresponding to the parameter γ in Theorem 1.1). In this case we note that faster decay of the learning rates (corresponding to larger ν in Theorem 1.1) results in a higher convergence rate of the SGD process. In the case of fast decaying but large learning rates (corresponding to the case ν = 1 and γ > 1 /(2α) in Theorem 1.1) the SGD process attains the optimal convergence rate of 1 /2. In the case of fast decaying and small learning rates (corresponding to the case ν = 1 and γ ≤ 1 /(2α) in Theorem 1.1) the convergence rate of the SGD process depends on the size of the learning rates. In this case we observe that the smaller the learning rates are (corresponding to smaller γ in Theorem 1.1) the lower is the resulting convergence rate. Note that this is contrary to the effect observed above in the case of slowly decaying learning rates. The phenomenon that the convergence rate increases as ν increases (so that the learning rates get smaller) but also increases as γ increases (so that the learning rates get larger), roughly speaking, arises from the interplay of two sources of errors: The error due to the randomness in the SGD method (which gets smaller when the learning rates get smaller) and the error due to the fact that the deterministic gradient method does not reach in finite time the whole infinite time interval of the underlying gradient flow (which gets smaller when the learning rates get larger). Finally, in the case of very fast decaying learning rates (corresponding to the case ν > 1 in Theorem 1.1) the SGD process fails to converge to the global minimum of the objective function.
The remainder of this paper is organized as follows. In Section 2 we introduce the setting of the stochastic optimization problem considered in this paper and we establish a few basic properties for the objective function, the loss function, and the SGD process. In Section 3 we derive upper bounds for the root mean square error of the SGD process. In Section 4 we first establish in Subsections 4.1-4.3 lower bounds for the root mean square error of the SGD process which essentially match the upper bounds of Section 3. Then, in Subsection 4.4, we combine the upper and lower bounds of this article in Theorem 4.13 and thereby obtain a sharp convergence rate of the SGD process in dependence of the learning rates. Theorem 1.1 above is an immediate consequence of Theorem 4.13.
2 Basic properties for the stochastic gradient descent (SGD) optimization method
In Section 3 and Section 4 below we provide a detailed error analysis for the SGD optimization method in the case of a simple quadratic loss function; cf., particularly, Theorem 4.13 below. In this section we introduce the setting of the considered optimization problem (see Setting 2.1 in Subsection 2.1 below) and we establish some elementary properties for the optimization problem under consideration (see Lemma 2.4 below) and the associated SGD process (see Proposition 2.6 below). These elementary properties will be repeatedly used in the convergence rate proofs in our detailed error analysis in Section 3 and Section 4 below.
Setting
Throughout this article the following setting is frequently used. 
(Ω, F , P) be a probability space, and let Z : Ω → R d be a random variable with
Proof of Lemma 2.2. Observe that the hypothesis that E[ Z ] < ∞ and the CauchySchwarz inequality ensure that
The linearity of the expectation hence shows that
The proof of Lemma 2.2 is thus completed.
On the derivative of the Euclidean norm Lemma 2.3 (Derivative of the Euclidean norm
Then it holds for all
Proof of Lemma 2.3 . Throughout this proof let ϑ 1 , . . . , ϑ d ∈ R satisfy that ϑ = (ϑ 1 , . . . , ϑ d ). Note that the fact that for all θ = (θ 1 , . . . ,
implies that for all θ = (θ 1 , . . . ,
The proof of Lemma 2.3 is thus completed. 
Proof of Lemma 2.4. First, note that the hypothesis that E[ X 1 2 ] < ∞ and Lemma 2.2 (with ϑ = θ, Z = X 1 in the notation of Lemma 2.2) ensure that for all θ ∈ R d it holds that
This establishes item (i). Next observe that item (i) proves item (ii). In addition, note that Lemma 2.3 proves that for all θ, x ∈ R d it holds that
This establishes item (iii). Moreover, observe that Lemma 2.3, item (i), and item (iii) ensure that for all θ ∈ R d it holds that
This proves item (iv). Next note that item (iv) implies items (v)-(vi). Moreover, note that item (iii) and item (iv) demonstrate that for all θ ∈ R d it holds that
This establishes item (vii). The proof of Lemma 2.4 it thus completed.
On explicit formulas for the SGD process
In this subsection we establish in Proposition 2.6 below a few explicit formulas for the SGD process in (7). Our proof of Proposition 2.6 employs the elementary and well-known result for affine recursions in Lemma 2.5 below. For completeness we also present the proof of Lemma 2.5 here.
On a recursive equality
Then it holds for all n ∈ N 0 that
Proof of Lemma 2.5. We prove (21) by induction on n ∈ N 0 . For the base case n = 0 observe that
This establishes (21) in the case case n = 0. For the induction step N 0 ∋ (n − 1) → n ∈ N note that (20) implies that for all n ∈ N with e n−1 = n−1 l=1 α l e 0 + n−1 k=1 n−1 l=k+1 α l β k it holds that e n = α n e n−1 + β n
Induction thus establishes (21) . The proof of Lemma 2.5 is thus completed.
Explicit formulas for the SGD process
Proposition 2.6. Assume Setting 2.1. Then
(iii) it holds for all n ∈ N that
and (iv) it holds for all n ∈ N 0 that
Proof of Proposition 2.6. First of all, observe that item (iii) in Lemma 2.4 assures that for all n ∈ N it holds that
This establishes item (i). Next note that Lemma 2.5 (
This proves item (ii). Furthermore, note that item (ii) and the fact that
The fact that
] < ∞ and item (i) therefore imply that for all n ∈ N it holds that
In addition, note that the fact that for all independent random variables Y, Z :
(cf., e.g., Klenke [15, Theorem 5.4] ), the fact that for all n ∈ N it holds that Θ n−1 and X n are independent, and the fact that for all n ∈ N it holds that E[ Θ n−1 + X n ] < ∞ assure that for all n ∈ N it holds that
This, (30), and the fact that (X n ) n∈N are i.i.d random variables demonstrate that for all n ∈ N it holds that
This proves item (iii). Combining Lemma 2.5 (
) n∈N 0 in the notation of Lemma 2.5) with item (iii) and (29) demonstrates that for all n ∈ N 0 it holds that
This establishes item (iv). The proof of Proposition 2.6 it thus completed. minimum of the considered optimization problem (cf. item (ii) in Lemma 2.4). In our analysis we distinguish between the case of slowly decaying learning rates (see Subsection 3.1 below), the case of fast decaying learning rates (see Subsection 3.2 and Subsection 3.3 below), and the case of very fast decaying learning rates (see Subsection 3.4 below).
Upper errors estimates in the case of slowly decaying learning rates
In this subsection we establish in Proposition 3.3 below an upper bound for the root mean square error of the SGD process in (7) in the case of slowly decaying learning rates (corresponding to the case ν < 1 in Setting 2.1). 3.1.1 On a recursive inequality and an a priori estimate
lim inf
Then there exists C ∈ (0, ∞) such that for all n ∈ N it holds that
Proof of Lemma 3.1. Throughout this proof let m ∈ N ∩ (1, ∞), I ∈ (0, ∞) satisfy that
(cf. (35)) and let C ∈ [0, ∞) be given by
We claim that for all n ∈ {m, m + 1, . . .} it holds that e n ≤ Cγ n .
We now prove (39) by induction on n ∈ {m, m + 1, . . .}. For the base case n = m note that
This establishes (39) in the base case n = m. For the induction step {m, m+1, . . .} ∋ (n − 1) → n ∈ N ∩ (m, ∞) note that (34) assures that for all n ∈ N ∩ (m, ∞) with e n−1 ≤ Cγ n−1 it holds that
This, (37), and the fact that C ≥ κ I demonstrate that for all n ∈ N ∩ (m, ∞) with e n−1 ≤ Cγ n−1 it holds that
Induction thus establishes (39). Next observe that (39) implies that for all n ∈ N it holds that
This completes the proof of Lemma 3.1.
On an asymptotic property of the learning rates
Proof of Lemma 3.2. First, note that for all l ∈ {2, 3, . . .} it holds that
The fact that 1 + ν − 2ν = 1 − ν > 0 hence demonstrates that lim inf
(46) Therefore, we obtain that lim inf
The proof of Lemma 3.2 is thus completed.
Upper error estimates
Proposition 3.3. Assume Setting 2.1 and assume that ν < 1. Then there exists C ∈ (0, ∞) such that for all n ∈ N it holds that
Proof of Proposition 3.3. Note that items (iii)-(iv) in Proposition 2.6 assure that for all n ∈ N it holds that
Moreover, observe that Lemma 3.2 (with β = γα, ν = ν in the notation of Lemma 3.2) ensures that
Combining this, (49) and Lemma 3.1 (with
γα n ν ) n∈N in the notation of Lemma 3.1) establishes that there exists C ∈ (0, ∞) such that for all n ∈ N it holds that
Therefore, we obtain for all n ∈ N that
The proof of Proposition 3.3 is thus completed.
Upper errors estimates in the case of fast decaying learning rates
In this subsection we establish in Proposition 3.4 below an upper bound for the root mean square error of the SGD process in (7) in the case of fast decaying learning rates (corresponding to the case ν = 1 in Setting 2.1).
Proposition 3.4. Assume Setting 2.1 and assume that ν = 1. Then for every ε ∈ (0, ∞) there exists C ∈ (0, ∞) such that for all n ∈ N it holds that
Proof of Proposition 3.4. Throughout this proof let ε ∈ (0, min{ 1 /2, γα}), let β ∈ (0, 1 /2) be given by
and let c = (c n ) n∈N : N → [0, ∞] be the function which satisfies for all n ∈ N that
Note that item (iv) in Proposition 2.6 implies that for all n ∈ N it holds that
Hence, we obtain that for all n ∈ N it holds that c n < ∞.
Next observe that lim sup
The fact that for all n ∈ {2, 3, . . .} it holds that
hence proves that lim sup
Moreover, note that the fact that 2β = min{1, 2γα} − 2ε ≤ 2γα − 2ε < 2γα ensures that lim sup
The fact that 2β < 2γα, the fact that 2β < 1, and (60) hence establish that lim sup
This implies that there exists m ∈ N such that for all n ∈ N ∩ (m, ∞) it holds that
Next note that (57) establishes that c m < ∞. Moreover, observe that (55) ensures that for all n ∈ {1, 2, . . . , m} it holds that
Next we claim that for all n ∈ {m, m + 1, . . .} it holds that
Note that (64) establishes (65) in the base case n = m. For the induction step {m, m + 1, . . .} ∋ (n − 1) → n ∈ N ∩ (m, ∞) note that item (iii) in Proposition 2.6 assures that for all n ∈ {2, 3, . . .} with
This, (55), and (63) demonstrate that for all n ∈ N ∩ (m, ∞) with
Induction thus proves (65). Combining (64) and (65) establishes (53). The proof of Proposition 3.4 is thus completed.
3.3 Refined upper errors estimates in the case of fast decaying learning rates 3.3.1 A characterization of an asymptotic property for fast decaying learning rates
Then the following two statements are equivalent: (i) It holds that
(ii) It holds that β > 1 /2.
Proof of Lemma 3.5. First, observe that lim inf
Therefore, we obtain that lim inf
The proof of Lemma 3.5 is thus completed.
Improved upper error estimates in the case of large but fast decaying learning rates
Proposition 3.6. Assume Setting 2.1 and assume that ν = 1 and γα > 1 /2. Then there exists C ∈ (0, ∞) such that for all n ∈ N it holds that
Proof of Proposition 3.6. Observe that items (iii)-(iv) in Proposition 2.6 imply that for all n ∈ N it holds that
Moreover, note that the hypothesis that γα > 1 /2 and Lemma 3.5 (with β = γα in the notation of Lemma 3.5) ensures that lim inf
Combining this and (72) with Lemma 3.1 (with
) n∈N in the notation of Lemma 3.1) demonstrates that there exists C ∈ (0, ∞) such that for all n ∈ N it holds that
The proof of Proposition 3.6 is thus completed.
Refined upper error estimates in the case of fast decaying learning rates
The next result, Corollary 3.7 below, combines the upper error bounds for fast decaying learning rates obtained in Proposition 3.4 and Proposition 3.6 above.
Corollary 3.7. Assume Setting 2.1 and assume that ν = 1. Then for every ε ∈ (0, ∞) there exists C ∈ (0, ∞) such that for all n ∈ N it holds that
Proof of Corollary 3.7. To prove (76) we distinguish between the cases γα > 1 /2 and γα ≤ 1 /2. We first consider the case γα > 1 /2. In this case observe that Proposition 3.6 proves that there exists C ∈ (0, ∞) such that for all ε ∈ (0, ∞), n ∈ N it holds that
Hence, we obtain that for every ε ∈ (0, ∞) there exists C ∈ (0, ∞) such that for all n ∈ N it holds that
This establishes (76) in the case γα > 1 /2. Next we consider the case γα ≤ 1 /2. In this case we observe that Proposition 3.4 proves that for every ε ∈ (0, ∞) there exists C ∈ (0, ∞) such that for all n ∈ N it holds that
This proves (76) in the case γα ≤ 1 /2. Combining (78) and (79) establishes (76). The proof of Corollary 3.7 is thus completed.
Upper error estimates in the case of very fast decaying learning rates
In this subsection we establish in Lemma 3.8 below that the root mean square error of the SGD process in (7) is bounded from above in the case of very fast decaying learning rates (corresponding to the case ν > 1 in Setting 2.1).
Lemma 3.8. Assume Setting 2.1 and assume that ν > 1. Then there exists C ∈ (0, ∞) such that for all n ∈ N it holds that
Proof of Lemma 3.8 . Throughout this proof let m ∈ N ∩ (γα, ∞) and let C ∈ (0, ∞) be given by
Observe that item (iv) in Proposition 2.6 ensures that for all n ∈ N it holds that
This and (81) establish that for all n ∈ N it holds that
Next note that the fact that m > γα assures that for all l ∈ N ∩ (m, ∞) it holds that
Hence, we obtain that for all l ∈ N ∩ (m, ∞) it holds that
This implies that for all n, l ∈ N with min{m, n} < l ≤ n it holds that
Combining this with (83) demonstrates that for all n ∈ N it holds that
Moreover, note that the hypothesis that ν > 1 ensures that 
Lower error estimates for the SGD optimization method
In this section we establish in Proposition 4.5 and Proposition 4.11 below lower bounds for the root mean square distance between the SGD process in (7) and the global minimum of the considered optimization problem (cf. item (ii) in Lemma 2.4). These results show that the upper error bounds obtained in Section 3 (see Proposition 3.3 and Corollary 3.7 above) can essentially not be improved. Moreover, in Subsection 4.3 below we demonstrate that the SGD process fails to converge to the global minimum of the objective function in the case of very fast decaying learning rates (see Lemma 4.12 below for details). Finally, in Subsection 4.4 below we present Theorem 4.13 which combines the main findings of this article.
Lower errors estimates in the case of slowly and fast decaying learning rates
In this subsection we establish in Proposition 4.5 below a lower bound for the root mean square error of the SGD process in (7) in the case of slowly and fast decaying learning rates (corresponding to the case ν ≤ 1 in Setting 2.1). Our proof of 
Proof of Lemma 4.1. Observe that item (iv) in Proposition 2.6 and the assumption that E X 1 − E[X 1 ] 2 > 0 assure that for all n ∈ N it holds that
The proof of Lemma 4.1 is thus completed.
Approximations of the exponential function
Lemma 4.2. Let (a l ) l∈N ⊆ R, (n l ) l∈N ⊆ N satisfy that lim inf l→∞ a l = lim sup l→∞ a l and lim inf l→∞ n l = ∞. Then
Proof of Lemma 4.2. Throughout this proof let f l : N 0 → R, l ∈ N, be the functions which satisfy for all l ∈ N, k ∈ N 0 that
let F : N 0 → R be the function which satisfies for all k ∈ N 0 that
and let # : P(N 0 ) → [0, ∞] be the counting measure on N 0 . Observe that the binomial theorem proves that for all l ∈ N it holds that 1 +
Moreover, note the hypothesis that lim inf l→∞ n l = ∞ ensures that for all k ∈ N 0 it holds that
In addition, note that for all k ∈ N 0 it holds that
Lebesgue's theorem of dominated convergence, and (95) hence demonstrate that
This and (94) ensure that
The proof of Lemma 4.2 is thus completed.
Proof of Lemma 4.3 . Throughout this proof let ⌊·⌋ : R → Z be the function which satisfies for all x ∈ R that ⌊x⌋ = max((−∞, x] ∩ Z). Observe that the hypothesis that lim inf l→∞ n l = ∞ ensures that
This implies that lim l→∞ ⌊n l ⌋ n l = 1. The hypothesis that lim inf l→∞ a l = lim sup l→∞ a l therefore assures that
This, the fact that lim inf l→∞ ⌊n l ⌋ = ∞, and Lemma 4.2 (with (a l ) l∈N = (
Next note that the fact that for all α ∈ [0, 1], r ∈ (0, 1] it holds that r ≤ r α ≤ 1 and the fact that for all α
Combining this and the fact that for all l ∈ N it holds that n l − ⌊n l ⌋ ∈ [0, 1] with the hypothesis that lim inf l→∞ n l = ∞ and the fact that sup l∈N |a l | < ∞ demonstrates that lim sup
This and (103) establish that
The proof of Lemma 4.3 is thus completed.
Lower error estimates
Proof of Lemma 4.4 . Throughout this proof let ⌈·⌉ : R → Z be the function which satisfies for all x ∈ R that ⌈x⌉ = min([x, ∞) ∩ Z). Observe that the fact that for all n ∈ N it holds that n −
The fact that for all n ∈ N it holds that n − n ν 2 ≤ n − n ν 2 + 1 and the fact that for all n ∈ N it holds that n −
Combining this with Lemma 4.3 (with a l = −2 ν β, n l = l ν for l ∈ N in the notation of Lemma 4.3) establishes that
The proof of Lemma 4.4 is thus completed.
Proposition 4.5. Assume Setting 2.1 and assume that ν ≤ 1 and
Proof of Proposition 4.5. First, observe that item (iv) in Proposition 2.6 ensures that for all n ∈ N it holds that
Moreover, note that Lemma 4.4 (with β = γα, ν = ν in the notation of Lemma 4.4) implies that there exists m ∈ N such that for all n ∈ {m, m + 1, . . .} it holds that
Therefore, we obtain for all n ∈ {m, m + 1, . . .} that
This and (112) demonstrate that for all n ∈ {m, m + 1, . . .} it holds that
Furthermore, observe that Lemma 4.1 and the hypothesis that
Hence, we obtain for all n ∈ N ∩ (0, m) that
Combining this, (115), and the hypothesis that E X 1 − E[X 1 ] 2 > 0 assures that for all n ∈ N it holds that
The proof of Proposition 4.5 is thus completed.
Refined lower errors estimates in the case of fast decaying learning rates
In this subsection we establish in Lemma 4.9 below a lower error bound for the SGD process in (7) in the case of fast decaying learning rates (corresponding to the case ν = 1 in Setting 2.1). Combining this lower bound with the lower bound from Proposition 4.5 (see Lemma 4.10 below) allows us to establish the refined lower error bound in Proposition 4.11 below.
An estimate for the natural logarithm
In Lemma 4.6 below we recall an elementary and well-known property of the natural logarithm (see, e.g., [1]). Lemma 4.6 will be employed in our proof of Lemma 4.7 which, in turn, will be used to prove Lemma 4.9. For completeness we provide the proof of Lemma 4.6 here.
Lemma 4.6. It holds for all x ∈ (0, ∞) that
Proof of Lemma 4.6 . Throughout this proof let f : (0, ∞) → R be the function which satisfies for all x ∈ (0, ∞) that
Note that
Moreover, observe that for all x ∈ (0, ∞) it holds that
This ensures that for all x ∈ [1, ∞) it holds that f ′ (x) ≥ 0. The fundamental theorem of calculus and (122) hence imply that for all x ∈ [1, ∞) it holds that
Moreover, note that (123) assures that for all x ∈ (0, 1] it holds that f ′ (x) ≤ 0. The fundamental theorem of calculus and (122) therefore ensure that for all x ∈ (0, 1] it holds that
Combining this with (124) proves that for all x ∈ (0, ∞) it holds that
Therefore, we obtain for all x ∈ (0, ∞) that
The proof of Lemma 4.6 is thus completed.
Errors due to the deterministic gradient descent dynamic
Proof of Lemma 4.7 . Throughout this proof let ε
and let C ∈ [0, ∞) be given by
Note that the fact that β / ∈ {m, m + 1, m + 2, . .
This and (130) establish that C > 0. Moreover, observe that the fact that L > β assures that for all l ∈ N ∩ [L, ∞) it holds that
Hence, we obtain that for all l ∈ N ∩ [L, ∞) it holds that
Lemma 4.6 and (129) therefore assure that for all n ∈ N ∩ (L, ∞) it holds that
The fact that for all n ∈ N it holds that
hence ensures that for all n ∈ N ∩ (L, ∞) it holds that
This and (130) demonstrate that for all n ∈ N ∩ (L, ∞) it holds that
Moreover, note that (130) implies that for all n ∈ N ∩ [m, L] it holds that
Combining this and (137) establishes that for all n ∈ N ∩ [m, ∞) it holds that
Proof of Lemma 4.9 . Throughout this proof let ε ∈ (0, ∞), let m ∈ N ∩ (γα − 1, ∞), and let M ∈ [0, ∞) be given by
Observe that Lemma 4.1 and the hypothesis that E X 1 − E[X 1 ] 2 > 0 assure that for all n ∈ {1, 2, . . . , m} it holds that
This ensures that M > 0. Next note that item (iv) in Proposition 2.6 assures that for all n ∈ N ∩ (m, ∞) it holds that 
Moreover, observe that the fact that m+1 > γα ensures that γα / ∈ {m+1, m+2, . . .}. 
Combining this with (152) proves that for all n ∈ N ∩ (m, ∞) it holds that 
Combining this and (160) ensures that for all n ∈ N it holds that 
The proof of Proposition 4.11 is thus completed.
Lower errors estimates in the case of very fast decaying learning rates
In this subsection we establish in Lemma 4.12 below that the SGD process in (7) fails to converge to the global minimum of the objective function in the case of very fast decaying learning rates (corresponding to the case ν > 1 in Setting 2.1).
Lemma 4.12. Assume Setting 2.1 and assume that ν > 1 and E[ X 1 −E[X 1 ] 2 ] > 0. Then there exists C ∈ (0, ∞) such that for all n ∈ N it holds that
Proof of Lemma 4.12 . Throughout this proof let m ∈ N ∩ (γα, ∞). Observe that Lemma 4.1 and the hypothesis that E[ X 1 − E[X 1 ] 2 ] > 0 ensure that for all n ∈ N it holds that
Next note that item (iv) in Proposition 2.6 demonstrates that for all n ∈ N ∩ (m, ∞) it holds that 
Combining this and (167) with (165) demonstrates that for all n ∈ N ∩ (m, ∞) it holds that
exp 2 ln
(1− 
(vi) for every ε ∈ (0, ∞) there exist C 0 , C 1 ∈ (0, ∞) such that for all n ∈ N it holds that
and (vii) for every ε ∈ (0, ∞) there exist C 0 , C 1 ∈ (0, ∞) such that for all n ∈ N it holds that
Proof of Theorem 4.13. First, note that items (i), (ii), (v), (vi), and (vii) in Lemma 2.4 establish items (i)-(v). In addition, observe that the hypothesis that P(X 1 = E[X 1 ]) < 1 ensures that E[ X 1 − E[X 1 ] 2 ] > 0. Proposition 3.3, Corollary 3.7, Lemma 3.8, Proposition 4.5, Proposition 4.11, and Lemma 4.12 therefore prove item (vi). Moreover, note that item (i) ensures that for all n ∈ N it holds that
Combining this and item (vi) establishes item (vii). The proof of Theorem 4.13 is thus completed.
