Abstract-This correspondence proposes two methods for designing partially adaptive beamformers that satisfy a performance specification over a set of likely interference scenarios. Both methods choose the adaptation space in a sequential fashion; the dimension is increased one by one until the performance specification is attained. In the multilevel point design method, each dimension of the adaptation space is chosen to give optimum performance at a single interference scenario. The constrained minimization design method chooses each dimension of the adaptation space to exactly satisfy the performance specification at a single interference scenario while approximately minimizing the average interference output power over neighboring scenarios. Simulations indicate that both methods result in better performance than existing methods while using fewer degrees of freedom.
I. INTRODUCTION
Partially adaptive beamformers employ only a portion of the available adaptive degrees of freedom to reduce the computational complexity of adaptive algorithms and improve the convergence rate
[I], [4] , [14] . On the negative side, the steady-state interference cancellation capability of a beamformer degrades as the number of adaptive weights are reduced. This degradation is strongly dependent on which adaptive degrees of freedom are utilized by the partially adaptive beamformer. The goal of partially adaptive beamformer design is to choose a low dimensional adaptation space that provides satisfactory steady state interference cancellation.
A variety of partially adaptive beamformer design procedures (see numbers of adaptive weights, the procedure is not very systematic; in order to obtain the best performance, the subsets of Q used to design individual components must be selected through a trial and error process. Here, the partially adaptive beamformer design problem is approached from an altemate perspective. The objective is to minimize the number of adaptive degrees of freedom subject to a constraint on the worst case interference cancellation performance loss over Q. Two systematic design procedures are developed. The multilevel point design method chooses each component of the adaptation space to achieve interference cancellation at a specific interference scenario equivalent to that obtained by a fully adaptive beamformer. The constrained minimization design method chooses each component of the adaptation space to exactly satisfy the worst case performance constraint at a specific interference scenario while approximately minimizing the average performance loss over neighboring scenarios. In both cases, the columns of the adaptation space are designed in a sequential manner, that is, the dimension of the adaptation space is increased one at a time until the performance constraint is satisfied over the entire set of possible interference scenarios. The interference scenario at which the design occurs is chosen by comparing the performance loss for the current adaptation space to a user specified threshold. If the loss exceeds the threshold, then a new dimension is added. Simulations indicate that these approaches result in better interference cancellation performance with fewer adaptive degrees of freedom than the interference output power minimization method. Furthermore, no hand crafting is necessary; both of the proposed design methods are completely automated. We also note that these procedures are applicable to a broader class of problems than partially adaptive beamformer design. For example, they are applicable to subspace design for generalized likelihood ratio adaptive detection. In the adaptive detection problem, the subspace is chosen to maximize the signal to noise ratio over a set of possible interference scenarios. Maximization of the detector's SNR leads to a design problem of the same form as maximization of interference cancellation in a partially adaptive beamformer [3].
For notation, lower and upper case boldface symbols are used to represent vectors and matrices respectively, and superscript H denotes complex conjugate transpose.
PARTIALLY ADAFTIVE BEAMFORMER DESIGN

A. Partially Adaptive Beamforming
Assume that the desired signal is statistically uncorrelated with the interferers so the beamformer data covariance matrix is R, = R, + Rn, where R, is the signal covariance matrix, and R, is the interference and noise covariance matrix. A generalized sidelobe canceller (GSC) implementation [5] of the linearly constrained minimum variance beamformer (see Fig. 1 ) decomposes the n-dimensional beamformer weight vector as
Here, WO E range(%) is a nonadaptive weight that provides a desired beamformer response to the signal and the n x p blocking matrix T, satisfies TFR, = 0. We refer to range (T,) as the adaptation space because w can only adapt the components that lie in this space. w, is a p-dimensional adaptive weight that is chosen to minimize the beamformer output power, i.e., 
W n
The optimal adaptive weight vector is easily found as Note that P,, is the only term in (4) dependent on T,.
For a fully adaptive beamformer, the R. x q(q > p ) blocking matrix C , satisfies range(C,) = .rangel(R,). Therefore, range(T,) c range(C,). It can be shown that Pnc(Tn) 5 Pnc(Cn) = P,",""
with equality if range(T,) = range(C,) [ll] . However, this is not the only case for which equality holds. In fact, for any given interference scenario, the 1-D adaptation space represented by t , = c , , ( c~R , c , ) -~c~; ' R , w~ (8) achieves the maximum level of interference cancellation, i.e., PnC(t,) = PEax. In practice, R, is usually unknown. Thus, the optimal 1-D adaptation space is also unknown and multiple degrees of freedom are usually employed to obtain good performance.
B. Partially Adaptive Beamformer Pe$ormance Criterion
The performance of a partially adaptive beamformer is evaluated in terms of its interference output power relative to that of the fully adaptive beamformer for a set of likely interference scenarios Q = { e k , k = 1,2, . . . , K}. For example, the parameter 0 can represent the number of interferers, their locations, spectral characteristics, etc.
We assume that R, is completely determined by 0 with the explicit dependence indicated by R, (0) . The partially adaptive beamformer interference and noise output power is given by Pt(Tn,O) = Pn(0)-Pnc(Tn70).
(9)
Denote the interference and noise output power of the fully adaptive beamformer as 
C. Partially Adaptive Beamformer Design Procedures
Here, we provide two design methods for designing partially adaptive beamformers that satisfy the criterion (12). Both methods choose the columns of Tn in a sequential manner. The sequential nature of the design is well described in terms of the modular adaptive beamforming structure introduced in [lo] . Let T,o be the current adaptation space and t , the additional column to be designed, i. The design process consists of adding columns to T, until (12) is satisfied for all interference scenarios in Q. Each additional column will generally improve the performance for all interference scenarios even though it is designed to satisfy the performance specification at a single scenario. Consequently, we generally require far fewer columns in Z ' , than the number of interference scenarios K. Note that the resulting adaptation space depends on the order in which the scenarios in Q are tested in the design. To make efficient use of the adaptive weights, the design process should initially focus on scenarios with the greatest need of performance improvement. This is approximately accomplished by defining a sequence of L increasing performance levels 61 < 62 < ... < 6~ = 60. Let T,o be the current adaptation space. At each performance level, we add columns to T,o until the current performance specification is satisfied. The pseudo-code at the bottom of this page describes this approach.
"WO methods for designing t , that guarantee satisfaction of the performance specification at a scenario 8 k are now provided a point design (PD) method and a constrained minimization design (CMD) method. First the components o f t , that are not already represented in Trio are isolated by writing t , = U,t with U , defined so that range(U,) ' 3 range(T,o) = range(Cn). Here, @ represents the direct sum of subspaces. The problem is now to find an effective t .
The PD method chooses t such that the corresponding t , provides maximum interference cancellation at a scenario 0 k , i.e.,
pz([Tno & ] , e , ) = Pzmin(8k).
~ ~~
, design routines and set T,o = [T,o t.]
end-loop-on4
It can be shown that the PD solution is given by Remark 3: These multi-level design procedures order the columns of T, according to their importance for interference cancellation. Although the PD method is very simple, the performance generally exceeds the specification at e k since the performance loss is forced to zero. In principle, this suggests that the number of adaptive weights obtained using the PD method is larger than necessary since the most efficient design should exactly meet (not exceed) the performance specification.
The goal of the CMD method is to further reduce the number of adaptive weights required to achieve the performance specification. Remark 1: In principle, choosing large neighborhoods Qk should result in fewer adaptive weights for a given performance specification. However, the approximation used to derive (17) is only reasonable for small neighborhoods. Remark 2: Our experience indicates that good results are usually achieved for both PD and CMD methods with L = 3 or L = 4 levels chosen to span a wide range of performance losses.
t , = U n t ( A ) .
additional columns necessary to upgrade the beamformer performance from level I-1 to level 1. This natural ordering is profitably utilized to tradeoff steady state performance for adaptive algorithm convergence rate by dynamically adjusting the number of adaptive weights as suggested in 1101.
Remark 4: Both design methods require specification of a set of likely interference scenarios. The performance within this set is guaranteed to satisfy the performance constraint. However, there are no guarantees on the performance for scenarios that are not contained in the set used for design. Hence, the sensitivity of the design to variation between actual and assumed interference scenarios is an important issue. This topic is addressed for the interference output power minimization method in [7] using an argument based on matching the response of the fixed ( W O ) and adaptive (T,w,) GSC branches. The results indicate that the design is relatively insensitive if the set of design matrices Q is chosen appropriately. Since the analysis and conclusions of [7] are based on response matching, they are independent of the design method and are thus directly applicable to the two methods proposed in this correspondence.
EXAMFLES
The PD and CMD design procedures are now illustrated using an array employing fifteen sensors arranged in an equally spaced linear geometry with six tap FIR filters in each sensor channel. Table I and illustrated graphically in Fig. 2(a) to (c). For comparison purposes, the performance of the minimum interference output power (MIOP) [ 111 designed partially adaptive beamformer given as an example in [7] is also summarized in Table I and illustrated in Fig. 2(d) .
The single-level point design yields a 13-D adaptation space while the three-level point design yields a 12-D adaptation space. This suggests that the multi-level procedure does use the adaptive degrees of freedom more efficiently. The same three-level performance sequence is also used for the constrained minimization design. The result is an 11-D adaptation space; the dimension is further reduced.
The performance losses of all four beamformers designed here are consistently less than 3 dB as specified. This is contrasted with the performance of the partially adaptive beamformer designed according to the somewhat adhoc region based MIOP approach. Although the adaptation space dimension is 13, the worst-case loss is greater than 5 
