Geographic isolation that drives speciation is often assumed to slowly increase over time, for 1 7 instance through the formation of rivers, the formation of mountains or the movement of 1 8 tectonic plates. Cyclic changes in connectivity between areas may occur with the 1 9
reconstructed avian trees. Aguilée et al (2011, 2013) studied cyclic changes in the 4 6 environment in particular and showed that they may present an alternative driver of diversity. 4 causing branching events (if speciation-completion occurs before water level rise) to line up 1 3 5 in time. Branching events are independent of the time of speciation completion, hence, even 1 3 6
when the actual speciation completion events occur at different time points, branching events 1 3 7
in the species tree are identical. (c) During a sympatric speciation event at low water, the 1 3 8 speciation event is independent of the water level changes. Because the original species is 1 3 9
consumed in the process, a new branching event is also added at the water level change event. 1 4 0
Hence, both speciation-completion (b) and sympatric speciation at low water level (c) cause 1 4 1 branching times to line up at the time of water level drop. 1 4 2
During an extinction event, one (possibly incipient) species is removed from the simulation. 1 4 3
If the water level is low, this need not lead to the extinction of a species, because the sister 1 4 4 incipient species might remain in the other pocket, ensuring survival of the species. 1 4 5
Maximum Likelihood 1 4 6
Without water level changes, our model reduces to the constant rates birth-death model (Nee 1 4 7 et al. 1994) . As a reference therefore, we estimated parameters of the standard birth-death 1 4 8 model using Maximum Likelihood. The likelihood of the birth-death model was calculated 1 4 9 using the function "bd_ML" from the R package DDD. (Etienne et al. 2012 ). 1 5 0 1 5 1
Fitting the model to empirical data 1 5 2
We performed two different fitting procedures: firstly, we performed a model selection 1 5 3 procedure, where three different water level scenarios were fitted simultaneously to the data 1 5 4 (more information about the chosen scenarios can be found in the next section). Hence, the 1 5 5 model selection procedure simultaneously estimates parameter estimates and assesses the fit 1 5 6 of the models (fraction of particles associated with each model). However, because all 1 5 7 particles are often assigned only to the best fitting model, the model selection procedure does 1 5 8 not always allow for the comparison of parameter estimates across different models. 1 5 9
Therefore, we also fitted the three different water level scenarios independently to the 1 6 0 empirical data, and obtained posterior distributions for the parameters relevant to these 1 6 1 scenarios.
6 2
We fitted our model to 100 trees randomly sampled from the MCMC chain obtained from the 1 6 3 *BEAST analysis (see below), and to the Most Credible Consensus (MCC) tree. 1 6 4
Water level scenarios 1 6 5
The main focus of our approach is to assess the impact of water level changes on the 1 6 6 diversification rate. Lake Tanganyika experienced low water level stands 35 -40 kyears ago, 1 6 7 -193 kya, 262 -295 kya, 363 -393 kya and 550 -1100 kya (Lezzar et al. 1996; Cohen et 1 6 8 al. 1997a) . Consequently, high water levels occurred between 0 -35 kya, 40 -169 kya, 193 -1 6 9 262 kya, 295 -363 kya and 393 -550 kya. Unfortunately the geological record does not 1 7 0 reveal whether any low water level stands occurred beyond 1.1 million years ago. This leaves 1 7 1 us with two alternative scenarios: either no low water level stands occurred beyond 1.1 1 7 2 million years ago, or these low water level stands have not been preserved accurately in the 1 7 3 geological record. 1 7 4
169
In order to capture these two scenarios we performed inference using two alternative water 1 7 5 level implementations. Firstly we used the exact literature values, assuming a high water 1 7 6 level stand until 1.1 million years ago. We refer to this scenario as LW (Literature 1 7 7 Waterlevels). Secondly we assumed that before 1.1. million years ago, water level changes 1 7 8 occurred at the same average rate of water level change in the most recent 1.1 million years. 1 7 9
In the recent 1.1 million years the lake experienced 5 high water level stands, and 5 low water 1 8 0 level stands, which amounts to 10 water level changes in total. To extrapolate water level 1 8 1 changes to more than 1.1 million years ago, we drew waiting times until the next water level 1 8 2 change from an exponential distribution with rate 10. We refer to this scenario as EW 1 8 3 (Extrapolated Waterlevels). Thirdly we also tested the null expectation: no water level 1 8 4 changes at all, we refer to this scenario as NW (No Waterlevels). Without water level 1 8 5 changes, the model reduces to the constant-rates birth death model. ) we chose uniform priors U(-3, 2), on a 1 9 3 10 log scale, such that the eventual prior distribution spans (10 -3 ,10 2 ). A 10 log scale was chosen 1 9 4
to avoid parameters to take on values below 0. The standard deviation of the normal 1 9 5 distribution used to perturb the parameters was chosen to have a mean of 0, and a standard 1 9 6 deviation of 0.05 (on the 10 log transformed parameter), and we updated one parameter each 1 9 7 time (e.g. jumps were only made in one dimension, to avoid extremely low acceptance rates). 1 9 8
The number of particles used was 10,000. To assess the fit of the model to the data we 1 9 9 calculated the Euclidian distance between the summary statistic of the simulated data and the 2 0 0 empirical data. To ensure that the differences in summary statistics were on the same scale, 2 0 1 we normalized the differences. Differences were normalized by dividing each difference by 2 0 2 the standard deviation of that summary statistic of 1,000,000 trees simulated using parameter 2 0 3 values sampled from the prior. To identify which model best explains the data, we performed ABC model selection, as 2 0 7 described in Toni et al. (2009; 2010) . The main difference between standard ABC-SMC and 2 0 8
ABC-SMC including model selection is that the latter adds one parameter, which keeps track 2 0 9 of the model. As jumping kernel between models we assumed a 50% probability of staying at 2 1 0 the same model, and a 25% probability of jumping to either other model. This reversible 2 1 1 jump ABC-SMC model selection procedure results in a posterior distribution over the three 2 1 2 models, where the model with most support is selected most across all particles. We can 2 1 3 calculate the Bayes factor, by taking the ratio of the number of particles assigned to the 2 1 4 respective models (Toni et al. 2009 ). For example, the Bayes factor of LW/EW is the number 2 1 5 of particles assigned to the model with literature water level changes divided by the number 2 1 6 of particles assigned to the model with extrapolated water level changes. Because a model 2 1 7 can receive zero particles, we set the Bayes factor for each model compared to the model 2 1 8 with zero particles to the maximum support possible, which is the total number of particles: 2 1 9 10,000. We report the fraction of trees for which each respective model is selected, and we 2 2 0 report the distribution of Bayes factors across all tested trees, as an indication of the support 2 2 1 for each model. To assess whether our ABC-SMC method can accurately infer the correct model, we 2 2 4 simulated 50 datasets for each model (NW, LW & EW), with parameter values drawn from 2 2 5 the prior. From the accepted particles in the last iteration we then assessed the proportion of 2 2 6 particles belonging to each model, and selected the most frequent model as the most likely 2 2 7 model as inferred by the inference procedure. We report the selected models and the mean 2 2 8
Bayes factors across the 50 replicates. 2 2 9 2 3 0
Measurement uncertainty 2 3 1
A phylogeny generated with a high rate of allopatric speciation and a high rate of water level 2 3 2 changes tends to have multiple speciation events that are aligned in time (Figure 1, b ). This is 2 3 3 due to the fact that the onset of speciation is given by the time of water level change. 2 3 4
Phylogenetic reconstruction methods such as BEAST currently do not allow for simultaneous 2 3 5 branching events. Hence, when fitting the model, trees are generated that are by definition 2 3 6 dissimilar from the empirical tree constructed using BEAST, even if underlying events are 2 3 7 close to the original events. To circumvent this we perturbed the branching time of each node 2 3 8 in the simulated tree. In this way speciation events that were previously aligned in time now 2 3 9 occur on slightly different time points, as in a tree from a BEAST analysis. We perturbed 2 4 0 branching times by adding a random number drawn from a truncated normal distribution with 2 4 1 mean 0, standard deviation ߪ , and as upper and lower limit the branching times of the parent 2 4 2 and daughter lineages respectively. If there were no daughter lineages present, and the node 2 4 3 gave rise to an extant species, the normal distribution was truncated to the present time.
4 4
Nodes were perturbed from past to present (leaving the crown in place, to ensure a 2 4 5 phylogenetic tree with the same age as the empirical tree). The standard deviation of the 2 4 6 perturbation kernel was included as an extra parameter to be inferred, with a uniform prior on 2 4 7 (10 -3 ,10 2 ). . We therefore expect that the Lamprologini is a good candidate for 2 5 7 picking up signals from water level changes. 2 5 8
We reconstructed a new Lamprologini tree following the workflow of the most complete 2 5 9
Lamprologini tree to date, which is a consensus tree based on the mitochrondrial ND2 gene 2 6 0 (Sturmbauer et al. 2010), but we added three newly described species (Lepidiolamprologus Chalinochromis cyanophleps (Kullander et al. 2014a)). and 7 genes with partial coverage (4 2 6 3 mitochondrial genes: 18S (21 species), COI (9 species), ND2 (77 species) and cytochrome b 2 6 4 (43 species) and 3 nuclear genes: 38A (21 species), RH1 (33 species) and ednrb1 (21 2 6 5 species)). Sequences were downloaded from GenBank using phyloGenerator (Pearse and 2 6 6
Purvis 2013), and aligned with MAFFT using default settings (Katoh and Standley 2013).
6 7
Genbank accession numbers for all used genes can be found in the Malawi clade, 5 -6 million years for the Lamprologini clade, 5 -6 million years for the 2 7 6 C-lineage and 1.1 -3.5 million years for the riverine Lamprologini species. All calibrations 2 7 7
were implemented using a uniform prior distribution. 2014), we inferred the time-calibrated species tree. We used a relaxed molecular clock with 2 8 0 log-normally autocorrelated rates among branches. All priors were left at default settings, 2 8 1 except for the tree prior, which was set to be a birth-death prior. The resulting MCMC chain 2 8 2 contained ~1150M iterations. Convergence was assessed using ESS values (all > 100) and by 2 8 3 eye using AWTY (Nylander et al. 2008) . We thinned the chain using the program 2 8 4
LogCombiner (from the BEAST 2 suite) by selecting every 20,000 th tree and removed the 2 8 5 first 10% of the chain as burn-in. The resulting posterior sample consisted of 51800 trees. 2 8 6
Using TreeAnnotator (from the BEAST 2 suite) we constructed a Maximum Clade 2 8 7
Credibility tree, storing the mean heights. Although this can sometimes lead to negative 2 8 8 branch lengths, this was not the case for our Lamprologini tree. 2 8 9
We then pruned the tree to obtain the pure Lamprologini tree on which we fit our model. To 2 9 0 prune the tree we removed all outgroup taxa and the riverine species using the function 2 9 1 "drop.tip" from the ape package in R (Paradis et al. 2004). 2 9 2 2 9 3
Branching time uncertainty in the empirical tree 2 9 4
To account for uncertainty in the estimates of branching times in the Lamprologini tree we 2 9 5 sampled 100 trees from the posterior distribution obtained by *BEAST. Sampling was 2 9 6 performed at random, irrespective of the likelihood of the trees. Although ideally we would 2 9 7 have liked to perform our analysis on the full posterior distribution, computational limitations 2 9 8 forced us to only use a subset of the posterior distribution. In the Supplementary material we 2 9 9
show that the distribution of summary statistics of the subset of 100 trees is similar to the 3 0 0 distribution of the full collection of trees. The 100 sampled trees were, like the Maximum 3 0 1
Clade Credibility tree, also pruned to remove the outgroup and riverine taxa and stored 3 0 2 separately. For all 100 trees we performed both the ABC-SMC model selection algorithm and 3 0 3 the ABC-SMC parameter estimation algorithm, to determine the impact of different 3 0 4
branching times on the inferred water level model, and to determine whether the MCC tree is 3 0 5 a good representation of the underlying variability. 3 0 6
Per tree we ran a single parameter estimation run, and 10 replicate model selection runs, each 3 0 7 seeded with a different seed. We report the fraction of models selected across all 100 trees, 3 0 8
where the model selected per tree, is the model being selected in the majority of replicates of 3 0 9 that tree. The onset of diversification within the Lamprologini is estimated to be around 5.45 MYA 3 1 5 (95% HPD: [5, 5.92]), which is slightly earlier than previous estimates (5.28 MYA 3 1 6 (Sturmbauer et al. 2010)). Species placement in the Maximum Clade Credibility tree is 3 1 7 consistent with previous placement and/or taxonomic placement (figure 1). Placement of the 3 1 8
Altolamprologus genus within the Lamprologus callipterus complex seems to re-iterate 3 1 9 previously published evidence for introgressive hybridization between these species As a reference we inferred speciation and extinction using the constant-rates birth-death 3 3 2 model (Nee et al. 1994) . Using Maximum Likelihood (the function bd_ML in the DDD 3 3 3 package), we obtained an estimate of 1.004 for the speciation rate, and an estimate of 0.411 3 3 4
for the extinction rate. Estimates for the birth-death model obtained during reconstruction of 3 3 5 the tree using BEAST could not be compared to our estimates here as these were obtained 3 3 6
including the outgroups and riverine taxa. Credibility tree. The tree was reconstructed using four calibrations (indicated by arrows): 3 4 6 0.57-1.0 million years for the Malawi clade, 5-6 million years for the Lamprologini clade, 5-6 3 4 7 million years for the C-lineage and 1.1-3.5 million years for the riverine Lamprologini 3 4 8
species. Bars around the node span the 95% HPD for each node. Riverine species are 3 4 9
indicated in grey. Please note that the order of species is different between the two panels. [0.599, 2.431] vs 1.001 respectively, see also Table 1) . Similarly, we infer the extinction 3 5 8 rate (µ) to also be slightly higher (0.796 M y -1
[0.001, 2.013] vs 0.411, see also Table 1 ). 3 5 9
Accurately inferring extinction rates is difficult (Nee and Holmes 1994), even for the 3 6 0 constant-rates birth-death model, and typically diversification (ߣ െ ߤ ) and turnover rates 3 6 1 (ߤ/ߣ) are compared. We obtain estimates of 0.571 and 0.582 for diversification and turnover 3 6 2 respectively, which are well in line with the estimates obtained using the constant rates birth-3 6 3 death model (a diversification rate of 0.59 and a turnover rate of 0.41 respectively). Taking 3 6 4 into account the 95% confidence intervals on the obtained parameter estimates and the fact 3 6 5 that the ABC-SMC estimates are potentially affected by the prior while the ML estimates are 3 6 6 not, we are confident that the ABC-SMC method has inferred the correct parameter values 3 6 7 for the model in the absence of water level changes. Using the EW model, where water level changes are extrapolated to more than 1.1 MYA, we 3 7 5 observe that the rate of sympatric speciation at high water level is inferred to be even higher 3 7 6 than without water level changes ( respectively). This follows our expectations, given that with a higher number of water 3 8 0 level changes, the total time spent at low water level is higher, and too high rates of allopatric 3 8 1 speciation and sympatric speciation at low water level would result in too much diversity. 3 8 2 Across all three water level models we observe that the distribution of the post-hoc 3 8 3 perturbations ߪ differs considerably between the three scenarios: for the NW and EW model, 3 8 4 especially values around ߪ ൌ 1 are avoided, and only extremely large, or very small values 3 8 5
occur. This seems to indicate that there is either a need for a very low degree of perturbation 3 8 6 (very low values of ߪ ), or for complete perturbation, which perturbates the node over the full 3 8 7 available timescale (e.g. over the full distance between the parent and daughter node). For the 3 8 8 LW model we observe a different pattern: predominantly high values of ߪ , which is possibly 3 8 9 linked to high allopatric and sympatric speciation at low water rates, which generate 3 9 0 branching times that are aligned in time. Correlating estimates for ߪ , ߣ and ߣ ௦ for the LW 3 9 1 and EW models we generally recover extremely low R 2 values (all significant, but because of 3 9 2 the high number of particles, significance is easily obtained), except for the LW model, 999904 df, p-value < 2e-16). This seems to indicate that there is an, albeit weak, relationship 3 9 5 between a higher degree of perturbation and higher rates of allopatric and sympatric 3 9 6 speciation at low water level. 3 9 7 3 9 8 3 9 (in million years) on the x-axis. Note that for the EW model, for each simulation a new 4 1 5
profile was generated, and that the shown profile is only one example of such a profile. 4 1 6
Because without water level changes, ߣ ௦ and ߣ have no meaning, their posterior distribution 4 1 7
is not plotted for the NW scenario. changes. The right column shows the Bayes factor for the LW relative to the NW model, the 4 2 7
EW model relative to the NW model and the Bayes factor for the EW model relative to the 4 2 8 LW model. The horizontal dotted line indicates a Bayes factor of 10 0.5 , above which support 4 2 9
for the model in the numerator is considered to be high. 4 3 0 4 3 1
Model selection 4 3 2
When we apply the model selection algorithm to each selected tree (10 replicate model 4 3 3 selection inference per tree) (Figure 4, top which postulates that any model with a Bayes factor higher than 10 0.5 = 3.16, has substantial 4 4 0 support (and any model with a Bayes factor higher than 10 1.0 = 10 is considered to have 4 4 1 strong support), we find that the mean Bayes factors for the LW model strongly support the 4 4 2 LW model over the other two models. Median Bayes factors are lower, suggesting a strongly 4 4 3 skewed distribution (see also When we apply the model selection algorithm to the MCC tree (100 independent runs) 4 5 1 (Figure 4 , bottom row), we find that in 97 out of 100 trees, the NW model receives most 4 5 2 particles, and for the remaining 3 trees, the EW model is selected. Support for the NW model 4 5 3 over the LW model is less overwhelming, with a mean Bayes factor of 3.36 (median 2.52).
5 4
Support for the NW model over the EW model is even less, with a Bayes factor of 1.92 4 5 5 (median 1.87). These low Bayes factors suggest that within the replicates, the number of 4 5 6 particles associated with the NW model was only marginally larger than the number of 4 5 7 particles associated with the two other models. Nevertheless, we find that for the MCC tree, 4 5 8 support for the LW and EW models is much lower than the support we found for trees 4 5 9 sampled from the posterior. When we applied our model selection algorithm on the Most Credible Consensus (MCC) 5 0 3 tree, we found highly contrasting results. Support for both models including water level 5 0 4 changes diminished, and posterior support for the model without any water level changes 5 0 5 increased dramatically. We conclude therefore that the MCC tree, at least for the 5 0 6
Lamprologini, but probably more generally, provides a poor summary of the true species tree 5 0 7
and of the underlying variation in branching patterns. Hence, we suggest to avoid reporting 5 0 8
MCC trees, and instead to provide the reader with the full posterior distribution, for instance 5 0 9 through a DensiTree plot. Posterior inference, for instance of speciation and extinction rates 5 1 0 should preferentially also be performed on multiple independent samples from the posterior, 5 1 1 rather than on the MCC tree, as the underlying variation might lead to very different results, 5 1 2 as we have shown. 5 1 3 5 1 4
When allopatric speciation rates are high, the resulting phylogenetic trees have internal nodes 5 1 5 that have synchronized branching times, e.g. branching times that align with episodes of 5 1 6 water level change. Phylogenetic reconstruction software does not allow for the alignment of 5 1 7 branching times, and prior models used in phylogenetic reconstruction software explicitly 5 1 8 exclude this. Our finding of evidence for a substantial role of habitat dynamics in 5 1 9 diversification can therefore be regarded as conservative. 5 2 0
To improve the fit of trees generated by our model with trees generated by *BEAST we 5 2 1
included an a posteriori perturbation parameter in our model. This parameter determines the 5 2 2 standard deviation of a Gaussian perturbation kernel that is applied to each node after the 5 2 3 simulation has completed. By perturbing each node, we ensured that branching times no 5 2 4 longer align in time. A less ad hoc solution to deal with the alignment of branching times in 5 2 5
