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We investigate non-Markovian barrier-crossing kinetics of a massive particle in one dimension in
the presence of a memory function that is the sum of two exponentials with different memory times τ1
and τ2. Our Langevin simulations for the special case where both exponentials contribute equally to
the total friction show that the barrier crossing time becomes independent of the longer memory time
if at least one of the two memory times is larger than the intrinsic diffusion time. When we associate
memory effects with coupled degrees of freedom that are orthogonal to a one-dimensional reaction
coordinate, this counterintuitive result shows that the faster orthogonal degrees of freedom dominate
barrier-crossing kinetics in the non-Markovian limit and that the slower orthogonal degrees become
negligible, quite contrary to the standard time-scale separation assumption and with important
consequences for the proper setup of coarse-graining procedures in the non-Markovian case. By
asymptotic matching and symmetry arguments, we construct a crossover formula for the barrier
crossing time that is valid for general multi-exponential memory kernels. This formula can be
used to estimate barrier-crossing times for general memory functions for high friction, i.e. in the
overdamped regime, as well as for low friction, i.e. in the inertial regime. Typical examples where
our results are important include protein folding in the high-friction limit and chemical reactions
such as proton-transfer reactions in the low-friction limit.
I. INTRODUCTION
Rare events, such as chemical reactions, macromolec-
ular conformational transitions, or nucleation events,
can be modeled as barrier crossing in an effective one-
dimensional energy landscape [1–5]. Due to the coupling
to intra- and intermolecular orthogonal degrees of free-
dom, the dynamics of the reaction coordinate becomes
non-Markovian and can be characterized by a memory
function that describes for how long a system remembers
its past state [6–11]. Memory effects have been studied in
the context of ion-pair kinetics [12, 13], conformational
transitions in small molecules [14–16], diffusive motion
of particles and molecules in liquids [17–20], cell locomo-
tion [21], polymer looping kinetics [22–26] and protein
folding [27, 28], and have been demonstrated to substan-
tially influence barrier-crossing times for slowly decaying
memory functions [29–34].
In previous numerical studies concerned with position-
independent memory effects on the barrier-crossing ki-
netics, the memory function has been assumed to be sin-
gle exponential or single Gaussian and is thus chraracter-
ized by a single time scale, the memory time τΓ [31, 33–
36]. Even in this simple scenario the effect memory has
on the time needed to cross the barrier, the mean-first
passage time τMFP, is subtle: for a memory time τΓ that
is longer than the intrinsic diffusion time scale and for
fixed friction coefficient γ (defined by the integral over
the memory function), τMFP scales as τMFP ∼ τ2ΓeβU0 ,
where U0 denotes the barrier height and β = 1/(kBT ) the
inverse thermal energy [31, 36]. The exponential term
corresponds to the Arrhenius law and is for many ap-
plications the dominant factor. In the present context
we are mostly interested in the pre-exponential factor,
which signals that the presence of memory modifies the
barrier-crossing kinetics even when the barrier-crossing
time τMFP is much longer than the memory time τΓ;
thus, a naive time-scale separation argument, according
to which memory would only influence reaction kinetics
up to times scales of the memory time itself, is not valid.
For intermediate values of τΓ a distinct scaling regime
exists, where memory in fact speeds up barrier-crossing
kinetics, meaning that τMFP is significantly shorter than
in the Markovian limit when τΓ tends to zero at fixed
γ [36]. Thus, i) whether memory speeds up or slows
down reaction kinetics depends on the precise value of
the memory time, and ii) for long memory time τΓ the
barrier-crossing time τMFP is influenced by memory ef-
fects even when τMFP  τΓ.
While these results vividly demonstrate the complex
influence of memory on reaction kinetics, they are of only
limited practical use, since memory effects are typically
caused by the reaction coordinate coupling to several or-
thogonal degrees of freedom and as a consequence mem-
ory functions are characterized by more than one time
scale [12, 15, 18, 19, 37, 38]. Systematic numerical re-
sults on the effect of memory functions with more than
one time scale on reaction kinetics have not been pre-
sented in literature.
In this work, we study the barrier-crossing dynamics of
a massive particle in a one-dimensional double-well po-
tential in the presence of a memory function that consists
of the sum of two exponentials with different decay times
τ1 and τ2. To limit the number of parameters in our sim-
ulations of the generalized Langevin equation (GLE), we
consider the case where the two exponentials each con-
tribute equally to the friction coefficient, i.e. when the
integrals over each memory component are equal. Con-
trary to what one might intuitively expect, we find that
in the asymmetric case τ1  τ2, the barrier-crossing time
ar
X
iv
:1
90
7.
12
88
3v
1 
 [p
hy
sic
s.c
he
m-
ph
]  
30
 Ju
l 2
01
9
2is solely determined by the memory contribution with the
shorter memory time τ1 if τ2 exceeds the intrinsic diffu-
sion time scale; this result is also predicted analytically
by a pole analysis of the linearized Langevin equation.
Our finding is at odds with standard time scale separa-
tion arguments and coarse graining procedures that are
normally designed to project onto the slowest degrees of
freedom [39–42]. We conclude that for non-Markovian
barrier-crossing phenomena, in particular the coupling
to the fast – not the slow – orthogonal degrees of free-
dom needs to be preserved in order to obtain an accurate
description of the reaction kinetics.
Based on symmetry arguments and asymptotically
valid rate expressions, we construct a heuristic crossover
formula for the barrier-crossing time in a double well
potential in the presence of a general multi-exponential
memory kernel. This crossover formula not only accu-
rately describes our numerical results for bi-exponential
memory functions, it can also be used to estimate the
effects general memory functions have on the reaction
kinetics of experimental and simulation systems.
Our results are relevant for the description of the re-
action kinetics of general non-Markovian systems. For
example, pronounced memory effects are expected when
the folding of a protein is described in terms of a reaction
coordinate that does not properly describe all barriers
relevant for the folding process [27]. The traditional ap-
proach would be to construct an improved reaction coor-
dinate that shows minimal memory effects. We here con-
sider an alternative modeling approach that includes non-
Markovian effects, and in particular the fast-decaying
memory contributions in order to correctly describe the
reaction kinetics. One other example where strong
memory effects are expected are fast chemical reactions
in a solvent, for example proton-transfer reactions in wa-
ter, where the motion along the reaction coordinate and
solvent motion occur on the same time scale [43, 44]. Also
here, a reduced description in terms of a low-dimensional
reaction coordinate becomes valid if memory effects are
properly included. Again, the quickly decaying memory
contributions will be particularly important. Our paper
is a first step towards the systematic usage of multi-scale
memory functions for non-Markovian kinetic modeling.
II. MODEL FOR BARRIER CROSSING WITH
TWO-TIME-SCALE MEMORY
We consider the one-dimensional generalized Langevin
equation (GLE) [6, 7, 29, 33]
mx¨(t) = −
∫ t
0
Γ(t− t′)x˙(t′) dt′ − U ′(x(t)) + η(t), (1)
where m is the effective mass of the reaction coordinate
x, Γ(t) is the memory function, U ′(x) denotes the deriva-
tive of the potential U(x), and η(t) is a time-dependent
random force. The random force is Gaussian with zero
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FIG. 1. (a) Illustration of the barrier crossing of a massive
particle in the double-well potential U(x) given by Eq. (2).
The mean first-passage time τMFP is defined as the mean
time difference between crossing the minimum at x = −L
(left dashed line) and crossing the other minimum at x = L
(right dashed line) for the first time. (b) Illustration of how
first-passage times (FPTs) are obtained from Langevin simu-
lations. Vertical black lines mark crossings of the trajectory
with the potential minimum x = −L (lower dashed horizon-
tal line), the vertical red line marks the first crossing of the
trajectory with the potential minimum x = L (upper dashed
horizontal line). Each vertical black line contributes to the en-
semble of first-passage events and the corresponding FPT is
obtained by calculating the time difference between the black
and the red lines. The MFPT τMFP is obtained by averag-
ing over all FPTs. For the simulation trajectory shown, the
parameters τm/τD = 10, τ1/τD = τ2/τD = 0.001 and barrier
height βU0 = 3 are used.
mean, 〈η(t)〉 = 0, and obeys the generalized fluctuation-
dissipation theorem (FDT) β 〈η(t)η(t′)〉 = Γ(|t− t′|). We
consider a symmetric double-well potential
U(x) = U0
[( x
L
)2
− 1
]2
, (2)
illustrated in Fig. 1 (a), which is characterized by the bar-
rier height U0 and by the spatial separation 2L between
the two potential wells. In our simulations we assume a
bi-exponential memory function
Γ(t) =
2∑
i=1
γi
τi
exp (−|t|/τi) (3)
3where τ1, τ2 are two memory time scales and the cor-
responding friction coefficients are γ1, γ2. We call γ =∫∞
0
dtΓ(t) = γ1 + γ2 the total friction coefficient. In our
simulations we consider the special case where each of the
two exponentials contributes equally to the total friction
coefficient, i.e. γ1 = γ2 = γ/2. To reduce the number of
parameters, we introduce the time scales
τm =
m
γ
, τD = βL
2γ, (4)
where the inertial time τm characterizes viscous dissipa-
tion of particle momentum, and τD is the intrinsic diffu-
sion time which depends on the barrier separation L and
the total friction coefficient γ. Memory effects are im-
portant if the memory time exceeds τD. With these def-
initions, the bi-exponential system with γ1 = γ2 = γ/2
is determined by the three dimensionless time scale ra-
tios τm/τD, τ1/τD, τ2/τD and the dimensionless barrier
height βU0, see Appendix A for details. In our simula-
tions we use a fixed barrier height of βU0 = 3, except
in Appendix G where we also present results for higher
values of βU0.
To simulate the GLE numerically, we explicitly cou-
ple the particle coordinate x to two auxiliary degrees of
freedom with relaxation times τ1 and τ2, see Appendix
B for details. Using a fourth-order Runge-Kutta integra-
tion scheme, we then simulate the composite system in
the parameter range τm/τD ∈ [10−3, 103], τ1/τD, τ2/τD ∈
[10−3, 102]. Initial particle positions are sampled from a
Gaussian approximation of the probability distribution
in the left well around x = −L, i.e., 〈x(0)〉 = −L,
β〈(x(0) + L)2〉 = 1/U ′′(−L) = L2/(8U0). Initial ve-
locities are sampled from a Gaussian distribution with
zero mean and variance β〈x˙2(0)〉 = 1/m, in accordance
with the equipartition theorem. The initial values for
the auxiliary degrees of freedom are sampled from their
corresponding equilibrium distributions, see Appendix B
for details.
From our simulations we obtain distributions for the
first-passage time (FPT) τFP defined by the time differ-
ence between crossing the potential minimum at x = −L
and reaching the potential minimum at x = L for the
first time, see Fig. 1 (b) for an illustration. Since the po-
tential is symmetric, we also collect first-passage events
from crossing x = L and reaching x = −L for the first
time. The mean first-passage time (MFPT) τMFP is sub-
sequently calculated by averaging over all individual first-
passage events.
III. TRAJECTORIES AND FIRST-PASSAGE
DISTRIBUTIONS
In Fig. 2 we show typical simulation trajectories that
illustrate how the character of barrier-crossing events
changes with varying mass, friction, and memory time
parameters. In Fig. 2 (a), (b), (d), (e) the two mem-
ory times are equal, τΓ ≡ τ1 = τ2, so that the memory
function is in fact single-exponential. For high friction
and short memory in Fig. 2 (a), i.e. for τm/τD  1 and
τΓ/τD  1, the barrier crossing is diffusive, meaning
that the particle fluctuates in a potential well for a long
time until a single barrier-crossing event occurs with a
transition path time that is much shorter than the mean
first-passage time [45, 46]. In contrast, if the friction is
low or if the memory time is long, i.e. for τm/τD  1
or τΓ/τD  1, the trajectories in Fig. 2 (b), (d), (e) are
characterized by bursts of multiple barrier recrossings. In
these cases the barrier-crossing dynamics is dominated
by the diffusive exchange of energy between the parti-
cle and the thermal bath; once the particle has acquired
enough energy to cross the barrier, it oscillates back and
forth between the two wells until its energy falls below
the barrier energy again [36, 47]. Figure 2 (c) shows a
trajectory for high friction τm/τD = 0.001  1 and dif-
ferent memory times τ1/τD = 0.001 τ2/τD = 10. The
trajectory looks similar to the high-friction short-memory
trajectory for τm/τD = 0.001 and τ1/τD = τ2/τD = 0.001
shown in Fig. 2 (a), and is markedly different from the
trajectory for τm/τD = 0.001 and τ1/τD = τ2/τD = 10
displayed in Fig. 2 (b), which is characterized by ex-
tended periods of multiple recrossings. We conclude
that a high-friction trajectory that is governed by the
sum of a slowly decaying memory contribution with
τ2/τD = 10 and a quickly decaying memory contribu-
tion with τ1/τD = 0.001 looks like a trajectory with only
short-time memory, meaning that the long-time mem-
ory contribution appears to be negligible compared to
the short-time memory contribution. Similarly, the tra-
jectory for low friction τm/τD = 10  1 and different
memory times τ1/τD = 0.001  τ2/τD = 10 shown in
Fig. 2 (f) resembles more the low-friction Markovian tra-
jectory for τm/τD = 10 and τ1/τD = τ2/τD = 0.001
in Fig. 2 (d) than the low-friction long-memory trajec-
tory for τm/τD = 10 and τ1/τD = τ2/τD = 10 in Fig. 2
(e). Again, we observe that the slowly decaying memory
contribution has a negligible effect on a low-friction tra-
jectory in the presence of a second memory contribution
with a much shorter memory time.
The analysis of first-passage-time (FPT) distributions
allows a more quantitative comparison of barrier-crossing
statistics. Fig. 3 presents numerically obtained FPT
distributions in a semi-logarithmic representation, cal-
culated for the same parameters as for the trajectories
depicted in Fig. 2. For all parameter combinations con-
sidered, the distributions are well described by a single-
exponential distribution
ρ(τFP) =
1
τMFP
exp(−τFP/τMFP), (5)
shown as solid lines in Fig. 3. Only for the long-memory
cases shown in Fig. 3 (b), (e) we see slight deviations
from an exponential distribution for small τFP/τD, which
we attribute to the presence of multiple recrossing events
seen in the trajectories shown in Fig. 2 (b), (e), but which
do not affect the MFPT significantly, as was previously
4FIG. 2. Typical simulation trajectories that display barrier-crossing events for fixed barrier height βU0 = 3. Simulation
parameters used are given in the legends. The horizontal dashed lines indicate the minima of the quartic potential Eq. (2),
which is shown in Fig. 1 (a).
demonstrated in Ref. [36]. Both for high friction (up-
per row) and low friction (lower row), we see that if
the two memory times are very different, as in Fig. 3
(c), (f), the resulting FPT distribution is still single-
exponential. Moreover, the MFPTs in Fig. 3 (c), (f) are
close to the corresponding MFPTs for single-exponential
memory with the shorter memory time, shown in Fig. 3
(a), (d), and differ by orders of magnitude from the
single-exponential MFPTs for the longer memory time,
shown in Fig. 3 (b), (e). We conclude that the barrier-
crossing statistics in the presence of bi-exponential mem-
ory is characterized by single-exponential FPT distribu-
tions which are dominated by the shorter memory time.
This result is corroborated by a pole analysis of the po-
sitional autocorrelation function obtained form the lin-
earized generalized Langevin equation, see Appendix C,
where we show that indeed for τD  τ1  τ2, the particle
motion is dominated by τ1.
IV. MFPT RESULTS FOR
SINGLE-EXPONENTIAL MEMORY AND
GENERAL CROSSOVER FORMULA
We first consider the symmetric case τΓ ≡ τ1 = τ2
where the memory kernel Eq. (3) reduces to a single ex-
ponential. For fixed barrier height βU0 = 3 one only
has two parameters, namely the inertial time τm/τD and
the memory time τΓ/τD, both rescaled by the diffusion
time. The dependence of the MFPT on βU0 has previ-
ously been considered [36], and for the present case is
discussed in Appendix G. In Fig. 4 (a) we show MF-
PTs from simulations for various fixed values of τΓ/τD
as a function of τm/τD. As can be most clearly seen
for the τΓ/τD = 1 data, for τm/τD  1 the MFPT
τMFP/τD becomes independent of τm/τD; this is the
classical Kramers high-friction regime where τMFP ∼ γ
[1, 47]. In the opposite limit τm/τD  1, the MFPT
scales as τMFP ∼ m/γ, indicating the Kramers low-
friction (energy diffusion) limit [1, 47]. In Fig. 4 (b)
we show simulated MFPTs for various fixed values of
τm/τD as a function of τΓ/τD. While for long mem-
ory, (τΓ/τD)
2  max{1, τm/τD}, the MFPT scales as
5FIG. 3. First-passage time (FPT) distributions ρ(τFP) for barrier crossing from one potential well to the other. Simulation
parameters are given in the legends. For each subplot, first-passage events are obtained from the numerical simulations as
illustrated in Fig. 1 (b). The resulting normalized probability distribution ρ(τFP) is shown as black crosses. The MFPT value
τMFP given in the plots is obtained by averaging over all first-passage events, and used to plot an exponential distribution as
defined in Eq. (5), shown as a solid line.
τMFP ∼ τ2Γ [31, 36], in the Markovian regime τΓ/τD  1
the MFPT is independent of τΓ/τD. For high friction
τm/τD  1, an intermediate regime where memory accel-
erates barrier crossing compared to the Markovian limit
τΓ/τD  1, centered around τΓ/τD ≈ 0.1, can be ob-
served [36]. We thus see that memory can in the high
friction case either accelerate or slow down the barrier-
crossing dynamics, depending on the memory time. For
long memory the barrier-crossing time grows quadrati-
cally with the memory time both for high friction and
low friction. This asymptotic regime is intriguing, as it
demonstrates that memory modifies the barrier-crossing
dynamics, and in particular the mean first-passage time
τMFP, even when the memory time τΓ is much shorter
than τMFP.
We now present a crossover formula for the MFPT for
a general multi-exponential memory kernel,
Γ(t) =
N∑
i=1
γi
τi
exp (−|t|/τi) (6)
parametrized by friction coefficients γi and memory times
τi, and define the friction coefficient as γ =
∑N
i=1 γi.
Inspired by the linear dependence of the reaction time
on friction in the overdamped limit [1] and the linear
dependence of the reaction rate on the memory kernel in
the energy-diffusion limit [32], we construct a heuristic
crossover formula for the MFPT as
τMFP =
n∑
i=1
τ
(i)
OD +
(
n∑
i=1
1/τ
(i)
ED
)−1
, (7)
where the overdamped MFPT contribution τ
(i)
OD and the
energy-diffusion MFPT contribution τ
(i)
ED are given by
τ
(i)
OD
τD
=
γi
γ
eβU0
βU0
[
pi
2
√
2
1
1 + 10βU0τi/τD
+
√
βU0
τm
τD
]
,
(8)
τ
(i)
ED
τD
=
γ
γi
eβU0
βU0
[
τm
τD
+ 4βU0
(
τi
τD
)2
+
√
βU0
τm
τD
]
.
(9)
The first sum in Eq. (7) reflects that in the memoryless
high-friction scenario the MFPT scales as τMFP ∼ γ =
6FIG. 4. Throughout the figure, colored symbols denote MFPT simulation results and colored lines represent the crossover
formula Eq. (7), the barrier height is fixed at βU0 = 3. (a), (b) MFPT results for single-exponential memory, i.e., for
τΓ ≡ τ1 = τ2. (a) The rescaled MFPT τMFP/τD is shown as a function of the rescaled inertial time τm/τD for several values
of the rescaled memory time τΓ/τD. The asymptotic power law scalings τMFP/τD ∼ τm/τD (Markovian low-friction regime)
and τMFP/τD ≡ const. (Markovian high-friction regime) are shown as black bars. (b) The rescaled MFPT τMFP/τD is shown
as a function of τΓ/τD for several values of τm/τD. The asymptotic power law scaling τMFP/τD ∼ (τΓ/τD)2 [31, 36] is shown
as a black bar. (c) MFPT results for bi-exponential memory at fixed τ2/τD = 10 as function of τ1/τD for several fixed values
of τm/τD. The value at which τ1 = τ2 is indicated by a vertical dashed line. The black bar indicates the intermediate scaling
τMFP/τD ∼ (τ1/τD)2, the horizontal dashed black line to the right denotes the prediction from Eq. (7) in the limit γ1 = 0. (d)
MFPT results for bi-exponential memory at fixed τm/τD = 0.01 as function of τ1/τD for several values of τ2/τD. The black bar
indicates the intermediate scaling τMFP/τD ∼ (τ1/τD)2, the horizontal dashed black lines to the right denote the predictions
from Eq. (7) in the limit γ1 = 0.
∑
i γi, as follows from the Kramers theory in the high-
friction limit [1]. The inverse additivity of the individual
MFPT contributions in the energy-diffusion regime, the
second sum in Eq. (7), is derived in Appendix D. The ad-
ditivity of the overdamped- and energy-diffusion MFPT
contributions in Eq. (7) was previously used to construct
similar crossover formulas [48–50]. Our crossover formula
for the MFPT obeys an important symmetry: In the
7case of single-exponential memory, i.e. if all τi are equal,
Eq. (7) only depends on the γi only via their sum γ, as
it should. In this limit our expression slightly deviates
from our previous single-exponential crossover formula
[36]: First, the prefactor pi/(2
√
2) ≈ 1.11 in Eq. (8) re-
places a factor 1 in Ref. [36], so that Eq. (8) reproduces
the overdamped Kramers limit τm/τD  1, τΓ/τD  1
[1] exactly. Second, the prefactor 4 in the second term
in Eq. (9) replaces a factor e ≈ 2.72 in Ref. [36], which
leads to improved matching with simulated MFPTs in
the long-memory regime (τΓ/τD)
2  max{1, τm/τD}.
Equation (7) is in Fig. 4 (a), (b) included as col-
ored solid lines and agrees with the numerical data very
well. In particular, it reproduces all asymptotic scal-
ing regimes of the single-exponential scenario, namely: i)
the memoryless high-friction Kramers regime τΓ/τD  1
and τm/τD  1, given by the first term in Eq. (8) for
τΓ/τD = 0 and observed for τm/τD  1 in Fig. 4 (a);
ii) the memoryless low-friction regime τΓ/τD  1 and
τm/τD  1, given by the first term in Eq. (9) and ob-
served for τm/τD  1 in Fig. 4 (a); iii) the long-memory
regime (τΓ/τD)
2  max{1, τm/τD}, given by the second
term in Eq. (9) and observed for τΓ/τD  1 in Fig. 4
(b). The last terms in Eqs. (8) and (9) are included
to improve the crossover between the overdamped and
energy-diffusion regimes and are fitted to the simulation
MFPT data.
In Appendix G, Fig. 11 (a), we compare the crossover
formula Eq. (7) with simulation results for varying βU0
in the symmetric case τ1 = τ2; there, we find good agree-
ment between the crossover formula and numerical re-
sults for βU0 & 2.
V. MFPT RESULTS FOR BI-EXPONENTIAL
MEMORY
In Fig. 4 (c), (d) we compare simulation results for
τMFP with the crossover formula Eq. (7) for the asym-
metric scenario where the bi-exponential memory times
τ1 and τ2 are unequal. Figure 4 (c) shows τMFP/τD as
function of τ1/τD for fixed τ2/τD = 10 and several val-
ues of τm/τD. Throughout Fig. 4 (c) the crossover for-
mula Eq. (7), denoted by colored solid lines, describes
the simulation results very well. We see that for τ1  τ2,
i.e. to the left of the vertical dashed line that denotes
τ1 = τ2, the MFPT behaves very similarly to the single-
exponential MFPT results shown in Fig. 4 (b). As
τ1 & τ2, i.e. to the right of the vertical dashed line, the
MFPT becomes independent of τ1 and takes on the value
which is obtained in the absence of the more slowly decay-
ing exponential memory component, as indicated by the
horizontal dashed black line which follows from Eq. (7)
by taking the limit γ1 = 0. In agreement with the behav-
ior of the particle trajectories and the FPT distributions
discussed before, the MFPT only depends on the shorter
of the two memory times if at least one of the two mem-
ory times τ1, τ2 is larger than τD.
Figure 4 (d) shows τMFP/τD as function of τ1/τD for
fixed τm/τD = 10 and several values of τ2/τD as indi-
cated in the legend. Also in this plot, the crossover for-
mula Eq. (7) describes the simulation data very accu-
rately. For τ1  τ2 we again obtain behavior reminiscent
of the single-exponential results shown in Fig. 4 (b). As
τ1 & τ2 and τ1 > τD, τMFP/τD saturates at a value that
only depends on τm/τD and τ2/τD, while the value of τ1
becomes irrelevant. The horizontal dashed black lines to
the right of the figure denote the predictions from Eq. (7)
in the limit γ1 = 0. For τ2/τD = 0.01 (magenta crosses),
Fig. 4 (d) contains no regime where τD < τ1  τ2, so
that τMFP is almost independent of τ1/τD throughout.
In Appendix F we compare our crossover formula to
simulation data for a wider range of the parameters
τm/τD, τ1/τD, τ2/τD at barrier height βU0 = 3, confirm-
ing that Eq. (7) globally describes bi-exponential barrier
crossing very well and that τMFP is dominated by the
shorter memory time for all parameter values. In Ap-
pendix G we show that our crossover formula Eq. (7)
agrees with simulations also for larger barrier heights
βU0. As demonstrated in Appendix E, Grote-Hynes
(GH) theory [29] only describes the simulation data in
the triple-limit of high-friction τm/τD  1 and short
memory τ1/τD  1, τ2/τD  1, which is why we do
not compare our results with predictions of GH theory
in the main text.
The dependence of the MFPT on the memory times
τ1 and τ2 is summarized in Fig. 5 in terms of scaling di-
agrams for both high and low friction. For high friction,
τm/τD = 0.01, we see in Fig. 5 (a) that the Markovian
high-friction regime, which corresponds to the Kramers
high-friction regime where τMFP ∼ γ [1], is obtained
when both τ1/τD and τ2/τD become small. For τ1/τD >
1 and τ2/τD > 1 the memory slowdown regime is reached
where the MFPT increases quadratically with the mem-
ory time. This regime is divided along the diagonal, since
the shorter memory time dominates the barrier-crossing
kinetics, such that for τ1 > τ2 one finds τMFP ∼ τ22 while
for τ1 < τ2 one finds τMFP ∼ τ21 . The Markovian and
memory slowdown asymptotic regimes are separated by
an intermediate memory speedup regime, where barrier
crossing is slightly accelerated by the presence of memory
as compared to the Markovian limit. Along the diago-
nal τ1 = τ2, the intermediate memory speedup and the
asymptotic memory slowdown regimes are illustrated in
Fig. 4 (b); parallel to the τ1-axis, the memory speedup
is illustrated in Fig. 5 (c) by a plot of τMFP for constant
τ2/τD = 10
−4.
For low friction, τm/τD = 10, shown in Fig. 5 (b),
the Markovian regime is obtained for τ1/τD < 1 and
τ2/τD < 1. For τ1/τD  max{1,
√
τm/τD} =
√
10 and
τ2/τD  max{1,
√
τm/τD} =
√
10 the memory slow-
down regime is reached where τMFP ∼ τ22 or τMFP ∼ τ21 ,
depending on which memory time is smaller. In between
these two asymptotic regimes, we find an intermediate
regime where the barrier crossing is slowed down com-
pared to the Markovian limit but the MFPT does not
8display the quadratic memory-time dependence, which is
illustrated in Fig. 5 (d) by a plot of τMFP for constant
τ2/τD = 10
−4. A plot of τMFP along the diagonal for
τ1 = τ2 is shown in Fig. 4 (b).
There are different levels on which one can rational-
ize and intuitively understand the main result obtained
here, namely that it is the memory contribution with the
shorter decay time that dominates the barrier-crossing
kinetics in the non-Markovian limit. On a formal level,
the linear pole analysis of the positional autocorrelation
function in Appendix C shows that for τD < τ1  τ2,
the memory contribution that depends on τ2 can be ne-
glected, so that the particle motion only depends on τ1.
An alternative viewpoint is obtained by mapping of
the non-Markovian one-dimensional Langevin equation
onto a system of N coupled Markovian degrees of free-
dom, see Appendix B. In this picture, each exponen-
tial contribution to the memory function Γ(t) can be
viewed as an independent heat bath with relaxation time
τi, with which the particle exchanges energy, see Ap-
pendix B. Accordingly, the inverse additivity of the MF-
PTs of each exponential memory contribution in the
energy-diffusion regime, represented by the second term
in Eq. (7), means that τMFP is dominated by the heat
bath with the shortest relaxation time, i.e. by the heat
bath which is the fastest in providing the particle with
the energy needed for barrier crossing, which (for identi-
cal γi) is the heat bath with the smallest τi. In conclu-
sion, for bi-exponential memory, the shorter of the two
memory times dominates the barrier-crossing time sim-
ply because it provides the barrier-crossing energy faster.
Yet another way of understanding the dominance of
the memory contribution with the shorter decay time is
obtained by considering the memory integral in Eq. (1)
for a bi-exponential kernel given by Eq. (3). The par-
ticle will undergo many oscillations (for low friction) or
random fluctuations (for high friction) within a well be-
fore attempting to cross the barrier. If the memory times
are longer than the intrinsic relaxation time of the par-
ticle (which can be the intrinsic diffusion time τD or the
oscillation period depending on whether one is in the
high-friction or the low-friction regime), the convolution
of the particle velocity history with the exponential mem-
ory contribution with the longer memory time will give
a smaller friction contribution than the convolution with
the exponential memory contribution with the shorter
memory time (again assuming equal memory amplitudes
γ1 and γ2), simply because the mean of the particle ve-
locity is zero. This shows directly that memory effects in
confinement tend to be dominated by the shorter mem-
ory contributions.
VI. FREE DIFFUSION CASE
While barrier-crossing dynamics is dominated by the
memory contribution with the shorter memory time in
the non-Markovian limit, in the absence of an external
potential, i.e. for U(x) = 0, the long-time diffusive be-
havior is always expected to be determined by the total
friction γ = γ1 + γ2. In Fig. 6 we show mean-squared
displacements (MSDs)
〈∆x2(t)〉 =
〈
[x(t)− x(0)]2
〉
(10)
obtained from simulations without an external potential,
U(x) = 0, and unequal memory times τ1/τD = 0.001,
τ2/τD = 10, as blue dashed lines. These parameters used
are the same as in Fig. 2 (c), (f). Figure 6 (a) shows the
high-friction scenario τm/τD = 0.001. For times t  τ2
the MSD is well described by
〈∆x2(t)〉 = 2 1
βγ
t = 2Dt, (11)
which in Fig. 6 (a) is denoted by a green solid line, and
which is the expected result for the MSD of a Brownian
particle with friction coefficient γ and where we used the
Einstein relation to define the diffusion constant as D =
1/(βγ). For shorter times τ1 < t < τ2, only the shorter
memory contribution, characterized by τ1, contributes to
the friction and the simulated MSD is well described by
〈∆x2(t)〉 = 2 1
βγ1
t = 4Dt, (12)
which in Fig. 6 (a) is denoted by an orange solid line.
For the low-friction scenario τm/τD = 10 depicted in
Fig. 6 (b), the inertial regime where 〈∆x2(t)〉 ∼ t2/(mβ)
appears for t  τm. For t & τm the MSD exhibits dif-
fusive behavior determined by the full friction coefficient
γ, i.e. 〈∆x2(t)〉 = 2t/(βγ) = 2Dt, since for t  τm we
simultaneously fulfill t τ1 and t τ2.
We conclude that while barrier-crossing kinetics is
completely dominated by the shorter memory time if the
particle relaxation time is shorter than the longer mem-
ory time, the long-time free diffusion behavior in the pres-
ence of bi-exponential memory is determined by the sum
of both exponential memory contributions. This simply
reflects that the particle relaxation time diverges in the
free-diffusion scenario.
VII. CONCLUSIONS
Our Langevin simulations in the presence of a bi-
exponential memory function show that if at least one of
the two memory times τ1, τ2 is larger than τD, then the
barrier-crossing time τMFP is dominated by the shorter
of the two memory times. The simulation results are ob-
tained for the restricted case where the exponential mem-
ory contributions have the same integral weight. Based
on asymptotic matching and symmetry considerations,
we construct a crossover formula for τMFP which de-
scribes our simulation results for all parameters very well.
This formula applies to general multi-exponential mem-
ory function with arbitrary weights and decay times and
9FIG. 5. (a), (b) Scaling diagrams for the dependence of the MFPT τMFP on the rescaled memory times τ1/τD and τ2/τD for
(a) high friction τm/τD = 0.01 and (b) low friction τm/τD = 10. In (a), the transition from the Markovian high-friction regime
to the intermediate memory speedup regime is defined by the location where τMFP is smaller by 10% than the Markovian limit
τ1 = τ2 = 0 (based on the crossover formula Eq. (7)). The transition from the intermediate memory speedup regime to the
asymptotic memory slowdown regime is defined by the location where τMFP equals the Markovian limit. In (b), the transition
from the Markovian low-friction regime to the intermediate memory slowdown regime is defined by the location where τMFP
is larger by 10% than the Markovian limit τ1 = τ2 = 0 (based on the crossover formula Eq. (7)). The transition from the
intermediate memory slowdown regime to the asymptotic memory slowdown regime is defined by the location where τMFP is
twice as large as in the Markovian limit. The dashed diagonal lines in (a) and (b) in the asymptotic memory slowdown regime
indicate the crossover from τ1-dominated barrier crossing for τ1  τ2, to τ2-dominated barrier crossing for τ2  τ1. (c), (d) The
rescaled MFPT τMFP/τD according to Eq. (7) is shown as a function of τ1/τD for fixed τ2/τD = 10
−4 and (a) τm/τD = 0.01,
and (b) τm/τD = 10. The dashed line denotes the Markovian limit, obtained from Eq. (7) by setting τ1 = τ2 = 0. All data is
obtained for a fixed barrier height of βU0 = 3.
corroborates that the shortest memory time is expected
to dominate τMFP in the non-Markovian limit.
Our results have a number of important consequences:
Usually it is assumed that the slow degrees of freedom
of a system dominate rare events and in particular the
MFPT τMFP; for the case of barrier crossing in the pres-
ence of memory functions with different time scales, our
results show that this time scale separation principle is
violated. Our findings suggest that instead of keeping
only the slowest degrees of freedom, which is convention-
ally done in coarse graining procedures, one also needs
to keep the fastest orthogonal degrees of freedom if non-
Markovian effects are important. Of course, the choice of
the degrees of freedom that should be included requires
good understanding of all relevant time scales.
Non-Markovian effects have been demonstrated to be
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FIG. 6. Comparison of the simulated mean-squared displacement (MSD), shown as dashed blue line (consisting of 8 data
points per decade), with asymptotic predictions in the absence of an external potential for U(x) = 0. (a) Results for high
friction τm/τD = 0.001 and memory times τ1/τD = 0.001 and τ2/τD = 10, the same parameters as used in Fig. 2 (c). The
solid lines denote the expected MSD for diffusion with friction coefficients γ/2 (orange line) and γ (green line). The vertical
dashed line denotes τ2/τD. (b) Results for low friction τm/τD = 10 and memory times τ1/τD = 0.001 and τ2/τD = 10, the
same parameters as used in Fig. 2 (f). The solid green line denotes the expected MSD for diffusion with friction coefficient
γ. The black bar indicates the power law 〈∆x2(t)〉 ∼ t2 expected for ballistic motion, the vertical dashed line denotes τ2/τD.
Note that for free diffusion there exist analytical expressions for both the Laplace- and Fourier-transform of the MSD [51, 52],
so that Fig. 6 could have been generated without invoking numerical simulations.
important for fast molecular transition such as the dihe-
dral barrier dynamics of butane in solvents [15, 16]. The
effect of the different memory times of the multi-scale
memory kernel that have been extracted from simula-
tions will have to be examined in future work. Like-
wise, protein dynamics has been suggested to be sub-
ject to memory effects in a number of works [27, 28].
Here our crossover formula Eq. (7) will be useful, be-
cause it fills the gap between theoretical works on non-
Markovian barrier crossing, which are typically confined
to single-exponential memory [31, 33, 34], and real phys-
ical systems, where orthogonal degrees of freedom typ-
ically feature several relaxation time scales [12, 15, 16,
18, 19, 37, 38]. Another field of application are chemical
reactions in solvents, such as proton transfer reactions
in water [43, 53]. In such reactions, the friction is pre-
sumably rather small, such that the low-friction regime,
characterized by τm/τD > 1, is relevant. But also in the
low-friction limit, our results show that for multi-scale
memory the smaller memory time becomes dominant in
the non-Markovian limit.
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Appendix A: Dimensionless form of the GLE
We consider the one-dimensional generalized Langevin
equation
mx¨(t) = −
∫ t
0
Γ(t− t′)x˙(t′) dt′ − U ′(x(t)) + η(t), (A1)
where m is the mass of the particle, x its position, Γ(t)
the memory kernel and U ′(x) denotes the derivative of
the external potential U(x). The random force η(t) is
Gaussian with zero mean, 〈η(t)〉 = 0, and obeys the gen-
eralized fluctuation-dissipation theorem (FDT)
β〈η(t)η(t′)〉 = Γ(|t− t′|). (A2)
We consider a multi-exponential memory kernel with fric-
tion coefficients γi and memory times τi,
Γ(t) =
N∑
i=1
γi
τi
e−|t|/τi , (A3)
and define the total friction γ :=
∑N
i=1 γi. Defining a
dimensionless position x˜ = x/L and a rescaled time t =
t˜τD and multiplying Eq. (A1) by βL, we obtain
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τm
τD
¨˜x(t˜) = −
N∑
i=1
γi
γ
τD
τi
∫ t˜
0
dt˜′ exp
[
−τD
τi
(
t˜− t˜′)] ˙˜x(t˜′) + F˜ (x˜(t˜ ))+ η˜(t˜), (A4)
where F˜ (x˜) := βL∂xU(Lx˜) ≡ βLU ′(Lx˜) and η˜(t˜) :=
βLη(τD t˜). Using Eq. (A2), it follows that the autocor-
relation of the dimensionless random force is given by
〈
η˜(t˜)η˜(t˜′)
〉
=
N∑
i=1
γi
γ
τD
τi
exp
[
−τD
τi
|t˜− t˜′|
]
. (A5)
For N = 1 we recover the case of single-exponential mem-
ory, for N = 2 and γ1 = γ2 we obtain the symmetric bi-
exponential system that we considered in the simulations.
For given potential U , Eqs. (A4), (A5), are fully deter-
mined by the dimensionless ratios τm/τD, τi/τD, γi/γ.
Appendix B: Transforming the GLE into a coupled
system of Markovian equations
We now show that the dimensionless GLE with multi-
exponential memory, Eqs. (A4), (A5), is equivalent to
the Markovian coupled system of equations
mx¨ = −∂xV, (B1)
0 = −γiy˙i − ∂iV + ξi, i ∈ {1, ..., N}, (B2)
where the ξi are Markovian Gaussian random fields with
zero mean and variance
β 〈ξi(t)ξj(t)〉 = 2γiδi,jδ(t− t′), i, j ∈ {1, ..., N},
(B3)
the potential V is given by
V (x, y1, ..., yN ) = U(x) +
N∑
j=1
kj
2
(yj − x)2, (B4)
and ∂iV denotes the partial derivative of V w.r.t. yi.
Defining dimensionless positions x˜(t˜) := x(τD t˜)/L,
y˜i(t˜) := yi(τD t˜)/L, inserting the potential Eq. (B4) in
Eqs. (B1), (B2), introducing a rescaled time variable
t = t˜τD, and multiplying by βL, we obtain
τm
τD
¨˜x(t˜ ) = F˜
(
x˜(t˜ )
)
+
N∑
i=1
τD
τi
γi
γ
[
y˜i(t˜)− x˜(t˜ )
]
, (B5)
˙˜yi(t˜ ) = −τD
τi
y˜i(t˜ ) +
τD
τi
x˜(t˜ ) +
√
γ
γi
ξ˜i(t˜ ) 1 ≤ i ≤ N,
(B6)
where F˜ (x˜) := −βL∂xU(Lx˜) ≡ βLU ′(Lx˜), τi := γi/ki,
and the correlators of the dimensionless random forces
ξ˜(t˜) := βL
√
γ/γiξ(τD t˜) are given by〈
ξ˜i(t˜ )ξ˜j(t˜ )
〉
= 2δi,jδ(t˜− t˜′) i, j ∈ {1, ..., N}. (B7)
To show the equivalence of Eqs. (B5), (B6), (B7) to
the GLE Eq. (A4), (A5), we first note that the solution
to Eq. (B6) is given by
y˜i(t˜ ) = y˜i(0) exp
(
−τD
τi
t˜
)
+
τD
τi
∫ t˜
0
dt˜′ exp
[
−τD
τi
(t˜− t˜′)
]
x˜(t˜′) (B8)
+
√
γ
γi
∫ t˜
0
dt˜′ exp
[
−τD
τi
(t˜− t˜′)
]
ξ˜i(t˜
′).
Using integration by parts on the second term of this ex-
pression and inserting the result into Eq. (B5), we obtain
τm
τD
¨˜x(t˜) = −
N∑
i=1
γi
γ
τD
τi
∫ t˜
0
dt˜′ exp
[
−τD
τi
(
t˜− t˜′)] ˙˜x(t˜′) + F˜ (x˜(t˜)) + η˜R(t˜), (B9)
where we define
η˜R(t˜) =
N∑
i=1
{
γi
γ
τD
τi
[y˜i(0)− x˜(0)] exp
[
−τD
τi
(
t˜
)]
(B10)
+
√
γi
γ
τD
τi
∫ t˜
0
dt˜′ exp
[
−τD
τi
(t˜− t˜′)
]
ξ˜i(t˜
′)
}
.
To obtain the equivalence of Eq. (B9) to Eq. (A4),
η˜R needs to be a stochastic processes identi-
cal to η˜. For this, we assume that, for given
x(0), the yi(0) are distributed according to a
Boltzmann distribution ρ(y1(0), ..., yN (0) |x(0)) ∼
exp [−βV (x(0), y1(0), ..., yN (0))], which using Eq. (B4)
leads to normally distributed y˜i(0) − x˜(0) with zero
mean and covariance matrix
〈[y˜i(0)− x˜(0)] [y˜j(0)− x˜(0)]〉 = δi,j
(
γi
γ
τD
τi
)−1
. (B11)
With this, the mean of η˜R is easily seen to be zero, and
the variance is given by
12
〈
η˜R(t˜)η˜R(t˜
′)
〉
=
N∑
i=1
(
γi
γ
τD
τi
)2
exp
[
−τD
τi
(t˜+ t˜′)
]〈
(y˜i(0)− x˜(0))2
〉
(B12)
+
N∑
i=1
γi
γ
(
τD
τi
)2 ∫ t˜
0
du
∫ t˜′
0
du′ exp
[
−τD
τi
(t˜+ t˜′ − u− u′)
]
〈ξ˜i(u)ξ˜i(u′)〉
=
N∑
i=1
exp
[
−τD
τi
(t˜+ t˜′)
]
γi
γ
τD
τi
+
N∑
i=1
2
γi
γ
(
τD
τi
)2 ∫ min{t˜,t˜′}
0
du exp
[
−τD
τi
(t˜+ t˜′ − 2u)
]
(B13)
=
N∑
i=1
exp
[
−τD
τi
(t˜+ t˜′)
]
γi
γ
τD
τi
+
N∑
i=1
γi
γ
τD
τi
{
exp
[
−τD
τi
(
t˜+ t˜′ − 2 min{t˜, t˜′})]− exp [−τD
τi
(
t˜+ t˜′
)]}
(B14)
=
N∑
i=1
γi
γ
τD
τi
exp
[
−τD
τi
|t˜− t˜′|
]
, (B15)
where we use that t˜+t˜′−2 min{t˜, t˜′} = |t˜−t˜′|. Thus, η˜R is
a Gaussian stochastic process with the first two moments
identical to those of the Gaussian stochastic process η˜,
so that η˜R ≡ η˜. For N = 2 and γ1 = γ2, we obtain the
system considered in the simulations in the main text.
To simulate Eqs. (B5), (B6) using a Runge-Kutta
scheme, we introduce a further auxiliary variable z to
rewrite the equations as a system of first-order equations
˙˜x(t˜ ) = z(t˜ ), (B16)
τm
τD
z˙(t˜ ) =
N∑
i=1
τD
τi
γi
γ
[
y˜j(t˜)− x˜(t˜ )
]
+ F˜
(
x˜(t˜ )
)
, (B17)
˙˜yi(t˜ ) = −τD
τi
[
y˜i(t˜ )− x˜(t˜ )
]
+
√
γ
γi
ξ˜i(t˜ ) 1 ≤ i ≤ N,
(B18)
Note that the equivalence of Eqs. (B1), (B2), (B3),
(B4) to Eqs. (A4), (A5), physically means that multi-
exponential memory can be interpreted as the result of
the interaction of a particle x with N independent reser-
voirs yi with finite relaxation times τi.
Appendix C: Analysis of autocorrelation function
In Fig. 2 we observe similarities between the dynam-
ics in the asymmetric bi-exponential scenario τ1  τ2
and the single-exponential scenario characterized by the
smaller memory time τ1, indicating that the smaller
memory time dominates the barrier-crossing kinetics.
This can be rationalized by an asymptotic analysis of the
autocorrelation function C(t) ≡ 〈x(t)x(0)〉 that charac-
terizes the particle motion within one potential well. The
following calculation is a generalization of the analysis
carried out for the single-exponential memory kernel in
Ref. [36]. We consider the GLE (1) in a harmonic po-
tential U(x) ' Kx2/2 and for times t  τ1, τ2, so that
we can replace the upper limit in the memory integral
by infinity. Fourier transforming Eq. (1) and solving for
x˜(ω) yields
x˜(ω) =
η˜(ω)
K −mω2 + iωΓ˜+(ω)
≡ Q˜(ω)η˜(ω), (C1)
where the half-sided Fourier transform Γ˜+ of the bi-
exponential memory kernel Γ(t) is given by
Γ˜+(ω) =
∫ ∞
0
dt e−iωtΓ(t) =
γ
2
2∑
j=1
1
1 + iωτj
, (C2)
while the full Fourier transform is
Γ˜(ω) = Γ˜+(ω) + Γ˜+(−ω) = γ
2∑
j=1
1
1 + ω2τ2j
. (C3)
Using Eq. (C1), we calculate the autocorrelation func-
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tion C(t) ≡ 〈x(t)x(0)〉 as
C(t) ≡ 〈x(t)x(0)〉 =
∫
dω
2pi
eiωt
∫
dω′
2pi
〈x˜(ω)x˜(ω′)〉
(C4)
=
∫
dω
2pi
eiωt
∫
dω′
2pi
Q˜(ω)Q˜(ω′)〈η˜(ω)η˜(ω′)〉 (C5)
= β−1
∫
dω
2pi
eiωt
∫
dω′
2pi
2piδ(ω + ω′)Γ˜(ω)Q˜(ω)Q˜(ω′)
(C6)
= β−1
∫
dω
2pi
eiωt Γ˜(ω)Q˜(ω)Q˜(−ω), (C7)
where we used that the Fourier transform of the general-
ized FDT is 〈η˜(ω)η˜(ω′)〉 = β−1 2piδ(ω + ω′) Γ˜(ω). Thus
the Fourier transform of C(t) is finally given by
βC˜(ω) = Γ˜(ω)Q˜(ω)Q˜(−ω) (C8)
= γ
2∑
j=1
[
1
1 + ω2τ2j
1
K −mω2 + iωγ/2∑2k=1(1 + iωτk)−1
× 1
K −mω2 − iωγ/2∑2l=1(1− iωτl)−1
]
(C9)
= γ
2∑
j=1
{
(1 + ω2τ2j )
[
(K −mω2)2 − ωγ
2∑
k=1
ωτk(1 + ω
2τ2k )
−1 (C10)
+
ω2γ2
4
2∑
k,l=1
(1 + iωτk)
−1(1− iωτl)−1

−1
.
For τ1, τ2 large, we rewrite this as
βC˜(ω) =
γ
ω2τ21
(K −mω2)2 + 2∑
j=1
O ((ωτj)−1)
−1
(C11)
+
γ
ω2τ22
(K −mω2)2 + 2∑
j=1
O ((ωτj)−1)
−1 ,
so that to order (ωτi)
2 the autocorrelation function is just
the sum of two terms corresponding to the two single-
exponential memory contributions. For τ1  τ2, the
term involving τ1 dominates and we obtain
βC˜(ω) ≈ γ
ω2τ21
[
(K −mω2)2]−1 . (C12)
The result is independent of τ2, showing that the dy-
namics is indeed dominated by τ1, which explains the
behavior of the trajectories shown in Fig. 2 (c), (f).
Appendix D: Multi-exponential mean first-passage
time in the energy diffusion regime
In the energy-diffusion limit and for high barriers, the
barrier-crossing rate is given by [32]
kED =
βω0
8pi
e−βU0
∫ ∞
−∞
dt
∫ ∞
−∞
ds Γ(|t− s|)x˙0(t)x˙0(s),
(D1)
where ω0 =
√
U ′′(−L)/m is the well frequency, and x˙0
is the velocity of the particle of the undamped system
described by Eq. (1) without memory kernel Γ and ran-
dom force η, starting at the barrier top with x˙0(0) = 0
−
and traversing the left well once [32]. Since Eq. (D1) is
linear in Γ, for a multi-exponential kernel it immediately
follows that
kED =
∑
i
k
(i)
ED, (D2)
where k
(i)
ED is the single-exponential barrier-crossing rate
corresponding the i-th exponential. From this and the
relation τMFP ∼ 1/k between MFPT τMFP and barrier-
crossing rate k [36, 54], the second sum in Eq. (7) follows.
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Appendix E: Comparison of numerical MFPTs to
GH theory
In Fig. 7 we compare numerical MFPTs to Grote-
Hynes (GH) theory [29]. Consistent with previous results
[36], we find that GH theory only describes the numer-
ical MFPTs in the high-friction regime τm/τD  1 and
if both memory times are small, τ1/τD, τ2/τD  1. If
either τm/τD  1 or min{τ1/τD, τ2/τD}  1, then GH
theory reduces to the transition state theory (TST) limit
where τMFP/τD ∼
√
τm/τD, as can be seen in Figs. 7
(d)-(f). Thus, also for bi-exponential memory GH the-
ory only yields accurate results in the high-friction short-
memory regime.
The disagreement between our Langevin results and
GH theory is not surprising, since the latter is by con-
struction not intended for the energy diffusion regime.
More specifically, GH theory considers a GLE close to
the barrier top, so that the theory does not include mem-
ory effects from the motion of the particle in the poten-
tial well; the GLE model we consider here has a global
position-indepedent memory function [33]. Therefore,
only in or close to the overdamped regime, where mem-
ory effects from motion in the well are not relevant to the
dynamics close to the barrier top, do the predictions of
GH theory and our numerical results agree.
Appendix F: Global comparison of numerical data
to Eq. (7) at βU0 = 3
In Figs. 8, 9, 10 we compare predictions of the crossover
formula Eq. (7) for τMFP to numerical results. These
figures, which we discuss in detail in the following para-
graphs, show that Eq. (7) quantitively describes the bi-
exponential MFPTs over the whole parameter range of
τm/τD, τ1/τD, τ2/τD considered, and in particular that
the MFPT is in the non-Markovian regime dominated by
the shorter memory time.
Figure 8 shows τMFP/τD as function of τ1/τD for fixed
values of τm/τD, τ2/τD. In the figure we see that for
τ1  τ2, i.e., to the left of the vertical dashed lines that
denote τ1 = τ2, the MFPT behaves similar to the single-
exponential MFPT shown in Fig. 4 (b). In particular,
for τm/τD = 0.01 (magenta crosses) the memory acceler-
ation regime can be seen in Fig. 8 (b), (c) for τ1/τD ≈ 0.1,
followed by the power-law scaling τMFP/τD ∼ (τ1/τD)2
for 0.1 . τ1/τD . τ2/τD. As τ1 & τ2, i.e., to the right
of the vertical dashed lines, the MFPT becomes inde-
pendent of τ1. This can prominently be seen in Fig. 8
(a), where τ2/τD = 0.01 is small and τMFP/τD is almost
constant for τ1 > τ2. Throughout Fig. 8 the crossover
formula Eq. (7) describes the numerical results very well.
Figure 9 shows τMFP/τD as function of τ1/τD for fixed
values of τ2/τD, τm/τD. In Fig. 9 (a), we again see single-
exponential behavior reminiscent of Fig. 4 (b). More ex-
plicitly, for τ2/τD = 1, 10, 100, we observe a slight dip in
τMFP/τD for τ1/τD ≈ 0.1, followed by power-law scaling
τMFP/τD ∼ (τ1/τD)2 for 0.1 . τ1/τD . τ2/τD. As τ1 &
τ2, τMFP/τD saturates to a value determined by τm/τD,
τ2/τD. For τ2/τD = 0.01 (magenta crosses), Fig. 9 (a)
contains no regime where τ1  τ2, and τMFP/τD is al-
most independent of τ1/τD throughout. Figs. 9 (b), (c)
show similar behavior, and as expected from the single-
exponential data for τm/τD = 1, 10 (see Fig. 4 (a)), a
dip in the MFPT for τ1/τD ≈ 0.1 cannot be observed in
the logarithmic representation of τMFP/τD. Again, the
crossover formula Eq. (7) describes the data very accu-
rately throughout.
Figure 10 shows τMFP/τD as a function of τm/τD
for fixed values of τ1/τD, τ2/τD. In all three plots,
the MFPT displays a similar τm/τD-dependence as the
single-exponential case, c.f. Fig. 4 (a). For τ2/τD = 0.01
we see in Fig. 10 (a) that τMFP/τD is almost indepen-
dent of τ1/τD, consistent with the picture that τMFP/τD
is determined by the shorter memory time τ2. On the
other hand, for large τ2/τD = 10 the MFPT shown in
Fig. 10 (c) depends very much on τ1/τD and is qualita-
tively identical to the single-exponential MFPT shown in
Fig. 4 (a). Also for this case, we see that the crossover
formula Eq. (7) remains accurate.
Appendix G: Comparison of numerical data to
Eq. (7) for varying barrier height βU0
In Fig. 11 we compare predictions of the crossover for-
mula Eq. (7) for τMFP to numerical results, varying the
barrier height βU0. While Fig. 11 (a) considers the sym-
metric case (τΓ ≡ τ1 = τ2), Fig. 11 (b) considers the
asymmetric scenario (0.001 = τ1/τD  τ2/τD = 10).
The agreement between Eq. (7) and numerical data in
Fig. 11 shows that our heuristic formula accurately de-
scribes the Langevin data for barrier heights larger than
βU0 ≈ 2 throughout.
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