Abstract. Let A be a complex n × n matrix. Let {A} ′ be its commutant in M n (C), and C(A) be its centralizer in GL(n, C). Consider the standard C(A)-action on C n . We describe the C(A)-orbits via invariant subspaces of {A} ′ . For example, we count the number of C(A)-orbits as well as that of invariant subspaces of {A} ′ .
Introduction.
Let M n×m (C) be the n × m complex matrices, and M n (C) = M n×n (C). Let GL(n, C) be the invertible matrices in M n (C). Fix A ∈ M n (C), and let 
C(A) = {T ∈ GL(n,
C
It is clear that O C(A)
is a partition of the whole vector space C n . As mentioned above, this article studies the number of elements in O C (A) .
We show that the problem of studying the number of C(A)-orbits for an arbitrary square matrix A reduces to the case where A is nilpotent. First, we study the properties of O x . Let
For a vector x, let M x = {T x : T ∈ {A} ′ }.
The linear space M x is closed in C n . Also, let O x ⊂ C n denote the closure of O x in C n .
In view of the previous lemma and proposition, we obtain a partial order in the following definition. For any A ∈ M n (C), we use σ(A) to denote the spectrum of A. Also, we write ♯B for the number of elements in a set B.
For any A ∈ M n (C), we use J(A) to denote the Jordan form of A, which is similar to A, that is, there exists S ∈ GL(n, C) such that
and O C(A) are isomorphic. Consequently, by Proposition 1.5, it suffices to consider the case of a one-eigenvalue matrix. In fact, it may be reduced to the case of nilpotent matrices.
If we view C(A) as a Lie group, then {A} ′ is its Lie algebra. In Section 2, we will prove the following Main Theorem by transforming our setting from the Lie group C(A) to the Lie algebra {A} ′ .
Main Theorem. Let J n be the n × n Jordan block and let
where
We consider the problem of determining ♯O C(A) for general matrices A in Corollary 2.14. Finally, we consider the same problem for real matrices in Section 3.
2. Nilpotent matrices. Let J n be the standard n × n Jordan block. That is,
In this section, we want to study O C(J) . For a given matrix J, we may compute C(J) directly, but this may not help to understand O C(J) because the structure of C(J) is too complex. We provide an example as follows. 
Consider the following reordering of F :
Then the matrix J written in the basis E is
Instead of considering J as in (2), we consider J as in (3), because every element in C( J) is block-upper-triangular. We explain it more clearly as follows.
Proof. For any X ∈ C( J), we know that
By examining the first column of (7), we see that X 2,1 , X 3,1 , . . . , X n 1 ,1 are all zero matrices. Then examining the second column of (7), we see that so are
Therefore, X i,j = 0 whenever i > j and so X is block-upper-triangular with respect to
Therefore, for each 1 ≤ j ≤ n 1 , X 1,j , X 2,j+1 , . . . , X n 1 −j+1,n 1 are related and (6) follows by direct computation.
However, C( J) is still too complicated for us to find its orbit space. So we want to further simplify the setting. We first obtain two corollaries of Lemma 2.2 and Theorem 2.3.
and (10)
We now want to prove that O C( J) and O C( B) are isomorphic. Consider By Theorem 2.3, we have a clear picture of elements in C( J). For X ∈ C( J), X is block-upper-triangular with respect to
, Y is upper-triangular with respect to 
. By Proposition 1.2, φ is well defined. In addition, it is clear that φ is an order-preserving bijection. Therefore, O C( J) and O C( B) are isomorphic.
By Lemma 2.6, from now on it suffices to consider O C ( B) . Recall that { B} ′ consists of all matrices which commute with B. As is often the case in Lie group theory, we transfer the problem about the Lie group C( B) to one about its Lie algebra { B} ′ . As usual, a linear space M is said to be invariant for an algebra { B}
Consider the lattice of invariant subspaces of { B} ′ :
As a side remark, for any matrix A, the study of Lat {A} 
′ is not equal to the number of subsets of E, because different subsets of E may lead to the same invariant subspace. For example, M e(1,2) = M e (1,1)+e(1,2) .
Proof. For X ∈ { B} ′ , let X(i, j) be the (i, j)th column of X. By Theorem 2.3, for each 1 ≤ k ≤ m,
. . .
In addition, by Theorem 2.3 again, for each 1
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Let N (i, j) be the column space of X(i, j). That is, by (13), 
Moreover, by (14),
l=1 . That is to say, we should prove that
i=1 is a decreasing sequence. Similarly, n j p < n j p+1 −i p+1 +i p +1 for p = 1, . . . , k − 1. This completes the proof.
The following lemma deals with the converse of Lemma 2.7.
Proof. Let A be the collection of all subsequences of {t j } n 1 j=1 and 
We do this by induction. We first consider the case of i = 1. For each 1 ≤ j ≤ t 1 = m, A(1, j) = (j), and M e (1,j) 
So we have proved the statement for i = 1. Assume that it is true for i = 1, . . . , p − 1 and j = 1, . . . , t i . We now consider the case of i = p and j = q, where 1 ≤ q ≤ t p . Let a p = q and  (a 1 , . . . , a p ) ∈ A(p, q) . (14),
with length p and last term q, there exists l with 1 ≤ l < p such that the last l terms of (a 1 , . . . , a p ) and (t n q −p+1 , t n q −p+2 , . . . , t n q ) are equal, but l=1 . Let B be as in (8). As in Definition 1.3, two partially ordered sets are said to be isomorphic if there exists an order-preserving bijection between them. Combining Lemmas 2.7, 2.8, we get the following corollary. 
. By Corollary 2.10 and Proposition 2.11, we obtain the following theorem. 
with n j,1 > n j,2 > . . . > n j,m j ≥ 1 and each k j,i ∈ N. Set n j,m j +1 = 0. By Propositions 1.4, 1.5, and the Main Theorem, we obtain the following corollary.
Corollary 2.14. For an arbitrary matrix A ∈ M n (C),
(n j,i − n j,i+1 + 1).
Finally, we provide an example to illustrate the computation of O C(A) for a given matrix A. to {e 1 , e 5 , e 7 , e 2 , e 6 , e 3 , e 4 }. Also, define t 1 = 3, t 2 = 2, and t 3 = t 4 = 1. Then the matrix A written in the new basis is (n i − n i+1 + 1).
Thus, we can also completely solve the lattice structure for the commutant of real matrices.
