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Abstract. In this paper we prove stability and exponential convergence of the Perfectly Matched Layer
(PML) method for acoustic scattering on manifolds with axial analytic quasicylindrical ends. These man-
ifolds model long-range geometric perturbations (e.g. bending or stretching) of tubular waveguides filled
with homogeneous or inhomogeneous media.
We construct non-reflective infinite PMLs replacing the metric on a part of the manifold by a non-
degenerate complex symmetric tensor field. We prove that the problem with PMLs of finite length is
uniquely solvable and solutions to this problem locally approximate scattered solutions with an error that
exponentially tends to zero as the length of PMLs tends to infinity.
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1. Introduction
The motivation of this work comes from the problem of numerical modeling of acoustic scattering in
tubular waveguides geometrically perturbed up to infinity (e.g. bent or stretched) and filled with homoge-
neous or inhomogeneous media. In order to obtain a good approximation of scattered waves by numerical
solutions of a problem with finite computational domain, waveguides should be truncated without creating
excessive reflections from the artificial boundary of truncation. The idea is to place in front of the boundary
of truncation a layer strongly absorbing the scattered waves. Due to the strong attenuation, the homoge-
neous Dirichlet boundary condition is a suitable boundary condition on the boundary of truncation. This
truncation scheme supplemented with very special construction of the layer is widely known as the Perfectly
Matched Layer (PML) method, originally introduced in [1]. The method is in common use for numerical
analysis of a wide class of problems. For some of them, stability and convergence of the method have been
proved mathematically; e.g. [2, 5, 7, 8, 11, 14]. In the present paper we develop the PML method for Neu-
mann Laplacians on manifolds with axial analytic quasicylindrical ends and prove stability and exponential
convergence of the method. Neumann Laplacians model the scattering problem described in the beginning
of introduction, see, e.g., [3].
As is known, construction of PMLs is closely related to complex scaling. Complex scaling involves complex
dilation of variables and has a long tradition in mathematical physics and numerical analysis [4, 16]. In this
paper we construct PMLs in a different way. Instead of complex dilation of variables we replace the metric on
a part of the manifold by a non-degenerate complex symmetric tensor field. This approach is close in spirit
to [14] and can be understood as a deformation of the Remanian geometry by means of the complex scaling.
As a result of this deformation all formulas for the quadratic form and for coordinate representations of the
Neumann Laplacian turn into the corresponding formulas for the quadratic form and the non-selfadjoint
operator describing infinite PMLs. This essentially simplifies construction and tractability of the formulas.
Let us stress here that due to variation of the metric along quasicylindrical ends not only the Laplace-
Beltrami operator but also the Neumann boundary condition should be changed in PMLs. This new effect
leads to significant difficulties in analysis of the PML method.
Relying on ideas of the Aguilar-Balslev-Combes-Simon theory of resonances [4, 16] we establish a limiting
absorption principle. As is typically the case, scattered solutions satisfying the limiting absorption principle
locally coincide with solutions to the problem with infinite PMLs. The latter solutions are of some exponential
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Figure 1. Representation M =Mc ∪ Π.
decay at infinity. These results are mainly based on localization of the essential spectrum of non-selfadjoint
operators corresponding to the problem with infinite PMLs. Thanks to the exponential decay of solutions
in PMLs we can establish stability and exponential convergence of the PML method by using compound
expansions. This is a further development of our scheme for analysis of stability and exponential convergence
of the PML method [8, 7], see also [9]. The added difficulties are due to the new effect mentioned above.
To overcome these difficulties we develop our approach to construction of PMLs and use non-homogeneous
boundary value problems in localization of the essential spectrum and in compound expansions.
This paper is organized as follows. In Section 2 we introduce manifolds with axial analytic quasicylindrical
ends and consider an illustrative example. Section 3 is devoted to construction of infinite PMLs. In Section 4
we localize the essential spectrum of the operator modeling infinite PMLs conjugated with exponent. In
Section 5 we establish a limiting absorption principle and show that outgoing and incoming solutions are of
some exponential decay in PMLs. Finally, in Section 6 we study the problem with finite PMLs and prove
stability and exponential convergence of the PML method.
2. Manifolds with axial analytic quasicylindrical ends
Let Ω be a compact (not necessarily simply connected) n-dimensional manifold with smooth boundary
∂Ω. Denote by Π the semi-cylinder R+ × Ω, where R+ is the positive semi-axis, and × stands for the
Cartesian product. Consider an oriented connected n+1-dimensional manifoldM representable in the form
M =Mc ∪Π, whereMc is a compact manifold with smooth boundary, see Fig. 1. We also assume that the
boundary ∂M of M is smooth.
Let g be a Riemannian metric on M. We identify the cotangent bundle T∗Π with the tensor product
T∗R+ ⊗ T∗Ω via the natural isomorphism induced by the product structure on Π. Then
(1) g ↾Π= g0dx⊗ dx + 2g1 ⊗ dx+ g2, gk(x) ∈ C∞T∗Ω⊗k, x ∈ R+.
Denote by CT∗Ω⊗k the tensor power of the complexified cotangent bundle CT∗Ω with fibers CT∗yΩ =
T∗yΩ ⊗ C. In what follows Cm stands for sections of complexified bundles. We equip the space C1T∗Ω⊗k
with the norm
(2) ‖ · ‖e = max
y∈Ω
(| · |e(y) + |∇ · |e(y)),
2
where e is a Riemannian metric on Ω, | · |e(y) is the norm in CT∗yΩ⊗k, and ∇ : C1T∗Ω⊗k → C0T∗Ω⊗k+1 is
the Levi-Civita connection on (Ω, e). The norms induced by different metrics e are equivalent.
Definition 1. We say that (M, g) is a manifold with axial analytic quasicylindrical end (Π, g ↾Π), if the
following conditions hold:
i. The coefficients R+ ∋ x 7→ gk(x) ∈ C∞T∗Ω⊗k in (1) extend by analyticity from the semi-axis R+ to
the sector Sα = {z ∈ C : | arg z| < α < π/4}.
ii. The values ‖g0(z)−1‖e , ‖g1(z)‖e, and ‖g2(z)−h‖e converge to zero uniformly in z ∈ Sα as |z| → ∞,
where h is a metric on Ω.
Long-range geometric perturbations of tubular waveguides (i.e. of manifolds (M, g) with g ↾Π= dx⊗dx+h)
are included into consideration as there are no assumptions on the rate of convergence in condition ii of
Definition 1. Let us give some illustrative examples of manifolds with axial analytic quasicylindrical ends.
Let Ω be a bounded domain in Rn with smooth boundary (Ω is a line segment if n = 1). By (x, y)
and (s, t) we denote the Cartesian coordinates in Rn+1, where x, s ∈ R and y, t ∈ Rn. Consider a closed
domain M with smooth boundary such that {(x, y) ∈ M : x 6 0} is a bounded subset of the half-space
{(x, y) ∈ Rn+1 : x > −2} and {(x, y) ∈M : x > 0} is the semi-cylinder Π. Let
G = {(s, t) ∈ Rn+1 : (s, t) = φ(x, y), (x, y) ∈ M}
be the image of M under a diffeomorphism φ satisfying the following conditions:
i. The function x 7→ φ(x, ·) ∈ C∞(Ω) has an analytic continuation from R+ to the sector Sα;
ii. The element in the row ℓ and column m of the matrix (φ′(z, ·))tφ′(z, ·), where (φ′)t is the transpose
of the Jacobian φ′, uniformly tends to the Kronecker delta δℓm in the space C
1(Ω) as |z| tends to
infinity, z ∈ Sα.
For instance, we can take
φ(x, y) =
(
x, (x + 3)βa+ (1 + (x+ 3)γ)y
)
, a ∈ Rn, β < 1, γ < 0.
Then the boundary ∂G approaches at infinity the bent semi-cylinder {(s, t) : s ∈ R+, t− (s+ 3)βa ∈ Ω}. If
we take
φ(x, y) =
(∫ x
0
(
1 + 1/ log(x˜+ 4)
)
dx˜,
(
1 + 1/ log(x + 5)
)
y
)
,
then ∂G slowly approaches at infinity the semi-cylinder R+ × ∂Ω, cf. Fig. 2. Time-harmonic acoustic
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Figure 2. Domain G ⊂ Rn+1 with quasicylindrical end.
scattering at angular frequency ω in the domain G filled by an inhomogeneous medium with anisotropic
density tensor ρ and bulk modulus K is modeled by the Neumann Laplacian on (G,Kρ) with spectral
parameter µ = ω2, where Kρ is a metric on G, e.g., [3]. Under certain assumptions on regularity of ρ and
K the pullback g of Kρ by the diffeomorphism φ satisfies the conditions of Definition 1. These assumptions
are apriori met for homogeneous isotropic media, i.e. the pullback g of the Euclidean metric Kρ by the
diffeomorphism φ satisfies the conditions of Definition 1. To study the Neumann Laplacian on (G,Kρ) is
the same as to study the Neumann Laplacian on (M, g). For our aims it is natural and convenient to work
on manifolds with axial analytic quasicylindrical ends.
3
3. Construction of infinite PMLs
Our approach here is very close in spirit to [14]. Let sr(x) = s(x− r), where r > 0 is sufficiently large and
s ∈ C∞(R) possesses the properties:
(3)
s(x) = 0 for all x 6 1,
0 6 s′(x) 6 1 for all x ∈ R, and s′(x) = 1 for large x > 0;
here s′ = ∂s/∂x. Let T′∗Sα be the holomorphic cotangent bundle {(z, c dz) : z ∈ Sα, c ∈ C}, where
dz = dℜz + idℑz. Consider the tensor field
(4) g0dz ⊗ dz + 2g1 ⊗ dz + g2 ∈ C∞(T′∗Sα ⊗ T∗Ω)⊗2
with analytic coefficients Sα ∋ z 7→ gk(z) ∈ C∞T∗Ω⊗k, cf. Definition 1. For all values of λ in the disk
(5) Oα = {λ ∈ C : |λ| < sinα < 1/
√
2}
the function sr defines the embedding
(6) T∗R+ ∋ (x, a dx) 7→
(
x+ λsr(x), a(1 + λs
′
r(x))
−1dz
) ∈ T′∗Sα,
where |1 + λs′r(x)| > 1− 1/
√
2. This embedding together with (4) induces the tensor field
(7) gλ ↾Π= g
r
0,λdx⊗ dx+ 2gr1,λ ⊗ dx+ gr2,λ ∈ C∞T∗Π⊗2,
where grk,λ(x) ∈ C∞T∗Ω⊗k are smooth in x ∈ R+ and analytic in λ ∈ Oα coefficients given by
grk,λ(x) = (1 + λs
′
r(x))
2−kgk(x+ λsr(x)).
Note that gλ ↾Π with λ ∈ Oα ∩ R is the pullback of the metric g ↾Π by the diffeomorphism κλ(x, y) =
(x + λsr(x), y) scaling the semi-cylinder Π along its axis R+. Since sr is supported on (r,∞), the equality
gλ ↾(0,r)×Ω= g ↾(0,r)×Ω holds for all λ ∈ Oα. We extend gλ ↾Π to M by setting gλ ↾M\Π= g ↾M\Π. As a result
we obtain the analytic function
Oα ∋ λ 7→ gλ ∈ C∞T∗M⊗2.
Clearly, g0 = g and (7) with λ = 0 is the same as (1). By analyticity in λ we conclude that gλ is a
symmetric tensor field. The Schwarz reflection principle gives gλ = gλ. It must be stressed that gλ with
λ 6= 0 depends on r, however we do not indicate this for brevity of notations. As r is sufficiently large, gλ is
non-degenerate; i.e. for p ∈ M and any nonzero a ∈ CTpM there exists b ∈ CTpM such that gpλ[a, b] 6= 0,
where gpλ[·, ·] is the sesquilinear form naturally defined by gλ. Indeed, onM\ (r,∞)×Ω the tensor field gλ is
non-degenerate because it coincides there with the metric g, while on (r,∞)×Ω it is only little different from
the non-degenerate tensor field (1 + λs′r)
2dx⊗ dx+ h, see (7) and condition ii of Definition 1. In particular,
gλ ↾Π coincides with (1 + λs
′
r)
2dx ⊗ dx + h in the case of manifold with cylindrical end, i.e. in the case
g ↾Π= dx⊗ dx+ h.
It is well known that a metric induces the musical isomorphism between tangent and cotangent bundles.
Similarly, gλ induces the fiber isomorphism
CT∗pM∋ ξ 7→ λ♯ξ ∈ CTpM,
where λ♯ξ is a unique vector satisfying the equality ξa = gpλ[
λ♯ξ, a] for all a ∈ CTpM. We extend gpλ[·, ·] to
the pairs (ξ, η) ∈ CT∗pM× CT∗pM by setting
g
p
λ[ξ, η] = g
p
λ[
λ♯ ξ, λ¯♯ η], λ ∈ Oα.
If λ is real, then gpλ[·, ·] is the positive Hermitian form induced by the metric gλ. The corresponding volume
form dvolλ extends by analyticity to all λ ∈ Oα. Introduce the deformed global inner product
(ξ, ω)λ =
∫
M
gλ[ξ, ω] dvolλ, λ ∈ Oα, ξ, ω ∈ C∞c T∗M⊗k, k = 0, 1.
Let us stress that for non-real λ ∈ Oα the form dvolλ is complex-valued and the deformed inner product
(ξ, ω)λ = (ω, ξ)λ¯ is not Hermitian. Let us consider the sesquilinear quadratic form
qλ[u, u] =
(
du, d(̺λ¯ u)
)
λ
, u ∈ C∞c (M), λ ∈ Oα,
where d : C∞c (M)→ C∞c T∗M is the exterior derivative and ̺λ ∈ C∞(M) is such that ̺λ dvolλ = dvol0.
4
Lemma 1. Introduce the space L2(M) and the Sobolev space H1(M) as completion of the set C∞c (M) with
respect to the norms
‖u‖ =
√
(u, u)0, ‖u‖H1(M) =
√
(du, du)0 + (u, u)0
respectively. Then the family Oα ∋ λ 7→ qλ of unbounded quadratic forms in L2(M) with domain H1(M)
is analytic in the sense of Kato [10, 16]; i.e. qλ is a closed densely defined sectorial form, and the function
Oα ∋ λ 7→ qλ[u, u] is analytic for any u ∈ H1(M). Moreover, the sector of qλ is independent of λ ∈ Oα.
The family Oα ∋ λ 7→ qλ uniquely determines an analytic family Oα ∋ λ 7→ λ∆ of unbounded m-
sectorial operators in L2(M) [10, 16]. (Here and elsewhere m-sectorial means that the numerical range
{(Au, u) : u ∈ D(A)} and the spectrum σ(A) of a closed unbounded operator A with the domain D(A) are
both in some sector {µ ∈ C : | arg(µ+ c)| 6 ϑ < π/2, c > 0}.) We have
(8) (λ∆u, v)0 = qλ[u, v], u ∈ D(λ∆), v ∈ H1(M).
In particular, (0∆u, v)0 = (du, dv)0 and
0∆ is the selfadjoint Neumann Laplacian. We consider λ∆ with
non-real λ ∈ Oα as the operator modeling an infinite PML on (r,∞)×Ω. We will show that this PML is an
artificial nonreflective strongly absorbing layer for the outgoing (resp. incoming) solutions if ℑλ > 0 (resp.
ℑλ < 0). Note that for u ∈ D(0∆) supported outside (r,∞)× Ω we have u ∈ D(λ∆) and 0∆u ≡ λ∆u.
Proof. In a finite covering of Ω by coordinate neighborhoods {Uj} take a neighborhood Uj and coordinates
y ∈ Rn in Uj . Then {R+ × Uj} is a covering of Π and (x, y) are coordinates in R+ × Uj . Denote ∂0 =
∂/∂x, ∂ℓ = ∂/∂yℓ, d0 = dx, and dℓ = dyℓ. As gλ is non-degenerate, the matrix gλ,ℓm in the coordinate
representation gλ = gλ,ℓmdℓ ⊗ dm has the inverse gℓmλ and for ξ = ξℓdℓ we have λ♯ξ = gℓmλ ξℓ∂m. Hence
gλ[ξ, ξ] = g
ℓm
λ ξℓξ¯m.
On Ω all metrics are equivalent. In particular we can take e = δℓmdℓ ⊗ dm, where δℓm is the Kronecker
delta. Then Definition 1 together with (7) immediately implies that
(9)
∣∣∂jk(gℓmλ − diag{(1 + λ)−2, h−1}ℓm)(x, y)∣∣ 6 C(x)→ 0 as x→∞, j = 0, 1.
Moreover,
(10)
∣∣∂jk(gℓmλ − diag{(1 + λs′r)−2, h−1}ℓm)(x, y)∣∣ 6 ǫr, x > r, λ ∈ Oα, j = 0, 1,
with sufficiently small ǫr as r is sufficiently large. Since h
−1(y) is a symmetric positive definite matrix, we
get ∣∣arg((1 + λs′r(x))−2|ξ0|2 + hℓm(y)ξℓξ¯m)∣∣ < 2α < π/2,
c|ξ|2 6 ∣∣(1 + λs′r(x))−2|ξ0|2 + hℓm(y)ξℓξ¯m∣∣ 6 |ξ|2/c,
where |ξ|2 = ξℓξ¯ℓ and c > 0. This together with (10) gives
(11) δ|ξ|2 6 ℜ(gℓmλ (x, y)ξℓξ¯m) 6 δ|ξ|2, | arg(gℓmλ (x, y)ξℓξ¯m)| 6 ϑ,
where x > r, δ = min{c− ǫr, (1/c+ ǫr)−1}, and ϑ = 2α+ 2 arcsin(ǫr/2c) < π/2.
From (11) and gpλ = g
p, p ∈M \ (r,∞)× Ω, we conclude that the first term in the representation
(12) qλ[u, u] =
∫
M
gλ[du, du] dvol0+
∫
M
gλ[du, ud̺λ¯]
̺λ
dvol0, u ∈ C∞c (M),
meets the estimates
(13) − θ 6 arg
∫
M
gλ[du, du] dvol0 6 θ, c(du, du)0 6 ℜ
∫
M
gλ[du, du] dvol0 6 (du, du)0/c
with some θ < π/2 and c > 0. The second term has an arbitrary small relative bound with respect to the
first term. Indeed,
(14)
∣∣∣∣
∫
M
gλ[du, ud̺λ¯]
̺λ
dvol0
∣∣∣∣ 6 (1 + tan θ)infp∈M ̺λ(p)
(
ℜ
∫
M
gλ[du, du] dvol0
)1/2
×
(
ℜ
∫
M
|u|2gλ[d̺λ, d̺λ] dvol0
)1/2
6 ǫ
∣∣∣∣
∫
M
gλ[du, du] dvol0
∣∣∣∣+ ǫ−1C‖u‖2
5
for any ǫ > 0 and an independent of ǫ, λ, and u constant C. Here we used the uniform in λ and p estimates
|̺λ(p)| > c > 0 and gpλ[d̺λ, d̺λ] 6 C < ∞, which are valid because ̺λ(p) = 1 for p /∈ (r,∞) × Ω and
̺λ =
√|g0|/|gλ| in R+ ×Uj , where ∂jk|gλ|(x, y)→ ∂jk((1 + λs′r)2|h|)(x, y) as x > r → ∞, cf. (10) (as usual,
|g| := det(gℓm)).
As a consequence of (12), (13), and (14) for some ϑ < π/2 and some positive δ and γ we obtain
(15) | arg(qλ[u, u] + γ‖u‖2)| 6 ϑ, δ(du, du)0 − γ‖u‖2 6 ℜqλ[u, u] 6
(
(du, du)0 + ‖u‖2
)
/δ
uniformly in λ ∈ Oα. Therefore qλ in L2(M) with domain H1(M) is a closed densely defined sectorial form
and its sector {µ ∈ C : | arg(µ+γ)| 6 ϑ} is independent of λ. By construction the function Oα ∋ λ 7→ qλ[u, u]
is analytic for any u ∈ H1(M). 
4. Conjugated operator and its essential spectrum
In order to show exponential decay of outgoing (resp. incoming) solutions in infinite PMLs we study the
operator λ∆, ℑλ > 0 (resp. ℑλ < 0), conjugated with an exponent.
Let s be a smooth function on the semi-cylinder Π, which depends only on the axial variable x ∈ R+ and
possesses the properties (3). We extend s to a smooth function on M by setting s ↾M\Π≡ 0. Consider the
conjugated operator λ∆β = e
−βs λ∆ eβs with parameter β ∈ C on functions {u ∈ C∞c (M) : eβsu ∈ D(λ∆)},
where eβs is the operator of multiplication by the exponent. With λ∆β we associate the quadratic form
q
β
λ[u, u] =
(
d(eβsu), d(e−βs̺λu)
)
λ
, u ∈ C∞c (M).
Lemma 2. For any λ ∈ Oα the form qβλ in L2(M) is a closed sectorial form with the domain H1(M).
Moreover, its sector is independent of λ.
Proof. We have
q
β
λ[u, u]− qλ[u, u] = β
(
u ds, d(̺λu)
)
λ
− β(̺λ du, u ds)λ − β2
(
̺λu ds, u ds
)
λ
,
where the right hand side depends linearly on du. Similarly to (14) we conclude that the difference qβλ − qλ
has an arbitrarily small relative bound with respect to qλ. More precisely,
|qβλ[u, u]− qλ[u, u]| 6 ε|qλ[u, u]|+ C(|β|, ε)‖u‖2,
where ε > 0 is arbitrarily small and C(|β|, ε) is independent of λ ∈ Oα and u ∈ C∞c (M). This together
with (15) completes the proof. 
The Friedrichs extension of λ∆β is an m-sectorial operator [10, 16]. Consider its domain D(
λ∆β) as a
Hilbert space with the norm
√‖ · ‖2 + ‖λ∆β · ‖2. We say that µ is a point of the essential spectrum σess(λ∆β)
if the bounded operator
(16) λ∆β − µ : D(λ∆β)→ L2(M)
is not Fredholm. (Recall that a bounded linear operator is said to be Fredholm, if its kernel and cokernel
are finite-dimensional, and the range is closed.)
Proposition 1. Let λ ∈ Oα and β ∈ C. Then µ ∈ σess(λ∆β) if and only if
(17) µ− (1 + λ)−2(ξ + iβ)2 ∈ σ(∆NΩ )
for some ξ ∈ R, where σ(∆NΩ ) is the spectrum of the selfadjoint Neumann Laplacian ∆NΩ on (Ω, h).
The spectrum σess(
λ∆β) is depicted on Fig. 3. In the case β = 0 the parabolas collapse to the dashed
rays and we obtain the essential spectrum of λ∆ ≡ λ∆0. The proof of Proposition 1 is preceded by
Lemma 3. The operator λ∆, λ ∈ Oα, corresponds to a regular elliptic boundary value problem on M.
Proof. On M\ (r,∞) × Ω the operator λ∆ coincides with the Neumann Laplacian, which corresponds to a
regular elliptic problem [15, 13].
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Figure 3. Essential spectrum of the operator λ∆β for ℑλ > 0 and β ≷ 0, the dashed rays
correspond to β = 0.
Let y ∈ Rn be a system of coordinates in a neighborhood Uj on Ω. In the case ∂Ω ∩ Uj 6= ∅ we pick
boundary normal coordinates y = (y′, yn) such that ∂yn coincides with the unit inward normal derivative
given by the metric h. From (8) it follows that in the coordinates (x, y) we have
(18) λ∆ = −|gλ|−1/2∂ℓ|gλ|1/2gℓmλ ∂m
and the functions u ∈ D(λ∆) satisfy some boundary condition λNu = 0 on ∂M such that
(19) λNu = gnmλ ∂mu ↾yn=0= 0
if ∂Ω∩Uj 6= ∅; here notations are the same as in the proof of Lemma 1. The operator (18) is strongly elliptic
for x > r due to (11). It remains to show that the Shapiro-Lopatinskiˇı condition is met on (r,∞)×(∂Ω∩Uj).
Thanks to (10) the principal part of (18) for yn = 0 (resp. the principal part of the operator of boundary
conditions in (19)) is little different from −(1 + λs′r(x))−2∂20 −Q(y′, ∂y′) − ∂2n (resp. from ∂n) uniformly in
x > r, λ ∈ Dα, and y′ as r is large. Here −Q(y′, ∂y′) − ∂2n is the principal part of ∆Ω. For ξ = (ξ0, ξ′) on
the unit sphere Sn and every bounded solution u 6= 0 of(
(1 + λs′r(x))
−2ξ20 +Q(y
′, ξ′)− ∂2yn
)
u(yn) = 0 for yn ∈ R+
we have
∂ynu(0) = C∂yne
−yn
√
(1+λs′r(x))
−2ξ20+Q(y
′,ξ′) ↾yn=0= −C
√
(1 + λs′r(x))
−2ξ20 +Q(y
′, ξ′) 6= 0
because ℜ(1 + λs′r(x))−2 > 0 and Q(y′, ξ′) is a positive definite quadratic form in ξ′. In other words, the
pair
(−(1 + λs′r(x))−2∂20 + Q(y′, ∂y′) − ∂2n, ∂n) satisfies the Shapiro-Lopatinskiˇı condition or, equivalently,
the estimate
(20) ‖u‖H2(R+) 6 C
(∥∥((1 + λs′r(x))−2ξ20 +Q(y′, ξ′)− ∂2yn)u∥∥L2(R+) + |∂ynu(0)|
)
holds, e.g. [13, 15]. The constant C in (20) is independent of r > 0, ξ ∈ Sn, λ ∈ Oα, x ∈ R+, and
y′ ∈ Uj ∩ ∂Ω. (Indeed, it suffices to note that (20) with r replaced by r′ can be obtained by the change of
variables x 7→ x+r−r′, the function s′r varies over a compact subset of R+ only, and (1+λs′r(x))−2ξ20+Q(y′, ξ′)
is smooth in λ, ξ, x, and y′.) This together with (10) implies that the estimate similar to (20) is valid for the
principal parts of (18) and (19) provided x > r, where r is sufficiently large. This completes the proof. 
Now we are in position to prove Proposition 1.
Proof. We will rely on the following lemma due to Peetre, see e.g. [15, Lemma 5.1] or [13, Lemma 3.4.1]:
Let X ,Y and Z be Banach spaces, where X is compactly embedded into Z. Furthermore, let L be a
linear continuous operator from X to Y. Then the next two assertions are equivalent: (i) the range
of L is closed in Y and dim kerL <∞, (ii) there exists a constant C such that
(21) ‖u‖X 6 C(‖Lu‖Y + ‖u‖Z) ∀u ∈ X .
Sufficiency. Here we assume that µ does not satisfy (17) and establish an estimate of type (21) for the
operator (16). Consider the operator (λ∆, λN ) : C∞c (M)→ C∞c (M)× C∞c (∂M) satisfying
(λ∆u, v)0 + 〈λNu, v〉 = qλ[u, v], u ∈ C∞c (M), v ∈ H1(M),
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where λN is the operator of boundary conditions on ∂M and 〈·, ·〉 is the inner product on (∂M, g ↾∂M).
Clearly, λNu = 0 for u ∈ D(λ∆). Besides, in the local coordinates (x, y) on R+ × Ω we have (18) and (19).
In particular, 0∆ is the Laplace-Beltrami operator on (M, g) and 0N is the corresponding operator of the
Neumann boundary conditions. Consider also the conjugated operator (λ∆β ,
λNβ) = e−sβ(λ∆, λN )esβ.
Introduce the Sobolev space Hℓ(R×Ω) as the completion of the set C∞c (R×Ω) with respect to the norm
‖u‖Hℓ(R×Ω) =
(∫
R
∑
k6ℓ
‖∂kxu(x)‖2Hℓ−k(Ω) dx
)1/2
,
where Hℓ(Ω) is the Sobolev space on Ω. Let H1/2(R× ∂Ω) be the space of traces u ↾R×∂Ω of the functions
u ∈ H1(R×Ω). Denote by ∂η the operator of Neumann boundary conditions on R× ∂Ω taken with respect
to the metric dx⊗ dx+ h. Applying the Fourier transform Fx 7→ξ we pass from the continuous operator
(22)
(
∆Ω − (1 + λ)−2(∂x + β)2 − µ, ∂η
)
: H2(R× Ω)→ H0(R× Ω)×H1/2(R× ∂Ω)
to the operator
(
∆Ω+(1+λ)
−2(ξ+iβ)2−µ, ∂η
)
of the Neumann problem on (Ω, h). As µ does not meet (17),
the latter operator is invertible for all ξ and the inverse of (22) is given by
F−1ξ 7→x
(
∆Ω + (1 + λ)
−2(ξ + iβ)2 − µ, ∂η
)−1Fx 7→ξ;
see e.g. [13, Theorem 5.2.2] or [12, Theorem 2.4.1] for details. As a consequence we have
(23) ‖u‖H2(R×Ω) 6 C
∥∥(∆Ω − (1 + λ)−2(∂x + β)2 − µ, ∂η)u∥∥H0(R×Ω)×H1/2(R×∂Ω).
Let χT (x) = χ(x − T ), where χ ∈ C∞(R) is a cutoff function such that χ(x) = 1 for x > 1 and χ(x) = 0
for x 6 0. Then due to (9), (18), and (19) the constant c(T ) in the estimate∥∥(λ∆β −∆Ω + (1 + λ)−2(∂x + β)2, λNβ − ∂η)χTu‖H0(R×Ω)×H1/2(R×∂Ω) 6 c(T )‖χTu‖H2(R×Ω)
tends to zero as T → +∞. This together with (23) implies that for all sufficiently large T the estimate
(24) ‖χTu‖H2(R×Ω) 6 C‖(λ∆β − µ, λNβ)χTu‖H0(R×Ω)×H1/2(R×∂Ω)
holds, where C = (1/C − c(T ))−1 > 0.
Let Hℓ(M) be the Sobolev space introduced as the completion of the set C∞c (M) in the norm
‖u‖Hℓ(M) =
(
‖u‖2Hℓ(Mc) +
∫
R+
∑
k6ℓ
‖∂kxu(x)‖2Hℓ−k(Ω) dx
)1/2
,
where ∂x = ∂/∂x and H
ℓ(Mc) is the Sobolev space on the compact manifoldMc. By H1/2(∂M) we denote
the space of traces on ∂M of functions in H1(M). We extend χT from its support in Π to M by zero and
rewrite (24) in the form
‖χTu‖H2(M) 6 C
(‖χT (λ∆β − µ, λNβ)u‖L2(M)×H1/2(M) + ‖[(λ∆β , λNβ), χT ]u‖L2(M)×H1/2(M).
For the commutator we have [(λ∆β ,
λNβ), χT ]u = [(λ∆β , λNβ), χT ](1− χ2T )u and therefore
‖[(λ∆β , λNβ), χT ]u‖L2(M)×H1/2(M) 6 C‖(1− χ2T )u‖H2(M).
Moreover, as a consequence of Lemma 3 the local elliptic coercive estimate
‖(1− χ2T )u‖H2(M) 6 C
(‖(1− χ3T )(λ∆β − µ, λNβ)u‖L2(M)×H1/2(∂M) + ‖(1− χ3T )u‖)
is valid [15]. From the last three estimates it follows that
(25) ‖u‖H2(M) 6 C
(‖(λ∆β − µ, λNβ)u‖L2(M)×H1/2(∂M) + ‖(1− χ3T )u‖).
In particular, (25) implies that ‖ · ‖H2(M) is an equivalent norm in D(λ∆β) = {u ∈ H2(M) : λNβu = 0}.
Let w be a bounded rapidly decreasing at infinity positive function on M such that the embedding of
H2(M) into the weighted space L2(M,w) with the norm ‖w · ‖ is compact. Then D(λ∆β) is compactly
embedded into L2(M,w) and (25) is an estimate of type (21) for the operator (16). Thus the range of (16)
is closed and the kernel is finite-dimensional. In order to see that the cokernel is finite-dimensional, one can
apply the same argument and obtain an estimate of type (21) for the adjoint operator.
Necessity. Now we assume that µ meets (17) for some j and show that the operator (16) is not Fredholm.
It suffices to find a sequence {vℓ}∞ℓ=1 in D(λ∆) violating the estimate (25).
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We first show that for a regular point µ0 of the m-sectorial operator
λ∆β the continuous operator
(26) (λ∆β − µ0, λNβ) : H2(M)→ L2(M)×H1/2(∂M)
realizes an isomorphism. With this aim in mind we replace (1 − χ3T )u by wu in (25). Then by the Peetre
lemma the range of (26) is closed. It is easy to see that the elements in the cokernel of the operator (26)
are of the form (v, v ↾∂M) with v ∈ ker(λ∆∗β − µ0), where λ∆∗β is adjoint to the m-sectorial operator λ∆β in
L2(M) with domain D(λ∆β). Indeed, let (v, v) be in the kernel of the adjoint operator
(λ∆β − µ0, λNβ)∗ : L2(M)× (H1/2(∂M))∗ → (H2(M))∗.
Then (λ∆βu − µ0u, v)0 + 〈λNβu, v〉 = 0 for all u ∈ H2(M), where 〈·, ·〉 is extended to H1/2(∂M) ×
(H1/2(∂M))∗. Since D(λ∆β) ⊂ H2(M), we immediately see that v ∈ ker(λ∆∗β − µ0). Then for u ∈ H2(M)
the Green identity gives 〈λNβu, v − v ↾∂M〉 = 0 and therefore v = v ↾∂M. As a consequence, (26) is an
isomorphism for µ0 /∈ σ(λ∆β).
Let χ ∈ C∞(R) be such that χ(x) = 1 for |x−3| 6 1, and χ(x) = 0 for |x−3| > 2. Consider the functions
(27) uℓ(x, y) = χ(x/ℓ) exp
(
i(1 + λ)
√
µ− νjx
)
Φ(y), (x, y) ∈ R× Ω,
where Φ is an eigenfunction of the Neumann Laplacian ∆NΩ corresponding to the eigenvalue νj . It is clear
that uℓ satisfies the Neumann boundary condition ∂ηuℓ = 0 on R× ∂Ω. As µ meets the condition (17), the
exponent in (27) is an oscillating function of x ∈ R. Straightforward calculation shows that
(28)
∥∥(∆Ω − (1 + λ)−2(∂x + β)2 − µ)uℓ∥∥H0(R×Ω) 6 const, ‖uℓ‖H2(R×Ω) →∞
as ℓ→ +∞. We extend the functions uℓ from Π to M by zero and set
vℓ = uℓ − (λ∆β − µ0, λNβ)−1(0, λNβuℓ),
where µ0 is a regular point of the m-sectorial operator
λ∆β . Clearly, vℓ ∈ D(λ∆β). We also have
(29) ‖(λ∆β − µ0, λNβ)−1(0, λNβuℓ)‖H2(M) 6 C‖(λNβ − ∂η)uℓ‖H1/2(∂M) 6 Cℓ‖uℓ‖H2(R×Ω),
where Cℓ → 0 as ℓ→ +∞. Hence
(30) ‖vℓ‖H2(M) > ‖uℓ‖H2(R×Ω) − Cℓ‖uℓ‖H2(R×Ω), ‖vℓ − uℓ‖H2(M) 6 Cℓ‖uℓ‖H2(R×Ω).
Assume that the estimate (25) is valid. Without loss of generality we can take a rapidly decreasing weight
w such that ‖wuℓ‖ 6 Const uniformly in ℓ and the embedding H2(M) →֒ L2(M;w) is compact. It is clear
that ‖wu‖ 6 c‖u‖H2(M) with some independent of u ∈ H2(M) constant c. Therefore
(31) ‖wvℓ‖ 6 Const+ cCℓ‖uℓ‖H2(R×Ω),
cf. (30). The estimate
‖(λ∆β −∆Ω + (1 + λ)−2(∂x + β)2)uℓ‖ 6 cℓ‖uℓ‖H2(R×Ω),
where cℓ → 0 as ℓ→ +∞, together with (28) and (30) gives
(32)
‖(λ∆β − µ)vℓ‖ 6 C
∥∥(−(1 + λ)−2(∂x + β)2 +∆Ω − µ)uℓ∥∥H0(R×Ω)
+‖(λ∆β −∆Ω + (1 + λ)−2(∂x + β)2)uℓ‖+ ‖(λ∆β − µ)(vℓ − uℓ)‖
6 C · const+ (cℓ + CCℓ)‖uℓ‖H2(R×Ω).
Finally, as a consequence of (30), (25), (32) and (31), we get
(33)
‖uℓ‖H2(R×Ω) − Cℓ‖uℓ‖H2(R×Ω) 6 ‖vℓ‖H2(M) 6 C(‖(λ∆β − µ)vℓ‖+ ‖wvℓ‖)
6 C(C · const+ (CCℓ + cℓ)‖uℓ‖H2(R×Ω) + Const+ cCℓ‖uℓ‖H2(R×Ω)).
Since cℓ → 0 and Cℓ → 0, the inequalities (33) imply that the value ‖uℓ‖H2(R×Ω) remains bounded as
ℓ→ +∞. This contradicts (28). Thus the sequence {vℓ}∞ℓ=1 violates the estimate (25). 
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5. Exponential decay of solutions in infinite PMLs
Consider the algebra E of all entire functions C ∋ z 7→ F (z, ·) ∈ C∞(Ω) with the following property: in
any sector |ℑz| 6 (1− ǫ)ℜz with ǫ > 0 the value ‖F (z, ·)‖L2(Ω) decays faster than any inverse power of ℜz as
ℜz → +∞. Examples of functions F ∈ E are F (z, y) = e−γz2P (z, y), where γ > 0 and P (z, y) is an arbitrary
polynomial in z with coefficients in C∞(Ω). We say that f ∈ L2(M) is an analytic vector, if f(x, y) = F (x, y)
for some F ∈ E and all (x, y) ∈ Π. For any f in the set A of all analytic vectors we can define the analytic
function Oα ∋ λ 7→ fλ ∈ L2(M) by setting fλ = f on M\ (r,∞) × Ω and fλ(x, y) = f(x + λsr(x), y) for
(x, y) ∈ (r,∞)× Ω. The set {fλ : f ∈ A} is dense in L2(M) for any λ ∈ Dα, see, e.g., [6, Theorem 3].
Theorem 1. Assume that µ0 ∈ R \ σ(∆NΩ ) is not an eigenvalue (i.e. not a trapped mode) of the self-adjoint
Neumann Laplacian 0∆ in L2(M). Then the following assertions are valid.
1. For any f ∈ A there exist outgoing u− and incoming u+ solutions defined by the limiting absorption
principle
(34) u+ = lim
ǫ↑0
(0∆− µ0 − iǫ)−1f, u− = lim
ǫ↓0
(0∆− µ0 − iǫ)−1f,
where the limits are taken in the space L2loc(M).
2. For λ ∈ Oα with ℑλ < 0 (resp. ℑλ > 0) the m-sectorial operator λ∆ in L2(M) models PMLs on
(r,∞) × Ω for incoming (resp. outgoing) solutions in the sense that uλ = (λ∆ − µ0)−1fλ coincides
on M\ (r,∞)× Ω with the incoming solution u+ (resp. with the outgoing solution u−) and
(35) ‖eβsuλ‖H2(M) 6 C(µ0, λ)‖eβsfλ‖, 0 6 β < minν∈σ(∆N
Ω
)|ℑ{(1 + λ)
√
µ0 − ν}|.
The estimate (35) shows that uλ decays exponentially in the PMLs.
Proof. 1. We need to prove that for any ̺ ∈ C∞c (M) and f ∈ A the function ̺(0∆ − µ0 − iǫ)−1f tends to
some limits in L2(M) as ǫ ↓ 0 and ǫ ↑ 0. Take a sufficiently large r such that supp ̺ ∩ (r,∞) × Ω = ∅.
Let µ be outside the sector of m-sectorial operator λ∆. Then for any real λ ∈ Oα the change of variable
x 7→ x+ λsr(x) outside supp ̺ implies
(36) ̺(0∆− µ)−1f = ̺(λ∆− µ)−1fλ.
From Lemma 1 and (8) it follows that the resolvent (λ∆−µ)−1 is an analytic function of λ ∈ Oα with values
in the space of bounded operators in L2(M) [16, Theorem XII.7]. Thus (36) extends by analyticity to all
λ ∈ Oα. As µ is a regular point of λ∆ in the the simply connected set C \ σess(λ∆) (see Proposition 1), the
Fredholm analytic theory implies that the resolvent
C \ σess(λ∆) ∋ µ 7→ (λ∆− µ)−1 : L2(M)→ D(λ∆)
is a meromorphic operator function; see, e.g., [12, Appendix]. It remains to show that µ0 ∈ C \ σess(λ∆) is
not a pole. Then the right hand side of (36) with ℑλ < 0 (resp. ℑλ > 0) provides the left hand side with
analytic continuation from µ = µ0 + iǫ to µ = µ0 as ǫ ↓ 0 (resp. ǫ ↑ 0).
For µ outside of the sector of λ∆ and real λ ∈ Oα by the change of variable x 7→ x+ λsr(x) we obtain
(37)
(
(0∆− µ)−1f, g)
0
=
(
(λ∆− µ)−1fλ, gλ¯
)
λ
, f, g ∈ A.
This equality extends by analyticity to all λ ∈ Oα. Suppose, by contradiction, that µ0 is a pole of (λ∆−µ)−1
with ℑλ ≶ 0. As the sets {fλ : f ∈ A} and {gλ¯ : g ∈ A} are dense in L2(M), the right hand side of (37)
has a pole at µ0 for some f and g. Then (37) implies that (Pµ0f, g) 6= 0, where Pµ0 is the projection onto
the eigenspace of the selfadjoint operator 0∆, and thus ker(∆− µ0) 6= {0}. This is a contradiction.
2. Since (36) is valid for any ̺ ∈ C∞c (M) such that supp ̺ ∩ (r,∞) × Ω = ∅, our construction in
the proof of assertion 1 shows that uλ coincides on M \ (r,∞) × Ω with u+ (resp. u−) if ℑλ < 0 (resp.
ℑλ > 0). The condition on β in (35) guarantees that µ0 together with all points outside of the sector of
m-sectorial operator λ∆β is in the simply connected subset of C \ σess(λ∆β), see Proposition 1. Then the
Fredholm analytic theory implies that µ0 is either an eigenvalue of
λ∆β or µ0 /∈ σ(λ∆β), e.g., [12, Appendix].
The inclusion Ψ ∈ ker(λ∆β − µ0) gives e−βsΨ ∈ ker(λ∆ − µ0) = {0} as µ0 is not a pole of (λ∆ − µ)−1.
Hence µ0 /∈ σ(λ∆β). This together with the equality eβsuλ = (λ∆β − µ0)−1eβsfλ justifies the estimate (35),
cf. (25). 
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6. Finite PMLs, stability and exponential convergence of the PML method
Consider the compact manifoldMR =M\ (R,∞)×Ω. The boundary ∂MR ofMR is piecewise smooth.
It has two conic points in the case of a 1-dimensional manifold Ω and the edge ∂Ω × {R} otherwise. We
denote ∂MR \ ({R} × Ω) = ∂M−R. Introduce the Sobolev space H2(MR) as the completion of the set
C∞c (MR) with respect to the norm
‖u‖H2(MR) =
(
‖u‖2H2(Mc) +
∑
ℓ62
∫ R
0
‖∂ℓxu(x)‖2H2−ℓ(Ω) dx
)1/2
,
where H2(Mc) and H2−ℓ(Ω) are the Sobolev spaces on the smooth compact manifoldsMc and Ω. Consider
the problem with finite PMLs: given F ∈ L2(MR) find a solution v ∈ H2(MR) to the problem
(38) (λ∆− µ0)v = F on MR; λNv = 0 on ∂M−R; v = 0 on {R} × Ω.
In the next theorem we prove a stability result for this problem.
Theorem 2. Let λ ∈ Oα \R. Assume that µ0 ∈ R \ σ(∆Ω) is not an eigenvalue of the selfadjoint Neumann
Laplacian 0∆ in L2(M). Then there exists a large number R0 > 0 such that for all R > R0 and F ∈
L2(MR), (38) has a unique solution v ∈ H2(MR). Moreover, the estimate
(39) ‖v‖H2(MR) 6 C‖F‖L2(MR)
holds with independent of R > R0 and F constant C.
In the proof of Theorem 2 we rely on compound expansions. This requires construction of an approximate
solution to (38) compounded of solutions to limit problems, e.g., [13]. Being substituted into (38) the
approximate solution leaves a discrepancy, which tends to zero as R increases. In contrast to the case of
the Dirichlet Laplacian [7], here the discrepancy left in the boundary conditions on ∂M−R cannot be made
small for large R if we use homogeneous limit problems. As the first limit problem we take the problem with
infinite PMLs and non-homogeneous boundary conditions on ∂M. In the next lemma we study the second
limit problem.
Introduce the weighted Sobolev space Hkβ ((−∞, R)× Ω) as the completion of the set C∞c ((−∞, R)× Ω)
in the norm
‖u‖Hkβ((−∞,R)×Ω) =

∑
ℓ6k
∫ R
−∞
‖e−βx∂ℓxu(x)‖2Hk−ℓ(Ω) dx


1/2
.
We also set L2β
(
(−∞, R)× Ω) = H0β((−∞, R)× Ω) and denote by H1/2β ((−∞, R)× ∂Ω) the space of traces
on (−∞, R)× ∂Ω of the functions in H1β((−∞, R)× Ω).
Lemma 4. Assume that λ ∈ Oα \ R, µ0 ∈ R \ σ(∆NΩ ), and β is in the interval (35). Then for any
f ∈ L2β
(
(−∞, R)× Ω) and g ∈ H1/2β ((−∞, R)× ∂Ω) there exists a solution u to the second limit problem
(40) (∆Ω − (1 + λ)−2∂2x − µ0)u = f on (−∞, R)× Ω, ∂ηu = g on (−∞, R)× ∂Ω, u = 0 on {R} × Ω,
satisfying the estimate
(41)
∥∥u‖H2β((−∞,R)×Ω) 6 C
(‖f‖L2β((−∞,R)×Ω) + ‖g‖H1/2β ((−∞,R)×∂Ω)
)
,
where the constant C is independent of f and g. Here ∂η is the operator of the Neumann boundary conditions
on (−∞, R)× ∂Ω induced by the product metric dx⊗ dx+ h on (−∞, R)× Ω.
Proof. Without loss of generality we can assume that R = 0 (the general case can be obtained by the change
of variables x 7→ x − R). We give only a sketch of the proof as it is essentially based on a well known
argument, details can be found e.g. in [13].
Assume that (f, g) ∈ C∞c (R−×Ω)×C∞c (R−×∂Ω) and extend it to a function in C∞c (R×Ω)×C∞c (R×∂Ω)
by setting
(
f, g
)
(−x) = −(f, g)(x) for x < 0. The Fourier transform Fx 7→ξ(f, g) is an entire function of ξ
with values in L2(Ω) × H1/2(∂Ω) decaying faster than |ξ|−k with any k > 0 as ξ tends at infinity in any
strip |ℑξ| < C. Since µ0 − (1 + λ)−2ξ2 with 0 6 ℑξ < β is not an eigenvalue of ∆NΩ and the strongly elliptic
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operator ∆Ω − (1 + λ)−2∂2x on R×Ω with the operator ∂η on R× ∂Ω set up a regular elliptic problem, the
elliptic coercive estimate
(42)
2∑
p=0
|ξ|2p‖Ψ‖2H2−p(Ω) 6 C
(‖((1 + λ)−2ξ2 +∆Ω − µ)Ψ‖2L2(Ω) + |ξ|‖∂ηΨ‖2L2(∂Ω) + ‖∂ηΨ‖2H1/2(∂Ω))
with parameter 0 6 ℑξ < β is valid. Moreover, the operator(
∆Ω + (1 + λ)
−2ξ2 − µ0, ∂η
)
: H2(Ω)→ H0(Ω)×H1/2(∂Ω), 0 6 ℑξ < β,
yields an isomorphism and
(43) u(x) = F−1ξ 7→x
(
∆Ω + (1 + λ)
−2ξ2 − µ0, ∂η
)−1Fx 7→ξ(f, g)
is a unique in L2(R× Ω) solution to the Neumann problem
(∆Ω − (1 + λ)−2∂2x − µ0)u = f on R× Ω, ∂ηu = g on R× ∂Ω.
Usual argument on smoothness of solutions to elliptic problems gives u ∈ C∞(R × Ω). Since x 7→ (f, g)(x)
is odd it follows that Fx 7→ξ(f, g) is an odd function of ξ. Therefore x 7→ u(x) is odd and u(0) = 0.
The Cauchy integral theorem and the estimate (42) allow to replace the contour of integration R in (43)
by {ξ ∈ C : ℑξ = β}. Then the Parseval equality implies that u is a solution to the problem (40) satisfying
the estimate (41). By continuity our construction extends to all f ∈ L2β
(
R−×Ω
)
and g ∈ H1/2β (R−×∂Ω). 
Now we are in position to prove Theorem 2.
Proof. The proof is carried out using the compound expansion method. We say that w ∈ H2(MR) is an
approximate solution to the non-homogeneous problem
(44) (λ∆− µ0)v = F on MR, λN v = G on ∂M−R, v = 0 on {R} × Ω
if the following conditions are satisfied:
i. The estimate
‖w‖H2(MR) 6 c‖(F,G)‖L2(MR)×H1/2(∂M−R)
holds with an independent of F , G, and R constant c;
ii. The estimate
(45) ‖(λ∆− µ0, λN )w − (F,G)‖L2(MR)×H1/2(∂M−R) 6 CR‖(F,G)‖L2(MR)×H1/2(∂M−R)
is valid, where the constant CR is independent of F and G and CR → 0 as R→ +∞.
Due to Condition i wR continuously depends on F and G. Condition ii implies that the discrepancy, left by
wR in the problem (44), tends to zero as R → +∞. Once an approximate solution is found, it is not hard
to verify the assertion of the theorem.
Let ρ ∈ C∞(R) be a cutoff function such that ρ(x) = 1 for x 6 0 and χ(x) = 0 for x > 1/2. We set
ρR = ρ(x − R) on Π and ̺R = 1 on M \ Π. Let (f, g) = ̺R/2(F,G) and (f, g) = (1 − ̺R)(F,G). Extend
(F,G) fromMR×∂M−R toM×∂M and (f, g) from (0, R)×Ω× (0, R)×∂Ω to (−∞, R)×Ω× (−∞, R)×∂Ω
by zero. We already know that µ0 /∈ σ(λ∆β) and hence (26) yields an isomorphism for β in the interval
in (35) (see the proof of Theorem 1.2). We find an approximate solution w compounded of uλ = e
−βs(λ∆β −
µ0,
λNβ)−1eβs(f, g) and a solution u ∈ H2β((−∞, R)× Ω) to the equation (40) in the form
w = ̺Ruλ + (1− ̺R/3)u;
here the second term in the right hand side is extended from (−∞, R)× Ω to MR by zero. On the support
of (f, g) we have eβs 6 CeβR/2 and on the support of (f, g) we have e−βx 6 Ce−βR/2 uniformly in R. Hence
(46)
‖eβs(f, g)‖L2(M)×H1/2(∂M) + eβR
∥∥(f, g)‖
H0
β
((−∞,R)×Ω)×H
1/2
β
((−∞,R)×∂Ω)
6 CeβR/2‖(F,G)‖L2(MR)×H1/2(∂M−R)
with an independent of R and (F,G) constant C. Thanks to (41) and (46) we can conclude that
‖w‖2H2(MR) 6 ‖̺Ruλ‖2H2(M) + ‖(1− ρR/3)u‖2H2((−∞,R)×Ω) 6 C‖(F,G)‖2L2(MR)×H1/2(∂M−R)
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and Condition i is satisfied.
Let us verify Condition ii. We have
(47)
(λ∆− µ0, λN )w − (F,G) = [(λ∆, λN ), ̺R]uλ +
(
(1 + λ)−2[∂2x, ρR/3]u, 0
)
+
(
λ∆−∆Ω + (1 + λ)−2∂2x, λN − ∂η
)
(1 − ρR/3)u.
On the support of the commutator [(λ∆, λN ), ̺R]uλ the weight eβs is bounded from below by ceβR uniformly
in R > 0. As a consequence,
(48)
∥∥[(λ∆, λN ), ̺R]uλ∥∥L2(MR)×H1/2(∂M−R) 6 C1e−βR‖eβsuλ‖H2(M) 6 C2e−βR‖eβs(f, g)‖L2(M)×H1/2(∂M).
Now we estimate the second term in the right hand side of (47). On the support of [∂2x, ρR/3]u we have
e−βx > Ce−βR/3. Thanks to (41) we obtain
(49)
∥∥(1 + λ)−2[∂2x, ρR/3]u∥∥L2(MR) 6 C1eβR/3
∥∥u;H2β((−∞, R)× Ω)∥∥
6 C2e
βR/3
∥∥(f, g)‖
H0β((−∞,R)×Ω)×H
1/2
β ((−∞,R)×Ω)
.
Finally, consider the last term in the right hand side of (47). On the support of (1− ρR/3)u the coefficients
of the operator
(
λ∆−∆Ω+(1+λ)−2∂2x, λN −∂η
)
uniformly tend to zero as R→ +∞; see (9) and (18), (19).
This together with (41) gives
(50)
∥∥(λ∆−∆Ω + (1 + λ)−2∂2x, λN − ∂η)(1 − ρR/3)u∥∥L2(MR)×H1/2(∂M−R)
6 cR
∥∥(f, g)‖
H20 ((−∞,R)×Ω)×H
1/2
0 ((−∞,R)×∂Ω)
,
where cR → 0 as R→ +∞. From (46)–(50) it follows that w meets Condition ii. Thus w is an approximate
solution to the problem (44).
Now we are in position to prove the assertion of the theorem. Observe that (λ∆, λN )w− (f, g) = OR(f, g)
with some operator OR in L
2(MR)×H1/2(∂M−R), whose norm ‖OR‖ tends to zero as R→ +∞ because of
Condition ii on w. For all R > R0 we have ‖OR‖ 6 ǫ < 1. Hence there exists the inverse (I +OR)−1 and its
norm is bounded by the constant 1/(1− ǫ) uniformly in R > R0. We set (f˜ , g˜) = (I +OR)−1(f˜ , g˜). In the
same way as before we construct the approximate solution w for the problem (44), where (f, g) is replaced
by (f˜ , g˜). Then for v = w we have (λ∆− µ0, λN )v = (f˜ , g˜) +OR(f˜ , g˜) = (f, g) and
‖v;H2(MR)‖ 6 c‖(f˜ , g˜)‖L2(MR)×H1/2(∂M−R) 6 c/(1− ǫ)‖(f, g)‖L2(MR)×H1/2(∂M−R),
where C is independent of R > R0. In particular for R > R0 and f ∈ L2(MR) there exists a solution
v ∈ H2(MR) to the problem (38) satisfying (39). This solution is unique as a similar argument shows that
the adjoint problem is solvable in H2(MR) for any right hand side in L2(MR). 
In contrast to infinite PMLs, finite PMLs are not non-reflective. Reflections produce a non-zero difference
in Mr between solutions u± satisfying the limiting absorption principle (34) and solutions v ∈ H2(MR)
to the problem (38) with F = fλ and ℑλ ≶ 0. In the next theorem we prove that this difference (error)
decays with an exponential rate as R→ +∞. In other words, we prove exponential convergence of the PML
method. The problem with finite PMLs can be solved numerically with the help of finite element solvers;
discretization produces yet another error that we do not estimate here.
Theorem 3. Let λ ∈ Oα \ R and let β be in the interval in (35). Assume that µ0 ∈ R \ σ(∆NΩ ) is not an
eigenvalue of the selfadjoint Neumann Laplacian 0∆ in L2(M). Then there exists R0 > 0 such that for any
f ∈ A and for all R > R0 a unique solution vR ∈ H20 (MR) of the problem (38) with F = fλ converges on
Mr to the outgoing solution u− (resp. the incoming solution u+) of the equation (0∆−µ0)u = f in the case
ℑλ > 0 (resp. ℑλ < 0) in the sense that as R→ +∞ the estimate
(51) ‖u± − vR‖2H2(Mr) 6 Ce−2βR‖eβsfλ‖2
holds with a constant C independent of R > R0 and f .
Let us recall that the set A of analytic functions is dense in L2(M). In particular, our construction and
Theorem 3 remain valid for any f ∈ L2(M) supported in Mr.
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Proof. By Theorem 1 it suffices to prove the estimate (51) with u± replaced by uλ. Let ρ ∈ C∞(R) be a
cutoff function such that ρ(x) = 1 for x 6 0 and χ(x) = 0 for x > 1/2. We set ρR(x) = ρ(x − R) on Π and
ρR = 1 onM\Π. Then ρRuλ− vR = uλ− vR onMR and the difference ρRuλ− vR ∈ H2(MR) satisfies (38)
with F = (ρR − 1)fλ + [λ∆, ρR]uλ. Observe that
‖(̺R − 1)fλ‖L2(MR) 6 Ce−βR‖eβsfλ‖, ‖[λ∆, ρR]uλ‖L2(MR) 6 Ce−βR‖eβsuλ‖H2(M).
This together with (35) gives
(52) ‖F‖L2(MR) 6 ce−βR‖eβsfλ‖.
By Theorem 2 we have
‖ρRuλ − vR‖H2(MR) 6 C‖F‖L2(MR), R > R0.
This together with
‖u± − vR‖L2(Mr) 6 ‖ρRuλ − vR‖H2(MR), R > R0 > r,
and (52) completes the proof of (51). 
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