We obtain a denoising loss bound of the recently proposed neural network based universal discrete denoiser, Neural DUDE, which can adaptively learn its parameters solely from the noisecorrupted data, by minimizing the empirical estimated loss. The resulting bound resembles the generalization error bound of the standard empirical risk minimizers (ERM) in supervised learning, and we show that the well-known bias-variance tradeoff also exists in our loss bound. The key tool we develop is the concentration of the unbiased estimated loss on the true denoising loss, which is shown to hold uniformly for all bounded network parameters and all underlying clean sequences. For proving our main results, we make a novel application of the tools from the statistical learning theory. Finally, we show that the hyperparameters of Neural DUDE can be chosen from a small validation set to significantly improve the denoising performance, as predicted by the theoretical result of this paper.
Introduction
Cleaning noise-corrupted discrete-valued data, also known as discrete denoising, has diverse application areas, e.g., image denoising and DNA sequence denoising. Universal discrete denoising, which assumes nothing about the data except for the noise mechanism being a discrete memoryless channel (DMC), has been first considered in (Weissman et al., 2005) . Discrete Universal DEnoiser (DUDE), which operates as a sliding-window denoiser, proposed in (Weissman et al., 2005) enjoyed the rigorous theoretical performance guarantees in the universal setting as well as state-of-the-art empirical performance for several applications, e.g., binary image denoising (Ordentlich et al., 2003) and DNA sequence denoising (Lee et al., 2017) .
Despite the strong results of DUDE, one of its major drawbacks was that the performance of the method is highly sensitive on the choice of its hyperparameter, i.e., the slidingwindow size k. In order to overcome this drawback, which is mainly due to the nonparamtric nature of DUDE that separately obtains the empirical counts of the noisy symbols for different contexts, (Moon et al., 2016) recently introduced a neural network based sliding-window denoiser, dubbed as Neural DUDE. By devising novel "pseudo-labels", Neural DUDE was able to learn a single neural network-based sliding window denoiser, solely from the noisy data, that shares information from similar contexts through its parameters. As a result, the experiments in (Moon et al., 2016) showed that Neural DUDE can significantly outperform DUDE and maintain robustness with respect to k.
While the approach of Neural DUDE has been recently extended to the case of continuous-valued signals as well (Cha & Moon, 2018) , a theoretical analyses on the performance of Neural DUDE has been lacking. In this paper, we leverage the tools from statistical learning theory, e.g., Rademacher complexity (Bartlett & Mendelson, 2002; Liang, 2016) , and obtain a denoising loss bound for the class of neural networkbased sliding window denoisers that are learned by minimizing the empirical estimated loss, such as Neural DUDE. Such bound closely resembles the generalization bound for the standard empirical risk minimizers (ERM) in supervised learning. The main difference is that while the supervised learning cares about the prediction performance for the unseen test data, we care about the denoising performance for the unseen underlying clean x n . The key tool we develop for showing our main result is the concentration of the average estimated loss (computed from noisy data only), which are not the average of independent random variables unlike in the standard ERM, on the true denoising loss (computed from clean and noisy data). The concentration is shown to hold in a strong sense; namely, it holds with high probability uniformly over all neural network based denoisers that have the same architecture as Neural DUDE and for all underlying clean sequences, when an appropriate condition holds.
The resulting denoising loss bound can be interpreted with the standard bias-variance tradeoff in supervised learning. Therefore, the theory guides to choose the hyperparameters of Neural DUDE, such as the context size k, the number of layers, hidden nodes and epochs, from a separate validation set that consists of small number of data that has similar charateristics with the given data subject to denoising. As a arXiv:1709.03657v2 [cs. LG] 24 Feb 2018 result, we show in our experiment that the hyperparameters chosen from a separate validation set can lead to much better denoising results than simple hand-picked ones in the original (Moon et al., 2016) .
The rest of the paper is organized as follows. After reviewing some necessary notations and prelimiaries on Neural DUDE in Section 2, the main results of the paper is stated in Section 3. Section 4 presents three lemmas and the proof of the main theorems. The proof of lemmas are deferred to the Supplementary Material. Section 5 gives experimental results that corroborate our theoretical finding, and Section 6 concludes with some future directions.
Notations and Preliminaries
To be self-contained, we introduce notations that mainly follow (Moon et al., 2016) . Throughout the paper, an n-tuple sequence is denoted as, e.g., a n = (a 1 , . . . , a n ), and a j i refers to the subsequence (a i , . . . , a j ). The uppercase letters will stand for the random variables, and the lowercase letters will stand for either the realizations of the random variables or the individual symbols. We denote ∆ d as the probability simplex in R d . In universal discrete denoising, the clean, underlying source data will be denoted as an individual sequence x n as we do not assume any probabilistic models on it. We assume each component x i takes a value in some finite set X . For example, for binary data, X = {0, 1}, and for DNA data, X = {A, C, G, T}.
When the source sequence is corrupted by a Discrete Memoryless Channel (DMC), namely, the index-independent noise, it results in a noisy version of the source, Z n , of which each Z i takes a value in, again, a finite set Z. The DMC is completely characterized by the channel transition matrix Π ∈ R |X |×|Z| , of which the (x, z)-th element stands for Pr(Z = z|X = x), i.e., the conditional probability of the noisy symbol taking value z given the source symbol was x. An essential but natural assumption we make is that Π is of the full row rank. We also denote Π † = Π (ΠΠ ) −1 as the Moore-Penrose pseudoinverse of Π. In our setting, Π is assumed to be known to the denoiser.
Upon observing the entire noisy data Z n , a discrete denoiser reconstructs the original data withX n = (X 1 (Z n ), . . . ,X n (Z n )), where each reconstructed symbol X i (Z n ) takes its value in a finite setX . The goodness of the reconstruction is measured by the average denoising loss,
is a loss function that measures the loss incurred by estimating x i withx i . The loss function is fully represented with a loss matrix Λ ∈ R |X |×|X | .
The k-th order sliding window denoisers are the denoisers that are defined by a time-invariant mapping s k : Z 2k+1 → X . That is,X i (Z n ) = s k (Z i+k i−k ). We also denote the tuple
) C i as the k-th order double-sided context 1 around the noisy symbol Z i , and we let C[k] as the set of all such contexts. As discussed in (Moon et al., 2016) , both DUDE in (Weissman et al., 2005) and Neural DUDE are sliding window denoisers. We also denote S {s : Z → X } as the set of single-symbol denoisers that are sliding window denoisers with k = 0. Note |S| = |X | |Z| . Then, an alternative view of of s k (·) is that s k (C i , ·) ∈ S is a single symbol denoiser defined by C i and applied to Z i .
The basic building block of Neural DUDE is the unbiased estimated loss function as described in (Moon et al., 2016, Section 3.1) . That is, based on the known Π assumption, we can devise an esimated loss
in which ρ ∈ R |X |×|S| with the (x, s)-th element is E Z|x Λ(x, s(Z)). The notation E Z|x (·) stands for the expectation with respect to the distribution Pr(Z = ·|X = x) defined by the x-th row of Π. Then, as shown in (Moon et al., 2016; Weissman et al., 2007) , L has the unbiased property, E Z|x L(Z, s) = E Z|x Λ(x, s(Z)).
Neural DUDE
Neural DUDE (Moon et al., 2016 ) defines a single fullyconnected neural network p k (w, ·) : Z 2k → ∆ |S| that works as a sliding-window denoiser. That is, at location i, the network takes the double-sided context C i ∈ C[k] as input and outputs the probability distribution on the single symbol denoisers to apply to Z i . We let w stand for all the parameters in the network. Figure 5 (e) shows an example architecture of Neural DUDE in which L is the total number of layers and n is the number of nodes in the -th layer. By carrying out the one-hot encoding of each noisy symbol, the total number of parameters of Neural DUDE then becomes 2k|Z|n 1 + L =2 n −1 n + n L |S|. Furthermore, the ReLU (Rectified Linear Unit), f (x) = max{0, x}, is used as the activation function for all intermediate hidden nodes. For the output layer, the usual softmax function is used.
In order to train the network parameters, Neural DUDE computes the matrix L new ∈ R |Z|×|S| defined as function in (Moon et al., 2016 , Eq. (7)),
+ and p ∈ ∆ |S| stands for the (unnormalized) cross-entropy function, and 1 Zi stands for the unit vector for the Z i -th coordinate in
which is a random vector, is treated as the target "pseudo-label" vector for the input (context) C i . Note the pseudo-label is not a unit vector as in the case of the usual supervised multi-class classification. For learning the parameter w, the ordinary back-propagation and variants of mini-batch SGD are used to minimize the objective function. Since the pseudo-label L new (Z, s) is negatively correlated with Λ(x, s(Z)) in expectation by design (following from (2) and the unbiased property of L), the network will tend to assign higher probability for the mapping s that has high L new (Z i , s) value for each C i . Once (3) converges after sufficient number of iterations, the converged parameter is denoted asw. Then, the single-letter mapping defined by Neural DUDE for the context C ∈ C[k] is expressed as s k,N-DUDE (C, ·) = arg max s∈S p k (w, C) s , and the reconstruction at location
Hence, in summary, Neural DUDE denoises the noisy data after adaptively training the network parameters with the same noisy data, without requiring any additional supervised training set. (Moon et al., 2016) shows encouraing empirical results including the robustness of the performance with respect to k, and in this paper, we provide theoretical justification of Neural DUDE.
Main Results
Before stating our main theorem, we introduce additional notations. First, denote W L,N k as the set of the parameters of the neural network that has the architecture in Figure 5 (e), namely, takes C ∈ C[k] as input and has L layers and N nodes. Note N = L =1 n . By denoting w ,m ∈ R n −1 as the weight parameter vector associated with the m-th node in the -th layer in W L,N k , we assume w ,m 2 ≤ B with B < ∞ for all and m.
For each w ∈ W L,N k and the context C ∈ C[k], we denote
as the single-symbol denoiser that is defined by the context C ∈ C[k], the network parameters w, and the neural network architecture p k (w, ·). Note the notation in (4) highlights the dependency on w. Also, for brevity, we denotē
as the average estimated loss and average true denoising loss for the sliding window denoiser s k [w](·), respectively. Now, we have the following main theorem of the paper.
Theorem 1 Letŵ = arg min w∈W L,N kL n [w] and w = arg min w∈W L,N kΛ n [w]. Also, let δ > 0. Then, for all x n ∈ X n , with probability at least 1-δ, we havē
Remark: The theorem states that the average denoising loss ofŵ, which is the minimizer of the average estimated loss in W L,N k , can be upper bounded by the best possible denoising loss in W L,N k ,Λ n [w ] (bias, or the approximation error), plus the right-hand side of the inequality in (7) (variance, or the estimation error), with high probability. Therefore, we can interpret the theorem similarly as the well-known bias-variance tradeoff in supervised learning; namely, as the neural network architecture becomes more complex, the bias term will decrease, but the varaince term will increase. Hence, in order to achieve smallΛ n [ŵ], we need to control the model complexity of W L,N k to optimize the bias-variance tradeoff. As mentioned in the Introduction, the difference between supervised learning and our problem is that while the supervised learning cares about the prediction performance for the unseen test data, we care about the denoising performance for the unseen underlying clean x n . Moreover, althoughŵ is not practically attainable due to the non-convex objective of (5), above theorem justifies the performance of Neural DUDE as follows; the objective function (3) that Neural DUDE uses for training is a convex surrogate of (5) that ensures the infinite-sample consistency (ISC) (Zhang, 2004, Section 4.4 .3) when the neural network has a single layer. Namely, when n → ∞,L n [w] →L n [ŵ] in probability for a single-layer network. Thus, we can expect that the w that tries to minimize (3) will also minimize (5), which parallels the usage of cross-entropy as an objective function to minimize the multi-class classification error in supervised learning.
The key tool for proving Theorem 1 is the following uniform concentration result.
Theorem 2 Let δ, γ > 0 and consider C max andC defined in Theorem 1. Then, for all x n ∈ X n , with probability at least 1-δ,
Remark: Note γ in the theorem is a free parameter, and the bound in Theorem 1 is obtained by optimizing γ in the above bound. Furthermore, for fixed constants, we observe that L n [w] concentrates onΛ n [w] uniformly for all w ∈ W L,N k and x n ∈ X n , provided that k = o( √ n). Note a similar concentration result obtained by the information-theoretic method in (Ordentlich, 2013 , Examples 5 and 6) cannot be applied for Neural DUDE, since the denoised symbol in Neural DUDE is affected by the entire noisy data through the training process. Above theorem supports the experimental finding in Figure 1 (b) and 1(c); namely, the concentration of the average estimated loss on the average denoising loss for Neural DUDE happens for much larger k than for DUDE, when the model architecture is simple and the alphabet size is small.
For comparison, following proposition, of which proof is given in the Supplementary Material, shows the weak concentration property of DUDE in (Weissman et al., 2005) .
Proposition 3 Let S k denote the class of all the k-th order sliding window denoisers, s k , and let δ > 0. Then, for all x n ∈ X n , with probability at least 1 − δ, we have
Remark: We observe that (8) vanishes when k = o(log n).
Since DUDE with window size k is also in S k , the proposition gives the justification of the poor concentration property of DUDE with respect to k for fixed n as in Figure 1(b) .
Proof of the Main Results
The main gist of the proving the theorems consists of three parts. First, since
is not a continuous function in w, we consider a Lipschitz continuous upper bound of it and show the upper bound concentrates on its expectation (Lemma 1). Second, we bound the expectation considered in Lemma 1 basically with the Rademacher complexity of the neural networks in W L,N k (Lemma 2). Third, we obtain the upper bound on the Rademacher complexity (Lemma 3). Using the results of the three lemmas, we prove Theorem 2 followed by Theorem 1. Now, we introduce a few more notations and definitions necessary for stating and proving the lemmas.
Additional notations and definitions
For any x ∈ X , z ∈ Z and s ∈ S, we define the persymbol regret as r (x,z) [s] L(z, s) − Λ(x, s(z)). Moreover, for schemes that determine the single-symbol denoiser by finding the maximum argument of a probability vector p ∈ ∆ |S| as in Neural DUDE, we also denote
Namely, D s is the decision region for s.
With above notations and (4), we can express the i-th persymbol regret as (11) is shown as the shaded region, and the decision region and boundary for each region are also shown. (b) The interpolated regret functionr γ (x,z) (p) in (12), which is Lipschitz continuous in p on ∆ |S| , is shown.
In (9), we introduced the notation r i [w] for brevity and to highlight the dependency on w. Now, by denoting
it becomes clear that Theorem 2 obtains a bound on
One important point is that the regret function r (x,z) (p) defined above is not a continuous function in p for any x and z. Due to the technical necessity required in the later analyses, we need to define another functionr γ (x,z) (p), which is a pointwise upper bound on r (x,z) (p) and is Lipschitz continuous in p. To do that, for each s ∈ S, we first let B(s) {p ∈ ∆ |S| : p s = max s =s p s } be the set of the decision boundaries for D s defined above. Furthermore, for each clean-noisy pair (x, z) and a singlesymbol denoiser s, define
as the set of the neighboring single symbol denoisers that share decision boundaries with s and has larger per-symbol regret for (x, z). Then, we define
as a subset of B(s) that only contains boundaries between s and the single-symbol denoisers in N (x,z) (s). Note when N (x,z) (s) = φ, that is, when s = arg max s ∈S r (x,z) [s ], then B(N (x,z) (s)) = φ as well. Now, for small γ > 0, we define the γ-margin for (x, z) as
is the set of the probability vectors that are within distance γ from the boundaries for the single-symbol denoisers that have larger per-symbol regrets than S(p). A simple example that describes the defined notations for |S| = 3 is given in Figure 2(a) .
With the definition (11), we now define the interpolated regret function for p ∈ ∆ |S|
in which ∆r γ (x,z) (p) ≥ 0 for all p ∈ ∆ |S| and is defined as 
for all p, p ∈ ∆ |S| . The property (14) becomes necessary in proving Lemma 3 below and Theorem 2. The example of r γ (x,z) (p) on ∆ |S| is shown in Figure 2(b) .
Three lemmas
With (12), define the i-th interpolated per-symbol regret as (16), we defined G n to denote the right-hand side of the inequality. Now, before proving our theorem, we present three lemmas which are essentially on bounding G n . The full proofs of the lemmas are given in the Supplementary Material, and we only give the high-level proof sketches below.
Lemma 1 For
Proof sketch: The proof follows from applying the McDiarmid's inequality (McDiarmid, 1989) and the independence of (Z 1 , . . . , Z n ) given the individual clean sequence x n . . Then, for γ > 0 used in (11) and C max defined in Lemma 1, we have
in which R n (A) is the Rademacher complexity of A,
In (19),
is as defined in (15).
Proof sketch:
We utilize the fact that E(r i [w]) = 0 for all i, which follows from the unbiased property of L(Z, s). Furthermore, by bounding ∆r γ i [w] and following the standard symmetrization argument, we obtain the upper bound (18).
Lemma 3 For γ > 0 used in (11), we have the following bound on R n (A) in (19):
Proof sketch: We iteratively apply the Lipschitz composition property (Ledoux & Talagrand, 1991, Corollary 3.17) for Rademacher complexity and utilize the property of the used network architecture.
Proof of the theorems
We now use above lemmas and prove the main theorems. Proof of Theorem 2: First, we have P sup
by applying the union bound. Now, from the pointwise upper bound property in (16), we have (The first term in (21)
in which we used the definition of G n given in (16). By combining the results of Lemma 1 and Lemma 2, we obtain
where the inequality (23) holds for ≥ 2R n (A) + 2C max γ|S| 2 . Now, for the second term in (21), we can analogously define a function,r γ i [w] , that upper bounds the negated persymbol regret function, −r i [w], as in (12) and (15). Then, we obtain the indetical result as Lemma 2 for the function class of interpolated per-symbol negated regret functions. That is, with definingĜ n sup w∈W ( 1 n n i=1r
} as the function class for the negated regret functions, we obtain E(Ĝ n ) ≤ 2R n (Â) + 2C max γ|S| 2 , via the same derivation in Lemma 2. Since it is clear that R n (Â) and R n (A) have the same upper bound, we obtain (The second term in (21)) ≤ P(Ĝ n ≥ ) ≤ δ 2 , in which δ is defined in (23). Now, by solving for , we obtain =2R n (A) + 2C max γ|S| 2 + (2k + 1)C max 2 log(2/δ) n , and by plugging in the result of Lemma 3, we have proved the theorem.
Proof of Theorem 1: From the definitions ofŵ and w , we havē . Therefore, we have
and using the result of Theorem 2 together with
for all γ > 0, we obtain the bound in Theorem 1.
Remark: We note that the constantC can be quite large when the number of layers, L, and the number of nodes N of the neural network grows. Such dependency is the artifact from bounding the Rademachaer complexity R(A), and an improved bound such as (Andoni et al., 2014) can be also used. The point of the Theorem 1 is to show the existence of the bias-variance tradeoff for the denoising loss of the neural network based denoisers learned by minimizing the average estimated loss. Furthermore, through the experiments in the next section, we show the dependency ofC on L and N is not as severe as obtained in the theorem.
Experiments
In this section, we carry out experiments regarding binary image denoising to corroborate the theoretical results of this paper. As in (Moon et al., 2016, Section 5 .2), we tested the denoising performance on the five images with various textual characteristics and sizes, i.e., Einstein, Lena, Barbara, Cameraman, Shannon 2 . Einstein is a halftone image with size 256×256, Shannon is a scanned text image with size 256×256, and the rest three are binarized natural benchmark images with 512×512. To simplify the experiment, we assumed Π is the binary symmetric channel (BSC) with crossover probability δ = 0.1 and used the Hamming loss matrix as Λ. Hence, the average denoising loss in this case 2 The images are shown in the Supplementary Material.
becomes the Bit Error Rate (BER). All the numbers we report below is the relative BER compared to δ. The optimizer for the neural network was fixed to Adam (Kingma & Ba, 2015) with default learning rate 10 −3 . While the experimental setting is simple, it is enough to show the general phenomenon outlined by the result of this paper.
The original experiments in (Moon et al., 2016) considered the raster scanned 1-D data of the images and varied the size of the 1-D context (k) while fixing the model architecture and the number of epochs for minimizing (3). In this paper, we considered the two dimensional (2-D) context C × i , an × square patch around the noisy symbol Z i that does not include Z i , since it can more naturally capture the contextual information from images. Also, the boundaries were zeropadded such that the denoising can be done at all locations. Note when is odd, 1-D context with k = ( 2 − 1)/2 has the same data size as C × i . Thus, we can compare the k values in (Moon et al., 2016, Table 1 ) with our results.
Since Theorem 1 shows that bias-variance tradeoff exists for the denoising loss of Neural DUDE, we checked the performance with more varying hyperparameters in addition to k (or ): the number of layers, the number of nodes in each layer, and the number of epochs. For model architectures, we tried following four models; 4 layers with 40 nodes in each layer, 3 layers with 64 nodes, 3 layers with 128 nodes, and 12 layers with 128 nodes. Above models are dubbed as 40 × 4, 64 × 3, 128 × 3, and 128 × 12, respectively. For the number of epochs, we tried until 30 epochs, and for the 2-D context size, we varied = {3, 5, 7, 9, 11, 13, 15, 17, 19}, which translates to k = {4, 12, 24, 40, 60, 84, 112, 144 , 180} for 1-D context. Figure 3 (a) shows the true (Λ[w]) and estimated BER (L[w]) averaged over the 5 test images for each tested model, with respect to fixed = 11 and varying epochs. Furthermore, Figure 3 (b) shows the average objective function values (3) for the same setting. Firstly, by comparing both figures, we can clearly see that minimizing the objective function (3) leads to minimizing the average estimated loss (5) as mentioned in the Remark of Theorem 1. Secondly, we observe that as the model complexity grows, namely, as the model becomes larger and epoch increases, the training objective and the average estimated loss both decreases. Thirdly, however, as shown by Theorem 1, the average denoising loss (i.e., the true BER) clearly shows the biasvariance tradeoff similar to the test error curve in supervised learning. In fact, the concentration property originally asserted in (Moon et al., 2016) holds only for simpler model like 40 × 4 and no longer holds for larger models, as can be predicted by the variance term in Theorem 2. But, the variance term does not seem to grow exponentially in L and N in practice, suggesting that the bound in Theorem 2 can be improved. Since we never are able to evaluate the true denoising loss (6) in practice, we propose to use a small number of validation images that resemble the characteristics of the test images for selecting appropriate hyperparameters for the test images. Hence, we chose 5 additional images of size 512 × 512 for the validation set, namely, Boat, Man, Couple, Hamilton (Halftone) and Scan (Scanned text) 3 , and corrupted them with BSC (δ = 0.1). Figure 3(c) shows the effect of varying (with fixed epoch of 7) on the average true and estimated BER of each model on the validation set. Similarly as in Figure 3 (a), we again observe that the gap between the true denoising loss and the esimated loss (i.e., the variance term) increases as the model complexity grows, and the concentration happens only for 40 × 4 model for reasonable size of 's. We also see that BER is quite robust to when is sufficiently large. determined by the valiation set, can achieve much smaller BER compared to the original results in (Moon et al., 2016) . On average, the relative BER reduction of "New" compared to "Original" is about 32.8%, which is significant. For comparison, the third row of Table 1 ("Best(cf.)") is the result of the models of which hyperparameters are selected to obtain the best result for each test image (i.e., a genieaided). We note that the result of "New" is not far from "Best(cf.)", just relatively 5.7% larger, which concludes the validity of using a small validation set to optimize the biasvariance tradeoff predicted by Theorem 1 for Neural DUDE.
Concluding Remarks and Future Work
We gave a theoretical justification of the recently proposed Neural DUDE for univeral discrete denoising. We made a unique connection of the statistical learning theory to the denoising problem and obtained a denoising loss bound for the schemes designed to minimize the empirical estimated loss (5). The resulting bound shows the existence of the bias-variance tradeoff simliar to the standard supervised learning. The key result for obtaining such bound was to show the uniform concentration of the average estimated loss on the average true denoising loss in Theorem 2. Our theory suggests using separate validation set to select the hyperparameters for the neural network. In our experiments, we show that such procedure can achieve much lower BER than the original results with hand-picked hyperparameters. For future work, we plan to develop similar theory for continuous-valued signal case, (Cha & Moon, 2018) . Practically, systematically applying Neural DUDE using validation set for the real DNA denoising task would be promising as the origianl DUDE already achieved competitive performance with the state-of-the-arts (Lee et al., 2017) . Furthermore, developing new regularization techniques for the denoising problem, i.e., slightly increasing the bias and decreasing the variance to minimize the denoising loss, would be another direction to pursue.
Detailed proofs 7.1. Proof of Proposition 3
For the notational brevity, we denote
Then, for > 0, we have Pr max
≤|S| |Z| 2k (k + 1) exp − 2(n − 2k) 2 (k + 1)C 2 max (28) in which C max max z,s |L(z, s)| + max x,x |Λ(x,x)|, the first inequality in (27) follows from the union bound, the second inequality in (27) follows from (Moon & Weissman, 2009 , Lemma 2) , and (28) follows from computing the size of |S k |. Now, by equating (28) with δ and solving for , we obtain = (k + 1)C 2 max 2(n − 2k) log
in which (50) follows from applying Cauchy-Schwartz inequality to w and n i=1 σ i C i , (51) follows from the concavity of √ ·, (52) follows from the independence of σ i , (53) follows from the fact that σ i does not affect the norm, and (54) follows the bound on C i 2 . Note that the independence of C i is not required for the bounds. Now, from the Lipschitz composition property of the Rademacher complexity (Ledoux & Talagrand, 1991, Corollary 3.17) , we upper bound the Rademacher complexity of the hidden node in the first layer as
since f (x) = max{0, x} is 1-Lipschitz continuous.
Continuing to the second layer, by denoting h 1 = [f (w 1,1 c), . . . , f (w 1,n1 c)] ∈ R n1 as the vector of the first hidden layer node values for the input c ∈ C[k], the value of the m-th node in the second layer is f (w 2,m h 1 ) with w 2,m 2 ≤ B. Then, by following the similar argument as in (Liang, 2016, Theorem 43) , we have
again by the Lipschitz continuity of f (x) and the fact that f (0) = 0.
By continuing above argument, we can see that the Rademacher complexity of the s-th node in the final output layer, o s , before the softmax function can be bounded by
Since we can show that the softmax function {o → p = softmax(o 1 , . . . , o |S| ) is also 1-Lipschitz (?, Corollary 3)GaoPav17, we have
Finally, sincer γ (x,z) (p) in [Manuscript, Eq.(12) ] is designed to be Cmax γ -Lipschitz as in [Manuscript, Eq.(14) ], we can apply the Lipschitz composition property one more time and have the bound in the lemma.
Test and validation images
Here, we show the test and validation images that we used for the experiments in Section 5. Figure 4 shows the 5 test images and Figure 5 shows the 5 validation images. As can be seen in the figures, the validation images are certainly different from the test images, but possess similar visual characteristics with the test images. 
