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SOLUTION OF NONLINEAR EQUATIONS SYSTEMS BY NEWTON'S 
METHOD AND THE GRADIENTS METHOD 
JAROMIR JANKO 
(to topic a) 
For the solution of nonlinear equations systems 
F(X) = 0 , 
where F, X are vectors of components fh xh i = 1, 2, ..., h, a number of methods 
has been elaborated. On the whole these methods do not perform a direct computa­
tion, but on the basis of root approximation (zero approximation) gained by 
experience, from physical reasons or otherwise, the residues of the equations are 
computed, and it is then attempted to vary the root approximation so that all residues 
move towards zero. This new approximation is then taken as the starting point of 
a second analogous step; such steps are performed successively until all residues 
decrease under chosen limits. This is considered to be the physically appropriate 
solution. Since such problems often occur in our Institute, empirical tests were 
performed; their aim was the selection of an optimal method for the solution of the 
simultaneous nonlinear equations. 
Two known methods were treated: Newton's method uses the Taylor expansion 
and by solving the non-homogeneous linear equations obtains the root correction; 
and the method of gradients which solves another equivalent system of equations and 
obtains new approximations of roots by means of matrix computations. Both methods 
were also modified in the sense that in all steps the matrix of the partial derivatives 
was left constant from the 0-th approximation, so that an enormous amount of 
computatial effort is saved; of course, usually the number of necessary iterations is 
increased, so that it is not evident a priori whether the modification is or not an 
improvement of the method. The convenience of the method used was assessed 
directly from the most practical parameter, viz. the time needed for machine compu­
tation. This may be given directly, or estimated from the time of duration of one 
approximate cycle and the total number of cycles necessary for obtaining the 
appropriate solution. 
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On the digital computer LGP 30 the following two systems were solved: the system 
consisting of the three equations 
(1) yt + y\ - a2y2y3 - a 4 = 0 , 
y2 - y2 + «3y iy3 + a 5 = 0 , 
y3 + y3 + «2y ly2 ~ a 6 = 0 
and the system consisting of the six equations 
y5 + «3y6 
(2) (- ax + a3yt) + a2 - a3y4 = 0, 
y2 + «3y3 
y" + Q6y6 (- «4 + «6y l ) + 05 - <*6y4 
y2 + «6y3 
y5 + ^9y6 




 + a9Уi) + as - a9y4 = 0 , 
П + üloУб (- a, + a10y2) + a 2 - a10y5 = 0, 
yl + «юyз 
y4 + Ønyб 
yi + « n y з 
y4 + «12y6 
(- a
4
 + a1ІĽy2) + a5 - a l t}!5 = 0, 
(- a7 + a12y2) + as - a12y5 = 0 
yl + «12y3 
where at are constants, y f unknowns. The results of solution are summarised in 




On fig. 1 there is a graphical representation of the results of the solution of system 
(1) with the initial approximation 0, 0, 0. 
On the horizontal axis the solution time in minutes is plotted; the individual points 
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The superiority of the classical Newton method is immediately apparent; although one 
step lasts two full minutes, the solution is reached in the shortest time. In the other 
methods and modifications the individual steps are faster, but the number of necessary 
iterations is too large. By plotting the other roots, possibly with different initial 
approximations, very similar diagrams are obtained. 
From table I, where the results of solution of system (1) are summarised, there 
follow these conclusions: The classical method of Newton is optimal, the classical 
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methods — here the phenomenon occured, that even though the time duration of one 
step was shortened appreciably, the number of needed steps increased so much that 
the modification of the method became valueless. 
The modified methods follow in reverse order — the method of gradients is a little 
quicker than Newton's. The second half of this table corresponds to a different 
choice of initial approximation (and other root approximations are obtained) and 
verifies the above classification of methods. Table II, applying to system (2), is 
in accordance with these results; however, the method of gradients does not con-
verge in this case. 
Jaromir Janko, Vyzkumny ustav zvukove, obrazove a reprodukcni techniky, Plzenska 66, 
Praha 5, CSSR. 
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