This paper is an exposition of an experiment on revealed preferences, where we posite a novel discrete binary choice model. To estimate this model, we use general estimating equations or . This is a methodology originating in biostatistics for estimating regression models with correlated data. In this paper, we focus on the motivation for our approach, the logic and intuition underlying our analysis and a summary of our findings. The missing technical details, including proofs, are in the working paper by Bunn, et al (2013) .
Introduction
We propose and analyze a revealed preference experiment on fictive learning in choice under uncertainty, where subjects are offered a sequence of binary choices between risky and ambiguous binary lotteries. Subjects know the relative frequencies of risky payoffs, but are ignorant of the relative frequencies of ambiguous payoffs. Inspired by Ellsberg's well known two-urn paradox (1961) , where if the risky and ambiguous urn have the same payoffs then optimistic subjects choose the ambiguous urn and pessimistic subjects choose the risky urn, Bracha and Brown (2012) introduced affective utilities as representations of a subject's optimism or pessimism in making binary choices under uncertainty. We assume that subjects are endowed with random utility functions, where they evaluate risky lotteries with expected utility and ambiguous lotteries with affective utility. Subjects chose the risky lottery if its expected utility exceeds the affective utility of the ambiguous lottery by some random threshold.
Each subject's sequence of binary choices is divided into three phases: prelearning, learning and post-learning. In the learning phase, the payoffs of actual and counterfactual choices are revealed to subjects. No payoffs are revealed to subjects in the pre-learning and the post-learning phases. The subjects in our experiment are Yale undergraduates, randomly assigned to a control group or a treatment group. In the treatment group, subjects are exposed to the factual and counterfactual payoffs of lotteries in the learning phase, allowing subjects to estimate the relative frequencies of ambiguous payoffs. In the control group, subjects are exposed to noisy factual and counterfactual payoffs of ambiguous lotteries in the learning phase, where they cannot estimate the relative frequencies of ambiguous payoffs.
Conditioning current choices under uncertainty on counterfactual payoffs of previous choices, i.e., fictive learning, is well documented in  studies of gambling behavior in humans -see Lohrenz Recently, Li et al. (2008) proposed the longitudinal analysis of neuroimaging data with general estimating equations (), due to Liang and Zeger (1986) and Zeger and Liang (1986). Li et al. argue that the existing statistical methods for analyzing neuroimaging data are primarily developed for cross-sectional neuroimaging studies and not for panel neuroimaging data. We find this critique of the current practice in neuroimaging studies equally compelling as a critique of the current statistical practice in neuroeconomic studies of revealed preferences for risk and ambiguity. To this end, we propose a marginal longitudinal model of revealed preferences for risk and ambiguity, where for each subject the covariates in each trial are the payoffs of the ambiguous lottery and the payoffs and probabilities of payoffs of the risky lottery.
Two of the frequently used models for discrete repeated measurements of experimental outcomes are: mixed effects models, used extensively in econometrics to estimate individual specific parameters, and marginal models, where the regression coefficients are population parameters of subgroups. For a lucid discussion of the relative merits and limitations of the two approaches we recommend the lecture notes of Fitzmaurice published in power point on the internet under the title: Applied Longitudinal Analysis: Contrasting Marginal and Mixed Effects Models. General estimating equations or  is a widely used methodology in biostatistics for estimating the population-specific parameters in a marginal model. The  approach has a number of appealing properties for estimation of the regression coefficients in marginal models. First, we need only make assumptions on the first two moments of the distribution of the vector of responses. The  estimates of the regression coefficients are consistent and asymptotically normal, where the covariance matrix is consistently estimated using a sandwich estimator, even if the within subject associations among the repeated measurements have been misspecified. In many cases,  is almost as efficient as maximum likelihood estimation. We interpret the parameters in the marginal model as population averages in a given group.
There is an important difference between the application of longitudinal analysis to neuroimaging data, where the within-subject association of responses is considered a nuisance and our application of longitudinal analysis. In our experiment, subjects make a sequence of binary choices between risky and ambiguous binary lotteries. For paired binary data, Lipsitz et al. (1991) introduced odds ratios as a measure of the within-subject association of binary responses. We use alternating logistic regression (), as proposed by Carey et al. (1993) , with constant log odds ratios () as the within-subject association of responses in each phase of the sequence of binary choices to estimate the regression equations for both the first and second moments of the marginal model. In  the within-subject association of responses is not a nuisance for our model, but an essential part of the longitudinal analysis. It is the within-subject association of responses as log odds that allows us to test for fictive learning in the revealed preferences derived from the dependent, clustered responses of subjects. We define fictive learning for each group as statistically significant changes in the responses of subjects before and after exposure to in the learning phase of the experiment. In each group, we estimate a constant () of the odds of choosing the risky lottery in a trial in the post-learning phase, conditional on the choice in a trial in the pre-learning phase. Our null hypotheses is the absence of fictive learning in the learning phase for each group. For the treatment group, we reject the null hypothesis that the , is zero, i.e., there is fictive learning in the learning phase. This finding is significant at the 1% level. The significant fictive learning in the treatment group, given the sample data in the learning phase is as expected. The surprising finding in our experiment is that we also reject the null hypothesis that the between trials in the pre and post learning phases in the control group, is also zero, i.e., there is fictive learning in the learning phase for the control group. We expected no fictive learning for the control group. Again the finding is significant at the 1% level. A possible but problematic explanation of the choice behavior of the control group is apophenia: "seeing meaningful patterns in meaningless or random data." For an evolutionary rational of this type of behavior, see Shermer's article "Patternicity: Finding Meaningful Patterns in Meaningless Noise" in Scientific American (2008).
Whatever subjects in the two groups "learn" in the treatment phase, we can ask if the effects of the treatments are significantly different between groups. To compare the effects of the treatment phase in each group, we use the log-odds-ratio test proposed in chapter 10 of Fleiss et al. (2004) . The analysis begins with the calculation of whatever the subjects in the two groups "learn" from the treatment phase, then we ask if the effects of the two treatments are significantly different. The null hypothesis is that the , between trials in the pre and post learning phases, in the treatment group and the , between trials in the pre and post learning phases, in the control group are equal. We reject the null at the 1% level. That is, the fictive learning in the two groups produced significantly different choices in the post learning phase relative to the choices in the pre-learning phase. See the working paper for details. A more dramatic illustration of the different effects of fictive learning in the two groups are the box plots in figure 1 . That is, if we plot the amount of time where the ambiguous lottery is chosen in each phase of the experiment then the curve is a piece-wise linear concave function for the treatment group and a piece-wise linear convex function for the control group. Figure 1 
Experimental Protocols
To test for the presence of fictive learning in revealed preferences for risk and ambiguity, we propose an experiment on revealed preferences for choices under uncertainty, consisting of 36 Yale undergraduates as subjects randomly chosen from the 2011 Yale Fall term. Each subject makes a sequence of 100 binary choices between risky and ambiguous lotteries. Risky lotteries are defined as lotteries where the relative frequencies of outcomes are known. Ambiguous lotteries are lotteries where the relative frequencies of outcomes are unknown.
The experiment is divided into three phases. Subjects face the same sequence of 30 binary choices between risky and ambiguous lotteries in the first and third phase of the experiment. That is, the trials in phase 1 and phase 3 are clustered matchedpairs, but the lotteries in phase 1 and 3 for the two groups are independent. To test for fictive learning, we reveal to each subject the outcomes of her 40 actual and counterfactual choices in phase 2 In the treatment group, the relative frequencies of counterfactual ambiguous outcomes in phase 2 are relatively easy to learn, using sample averages of the outcomes of the ambiguous lotteries. In the control group, the relative frequencies of counterfactual ambiguous outcomes in phase 2 are quite difficult, if not impossible, to learn, since the sample averages do not converge. See the working paper for a formal proof. The binary choices in phase 2 are the same in both groups and independent of the binary choices in phases 1 and 3 Subjects are unaware that they will be exposed to counterfactual outcomes in phase 2 before they are presented binary choices in phase 3. In particular, subjects do not know if the relative frequencies of outcomes of ambiguous lotteries in phase 2 is a sample average of the probabilities of ambiguous outcomes in phase 1 and 3. In fact, they are in the treatment group, but not in the control group.
No outcomes are revealed to subjects in the first and third phase of the experiments. The lotteries are displayed as pie graphs on each subject's computer screen. Probabilities for the risky lotteries are displayed. The probabilities determining the payoffs of ambiguous lotteries are constant in phase 1 and phase 3 of both experiments, but never revealed to the subjects. We randomly vary the placement and colors of the lotteries on the computer screen to control for positional bias. We randomly choose one group of 17 students from the 36 students as the treatment group. At the end of the experiment, a trial is randomly chosen for each subject and the subject is given the payoff of her choice.
We define fictive learning for each group as statistically significant changes in the responses of subjects before and after exposure to outcomes in phase 2 of the experiment. In each group, we estimate a constant log odds ratio () of the odds of choosing the risky lottery in a trial in phase , conditional on the choice in a trial in phase . We use    in  with the  option to estimate the regression equations for both the first and second moments of the marginal model. We assume the  is constant in phase 1; phase 2; phase 3; between phases 1 and 2; between phases 1 and 3 and between phases 2 and 5. In , the odds ratio for each pair of trials is
where  is the subject index and  and  are the indices of the trials.  = 1 means subject  choose the risky lottery in trial . The recruiting poster and informed consent form are attached as appendices.
A Marginal Analysis of Fictive Learning
In Ellsberg's well-known two-color paradox (1961), where the risky and the ambiguous urn have the same payoffs, optimistic subjects choose the ambiguous urn, where the relative proportions of the black and white balls are unknown, and pessimistic subjects choose the risky urn, where the relative proportions of the black and white balls are known. Recently, Bracha and Brown (2012) introduced affective utilities where optimistic subjects are endowed with a convex affective utility function and pessimistic subjects are endowed with a concave affective utility function. In their model  is a proxy for risk-aversion and  is a proxy for ambiguity-aversion. The concavity (convexity) of the utility functions in this class of non-expected utility functions depends on the ratio of  and  In our model we restrict attention to the parametric class of linear-quadratic concave (convex) utility functions introduced by Rockafellar (1987) . This is the technical section of the working paper and we limit our exposition to a discussion of the results and refer the reader to the working paper for technical details, such as proofs. We denote risky lotteries as  and ambiguous lotteries as  , where
Subjects evaluate risky lotteries, , using expected utility:
where the Bernoulli utility function.
and  is the proxy for risk-aversion.
Subjects evaluate ambiguous lotteries,  , using affective utility:
In the parametric specification of    ( ), the affective utility of the ambiguous lottery  ,  is the proxy for risk-aversion and  is the proxy for ambiguity-aversion In each binary choice between a risky and an ambiguous lottery, we assume that subjects choose the lottery that maximizes random utility, where the parametric nonrandom components of the random utility of a risky and an ambiguous lottery are    ( ()) and    ( ). These are linear-quadratic multivariate functions. The important technical aspect of the linear-quadratic formulation is that for any pair of risky and ambiguous lotteries, the difference in the expected utility of the risky lottery and the affective utility of the ambiguous lottery is linear in the parameters. The binary discrete choice model is a generalized linear model where the link function is a cdf. In this paper, the link function is the logistic cdf. The argument of the link function is the difference of the parametric nonrandom components of the random utility of a risky and an ambiguous lottery. If the nonrandom component of the random utility function is linear in the parameters, then the log-likelihood is strictly concave in the parameters defining the nonrandom components of the random utility function.
Φ(       ) the argument of the logistic cdf, is the difference of the expected utility of the risky lottery  = ( 1   2 ;  1   2 ) and the affective utility of the ambiguous lottery  = ( 1   2 ). Hence the choice probability for ,   (       ) is implicitly defined by the logistic cdf
is the log-odds of choosing 
is the explicit probability of choosing the risky lottery  in the pair-wise comparison between the risky lottery  and the ambiguous lottery  . In each experiment, let   = 1 if the risky lottery is chosen by subject  in trial  and 0 otherwise, then the density of   is
We estimate the regression parameters for each phase of the experiment:
in the marginal model, using generalized estimating equations (). Our primary reference is the monograph on applied longitudinal analysis by Fitzmaurice et al. (2011) . See the working paper for details. 
In the working paper, we show that the estimated parameter values are consistent with the concavity and monotonicity of the Bernoulli utilities of wealth and consistent with the convexity and monotonicity of the affective utility for each group. That is, both the treatment group and the control group are (on average) risk-averse, but both groups are (on average) optimistic.
The odds ratio in  is
where  is the subject index and  and  are the indices of the trials.  = 1 means the subject choose the risky lottery in trial . We assume the  is constant in phase 1; phase 2; phase 3; between phases 1 and 2; between phases 1 and 3 and between phases 2 and 5. In the following tables for the treatment and control groups, the estimated constant  are denoted Alpha  for  = 1 2  5. We test the null hypothesis  0 : the log odds ratio is equal to zero, against the alternative hypothesis   : the log odds ratio is unequal to zero. Here are the estimates for the log-odds ratios. 
Alpha 2 and Alpha 5 are the only significant statistics in each group. The  in phase 2 of the control group
and the  in phase 2 of the treatment group is 
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If you want to try your luck, don't go to Foxwoods. Join us in a 75minute research experiment on decisionmaking under uncertainty, i.e. gambling.
Decision Making Under Uncertainty
Experimental Study Performed at Yale University Principal Investigator: Professor Donald J. Brown IRB Protocol Number: 1104008396
Research Informed Consent Form
This is a research experiment on decision-making under uncertainty. Although this study will not benefit you personally, we hope that our results will add to the knowledge about sequential decision-making under risk and ambiguity.
This is a 75-minute experiment where you will be asked to make 100 pair-wise choices between lotteries with two outcomes. In some lotteries you will be told the probabilities of the outcomes and for other lotteries you will not be told the probabilities of the outcomes. The experiment is divided into 3 blocks. At the end of each block, you can take a break at your own discretion.
You may leave the experiment at anytime and we will pay you $8. At the end of the experiment you will you will earn additional dollars from your choices. That is, if you complete the experiment, then we will randomly select one of your 100 choices and you will also receive the payoff of that choice. The payoffs range from $2 to $15.
All of your responses will be confidential. Your responses will be numbered and any information linking your number with your name will be destroyed at the end of the experiment, after you are paid. This anonymous data will be available upon request to other social scientists.
