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014.02.0Abstract With the development of rapid-response Earth-observing techniques, the demand for
reducing a requirements-tasking-effects cycle from 1 day to hours grows rapidly. For instance, a
satellite user always wants to receive requested data in near real-time to support their urgent mis-
sions, such as dealing with wildﬁres, volcanoes, ﬂooding events, etc. In this paper, we try to reduce
data transmission time for achieving this goal. The new feature of a responsive satellite is that users
can receive signals from it directly. Therefore, the traditional satellite control and operational tech-
niques need to be improved to accommodate these changes in user needs and technical upgrading.
With that in mind, a data transmission topological model is constructed. Based on this model, we
can deal with the satellite data transmission problem as a multi-constraint and multi-objective path-
scheduling problem. However, there are many optional data transmission paths for each target
based on this model, and the shortest path is preferred. In addition, satellites represent scarce
resources that must be carefully scheduled in order to satisfy as many consumer requests as possible.
To efﬁciently balance response time and resource utilization, a K-shortest path genetic algorithm is
proposed for solving the data transmission problem. Simulations and analysis show the feasibility
and the adaptability of the proposed approach.
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With the rapidly growing demand for environmental monitor-
ing and disaster warning, the use of rapid-response Earth-
observing technique has been increasing in recent years and
this trend is expected to continue.1,2 Over the past few years,
there has been a growing realization that responsive satellite
platforms can provide useful levels of capability for rapid-
response Earth observations. A responsive satellite is often
smaller and cheaper than a common satellite. More impor-
tantly, a responsive satellite means rapid development, rapid
launch, and rapid operations. Thus, it can be used to deal with
urgent missions such as in relation to ﬁres, ﬂoods, volcanicSAA & BUAA. Open access under CC BY-NC-ND license.
350 J. Li et al.eruptions, and other threats to the Earth as well as human and
animal life and vegetation.
Observation data are only downloaded by ground stations
historically. Satellites in polar orbits can reduce the data
transmission cycle by sending data to the north polar ground
stations that they see in every orbit. However, many Earth-
observing satellites are in sun-synchronous orbits and do
not have this advantage, so most data downloading tasks
are accomplished by normal ground stations. Fortunately,
some users can already receive observation data directly from
responsive satellites using mobile stations, such as the multi-
use ground station (MUGS) described in Section 2. Espe-
cially data transmission time can obviously be reduced when
a user receives data on the same pass. Furthermore, tracking
and data relay satellite system (TDRSS) satellites are becom-
ing more widely used for downloading data in near real-time.
Hence, improvements to current systems are needed in order
to incorporate this new technique. Moreover, Chinese ground
stations are distributed across mainland China, and solving
the problem of near-real-time data transmission is particu-
larly essential for the country.
A data transmission topological model is constructed in or-
der to shorten data transmission time by considering the char-
acteristics of responsive satellites. Based on this model, there
are three areas to consider:
(1) In order to provide observation results quickly, the
shortest path should be selected from the optional data
transmission paths for each target.
(2) Satellites represent scarce resources that must be used as
efﬁciently as possible in order to satisfy the large number
of consumer requests.
(3) All constraints of satellite resources must be obeyed in
order to reduce risk to the platform.
By summarizing all of the above, we can deal with the
satellite data transmission problem as a multi-constraint and
multi-objective path-scheduling problem. This is an important
problem in the graph theory; many real-world applications
can be described with this model, such as the path-navigation
and logistic-distribution problem. In this paper, we propose
an optimal algorithm based on the K-shortest path algorithm
and the genetic algorithm to solve this problem. Experimental
results show that the proposed algorithm can effectively balance
satellite data transmission time and resource oversubscription.
This paper is structured as follows: after a short presenta-
tion of related work (Section 2), a detailed description of the
data transmission topological model is given (Section 3), which
is followed by the problem formulation (Section 4), and a
K-shortest path genetic algorithm for solving the data trans-
mission problem (Section 5). The ﬁnal sections of the paper
comprise a discussion of experimental results (Section 6) and
conclusions (Section 7).
2. Related works
2.1. Responsive satellite mission operations
Responsive space is the capability of space systems to respond
rapidly to uncertainty.3 Operational responsive space (ORS)systems aim to enhance operational space capabilities, as well
as support ﬂexibility and responsiveness to urgent events. It re-
quires all system segments to work together effectively in order
to support operational users.
There are a number of examples establishing response satel-
lite mission operations. In Refs.4,5, the Virtual Mission Opera-
tions Center (VMOC) system, which is a software-based
platform to incubate, mature, and transition new and relevant
technologies and concepts of operations via continuous opera-
tional experimentation, is presented. The VMOC system com-
prises three large components designated as tactical, mission,
and apportionment. Each component provides speciﬁc capa-
bilities and is tailored to a speciﬁc user base.
The VMOC system has already been used in several demon-
strations, experiments, and exercises to shape and mature the
technology. The MUGS combined with the VMOC and the
Air Force Space and Missile Systems Center (SMC) S-band
phased array for telemetry tracking and commanding (PAT)
to provide end-users a direct up and down link with the United
Kingdom disaster monitoring constellation (UK-DMC) satel-
lite built by Surrey Satellite Technology Ltd (SSTL). The
MUGS experiment demonstrated the ability for authorized
tactical users with secure internet access, to directly task a
low-Earth-orbit sensor platform and payload from an end-
user, retrieve the data, and post the data on a net-centric server
for retrieval by the requester.
Training and Tactical Operationally Responsive Space
Operations (TATOO) provides an environment for the
development, evaluation, and documentation of numerous
mission-critical activities and training military personnel in
the tasking process.6 TATOO developed Satellite Tasking
Manager (STM) software. A tactical user can task a speciﬁc sa-
tellite by using a point-and-click interface.
The system architecture of the tactical spacecraft com-
manding service architecture (TSCSA) consists of three com-
ponents: tactical ground unit network, communication
bridge, and backend services. It is centered on military usage
and explores a new way to access, task, and receive informa-
tion from tactical spacecraft assets based on the notion of a
distributed, semi-automated planning and scheduling frame-
work built on current web service standards.7
TacSat-2 missions include autonomous orbit maintenance
and payload operations, collecting tactically relevant imagery
and signals intelligence data, performing real-time signal geo-
location and identiﬁcation of emitters using satellite and air-
craft-based collection platforms. TacSat-2 missions already
demonstrated the feasibility of in-theatre data reception
directly from a satellite on the same pass when an image
was collected; the end-to-end process, from target location
selection for viewing the image, was completed within
90 min. Future experiments aim at turnaround times as short
as 10 min.8
The UK’s TopSat mission successfully tasked and received
processed data within 90 min. Future experiments are planned
for turnaround times less than 15 min.9
In summary, these systems do not make use of SWE stan-
dards, meaning that they are built up in proprietary systems,
although data are accessible over the internet. Meanwhile,
these experiments only considered the instance of tasking
and receiving processed data on the same pass. If a mobile
A data transmission scheduling algorithm for rapid-response earth-observing operations 351station is far away from a requested target, these systems are
powerless.
2.2. Satellite scheduling
Satellite resources are precious and scarce. To maximize their
values to service consumers, many optimal algorithms are uti-
lized. Bensana et al. proposed a value constraint-satisfaction
model for the daily photograph-scheduling problem.10 The
graph theory model was also used for formulating the satellite
planning problem.11,12 Michel and Hao dealt with the satellite
scheduling problem as a knapsack problem.13 With the
increasing number of satellites and observation requests,14
stochastic optimization algorithms15 was applied to optimize
the satellite observation plan. The Air Force Satellite Control
Network (AFSCN) manages more than 100 satellites via nine
ground stations by using a genetic algorithm.16 The same
method is adopted for Korean satellites.17 Wang et al. pro-
posed a hybrid learning algorithm for multi-satellite task
planning, and the historical schedule information was utilized
in later satellite planning.18 Lagrangian relaxation and linear
search techniques were introduced by Lin et al. for solving the
daily imaging-scheduling problem.19 The heuristic method is
also popular in satellite scheduling area.20 Analytical Graph-
ics Inc (AGI) Satellite Toolkit (STK) Scheduler provides
some optimization methods, such as neural network, one
pass, multi-pass, etc.21 Ribeiro et al. used an ILOG solver
for SPOT-5 daily operations.22 Lemaıˆtre et al. investigated
four different methods (including a greedy algorithm, a dy-
namic programming algorithm, a constraint programming ap-
proach, and a local search method) in order to solve the agile
earth observing system (AEOS) track selection and scheduling
problem.23 Damiani et al. proposed a continuous anytime
planning on-board decision-making mechanism to detect, ob-
serve, and track various disasters in dynamic unforeseeable
environments.24
However, all of the aforementioned research focuses on
mission conﬂict resolution and maximizing satellite values
rather than reducing data transmission times. Urgent missions
often need to be arranged individually.
To support remote sensing satellites in near real-time, direct
broadcast (DB) and direct readout (DR) techniques have been
used by National Aeronautics and Space Administration
(NASA).25 With the advances in data packaging and radio fre-
quency (RF) communication packaging techniques, end-users
may receive satellite observing data in real-time when they
are in direct line of sight to a satellite.25 Furthermore, onboard
product generation for ﬂood science, volcano science, and cry-
osphere science has been demonstrated by using the Earth
Observing One (EO-1) satellite.26
In addition, EO SPS (Sensor Planning Service 2.0 Earth
Observation Satellite Tasking Extension Standard that speci-
ﬁes extensions) has been published by the OGC SWE work-
ing group. These extensions are dedicated to providing
interoperable access to the tasking capabilities of various
types of Earth-observing systems (EOSs).27,28 To evolve and
develop EO SPS and other sensor web standards, the NASAEarth Science Technology Ofﬁce has sponsored 35 related ad-
vanced information systems technology (AIST) projects. As a
pathﬁnder for the concept of sensor web, the EO-1 satellite
has been supporting sensor web operations to predict ﬂood
waves and thus provide early warnings for Namibia29 and
Thailand,30 and all users can access the data via the open
Internet. Currently, NASA has been developing the Sensor
Web 2.0 system to enable a common user to assemble cus-
tomized sensor web applications in minutes or hours with
no staff. It incorporates SWE services and combines them
with Web 2.0 and Workﬂow Management Coalition
(WMC)-compliant workﬂows technologies.31
The sensor planning service (SPS) includes an asset man-
agement system (AMS) for controlling the effective utiliza-
tion of a sensor to run requested tasks. However, the
AMS is too weak to task the scheduling. Therefore, solving
the satellite data transmission scheduling problem is essential
for SPS.3. Data transmission topology model
The most important characteristic of responsive satellites is
that users can receive a signal directly from them. The whole
process chain consists of tasking, satellite telemetry, data
collection, and data receiving. These steps work one by
one. Consequently, satellite scheduling must consider all
types of resources, namely satellite telemetry stations,
Earth-observing satellites, data-receiving resources which in-
clude ground stations, TDRSS satellites, and mobile
stations.
The aim of responsive satellite scheduling is to develop a
system which integrates data-collection optimization and
data-receiving optimization. There are some considerations.
(1) Data requested by users must be satisﬁed as much as pos-
sible. (2) Data should be received in near real-time, which
means the time of the whole process chain must be shortened.
(3) Targets requested by users perhaps have more than one
access window, so these imaging opportunities should be
arranged as much as possible to improve the target’s time
resolution. (4) It should take full advantage of responsive
satellites and TDRSS satellites to reduce data transmission
time.
To meet the above goals, a data transmission topology
model is proposed as shown in Fig. 1. It is a directed acyclic
graph. In this graph, the vertex means the resource node, the
edge means the data-collection or data-receiving action, and
the value of the edge means the time of action. A whole path
from the source vertex to the sink vertex means the whole data
transmission process. VERTEX is the vertex set; EDGE is the
edge set; PATH is the path set.
The data transmission topology model has the following
characteristics: (1) it is a directed acyclic graph (DAG); (2)
it is multi-source and multi-sink; (3) the value of the edge
changes over time; (4) the number of the vertexes of the
whole data transmission chain is low; (5) the data transmis-
Fig. 1 Framework of the data transmission topology model.
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resources.
Based on the analysis above, we can translate the satellite
resource optimizing problem into a multi-target and multi-
constrained optimal path selection problem in directed acyclic
graphs.4. Problem formulation
There are two considerations in formulating the satellite data
transmission scheduling problem:(1) Task weight, satellite resolution weight, scheduled
observation task number, and time efﬁciency should be
all represented in the object function.
(2) The process of satellite data transmission relates to var-
ious resources, including telemetry stations, satellites,
ground stations, TDRSS satellites, and mobile stations.
All constraints of these resources should be
summarized.
The details of problem formulation are given below:
Notations
SCENE the scene of responsive satellite scheduling. ascene is the start time of the scene; bscene is the end time of the
scene
TGT target set. wi is the reward of target i 2 TGT. nTGT is the number of targets
S satellite set. Rs is the resolution weight for satellite s 2 S. Ds is the transition time for satellite s 2 S when
observing two targets consecutively. SAs is the downloading skew angle. MAXSAs is the maximal
downloading skew angle
V telemetry station set. Dv is the transition time for ground station v 2 V when servicing two satellites
consecutively
G ground station set. Dg is the transition time for ground station g 2 G when servicing two satellites
consecutively
R TDRSS satellite set. Dr is the transition time for TDRSS satellite r 2 R when servicing two satellites
consecutively
U mobile station set. Du is the transition time for station u 2 U when servicing two satellites consecutively
PATH set of all paths
EDGE set of all edges
GENE gene set of chromosome
NGENE number of genes inside one chromosome
M number of observation windows for target i 2 TGT
D number of download windows for satellite s 2 S
TTW={[avsj, bvsj, hvsj]|
v 2 V, s 2 S, j 2 N}
telemetry time window set, where avsj, bvsj, and hvsj are the start time, end time, and rolling angle for the
jth time window of telemetry station v with satellite s, respectively; N means a natural number. TTWs is
the subset of TTW for satellite s 2 S
OTW= {[aisj, bisj, hisj]|
i 2 TGT, s 2 S, j 2 N}
observation time window set, where aisj, bisj, and hisj are the start time, end time, and rolling angle for the
jth time window of target i with satellite s, respectively; N means a natural number. OTWs is the subset
of OTW for satellite s 2 S. OTWi is the subset of OTW for target i 2 TGT. OTWis is the subset of OTW
for target i 2 TGT observed by satellite s 2 S. Notw: number of OTW
GDTW={[asgj, bsgj, hsgj]|
s 2 S, g 2 G, j 2 N}
ground station download time window set, where asgj, bsgj, and hsgj are the start time, end time, and
rolling angle for the jth time window of ground station g with satellite s, respectively; N means a natural
number. GDTWs is the subset of GDTW for satellite s 2 S. GDTWg is the subset of GDTW for ground
station g 2 G
TDTW={[asuj, bsuj, hsuj]|
u 2 U, g 2 G, j 2 N}
mobile station download time window set, where asuj, bsuj, and hsuj are the start time, end time, and
rolling angle for the jth time window of mobile station u with satellite s, respectively; N means a natural
number. TDTWs is the subset of TDTW for satellite s 2 S. TDTWu is the subset of TDTW for mobile
station u 2 U
RDTW={[asrj, bsrj]|
r 2 R, g 2 G, j 2 N}
TDRSS satellite download time window set, where asrj and bsrj are the start and end time for the jth time
window of TDRSS satellite r with satellite s, respectively; N means a natural number. RDTWs is the
subset of RDTW for satellite s 2 S
Variables
ti the time of a user receiving data of target i
xi binary variable for target i 2 TGT representing whether target i is arranged
ri nonnegative integer variable representing the maximum satellite resolution weight for target i 2 TGT
wi nonnegative integer variable representing the important weight for target i 2 TGT
xttw binary variable for telemetry time window ttw 2 TTW representing whether time window ttw is adopted
as a telemetry
xotw binary variable for observation time window otw 2 OTW representing whether time window otw is
adopted as an observation
xgdtw binary variable for ground station download time window gdtw 2 GDTW representing whether time
window gdtw is adopted as a download
xtdtw binary variable for mobile station download time window tdtw 2 TDTW representing whether time
window tdtw is adopted as a download
xrdtw binary variable for TDRSS satellite download time window rdtw 2 RDTW representing whether time
window rdtw is adopted as a download
Sgdtw nonnegative integer variable representing the start time of ground station download time window
gdtw 2 GDTW
egdtw nonnegative integer variable representing the end time of ground station download time window
gdtw 2 GDTW
Stdtw nonnegative integer variable representing the start time of mobile station download time window
tdtw 2 TDTW
etdtw nonnegative integer variable representing the end time of mobile station download time window
tdtw 2 TDTW
Srdtw nonnegative integer variable representing the start time of TDRSS satellite download time window
rdtw 2 RDTW
erdtw nonnegative integer variable representing the end time of TDRSS satellite download time window
rdtw 2 RDTW
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Four assumptions aremade to simplify the satellitemission sched-
uling problem for the purposes of this paper, which are as follows:
(1) A satellite can only perform one mission at time.
(2) A TDRSS satellite can serve multiple satellites at the
same time.
(3) A ground station and a mobile station can only serve
one satellite in one access window.
(4) Ground stations, TDRSS satellites, and mobile stations
always link with the user node.4.2. Objective function (ﬁtness function)
max P1
X
i2TGT
wirixi
 !
þ P2
X
otw2OTW
xotw
 !(
þP3
X
i2TGT
xi=
X
i2TGT
ðti  asceneÞxi
 !)
ð1Þ
where P1, P2, and P3 are the weight values meaning the impor-
tant degree of target weight and satellite resolution weight,
data requested satisﬁed degree, and time urgency, respectively.
4.3. Constraints
There are various constraints for different satellites. In this pa-
per, we mainly consider some general constraints, and in prac-
tical applications, other speciﬁc constraints for speciﬁc
satellites can be added based on our model.
Constraints of the satellites include:
The ﬁrst imaging action must occur later than the ﬁrst
telemetry action for the same satellite.
min aisjðotwÞj8otw 2 OTW;8i 2 TGT;j ¼ 1; xotw ¼ 1
 
> minfbvsjðttwÞj8ttw 2 TTW;8v 2 V; j ¼ 1g; 8s 2 S
ð2Þ
The time between observing two targets consecutively must
be more than the minimum transition time.
aisjðpÞ  bisjðqÞP Ds; 8aisjðpÞ > aisjðqÞ; p – q 2 OTWs
8i 2 TGT; 8j 2 N; xp ¼ 1; xq ¼ 1; 8s 2 S
ð3Þ
The downloading skew angle must be less than the maximal
downloading skew angle.
SAs 6MAXSAs ð4Þ
Constraints of the ground stations include:
The time between servicing two satellites consecutively
must be more than the minimum transition time.
sgdtwðpÞ  egdtwðqÞP Dg; 8sgdtwðpÞ > sgdtwðqÞ; p – q 2 GDTWg
8s 2 S; 8j 2 N; xp ¼ 1; xq ¼ 1; 8g 2 G
ð5Þ
The data-receiving action must be arranged inside the ac-
cess window.
asgjðpÞ 6 sgdtwðpÞ < egdtwðpÞ 6 bsgjðpÞ; 8p 2 GDTW ð6Þ
Constraints of the TDRSS satellites include:The data-relaying action must be arranged inside the access
window.
asrjðpÞ 6 srdtwðpÞ < erdtwðpÞ 6 bsrjðpÞ; 8p 2 GDTW ð7Þ
Constraints of the mobile stations include:
The time between servicing two satellites consecutively
must be more than the minimum transition time.
stdtwðpÞ  etdtwðqÞP Du; 8stdtwðpÞ > stdtwðqÞ; p – q 2 TDTWu
8s 2 S; 8j 2 N; xp ¼ 1; xq ¼ 1; 8u 2 U
ð8Þ
The data-downloading action must be arranged inside the
access window.
asujðpÞ 6 stdtwðpÞ < etdtwðpÞ 6 bsujðpÞ; 8p 2 TDTW ð9Þ
Constraints of the data transmission process include:
The data-receiving action must be arranged if a target has
been observed.X
gdtw2GDTWs
xgdtw þ
X
tdtw2TDTWs
xtdtw þ
X
rdtw2RDTWs
xrdtw P 1;
If
X
otw2OTWs
xotw P 1; 8s 2 S
ð10Þ
The data-collection action must be arranged if the data-
receiving action has been arranged.
X
otw2OTWs
xotw P 1;
If
X
gdtw2GDTWs
xgdtw þ
X
tdtw2TDTWs
xtdtw þ
X
rdtw2RDTWs
xrdtw P 1; 8s 2 S
ð11Þ
The aim of the two constraints above is to ensure that the
path of the data transmission process is whole.
The path of process must obey the order of data
transmission.
maxfsgdtwðpÞ; stdtwðqÞ; srdtwðwÞj8p 2 GDTWs;
xp ¼ 1; 8q 2 TDTWs; xq ¼ 1; 8w 2 RDTWs; xw ¼ 1g
P maxfbisjðotwÞj8otw 2 OTWs; xotw ¼ 1g; 8
X
otw2OTWs
xotw
P 1; 8s 2 S ð12Þ
The mobile station receiving action should not be arranged
if a satellite has not observed the targets which the same user
has requested.
xtdtwðpÞ ¼ 0; p 2 TDTWs
If
X
xotw ¼ 0;whereotw 2 OTWis; stdtwðpÞ > bsijðotwÞ; 8i 2 Iu
ð13Þ
The relationships between variables are:
The mean of yi.
yi ¼
1; If
X
otw2OTWi
xotw P 1
0; Else
8<
: ð14Þ
The mean of tsi .
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bisj; j ¼ 1If
X
otw2OTWis
xotw P 1
1; Else
8<
: ð15Þ
The mean of ti. If t
s
i „ 1,
ti¼min egdtwðpÞ;etdtwðqÞ;erdtwðwÞjegdtwðpÞ> tsi ;etdtwðqÞ> tsi ;

erdtwðwÞ> tsi ;8p2GDTWs;8q2TDTWs8w2RDTWs;8s2Sg
ð16Þ
Else
ti ¼ 1 ð17Þ5. K-shortest path genetic algorithm for the multi-constraint and
multi-objective path-scheduling problem
The scheduling of EOS is a complex combinatorial optimiza-
tion problem. Both the satellite observation scheduling prob-
lem and the satellite download scheduling problem have the
complexity of NP-hard problems. To tackle these problems,
the genetic method is mostly adopted. Our model is more com-
plicated because it contains the whole process of data transmis-
sion and every type of constraint. There are many optional data
transmission paths for each target, and the shortest path is pre-
ferred. A lot of inefﬁcacious results will be produced if the ge-
netic algorithm is used directly, because the random result it
produces rarely satisﬁes all constraints. In addition, satellites
represent scarce resources that must be carefully scheduled in
order to satisfy as many consumer requests as possible.
Through analyzing the model, the idea of K-shortest path
selection is utilized in order to satisfy the constraints of data
transmission.
Based on the analysis above, a K-shortest path genetic
(KSPG) algorithm, which combines the K-shortest path selec-
tion algorithm and genetic algorithms, is proposed for the
responsive satellite scheduling problem. This will be discussed
separately below.
5.1. K-shortest data transmission path algorithm
The scene below is introduced to explain the work process of
the KSDTP algorithm. The start time of the scene is ‘‘2011-9-
1 00:00:00’’; the end time is ‘‘2011-9-1 23:59:59’’. To simplifyFig. 2 An example of a dathe graph, the year, month, and day are not labeled in the graph
depicted in Figs. 2–4. The K-shortest path problem is to list the
k paths connecting a given source–destination pair in a digraph
with a minimum total length.32 In our model, we use it to cal-
culate the 1st to the kth shortest data transmission path for
every target requested. The speciﬁc process of the K-shortest
data transmission path (KSDTP) algorithm is given in Table 1.
The ﬁrst step is validating the edge between the target node
and the satellite node to determine whether it ﬁts Eq. (2). In
this example, there are two edges between T1 and Sat1:
‘‘5:00:00–5:05:00’’ and ‘‘12:10:00–12:13:00’’. However, the
start time of the edge ‘‘5:00:00–5:05:00’’ is earlier than the
end time of the edge ‘‘6:00:00–6:05:00’’ between Tel1 and
Sat1, which is the ﬁrst telemetry action of Sat1. Hence, the edge
‘‘5:00:00–5:05:00’’ should be deleted from EDGE.
The second step is network regularization. There is no more
than one edge between different vertexes after network regular-
ization. The attribute of time changed of the edge is avoided
through this method and the problem is simpliﬁed. The result
of network regularizationof this example is given inFig. 3 below.
The third step is network standardization. This translates an
access time window into a data transmission time length be-
tween two vertexes. Network standardization must be pro-
cessed separately for every target. The result of the network
standardization of target T1 is depicted in Fig. 4. The value
of the edge between the target node and the satellite node equals
the end time of observing the action minus the start time of the
scene. The value of the edge between the satellite node and the
data-receiving node equals the start time of the data-receiving
action minus the end time of the observing action.
The fourth step is deleting any edge with a negative value.
The ﬁfth step is calculating the K-shortest path, k= 1 orig-
inally. Then the path is validated. If a path satisﬁes all the con-
straints of a single path, it will be added to PATH and
k= k+ 1. Then this step is repeated until k= K or there is
no new path in the graph.
Theorem 1. In KSDTP, the loss of an efﬁcient solution space
equals zero when k=1.
Proof. The framework of KSDTP shows that inefﬁcient solu-
tions will be ﬁltered, and the 1st to the kth efﬁcient solutions
will be reserved. Therefore, all efﬁcient solutions will be
reserved when k=1. The original proposition is proved. hta transmission network.
Fig. 3 Regularization of the data transmission network.
Fig. 4 Standardization of the data transmission network for target T1.
Table 1 Speciﬁc process of the KSDTP algorithm.
Algorithm: K-shortest data transmission path selection (PATH, EDGE, TTWs, TGT, OTW, Notw)
1 loop for m‹1 to Notw
2 if the start time of OTW [m] earlier than min (TTWs)
3 then
4 OTW= OTWfOTW½mg //delete the observation action earlier than ﬁrst telemetry action for satisfying the Eq. (2)
5 end if
6 end loop
7 Network Regularization
8 loop for target i 2 TGT do
9 Network Standardization
10 Delete the edge with negative value
11 k‹ 1
12 repeat
13 Calculate the kth shortest path for target i using the K-shortest path selection algorithm introduced in Ref. [32]
14 if the path passes the constraints validation
15 then
16 add this path into PATH set.
17 end if
18 k= k+ 1
19 until kP K+ 1 or no new path in network
20 end loop
21 return PATH
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Fig. 5 Chromosome coding of the genetic algorithm.
Fig. 6 Genetics algorithm proc
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shortest path planning
The constraints of a single path of data transmission have been
satisﬁed after calculations using the K-shortest path algorithm.
We just need to consider the constraints between the different
paths of data transmission later. For example, the shortest path
of T1 (T1-Sat2-G1) has a conﬂict with the shortest path of T2
(T2-Sat2-G1) because of the edge ‘‘T1-Sat2’’ of path1 and the
edge ‘‘T2-Sat2’’ of path2 partly coincide in terms of time. We
can only choose one path from these two paths above.
The genetic algorithm is utilized in order to solve this kind
of problem. The chromosome is structured using the binary
coding method, which presents a solution for the problem as
either 0 or 1: 1 means the path is selected; 0 means it is not.
The length of the chromosome after KSDTP processing equals
the number for PATH, which is remarkably shorter than that
without KSDTP processing when K is not large. Fig. 5(a) and
Fig. 5(b) show the difference in chromosome coding between
the proposed algorithm and the classical genetic algorithm.
Based on the chromosome coding mode of KSDTP processing,
the genetic algorithm process for the KSPG algorithm is illus-
trated in Fig. 6.
Generally speaking, a good satellite missions schedule has
the following characteristics:ess for the KSPG algorithm.
Table 2 Speciﬁc process for the iterative repair operator.
Algorithm: Iterative repair operator (GENE, PATH, NGENE)
1 loop for m‹ 1 to NGENE1
2 loop for n‹ m+ 1 to NGENE
3 if PATH[m] decoded by GENE[m] has conﬂicts
with PATH[n] decoded by GENE[n]
4 then
5 if the k value of PATH[m] bigger than that of PATH[n]
6 then
7 delete PATH[m] from PATH
8 break
9 else
10 delete PATH[n] from PATH
11 end if
12 end if
13 end loop
14 end loop
15 return PATH
358 J. Li et al.(1) A target with a high weight should be observed ﬁrst.
(2) A satellite with a high resolution should be arranged
prior. In particular, advanced satellites are supposed to
observe important targets.
(3) To maximize the value of a satellite, the observation
mission planning solution should include as many tar-
gets requested by users as possible.
Based on this prior knowledge above, three heuristic rules
are proposed for improving the traditional mutation method:
(1) The positive mutation probability will decrease when
overabundance genes, which belong to the same target,
have a positive value.
(2) If a path contains a high-priority target, its gene should
have a positive value with a large probability.
(3) If a path contains a satellite with a high resolution, the
positive mutation of its gene should be added.
To overcome premature convergence, the incremental idea
is introduced when using the heuristic rules above. In earlier
iterations, the inﬂuence of these rules is weak when searching
the schedule in a large solution space. In the late iterative pro-
cess, the effect of the heuristic rules will be strengthened and
speed up the convergence rate.Table 3 The characteristics of satellites.
SatID Semi-major axis Eccentricity Inclination RAAN Argum
Sat1 7065.678 0.001092 98.136 131.114 146.194
Sat2 7204.665 0.000066 98.624 132.512 129.033
Sat3 7082.127 0.000110 98.215 132.598 120.147
Sat4 7204.782 0.000104 98.704 138.107 78.867
Sat5 7082.149 0.000130 98.217 5.099 63.696
Sat6 6888.033 0.000178 97.446 71.283 95.497
Sat7 6975.004 0.001981 97.770 62.010 82.638
Sat8 6975.053 0.000826 97.772 62.164 73.993
Sat9 6908.542 0.002039 97.745 68.837 137.646
Sat10 6974.926 0.000370 97.703 63.749 140.859
Notes: RAAN is right ascension of the ascending node.Some inefﬁcient solutions will be produced because the ge-
netic algorithm is random. Hence, an iterative repair operator
is proposed as depicted in Table 2.
5.3. Summary
Three key advantages of the proposed algorithm are gained
through combining the K-shortest path selection method with
the genetic algorithm. Most constraints for various satellite re-
sources are fulﬁlled after calculating the K-shortest data trans-
mission path. Therefore, the number of inefﬁcacious results is
reduced considerably. Furthermore, the chromosome length of
the genetic algorithm can be controlled through adjusting the
value of K. Generally speaking, the chromosome length of
the proposed algorithm is obviously shorter than that of the
classical genetic algorithm when K is not large. Finally, data
transmission efﬁciency can be ensured based on the K-shortest
path selection technique.
6. Experiments
In order to test the performance of the KSPG algorithm, we
design some experiments as follows. The algorithm simulates
10 satellites with different resolutions, the details of which
are shown in Table 3 and the TLE is given in Table 4. The time
windows of the satellites for the observed object are calculated
by STK. Three ground stations and ﬁve mobile stations are in-
volved in the data-receiving job, as illustrated in Table 5. They
are all distributed across the Chinese territory. One TDRSS sa-
tellite is also involved in the data-receiving job. Schedule hori-
zons are employed: from 2011-11-1 0:00:00 to 2011-11-2
0:00:00. For the target observation requirements, we use three
different types of target as follows:
(1) The observation requests are randomly generated in the
area of latitude ½60 ; 60  and longitude ½180 ; 180 .
(2) The observation requests are randomly generated inside
mainland China.
(3) A mixture of the two areas above and mainland China
has a larger concentration of targets than the area out-
side China.
Firstly, the simple test data set which contains three point
targets, three satellites, and two stations, are used for illustrat-
ing the process and result of the proposed algorithm. Theent of perigee Mean anomaly Data rate (M/s) Resolution (m)
213.993 80 2
231.090 80 2
239.983 80 2
67.516 80 2
296.436 80 2
261.108 80 2
277.708 100 1
286.219 100 1
346.146 100 1
219.292 100 1
Table 4 The TLE of satellites.
SatID TLE
Sat1 1 26619U 00075A 11062.70736290 .00000301 00000-0
69113-4 0 281
2 26619 98.1364 131.1145 0010916 146.1935 213.9929
14.62200757547521
Sat2 1 25260U 98017A 11062.69026706 .00000053 00000-0
45000-4 0 965
2 25260 98.6242 132.5115 0000656 129.0329 231.0903
14.20073817670968
Sat3 1 25682U 99020A 11062.71179137 .00000081 00000-0
28000-4 0 7686
2 25682 98.2152 132.5977 0001102 120.1473 239.9831
14.57107043632028
Sat4 1 27421U 02021A 11062.75873201 .00000089 00000-0
62481-4 0 100
2 27421 98.7037 138.1073 0001038 78.8674 67.5160
14.20038837457802
Sat5 1 27424U 02022A 11062.74836357 -.00001058 00000-0
-22475-3 0 8851
2 27424 98.2169 5.0986 0001302 63.6955 296.4359
14.57100022469711
Sat6 1 31698U 07026A 11062.81275463 .00001299 00000-0
65047-4 0 2303
2 31698 97.4457 71.2831 0001782 95.4974 261.1079
15.19159826206105
Sat7 1 28413U 04035A 11062.78475682 -.00000305 00000-0
-25168-4 0 3403
2 28413 097.7703 062.0095 0019814 082.6376 277.7080
14.90820508352558
Sat8 1 28414U 04035B 11062.67954586 .00000412 00000-0
47466-4 0 2958
2 28414 097.7720 062.1637 0008256 073.9928 286.2187
14.90805016352533
Sat9 1 28737U 05024A 11062.81435304 .00000791 00000-0
49338-4 0 4731
2 28737 097.7453 068.8372 0020393 137.6457 346.1464
15.12395029310917
Sat10 1 29505U 06046A 11062.75079783 -.00000121 00000-0
-67945-5 0 8725
2 29505 097.7033 063.7487 0003698 140.8590 219.2925
14.90846136237138
Table 5 The characteristics of stations.
SN Latitude Longitude Data rate (M/s)
G1 39.90 116.38 200
G2 39.48 76.31 200
G3 18.25 109.49 200
U1 36.11 103.60 150
U2 45.87 126.67 150
U3 26.07 119.30 150
U4 43.78 87.58 150
U5 30.51 114.31 150
Table 6 The observation time windows set.
TargetID SatID Observation start time Observation stop time
T1 Sat6 2011-09-01 22:21:32 2011-09-01 22:22:57
Sat7 2011-09-01 08:30:06 2011-09-01 08:31:50
Sat7 2011-09-01 21:45:50 2011-09-01 21:47:31
Sat9 2011-09-01 09:29:28 2011-09-01 09:31:01
Sat9 2011-09-01 22:33:48 2011-09-01 22:35:17
T2 Sat6 2011-09-01 09:14:47 2011-09-01 09:14:58
Sat6 2011-09-01 09:16:05 2011-09-01 09:16:13
Sat7 2011-09-01 08:23:57 2011-09-01 08:25:40
Sat9 2011-09-01 09:23:23 2011-09-01 09:24:54
T3 Sat6 2011-09-01 20:57:49 2011-09-01 20:59:13
Sat7 2011-09-01 08:18:56 2011-09-01 08:20:40
Sat7 2011-09-01 20:20:31 2011-09-01 20:22:09
Sat9 2011-09-01 21:09:44 2011-09-01 21:11:10
Table 7 The download time windows set.
StationID SatID Download start time Download stop time
G1 Sat6 2011-09-01 07:46:21 2011-09-01 07:48:15
Sat6 2011-09-01 09:14:28 2011-09-01 09:25:40
Sat6 2011-09-01 10:49:09 2011-09-01 10:59:00
Sat6 2011-09-01 20:48:00 2011-09-01 20:51:53
Sat6 2011-09-01 22:18:47 2011-09-01 22:30:18
Sat6 2011-09-01 23:53:31 2011-09-01 23:59:59
Sat7 2011-09-01 06:54:17 2011-09-01 06:56:10
Sat7 2011-09-01 08:23:26 2011-09-01 08:35:38
Sat7 2011-09-01 09:59:17 2011-09-01 10:11:04
Sat7 2011-09-01 20:09:33 2011-09-01 20:15:43
Sat7 2011-09-01 21:42:43 2011-09-01 21:55:18
Sat7 2011-09-01 23:19:11 2011-09-01 23:29:03
Sat9 2011-09-01 07:54:06 2011-09-01 07:57:12
Sat9 2011-09-01 09:22:58 2011-09-01 09:34:35
Sat9 2011-09-01 10:57:58 2011-09-01 11:08:22
Sat9 2011-09-01 20:59:34 2011-09-01 21:04:08
Sat9 2011-09-01 22:30:56 2011-09-01 22:42:45
G3 Sat6 2011-09-01 09:11:46 2011-09-01 09:18:32
Sat6 2011-09-01 10:42:51 2011-09-01 10:54:16
Sat6 2011-09-01 22:24:46 2011-09-01 22:36:01
Sat7 2011-09-01 08:21:17 2011-09-01 08:27:57
Sat7 2011-09-01 09:53:13 2011-09-01 10:06:04
Sat7 2011-09-01 11:34:56 2011-09-01 11:35:56
Sat7 2011-09-01 21:48:48 2011-09-01 22:01:08
Sat7 2011-09-01 23:25:55 2011-09-01 23:34:22
Sat9 2011-09-01 09:20:19 2011-09-01 09:27:24
Sat9 2011-09-01 10:51:42 2011-09-01 11:03:34
Sat9 2011-09-01 22:36:58 2011-09-01 22:48:29
A data transmission scheduling algorithm for rapid-response earth-observing operations 359observation time windows set is shown in Table 6 and the
download time windows set is shown in Table 7. Then the
K-shortest data transmission paths can be easily calculated
as given in Table 8.
When K= 1, the observation time window of T2 has a con-
ﬂict with those of T1 and T3 because the time between observ-
ing two targets consecutively is less than the minimumtransition time (300 s), so we can only arrange the data acqui-
sition actions of T1 and T3. When K= 3, T2 has the other
observation time window, and therefore all three targets can
be arranged in the schedule, as shown in Table 9.
Next, the complex test data set is utilized for validating
the performance of the proposed algorithm. The details of
the test data set are given in Table 10, in which SN means
the serial number of the test data, OR the number of ob-
jects, TR the number of time windows generated according
to each satellite, AREA the distributed area of the targets,
Table 8 The K-shortest data transmission paths.
TargetID K value SatID Observation start time Observation stop time StationID Download start time Download stop time
T1 1 Sat7 2011-09-01 08:30:06 2011-09-01 08:31:50 G1 2011-09-01 08:31:51 2011-09-01 08:35:38
2 Sat9 2011-09-01 09:29:28 2011-09-01 09:31:01 G1 2011-09-01 09:31:02 2011-09-01 09:34:35
3 Sat7 2011-09-01 08:30:06 2011-09-01 08:31:50 G2 2011-09-01 09:53:13 2011-09-01 10:06:04
4 Sat7 2011-09-01 08:30:06 2011-09-01 08:31:50 G1 2011-09-01 09:59:17 2011-09-01 10:11:04
5 Sat9 2011-09-01 09:29:28 2011-09-01 09:31:01 G2 2011-09-01 10:51:42 2011-09-01 11:03:34
6 Sat9 2011-09-01 09:29:28 2011-09-01 09:31:01 G1 2011-09-01 10:57:58 2011-09-01 11:08:22
T2 1 Sat7 2011-09-01 08:23:57 2011-09-01 08:25:40 G2 2011-09-01 08:25:41 2011-09-01 08:27:57
2 Sat7 2011-09-01 08:23:57 2011-09-01 08:25:40 G1 2011-09-01 08:25:41 2011-09-01 08:35:38
3 Sat6 2011-09-01 09:14:47 2011-09-01 09:14:58 G2 2011-09-01 09:14:59 2011-09-01 09:18:32
4 Sat6 2011-09-01 09:16:05 2011-09-01 09:16:13 G2 2011-09-01 09:16:14 2011-09-01 09:18:32
5 Sat6 2011-09-01 09:14:47 2011-09-01 09:14:58 G1 2011-09-01 09:14:59 2011-09-01 09:25:40
6 Sat6 2011-09-01 09:16:05 2011-09-01 09:16:13 G1 2011-09-01 09:16:14 2011-09-01 09:25:40
T3 1 Sat7 2011-09-01 08:18:56 2011-09-01 08:20:40 G2 2011-09-01 08:21:17 2011-09-01 08:27:57
2 Sat7 2011-09-01 08:18:56 2011-09-01 08:20:40 G1 2011-09-01 08:23:26 2011-09-01 08:35:38
3 Sat7 2011-09-01 08:18:56 2011-09-01 08:20:40 G2 2011-09-01 09:53:13 2011-09-01 10:06:04
4 Sat7 2011-09-01 08:18:56 2011-09-01 08:20:40 G1 2011-09-01 09:59:17 2011-09-01 10:11:04
5 Sat7 2011-09-01 08:18:56 2011-09-01 08:20:40 G2 2011-09-01 11:34:56 2011-09-01 11:35:56
6 Sat7 2011-09-01 08:18:56 2011-09-01 08:20:40 G1 2011-09-01 20:09:33 2011-09-01 20:15:43
Table 9 The planning results when K= 3.
TargetID K value SatID Observation start time Observation stop time StationID Download start time Download stop time
T1 1 Sat7 2011-09-01 08:30:06 2011-09-01 08:31:50 G1 2011-09-01 08:31:51 2011-09-01 08:35:38
T1 2 Sat9 2011-09-01 09:29:28 2011-09-01 09:31:01 G1 2011-09-01 09:31:02 2011-09-01 09:34:35
T1 3 Sat7 2011-09-01 08:30:06 2011-09-01 08:31:50 G2 2011-09-01 09:53:13 2011-09-01 10:06:04
T2 3 Sat6 2011-09-01 09:14:47 2011-09-01 09:14:58 G2 2011-09-01 09:14:59 2011-09-01 09:18:32
T3 1 Sat7 2011-09-01 08:18:56 2011-09-01 08:20:40 G2 2011-09-01 08:21:17 2011-09-01 08:27:57
T3 2 Sat7 2011-09-01 08:18:56 2011-09-01 08:20:40 G1 2011-09-01 08:23:26 2011-09-01 08:35:38
T3 3 Sat7 2011-09-01 08:18:56 2011-09-01 08:20:40 G2 2011-09-01 09:53:13 2011-09-01 10:06:04
Table 10 Test data set.
SN OR TR AREA TDRSS
PH140 100 498 WORLD NO
PH141 100 601 WORLD YES
PH142 100 482 CHINA NO
PH143 100 585 CHINA YES
PH144 200 676 WORLD NO
PH145 200 779 WORLD YES
PH146 200 630 CHINA NO
PH147 200 733 CHINA YES
PH148 150 560 MIXED NO
PH149 150 663 MIXED YES
Table 11 KSPG algorithm parameters.
Parameter Value
P1 of ﬁtness function 1
P2 of ﬁtness function 0.5
P3 of ﬁtness function 200
The value of K 16
Selection method Elite, Rank, Roulette
Crossover method Single crossover
Mutation method One-way mutation
Crossover probability 75%
Mutation probability 1%
Population sizes 300
Maximum number of ﬁtness consistently 300
Maximum number of iterations 1000
360 J. Li et al.and TDRSS the binary variable representing whether the
TDRSS satellite is involved. For comparison, all satellites
in the planning are presumed to have the same observation
range.
The algorithm is written in the C# programming language,
whose compiler environment is Microsoft Visual Studio 2010
running on a Pentium E5300 2.6 GHz PC with 2 G RAM.
The algorithm parameters used are given in Table 11.
To test the inﬂuences of different selection methods of the
KSPG algorithm, elite, roulette-wheel, and rank selections
are adopted and the results are recorded and shown in
Table 12.As shown in Table 12, the number of arranged targets in-
creases as K increases, which is reﬂected more clearly when
the number of targets is large. However, the inﬂuence of the
K value becomes smaller when K> 4.
It is seen that, compared with roulette-wheel selection and
rank selection, elite selection obtains the best ﬁtness. In order
to further analyze the inﬂuences of the different selection
methods of the KSPG algorithms, the evolutionary curve
for the case of PH145 and K= 4 is based on three selection
Table 12 Comparison between elite, roulette-wheel, and rank selections in different combinations of test data.
SN K ELITE Roulette Wheel Rank
Target Task AVGTi-me(hrs) TransDelay (hrs) Fitness CPU (s) AVGTi-me (hrs) TransDelay (hrs) Fitness CPU (s) AVGTi-me (hrs) TransDelay (hrs) Fitness CPU (s)
PH140 1 42 42 5.745 1.672 116.2 13.2 6.767 1.676 89.6 21.9 6.569 2.003 115.1 10.3
2 62 87 6.982 2.019 144.8 23.3 7.153 2.030 122.5 35.1 7.780 2.124 138.4 18.5
3 57 105 7.508 2.158 167.8 39.3 7.830 2.081 138.0 69.4 7.600 2.459 165.6 27.2
4 67 157 7.727 2.239 186.7 62.9 7.667 2.071 164.6 117.4 7.641 2.123 179.0 40.8
5 69 171 7.585 2.221 205.7 106.2 8.155 2.795 164.5 63.8 7.782 2.351 200.9 72.4
6 70 219 7.547 2.031 223.8 80.1 7.720 2.169 198.4 152.6 7.195 1.952 221.8 69.9
PH141 1 46 46 5.826 0.161 127.6 18.8 6.986 0.200 91.626 30.6 5.020 0.153 123.2 10.3
2 58 83 6.355 0.421 156.4 22.7 6.383 0.471 122.8 42.2 6.162 0.377 148.1 21.3
3 68 140 6.123 0.409 184.2 70.2 6.705 0.645 167.7 108.7 6.282 0.499 175.3 41.7
4 68 166 6.316 0.604 201.5 91.7 6.227 0.522 178.6 111.8 6.636 0.779 191.0 77.2
5 74 182 6.654 0.618 220.2 65.5 6.331 0.603 191.1 179.8 6.311 0.510 217.4 92.9
6 75 230 6.503 0.465 237.2 76.6 6.938 1.057 202.3 115.3 6.555 0.843 231.9 88.5
PH142 1 49 49 6.711 0.073 121.8 12.8 6.814 0.078 93.9 17.4 6.501 0.082 123.5 9.1
2 62 89 6.923 0.116 156.1 32.2 7.016 0.099 132.5 31.9 6.679 0.173 151.2 21.4
3 75 139 7.055 0.144 183.6 62.1 7.051 0.191 149.4 75.7 6.736 0.165 175.5 40.0
4 77 172 7.068 0.301 205.8 91.7 6.835 0.165 174.8 87.0 7.021 0.252 196.4 65.4
5 74 199 6.758 0.187 226.8 101.7 7.330 0.319 209.8 115.2 6.932 0.238 222.6 73.8
6 75 242 6.976 0.415 247.4 115.8 6.840 0.430 203.2 205.5 6.767 0.184 239.9 87.7
PH143 1 55 55 6.621 0.055 126.9 11.5 6.562 0.060 99.5 24.1 5.972 0.061 122.7 14.2
2 64 84 6.610 0.071 159.5 29.7 6.703 0.071 149.4 65.4 6.753 0.074 152.1 22.7
3 72 129 6.950 0.135 189.8 85.7 7.062 0.106 152.8 71.8 6.732 0.101 182.3 35.7
4 77 173 6.767 0.095 206.5 52.9 7.172 0.174 176.4 109.7 6.904 0.119 203.1 53.7
5 77 219 6.869 0.114 231.0 149.6 6.861 0.182 207.7 157.7 6.934 0.132 225.5 106.1
6 77 240 7.002 0.145 247.8 106.3 6.905 0.149 217.0 229.2 6.953 0.156 249.2 103.5
PH144 1 105 105 7.391 1.687 184.6 29.4 7.682 1.857 149.0 36.2 7.492 1.827 181.8 25.3
2 132 187 7.789 1.992 257.9 109.2 8.032 2.107 204.9 105.5 7.856 1.906 259.9 84.2
3 133 245 8.044 2.151 307.1 303.7 8.269 2.356 253.2 275.1 7.821 1.991 299.1 114.2
4 142 319 8.082 2.153 350.4 184.1 8.142 2.321 311.6 354.3 8.319 2.350 399.8 168.0
5 139 374 8.317 2.409 385.9 303.6 8.111 2.291 348.2 422.9 8.137 2.330 380.5 237.7
6 147 446 8.464 2.511 426.3 329.5 8.263 2.390 385.2 431.1 8.238 2.369 417.1 313.9
PH145 1 97 97 6.830 0.166 204.9 42.3 7.209 0.168 158.2 59.0 6.227 0.160 195.5 45.9
2 129 179 6.809 0.371 277.2 91.1 6.769 0.334 241.0 163.6 6.772 0.397 275.1 95.4
3 145 247 6.950 0.545 330.5 134.8 7.169 0.577 298.9 235.0 7.262 0.563 327.3 211.5
4 160 369 7.127 0.597 378.5 251.5 7.163 0.719 340.0 525.2 7.082 0.574 375.5 270.8
5 160 443 6.985 0.567 430.2 351.9 7.170 0.687 368.4 502.5 7.349 0.729 397.2 393.3
6 162 544 7.109 0.584 462.1 372.9 7.346 0.740 430.2 748.9 7.182 0.704 457.3 354.4
PH146 1 96 96 7.283 0.094 191.9 57.7 6.983 0.084 161.4 34.0 7.225 0.097 181.9 26.4
2 114 150 7.717 0.145 260.1 82.3 7.917 0.190 213.3 179.7 7.548 0.137 255.7 88.7
3 129 219 7.505 0.319 304.9 201.6 7.536 0.291 273.0 193.2 7.612 0.198 302.6 112.9
4 142 313 7.739 0.347 350.6 315.6 7.491 0.501 330.5 229.0 7.689 0.296 342.7 185.1
5 137 370 7.792 0.392 385.3 473.7 7.925 0.485 367.6 382.8 7.870 0.476 374.8 169.9
6 145 421 7.877 0.438 416.4 195.4 7.703 0.453 394.0 610.5 7.919 0.418 405.1 215.5
(continued on next page )
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Table 12 (continued)
SN K ELITE Roulette Wheel Rank
Target Task AVGTi-me(hrs) TransDelay (hrs) Fitness CPU (s) AVGTi-me (hrs) TransDelay (hrs) Fitness CPU (s) AVGTi-me (hrs) TransDelay (hrs) Fitness CPU (s)
PH147 1 106 106 7.521 0.057 190.0 36.6 7.624 0.062 174.9 46.7 7.703 0.061 190.9 43.2
2 121 172 7.662 0.071 265.9 137.0 7.653 0.078 244.0 118.2 7.645 0.086 250.7 73.1
3 131 239 7.465 0.123 318.0 195.0 7.783 0.135 304.2 287.7 7.593 0.119 308.5 119.6
4 142 304 7.642 0.153 357.7 146.0 7.439 0.145 345.0 412.6 7.608 0.162 349.4 177.8
5 148 420 7.507 0.135 405.0 631.5 7.750 0.220 390.1 380.0 7.590 0.175 400.0 217.1
6 148 467 7.663 0.197 439.2 265.0 7.618 0.245 428.3 634.9 7.694 0.201 433.3 297.7
PH148 1 73 73 6.777 0.083 160.3 18.4 6.667 0.077 104.5 14.7 6.667 0.103 146.9 14.7
2 92 131 6.978 0.186 209.5 63.9 7.191 0.182 165.5 38.3 7.191 0.205 202.4 38.3
3 99 162 6.721 0.300 246.1 61.1 6.818 0.194 215.1 83.5 6.818 0.295 238.1 83.5
4 112 262 6.992 0.270 271.6 95.7 7.006 0.283 240.6 100.6 7.006 0.362 272.4 100.6
5 112 286 7.088 0.303 304.3 202.0 7.007 0.260 271.4 116.5 7.007 0.321 303.1 116.5
6 112 335 7.082 0.385 332.4 279.0 7.131 0.442 295.0 158.6 7.131 0.412 327.3 158.6
PH149 1 74 74 7.079 0.058 160.8 22.1 7.266 0.060 108.5 23.9 6.542 0.057 152.7 17.0
2 91 135 6.994 0.069 214.0 56.4 7.425 0.078 162.9 93.0 6.834 0.071 205.0 55.7
3 101 169 6.853 0.127 252.4 87.1 6.929 0.099 216.4 162.9 7.071 0.111 245.7 79.0
4 112 250 7.045 0.148 292.2 144.2 6.916 0.144 243.9 180.6 6.812 0.124 285.4 128.5
5 112 318 6.928 0.123 319.0 129.2 6.934 0.189 283.8 242.5 7.085 0.179 316.7 145.3
6 113 351 7.223 0.211 356.5 288.5 6.983 0.148 315.6 277.7 6.884 0.145 340.1 198.5
Notes: SN is the example number; K the value of K; Target the number of scheduled targets; Task the number of scheduled tasks; AVGTime the average value of the time between the requested
action and the downloading action; TransDelay the average value of the data transmission delay time between the observing action and the downloading action; Fitness the total rewards of the
results; CPU the calculation time (unit: s).
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Fig. 9 Comparison of mean data transmission delay time.
A data transmission scheduling algorithm for rapid-response earth-observing operations 363methods. Selection operator determines how many and which
individuals will be kept in the next generation. Roulette-wheel
selection is the proportional selection scheme. In this scheme,
individuals of a population are considered as slots of a rou-
lette wheel, and each slot is as wide as the probability for
selection of the corresponded chromosome. The selection
probabilities can be calculated for each respective individual
by using the ﬁtness function. This scheme has an excellent
global search capability; however, the convergence speed of
this scheme is often slower than those of the other two selec-
tion methods. Rank-based selection calculates the selection
probability by using the rank of an individual instead of
the ﬁtness function. In elite selection schema, the best individ-
ual of a population is remained for the next generation
through the elitism phase. From the overall procedure view,
it can prevent losing the best found solution to date. As
shown in Fig. 7, the convergence speed of elite selection is
obviously faster than those of roulette-wheel selection and
rank selection.
Remarkably, the computing time required by our algorithm
is usually less than 5 min for the tested instances when k < 5.
This allows for urgent scheduling executions of responsive
satellites.
To improve the performance of the KSPG algorithm, the
incremental heuristic mutation genetic algorithm is proposed
in Section 5.2. The result of a comparative experiment between
the proposed algorithm and the classical genetic algorithm is
given in Fig. 8, where K= 4. The simulations show the feasi-
bility and the adaptability of the heuristic rules.Fig. 7 Evolutionary curves of three selection methods.
Fig. 8 Comparison between the heuristic genetic algorithm and
the classical genetic algorithm.
Fig. 10 Comparison of standard deviation of data transmission
delay time.Furthermore, the ability of TDRSS satellites is fully utilized
by the proposed algorithm. The planning results are signiﬁ-
cantly improved by the involved TDRSS satellite, especially
when the targets are outside mainland China. The mean data
transmission delay time between the observing action and the
downloading action decreases obviously when a TDRSS satel-
lite is used (in.Fig. 9), and the standard deviation of the data
transmission delay time is also less than that in the case when
a TDRSS satellite is not used, as shown in Fig. 10, whereK= 4.
7. Conclusions
(1) Considering the characteristic that responsive satellites
are usually used to deal with urgent events, a data trans-
mission topology model is given and a K-shortest path
genetic algorithm is proposed.
(2) Experimental results show that the algorithm proposed
in this paper shows a powerful performance in terms
of generating solutions for the demand of data transmis-
sion in near real-time.
(3) Experiments verify that the effect of TDRSS satellites
for improving time of data transmission is
extraordinary.
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