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Resume {
Cet article presente le developpement theorique d'une version multi-senseurs du ltre de poursuite IPDAF recemment propose
par l'auteur. L'avantage de l'IPDAF par rapport au ltre PDAF classique est la prise en compte a la fois des fausses alarmes,
de la detection manquante de la cible et de la perception de celle-ci par le senseur. La perception de la cible est en general
fortement dependante de l'environnement dans lequel elle evolue et de la geometrie du probleme a traiter. L'avantage de ce
nouvel algorithme est de pouvoir poursuivre des cibles dans des conditions moins restrictives que les algorithmes disponibles
jusqu'a present. Nous donnons un exemple de cet algorithme pour le pistage 2D d'une cible terrestre occasionnellement occultee
en milieu urbain.
Abstract {
An improved version of the Integrated Probabilistic Data Association Filter (IPDAF) based on a new concept of probability of
target perceivability has been recently introduced for tracking a target by a single sensor. We present here a multisensor version
of this new IPDAF algorithm which could be used for the cases where classical distributed tracking algorithms usually failed
(i.e. for low altitude or ground occulted target tracking). Simulation results of our algorithm for tracking a single occasionally
occulted ground-target in a cluttered urban environment is presented on a simple 2D scenario.
1 Introduction
On considere un reseau de s senseurs geographiquement
repartis appele DNS (Distributed Sensor Network) dans
la litterature anglo-saxonne [2]. Le principe de l'architec-
ture d'un pistage multi-senseurs distribue est le suivant :
chaque senseur est relie a nud du reseau qui assure le pis-
tage local de la cible ; les pistes locales sont ensuite trans-
mises a un processeur central qui doit proceder a la fusion
optimale des pistes ; le centre de fusion retransmet en-
suite son resultat aux processeurs locaux an d'asservir les
senseurs a la poursuite de la cible. Une telle architecture
ore une meilleure robustesse face aux pannes, une plus
grande couverture de surveillance, et des performances
proches de l'architecture optimale (centralisee). On sup-
pose ici une communication parfaite entre les processeurs
du reseau avec une periode de communication identique a
la periode du ltrage. Une etape prealable importante a
la fusion est la mise en correspondance des pistes locales
relatives a une me^me cible. Cette etape est supposee avoir
ete obtenue par un des algorithmes existants [1] et nous
nous interessons uniquement au pistage local et a l'etape
de fusion des pistes. Des travaux anterieurs dans ce do-
maine existent deja [2], mais les approches adoptees jus-
qu'a present etaient essentiellement basees sur les ltres
PDAF et JPDAF combines avec la methode IMM (In-
teracting Multiple Models) pour la poursuite de cibles
manuvrantes. Ces algorithmes presentent l'inconvenient
majeur de ne pas tenir compte de l'environnement dans le-
quel evoluent les cibles. En d'autres termes, ils supposent
implicitement la totale perception des cibles par les sen-
seurs. Cette hypothese reste valide pour des cibles aeriennes
evoluant a haute altitude, mais n'est plus vraie pour des
cibles aeriennes a basse altitude, ou des cibles terrestres
qui peuvent e^tre occultees par l'environnement (collines,
ba^timents, etc). Ceci reduit donc sensiblement le champ
d'applications des methodes de poursuite distribuees exis-
tantes. L'alternative proposee ici consiste a utiliser au
niveau des nuds locaux, un ltre IPDAF (Integrated
PDAF) qui integre la perception de la cible dans l'esti-
mation de son etat. L'observation z
i
de la cible par un
senseur i, et l'evolution de son etat x, sont representees
par les equations lineaires classiques
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Sous les hypotheses de modele lineaire-gaussien, ceci re-
vient a calculer
^
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variance P(kjk) a partir des estimees locales delivrees par
l'IPDAF que l'on va maintenant presenter.
2 Filtres IPDAF Locaux
Au niveau du nud local associe au senseur s, le pistage
est realise par la nouvelle version du ltre IPDAF [5, 6]
qui integre la notion de perception de la cible dans son
formalisme. L'idee de prise en compte de la probabilite
de perception de la cible pour l'amelioration du PDAF
est apparue dans les travaux de Colegrove [4], Musicki
[10], puis fut reexaminee par Li en [8]. A tout instant k,
la perception de la cible par un senseur s et son contraire
sont representees par les evenements exclusifs et exhaustifs
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mesures validees au temps k, l'intersec-
tion de ces evenements avec les evenements d'association
classiques intervenant dans le PDAF [1]
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Les equations de mise a jour de l'IPDAF sont [6, 8]
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ou les estimees conditionnelles et leur covariances valent
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est la probabilite de detection de la cible par le sen-
seur s ;  est le seuil de validation des mesures [1]. Les
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, les probabilites a priori et a posteriori de perception
de la cible seront mises a jour par les relations [6, 8]
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prediction sont celles du ltre de Kalman, c.a.d.
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3 Filtre IPDAF distribue
L'estimateur bayesien optimal du systeme exploitant
l'information complete disponible a chaque instant k est
donne par
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Ces equations sont valables pour n'importe quelle valeur
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. Quand aucune mesure n'est validee, la
somme est calculee uniquement pour les indices
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0 et 0.
En supposant les erreurs de mesures entre les senseurs
independantes, une parfaite communication des statistiques
locales entre les processeurs et un rebouclage du proces-
seur de fusion vers les processeurs locaux a tout instant
k (c.a.d.
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P(kjk  1)), les estimees conjointes conditionnelles et leur
covariance sont donnees par les equations optimales de la
fusion distribuee de Chong [2, 3]
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Nous renvoyons le lecteur a [2] pour le detail complet des
calculs. En supposant l'independance entre les mesures et
entre les evenements d'association integrees sachant l'etat
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ou c est une constante de normalisation. En utilisant l'ap-
proximation de normalite des densites, on montre que
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4 Resultats de simulations
On considere une cible terrestre evoluant en milieu ur-
bain a une vitesse de 36 km/h sur une route du point
A = ( 800m; 450m) vers le point C pendant 110 se-
condes (cf. g. 1). La vitesse initiale de l'engin est de
_x(0) = 10m/s et _y(0) = 0m/s. Les senseurs S1 et S2 situes
en ( 850 m; 950 m) et ( 100 m; 50 m) observent la
position (x; y) de la cible avec une precision de mesure de
5 m en x et en y. La ba^timent B1 occulte la cible pour
S1 pour k 2 [25s; 72s] et B2 occulte la cible pour S2 pour
k 2 [50s; 92s]. Pour l'architecture distribuee (DIPDAF),
les senseurs communiquent entre eux toutes les T=1 s et
n'ont aucune information a priori sur la presence ou non
des ba^timents. An d'obtenir une comparaison able des
performances, les fausses alarmes (FA) et les ltres IPDAF
et DIPDAF sont introduits a l'instant k = 11s. Les 10
premiers instants de nos simulations servent a l'obtention
(par ltre de Kalman local classique) d'un regime nominal
de poursuite ideale. On a choisi P
s
1
d
= P
s
2
d
= 0:7 et une
-1200 -1000 -800 -600 -400 -200 0 200 400 600
-1000
-900
-800
-700
-600
-500
-400
-300
-200
-100
0
C
B3
S2
B2
x in m
B1
A
S1
y 
in
 m
Fig. 1: Perception de la cible par les senseurs
densite spatiale des faux echos de  = 0:0008 FA/m
2
(soit
en moyenne 0.7 FA/gate). Les parametres de reglage des
IPDAF locaux sont P
g
= 0:99, 
11
= 0:988, 
21
= 0:05 et
P
O
1j0
= 0:5. Les simulations Monte Carlo sont basees 100
essais independants. La gure 2 montre la moyenne des
resultats obtenus pour les essais reussis dans le cas d'un
pistage par PDAF et IPDAF decentralises (sans commu-
nication et sans fusion). Un essai est declare reussi lorsque
l'erreur d'estimation en position obtenue reste inferieure
a 15 metres pendant les 3 derniers pas du pistage. On
constate legitimement que les performances des PDAF et
IPDAF locaux se degradent durant les phases d'occulta-
tion de la cible. La degradation est maximale pour k = 72s
avec S1 et k = 92s avec S2. Les IPDAF locaux permettent
d'estimer assez bien la probabilite de perception reelle (cf.
g. 3) de la cible (inaccessible par PDAF).
Contrairement a certaines methodes recentes de pistage
exploitant des informations contextuelles supplementaires,
l'information contextuelle (la perception ou non de la cible)
est ici directement estimee par l'IPDAF au cours du temps.
Dans nos simulations, les reussites sont de 47 % et 93 %
avec les IPDAF decentralises associes a S1 et S2 (contre
39 % et 88 % avec les PDAF decentralises). Les gures 4 et
5 presentent les resultats obtenus par la fusion distribuee
10 20 30 40 50 60 70 80 90 100 110
0
5
10
15
20
25
30
Erreur moyenne (RMS) d'estimation en position
Temps en s
m
PDAF local avec S1
PDAF local avec S2
IPDAF local avec S1
IPDAF local avec S2
10 20 30 40 50 60 70 80 90 100 110
0
0.2
0.4
0.6
0.8
1
Erreur moyenne (RMS) d'estimation en vitesse
Temps en s
m
/s
PDAF local avec S1
PDAF local avec S2
IPDAF local avec S1
IPDAF local avec S2
Fig. 2: Erreurs moyennes d'estimation (cas decentralise)
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Fig. 3: Proba. moyenne de perception (cas decentralise)
(DIPDAF). On observe une amelioration notable des per-
formances (avec une faible degradation durant la periode
d'occultation totale [50s ;72s]). La reussite obtenue par le
DIPDAF est alors de 97 %.
5 Conclusion
Une nouvelle version du ltre IPDAF distribuee a ete
presentee et validee par un exemple simple de poursuite
2D d'un engin evoluant en milieu urbain. Cette methode
permet le pistage multi-senseurs d'une cible evoluant dans
un environnement realiste tres defavorable aux methodes
de pistage traditionnelles. Par l'estimation en ligne de la
probabilite de perception de la cible par les senseurs, notre
algorithme permet egalement de fournir une aide precieuse
pour la prise de decision automatique concernant une ri-
poste eventuelle sur la cible. Cette version du ltre IP-
DAF distribuee est par ailleurs totalement coherente avec
la version anterieure du ltre PDAF distribue quand les
probabilites de perception de la cible deviennent unitaires.
L'extension de ce ltre au pistage de cibles manuvrantes
(avec ou sans modeles locaux reduits) est immediate compte
tenu des travaux anterieurs deja realises dans ce domaine.
Une extension de cette methode a la poursuite de cibles
multiples basee sur les resultats theoriques recents [5] est
en cours d'investigations.
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