Abstract: Automatic number plate recognition (ANPR) is an important image processing technology used to recognise number plates of vehicles. Plate localisation and character recognition are two stages of ANPR. In this paper, a methodology has been proposed to develop robust ANPR system. A new algorithm has been proposed for number plate localisation which is based on character positioning method. Character recognition is done with support vector machine in which feature vector is calculated by recursive sub-divisions of character image. The problem of similar shape characters has been solved by syntactic analysis of number plate format for a particular geographical region. The system has been tested on 419 sample images from various countries with various variations in viewing angles, illuminations and distances. Experimental results show that the proposed system detects number plates and recognise characters successfully. The overall success rate of plate localisation is 97.21% and recognition of number is 95.06%.
Introduction
Intelligent transportation systems (ITS) that combines electronics, information, communication, and network technologies are increasingly being used to address traffic problems in developed as well as developing countries (Rajagopalan and Chellappa, 2000) . Nowadays one of the problems which appears in the ITS is automatic number plate recognition (ANPR). ANPR is used in different application areas such as in parking lots, at automatic toll collection, for traffic law enforcement, for road monitoring, in security systems (Kranthi et al., 2011; Liu et al., 2011; Anagnostopoulos et al., 2007) . ANPR is a mass surveillance system that captures the images of vehicles and recognises their license number. It was introduced in 1976 at Police Scientific Development Branch in the UK. ANPR consists of two stages: plate localisation stage and character recognition stage. In first stage, number plate is located from given input image or video. This process is also known as number plate localisation (NPL). It does not include any external cards, tags or transmitters. Based on the certain features of license plates the candidate regions are determined. These features can be derived from the format or alphanumeric characters of license plate. The features regarding license plate format include shape, height-to-width ratio (Naito et al., 2000; Nijhuis et al., 1995) , colour (Kim et al., 1996; Nijhuis et al., 1995) , texture of greyness (Brugge et al., 1998; Nijhuis et al., 1995) , spatial frequency (Parisi et al., 1998) and variance of intensity values (Gao and Zhou, 2000; Draghici, 1997) . Character features include line (Yu and Kim, 2000) , blob (Hontani, and Koga, 2001) , the sign transition of gradient magnitudes, the aspect ratio of characters (Hermida et al., 1997) , the distribution of intervals between characters (Poon et al., 1995) , and the alignment of characters (Soh et al., 1994) . In real-time implementation of ANPR systems object features must be robust, reliable and easy-to-detect. In second stage, characters and symbols are segmented from localised region and recognised using character recognition techniques. The classification techniques are further divided into iterative and non-iterative methods. There are tradeoffs between these methods; iterative methods can achieve better accuracy where as non-iterative methods have less time complexity (Chang et al., 2004) . These techniques include support vector machines (SVMs) , artificial neural networks (ANNs) Brugge et al., 1998; Parisi et al., 1998) , genetic algorithms (GAs) (Kim et al., 1996) , fuzzy c-means (Nijhuis et al., 1995) , Markov processes (Cui and Huang, 1997) , and finite automata (FA) (Adorni et al., 1998) .
The work proposed in the paper presents a new NPL algorithm with a higher detection rate. A new concept called character position method (CPM) has been used in NPL which checks whether given candidate region is number plate or not. It is based on idea that a given set of characters is always aligned horizontally. Therefore if centroid passing through characters is nearly a straight line, it is expected be a number plate. For recognition of the numbers on the number plate thus identified, SVM classifier with the features extracted with recursive subdivisions of character image has been used. For increasing the robustness of the system, the possible fonts for number plates have been considered. For experiments, a dataset consisting of 419 sample images containing 431 license plates from various countries with various variations in viewing angles, illuminations and distances has been prepared. Further to increase the accuracy of proposed system, syntactic analysis of number plate format based on geographical region is performed.
This paper is organised in seven sections. Related work is reviewed in Section 2. Section 3 is concerned with system overview for number plate detection. Section 4 is concerned with the description of the proposed system for localisation and Section 5 with recognition of optical characters. The implementation and experimental results are shown and discussed in Section 6. Section 7 concludes the paper.
Related work
Many researchers have contributed in development of ANPR. The related work of some of the researchers is presented here. Jia et al. (2007) used mean shift algorithm to segment out candidate regions of number plates from colour images. Wan et al. (2011) proposed colour barycentres hexagon model for NPL which was adaptive to brightness distribution. The authors (Shaikh et al., 2013; Soomro et al., 2012) proposed the method in which numbers on plate were detected by edge detection using sober filter and the template matching was used for character recognition. Nijhuis et al. (1995) proposed an approach for NPL by using fuzzy logic and neural networks. Kim et al. (1996) used image segmentation method based on distributed GA for the extraction of plate region which offered robustness while dealing with deformation of vehicle. Park et al. (1999) proposed colour-based algorithm for the extraction of Korean license plate by using window-based classification method. Hontani and Koga (2001) devised a method without prior knowledge of plate position and size in the image for extracting characters. Ghazal and Hajjdiab (2013) used level set methods for NPL by using colour space for representing image and neural networks for classification. Paunwala et al. (2010) used morphology and connected component filtering for extraction of multi-license plates in Indian traffic condition. Anagnostopoulos et al. (2006) proposed an algorithm in which sliding concentric windows for adaptive image segmentation and neural networks for character recognition was used. Chang et al. (2004) proposed fuzzy method for the localisation of number plate by using colour-based edge detector and neural networks for character recognition. Neto et al. (2013) proposed self-learning method to increase the accuracy of automated license plate localisation by combining Bayesian probability and Levenshtein text-mining techniques. Du et al. (2013) provided a comprehensive survey on state-of-art ANPR techniques by comparing their pros, cons, recognition accuracy, and processing speed.
System overview
A vehicle number plate is a metal plate mounted on the front and back of motor vehicle for official identification purposes. The registration code is a numeric or alphanumeric that identifies the vehicle within the issuing region uniquely. In some countries, the registration code is unique within the entire country, while in others it is unique within a region or state. Since every country follows its own rules for vehicle number plate format. One can differentiate them on the basis of foreground -background colour, size (single or double line) and text type (language dependent). The number plates foreground colours can be black, white, blue and red where as background colours can be black, white, yellow depending upon particular country laws. For example in India, characters in black colour are used for commercial or non-commercial vehicles whereas character in white represents foreign consulates.
The size of number plate depends on whether characters and/or number are single or double lined. The language of number plates is English or country specific. For example, India uses English language whereas Iran and Japan uses Persian and Japanese language respectively. Number plates of many countries may include two or three types of characters, like English and numeric characters on the Indian number plate and Chinese, English, and numeral characters on the Chinese number plate. Number plates of various countries are shown in Figure 1 . 
Proposed system
The block diagram of the proposed system, which explains step by step implementation, is shown in Figure 2 . 
Image capturing
Image acquisition is the process of obtaining an image from the camera. This is the first part in ANPR system. Live or static image is sent to ANPR system from acquisition device for recognition of number plates. There are basically following two ways of acquiring an image:
• using analogue or IP (surveillance) camera
• using a digital camera or mobile camera.
The images for the proposed system have been captured by using a digital camera or mobile camera. Two images of different cars having black and white letters number plates each in English language are shown here in Figure 3 as an example. 
Pre-processing
An image either captured by digital camera or extracted from frames of video sequences needs pre-processing. Video footages or image may contain variation of brightness or colour information known as noise. To cope with such degraded images or video frames, images are enhanced which improves visibility and perceptibility of image. The goal of preprocessing includes: removing the noise, enhancing contrast, sharpening or smoothing, elimination or retaining certain features in an image. The proposed system is GUI based in which in the pre-processing stage, sharpening and contrast stretching transformations have been applied on image consecutively to enhance numbers on number plate. To handle with noise problems, low-pass Gaussian filter has been applied.
Number plate localisation
An algorithm for identification of number plates from resultant pre-processed image is discussed in the following section.
Binarisation and candidate region filtering
Image segmentation is a critical and essential component of image analysis and/or pattern recognition system. It is one of the most difficult tasks in digital image processing, and its accuracy determines the success and failure of given system (Cheng et al., 2001) . While acquisition the license plate image may suffer from brightness distribution due to effect of environment (such as rain, fog, presence of shadows, etc.) or condition of plate (such as age of plate, dust). Therefore global thresholding can fail when background illumination is uneven. In these scenarios, locally adaptive binarisation methods are used for segmentation . The Bernsen (1986) algorithm is such method to the solve problem of uneven illumination. Suppose f is the input image and f(x, y) denotes a grey value of point (x, y). The mean grey level M(x, y) of centre point (x, y) within window size of (2w + 1) (2w + 1) is calculated as:
where l is x-axis direction size of w and k is the y-axis direction size of w. A window size (w) of 15 × 15 pixels gives the satisfactory results and fixed for all images. The contrast difference within window is given as:
If the contrast C(x, y) is below a certain threshold 15 (experimentally calculated), then threshold value is set to fixed threshold value (100). The threshold T(x, y) of centre point (x, y) is given as:
100, else.
M x y C x y T x y
Therefore it can be concluded that control over the threshold value is not biased. Then, the binary image b(x, y) is obtained as: Connected component analysis (CCA) is a well-known technique in image processing that scans an image and labels its pixels into components based on pixel connectivity. The labelling can be done if pixels are connected with each other (either with four way connectivity or eight way connectivity) or if all pixels share similar intensity values in a connected component (Rosenfeld and Pfaltz, 1996) . The obtained binary image is then labelled by applying 8-CCA and each labelled region is checked for probability of being a character in image by calculating region-based features, i.e., length and width. The choice of length and width depends on distance from where the image is captured. If vehicle is far away than both length and width have small values or vice-versa. In this GUI approach we have considered these variations by accepting user defined values. In this way the most probable candidate regions are identified as shown in Figure 5 . Mathematical morphology is a nonlinear filter which is used for extracting image components that are useful in the representation and description of shape region, such as boundaries, skeletons, and the convex hull. It is used to decompose complex image and extract the meaningful figure from it (Gonzalez and Woods, 2002) . Characters on number plate are always aligned horizontally or sometimes at an angle due to improper capturing of image. Using this assumption morphological close operation with line having length L B is used for fusing pixels together as shown in Figure 6 . Morphology close operation is the dilation followed by erosion with same structuring element. The choice of length depends on minimum inter-character space. The value of L B is fixed to 30 pixels throughout all experiments data. In the next step, the numbers of candidate regions for number plate are reduced by checking minimum length and width of each region. The domain of length remains same as previous but width is calculated as:
where W min is minimum width of each character, C min is minimum number of characters and L max is maximum inter-character distance. For example, if vehicle number plate can have at least eight characters, having minimum width of five pixels and maximum inter character distance is 2 pixels, then the minimum width of number plate will be (5 × 8) + (7 × 2) = 54 pixels. However, minimum value is considered less than 54 pixels because the width of character I and 1 may be less than five pixels. Others regions are omitted. These values depends upon size of input image and distance of vehicle from which image is captured. In our experiments, we fixed the value of W to 25 by assuming W min = 5, C min = 4 and L max = 3. The output of the identification of candidate regions is shown in Figure 7 . 
Character positioning method
The final step is confirmation of number plate, if any exists for each of the candidate region thus obtained. A new method is proposed for confirmation which is based on alignment of centre point of the characters present in the region. It is based on fact that characters on plates are equally aligned even due to different angles. First we calculate the centroid of each region presented in given candidate region. Then Euclidean distances is calculated between these centroid points as given in equation (6) and their sum S a , in equation (7). Similarly distance between first and last character is denoted as S b which is given in equation (8) 
where P is the centroid and n is the number of characters in number plate. The difference D is given as:
Final decision on number plate is given as:
where K is tolerance error. Experiments show that value of 15 pixels is appropriate for K to gives best results. The candidate regions having value of R = 1 are considered as number plate. Figure 8 shows some sample candidate regions and Table 1 shows the respective calculations of S a , S b and their differences D. It is seen that value of D, if it is less than K, is a number plate. (b1), (b2), (b3), (b4) represents first to last character path only (see online version for colours) 
Character segmentation
To get the information of each object, segmentation of that object from an image is desired. Therefore to recognise the character from the image, there is need to separate out each character from the image. But, sometimes licence plate images are not aligned horizontally due to acquisition of images from different angles. Therefore prior to segmentation images are corrected by rotating the extracted binary image by an angle equal to orientation angle of the region in opposite direction. To segment characters individually the image is labelled with CCA using eight connectivity pixels. By calculating maximum and minimum coordinates for each label, each character is vertically segmented out. Then each character is resized to fixed size of 128 × 64 pixels with padding of zeros, 4 pixels in all directions. Morphological closing operation is performed to remove small holes from characters. Figure 9 shows segmented characters. 
Feature extractions and classification
The goal of feature extractors is to characterise an object by measurements whose values are very similar to the other objects in the same category, but very different for the objects in different categories. Choosing discriminating and independent features are key to any pattern recognition algorithm being successful in classification. Armon (2006) used features extraction method based on recursive subdivisions of character image in Hebrew language. The method divides the binary image recursively and features are represented as fixed length vector of coordinates. The coordinates are computed by following procedure. For the given fixed size input image the centre of mass (first order moment) of x-coordinate is computed and image is divided into two sub-images by x-coordinate. Now the procedure calls recursively on each two transposed sub-images as shown in Figure 10 and coordinate's values are calculated relative to the original image. The output vector of size 2 d -1 depends upon the parameter d, i.e., recursive depth. Since the subdivisions along one axis with respect to other are twice, thus in order to balance output vector the features are also calculated on the transposed image and both vectors of original and transposed image are concatenated to give output vector (Armon, 2006) . For the proposed system implementation, the features are extracted from 26 uppercase English alphabets and ten numeral numbers of different styles at the recursive depth of 6. 
To classify the numbers once extracted from the number plate, SVM has been considered. SVM is a supervised learning method used for classification purpose. It is a pattern recogniser that classifies data without making any assumptions about the underlying process by which the observations were granted. Initially SVM was designed for binary classification, but now it is also used to solve multi-class problems. It decomposes a multi-class problem into many binary-class problems and incorporates many binary-class SVMs. The SVMs use hyperplanes to separate the different classes, but there is only one optimal separating hyperplane for each class. The optimal one is expected to generalise well in comparison to the others. The hyperplane is constructed so as to maximise a measure of the 'margin' between classes. A new data sample is classified by the SVM according to the decision boundary defined by the hyperplane (Zheng and He, 2006) . A multiclass SVM classifier tool LIBSVM (a library for support vector machines) has been used. Commonly used kernels functions in SVM are: linear kernel, polynomial kernel, Gaussian radial basis function (RBF) and Sigmoid (hyperbolic tangent). The effectiveness of SVM depends on kernel used, kernel parameters and soft margin or penalty parameter C. The problem in the proposed character recognition system needs to classify the characters into 36 different classes of characters including ten numeric and 26 alphabets. The common choice is RBF kernel, which has a single parameter gamma (g or γ). Mathematically it is given as:
where 2 1 2 γ σ = − RBF kernel has resulted in best accuracy so has been selected for the proposed system. Best combination of C and γ for optimal result is obtained by grid search by exponentially growing sequence of C and γ. Each combination is cross validated and parameters in combination giving highest cross validation accuracy are selected as optimal. The different combination of C and γ are checked and the value which gives highest cross validation accuracy is selected.
Results and discussions
The proposed system is GUI-based and implemented in MATLAB (Figure 11 ). The dataset consists of 419 images which include vehicles from India, Israel, USA (California), Czech and Slovakia in English format. The dataset has images with various variations in viewing angle, illumination and distance. The images from dataset are divided according to distance of vehicle from camera. The validity of NPL algorithm is not limited on Indian number plates but all countries which follows same pattern. The experiments have been performed on images containing both single and multiple number plates. For character recognition system, 2,646 images of numbers and alphabets containing 85 commonly used fonts have been used to train SVM classifier. The training is done using RBF kernel by optimising the value of c and γ.
Automatic number plate recognition system by character position method 107 It has been observed that the system takes about a second to detect number plate from image of size 400 × 300. Out of 431 number plates, 419 have been successfully recognised and results are tabulated in Table 2 . The NPL accuracy of our method is 97.21%. Initial number plate recognition accuracy is 93.34%. 
Syntactic analysis of number plate
It is observed that misclassification done by the system is mainly due to confusion between similar shape characters. Some of these characters in English language are given in Table 3 . Now, after classification of the character it is checked that its classification is correct according to the format followed. For example, if one recognised character is 8 but it is supposed to be alphabet according to its position then it is converted into alphabet B (considering Table 3 ). Figure 12 shows the image where misclassification of 0 as Q occurs. This type of misclassification can be filtered by analysing the format used in a particular country or region. For example, the misclassified character is second from the last and according to the format it should be numeric therefore we can convert it into 0. Figure 13 shows some experiments results from the dataset. The final accuracy of recognising characters is increased to 95.06% from 93.34%. The comparison with existing ANPR techniques is given in Table 4 . 
Conclusions
In this paper, an efficient methodology for automatic number plate detection system has been proposed that can be used in real time environment. A new algorithm for the NPL is proposed in which character positioning method has been used to locate number plate.
Recursive sub-divisions of character image has been used to extract the features. The system has been tested on diversified dataset having a wide variety of number plate styles from various countries, with varying writing styles (like thick, thin, italic or stylish pattern), and also on the images with multiple plates. The proposed system is tested only for the numbers written in a single line. The accuracy of plate localisation achieved is 97.21% and recognition of number achieved is 95.06% after applying syntactic analysis of number plate format. The number plate format for can also be changed as required, which is a unique feature of this system.
