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Abstract: In this paper, by use of a new comparison result and monotone iterative method,
the unique solution and successive approxmation of the two-point boundary value problems for
nonlinear integrodifferential equations of mixed type in Banach spaces are investigated. At the
same time,we give out the formula in error estimate between iterative sequences and unique so-
lution. Then apply this result to the three-point boundary value problem of three order ordinary
differential equation in Banach space.




Consider the following two-point BVP for integrodifferential equations of mixed type in Banach spaces 𝐸:{
− 𝑥′′ = 𝑓(𝑡, 𝑥, 𝑥′, 𝑇𝑥, 𝑆𝑥), 𝑡 ∈ 𝐼,
𝑥(0) = 𝑥′(1) = 𝜃.
(1.1)
where 𝑓 ∈ 𝐶[𝐼 × 𝐸 × 𝐸 × 𝐸 × 𝐸,𝐸], 𝐼 = [0, 1], 𝐸 is a real Banach space with norm ∥ ⋅ ∥,𝜃 denotes the








where 𝑘 ∈ 𝐶[𝐷,𝑅+], ℎ ∈ 𝐶[𝐷0, 𝑅+], 𝐷 = {(𝑡, 𝑠) ∈ 𝑅2 : 0 ≤ 𝑠 ≤ 𝑡 ≤ 1}, 𝐷0 = {(𝑡, 𝑠) ∈ 𝑅2 : 0 ≤
𝑠, 𝑡 ≤ 1} and 𝑅+ denotes the set of nonnegative real numbers. In the special case where 𝑓 is uniformly
continuous on 𝐼 ×𝐵𝑅 ×𝐵𝑅 ×𝐵𝑅 ×𝐵𝑅 for any 𝑅 > 0 and 𝑓 is increasing in 𝑥, 𝑇𝑥 and 𝑆𝑥, Erbe and Guo
[2] established a existence theorem on extremal solutions for BVP (1.1). In this paper, we shall use different
method and somewhat different comparison results to reduce and omit these assumptions and obtain itera-
tive sequences which converge uniformly to unique solution of BVP (1.1). The main characteristic of our
conclusions is that we don’t employ the compactness-type conditions and the dissipative-type conditions.
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2 Preliminaries and Lemmas
Let 𝑃 be a cone in 𝐸 that is a closed convex subset such that 𝜆𝑃 ⊂ 𝑃 for any 𝜆 ≥ 0 and 𝑃 ∩{−𝑃} = 𝜃. By
means of 𝑃 a partial order ≤ is defined as 𝑥 ≤ 𝑦 iff 𝑦−𝑥 ∈ 𝑃 . A cone 𝑃 is said to be normal if there exists a
constant 𝜆 > 0 such that 𝑥, 𝑦 ∈ 𝐸, 𝜃 ≤ 𝑥 ≤ 𝑦 implies ∥𝑥∥ ≤ 𝜆∥𝑦∥. The cone 𝑃 is normal iff every ordered
interval [𝑥, 𝑦] = {𝑧 ∈ 𝐸 : 𝑥 ≤ 𝑧 ≤ 𝑦} is bounded. Let 𝑃𝑐 = {𝑢 ∈ 𝐶[𝐼, 𝐸] : 𝑢(𝑡) ≥ 𝜃, ∀𝑡 ∈ 𝐼},where
𝐶[𝐼, 𝐸] denotes the Banach space of all continous mapping 𝑢 : 𝐼 → 𝐸 with normal ∥𝑢∥𝑐 = max𝑡∈𝐼 ∥𝑢(𝑡)∥.
It is clear 𝑃𝑐 is a cone of the space 𝐶[𝐼, 𝐸] and so it defines a partial ordering in 𝐶[𝐼, 𝐸]. Obviously , the
normality of 𝑃 implies the normality of 𝑃𝑐 and the normal conmal constants of 𝑃𝑐 and 𝑃 are the same. We
shall always assume 𝐸∗ is dual space of 𝐸. 𝑃 ∗ = {𝜑 ∈ 𝐸∗ : 𝜑(𝑥) ≥ 0, 𝑥 ∈ 𝑃} is a dual cone of 𝑃 . We
denote 𝑁 = {1, 2, 3, ⋅ ⋅ ⋅ }, 𝑘0 = 𝑚𝑎𝑥{𝑘(𝑡, 𝑠) : (𝑡, 𝑠) ∈ 𝐷}, ℎ0 = 𝑚𝑎𝑥{𝑘(𝑡, 𝑠) : (𝑡, 𝑠) ∈ 𝐷0}.
The proof of our main results in this paper will need the following Lemmas:
Lemma 2.1 ([3]) Let 𝑈(𝑡, 𝑢) be continuous on an open (𝑡, 𝑢) − 𝑠𝑒𝑡 𝑂 and 𝑢 = 𝑢0(𝑡) is the minimal
solution of {
𝑢′ = 𝑈(𝑡, 𝑢),
𝑢(𝑡0) = 𝑢0.
Let 𝑣(𝑡) be a continuous differentiable function on [𝑡0 − 𝛼, 𝑡0] satisfying the conditions{
𝑣′(𝑡) ≤ 𝑈(𝑡, 𝑣(𝑡)), 𝑡0 − 𝛼 ≤ 𝑡 ≤ 𝑡0,
𝑣(𝑡0) ≥ 𝑢0, (𝑡, 𝑣(𝑡)) ∈ 𝑂.
Then, on a common interval of existence of 𝑢0(𝑡) and 𝑣(𝑡),𝑣(𝑡) ≥ 𝑢0(𝑡).










ℎ1(𝑡, 𝑠)𝑚(𝑠)𝑑𝑠, 𝑡 ∈ 𝐼
where 𝑘1(𝑡, 𝑠) =
∫ 𝑡
𝑠 𝑘(𝑡, 𝜏)𝑑𝜏, ℎ1(𝑡, 𝑠) =
∫ 1
𝑠 ℎ(𝑡, 𝜏)𝑑𝜏,𝑀,𝑁, 𝑃,𝐺 ≥ 0 are constants, then 𝑚(𝑡) ≥ 0, 𝑡 ∈
𝐼 .
Lemma 2.3 ([4]) Let 𝐸 be a real Banach space and 𝑃 be a normal cone in 𝐸 ,let 𝐷 = [𝑢0, 𝑣0] be ordered
interval in 𝐸,𝐴 : 𝐷 → 𝐸 satisfying:
(1)𝑢0 ≤ 𝐴𝑢0, 𝐴𝑣0 ≤ 𝑣0;
(2)There exists 𝑀 ≥ 0 ,such that for any 𝑢0 ≤ 𝑥 ≤ 𝑦 ≤ 𝑣0, we have
−𝑀(𝑦 − 𝑥) ≤ 𝐴𝑦 −𝐴𝑥 ≤ 𝐿(𝑦 − 𝑥)
where 𝐿 : 𝐸 → 𝐸 is linear operator and 𝑟(𝐿) < 1 (𝑟(𝐿) is the spectral radius of 𝐿) ,then , the equation




[𝐴𝑥𝑛−1 +𝑀𝑥𝑛−1], 𝑛 = 1, 2, ⋅ ⋅ ⋅
converge to 𝑥∗,∀𝛼 : 𝑟(𝐿) < 𝛼 < 1,there exists 𝑛0 ∈ 𝑁,such that
∥𝑥𝑛 − 𝑥∗∥ ≤ 2𝜆(𝛼+𝑀
1 +𝑀
)𝑛∥𝑢0 − 𝑣0∥, 𝑛 ≥ 𝑛0,
where 𝜆 is the normal constant of 𝑃 .
IJNS email for contribution: editor@nonlinearscience.org.uk
S. Luan, W. Yan, Q. Sun: Existence and Uniqueneee of Solution for Second Order Nonlinear ⋅ ⋅ ⋅ 57
3 Main Results
In this section, we prove the existence and uniqueness of solution of 𝐵𝑉 𝑃 (1.1) in Banach spaces. Let us
list the following assumptions for convenience.
(𝐻1) There exist 𝑥0, 𝑦0 ∈ 𝐶2[𝐼, 𝐸], 𝑥0 ≤ 𝑦0, 𝑥′0 ≤ 𝑦′0 such that 𝑥0, 𝑦0 are lower and upper solutions of
𝐵𝑉 𝑃 (1.1 ,respectively, that is{
− 𝑥′′0 ≤ 𝑓(𝑡, 𝑥0, 𝑥′0, 𝑇𝑥0, 𝑆𝑥0), 𝑡 ∈ 𝐼
𝑥0(0) ≤ 𝜃, 𝑥′0(1) ≤ 𝜃,
,
{
− 𝑦′′0 ≥ 𝑓(𝑡, 𝑦0, 𝑦′0, 𝑇 𝑦0, 𝑆𝑦0), 𝑡 ∈ 𝐼
𝑦0(0) ≥ 𝜃, 𝑦′0(1) ≥ 𝜃,
(𝐻2) Whenever 𝑡 ∈ 𝐼 and 𝑥, 𝑦 ∈ [𝑥0, 𝑦0] = {𝑧 ∈ 𝐶2[𝐼, 𝐸] : 𝑥0 ≤ 𝑧 ≤ 𝑦0}, 𝑥 ≤ 𝑦, 𝑥′0 ≤ 𝑥′ ≤ 𝑦′ ≤ 𝑦′0
𝑓(𝑡, 𝑦, 𝑦′, 𝑇 𝑦, 𝑆𝑦)− 𝑓(𝑡, 𝑥, 𝑥′, 𝑇𝑥, 𝑆𝑥)
≥−𝑀(𝑦 − 𝑥)−𝑁(𝑦′ − 𝑥′)− 𝑃𝑇 (𝑦 − 𝑥)−𝐺𝑆(𝑦 − 𝑥)
where 𝑀,𝑁,𝑃,𝐺 ≥ 0 are constants.
(𝐻3) Whenever 𝑡 ∈ 𝐼 and 𝑥𝑖, 𝑦𝑖 ∈ 𝐸, 𝑥𝑖 ≤ 𝑦𝑖(𝑖 = 1, 2, 3, 4),
𝑓(𝑡, 𝑦1, 𝑦2, 𝑦3, 𝑦4)− 𝑓(𝑡, 𝑥1, 𝑥2, 𝑥3, 𝑥4)
≤𝑅(𝑦1 − 𝑥1) + 𝐸(𝑦2 − 𝑥2) + 𝐹 (𝑦3 − 𝑥3) +𝑄(𝑦4 − 𝑥4)
where 𝑅,𝐸, 𝐹,𝑄 ≥ 0 are constants.
Now we prove the main results of this paper.
Theorem 3.1 Let 𝐸 be a real Banach space and 𝑃 be a normal cone in 𝐸 . Assume that (𝐻1)− (𝐻3) hold.
Then 𝐵𝑉 𝑃 (1.1) has unique solution 𝑧∗ ∈ [𝑥0, 𝑦0], for any 𝑧0 ∈ [𝑥0, 𝑦0] , we have 𝑧𝑛(𝑡) ⇉ 𝑧∗(𝑡), 𝑧′𝑛(𝑡) ⇉






𝑒𝑁(𝜏−𝑠)[𝑓(𝑠, 𝑧𝑛−1(𝑠), 𝑧′𝑛−1(𝑠), 𝑇 𝑧𝑛−1(𝑠), 𝑆𝑧𝑛−1(𝑠))
−𝑀(𝑧𝑛(𝑠)− 𝑧𝑛−1(𝑠)) +𝑁𝑧′𝑛−1(𝑠)
− 𝑃𝑇 (𝑧𝑛(𝑠)− 𝑧𝑛−1(𝑠))−𝐺𝑆(𝑧𝑛(𝑠)− 𝑧𝑛−1(𝑠))]𝑑𝑠𝑑𝜏
(3.1)
and ∀𝜀 ∈ (0, 1), there exists 𝑛0 ∈ 𝑁, such that
∥𝑧𝑛 − 𝑧∗∥𝑐 ≤ 𝜆𝜀𝑛∥𝑥′0 − 𝑦′0∥𝑐, 𝑛 ∈ 𝑁,𝑛 ≥ 𝑛0 (3.2)
where 𝜆 is the normal constant of 𝑃 .
Proof. By [2] Lemma 1, 𝐵𝑉 𝑃 (1.1) is equivalent to the following 𝐼𝑉 𝑃{














Let 𝑢0(𝑡) = 𝑥′0(𝑡), 𝑣0(𝑡) = 𝑦′0(𝑡), 𝑡 ∈ 𝐼 . Then 𝑢0(𝑡) ≤ 𝑣0(𝑡), 𝑡 ∈ 𝐼 . By (𝐻1), it is easy to show{
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Now ,for any 𝜂 ∈ [𝑢0, 𝑣0] = {𝜂 ∈ 𝐶1[𝐼, 𝐸] : 𝑢0(𝑡) ≤ 𝜂(𝑡) ≤ 𝑣0(𝑡), 𝑡 ∈ 𝐼}, consider the linear 𝐼𝑉 𝑃 :{




𝑔(𝑡) =𝑓(𝑡, 𝑇0𝜂(𝑡), 𝜂(𝑡), 𝑇1𝜂(𝑡), 𝑆1𝜂(𝑡)) +𝑀𝑇0𝜂(𝑡)
+𝑁𝜂(𝑡) + 𝑃𝑇1𝜂(𝑡) +𝐺𝑆1𝜂(𝑡).






From the contraction mapping theorem ,the operator 𝐵 has a unique fixed point 𝑢𝜂 ∈ 𝐶[𝐼, 𝐸], that is
𝑢𝜂 ∈ 𝐶1[𝐼, 𝐸] is the unique solution of the 𝐼𝑉 𝑃 (3.6) .Now, we define the operator 𝐴 by
𝐴𝜂 = 𝑢𝜂
where 𝑢𝜂 is the unique solution of 𝐼𝑉 𝑃 (3.6) with respect to 𝜂 and satisfies{
−𝑢′𝜂(𝑡) = 𝑔(𝑡)−𝑀𝑇0𝑢𝜂(𝑡)−𝑁𝑢𝜂(𝑡)− 𝑃𝑇1𝑢𝜂(𝑡)−𝐺𝑆1𝑢𝜂(𝑡), 𝑡 ∈ 𝐼,
𝑢𝜂(1) = 𝜃.
Evidently, 𝐴 : [𝑢0, 𝑣0] → 𝐶1[𝐼, 𝐸] ⊂ 𝐶[𝐼, 𝐸], It is easy that
(1)𝑢0 ≤ 𝐴𝑢0, 𝐴𝑣0 ≤ 𝑣0;
(2)𝐴 is monotone increasing on the order [𝑢0, 𝑣0];
(3)𝐴𝜂2 −𝐴𝜂1 ≤ 𝐿(𝜂2 − 𝜂1),∀𝜂1, 𝜂2 ∈ [𝑢0, 𝑣0], 𝜂1𝜂2, where
𝐿𝜂 = (𝐸 +𝑁 +𝑄ℎ0 +𝐺ℎ0)
∫ 1
𝑡







Then, we prove 𝑟(𝐿) = 0,∀𝑡 ∈ 𝐼, by (3.7), we have
∥𝐿𝜂(𝑡)∥ ≤ (𝐸 +𝑁 +𝑅+𝑀 +𝑄ℎ0 +𝐺ℎ0 + 𝐹𝑘0 + 𝑃𝑘0)∥𝜂∥𝑐(1− 𝑡).




In the same way,we can obtain
∥𝐿𝑛𝜂(𝑡)∥ ≤ (𝐸 +𝑁 +𝑅+𝑀 +𝑄ℎ0 +𝐺ℎ0 + 𝐹𝑘0 + 𝑃𝑘0)𝑛∥𝜂∥𝑐 (1− 𝑡)
𝑛
𝑛!
















𝑛∥ 1𝑛 = 0
It follows from the normality of 𝑃 that 𝑃𝑐 is normal cone. Hence by Lemma 2.3 𝐼𝑉 𝑃 (3.3) has unique




𝑒𝑁(𝑡−𝑠)[𝑓(𝑠, 𝑇0𝑤𝑛−1(𝑠), 𝑤𝑛−1(𝑠), 𝑇1𝑤𝑛−1(𝑠), 𝑆1𝑤𝑛−1(𝑠))
+𝑁𝑤𝑛−1(𝑠)−𝑀𝑇0(𝑤𝑛(𝑠)− 𝑤𝑛−1(𝑠))
− 𝑃𝑇1(𝑤𝑛(𝑠)− 𝑤𝑛−1(𝑠))−𝐺𝑆1(𝑤𝑛(𝑠)− 𝑤𝑛−1(𝑠))]𝑑𝑠, 𝑛 ∈ 𝑁
(3.8)
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and ∀𝜀 ∈ (0, 1), there exists 𝑛0 ∈ 𝑁 , such that
∥𝑤𝑛 − 𝑤∗∥𝑐 ≤ 𝜆𝜀𝑛∥𝑢0 − 𝑣0∥𝑐, 𝑛 > 𝑛0, 𝑛 ∈ 𝑁.
Let 𝑧𝑛(𝑡) =
∫ 𝑡







𝑤∗(𝑠)𝑑𝑠 = 𝑧∗(𝑡), 𝑡 ∈ 𝐼,
𝑧′𝑛(𝑡) = 𝑤𝑛(𝑡) ⇉ 𝑤∗(𝑡) = 𝑧∗(𝑡), 𝑡 ∈ 𝐼.
On the other hand, by 𝑧𝑛(𝑡) =
∫ 𝑡
0 𝑤𝑛(𝑠)𝑑𝑠, we have











∥𝑤𝑛(𝑡)− 𝑤∗(𝑡)∥ = ∥𝑤𝑛 − 𝑤∗∥𝑐
≤ 𝜆𝜀𝑛∥𝑢0 − 𝑣0∥𝑐 = 𝜆𝜀𝑛∥𝑥′0 − 𝑦′0∥𝑐, 𝑛 ∈ 𝑁, 𝑡 ∈ 𝐼.
hence (3.2) hold.
4 An Example
One of the ideas in the study of high order boundary value problems for differential equations is to reduce
them to lower order boundary value problems of integrodifferential equations and then employ standard
techniques. We shall now show that as an application of our results we can obtain unique solution for a third
order mixed boundary value problem.Consider{
−𝑥′′′ = 𝑓(𝑡, 𝑥, 𝑥′, 𝑥′′), 𝑡 ∈ 𝐼,
𝑥(0) = 𝑥′(0) = 𝑥′′(1) = 𝜃.
(4.1)
where 𝑓 ∈ 𝐶[𝐼 × 𝐸 × 𝐸 × 𝐸,𝐸], 𝐼 = [0, 1].
Conclusion: Let 𝐸 be a real Banach space and 𝑃 be a normal cone in 𝐸. Suppose that
(1) There exist 𝑥0, 𝑦0 ∈ 𝐶3[𝐼, 𝐸], 𝑥0 ≤ 𝑦0, 𝑥′0 ≤ 𝑦′0, 𝑥′′0 ≤ 𝑦′′0 such that 𝑥0, 𝑦0 are lower and upper
solutions of 𝐵𝑉 𝑃 (4.1 ,respectively, that is{
− 𝑥′′′ ≤ 𝑓(𝑡, 𝑥0, 𝑥′0, 𝑥′′0), 𝑡 ∈ 𝐼
𝑥0(0) ≤ 𝜃, 𝑥′0(0) ≤ 𝜃, 𝑥′′(1) ≤ 𝜃
,
{
− 𝑦′′′ ≥ 𝑓(𝑡, 𝑦0, 𝑦′0, 𝑦′′0), 𝑡 ∈ 𝐼
𝑦0(0) ≥ 𝜃, 𝑦′0(0) ≥ 𝜃, 𝑦′′(1) ≥ 𝜃
(2) Whenever 𝑡 ∈ 𝐼 and 𝑥𝑖, 𝑦𝑖 ∈ 𝐸, 𝑥𝑖 ≤ 𝑦𝑖(𝑖 = 1, 2, 3),
𝑓(𝑡, 𝑦1, 𝑦2, 𝑦3)− 𝑓(𝑡, 𝑥1, 𝑥2, 𝑥3) ≥ −𝑀(𝑦1 − 𝑥1)−𝑁(𝑦2 − 𝑥2)− 𝑃 (𝑦3 − 𝑥3)
where 𝑀,𝑁,𝑃 ≥ 0 are constants.
(3)Whenever 𝑡 ∈ 𝐼 and 𝑥𝑖, 𝑦𝑖 ∈ 𝐸, 𝑥𝑖 ≤ 𝑦𝑖(𝑖 = 1, 2, 3),
𝑓(𝑡, 𝑦1, 𝑦2, 𝑦3)− 𝑓(𝑡, 𝑥1, 𝑥2, 𝑥3) ≤ 𝑅(𝑦1 − 𝑥1) + 𝐸(𝑦2 − 𝑥2) + 𝐹 (𝑦3 − 𝑥3)
where 𝑅,𝐸, 𝐹 ≥ 0 are constants.
Then the transformation 𝑢 = 𝑥′ reduces (4.1) to{
−𝑢′′ = 𝑓(𝑡, 𝑇0𝑢, 𝑢, 𝑢′),
𝑢(0) = 𝑢′(1) = 𝜃.
and consequently we obtain from theorem 3.1 that 𝐵𝑉 𝑃 (4.1) has unique solution 𝑥∗ ∈ [𝑥0, 𝑦0],for any
𝑧0 ∈ [𝑥0, 𝑦0], we have
𝑧𝑛(𝑡) ⇉ 𝑥∗(𝑡), 𝑧′𝑛(𝑡) ⇉ 𝑥′∗(𝑡), 𝑧′′𝑛(𝑡) ⇉ 𝑥′′∗(𝑡), 𝑡 ∈ 𝐼,
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𝑒𝑃 (𝜏−𝑠)[𝑓(𝑠, 𝑧𝑛−1(𝑠), 𝑧′𝑛−1(𝑠), 𝑧
′′
𝑛−1(𝑠))
−𝑀(𝑧𝑛(𝑠)− 𝑧𝑛−1(𝑠))−𝑁(𝑧′𝑛(𝑠)− 𝑧′𝑛−1(𝑠)) + 𝑃𝑧′′𝑛−1(𝑠)]𝑑𝑠𝑑𝜏𝑑𝜉
and ∀𝜀 ∈ (0, 1), there exists 𝑛0 ∈ 𝑁 ,such that
∥𝑥𝑛 − 𝑥∗∥𝑐 ≤ 𝜆𝜀𝑛∥𝑥′′0 − 𝑦′′0∥𝑐, 𝑛 > 𝑛0, 𝑛 ∈ 𝑁.
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