Abstract. We exhaustively investigate possible combinations of a boolean operation together with a catenation. In many cases we prove and improve some conjectures by Brzozowski. For each family of operation, we endeavour to provide a common witness with a small size alphabet.
Introduction
State complexity is a very active research area. It aims to determine the maximal size of a minimal automaton recognizing a language belonging to a given class. State complexity can be studied from the deterministic as well as non-deterministic point of view. Here, we only consider the deterministic case. Then, the state complexity of a regular language is the states number of its minimal DFA (Deterministic Finite Automaton). The state complexity of a regular operation allows to compute the maximal size of any DFA obtained by applying this operation over regular languages, knowing their respective state complexities. Such operations can be elementary (see, as one of the first reference in this domain, [14] ) or the result of some combinations (see, for example, [9] , [4] or [13] ). Sometimes, the computation of state complexities needs to use combinatorial tools, as in [2] . To have an expanded view of the domain, it is useful to refer to the survey [8] .
In [1] , J. Brzozowski shows that a particular family of DFAs, that we call Brzozowski automata, is used to produce witnesses in a very large number of cases. This family of DFA are such that the letters must play one of the four following roles: a total cycle, a transposition, a contraction or the identity. The first three roles are used to maximize the semigroup of transformations.
We illustrate the power of this approach by revisiting and completing the picture concerning the combination of catenation with any boolean operation. We recall the known results and some Brzozowski conjectures. Then we prove the conjectures and some new results.
We give a complete panorama of state complexity of each possible combination involving the catenation and/or a boolean operation. As noticed in [2] , it is sufficient to focus on the three operators ∩, ∪ and ⊕ to produce the desired results. The possible combinations are
Preliminaries
For any integer i ∈ Z, any p ∈ N \ {0}, we set [i] p = min{j | j ≥ 0 ∧ j ≡ i(p)}. Let Σ denotes a finite alphabet. A word w over Σ is a finite sequence of symbols of Σ. The length of w, denoted by |w| is the number of occurrences of symbols of Σ in w. For a ∈ Σ, we denote by |w| a the number of a in w. The set of all finite words over Σ is denoted by Σ * . The empty word is denoted by ε. A language is a subset of Σ * . The set of subsets of a finite set A is denoted by 2 A and |A| denotes the cardinality of A. We denote by ⊎ the union of disjoint sets. The symbol • denotes any binary boolean operation on languages. In the following, by abuse of notation, we often write q for any singleton {q}.
A finite automaton (FA) is a 5-tuple A = (Σ, Q, I, F, ·) where Σ is the input alphabet, Q is a finite set of states, I ⊂ Q is the set of initial states, F ⊂ Q is the set of final states and · is the transition function from Q × Σ to 2
Q . An FA is deterministic and complete (DFA) if |I| = 1 and for all q ∈ Q, for all a ∈ Σ, |q · a = 1. The transition function is extended to any word by q · aw = q ′ ∈q·a q ′ · w and q · ε = q for any symbol a of Σ and any word w of Σ * . For convenience, we sometimes use the notation q w − → q ′ to denote that q ′ ∈ q · w. The dual operation is defined by w · q = {q ′ | q ∈ q ′ · w}. We extend the dot notation to any set of states S by S · w = s∈S s · w and w · S = s∈S w · s. A word w ∈ Σ * is recognized by an FA A if I · w ∩ F = ∅.
The language recognized by an FA A is the set L(A) of words recognized by A. Two automata are said to be equivalent if they recognize the same language.
Let D = (Σ, Q D , i D , F D , ·) be a DFA. Two states q 1 , q 2 of D are equivalent if for any word w of Σ * , q 1 · w ∈ F D if and only if q 2 · w ∈ F D . Such an equivalence is denoted by q 1 ∼ q 2 . A DFA is minimal if there does not exist any equivalent complete DFA with less states and it is well known that for any DFA, there exists a unique minimal equivalent one [11] . The state complexity of a regular language L denoted by sc(L) is the number of states of its minimal DFA. Let L n be the set of languages of state complexity n. The state complexity of a unary operation ⊗ is the function sc ⊗ associating with an integer n the maximum of the state complexities of (⊗L) for L ∈ L n . A language L ∈ L n is a witness (for ⊗) if sc(⊗L) = sc ⊗ (n). This can be generalized, and the state complexity of a k-ary operation ⊗ is the k-ary function which associates with any tuple (n 1 , . . . ,
. . , n k ). An important research area consists in finding witnesses for any (n 1 , . . . , n k ) ∈ N k . In the aim to manipulate combinations of binary operators, we introduce the following notation. A binary operator ⊗ is also denoted by ⋆ ⊗ ⋆ and we extend the notation for any combination of binary operators. For example, the ternary operation defined for any three languages
. Let h be its state complexity. Let f, g be the respective state complexity of ⋆·⋆ and ⋆∪⋆. For any three integers n 1 , n 2 , n 3 , it holds h(n 1 , n 2 , n 3 ) ≤ f (n 1 , g(n 2 , n 3 )) [10] . In fact, applying the union on a witness does not produce a good candidate for a witness for catenation. Indeed, about half of the states of the obtained DFA are final which contradicts the fact that a good candidate must have only one final state [12] .
Brzozowski witnesses
In [1] , Brzozowski defines a family of languages that turns to be universal witnesses for several operations. The automata denoting these languages are called Brzozowski automata. We need some background to define these automata. We follow the terminology of [7] . Let Q = {0, . . . , n − 1} be a set. A transformation of the set Q is a mapping of Q into itself. If t is a transformation and i an element of Q, we denote by it the image of i under t. A transformation of Q can be represented by t = [i 0 , i 1 , . . . i n−1 ] which means that i k = kt for each 0 ≤ k ≤ n − 1 and i k ∈ Q. A permutation is a bijective transformation on Q. The identity permutation of Q is denoted by 1. A cycle of length ℓ ≤ n is a permutation c, denoted by (i 0 , i 1 , . . . i ℓ−1 ), on a subset I = {i 0 , . . . , i ℓ−1 } of Q where i k c = i k+1 for 0 ≤ k < ℓ − 1 and i ℓ−1 c = i 0 . A transposition t = (i, j) is a permutation on Q where it = j and jt = i and for every elements k ∈ Q \ {i, j}, kt = k. A contraction t = i j is a transformation where it = j and for every elements k ∈ Q \ {i}, kt = k. Then, a Brzozowski automaton is a complete DFA (Σ, Q = {0, . . . , n − 1}, 0, F = {n − 1}, ·), where any letter of Σ induces one of the transformation among transposition, cycle over Q, contraction and identity.
To define shortly such a DFA, we introduce the following definition:
each symbol induces a transformation:
-the letter σ 1 = − induces the n-cycle (0, . . . , n − 1), -the letter σ 2 = − induces the transposition (0, 1),
-the letter σ 3 = − induces the contraction 1 0 ,
-every other letter of Σ induces the identity on Q.
Let Σ = {a, b, c, d}. As an example of Brzozowski automata (see Figure 1 ), let X n (a, −, c; {b, d}) = (Σ, Q n , 0, {n − 1}, ·) where Q n = {0, 1, . . . , n − 1}, the symbol a acts as the cycle (0, 1, . . . , n − 1), c acts as the contraction 1 0 and b, d act as 1.
For convenience, in the following of the paper, we identify X n and L(X n ).
c Fig. 1 . The automaton Xn(a, −, c; {b, d})
Construction algorithms
We define an operation on automata allowing us to compute a DFA for the catenation of two DFAs.
as follows :
We now define an operation on automata allowing us to compute a DFA for any boolean operation over two DFAs. 
It is easy to verify the following lemma :
These constructions can be combined in several ways. Table 1 summarizes the different forms of states one can have. Table 1 . Forms of states for combined operations where i ∈ QA, j ∈ QB, k ∈ QC , S1 ⊂ QB, S2 ⊂ QC, T ⊂ QB × QC In the following of the paper, the name of the state is considered modulo the size of the automaton it belongs to. For instance, the state (i, j, S 2 ) is in fact the state ([i] m , [j] n , S 2 ) where m and n are the respective number of states of A and B.
Tableaux
About the construction A · (B • C) whose states are of the form (i, T ), the set T can be seen as a tableau with n rows and p columns where any cell (j, k) is marked if and only if the couple of states (j, k) is in T (see Figure 2 ). In the following, for simplicity, when the dimensions are fixed, we assimilate a tableau with the set of its marked cells. Fig. 2 . The tableau corresponding to T = {(3, 2), (1, 5) , (3, 5) } with n = 6 and p = 7.
Since the state complexity of catenation is sc
and the state complexity of a binary boolean operation • is bounded by sc • (n, p) = np (see [15] ), their composition allows to bound the state complexity of
The state complexity for the combination of catenation with union (A·(B∪C)) has been studied in [4] but it can be reinterpreted using the tableaux defined previously. Let (i, T ) and (i, T ′ ) be two distinct states such that the couples (x, x ′ ) and (y, y ′ ) are in T ′ and T = T ′ ∪ {(x, y ′ )}. Then the two states (i, T ) and (i, T ′ ) are equivalent. Indeed, to separate these states, one has to find a word w such that (1) T ′ · w is equal to a set of couples which members are both non-final and (2) (x, y ′ ) · w leads to a couple of states at least one of the two is final. The fact that x · w or y ′ · w is final contradicts (1) . So (i, T ) and (i, T ′ ) are equivalent. Such equivalent states have tableaux with specific patterns. Indeed, the tableaux for T and T ′ contain the pattern of Figure 3 Indeed, one has to choose among n rows and p columns (at least one of each) and mark every cell at the intersection of the chosen rows and columns ((2 n − 1)(2 p − 1)) plus one configuration with no cell marked. We also have to count the same tableaux but with the cell (0, 0) marked (2 n−1 2 p−1 tableaux). Combined with the state complexity of catenation, these observations lead to the state complexity (m − 1)((2 n − 1)(2
It is easy to check that there exist DFAs A, B and C such that there are no indistinguishable tableaux for A · (B ∩ C), the state complexity of catenation combined with intersection coincides with the bound.
As for the union, some particular states are necessarily equivalent for A · (B ⊕ C). Let (i, T ) and (i, T ′ ) be two distinct states such that the couples (x, x ′ ), (x, y ′ ) and (y, y ′ ) are in T ′ and T = T ′ ∪ {(y, x ′ )}. Then the two states (i, T ) and (i, T ′ ) are equivalent. Indeed, if a word w separates (i, T ) and (i, T ′ ), then w sends y in F B or x ′ in F C but not both, sending (i, T ) to a final state of A · (B ⊕ C). This cannot be achieved without sending (i, T ′ ) to a final state of A · (B ⊕ C), thus contradicting the separation by w.
Such equivalent states imply indistinguishable tableaux as described below. Four distinct marked cells s 1 , s 2 , s 3 and s 4 define a rectangle if there exist four integers x, x ′ , y and y ′ such that Figure 4 and Figure 5 ).
A tableau T is saturated if it is the union of all its equivalent tableaux. Informally, to saturate a tableau, it is sufficient to complete the tableau by marking the missing cells for the considered operation. 
The various combinations
In the sequel of the paper, for each combination of operations, we proceed as follows:
• First, we consider a certain kind of states, computed by applying some constraints on the states of Table 1 . The enumeration of these states gives the state complexity of each combination of operations.
• Then, we provide a Brzozowski witness, often common for all • operators, over an alphabet with a cardinality lower than the one described in the literature.
• Finally, we show the accessibility and the pairwise non-equivalence of the states for this witness.
Double catenation
In [3] , we give a 3-letters Brzozowski witness for the double catenation:
This witness is given in Figure 6 . A 2-letters witness for the catenation is also given in [3] . It can be deduced from the previous one by considering only the two last automata restricted to letters a and b. This witness will be useful in the case of the combined operations 
Combinations of boolean operations
In this section, we consider the operators
Notice that, since the operators • 1 and • 2 are commutative, the state complexity of
The witness we consider, represented in Figure 7 , is
Fig. 7. 2-letters witness for any combination of two boolean operations
According to the construction described in Section 2.1, we examine the reachability and the pairwise equivalence of the states of the automaton
From Table 1 , the states of R
We need the following which is straightforward from the construction.
* induces a permutation on both Q A and Q B , then it also induces a permutation on Q A•B , for any • ∈ {∩, ∪, ⊕}.
Noticing that any word w ∈ {a, b} * induces a permutation on the states of χ m (a, −, −, {b}), χ n (a, b, −, ∅), and χ p (b, −, −, {a}), we apply Lemma 2 to show that w induces a permutation on the states of R 
Proof. Since σ is a permutation, there exists N ∈ N such that σ N = Id. It suffices to set N as the lcm of the sizes of the cycles of σ. Hence, u = w N −1 acts as σ
For any j ∈ Z, we define u j = a −j ba j . The action of u j on the states is given by
So we have
We define for any triplet (i, j, k) the word
But since n > 2, we have
The accessibility follows immediately from equation (4).
In the aim to prove the pairwise non equivalence, we need a slightly more general result.
Proof. It suffices to set w = w −1
For the sake of simplicity, we adopt the following notation: -a word of states i 1 i 2 · · · i t denotes the set {i 1 , i 2 , . . . , i t }.
The final states of R (⋆• 1 ⋆)• 2 ⋆ are summarized in the following table:
We warn the reader than for • 1 = ⊕ and • 2 = ∩, m − 1, n − 1 means we consider the complementary set of {(m − 1, n − 1)} with respect to the states of
Proof. Since each word acts as a permutation and all the states are accessible (Proposition 1), it suffices to prove that for any (i, j, k) = (0, 0, 0) the states (0, 0, 0) and (i, j, k) are non equivalent. Indeed, assuming this fact, if
and the non equivalence of (i ′ , j ′ , k ′ ) and (i, j, k) comes from the non equivalence of (0, 0, 0) and A consequence of Lemma 4 is that it is not necessary to find a word w separating (0, 0, 0) and (i, j, k) but only to investigate the preimage of (m − 1, n − 1, p − 1) by w. We choose the preimage s of (m − 1, n − 1, p − 1) in a set depending on the operations • 1 and • 2 . This set is described in the following table: 
A · (B • C)
We consider the witness
for each m, n, p ≥ 3 and • ∈ {∩, ∪, ⊕} (see Figure 8) .
According to the constructions described in Section 2.1, we define, for each m, n, p ≥ 3 the automaton R Table 1 symbol σ,
It is easy to see that only the states (i, T ) satisfying i = m − 1 ⇒ (0, 0) ∈ T are accessible. We set
Notice that the set Acc Proof. We have to consider three cases:
Since j − 1 > 1, one obtains
In conclusion, the word
This proves the lemma. 2. If j = 2 then we have
Hence,
This proves the lemma.
If
Hence Observe that, from the definition of the automata, the letter a and b encode permutations of the states (no contraction is involved). It follows that w · T has the same number of elements as T and so the state (i, T ) is accessible by w from (m − 1, w · T ) which is accessible from (1).
We remark that the action of the letter c is not used to prove the accessibility of the states. Nevertheless, this letter is needed to separate the states. The following lemma highlights a property of the action of c which is central in the study of the separability. Its proof is straightforward from the definition of R
Let us consider first the case where • = ∩. Notice that a state (i, T ) of Acc 
with (0, 0) ∈ T 3 and (n − 1, p − 1) ∈ T 4 , and 
If i
Let us recall the Kronecker delta δ i,j = 0 if i = j 1 if i = j We have : 
We say that a set
Lemma 7. In Acc ⋆·(⋆∪⋆) m,n,p , any state (i, T ) is equivalent to (i, sat(T )). Proof. Suppose that there exists a word w such that (i, sat(T )) · w is final and (i, T ) · w is not final. Then, there are two couples (j, k) and
This means that either
and this is not possible because (i, T ) · w = (i · w, T · w) which is not final. From now, we will only consider the set of saturated states defined as follows :
m,n,p } We define split(T ) = ({j : (j, k) ∈ T }, {k : (j, k) ∈ T }). For any s = (i, T ) ∈ Sat we define L(s) = S 1 and R(s) = S 2 if split(T ) = (S 1 , S 2 ). With this notation, a state s is final if and only if n − 1 ∈ L(s) or p − 1 ∈ R(s). Notice that Lemma 6 can be restated as follows.
Now we have defined all the material we need to prove the pairwise non equivalence of the states of Sat. Proof. Let s = (i, T ) and s ′ = (i ′ , T ′ ) be two distinct states of Sat . Without loss of generality we assume i ′ ≤ i. First suppose i ′ < i. We have to consider the following cases.
We observe that 0 ∈ L(s 3 ), 2 ∈ L(s 4 ), and then n − 1 ∈ L(s 5 ). In other words s 5 is a final state. In the other hand, we set
with ǫ ∈ {0, 1}. We observe that 0 ∈ L(s 
Suppose now that
. Without loss of generality we consider j ∈ L(s)\L(s ′ ). We have two cases to consider:
and s
Consequently, s and s ′ are not equivalent.
. So we find the result by applying the previous point. Now we suppose i = i ′ and R(s) = R(s ′ ). Without loss of generality we assume that there exists k ∈ R(s) \ R(s ′ ). We have to consider two cases:
Consequently, s and s ′ are not equivalent. -If k ≤ 1 then we act by b or b 2 in the aim to send s and s ′ respectively to s 1 = (i 1 , T 1 ) and s
. So we find the result by applying the previous point.
The following theorem summarizes the results contained in this section. 
The symmetric difference case
Unfortunatly, the family W m,n,p fails for the combination of catenation with boolean xor operator. We prove it by studying the case m = n = 3 and p = 4 using tableaux described in Section 2.
A final state of the catenation combined with the xor has at least one marked cell on the last line or row but not both.
Let us show that the two final states represented by t = (i, ) and t ′ = (j, ) are not distinguishable. Indeed, Figure 9 denotes all accessible configurations starting from the tableaux of t and t ′ . Every couple of tableaux represent a couple of final states. In this figure, we suppose that j · w is not m − 1. If we have j · w = m − 1, we have two cases to consider:
1. the cell (0, 0) is marked in t ′ . As accessing m−1 creates this state, both tableaux are unchanged; 2. the cell (0, 0) is not marked in t ′ . In this case, we have to notice that marking this state and saturating the obtained tableau gives the full tableau for t ′ and so the states are undistinguishable. 
where
as the state complexity for the catenation of a m-state DFA having k final states with an n-state DFA.
Let us consider the witness
for each m, n, p ≥ 3 and • ∈ {∩, ∪, ⊕} (see Figure 10 ). Proof. First, let us notice that the only final state of X m ∩ X n is (m − 1, n − 1). The proof is by induction on |S|.
If
. Suppose now that every state (i, j, S) is accessible when |S| < α for α ≥ 1. We show that every state (i, j, S) is still accessible when |S| = α. Let S = {k 1 , . . . , k α } with k 1 < k 2 < . . . < k α and consider the four following cases:
is accessible by a from (m − 2, n − 2, a · (S \ {0})) which is accessible by the induction hypothesis. (ii) (0, 0, S) with 1 ∈ S is accessible by a from (m − 1, n − 1, a · S) which is accessible from (i). (iii) (0, 0, S) with 1 ∈ S (a) If 0 ∈ S then (0, 0, S) is accessible by (abc)
which is accessible by (ii) or (iii). Proof. First, let us notice that the final states of X m ∪ X n are ({m − 1} × Q n ) ∪ (Q m × {n − 1}). As ∪ is commutative, the state complexity of R m,n,p is also accessible. As S is not empty, the word w is composed of at least m − 1 letters a. As m ≥ n ≥ j, we can deduce a word w ′ from w by replacing all but the last j a by ac. Let w ′ = u · v where u is the prefix of w ′ where each a has been replaced by ac. Then, in X n (a, c, −; {b}) we have 0 · u = 0 and 0 · v = j so (0, 0, S) · w ′ = (i, j, S).
Proposition 7. All the states of Acc

Proposition 8. All the states of Acc
(⋆⊕⋆)·⋆ m,n,p are accessible. Proof. This case is nearly the same as the one of Proposition 7. The only difference to consider is the state (m − 1, n − 1, S) with 0 ∈ S which has to be accessible for any subset S since (m−1, n−1) is the only state which is final for X m ∪ X n and not for X m ⊕ X n . Let us consider without loss of generality that m ≥ n. First, the state (m − 1, n − 1, ∅) is accessible by a from (m − 2, n − 2, ∅). By Proposition 7, any state (i, j, S), with i = m − 1 or j = n − 1 implies 0 ∈ S, is accessible. So any (m − 1, n − 1, S) with 0 ∈ S is accessible by a from (m − 2, n − 2, a · S), which is accessible.
Lemma 11. The states of X m (a, b, −; {c}) • X n (a, c, −; {b}) are pairwise nonequivalent
Without lost of generalities we assume i = i ′ (the other case j = j ′ being symmetric, it is obtained by replacing c by b). As any w ∈ {a, b, c} * induces a permutation and according to Lemma 3, we have
which is a final state while
is not a final state because i ′ = i. Now suppose • = ∩. Without lost of generalities we assume i = i ′ (the other case j = j ′ being symmetric, it is obtained by replacing c by b). We have
while Proof. Let (i, j, S) = (i, j, S ′ ). Suppose that S = S ′ . Without loss of generality, one assume S = ∅. Let us consider the witness
for each m, n, p ≥ 3 and • ∈ {∩, ∪, ⊕} (see Figure 11 ). From Table 1 , the states of R Proof. Let us first show that each state (0, ∅, k) is accessible from (0, ∅, 0).
-if k > 1 and k is odd then (0, ∅, 0)
We know that every state (i, S) of X m (a, b, −; ∅) · X n (a, −, b; ∅) is accessible (Proposition 4 of [3] ) which means that there exists a word w such that (0, ∅) · w = (i, S). Let (i, S, k) be a state of Acc (⋆·⋆)•⋆ m,n,p and let w be such that (0, ∅) · w = (i, S). The word w acts as a permutation on the states of X p (b, a, −; ∅). So, there exists k ′ ∈ X p (b, a, −; ∅) such that k ′ · w = k. Thus (i, S, k) is accessible from (0, ∅, k ′ ) by w. As (0, ∅, k ′ ) is accessible, we conclude that (i, S, k) is accessible.
To prove the pairwise non equivalence, we need the following lemmas. Proof. Let us suppose that (i, S) is final. Then n − 1 ∈ S. As (n − 1) · b = n − 1 in X n (a, −, b; ∅), we have n − 1 ∈ S · b which means that (i, S) · b is a final state of X m (a, b, −; ∅) · X n (a, −, b; ∅). The converse is straightforward. Proof. The minimality of X m (a, b, −; ∅) · X n (a, −, b; ∅) is proved in [3] . Since the automaton is minimal, it has at most one non co-accessible state. So this state is invariant by the action of a and b. Remarking that for each state (i, S), one has (i, S) · a = (i + 1, S ′ ), we prove that there is no non co-accessible state. In the same way, the pairwise non equivalence implies that there exists at most one state (i, S) such that (i, S) · w is final for any w. The same argument as for the co-accessibility allows us to conclude. 
Conclusion
For any 3-ary operator involving a catenation and/or a boolean operator, we give a Brzozowski witness. In many cases, it allows us to improve some conjectures by Brzozowski. Nevertheless, many questions remain to be investigated. In particular, the optimality of the size of the alphabet remains a difficult problem which may require the development of algebraic and combinatorial tools. Indeed, in all the constructions the states are labelled by combinatorial objects as tableaux, sets, etc. The letters can be seen as operators acting on these objects and generate a semigroup. All the elements and the actions can be combinatorially described. This problem has to be restated to settle in well the theory of finite semigroups.
