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a b s t r a c t
In this work, we are concerned with the boundary stabilization of a one-dimensional wave
equation subject to boundary nonlinear uncertainty. The nonlinear uncertainty is first
estimated in terms of the output, and then canceled by its estimates. We show that this
strategy works well when the derivative of the uncertainty is bounded.
© 2013 The Authors. Published by Elsevier Ltd.
1. Introduction
In this work, we are concerned with the stabilization of the following one-dimensional wave equation:
utt(x, t) = uxx(x, t), x ∈ (0, 1), t > 0,
u(0, t) = 0, t ≥ 0,
ux(1, t) = U(t)+ d(t), t ≥ 0,
Y (t) =
 1
0
cos
π
2
+ π
2
x

u(x, t)dx,
(1.1)
where u(x, t) is the state, U(t) is the control input, and Y (t) is the output. The nonlinear uncertainty d(t) is supposed to be
bounded measurable, that is, |d(t)| ≤ M0 for some M0 > 0 and all t ≥ 0. When the uncertainty d(t) is absent, it is easy
to obtain that system (1.1) can be stabilized by choosing U(t) = −ut(1, t) [1]. However, since the nonlinear uncertainty is
almost everywhere in the real world systems, it is very necessary to establish the stability of the system in the presence of
uncertainty. In [2], Guo considered the stability of the following one-dimensional anti-stable wave equation in the presence
of disturbance:utt(x, t) = uxx(x, t), x ∈ (0, 1), t > 0,
ux(0, t) = −qut(0, t), t ≥ 0,
ux(1, t) = U(t)+ d(t), t ≥ 0,
(1.2)
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where u(x, t) is the state, U(t) is the control input, 0 < q ≠ 1 is a constant number, and d(t) is the unknown disturbance.
The main idea of Guo’s strategy is that the disturbance is first estimated in terms of the output, and then canceled by its
estimates. This control strategy is also called the active disturbance rejection control strategy, which has been used in [3–7].
It is seen from [4,5,7] that one of the main difficulties of the active disturbance rejection control strategy is the well-
posedness of the closed-loop system. There are some classical works in connection with this subject. We refer the reader
to [8–17].
Motivated mainly by [2], we apply Guo’s method to system (1.1). The objective of our work is to design a continuous
controller U(t), which is based on the output Y (t), to stabilize system (1.1) in the presence of disturbance.
We will consider systems (1.1) in the state spaceH = H1L (0, 1)× L2(0, 1), where H1L (0, 1) := {v ∈ H1(0, 1) | v(0) = 0}.
The energy of the system is defined by
E(t) = 1
2
 1
0
|ut(x, t)|2dx+ 12
 1
0
|ux(x, t)|2dx. (1.3)
Throughout this paper, we define
∥v(t)∥∞ := sup
t∈[0,∞)
|v(t)|. (1.4)
Let X = (x1, x2, x3) ∈ R3. Define
∥X∥2 =

x21 + x22 + x23. (1.5)
We denote by ∥A∥F the Frobenius norm of the matrix A.
2. Main result and proof
Thanks to our choice of the output Y (t), we have 1
0
sin
π
2
+ π
2
x

ux(x, t)dx = sin
π
2
+ π
2
x

u(x, t)
1
0
− π
2
 1
0
cos
π
2
+ π
2
x

u(x, t)dx = −π
2
Y (t) (2.1)
and  1
0
sin
π
2
+ π
2
x

ux(x, t)dx = − 2
π
cos
π
2
+ π
2
x

ux(x, t)
1
0
+ 2
π
 1
0
cos
π
2
+ π
2
x

uxx(x, t)dx
= 2
π
ux(1, t)+ 2
π
 1
0
cos
π
2
+ π
2
x

utt(x, t)dx
= 2
π
[d(t)+ U(t)] + 2
π
Y¨ (t). (2.2)
Consequently,
Y¨ (t)+ π
2
4
Y (t)+ d(t)+ U(t) = 0. (2.3)
It is seen that (2.3) is an ODE with state Y and control U . Then we are able to design a state observer to estimate Y , Y˙ and
−d as follows [18]:
˙Y 1(t) =Y2(t)+ 3
ε
(Y (t)−Y1(t)),
˙Y 2(t) =Y3(t)− π24 Y1(t)+

6
ε2
− π
2
4

(Y (t)−Y1(t))− U(t),
˙Y 3(t) = 6
ε3
(Y (t)−Y1(t)),
(2.4)
where ε is the tuning small parameter. Combining (2.3) and (2.4), the errorsY1(t) :=Y1(t)− Y (t), Y2(t) :=Y2(t)− Y˙ (t), Y3(t) :=Y3(t)+ d(t) (2.5)
satisfy
˙Y 1(t) =Y2(t)− 3
ε
Y1(t),
˙Y 2(t) =Y3(t)− 6
ε2
Y1(t),
˙Y 3(t) = − 6
ε3
Y1(t)+ d˙(t).
(2.6)
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Lemma 2.1. Suppose that the disturbance d and its derivative are uniformly bounded on [0,∞). Then, for any given a > 0, it
follows thatY1(t)+ Y2(t)+ Y3(t)→ 0 as ε→ 0 uniformly in [a,∞). (2.7)
Proof. (2.6) can be rewritten as
...Y 1(t)ε3 + 3¨Y 1(t)ε2 + 6˙Y 1(t)ε + 6Y1(t) = d˙(t)ε3. (2.8)
Let t = εs and v(s) =Y1(sε). Then it follows that
d3
ds3
v(s)+ 3 d
2
ds2
v(s)+ 6 d
ds
v(s)+ 6v(s) = d˙(sε)ε3, (2.9)
which can be rewritten as an evolution equation:
d
ds
V (s) = AV (s)+ D(s), (2.10)
where
A =
0 1 0
0 0 1
−6 −6 −3

, V (s) =

v(s)
d
ds
v(s)
d2
ds2
v(s)
 , D(s) =
 00
d˙(sε)ε3
 . (2.11)
The solution of system (2.10) is found to be
V (s) = eAsV (0)+
 s
0
eA(s−τ)D(τ )dτ . (2.12)
Since A is Hurwitz, there exist constantsw, L > 0 such that
eAsF ≤ Le−ws. It follows from (2.11) and (2.12) that
∥V (s)∥2 ≤
eAsV (0)2 +  s
0
eA(s−τ)D(τ )dτ

2
≤ ∥V (0)∥2 Le−ws +
 s
0
∥D(τ )∥2Le−w(s−τ)dτ
≤ ∥V (0)∥2 Le−ws + L
w
ε3∥d˙(t)∥∞. (2.13)
That is¨Y 1(t),˙Y 1(t)1ε ,Y1(t) 1ε2

2
≤ ∥V (0)∥2
ε2
Le−wt/ε + L
w
ε∥d˙(t)∥∞. (2.14)
Therefore, for any given a > 0, we have¨Y 1(t)+ ˙Y 1(t)1ε
+ Y1(t) 1ε2
→ 0 as ε→ 0 uniformly in [a,∞). (2.15)
On the other hand, it follows from (2.6) that
Y2(t) = ˙Y 1(t)+ 3
ε
Y1(t),
Y3(t) = ¨Y 1(t)+ 6
ε2
Y1(t)+ 3
ε
˙Y 1(t). (2.16)
Combining (2.15) and (2.16), we complete the proof. 
Thanks to Lemma 2.1, Y3(t) is an approximation of −d(t). Hence, we can design the controller for system (1.1) by
cancellation/feedback as
U(t) = −ut(1, t)+Y3(t), (2.17)
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under which the overall closed-loop system of (2.17), (2.4) and (1.1) becomes
utt(x, t) = uxx(x, t), x ∈ (0, 1), t > 0,
u(0, t) = 0, t ≥ 0,
ux(1, t) = −ut(1, t)+ [d(t)+Y3(t)], t ≥ 0,
Y (t) =
 1
0
cos
π
2
+ π
2
x

u(x, t)dx,
˙Y 1(t) =Y2(t)+ 3
ε
(Y (t)−Y1(t)),
˙Y 2(t) =Y3(t)− π24 Y1(t)+

6
ε2
− π
2
4

(Y (t)−Y1(t))− U(t),
˙Y 3(t) = 6
ε3
(Y (t)−Y1(t)),
U(t) = −ut(1, t)+Y3(t).
(2.18)
Theorem 2.1. Suppose that d and d˙ are uniformly bounded measurable and (u(·, 0), ut(·, 0)) ∈ H . Then the solution (u, ut) of
the closed-loop system (2.18) can reach arbitrary vicinity of zero as t →∞, ε→ 0.
Proof. Using the error dynamics (2.6), we see that (2.18) is equivalent to
utt(x, t) = uxx(x, t), x ∈ (0, 1), t > 0,
u(0, t) = 0, t ≥ 0,
ux(1, t) = −ut(1, t)+Y3(t), t ≥ 0,˙Y 1(t) =Y2(t)− 3
ε
Y1(t),
˙Y 2(t) =Y3(t)− 6
ε2
Y1(t),
˙Y 3(t) = − 6
ε3
Y1(t)+ d˙(t).
(2.19)
It is seen that in (2.19), the variableY1(t),Y2(t),Y3(t) is independent of the ‘‘u-part’’, and can be made as small as desired
as t →∞, ε→ 0 by Lemma 2.1. Thus, we need to consider only the ‘‘u-part’’ that is rewritten asutt(x, t) = uxx(x, t), x ∈ (0, 1), t > 0,u(0, t) = 0, t ≥ 0,ux(1, t) = −ut(1, t)+Y3(t), t ≥ 0. (2.20)
Define
F(t) := E(t)+ βϕ(t) where ϕ(t) =
 1
0
xux(x, t)ut(x, t)dx, 0 < β < 1. (2.21)
A straightforward computation shows that
0 ≤ (1− β)E(t) ≤ F(t) ≤ (1+ β)E(t). (2.22)
Moreover, for any θ > 0, it follows from Young’s inequality that
d
dt
F(t) = −|ut(1, t)|2 +Y3(t)ut(1, t)+ β2 |ut(1, t)|2 + β2 |ux(1, t)|2 − βE(t)
= (β − 1) |ut(1, t)|2 + (1− β)Y3(t)ut(1, t)+ β2Y 23 (t)− βE(t)
≤

β − 1+ 1− β
2
θ

|ut(1, t)|2 +

1− β
2θ
+ β
2
Y 23 (t)− β1+ β F(t). (2.23)
Choosing θ small enough such that

β − 1+ 1−β2 θ

< 0, we have
d
dt
F(t) ≤

1− β
2θ
+ β
2
Y 23 (t)− β1+ β F(t). (2.24)
A direct computation gives, for any given a > 0
F(t) ≤ e− β1+β tF(a)+
 t
a
e
β
1+β (s−t)

1− β
2θ
+ β
2
Y 23 (s)ds, t ≥ a. (2.25)
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Fig. 1. Stabilization of a one-dimensional wave equation in the presence of disturbance.
Since (2.7), we have
lim
ε→0
 t
a
e
β
1+β (s−t)

1− β
2θ
+ β
2
Y 23 (s)ds =  t
a
e
β
1+β (s−t)

1− β
2θ
+ β
2

lim
ε→0
Y 23 (s)ds = 0. (2.26)
Consequently, from (2.22), (2.25) and (2.26) we have
lim
t→∞ limε→0 E(t) ≤
1
1− β limt→∞ limε→0 F(t) = 0. (2.27)
The proof is complete. 
Remark 2.1. SinceY3(t) is uniformly bounded measurable, the well-posedness for the system (2.20) can be obtained easily
by the method in [19,20]. So we omit the details.
3. Numerical simulation
In this section, we will carry out a numerical simulation to illustrate the theoretical results. In the simulation, leap-
frog strategy in time with the Chebyshev spectral method in space is used. The time step is taken as dt = 0.001. Let the
parameters be ε = 0.02 and the disturbance d(t) = sin t . The initial conditions are
u(x, 0) = sin 2πx, ut(x, 0) = sin 2πx.
Fig. 1 shows the displacements of system (2.18). It is seen that system (2.18) converges smoothly. The results show that our
method yields satisfactory performance in dealing with the disturbance with a bounded derivative.
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