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ABSTRACT 
 
As the number of Internet users rapidly increases, the importance of 
understanding how individuals view an interface display is becoming increasingly 
important. In this study, eye‐tracking software is utilized to examine the differences of 
cognitive style (Verbalizes and Visualizers) on search time and memory while viewing 
text and image stimuli of two different layouts. In addition, this study aims to test 
Nielsen’s (2006) F‐pattern theory for both Verbalizers and Visualizers. Results 
showed that there was no difference between Verbalizers and Visualizers in terms of 
search task time or memory regardless of text vs. image or grid vs. block. Results also 
confirmed Nielsen’s (2006) F‐pattern theory by indicating that Verbalizers and 
Visualizers both spend the majority of time in the F‐shaped zone of text stimuli 
located near the top left corner of the visual display.  
 
   2 
1.  INTRODUCTION 
 
Eye tracking technology has been used to explore many areas including 
cognitive linguistics, visual systems, and product design.  It is only recently that eye‐
tracking studies have been carried out in attempt to improve user experience during 
web use. As of December 31, 2011, there are approximately 2,300,000,000 Internet 
users in the World (“Internet Usage Stats,” 2012). With users spending several hours 
on applications and websites each day, understanding how the individual user views 
the interface is rapidly becoming increasingly important for Web authors, interfaces 
designers, advertisers, etc. (Grant, 2012). An understanding of how people allocate 
their visual attention when viewing an interface could open doors to new innovations, 
such as improved web page design and creation of new visual representations.  
The purpose of this eye‐tracking study is to examine the impact of cognitive 
style (in terms of Verbalizer and Visualizer) on search and memory tasks to 
investigate how different cognitive styles perform viewing text and image.  From a 
usability standpoint, users enjoy the simplest, fastest way to find the information they 
are looking for. Consideration of visual display layout and content characteristics 
amongst Verbalizers and Visualizers may influence how fast it takes users to search 
and find a specific thing. From a memory standpoint, advertisers and/or web 
designers want to create the most memorable visual display.  Knowing if certain 
display characteristics affect the way Verbalizers or Visualizers recall information will 
help create the most memorable display.   
In addition, this study aims to understand participants’ eye movements in 
order to investigate where different cognitive styles focus on a visual display. If the 
top left corner of the display is where users spend the most time focusing, as 
suggested by Jakob Nielsen (2006), then one could create visual representations that 
emphasize only on that area to make search tasks faster, important information more 
obvious, and navigating simpler for users.   
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1.1  Cognitive Style 
  Cognitive style determines how an individual processes information (Ausburn 
& Ausburn, 1978; Messick, 1984).  There have been a wide variety of style dimensions 
proposed by researchers. However, there are only two distinct psychological 
dimensions of cognitive style: Verbalizer and Visualizer.  A Verbalizer has been 
classified as someone who relies heavily on verbal‐analytical strategies, while a 
Visualizer is someone who relies on images to execute a cognitive task (Kozhevnikov, 
Kosslyn, & Shephard, 2005).  The idea that individuals can be classified as verbalizer 
or visualizer was first proposed by Bartlett (1932), Paivio (1971), and A. Richardson 
(1977).  Paivio (1971) was the first to create a questionnaire, which was know as 
Individual Differences Questionnaire (IDQ), to determine each individual’s primary 
style for cognitive processing.  Richardson (1977) took 15 true‐false questions from 
Paivio’s questionnaire in attempt to improve it.  This self‐administered questionnaire, 
known as the Verbalizer­Visualizer Questionnaire (VVQ), became the primary 
determinant for individual’s cognitive style.  The verbal subscale of the Verbalizer‐
Visualizer Questionnaire is clearly related to the ability to solve tasks using verbal 
measures (Green & Schroeder, 1990; Kirby et al., 1988).  However, Kirby et al. (1988) 
found only a moderate correlation between the visual subscale of the Verbalizer‐
Visualizer Questionnaire and spatial visual ability.  
  Recent research suggests there may be two types of Visualizers: spatial and 
object (Kozhevnikov et al., 2005; Levine, Warach, & Farah, 1985; Milner & Goodale, 
1995).  Spatial Visualizers are able to manipulate and transform complex spatial 
images, while Object Visualizers are able to recall vividness of imagery (Kozhevnikov, 
Hegarty & Mayer, 2011). Neuroimaging studies have shown that spatial and object 
imagery tasks lead to different brain patterns (Kosslyn, Ganis, & Thompson, 2001), 
hence the different types.  However, for the purpose of this study, both spatial and 
object visualizers are grouped into a general “Visualizers” category.  
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1.2  Eye­Tracking 
Although there are a number of methods available for evaluating interfaces, 
researchers have found eye‐tracking to be the most useful in determining how users 
view, search, and process interface information through eye movements (Cowen et al., 
2002). Understanding how users view a visual display is most accurately achieved by 
using eye‐tracking software. Eye‐tracking software, in this case, is able to pick up eye 
movements from users at 66 frames per second; therefore, even though the eye 
moves across the screen within a second, the software picks up 66 movements each 
second.  Eye movements are made to reorient the eye so that the fovea can extract the 
highest level of detail (Cowen et al., 2002).   
 Eye movements are generally composed of fixations and saccades (Buscher et 
al., 2007). A fixation often defined as a relatively motionless gaze at a specific area on 
a visual display and lasts about 200‐300 milliseconds (ms) (Rayner, 1998).  Saccades, 
on the other hand, are continuous, rapid movement between fixation points that 
direct an individual’s eye to a specific area, where the fixation takes place.  Visual 
information is generally only perceived during fixation periods, not during saccades 
(Buscher et al., 2009). In a number of studies, fixation points have been associated 
with cognitive processing (Pan et al., 2004; Petersen & Nielsen, 2002; Curtrell & Guan, 
2007).  According to Viviani (1990), at least three processes that take place during a 
fixation: encoding of a visual stimulus, skimming the peripheral field, and preparing 
for the next saccade to take place. 
Many studies have also been done to examine where and when users will fixate 
on an image. Another study by Rayner (1998) has shown that eyes are attracted to 
specific areas that are generally physically distinctive or informative.  Fixation 
frequency is dependent on the degree of importance, whereas fixation duration is 
dependent of complexity and difficulty of visual display (Rayner, 1998; Pan et al., 
2004; Buscher et al., 2009).   5 
Eye movement behavior requires multiple cognitive processes such as 
occulomotor and semantic processes (Henderson et al., 1999).  Although there has 
been an abundance of proposed theories on improving user interface design, it is still 
not clear how cognitive styles impact how eye movements change while viewing text 
and image.  
 
1.3  F­Pattern 
  Nielsen’s (2006) eye tracking research suggested that users read content in an 
F‐shaped pattern.  After participants (N=232) looked at thousands of webpages, 
Nielsen found that the viewing behavior consistently showed an “F” pattern, two 
horizontal stripes followed by a vertical stripe. To form the F, the users start reading 
across the top line from left to right, then look down the page on the left side a little 
and read across again, and then continue down on the left side. This means that most 
of the fixation points are concentrated at the top of the left hand corner of the page 
and the least fixation points are at the bottom right hand corner.  Shrestha and Lenz 
(2007) studied different website tasks and concluded that the F‐pattern did not occur 
while browsing or searching a picture‐based webpage, only for a text‐based webpage.  
  Knowing whether this theory is robust is important because it tells interface 
creators that viewers focus mostly on the top left corner, they do not read text 
thoroughly, and rarely make it to the bottom right corner. This may make space most 
desirable in the top left corner and least desirable in the bottom right corner. It also 
tells creators to put the most important message in the first two paragraphs, because 
viewers will probably read more of it if it is on the top of the page (Nielsen, 2006).  
1.4  Research Questions 
  Five hypotheses were tested in this study.  
  Hypothesis 1: Verbalizers will take longer to search and find a specific item in 
the image stimuli compared to Visualizers, while Visualizers take longer to search and 
find a specific item in text stimuli compared to Verbalizers.    6 
  Hypothesis 2: Verbalizers remember text stimuli better than image stimuli, 
while Visualizers remember image stimuli better than text stimuli.   
  Hypothesis 3: There is a correlation between number of memory tasks correct 
and total search time within each group (Verbalizers, Visualizers, and Intermediate). 
If viewers take longer to search for something, they will recall the display better than 
someone who took less time to search for something. 
  Hypothesis 4: Visualizers and Verbalizers focus on different areas of the visual 
display. 
  Hypothesis 5: Verbalizers show an F‐pattern when viewing text stimuli, but 
Visualizers do not.    7 
2.  METHODS 
2.1  Apparatus  
  A comparison was made between two cognitive styles looking at text and 
image. The two cognitive styles were Verbalizers and Visualizers, which were 
determined by the Verbalizer‐Visualizer Questionnaire (VVQ) (Richardson, 1977).  
The VVQ measures individual differences of cognitive style on a verbalizer‐visualizer 
scale.  The VVQ has been validated, has an acceptable level of test‐retest stability, and 
has been declared unaffected by social desirability response (Richardson, 1977). 
  The images used as stimuli consisted of 6 slides with images, 6 slides with text, 
and 1 landscape used for a “resting image” (See Appendix A, Figure 2). The 6 image 
slides consisted of 3 slides with a 3X3 grid with an image in each grid (9 images, 9 grid 
sections) and the other 3 image slides were Where’s Waldo. The 6 text slides consisted 
similarly of 3 slides with a 3X3 grid with a word in each grid (9 words, 9 grid sections) 
and the other 3 were paragraphs of text taken from random articles found on Yahoo.  
All of the images and words were simple and easy to comprehend.  
  Data was collected using a remote infrared eye‐tracking system (FaceLAB 4.3).  
This system consists of two small video cameras that are located below an LCD 
screen, on which visual stimuli were presented for the participant to view. These 
cameras are high resolution and optically detect the position of the eyes without the 
participant having to wear any apparatus. Data consists of pupil diameter and eye 
blinks. Data are post‐processed using the special software (GazeTracker v9.0). This 
software uses the optical data and the frame rate of the cameras (60Hz) from FaceLAB 
4.3 to determine the gazetrail, fixation points, and time for each participant.  
 
2.2  Participants 
  Thirty participants took part in this study. Twenty‐four of the participants (9 
males and 14 females) were recruited from SUSAN, a site created for Cornell 
University’s Department of Psychology to allow students to see and sign up for   8 
available studies to receive extra credit for currently enrolled in courses. The other 6 
participants were volunteers (5 males, 1 female), recruited by word of mouth.   In the 
sample of 15 males and 15 females, ages ranged from 18 to 22.  All participants were 
undergraduate students at Cornell studying various majors.   This project was 
approved by Cornell University’s Institutional Review Board for Human Participants. 
   
2.3  Procedure 
  All of the participants were individually tested in the windowless Cornell 
Human Computer Interaction Usability Laboratory. Upon arrival to the Laboratory, 
each participant was welcomed, asked to sign a written consent form, and asked if he 
or she had any questions before beginning. Then, each participant was administered a 
pretest 15‐item true or false questionnaire, the Verbalizer Visualizer Questionnaire 
(VVQ).  To begin the eye‐tracking portion of the study, subjects were told to take a 
seat centered with the LCD screen (20’’ Dell), which displayed the stimuli. After the 
participant was comfortably seated, the table was adjusted to the height of the 
participant in order to get the cameras to capture both eyes.  Following the table 
height adjustment, which was normalized to ectocanthus, gaze was calibrated for each 
participant by having him or her focus on each of the 9‐equispaced dots on the 
computer screen (3 X 3).  If needed, the calibration process was repeated until the 
system was accurately calibrated to the participant’s eye.  Each participant began a 
20‐minute experimental session in which they viewed 25 slides total.  The slides 
consisted of 6 slides with images and 6 slides with text, which were both viewed 
twice, and 1 landscape to serve as a “resting image”.  For each slide, participants were 
given a visual search task and a memory task, excluding the landscape slide. 
  The visual search task asked participants to look for a specific item on each 
slide, and to press the space bar once they found it. In between each stimulus slide, 
there was a black screen that lasted 15 seconds to give the eyes of the participant a 
break and also to reduce eye fatigue.  After the black slide had been up for 15 seconds, 
the screen automatically continued on to the next stimulus slide and the participant   9 
was asked to find another item. Following the completion of the search task for the 12 
slides, a sunset photograph appeared on the screen for a break for the participants 
before the memory task began.  
  The memory task consisted of showing participants the same 12 slides seen 
during the search task, telling them to familiarize themselves with the slide for a 
specified amount of time, and then asking them to recall where a specific item was 
located without looking back at it. Participants were given 10 seconds to become 
familiar with the image grid slides, 15 seconds for the text block slides, 10 seconds for 
the text grid slides, and 10 seconds for the image block slides. Participants were given 
15 seconds to respond to where a specific item was located in each stimulus display. If 
the participant was able to clearly recall the location of the item, he or she got it 
correct; if the participant could not recall where it was located, he or she got it wrong.   
  During each search task and memory task, the eye‐tracking system was 
recording the participant’s time and fixation points, which were later statistically 
analyzed and used to generate heatmaps. 
 
2.4  Measures 
Cognitive Style 
  The 15‐item Verbalizer Visualizer Questionnaire was administered before the 
eye‐tracking portion of the study began.  The 15‐items were true or false questions 
and used to determine the cognitive style (Verbalizer or Visualizer) of the participant.  
This self‐administered questionnaire was previously based off of Paivio’s (1971) 
individual differences questionnaire.  According to Abdullah et al. (2011), the 
Verbalizer‐Visualizer Questionnaire is the most popular measure used for identifying 
whether an individual’s style of cognitive processing is primarily visual or verbal. The 
VVQ is not affected by social desirability set responding, has an acceptable degree of 
test‐retest validity, and can differentiate extreme groups on vocabulary and imagery 
tests (Richardson, 1977; Abdullah et al., 2011). (See VVQ in Appendix A, Figure 1)  10 
Time 
  The eye‐tracking software (GazeTracker v9.0 and FaceLAB 4.3) calculated the 
time each participant spent on each slide.  Time was an important factor for analyzing 
the search task to see if the cognitive styles differed in the time it took each 
participant to find items either in a specific location or a specific format.  
Memory 
  Participants were asked to recall where a specific item was located on each 
slide after having 10 or 15 seconds to become familiarized with the slide. Time was 
determined based off of an experimental session, and assumed to be enough time for 
majority of participants to view the entire stimuli. If the participant responded, “I 
don’t know”, or said the wrong location, he or she got the memory task for that 
stimulus wrong. If the participant responded with a location such as “top left” or “3rd 
column, middle row”, and that was indeed where the item was located, he or she got 
the memory task for that stimulus correct.   
  The reason for carrying out this type of task was to determine what 
participants remembered, what stood out, and where each participant was primarily 
looking to become familiar with the slide.  
Heatmaps 
  Heatmaps were generated by software (GazeTracker v9.0) to show where 
participants were viewing. A heatmap is based on a summary of gaze positions 
collected over a period of time from one or more participants. Heatmaps utilize a 
range of different colors in order to differentiate the different zones (ex. green is the 
color of an area viewed for a short time, while the color red means the area was 
viewed for a long period of time). Heatmaps were generated for each group and each 
stimulus to determine any differences in the areas of focus.  
Lookzones 
  11 
  Lookzones were created to calculate the percentage of time each participant 
spent in a specific area on the stimulus in software (Gazetracker v9.0). There were 16 
equal‐boxes (4X4 grid) on each of the 3 text block search stimulus. Boxes 1(top left 
corner), 2, 3, 5, 6, 9, 10, and 13 (bottom left corner) were added to create an F‐shaped 
area with the upside‐down, reverse‐F on the other half of the image.      
    
 
 
 
 
2.5  Data Analysis 
  The 15‐item Verbalizer Visualizer Questionnaire was scored for each 
participant in order to determine which cognitive style they were. Heatmaps were 
created and look at to see any major differences between the eye movement patterns 
of Visualizers versus Verbalizers.  Look zones were created for the 3 ‐text block search 
task stimuli since the heatmaps for these was different between cognitive style 
groups. Lookzones were generated on GazeTracker v9.0 and defined 16‐equal‐boxes 
(4X4 grid).  These look zones were defined on each image to calculate the percentage 
of total viewing time each participant viewed each look zone. Half of the look zones 
that formed an F‐shape (boxes 1, 2, 3, 5, 6, 9, 10, and 13) were added to see what 
percentage of time was spent looking in that area.  All data were inputted into an 
Excel file, which were then analyzed with a multivariate statistical package (SPSS 
v19).   12 
3.  RESULTS 
 
3.1  Cognitive Style 
  The Verbalizer Visualizer Questionnaire completed by all 30 participants, 
showed that only 5 were categorized as habitual Verbalizers (scored less than or 
equal to 7) and 6 were categorized as habitual Visualizers (scored greater or equal to 
12). The other 19 participants fell somewhere in between habitual Verbalizer and 
habitual Visualizer (scored greater than 7 and less than 12). This group was referred 
to as the Intermediate group. (Refer to Appendix B, Table 1) 
 
3.2  Search Task 
  To test the first hypothesis, ANOVA was used to compare differences between 
the 3 user groups (Visualizer, Intermediate, and Verbalizer) in their mean time 
looking at each stimulus.  Across all 12 search task stimuli, no significant differences 
in mean time spent searching for a specific item were found.  See Appendix B, Table 
10 for all statistics. Verbalizers’ search time was not faster than Visualizers on text 
stimuli, and, similarly, Visualizers’ search time was not shorter than Verbalizers on 
image stimuli.  
  Similarly, cognitive style did not make a difference on the average group total 
search time for all slides. The mean total search times were compared between the 
Visualizer group and Verbalizer group.  There was no evidence of a significant 
difference in mean total search time between groups (t= ‐0.058, df=9, p= 0.955) 
Therefore, Verbalizers and Visualizers had no difference in average search time over 
all stimuli. (See Appendix B, Table 2).  
  Additionally, a linear regression was used to test whether gender and VVQ 
scores were associated with total search time. Neither gender nor VVQ score is 
significantly associated with total search time. For this model, the R2 value is 0.02, 
which says 2% of variability in total search time is explained by this model (Appendix 
B, Table 3).  13 
  A regression equation was also used to test associations between gender and 
VVQ score and average search time for each layout type.  When testing average search 
time for Image Grid layouts, the R2 value was equal to .161, so these predictors 
accounted for approximately 16% of variance in average time per image grid. There 
was no significant association with average time spent per image grid. However, 
gender is significantly associated with average time per image grid (β =  ‐0.403, p < 
0.05).  Males (mean= 2.06 seconds per stimulus) are spending significantly less time 
per image grid than females (mean=2.9 seconds per stimulus). See Appendix B,  
Table 4.  
In the model that was looking at gender and VVQ score for Text Block layout, 
the R2 value was equal to 0.005, which suggests 0.5% of variability in average time 
spent searching on text block stimuli was explained by this model (Appendix B, Table 
5). Neither gender nor VVQ score are significantly associated with average time spent 
searching on text block stimuli.  
In the model testing associations between gender and VVQ scores for average 
search time on Text Grid stimuli, the R2 value was equal to 0.157, so approximately 
16% of the variability in average search time on Text Grid stimuli is explained by this 
model. VVQ score was not significantly associated with average search time per text 
grid. Gender is significantly associated with average search time per Text Grid stimuli 
(β =  ‐0.398, p < 0.05). Males (mean=1.63 seconds per text grid) are spending 
significantly less average time searching for specific items on Text Grid stimuli 
compared to females (mean=2.01 seconds per text grid).  See Appendix B, Table 6. 
 When testing for associations between gender and VVQ score with average 
search time per Image Block stimuli, the R2 value was equal to 0.025, which 
accounted for 2.5% of variability explained by this model (Appendix B, Table 7). 
Neither gender nor VVQ are significantly associated with average search time per 
Image Block stimuli. 
 
3.3  Memory Task  14 
  To test the second hypothesis, an independent samples t‐test was used to 
compare the mean number of memory questions answered correctly between the 
Visualizer group and the Verbalizer group. There was no evidence of a significant 
difference in the mean number of memory questions answered correctly between the 
two groups (t=1.472, df= 9, p= 0.175) (See Appendix B, Table 2). Thus, Verbalizers 
and Visualizers did not differ in mean number of memory questions answered 
correctly. Verbalizers did not recall text stimuli better than Visualizers, nor did 
Visualizers recall image stimuli better than Verbalizers.  
  A linear regression equation was also used to determine gender and VVQ score 
associations with the number of memory questions answered correctly. The R2 value 
was equal to .178, so this model explains approximately 18% of variability in number 
of memory questions answered correctly (Appendix B, Table 8).  Neither gender nor 
VVQ score are significantly associated with number of memory questions answered 
correctly.  
 
3.4  Memory & Search Time 
  To test the third hypothesis, bivariate Pearson correlations were run for pairs 
of continuous variables to test for associations.  Each cognitive style group (Visualizer, 
Intermediate, & Verbalizer) was run separately. There was no evidence of significant 
correlation between memory correct and total search time for any of the groups. 
When looking at the Visualizers group, there appeared to be the least amount of 
evidence of significant correlation between memory correct and total search time (r= 
0.097, p= 0.427).  Similarly, the Intermediate group showed no evidence of a 
correlation between the number of memory questions answered correctly and the 
total search time (r= ‐0.129, p= 0.299). Lastly, the Verbalizers group also showed no 
evidence of a correlation between the number of memory questions answered 
correctly and the total search time (r=0.299, p=0.313). Thus, total search time has no 
impact on the ability to recall information from any stimuli for any of the cognitive 
style groups. See Appendix B, Table 9.   
  15 
3.5  Heatmaps 
  To test the fourth hypothesis, heatmaps were generated for all 24 stimuli 
(search and memory stimuli) for each Verbalizer and Visualizer group (for a total of 
48 heatmaps). These were used to give a general idea of where each group was 
primarily looking and where they were not looking. There did not appear to be much 
of a difference between where the Verbalizers and Visualizers were looking, except 
for the 3 text block search task stimuli. Refer to Appendix A, Figures 3 and 4 for all 
heatmaps. 
 
3.6  F­Shaped Lookzones 
  Finally, to test the fifth hypothesis, the F‐Pattern Theory, a 4X4 grid was 
created to represent 16 different lookzones.  Half of the boxes created an F‐shaped 
area (boxes 1, 2, 3, 5, 6, 9, 10, & 13), which was then used to evaluate whether 
participants did actually spend the most time in that area.  The mean time spent in 
this F‐shaped area was calculated for each of the cognitive style groups and for each of 
the text block search task stimulus. An independent t‐test was used to compare mean 
percentage of time spent in the F‐shaped look zone between Visualizers and 
Verbalizers. For the first text block stimulus, there was no evidence of a significant 
difference in mean percentage of time spent in the F‐shaped look zone between 
groups (t= ‐0.511, df= 8, p= 0.623).  The second text block stimulus also showed 
moderate evidence of a significant difference in mean percentage of time spent in the 
F‐shaped look zone between groups (t=2.235, df=9, p=0.052). The third text block 
stimulus also showed no evidence of a significant difference either (t= ‐0.235, df=9, p= 
0.819). Refer to Appendix B, Table 11 for t‐test results and Appendix A, Figure 5 for 
percentage of time spent per lookzone.  
  A Mann‐Whitney U test was used to further test the association between 
Visualizers and Verbalizers and the percentage of time spent in the F‐shaped zone on 
the second text block search task stimulus. There was a significant difference between  16 
Visualizers and Verbalizers in the percentage of time spent in the F‐shaped zone on 
the second text block search task stimulus (U = 3, p= 0.03; Appendix B, Table 12).  
  In attempt to understand why only one of the text block stimuli was associated 
with cognitive style, a word count was done on all three text block stimuli to see 
whether that might account for the effect, but all three blocks were comparable: the 
first text block stimulus had 214 words, the second had 213 words, and the third had 
216 words. The readability of the 3 text blocks was calculated using the Flesch‐
Kincaid score to determine whether ease of reading and grade level might account for 
the effect. The first text block had a reading ease score of 14 and a grade level of 16. 
The second text block had a reading ease score of 34 and a grade level of 14.  The third 
text block had a reading ease score of 23 and a grade level of 15. This shows that the 
second text block was the easiest stimulus to read and this may have accounted for 
the effect. However, the location of the search target for each text block might be a 
more plausible explanation of the effect. The first text block search target was located 
mid‐bottom, center; the second text block search target was located mid‐bottom, right 
corner; and the third text block search target was located top left corner. So the 
significant difference between Visualizers and Verbalizers was only seen for the 
stimulus where the search target was at the end of the text. 
  Another independent t‐test was used to compare the average percentage of 
time participants spent looking in the F‐shaped look zone by Visualizers and 
Verbalizers, but there was no significant difference (t= 0.357, df=9, p= 0.726).  All of 
the mean times of the individual Visualizers and Verbalizers, across all 3 text block 
stimuli, fell between 50.65 percent and 77.55 percent (Appendix B, Table 11).  
Therefore, the majority of total time for both Visualizers and Verbalizers was spent 
looking within the F‐shaped area.  
Finally, a linear regression equation was used to determine the association of 
each participant’s VVQ score and gender with the percentage of time spent in F‐
shaped zone.  The R2 value was equal to .022, so this model explains approximately 
2% of variability in percentage of time spent in the F‐shaped zone (Appendix B, Table  17 
13).  Neither gender nor VVQ score were significantly associated with the percentage 
of time spent in the F‐shaped zone.  18 
4.  DISCUSSION 
 
The first objective of this study was to explore cognitive style and its relation 
to total search time. The total time it took participants to find the specific item within 
each stimulus did not show evidence of significant differences between cognitive 
styles (Verbalizer and Visualizer).  Thus, both Verbalizers and Visualizers took 
roughly the same amount of time to scan and search for a specific item. This data 
suggests that Verbalizers and Visualizers scan at the same pace regardless of text vs. 
image and grid vs. block.  
There is evidence of significant differences between males and females and 
total search time. Males take a shorter time searching for a specified item compared to 
females for both image and text grids. Therefore, males scan faster than females on 
grid layouts, but not for block layouts.  
Results for mean memory task items answered correctly, where the 
participant was asked to recall a specific item location from the stimulus without 
looking back at it, similarly showed no evidence of significant differences between 
cognitive styles.  This also tells us that the Verbalizers and Visualizers had about the 
same mean number of memory task questions correct. Therefore, Verbalizers and 
Visualizers have the same ability to remember text and image stimuli. Similarly, males 
and females have the same ability to remember text and image on all layouts.  
When memory task items answered correctly and total search time were 
compared, there was no correlation between the two for Verbalizers or Visualizers. 
Therefore, the memory task and the total search time were not associated together.  
Overall, the data collected through this study showed no differences of 
cognitive styles on search task time or memory task questions answered correctly. 
Thus, Verbalizers and Visualizers view text and images with a similar time and 
memory ability when given a search task or memory task regardless of whether the 
stimulus was text or image and regardless of the layout (grid verses block).   19 
Verbalizers and Visualizers view text and image at a similar pace and remember 
similar amounts about the text and image.  
The study tested the F‐pattern theory (Nielsen, 2006) within the two cognitive 
style groups to see if all users scan in an F‐shaped pattern as proposed.  
The heatmaps of the Verbalizers and Visualizers did not show any obvious 
visual indication of an F‐pattern, except for the third text block search task stimulus 
for the Visualizers. In almost all of the heatmaps, the fixation points, where 
participants spent the most time, seemed to be scattered rather than grouped into the 
shape of an F. There was some indication that Verbalizers scanned down the center of 
the text more than Visualizers, who seemed to have a more scattered focus. The grid 
stimuli were not analyzed because the time spent on these slides was relatively short, 
so there was not enough data to create a heatmap. Although there was no apparent F‐
pattern shown in the heatmaps, the lookzones showed otherwise.  
Lookzones were created for each of the text block search task stimulus, and 
examined to see if the F‐shaped area received the most attention from participants. 
Results indicated that overall the majority of time was spent looking within the F‐
shaped area. Results also indicated that there was no significant difference between 
the percentages of time Verbalizers spent in the F‐shaped area compared to 
Visualizers, except for one of the text block search task stimuli.  Results showed that 
Visualizers spent a larger percentage of time in the F‐shaped zone compared to 
Verbalizers on the search task for the second text block in particular. When looking at 
word counts and reading ease, the three text stimuli appeared to be similar. However, 
the location of the specific item being asked to find differed amongst the three text 
block stimuli. The second text block search task stimulus, where the specific item was 
located at the bottom, right corner, was the only text block stimulus that had a search 
task item located outside of the F‐shaped zone. Therefore, Visualizers spent a larger 
percentage of time looking in the F‐shaped zone compared to Verbalizers when the 
specific search item is located outside the F‐shaped zone at the bottom, right corner of 
the stimulus.  Overall, these confirm that the F‐shaped area is where viewers spend  20 
the most time looking for text visual displays. Therefore, Nielsen’s F‐pattern theory 
appears to be true for Visualizers and Verbalizers. When viewing text, all viewers 
spend the most time in the F‐shaped area, which takes place in the top left corner.   21 
5.  CONCLUSION 
The results of this study show that cognitive style does not change the time it 
takes to search for an item, the ability to recall where an item was located, or the 
percentage of time spent in the F‐shaped area, unless the specific search word is 
located at the bottom right corner. However, additional research should be conducted 
exploring cognitive style and the F‐pattern further. First, the present study only had a 
small number of Verbalizers (n=5), Visualizers (n=6), and Intermediates (n=19) and a 
larger sample size with extreme Visualizers and extreme Verbalizers should be 
utilized to better assess the influence of cognitive style on search task time, memory 
ability, and areas of interest. Second, a more reliable measure for determining 
cognitive style that discriminates not only Visualizer and Verbalizer, but also object or 
spatial Visualizer should be utilized in future studies (Kozhevnikov, Hegarty & Mayer, 
2011). If there really is no difference between these cognitive styles then this is good 
news for the design of web pages because it means that all cognitive styles will view 
and extract information from them in a similar manner. Third, to provide additional 
evidence, stimuli should be more complex in order to make participants take longer to 
search for specific items and collect more eye‐tracking data.  Complexity can be 
increased by adding moving objects, more images and/or text, different sized objects, 
multiple fonts, etc (Petersen & Nielsen, 2002). The longer it takes, the more fixation 
points and saccades, which may lead to more accurate data set. If participants were 
able to find the specified item too quickly, the eye‐tracking system would not be able 
to pick up his or her eyes. On the other hand, if participants were not able to find the 
specified item for a long period of time, there would be too much data and everything 
would have fixation points on it. For this reason, future research should use stimuli of 
medium complexity in order to collect enough data to analyze. Finally, a wider range 
of layouts, such as multiple sized boxes scattered on page or multiple sized columns, 
should be investigated using this advanced eye‐tracking software. This will ensure 
that layout does not play a role in search time, memory, or the F‐pattern.   22 
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7.  APPENDIX A: Figures 
 
Figure 1: Verbalizer Visualizer Questionnaire 
 
Please answer the questions below either true or false: 
1.  I enjoy doing work that requires the use of words  
 
2.  My daydreams are sometimes so vivid I feel as though I actually experience the 
scene  
 
3.  I enjoy learning new words  
 
4.  I can easily think of synonyms for words  
 
5.  My powers of imagination are higher than average  
 
6.  I seldom dream  
 
7.  I read rather slowly  
 
8.  I cannot generate a mental picture of a friend’s face when I close my eyes  
 
9.  I don’t believe that anyone can think in terms of mental pictures 
 
10. I prefer to read instructions about how to do something rather than have 
someone show me  
 
11. My dreams are extremely vivid 
 
12. I have better than average fluency in using words 
 
13. My daydreams are rather indistinct and hazy  
 
14. I spend very little time attempting to increase my vocabulary 
 
15. My thinking often consists of mental pictures or images  25 
Figure 2: Stimuli 
              
     1.  Image Grid: Animals                2.  Image Grid: Fruit 
 
               
   3.  Image Grid: Vegetables                4.  Text Block: Marijuana 
 
        
   5. Text Block: Government              6.  Text Block: Doctors  26 
                   
   7.  Text Grid: Ithaca Places             8.  Text Grid: Names 
 
           
9.  Text Grid: Subjects           10.  Image Block: White 
 
 
  11. Image Block: Crowded            12.  Image Block: Beach   27 
Figure 3: Heatmaps of Search Tasks 
 
                
   1.  Image Grid: Verbalizer                            1.  Image Grid: Visualizer  
 
               
   2.  Image Grid: Verbalizer                2.  Image Grid: Visualizer 
 
               
   3.  Image Grid: Verbalizer                3. Image Grid: Visualizer  28 
               
    4.  Text Block: Verbalizer                      4.  Text Block: Visualizer 
 
             
   5. Text Block: Verbalizer                  5. Text Block: Visualizer 
 
               
   6.  Text Block: Verbalizer                 6. Text Block: Visualizer  29 
               
   7.  Text Grid: Verbalizer        7.  Text Grid: Visualizer 
 
                
   8.  Text Grid: Verbalizer                8.  Text Grid: Visualizer 
 
              
   9. Text Grid: Verbalizer                9.  Text Grid: Visualizer  30 
               
   10.  Image Block: Verbalizer      10. Image Block: Visualizer 
 
             
   11. Image Block: Verbalizer      11. Image Block: Visualizer 
 
               
   12. Image Block: Verbalizer      12. Image Block: Visualizer  31 
Figure 4: Heatmaps of Memory Tasks 
 
             
   1. Image Grid : Verbalizer               1. Image Grid: Visualizer 
 
            
  2. Image Grid: Verbalizer              2. Image Grid: Visualizer 
 
               
   3. Image Grid: Verbalizer             3. Image Grid: Visualizer  32 
                    
   4. Text Block: Verbalizer                    4. Text Block: Visualizer 
 
                       
   5. Text Block: Verbalizer        5. Text Block: Visualizer 
 
                   
   6. Text Block: Verbalizer        6. Text Block: Visualizer 
  33 
               
   7.  Text Grid: Verbalizer                 7. Text Grid: Visualizer 
 
             
   8. Text Grid: Verbalizer               8. Text Grid: Visualizer 
 
            
   9. Text Grid: Verbalizer                9. Text Grid: Visualizer  34 
              
   10.  Image Block: Verbalizer               10. Image Block: Visualizer 
 
                 
   11. Image Block: Verbalizer               11. Image Block: Visualizer 
 
              
   12. Image Block: Verbalizer              12. Image Block: Visualizer 
 
  35 
Figure 5: Average Percentage of Time Spent in each Lookzone 
Figure 5A: Verbalizer  
 
 
Figure 5B: Visualizer  36 
8.  APPENDIX B: Tables 
 
Table 1: Participant Descriptive Statistics 
 
  Table 1A: Cognitive Style Breakdown 
Cognitive Style  Frequency  Percent 
Cumulative 
Percent 
Visualizer  6  20.0  20.0 
Intermediate  19  63.3  83.3 
Verbalizer  5  16.7  100.0 
Total  30  100.0    
 
 
Table 1B: Sex & Cognitive Style 
 
   Female  Male  Total 
Verbalizer  2  3  5 
Visualizer  5  1  6 
Intermediate  8  11  19 
Total  15  15  30 
 
 
 
  37 
Table 2:  Independent T­Test, Memory Correct & Search Time Correlation 
 
 
Group Statistics 
   Group  N  Mean 
Std. 
Deviation 
Std. Error 
Mean 
Visualizer  6  6.50  1.517  .619  Memory 
Correct 
Verbalizer  5  5.00  1.871  .837 
Visualizer  6  122.55  55.115  22.500  Total 
Search 
Time  Verbalizer  5  124.27  39.752  17.778 
 
 
 
 
 
 
 
 
 
Independent Samples Test 
Levene's Test for 
Equality of Variances  t-test for Equality of Means 
  
F  Sig.  t  df 
Sig. (2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
Equal variances 
assumed 
.003  .960  1.472  9  .175  1.500  1.019  Memory 
Correct 
Equal variances 
not assumed       
1.441  7.727  .189  1.500  1.041 
Equal variances 
assumed 
.035  .856  -.058  9  .955  -1.722  29.602  Total 
Search 
Time  Equal variances 
not assumed       
-.060  8.870  .953  -1.722  28.676  38 
Table 3: Search Time Association with VVQ and Gender 
             
Model Summary     
Model  R  R Square 
Adjusted 
R Square 
Std. Error of 
the Estimate     
1  .140
a  .020  -.053  47.087725     
a. Predictors: (Constant), Visualizer Score (1-15), Gender     
             
ANOVA
a 
Model 
Sum of 
Squares  df 
Mean 
Square  F  Sig. 
Regression  1192.031  2  596.016  .269  .766
b 
Residual  59865.853  27  2217.254       
1 
Total  61057.885  29          
a. Dependent Variable: Total Search Time 
b. Predictors: (Constant), Visualizer Score (1-15), Gender 
             
Coefficients
a 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
Model  B  Std. Error  Beta  t  Sig. 
(Constant)  177.434  47.769     3.714  .001 
Gender  -10.386  17.826  -.115  -.583  .565 
1 
Visualizer 
Score (1-
15) 
-2.057  3.528  -.115  -.583  .565 
a. Dependent Variable: Total Search Time 
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Table 4: Average Search Time on Image Grid Association with VVQ and Gender 
Table 4A: Regression Equation 
Model Summary     
Model  R  R Square 
Adjusted 
R Square 
Std. Error of 
the Estimate     
1  .402
a  .161  .099  .997464     
a. Predictors: (Constant), Visualizer Score (1-15), Gender     
             
ANOVA
a 
Model 
Sum of 
Squares  df 
Mean 
Square  F  Sig. 
Regression  5.170  2  2.585  2.598  .093
b 
Residual  26.863  27  .995       
1 
Total  32.033  29          
a. Dependent Variable: Average Time per Image Grid 
b. Predictors: (Constant), Visualizer Score (1-15), Gender 
             
Coefficients
a 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
Model  B  Std. Error  Beta  t  Sig. 
(Constant)  3.744  1.012     3.700  .001 
Gender  -.832  .378  -.403  -2.203  .036 
1 
Visualizer 
Score (1-
15) 
-.001  .075  -.003  -.018  .986 
a. Dependent Variable: Average Time per Image Grid 
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Table 4B: Independent T‐Test 
 
Group Statistics 
Gender  N  Mean 
Std. 
Deviation 
Std. Error 
Mean 
Females  15  2.89907  .961480  .248253  Average 
Time per 
Image 
Grid 
Males  15  2.06887  .997187  .257473 
 
 
 
 
 
 
 
 
 
 
 
Independent Samples Test 
Levene's Test 
for Equality of 
Variances  t-test for Equality of Means 
95% Confidence Interval 
of the Difference 
   F  Sig.  t  df 
Sig. (2-
tailed) 
Mean 
Difference 
Std. Error 
Difference  Lower  Upper 
Equal 
variances 
assumed 
.012  .912  2.321  28  .028  .830200  .357661  .097564  1.562836  Average 
Time 
per 
Image 
Grid  Equal 
variances 
not 
assumed 
      2.321  27.963  .028  .830200  .357661  .097520  1.562880  41 
Table 5: Average Search Time on Text Block Association with VVQ and Gender 
 
Model Summary     
Model  R  R Square 
Adjusted 
R Square 
Std. Error of 
the Estimate     
1  .069
a  .005  -.069  9.06986     
a. Predictors: (Constant), Visualizer Score (1-15), Gender     
             
ANOVA
a 
Model 
Sum of 
Squares  df 
Mean 
Square  F  Sig. 
Regression  10.720  2  5.360  .065  .937
b 
Residual  2221.084  27  82.262       
1 
Total  2231.804  29          
a. Dependent Variable: Average Time Per Text Block 
b. Predictors: (Constant), Visualizer Score (1-15), Gender 
             
Coefficients
a 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
Model  B  Std. Error  Beta  t  Sig. 
(Constant)  14.693  9.201     1.597  .122 
Gender  1.202  3.434  .070  .350  .729 
1 
Visualizer 
Score (1-
15) 
.005  .680  .002  .008  .994 
a. Dependent Variable: Average Time Per Text Block 
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Table 6: Average Search Time on Text Grid Association with VVQ and Gender  
Table 6A: Regression Equation 
 
Model Summary     
Model  R  R Square 
Adjusted 
R Square 
Std. Error of 
the Estimate     
1  .396
a  .157  .094  .53232     
a. Predictors: (Constant), Visualizer Score (1-15), Gender     
             
ANOVA
a 
Model 
Sum of 
Squares  df 
Mean 
Square  F  Sig. 
Regression  1.424  2  .712  2.512  .100
b 
Residual  7.651  27  .283       
1 
Total  9.074  29          
a. Dependent Variable: Average Time Per Text Grid 
b. Predictors: (Constant), Visualizer Score (1-15), Gender 
             
Coefficients
a 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
Model  B  Std. Error  Beta  t  Sig. 
(Constant)  2.886  .540     5.344  .000 
Gender  -.438  .202  -.398  -2.173  .039 
1 
Visualizer 
Score (1-
15) 
-.044  .040  -.202  -1.104  .279 
a. Dependent Variable: Average Time Per Text Grid 
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Table 6B: Independent T‐Test 
 
Group Statistics 
Gender  N  Mean 
Std. 
Deviation 
Std. 
Error 
Mean 
Females  15  2.0165  .55232  .14261  Average 
Time Per 
Text Grid  Males  15  1.6373  .51583  .13319 
 
Independent Samples Test 
Levene's 
Test for 
Equality of 
Variances  t-test for Equality of Means 
95% Confidence 
Interval of the 
Difference 
   F  Sig.  t  df 
Sig. 
(2-
tailed) 
Mean 
Difference 
Std. Error 
Difference  Lower  Upper 
Equal 
variances 
assumed 
.222  .641  1.943  28  .062  .37920  .19513  -.02051  .77891  Average 
Time Per 
Text Grid 
Equal 
variances 
not 
assumed 
      1.943  27.870  .062  .37920  .19513  -.02059  .77899 
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Table 7: Average Search Time on Image Block Association with VVQ and Gender 
 
Model Summary     
Model  R  R Square 
Adjusted 
R Square 
Std. Error of 
the Estimate     
1  .159
a  .025  -.047  16.97492     
a. Predictors: (Constant), Visualizer Score (1-15), Gender     
             
ANOVA
a 
Model 
Sum of 
Squares  df 
Mean 
Square  F  Sig. 
Regression  201.697  2  100.848  .350  .708
b 
Residual  7779.997  27  288.148       
1 
Total  7981.694  29          
a. Dependent Variable: Average Time per Image Block 
b. Predictors: (Constant), Visualizer Score (1-15), Gender 
             
Coefficients
a 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
Model  B  Std. Error  Beta  t  Sig. 
(Constant)  30.779  17.221     1.787  .085 
Gender  3.382  6.426  .104  .526  .603 
1 
Visualizer 
Score (1-
15) 
-.621  1.272  -.096  -.488  .629 
a. Dependent Variable: Average Time per Image Block 
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Table 8: Memory Task Regression Equation (VVQ & Gender) 
 
Model Summary     
Model  R  R Square 
Adjusted 
R Square 
Std. Error of 
the Estimate     
1  .178
a  .032  -.040  1.844     
a. Predictors: (Constant), Visualizer Score (1-15), Gender     
             
ANOVA
a 
Model 
Sum of 
Squares  df 
Mean 
Square  F  Sig. 
Regression  3.006  2  1.503  .442  .647
b 
Residual  91.794  27  3.400       
1 
Total  94.800  29          
a. Dependent Variable: Memory Correct 
b. Predictors: (Constant), Visualizer Score (1-15), Gender 
             
Coefficients
a 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
Model  B  Std. Error  Beta  t  Sig. 
(Constant)  5.821  1.871     3.112  .004 
Gender  -.440  .698  -.124  -.630  .534 
1 
Visualizer 
Score (1-
15) 
.070  .138  .099  .507  .617 
a. Dependent Variable: Memory Correct  46 
Table 9: Bivariate Correlation by Group 
Table 9A: Visualizer Group: 
Correlations
a 
   Memory 
Correct 
Total 
Search 
Time 
Pearson 
Correlation 
1  .097 
Sig. (1-tailed)     .427 
Memory 
Correct 
N  6  6 
Pearson 
Correlation 
.097  1 
Sig. (1-tailed)  .427    
Total 
Search 
Time 
N  6  6 
 
Table 9B: Verbalizer Group:  
Correlations
a 
   Memory 
Correct 
Total 
Search 
Time 
Pearson 
Correlation 
1  .299 
Sig. (1-tailed)     .313 
Memory 
Correct 
N  5  5 
Pearson 
Correlation 
.299  1 
Sig. (1-tailed)  .313    
Total 
Search 
Time 
N  5  5 
 
Table 9C: Intermediate Group: 
Correlations
a 
   Memory 
Correct 
Total 
Search 
Time 
Pearson 
Correlation 
1  -.129 
Sig. (1-tailed)     .299 
Memory 
Correct 
N  19  19 
Pearson 
Correlation 
-.129  1 
Sig. (1-tailed)  .299    
Total 
Search 
Time 
N  19  19  47 
Table 10: ANOVA, Time Differences Between 3 Cognitive Style Groups 
ANOVA 
   Sum of 
Squares  df 
Mean 
Square  F  Sig. 
Between Groups  11.431  2  5.715  1.222  .310 
Within Groups  126.271  27  4.677       
Animal 
Total  137.702  29          
Between Groups  .789  2  .395  .457  .638 
Within Groups  23.345  27  .865       
Fruit 
Total  24.134  29          
Between Groups  1.343  2  .671  1.007  .379 
Within Groups  18.010  27  .667       
Vegetable 
Total  19.353  29          
Between Groups  172.649  2  86.324  .400  .674 
Within Groups  5823.685  27  215.692       
Marijuana 
Total  5996.334  29          
Between Groups  563.542  2  281.771  1.894  .170 
Within Groups  4016.248  27  148.750       
Government 
Total  4579.790  29          
Between Groups  1088.621  2  544.311  1.184  .322 
Within Groups  12416.926  27  459.886       
Doctor 
Total  13505.547  29          
Between Groups  .110  2  .055  .153  .859 
Within Groups  9.729  27  .360       
Places 
Total  9.839  29          
Between Groups  .001  2  .001  .001  .999 
Within Groups  10.139  27  .376       
Names 
Total  10.141  29          
Between Groups  .099  2  .050  .105  .900 
Within Groups  12.701  27  .470       
Subjects 
Total  12.800  29          
Between Groups  127.373  2  63.686  .288  .752 
Within Groups  5973.520  27  221.241       
White 
Total  6100.893  29          
Between Groups  47.483  2  23.742  .192  .827 
Within Groups  3344.570  27  123.873       
Crowded 
Total  3392.053  29          
Between Groups  668.389  2  334.194  .399  .675 
Within Groups  22590.320  27  836.679       
Beach 
Total  23258.709  29           48 
 
Table 11: Independent T­Test, Cognitive Style & Average Time in F­Shaped Area 
Group Statistics 
  
Cognitive Style  N  Mean 
Std. 
Deviation 
Std. Error 
Mean 
Visualizer  6  58.683  4.4659  1.8232  Marijuana 
Verbalizer  4  61.190  10.9850  5.4925 
Visualizer  6  59.072  3.3182  1.3546  Government 
Verbalizer  5  55.612  .9692  .4334 
Visualizer  6  55.845  4.9682  2.0283  Doctors 
Verbalizer  5  56.594  5.5964  2.5028 
Visualizer  6  57.867  1.1729  .4788  Average 
Verbalizer  5  57.516  2.0088  .8984 
 
Independent Samples Test 
Levene's Test for 
Equality of 
Variances  t-test for Equality of Means 
  
F  Sig.  t  df 
Sig. (2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
Equal 
variances 
assumed 
3.549  .096  -.511  8  .623  -2.5067  4.9039  Marijuana 
Equal 
variances not 
assumed 
     
-.433  3.671  .689  -2.5067  5.7872 
Equal 
variances 
assumed 
6.900  .028  2.235  9  .052  3.4597  1.5479  Government 
Equal 
variances not 
assumed 
     
2.432  5.998  .051  3.4597  1.4223 
Equal 
variances 
assumed 
.108  .750  -.235  9  .819  -.7490  3.1831  Doctor 
Equal 
variances not 
assumed 
     
-.233  8.163  .822  -.7490  3.2215 
Equal 
variances 
assumed 
.944  .357  .362  9  .726  .3507  .9684  Average 
Equal 
variances not 
assumed 
     
.344  6.196  .742  .3507  1.0180 
  49 
Table 12: Mann­Whitney U for Average Percentage of Time in F­Shaped Zone 
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Table 13: Percentage of Time in F­Shaped Zone Association with VVQ and   
                     Gender (Regression Equation) 
 
Model Summary     
Model  R  R Square 
Adjusted 
R Square 
Std. Error of 
the Estimate     
1  .150
a  .022  -.050  3.58456     
a. Predictors: (Constant), Visualizer Score (1-15), Gender     
             
ANOVA
a 
Model 
Sum of 
Squares  df 
Mean 
Square  F  Sig. 
Regression  7.954  2  3.977  .310  .736
b 
Residual  346.924  27  12.849       
1 
Total  354.879  29          
a. Dependent Variable: Percent of Time in F-Zone 
b. Predictors: (Constant), Visualizer Score (1-15), Gender 
             
Coefficients
a 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
Model  B  Std. Error  Beta  t  Sig. 
(Constant)  59.932  3.636     16.481  .000 
Gender  .566  1.357  .082  .417  .680 
1 
Visualizer 
Score (1-
15) 
-.143  .269  -.105  -.533  .598 
a. Dependent Variable: Percent of Time in F-Zone 
 