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Background: The massive amount of information generated from current
molecular dynamics simulations makes the data difficult to analyze efficiently.
Principal component analysis has been used for almost a century to detect and
characterize data relationships and to reduce the dimensionality for problems in
many fields. Here, we present an adaptation of principal component analysis
using a partial singular value decomposition (SVD) for investigating both the
localized and global motions of macromolecules.
Results: Configuration space projections from the SVD analysis of a variety of
myoglobin simulations are used to characterize the dynamics of the protein.
This technique reveals new dynamical motifs, which quantify proposed
hierarchical structures of conformational substates for proteins and provide a
means by which configuration space sampling efficiency may be probed. The
SVD clearly shows that solvent effects facilitate transitions between global
conformational substates for myoglobin molecular dynamics simulations.
Lyapunov exponents calculated from the configuration space divergence of 15
trajectories agree with previous predictions for the chaotic behavior of complex
protein systems.
Conclusions: Configuration space projections provide invaluable information
about protein motions that would be extremely difficult to obtain otherwise.
While the configuration space for myoglobin is quite large, it does have
structure. Our analysis of this structure shows that the protein hops between a
number of distinct global conformational states, much like the local behavior
observed for an individual residue.
Introduction
The characterization and analysis of the atomic motions
of a protein involve examining the coordinate changes of
thousands of atoms over millions of steps of a simulation.
The classical laws of physics that govern the microscopic
details of the time-evolution of a protein’s motion are well
understood and easily applicable with modern-day compu-
tational techniques. The relationship of protein motion to
function can more and more easily be found by using com-
puters as hypothesis generators.
Characterizing the static structure of a protein may often
be done effectively by considering spatial correlations
in internal coordinates, thereby identifying various well-
known structural motifs such as α helices, β sheets, etc.
However, characterizing the dynamical behavior of struc-
turally diverse systems such as a protein is more cumber-
some. Numerous dynamical motifs have been proposed
for proteins by inspection, normal modes, quasiharmonic
analysis and various correlation function procedures. On
the basis of the results of theoretical dynamics calcula-
tions [1] and diffuse scattering measurements [2], protein
dynamics had been described as being ‘liquid-like’, meaning
that correlations (or trends) in atomic displacements tended
to decay rapidly with distance. More recent analysis has
suggested that the liquid-like behavior is restricted more
or less to sidechain motions [3].
Drawing insight from analogies to other complex systems,
such as glasses and spin-glasses, Frauenfelder et al. [4]
have developed the important concept of protein con-
formational substates. The notion is that the atoms of the
protein assume a number of distinct configurations that
are nearly energetically degenerate and locally harmonic.
This is similar to the behavior that is observed for a single
amino acid, which may hop between a small number of
well defined conformational substates [5]. Figure 1 illus-
trates how this hopping may be seen for a single residue
by merely plotting Cartesian displacements from an average
structure over the course of a simulation. While the sub-
states are believed to be hierarchical [4] (as in glasses) it is
not clear how to detect experimentally these higher-order
substates involving the concerted global motions of
protein atoms.
In this report, we present the application of dynamical con-
figuration space projections obtained from singular value
decompositions (SVDs) of a trajectory as an analysis tool for
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detecting conformational substates of myoglobin. This
leads to an evaluation of the sampling efficiency, solvent
efficacy and chaotic behavior of our dynamics trajectories.
Results and discussion
Configuration space projections
We performed an analysis of fully solvated myoglobin
using a SVD of the matrix of coordinate displacements
versus time. This procedure is a principal component
analysis and has been used in a variety of problems for
almost a century [5–11]. As a quasiharmonic method, it
may be used as an approximation to reduce the phase-
space dimensionality of proteins. As such, it has been
recently debated as a proposed means of predicting long-
time dynamics [10,12].
Mechanically, the axes can be thought of as the dominant
moments of the distribution of the trajectory in configura-
tion space [9]. Dynamically, the axes correspond to the
quasiharmonic modes of the system [13], with the lowest
frequencies generally being the ones that can possibly be
associated with global motions. Projections onto various
quasiharmonic modes have allowed authors to conclude
that while large-scale fluctuations in proteins are anhar-
monic, they can be fitted reasonably with a small number of
quasiharmonic modes [9,14]. The approximation is that this
fitting, or projection, ignores any moments of the probabil-
ity distribution higher than second order. The dominant
eigenvectors can be thought of as spanning what has been
referred to as the ‘essential subspace’ for the protein
dynamics [14]. This allows us a graphical analysis of the
protein dynamics, as it means that most of the salient fea-
tures of the trajectory may be represented by a space of
small enough dimension to be conveniently handled [15].
Although these projection axes may be obtained through
many computational routes [16], we chose to compute them
using the SVD algorithm [17,18]. Besides being robust and
computationally efficient, the SVD naturally computes both
the principal axes and the corresponding projections of the
dynamics trajectory onto these axes. The projection of the
protein trajectory onto the quasiharmonic modes as a basis
set represents a convenient compression of the non-linear
dynamics trajectory’s effective harmonic ‘signal’.
We next present configuration space projections from
several myoglobin trajectories computed in different envi-
ronments with differing initial conditions. The protein’s
3N configuration space was projected down to the sub-
space spanned by the three largest principal components,
or alternatively the three lowest frequency quasiharmonic
modes, defined by the SVD. While we could just as easily
have computed the projections of the full phase space by
including the momentum variables, we do not expect
them to contribute any interesting geometric features as
the velocity distribution will be Gaussian at equilibrium.
Nevertheless, these other dimensions may prove very
useful in studying non-equilibrium protein dynamics.
Beads on a string
Figure 2 shows the configuration space projection of the
protein’s motions for 1 ns of myoglobin dynamics in full
aqueous solvent conditions. The simulation details, as well
as the method used to identify the 11 beads, are presented
in the Materials and methods section. Such a multimodal
distribution is reminiscent of Figure 3, showing the projec-
tion for a single amino acid, which is the SVD performed on
the seven atoms in His64 [18]. Thus, global, or delocalized,
conformational substates of the entire protein manifest
themselves as ‘beads on a string’ in configuration space.
To show that the beads arise from structurally distinct enti-
ties, we have first calculated the average protein coordinates
within each bead and then calculated the average root mean
square (rms) deviation between these bead-averaged coor-
dinates and the individual structures within each bead.
Table 1 shows these interbead and intrabead rms devia-
tions. Most notable is that the rms coordinate deviation
between structures in the same bead is < 0.5 Å rms, while it
is > 0.9 Å rms between structures residing in different
beads. Since the bead motif is an invariant geometric prop-
erty of the dynamics, it is coordinate independent. This is
important as it gives us the freedom to compute configura-
tion space projections in any coordinate basis set.
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Figure 1
Projection along the xy plane of the atomic displacements over the
course of a time-averaged refinement for the CG2 γ-carbon atom in the
Ile68 residue of a myoglobin mutant. (Reproduced from [5] with
permission; © International Union of Crystallography 1994.)
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Following this idea, we computed the SVD in the more
chemically relevant internal coordinates. The SVD analy-
sis of only the protein’s dihedral angles also shows a
similar beading structure to that seen in the Cartesian con-
figuration space projections. Comparing the average inter-
nal coordinates from the 11 beads, we find that differences
between the bead-averaged internal coordinates from
any two beads are isolated principally to one or two back-
bone dihedrals that change by more than 30°. Figure 4
shows the assignment of all the residues associated with
these dihedral changes between bead-averaged structures.
Without exception, all are in the loop regions connecting
the seven globin α helices.
As the trajectory exits a bead, it travels in the direction of
configuration space corresponding to the coordinates that
are changing the most. As an example, we shall look at the
two consecutive backbone dihedrals whose change gives
rise to the differences in internal coordinates between
beads 4 and 5. The raw coordinates for these two backbone
dihedrals are plotted in Figure 5. The observed dihedral
flip at 385 ps corresponds in time to the linker region
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Figure 3
Trace of the motion in the distal His65 residue
of myoglobin. The residue samples two local
conformational substates. (Reproduced from
[18] with permission; © International Union of
Crystallography 1994.)
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Figure 2
Configuration space projection for 1 ns of
myoglobin dynamics. The readily apparent
‘beads on a string’ are each colored differently
and correspond to global conformational
substates in the protein.
between beads 4 and 5 in Figure 2. Not all of the transitions
may be ascribed to a single dihedral flip as in this case,
otherwise a simple dihedral analysis would suffice. Thus,
the transitions between global protein substates appear as
linker regions in the beading structure of the configuration
space projection. The beads motif then geometrically quan-
tifies the substate notion of Frauenfelder et al., and in this
case for myoglobin, visually demonstrates what Elber and
Karplus [19] describe as rearrangements of helices initiated
by random dihedral angle flips in the loop regions. Previous
workers have found that the more tightly packed interior
gives rise to interhelical motions that tend to occur at high
frequencies [20]. This is consistent with our observation
that the lowest-frequency motions are mainly localized in
the loop regions.
Solvent efficacy
To make certain that the ‘beads on a string’ motif is not
restricted to our particular simulation, we computed the
configuration space projection for another nanosecond
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Figure 5
Plot of the backbone dihedral value versus time for residues 79 and 80
in the E–F loop region of myoglobin.
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Figure 4
Structural regions associated with configuration space bead
transitions in myoglobin. All residues with internal coordinates that
underwent jumps of more than 30° during the nanosecond simulation
are shown in yellow. Note these fluctuations all occurred in the loops
connecting α helices in myoglobin. White sticks represent the heme
group, and the iron atom is colored green.
Table 1
Average root mean square deviations between the 11 beads.
Bead 1 2 3 4 5 6 7 8 9 10 11
1 0.543 0.645 0.909 1.121 1.040 1.015 1.138 1.208 1.176 1.212 1.158
2 0.694 0.485 0.802 1.034 0.978 0.941 1.083 1.150 1.137 1.185 1.148
3 0.890 0.745 0.574 0.811 0.910 0.862 0.954 1.030 1.031 1.056 1.034
4 1.112 0.996 0.821 0.558 0.797 0.799 0.923 0.998 0.963 0.972 0.943
5 1.067 0.977 0.960 0.837 0.486 0.650 0.893 0.992 1.011 1.103 1.045
6 1.057 0.956 0.931 0.861 0.674 0.455 0.757 0.862 0.899 1.002 0.968
7 1.156 1.078 0.994 0.954 0.888 0.734 0.505 0.672 0.806 0.871 0.894
8 1.212 1.130 1.051 1.011 0.970 0.820 0.648 0.534 0.688 0.838 0.911
9 1.194 1.130 1.068 0.993 1.004 0.876 0.811 0.719 0.500 0.765 0.811
10 1.191 1.140 1.048 0.951 1.052 0.931 0.816 0.798 0.700 0.591 0.689
11 1.144 1.110 1.036 0.934 1.000 0.904 0.853 0.886 0.760 0.704 0.574
See text for details of the calculation.
simulation, this one with a considerably smaller solvation
model suggested by Brooks and coworkers [21]. Again we
see beading of the trajectory (Figure 6). However, there
are two important differences: the total number of beads is
smaller (six as opposed to 11) and the linker regions con-
necting beads are far less distinct. Interpreted in the
physical space of the protein itself, the two configuration
space projections provide a clear geometric picture of the
known effect of solvent on protein dynamics — that an 
aqueous environment facilitates transitions between sub-
states [22,23]. This manifests itself as a greater number of
distinct conformational substates in the fully solvated
model. Clearly, more steps can be taken with the method
in [20] for a given amount of computational effort.
However, as the thermodynamic states themselves are dif-
ferent between our computational model and that of [20],
one would not expect the actual states visited to be the
same as ours.
Chaotic behavior of non-linear systems
Having examined the geometry of two different trajectories
of myoglobin, let us compare the behavior of very similar
simulations to see how configuration space projections may
be used to quantify the chaotic behavior of large Newtonian
systems. We initiated 15 nearly identical simulations from
the same neighborhood in phase space. Figure 7 shows the
separate trajectories differing by only a 0.0001 Å perturba-
tion in the coordinate of a single, randomly selected atom.
The most striking feature in this configuration space projec-
tion is the strong, almost turbulent furcating of the bundle
of trajectories, visually demonstrating the degree of non-lin-
earity in protein dynamics. Differences on the order of a
nuclear radius, a value much smaller than the errors inher-
ent in any coordinate file, evolve into completely different
trajectories after a short period of time. The divergence of
the trajectories in configuration space for myoglobin indeed
turns out to be exponential for small times with a Lyapunov
exponent of 10 ps–1, implying that minute differences in
initial conditions or simulation protocol cause two otherwise
identical trajectories to diverge from each other after a few
hundred femtoseconds. Lyapunov exponents were calcu-
lated by measuring the rms deviation between pairs of tra-
jectories shown in Figure 7. This is equivalent to measuring
the geometric distance between two trajectories as they
diverge in configuration space. For myoglobin, this diver-
gence occurs roughly a thousand times more quickly than
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Figure 6
Stereoview showing the configuration space
projection from 1 ns of dynamics. For this
simulation the protein was solvated with only
350 water molecules, instead of the 3717
included in the full simulation. The three axes
correspond to the three most dominant
eigenvectors from the SVD, expressed in
normalized coordinates.
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Figure 7
Stereoview figure showing 15
three pecosecond trajectories superimposed
on the same graph. The trajectories differ only
in their initial conditions, each being perturbed
only slightly from one another by 1/10,000 Å
in a single atomic coordinate. The three axes
correspond to the three most dominant
eigenvectors from the SVD, expressed in
normalized coordinates.
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was found for an alanine decamer, as would be expected for
a more complex protein molecule [24]. It comes as no real
surprise that protein dynamics is so chaotic; the potential
function is highly non-linear. The magnitude of the Lya-
punov exponent compares well with other estimates (in the
range of 0–30 ps–1) based on displacement autocorrelation
functions [16] and simulation [25].
Sampling efficiency
The configuration space projection in Figure 8 follows three
of the fifteen trajectories discussed above out to 1 ns of sim-
ulation. By projecting all three trajectories onto the same
generalized coordinates, we see how minuscule differences
in starting conditions lead to protein histories that sample
distinct regions of conformation space in their nanosecond
lifetimes. This provides a conservative picture of just how
large the space of thermal motions really is in myoglobin’s
native state at 300K. Whereas the disorder of individual
residues occurs in local substates comprised of two or three
beads, the combinatorics involved in correlated movements
of several residues gives rise to a great population of higher-
order structural states, manifest in the configuration space
projections as a proliferation of a large number of beads.
Present simulations on macromolecules only glimpse frag-
ments of the overall space of possible motions, or the under-
lying attractor [26] for the dynamics. Configuration space
projections are well suited for exploring different schemes
to enhance sampling. One may ask if many short simula-
tions sample as much of the available configuration space as
one long run [27,28]. As evident from Figure 8, however,
many subtleties can arise in answering such questions. Note
that the three different nanosecond runs have different sam-
pling efficiencies, one tracing out more beads than the other
two. So in some cases a short run may be better than a long
one, depending upon the particular conditions of the trajec-
tories. Clearly, ensemble averages over starting conditions
should be performed to quantify this phenomenon.
Sampling issues depend upon what quantity one wishes
to calculate. Thermodynamic averages of local scalar
properties (e.g. rms displacements of individual atoms as
measured by X-ray crystallography or incoherent neutron
scattering) converge in relatively short times. However,
higher-order moments (e.g. cross-correlations in displace-
ment as measured by diffuse scattering [29] and accurate
free energies [30]) will depend more strongly on perform-
ing adequate sampling, or finding all of the ‘beads’.
Biological implications
Proteins are not static molecules. They are dynamic
machines whose structure has evolved over time to
accomplish a specific function within the organism.
Understanding these motions is the first step towards
understanding the functionality of the protein in vivo.
Here, we present a method by which the global corre-
lated movement of the atoms comprising a protein may
be quickly and easily identified. We find that the configu-
rational space for a protein is quite large, but it has local
structure, as evidenced by the hierarchy of beads and
linkers in our simulations. For myoglobin, the structure
of configuration space arises from the regular arrange-
ment of relatively rigid α helices. The low-frequency terms
from a singular value decomposition were used to quan-
tify a hierarchy of dynamical substates for myoglobin.
Even for nanosecond-length trajectories we find that
the manifold of substates sampled is critically depen-
dent upon the initial conditions. Assignment of the pro-
jected motions gave rise to interesting dynamical motifs.
The ‘beads with linkers’ is one such dynamical motif
evident from this work. At the atomic level this motif
corresponds to a family of conformational substates
(the beads) undergoing transitions (the linker regions).
Two main hierarchical levels of beading are evident for
myoglobin. On one level, beads arise from the configu-
ration space projection of just a single residue corre-
sponding to local sidechain substates. On another level,
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Figure 8
Stereoview figure of three of the trajectories
shown in Figure 7. The trajectories were
computed out to a full nanosecond, showing
the variation in configuration space sampling
from nearly identical starting conditions. The
three axes correspond to the three most
dominant eigenvectors from the SVD,
expressed in normalized coordinates.
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beads arise from the configuration space projection of
the entire myoglobin molecule corresponding to global
cooperative displacements, with transitions between these
higher-order beads being initiated by local random fluc-
tuations in the loop regions between helices. In our
myoglobin simulation, the flipping of a pair of dihedral
angles in a loop region sends the protein into a new con-
formational substate as the helices respond and relax.
The existence of these beads and their organization into
Frauenfelder’s tiers are clearly visible for the simula-
tions presented here.
The total number of beads, as well as their hierarchical
organization, is a geometric property defined by a given
protein and its environment and may be implicated in its
characteristic biochemical function. For example, the
configuration space projection from hinge proteins might
show an overall bimodality not present in myoglobin. In
general, the bead geometry, or attractor, is quite sensitive
to the environment. The role of solvent as facilitator of
substate transitions is evident from our analysis of con-
figuration space projections, which illustrate that a sim-
ulation without solvent actually samples less
conformational space than a solvated system. In addi-
tion, the relative sampling efficiencies of various simula-
tion methods can be compared and an optimal method of
configuration space sampling with respect to computa-
tional cost developed.
Our analysis shows that even minute changes in the
dynamical system’s variables alter the configuration
space projection. This severe non-linearity manifests
itself not only in the divergence of trajectories from
similar initial conditions, but it also suggests that point
mutations in a protein, which may have only minor
effects on the average structure, could translate into
radical changes in the underlying dynamics. That is,
although the centroid of the overall attractor for the
protein shifts only slightly, the geometry of the dynamical
motif, and hence the dynamical behavior, may be signifi-
cantly altered. It is unclear exactly what implications this
may have when extrapolating from the dynamics of an
individual molecule to laboratory conditions involving
the average behavior of a large ensemble of molecules.
However, myoglobin mutations far from the ligand-
binding site have been shown to have dramatic effects on
the kinetic behavior of the protein [31]. Further under-
standing of the ‘taxonomy’ of dynamical motifs could
help to extend our understanding of molecular evolution
in terms of the selection pressures that must act not only
on structure but also on dynamics.
Materials and methods
The simulations were performed with a parallelized version of CHARMM
23 ported to the Intel Paragon using the CHARMM 23 all-hydrogen force
field [32]. There were no constraints and 0.5 fs steps were taken using
the verlet leapfrog algorithm. The non-bonded list was updated every 20
steps and the image non-bonded list every 40 steps. Atomic coordinates
and velocities were saved every 200 steps. The initial coordinates for
native sperm whale myoglobin were obtained from the 2 Å X-ray structure
(PDB code 2MGK). The protein was then solvated using 3717 explicit
TIP3P water molecules in a periodic box of dimensions 60.367 Å ×
54.748 Å × 40.707 Å, resulting in a total of 13,704 atoms for the entire
system. The system was first slowly heated to 296K and equilibrated at
that temperature for 200 ps, using the CHARMM 23 standard cut-off
scheme of 13 Å. Data was then collected for another 1.2 ns and the SVD
analysis performed on the last 1 ns of simulation after the rigid-body trans-
lational and rotational modes of the whole protein were subtracted using
a mass-weighted fit. Another system was prepared by using a single layer
of 350 waters around myoglobin as suggested by Steinbach and Brooks
[21]. Using this method, four separate 1 ns trajectories were run. Finally,
15 short 3 ps trajectories, all started by randomly perturbing a single
atomic coordinate within a common restart file, were run using the same
single-layer solvent model. A single SVD analysis was performed on the
15 concatenated trajectories using a common coordinate frame.
Once the SVD is performed, one must then identify and locate the
beads. There are many standard methods for performing cluster analyses
for the classification of objects, and in particular, protein structures that
have been obtained through simulation and average structures deposited
in the Protein Data Bank [33]. While the clustering was evident upon
visual inspection of the 3D right singular vector coordinates, we were
also able to locate them quantitatively using the fuzzy toolbox subtractive
cluster analysis program included with MATLAB [34,35].
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