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Methodologie 
Le sujet initial de ma note de synthese portait tout d'abord sur 
levaluation des multimedias. Je dcvais chercher s'il n'y avait pas eu des 
modeles mathematiques pour evaluer la pertinence de la recherche, dans 
des systemes de recherche multimedia. J'ai questionne diverses bases 
comme LISA, ou INSPECT par 1'intermediaire du serveur DIALOG avec 
comme mots cle "evaluation", "information retrieval" et "multimedia". 
Le systeme rcnvoyait un nombre faramineux de references. Le terme 
"evaluation" netait pas assez discriminant, je 1'ai remplace par 
"pertinence" et "relevance". Beaucoup trop de references etaient encore 
proposees, un tri a ete fait par la date de parution, entre 1991 et 1995. 
Sur la centaine de references selectionnees, aucun article ne presentait 
devaluation par des modeles mathematiques, les auteurs entendaient par 
"evaluation" ou "pertinence" un jugement de valeur sur le travail qu'ils 
presentaient. De plus, le terme multimedia, tres diversifie, etait souvent 
place dans le titre, alors que lc travail ne prcsentait pas vraiment un 
systeme typiquement multimedia. 
J'ai refait une interrogation sous DIALOG avec des mots cles plus precis. 
J'ai choisi "mathematics rnodels", "user's relevance", "user's 
friendliness", et bien sur "multimedia","information retrieval" et 
"evaluation". Sculement sept references etaient selectionnees, et aucune ne 
traitait du sujet. 
Devant. le peu de succes obtenu avec 1'interrogation en ligne, j'ai choisi de 
parcourir directement les magazines et livres a ma disposition. En effet, 
les resumes proposes par les banques de donnees scmblaient tres attractifs, 
cependant, a la lecture, les articles s'avcraicnt traiter les sujets proposes 
de maniere totalement differente. Ces differentes lectures m'ont montre 
que les chercheurs n'avaient pas encore mis en place de modeles 
mathematiques pour 1'evaluation de tels systemes, et pour cause, les 
modeles de systemes de recherche presentes etaient encore completement 
differents au niveau de la structure de stockage, de la gestion des donnees, 
de 1'indexation ou de l'interface utilisateurs. II m'a donc paru interessant 
de presenter un etat de 1'art des recherches actuelles sur les systemes de 
recherche manipulant des objets de type multimedia. 
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Introduction 
Multimedia has been the buzzword in the 1990s. The myth promised a 
truly fantastic combination of irnages, text, sound and video that would 
bring about a dramatic change in the way computers are used today. 
Voila comment Trevor Wing commence son article sur les possibilites 
qu'offre actuellement un systeme multimedia [WIN94]. Les ouvertures 
industrielles de Microsoft ou d'Apple sont certes enormes, mais ce n'est 
pas exactement les "software packages que nous avons choisi de 
presenter dans cette etude. 
En effet, un gros travail de recherche est actuellement mene concemant 
les systemes de rechcrche de documents de types multimedia et 
notamment ceux manipulant des images, les IRS (Images Retrieval 
Systems). Pour cela, nous avons choisi de presenter une etude des 
systemes de recherche de documents de type images (fixes ou animees), 
nous avons volontairement ignore le son. 
Les avancees tcchniques au niveau machine nous permettent maintenant de 
stocker et manipuler beaucoup plus facilement des donnees images ou 
videos. La plupart des IRS actuels fonctionnent sur le modele des 
systemes elassiques de recherche d'information: Vimage est decrite par 
des mots cles, elle est ensuite manipulee comme nimporte quel fichier 
textuel. On utilise pour cela les SGBD classiques (Systemes de Gestion de 
Bases de Donnees 1 ). Ils sont repertories selon trois familles: les SGBD 
hierarchiques, relationnels et reseaux. Cependant, pour les donnees 
picturales,la place memoire necessaire pour le stockage et la manipulation 
est enorme, de plus une description et une indexation correcte par des 
mots est beaucoup trop couteuse en temps. En effet, la quantite 
d'informations semantiques contenue dans une image est tres diverse. En 
plus du sujet presente, 1'image peut avoir une valeur symbolique ou 
poetique, difficilement exprimable par des mots. 
De plus, les images ont des caracteristiques propres qu'un texte n'a pas, et 
qu'il serait dommage d'occulter. 
Les deux grands axes de recherche en IRS concernent: 
- la gestion physique des donnees par la creation de nouveaux 
systemes de base de donnees multimedia (de type oriente objet 
principalement) 
1 ieDBMS 
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- la manipulation de 1'image elle meme. Faite par des chercheurs en 
imagerie, le but est de trouver de nouveaux "query langages" et moyens 
d'acces aux images. 
Dans le premier chapitre de ce travail» j'ai essaye de faire le point sur les 
systemes actuels de recherche d'images. Je presente divers systemes de 
gestion de documents multimedia, les problemes rencontres lors de 
1'indexation par la "transliteration"2 du contenu de 1'image et la prise en 
compte de la subjectivite de 1'indexeur et de 1'utilisateur. 
Dans la seconde partie, je presente les traitements possibles sur 1'image 
elle-meme en vue d'ameliorer les IRS, en particulier divers types de 
compressions et une methode d'indexation automatique. De la meme 
maniere, je presente des travaux lies a la video. Les chercheurs essaient 
dextraire automatiquement les points forts d'une sequence, ou de creer 
des systemcs dans lesquels la gestion du facteur temps permet une 
manipulation facile et rapide des sequences videos (avant, arriere, 
defilement lent, accelere ...). 
La derniere partie est consacree a presenter de nouveaux systemes, les 
premiers cherchent a ameliorer la requete QBD, les autres, par une 
interface graphiques testent de nouveaux types de requetes ou la 
recherche se fait directement sur le contenu de 1'image. 
t raduc t ion  du contcnu d 'une  image  par  des  mots  
Les syslimes de recherche de documenis multimedia 
Index des abreviations 
SGBD: Systemes de Gestion de Bases de Donnees 
DBMS: Database management system (nominatif, relationnel, 
hierarchique, reseau) 
IDM: Image data model (represente les champs de description des 
images) 
IDBMS: Image database management system 
IRM: Image retrieval model 
IRS: (Images Retrieval Systems) 
QBE: Query By Exemple 
QBD: Qucry By subjective Description 
QPE: Query by Pictural Exemple 
QVE: Query by Visual Exemple 
VLSI: Very Large Scale Integration 
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1- Les premiers systemes de recherche 
d'images et limites 
Les premiers IRS (Images Retrieval Systems ) sont totalement calques sur 
les systemes de recherche de documents textuels autant au niveau de la 
gestion des donnees que de 1 indexation. En effet, le document multimedia 
est decrit textuellement par un operatcur humain, des mots-cles sont 
extraits et constituent les index dacces, 1'utilisateur formule textuellement 
une requete de type QBD (Query By subjective Description) pour obtenir 
le document souhaite. De plus, la recherche et la gestion du document se 
fait grace a des systemes proches des SGBD classiques. 
Comme nous allons le voir, divers problemes en decoulent. Nous verrons 
tout d abord que ce type d indexation appauvrit considerablement le 
contenu semantique du document multimedia, et ensuite que les SGBD 
classiques ne sont pas adaptes a la gestion de documents multimedia. 
1-1- Les prohlemes lies d 1'indexatiori de documents 
midtimedia 
1-1-1- La suhiecti.vi.tp 
A picture is worth a thousand words". Voila la phrase cle quand on parle 
des pioblemes de recherche de documents visuels, ellc conceme plus 
particulierement les problemes lies a 1'indexation. 
La partie la plus delicate de la description de 1'image est bien entendu ce 
qu on peut regrouper sous le terme d'indexation et qui concerne la 
tiansliteiation 3 du contenu de 1 image. Cette operation se heurte en 
effet 1 impossibilite theoriqne de traduire par des mots et 1'imperfection 
mherente a cette traduction". [MEL88] 
Poui J Chaumiei, la tiaduction de tayon reguliere et repetitive dune 
lmage en^langage symbolique est impossible. En effet le probleme 
essentiel reside dans la finesse de 1'analyse; comment ne pas aller trop loin 
dans la desciiption en etant sur de ne rien oublier d'important. 
Les piemieres analyses traitaient uniquement le "denote", presentation du 
contenu objectil ou anecdotique de Vimage (qui, quoi, quand, ou, 
comment). On a tente ensuite de faire une analyse "connotee", c'est a dire 
en essayant d'extraire le message symbolique, affectif ou poetique de 
n J voir introduciion 
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1'image, Vimpression quelle degage. Que se soit pour 1'une ou 1'autre des 
deux eeoles, le probleme general de 1'indexation de documents 
multimedia concerne donc la subjectivite, a la fois de 1'indexeur, mais 
aussi de 1'utilisateur [RES89]. 
Les recherches sorientent donc vers des systemes permettant de "faire 
voir" les images (ou "faire entendre" la bande son) a la machine. 
1-1 -2 -  Le facteur temps 
Pour coordonner la synchronisation des sequences videos, il est important 
d'inclure un attribut temporel dans la definition des caracteristiques. Le 
challenge technique iVest pas vraiment difficile notamment avec les 
nouveaux systemes orientes objets. Nous en montrerons un exemple 
extrait de [OZK94J. 
1-2- Les problem.es lies d la gestion de documents 
multimedia 
Nous allons tout dabord faire un bref descriptif des preniiers systemes de 
gcstion de documents multimedia. Commc pour des SGBD classiques, ces 
systemes comportent un LDD (langage de description des donnees), un 
LMD (langage de manipulation des donnees), un SGF (systeme de gestion 
de fichiers) et eventuellement un module de teletraitement pour les 
manipulations en ligne. 
1-2-1- SGBD conventionnels utilises comme IRS (svsteme 
de recherche cVimage) 
Ce type dapproche tres populaire a ete developpe par les chercheurs en 
informatique orient.es vers les bases de donnees. 
Les donnees images sont stockees sous forme d'une table relationnelle (on 
dit que les donnees sont alors formatees). Chaque image y est 
representee par des attributs ou mots cles. lls permettent de faire les 
requetes usuelles des SGBD (requetes SQL le plus souvent). 
2- Svstemes graphiques ayant des fonctionnalites de bases 
de donnees 
Les renseignements a propos de 1'image (date d'acquisition.„) sont stockes 
en debut de fichier, ainsi que 1'interpretation qui sera donnee a 
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1'utilisateur (texte bref qui decrit 1'image). Les images seront manipulees 
comme des donnees formatees ou non. 
Le type de questions formulees pour des donnees formatees est similaire a 
celui decrit precedemment (on interroge sur les attributs stockes en debut 
de fichier). II est aussi possible de questionner en recherchant des donnees 
non formatees. Une serie de commandes est accessiblc, elle permet 
deffectuer des recherches par reconnaissance de formes, ou type 
dnnages utilisees... 
3- Bases de donnees etendues 
On a imagine des extensions d'une base de donnee de type relationnel 
pour les images contenant des objets geometriques, par exemple les 
images produites industriellement grace a la PAO ou CAO. Le langage de 
requete et la strategie de recherche est de type DBMS (SQL), mais le 
pouvoir daction est largemcnt augmente par la possibilite d'attribuer le 
type d'objet geometrique recherche. 
4- Bases de donnees extensibles 
Une base de donnees conventionnelle contient seulement quelques types de 
donnees. L'idee est de permettre a 1'utilisateur de creer lui meme ses 
propres types de donnees. Les donnees peuvent etre representees sous des 
formes formatees (voir plus haut), non formatees, structurees (liens 
hierarchiques) ou complexes. Le langage est etendu pour accepter ces 
divers types. Beaucoup de chercheurs travaillent actuellement sur les 
strategies de recherches concernant ces nouvelles caracteristiques. 
1-3- Limites et ouvertures 
Un des gros probleme engendre par cette methode (comme pour un 
systeme classique indexe manuellement) concerne la representation 
semantique du document. Bien souvent 1'utilisateur ne recupere pas un 
document pertinent car 1'indexation est incorrecte. Nous verrons dans les 
chapitres suivants les recherches qui sont en cours sur le traitement et 
1 analyse d'images ou de videos. Certains chercheurs travaillent d'ailleurs 
sur des applications de reconnaissance de formes ([PET94J, [PEN94], 
[GUD94]), ainsi que sur 1'indexation automatique d'images [RAB91 ]. 
De plus, a 1'usage, on sest apergu que de tels systemes nctaient pas 
ergonomiques du tout. En effet, Belkin [KRA94] considere le modele 
standard comme inapproprie et suggere une nouvelle approche centree 
sur 1 utilisateur: 7he user nuist be considered the central component of 
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the IR systems, and interactiori [...] is the central process of IR". Fox 
[KRA94J considere qu'il faut creer un nouveau domaine d'activite de 
recherche: 1'acces a l'information via un reseau multimedia. De recentes 
publications montrent que le sujet "classique" de recherche sur 
levaluation et les methodes statistiques est remplace petit a petit par des 
recherches sur des systemes bases sur l'utilisateur, la facilite des 
questionnements, des systemes d aide intelligents ou encore l ergonomie 
des logiciels et les recherches multimodales. 
L un des principaux axes de recherchc actuel concerne le questionnement 
par le contenu. Divers types de requetes allant dans ce sens ont ete 
imaginees pour creer un systeme plus convivial. 
De plus Gudivana considcre que les langages de requetes de type SQL ou 
QBE (Query By Exemple) ne sont pas naturels pour manipuler des 
images et la pertinence de la recherche s'en ressent. II a imagine un 
systeme, AIRS (Adaptative Image Retrieval System), base sur la 
representation logique, qui resout le probleme de Vinterpretation des 
donnees. [GUD94] page 424. 
Un autre probleme est souleve: 1'implementation au coup par coup 
d'applications en fonction de besoins specifiques. Cela conduit a des IRS 
specifiques a certains domaines et nayant aucune portabilite dans des 
domaines plus generaux. 
II etait donc necessaire de travailler sur des systemes plus generaux ayant 
une architecture compatible avec les caracteristiques propres des images 
et une utilisation simplifiee pour 1'utilisateur, Nous verrons que les 
chcrcheurs se sont orientes vers les systemes orientes objets [OSK94]. 
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2- L'analyse de l'image fixe 
Des lors que des documents comportent des images ils representent des 
fichiers extremement volumineux, longs a transferer et difficiles a traiter. 
"Pour donner un ordre de grandeur, une image 1024 x 1024 pixels codee 
sur 24 bits necessite 3 Mbits d'espace d'archivage et 7 mn de transmission 
sur un canal a 64 bits par seconde. Si cette image peut etre compressee 
selon un facteur de 10, le fichier ne represente alors plus que 300 Kbits 
ce qui devient plus acceptable et le temps de transmission chute d 6 
secondes" [DUP94J. Nous voyons bien que les documents multimedia 
necessitent detre compresses. Plusieurs travaux s'orientent vers une 
compression que 1'on pourrait qualifier "d'intelligente" car, au contraire 
de la compression classique, il est encore possible deffectuer des 
traitements (analyses comparatives) sur 1'image compressee. 
Dautres travaux, qui n'ont aboutit pour 1'instant qu'a des prototypes, sont 
presentes. Le premier decrit un systeme d'indexation automatique des 
images, les suivants decrivent des systemes qui ameliorent la requete sur 
image, en optimisant le requete usuelle de type QBD, ou en imaginant 
dautres types de requetes propres a 1'image. 
2-1- Le processus de compression d'images 
Deux ensembles de techniques sont utilisees [DUP94 J: 
- compression sans perte d'information. La technique la plus 
utilisee est celle qui consiste a analyser une chaine de pixels ou de 
caraeteres pour trouver les repetitions et les coder. Cette technique ne 
donne pas des taux de compression tres eleves. Une autre technique de 
codage dite statistique (code de Huffman), consiste a etablir un 
dictionnaire hierarchique des occurrences rencontrees, selon leur 
frequence, pour leur faire correspondre une representation moins 
consommatrice de bits (les occurrences les plus elevees ont les codages les 
plus courts). Les taux de compression varient de 1 pour 1,2 a 1 pour 2,5. 
- compression avec perte d'information. On observe trois 
techniques de compression. Les deux premieres ont conduit a la 
normalisation JPEG. II sagit d'analyser la correlation et les frequences 
par des traitements de type FFT 4, DCT 5 ou KLT 6 (projections sur 
4 Fast Fouricr Tnmsform 
5 Discret Cosine Transforni 
6Kahruncn Locvve Tr:msform 
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(Tautres espaces de represcntation). La seconde technique decoulant de la 
premiere consiste a coder 1'image suivant differentes zones (i. e. 1'image 
est divisee en blocs) qui sont analysees chacune selon leur nature par telles 
ou telles transformations decrites ci-dessus. La derniere technique 
s'appuie sur les fractales. Elle consiste a coder des formes elementaires 
repetitives et recursives, tout en fixant la profondeur des iterations et 
donc la taille des formes elementaires. Les taux de compression sont tres 
eleves (ils passent de 1 pour 10 a 1 pour 100). Les temps de calcul etant 
beaucoup plus lents pour la compression que pour la decompression, cet 
algorithme est essentiellement utilise pour la realisation de CD-ROM. 
2-2- La compression "intelligente" 
Sous le terme de compression intelligente nous rassemblerons des 
techniques qui permettent de travailler sur 1'image compressee. 
1- La multiresolution 
Les traitements de type multiresolution se sont inspires des travaux sur la 
vision humainc [JOL94]. En effet, pour repcrer et stocker une 
information visuelle, le cerveau humain la decompose prealablement en 
differentes images mentales suivant leur differentes frequences 1. On peut 
mathematiquement decomposer une image en somme de composantes de 
frequences differentes. 
La theorie des pvramides 
Jolion a imagine un traitement multiresolution particulier, il va construire 
une pyramide (suite finie) d'images, constituee par la decomposition 
frequentielle d'une image source. Le processus consiste a appliquer un 
filtre 8 sur 1'image Gi. Ceci a pour effet de creer une image Gi+l de 
taille deux fois plus petite, qui est une concentration de l'information 
contenue dans 1'image Gi; les hautes frequences (correspondant aux 
details) sont pet.it a petit eliminees. La pyramide peut aller jusqu'a une 
image de 8x8 pixels rnais on peut stopper le processus avant. 
7 La distribution frequcnticlle donne un ensemble de valcurs qui corrcspondent a la contribution relative des 
differentes vtiriations de contraste dans 1'cspacc. Une imagc avec des variations progressives, un degrade 
lineaire de coulcurs p;tr cxemple, aura des composantes en basses frequences. Une image avec beaucoup de 
differcnces lumincuses, par excmple un maillagc scitc, aura des composantes situees en hautes frequences. 
q 
1 matrice 3x3 appclcc "gaussicnnc" car lcs cocfficicnis sont plus forts au centre 
i 
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Exemple de construction d'une pyramide 
La multiresolution offre de nombreux avantages. Elle permet de 
manipuler l'information en utilisant differents niveaux d'analyse. Les 
traitements effectues peuvent etre soit globaux (recherche d'une voiture 
dans un paysage), 1'analyse se faisant sur les hauts niveaux de la 
pyramide, soit locaux (lecture de la plaque d'immatriculation), 1'analyse 
portant alors sur les bas niveaux de la pyramide. 
De plus, les algorithmes de calcul des pyramides sont d'une complexite 
raisonnable ce qui donne des temps de traitement courts. 
Utilisation 
La multiresolution est couramment utilisee pour le traitement et 1'analyse 
d'images. Elle foumit divers outils rapides de rehaussement du contraste, 
de discrimination des textures... 
Pour les systemes de recherche d'images (IRS) elle peut se reveler tres 
utile pour ameliorer les temps de comparaison d'images quand on utilise 
des requetes de types QPE, QVB ou QVE [KAT92](une explication plus 
detaillee est presentee dans le chapitre suivant). En effet, les informations 
pertinentes de 1 image sont conservees dans les niveaux superieurs de 
resolution. On peut donc imaginer que les traitements de comparaison se 
fassent sur des images de taille deux a quatre fois plus petite. Le gain de 
temps serait alors du meme ordre. 
2-2-2- La compression semantique 
Principes 
Un des problemes importants pour 1'utilisation de systemes multimedia 
est, comme nous venons de le voir, dextraire et de representer le contenu 
d'images ou de sequences video, ceci en vue de les rassembler de maniere 
coherente et en permettre 1'utilisation. Pour une grosse base il est 
impossible dannoter chaque image comme il a ete presente dans 
[GUD94]. Pour repondre aux requetes, la solution serait de "faire voir" 
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les images a l'ordinateur. Devant la taille impressionnante d'une base de 
donnees d'images, Pentland [PEN94J et son equipe ont eu 1'idee de les 
compresser en se basant sur leurs contenus semantiques. L'idee est de ne 
garder que "l'objet" le plus important de la scene. Pour ce faire, les 
caracteristiques les plus discriminantes sont mesurees: luminosite, 
contraste, textures (orientation, periodicite,...) mais-aussi geometrie de la 
scene. Les different objets sont identifies et cxtraits. Ils sont stockes dans 
une image que l'on pourrait appeler "index", et sur laquelle se fait la 
recherche. Par exemple, sur une photo de portrait, seul le visage restera 
(information pertinente pour cette image), tout le fond sera rempli en 
noir. Dans une image plus complexe, il est possible d'extraire dans une 
premiere image, les objets en premier plan, et dans une seconde, ceux en 
second plan. L'image ainsi codee prend beaucoup moins de place que 
1'image initiale, et les recherches sont beaucoup plus rapides. 
Utilisation 
Cette technique est notamment utilisee pour reperer les keyframes 
(images les plus representatives d'une sequence video). 
Une autre utilisation en est le butinage. Le systeme peut reconnaitre des 
sequences similaires semantiquement parlant et ainsi repondre a des 
requetes telles que "montrez moi des images de ce type ci" ou "montrez 
moi des images qui ressemblent a celle-la". II a ete reconnu que le 
systeme etait capable de reconnaitre une personne a 95% et d'identifier 
des empreintes a 99,9%. 
2-3- Une methode d'indexation automatique presentee par 
Rabitti [RAB91 ] 
Rabitti definit en premier lieu des classes d'images. En fonction de celles-
ci, un processus automatique d'indexation est mis en route. 
La premiere analyse appelee analvse de bas niveau. traite des images 
constituees de bit-map ou construites a partir de primitives graphiques. 
Elle permet d'extraire les objets principaux, definit leurs caracteristiques 
(geometriques) et les classe selon un graphe relationnel(un carre est une 
forme particuliere de rectangle, qui est lui meme une forme particuliere 
de quadrilatere). Les algorithmes utilises ont une complexite raisonnable 
(complexite polynomiale) mais donnent des resultats pauvres au point de 
vue semantique. 
Une analyse plus poussee, analvse de haut niveaiu est ensuite faite. Un 
algorithme de recherche recursif, travaillant avec les objets selectionnes 
precedemment, permet danalyser les objets les plus complexes. 
Le resultat final pour une image donne les objets qui la composent ainsi 
que leurs degres (haut ou bas niveau). Par ces objets ont va pouvoir 
acceder a Vimage, soit par 1'adresse directe, soit par l'intermediaire 
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dlndex. Le processus de recherche se fait sur le contenu de 1'image. Ce 
processus est applicable pour un corpus d'images simples et geometriques. 
Rabitti l'a teste avec une base d'images de plans d'appartements. 
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3- L'analyse de 1'image animee 
Les travaux sur 1'image animee sorientent vers la recherche de 
techniques visant a segmenter, c'est a dire a ne presenter a 1'utilisateur 
que les "morceaux" importants d'une sequence. 
Le probleme du facteur temps quant a lui a ete grandement simplifie par 
l'utilisation de bases de donnees objets. 
3-1- La segmentation 
1- Principe 
La segmentation macroscopique d'un document en unites documentaires 
est essentielle pour la navigation d'un utilisateur. En effet, il est beaucoup 
trop long de visionner ehacun des documents qui repondent a une 
question pour tester leur pertinence. 
Beaucoup de chercheurs ont travaille sur la reconnaissance de sequences 
(pour des videos) par la segmentation temporelle. Le but de ce type de 
segmentation est de separer le contenu semantique d'un enregistrement 
video en divers enregistrements de taille inferieure, et ainsi d'en 
permettre 1'extraction et la presentation interactive aux utilisateurs. 
La segmentation peut se faire sur les deux composantes d'une video: 
l'image et le son. 
La majorite des travaux de segmentation sont orientes sur 1'image et en 
particulier sur la recherche de la sequence-shot ,. unite fondamentale de 
segmentation d'une video. On a d'abord cherche a identifier les sequences 
grace a 1'orientation des differentes textures presentes dans les images 
[AIG94J. Cela donne de bons resultats mais les calculs coutent beaucoup 
trop cher. Les techniques a letude actuellement sont basees sur la 
reconnaissance de formes geometriques (geometrie projective). 
La segmentation par la bande son est beaucoup moins significative pour la 
discrimination de sequences. Les etudes en cours portent sur 
1'identification de discours, musiques ou sons naturels. Les calculs sont 
peu onereux mais la methode necessite un enregistrement sans bruits 
additionnels. 
3-1-2- Utilisation 
Aigrain [AIG94J a developpe deux logiciels de traitement de 1'image 
animee en se servant de la segmentation. 
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Creation de storyboards 
Une utilisation de la segmentation est la production de storyboards, courts 
resumes des sequences les plus importantes d'une video. Crees a 1'aide du 
logiciel Videoboard, ils peuvent servir a coder des catalogues ou etre 
utilises pour le butinage visuel. 
Acces interactif 
La segmentation permet aussi de faire un acces direct aux enregistrements 
video par 1'intermediaire du logiciel Videoline. L'ensemble des videos est 
accessible graphiquement par une icone (image pertinente de la sequence). 
Six sequence-shots sont presentees a 1'utilisateur lui permettant de ne 
visionner que la partie de la sequence qui 1'interesse. 
3-2- Lefacteur temps 
Pour coordonner la synchronisation des sequences de donnees il est 
important d'inclure un attribut temporel dans la definition des 
caracteristiques. 
Le modelc utilise, interval-based temporel data model, garde une 
structure relationnelle [OZK94]. La structure objet/noeud est maintenue, 
les feuilles representant les differents types de medias, les noeuds intemes 
contenant des attributs de temps. Les relations NOEUD, SOUS-NOEUD, 
NOEUD-TERMINAL, nous montrent comment les donnees sont codifiees 
au niveau temporel. 
NOEUD (No-Noeud. Tvpe. Duree. Suiet) decrit 1'objet (le noeud) 
dans son entier. La variable type va permettre d'assembler les sous-
noeuds (film = type sequentiel, multitude d'images = type parallele...). 
SOUS-NOEUD (No-Noeud. No-ss-Noeud. Index-f. Index-r. Delta-
f, Delta-r) decrit les entites primaires (ex: une image pour un film). 
Index donne 1'ordre de classement des sous-noeuds (f = forward, r = 
reverse). Delta permet de definir le temps de defilement en avant ou 
arriere. 
NOEUD-TERMINAL(No-Noeud. Media. Fichier) localise chacun 
des noeuds. 
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4- Les nouveaux systemes 
H!v 
4-1- Amelioration de la requete QBD (Query By 
subjective Description) 
La requete de type QDB presentee dans le premier chapitre a beaucoup 
ete denigree car elle simplifiait ou occultait la valeur semantique d'une 
image au profit unique de sa valeur informationnelle. Des recherches ont 
donc ete menees pour pallier a ce biais. Deux etudes sont presentees, la 
premiere inclue de nouveaux liens dans le systeme de gestion des images, 
la seconde prend en compte la subjectivite de l'utilisateur. 
4-1-1- Introduction de liens semantiques 
Les premieres etudes ont ete faites a partir de dictionnaires. Tout a 
commence en 1968 avec Quillian. II considerait un systeme de recherche 
textuelle contenant la relation FAIT-PARTIE-DE (on avait par exemple 
"basset" FAIT-PARTIE-DE "chien"). Divers systemes en ont decoule. On 
peut citer WordNet en 1990 qui travaillait plus sur les relations de 
synonymie, ou CYC qui s'interessait au sens commun des mots (i.e. "the 
factual and heuristic knowledge, much of it usually left unstated, that 
comprise "concensus reality": the things we assume everybody already 
knows".) 
Des 1980 ce type de recherche s'est oriente vers l'image. 
Le systeme de Chakravarthy [CHA94] fonctionne comme un IRS 
classique, a la difference pres qu'il introduit dans le systeme des relations 
semantiques ou de synonymie, et ainsi eree des liens semantiques entre les 
images. Le processus est simple. 
Pour Chakravarthy, il existe trois types de "desideratum" (ce que 
1'utilisateur recherche): 
- Vobjct comme desideratum 
L'objet represente ici un sujet physiquement present dans l'image. 
Diverses relations semantiques peuvent etre utilisees: FAIT-PARTIE DE, 
EST-MEMBRE-DE, JOUE-LE-ROLE-DE, EST-ASSOCIE-AVEC. 
Exemple: trompe EST-ASSOCIE-AVEC elephant. 
- Vaction comme desideratum 
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Uaction est celle effectuee dans 1'image. Elle est representee par un verbe 
pour 1'indexation. 
Les relations utilisees sont EST-HERITE-DE, EST-CAUSE-DE, EST-
UNE-ACTION-TYPIQUE-DE. 
Exemple: lancer EST-CAUSE-DE tomber 
H{>" 
- les relations semantiques comme desideratum 
On ne cherchera pas quelque chose dexplicite dans 1'image mais quelque 
chose qui peui s'en deduire. 
On peut ajouter aux relations precedentes: EST-LOCALISE-DANS, EST-
UN-OBJET-DE, EST-UNE-PROPRIETE-DE. 
Exemple: une image montrant quelquun en train de manger un bonbon 
engendre la relation: mangeable EST-UNE-PROPRIETE-DE bonbon. 
Evahiation 
Ce systeme a ete evalue sur la basc de 1566 photos. Un texte argumentatif 
a ete enregistre pour chaque photo. WordNet a ete utilise pour creer les 
relations semantiques. Ce processus a permis de creer 7180 index pour la 
rccherche des photos. 200 de ces index ont ete analyses, et ils ont permis 
de retrouver 930 photos. Sur les 930, 244 ont ete jugees inadequates, 481 
ont ete jugees proches mais incorrectes, et seulement 244 jugees 
correctes. Selon Chakravarthy, ce faible taux de reussite venait bien sur 
de mauvaises relations semantiques, mais aussi d'un probleme dambiguite 
dans la representation. 
4-1-2- Par evaluation de la subiectivite de rutilisateur 
Dans le systeme de Kato [KAT92], 1'utilisateur n'a qu'a determiner 
1'importance (pour son desideratum) de certains criteres descriptifs de 
1'images, fixes initialement par le systeme, par des poids. Deux tvpes de 
criteres lui sont presentes: 
- des criteres d''arrangement des couleurs: En effet, une etude a 
montre que 1'impressioii dominante d'une image etait donnee par la 
couleur. Kato evalue les criteres de couleurs selon la distribution RGB 
(arrangement global des couleurs) d'une part, et la corrclation RGB 
(combinaisons de couleurs). 
- des cr.teres subjectifs: d'impression que laisse une image (claire, 
douce, couleurs chaudes/froides, tableau moderne, romantique, 
japonisant, ...). 
Pour palier le biais du aux differences de representations, le systeme 
evalue prealablement a toute reponse, les criteres subjectifs de 
1'utilisateur. Pour ce faire, un echantillon d'images lui est prcsente, il va 
devoir choisir ies poids a attribuer aux differents criteres. 
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La distribution, la correlation et 1'analyse des poids faites pour chaque 
image, vont permettre de construire un espace de caracteristiques unifiees 
(UF) donnant une ponderation personnelle a chaque image (index 
personnels). La comparaison des criteres de la requete et des images de la 
base se fera dans cet espace. 
Une etude evaluative a ete menee avec le logiciel^ART MUSEUM qui 
comprend une base de reproduction sde peintures. Les resultats ont 
montre que 1'espace UF gardait le sens de la couleur. 
4-2- Amelioration de 1'interface visuelle. De nouveaux 
types de requetes 
Nous allons decrire deux modeles de requetes utilisant des interfaces 
graphiques. Dans les deux cas le systeme va comparer une image 
reference, donnee par 1'utilisateur, avec les images stockees dans la base. 
Limage exemple va etrc consideree comme une cle picturale. 
Les deux modeles se differencient par 1'obtention de cette image 
reference. 
1- OPE (Ouerv bv Pictural Exemple) 
Llmage est indexee automatiquement suivant les caracteristiques 
geometriques du sujet presente. Pour la requete, un ensemble de formes 
geometriques est propose a 1'utilisateur, il peut les assembler pour 
specifier quel type d'image il souhaite avoir. 
Ce systeme hypermedia code les donnees uniformement. De plus, il 
permet de faire une indexation subjective en associant les donnees a 
differents domaines. Pourtant il comporte un biais. LTitiiisateur novice 
n'a pas la meme representation visuelle de ce qu'il souhaite avoir, que le 
systeme. Pour y pallier, le systeme devrait pouvoir evaluer le modele 
mental de 1'utilisateur. Des etudes sont en cours au niveau de 
1'interpretation et de 1'expression des informations visuelles. 
Une des necessites pour Vinterface visuelle etait donc de construire des 
systemes permettant une recherche basee sur la vision subjective de 
Vutilisateur sans effort d'indexation prealable. 
Dans cette perspective Kato [KAT92] a travaille sur Vinterrogation de 
type QVE (Query by Visual Exemple). 
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2- OVE (Ouerv bv Visual Exemple) 
La requete QVE se fait a partir d'une image exemple existante ou 
dessinee par 1'utilisateur. Le systeme va ctercher une image 
"subjectivement" similaire. 
Kato [KAT92] a travaille pour ameliorer ce modele. Comme il l'a fait 
pour la requete QBD, il a pense creer un espace des representations de 
1'utilisateur (i.e. redefinitions des index de la base) dans lequel les images 
seraient comparees. 
II definit une image selon deux criteres: 
- des criteres graphiques: la distribution spatiale, la distribution 
frequencielle, la correlation et le contraste. 
Une etude experimentale de rechcrche par des criteres graphiques a ete 
faite sur une base (TRADEMARK) de 2000 symboles graphiques. Le 
ratio de rappel a ete de 100% (sic). 
- des criteres subjectifs: Lutilisateur doit choisir dans un tableau de 
symboles graphiques le type d'image souhaitee. 
Pour eviter toute ambiguite de definition, le systeme fait, prealablement a 
toute recherche, une evaluation des jugcments de similarites de 
1'utilisateur. Comme pour la requete QBD, il va devoir classer un 
echantillon d'images dans divers tableaux de symboles graphiques. Une 
analyse selon les criteres definis precedemment va permettre la 
construction d'un espace de subjectivite SF donnant une ponderation 
personnelle a chaque symbole (index personnels). La recherche se fait 
alors par comparaison des distances entre symboles, dans 1'espace SF. Le 
meme type detudc sur TRADEMARK, a montre un ratio de rappel de 
98%. 
Remarque 
Bien que le taux de rappel soit tres (trop) bon pour ces types de 
recherches, il ne faut pas oublier que la comparaison pixel par pixel est 
longue. Dans ces cas, 1'analyse en multiresolution (presentee plus haut) se 
revele etre tres utiie. 
3- Le uroiet OBIC (Ouerv Bv Imaze Content) 
Comme Gudivana et Raghavan [GUD94], lequipe d'IBM [PET94] a 
cherche des moyens plus "naturels" de chercher des images dans une base 
de donnees (donner un exemple, image similaire, dessin approximatif, 
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formes geometriques, texture, couleur...). Ainsi est ne le projet QBIC 
(Query By Image Content). Le eontenu extrait est par exemple la couleur, 
le contraste, la taille, 1'orientation, la position des objets. Ici, seules les 
caracteristiques structurelles de 1'image, et non pas les caracteristiques 
semantiques (comme chez Pentland [PEN94J) sont extraites. Ce projet 
vise non seulement une amelioration des recherches d^ns des systemes de 
type multimedia, mais aussi a terme 1'implementation d outils de 
navigation et d'indexation automatique d'images. 
Le logiciel Ultimedia Manager, utilise la technologie QBIC alliee a une 
recherche usuelle par mots-cles. Ultimedia Manager fonctionne comme 
un IRS a la difference pres qu'il inclus aussi un module d'indexation 
automatique (Batch Image Classifier), d'analyse d'image (Image 
Analyser) et de creation de catalogue (Image Classifier). La classification 
semantique (animal, maison...) se fait inanuellement. 
4- Ueffet de flou 
ni Ii»mn-|B 1111 — 
Pour remedier a l'effet de flou engendre par une question "large", Krause 
[KRA94J et son equipe ont developpe un systeme, WING-IIR. II combine 
une interface Windows ou l'on questionne en langue naturelle, et des 
outils de recherche d'informations graphiques (presentation visuelle des 
donnees, possibilite de QBE). WING-IIR est un prolongement de WING-
M2 auquel est apportc tout le cote graphique. WING-IIR pourvoit au 
manque de precision des systemes usuels d'IRS. La recherche 
d'information se fait la plupart du temps de maniere graphique ce qui 
optimise l'ergonomie du systeme, cependant la langue naturelle rcste une 
bonne altemative dans le cas de questions tloues. 
Dans le cadre de WING-GRAPH (1'interface de recherche graphique) 
trois types de questions ont ete proposees. 
- la requete QBD qui definit la recherche sans faire reference a 
aucune donnee type QBD. 
- la requete QVE qui est correlee a 1'image affichee. 
- la requete directe (QPE) de 1'utilisateur qui dessine le type de 
forme cherchee. 
Un test mene avec 9 experts industriels a montre que la requete QVE etait 
la meilleure amelioration apportee par 1'interrogation graphique. 
4-3- Lefutur: les systemes orientes objets 
Ce type de systeme offre de nouvelles pcrspectives par l'amelioration des 
liens semantiques. 
Ozkarahan [OZK94] decrit un modele conceptuel de base de donnees 
multimedia construit a partir d'un modele Entite/Relation, qu'il a modifie 
en une base orientee objet. Les tests ont ete realises sur la base de donnees 
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medicales d'un hopital. Elle comprenait du texte (textes anatomiques et 
etudes de cas de malades), des enregistrements audio des consultations et 
bien sur des images (radios, photos anatomiques ...). 
Les enregistrements audio ayant ete retranscrits sous forme de texte, le 
veritable challenge etait donc le traitement des images. 
Lindexation des images se fait en trois temps [OZK94]: 
- 1'image est convertie sous forme conceptuelle. Des mots-cles 
(.keywords) sont choisis pour decrire ses caracteristiques et son contenu 
semantique 
- Les keywords sont collectes et tries. Ils vont permettre de definir 
les objets, ieurs relations et ieurs attributs a inclure dans la base orientee 
objet. 
- les termes d'indexation sont choisis de la meme maniere que pour 
un texte. 
Pour trouver le document rcpondant a la requete, trois solutions etaient 
envisagees: 
- la recherche par index inverse 
- la recherche sur un fichicr dc signature9 
- la recherchc avec ponderation (le document est represente par un 
vecteur) 
Ozkarahan a choisi de faire une recherche avec ponderation car elle 
permet une approchc semantique. On peut trouver une prcsentation plus 
approfondie de cette methode dans 1'appendice A page 128. Les poids des 
index ont ete fixes a 1 s'ils apparaissaient dans le document, a 0 sinon. 
La requete 
La requete de 1'utilisateur se fait par une extension de SQL, SQLX, plus 
adapte aux bases orientees objets. Une serie de documents lui sont 
presentes, une recherche plus en detail de type QVE est possible ensuite. 
SQLX possede des attributs de conncxion, liens fonctionnels (i.e. n-1) ou 
"inverses fonctionnels", utilises pour construire les differcnts chemins 
possibles d'un objet a un autre. L'utilisateur n'a plus a s occuper dcs liens 
relationnels necessaires auparavant dans SQL. De plus, SQLX donne la 
possibilite dutiliser des donnees et procedures abstraites qui font 
references aux objets et a leurs methodes. Par exemple il est possible 
d'effectuer une recherche suivant une methode ("invoke ). 
SQLX est presente plus en detail dans [OZK9Q]. 
Ozkarahan travaille actuellement a 1'elaboration d'un langage de type 
SQLX plus oriente vers une recherche media [OZK94]. II entend par la 
9 Une signaturc clcctronique est un train dc bits dcpendant du contcnu du document et d'un mot de passe secret, 
proprc au signaiaire [DUP94]. 
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une recherche avec un langagc de requete specifique aux objets media 
comme SQLX peut 1'etre pour la recherche semantique. Ce type de 
recherche est, comme pour la recherche semantique, intimement lie avec 
le stockage physique des donnees. Par exemple, il devrait etre possible, 
sachant la place memoire que prend une image, de faire des requetes sur 
des images compressees. De plus la structure objet'f>ermet d'inclure des 
attributs temporels pour le stockage et la manipulation de sequences 
video10. 
10 Voir lc chapilrc sur 1'imagc animcc 
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Conclusion 
Cet etat des lieux des travaux sur les systemes de recherche 
dlmages nous montre que les chercheurs ont bien pris conscience de 
1'amelioration necessaire quant a 1'ergonomie de ces systemes. Les IRS 
qui recherchent sur le contenu de 1'image sont tres prometteurs et tres 
novateurs. Un gros travail a ete fait au niveau de 1'architecture et de la 
gestion des donnees. En effet, les recherches se sont orientees vers des 
systemes propres a 1'image et non plus adaptes a partir des systemes de 
recherche textuelle. De plus, la programmation objet ouvre de grandes 
perspectives quant a 1'organisation interne. 
Signalons aussi 1'importance des travaux sur la segmentation et la 
gestion du temps pour 1'image anirnce qui se revelent indispensables pour 
la recherche et la manipulation de la video. 
II faut quand merne rester prudent, 1'ensemble des IRS presentes ne 
sont encore que des prototypes. II faudra encore beaucoup 
d'ameliorations a ces systemes pour qu'ils puissent etre commercialises a 
grande echelle. 
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