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Abstract – Constructing train schedules is vital in railways. This complex and time consuming task is 
however made more difficult by additional requirements to make train schedules robust to delays and 
other disruptions. For a timetable to be regarded as robust, it should be insensitive to delays of a 
specified level and its performance with respect to a given metric, should be within given tolerances. 
In other words the effect of delays should be identifiable and should be shown to be minimal. To this 
end, a sensitivity analysis is proposed that identifies affected operations. More specifically a 
sensitivity analysis for determining what operation delays cause each operation to be affected is 
proposed. The information provided by this analysis gives another measure of timetable robustness 
and also provides control information that can be used when delays occur in practice. Several 
algorithms are proposed to identify this information and they utilise a disjunctive graph model of train 
operations. Upon completion the sets of affected operations can also be used to define the impact of all 
delays without further disjunctive graph evaluations.  
 
Keywords: Sensitivity analysis, robustness, train scheduling, job shops, topological ordering, 
transitive closure 
 
1. Introduction  
 
A train timetable is a plan of all train movements that are supposed to occur in a railway system over a 
given period of time. Unfortunately there is no way of knowing beforehand what the journey times 
will be on any given day with absolute certainty. The sectional running time for example is a complex 
function of many variables. These include the state of the section, the gradient and curvature, the 
locomotive type, the train driver, the weight of the train, the weather and so forth.  Therefore it is 
impossible for some specified sectional running time to be exactly and repeatedly achieved. 
Consequently actual events may deviate quite considerably from the timetable. The timetable is 
therefore only a prediction of what will happen. In this environment the creation of a robust schedule 
is of considerable importance, if not a necessity. 
 A predictive timetable may be regarded as robust if for a given performance criteria the 
schedules performance can be shown to be insensitive to delays of a specified level. In other words, 
robustness is a measure of a timetables tolerance to delays of a prescribed level (see [1]). Furthermore 
a timetable that is insensitive to multiply occurring delays may be regarded as more robust than one 
that is insensitive to single delays.  
Methods for quantifying the “sensitivity” of a timetable to single delays, was developed in [2].  
The effect of sectional running time deviations and additional dwell (i.e. stopping) time in particular 
were quantified for three pertinent objective criteria, namely makespan, total train delay and total time 
window violation which was used to measure schedule non adherence.  The outcome was a complete 
“profile” of performance for different levels of expected delay. The profile is essentially a function 
and there is a unique one for each considered objective criterion. The function shows when and how 
the objective function value increases, decreases, or remains static. It also signifies if and when the 
timetable becomes infeasible. This information can be used as part of a “proactive scheduling 
approach” to either alter the predictive timetable in advance or define suitable courses of action for 
specific “bad behaviour”. In other words it is used to determine whether there is a need for 
preventative or corrective action. 
 In this paper the identification of those operations whose start time is postponed as a 
consequence of a “forced” delay in another operation is considered. Developing efficient algorithms 
for this task is not trivial and poses significant challenges. Which operations have their exit time 
postponed is not considered because it is known that any operation whose entry time is postponed as a 
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result of a delay in another operation will have its exit time postponed too, unless that operation had 
been “blocked” for a period of time greater than the delay. 
Several sources of delay are addressed, namely sectional running time (srt) deviations, 
additional dwell (stopping time) and additional blocking. In the srt deviation case, the effect of both 
increases and decreases is considered.  A significant feature of our approach is that all delays that have 
an effect are identified. This allows the immediate effect of delay and the effect of prescribed levels of 
delay to be obtained. For each operation in the timetable, the outcome is a list of affected operations. 
A value of delay that causes the effect also accompanies each operation in the list.  
The determination of affected operations provides another component that can be added to the 
sensitivity analysis of [2]. It is also the basis for a separate sensitivity analysis. The determination of 
affected operations is independent of the timetable performance (objective) criteria, which means that 
the analysis is only performed once. Obviously the effect on different objective criterion will be 
different but the list of affected operations will not change. 
The number of affected operations, for a particular value of delay, signifies the extent of that 
delay, and provides usable “control” information. However this information does not always provide a 
direct and concrete means of judging the timetables overall performance, in the face of delays, nor 
does it provide a means of comparing the delays to different operations. For example, is a delay that 
immediately affects ten operations better or worse than a delay to another operation that immediately 
affects five operations? Similarly is an operation delay of one minute which affects ten operations 
better or worse than a delay of two minutes to another operation that affects four operations? This 
information is applicable for judging a performance criterion based upon the disturbance to other 
operations. It is also very useful in the later stage of the sensitivity analysis of the previous paper 
which is to refine the original predictive timetable to make it more tolerant (insensitive) to delays, and 
hence more robust. 
The affected operation information could have been partially provided by the sensitivity 
analysis of [2]. The focus of those algorithms however was not the identification of affected 
operations. Consequently they would be very computationally inefficient at this task. Therefore this 
aspect is focused upon in this paper.  
The hybrid job shop scheduling framework of [3] and [4] was used to characterise train 
timetables and all techniques in this paper are based upon it. That scheduling approach has also been 
extended in [5], [6], [7] so that additional trains can be inserted into existing timetables, trains can be 
scheduled on parallel lines with crossover points, and multiple overtaking conflicts are removed. 
Another noteworthy approach for inserting trains into existing timetables is [8]. The train scheduling 
model and approach of [9] and [10] could also be used as the basis of our approach and is a source of 
future research. Train scheduling can also be used for capacity level identification in railways. A 
review of capacity determination methods can be found in [11]. A critical aspect of our train 
scheduling approaches is the representation of trains as jobs, sections as machines, and train 
movements across sections and other section occupancies as operations. Index i, j and k are used to 
signify job (i.e. train), machine (i.e. section) and stage respectively. Each job ݅ ∈ ܫ has ܭ௜ operations 
(i.e. stages). The kth operation of job ݅  is denoted as ݋௜,௞ and has a planned sectional running time of 
݌௜,௞ and a dwell time of ߜ௜,௞ on machine ݉௜,௞. Each job that enters a machine for processing has an 
entry and exit time denoted by ݁݊ݐݎݕ௜,௞ and ݁ݔ݅ݐ௜,௞ respectively. Sectional running times and dwell 
times of trains contribute to the processing time of train operations as does the length of the train by 
way of a time lag denoted by ݈ܽ݃௜,௞. The extent of this lag primarily depends on the length of the train 
and the speed it is travelling at when it departs the section. Part of this value may also include planned 
dwell time if the length of the train exceeds the length of some sections of rail. Passing loops that 
separate adjacent sections of rail and allow trains to pass each other are represented as capacitated 
buffers and may contain more than one train. The timetable is represented by machine sequences ߪ௝. 
The operation in the kth position of sequence j is hence ߪ௝,௞. The schedule is therefore a temporal 
realisation of the sequencing and is obtained by evaluating a disjunctive graph using a non delay 
scheduling policy. The non delay assumption prepares for unexpected events and ensures that trains 
are scheduled as early as possible and are not restricted from entering a section if it is feasible to do so 
(i.e. unforced idle time is not allowed).  
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In this paper we have developed a generic and powerful approach to identify the effect of all 
possible delays and a way of using this information to quantify the robustness and sensitivity of a train 
timetable. It is interesting to note that in other research, what to do in the event of a disruption has 
been considered (see [12]-[17]). For example how can a schedule be refined and improved by 
rescheduling or rerouting trains? A “real-time” optimisation model for resolving disruptions in a train 
schedule was developed by [12]. Refinements of a companion crew roster are also considered 
simultaneously. A branch and bound and column and constraint generation approach was utilised. A 
related train driver recovery problem was also considered in [13]. A solution method based on solving 
the LP relaxation of the set partitioning problem with a dynamic column generation approach was 
proposed. An advanced tabu search heuristic was proposed by [14] to adapt a timetable to delays and 
other unpredictable events occurring in real-time. Trains are rerouted and rescheduled in that 
approach.  
 A review of sensitivity analysis and robustness related research and associated limitations can 
be found in [1] and is not repeated here. This work is pertinent to the approach proposed in this paper. 
Since [1] was published, we have observed a number of new papers that consider robust train 
scheduling, i.e. [18] - [20]. In [18] techniques to create delay resistant periodic train timetables were 
developed. They simulated delays and solved a corresponding delay management problem. In [19], an 
overview of the field was provided. Robust train scheduling has also been considered previously by 
[21]-[22]. 
Transitive closure which provides a complete reachability analysis of a directed graph is an 
integral part of the procedures and theory of this paper. In recent years [23] presented a new algorithm 
with expected time complexity Θሺ݊ଶሻ for constructing the transitive closure of an acyclic graph. It 
exploits the topological ordering of the directed acyclic graph. The algorithm is compared to other 
leading algorithms. A survey of dynamic algorithms has been provided by [24] for path problems on 
general directed graphs. Two fundamental problems were primarily considered, that of dynamic 
transitive closure and dynamic shortest paths. Dynamic transitive closure approaches have increased in 
recent years and there has been a resurgence of interest in this problem. An algorithm is fully dynamic 
if both insertions and deletions are handled and partially dynamic if only one type of update is 
performed. Dynamic transitive closure and dynamic shortest path problems were also considered by 
[25]; they presented improved “decremental” algorithms. 
The format of the paper is as follows. In section 2 definitions and preliminary theory is 
presented. In section 3 a simple approach to determine the effect of a specific delay (or multiple 
delays) is first introduced and is used to validate later more efficient and generic algorithms. The 
immediate effect of operation delay is then addressed. Algorithms that identify the set of immediately 
effected operations for each operation in the timetable are developed. In section 5 a more general 
analysis is proposed and determines when an operation is affected by a delay in another. In fact all 
possible effects and delays are identified from this analysis. This analysis also identifies immediately 
affected operations and makes the algorithms of the previous section redundant to some extent. A 
greater computational effort however is required by the general algorithms of section 5. In section 6 
equations for explicitly calculating the impact of delays are proposed and utilise the information found 
in the sets of affected operations.  In section 7 the algorithms have been applied to two case studies 
and the results have been reported.  Conclusions and future research directions are lastly provided. 
 
 
2. Definitions 
 
Some notations and definitions are first introduced. For operation ݋௜,௞ the set of operations that are 
affected by its delay (i.e. affected operations) is defined as ܽ௜,௞. For a particular delay of time t the set 
of affected operations is denoted by ܽ௜,௞௧  or ܽ௜,௞ሺݐሻ. Evidently, ቚܽ௜,௞௧ᇲ ቚ ൒ หܽ௜,௞௧ ห ∀ݐᇱ ൐ ݐ, because more 
operations become affected as the delay increases. In addition a more generic and all encompassing set 
is defined that records all operations that can be affected by a delay in ݋௜,௞ as well as the particular 
value of delay that causes the effect. This set is denoted as ܣ௜,௞ ൌ ൛൫݋௜ᇲ,௞ᇲ , ݐ൯|݅′ ∈ ܫ, ݇′ ൑ ܭ௜ᇲൟ. It 
should be noted that ܽ௜,௞௧ ≡ ൛݋௜ᇲ,௞ᇲ|൫݋௜ᇲ,௞ᇲ , ݐᇱ൯ ∈ ܣ௜,௞, ݐᇱ ൑ ݐൟ. A single index notation ܽ௭ and 
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ܣ௭ ൌ ሼሺ݋௭ᇱ, ݐሻሽ	is also used in this paper. A function to convert the operation index z to its equivalent 
job and stage index exists, as does an inverse function to perform the reverse conversion. 
 The sets defined in the previous paragraph store the operations that are affected by a delay in 
݋௜,௞. In other words they measure the influence of ݋௜,௞ on other operations. Alternative sets ܽ′௜,௞	and 
ܣ′௜,௞  may be defined to store operations that affect ݋௜,௞ when they are delayed. In other words they 
measure the sensitivity of ݋௜,௞ to delays in other operations. These sets are inherently related to the 
previously defined ones. For example if ൫݋௜,௞, ݐ൯ ∈ ܣ௜ᇲ,௞ᇲ  then ൫݋௜ᇲ,௞ᇲ , ݐ൯ ∈ ܣ′௜,௞.  
The number of affected operations is inherently bounded by an operations position ߬௜,௞ in a 
topological ordering ሺߨଵ, ߨଶ, … , ߨேሻ. A topological ordering is an ordering of the operations that does 
not invalidate any precedence’s provided by conjunctive and disjunctive arcs. Everything prior to an 
operation is a potential prerequisite whose start time cannot be affected. All other operations could 
potentially be affected. More specifically ܽ௜,௞ ⊂ ൛݋௜ᇲ,௞ᇲ|߬௜ᇲ,௞ᇲ ൐ ߬௜,௞ൟ  and หܽ௜,௞ห ൑ ܰ െ ߬௜,௞  where ܰ is 
the total number of scheduled operations. It should be noted that the topological ordering may not be 
unique and an operation’s position may be different in each one, leading to slightly different subsets of 
potentially affected operations. 
 The transitive closure associated with the disjunctive graph of the predictive timetable also 
provides a bound on the set of affected operations for a particular level of delay, and more importantly 
for all levels of delay. This is because the transitive closure provides a “non temporal” reachability 
analysis and any operation that could affect any other is provided. If ܴ௭ା is the set of operations 
reachable from operation z then the set of potentially affected operations is a subset (i.e. ܽ௭ ⊂ ܴ௭ା) 
and|ܽ௭| ൑ |ܴ௭ା|. For certain types of delay there is a level of operation delay that makes every 
operation in ܴ௭ା directly reachable (temporally), i.e. ⋃ ܽ௜,௞௧௧ ⊆ ܴ௭ା. 
 For delays caused by sectional running time deviations the transitive closure provides all the 
sets of affected operations. In other words every connectivity (reachability) relation can be realised 
with a particular value of delay. For delays caused by additional dwell this is however untrue. There 
are some reachability relations in the transitive closure which are never realised. In other words there 
is no operation delay that causes another operation to be postponed. Consider the schedule shown in 
Figure 1. The trajectory of train i is given by the two sloping lines (one is the front of the train and the 
other is the rear). There is a disjunctive arc between ݋௜,௞ and ݋௜ᇲ,௞ᇲ  which means that ݋௜ᇲ,௞ᇲ is directly 
reachable from ݋௜,௞ and this relation exists in the transitive closure. However no amount of additional 
dwell in ݋௜,௞ will affect the start time of  ݋௜ᇲ,௞ᇲ unless the length of train i exceeded the length of 
section ݉௜,௞. 
 
Figure 1. An example of additional dwell that has no effect on another operation 
 
As previously mentioned, an indication of the influence of an operation is given by the sets of affected 
operations, or more precisely the number of elements in these sets. The influence of an operation is 
formally denoted by ߟ௜,௞ and can be quantified in a variety of ways. For example the number of 
immediately affected operations หܽ௜,௞଴ ห is one alternative, as is the total number of affected operations 
หܽ௜,௞ห. The former defines direct influence whereas the difference between the former and latter, 
indirect influence.  The influence of an operation could also be defined for some user defined value of 
delay, i.e. หܽ௜,௞௧ ห. These measures highlight the fact that operations occurring earlier in a schedule have 
a greater potential to influence other operations. Relative measures are an alternative that can 
eliminate any negative impact of this property. Relative measures are also better because the resulting 
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value is bounded. A value near one implies maximum effect, i.e. there are no more operations that 
could be affected, whereas a value near zero implies minimum (or minimal) effect. 
 The ratio of the number of immediately affected operations to the total number of affected 
operations could be a useful measure. The total number of affected operations could also be scaled 
with respect to the total number of operations to give another relative measure. 
 The ratio of the number of immediately or otherwise affected operations, to the number of 
operations that come after it in the topological ordering, is another relative measure of the (direct or 
indirect) influence of an operation. 
 
  ߟ௜,௞ ൌ หܽ௜,௞௧ ห/൫ܰ െ ߬௜,௞൯ or ߟ௜,௞ ൌ ൫หܽ௜,௞ห െ หܽ௜,௞௧ ห൯/൫ܰ െ ߬௜,௞൯        (1) 
 
These equations base the comparison upon those operations that could be affected rather than the total 
number of operations. 
It was also mentioned that the number of elements in ܣ′௜,௞ is a measure of how easily an 
operation may be disturbed and it can be used to define an operations sensitivity to delay.  The 
sensitivity of an operation is formally denoted by ݏ௜,௞ and can be quantified in a similar way to how 
the influence of an operation was quantified: 
 
  ݏ௜,௞ ൌ หܽ′௜,௞௧ ห/൫߬௜,௞ െ 1൯ or ݏ௜,௞ ൌ ൫หܽ′௜,௞ห െ หܽ௜,௞௧ ห൯/൫߬௜,௞ െ 1൯        (2) 
 
The number of operations that occur before ݋௜,௞ is ߬௜,௞ െ 1 whereas ܰ െ ߬௜,௞ is the number that occur 
after it. A value near one signifies high sensitivity to delay whereas a value near one the opposite. 
The influence of an operation however is not necessarily the best measure of its overall impact. 
The impact of a delay can be determined by directly comparing the objective function value before 
and after the delay t, i.e. ݅݉݌ܽܿݐ௜,௞ ൌ ܼᇱ െ ܼ where ܼᇱ ൌ ۴൫݋௜,௞, ݐ൯ and F is a function to re-evaluate 
the disjunctive graph. The disjunctive graph however would need to be evaluated every time an 
operation delay was analysed. The sets of affected operations can instead be used to calculate the 
impact of delays with much reduced computational effort. How this is achieved is specified in Section 
6. The relative impact can also be calculated and provides an additional measure of some worth. 
It has been observed that the number of immediately affected operations increases as the 
railway is more heavily utilised. Therefore it is reasonable to say that a railway system is completely 
utilised (saturated) by a particular timetable if every operation affected by a delay in another is 
immediately affected. This also signifies that there is no slack in the schedule. 
A schedule may be deemed robust if delays less than a prescribed level ݐ∗ do not affect any 
operations. In other words:  ൫݋௜ᇲ,௞ᇲ , ݐ൯ ∉ ܣ௜,௞		∀݅, ݅ᇱ, ݇, ݇ᇱ|ݐ ൏ ݐ∗ or ܣ௜,௞ ൌ ܽ௜,௞௧∗ 			∀݅, ݇. 
 
 
3.  A Standalone Approach 
 
An algorithm that determines the effect of operation delays independently of other operation delays is 
first discussed as a reference point to later innovations. The algorithm initially makes a copy of the 
current entry times. For a single delayed operation or a selected group of delayed operations, a 
separate analysis is performed. The current operation or group of operations is delayed and the 
schedule is recomputed by re-evaluating the disjunctive graph. The entry time of each operation is 
compared with that of the original schedule and the number of affected operations is recorded. The 
operation that was delayed is “undelayed” in order to return the schedule to its current state. This is 
necessary before moving on to the next operation in the analysis. The finer details of this approach are 
shown in Algorithm 1 in Appendix A. 
In this algorithm the MakeDelay procedure is used in a generic way to represent procedures for 
making sectional running time deviations, additional dwell and additional blocking. Any value of time 
may be selected for the delay t. For this algorithm to determine the immediate effect of any delay, a 
small time value must be selected. However because real valued parameters are used, floating point 
issues can surface. Consequently incorrect sets of affected operations can be determined for a small 
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number of operations. Therefore for the purpose of determining immediate effect, this approach 
should be used with care. 
This algorithm can easily be implemented however it is not particularly efficient in 
computational terms, nor is it capable of determining more than one effect at a time. The disjunctive 
graph must be evaluated and decoded N times if N operations are separately delayed. The original 
schedule must be duplicated which is an Θሺܰሻ operation. The comparison stage also takes Θሺܰሻ steps 
per operation. The total number of steps is therefore of Θሺܰଶሻ for each value of time t.  The procedure 
however can be used to validate later more efficient and general approaches. It could also in theory be 
used in another approach to define general effects of delay. 
 
4. Determining the Immediate Effect of Delay 
 
In this section a more elegant algorithm is proposed for determining what operations are immediately 
affected by a delay in another, and is based upon an approach presented in [26] for classical job shop 
environments. That paper was primarily concerned with the construction of robust minimum 
makespan job shop schedules. A branch and bound approach was developed to obtain the most robust 
schedule among minimum makespan schedules. The measure of robustness was provided from the 
sensitivity analysis. In that sensitivity analysis the effect of a postponement of one time unit in the 
completion time of each operation was identified. At each step an operation is visited. The current 
operation is chosen from those yet to be visited that has the greatest completion time. Sets of affected 
operations associated with successor operations are copied to the current operation if that operation 
causes them to be immediately affected. The schedule robustness is defined as the maximum 
sensitivity, i.e. the maximum number of affected operations in any operation set. 
Integer parameters however were assumed in that paper which limits the applicability of the 
techniques. In this paper real valued parameters are used! The affect of completion time postponement 
of greater than one time unit was not considered in that paper nor was earliness, which is equally 
possible in many applications. The effect of completion time postponement in a more general sense 
was also not considered. That is, for all values in some range, the affect was not considered. The 
approach of [26] is currently inappropriate when delays of greater than one time unit are considered. 
For example consider the case where an operation is delayed and affects the next operation on the 
same machine. The set of affected operations for the successor is currently copied to the current 
operation. However this is not necessarily correct because the set of affected operations for the 
successor is for a delay of a particular level. The amount of time that the successor is actually delayed 
is another value and there would be a totally different set of affected operations for this delay value. In 
other words the wrong sets of affected operations are being propagated from node to node. 
It should also be noted that postponing the completion time of an operation only has meaning in 
classical job shops. It is not sufficiently clear in train scheduling problems because a train may be 
static or moving when delayed. In other words the result of a delay to a moving train is additional 
transit time, whereas a delay to a static train is additional dwell. The affect of a delay in processing 
time is not equivalent to an additional dwell of the same magnitude and consequently several variant 
procedures are necessary. The approach of [26] is also insufficient for train scheduling problems for 
the following reasons:  
 
  Intermediate storage capacity was assumed to be unlimited (infinite). 
 Headways were not included. A successor operation is affected if the headway time is violated. 
 In train scheduling problems delaying the start of an operation, delays the exit time of the job on 
the previous machine which may affect the successor of that operation 
 In train scheduling problems an operation may be blocked. Delaying the start time of the operation 
does not necessarily alter its exit time. 
 
Even in a blocking job shop it is debatable whether completion time postponement is meaningful 
if the operation is blocked for greater than one unit of time. This could mean that the processing time 
was increased by the amount of blocking time plus one unit of time. This is a different value to that of 
the rest of the analysis. 
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 An extension of the approach of [26] is desirable because no disjunctive graph evaluations and 
accompanying decoding is necessary. In addition, information about all operation delay is obtained at 
once. 
 
       (a)   (b)          (c)      (d)        (e)         (f) 
Figure 2. Operation types used in figures 
 
Gantt charts and train charts of the time versus distance travelled type are used in the remainder 
of the paper to demonstrate special cases. In the Gantt charts the exact trajectory of trains are not 
always shown nor are the actual section lengths. Five operation types are frequently used in the Gantt 
charts and they are shown in Figure 2. From left to right they are: (a) normal processing (srt), (b) 
additional processing (srt), (c) back end processing (srt), (d) planned dwell, (e) blocking time and (f) 
safety headway. 
 
4.1. Additional Dwell and Blocking 
 
In this section an algorithm for determining the immediate effect of additional dwell is proposed. Its 
purpose is not for determining the effect of a particular amount of delay. The finer details of this 
approach are shown in Algorithm 2 in Appendix A. The algorithm consists of two phases (steps) per 
iteration, one for each type of successor operation. The next operation of the job is one successor (i.e. 
the job successor) and the next operation on the associated machine if that machine is not a capacitated 
buffer machine is another successor (i.e. the machine successor). A prior topological ordering is used 
and this means that identifying the operation with the greatest completion time at each step is 
unnecessary. 
Additional dwell is tagged on to the end of any original dwell as shown in Figure 3 but before 
any delay (i.e. blocking time).  If the delay is zero (i.e. the operation is not blocked) then the successor 
operation of the same job (if one exists) is immediately affected, otherwise it is not.  
 
(a)        (b) 
Figure 3. Affect of additional dwell on the successor operation of the same job 
 
A delay in the form of an additional dwell will not directly affect the next operation on the machine as 
long as it does not exceed the difference between the current separation and the safety headway. If 
there is no separation between an operation and the next operation on a machine then any delay in the 
form of additional dwell will immediately affect the next operation.  
 For additional blocking, the situation is very similar. The only difference is that all additional 
dwell is appended after (and not before) the original blocking time. Additional blocking always 
immediately affects the successor operation of the same job. The algorithm for determining 
immediately affected operations is exactly the same, except that a “݈݀݁ܽݕ௞ ൌ 0” condition is not 
necessary in the second phase.  
 
4.2. Sectional Running Time Deviation 
 
In this section an algorithm for determining the immediate effect of a positive or negative deviation in 
sectional running time is proposed. As in section 4.1 the purpose of this algorithm is not to determine 
the effect of a particular amount (level) of delay. The finer details of this approach are shown in 
Algorithm 3 in Appendix A. There are three parts to the algorithm. The two “adjacent” successors are 
considered and the successor of the predecessor operation is also considered. The details of the three 
parts are similar to the details in the algorithm for additional dwell. The headway violation condition is 
evaluated for operations of other jobs. The blocking condition is evaluated for operations of the same 
job. In Figure 4 below some cases that can occur are more clearly demonstrated. 
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(a)     (b)     (c) 
Figure 4. Effects of positive srt deviation on the successor operation of the same job 
 
In 4(a) the entry time of the successor operation (i.e. of the same job) is postponed. In 4(b) the 
deviation is absorbed by the blocking time and there is no effect to the successor. In 4(c) the deviation 
exceeds the blocking time and the successor operation is affected. Changes in sectional running time 
also affect the predecessor operation of the job if it exists because any reduction in speed affects the 
time lag of the train. The time versus distance chart of Figure 5 demonstrates this. 
 
Figure 5. Effect of an srt Deviation on the predecessor operation of the train 
 
A srt deviation in an operation ݋௜,௞ may directly affect the two “adjacent” successor operations, 
namely ݋ܛܝ܋܋۸ሺ௜,௞ሻ and ݋ܛܝ܋܋ۻሺ݅, ݇ሻ. In addition the successor of its predecessor may be indirectly 
affected. All other operations are affected through these three. In order for the set of affected 
operations for ݋௜,௞ to be determined, ݋௜ᇲ,௞ᇲ the successor operation of the predecessor operation must 
occur after ݋௜,௞ in the topological ordering.  
 
Lemma 1: ݋௜,௞ ≺ ݋௜ᇲ,௞ᇲ  in the topological ordering ൫݅. ݁.		߬௜,௞ ൏ ߬௜ᇲ,௞ᇲ൯ when ݋௜ᇲ,௞ᇲ ൌ ߪ௠೔,ೖషభ,௣௢௦೔,ೖషభାଵ.   
Proof:  Standard precedence relations ensure that ߬௜,௞ିଵ ൏ ߬௜,௞ (i.e. ݋௜,௞ିଵ ≺ ݋௜,௞) and ߬௜,௞ିଵ ൏ ߬௜ᇲ,௞ᇲ 
(i.e. 	݋௜,௞ିଵ ≺ ݋௜ᇲ,௞ᇲ). To begin processing ݋௜ᇲ,௞ᇲ correctly it must be determined that ݋௜,௞ିଵ is really 
finished (i.e. the train has departed the section). To accomplish this, a disjunctive arc that emanates 
from a successor operation of ݋௜,௞ିଵ and terminates at ݋௜ᇲ,௞ᇲ is present. If train i is less than the length 
of section ݉௜,௞ିଵ then the successor operation is ݋௜,௞ and 	݋௜,௞ ≺ ݋௜ᇲ,௞ᇲ directly. Otherwise the 
successor operation is ݋௜,௞∗  where ݇∗ ൐ ݇ and 	݋௜,௞ ≺ ݋௜ᇲ,௞ᇲ  indirectly. 
 
 
5.  Determining General Effects of Delay 
 
Determining when each operation is affected by a delay in another is addressed in this section and is a 
more complex problem. Algorithms are proposed to accomplish this and are similar in nature to those 
used in the previous section to determine the immediate effect. The transitive closure of the disjunctive 
graph is provided in some circumstances. 
The main difference is that the delay that causes an effect or the delay that no longer causes an 
effect is calculated; in the previous algorithms only an immediate affect was identified. The delays are 
stored and propagated in the reverse order of the topological ordering. The manner in which the 
affected operations are propagated is also somewhat different. The outcome of the algorithm is set ܣ௜,௞ 
for each operation which can also be interpreted (visualised) as a step function.  For example consider 
the outcome for a particular operation: 
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21(7.66), 11(11.1), 12(11.1), 16(11.1), 13(15.44), 14(15.44), 15(15.44), 26(15.44), 27(15.44), 28(15.44), 
3(21.14), 4(21.14), 5(21.14) 
 
Note that this is a list of operation identifiers and delays. There are four values of delay, 7.66, 
11.1, 15.44 and 21.14 and associated with each of these is 1, 3, 6 and 3 operations respectively. In 
other words the 1, 3, 6 and 3 are the number of operations that become affected by a delay of 7.66, 
11.1, 15.44 and 21.14 respectively. The cumulative sum of the operations that become affected at each 
of these delays gives the total number of affected operations which is 1, 4, 10 and 13 respectively. 
These values may be plotted in a time versus number of affected operation chart as shown in Figure 6. 
The dotted line summarises the overall trend. A gradient measure can be defined to indicate the rate of 
change in the number of affected operations between successive intervals. For the example the 
gradients are 0.29, 2.239, 2 and 0.526 respectively. It should be noted that the number of affected 
operations does not change within the five time intervals however the objective function (i.e. 
performance of the timetable) could be continuously changing.  
 
 
 
Figure 6. A graph of operation delay versus total number of affected operations 
 
The algorithms of this section also determine the immediate effect of delay and make the 
algorithms of the previous section somewhat redundant. However they require additional 
computational overhead because the size of the transitive closure is much larger than the number of 
immediately affected operations. It should be noted that at worst the complexity of the algorithms are 
much the same as the best transitive closure algorithms. By today’s standards the disjunctive graph is 
not likely to contain hundreds of thousands of nodes and only then would excessive CPU time be 
required. It should be noted that these general algorithms could not have been created if the algorithms 
for determining immediately effected operations had not firstly been developed. An algorithm for 
determining the effect of a specific delay on all operations is unnecessary. The general algorithm 
returns the same information. The algorithms make use of the following property(s). 
 
Property 1: If ݋௜ᇲ,௞ᇲ ∈ ܽ௜,௞௧  then any delay in ݋௜,௞ that is greater than t will also affect operation ݋௜ᇲ,௞ᇲ.  
In other words if ݋௜ᇲ,௞ᇲ ∈ ܽ௜,௞௧   then ݋௜ᇲ,௞ᇲ ∈ ܽ௜,௞௧ᇲ 	∀ݐᇱ ൒ ݐ. 
Proof: Self evident. 
 
Corollary: If ݋௜ᇲ,௞ᇲ ∉ ܽ௜,௞௧ 	 but ݋௜ᇲ,௞ᇲ ∈ ܽ௜,௞௧̅ 	 for ݐ̅ ൐ ݐ there is some value ݐ∗ such that ݐ ൏ ݐ∗ ൏ ݐ̅  and 
݋௜ᇲ,௞ᇲ ∈ ܽ௜,௞௧ 	|ݐ ൒ ݐ∗ 
 
A line search may be used to identify ݐ∗ but would require a significant number of graph evaluations. 
If an operation is identified as being immediately affected then the analysis should look for ݐ∗ ∈ ൣݐ, 0൯. 
Otherwise the analysis should look for ݐ∗ ∈ ൫0, ݐ൧. For sectional running time deviations ݐ ൌ ݌௜,௞୫୧୬ െ
݌௜,௞ and ݐ ൌ ݌௜,௞୫ୟ୶ െ ݌௜,௞. Some reduction in computing is possible if all N-1 operations are considered 
at once. 
0 
1 
4 
7.66 11.1 
10 
13 
15.44 21.14 
Delay 
# Affected
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5.1. Additional Dwell 
 
In this section an algorithm for determining general effects of additional positive dwell is proposed. It 
should be noted that additional dwell is absorbed by “blocking” time. The finer details of this 
approach are shown in Algorithm 4 and 5 in Appendix A. There are two parts to the proposed 
algorithm; one for each successor operation. There are two successor operations; the next operation of 
the job (i.e. the job successor) and the next operation on the associated machine (i.e. the machine 
successor). The machine successor is affected if the additional dwell uses up the current headway time 
and any other idle time. The job successor is affected if there is no blocking time or when the 
additional dwell exceeds the blocking time that does exist. 
 The most important part of the algorithm is the propagation of the affected operations sets. The 
affected operations of the successor operation are added to the set of affected operations for the current 
operation. The dwell time that causes the effect is the previous value plus the dwell time that causes 
the successor operation to be affected. It should be noted that an operation cannot be inserted multiple 
times in an affected operations set. This is possible because an operation may be reached by more than 
one path in the disjunctive graph. If the operation is already in the set then the associated “time value” 
is updated. The minimum time value is recorded because this is the time that the operation is first 
delayed. All other time values are unnecessary and redundant.  
An analysis for negative dwell is theoretically possible but is reliant upon previous planned 
dwell times being present. In addition an analysis probably would not be warranted unless many trains 
had planned dwells of a reasonable magnitude; a small number would have little effect.  
 
5.2 Increases in SRT 
 
Determining the affects of sectional running time deviations is more difficult than additional dwell and 
this is primarily because of differences in the time lag parameter that occurs when train speeds are 
altered. In Figure 7, what occurs when the sectional running time of a train is increased is shown in a 
train chart diagram. At the top of Figure 7 the current undelayed situation is shown on a single section 
of rail. The train in focus is shown by the diagonal lines (i.e. the front and back end trajectories). The 
occupation of the next train is also shown; though the front and back end trajectories are not drawn for 
that train. Under the dotted line the general effect of changes is shown. It should be noted that the 
same speed occurs on the next section in 7(b) because it is the last operation of the job, but this does 
not occur otherwise, for example in 7(a). Similar figures including dwell time could alternatively have 
been displayed. 
 
  
(a)     (b) 
Figure 7. Determining absorbable srt deviations on a machine 
 
Safety headway 
Current separation 
Max delay before an affect 
Safety headway 
Max srt before an affect
Next operation
Safety headway
Current separation 
Max delay before an affect 
Safety headway 
Max srt before an affect
Next operation
Delay arrival 
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On a given machine the difference between the current separation and the safety headway 
provides room for deviations in the sectional running time of an operation ݋௜,௞. In other words the 
deviations can be absorbed without affecting the successor operation ݋௜ᇲ,௞ᇲ. The following balance 
equation results: 
 
        ݁݊ݐݎݕ௜,௞ ൅ ݏݎݐ௜,௞୫ୟ୶ ൅ ݀ݓ݈݈݁௜,௞ ൅ ݈ܽ݃௜,௞ ൅ ܪ௜,௞,௜ᇲ,௞ᇲ ൌ ݁݊ݐݎݕ௜ᇲ,௞ᇲ  where ݏݎݐ௜,௞୫ୟ୶ ൌ ݏݎݐ௜,௞ ൅ ߛ     (3) 
 
In this equation ܪ௜,௞,௜ᇲ,௞ᇲ is the safety headway (i.e. setup time) between ݋௜,௞ and ݋௜ᇲ,௞ᇲ. Using the 
above equation, the following equations can be used to determine the minimum speed and hence the 
maximum sectional running time: 
 
 ௜ܸ,௞୫୧୬ ൌ 60൫ܮ௝ୱୣୡ୲୧୭୬ ൅ ܮ௜୲୰ୟ୧୬൯/൫݁݊ݐݎݕ௜ᇲ,௞ᇲ െ ܪ௜,௞,௜ᇲ,௞ᇲ െ ݀ݓ݈݈݁௜,௞ െ ݁݊ݐݎݕ௜,௞൯ for ݇ ൌ ܭ௜        (4) 
 ௜ܸ,௞୫୧୬ ൌ 60൫ܮ௝ୱୣୡ୲୧୭୬൯/൫݁݊ݐݎݕ௜ᇲ,௞ᇲ െ ܪ௜,௞,௜ᇲ,௞ᇲ െ ݀ݓ݈݈݁௜,௞െ݈ܽ݃௜,௞െ݁݊ݐݎݕ௜,௞൯ for ݇ ൏ ܭ௜           (5) 
 ݏݎݐ௜,௞௠௔௫ ൌ 60൫ܮ௝ୱୣୡ୲୧୭୬/ ௜ܸ,௞୫୧୬൯               (6) 
 
The value 60 is necessary because the unit of time is minutes and the unit of speed is km/h. The 
denominator in the speed equations can never be zero because the difference between the two entry 
times must always be greater than or equal to the sectional running time of the first operation. In 
equation (4) it is unnecessary to subtract the original lag from the denominator because the length of 
the train is included in the traversed distance. These equations can be further simplified so that the 
absorbable delay (given by ߛ) can be computed. 
 
 ߛ ൌ ݁݊ݐݎݕ௜ᇲ,௞ᇲ െ ܪ௜,௞,௜ᇲ,௞ᇲ െ ݈ܽ݃௜,௞ െ ݀ݓ݈݈݁௜,௞ െ ݏݎݐ௜,௞ െ ݁݊ݐݎݕ௜,௞ for ݇ ൏ ܭ௜        (7) 
 ߛ ൌ ௅ೕ
౩౛ౙ౪౟౥౤
ቀ௅ೕ౩౛ౙ౪౟౥౤ା௅೔౪౨౗౟౤ቁ
൫݁݊ݐݎݕ௜ᇲ,௞ᇲ െ ܪ௜,௞,௜ᇲ,௞ᇲ െ ݀ݓ݈݈݁௜,௞ െ ݁݊ݐݎݕ௜,௞൯ െ ݏݎݐ௜,௞ for ݇ ൌ ܭ௜            (8) 
 
Given that ߣ௜,௝ ൌ ௅೔
౪౨౗౟౤
௅ೕ౩౛ౙ౪౟౥౤
 and 
௅ೕ౩౛ౙ౪౟౥౤
ቀ௅ೕ౩౛ౙ౪౟౥౤ା௅೔౪౨౗౟౤ቁ
ൌ ଵ൫ଵାఒ೔,ೕ൯ then equation (8) can be rewritten in the 
following way: 
 
 ߛ ൌ ଵ൫ଵାఒ೔,ೕ൯ ൫݁݊ݐݎݕ௜ᇲ,௞ᇲ െ ܪ௜,௞,௜ᇲ,௞ᇲ െ ݀ݓ݈݈݁௜,௞ െ ݁݊ݐݎݕ௜,௞ െ ൫1 ൅ ߣ௜,௝൯ݏݎݐ௜,௞൯ for ݇ ൌ ܭ௜         (9) 
 
Using the relation ݁ݔ݅ݐ௜,௞ ൌ ݁݊ݐݎݕ௜,௞ ൅ ݏݎݐ௜,௞ ൅ ݀ݓ݈݈݁௜,௞ ൅ ݈݀݁ܽݕ௜,௞ ൅ ݈ܽ݃௜,௞ the two equations can be 
rewritten as follows: 
 
 ߛ ൌ ݁݊ݐݎݕ௜ᇲ,௞ᇲ െ ܪ௜,௞,௜ᇲ,௞ᇲ െ ݁ݔ݅ݐ௜,௞ ൅ ݈݀݁ܽݕ௜,௞ for ݇ ൏ ܭ௜         (10) 
ߛ ൌ ଵ൫ଵାఒ೔,ೕ൯ ൫݁݊ݐݎݕ௜ᇲ,௞ᇲ െ ܪ௜,௞,௜ᇲ,௞ᇲ െ ݁ݔ݅ݐ௜,௞ ൅ ݈݀݁ܽݕ௜,௞ ൅ ݈ܽ݃௜,௞ െ ߣ௜,௝ݏݎݐ௜,௞൯ for ݇ ൌ ܭ௜      (11) 
  
The operation delay value is blocking time and this can be used to absorb further sectional running 
time deviations. Given that ݏݐ݈௜,௞ ൌ ߣ௜,௝ݏݎݐ௜,௞, equation (11) may also be written as follows: 
 
 ߛ ൌ ଵ൫ଵାఒ೔,ೕ൯ ൫݁݊ݐݎݕ௜ᇲ,௞ᇲ െ ܪ௜,௞,௜ᇲ,௞ᇲ െ ݁ݔ݅ݐ௜,௞ ൅ ݈݀݁ܽݕ௜,௞ ൅ ݈ܽ݃௜,௞ െ ݏݐ݈௜,௞൯ for ݇ ൌ ܭ௜            (12) 
 
On problems where the train length does not exceed any section, i.e. ݈ܽ݃௜,௞ ൌ ݏݐ݈௜,௞, then that term 
may be removed from the above equation. 
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Figure 8. Demonstration of the affect on the predecessor and its successor 
 
It should be recalled that any change in the sectional running time of an operation also alters the 
time lag of a predecessor operation of the same job, which results in a different exit time. The 
absorbable time lag is demonstrated in Figure 8.  
A change in the exit time of the predecessor operation may affect a successor operation on the 
same machine and this means that a third step is required in the algorithm. Similar calculations (as 
previously described) are necessary for determining the effect. For these calculations let ݋௜ᇲ,௞ᇲ ൌ
ܛܝ܋܋ۻ൫݋௜,௞∗൯ and let ݇∗ ൌ ݇ െ 1.  The standard time lag for the predecessor operation cannot exceed 
the following value: 
 
 ݁݊ݐݎݕ௜ᇲ,௞ᇲ െ ܪ௜,௞∗,௜ᇲ,௞ᇲ െ ݁݊ݐݎݕ௜,௞                      (13) 
 
Consequently the speed on the next section is: 
 ௜ܸ,௞୫୧୬ ൌ 60ܮ௜୲୰ୟ୧୬/൫݁݊ݐݎݕ௜ᇲ,௞ᇲ െ ܪ௜,௞∗,௜ᇲ,௞ᇲ െ ݁݊ݐݎݕ௜,௞൯                   (14) 
         
The sectional running time on that section cannot exceed:  
 
 ݏݎݐ௜,௞୫ୟ୶ ൌ 60൫ܮ௝ୱୣୡ୲୧୭୬/ ௜ܸ,௞୫୧୬൯              (15) 
              
A single equation for delay is hence: 
 
 ߛ ൌ ൫ܮ௝ୱୣୡ୲୧୭୬/ܮ௜୲୰ୟ୧୬൯ൣ݁݊ݐݎݕ௜ᇲ,௞ᇲ െ ܪ௜,௞∗,௜ᇲ,௞ᇲ െ ݁݊ݐݎݕ௜,௞൧ െ ݏݎݐ௜,௞        (16) 
        
This equation may also be written in the following way: 
 
 ߛ ൌ ൫1/ߣ௜,௝൯ൣ݁݊ݐݎݕ௜ᇲ,௞ᇲ െ ܪ௜,௞∗,௜ᇲ,௞ᇲ െ ݁݊ݐݎݕ௜,௞ െ ߣ௜,௝ݏݎݐ௜,௞൧           (17) 
 
The complete algorithm can be found in Algorithm 6 and 7 in Appendix A. There are significant 
differences between algorithm 6 for the additional sectional running time scenario and algorithm 4 for 
the additional dwell scenario. Algorithm 6 is more complex and this is primarily due to time lag 
differences that affect the propagated values of delay. Time lags are static for the additional dwell 
scenario.  
 During the propagation phase, the values of delay must be refined. The values cannot always be 
added “as is” because they often refer to delays to different trains on different sections, in which case 
time lag conditions would be different. In order to correctly calculate the delays that cause an effect, it 
is necessary for the original unaltered (and unscaled) values of delay to be used. In order for them to 
be used they must be stored. An element of set A therefore becomes a three tuple. In addition the 
UpdateAffected function is altered so that unscaled values of delay are also assigned.  
 For each of the propagation phases, if operation k  is the last operation of the associated job, 
then some of the delay will be taken up by additional time lag that may not occur when operation k is 
delayed. Therefore the original values must be unscaled. After this un-scaling, further scaling may be 
necessary, for example to make the value suitable for a particular machine or to include time lag 
Next 
operation 
Safety headway Absorbable time lag 
Max delay 
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effects that have not yet been included. Scaling either increases or decreases the value. Division by 
ሺ1 ൅ ߣሻ  is used when the velocity is decreased and there is an increased time lag. It results in a 
decreased value. Division by ߣ  is used when a value of delay has not yet included the time lag. It 
results in an increased value of delay. 
In conventional scheduling problems, where alterations to existing processing times do not 
cause other more sophisticated effects, Algorithm 6 would be far simpler. For example the propagation 
phase would be much more straightforward. 
 
5.3 Decreases in SRT 
 
In this section the effect of sectional running time reductions is considered. A reduced sectional 
running time results in the early arrival of a train and the amount of earliness may be called a negative 
deviation (delay). Earliness may be quite desirable in some train scheduling applications but may be 
equally undesirable in others. This however has no impact on the sensitivity analysis procedures that 
are developed here. 
It should be first be noted that the effect of earliness cannot be identified in standard train 
scheduling models because train itineraries are fixed, and there is no mechanism to feasibly “left shift” 
trains (in time). In this paper this is not so because a job shop based model of train operations has been 
used and automatic rescheduling can be performed by re-evaluating the disjunctive graph.  
The purpose of analysing negative sectional running time deviations is to obtain another step 
function like the one shown in Figure 6. This step function is part of the one determined from the 
analysis of positive sectional running time deviations. More accurately it is the left side (or left of the 
y-axis) component.  
It should be recalled that once an operation is affected then it continues to be affected no matter 
how much the source operation is additionally delayed. This property was introduced at the start of 
Section 5. For negative sectional running time deviations the same property holds though it has 
different implications here. For example as the sectional running time decreases an operation that was 
once affected could become unaffected. Furthermore any operation that is not immediately affected 
cannot become affected (or similarly unaffected) as the sectional running time is further decreased.  
As a consequence of these properties, it is evident that the step function can only decrease for 
negative delays. Additionally, if nothing is immediately affected, by a positive delay, then the 
previously obtained step function is complete. This is because no further operations can be affected by 
sectional running time reductions. On the other hand, if one or more operations are immediately 
affected by a delay in some operation, then the step function is not complete and should be extended.  
It is assumed that release times have not been assigned to any operations. This would affect how 
far an operation is left shifted as a consequence of a reduction in the sectional running time of another 
operation. The added complications of removing this assumption are outside the scope of this paper 
and are a possible source of further research. 
Negative sectional running time deviations cause complications for an analysis of affected 
operations. For example the problem is now that of determining when there isn’t an effect as opposed 
to determining when there is. In order for an efficient algorithm to be developed, the “local” effect of a 
reduction is first considered. This involves determining when “immediate” successor operations are 
not affected. The occurrence of blocking is inspected. No blocking typically implies that the operation 
is continuously affected, whereas blocking time implies that at some point the operation will no longer 
be affected. This leads to the following definitions and properties. 
 
Property 2: For a decrease of ߛ ൑ ݌௜,௞ െ ݌௜,௞୫୧୬  in the sectional running time of` ݋௜,௞, the successor 
operation on the associated machine, namely ݋௜ᇲ,௞ᇲ ൌ ܛܝ܋܋ۻ൫݋௜,௞൯ if it exists, is affected if i) ݁ݔ݅ݐ௜,௞ ൅
ܪ௜,௞,௜ᇲ,௞ᇲ ൌ ݁݊ݐݎݕ௜ᇲ,௞ᇲ and ii) ሺ݇ᇱ ൌ 1ሻ or ൫݇ᇱ ൐ 1 ∧ ݈݀݁ܽݕ௜ᇲ,௞ᇲିଵ ൐ 0൯. The successor operation ݋௜ᇲ,௞ᇲ 
will no longer be affected when ݌௜,௞ is reduced to ܕ܉ܠ൫݌௜,௞୫୧୬, ݌௜,௞ െ ݈݀݁ܽݕ௜ᇲ,௞ᇲିଵ൯  or equivalently it is 
reduced by an amount ܕܑܖ൫݌௜,௞ െ ݌௜,௞୫୧୬, ݈݀݁ܽݕ௜ᇲ,௞ᇲିଵ൯. 
 
Proof: Condition (i) ensures that the successor operation is immediately affected by any change 
(positive or negative) in ݌௜,௞. This has been previously established in an earlier section. If this 
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condition is not met, then condition (ii) does not need to be evaluated. If ሺ݇ᇱ ൌ 1ሻ then operation ݋௜ᇲ,௞ᇲ 
has no predecessor operation of the same job. Consequently it can be left shifted without limit as there 
is no technical condition governing when the operation can be begun. If there is a predecessor 
operation, but ݈݀݁ܽݕ௜ᇲ,௞ᇲିଵ ൌ 0, then ݋௜ᇱ,௞ᇱ cannot be left shifted as its entry time is governed by the 
exit time of the predecessor ݋௜ᇲ,௞ᇲିଵ that is static. If there is a predecessor operation and 
݈݀݁ܽݕ௜ᇲ,௞ᇲିଵ ൐ 0, then ݋௜ᇲ,௞ᇲ can be left shifted by the amount ݈݀݁ܽݕ௜ᇲ,௞ᇲିଵ as long as it is less than 
݌௜,௞ െ ݌௜,௞୫୧୬. If it is not, then the amount of left shift is ݌௜,௞ െ ݌௜,௞୫୧୬.  Case ii) is shown in the Figure 9 
below. 
 
Figure 9. The effect on a successor operation on the same machine 
 
Property 3: For a decrease ߛ ൑ ݌௜,௞ െ ݌௜,௞୫୧୬ in the sectional running time of ݋௜,௞, the successor 
operation ݋௜,௞ାଵ ൌ ܛܝ܋܋۸൫݋௜,௞൯ is not affected if operation ݋௜,௞ is blocked (i.e. ݈݀݁ܽݕ௜,௞ ൐ 0). If 
݈݀݁ܽݕ௜,௞ ൌ 0 then the successor operation ݋௜,௞ାଵ is possibly affected. Operation ݋௜,௞ାଵ will no longer 
be affected when ݌௜,௞ is reduced to ܕ܉ܠ൫݌௜,௞୫୧୬, ݌௜,௞ െ ݁݊ݐݎݕ௜,௞ାଵ ൅ ܪ௜ᇲ,௞ᇲ,௜,௞ାଵ ൅ ݁ݔ݅ݐ௜ᇲ,௞ᇲ൯ or 
equivalently it is reduced by an amount, ܕܑܖ൫݌௜,௞ െ ݌௜,௞୫୧୬, ݁݊ݐݎݕ௜,௞ାଵ െ ܪ௜ᇲ,௞ᇲ,௜,௞ାଵ െ ݁ݔ݅ݐ௜ᇲ,௞ᇲ൯ where 
݋௜ᇲ,௞ᇲ ൌ ܘܚ܍܌ۻ൫݋௜,௞ାଵ൯. In other words, if ݁݊ݐݎݕ௜,௞ାଵ െ ݁ݔ݅ݐ௜ᇲ,௞ᇲ ൌ ܪ௜ᇲ,௞ᇲ,௜,௞ାଵ then the successor is 
no longer affected.  If ݁݊ݐݎݕ௜,௞ାଵ െ ݁ݔ݅ݐ௜ᇲ,௞ᇲ ൐ ܪ௜ᇲ,௞ᇲ,௜,௞ାଵ	then the successor is affected. 
 
Proof: If ݋௜,௞ is blocked then any reduction in processing will just cause more blocking. Therefore the 
successor cannot be affected. If ݋௜,௞ is not blocked, then the successor can be performed earlier. If the 
predecessor is performed on a standard machine, then it cannot be started earlier than the exit time of 
its predecessor plus any separation time. If ݋௜,௞ାଵ is performed on a capacitated buffer then there is no 
limit on its start time other than the possibility of buffer overflows being created and resultant 
schedule infeasibility. The three cases are shown in Figure 10 below. 
 
 
(a) not affected    (b) no longer affected   (c) affected 
Figure 10. The effects on a successor operation of the same job 
 
Property 4: For a decrease ߛ ൑ ݌௜,௞ െ ݌௜,௞୫୧୬ in the sectional running time of ݋௜,௞, the operation 
݋௜ᇲ,௞ᇲ ൌ ܛܝ܋܋ۻ൫݋௜,௞ିଵ൯ is affected if i) it exists,  ii) ݁ݔ݅ݐ௜,௞ିଵ ൌ ݁݊ݐݎݕ௜ᇲ,௞ᇲ െ ܪ௜,௞ିଵ,௜ᇲ,௞ᇲሻ and iii)  
ሺ݇ᇱ ൌ 1ሻ ∨ ൫݇ᇱ ൐ 1 ∧ ݈݀݁ܽݕ௜ᇲ,௞ᇲିଵ ൐ 0൯. Operation ݋௜ᇲ,௞ᇲ will no longer be affected when ݌௜,௞ is 
reduced to ܕ܉ܠ൫݌௜,௞୫୧୬, ݌௜,௞ െ ݈݀݁ܽݕ௜ᇲ,௞ᇲିଵ൯ or equivalently it is reduced by an amount ܕܑܖ൫݌௜,௞ െ݌݅,݇min,݈݀݁ܽݕ݅′,݇′െ1. 
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Proof:  A reduction in the sectional running time of ݋௜,௞ causes a reduction in the time lag on the 
predecessor section. Consequently the exit time of ݋௜,௞ିଵ	will be earlier. Its machine successor ݋௜ᇲ,௞ᇲ 
could possibly start earlier too, but only if it is immediately affected by any change in the exit time of 
݋௜,௞ିଵ, and either it is the first operation of a job or its predecessor ݋௜ᇲ,௞ᇲିଵ is blocked. If ݋௜ᇲ,௞ᇲିଵ  is not 
blocked then ݋௜ᇲ,௞ᇲ  cannot be left shifted at all. 
 
To complete the analysis, the minimum achievable sectional running times (or equivalently the 
maximum train speeds) must be decided upon. In practice it is quite unrealistic for these times to be 
reducible to zero. These values may be defined before or after the analysis. If they are defined 
afterwards, the results can easily be updated using the re-definition property below. If they are defined 
before, then the analysis can use these values in the mathematical expressions. Last it should be noted 
that if the reductions are consistently small (i.e. for each operation), there may be little effect in the 
schedule and little benefit will be obtained from an analysis of this sort.  
 
Re-definition Property: If it is established that operation ݋௜ᇲ,௞ᇲ is no longer affected when operation 
݋௜,௞ is reduced by more than ߛ time, and a new processing time limit of ݌௜,௞୫୧୬ is defined such that 
ߛ ൐ ݌௜,௞ െ ݌௜,௞୫୧୬, then operation ݋௜ᇲ,௞ᇲ is redefined as continuously affected. 
 
 To determine which operations are continuously affected and which are not, a different 
approach to that taken in Algorithm 6 for positive sectional running time deviations has been 
developed. Algorithm 6 is clearly insufficient (as is) because it determines the extent of right shifts 
and not left shifts. Moreover if it is at all possible, Algorithm 6 is not easily modified to determine the 
effect of left shifts. 
 It should be recalled that the effect of positive delays is additive; i.e. it causes knock on effects. 
These are determined from operations that have already been traversed in Algorithm 6. For example at 
each step local limitations on right shifts are added to other right shift limitations. As the algorithm 
progresses, information on which operations are affected by others is built up. For negative sectional 
running time deviations, the effect is not “additive”. It is already known which operations are 
immediately affected. In this scenario operations that are not immediately affected are static and 
cannot be influenced. The entry time of immediately affected operations however can be earlier as a 
result of the reduction in the sectional running time of another, but it is optional. There is no rule that 
says these operations must be left shifted. The operations are started earlier because there is the 
possibility of some benefit. In contrast, a knock on effect forces change and there is no option. 
 For negative sectional running time deviations, even though processing times are reduced, the 
effect is still “to the right” of the current operation. Therefore the operations must still be traversed in 
the reverse topological ordering. 
 The effect of a reduction in terms of the greatest possible left shift is known, i.e. it is given by 
the value ݁݊ݐݎݕ௞ᇲ െ ݌௞ where ݋௞ᇱ is an immediately effected operation.  Therefore there is no need to 
propagate effects. What must be identified however is that the left shift is actually possible! An 
operation is no longer affected because it runs into the back of another unaffected operation. The 
unaffected operation is either the predecessor operation on the same machine if one exists or a 
predecessor operation of the same job, if one exists. Because predecessor operations of the same job or 
on the same machine may also be immediately affected, calculations involving them must be 
performed first. Therefore at each step of the new algorithm the contents of ܣ௞ must be topologically 
reordered. In other words, the operations are considered sequentially based upon their position in the 
topological ordering. The finer details of the approach are given in Algorithm 8 in Appendix A. 
 
 
6. Determining the Impact of Delay 
 
6.1. Makespan Objective 
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For the makespan objective, the sets of affected operations may be used to determine the impact of 
delays. For example, given ܣ௜,௞, the impact of a delay of t in operation ݋௜,௞ can be precisely quantified 
in the following way: 
 
 ܼᇱ൫݋௜,௞, ݐ൯ ൌ ܕ܉ܠ∀ሺ௢೔ᇲ,ೖᇲ,௧ᇲሻ∈஺೔,ೖ|௧ᇲஸ௧ሺܼ, ݁ݔ݅ݐ௜ᇲ,௞ᇲ ൅ ܕ܉ܠ൫0, Fଵሺ݋௜,௞, ݐ െ ݐ′ሻ൯ െ ݈݀݁ܽݕ௜ᇲ,௞ᇲሻ	    (18) 
where ۴૚൫݋௜,௞, ݐ൯ ൌ ቊ
ݐ 	݇ ൏ ܭ௜
ݐ൫1 ൅ ߣ௜,௠೔,ೖ൯ ݇ ൌ ܭ௜
				
	  
 
Only the affected operations can increase the makespan. The value ݐ െ ݐ′ is the amount of delay over 
and above that which causes the effect.  For the last operation of the job, the value ݐ െ ݐ′ must be 
rescaled because of the change in time lag that occurs. For the additional dwell scenario, the value 
ݐ െ ݐ′ is sufficient and does not need to be rescaled. The value given by the function  ۴૚൫݋௜,௞, ݐ െ ݐ′൯ is 
the extra sectional running time or dwell time of ݋௜,௞ and the amount of time that ݋௜ᇲ,௞ᇲ is postponed. 
The amount by which the exit time of ݋௜ᇲ,௞ᇲ  is postponed, provided that it was not originally blocked, 
is also ۴૚൫݋௜,௞, ݐ െ ݐ′൯. If ݋௜ᇲ,௞ᇲ  had been blocked, then it will still be blocked if ۴૚൫݋௜,௞, ݐ െ ݐ′൯ ൏
݈݀݁ܽݕ௜ᇲ,௞ᇲ. Otherwise the exit time increases by ۴૚൫݋௜,௞, ݐ െ ݐ′൯ െ ݈݀݁ܽݕ௜ᇲ,௞ᇲ. 
 
6.2. Total Train Delay Objective 
 
The impact of a delay of t in operation ݋௜,௞ can be precisely quantified in the following way for the 
total train delay objective. 
 
 ܼᇱ൫݋௜,௞, ݐ൯ ൌ ܼ ൅ ∑ ۴૚൫݋௜,௞, ݐ െ ݐᇱ൯∀ሺ௢೔ᇲ,ೖᇲ,௧ᇲሻ∈஺೔,ೖ|௧ᇲஸ௧,௞ᇲவଵ  
 ൅∑ ൫ܕ܉ܠ൫݈݀݁ܽݕ௜ᇲ,௞ᇲ െ ۴૚൫݋௜,௞, ݐ െ ݐᇱ൯ , 0൯ െ ݈݀݁ܽݕ௜ᇲ,௞ᇲ൯∀ሺ௢೔ᇲ,ೖᇲ,௧ᇲሻ∈஺೔,ೖ|௧ᇲஸ௧,ௗ௘௟௔௬೔ᇲ,ೖᇲவ଴   (19) 
 
An affected operation has its entry time postponed by the amount ۴૚൫݋௜,௞, ݐ െ ݐᇱ൯. Consequently the 
exit time of the predecessor operation is postponed if it exists and additional train delay of this amount 
is incurred.   
 If a blocked operation has its entry time postponed then the amount of blocking could be 
reduced or eliminated. For example if ݈݀݁ܽݕ௜ᇲ,௞ᇲ	is greater than zero and ۴૚൫݋௜,௞, ݐ െ ݐᇱ൯ ൏ ݈݀݁ܽݕ௜ᇲ,௞ᇲ, 
then the total train delay is reduced by ۴૚൫݋௜,௞, ݐ െ ݐᇱ൯. If ۴૚൫݋௜,௞, ݐ െ ݐᇱ൯ ൐ ݈݀݁ܽݕ௜ᇲ,௞ᇲ then operation 
݋௜ᇲ,௞ᇲ is no longer delayed, and the total train delay is reduced by ݈݀݁ܽݕ௜ᇲ,௞ᇲ. 
 
6.3. Timetable Adherence Objectives 
 
This refers to a total time window violation objective. Further details about train scheduling involving 
time windows can be found in Burdett and Kozan (2009a). The impact of a delay of t in operation ݋௜,௞ 
can be precisely quantified in the following way: 
 
 ܼᇱ൫݋௜,௞, ݐ൯ ൌ ܼ ൅ ∑ ቂ۴૛൫݋௜ᇲ,௞ᇲ , ݁݊ݐݎݕ௜ᇲ,௞ᇲ ൅ ψ൯ െ ݐݓݒ௜ᇲ,௞ᇲୣ୬୲୰୷ቃ∀ఘ∈஺೔,ೖ|௧ᇲஸ௧   
  ൅∑ ቂ۴૜ ቀ݋௜ᇲ,௞ᇲ , ݁ݔ݅ݐ௜ᇲ,௞ᇲ ൅ ܕ܉ܠ൫0, ψ െ ݈݀݁ܽݕ௜ᇲ,௞ᇲ൯ቁ െ ݐݓݒ௜ᇲ,௞ᇲୣ୶୧୲ ቃ∀ఘ∈஺೔,ೖ|௧ᇲஸ௧   
           ൅∑ ൣ۴૜൫݋௜ᇲ,௞ᇲିଵ, ݁ݔ݅ݐ௜ᇲ,௞ᇲିଵ ൅ ψ൯ െ ݐݓݒ௜ᇲ,௞ᇲିଵୣ୶୧୲ ൧∀ఘ∈஺೔,ೖ|௧ᇲஸ௧,௞ᇲவଵ,௢೔ᇲ,ೖᇲషభ∉௔೔,ೖ,நவ଴      (20) 
 
where  ߩ ൌ ሺ݋௜ᇲ,௞ᇲ , ݐᇱሻ and ψ ൌ ۴૚൫݋௜,௞, ݐ െ ݐ′൯ and: 
 ۴૛൫݋௜,௞, ݐ൯ ൌ ܕ܉ܠ൫݁݊ݐݎݕ௜,௞୫୧୬ െ ݐ, 0൯ ൅ܕ܉ܠ	ሺݐ െ ݁݊ݐݎݕ௜,௞୫ୟ୶, 0ሻ        (21) 
 ۴૜൫݋௜,௞, ݐ൯ ൌ ܕ܉ܠ൫݁ݔ݅ݐ௜,௞୫୧୬ െ ݐ, 0൯ ൅ܕ܉ܠ	ሺݐ െ ݁ݔ݅ݐ௜,௞୫ୟ୶, 0ሻ            (22) 
 
۴૛ and ۴૜ determine the time window violation associated with the new entry and exit times 
respectively. It should be recalled that the entry time of ݋௜ᇲ,௞ᇲ is postponed by ۴૚൫݋௜,௞, ݐ െ ݐ′൯ and the 
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exit time of ݋௜ᇲ,௞ᇲ is postponed by ܕ܉ܠ൫0, ۴૚൫݋௜,௞, ݐ െ ݐ′൯ െ ݈݀݁ܽݕ௜ᇲ,௞ᇲ൯. Therefore new entry and exit 
times can be computed and new time window violations can be determined. The sum of the new time 
window violations is added to the previous objective value and the sum of the old values are 
subtracted. 
 The third part of the equation is associated with the exit time of predecessor operations being 
postponed. For example if an operation ݋௜ᇲ,௞ᇲ has its entry time postponed then the exit time of the 
predecessor operation ݋௜ᇲ,௞ᇲିଵ must also be altered.  The predecessor operation ݋௜ᇲ,௞ᇲିଵ  cannot be a 
member of ܽ௜,௞ because it would then be counted twice. 
 
7. Numerical Investigations 
 
The application of our approach is now detailed on two case studies. Both cases studies arise from 
portions of the important North Coast Line in Queensland, Australia. This line runs from Brisbane to 
Cairns and is approximately 1600 km long in entirety. 
 
7.1. Case Study 1 
 
The portion considered here is approximately 60 km and involves 10 sections and 9 sidings. The line 
is bi-directional. Each siding is one kilometre long and the section lengths (in km) are as follows: 4.75, 
1.13, 3.56, 4.72, 9.93, 2.9, 5.25, 2.48, 8.93, 5.55. Four trains travel at 80 km/h, three at 100 km/h and 
three at 120 km/h. A ten train schedule is analysed and this is shown in Figure 11.  
 
 
Figure 11. Diagram of first considered train schedule 
 
Figure 11 is essentially a distance versus time chart. Distances occur on the y-axis and time along the 
x-axis. Trains are presented by diagonal lines (i.e. profiles). There is one for the front of train and one 
for the rear of the train. Bounding rectangles show occupation time on each section of rail. This chart 
and the sensitivity analysis have been implemented and added to a prototype train scheduling 
software. 
The results of the numerical investigation are now discussed. All of the algorithms developed in 
this paper have been utilised. In particular, the algorithms of section 4, 5, and 6 have been run 
separately. The raw results are somewhat large and therefore cannot be shown in entirety. One portion 
of the results is however given as a table and this can be found in Appendix B. That table shows the 
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effect of sectional running time increases across the entire schedule. The number in brackets in the 
first column is the number of affected operations. For example, operation 54 affects 28 other train 
operations but none are immediately affected. Operation 33 effects more operations (i.e. 40), and 17 
are immediately affected. The number in brackets in the second column is the sectional running time 
increase that causes the operation to be delayed. The time to obtain the results shown in Appendix B is 
instantaneous on a modern PC. 
The raw information shown in the Appendix can be summarised in a variety of ways. Bar charts 
of the number of immediately affected and the number of generally affected operations are hence 
shown in Figures 12-14. The operations in the bar charts have been ordered, from smallest to largest 
number of affected operations. 
 
 
a) Deviation in srt     b) Deviation in dwell 
Figure 12. Bar chart of # of immediately affected operations for each operation 
 
 
a) Increase in srt     b) Decrease in srt 
Figure 13. Bar chart showing number of affected operations for each operation (SRT case) 
 
 
Figure 14. Bar chart showing number of affected operations for each operation 
 (Dwell time increase) 
 
It is interesting to note that increases in sectional running time have had a linear effect. The other 
charts show that many operations (if delayed) would not affect too many others. There are however 
many operations whose delay would have a great impact on the schedule. The general affect is also 
quite exponential in some of the figures.  
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In summary every schedule that is analysed would have a different set of bar charts. The 
considered train schedule was optimised for throughput; therefore delays to this schedule have more 
impact than would a schedule that utilises less line capacity. 
 
7.2.  Case Study 2 
 
The portion considered here is approximately 120 km and involves 20 sections and 19 sidings. The 
line is bi-directional. A 20 train timetable is analysed and this is shown in Figure 15. This timetable 
also highly utilises the line capacity. There are four trains in each speed category. The speed categories 
are as follows: 60, 80, 100, 120 and 160 km/h.  
 
 
Figure 15. Diagram of second considered train schedule 
 
 
Bar charts of the number of immediately affected and the number of generally affected 
operations are shown in Figures 16-18. The operations in the bar charts have been again ordered, from 
smallest to largest number of affected operations. 
 
  
 a) Deviation in srt     b) Deviation in dwell 
Figure 16. Bar chart of # of immediately affected operations for each operation 
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a) Increase in srt     b) Decrease in srt 
Figure 17. Bar chart showing number of affected operations for each operation (SRT case) 
 
 
Figure 18. Bar chart showing number of affected operations for each operation 
 (Dwell time case) 
 
In conclusion, the bar charts in Figure 16-18 have very similar shape to those shown in Figure 12-14. 
Therefore in a more general sense we may conclude also that delays propagate through train 
timetables optimised for the makespan objective, in the same way. Further investigation and testing of 
timetables created according to other objectives that do not heavily utilise line capacity, are a source of 
future research and should be investigated. 
 
 
8. Conclusions 
 
Computationally efficient algorithms were developed in this paper for identifying the effect of delay in 
terms of affected operations. The proposed algorithms utilise a disjunctive graph model of train 
operations. Calculations are performed at each operation node in a topological ordering and sets of 
affected operations and accompanying delay values are propagated to other operation nodes. Upon 
completion, information about when each operation is affected by a delay in any other, in the entire 
predictive train timetable, is available. This information can be used as part of a predictive and 
proactive (as opposed to reactive) approach to scheduling. The main theory behind the propagation 
approach is to test the effect of all pairs of adjacent operations and to use this information to identify 
relationships between pairs of operations that are not directly adjacent. The information present in the 
sets of affected operations can also be used to explicitly measure the impact of the delay. Equations for 
three objective criteria were developed. These equations are more efficient and superior to an 
alternative approach that involves the re-evaluation of the disjunctive graph. 
It is foreseeable that knowledge of affected operations could be used to improve the selection of 
perturbations (i.e. moves) in meta-heuristic approaches for schedule refinement. This is a source for 
further research. It is also possible that the results of the proposed sensitivity analysis (i.e. the number 
of affected operations and the associated delays) could be used to explicitly define the robustness of a 
schedule. This possibility provided significant motivation for developing this approach and research 
continues here. 
It should be noted that the proposed analysis could be used to determine a more robust schedule 
to delay propagation, by inserting buffer times in between critical operations, i.e. those operations that 
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have a large impact on other operations. As the proposed approach considers the effect of a delay to a 
single operation, a computationally efficient approach that considers jointly the delay to multiple 
operations is perhaps possible and could be investigated in future. Whether our approach, or one like 
it, is extendible for this situation, is not currently known. 
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Appendix A:  Algorithm Pseudo Codes 
 
Algorithm 1. GetAffected  t  
Begin 
z zentry entry z     // Make a copy of the current entry times. 
for  1,..,z O  // For operation z 
begin 
  MakeDelay  ,zo t ; // Delay the operation 
  Evaluate(); // Re-evaluate the predictive schedule 
for  1,..,z O   if  z zentry entry    t tz z za a o   ; // Update affected operations 
MakeDelay  ,zo t ; // Undo the delay to the operation 
end 
End 
 
Algorithm 2. GetImmediatelyAffected_Dwell() 
Begin 
  : ; 1,...,ka k O   // Initialise set of affected operations 
for  2,..,i O  begin 
  1: O ik    ; // Select next operation from the topological ordering   
   :k k  succM ; // Identify the next sequenced operation if one exists 
  if    exists , 0k k kk entry exit H k k delay       then    
      :  iff 0k k k ka a k a delay      
   :k k  succJ ; // Identify the next operation of the same job if one exists 
  if   exists 0kk delay    then    :  iff 0k k k ka a k a delay     ; 
end  
End 
 
Algorithm 3.  GetImmediatelyAffected _SRT() 
Begin 
  : 1,...,ka k O  ; // Initialise set of affected operations 
for  2,..,i O begin 
  1: O ik    ; // Select next operation from the topological ordering 
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   :k k  succM ; // Identify the next sequenced operation if it exists 
  if    exists ,k kk exit H k k entry      then    :  iff 0k k k ka a k a delay      
   :k k  succJ ; // Identify the next operation of the same job 
  if   exists 0kk delay    then    :  iff 0k k k ka a k a delay     ; 
   :k k  predJ ; // Identify the previous operation of the same job 
if   existsk k BufferOpn    then begin 
    :k k  succM ; // Identify the next operation in the sequence 
 if    exists ,k kk exit H k k entry       then  
       :  iff 0k k k ka a k a delay       
end 
end  
End 
 
Algorithm 4. GetAffected_DwellPlus() 
Begin 
  : 1,...,kA k O   // Initialise set of two tuples for each operation 
for  2,..,i O  begin 
  1: O ik    ; // Select next operation from the topological ordering 
   :k k  succM ; // Identify the next sequenced operation 
  if   existsk  begin // There is a successor operation in the sequence 
   // Determine greatest amount of delay that can be absorbed: 
    : ,k kentry exit H k k     ; 
   UpdateAffected  , ,k k  ; // Add ko  to the record for ko  
   // Copy affected operation list for ko  to the list for ko : 
    ,k ko t A    : UpdateAffected  , ,k k t   ;   
  end  
   :k k  succJ ; // Identify the next operation of the same job 
  if   existsk  then begin // A successor operation of the same job exists 
   // The successor is not directly affected if the operation is blocked: 
   : kdelay  ;  
   UpdateAffected  , ,k k  ;  // Add ko  to the record for ko  
   // Copy affected operation list for ko  to the list for ko : 
    ,k ko t A    : UpdateAffected  , ,k k t   ;   
  end 
end  
End 
 
Algorithm 5. UpdateAffected  , ,k k t   
Begin 
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 if   ,k ko t A   then  : ,k k kA A o t   ; // Add a new record 
  else if   ,k ko t A   then  : min , ;t t t // Update record only  
End 
 
Algorithm 6. GetAffected_SRTPlus() 
Begin 
  : 1,...,kA k O   // Initialise set of two tuples for each operation 
for  2,..,i O  begin 
1: O ik    ; // Select next operation 
train section
( ) ( ): J k M kL L  ; 
// Part 1: Determine the effects through the next operation on the same machine 
 :k k  succM ; // Identify the next sequenced operation 
 if   existsk  begin  // There is a successor operation in the sequence 
 unscaled : H ,k k kentry exit k k delay      ; 
if    existsksuccJ  then unscaled: ;   // Assign the delay 
else    unscaled: 1k klag - stl      // Refine the delay   
  UpdateAffected  unscaled, , ,k k   ; // Add ko  to the record for ko  
    unscaled, ,k ko t t A   // Propagate sets of affected operations 
    begin  
    if   existsksuccJ  then  : ;t t   else unscaled: ;t t   
    if   does not exist and 0kk delay succJ  then   : 1 ;t t     
    UpdateAffected  unscaled unscaled, , ,k k t t    ;   
   end 
  end 
 
  // Part 2: Determine the effects through the next operation of the same job 
   :k k  succJ ; // Identify the next operation of the same job 
  if   existsk  then begin // A successor operation of the same job exists 
   : kdelay  ; unscaled : ;   
 UpdateAffected  unscaled, , ,k k   ;  // Add ko  to the record for ko  
    unscaled, ,k ko t t A    : // Propagate sets of affected operations 
   begin 
    if   existsksuccJ  then  : ;t t   else unscaled: ;t t   
    UpdateAffected  unscaled unscaled, , ,k k t t    ;   
   end 
  end 
 
  // Part 3: Determine effects via the predecessor operation of the same job 
   :k k  predJ ; // Identify the previous operation of the same job 
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if   existsk k BufferOpn    then begin 
    :k k  succM ; // Identify the next operation in the sequence 
 if  existsk  then begin // There is a successor operation in the sequence 
        : 1 ,k k kentry H k k entry srt        ; 
  unscaled : ;   
    UpdateAffected  unscaled, , ,k k   ;  // Add ko  to the record for ko  
     unscaled, ,k ko t t A    : // Propagate sets of affected operations 
    begin 
     if   existsksuccJ  then  : ;t t   else unscaled: ;t t   
     : / ;t t    // Scale the delay for the correct machine 
     UpdateAffected  unscaled unscaled, , ,k k t t    ;     
    end  
 end 
 end  
end 
End 
   
Algorithm 7. UpdateAffected  scaled unscaled, , ,k k t t  
Begin 
 if   , ,k ko t t A   then  scaled unscaled: , ,k k kA A o t t  ; // Add a new record 
 else  scaled: min , ;t t t   unscaled: min , ;t t t  // Update record only 
End 
 
Algorithm 8. GetAffected_SRTMinus() 
Begin 
  : 1,...,kA k O   // Initialise set of two tuples for each operation 
// Step 1: Determine immediately affected operations  
GetIAffected_SRT( A );  
// Step 2: Determine when immediately affected operations are no longer affected 
for  2,..,i O  begin 
1: O ik    ; // Consider the ith operation in the reverse topological ordering 
   , , , | ,  k k k k k k ko o o o A k k            ; // Reorder operations in kA so that they 
are in topological order. 
   ,k ko t A  : // For each immediately affected operation 
  begin 
   k klb entry p  ; // Determine the earliest possible entry time of ko   
   // Determine whether kentry   can equal lb 
 ;k k  predJ  // Identify the predecessor operation of the same job 
   if  existsk begin 
    1 k klimit entry delay   ; // Maintain exit time co-dependance 
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if   ,k ko t A     // ko   is affected by ko  
 1 ;limit t   // Propagate the previously stored value 
    else if   ,  and k ko t A k k     // ko   is not affected by ko  
      1 klimit p  ;  // ko   can be further left shifted 
   end 
   else 1limit lb ; // There is no limitation on the entry time of ko     
    ;k k  predM // Identify the predecessor operation on the same machine 
   if  existsk begin 
     2 , ;klimit exit H k k     // Identify standard left shift limitation 
    if   ,k ko t A   // ko   is affected by ko  
2 ;limit t   // Propagate the previously stored value 
    else  // ko   is not affected by ko but its exit time may be 
    begin 
     if  k k  2 klimit p  ;  // ko   can be further left shifted 
     else begin 
       * ;k k predJ  // Identify the predecessor operation 
      if  ** *exists and  and 0kk k k delay   
       2 klimit p  ; // ko   can be further left shifted 
     end 
    end 
   end 
   else 2limit lb ; // There is no limitation on the entry time of ko   
    1 2max , ;limit limit limit  // Combine limits 
Update element of kA :    , ,k k ko t o limit entry    ; 
Operation k   is continuously afffected if limit lb ; 
  end 
end 
End 
 
 
Appendix B: Partial results of sensitivity analysis for SRT increases 
 
࢕࢏,࢑൫หࢇ࢏,࢑ห൯ ࢇ࢏,࢑ ൌ ሼ࢕࢏,࢑ሺ࢚ሻሽ  where t is the delay that causes ݋௜,௞ to be affected. 
54(28) 
 
36(1.05), 37(1.05), 38(1.05), 55(1.05), 56(1.05), 57(1.05), 17(2.17), 18(2.17), 19(2.17), 34(2.31), 35(2.31), 185(2.31), 186(2.31), 15(6.84), 16(6.84), 
181(11.14), 182(11.14), 183(11.14), 184(11.14), 172(13.20), 173(13.20), 174(13.20), 175(13.20), 176(13.20), 177(13.20), 178(13.20), 179(13.20), 
180(13.20)  
33(40)   13(0.00), 14(0.00), 15(0.00), 16(0.00), 17(0.00), 18(0.00), 19(0.00), 34(0.00), 35(0.00), 126(0.00), 127(0.00), 181(0.00), 182(0.00), 183(0.00), 
184(0.00), 185(0.00), 186(0.00), 124(0.87), 125(0.87), 172(2.06), 173(2.06), 174(2.06), 175(2.06), 176(2.06), 177(2.06), 178(2.06), 179(2.06), 
180(2.06), 36(3.81), 37(3.81), 38(3.81), 115(7.38), 116(7.38), 117(7.38), 118(7.38), 119(7.38), 120(7.38), 121(7.38), 122(7.38), 123(7.38)  
67(31)   58(0.00), 59(0.00), 60(0.00), 61(0.00), 62(0.00), 63(0.00), 64(0.00), 65(0.00), 66(0.00), 115(0.00), 116(0.00), 117(0.00), 118(0.00), 119(0.00), 
120(0.00), 121(0.00), 122(0.00), 123(0.00), 124(0.00), 125(0.00), 172(0.00), 173(0.00), 174(0.00), 175(0.00), 176(0.00), 177(0.00), 178(0.00), 
179(0.00), 180(0.00), 181(9.57), 182(9.57)  
156(18)   153(0.00), 154(0.00), 155(0.00), 58(8.65), 59(8.65), 60(8.65), 61(8.65), 62(8.65), 115(9.07), 172(9.93), 116(11.18), 117(11.18), 118(11.18), 
119(11.18), 173(13.58), 174(13.58), 175(13.58), 176(13.58) 
55(8)   36(0.00), 37(0.00), 38(0.00), 56(0.00), 57(0.00), 17(1.12), 18(1.12), 19(1.12)  
34(24)   35(0.00), 185(0.00), 186(0.00), 36(3.81), 37(3.81), 38(3.81), 15(4.08), 16(4.08), 17(4.08), 18(4.08), 19(4.08), 181(7.95), 182(7.95), 183(7.95), 
184(7.95), 172(9.80), 173(9.80), 174(9.80), 175(9.80), 176(9.80), 177(9.80), 178(9.80), 179(9.80), 180(9.80)  
127(32)   13(0.00), 14(0.00), 15(0.00), 16(0.00), 17(0.00), 18(0.00), 19(0.00), 126(0.00), 181(0.00), 182(0.00), 183(0.00), 184(0.00), 124(0.78), 125(0.78), 
172(1.85), 173(1.85), 174(1.85), 175(1.85), 176(1.85), 177(1.85), 178(1.85), 179(1.85), 180(1.85), 115(6.64), 116(6.64), 117(6.64), 118(6.64), 
119(6.64), 120(6.64), 121(6.64), 122(6.64), 123(6.64)  
66(26)   58(0.00), 59(0.00), 60(0.00), 61(0.00), 62(0.00), 63(0.00), 64(0.00), 65(0.00), 115(0.00), 116(0.00), 117(0.00), 118(0.00), 119(0.00), 120(0.00), 
121(0.00), 122(0.00), 123(0.00), 172(0.00), 173(0.00), 174(0.00), 175(0.00), 176(0.00), 177(0.00), 178(0.00), 179(0.00), 180(0.00)  
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155(11)   153(0.00), 154(0.00), 58(8.86), 115(9.24), 172(10.01), 59(10.14), 60(10.14), 116(13.56), 117(13.56), 173(16.72), 174(16.72)  
56(7)   36(0.00), 37(0.00), 38(0.00), 57(0.00), 17(1.24), 18(1.24), 19(1.24)  
35(23)   185(0.00), 186(0.00), 36(3.81), 37(3.81), 38(3.81), 15(4.53), 16(4.53), 17(4.53), 18(4.53), 19(4.53), 181(8.83), 182(8.83), 183(8.83), 184(8.83), 
172(10.89), 173(10.89), 174(10.89), 175(10.89), 176(10.89), 177(10.89), 178(10.89), 179(10.89), 180(10.89)  
126(31)   13(0.00), 14(0.00), 15(0.00), 16(0.00), 17(0.00), 18(0.00), 19(0.00), 181(0.00), 182(0.00), 183(0.00), 184(0.00), 124(0.78), 125(0.78), 172(2.06), 
173(2.06), 174(2.06), 175(2.06), 176(2.06), 177(2.06), 178(2.06), 179(2.06), 180(2.06), 115(6.64), 116(6.64), 117(6.64), 118(6.64), 119(6.64), 
120(6.64), 121(6.64), 122(6.64), 123(6.64)  
65(25)   58(0.00), 59(0.00), 60(0.00), 61(0.00), 62(0.00), 63(0.00), 64(0.00), 115(0.00), 116(0.00), 117(0.00), 118(0.00), 119(0.00), 120(0.00), 121(0.00), 
122(0.00), 123(0.00), 172(0.00), 173(0.00), 174(0.00), 175(0.00), 176(0.00), 177(0.00), 178(0.00), 179(0.00), 180(0.00)  
154(10)   153(0.00), 58(8.86), 115(9.24), 172(10.01), 59(11.26), 60(11.26), 116(15.06), 117(15.06), 173(18.57), 174(18.57)  
57(2)   38(0.00), 19(3.14) 
36(5)   37(0.00), 38(0.00), 17(1.12), 18(1.12), 19(1.12)  
186(19)   185(0.00), 15(4.08), 16(4.08), 17(4.08), 18(4.08), 19(4.08), 181(7.95), 182(7.95), 183(7.95), 184(7.95), 172(9.80), 173(9.80), 174(9.80), 175(9.80), 
176(9.80), 177(9.80), 178(9.80), 179(9.80), 180(9.80)  
125(21)   124(0.00), 115(5.86), 116(5.86), 117(5.86), 118(5.86), 119(5.86), 120(5.86), 121(5.86), 122(5.86), 123(5.86), 172(5.86), 173(5.86), 174(5.86), 
175(5.86), 176(5.86), 177(5.86), 178(5.86), 179(5.86), 180(5.86), 181(8.61), 182(8.61) 
13(19)   14(0.00), 15(0.00), 16(0.00), 17(0.00), 18(0.00), 19(0.00), 181(0.00), 182(0.00), 183(0.00), 184(0.00), 172(1.85), 173(1.85), 174(1.85), 175(1.85), 
176(1.85), 177(1.85), 178(1.85), 179(1.85), 180(1.85)  
64(20)   58(0.00), 59(0.00), 60(0.00), 61(0.00), 62(0.00), 63(0.00), 115(0.38), 172(1.15), 116(2.27), 117(2.27), 118(2.27), 119(2.27), 120(2.27), 121(2.27), 
173(4.30), 174(4.30), 175(4.30), 176(4.30), 177(4.30), 178(4.30)  
153(3)   58(1.04), 115(1.36), 172(2.01) 
37(4)   38(0.00), 17(1.24), 18(1.24), 19(1.24) 
185(18)   15(4.53), 16(4.53), 17(4.53), 18(4.53), 19(4.53), 181(7.95), 182(7.95), 183(7.95), 184(7.95), 172(9.80), 173(9.80), 174(9.80), 175(9.80), 176(9.80), 
177(9.80), 178(9.80), 179(9.80), 180(9.80) 
124(20)   115(5.86), 116(5.86), 117(5.86), 118(5.86), 119(5.86), 120(5.86), 121(5.86), 122(5.86), 123(5.86), 172(5.86), 173(5.86), 174(5.86), 175(5.86), 
176(5.86), 177(5.86), 178(5.86), 179(5.86), 180(5.86), 181(9.57), 182(9.57)  
14(18)   15(0.00), 16(0.00), 17(0.00), 18(0.00), 19(0.00), 181(0.00), 182(0.00), 183(0.00), 184(0.00), 172(2.06), 173(2.06), 174(2.06), 175(2.06), 176(2.06), 
177(2.06), 178(2.06), 179(2.06), 180(2.06) 
63(19)   58(0.00), 59(0.00), 60(0.00), 61(0.00), 62(0.00), 115(0.38), 172(1.15), 116(2.28), 117(2.28), 118(2.28), 119(2.28), 120(2.52), 121(2.52), 173(4.44), 
174(4.44), 175(4.44), 176(4.44), 177(4.78), 178(4.78) 
38(1)   19(0.00) 
123(17)   115(0.00), 116(0.00), 117(0.00), 118(0.00), 119(0.00), 120(0.00), 121(0.00), 122(0.00), 172(0.00), 173(0.00), 174(0.00), 175(0.00), 176(0.00), 
177(0.00), 178(0.00), 179(0.00), 180(0.00) 
15(4)   16(0.00), 17(0.00), 18(0.00), 19(0.00) 
184(12)   181(0.00), 182(0.00), 183(0.00), 172(1.85), 173(1.85), 174(1.85), 175(1.85), 176(1.85), 177(1.85), 178(1.85), 179(1.85), 180(1.85)  
62(14)   58(0.00), 59(0.00), 60(0.00), 61(0.00), 115(0.38), 172(1.15), 116(2.28), 117(2.28), 118(2.28), 119(2.28), 173(4.44), 174(4.44), 175(4.44), 176(4.44)  
122(16)   115(0.00), 116(0.00), 117(0.00), 118(0.00), 119(0.00), 120(0.00), 121(0.00), 172(0.00), 173(0.00), 174(0.00), 175(0.00), 176(0.00), 177(0.00), 
178(0.00), 179(0.00), 180(0.00)  
16(3)   17(0.00), 18(0.00), 19(0.00)  
183(11)   181(0.00), 182(0.00), 172(1.85), 173(1.85), 174(1.85), 175(1.85), 176(1.85), 177(1.85), 178(1.85), 179(1.85), 180(1.85) 
61(13)   58(0.00), 59(0.00), 60(0.00), 115(0.38), 172(1.15), 116(2.53), 117(2.53), 118(2.53), 119(2.53), 173(4.93), 174(4.93), 175(4.93), 176(4.93) 
121(13)   115(0.00), 116(0.00), 117(0.00), 118(0.00), 119(0.00), 120(0.00), 172(0.77), 173(2.03), 174(2.03), 175(2.03), 176(2.03), 177(2.03), 178(2.03) 
17(2)   18(0.00), 19(0.00)  
182(10)   181(0.00), 172(1.85), 173(1.85), 174(1.85), 175(1.85), 176(1.85), 177(1.85), 178(1.85), 179(1.85), 180(1.85) 
60(8)   58(0.00), 59(0.00), 115(0.38), 172(1.15), 116(3.42), 117(3.42), 173(6.58), 174(6.58) 
120(12)   115(0.00), 116(0.00), 117(0.00), 118(0.00), 119(0.00), 172(0.77), 173(2.16), 174(2.16), 175(2.16), 176(2.16), 177(2.26), 178(2.26)  
18(1)   19(0.00) 
181(9)   172(1.85), 173(1.85), 174(1.85), 175(1.85), 176(1.85), 177(1.85), 178(1.85), 179(1.85), 180(1.85) 
59(7)   58(0.00), 115(0.38), 172(1.15), 116(3.80), 117(3.80), 173(7.31), 174(7.31)  
119(9)   115(0.00), 116(0.00), 117(0.00), 118(0.00), 172(0.77), 173(2.16), 174(2.16), 175(2.16), 176(2.16)  
19(0)    
180(8)   172(0.00), 173(0.00), 174(0.00), 175(0.00), 176(0.00), 177(0.00), 178(0.00), 179(0.00) 
58(2)   115(2.02), 172(2.67) 
118(8)   115(0.00), 116(0.00), 117(0.00), 172(0.77), 173(2.40), 174(2.40), 175(2.40), 176(2.40)  
179(7)   172(0.00), 173(0.00), 174(0.00), 175(0.00), 176(0.00), 177(0.00), 178(0.00) 
117(5)   115(0.00), 116(0.00), 172(0.77), 173(3.16), 174(3.16) 
178(6)   172(0.00), 173(0.00), 174(0.00), 175(0.00), 176(0.00), 177(0.00) 
116(4)   115(0.00), 172(0.77), 173(3.51), 174(3.51) 
177(5)   172(0.00), 173(0.00), 174(0.00), 175(0.00), 176(0.00) 
115(1)   172(0.00) 
176(4)   172(0.00), 173(0.00), 174(0.00), 175(0.00) 
175(3)   172(0.00), 173(0.00), 174(0.00)  
174(2)   172(0.00), 173(0.00) 
173(1)   172(0.00) 
172(0)    
 
 
