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UNIRATIONALITY OF HURWITZ SPACES
OF COVERINGS OF DEGREE ≤ 5
V. KANEV
To the memory of my friend and teacher,
Andrey N. Todorov
Abstract. Let Y be a smooth, projective curve of genus g ≥ 1 over the
complex numbers. Let H0
d,A
(Y ) be the Hurwitz space which parameterizes
equivalence classes of coverings pi : X → Y of degree d simply branched in
n = 2e points, such that the monodromy group is Sd and det(pi∗OX/OY )
∨ is
isomorphic to a fixed line bundle A of degree e. We prove that, when d = 3, 4
or 5 and n is sufficiently large (precise bounds are given), the Hurwitz space
H0
d,A
(Y ) is unirational. If in addition (e, 2) = 1 (when d = 3), (e, 6) = 1 (when
d = 4) and (e, 10) = 1 (when d = 5), then H0
d,A
(Y ) is rational.
Introduction
The Hurwitz space Hd,n(Y ) parameterizes classes [X → Y ] of equivalent cover-
ings of degree d of a smooth, projective curve Y , simply branched in n points, with
smooth, irreducible X . The irreducibility of Hd,n(P1) was proved by Hurwitz in
[27], based on earlier work by Clebsch and Lu¨roth. The unirationality of Hd,n(P1),
when d ≤ 3 is classically known (cf. [38]). Arbarello and Cornalba proved in [2] the
unirationality of Hd,n(P1) when d = 4 or 5. F.-O. Schreyer gave in [48] another
proof of this result.
In studying Hurwitz spaces when g(Y ) ≥ 1, it is natural to restrict ourselves
to simple coverings of degree d whose monodromy group is Sd. We denote the
corresponding Hurwitz space by H0d,n(Y ). This is the principal case, since those
with smaller monodromy group are reduced to coverings of smaller degree via an
e´tale covering of Y . There is a canonical morphism H0d,n(Y ) → Pic
n
2 Y . If [π :
X → Y ] ∈ H0d,n(Y ) and π∗OX/OY is its Tschirnhausen module (as named in
[38]), then the morphism sends [π : X → Y ] to det(π∗OX/OY )−1. The problem of
unirationality may be posed for the fibers of this morphism. Given A ∈ Picn2 Y we
denote the fiber over A by H0d,A(Y ).
We study the problem of irreducibility and unirationality/rationality ofH0d,A(Y ).
The case d = 2 is trivial, since H02,A(Y ) = H2,A(Y ) and this variety is isomorphic to
|A2|\∆, where ∆ is the codimension one subvariety of |A2|, parameterizing divisors
with multiplicities (see e.g. [54]). The author studied in [28] and [29] the Hurwitz
spaces H03,A(Y ) and H04,A(Y ) when g(Y ) = 1 and degA > 0 and proved their
irreducibility and unirationality. These results were applied, in the same papers, to
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proving the unirationality of the Siegel modular varieties A3(1, 1, d) and A3(1, d, d)
when d ≤ 4. The case degA = 3 is the relevant one for these applications.
We prove the following theorems.
Theorem 0.1. Let Y be a smooth, irreducible, projective curve of genus g ≥ 1.
Let d = 3, 4 or 5. Suppose the integer e satisfies the inequality
e >


4(g − 1) + 4 if d = 3
12(g − 1) + 6 if d = 4
40(g − 1) + 20 if d = 5.
If A ∈ PiceY , let H0d,A(Y ) be the Hurwitz space, parameterizing equivalence classes
of simply ramified coverings of Y , branched in n = 2e points, with full monodromy
group Sd, and determinants of the Tschirnhausen modules isomorphic to A
−1. Then
H0d,A(Y ) is irreducible and unirational.
Theorem 0.2. Under the hypothesis of Theorem 0.1 assume moreover that
(e, 2) = 1 if d = 3
(e, 6) = 1 if d = 4
(e, 10) = 1 if d = 5.
Let A ∈ PiceY . Then H0d,A(Y ) is a rational variety.
The proof of these results is based on the classification of the Gorenstein coverings
of degree ≤ 5, by means of vector bundles over the base, due to Miranda, Casnati
and Ekedahl [38], [14], [15]. The unirationality/rationality of the Hurwitz spaces is
eventually a consequence of known results on unirationality/rationality of moduli
spaces of vector bundles over curves with fixed determinants. Here is an outline of
the content of the paper by sections.
Section 1 contains some preliminaries on vector bundles.
Section 2 is devoted to the explicit description of the Gorenstein coverings of
degree d = 3, 4 or 5. We recall and complement some results from the papers
[38], [14] and [15]. In the proofs of Theorem 0.1 and Theorem 0.2 we use certain
statements about uniqueness of the representation of a Gorenstein covering by
means of the vector bundle data on the base. When d = 5 this is related with a
problem discussed in [13] p.457 Remark 2. Namely, given the Buchsbaum-Eisenbud
resolution of a Gorenstein ideal of grade 3, to what extent is the skew-symmetric
matrix of odd degree uniquely determined by the Pfaffian ideal? We focus mainly on
the more difficult case d = 5 in this section and prove in Lemma 2.15, Lemma 2.16
and Proposition 2.19 the uniqueness statements we need. For reader’s convenience
we give in Proposition 2.5 a proof of the Buchsbaum-Eisenbud resolution as we use
it.
In Section 3 we construct families of coverings with rational parameter vari-
eties, which eventually will dominate the Hurwitz spaces. Here the main result is
Lemma 3.10.
In Section 4 the proofs of Theorem 0.1 and Theorem 0.2 are given.
In Appendix A we give a proof of a result due to Dolgachev and Libgober that
we use. The reason of including this appendix is a comment in [49] p.337 regarding
its validity. We give a detailed proof along the sketch in [17] p.9.
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Notation. We assume the base field k = C, unless otherwise specified. A scheme
is always supposed to be separated of finite type. Points of a scheme are always
closed points. A variety is a reduced scheme. A morphism of schemes π : X → Y
is called covering if it is finite, flat and surjective. Two coverings π1 : X1 → Y
and π2 : X2 → Y are equivalent if there exists an isomorphism f : X1 → X2
such that π1 = π2 ◦ f . A locally free sheaf is always supposed to be coherent. We
make distinction between locally free sheaves and vector bundles and we denote
differently their projectivizations. If E is a locally free sheaf on Y and if E is the
corresponding vector bundle, i.e. E ∼= OY (E), then P(E) := Proj(S(E)) ∼= P(E∨).
We denote by ad′(E) the sheaf of endomorphisms of E with trace 0.
1. Preliminaries
In this section we collect some facts about vector bundles we need. Contrary
to the rest of the paper we shall make here the customary identification between
vector bundles and the associated locally free sheaves of sections. We include some
proofs for which we could not find references.
1.1. Let E and F be fixed vector bundles on a smooth, projective curve Y . It
is well-known that the extensions 0 → E → W → F → 0 are classified by
H1(Y,Hom(F,E)) (see [5]). There is a canonical way to give a structure of an
algebraic family on the set of extensions (see [40] Lemma 3.1), which we now recall.
Let H = H1(Y,Hom(F,E)). Let e1, . . . , ek be a basis of H and let xi, i = 1, . . . , k
be the dual basis of H∗. One considers the element
(1) ω =
k∑
i=1
xi ⊗ ei ∈ H∗ ⊗H1(Y,Hom(F,E))
The projection map pY : H×Y → Y is an affine morphism, so the right-hand space
of (1) is canonically embedded in H1(H × Y,Hom(p∗Y F, p∗Y E)). The extension of
vector bundles over H × Y corresponding to ω
(2) 0→ p∗YE → V → p∗Y F → 0
has the property that for every h ∈ H the restriction of (2) on {h} × Y is an
extension of F with kernel E whose class equals h.
The following lemma may be deduced from [42] Theorem A on p.263.
Lemma 1.2. Let a ∈ H1(Y,Hom(F,E)) be the class of
(3) 0→ E i→W p→ F → 0.
Let κ : TaH → H1(Y,Hom(W,W )) be the Kodaira-Spencer map associated with
the family of vector bundles V → H × Y (see [32]). Then κ equals the canonical
map p∗ ⊗ i∗ : H1(Y,Hom(F,E))→ H1(Y,Hom(W,W )).
Definition 1.3. Let Y be an elliptic curve. Let V be a vector bundle over Y of
rank r and degree e. Let h = g.c.d.(r, e) and let r = r′h, e = e′h. We say V is
regular polystable if
V ∼= V1 ⊕ · · · ⊕ Vh
where every Vi is indecomposable of rank r
′ and degree e′, and Vi ≇ Vj if i 6= j.
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A vector bundle over an elliptic curve is stable if and only if it is indecomposable
and its rank and degree are coprime (see e.g. [10] p.87). So, if g.c.d.(r, e) > 1,
no stable bundle of rank r and degree e over Y exists. The notion of regular
polystability is a replacement for the stability of vector bundles over elliptic curves.
Every regular polystable vector bundle is semistable, since it is a direct sum of
stable vector bundles of the same slope.
Proposition 1.4. Let Y be an elliptic curve and let V be a regular polystable
bundle with decomposition V = V1⊕· · ·⊕Vh as in Definition 1.3. Then there exists
a complex manifold M and a holomorphic family V →M × Y of regular polystable
bundles satisfying the following properties:
(i) there exists a point m0 ∈M such that Vm0 ∼= V ;
(ii) if m1,m2 ∈M and m1 6= m2, then Vm1 and Vm2 are not isomorphic;
(iii) the Kodaira-Spencer map κ : Tm0M → H1(Y,EndV ) is an isomorphism;
(iv) the family V →M × Y is complete at m0.
Proof. Let J = Pic0Y and let L → J × Y be the Poincare´ line bundle of degree
zero line bundles on Y . Consider the vector bundle W → Jh × Y defined as
W = ⊕hi=1p∗Y Vi ⊗ (pi × id)∗L
where pi : J
h → J is the projection onto the i-th factor. If E is an indecomposable
bundle of rank n and degree d, such that (n, d) = 1, then E⊗L ∼= E if and only if L
is an n-torsion point, L ∈ Jn (see [4] p.434). Choose a disk ∆ in J which contains
0 and satisfies ∆∩Jr′ = {0}. Let M = ∆× · · ·×∆ (h times) and let V =W|M×Y .
Then the family V → M × Y satisfies properties (i) and (ii) with m0 = (0, . . . , 0).
Statement (iv) follows from Statement (iii) according to [40] Lemma 2.1. So, it
remains to verify (iii). If i 6= j, then h1(V ∗i ⊗ Vj) = h0(V ∗i ⊗ Vj) = 0 since Vi ≇ Vj .
Hence H1(Y,EndV ) ∼= ⊕ni=1H1(Y,EndVi).
Let E be an indecomposable bundle of rank n and degree d such that (n, d) = 1.
Atiyah proved that EndE ∼= ⊕n2i=1Li, where {Li}i is the set of n-torsion points of
Pic0Y . Hence the trace homomorphism
Tr∗ : H1(Y,EndE) −→ H1(Y,OY )
is an isomorphism. Consider the family p∗YE⊗L → J×Y of vector bundles over Y .
Its determinant
p∗Y (detE) ⊗ Ln is a family of line bundles of degree d parameterized by J . The
two families define Kodaira-Spencer maps, which fit into the following commutative
diagram:
T0J
λ
xxqq
qq
qq
qq
qq
µ
%%❑
❑❑
❑❑
❑❑
❑❑
H1(Y,EndE)
Tr∗
// H1(Y,OC)
Since µ is a multiplication by n one obtains that λ : T0J → H1(Y,EndE) is an
isomorphism. Applying this to every Vi and taking the direct sum one concludes
that κ : T0J
n → H1(Y,EndE) is an isomorphism. 
We need a sharpening of Proposition 2.6 of [41]. We denote by Im the trivial
vector bundle of rank m.
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Proposition 1.5. Let Y be a smooth, projective curve of genus g ≥ 1. Let W →
T × Y be a family of vector bundles of rank r and degree e. Then there exists an
irreducible, nonsingular variety S and a family of vector bundles V → S × Y with
the following properties.
(i) Every Wt is isomorphic to Vs for some s ∈ S.
(ii) Every semistable bundle of rank r and degree e is isomorphic to Vs for some
s ∈ S.
(iii) The variety S is a vector bundle over the Jacobian J of Y .
(iv) For every A ∈ PiceY the variety SA = {s ∈ S| detVs ∼= A} is isomorphic
to a fiber of the vector bundle S → J .
(v) If g ≥ 2, the open set {s ∈ S|Vs is stable} is dense in S, and for every
A ∈ PiceY , the open set {s ∈ SA|Vs is stable} is dense in SA. If g = 1 the
same statements hold replacing “stable” with “regular polystable”.
(vi) For every s ∈ S, such that either Vs is semistable, or Vs is isomorphic to
some Wt, the Kodaira-Spencer map κ : TsS → H1(Y,EndVs) is epimor-
phic.
(vii) For every A ∈ PiceY and every s ∈ SA, such that either Vs is semistable,
or Vs is isomorphic to some Wt, the Kodaira-Spencer map κ : TsSA →
H1(Y,EndVs) has image H
1(Y, ad′(Vs)).
Proof. If one proves the statements of the proposition for some pair (r, e), then
tensoring all bundles by a fixed line bundle L, one proves the statements for the
pair (r, e + r degL). Up to tensoring by a fixed line bundle of sufficiently large
degree we may assume that the bundles of the family {Wt} are globally generated
and H1(Y,Wt) = 0. Furthermore we may assume that µ =
e
r > 2g − 1, so every
semistable bundle G of rank r and degree e is globally generated and H1(Y,G) = 0.
By [4] Theorem 2 everyWt, as well as every semistable G with rk(G) = r, degG = e
contains a trivial bundle of rank r−1. Statements (i) through (v) are proved in [41]
Proposition 2.6 in the case g ≥ 2. The same proof applies also to the case g = 1,
using the fact that regular polystability is a Zariski open condition in families of
vector bundles over elliptic curves (see e.g. [28] Appendix B). We notice that by
construction the variety SA = δ
−1(A) is isomorphic to H1(Y,Hom(A, Ir−1)). Let
us first prove (vii). We have an exact sequence
(4) 0→ Ir−1 i→ Vs p→ A→ 0.
According to Lemma 1.2 the Kodaira-Spencer map κ : TsSA → H1(Y,Hom(Vs, Vs))
equals
p∗ ⊗ i∗ : H1(Y,Hom(A, Ir−1))→ H1(Y,Hom(Vs, Vs)).
From the exact sequence
0→ Hom(A, Vs) p
∗
→ Hom(Vs, Vs)→ Hom(Ir−1, Vs)→ 0
we obtain
H1(Y,Hom(A, Vs))→ H1(Y,Hom(Vs, Vs))→ H1(Y,Hom(Ir−1, Vs))→ 0.
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We haveH1(Y, Vs) = 0, so H
1(Hom(A, Vs))→ H1(Hom(Vs, Vs)) is surjective. The
exact sequence (4) yields a commutative diagram
0 // Hom(A, Ir−1)

id⊗i∗
// Hom(A, Vs)
p∗⊗id

// Hom(A,A)
∼=

// 0
0 // ad′(Vs) // Hom(Vs, Vs)
Tr
// I // 0
This induces a commutative diagram
H1(Hom(A, Ir−1))
id⊗i∗
//

H1(Hom(A, Vs))
p∗⊗id

// H1(OY )
∼=

// 0
H1(ad′(Vs))


// H1(Hom(Vs, Vs)) //

H1(OY ) // 0
0
We conclude that the image of p∗ ⊗ i∗ equals H1(ad′(Vs)).
Statement (vi) is immediate from (vii). Indeed, let f : S → J be the vector
bundle of (iii). By the construction of [41] Proposition 2.6 the morphism f is a
composition of the morphism det : S → PiceY and a translation by a fixed line
bundle. So, one has a commutative diagram with exact rows
0 // TsSA //

TsS

df(s)
// Tf(s)J
∼=

// 0
0 // H1(ad′(Vs)) // H
1(EndVs)
Tr∗
// H1(OY ) // 0
Hence (vii) implies the surjectivity of κ : TsS → H1(EndVs). 
2. Gorenstein coverings of degree 3, 4 or 5
In this section we recall and complement some results from [38], [14] and [15].
We frequently use Theorem 2.1 of [14], whose corrected formulation may be found
in [16] Theorem 2.2. In this section, unless otherwise specified, we assume that the
base field k is algebraically closed and char(k) = 0.
We recall that a complex of sheaves F• : · · · → Fi di−→ Fi−1 → · · · → F0 is called
acyclic if Hi(F•) = Ker(di)/Im(di+1) = 0 for every i ≥ 1.
Lemma 2.1. Let ρ : P → Y be a flat morphism of schemes.
A. Let F• : 0→ Fs → Fs−1 → · · · → F0 be a complex of coherent OP -modules,
s ≥ 1. Suppose F0, . . . ,Fs−1 are locally free. Suppose that for every y ∈ ρ(P ) the
restriction j∗y(F•) to the fiber Xy is acyclic. Then:
(i) F• is acyclic;
(ii) H0(F•) = F0/d1(F1) is flat over Y ;
(iii) if j∗y(Fs) is locally free for every y ∈ ρ(P ), then Fs is locally free.
B. Let 0 → Fs → Fs−1 → · · · → F0 → G → 0 be a complex of coherent OP -
modules. Suppose G is flat over Y and if s ≥ 1 suppose F0, . . . ,Fs−1 are locally
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free. Then the complex is exact if and only if its restriction to each fiber Xy is
exact.
Proof. (A). (i) and (ii) are statements aboutHi(F•) which are proved by descending
induction on s using [36] (20.E) or [37] Theorem 22.5. They imply that Fs is flat
over Y . Using [36] (20.G) we conclude, under the assumption of (iii), that Fs is a
locally free OP -module.
(B). The “if” part is proved as in (A). For the “only if” part one splits the exact
complex in a sequence of short exact sequences. The syzygy sheaves are flat over
Y since G is. For every base change Y ′ → Y the inverse image with respect to the
morphism X ×Y Y ′ → X preserves the exactness of these short exact sequences
because of the flatness of the right-hand sheaves. Hence it preserves the exactness
of the complex. The claim follows considering the base change Spec k → Y with
image y ∈ Y . 
Let f : X → Y be a finite, flat, surjective morphism of schemes. Let ωX/Y be
its relative dualizing sheaf (see [31] or [33] Ch.6 Proposition 4.25)
Definition. The covering f : X → Y is called Gorenstein if one of the following
equivalent conditions is satisfied:
(i) ωX/Y is an invertible sheaf;
(ii) for every y ∈ Y the fiber Xy is Gorenstein, i.e. ωXy is invertible.
2.2. Triple coverings [38], [14].
Let Y be a scheme. Let E and L be locally free sheaves on Y of ranks 2 and 1
respectively. Consider the projective bundle ρ : P(E)→ Y . Let
Φ3 : H
0(Y, S3E ⊗ L) ∼−→ H0(P(E), ρ∗(L)(3))
be the canonical isomorphism. Let η ∈ H0(Y, S3E ⊗ L) and let δ = Φ3(η).
Definition. The section η has the right codimension at y ∈ Y if δ|P(E)y has a finite
number of zeros
Suppose η ∈ H0(Y, S3E⊗L) has the right codimension at every y ∈ Y . Consider
the complex
0 −→ ρ∗(L−1)(−3) .δ−→ OP(E).
It is acyclic by Lemma 2.1, so for every x ∈ P(E) the germ δx is not a zero
divisor. Let Xη ⊂ P(E) be the Cartier divisor associated with δ. The projection
πη : Xη → Y is quasifinite and proper, thus finite, and surjective. One has an exact
complex of OP(E)-modules
(5) 0 −→ ρ∗(L−1)(−3) .δ−→ OP(E) −→ OXη −→ 0
and OXη is flat over Y by Lemma 2.1. Therefore πη : Xη → Y is a covering of
degree 3 which is clearly Gorenstein.
2.3. Quadruple coverings [14].
Let Y be a scheme. Let E,F and L be locally free sheaves on Y of ranks 3, 2
and 1 respectively. Consider the projective bundle ρ : P(E)→ Y . Let
Φ4 : H
0(Y, Fˇ ⊗ S2E ⊗ L) ∼−→ H0(P(E), ρ∗(Fˇ ⊗ L)(2))
be the canonical isomorphism. Let η ∈ H0(Y, Fˇ ⊗ S2E ⊗ L) and let δ = Φ4(η).
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Definition. The section η has the right codimension at y ∈ Y if the pencil of conics
in P(E)y , determined by η(y) : (F ⊗ L−1)⊗ k(y)→ (S2E) ⊗ k(y), has base locus
of dimension 0.
Suppose η ∈ H0(Y, Fˇ ⊗ S2E ⊗ L) has the right codimension at every y ∈ Y .
Consider the Koszul complex associated with the section δ ∈ H0(P(E), ρ∗(Fˇ ⊗
L)(2)) (cf. [21] pp.75,76)
(6) 0 −→ ρ∗
2∧
(F ⊗ L−1)(−4) −→ ρ∗(F ⊗ L−1)(−2) −→ OP(E).
Let y ∈ Y . Restricting on P(E)y one obtains an acyclic complex since P(E)y is
nonsingular, thus Cohen-Macaulay, and the zero locus of δ|P(E)y has codimension
2. By Lemma 2.1 the complex (6) is acyclic. Let Xη ⊂ P(E) be the zero subscheme
of δ. As in the case d = 3 the projection πη : Xη → Y is finite, flat and surjective,
and one has the following resolution of OXη by locally free OP(E)-modules:
(7) 0 −→ ρ∗(detF ⊗ L−2)(−4) −→ ρ∗(F ⊗ L−1)(−2) −→ OP(E) −→ OXη −→ 0.
The covering πη : Xη → Y is clearly Gorenstein of degree 4 and furthermore the
embedding i : Xη →֒ P(E) has the property that every fiber (Xη)y ⊂ P(E)y , being
a zerodimensional complete intersection of two conics, is arithmetically Gorenstein
and nondegenerate.
We use below some results of Buchsbaum and Eisenbud [13]. We work over a field
of characteristic zero, so the use of divided powers may be avoided. For reader’s
convenience we include simplified proofs of two statements due to Buchsbaum and
Eisenbud. We recall some facts about exterior algebras and the operations ∧ and
y for which we refer to [50] Chapter 1. Let V be a vector space over a field k of
characteristic zero. There is a canonical duality 〈 | 〉 : ∧• V ∗×∧• V → k such that
〈a1 ∧ · · · ∧ ap|b1 ∧ · · · ∧ bp〉 = det(〈ai, bj〉), where ai ∈ V ∗, bj ∈ V . If u∗ ∈
∧p V ∗
and x ∈ ∧n V , then u∗yx ∈ ∧n−p V and it is defined by 〈v∗|u∗yx〉 = 〈u∗ ∧ v∗|x〉.
If R is a commutative k-algebra and F = R ⊗k V the above formulas extend to a
duality
∧• F ∗ ×∧• F → R and R-bilinear operations ∧ and y. If ϕ ∈ ∧2 F , then
∧mϕ := ϕ ∧ · · · ∧ ϕ ∈ ∧2m F .
Lemma 2.4 (Buchsbaum-Eisenbud). Let R be a commutative k-algebra, where k is
a field of characteristic zero. Let F be a free R-module of odd rank n = 2m+1 ≥ 3.
Let e1, . . . , en be its basis and let e
1, . . . , en be the dual basis of F ∗. Let ϕ =∑
1≤i<j≤n xijei ∧ ej ∈
∧2
F . Then one has the following complex
(8) 0→
n∧
F ∗
tg−→ F ∗ f−→ F g−→
n∧
F
where f(a∗) = a∗yϕ, g(b) = b ∧ (∧mϕ), tg(e1 ∧ · · · ∧ en) = ∧mϕye1 ∧ · · · ∧ en. Let
Φ = (xij)
n
i,j=1, where xji = −xij . Then the matrix of g is
m!(Pf(Φ1), . . . , (−1)i−1Pf(Φi), . . . , (−1)nPf(Φn)),
where Pf(Φi), i = 1, . . . , n are the submaximal pfaffians, i.e. Φi is the skew-
symmetric matrix obtained by deleting the i-th row and the i-th column of Φ and
Pf(Φi) is its pfaffian.
Proof. Da∗(u) = a
∗
yu is an antiderivation of
∧•
F (see [50] Ch. 1 Ex. 4.5). There-
fore 0 = a∗y∧m+1 ϕ = (m+1)(a∗yϕ)∧ (∧mϕ). This proves g ◦ f = 0. Transposing,
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one obtains tf ◦ tg = 0. One has tf = −f and tg : (∧n F )∗ → F ∗ is given by
〈tg(e1 ∧ · · · ∧ en)|b〉 = 〈e1 ∧ · · · ∧ en|b∧ (∧mϕ)〉 = 〈∧mϕye1 ∧ · · · ∧ en|b〉. This shows
that f ◦ tg = 0, so (8) is a complex.
One has, according to [9] § 5 n.2, that
g(ei) = ei ∧ (∧mϕ) = ei ∧ (∧m
∑
s<t,i/∈{s,t}
xstes ∧ et)
= m!ei ∧ Pf(Φi)e1 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ · · · ∧ en
= m!(−1)i−1Pf(Φi)e1 ∧ · · · ∧ en.
This shows the last statement of the lemma. 
Proposition 2.5 (Buchsbaum-Eisenbud). Let X be a connected Cohen-Macaulay
scheme of dimension ≥ 3. Let F be a locally free sheaf on X of rank n = 2m+1 ≥ 3
and let M be an invertible sheaf on X. Let ϕ ∈ H0(X, (∧2 F ) ⊗M). Let Y ⊂ X
be the closed subscheme whose ideal sheaf is generated by the submaximal pfaffians
associated with ϕ. Suppose {x ∈ X | rankϕ(x) < 2m}, which as a set coincides with
Y , has codimension ≥ 3 in X. Then OY has the following resolution by locally free
sheaves:
(9)
0 −→M−n ⊗ (
n∧
F )−2 −→ F∨ ⊗M−m−1 ⊗ (
n∧
F )−1
−→ F ⊗M−m ⊗ (
n∧
F )−1 −→ OX −→ OY −→ 0.
Furthermore Y is an equidimensional Cohen-Macaulay subscheme of codimension
3.
Proof. Using Lemma 2.4 one obtains the following complex:
(10) 0 −→
n∧
F∨ ⊗ (M∨)m
tg−→ F∨ f−→ F ⊗M g−→
n∧
F ⊗Mm+1
where the differentials are defined on local sections as:
f(a∗) = a∗yϕ, g(b) = b ∧ (∧mϕ),
tg(f1 ∧ · · · ∧ fn ⊗ (e∗)⊗(m)) = ∧mϕy(f1 ∧ · · · ∧ fn ⊗ (e∗)⊗(m)).
We claim the complex (10) is acyclic. This is a local matter, so we may assume
that: X is an affine scheme; F and M are free sheaves. Let X = SpecR and let I
be the ideal generated by the submaximal pfaffians of the skew-symmetric matrix
associated with ϕ. According to the Buchsbaum-Eisenbud acyclicity criterion [12],
which we apply in the form given in [11] Theorem 1.4.13, one has to verify that: a)
grade I1(
tg) ≥ 3; b) grade I2m(f) ≥ 2; c) grade I1(g) ≥ 1 (we notice that gradeJ =
depth(J,R) in the terminology of [19]). By Lemma 2.4 one has I = I1(g) = I1(
tg).
The three ideals I1(
tg), I2m(f) and I1(g) determine one and the same closed subset
{x ∈ X | rankϕ(x) < 2m} since for a bivector ω = 12
∑
i,j aijei ∧ ej ∈
∧2
k2m+1,
where aji = −aij , the following conditions are equivalent: (i) rank(aij) < 2m; (ii)
the rank of ω is less than 2m; (iii) ∧mω = 0; (iv) the submaximal pfaffians of
(aij) are equal to zero. Therefore the radicals of I1(
tg), I2m(f) and I1(g) coincide
and are equal to I(Yred) ⊂ R. The grade of an ideal equals the grade of its
radical [19] Corollary 17.8, so all three ideals have the same grade, which equals
height I(Yred) = codimY , sinceX is Cohen-Macaulay. The hypothesis codimY ≥ 3
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imples that conditions (a), (b) and (c) above hold. Therefore the complex (10) is
acyclic. Tensoring (10) by the dual of
∧n
F ⊗Mm+1 one obtains the resolution (9).
For the last statement of the proposition we may again assume X is an affine
scheme and F and M are free sheaves. Let R and I be as above. The scheme
X is equidimensional being connected and Cohen-Macaulay [19] Corollary 18.11.
The section ϕ ∈ H0(X,∧2O⊕(2m+1)X ) determines a morphism h : X →
∧2 k2m+1
and as a set of points Y = h−1(∆2m−2), where ∆2m−2 ⊂
∧2 k2m+1 is the locus
of bivectors of rank ≤ 2m− 2. Since codim∆2m−2 = 3 we conclude that at every
point y ∈ Y , codimy Y ≤ 3. Hence the hypothesis codimY ≥ 3 implies Y is
equidimensional of codimension 3. The exact complex (9) and [19] Corollary 18.5
show that 3 ≥ proj dimRR/I ≥ grade I = 3. Hence I is a perfect ideal and therefore
R/I and Y = SpecR/I are Cohen-Macaulay (see [11] Theorem 2.1.5). 
2.6. Coverings of degree 5 [13], [15].
Let Y be a scheme. Let E, F and L be locally free sheaves on Y of ranks 4, 5
and 1 respectively. Consider the projective bundle ρ : P(E)→ Y and the canonical
isomorphism
Φ5 : H
0(Y,
2∧
F ⊗ E ⊗ L) ∼−→ H0(P(E), ρ∗((
2∧
F )⊗ L)(1))
Let η ∈ H0(Y,∧2 F ⊗ E ⊗ L) and let δ = Φ5(η). For every y ∈ Y the restriction
δ|P(E)y belongs to H0(P3,
∧2
C5 ⊗ OP3(1)), where P3 = P(E)y . So, δ|P(E)y is a
bivector, whose coefficients are linear forms of P3. The locus of points in P3 where
this bivector has rank ≤ 2, is closed of codimension ≤ 3 in P(E)y .
Definition. The section η ∈ H0(Y,∧2 F ⊗ E ⊗ L) has the right codimension at
y ∈ Y , if δ|P(E)y has rank ≤ 2 only at a finite number of points in P(E)y .
Remark. We notice that this condition is weaker than the one in [15] Definition 3.6.
We do not require that δ vanishes in no point of P(E)y .
Let η ∈ H0(Y,∧2 F ⊗ E ⊗ L) and let δ = Φ5(η). If U ⊂ Y is an open subset
such that E|U , F |U and L|U are trivial, then δ|ρ−1(U) determines a skew-symmetric
5× 5 matrix with entries in Γ(ρ−1(U),OP(E)(1)). Let φ1, . . . , φ5 be the pfaffians of
the five 4× 4 principal minors of the matrix. They belong to Γ(ρ−1(U),OP(E)(2)).
So,
∑5
i=1Oρ−1(U)(−2) ·φi is an ideal subsheaf of Oρ−1(U). Taking an open covering
of Y and patching, one obtains an ideal subsheaf of OP(E). It defines a closed
subscheme Xη ⊂ P(E). Let πη : Xη → Y be the restriction πη = ρ|Xη .
Proposition 2.7. Let the assumptions be as in §2.6.
(i) Suppose η ∈ H0(Y,∧2 F⊗E⊗L) has the right codimension at every y ∈ Y .
Let X = Xη ⊂ P(E). Then π = ρ|X : X → Y is a Gorenstein covering of degree 5
such that every fiber Xy ⊂ P(E)y is non degenerate and arithmetically Gorenstein.
The structure sheaf OX has the following resolution:
(11) 0→ ρ∗(F3)(−5)→ ρ∗(F2)(−3)→ ρ∗(F1)(−2)→ OP(E) → OX → 0
where F3 = (detF )
−2⊗L−5, F2 = Fˇ ⊗(detF )−1⊗L−3, F1 = F ⊗(detF )−1⊗L−2.
(ii) Suppose furthermore that Y is integral and L ∼= (detE)−1, detF ∼=
(detE)2. Then E ∼= (π∗OX/OY )∨ and the closed embedding of Y -schemes X →֒
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P(E) is the composition X // P(π∗ωX/Y ) //❴❴❴ P(E) induced by the exact
sequence
0 −→ (π∗OX/OY )∨ −→ π∗ωX/Y tpi−→ OY −→ 0
where tpi : π∗ωX/Y → OY is the trace map. Moreover the resolution (11) of (i)
becomes
(12) 0→ ρ∗(detE)(−5)→ ρ∗(Fˇ⊗detE)(−3)→ ρ∗(F )(−2)→ OP(E) → OX → 0
and is isomorphic to the canonical resolution of OX defined in [14] Theorem 2.1.
(iii) Suppose Y is integral. Given the data of (i) one may replace (η, F,E, L) by
a quadruple (λη, F ′, E′, L′) which satisfies the conditions of (ii). Here F ′ = F ⊗T1,
E′ = E ⊗ T2, L′ = L ⊗ T3, where T1, T2, T3 are invertible sheaves on Y which
satisfy T 21 T2T3
∼= OY , and λ is a trivializing section of T 21 T2T3. This normalization
preserves X ⊂ P(E). The triple T1, T2, T3 is unique up to isomorphism.
Proof. (i) Let P2 = ρ
∗(Fˇ ), P3 = ρ
∗(L)(1). We may identify δ with ϕ ∈ H0(P(E),∧2 P∨2 ⊗
P3). One has the Buchsbaum-Eisenbud complex (10)
(13) 0→
5∧
P2 ⊗ (P∨3 )⊗2
tg−→ P2 f−→ P∨2 ⊗ P3
g−→
5∧
P∨2 ⊗ P⊗33
where the differentials are defined on local sections as
(14)
f(a) = ayϕ, g(b) = b ∧ (∧2ϕ)
tg(f1 ∧ · · · ∧ f5 ⊗ (e∗)⊗2) = ∧2ϕy(f1 ∧ · · · ∧ f5 ⊗ (e∗)⊗2).
Let y ∈ Y . Tensoring (13) by OP(E)y one obtains an acyclic complex. Here one
applies Proposition 2.5 taking into account that P(E)y is nonsingular, thus Cohen-
Macaulay. By Lemma 2.1 the complex (13) is acyclic and Coker(g) is flat over
Y . Tensoring by
∧5
P2 ⊗ (P∨2 )⊗3 one obtains the resolution (11). As in the cases
d = 3 and d = 4 the projection morphism πη : Xη → Y is finite, flat and surjective.
The fibers are Gorenstein schemes, being complete intersections of a Fano variety -
the Plu¨cker embedding of a Grassmanian. Therefore πη : Xη → Y is a Gorenstein
covering of degree 5. The embedding Xη →֒ P(E) has the property that every fiber
(Xη)y ⊂ P(E)y is arithmetically Gorenstein and nondegenerate. The latter is true
since the Buchsbaum-Eisenbud complex yields a graded minimal resolution of the
coordinate ring S((Xη)y), so the homogeneous ideal of (Xη)y is generated by forms
of degree 2.
(ii) Here the resolution (11) equals (12). In particular the last term is isomorphic
to ρ∗(detE)(−5). One applies Part (iv) of Theorem 2.1 of [14].
(iii) Let the invertible sheaves T1, T2, T3 satisfy T
2
1 T2T3
∼= OY and let λ ∈
H0(Y, T 21 T2T3) be a trivializing section. Replacing (η, F,E, L) by (λη, F ⊗ T1, E ⊗
T2, L⊗ T3) one has P(E) = P(E ⊗ T2) and Xη = Xλη.
As shown in Part C of the proof of Theorem 2.1 of [14] there is a unique [M ] ∈
Pic Y such that replacing E by E′ = E⊗M , OP(E)(1) by OP(E′)(1) = OP(E)(1)⊗
ρ∗M and correspondingly modifying the resolution (11) one obtains for the last
term F ′3
∼= detE′. Furthermore M is isomorphic to Fˇ3 ⊗ detE. We let T2 =
(detF )2 ⊗L5 ⊗ detE. One imposes one additional condition on T1, T2, T3 in order
to have (detF ′)⊗L′2 ∼= OY , so that F ′1 ∼= F ′. One obtains the following system of
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equations in Pic Y :
T 21 T2T3
∼= OY
T2 ∼= (detF )2 ⊗ L5 ⊗ detE
T 51 T
2
3
∼= (detF )−1 ⊗ L−2.
(15)
The system has obviously a unique solution up to isomorphisms of Ti, i = 1, 2, 3.
Consider the resolution of OX obtained replacing (η, F,E, L) by (λη, F ′, E′, L′).
Then detE′ ∼= F ′3 ∼= (detF ′)−2 ⊗ L′−5 and detF ′ ⊗ L′2 ∼= OY . Therefore detE′ ∼=
L′−1 and detF ′ ∼= (detE′)2.
The uniqueness statement is true since the system of equations
t51 = t
8
2, t3 = t
−4
2 , t
2
1t2t3 = 1
has a unique solution t1 = t2 = t3 = 1 in the group Pic Y . Indeed, eliminating t3
one obtains t51 = t
8
2, t
2
1 = t
3
2. Hence t1 = t
2
2 ⇒ t2 = 1⇒ t1 = 1⇒ t3 = 1. 
With similar and simpler arguments, left to the reader, one may complement
§ 2.2 and § 2.3.
Proposition 2.8. Let the assumptions be as in § 2.2.
(i) Suppose η ∈ H0(Y, S3E ⊗ L) has the right codimension at every y ∈ Y . Let
X = Xη ⊂ P(E). Then π = ρ|X : X → Y is a Gorenstein covering of degree 3.
The resolution of OX is given by (5).
(ii) Suppose furthermore that Y is integral and L ∼= (detE)−1. Then E ∼=
(π∗OX/OY )∨ and the closed embedding of Y -schemes X →֒ P(E) is the composi-
tion X // P(π∗ωX/Y ) //❴❴❴ P(E) induced by the exact sequence
0 −→ (π∗OX/OY )∨ −→ π∗ωX/Y tpi−→ OY −→ 0
where tpi : π∗ωX/Y → OY is the trace map. The resolution of OX equals
0→ ρ∗(detE)(−3)→ OP(E) → OX → 0
and is isomorphic to the canonical resolution of OX defined in [14] Theorem 2.1.
(iii) Suppose Y is integral. Given the data of (i) one may replace (η,E, L)
by a triple (λη,E′, L′) which satisfies the conditions of (ii). Here E′ = E ⊗ T1,
L′ = L ⊗ T2, where T1, T2 are invertible sheaves on Y which satisfy T 31 T2 ∼= OY ,
and λ is a trivializing section of T 31 T2. This normalization preserves X ⊂ P(E).
The couple T1, T2 is unique up to isomorphism.
Proof. We only mention that the analog of (15) is: T 31 T2
∼= OY ;T1 ∼= L⊗detE. 
Proposition 2.9. Let the assumptions be as in § 2.3.
(i) Suppose η ∈ H0(Y, Fˇ ⊗ S2E ⊗ L) has the right codimension at every y ∈ Y .
Let X = Xη ⊂ P(E). Then π = ρ|X : X → Y is a Gorenstein covering of
degree 4. Furthermore every fiber Xy ⊂ P(E)y is nondegenerate and arithmetically
Gorenstein. The resolution of OX is given by (7).
(ii) Suppose furthermore that Y is integral and L ∼= OY , detF ∼= detE. Then
E ∼= (π∗OX/OY )∨ and the closed embedding of Y -schemes X →֒ P(E) is the
composition X // P(π∗ωX/Y ) //❴❴❴ P(E) induced by the exact sequence
0 −→ (π∗OX/OY )∨ −→ π∗ωX/Y tpi−→ OY −→ 0
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where tpi : π∗ωX/Y → OY is the trace map. The resolution of OX equals
0 −→ ρ∗(detE)(−4) −→ ρ∗(F )(−2) −→ OP(E) −→ OXη −→ 0.
and is isomorphic to the canonical resolution of OX defined in [14] Theorem 2.1.
(iii) Given the data of (i) one may replace (η, F,E, L) by a quadruple (λη, F ′, E′, L′)
which satisfies the conditions of (ii). Here F ′ = F ⊗T1, E′ = E⊗T2, L′ = L⊗T3,
where T1, T2, T3 are invertible sheaves on Y which satisfy T
−1
1 T
2
2 T3
∼= OY , and λ is
a trivializing section of T−11 T
2
2 T3. This normalization preserves X ⊂ P(E). The
triple T1, T2, T3 is unique up to isomorphism.
Proof. We only mention that here the analog of (15) is
T−11 T
2
2 T3
∼= OY
T2 ∼= (detF )−1 ⊗ detE ⊗ L2
T3 ∼= L−1.

Corollary 2.10. Let Y be an irreducible variety. Let d = 3, 4 or 5. Let η be a
global section of S3E ⊗ L, Fˇ ⊗ S2E ⊗ L or ∧2 F ⊗ E ⊗ L respectively. Suppose η
has the right codimension at every y ∈ Y . Let X = Xη ⊂ P(E) and let π : X → Y
be the associated Gorenstein covering of degree d. Then
ωX/Y ∼=


OX(1)⊗ π∗(L⊗ detE) if d = 3
OX(1)⊗ π∗(L2 ⊗ (detF )−1 ⊗ detE) if d = 4
OX(1)⊗ π∗(L5 ⊗ (detF )2 ⊗ detE) if d = 5.
Proof. In each of the cases the resolution of OX is given by (5), (7) and (11)
respectively. The last term of this resolution is ρ∗(Fd−2)(−d). Let M = Fˇd−2 ⊗
detE. It is proved in [14] p.447 that, letting E′ = E ⊗M , the invertible sheaf
OP(E′)(1) ∼= OP(E)(1)⊗ ρ∗M restricts to ωX/Y . One has Fd−2 = L−1, detF ⊗L−2
and (detF )−2 ⊗ L−5 when d = 3, 4 or 5 respectively. This gives the formula for
ωX/Y . 
We need the openness of some conditions for families of coverings analogous to
[23] The´ore`me 12.2.4.
Proposition 2.11. Let X pi−→ Y q−→ S be morphisms of schemes, where q is
proper, flat, with equidimensional fibers of fixed dimension n ≥ 1 and π is finite,
flat and surjective of degree d ≥ 2. The following conditions on s ∈ S determine
open (possibly empty) subsets of S (in conditions (g) and (h) below it is assumed
that Xs → Ys is branched for every s ∈ S):
(a) Ys is smooth;
(b) Ys is irreducible and generically reduced;
(c) Xs is smooth;
(d) Xs is irreducible and generically reduced;
(e) πs : Xs → Ys is unramified over a dense, open subset of Ys;
(f) πs : Xs → Ys is e´tale;
(g) Ys has no embedded components and the discriminant scheme of
πs : Xs → Ys is of pure codimension one and smooth;
(h) Ys has no embedded components and the discriminant scheme of
πs : Xs → Ys is of codimension one, irreducible and generically reduced.
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Proof. (a) y ∈ Y is a smooth point of the fiber Ys, s = q(y) if and only if q is
smooth at y ([1] Theorem VII.1.8). Moreover such points form an open subset of
Y ([1] Remark VII.1.2). Let T be its complement. Then q(T ) is closed in S since
q is proper. The open set S \ q(T ) consists of the points which satisfy (a).
(b) This is proved in [7] Proposition 1.1.
(c) and (d) The composition g = q ◦ π : X → S is proper, flat, with equidimen-
sional fibers. One repeats the arguments of (a) and (b).
(e) Let dX/Y : (
∧max π∗OX )⊗2 −→ OY be the discriminant morphism (cf. [1]
p.124) and let DX/Y be its image, the discriminant ideal sheaf. Let us denote by
B = V (DX/Y) the discriminant locus and by B the discriminant scheme, which is
the topological space B endowed by the structure sheaf OY/DX/Y . Since DX/Y
is a locally principal ideal sheaf, by Krull’s principal ideal theorem, the following
possibilities may occur for a fiber of q : Y → S: (i) B ∩ Ys = ∅; (ii) B ∩ Ys is of
pure codimension 1; (iii) dim(B ∩ Ys) = n. Condition (iii) holds iff the fiber of
q|B : B → S over s has dimension ≥ n. Since q|B is proper these points form a
closed subset of S ([46] Corollary IV.3.9). Its complement is the set satisfying (e).
(f) Possibilities (ii) or (iii) occur iff the fiber of q|B : B → S over s has dimension
≥ n − 1. These points form a closed subset in S whose complement is the set of
points satisfying (f).
(g) and (h) Here we consider the restriction of q to the closed subscheme B.
By hypothesis q|B : B −→ S is surjective. By the arguments in the proof of (e),
the condition that the fiber Bs is of pure codimension one in Ys is equivalent to
Condition (e). Replacing S by the corresponding open subscheme we may thus
assume that every fiber of q|B : B −→ S is equidimensional of dimension n− 1. By
[23] The´ore`me 12.1.1 and the properness of q : Y −→ S the set of points s ∈ S
such that Ys has no embedded components is open in S. Replacing S by the
corresponding open subscheme we may thus assume that this condition holds for
every fiber Ys. We claim that the scheme B is flat over S. Let y ∈ B and let
s = q(y). Let Oy = OY,y and let Os = OS,s. Let dy ∈ Oy be the germ of the
discriminant. The restriction dy ⊗ k(s) ∈ Oy/msOy is not a zero divisor, since the
associated primes of Oy/msOy ∼= OYs ,y are all of height 0, while every minimal
prime ideal of O
Ys ,y which contains dy ⊗ k(s) is of height 1, since Bs is of pure
codimension 1 in Ys. By [36] (20.E) we conclude that Os −→ Oy/dyOy = OB,y is
flat. This proves that q|B : B → S is flat. We may now apply to q|B the arguments
of (a) and (b). 
2.12. Let q : Y → Z be a proper, flat morphism of schemes. Suppose Z is reduced
and connected. Let G be a coherent locally free sheaf on Y. Suppose h0(Ys,Gs) is in-
dependent of z ∈ Z and nonzero. By Grauert’s theorem ([39] Ch.II,§ 5,Corollary 2)
H = q∗G is a coherent locally free sheaf. Let us denote by G→ Y, f : H→ Z the
vector bundles associated with G and H respectively: G = OY(G), H = OZ(H),
Hz = H
0(Yz ,Gz). The tautological morphism q∗q∗G → G corresponds to a vector
bundle morphism
(16) Y ×Z H //
p1
##●
●●
●●
●●
●●
G
⑧⑧
⑧⑧
⑧⑧
⑧⑧
Y
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It induces a section
Ψ : Y ×Z H −→ G×Y (Y ×Z H) = p∗1G
of the pull-back of G. If (y, η) ∈ Y ×Z H, then Ψ(y, η) = (η(y), (y, η)).
Lemma 2.13. Let q : Y → Z be a flat, proper morphism, where Z is a reduced,
connected scheme. Suppose there is an integer n ≥ 1 such that every irreducible
component of every fiber of q has dimension n. Suppose we have one of the following
data:
(d = 3) Locally free sheaves E and L of Y of ranks 2 and 1 respectively. Let
G = S3E ⊗ L;
(d = 4) Locally free sheaves F , E and L of Y of ranks 2, 3 and 1 respectively.
Let G = Fˇ ⊗ S2E ⊗ L;
(d = 5) Locally free sheaves F , E and L of Y of ranks 5, 4 and 1 respectively.
Let G = ∧2 F ⊗ E ⊗ L.
Suppose h0(Yz ,Gz) is independent of z and is nonzero. Consider the locally free
sheaf H = q∗G and let f : H → Z be the associated vector bundle with fibers
Hz = H
0(Yz ,Gz). Each of the following conditions on η ∈ H determines and open
(possibly empty) subset of H:
(a) If f(η) = z, then η is of the right codimension for every y ∈ Yz;
(b) Assuming (a), if πη : Xη → Yz, Xη ⊂ P(Ez), is the Gorenstein covering of
degree d associated with η, then Xη is smooth;
(c) Assuming (a), the cover Xη is irreducible and generically reduced;
(d) Assuming (a), the covering πη : Xη → Yz is generically unramified (i.e.
unramified over a dense open subset of Yz).
(e) Assuming (a), the covering πη : Xη → Yz is e´tale;
(f) Assuming (a), in case (e) determines an empty set, Yz has no embedded
components and the discriminant subscheme of πη : Xη → Yz is smooth of
pure codimension one;
(g) Assuming (a), in case (e) determines an empty set, Yz has no embedded
components and the discriminant subscheme of πη : Xη → Yz is of codi-
mension one, irreducible and generically reduced.
Let H′ ⊂ H be the open subset defined by (a). Suppose H′ 6= ∅. Let Y ′ = Y ×Z H′.
There exists a Gorenstein covering π′ : X ′ → Y ′ of degree d such that for every
η ∈ H′ the covering X ′η → Y ′η is isomorphic to Xη → Yf(η) via the canonical
isomorphism Y ′η ∼= Yf(η). Performing a base change of H′ by the open subsets
determined by (b), (c), (d), (e), (f) and (g) one obtains respectively flat families
of coverings which parameterize all coverings, possessing the specified properties,
present in the family X ′ → Y ′ → H′.
Proof. We focus on the case d = 5 and leave to the reader the cases d = 3 and
d = 4, which were also treated in [28] Lemma 2.8 and [29] Lemma 2.14.
Let Ψ : Y ×Z H → p∗1G be the vector bundle section constructed in § 2.12.
One has G = ∧2 F ⊗ E ⊗ L, so p∗1G =
∧2 F˜ ⊗ E˜ ⊗ L˜, where F˜ = p∗1F , E˜ = p∗1E ,
L˜ = p∗1L. Consider ρ : P(E˜) → Y ×Z H. The section corresponds to an element
Φ ∈ H0(P(E˜), (∧2 ρ∗F˜)⊗ ρ∗L˜(1)). The set
Γ = {x ∈ P(E˜)| rankΦ(x) ≤ 2}
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is closed in P(E˜), it is of codimension ≤ 3 and its intersection with any fiber
P(E˜)(y,η) is nonempty. The projection Γ → Y ×Z H is therefore surjective and
for every (y, z) ∈ Y ×Z H there are two possibilities: either dimΓ(y,z) = 0, or
dimΓ(y,z) ≥ 1. Let us denote by Σ the subset of Y×ZH where the second alternative
holds. By the properness of Γ→ Y×Z H the set Σ is closed ([46] Corollary IV.3.9).
By assumption q : Y → Z is proper, so p2 : Y ×Z H → H is proper as well and
therefore p2(Σ) is closed in H. The subset H
′ = H \ p2(Σ), consisting of points
where (a) holds, is therefore open in H.
Let F ′, E ′, L′ be the restrictions of F˜ , E˜ , L˜ on Y ′ = Y ×Z H′. Restricting Ψ one
obtains a section Ψ′ ∈ H0(Y ′,∧2 F ′ ⊗ E ′ ⊗ L′), which has the right codimension
at every (y, η) ∈ Y ′. Let X ′ ⊂ P(E ′) be the associated Pfaffian subscheme (cf.
§ 2.6). The projection X ′ → Y ′ is a Gorenstein covering of degree 5 according to
Proposition 2.7. Consider the resolution of OX ′ given in (11). Let η ∈ H′ and let
f(η) = z. The base change Yz × {η} → Y ×Z H′ transforms the above resolution
into a resolution of OX ′η , since OX ′ is OY′ -flat (see Lemma 2.1). The functoriality
of the Buchsbaum-Eisenbud complex (13) implies that X ′η ∼= Xη ⊂ P(E ⊗ OYz ).
Now, in order to prove the openness of conditions (b), (c), (d), (e), (f) and (g)
one applies Proposition 2.11 to the family of coverings X ′ → Y ′ → H′.
The last statement of the lemma is clear. 
Let A be a Noetherian ring, S = A[x0, x1, . . . , xr], P = Proj S = P
r
A. Let G be
a quasicoherent sheaf on P . We denote by Hi∗(G) the graded S-module Hi∗(G) :=
⊕n∈ZHi(P,G(n)). Recall that G is the sheafification of G = H0∗ (G): G = G∼ (cf.
[26] Ch.II, § 5).
Lemma 2.14. Suppose G is a coherent sheaf on P = PrA which has a resolution of
the type:
F• : 0→ Fm → . . .→ Fi → . . .→ F0 → G → 0
where m ≤ r and Fi ∼= ⊕βij=1OP (−aij), aij ∈ Z, βj ∈ N for ∀i, j. Then:
(i) Hi∗(G) = 0 for 0 < i < r −m;
(ii) G = H0∗ (G) is a finitely generated graded S-module;
(iii) F• is the sheafification of the exact complex of graded S-modules
H0∗ (F•) : 0→ Fm → . . .→ Fi → . . .→ F0 → G→ 0
where Fi = ⊕βij=1S(−aij).
Proof. The lemma is proved by induction onm. Ifm = 0 the statements follow from
Serre’s theorem (see [26] Ch. III, § 5). Suppose m ≥ 1. Let K0 = Ker(F0 → G).
By the induction assumption the lemma holds for K0 withm replaced bym−1. The
long exact sequence of cohomology associated with 0 → K0 → F0 → G → 0 yields
Hi∗(G) ∼= Hi+1∗ (K0) = 0 for 0 < i < r − m and the exactness of 0 → H0∗ (K0) →
H0∗ (F0)→ H0∗ (G)→ 0, since H1∗ (K0) = 0. This implies (ii) and (iii). 
Our next goal is to study the action of Aut(F )×Aut(E) on H0(Y,∧2 F ⊗ E ⊗
(detE)−1) in connection with the relation of equivalence of coverings of Y .
Lemma 2.15. Let Y be an irreducible variety. Let E, F be locally free sheaves
on Y of ranks 4, 5 respectively such that detF ∼= (detE)2. Suppose η, η′ ∈
H0(Y,
∧2
F ⊗ E ⊗ (detE)−1) have the right codimension at every y ∈ Y . Sup-
pose Xη = Xη′ ⊂ P(E). Then there exists an element σ ∈ Aut(F ) such that
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(∧2σ ⊗ id)η = h η′ for some invertible element h ∈ Γ(Y,OY )∗. Furthermore σ is
unique up to multiplication by an element of Γ(Y,OY )∗.
Proof. Let X = Xη = Xη′ . The resolution of OX (see (12)) is unique up to unique
isomorphism according to [14] Theorem 2.1. We thus obtain a commutative diagram
(17) 0 // ρ∗(F3)(−5)
α3

tg
// ρ∗(F2)(−3)
α2

f
// ρ∗(F1)(−2)
α1

g
// OP(E)
α0=id

0 // ρ∗(F3)(−5)
tg′
// ρ∗(F2)(−3) f
′
// ρ∗(F1)(−2) g
′
// OP(E)
where F1 = F , F2 = Fˇ ⊗ detE, F3 = detE. Here the vertical morphisms are
isomorphisms and f, g, tg (resp. f ′, g′, tg′) are obtained from η (resp. η′) as
in (14). Since rk(F3) = 1 one has that α3 = c · id, where c ∈ Γ(Y,OY )∗. The
resolutions are self-dual. Applying the functor HomP(E)(−, ρ∗(F3)(−5)) and using
that tf = −f , tf ′ = −f ′ one obtains the commutative diagram
(18) 0 // ρ∗(F3)(−5)
tα−1
0

tg
// ρ∗(F2)(−3)
tα−1
1

f
// ρ∗(F1)(−2)
tα−1
2

g
// OP(E)
c−1·id

0 // ρ∗(F3)(−5)
tg′
// ρ∗(F2)(−3) f
′
// ρ∗(F1)(−2) g
′
// OP(E)
The chain maps {c−1αi} and {tα−13−i} are liftings of the morphism c−1 ·id : OP(E) →
OP(E). We claim tα−13−i = c−1αi for every i. Let us cover Y by affine open sets
Y = ∪λUλ such that E|Uλ and F |Uλ are trivial for every λ. It suffices to verify
the equalities tα−13−i = c
−1αi restricting to every ρ
−1Uλ. The restrictions of (17)
and (18) to these open subsets are sheafifications of minimal resolutions of graded
modules by Lemma 2.14 and we obtain the claim, since the possible homotopies
are zero. Now we have
(19) f ′ = α1 ◦ f ◦ α−12 = c tα−12 ◦ f ◦ α−12 .
The morphism α−12 is induced by an element of Aut(F ). Looking at the definition
of the differentials f and f ′ in the Buchsbaum-Eisenbud complex we see that (19)
is equivalent to the equality ∧2σ ⊗ id (η) = h η′ for some σ ∈ Aut(F ) and h ∈
Γ(Y,OY )∗.
In order to prove the uniqueness statement it suffices to show that for σ ∈ Aut(F )
and η ∈ H0(Y,∧2 F ⊗ E ⊗ (detE)−1) of right codimension at every y ∈ Y the
equality (∧2σ ⊗ id)η = h η, h ∈ Γ(Y,OY )∗ implies σ = c · idF , c ∈ Γ(Y,OY )∗. Let
us first consider the case when Y is one point. Then η ∈ ∧2 k5⊗k4 and σ ∈ Aut(k5).
Multiplying σ by a constant we may assume (∧2σ ⊗ id)η = η. Here X ⊂ P3 is a
nondegenerate, arithmetically Gorenstein subscheme with dimX = 0, degX = 5.
Let S = k[x0, . . . , x3]. The linear map σ induces the following automorphism of the
graded Buchsbaum-Eisenbud complex associated with η.
0 // S(−5)
c−1id

tg
// S(−3)
σ

f
// S(−2)
tσ−1

g
// S
c·id

// SX //
c·id

0
0 // S(−5)
tg
// S(−3) f // S(−2) g // S // SX // 0
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Here c = det(σ)−1. The homomorphism c · id : S → S has a unique lifting to a
chain map of the acyclic complex since the possible homotopies are 0. Therefore
σ = c · id, c−1 · id = c · id. This shows that c = ±1, σ = ±id. We conclude that,
when Y is one point, if (∧2σ ⊗ id)η = aη, a ∈ k∗, then σ = ±√a · id.
Suppose now Y is an arbitrary irreducible variety. Let (∧2σ⊗id)η = hη for some
h ∈ Γ(Y,OY )∗. Evaluating this equality at every y ∈ Y we obtain that σ(y) ∈ k∗ ·id
for ∀y ∈ Y . One has
Aut(F ) ⊂ H0(Y,End(Y )) = H0(Y,OY ) · idF ⊕H0(Y, ad′(F ))
Therefore σ ∈ Γ(Y,OY )∗ · idF . 
In the next lemmas we use the notation k[Y ] := Γ(Y,OY ).
Lemma 2.16 (Case d = 5). Let Y be an irreducible variety. Let E, F be locally
free sheaves on Y of ranks 4 and 5 respectively such that detF ∼= (detE)2.
(i) Let η, η′ ∈ H0(Y,∧2 F ⊗E ⊗ (detE)−1) be of the right codimension at every
y ∈ Y . Then the covering πη : Xη → Y is equivalent to πη′ : Xη′ → Y if and only
if (∧2σ ⊗ ϕ⊗ id)η = hη′ for some σ ∈ Aut(F ), ϕ ∈ Aut(E), h ∈ k[Y ]∗.
(ii) Suppose furthermore πη : Xη → Y is generically unramified. The pairs (σ, ϕ)
such that
(∧2σ⊗ϕ⊗id)η = hη for some h ∈ k[Y ]∗ form a subgroup in Aut(F )×Aut(E) whose
quotient by the normal subgroup k[Y ]∗idF × k[Y ]∗idE is a finite group isomorphic
to Aut(Xη/Y ).
(iii) Suppose moreover that πη : Xη → Y is generically unramified and Aut(Xη/Y ) =
{1}. Then (σ, ϕ) satisfies (∧2σ ⊗ ϕ ⊗ id)η = hη for some h ∈ k[Y ]∗ if and only if
σ = a · idF , ϕ = b · idE for some a, b ∈ k[Y ]∗.
Proof. (i) Let π = πη, π
′ = πη′ . If (∧2σ⊗ϕ⊗ id)η = hη′, then Xη′ ∼= tϕ−1(Xη), so
Xη → Y is equivalent to Xη′ → Y . Vice versa, suppose there is an isomorphism f
such that the following diagram commutes
Xη
f
//
pi
  ❆
❆❆
❆❆
❆❆
Xη′
pi′
~~⑤⑤
⑤⑤
⑤⑤
⑤
Y
From the functoriality of the relative dualizing sheaf and the trace map one has a
commutative diagram
0 // E
ϕ

// π′∗(ωXη′/Y )
∼=

tpi′
// OY
=

// 0
0 // E // π∗(ωXη/Y )
tpi
// OY // 0
It induces the commutative diagram
Xη


//
f

P(E)
tϕ
−1

Xη′


// P(E)
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where the embeddings are induced by the compositions
π∗E → π∗π∗(ωXη/Y )→ ωXη/Y , π′∗E → π′∗π′∗(ωXη′/Y )→ ωXη′/Y
(cf. [14] Theorem 2.1 (ii)). This shows that
Xη′ =
tϕ
−1
(Xη) = Xid⊗ϕ⊗id(η).
According to Lemma 2.15 there exists σ ∈ Aut(F ) such that (∧2σ⊗ϕ⊗ id)η = hη′
for some h ∈ k[Y ]∗.
(ii) Aut(E)/k[Y ]∗idE acts on P(E) by the formula ϕ · x = tϕ−1(x). Let G ⊂
Aut(E)/k[Y ]∗idE be the subgroup which leaves invariant Xη. The assumption that
Xη → Y is generically unramified and Part (i) imply that G ∼= Aut(Xη/Y ). The
pairs (σ, ϕ) such that (∧2σ ⊗ ϕ ⊗ id)η = hη for some h ∈ k[Y ]∗ form a subgroup
of Aut(F )×Aut(E). Its quotient by the normal subgroup k[Y ]∗ · idF × k[Y ]∗ · idE
projects bijectively to G according to Lemma 2.15. This proves (ii).
(iii) This is immediate from (ii) since G ∼= Aut(Xη/Y ) ∼= {1}. 
With similar and simpler arguments, left to the reader, one can prove analogs of
Lemma 2.16 in the cases of coverings of degree d = 3 and d = 4.
Lemma 2.17 (Case d = 3). Let Y be an irreducible variety. Let E be a locally free
sheaf on Y of rank 2.
(i) Let η, η′ ∈ H0(Y, S3E ⊗ (detE)−1) be of the right codimension at every
y ∈ Y . Then the covering πη : Xη → Y is equivalent to πη′ : Xη′ → Y if and only
if (S3ϕ⊗ id)η = hη′ for some ϕ ∈ Aut(E) and h ∈ k[Y ]∗.
(ii) Suppose furthermore πη : Xη → Y is generically unramified. The auto-
morphisms ϕ ∈ Aut(E) such that (S3ϕ ⊗ id)η = hη for some h ∈ k[Y ]∗ form a
subgroup in Aut(E) whose quotient by the normal subgroup k[Y ]∗idE is isomorphic
to Aut(Xη/Y ).
(iii) Suppose moreover πη : Xη → Y is generically unramified and Aut(Xη/Y ) =
{1}. Then (S3ϕ⊗ id)η = hη for some h ∈ k[Y ]∗ if and only if ϕ = a · idE for some
a ∈ k[Y ]∗.
Lemma 2.18 (Case d = 4). Let Y be an irreducible variety. Let E, F be locally
free sheaves on Y of ranks 3 and 2 respectively such that detF ∼= detE.
(i) Let η, η′ ∈ H0(Y, Fˇ ⊗ S2E) be of the right codimension at every y ∈ Y .
Then the covering πη : Xη → Y is equivalent to πη′ : Xη′ → Y if and only if
(tσ ⊗ S2ϕ)η = hη′ for some σ ∈ Aut(F ), ϕ ∈ Aut(E) and h ∈ k[Y ]∗.
(ii) Suppose furthermore πη : Xη → Y is generically unramified. The pairs (σ, η)
such that (tσ⊗S2ϕ)η = hη for some h ∈ k[Y ]∗ form a subgroup of Aut(F )×Aut(E)
whose quotient by k[Y ]∗idF ×k[Y ]∗idE is a finite group isomorphic to Aut(Xη/Y ).
(iii) Suppose moreover Aut(Xη/Y ) = {1}. Then (σ, ϕ) satisfies (tσ×S2ϕ)η = hη
for some h ∈ k[Y ]∗ if and only if σ = a · idF , ϕ = b · idE for some a, b ∈ k[Y ]∗.
Proposition 2.19. Let Y be a complete irreducible variety. Let d = 3, 4 or 5. If
d = 3 let E be a locally free sheaf on Y of rank 2. Let R3 = S
3E ⊗ (detE)−1.
If d = 4 let E and F be locally free sheaves on Y of ranks 3 and 2 respectively,
such that detE ∼= detF . Let R4 = Fˇ ⊗ S2E. If d = 5 let E and F be locally
free sheaves on Y of ranks 4 and 5 respectively, such that (detE)⊗2 ∼= detF .
Let R5 =
∧2 F ⊗ E ⊗ (detE)−1. The subset W ⊂ PH0(Y,Rd), consisting of
〈η〉 such that η is of the right codimension at every y ∈ Y and πη : Xη → Y
is generically unramified, is open. Suppose W 6= ∅. Then the group Aut(E)/k∗
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(when d = 3), resp. Aut(F )/k∗ × Aut(E)/k∗ (when d = 4 or 5) acts with finite
stabilizers on W . The action is free on the subset of W consisting of 〈η〉 which
satisfy Aut(Xη/Y ) = {1}. Two elements 〈η〉, 〈η′〉 ∈ W belong to the same orbit if
and only if πη : Xη → Y is equivalent to πη′ : Xη′ → Y .
Proof. The set W ⊂ PH0(Y,Rd) is open according to Lemma 2.13 (here q : Y → Z
is Y → Spec k). The other statements follow from Lemma 2.17. Lemma 2.18 and
Lemma 2.16. 
We refer to [14] Theorem 3.6 and Theorem 4.5, and to [15] Theorem 4.4 for the
following result of Bertini type (see also Lemma 2.13).
Proposition 2.20. Let the hypothesis and notation be as in Proposition 2.19.
Suppose furthermore that: k = C; the irreducible variety Y is smooth and projective;
dimY ≤ 3 if d = 3 or 4 and dimY ≤ 2 if d = 5. Suppose Rd is generated
by its global sections H0(Y,Rd). Then the following two subsets of H
0(Y,Rd) are
nonempty and open:
Hrc = {η | η has the right codimension at every y ∈ Y }
Hs = {η | η ∈ Hrc, Xη is smooth}
Furthermore if η ∈ Hrc (resp. if η ∈ Hs), then Xη is connected (resp. irreducible)
if and only if H0(Y, Eˇ) = 0.
3. Construction of families of coverings with rational parameter
varieties
We fix a smooth, irreducible, projective curve Y of genus g ≥ 1.
Lemma 3.1. Let e ∈ Z. There exists an irreducible, nonsingular variety S and a
locally free sheaf E of rank 2 over S × Y with the following properties.
(i) Es has degree e, it is stable if g ≥ 2, and regular polystable if g = 1, for
every s ∈ S.
(ii) Every stable/regular polystable locally free sheaf of rank 2 and degree e over
Y is isomorphic to Es for some s ∈ S.
(iii) The morphism δ : S → PiceY , given by δ(s) = det(Es), is surjective.
(iv) The fiber SA = δ
−1(A) is nonempty, irreducible, nonsingular and rational
for every A ∈ PiceY .
(v) For every A ∈ PiceY , and every s ∈ SA, the Kodaira-Spencer map κ :
TsS → H1(Y, ad′(Es)) is surjective, where ad′(Es) is the kernel of Tr :
End(Es)→ OY .
Proof. We apply Proposition 1.5 with T = ∅ and we denote by S˜ the variety
constructed in it. Let S ⊂ S˜ be the Zariski open subset whose points correspond
to the stable/regular polystable sheaves. 
Lemma 3.2. Let e ∈ Z. There exists an irreducible, nonsingular variety S and
locally free sheaves E and F over S × Y of ranks 3 and 2 respectively, such that
det E ∼= detF , and the following properties are satisfied.
(i) Es and Fs have degree e, they are stable if g ≥ 2, and regular polystable if
g = 1, for every s ∈ S.
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(ii) Every pair E,F of stable/regular polystable locally free sheaves over Y ,
such that rk(E) = 3, rk(F ) = 2, degE = degF = e, and detE ∼= detF , is
isomorphic to Es,Fs for some s ∈ S.
(iii) The morphism δ : S → PiceY , given by δ(s) = det(Es) is surjective.
(iv) The fiber SA = δ
−1(A) is nonempty, irreducible, nonsingular, and rational
for every A ∈ PiceY .
(v) For every A ∈ PiceY and every s ∈ SA the Kodaira-Spencer map
κ : TsSA −→ H1(Y, ad′(Es))⊕H1(Y, ad′(Fs))
is surjective.
Proof. Let y0 ∈ Y . Let us choose d = e + 6N sufficiently large. Let J be the
Jacobian variety of Y . Let Pd be the Poincare´ invertible sheaf on J × Y , satisfying
Pd|{L}×Y ∼= L⊗OY (dy0) and Pd|J×{y0} ∼= OJ . Using Proposition 1.5 one obtains
a Zariski open subset S1 ⊂ V1, where π1 : V1 → J is a vector bundle, and an
extension
0→ O⊕2S1×Y → E ′ → (π1 × id)∗Pd → 0,
such that E ′s is stable/regular polystable for every s ∈ S1. This family includes all
stable/regular polystable locally free sheaves of degree d and rank 3. In a similar
manner one treats the rank 2 case obtaining π2 : V2 → J, S2 ⊂ V2 and an extension
0→ OS2×Y → F ′ → (π2 × id)∗Pd → 0.
One has det E ′ ∼= (π1× id)∗Pd, detF ′ ∼= (π2× id)∗Pd. Let S = S1×J S2 ⊂ V1⊕V2
be the open inclusion. Consider the cartesian diagram
S
ρ2
//
ρ1

S2
pi2

S1
pi1
// J
Let E = (ρ1 × id)∗E ′ ⊗ p∗YOY (−2Ny0) and let F = (ρ2 × id)∗F ′ ⊗ p∗YOY (−3Ny0).
Then S, E and F satisfy the required properties of the lemma. 
Lemma 3.3. Let e ∈ Z. There exists an irreducible, nonsingular variety S and
locally free sheaves E and F over S × Y of ranks 4 and 5 respectively, such that
detF ∼= (det E)2, and the following properties are satisfied.
(i) Es and Fs have degrees e and 2e respectively, they are stable if g ≥ 2, and
regular polystable if g = 1, for every s ∈ S.
(ii) Every pair E,F of stable/regular polystable locally free sheaves over Y , such
that rk(E) = 4, rk(F ) = 5, degE = e, degF = 2e, and detF ∼= (detE)2,
is isomorphic to Es,Fs for some s ∈ S.
(iii) The morphism δ : S → PiceY , given by δ(s) = det(Es) is surjective.
(iv) The fiber SA = δ
−1(A) is nonempty, irreducible, nonsingular, and rational
for every A ∈ PiceY .
(v) For every A ∈ PiceY and every s ∈ SA the Kodaira-Spencer map
κ : TsSA −→ H1(Y, ad′(Es))⊕H1(Y, ad′(Fs))
is surjective.
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Proof. This is proved in the same way as Lemma 3.2 with the following modifica-
tions. One lets d = e+ 20N, N ≫ 0 and considers extensions
0→ O⊕3S1×Y → E ′ → (π1 × id)∗Pd → 0,
0→ O⊕4S2×Y → F ′ → (π2 × id)∗P2d → 0.
Then S = S1 ×J S2, E = (ρ1 × id)∗E ′ ⊗ p∗YOY (−5Ny0) and F = (ρ2 × id)∗F ′ ⊗
p∗YOY (−8Ny0). 
The following statement is proved in [6] Lemma 10.1, when g ≥ 2, and in [51]
Lemma 2.3, when g = 1.
Proposition 3.4. Let F1, . . . , Fk be semistable locally free sheaves on a smooth,
projective curve. Then F1 ⊗ F2 ⊗ · · · ⊗ Fk is semistable of slope µ(F1) + µ(F2) +
· · ·+ µ(Fk).
Corollary 3.5. Let E and F be semistable locally free sheaves on a smooth, pro-
jective curve Y . Then SaE ⊗∧b F is semistable of slope µ = aµ(E) + bµ(F ).
Proof. E⊗a ⊗ F⊗b is a semistable locally free sheaf and SaE ⊗∧b F is one of its
direct summands. So it is semistable of the same slope (see e.g. [45] p.32). 
Using Proposition 2.20 one obtains the following existence result for smooth
covers of degree d, 3 ≤ d ≤ 5.
Proposition 3.6. Let d = 3, 4 or 5. Let Y be a smooth projective curve of genus
g ≥ 1. If d = 3 let E be a locally free sheaf of rank 2, which is stable in the
case g ≥ 2, and regular polystable in the case g = 1. Let R3 = S3E ⊗ (detE)−1.
If d = 4 let E and F be locally free sheaves of ranks 3 and 2 respectively, which
satisfy detF ∼= detE, and which are stable if g ≥ 2, and regular polystable if
g = 1. Let degE = e and let R4 = Fˇ ⊗ S2E. If d = 5, let E and F be locally
free sheaves of ranks 4 and 5 respectively, which satisfy detF ∼= (detE)2, and
which are stable if g ≥ 2, and regular polystable if g = 1. Let degE = e and let
R5 =
∧2
F ⊗ E ⊗ (detE)−1. Suppose
(20) e >


4(g − 1) + 4 if d = 3
12(g − 1) + 6 if d = 4
40(g − 1) + 20 if d = 5.
Then every η in a Zariski open, dense subset of H0(Y,Rd) is of the right codimen-
sion at every y ∈ Y (see Section 2) and the associated finite covering πη : Xη → Y
of degree d has smooth, irreducible Xη.
Proof. According to Corollary 3.5 the locally free sheaf Rd is semistable for every
d = 3, 4 or 5. The inequalities (20) are equivalent to µ(Rd) > 2g− 1. Therefore Rd
is globally generated (cf. [45] p.39). Using the Bertini type theorems of [14] and
[15] (cf. Proposition 2.20), there is a nonempty Zariski open subset in H0(Y,Rd)
such that each of its elements η is of the right codimension at every y ∈ Y and
the corresponding cover Xη ⊂ P(E) is smooth. One has (πη)∗OXη ∼= OY ⊕ Eˇ.
The locally free sheaf Eˇ is stable, if g ≥ 2, and regular polystable if g = 1, and
furthermore it is of negative degree. Hence h0(Y, Eˇ) = 0. It follows that Xη is
connected, therefore irreducible. 
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3.7. Let e ∈ Z. Let d = 3, 4 or 5. Let S be the variety defined in Lemma 3.1,
Lemma 3.2 or Lemma 3.3 respectively. Let G be S3E ⊗ (det E)−1, Fˇ ⊗ S2E and∧2 F ⊗ E ⊗ (det E)−1 respectively. Suppose
e >


4(g − 1) if d = 3
12(g − 1) if d = 4
40(g − 1) if d = 5.
If s ∈ S let Gs = G ⊗ O{s}×Y . The inequalities are equivalent to µ(Gs) > 2g − 1
for every s ∈ S. Since Gs is semistable (see Corollary 3.5) one has h1(Y,Gs) = 0
(see e.g. [45] p.39). The slope µ(Gs) takes values e2 , e6 and e20 when d = 3, 4 or 5
respectively. Applying the Riemann-Roch theorem we obtain
(21) h0(Y,Gs) =


2e+ 4(1− g) if d = 3
2e+ 12(1− g) if d = 4
2e+ 40(1− g) if d = 5.
Let q : S × Y → S be the projection map. By Grauert’s theorem q∗G is a locally
free sheaf. We denote by f : H → S the associated vector bundle with fibers
H0(Y,Gs), s ∈ S. The subset N ⊂ H, consisting of those η which have the right
codimension at every y ∈ Y , and furthermore have the property thatXη ⊂ P(E)f(η)
is smooth and irreducible, is Zariski open (possibly empty) in H (see Lemma 2.13).
3.8. Let us assume now that e satisfies the stronger inequality (20). Using Propo-
sition 3.6 we obtain that the subset N ⊂ H is nonempty and therefore dense
in H. Furthermore the map f |N : N → S is surjective. Let E ′ (when d = 3)
and E ′,F ′ (when d = 4 or 5) be the inverse images of E and F with respect to
f |N × id : N × Y → S × Y . Let G be the vector bundle over S × Y associated
with the locally free sheaf G. We apply the construction of § 2.12 with q : Y → Z
equal to the projection S × Y → Y . Here p1 : Y ×Z H → Y may be identified
with f × id : H × Y → S × Y and the fibers of the vector bundle G → S × Y are
G(s,y) = Gs ⊗ k(y). The diagram (16) becomes
G

H× Y
Ψ′
99tttttttttt f×id
// S × Y
where Ψ′(η, y) = η(y) ∈ Gf(η) ⊗ k(y). This yields a tautological section Ψ ∈
H0(H×Y, (f × id)∗G). It has the property that for every η ∈ H one has Ψ|{η}×Y =
η ∈ H0(Y,Gf(η)). For d = 3, 4 or 5 the inverse image (f |N×id)∗G equals respectively
S3E ′⊗ (detE ′)−1, Fˇ ′⊗S2E ′ or ∧2 F ′⊗E ′⊗ (det E ′)−1. The section Ψ|N×Y has the
right codimension at every (η, y) ∈ N × Y , so one obtains a Gorenstein covering
p : X → N × Y of degree d (see Section 2). For every η ∈ N the restriction pη :
Xη → {η}× Y is equivalent to πη : Xη → Y by Lemma 2.13 and its Tschirnhausen
module is isomorphic to Eˇs, where s = f(η). The morphism πN ◦ p : X → N is
proper, smooth with irreducible fibers of dimension 1.
Let B ⊂ N × Y be the discriminant scheme of p : X → N × Y . For each η ∈ N
the covering Xη → {η} × Y is ramified and the degree of the discriminant divisor
is n = 2e (see e.g. [28] Lemma 2.3). The scheme B has pure codimension 1 in
N × Y ([1] Theorem VI.6.8). Since N × Y is smooth, B is a relative Cartier divisor
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in N × Y . By the universal properties of Y (n) one obtains canonical morphism
β : N → Y (n) (cf [3] Ch.IV, Lemma 2.1).
3.9. We now want to focus on coverings with fixed determinants of the Tschirn-
hausen modules. Let A ∈ PiceY . For d = 3, 4 or 5 let SA be the variety defined
in Lemma 3.1, Lemma 3.2 or Lemma 3.3 respectively. If π : X → Y is a covering
with π∗OX ∼= OY ⊕ Eˇ and if B is the discriminant divisor, then (detE)2 ∼= OY (B)
(see [26] Ch.IV, Ex.2.8 or [1] p.124).
Let the assumptions and notation be as in § 3.8. If η ∈ N , let Xη → Y be
the associated covering. Multiplying η by a nonzero constant one obtains the same
covering. So, N is C∗-invariant. Denoting by NA the preimage of SA one obtains
morphisms
PNA
f
//
β

SA
|A2|
where β(〈η〉) = Discr(Xη → Y ).
Lemma 3.10. Let d = 3, 4 or 5. Suppose e satisfies the inequality (20). Let
A ∈ PiceY . Then β : PNA → |A2| is a dominant morphism.
Proof. We want to prove that for every 〈η〉 ∈ PNA the fiber of β : PNA → |A2|
containing 〈η〉 has dimension equal to dimPNA − dim |A2| at 〈η〉. This is a local
property, so it suffices to verify it for the complex analytic dimension of the inter-
section of the fiber through 〈η〉 with some complex neighborhood. Let 〈η〉 ∈ PNA
and let s = f(〈η〉). Let E (when d = 3), and let E,F (when d = 4 or 5) be the
vector bundles over Y associated with Es and Es,Fs respectively. Here E ,F are the
locally free sheaves over S × Y defined in Lemma 3.1, Lemma 3.2 and Lemma 3.3.
Suppose first g(Y ) ≥ 2. Then E and F are stable bundles by construction. In
particular they are simple. Using [40] Theorem 1 and the openness of the stability
condition (see [40] Theorem 3) there is a complex manifold UA and a holomorphic
family of stable vector bundles {E′′u}u∈UA , respectively a pair of families {E′′u}u∈UA ,
{F ′′u }u∈UA , with the property that detE′′u ∼= A (when d = 3), detE′′u ∼= A ∼= detF ′′u
(when d = 4), detE′′u
∼= A, detF ′′u ∼= A2 (when d = 5), the families are locally
universal for deformations of E, respectively deformations of the pair (E,F ) with
fixed determinants, and moreover one may choose UA in such a way that different
points of UA correspond to non-isomorphic bundles (when d = 3), resp. pairs of
bundles (when d = 4 or 5). So, there exists a complex neighborhood V ⊂ SA
of s and a holomorphic map g : V → UA such that the families {Es}s∈V , resp.
{Es}s∈V , {Fs}s∈V are pull-backs by g of {E′′u}u∈UA resp. {E′′u}u∈UA , {F ′′u }u∈UA .
Statement (v) of Lemma 3.1, Lemma 3.2 and Lemma 3.3 implies that g has surjec-
tive differential at every point of V in each of the corresponding cases. Replacing
UA and V by smaller open subsets we may thus assume that g : V → UA is surjec-
tive, all fibers are smooth, equidimensional, and of dimension dimSA−dimUA. Let
Rd = S
3E⊗(detE)−1, Fˇ ⊗S2E or ∧2 F ⊗E⊗(detE)−1 when d = 3, 4 or 5 respec-
tively. Let z = g(s) and let Vz = g
−1(z). The families {Es}s∈V , {Fs}s∈V become
trivial when restricted to Vz . Therefore H|Vz ∼= H0(Y,Rd) × Vz . This implies that
the restriction of β : PNA → |A2| to f−1(Vz) is given by (〈µ〉, v) 7→ Discr(Xµ → Y ),
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where 〈µ〉 ∈ PH0(Y,Rd), v ∈ Vz . Hence dimSA − dimUA is a lower bound of the
dimensions of the non-empty fibers of β : PNA → |A2| at every 〈η〉 ∈ PNA.
Let B = β(〈η〉). Let us see for which η′ ∈ N it is possible that B = β(〈η′〉). Let
n = 2e. If B ∈ Y (n), there is a finite number (modulo equivalence) of coverings
π : X → Y of degree d, with smooth irreducible X , whose discriminant equals
B. Indeed, the larger set of classes of equivalence of coverings, whose discriminant
locus is contained in D = Supp(B) is in bijective correspondence with the homo-
morphisms m : π1(Y \ D, y0) → Sd modulo conjugation in Sd, y0 ∈ Y \ D (see
[20] Proposition 1.2). By construction the cover Xµ is smooth for every µ ∈ N .
So, if β(〈η′〉) = B, then the equivalence class [Xη′ → Y ] may vary among a finite
number of choices. Two equivalent coverings yield isomorphic bundles. Indeed,
given π : X → Y one has E∨ ∼= π∗OX/OY and in case d = 4 or 5 one has
F ∼= Ker(S2E → π∗ω⊗2X/Y ) (see [14] Theorem 4.4 and [15] Theorem 3.8). It follows
that if β(〈η′〉) = B, then g ◦ f(〈η′〉) may vary among a finite number of points of
UA. Replacing V and UA by smaller open sets we obtain that if 〈η′〉 ∈ f−1(V ) and
β(〈η′〉) = B, then g ◦ f(〈η′〉) = z = g ◦ f(〈η〉). As we saw above the fiber of the
composition f−1(V )
f−→ V g−→ UA over z ∈ UA is isomorphic to W × Vz , where
W ⊂ PH0(Y,Rd) is a Zariski open dense subset which parameterizes coverings as
in § 3.7. The bundles E = Ez , F = Fz are stable, so Aut(E) ∼= C∗ ∼= Aut(F ).
Using Proposition 2.19 we obtain that different elements of W yield non-equivalent
coverings. Hence the fiber of β : f−1(V ) → |A2| over B is contained in f−1(Vz)
and consists of points (〈µ〉, v), where v ∈ Vz and 〈µ〉 may vary among a finite
number of points of W ⊂ PH0(Y,Rd). This implies that the dimension of the fiber
of β : PNA → |A2| at the point 〈η〉 is less or equal to dimSA − dimUA. Tak-
ing into account the previous inequality we conclude that every nonempty fiber of
β : PNA → |A2| is equidimensional of dimension dimSA − dimUA.
Using the dimension formula of [40] Theorem 1 (iv) one obtains
dimUA =


3(g − 1) if d = 3
11(g − 1) if d = 4
39(g − 1) if d = 5.
The vector bundle : H→ S has rank given by (21). Taking into account that n = 2e
we obtain
dim [fiber(PNA → SA)] + dimUA = n− g.
The inequality (20) implies degA2 > 2g−2, thus dim |A2| = n−g. The calculation
of the dimensions of the fibers of β : PNA → |A2|, made above, yields
dim Im(β) = dimPNA − (dimSA − dimUA)
= (dimPNA − dimSA) + dimUA
= n− g.
Therefore β : PNA → |A2| is a dominant morphism and every nonempty fiber of β
has dimension dimPNA − dim |A2|.
Suppose now g(Y ) = 1. Then E and F are regular polystable bundles. Using
Proposition 1.4 and the arguments of the case g ≥ 2 we obtain a complex manifold
UA, a complex neighborhood V of s in SA and a holomorphic map g : V → UA with
the same properties as in the case g ≥ 2. Let z = g(s) and let Vz = g−1(z). Again
the restriction of β : PNA → |A2| to f−1(Vz) is given by (〈µ〉, v) 7→ Discr(Xµ → Y ),
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where µ ∈ H0(Y,Rd), v ∈ Vz. The difference with the case g ≥ 2 is that here
Aut(E)/C∗ (when d = 3), and Aut(E)/C∗ × Aut(F )/C∗ (when d = 4 or 5) might
be nontrivial. According to Proposition 2.19 these groups act with finite stabilizers
on W ⊂ PH0(Y,Rd), the elements of one orbit yield equivalent coverings, while
the elements of different orbits yield non-equivalent coverings. The same argument
as in the case g(Y ) ≥ 2 shows that the nonempty fibers of β : PNA → |A2| are
equidimensional of dimension
dimSA − dimUA + dimAut(E)/C∗ (if d = 3)
dimSA − dimUA + dimAut(E)/C∗ + dimAut(F )/C∗ (if d = 4 or 5).
Let G = G1 ⊕ · · · ⊕ Gh be the decomposition of a regular polystable bundle in a
direct sum of stable bundles. Then Aut(G) ∼= (C∗)h, so dimAut(G)/C∗ = h − 1.
If d = 3 let h = g.c.d.(2, e). If d = 4 let h′ = g.c.d.(3, e) and let h′′ = g.c.d.(2, e). If
d = 5 let h′ = g.c.d.(4, e) and let h′′ = g.c.d.(5, 2e). We obtain that the dimension
of the nonempty fibers of β : PNA → |A2| equals
dimSA − dimUA + h− 1 (if d = 3)
dimSA − dimUA + h′ − 1 + h′′ − 1 (if d = 4 or 5.)
The dimension of UA equals h
1(Y, ad′E) = h − 1 if d = 3 and h1(Y, ad′E) +
h1(Y, ad′F ) = h′ − 1 + h′′ − 1 if d = 4 or 5. According to (21) one has dimPNA =
n− 1 + dimSA, so we obtain
dim Im(β)
=dimPNA − dim
[
fiber(PNA → |A2|)
]
=n− 1 + dimSA − (dimSA − dimUA + h− 1) (if d = 3)
=n− 1 + dimSA − (dimSA − dimUA + h′ − 1 + h′′ − 1) (if d = 4 or 5)
=n− 1.
Therefore β : PNA → |A2| is a dominant morphism and every nonempty fiber of β
has dimension dimPNA − dim |A2|. 
Lemma 3.11. Let π : X → Y be a covering of degree d of smooth, irreducible,
projective curves. Let g(Y ) ≥ 1. Suppose π is simply branched in n > 0 points
and furthermore suppose the Tschirnhausen module Eˇ = π∗OX/OY is semistable.
Then the monodromy group of the covering is the symmetric group Sd.
Proof. Suppose, by way of contradiction, that the monodromy group is a proper
subgroup of Sd. According to [8] Lemma 2.4 the map π can be factored as
X
pi1→ Y˜ pi2→ Y with deg π1 > 1, deg π2 > 1. The covering π2 : Y˜ → Y is e´tale since
π is simply branched. One has an injective homomorphism of locally free sheaves
π∗1 : π2∗OY˜ → π∗OX , which is identity on OY . One obtains an injective homomor-
phism π2∗OY˜ /OY −→ π∗OX/OY = Eˇ. This is absurd since deg(π2∗OY˜ /OY ) = 0
and Eˇ is semistable of negative degree −n2 . 
Lemma 3.12. Let the assumptions be as in Lemma 3.10. The subset M ⊂ N
consisting of η such that the covering πη : Xη → Y has smooth, irreducible Xη,
simple branching and monodromy group equal to Sd, is C
∗-invariant, Zariski open
and dense in N . For every A ∈ PiceY the intersection MA = M ∩ NA is Zariski
open and dense in NA.
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Proof. By Lemma 3.11 the subset M ⊂ N consists of points η such that πη :
Xη → Y is simply branched. This subset is open according to Lemma 2.13 and is
obviously C∗-invariant. Let A ∈ PiceY . The variety NA is irreducible since it is
an open subset of a vector bundle over the irreducible variety SA. By Lemma 3.10
and Bertini’s theorem applied to |A2| we conclude that MA =M ∩NA 6= ∅, hence
it is dense in NA. Therefore M is dense in N as well. 
4. Unirationality of Hurwitz spaces
4.1. LetHd,n(Y ) be the Hurwitz space, which parameterizes the equivalence classes
{[π : X → Y ]} of degree d coverings of Y simply branched in n points, with
smooth, irreducible X . This space is a finite unramified cover of Y (n) \∆, where
∆ is the codimension one subvariety parameterizing divisors with multiplicities,
the morphism b : Hd,n(Y ) → Y (n) \∆ associates to [π : X → Y ] its discriminant
divisor. A structure of a complex analytic manifold on Hd,n(Y ) such that b is a
finite e´tale analytic map is given in [20] Sect.1. That Hd,n(Y ) has a structure of
algebraic variety, such that b is a morphism, and moreover such a structure is unique
up to isomorphisms compatible with b, follows from the generalized Riemann’s
Existence Theorem ([24] Expose´ XII, The´ore`me 5.1). We denote by H0d,n(Y ) the
union of connected components of Hd,n(Y ), which parameterize equivalence classes
of coverings, whose monodromy group is Sd.
Lemma 4.2. Let X and Y be smooth, irreducible, projective curves and let p : X →
Y be a covering of degree d whose monodromy group is Sd. Then Aut(X/Y ) = {1}.
Proof. Let D be the branch locus of p, let Y0 = Y \ D and let X0 = p−1(Y0).
Let y0 ∈ Y0, p−1(y0) = {x1, . . . , xd}. Let H = p∗π1(X0, x1) ⊂ π1(Y0, y0). By [35]
Ch. V Cor. 7.3 Aut(X0/Y0) ∼= N [H ]/H , where N [H ] is the normalizer of H in
π1(Y0, y0). The monodromy (right) action of π1(Y0, y0) on {x1, . . . , xd} determines
a π1(Y0, y0)-equivariant bijection H\π1(Y0, y0)→ {x1, . . . , xd}. Hence the kernel of
the monodromy homomorphism m : π1(Y0, y0) → Sd is ∩gHg−1 ⊂ H . The image
of H is the subgroup G1 ⊂ Sd of permutations which fix x1. The homomorphism
m induces an isomorphism N [H ]/H ∼= N [G1]/G1, where N [G1] is the normalizer
of G1 in Sd. Clearly N [G1] = G1, so Aut(X/Y ) ∼= Aut(X0/Y0) = {id}. 
4.3. The algebraic variety H0d,n(Y ) is a fine moduli scheme for simple coverings of
Y with full monodromy group Sd. This is proved as follows. The existence of fine
moduli scheme H which is an e´tale cover of Y (n)\∆ can be deduced from the results
in [55] (see Theorem 4 and also [47]). The same argument as in [20] Proposition 7.3
shows that there is an analytic isomorphism of H with H0d,n(Y ) compatible with
the two covering morphisms to Y (n) \∆. The uniqueness result of [24] Expose´ XII,
The´ore`me 5.1 shows that this is an algebraic isomorphism.
We mention the approach to the Hurwitz spaces, based on the Kontsevich moduli
spaces, developed in [25]. As the referee points out one can work with the connected
moduli scheme Hd,nSd (Y,Σ, y0) described in this paper.
Let X → H0d,n(Y )× Y be the universal covering. Let E be the locally free sheaf
of rank d − 1 dual to the Tschirnhausen module of the universal covering. Let
L = det(E). For every ξ ∈ H0d,n(Y ) one has that deg(L|{ξ}×Y ) = deg(Eξ) = n2 . Let
e = n2 . By the universal property of Pic
eY , there is a morphism t : H0d,n(Y ) →
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PiceY , such that t(ξ) = det(Eξ). For every A ∈ Pice(Y ) we denote by H0d,A(Y )
the reduced scheme t−1(A).
4.4. Let d = 3, 4 or 5. Suppose e satisfies the inequality (20). We use the nota-
tion of § 3.8. Let M ⊂ N and MA ⊂ NA be the open dense subsets defined in
Lemma 3.12. Restricting the covering X → N × Y to M × Y and MA× Y , and us-
ing the universal property of the Hurwitz spaces, one obtains canonical morphisms
h : PM → H0d,n(Y ) and hA : PMA → H0d,A(Y ).
Proof of Theorem 0.1. We first prove the theorem for general A ∈ PiceY . The
hypothesis on e implies that n = 2e ≥ 2d. According to [8] Theorem 6.3, see also
[25], the Hurwitz space H0d,n(Y ) is connected. Therefore H0d,n(Y ) is irreducible,
since it is a smooth variety. The morphism h : PM → H0d,n(Y ) fits into the
following commutative diagram.
(22) PM

h
// H0d,n(Y )
t

b
// Y (n) \∆

PiceY PiceY
sq
// PicnY.
Here the morphism b is defined in § 4.1, sq(A) = A2, the morphism t is defined in
§ 4.3, the left vertical morphism is defined similarly, and the right vertical one is
D 7→ OY (D). The composition b◦h equals the restriction of β : PN → Y (n) to PM
(see § 3.8). Using Lemma 3.10 and Lemma 3.12 we conclude that this composition
is dominant. This implies that h : PM → H0d,n(Y ) is dominant as well, since b
is a finite e´tale covering, and H0d,n(Y ) is irreducible. Let L ∈ PicnY . One has
degL = n = 2e ≥ 2g + 1, so dim |L| = n − g and Y (n) \∆ → PicnY is a smooth
morphism. One has
(23) b−1(|L| \∆) =
⋃
A∈PiceY, A2∼=L
H0d,A(Y ).
For every A ∈ PiceY with A2 ∼= L the set H0d,A(Y ) is nonempty by Lemma 3.12.
Therefore H0d,A(Y ) is a smooth, equidimensional variety of dimension n − g. Let
Z be the closure in H0d,n(Y ) of the complement to the image of PM . One has
dimZ < n, so there are two possibilities. Either t|Z : Z → PiceY is not dominant,
or t|Z : Z → PiceY is dominant, but the general fiber has dimension < n − g.
In either case hA : PMA → H0d,A(Y ) is dominant for every sufficiently general
A ∈ PiceY . Using the fact that MA is a Zariski open dense subset in a vector
bundle over the rational variety SA we conclude that H0d,A(Y ) is irreducible and
unirational. This proves the theorem when g(Y ) ≥ 1 and A is general. When
g(Y ) = 1 one has H0d,A(Y ) ∼= H0d,A′(Y ) for every pair A,A′ ∈ PiceY (cf. [28]
Lemma 2.5). ThereforeH0d,A(Y ) is irreducible and unirational for every A ∈ PiceY .
It remains to prove Theorem 0.1 when g(Y ) ≥ 2 and A ∈ PiceY is arbitrary.
Let L ∈ PicnY be arbitrary. It suffices to prove that in the disjoint union (23)
every H0d,A(Y ) is connected. Indeed, then H0d,A(Y ) is irreducible, the composition
PMA → H0d,A(Y ) b→ |A2| is dominant by Lemma 3.10 and Lemma 3.12. The
morphism b is an e´tale covering. Hence the morphism hA : PMA → H0d,A(Y ) is
dominant. Therefore H0d,A(Y ) is unirational.
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The statement that the smooth variety H0d,A(Y ) is connected for every A ∈
PiceY with A2 ∼= L is equivalent to the statement that b−1(|L| \∆) has 22g con-
nected components. This is clear from (23) since sq : PiceY → PicnY , sq(A) = A2
is up to isomorphism the same map as the isogeny 2 · idJ : J(Y )→ J(Y ) of degree
22g. We know the above property holds for every L′ in a Zariski open dense subset
U ⊂ PicnY . LetD ∈ |L|\∆. LetG be the image of π1(|L|\∆, D)→ π1(Y (n)\∆, D).
The monodromy action of π1(|L| \∆, D) on b−1(D) factors through the action of
G. So, the number of connected components of b−1(|L| \ ∆) equals the number
of orbits of G with respect to the action on b−1(D). According to a result due to
Dolgachev and Libgober (cf. Proposition A.1) one has an exact sequence
0→ π1(|L| \∆, D)→ π1(Y (n) \∆, D)→ π1(PicnY, L)→ 1.
So, G = Ker(π1(Y
(n) \ ∆, D) → π1(PicnY, L)). Let L′ ∈ U ⊂ PicnY and let
D′ ∈ |L′|. We know that G′ = Ker(π1(Y (n) \ ∆, D′) → π1(PicnY, L′)) has 22g
orbits with respect to the action of G′ on b−1(D′). Connecting D and D′ by a path
in Y (n) \∆ we have a commutative diagram
π1(Y
(n) \∆, D) //

π1(Pic
nY, L)
∼=

π1(Y
(n) \∆, D′) // π1(PicnY, L′)
where the left vertical isomorphism is compatible with the actions on b−1(D) and
b−1(D′) respectively. We conclude that G and G′ have the same number of orbits.
Therefore b−1(|L| \∆) has 22g connected components. Theorem 0.1 is proved. 
Proof of Theorem 0.2. Let us first consider the case g(Y ) ≥ 2. We recall that when
(r, e) = 1 there is a smooth, irreducible, projective variety U(r, e) which is a coarse
moduli space for stable vector bundles of rank r and degree e. Furthermore there
is a Poincare´ locally free sheaf P(r, e) on U(r, e)×Y (see [53] or [44] Ch.5 § 5). Let
A ∈ PiceY , let SU(r, A) be the closed subvariety which parameterizes the stable
vector bundles with determinant isomorphic to A and let P(r, A) be the restriction
of P(r, d) on SU(r, A). The arguments of § 3.7, § 3.8 and § 3.9 may be applied to
new families of vector bundles on Y . Namely: let SA = SU(2, A), E = P(2, A) when
d = 3; let SA = SU(3, A)×SU(2, A), E and F be respectively equal to the inverse
images of P(3, A) and P(2, A) when d = 4; SA = SU(4, A)× SU(5, A2), E and F
be respectively equal to the inverse images of P(4, A) and P(5, A2) when d = 5. For
d = 3, 4 or 5 let G be S3E⊗(detE)−1, Fˇ⊗S2E and ∧2 F⊗E⊗(detE)−1 respectively.
One repeats all the arguments after § 3.8 concerning PNA,PMA etc. with the new
definition of SA. We notice that the compatibility conditions det E ∼= detF (when
d = 4) and (det E)2 ∼= detF (when d = 5) might not be satisfied, but for every
s ∈ SA one has det Es ∼= A ∼= detFs and (det Es)2 ∼= A2 ∼= detFs respectively,
and this suffices for applying the arguments after § 3.8. In particular the proof of
Lemma 3.10 simplifies. One may let V = SA = UA and g be the identity map. One
obtains a morphism hA : PMA → H0d,A(Y ) whose composition with the finite e´tale
covering bA : H0d,A(Y ) → |A2| is dominant. According to Theorem 0.1 the variety
H0d,A(Y ) is irreducible. Therefore hA : PMA → H0d,A(Y ) is dominant. We claim
that this morphism is moreover injective. Indeed, given a [π : X → Y ] ∈ H0d,A(Y )
in the image of hA, the locally free sheaves E (when d = 3) and E, F (when d = 4
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or 5) are uniquely determined, up to isomorphism, from the covering since E∨ ∼=
π∗OX/OY and F ∼= Ker(S2E → π∗ω⊗2X/Y ) (see [14] Theorem 3.4 and Theorem 4.4,
and [15] Theorem 3.8). The fiber W of hA : PMA → SA over [E] (when d = 3) or
([E], [F ]) (when d = 4 or 5) may be identified with the Zariski open dense subset of
PH0(Y,Rd) consisting of 〈η〉 such that: Xη is smooth and irreducible; πη : Xη → Y
is simply ramified; its monodromy group is Sd (see Lemma 2.13, Proposition 3.6,
Lemma 3.11 and Lemma 3.12). According to Lemma 4.2 for every 〈η〉 ∈ W one
has Aut(Xη/Y ) = {1}. Using Proposition 2.19 and the fact that Aut(E) ∼= C∗,
Aut(F ) ∼= C∗ we conclude that hA|W : W → H0d,A(Y ) is injective. This proves
that hA : PMA → H0d,A(Y ) is injective, therefore hA is a birational isomorphism.
The variety SA, being a product of moduli spaces SU(r, A) with (r, degA) = 1,
is rational according to the theorem of King and Schofield [30] Theorem 1.2. We
should notice that one may use results due to Tyurin and Newstead when d = 3 or
4: [52] Theorem 11 in the case d = 3 and [43] Proposition 2 in the case d = 4. The
variety PMA is a Zariski open subset of the projectivization of a vector bundle over
SA. Therefore PMA and H0d,A(Y ) are rational varieties.
Suppose now g(Y ) = 1. If (r, e) = 1 and A ∈ PiceY there is a unique, up to
isomorphism, indecomposable (= stable) locally free sheaf of rank r and determi-
nant isomorphic to A ([4] p.434). We may apply the same arguments as in the case
g(Y ) ≥ 2 taking for SU(r, A) and SA varieties consisting of one point. Theorem 0.2
is proved. 
Appendix A. A result of Dolgachev and Libgober
Let Y be a smooth, irreducible, projective curve of genus g ≥ 1. Let Y (n) →
PicnY be the canonical morphism u(D) = OY (D). Let ∆ ⊂ Y (n) be the codimen-
sion one subvariety which parameterizes divisors with multiplicities. We need the
following statement from [17] p.9.
Proposition A.1 (Dolgachev-Libgober). Let n ≥ 2g + 1. Then the canonical
morphism u : Y (n) \ ∆ → PicnY is a Serre fibration. For every L ∈ PicnY and
every D ∈ |L| one has an exact sequence
(24) 1→ π1(|L| \∆, D)→ π1(Y (n) \∆, D)→ π1(PicnY, L)→ 1
A weaker result, (24) under the assumption that L is general enough, is published
in [49], where it is argued that the proof in [17] seems to be incomplete (see [49]
p.337). We need the exactness of (24) for every L, so we include below a detailed
proof of Proposition A.1 along the sketch given in [17] p.9.
Lemma A.2. Let
A
h
//
p

❄❄
❄❄
❄❄
❄❄
B
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
S
be a commutative diagram of continuous maps of topological spaces. Assume p and
h are Serre fibrations and h is surjective. Then q is a Serre fibration.
Proof. Let I = [0, 1] be the unit interval. Let f : In → B be a continuous map and
let G : In × I → S be a homotopy such that G|In×{0} = q ◦ f . Let b = f(0, . . . , 0).
There is a point a ∈ A such that h(a) = b. Since h is a Serre fibration there is a
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lifting f˜ : In → A such that h ◦ f˜ = f . One has p ◦ f˜ = q ◦ f . Since p : A → S is
a Serre fibration there is a homotopy F˜ : In+1 → A which lifts G : In+1 → S. One
lets F = h ◦ F˜ : In+1 → B. This homotopy lifts G. 
A.3. Families of dual varieties The classical arguments about dual varieties (see
e.g. [34] Lecture 1) are easily extended to families of smooth varieties. Let X
and S be smooth irreducible varieties and let f : X → S be a proper, smooth
morphism with irreducible fibers. Let V → S be a vector bundle of rank N +1 and
let ϕ : X → P(V ) be a S-morphism, which is a closed embedding. One considers
the dual vector bundle V ∗, the incidence variety W ⊂ P(V ) ×S P(V ∗) and the
two projections p : W → P(V ) and q : W → P(V ∗). One lets WX = p−1(ϕ(X )),
qX := q|WX and
NX = {(ϕ(x), α) ∈WX | Hα ⊃ dϕ (TX/S(x))}.
One proves as in [34] Lecture 1 that WX and NX are smooth fibrations over S of
relative dimensions dimXs + rk(V )− 2 and rk(V )− 2 respectively.
CLAIM: The set of critical points of qX : WX → P(V ∗) equals NX and the set of
critical values of qX equals ∪s∈Sϕs(Xs)∨. The map qX : WX → P(V ∗) is locally
trivial in the C∞-category over P(V ∗) \ ∪s∈Sϕs(Xs)∨.
Proof. Let a ∈ Xs, α ∈ P(V ∗s ) satisfy a ∈ Hα, i.e. (a, α) ∈ (WX )s. One has a
commutative diagram with exact rows
0 // TWX /S(a, α)
dqX

// TWX (a, α)
dqX

// TS(s)
=

// 0
0 // TP(V ∗)/S(α) // TP(V ∗)(α) // TS(s) // 0
The middle vertical map is surjective if and only if the left vertical map is surjective.
Hence the first part of the claim follows from [34] Lemma 1.4 and the second one
from the Ehresmann fibration theorem (see [18] p.154) 
A.4. Example. Let C be a smooth, projective, irreducible curve of genus g ≥ 0. Let
n ≥ 2g + 1. Let S = PicnC, X = C × S and f : X → S be the second projection.
Let L be a Poincare´ invertible sheaf on X and let E = f∗L be the associated locally
free sheaf of rank n− g + 1. Let V be the vector bundle associated with E∨ with
fibers H0(C,Ls)∗ and let ϕ : C × S → P(V ) be the embedding determined by L.
Then P(V ∗)→ S is identified with the canonical morphism u : C(n) → PicnC (see
[3] p.309), WX and NX are identified with the following subsets of C × C(n):
WX = {(x,D) | x ∈ Supp(D)}, NX = {(x,D) | νx(D) ≥ 2}.
One concludes that the image of WX \NX in C(n) equals C(n) \∆.
Proof of Proposition A.1. Using the notation of § A.3 and § A.4, replacing C by Y ,
we have the following commutative diagram
WX \NX //
%%▲
▲▲
▲▲
▲▲
▲▲
▲
Y (n) \∆
u
yyss
ss
ss
ss
ss
PicnY
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The map WX \NX → S = PicnY is topologically trivial by [22] Theorem 5.2. The
mapWX \NX → Y (n) \∆ given by (x,D) 7→ D is a topological unramified covering
of degree n, hence a Serre fibration. By Lemma A.2 we obtain that u : Y (n) \∆→
PicnY is a Serre fibration. The canonical exact sequence of homotopy groups and
the equality π2(Pic
nY ) = 0 yields (24). 
Acknowledgments. This work was supported by a research grant from the University
of Palermo. The author was on leave of absence from the Institute of Mathematics
and Informatics of the Bulgarian Academy of Sciences.
References
[1] Altman, A., and S. Kleiman. Introduction to Grothendieck duality theory, Lecture Notes in
Mathematics 146. Berlin: Springer-Verlag, 1970.
[2] Arbarello, E., and M. Cornalba. “Footnotes to a paper of Beniamino Segre.” Math. Ann. 256
(1981): 341–362.
[3] Arbarello, E. et al. Geometry of algebraic curves. Vol. I. Berlin: Springer-Verlag, 1985.
[4] Atiyah, M. F. “Vector bundles over an elliptic curve.” Proc. London Math. Soc. (3) 5 (1957):
414–452.
[5] Atiyah, M. F. “Complex analytic connections in fibre bundles.” Trans. Amer. Math. Soc. 85
(1957): 181–207.
[6] Atiyah, M. F., and R. Bott. “The Yang-Mills equations over Riemann surfaces.” Philos.
Trans. Roy. Soc. London Ser. A 308 (1983): 523–615.
[7] Benoist, O. “Le theo´re`me de Bertini en famille.” Bull. Soc. Math. France. 139 (2011): 555–
569.
[8] Berstein, I., and A.L. Edmonds. “On the classification of generic branched coverings of sur-
faces.” Illinois Journ. Mathem. 28 (1984): 64-82.
[9] Bourbaki, N. E´le´ments de mathe´matique. Premie`re partie: Les structures fondamentales
de l’analyse. Livre II: Alge`bre. Chapitre 9: Formes sesquiline´aires et formes quadratiques.
Actualite´s Sci. Ind. no. 1272, Paris: Hermann, 1959.
[10] Bruguie`res, A. “Filtration de Harder-Narasimhan et stratification de Shatz.” In Module des
fibre´s stables sur les courbes alge´briques, edited by J.-L. Verdier and J. Le Potier, 81–104.
Progress in Mathematics 54. Boston, MA : Birkha¨user, 1985.
[11] Bruns, W., and Herzog, J. Cohen-Macaulay rings, Cambridge Studies in Advanced Mathe-
matics 39. Cambridge: Cambridge University Press, 1993.
[12] Buchsbaum, D. A., and D. Eisenbud. “What makes a complex exact?.” J. Algebra 25 (1973):
259–268.
[13] Buchsbaum, D. A., and D. Eisenbud. “Algebra structures for finite free resolutions, and some
structure theorems for ideals of codimension 3.” Amer. J. Math. 99, no. 3 (1977): 447–485.
[14] Casnati, G., and T. Ekedahl. “Covers of algebraic varieties. I. A general structure theorem,
covers of degree 3, 4 and Enriques surfaces.” J. Algebraic Geom. 5 (1996): 439–460.
[15] Casnati, G. “Covers of algebraic varieties. II. Covers of degree 5 and construction of surfaces.”
J. Algebraic Geom. 5 (1996): 461–477.
[16] Casnati, G., and R. Notari. “On some Gorenstein loci in Hilb6(P4k)”, J. Algebra 308, no. 2
(2007): 493–523.
[17] Dolgachev, I., and A. Libgober. “On the fundamental group of the complement to a discrim-
inant variety.” In Algebraic geometry (Chicago, Ill., 1980), edited by A. Libgober and P.
Wagreich, 1–25. Lecture Notes in Mathematics 862. Berlin: Springer-Verlag, 1981.
[18] Ehresmann, C., “Les connexions infinite´simales dans un espace fibre´ diffe´rentiable. In
Se´minaire Bourbaki, Vol. 1, Exp. No. 24, 153-168, Paris: Soc. Math. France, 1995 (avail-
able at http://www.numdam.org).
[19] Eisenbud, D. Commutative algebra. With a view toward algebraic geometry, Graduate Texts
in Mathematics 150. New York: Springer-Verlag, 1995.
[20] Fulton, W. “Hurwitz schemes and irreducibility of moduli of algebraic curves” Ann. of Math.
(2) 90 (1969): 542–575.
[21] Fulton, W., and S. Lang, Riemann-Roch algebra, Grundlehren der Mathematischen Wis-
senschaften 277. New York: Springer-Verlag, 1985.
UNIRATIONALITY OF HURWITZ SPACES 33
[22] Gibson, C. G. et al. Topological stability of smooth mappings, Lecture Notes in Mathematics
552. Berlin: Springer-Verlag, 1976.
[23] Grothendieck, A. “E´le´ments de ge´ome´trie alge´brique. IV. E´tude locale des sche´mas et des
morphismes de sche´mas. III.” Inst. Hautes E´tudes Sci. Publ. Math. 28 (1966): 5-255.
[24] Grothendieck, A. SGA 1: Reveˆtements e´tales et groupe fondamental, Lecture Notes in Math-
ematics 224. Berlin: Springer-Verlag, 1971.
[25] Harris J., T. Graber , and J. Starr, “A note on Hurwitz schemes of covers of a positive genus
curve”, arXiv:math/0205056v1
[26] Hartshorne, R. Algebraic geometry, Graduate Texts in Mathematics 52. New York: Springer-
Verlag, 1977.
[27] Hurwitz, A. “Ueber Riemann’sche Fla¨chen mit gegebenen Verzweigungspunkten” Math. Ann.
39 (1891): 1–61.
[28] Kanev, V. “Hurwitz spaces of triple coverings of elliptic curves and moduli spaces of abelian
threefolds.” Annali di Mat. Pura ed Appl.(4) 183 (2004): 333–374.
[29] Kanev, V. “Hurwitz spaces of quadruple coverings of elliptic curves and the moduli space of
abelian threefolds A3(1, 1, 4).” Math. Nachr. 278 (2005): 154–172.
[30] King, A., and A. Schofield. “Rationality of moduli of vector bundles on curves.” Indag. Math.
(N.S.) 10, no. 4 (1999): 519–535.
[31] Kleiman, S. L. “Relative duality for quasicoherent sheaves.” Compositio Math. 41, no. 1
(1980): 39–60.
[32] Kodaira, K., and D. C. Spencer. On deformations of complex analytic structures. I, II, Ann.
of Math. (2) 67 (1958): 328–466.
[33] Liu, Q. Algebraic geometry and arithmetic curves, Oxford Graduate Texts in Mathematics
6. Oxford: Oxford University Press, 2002.
[34] Looijenga, E. Cohomology and intersection homology of algebraic varieties, In Complex al-
gebraic geometry (Park City, UT, 1993), edited by J. Kolla´r, 221-263. IAS/Park City Math.
Ser. 3, Providence, RI: Amer. Math. Soc. 1997.
[35] Massey, W. S. A basic course in algebraic topology, Graduate Texts in Mathematics 127. New
York: Springer-Verlag, 1991.
[36] Matsumura, H. Commutative algebra, 2nd ed., Mathematics Lecture Note Series 56. Reading,
MA: Benjamin/Cummings Publishing, 1980.
[37] Matsumura, H. Commutative ring theory, Cambridge Studies in Advanced Mathematics 8.
Cambridge: Cambridge University Press, 1986.
[38] Miranda, R. “Triple covers in algebraic geometry.” Amer. J. Math. 107, no. 5 (1985): 1123–
1158.
[39] Mumford D. Abelian varieties. Tata Institute of Fundamental Research Studies in Mathe-
matics 5. London: Oxford University Press, 1970.
[40] Narasimhan, M. S., and C. S. Seshadri, “Stable and unitary vector bundles on a compact
Riemann surface.” Ann. Math. (2) 82 (1965): 540–567.
[41] Narasimhan, M. S., and S. Ramanan. “Deformations of the moduli space of vector bundles
over an algebraic curve.” Ann. Math. (2) 101 (1975): 391–417.
[42] Newstead, P. E. “Rationality of moduli spaces of stable bundles.” Math. Ann. 215 (1975):
251–268.
[43] Newstead, P. E. “Correction to: ‘Rationality of moduli spaces of stable bundles’ [Math. Ann.
215 (1975): 251–268].” Math. Ann. 249 , no. 3 (1980): 281–282.
[44] Newstead, P. E. Introduction to moduli problems and orbit spaces, Tata Institute of Funda-
mental Research Lectures on Mathematics and Physics 51. New Delhi: Narosa Publishing
House, 1978.
[45] Oesterle, J. “Construction de la varie´te´ de modules des fibre´ vectoriels stables sur une courbe
algebrique.” In Module des fibre´s stables sur les courbes alge´briques, edited by J.-L. Verdier
and J. Le Potier, 29–49. Progress in Mathematics 54. Boston, MA : Birkha¨user, 1985.
[46] Perrin, D. Algebraic geometry. An introduction.. Universitext. London: Springer-Verlag,
2008.
[47] Romagny, M., and Wewers, S. “Hurwitz spaces.” In Groupes de Galois arithme´tiques et
diffe´rentiels, edited by D. Bertrand and P. De`bes, 313–341, Se´min. Congr. 13. Paris: Soc.
Math. France, 2006.
[48] Schreyer, F.-O. “Syzygies of canonical curves and special linear series.” Math. Ann. 275
(1986): 105–137.
34 V. KANEV
[49] Shimada, I. “Fundamental groups of algebraic fiber spaces.” Comment. Math. Helv. 78, no. 2
(2003): 335–362.
[50] Sternberg, S. Lectures on differential geometry. Englewood Cliffs, N.J.: Prentice-Hall Inc.,
1964.
[51] Teixidor i Bigas, M. On Lange’s conjecture. J. Reine Angew. Math. 528 (2000): 81–99.
[52] Tjurin, A. N. “On the classification of two-dimensional fibre bundles over an algebraic curve
of arbitrary genus”, (in Russian). Izv. Akad. Nauk SSSR Ser. Mat. 28 (1964): 21–52.
[53] Tjurin, A. N. “Analogues of Torelli’s theorem for multidimensional vector bundles over an
arbitrary algebraic curve”, (in Russian). Izv. Akad. Nauk SSSR Ser. Mat. 34 (1970): 338–365.
(English translation, Math. USSR-Izv. 4 (1970): 343-370.)
[54] Wavrik, J. J. “Deformations of Banach [branched] coverings of complex manifolds.” Amer.
J. Math. 90 (1968): 926–960.
[55] Wewers, S. “Construction of Hurwitz spaces”. PhD. thesis, University of Duisburg-Essen,
1998. (Preprint No. 21 of the IEM., http://hdl.handle.net/10068/183484).
V. Kanev, Dipartamento di Matematica, Universita` di Palermo, Via Archirafi, 34,
90123 Palermo, Italy
E-mail address: vassil.kanev@unipa.it
