Abstract. This work considered the Dirichlet boundary optimal control of time-periodic Stokes-Oseen equations. The existence of optimal solution and maximum principle are obtained without assuming that the normal component of the control is equal to zero. Moreover, we get the regularity result of the optimal solution via the Euler-Lagrange system. The existence of solution to the HJB equation is proved. The feedback form of the optimal controller is given, and with this feedback controller, we can get for the solution to the periodic Navier-Stokes equations the property of continuous dependence on the outer force term.
Introduction
Here we shall consider the optimal control problem: Here Ω is a bounded open subset with smooth boundary Γ in R 2 . Function u(t) ∈ U, ∀t ∈ (0, T ) is the boundary control, where U = V 0 (Γ) . = {u ∈ (L 2 (Γ)) 2 ; u·n, 1 ((H −1/2 (Γ)) 2 ,(H 1/2 (Γ)) 2 ) = 0}. Here n is the outer normal vector of Γ, f i (x), i = 1, 2 are steady state functions and f i ∈ (W 2,∞ (Ω)) 2 ∩ V 0 (Ω), where space V 0 (Ω) is defined by V 0 (Ω) = {y ∈ (L 2 (Ω)) 2 ; ∇ · y = 0 in Ω, y · n, 1 ((H −1/2 (Γ)) 2 ,(H 1/2 (Γ)) 2 ) = 0}.
In the above definition and throughout what follows, for all y ∈ (L 2 (Ω)) 2 such that ∇ · y ∈ (L 2 (Ω)) 2 , we denote by y · n the normal trace of y in the space (H −1/2 (∂Ω)) 2 (see [3] ). In fluid dynamics, the Stokes-Oseen equations (or Stokes-Oseen flow) describe the flow of a viscous and incompressible fluid at small Reynolds numbers. This is a typical situation in flows where the fluid velocities are very slow, the viscosities are very large, or the length-scales of the flow are very small. In nature this type of flow occurs in the swimming of microorganisms, the flow of lava and so on. In technology, it occurs in paint, microelectromechanical systems devices, and in the flow of viscous polymers generally.
For the optimal control problems of periodic flows we cite here [2, 13, 14] and the references in [21] . In [14] , the optimal feedback controllers are constructed for the periodic convex control problems. Dirichlet boundary optimal control problems of Stokes-Oseen equations with initial data are usually considered in the research of the boundary stabilization of Navier-Stokes equations. Here we cite works of this domain Barbu [1, 15] , Raymond [18, 20] , and the references therein.
In this work, since the normal component of the boundary control is not 0, we shall apply the method in [18] to decompose the state equation, satisfied by the velocity field y to be an evolution equation satisfied by P y, where P is the so-called Leray projection operator, and a quasi-stationary elliptic equation satisfied by (I − P )y. Using this decomposition we can derive the optimality system of optimal control problem (P 0 ). With the Euler-Lagrange system, and a sequence of regularity results obtained for periodic solution to Stokes equations, which are listed in the appendix, we can improve the regularity of the optimal solution. For the purpose to focus on the idea of approaching the feedback controller, we shall consider control problem (P 0 ) in the second part of this work (Sect. 3) with the tangential boundary control without lose of generality (the feedback law can be expressed only in function of P y, see [18] ). Thanks to the regularity results obtained for the optimal solution, we can get the existence of solution to the HJB equation by following the method applied in [14] , wherein the feedback optimal form is obtained for internal periodic control. However, since the optimal control problem considered here is unbounded, the approach will be more precise and difficult. Consequently, we can get the boundary feedback optimal controller. Finally, we shall apply this feedback operator to the periodic Navier-Stokes equations. This idea is originated as following: when the stationary Navier-Stokes equations are perturbed by a small time-periodic outer force, the perturbed periodic solution to the Navier-Stokes equations may do not stay near the original solution, even when the perturbation is very small; to overcome this defect, we can put the boundary feedback controller in the perturbed periodic Navier-Stokes equations, and we can show that for the nonlinear system with this feedback controller, the periodic solution is continuously dependent on the outer force term.
The space V 0 (Ω) is a closed subspace of (L 2 (Ω)) 2 , and it is a Hilbert space with the scalar product
and the corresponding norm |y| = ( Ω |y| 2 dx) 1/2 . We shall denote by the
2 is the same as in V 0 (Ω), which will be also denoted by ·, · if there is no ambiguous. Define the spaces and V s will be denoted by · s . The norm · 1 will denote by · for simplicity. We shall also be denoted by |·| and ·, · the norm and inner product respectively of spaces L 2 (Γ), V 0 (Γ) and V 0 n (Γ). We shall use the notations
For spaces of time dependent functions we set
Define the trilinear function
The stokes operator A is self-adjoint in H, A ∈ L(V, V ) (V is the dual of V with the norm denoted by · V ) and Ay, y = y 2 , ∀y ∈ V . Denote by A 0 the operator defined by
denotes the dual pair of the space (D(A * )) and D(A * ). We still denote by A the extended operator. The operator A * is the adjoint operator of A which is defined by
where k > 0 is an element in the resolvent set of −A such that (kI +A)y, y ≥ ω 0 y 2 , ∀y ∈ D(A), for some 0 < ω 0 < 1. For all ψ ∈ H 1/2+ε (Ω) with ε > 0, we denote by c(ψ) the constants defined by
The results presented below can be referred to the work of Raymond [18] .
, is defined by
where (z, π) is the solution of 5) and c(π) is defined by (1.3). 
Let us define the operators
γ τ ∈ L(V 0 (Γ)), γ n ∈ L(V 0 (Γ)) by γ τ u = u − (u · n)n, γ n u = (u · n)n = u − γ τ u.γ τ = γ * τ , γ n = γ * n , and (I − P )D = (I − P )Dγ n .
Lemma 1.3. The operator
into itself, and we have
We introduce the operators
and
We rewrite Eq. (1.1) in the form
where f = P f 0 . From the argument in [18] , we can rewrite the cost functional as following
The control problem (P 0 ) is equivalent to
Existence of optimal solution and maximum principle
is called an admissible pair of optimal control problem(OCP) (P) if it is a solution to (1.6) and (1.7). An optimal solution is one admissible pair which minimizes the cost functional J(y, u).
The existence of periodic solution to Eq. (1.1) does not hold in general, and even the existence of admissible pair for the optimal control problem is not trivial when 1 is an eigenvalue of the operator e −AT . If 1 is an eigenvalue of the operator e −AT , we denote by
the (normalized) linearly independent eigenfunctions corresponding to eigenvalue 1 of e −AT and e −A * T respectively. To get the existence of admissible pair, we need the following property for operator e −AT (UC): The solution to the equation
T z). It is kind of unique continuation property of operator A * . It is used critically in one spot: claiming that {F
We can see from the definition of ψ that ψ = p in H 1 (Ω)/R. As discussed in [7, 8] , the unique continuation property holds for the Stokes equation. For other literatures concerned with the continuation property of Stokes-Oseen operator, we cite here [5, 6, 9] .
Following the similar arguments as in [21] , we can proof the existence of admissible control for optimal control problem (P). Theorem 2.1. There exists a unique optimal solution (y * , u * ) for optimal control problem (P ) under assumptions (H).
Proof. First we claim that there exists at least one admissible pair.
Indeed, from Eq. (1.6), we have that
To get a periodic solution to Eq. (2.2), it is enough to find
Since the operator e −AT is a compact operator on H, it follows by Fredholm alternative theorem that this trivially holds if 1∈σ(e −AT ), where σ(e −AT ) denotes the set of the spectrum of the operator e −AT . Assume now that Vol. 21 (2014) Boundary optimal feedback controller 715
For existence of a pair (z 0 , u), it is suffices to prove in this case that ∀Ψ ∈ N = {w ∈ H; (I − e −A * T )w = 0}, the following equation holds
In fact, the space N is finite dimensional, and
where
T Φ i ). Taking the finite dimensional controller
Equation (2.5) is equivalent to the following linear algebraic equation
With the assumptions (H), we can prove that {F * Φ i (s)} 1≤i≤N are linear independent in L 2 (0, T ; U ) (following the same arguments as in the proof of (3.6.20A) in [1, p. 55]). It follows that the matrix
is full rank, and so there is {c j }, or, to say, a finite dimensional controller u ∈ L 2 (0, T ; U ) such that Eq. (2.7) holds. It follows that there exists a finite dimensional controller such that Eq. (1.6) has at least one periodic solution.
The existence of optimal solution of (P) follows by a standard way (see [21] ).
To get the necessary condition of (y * , u * ), we consider first the following approximating problem
subject to the equation
The cost functional of problem (P ε ) will be denoted by J ε (·, ·). Problem (P ε ) has solution (y ε , u ε , v ε ), and (see [21] )
(2.9)
Then we can begin to derive the necessary condition for optimal solution (y * , u * ), i.e. the maximum principle. In fact, we shall prove that this necessary condition is also sufficient.
Theorem 2.2. The admissible pair (y * , u * ) is optimal solution to OCP (P) if and only if there is function
More precisely, we have q(t) = q 1 (t) + q 2 (t), where
Moreover, we can obtain the following regularity properties for the optimal solution via the Euler-Lagrange system.
, and the following estimate holds
To prove the maximum principle, we give first the following lemma about the properties of operator 
(2.13) 
(2.14)
Let u 0 = 0, the we have that
where q ε = 1 ε v ε . Moreover, we can apply (2.14) again to obtain that
Step 2: Pass to limit. Decompositing q ε to be
It follows from Lemma 2.4 and (2.15) that
Because the restriction of F to N (A * ) has closed range, we can decomposite q 2 ε to be q
We can obtain from (2.17) that
It follows from (2.18) and (2.19) that 
Hence q = q 1 + q 2 satisfies Eq. (2.10). This completes the first part of proof of Theorem 2.2. Now we prove via the class way that the solution to system (2.4) is the optimal solution to OCP (P). Letting (y, u) be arbitrary admissible pair, we have that
Hence, (y * , u * ) optimal solution (P). Proof of Theorem 2.3 As seen in the proof of Theorem 3.1 in [21] , if 1 is not eigenvalue of operator e −A * T , the pair
is an admissible pair of OCP (P). Since (y * , u * ) minimize the cost function J(y, u), we know that
If 1 is eigenvalue of operator e −A * T , we can take a finite dimensional input 
Moreover, we can find P y 2 
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Letting w be the solution to the equation
we see that z = P y * − w is the solution to the equation
. (2.26) Considering now φ as the solution to the equation
We see that ψ = q − φ is the solution to the equation
As seen in the proof of Theorem 2.2, q = q 1 + q 2 , and
By Appendix Theorem 4.4, we know that
, and
It follows from Proposition 1.4 that u * ∈ V 1/2−ε,1/4−ε/2 (Σ T ). Applying again Theorem 4.2 we get by the same arguments that P y * ∈ V 1−ε,1/2−ε (Q T ), and repeating the same analysis as above, we see that u * ∈ V 1−ε,1/2−ε/2 (Σ T ). It follows that P y * ∈ V 3/2−ε,3/4−ε (Q T ) by Theorem 4.2. From above analysis, we have moreover that estimate (2.12) holds. In particular, it follows by interpolation theory that 
Feedback control and application to periodic Navier-Stokes equations
In the sequel we shall only consider the tangential Dirichlet boundary control for the convenient to present the idea of the feedback synthesis and it's application. Denote here by H the space V 0 n (Ω). To get the optimal feedback controller of optimal control problem (P), we consider the dual optimal control problem:
Equivalently,
If (p, y) is an optimal pair in problem (3.1), then it follows via maximum principle and duality arguments that (−y(T − t), −F * p(T − t)) is optimal in problem (P).
The dynamic programming equation corresponding to problem (3.2) is
where ψ p = ∇ p ψ. For the existence of solution to system (3.3), we have the following Theorem.
Theorem 3.1. There exist a unique real number μ, and a continuous function ψ : [0, T ] × H → R which is convex and Gateaux differentiable in p, absolutely continuous in t for each p ∈ D(A), satisfies a.e. in (0, T ) Eq. (3.3), and
Before proving Theorem 3.1, we pause briefly to present a few consequences of the above Theorem.
Consider the following closed-loop dual equation
Since the cost functional of optimal control problem is quadratic, letting
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where Q is positive and self-adjoint operators, h is a function satisfying h(0) = h(T ) + μ we have by (3.3) that (see [13, 16] )
r (t) + Ar(t) + Qr(t) = f (t); r(0) = r(T ). (3.6)
We can see from above that equation ( Let p be a solution to Eq. (3.5). Consider the feedback law,
where p is the solution to closed loop system. If p * is a solution to equation (3.5), then we claim that the pair (p * (t), −ψ p (T − t, p * (t))) is the optimal solution of the dual problem (3.2).
Indeed, for any admissible pair (q, y) of OCP (3.2), we know from (3.3)
), q(t) .
Integrating on (0, T ), it follows from (3.4) that
Moreover, we can get by the similar calculation as above that
From the arguments above we see that (p * (t), −ψ p (T − t, p * (t))) is the optimal solution of the dual problem (3.2) and −μ is the minimum of the cost functional.
As mentioned earlier, the pair
is optimal in problem (P). In other words,
is an optimal feedback controller for problem (P). Here ψ * is the conjugate of the function p → ψ(t, p). Summarizing we have 
Theorem 3.2. Assume that the periodic problem (3.5) has a mild solution p ∈ C([0, T ]; H). Then the feedback control (3.11) is optimal in problem (P).
The way to prove Theorem 3.2 is classical, and we refer to [2, 12] . Proof of Theorem 3.1 To get the existence of solution to the Hamilton-JacobiBellman equation, we give first the following lemma.
Lemma 3.3.
There exist a continuous function ϕ 0 : V → R, and a unique μ ∈ R such that
(3.12)
where g(t) = f (T − t).
Proof.
Step 1: Define a sequence of value function by iteration. Let ϕ n : V → R be defined by
We take ϕ 0 (x) = 0. It's well known that ϕ n are continuous, convex and the infimum defining ϕ n (x) is attained. Moreover, since g is T − periodic, we may equivalently write ϕ n (x) as
(3.14)
Let (q n , z n ) be an optimal pair in problem (3.14) . By the maximal principle, there are
We recall also that ∇ϕ n (x) = −z n (0).
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Step 2: Convergence of {∇ϕ n (x)}. We note first that under our assumptions there are functions (q,z) such that ⎧ ⎪ ⎨ ⎪ ⎩q
We extend by periodicity (q,z) on the time interval (0, nT ), and note that
Integrating on (0, nT ), we get that
From Theorem 4.5 in [18], we know that there is operator Π ∈ L (H; D(A)) such that the operator
is the infinitesimal generator of an analytic exponentially stable semigroup on H. We can rewrite equations (3.17) as
It follows that
Similarly,
we obtain that
Combining (3.18), (3.21), (3.23), we get that
where C(f , x) is dependent of the quantities of f L 2 (0,T ;(V 2ε (Ω)) ) and x , but independent of n. Applying again (3.20) and (3.24), we see that
(3.25) Equation (3.17) can be written as
Applying the arguments in Theorem 3.6 in [18] , we get that
Moreover,
Hence, on a subsequence, again denoted by n, we have
Moreover, by (3.26), we see that
Similarly, it follows that z n (t) → z * (t), weakly in V , ∀t ≥ 0, and
In other words, (q * , z * ) is the weak solution to system
By Eq. (3.15), (3.32), we get that
It follows by (3.31) that
We have therefore,
On the other hand, it follows by (3.27) and the interpolation theory (see [19] ) that
where C is independent of n. Hence,
By (3.33), (3.35) and (3.37), it follows that,
Moreover, by (3.22) and (3.38) that
Recall that {n} is a subsequence of the initial sequence. Thus to conclude the claim, it suffices to show that the solution (q * , z * ) to Eq. (3.32) is unique. Let (q * ,z * ) be another solution to this system, we have
This yields that
Hence,
We have therefore proven that {∇ϕ n (x)} is convergent in V .
Step 3: Convergence of {ϕ n (x)−ϕ n (0)}. We may infer as an intermediate step of the proof that
This yields
for all admissible pair (q, z). We get therefore,
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On the other hand, there are (q n ,z n ) such that
Note also that by (3.14) we have
where (q 0 n , z 0 n ) is the optimal solution minimize the cost functional ϕ n (0). Then, by estimate (3.24), it follows that {ϕ n−1 (0)−ϕ n (0)} is bounded. Hence, on a subsequence, again denoted by n, we have,
(3.50)
We have also that
. Since as seen earlier that {∂ϕ 0 n−1 (q(T ))} is strongly convergent, we have lim inf
and so by (3.48), (3.50) and (3.51) we see that lim inf
Along with (3.47), the latter implies that
Thus, the proof of Lemma 3.3 is complete.
H. Liu NoDEA
Continued: Define the function ψ:
It is well known (see [10] [11] [12] ) that ψ is continuous, convex as function of x absolutely continuous in t for each x ∈ D(A) and satisfies Eq. The existence, regularity and uniqueness of y e was discussed in details in literature (see e.g. [3] ). Everywhere in the following, we assume that the solution y e is regular enough, for instance, y e ∈ (W 2,∞ (Ω)) 2 . This can be ensured with f 0 ∈ (W 1,∞ (Ω)) 2 . The solution to the following time-periodic equation
(3.55) may do not stay near the original solution no matter how small the perturbation f is. This means, the solution to the equation
is not continuously dependent on the outer force term. We shall prove below that we can put a boundary feedback control to overcome this defects for each perturbation f small enough. Still denote Ay = Ay + P ((y e · ∇)y + (y · ∇)y e ), and denote By = P (y · ∇)y. We have the following result. and the following estimate holds
Proof. For each z ∈ V 3/2−ε,3/4−ε/2 (Q T ), we denote by y z the solution to the equation
We are going to prove that the mapping M : z → y z is a contraction in D δ . (i) It follows from Theorems 2.2 and 3.2 that (y z , −F * ψ * y (t, y z (t))) is optimal solution to OCP (P), and we infer by Theorem 2.3 that
We can obtain that
for δ < δ 1 , where δ 1 sufficiently small. Thus, M is a mapping from D δ into itself.
(ii)
Thus, we infer that
Therefore, the mapping M is a contraction in D δ for 0 < δ < δ 0 , where δ 0 is a fixed sufficiently small positive number satisfying δ 0 < δ 1 . From the proof above, we can see that inequality (3.58) holds.

Appendix: Time-periodic Stokes equations
Consider the Stokes equation
The equation can be represented as the following abstract equation via Leray projection and Dirichlet map.
Here D is the operator defined in (1.2) with k = 0.
Proof. It's known that Eq. (4.3) has a unique solution φ = (I − P )y which is periodic and φ ∈ L 2 (0, For the part
It follows by interpolation inequality that
Taking r sufficient large, we can obtain that
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(ii) Multiplying again Eq. (4.4) by tA −1 z, and integrating on (0, T ), we can see that
We deduce by (4.7) and (4.9) that
Since (D(A 1/2 )) is compact imbedded in (D(A)) , it follows by Schaulder's fixed point theorem that equation (4.2) admits a solution. Moreover, we have by (4.7) that
It follows that P y ∈ H 1 (0, T ; D(A 3/4+ε ) ), and we obtain by interpolation theory that
This completes the proof of Theorem 4.1.
When the boundary input is more regular, we can also improve the regularity of the periodic solution to Eq. (4.2). . Similarly, we can get that when f ∈ L 2 (0, T ; V −1 (Ω)),
By interpolation, we can obtain estimate (4.22). Integrating on parts we obtain that 
AΨ(t) = e −νA(T −t) AΨ(T ) + y(t) +
