Whenever simulation requires much computer time, interpolation is needed. Simulationists use different interpolation techniques (for example, linear regression), but this paper focuses on Kriging. This technique was originally developed in geostatistics by D. G. Krige, and has recent ly been widely applied in det erministic simulation. This paper, however, focuses o n random or stochastic simulation. Essentially, Kriging gives more weight to 'neighbouring' observations. There are several types of Kriging; this paper discusses -besides Ordinary Kriging -a novel type, which 'detrends' data through the use of linear regression. Results are presented for two examples of input/output behaviour of the underlying random simulation model: Ordinary and Detrended Kriging give quite acceptable predictions; traditional linear regression gives the worst results.
Introduction
A primary goal of simulation is what if or sensitivity analysis: What happens if input s of the simulation model change? Therefore simulationists run a given simulation program -or computer code -for (say) n different combinations of the k simulation inputs. We assume that Kriging in Simulation 3 the se inp uts are eit her par amet ers or qua ntit ative input variables of t he simu lation mo del.
Typic ally, Kr iging a ssumes t hat the number of value s per input variable is quit e 'big', cert ainly exceeding two (two values are used in simulation experiments based o n 2 k -p designs).
Given t his set of n input co mbinations, the analysts run t he simulation and observe the outputs. (Most simulation models have multiple outputs, but in practice these outputs are analysed per output type.)
The crucial question of this paper is: How to analyse this simulation input/output (I/O) data? Classic analysis uses linear -regression (meta) models; see Kleijnen 1 An advantage is that the metamodel can be applied to all types of simulation models, either d eter ministic or random, either in st eady-st ate o r in transient st ate. A disadvantage is that it cannot take advantage of the specific structure of a given simulation model, so it may take more computer time compared with techniques such as perturbation analysis and score function.
Metamodelling can also help in optimization and validation of the simulation model. In this pap er, how ever , we do not discuss the se t wo to pics, but refer to the refe rences of t his paper. Furt her, if the simulation model has hundreds o f inputs, then special 'screening' designs are needed, discussed in Campolongo, Kleijnen, and Andres 2 . In our examples -but not in our method olo gical discussion -we limit the number of inputs t o t he minimum, namely a single Kriging in Simulation   4 input.
Whereas polynomial-regression metamodels have been applied extensively in discreteevent simulation (such as queueing simulation), Kriging has hardly been applied to random simulation: A search of IAOR (International Abstracts of Operations Research) gave only two hits. However, in deterministic simulation (applied in many engineering disciplines; see our refe rences), Kriging has bee n app lied fr equ ent ly, sinc e the pio neer ing ar ticle by Sa cks et al. 3 In such simulation, Kriging is attractive because it can ensure that the metamodel's prediction has exactly the same value as the observed simulation output (as we shall see below). In random simulation, however, this Kriging property may not be so desirable, since the observed (av era ge) value is o nly an e stimat e of the true, expect ed s imulat ion o ut put . Unfort unately, Kriging requires extensive computation, so adequate software is needed. We discovered that for random simulat ion no soft war e is available, so we developed our own so ftware , in
Matlab.
Not e that several types of random simulation may be distinguished:
(i) D eterminis tic simulat ion with r ando mly sample d inpu ts. For examp le, in investment a nalysis we can co mput e the ca shflow development ove r time through a sprea dshe et such as E xcel.
Next, we sample the random values of inputs -such as the cashflow growth rate -by means of either Monte Carlo or Latin Hypercube Sampling (LHS) through an add-on such as @Risk or Crystal Ball; see 4 .
(ii) Discrete-event simulation. For example, classic queueing simulation is applied in logistics and telecommunications.
(iii) Combined continuous/discrete-event simulation. For example, simulation of nuclear waste disposal represents the physical and chemical processes through deterministic non-linear Finally, we present conclusions and mention possible future research topics. 
Kriging

History of Kriging
Basics of Kriging
Kriging is an approximation method that can give predictions of unknown values of a random function, random field, or random process. These predictions are best linear unbiased estimators, under the Kriging assumptions presented in the next subsection. 
symbols explained in the next subsection. The assumption of a second-order stationary covariance process implies that the variogram is a function of the distance (say) h between two locations. Mo reover, the further apart t wo input s are, the smaller t his dependence is -until the effect is negligible. There are several types of Kriging, but we limit this subsection to Ordinary Kriging, which makes the following two assu mptions (alr eady mentioned abo ve, but not yet formalized):
Formal Model for Kriging
(i) The model assumption is that the random process consists of a constant and an err or term :
(ii) The predictor assumption is that the predictor for the point -deno ted by -is a weighted linear function of all the observed output data:
To select the weights in (2), the criterion is minimal mean-sq uar ed p red iction e rror (sa y) defined as
Kriging in Simulation
To minimize (3) given (2), let m be the Lagrangian multiplier ensuring = 1. Then we can write the prediction error as
To minimize (4), we utilize the variogram; also see Figure 1 . By d efinition, the variogram is , where as explained by the stationary covariance pro cess assumption with and i, j = 1, ..., n. Obviously, we have
The spacing h is also called the lag.
After some tedious manipulations, (4) We emphasize that these opt imal Kriging weights depend on the specific point that is to be predic ted, wherea s linear-reg res sion met amodels use fixed est imat ed p ara meters (sa y)
.
The optimal weights (6) give the minimal mean-squared prediction error: (3) becomes Kriging in Simulation 9
(also se e Cr essie 6 p. 122)
However, in (6) and (7) To prove this property, we define the covariogram = .
Obviously, = .
Then it is easy to derive 
(ii) The interval of ||h|| on which the curve does increase (to the sill), is called the range (say) r ; that is, for . We shall give a specific model in (10).
(iii) Although (9) implies , the fitted curve does not always pass through zero:
It may have a positive intercept -called the nugget variance. This variance estimates noise.
For example, in geostatistics this nugget effects means that when going back to the ' same' spot, a completely different output (namely, a gold nugget) is observed.
We add t hat in random simulation, the same input (say, the same traffic rate in queueing simulation) gives different outputs because different pseudo-random numbers are used. Below we shall return to this issue.
To fit a variogram c urve thro ugh the est imate s result ing from (8) Kriging pre-processes the original data, and then applies Ordinary Kriging to the resulting data so w e can app ly soft war e for Or dinar y Kriging. For Universal Kriging, how ever , so ftware is available only for spatial and temporal data, not for simulation with an arbitrary number of inputs -to the best of our knowledge.
We assume t hat the pro cess mean satisfies the decomposition where is a known signal function (see, however, the text below (14)) and is a white noise process that models the measurement error; that is, is normally indentically and independently distributed with zero mean (NIID). So, we replace (1) by
In practice, the signal function in (14) is unknown. Therefore we estimate thro ugh , from the set of observed (noisy) I/O data . Because of the assumed white noise, we use ordinary least squares (OLS) to obtain the estimator .
Next we apply Ordinary Kriging to the detrended set .
Our predict or for the out put o f locatio n is the sum o f this Ordinary Kriging prediction and the estimator . 
Two Examples and Five Metamodels
We are interested in the application of Kriging to discrete-event simulation models, such as simulated queueing systems. As Law and Kelton 14 -the best selling textbo ok on simulationstates (on page 12), a single server queueing system is quit e repr esentative of more co mplex, dynamic, stochastic simulation models. For further simplification, we suppose that the output of interest is the mean waiting time in the steady state, E(W). This output can be estimated thro ugh a simulation that uses the following no n-linear st ochast ic difference eq uation:
where Actually, simulation is done for sensitivity analysis (possibly followed by optimization).
Such an analysis aims at estimating the input/output (I/O) function (sa y)
where -following (14) Unfortunately, the latter assumption is very questionable: it is well-known that selecting an appro priate transient-phase lengt h b and run leng th n in (16) is difficult.
Moreover, Kriging assumes that -in general -the simulation observations have additive white noise ; see (14) . In the M/M/1 example, (14) gives ( Hence, it is much more efficient and effective to generate Kriging test data through sampling from (13) with instead of (15) and (16) . Indeed, our appr oach requires less co mputer time, and guarantees that the white noise assumption holds, includ ing the desired value for the variance of t he white noise. T he alt ernative us ing (15) and ( 16) would require very long runs, especially for high traffic rates this alternative requires .
In conclusion, to test the Kriging methodology we generate data through a static, random
Monte Carlo model like (13) instead of a dynamic stochastic simulation model such as (15) combined with (16) . So, the Monte Carlo technique is both efficient and effective.
Besides Example I, we study Example II representing simulations with multiple local maxima, which are interesting when optimizing simulation outputs. Example I represents queueing simulations that show 'explosive' mean waiting times as the traffic rate approaches the value one. Example II has no specific interpretation.
We sample t he white noise-t erm in (14) through the Matlab function called 'randn', which gives standard NIID variates; that is, has zero mean and unit variance. We also experiment with a larger variance namely 25; this results in larger error terms, but not in other conclusions.
To 
Example II: Fourth-degree Polynomial
We take the following specific polynomial: S(s) = -0.0579s 4 + 1.11s 3 -6.845s 2 + 14.1071s + 2 on . This polynomial has two maxima: A local one and a global one; see Figure 3 . We obtain output for t he following 21 input locations . We cross-validate at .
The e stimat ed distr ibution of is summarized in Table 2 . This example suggests that metamodel iii (perfectly specified detrending function) gives the best results. Model i (Ordinary Kriging) is not too bad. Model v (OLS) is simply bad.
Third Example and Nugget Effect
We also wish t o better understand the relationship between the nugget effect in (11) and t he variance of the noise in (13) . Therefore we perform a simple Monte Carlo experiment:
We take where is NIID w ith and = 1, 4, 9, 16, and 25 respectively. We sample two macro-replicates, setting the seed of Matlab's 'randn' -rather arbitrary -to the values 10 and 20. In the various Kriging metamodels, we fit the linear variogram of (11); see Figure 4 (we display results for the seed value of 10 only; note the different scales for the y-axis in the four plots).
The intercept in (11) estimates the nugget effect; t his intercept is pr esented for different values in Table 3 . Obviously, these results confirm our co njectur e: The nu gget effect is the variance of the noise.
Conclusions and Future Research
We assume t hat in practice the mean of t he Kr iging me tamodel (1 ) Further, we found that the nugget effect equals the noise variance.
We restricted our examples to a single input. Therefore we gave each weight in the more general distance formula (12) , the fixed value of one. In design optimization, however, these parameters are used to control the importance of the input variable ; see for examp le
Simpson e t al . 16 (p. 8) and Jones et al. 9 (p. 5). In future w ork we shall invest igat e mult iple inputs.
Further, we shall relax the assumption of white noise: We shall investigate the effects of non-constant variances (which occur in queueing simulations), common random number usage (which creates correlations among the simulation outputs), and non-normality (Kriging uses maximum likelihood estimators of the weights , which assumes normalit y). F inally, w e sha ll apply Kriging to practical queueing and inventory simulations. 
