In this paper, the problem of neutral-type impulsive bidirectional associative memory neural networks (NIBAMNNs) with time delays are first established by a Takagi-Sugeno (T-S) fuzzy model in which the consequent parts are composed of a set of NIBAMNNs with interval delays and Markovian jumping parameters (MJPs). Sufficient conditions to check the robust exponential stability of the derived model are based on the Lyapunov-Krasovskii functionals (LKFs) containing some novel triple integral terms, Lyapunov stability theory and employing the free-weighting matrix method. The delaydependent stability conditions are established in terms of linear matrix inequalities (LMIs), which can be very efficiently solved using Matlab LMI control toolbox. Finally, numerical examples and remarks are given to illustrate the effectiveness and usefulness of the derived results.
Introduction
Studying artificial neural networks (ANNs) has been the central focus of intensive research activities during the last decades, since these NNs have found a variety of applications in areas like associative memory, pattern classification, reconstruction of moving images, signal processing, solving optimization problems, etc., see [1, 2] . Due to these applications different models of NNs have been extensively investigated in the literature. As is well known, in both biological and ANNs, the interactions between neurons are generally asynchronous, which gives rise to the inevitable signal transmission delay, and the delay may result in oscillation and instability. Therefore, the stability analysis for NNs with time delays has received great attention during the past years and a number of remarkable results have been proposed [3] [4] [5] [6] [7] [8] .
BAMNNs was first proposed and researched by Kosko [9] , which generalize the single-layer auto-associative Hebbian correlator to a two-layer pattern matched hetero-associative circuit. It possesses many nice properties due to its special structure of connection weights and its practical applications in storing paired patterns in both forward and backward directions. These applications rely on the dynamical behaviors of the networks heavily, see [10] [11] [12] . For instance, some criteria guaranteeing the existence of a unique equilibrium point and its global asymptotic stability of BAMNNs with constant time-delays were established in [13] [14] [15] . Moreover, the exponential stability property is particularly important when the exponential convergence rate is used to determine the speed of neural computations. Considering this, the exponential stable analysis problem for delayed BAMNNs has been investigated in [16] [17] [18] . In addition, since NNs usually have a spatial nature due to the presence of an amount of parallel pathways of a variety of axon sizes and lengths, it is desired to model them by introducing distributed delays. Therefore, both discrete and distributed delays should be taken into account when modelling realistic NNs and since then the stability analysis for NNs with distributed delays has been investigated in [19, 20] . In particular, some sufficient conditions have been derived for BAMNNs with discrete and distributed time-delays [21, 22] . The largest eigen value of X λ m (X)
The smallest eigen value of X
(Ω, F , P ) A complete probability space with a filtration {F t } t≥0 satisfying the usual conditions that is the filtration contains all P -null sets and is right continuous
E (·)
The expectation operator with respect to the given probability measure P transition rate matrix with transition probability Consider the following NIBAMNNs with MJPs and mixed interval time-varying delays
where i = 1, 2, . . . , n, j = 1, 2, . . . , m, u i (t) and v i (t) are the state of the ith and the jth neuron, respectively. a 1i (η t ) > 0 and a 2j (η t ) > 0 denote the rate with which the cell i and j reset their potential to the resting states when isolated from the other cells and inputs. b 1ji (η t ), b 2ij (η t ), c 1ji (η t ), c 2ij (η t ), d 1ji (η t ), d 2ij (η t ), e 1ij (η t ) and e 2ij (η t ) are the connection weights at the time t. I i and J j denote the constant external inputs. I k (η t )(·), J k (η t )(·) are constant real matrix at the moments of time t k . f j (·) and g i (·) stand for the signal functions of the ith neurons and jth neurons, respectively. In addition, we are considering that the time-varying delays τ (t), ρ(t), r(t) and γ (t) are differentiable functions satisfying that for t ≥ 0 and given scalars 0 ≤ τ 1 < τ 2 , 0 ≤ ρ 1 < ρ 2 ,r ≥ 0,γ ≥ 0, µ 1 ≥ 0 and µ 2 ≥ 0, there hold 0 ≤ τ 1 ≤ τ (t) < τ 2 ,τ (t) ≤ µ 1 , 0 ≤ ρ 1 ≤ ρ(t) < ρ 2 ,ρ(t) ≤ µ 2 , 0 ≤ r(t) ≤r and 0 ≤ γ (t) ≤γ . 
where κ 1 = max{τ 2 ,γ }, κ 2 = {ρ 2 ,r}.
In this paper, we make the following assumptions.
(A1) The impulsive times t k satisfy 0 
The system (1) is equivalent to the vector form
f (v(s))ds
where
Assume u * = (u * 1 , u transform system (3) into the following system:
F (y(s))ds
T . It can be easily verified that F (·) and G(·) satisfy (H1) F (·) and G(·) are bounded on R; (H2) F (·) and G(·) are Lipschitz continuous, that is there exist real scalars w 2j > 0 and
Then, from (H2), one can obtain
In the following section, the uncertain NIBAMNNs with MJPs will be represented by a T-S fuzzy model. The ith rule of this T-S fuzzy model is of the following form:
Plant rule i: 
where η i j , j = 1, 2, . . . , p are fuzzy sets,
 T is the premise variable vector, x(t) and y(t) are the state variables, r is the number of IF-THEN rules. It is known that system (6) has a unique global
For each possible value of η t = p, where p ∈ S, in the succeeding discussion, we will denote the matrices associated with the pth mode by
are known constant matrices of appropriate dimensions that describe the nominal system and
are unknown matrices that represent the time-varying parameter uncertainties and are assumed to be of the form:
where 
It is assumed that all elements F p (t) are Lebesgue measurable, and
,p are said to be admissible if both (7) and (8) hold. Now define
Then the defuzzified output of system (6) is inferred as follows:
For the sake of convenience, the following definition and lemmas are introduced as follows:
Definition 2.1. For the UFNIBAMNN (9) and every initial condition
, the equilibrium point is robustly exponentially stable in the mean square if, for every network mode, there exist scalars α > 0 and
for all admissible uncertainties satisfying (7)-(8). [59] ). Given constant matrices Ω 1 , Ω 2 and Ω 3 with appropriate dimensions, where
Lemma 2.2 (Schur Complement
Ω T 1 = Ω 1 and Ω T 2 = Ω 2 > 0, then Ω 1 + Ω T 3 Ω −1 2 Ω 3 < 0,
if and only if
[ 
Exponential stability results
To discuss exponential stability for the system (9), we first consider the case of 
where j, l varies from 1, 2, . . . , 12 with
,
and the other parameters are defined to be zero.
Proof. For each p ∈ S consider the following LKFs,
x(s)ds
For t = t k and using the techniques in [39] , we have
For t ∈ [t k−1 , t k ), the weak infinitesimal generator LV along with (15), we can obtain that
For any matrices M, N, K , L with appropriate dimensions, we can obtain that 2ẋ
2ẏ
2ẋ
From (5), it can be verified easily that
Then, combining (16)- (28) together and using Lemma 2.3, we can obtain
From the conditions of Theorem 3.1, if ξ (15) and (29), we have
By the similar proof and mathematical induction, we can derive that (30) is true for all p, q, r(0
From (12)- (13), we can obtain
The remaining part of the proof follows from [15] . Consequently, by the proof of Lyapunov stability theory and Definition 2.1, we know that the equilibrium solution of the fuzzy NIBAMNNs with MJPs (9) without uncertainty is stochastically exponentially stable in mean square for any time delays satisfying
Now consider the model (9) without the neutral delays and uncertainties. Then the system (9) becomes as follows: 
Corollary 3.2. Under assumptions (A1) and (H1)-(H3), for given scalars
where j, l varies from 1, 2, . . . , 11 with
, Remark 3.4. Some stability conditions were derived for the FBAMNNs with time delays [53] . In that paper, the fuzzy AND and fuzzy OR operation makes the analysis complex, which is very restrictive and limits their applications. Moreover, our stability criterion can take into account the sign of entries in the connected matrix, which illustrates the differences between the excitatory and inhibitory effects. Hence, the result obtained in this paper are less restrictive than the previous works available in the literature.
Robust exponential stability results
The motivation for this section containing uncertainties stems from the fact that, in practice, it is almost impossible to get an exact mathematical model of a dynamical system due to modelling errors, measurement errors, liberalization approximation and so on. Indeed, it is reasonable and practical to assume that the model of the system to be controlled almost always contains some type of uncertainty. In the following, we investigate the problem of delay-dependent robust exponential stability analysis for model (9) . 
and the other parameters are defined as in Theorem 3.1.
Proof. Replacing
Theorem 3.1 and applying Lemma 2.2, we obtain the results which are equivalent to (37)- (40) . This shows that system (9) is robustly exponentially stable in the mean square for all admissible parameter uncertainties satisfying (7) and (8). This completes the proof of Theorem 4.1. Now consider the model (9) without the neutral delays. Then the system (9) becomes as follows: 
Corollary 4.2. Under assumptions (A1) and (H1)-(H3), for given scalars
and the other parameters are defined as in Corollary 3.2.
Proof. Replacing
,p respectively in Corollary 3.2 and applying Lemma 2.2, we obtain the results which are equivalent to (42)- (45) . This shows that system (41) is robustly exponentially stable in the mean square for all admissible parameter uncertainties satisfying (7) and (8). This completes the proof of Corollary 4.2.
Remark 4.3. When r = 1 and if the Markov chain {r(t), t ≥ 0} is only taking a unique value 1, that is S = {1}, and in the absence of distributed delay, impulsive effects and uncertainties, the system (9) is simplified to the BAMNNs of neutraltype with time delays similar to the system described in [29] [30] [31] [32] . Moreover, when r = 1 and in the absence of neutral delay, distributed delay, impulsive effects and uncertainties, the system (9) is reduced to the same as in [15, 46] . Further the system (9) without MJPs, neutral delay, distributed delay and impulsive effects is already investigated in [51, 52, 23, 53, 54] . Although there have been some papers published on stability analysis problems for robust stability of uncertain fuzzy BAMNNs with MJPs [24] , to the best of the authors' knowledge, there are no results concerning the simultaneous presence of FNNs, MJPs, parameter uncertainties, impulsive effects and mixed time-varying delays (including neutral delay, discrete delay, and distributed delay). Unlike those papers, in this paper novel LKFs with triple integral terms are taken to ensure the robust exponential stability of UFNIBAMNNs with MJPs.
Remark 4.4. The traditional assumption that derivatives of the time-varying delays are less than 1 is no longer required in our analysis. Therefore, Corollaries 3.2 and 4.2 are more relevant, general and practical than the one investigated in papers [18, 32] . In many cases, the information of the derivative of time delays is unknown because it is a difficult problem to obtain the precise values (even their boundedness or the boundedness of their derivatives) of time delay systems. Regarding this circumstance, rate-independent criteria for delays τ (t) and ρ(t) satisfying the conditions 0 ≤ τ 1 ≤ τ (t) < τ 2 , 0 ≤ ρ 1 ≤ ρ(t) < ρ 2 are derived by choosing P νp , Q νp , (ν varies from 2 to 15), Q 1 , Q 6 , T 1 , T 2 to be zero in Corollaries 3.2 and 4.2.
Unfortunately it still requires that the derivatives of the time-varying delays τ (t), ρ(t) are less than one in Theorems 3.1 and 4.1 (in the case of neutral terms included). In the future, we will carry out some studies to overcome this shortage.
Remark 4.5. Theorems and corollaries in this paper provide a LMI-based delay-dependent sufficient condition that guarantees the robust exponential stability of the UFNIBAMNNs with MJPs in (9) . It is well known that the delay-dependent criteria discussed in [14] [15] [16] 18, 22, [29] [30] [31] [32] 51, 24] are generally less conservative than delay-independent criteria discussed in [46, 23] when the delay is small. These LMI conditions can be checked very efficiently by using the interior-point algorithms which have been developed recently by solving LMIs see [59] . The obtained results are applicable to both constant delays and time-varying delays. Remark 4.7. Results in this paper considered the interval time-varying delays, namely, τ (t), ρ(t). There exist positive constants τ 1 , τ 2 , ρ 1 and ρ 2 such that 0 ≤ τ 1 ≤ τ (t) < τ 2 and 0 ≤ ρ 1 ≤ ρ(t) < ρ 2 . It is obvious that when τ 1 = 0 and ρ 1 = 0, the routine case for the time-delays, that is 0 ≤ τ (t) < τ 2 and 0 ≤ ρ(t) < ρ 2 is covered. Similar results can be derived for this case from Theorems 3.1 and 4.1 and Corollaries 3.2 and 4.2.
Remark 4.8. The parameter uncertainty structure has been widely exploited in the problems of robust control and robust filtering of uncertain systems (see for example [55, 56] ). However so far very little work on robust stability of uncertain BAMNNs with time varying delays (see [13, 18, 23, 24] ), which shows the important of the system (9) and (41) including uncertainties, has been carried out.
Numerical examples
Example 5.1. Consider 2-neuron model, UFNIBAMNNs with MJPs (9) without uncertainties (that is FNIBAMNNs with MJPs) with the following parameters: ] , The MAUB for delays τ 2 = ρ 2 =r =γ with different µ(µ 1 = µ 2 ). ] ,
The activation functions are chosen to be f j (y(t)) = Then via the Matlab LMI control toolbox, one can see that the LMIs given in Theorem 3.1 are feasible. In Table 5 .1, we listed the maximum allowable upper bound (MAUB) for delays τ 2 , ρ 2 ,r,γ with different values of µ 1 , µ 2 . Hence, from Theorem 3.1, system (9) without uncertainties has a unique equilibrium point which is exponentially stable in the mean square.
By using Matlab Simulink Toolbox, simulation results are given as follows: The response of the state dynamics for the system (9) without uncertainties are shown in Fig. 1(a) with the initial condition ψ(t) = [−1, 2], ϕ(t) = [3, −3] . The response of the state dynamics for the system (9) without uncertainties and impulsive effects is shown in Fig. 1(b) The MAUB for delays τ 2 = ρ 2 =r =γ with different µ(µ 1 = µ 2 ). ] ,
The activation functions are chosen to be f j (y(t)) = 1 2
(|x i (t) + 1| − |x i (t) − 1|), and the time-varying delays are taken as τ (t) = ρ(t) = r(t) = γ (t) = 0.2785 + 0.25 sin(t), t k = 0.05k, k ∈ Z + . It is easy to see that τ 2 = ρ 2 =r =γ = 0.5285, µ 1 = µ 2 = 0. Hence, from Corollary 3.2, system (32) has a unique equilibrium point which is exponentially stable in the mean square. By using a Euler numerical simulation scheme, the results are as follows: Let step size h = 0.001. The response Particularly, if we set τ 1 = ρ 1 = 0.5, we get τ 2 = ρ 2 =r =γ = 0.5418 and by resorting to the Matlab LMI control toolbox to solve the LMIs in Theorem 4.1, we obtain the following feasible solutions matrices: which shows the limited adaptive ranges of the development results in this paper. The sufficient conditions in theorems and corollaries are delay-dependent. The delay-independent ones are irrespective of the size of the time delay. While the delay-dependent ones are concerned with the size of the time delay. Generally speaking, the delay-dependent conditions are regarded to be less conservative than the delay-independent ones, especially when the size of the time delay is small. Much effort has been paid to develop less conservative delay-dependent stability conditions for time-delay systems. Along with the Remark 5.5, in future, the main objective will be obtaining delay-dependent criteria which are feasible for a larger time delay and/or to derive delay-dependent criteria with less decision variables which are still feasible for the same maximal allowable time delay. So there is still some room for us to develop and explore.
Remark 5.7. For the sake of convenience, numerical examples in this paper use a lower-order network (2-neuron model) instead of a higher (but finite) dimensional neuron model, which makes the task more complex here and it can be extended from the Examples 5.1-5.4. If the NNs possess a large number of neurons, the computation time of calculating MAUBs listed in Tables 5.1-5.2 will also automatically increase. In future, we will do some further research on reducing time complexity when the NNs possess a large number of neurons.
Remark 5.8. The results obtained in this paper throw off the usual assumption about the activation function with bounded character, which allow us to use a larger class of activation functions including the usual sigmoid functions and piecewise linear functions.
Remark 5.9. The systems (9), (32) and (41) presented in this paper are new and have not been discussed in any of the previous existing literature, thus we are unable to analyse any comparison results for Examples 5.1-5.4.
Conclusion
In this paper, sufficient conditions are established for robust exponential stability of UFNIBAMNNs with MJPs and mixed interval time-varying delays are derived based on the LKFs containing some novel triple integral terms, Lyapunov stability theory and free-weighting matrix method. The delay-dependent stability conditions are derived in terms of LMIs which can be very efficiently solved by using Matlab LMI control toolbox. Moreover, the approaches presented in this paper can be applied to various NNs available in the literature.
In future, the extension of the present results to more general cases to be considered, for example, the case of delay-probability-distribution-dependent stability and the case of mode-dependent stability. Apparently the reduced conservatism of theorems and corollaries in this paper may be reduced from the augmented LKFs constructed along with the main idea of delay partitioning and convex combination techniques, hence the potential conservatism of the LMI conditions in this paper may be reduced. The reduction of the conservatism with the fewer variables remains a future work.
