The generalized linear model is an important class of models that has wide variety of applications mainly because of its inherent flexibility and generality. The present paper provides an important application of GLM in order to examine different constituents of bile acid in the development of gallstones as well as carcinoma among the gallbladder patients. These constituents may be broadly categorized as primary and secondary bile acids. The paper, in fact, considers two particular cases of GLM based on normal and gamma modelling assumptions and provides the complete Bayes analysis using independent but vague priors for the concerned model parameters. It then analyzes a real data set taken from SS Hospital, Banaras Hindu University, with primary (secondary) bile acids as response variables and secondary (primary) bile acids as the predictors. The authenticity of the assumed models for the given data set is also examined based on predictive simulation ideas.
INTRODUCTION
We may often come across a kind of epidemiological study where the interest centres on studying the changing pattern of the results of a few tests taken from different groups of patients available in the form of case-control scenarios so that one can easily try to find an association, if any, between the test constituents and the disease. Normally, the medical practitioners are interested to know if the particular test results are primarily responsible for the development of a disease but such answers are difficult, in general, as the data may not often be available in a way we require to answer these issues.
The medical practitioners undertaking such studies suggest the patients to undergo for a number of tests so that they may establish a link between the outcome of various tests and the disease. These tests may be based on physical examinations of the patients or may also be based on a number of pathological or other investigations often suggested by the practitioners depending on his/her expertise. Let us consider, for an instance, a group of patients suffering from non-small cell lung cancer (NSCLC) or leukemia. In order to assess what actually caused the disease a number of factors such as the age at diagnosis, sex of the patient, marital status, occupation, education, smoking habits, blood pressure, status of any other disease other than *Address correspondence to this author at the Department of Statistics, Banaras Hindu University, Varanasi, India; Tel: (91-542) 6702892; Fax: (91-542) 2368174; E-mail: puja.stats@gmail.com the leukemia or NSCLC, etc. may be recorded. Besides, the patients may also be examined for blood, urine, etc. and sometimes even for histological types of cells like Adenocarcinoma, Squamous cell carcinoma, large cell carcinoma, Adenosquamous carcinoma, etc.
The linking between the outcome of various tests and the disease may be important in several ways. First, it may help in ascertaining the actual cause of the disease and, second, it may help in diagnostics as well. For researchers in the medical field, such a linking may be equally important as it helps in understanding how the test results change from a normal group of persons to a diseased group. It is, therefore, important for the practitioners to know the results of various test constituents so that they may attempt to know the relationship, if any, among the test constituents and the disease or among the test constituents from a normal group to a diseased group.
In statistical terms, any such linking can be regarded as the problem of regression analysis. Variables in the study may include demographic factors, physiological factors, histological factors, etc. to name a few. The regression analysis actually defines a relationship between the main (response) variable of interest and several other concomitant variables so that the quantitative effect of the causal variables upon the variable that they influence can be ascertained. Based on the types of relationships several regression models have been defined in the literature. These may include linear, non-linear, generalized linear, and generalized non-linear models, etc. A detailed discussion of these relationships is beyond the scope of the present paper; however, the interested readers may refer to Draper and Smith (1998) , Congdon (2003) , Gelmam et al. (2006) , Vittinghoff et al. (2005) , [1] [2] [3] [4] etc. The present paper mainly concerns the generalized linear model (GLM) and, therefore, our discussion will henceforth focus on GLM only although we shall finally switch over to two particular cases of GLM based on normal and gamma modelling assumptions for the response variables. The primary objective of the paper is to focus on three groups of patients suffering from gallbladder disease including carcinoma who were examined for four different constituents of bile acid so that the effect of different constituents on the disease can be studied.
The incidence of the carcinoma of biliary tract varies greatly in different parts of the world. The high incidence areas are Israel (7.5 per 100, 000 population for males and 13.8 per 100, 000 population for females) and American Indians (5.1 for males and 8.7 for females; the incidence in rest part of the USA is 1.0 per 100, 000). In the Varanasi region of India, it accounts for 4.44% of all the malignancies. The efficacy of the disease may be based on the different concentration levels of basic constituents of biliary acid which are believed to be primarily responsible for the development of gallbladder stones and then to cancer (see, for example, Shukla et al. (1993) ) [5] although a statistical authenticity of such a conclusion is difficult due to the limitation of the study. These constituents are termed as colic acid (CA), chenodeoxycholic acid (CDCA), deoxycholic acid (DCA) and lithocholic acid (LCA). Since it has been argued that gallstones are the major risk factor for biliary neoplasm (see Fraumeni (1975) ) [6] , it is not surprising that the gallbladder is the most common site of the biliary tract cancer (see Shukla et al. (1985) ) [7] . Therefore, attempts have always been made to examine the question of carcinogenesis by comparing the distribution of primary (CDCA and CA) and secondary (DCA and LCA) bile acids in the patients with carcinoma of the gall bladder, cholelithiasis, and in a control group. Shukla et al. (1993) [5] is an important reference where a successful attempt has been made in this direction based on a realistic data obtained from SS hospital, Banaras Hindu University. Their treatment was, however, classical and mostly based on significance testing. A careful review of their work provides an impression that it has enough scope to offer for further statistical exploration.
The present paper analyzes the work of Shukla et al. (1993) [5] in a Bayesian framework under the assumption of normal and gamma based regression models, both of which can be considered to be particular cases of GLM. It is well known that GLM is an important class of statistical models that allows us to sort out many complications that cannot be handled within the framework of familiar linear models. The fitting of such models has been the subject of a great deal of research over the past decade. In fact, the model offers a unifying class which is widely used in the regression analysis incorporating variety of application areas. Although initially introduced in a classical framework (see, for example, Nelder and Wedderburn (1972) , McCullagh and Nelder (1989) , etc.) [8, 9] , the past decade has witnessed rapid growth employing these models in the Bayesian context as well. This is not only due in part to their attractiveness with the familiar hierarchical structuring but also due in part to the wide availability of high speed computing resources to implement simulation based fitting of these models.
The GLM can be considered as a generalization of the general linear model. In its simplest form, a linear model specifies the (linear) relationship between a response variable Y and a set of predictor variables, say X's. However, there are many relationships that cannot be adequately summarized by simple linear equation mainly because of the two reasons. First, the response variable of interest may have a noncontinuous distribution, and thus, the predicted values should also follow the respective distribution; any other predicted values are not logically possible. The second reason might be based on the fact that the effect of the predictors on the response variable may not be linear in nature.
In statistics, there are two types to model one which has simplicity and other that has completeness, simple models are not very cumbersome to understand and computationally more tractable but often show odds with the data, whereas complicated models are better fit to the data and capture more realistic scenarios, but they can be computationally awkward or intractable. When they are too complicated, they are hard to replicate. in a realistic circumstances, the classical model like as the general linear model have had to be computationally manageable. Initially Many things that were impossible before-iterative algorithms such as Monte Carlo methods, repeated tests, the whole range of Bayesian approaches-now can be routine (or nearly so). Nevertheless, this model is widely acceptable in classical as well as Bayesian paradigm. We do not intend to provide further details on GLM due to space restriction although the interested readers may refer to McCullagh and Nelder (1989) [9] .
The inferences to the GLMs are available in bulk. The evolution of these models as well as the details regarding model fitting, model checking and inferences in a classical framework are thoroughly documented by McCullagh and Nelder (1989) [9] . The other important classical references that deal with the estimation and testing for the concerned model parameters include Nelder and Wedderburn (1972) , Breslow (1984) , Lawless (1987a, b) , Smyth (1989) , Fahrmeir and Tutz (1991) , Lindsey (1997) , etc. (see also Dey and Ravishanker (2000) ) [8, [10] [11] [12] [13] [14] [15] [16] . Besides, Breslow and Clayton (1993) , and Vittinghoff et al. (2005) [4, 17] are two other significant references where the authors have explored this model by introducing random effects in addition to the fixed effects.
Bayes inferences to the model are also available in bulk. This happened only after the fact that the computational complications were well taken care of by MCMC based approaches (see, for example, Gelfand et al. (1999) , Delaportas and Smith (1993), etc) [18, 19] . Among important Bayesian references, one can refer to Ibrahim (1990) , Ibrahim and Laud (1995) , Das and Dey (2006) [20] [21] [22] , and more recently, Das and Dey (2007) [23] , etc. The last reference is quite elaborative and besides providing a detailed accountability of various important works, it also details the Bayesian analysis entirely in a new perspective. Some other important Bayesian references worth to mention include Robert and Casella (1996), Gelfand and Sahu (1999) , and Marin and Robert (2007) , [24] [25] [26] etc.
The plan of the paper is as under. The next section briefly outlines the GLM and the associated discussions. The section divided in two subsections then provides two particular cases of GLM based on normal and gamma assumptions for the response variables. The corresponding Bayesian modelling formulations for the two particular cases are also given in these subsections. It is to be noted that the normal based regression model could have been described without a reference to GLM but the main advantage in switching from GLM is to maintain the uniformity of presentation. Section 3 provides a review discussion of Bayes information criterion (BIC), a criterion that has been used in the latter sections to deal with the model comparison. This section may appear as an odd combination although it makes the paper self-content. Section 4 provides a real data example taken from SS hospital, Banaras Hindu University, on different constituents of bile acid from three categories of gallbladder patients. Section 5 provides Bayes analysis of the real data example using the modelling formulations given in subsections 2.1 and 2.2. The section divided in three subsections finally examines the compatibility of the two regression models for the data in hand using predictive simulation ideas and uses the results to examine the changing pattern of different constituents of bile acid from one category of patients to another. The results of model comparison based on BIC have also been given. It is worth mentioning that the same data set was initially reported and analyzed by Shukla et al. (1993) [5] in a classical framework based on simple and non-validated modelling assumptions. Finally, a brief conclusion and recommendation are given at the end.
THE GENERALIZED LINEAR MODEL
The linear models are quite important in the regression analysis and they often arise in situations where a linear relationship is expected between a dependent (response) variable and a set of predictor variables. The assumption of linearity is done party because we are more accustomed to visualize linear relationships and partly because of the fact that such relationships are easy to analyze with generally closed form results. Such models normally embody both systematic as well as random (error) components, with the errors often assumed to have normal distributions. The associated analytic technique is based on least squares theory in a classical paradigm and often easily manageable posteriors in a Bayesian paradigm. Techniques for non-normal data include probit analysis involving binomial variate and contingency tables involving multinomial variate with systematic part of the model usually multiplicative in the latter case. In both these situations, there is a linear aspect to the relationship although sometimes it may not be visualized directly. In another extension to linear relationship, certain transformation might be desired to obtain linearity which is otherwise not obvious (see, for example, Nelder (1968)) [27] . A further class of models based on chi-square or gamma distributions arises in the estimation of variance components with systematic component of the model again having somewhat linear structure (see, for example, Nelder and Wedderburn (1972) ) [8] .
The GLM is a generalization of the general linear model which includes all the above examples (and a few more) as special cases and, as a matter of fact, enjoys a great deal of interest from the viewpoint of both statistical researchers and the practicing data analysts. The class of GLM was introduced by Nelder and Wedderburn (1972) [8] who also provided a unified procedure for fitting them based on the likelihood. In fact, their procedure can be regarded as a generalization of the procedure described by Finney (1952) [28] for maximum likelihood estimation in probit analysis.
GLM considers the response variable belonging to the exponential family with covariates and it is capable of modelling various kinds of data whether they are available in the form of binomial, count, or even continuous structure. A regression model determines the structure of the covariate information with the link function specifying the relationship between the regression model and the expected values of the observation. To provide a mathematical framework for the model, let us assume that y 1 , y 2 ,…, y n are independent observations with y i having the density from the natural exponential family given by
where the density in (1.1) is parameterized by the canonical parameter i (i = 1, 2, ..., n). We further assume that the functions (·), and c(·) are known and i 's are related to the regression coefficients by the link function
is the systematic component of the GLM. In (1.3),
is a 1 p vector denoting the i th row of a (n , p) matrix of covariates X, = ( 0 , 1 , 2 ,..., p-1 )
is a p-vector of regression coefficients, and h(·) is monotonic differentiable function (which we call the link function) (see also Nelder and Wedderburn (1972) , and Das and Dey (2007)) [8, 23] .
The model given by (1.1)-(1.3) is called GLM. As mentioned earlier, the Gaussian, logistic, binomial, Poisson, gamma, and inverse Gaussian regression models, etc. are all special cases of the GLM (see, for example, McCaullagh and Nelder (1989) [9] for further details). In fact, the application of the model to individual cases is done in accordance with the availability and the nature of the data. For example, if the available data is in the form of counts we restrict to a Poisson model; if it is in the form of categorical observations, we restrict to binomial assumption; and for the continuous scenarios gamma, Gaussian, log normal and inverse Gaussian relationships can be thought of. The choices, however, depend on the form of link functions that are defined to link the model parameters with the corresponding covariates.
The GLM can be computationally difficult in a Bayesian framework especially when the data advocate for the non-Gaussian modelling assumptions. In such cases the unusual form of link functions may add further computational intricacies (see, for example, Delaportas and Smith (1993)) [19] . Most of such situations typically require the MCMC implementation but there is no unified strategy for the same. One often requires a problem oriented, tailored, and hybrid algorithm to achieve the desired computational efficiency. Recently, Das and Dey (2007) [23] considered GLM absolutely in a new perspective which often resulted in closed form estimators for the corresponding regression parameters. Their contribution is certainly significant from the viewpoint of applied researchers although we shall not go into the details of their strategy rather stick to the model that has been used in the paper and proceed in a usual way.
Before we end the section, we shall make a brief comment on residuals or error terms. The residuals for simple linear model are well defined and straightforward to visualize. However, the situation is not that straightforward with the GLM. Here the concept of residuals can be defined and illustrated both at systematic component level and at random component level. We do not intend to go into the details of these various concepts in a general framework rather stick to our own particular cases. The interested readers are, however, referred to Das and Dey (2007) [23] (see also McCullough and Nelder (1989) ) [9] for details.
Normal Regression Model as a Particular Case of GLM
As mentioned earlier, the normal regression model is, in fact, a general linear model considered extensively in the literature and most of the expressions based on it are obtainable in closed forms. The model can also be defined using a general structure of GLM by considering an identity link function. To begin with, let us assume the response variables y 1 , y 2 , …, y n as n independent observations from N(μ i , 2 ) and let us use the identity link as E(y i )= μ i = i = x i to establish a connection with the explanatory variables
. The assumption of common variance 2 has been taken for simplicity only and it appears natural as well for the intended analysis of gallbladder patients. Accordingly, our normal based regression model can be written as
To complete the modelling structure, we finally assume that the errors i = y i E(y i ,X) are independent normally distributed with mean zero and common variance 2 (i =1,…, n).
Thus, in a matrix form, we can consider y = (y 1 ,…y n ) as a vector of response variables having mean vector X and the variance-covariance matrix 2 I where I is n x n identity matrix. Obviously, the components of y are assumed to be independent with common variance as mentioned earlier. The error term , which is also a vector of n components and is assumed to be homoscedastic, can be written as = y-E(y | , X).
Obviously, (1.4)-(1.6) define a general linear model that has also been visualized as a particular case of GLM by considering the identity link. The likelihood function based on this modelling assumption can, therefore, be written as
which, after simplification, reduces to
To complete the Bayesian model formulation, let us assume the joint non-informative prior for and 2 as
Combining (1.8) with (1.9) via Bayes theorem yields the joint posterior that can be specified up to proportionality as
From (1.10), it can be seen that the conditional posterior distribution (see Zellner (1971) ) [29] of given 2 is a p-dimensional multivariate normal with mean vector ˆ and variance-covariance matrix ( X X) 1 2 where
is the least squares estimate of , 
Gamma Regression Model as a Particular Case of GLM
The previous subsection considered a simple form of normal regression model as a particular case of GLM although it could have been entertained directly as a linear model. As mentioned earlier in Sections 1-2, there can be several particular cases of GLM. One such important subcategory is gamma based regression model in a GLM framework that has been considered by a number of authors (see, for example, Aitkin et al. (1989) , Green and Silverman (1994) , Lindsey (1997) , Gill (2001) , Dobson (2001) , etc.) [30] [31] [32] [33] [34] and that has often been advocated when the response variables are positive. To provide a mathematical framework, let us assume that the response variables y = (y 1 ,…, y n )' are n independent observations from a gamma distribution with probability density function given by
where i is the scale parameter and determines the shape of the distribution. Thus we have assumed that the scale parameter changes from variate to variate whereas the shape parameter of the distribution remains constant. The mean and variance of the distribution can be written as
A simple reparameterization in the model (1.13) results in the probability density function given as
which now has mean μ gi and variance μ gi
2
. The coefficient of variation based on the model is constant and, therefore, we should roughly require the data to have this characteristic.
For gamma based regression model, there can be several link functions which can combine E(y i ) with the corresponding covariates. One such function is logarithmic link function that can be written as log {E(y i ,x i )} = log (μ gi ) = i = x i .
(1.15)
Obviously, the link function has been chosen such that the negative values μ gi can be avoided. Moreover, it is to be noted that the gamma model originally given in (1.13) cannot be directly considered to provide the particular case of GLM but the form given in (1.14) does the thing routinely with the link function given in (1.15).
The error term (residual) can be defined similarly as it has been done earlier for normal regression case. The likelihood function based on this modelling assumption can, therefore, be written as
To complete the Bayesian model formulation, let us consider the normal priors for the regression coefficients and uniform prior for the shape parameter (see, for example, Congdon (2007)) [35] , that is,
where , , and are the hyperparameters. It is to be noted that if we consider large values of and , the resulting prior affect will be nearly vague. In addition, we have assumed all i 's have same means and variances a priori although one can remove this restriction and can consider different means and variances as well.
Combining (1.16) with (1.17) via Bayes theorem yields the joint posterior of the parameters but unfortunately that cannot be specified in a closed form except that it can be written up to proportionality as a product of (1.16) and (1.17). The solution can, however, be obtained via Markov chain Monte Carlo simulation and a simple code in WINBUGS or R can do the job. We do not specify the posterior up to proportionality although the same can be routinely written.
BAYES INFORMATION CRITERION
The BIC also known as Schwarz criterion is a wellknown tool for comparing the models. According to this criterion, a model is recommended if it minimizes the corresponding term given by
where L (ˆ ) denotes the maximized likelihood function corresponding to a model indexed with parameter , n denotes the total number of observations and p is the dimension of the concerned model. It is to be noted that the first term in the right hand side of (1.18) supports a more complex model and second term supports a simpler model having low dimensions. Thus BIC, being free from any prior information, penalizes the complexity of the model according to its dimension. It is a consistent measure in the sense that the probability of selecting the correct model tends to unity as the number of observations approaches infinity although it suffers from a disadvantage that it is a valid measure only for a well-behaved model (see, for example, Ghosh et al. (2006) ) [36] . The quantity ˆ in (1.18) can be replaced by posterior mode if the prior is vague.
A REAL DATA EXAMPLE
The real data example, initially reported and analyzed by Shukla et al. (1993) [5] , is related to bile acid distributions in 10 controls, 10 gallstone patients and 10 carcinoma patients in a study carried out at SS Hospital, Banaras Hindu University. In the two study groups, the patients underwent cholecystectomy for gallstones. Age and sex matched patients in the control group underwent laparotomy for appendicectomy, peritoneal tuberculosis or intestinal obstruction and did not have any biliary tract procedure. The patients with advanced carcinoma of the gall bladder had stones in their gall bladder as observed from their previous records. The data sets in the form of four important constituents, namely, Cholic Acid (CA), Chenodeoxycholic Acid (CDCA), Deoxycholic Acid (DCA), and Lithocholic Acid (LCA) are shown in Tables  1-3 for the three categories of patients. These constituents were recorded with utmost care to avoid any kind of contamination of bile samples with blood. The details of the procedure used to obtain these observations and other related details on bile acid constituents are given in Shukla et al. (1993) [5] so we skip these discussions due to space restriction.
Among several important studies conducted by Shukla et al. (1993) [5] , they also considered gas-liquid Chromatographic study using Chemito 3800 CC model, a 5-foot column with an inside diameter of 0.025'' containing 3% OV-17. They observed that there was a change in the peaks of individual bile acids, in general, from one group to another though the change in LCA and CDCA was comparatively meager as compared to other two constituents. While there was almost no change in LCA and CDCA from control group to cholelithiasis, there was only a minor change from cholelithiasis to carcinoma. DCA and CA were showing rapid change in their peaks from one group to another. The change in the peaks of DCA (CA) was from low (high) to high (low) as we moved from control group to cholelithiasis and then to carcinoma. In general, their finding based on Chromatographic study can be narrated as follows. Both the primary acids exhibit a decreasing trend whereas both the secondary acids exhibit an increasing trend as we move from control [5] further considered classical significance testing and they observed that the patients with gall bladder carcinoma had significantly higher concentration of secondary bile acids in comparison to the patients in other two groups. There was no significant difference in the secondary bile acids concentration among the control and the cholelithiasis groups. Among other findings, they also observed a significant correlation co-efficient between CA and LCA and between DCA and CDCA.
BAYES ANALYSIS OF THE REAL DATA EXAMPLE
For the purpose of numerical illustration, we consider the real data sets given in Tables 1-3 and analyze the same in a Bayesian framework using the modelling formulations given in subsections 2.1-2.2. The main objective of the analysis is to see how the different constituents of bile acid change from one category of patients to another. We, therefore, assume each of the primary variables as a response variable and the two secondary acids as the predictor variables. Similarly, we assume each of the two secondary variables as the response variable and the two primary acids as the predictor variables. That is, we consider only three constituents of biliary acid at a time. This strategy has been adopted for visualizing the changing pattern of each biliary acid constituent from one category of patients to another that has been shown in Section 5.3 based on predictive simulation technique. It is to be noted here that the preliminary investigation of the data for the search of an appropriate model may not be too fruitful as the number of observations in each category is too small to guess any authentic behaviour from the data. A few of the preliminary results, however, exhibited both symmetric and slightly skewed behaviour for various bile acid constituents which are to be taken as response variables.
The size of the data is so small, by the central limit theorem (CLT) states that, given certain conditions, the arithmetic mean of a sufficiently large number of iterates of independent random variables, each with a well-defined expected value and well-defined variance, will be approximately normally distributed, regardless of the underlying distribution. That is, suppose that a sample is obtained containing a large number of observations, each observation being randomly generated in a way that does not depend on the values of the other observations, and that the arithmetic average of the observed values is computed. If this procedure is performed many times, the central limit theorem says that the computed values of the average will be distributed according to the normal distribution (commonly known as a "bell curve").
It is to be noted here that the preliminary investigation of the data for the search of an appropriate model may not be too fruitful as the number of observations in each category is too small to guess any authentic behavior from the data. A few of the preliminary results, however, exhibited both symmetric and slightly skewed behavior for various bile acid constituents which are to be taken as response variables.
Also based on the predictive simulation technique predicted values are independently and identically distributed and converge to normal distribution. Therefore the impact of the correlation in a small sample would be vanished when drawing large number of predictive samples from simulation. And, to illustrate this technique we have used two different families' normal and gamma in generalized linear model.
Analysis Based on Normal Regression Model
We first proceed to obtain the Bayes estimators of various parameters involved in the model. For the sake of clarity, we use a subscript N with to specify the estimates corresponding to normal regression model. Since the Bayes estimators of corresponding to normal regression model are available in closed form, we easily obtained the same for each of the data values given in Tables 1-3 . The Bayes estimate of for each of the three categories of patients was obtained using ordinary Monte Carlo simulation by generating 5000 inverted gamma variates with shape parameter (n-p)/2 (n=10, p=3) and scale parameter s 2 /2 and retaining the sample based estimate in the form of posterior median and mode. The estimates corresponding to control group, cholelithiasis group, and carcinoma group are shown in represent the expected change in the concerned response variable per unit change in the associated predictor variable at a constant value of other predictor variable. We shall not be able to speak much based on these estimated show the variability of the corresponding response variable for the three categories of patients. It can be seen that the variability, in general, decreases from Control group to Cholelithiasis and then to Carcinoma group for CA and CDCA whereas it, in general, increases for DCA and LCA.
Analysis Based on Gamma Regression Model
We next considered analyzing the same data sets (Tables 1-3 ) using the gamma based regression modelling formulation discussed in subsection 2.2. The study was conducted exactly in a way as it was done earlier for normal regression modelling case. We use the subscript G with to specify the estimates based on gamma regression model. It is to be noted here that the posterior corresponding to this situation (see subsection 2.2) is not available in closed form and, therefore, we used WINBUGS software to simulate the posterior and to obtain the estimates of the concerned parameters. The estimates corresponding to control group, cholelithiasis group, and carcinoma group are shown in Table 5 . The values with asterisk represent the posterior modes. In the table G0 , G1 , G2 , and  ( G0 , G1 , G2 , and ) We can conclude similarly on the basis of the estimated intercepts and the regression coefficients but most of the conclusions have their own limitations as it was seen in the normal case. Say, for example, the intercept provides the expected value of the corresponding response variable only if the associated predictors are all zero, a situation that can be hypothetical only since we shall never have the predictors zero for the situation under consideration. Similarly, one can conclude on the basis of estimated regression coefficients possibly for the purpose of exploring the kind of relationships among the different variables. The estimated shape parameters, however, do provide an important conclusion. It can be seen that these estimates are often quite large and, therefore, advocate for the use of normal model as the gamma model with large shape parameter can be approximated by a normal model. In situations where the estimated shape parameters are not too large, one can possibly think for skewed regressor variables and, therefore, for gamma model as an important candidate.
Real Data Analysis Continued: Predictive Simulation and Model Comparison
So far, we considered the problem of analyzing the two regression models for the assumed data sets so that the parameters involved in the models can be estimated and, as such, the models can be made completely specified. Our primary task is definitely beyond this. Actually, we need to visualize the changing patterns, if any, among the different biliary acid constituents from one category of patients to another. Before we comment on this important issue, let us examine the compatibility of the assumed models with the data in hand so that the entertained models can be justified before we proceed.
For studying the model compatibility, we first generated 1000 predictive samples each of size 10 separately for each of the four response variables using the values of the corresponding predictor variables. This was done independently for all the three categories of patients. To clarify, let us consider, for example, the control group with CA as the response variable and DCA and LCA as predictor variables. So we generated 1000 predictive samples each consisting of 10 observations (one observation corresponding to one patient) for CA using the corresponding estimates of N0 , N1 , N2 , and (respectively reported as 23.095, -1.176, -1.508, 5.729 in Table 4 ) and successive values of DCA and LCA in the same category. The predictive samples for CA was also obtained for Cholelithiasis and Carcinoma groups of patients using corresponding estimates of N0 , N1 , N2 , and the corresponding values of the predictor variables DCA and LCA. The procedure was similarly repeated for all the four response variables and all the three categories of patients using corresponding estimates of 's and corresponding values of predictor variables (see also subsection 4). We lastly calculated 1000 predictive means based on 1000 simulated predictive samples under each considered category of response variable and obtained the density estimates of predictive means using boxplot representations. The predictive density estimates in the form of boxplots are shown in Figures 1-4 when each bile acid constituent is considered as a response variable. These figures are based on normal modelling assumptions for the associated response variables. Similarly, the boxplots based on gamma modelling assumption for the response variables are shown in Figures 5-8 . In each of these boxes the dotted horizontal lines represent the corresponding observed data means. In addition, each figure shows three boxes. These three boxes correspond to Control group, Cholelithiasis group, and Carcinoma group of patients (from left to right). It can be seen from the figures that the mean values for all the observed data lines pass through the central regions in the corresponding boxes of predictive data means and, therefore, both the models are quite compatible with the data under consideration. A simple remark: both normal and gamma modelling assumptions are almost similar, the latter because of the logarithmic transformation for the link function, except that the gamma model may be able to cover skewness in the data, if any, as well.
We also drew predictive density estimates of individual observations based on matplots with superimposed observed data points in the form of bold dots. The plots are displayed in Figures 9, 10 corresponding to normal and gamma regression models when CA is the response variable and DCA and LCA are the predictor variables. These figures correspond to Carcinoma patients. It is to be noted here that we drew similar plots for all other categories of response variables and different categories of patients (similar to what we have presented in Figures  1-8) . These pictures appeared to be more or less similar in appearance to those shown in Figures 9, 10 . We, therefore, omit the other figures due to space restriction though the conclusion remains the same that both the models are quite compatible with all the three categories of data (see Tables 1-3 ).
The Figures 1-8 do provide yet another important message when considered without horizontal observed data lines. It can be clearly seen that the density estimates in the form of boxplots show a clear-cut trend for the three categories of patients. Let us consider, for example, the primary acids CA and CDCA. It can be seen that these two biliary acids decrease, in general, from Control group to Cholelithiasis group and then to Carcinoma group (see Figures 1, 2, 5 and 6 ) whatever modelling assumption is used for the response variable. Similarly it can be seen that the secondary acids DCA and LCA, in general, increase from Control group to Cholelithiasis group and then to Carcinoma group irrespective of the choice of models for the response variables (see Figures 3, 4 and Figures 7, 8 ). This may be interpreted in several ways. For instance, one can say that the decreasing levels of primary acids and simultaneously increasing levels of secondary acids are the main causes for developing gallstones and finally carcinoma. The other interpretation can also be likewise given. That is, the development of gallstones and carcinoma results in lowering down the primary acids and raising the secondary acids. This latter conclusion, not so clearly revealed, has often been provided by the medical practitioners based on Chromatographic or other statistical studies and they claim that the gallstones and carcinoma cause some bacterial degradation in the patients and, as a result, such changes in biliary acid constituents may occur. Our data, however, do not support any such conclusion due to independent set of observations in the three categories. In either case, one finding is quite obvious. That is, the decreasing levels of CA and CDCA (Figures 1, 2, 5 and 6 ) and increasing levels of DCA and LCA (Figures 3, 4, 7 and 8 ) may be considered as clear indicative of gallstones which may perhaps finally result in carcinoma. Therefore, once this tendency starts appearing and the patient is diagnosed with gallstones, he or she should immediately become cautious so that any further change in the levels of biliary acid may not occur and the carcinoma of gallbladder may be avoided. Such suggestions are often given by the medical practitioners based on their experiences or some preliminary investigations but the easily established analytical support to such finding can be considered as the chief feature of our Bayes analysis.
Before we end the section, let us provide some results on model comparison as well although the conclusions based on the two models especially with regard to predictive inferences are more or less similar and, therefore, convey that any of the two models can be used. For the purpose of comparison, we simply obtained BIC based on the two models. It is to be noted that the choice of BIC as a model comparison criterion was merely for the sake of ease and one can go for other sophisticated measures as well (see Upadhyay and Mukherjee (2008) ) [37] . The values of BIC are shown in Table 6 for different modelling assumptions on response variables. It is obvious that the two models are equally good if CA and CDCA are the response variables whatever kind of patients one considers since the values of BIC corresponding to the two models are quite close. Similarly, for the situations when DCA and LCA are the response variables, the gamma model can be recommended for Control and Cholelithiasis groups whereas for Carcinoma group either of the two models can be taken (see Table 6 ). As a word of final remark: since the two models are equally complex with regard to involving same number of unknown parameters and the inferences with which we are concerned are more or less same, we advocate the use of any of the two models for the assumed data sets. The comparatively large differences in the values of BIC corresponding to the two models especially for Control and Cholelithiasis groups may be attributed to the fact that the observations are quite small (see Tables 1, 2) , sometimes even zero or close to zero, and, as a result, BIC is largely affected in these two groups.
CONCLUSION AND RECOMMENDATION
The paper provides an extensive study of different categories of gallbladder patients to examine how the biliary acid constituents change from Control group to Cholelithiasis group and then to Carcinoma group. Two special cases of GLM are used for the intended study. A real data based study reveals that the two primary acids, namely CA and CDCA, decrease from Control group to Cholelithiasis group and further decrease among the Carcinoma group of patients. The tendency is reversed on case of secondary biliary acids, namely DCA and LCA. Model validation and model comparison have also been taken up using predictive simulation ideas and BIC, respectively.
The findings given in the paper are often reported by the medical practitioners based on the Chromatographic study but we do not find any statistically established results of such analyses especially using Bayes paradigm. The decreasing tendency of primary biliary acids and the increasing tendency of the secondary biliary acids as we move from Control to Cholelithiasis and then to Carcinoma group can be an important message to medical practitioners dealing with gallbladder diseases and who are primarily focused to take appropriate preventive measures to avoid developing of Carcinoma. There is, however, a need to generate appropriate data so that more remarkable conclusions such as the following can be thought out. Say, for example, if the decreasing (increasing) trend in CA, CDCA (DCA, LCA) can be considered to be important factors for developing Cholelithiasis or even Carcinoma or if the diseases such as Cholelithiasis and/or Carcinoma cause a decrease in the levels of CA, CDCA and increase in the levels of DCA, LCA. It is to be noted that such conclusions are really meaningful from the viewpoints of medial practitioners. 
