Abstract. In this paper, we present a general computational and operational framework for the Fuzzy Cognitive Network (FCN), which is a direct extension of Fuzzy Cognitive Maps (FCM). The proposed framework assumes a network operation, which continuously receives feedback from the system it describes and outputs control or decision values. This way, its knowledge is continuously updated making it suitable for adaptive decision making or even for adaptive control tasks. The interconnection weights are continuously updated based on a modified delta rule that provides smooth and fast convergence and prevents the concept and weight values from being saturated. To avoid intensive interference of the updating mechanism with the real system, a technique is proposed that stores the previously encountered operational situations in a fuzzy rule database. The explanation of the proposed methodology is interweaved with the FCN description of a simulated hydro-electric plant, which is also used for the experimental results. The proposed framework can be used both for on-line control and decision making tasks.
Introduction
Fuzzy Cognitive Maps (FCM) are inference networks using cyclic directed graphs that represent the causal relationships between concepts [3, 5] . They use a symbolic representation for the description and modelling of the system. In order to illustrate different aspects in the behaviour of the system, a fuzzy cognitive map consists of nodes where each one represents a system characteristic feature. The node interactions represent system dynamics. An FCM integrates the accumulated experience and knowledge on the system operation, as a result of the method by which it is constructed, i.e., by using human experts who know the operation of the system and its behaviour. Different methodologies to develop FCM and extract knowledge from experts have been proposed in [7, 10, 11] .
Fuzzy cognitive maps have already been used to model behavioral systems in many different scientific * Corresponding author. E-mail: tkottas@ee.duth.gr.
areas. For example, in political science [22] , fuzzy cognitive maps were used to represent social scientific knowledge and describe decision-making methods [24, 27, 30] . Kosko enhanced the power of cognitive maps considering fuzzy values for their nodes and fuzzy degrees of interrelationships between nodes [3, 4] . He also proposed the differential Hebian rule [2] to estimate the FCM weights expressing the fuzzy interrelationships between nodes based on acquired data. After this pioneering work, fuzzy cognitive maps attracted the attention of scientists in many fields and they have been used in a variety of different scientific problems. Fuzzy cognitive maps have been used for planning and making decisions in the field of international relations and political developments and to model the behavior and reactions of virtual worlds. FCMs have been proposed as a generic system for decision analysis [30, 31] and as coordinator of distributed cooperative agents. An extension of FCM called Dynamic Cognitive Network (DCN) appears in [34] , where the concepts are also allowed to receive values from multi-valued sets and the weights of the interconnection arcs are replaced by transfer functions to account causal dynamics. DCNs are also used for decision support tasks. The Fuzzy Causal Network [19, 35] is another extension of traditional FCM, which are also used for decision support based on the principle of causal discovery in the presence of uncertainty and incomplete information. Finally the Neutrosophic Cognitive Maps [16, 28] are generalizations of FCMs and their unique feature is the ability to handle indeterminacy in relations between two concepts.
Regarding FCM weight estimation and updating, recent publications [1, 13, 14, 18] extend the initially proposed differential Hebian rule [2] to achieve better weight estimation. Another group of methods for training FCM structure involves genetic algorithms [12, 15, 20, 29] , where the training is based on a collection of particular values of input output historical examples and on the definition of appropriate fitness function to incorporate design restrictions.
In this paper we present the Fuzzy Cognitive Network (FCN) framework as an alternative operational extension of FCMs to support the close interaction with the system they describe and consequently become appropriate for control applications and adaptive decision making. Early attempts of this approach were presented by the authors in [23, 33] , while their applications on the control of physical processes are presented in [25, 26] . The framework consists of a) the representation level (the cognitive graph), b) the updating mechanism which receives feedback from the real system and c) the storage of the acquired knowledge throughout the operation. Aiming at the control of physical systems or at the adaptive decision making the above features are developed so that the FCN can be a modelling and control alternative, when a precise mathematical model of the system is not available. To distinguish the proposed operational framework from traditional FCMs we call it Fuzzy Cognitive Network. In the proposed operational framework, the FCN reaches its equilibrium point using direct feedback from the node values of the real system and the limitations imposed by the reference nodes. In control tasks the FCN acts as direct controller. The interconnection weights are adjusted on-line during this operation by using an extended delta rule, which exploits system feedback and provides smooth and fast convergence, preventing at the same time weight values from being saturated. Moreover, the updating procedure is further enhanced and accelerated by using information from previous equilibrium points of the system operation. This is achieved by dynamically building a database, which, for each encountered operational situation, assigns a fuzzy ifthen rule connecting the involved weight and node values. The range of the node and weight variables is dynamically partitioned to define appropriate membership functions. This way, the weight updating using system feedback gradually starts from values which are closer to the desired ones and therefore the procedure is significantly sped-up.
The paper is organized as follows: Section 2 presents the decision making perspective of the proposed approach introducing the interactive operation of the FCN with the system it describes. Section 3 gives a short description of FCNs and their way of operation. Moreover, it presents the details of the proposed combined operation and introduces the proposed extended delta rule for updating the interconnections weights. Section 4 presents the proposed approach for storing, in a fuzzy representation, previous operational information of the system and the speed-up of the updating procedure. The presentation of the new approach is built by using a simulation study of a hydro-electric power plant. The final conclusions are given in Section 5.
The decision making perspective of the proposed framework
Traditionally, FCMs have been used for decision support or diagnosis tasks without immediate interaction with the system they describe. In this kind of operation, once the graph is constructed and the arc weights are estimated based on either experts' opinion gathering or acquired data, the FCM is left to operate alone and produce its results without interaction with the physical system. In the recent years, the use of FCM to control physical processes has been proposed [8] [9] [10] 23] , where the FCM is used either as a direct controller of the physical process or as an expert supervisor of a traditional controller. The operation of the FCM in close cooperation with the real system it describes might require continuous changes in the weight interconnections, which reflect the experts' knowledge about the node interdependence. This knowledge might not be entirely correct or perhaps, the system has undergone changes during its operation. The motivation for supporting such kind of operation comes from the success of FCMs in their traditional fields of decision making applications and from the fact that traditional control problems from the field of electrical and mechanical engineering are successfully tackled using conventional fuzzy systems and fuzzy controllers. As shown throughout this paper, the Fuzzy Cognitive Network (FCN) approach can serve as a reliable approach for these problems too. Figure 1 presents the interactive operation of the FCN with the physical system it describes. The desired values represent the goals we put for the system. The experts convey information related to the structure and possibly to the initial weights of the FCN. Based on the initial knowledge and on the values of the physical quantities involved, the FCN reaches an equilibrium point. In this situation it produces decisions (or control actions) which are applied to the real system. The response of the system is compared to the goals set and their difference is used to update the FCN weights according to the procedure introduced in Section 3. The initial weights of the FCN can be based on experts' knowledge regarding the function of the system, but since the FCN receives feedback from the system it should have a mechanism for updating this knowledge. This updating is essential because the initially acquired knowledge might be incomplete, or it might be different for different operating conditions of the system, or it may even change due to unexpected disturbances during the operation.
In this perspective, different weight sets can produce the same equilibrium situation for the FCN and consequently the same performance. Therefore, the weight representation is not unique. The non uniqueness, however, is not a problem because it is already known from adaptive parameter estimation [21] , that an estimated set has not to be unique in order to be sufficient. The equilibrium point, here, has to comply with the real system's behaviour and the goals we put for it. If this does not hold true then the feedback from the system will drive the weights (through the proposed updating mechanism) in more suitable values. Different system goals might drive the system in different areas of operation, which might require different assumptions about the causalities between nodes. It is the performance of the real system that decides about that.
In this paper extended updating mechanisms are proposed, which take into account the system demands (through feedback) but also take measures (through the proposed algorithms) so that, among the various weight combinations which might produce the desired performance we choose one that does not contain weights very close to their saturation value. The introduction of the information storage mechanism, presented in Section IV, speeds up the updating procedure and prevents the physical system from being annoyed by the updating procedure. Equipped with these mechanisms the FCN can act as an adaptive decision making system or even as an adaptive control system and be applied even in traditional control applications.
Fuzzy cognitive networks representation and development

FCN representation
Fuzzy Cognitive Networks, like FCMs, constitute a hybrid modelling methodology, exploiting characteristics of both fuzzy logic and neural networks theories. The utilization of existing knowledge and experience on the operation of complex systems is the core of this modelling approach. Experts develop fuzzy cognitive graphs and they transform their knowledge in a cognitive map [3] .
The graphical illustration of FCN is a signed directed graph with feedback, consisting of nodes and weighted interconnections. Nodes of the graph stand for the nodes that are used to describe the behavior or the variables of the system and they are connected by signed and weighted arcs representing the causal relationships that exist among nodes. Each node represents a characteristic of the system. In general it stands for states, variables, events, actions, goals, values, trends of the system which is modelled as an FCN. Each node is characterized by a number A j , which represents its value and it results from the transformation of the real value of the system's variable, for which this node stands, in the interval [0, 1]. It must be mentioned that all the values of the weights of the interconnections belong to the interval [−1, 1]. With the graphical representation of the behavioral model of the system, it becomes clear which node of the system influences other nodes and in which degree.
Like FCM, the most essential part in modelling a system using FCN is the development of the fuzzy cognitive graph itself, the determination of the nodes that best describe the system, the direction and the grade of causality between nodes. The selection of the different factors of the system, which must be presented in the graph, will be the result of a close-up on system's operation behavior as been acquired by experts. Causality is another important part in the FCN design, it indicates whether a change in one variable causes change in another, and it must include the possible hidden causality that it could exist between several nodes. The most important element in describing the system is the determination of which node influences which other and in what degree. There are three possible types of causal relationships among nodes that express the type of influence from one node to the others. The weight of the interconnection between node C i and node C j denoted by W ij , could be positive (W ij > 0) for positive causality or negative (W ij < 0) for negative causality or there is no relationship between node C i , and node C j , thus W ij = 0. Figure 2 shows a hydroelectric power station plant consisting of two hydro-generators, the supplying river, two tanks and the relevant supplying valves. The FCN representation of the system is shown in Fig. 3 .
The causal knowledge of the dynamic behavior of the system is stored in the structure of the network and in the interconnections that summarize the correlation between cause and effect. The value of each node is influenced by the values of the connected nodes with the corresponding causal weights and by its previous value. So, the value A j for each node C j is calculated by the following iterative rule [8] :
where A s j , is the value of node C j at step s, A
is the value of node C i , at step s-1, A s−1 j is the value of node C j at step s-1, and W ij is the weight of the interconnection between C i and C j , and f is a squashing function. The most common function, which is also used in this paper, is the well known sigmoid function f = It has to be noted that the elements of rows and columns of this matrix reflects the relationships and dependencies of each node to each other. For the (i,i)th element of the matrix, the elements of column i reflect the influence that the other nodes have on node i. The elements of row i, reflect the influence that node i has on each one of the other node.
Regarding its operation, according to section II, FCN is intended to be used in close interaction with the physical system as shown in Fig. 1 . Therefore it applies control or decision values to the physical system and receives feedback from it. In the plant of Fig. 2 for example, we would want to regulate the flow in the two Hydro-generators (1 and 2), in order to comply with possible power demands.
In this example, the nodes corresponding to tanks refer to the volume of the water, which can be also represented by the height of the water in the tanks (since the dimensions of the tanks are considered known). A mapping to the range [0, 1] can represent the percentage of the volume of the tank, which is filled by water and this is actually the meaning of such a node value in our example. Similarly, for the nodes which represent the valves of the plant, their values (in the range [0, 1]) denote the percentage in which the valve is open. Last, the node associated with the "river" receives values which represent the river flow, where the value 1 corresponds to the maximum observed flow of the specific river.
In FCN the nodes are labelled as control, reference, output and simple operation nodes. Control nodes represent control variables of the system. Reference nodes include nodes with desired (goal) values. They also include the so called "steady value" nodes, which are nodes not influenced by the operation of the other nodes of the system. These steady value nodes correspond to input variables and their values should remain "steady" during the iterations of equation (1) . Output nodes are those associated with the output variables of the system. Simple operation nodes are all the other nodes that do not receive any of the previous labels. A node may have more that one label. For example a node may be either reference and control or reference and output. In the system of Fig. 2 there is one steady value node One or more of nodes 3 and 5 values, which correspond to tank water heights, have to be regulated so that hydro-generators 1 and 2 can receive the desired water flow values.
According to Section 2, the initial weights of the FCN can be based on experts' knowledge regarding the mechanics of the system, but since the FCN receives feedback from the system it should have a mechanism for updating this knowledge. In the system of Fig. 2 for example, this procedure is essential because, the unexpected entrance of an obstacle to any of the pipes would require respective weight changes to reflect the new causal relation and consequently the system's behavior. In the proposed FCN, the experts' opinion is most crucial in the determination of the nodes and their possible interconnections. The weight adjustment is left to the updating mechanism as explained in section B bellow.
Before the presentation of the proposed updating scheme we have to modify the way by which node values are calculated in order to take into account the existence of the reference or steady nodes. Node 1 (the river) is of such type in our example, because its value (water flow) only influences and is not influenced by the operation of the plant. When applying equation (1) for node value updating we have to use the following companion equation
where A system j is the real system value of the steady node (river water flow). Omitting equations (2) equation (1) will produce erroneous results, because the value of the steady node is computed erroneously and this in turn influences all the other nodes of the FCN.
The proposed updating mechanism
The proposed updating method takes into account feedback node values from the real system. Using the updated weights the FCN reaches a new equilibrium point by means of Eqs (1) and probably (2) . Some of the new node values can be applied as control values to the real system and use its feedback for the new updating. In our approach the updating is made based on the conventional delta rule, which is described by the following equations
where p j is the error and a is the learning rate, usually set at a = 0.1. As it is shown from the argument of the exponential function, the term denoted as A
F CN i
refers to the response of the FCN, when the nodes take their values from the feedback of the system.
In case the control objective is that one or more nodes reach a desired value then for these nodes Eq. (3) is rewritten as:
After the weights updating, Eqs (1) and (2) will give new equilibrium points to the FCN. The control node values will be applied to the real system, which in turn provides feed back to the FCN to be used by the new updating cycle according to Fig. 1 The error p j appearing in Eqs (3) and (5) is actually estimated for each one of the nodes j of the FCN, regardless of its label. Equation (5) is used for calculating the error of desired value nodes, while Eq. It has been already mentioned in Section 2, that different weight sets can produce the same equilibrium situation and therefore the representation is not unique. In the following section extended updating mechanisms are proposed, which take into account the system demands (through feedback) but also take measures (through the proposed algorithms) so that, among the various weight combinations which might produce the desired performance we choose one that does not contain weights very close to their saturation value. Saturated weight values (near to −1 or 1) are undesirable because, due to the sigmoid in Eq. (1), the FCN with saturated values looses its flexibility and its ability to discriminate between different operational situations. The proposed extended method includes two auxiliary collateral matrices Q and R. The purpose of using matrix Q is for improving the delta rule for weight updating resulting in less oscillations and more smooth transitions to the updated weight. The purpose of using matrix R is to drive weight updating in a more balanced way.
Definition of matrix Q
The first matrix, Q, has the same dimensions with matrix W. The elements of Q are incorporated in the weight updating law, which now is rewritten as follows
Each element q ij in Eq. (7) 
In all other cases not covered above q ji = +1 and q ij = +1
The rationale for using this algorithm is given in Appendix. It has to be noted that, the term C des in Eq. (7) is replaced by C i,des whenever |W ij | > |W ji | and by C j,des when |W ij | < |W ji |.
Using Eqs (6) and (7) the weight updating is being performed in a more smoothed way avoiding large oscillations. Moreover the convergence of the weights to their saturation values (−1 or +1) is in most cases avoided, which in turn makes the FCN representation more flexible and realistic. The smooth convergence without large oscillations is essential because large weight oscillations result in relevant node values oscillations. Since some of the node values are fed as control values to the physical system in order to get feedback from it, large oscillations "annoy" the physical system, tests its endurance and makes its operation less economical. This improvement is demonstrated by the following example.
The weight matrix of the FCN of Fig. 3 is initially 
When the extended weight updating law is used (Eqs 3, 5, 6 and 7) then, after 28 iterations, the weight matrix converges to We observe that both approaches reach the desired goal (A3 = 0.76), but the weights and the other non steady nodes reach different values. Most important, the weight convergence is faster and smoother,avoiding large oscillations before convergence. This is depicted in Fig. 4 , where the convergence of one sample weight is shown for both cases. We observe that, when ma- trix Q is used the convergence is smoother and faster. Figure 5 shows the values of one node (C3) during the training procedure using both cases. It can be observed that when Q is used the node value converges to its final value faster and more smoothly.
Definition of matrix R
When using Eqs (1) and (2) for node values updating and Eqs (3), (5) and (6) for weight updating, due to the inclusion of matrix Q, defined in Eqs (6) and (7) we prevent, in most cases, weight values to reach or exceed their saturation values. There are however, operation conditions where this phenomenon is not totally avoided. It has been experimentally observed that further improvement can be achieved if an auxiliary calibration matrix R is used. R has the same dimension with weight matrix W and its elements are incorporated to the weight updating formula as follows.
Each element R ij of the calibration matrix R can be computed by the following formula [33] :
Where constant value η is used to drive values R ij in the range [0, 1] . In most practical situations η = 0.1. Examining Eq. (11) we observe that each element of R is reversely proportional to the ratio of w ij with the sum of the values of the weights of column j. This way, when R ij is incorporated in the weight updating law (Eq. 10), the change in the weights that already have large values is attenuated, while the change of the weights that have small values is enhanced. The new weights lead the FCN to a more balanced equilibrium point and prevent weights, which already have large values, to saturate.
It has to be noted that the calibration performed by the elements b ij of Eq. (7) is different from the calibration of R ij of Eq. (11) . In the first case (Eq. 7) the elements b ij refer only to couples of nodes (C i , C j ) and try to keep their interconnection weights far from saturation, while at the same time drives the nodes to desired values, In the second case (Eq. 11) the calibration takes into account all the nodes that affect only node C j .
Suppose again that the FCN of Fig. 3 is in its initial condition (W start , A start ) presented in the previous example. Suppose now that we want to drive node C3 to take the value A3 = 0.8485. By using Eqs (6), (7) we get after 14 iterations the following results We observe that in this case weight W 23 is moving fast to saturation (exceeds value one), which is undesirable. For the specific desired equilibrium the calibration obtained through elements b ij of matrix Q is not enough. The results can be improved by using matrix R.
By using Eq. (10) Figure 6 shows the values of weight W 23 during its updating procedure when matrix R is used (Eq. 10), when only matrix Q is used (Eq. 6), and when neither of them is used to update weights (Eq. 4).
Storing knowledge from previous operating conditions
The procedure described in the previous section modifies our knowledge about the system by continuously modifying the weight interconnections and consequently the node values. During the repetitive updating operation the procedure uses feedback from the system variables. This means that in each iteration all the intermediate weight and node values, some of which are control values, are fed to the real system and its response is used to give the new updating direction.
It is obvious that this procedure continuously "annoys" the physical system, something that in many cases is undesirable. In the sequence we propose a methodology that alleviates this "annoyance" and further speeds up the updating procedure. This is done by storing the previous acquired operational situations in a fuzzy if-then rule database, which associates in a fuzzy manner the various weights with the corresponding equilibrium node values. The procedure is explained as follows.
Considering the FCN of Fig. 3 , then for the weight matrix The crisp values are transformed into fuzzy ones, which gradually change as new equilibrium situations and therefore new rules are added. Initially a crisp value is transformed in a fuzzy value having a triangular membership function with pick (membership value 1) at the specific crisp value and spanning to cover the whole range of available values for this variable (−1 .. 1 for weights and 0 ..1 for nodes). When for the second different equilibrium situation the variable under examination gets a new crisp value then if this value is sufficiently different than the previous one a new fuzzy value is created with membership triangular function having its pick at the new crisp value.
We can store the knowledge acquired by the previous two points in a fuzzy rule based database using the following two rules: Rule 1 if node 1 is mf1 and node 3 is mf1 and node 5 is mf1 then w12 is mf1 and w32 is mf1 and w23 is mf1 and w43 is mf1 and w34 is mf1 and w54 is mf1 and w45 is mf1 and w65 is mf1 and w56 is mf1 Rule 2 if node 1 is mf1 and node 3 is mf2 and node 5 is mf2 then w12 is mf1 and w32 is mf2 and w23 is mf2 and w43 is mf2 and w34 is mf2 and w54 is mf2 and w45 is mf2 and w65 is mf2 and w56 is mf2
where membership functions mf1 and mf2 for each node or weight are shown in Fig. 7 . In our case example the values of the valves (control nodes 2, 4, 6), will emerge after the FCN updates its weights based on the desired values of the reference nodes (tanks -nodes 3, 5 -river node 1) and after reaching a new equilibrium point using these weights. Therefore we need to recall only weight values (then part) based on the goals of the system (reference nodesdesired + input -in if part). In Fig. 7 , the if part contains only fuzzy values of the reference nodes while the then part contains only fuzzy weight values.
The number and shape of the fuzzy membership functions of the variables of both sides of the rules are gradually modified as new desired equilibrium points appear to the system during its operation. To add a new triangular membership function in the fuzzy description of a variable, the new value of the variable must differ from one already encountered value more than a specified threshold. The selection of this threshold comes as a compromise between the maximum number of allowable rules and the detail in fuzzy representation of each variable.
Suppose now that we want to drive node 3 to 0.76 and node 5 to 0.766 by having the steady state node (river) to 0.659. We run the above fuzzy rules using the Mamdani min implication and the Center of Area (COA) defuzzification method [6] . Then with only these two rules we come to the following weight matrix values. In the sequel we run Eqs (3), (5) and (11) Thus, we have a significant number of iteration reductions for reaching a new desired equilibrium point that is "close" to an already encountered equilibrium situation. To make the method operating sufficiently in a large range of operational situations the designer has either to teach the system in these situations off-line or to let the system gain this knowledge on line through its operation.
The FCN equipped with the storage mechanism described in this section could be also considered as an alternative way of building an Adaptive Fuzzy Inference System (AFIS), which is dynamically built based merely on operation data. Due to the use of the fuzzy rule data base, the weight updating iterations are reduced significantly and therefore the computational burden associated with the updating is low and can not introduce any significant delay in real time applications. One aspect of the proposed framework that might introduce computational delay is the knowledge recall from the fuzzy if-then-rule database, especially if the number of rules is large and if a separate FAM (Fuzzy Associative Memory) matrix is associated with each rule. In this case, apart from the increased storage requirements the scanning of all of these matrices will certainly increase the computational load significantly. Fortunately, this problem can be easily solved by using FAM compacting techniques, like the ones presented in [17, 32] , where instead of many FAM the information of the fuzzy rules can be compacted in a number of very few FAM.
Conclusions
In this paper, the Fuzzy Cognitive Network (FCN) was proposed as an alternative scheme for the operational extension of FCMs to support the close interaction with the system they describe and consequently become appropriate for adaptive decision making and control applications. The framework consists of a) the representation level (the cognitive graph), b) the updating mechanism which receives feedback from the real system and c) the storage of the acquired knowledge throughout the operation. During its operation, the FCN continuously receives feedback from the system it describes and imposes control values to it. The interconnection weights of the network are continuously updated based on a proposed modified delta rule, which provides smooth and fast convergence and prevents concept and weight values from being saturated. To avoid intensive interference of the updating mechanism with the real system the previously acquired knowledge based on past operation conditions is stored in a fuzzy if-then rule database. The description of the proposed methodology was tested on a simulated hydro-electric plant. All of the three aspect of the framework can be further improved and future work will be focused in more flexible initial graph representation and better weight updating mechanisms.
Appendix
Selection of Q ij values appearing in Algorithm 1
By choosing values Q ij we influence the updating direction of the delta rule appearing in Eq. (4). In doing that there are two main objectives, which, in order of significance, are given bellow.
i) The FCN weights have to be modified so that the node values reach their desired by the system or the design specifications values ii) In achieving the first objective,when possible, the weight values should not be driven to saturation (absolute value 1) because in this case, due to the sigmoid function used in Eq. 1, the FCN looses its flexibility. Therefore, between two weight changes which would cause the same effect in one's node value we prefer to change the weight, with the smaller absolute value. Considering the various nodes in pairs, as in Fig. A.1 , we distinguish various cases, which are summarized in Tables 1 and 2 used by Algorithm 1. Bellow, the analysis of one case is given as an example of the proposed approach. The interested reader could contact the authors for a detailed proof of the derivation of all cases appearing in Algorithm A. (A.2) and in this case C des = C1 des . The analysis continues this way taking always into account the two objectives stated in the beginning of the Apendix. All possible cases are summarized in Algorithm 1 of Section 3.
