Conical intersections are degeneracies between electronic states and are very common in nature. It has been found that they can also be created both by standing or by running laser waves. The latter are called light-induced conical intersections.
Introduction
Conical intersections (CIs) are degeneracies between two or more electronic states and play an important mechanistic role in the nonadiabatic dynamics of polyatomic molecules [1] [2] [3] [4] [5] [6] [7] [8] .
At the close vicinity of the CIs the Born-Oppenheimer adiabatic approximation 1 breaks down due to the strong nonadiabatic coupling between the nuclear and electronic motions. Several important photophysical and photochemical processes like dissociation, proton transfer, isomerization or radiationless deactivation of the excited states are associated with the appearance of CIs 7 . These degeneracies are not isolated, rather they are connected points forming a seam and can exist already between low lying states of triatomic molecule. In truly large molecular systems they are very abundant.
It is well-know that under "natural" (field-free) conditions CIs cannot be formed between different electronic states in diatomic molecules 2 . The one degree of freedom presents in these object is generally not enough to span a branching space and therefore only an avoided crossing result. However, applying standing 9 or running laser waves 10 ,
CIs can be created even in diatomics. In the first situation, the laser light induces CIs ("light-induced" conical intersections, LICIs) which couple the center of mass motion with the internal rovibrational degrees of freedom 9 . In the latter case, the rotational motion provides the missing degree of freedom allowing the formation of a LICI 10 .
Recently, several theoretical and experimental studies have demonstrated that similarly to the natural CIs the light-induced conical intersections have also significant impact on the different dynamical properties of molecules [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . Among others it can strongly modify e. g. the spectra, the alignment, the dissociation probability or fragment angular distribution of molecules [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . However, there are features in which the natural and light- The article is structured as follows. In the next section, our working Hamiltonian and the criteria for obtaining LICI are described. The applied method and the basic formulas, as well as the numerical procedures are briefly summarized in the third section.
In the forth section the numerical results are presented and discussed. Finally we present conclusions in Section five.
The Hamiltonian
Let us define the Hamiltonian which governs the dynamics of the D + 2 molecule. Two electronic eigenstates V 1 (R) (ground, 1sσ g ) and V 2 (R) (excited, 2pσ u ) are included in the Hamiltonian which are coupled by a running laser wave (see in Figure 1 ). The non-
is responsible for the light-induced electronic transition. The corresponding Born-Oppenheimer potentials and the transition dipole were taken from 51, 52 . As the nuclear coordinate R and the molecular orientation θ are taken as parameters during the calculations our Hamiltonian is defined by the potential energies and the laser-molecule interaction. This interaction is given in the dipole approximation as the scalar product of the transition dipole moment − → d and the electric field vector − → ε :
In Eq. (1) 0 is the maximum laser field amplitude, I 0 (∼ Then the field-dressed form readŝ
In this dressed state representation the interaction between the molecule and the electromagnetic field is obtained by shifting the energy of the excited potential curve by ω L .
This picture is often used to explain various phenomena in the area of strong field physics whenever only net one-photon is absorbed by the molecule.
As a results of the dressed state representation a crossing is formed between the diabatic ground and the dressed excited potential energy curves. After diagonalizing the diabatic potential matrix Eq. 2, the resulting adiabatic or light-induced surfaces (V lower and V upper ) form a light-induced conical intersection (see in Figure 1 ) whenever the following conditions are fulfilled 10, 11 :
An important feature of the light-induced conical intersections as compared to the natural CIs is that their fundamental characteristics can be modified by the external field. It has already been shown that the intensity of the field determines the strength of the nonadiabatic coupling, namely the steepness of the cone, while the energy of the field specifies the position of the LICI.
The methodology and the numerical details
The main subject of this section is to obtain the appropriate expression so as to compute the geometric phase.
Let us consider again the working Hamiltonian Eq. 2 which is parametrized by R and θ. If the system starts in an eigenstate Φ(R, θ) with an energy E(R, θ), then it evolves into the state exp[−iE(R, θ)t]Φ(R, θ). Now let the parameters vary slowly, R = R(t) and θ = θ(t) 1 , then due to the adiabatic theorem, the eigenstates Φ(R, θ) are replaced by one of the actual eigenstates Φ(R(t), θ(t)). If both R (t) and θ (t) are periodic functions of time with a period of T they describe a closed path in the configuration space. That is, for the time t = T the initial state Φ(R(t = 0), θ(t = 0)) evolves into the final state which is identical with the initial state except for a phase factor:
It is easy to see that the phase factor is identical with the autocorrelation function
Berry showed 24 that χ is the sum of δ = −´T 0 E(R(t ), θ(t ))dt and a quantity γ, latter is called the adiabatic phase. Here χ and δ are the overall and the dynamical phases, respectively.
Both the χ and the δ functions can be generalized for any arbitrary time t. To obtain the actual expressions for the χ(t) and δ(t) phases we refer to the work of Mukunda and Simon 26 . Among others they have pointed out that the overall phase is the argument of the autocorrelation function
and the dynamical phase is as follows
Aharonov and Anandan 25 pointed out that γ is a purely geometrical property of the path which is parametrically defined by the functions R = R(t) and θ = θ(t) and can be calculated as the difference of the χ(t) and δ(t) at the end of the closed path. Therefore its value depends only upon the contour followed by the system in the configuration space.
Hence the name of γ is geometric phase 2 . If Φ(R(t), θ(t)) is the solution of the dynamical Schrödinger equation, i.e., satisfies the i Φ (R(t), θ(t)) =Ĥ(R(t), θ(t)) |Φ(R(t), θ(t)) , then we obtain for Eq. 5
Using Eqs. 4 and 6 one can calculate the geometric phase γ, as difference of the χ(t) and δ(t) expressions at the end of the closed path for adiabatically slow changes of the parameters R (t) and θ (t) over the whole path. As we do not know in advance how slow change can be considered as an adiabatic one during the numerical simulations we consider the quantity
as an approximation for the Berry phase for the given contour.
To get the Φ(R(t), θ(t)) wave function we have solved numerically the time-dependent Schrödinger equation by using implicit 4th order Runge-Kutta integrator with Gaussian points 53 implemented in the GNU Scientific Library 54 .
Results and discussion
So as to understand the meaning of the numerical results to be presented in this paper, we first discuss the geometrical situation for which the above approach is applied and then analyze the numerical results. given by an angle β(t) = β 0 + t/T · 2π:
The applied parameters for the different contours are displayed in Table 1 . In Table 2 the obtained approximated values ( γ) for the geometric phase γ are presented (in unit of π) for the contour C 1 which encircles the LICI with the initial wave function chosen to be the lower lying eigenstate of the Hamiltonian Eq. 2 at point S 1 . The approximation is based on the difference of the argument of the autocorrelation function (Eq. 4) and the dynamical phase (Eq. 6) at the end of the path (see Eq. 7). The applied photon energy is ω L = 1.359 eV . In the rows of Table 2 ). The larger the value of T indicated here, the more adiabatic the process of encircling the ellipse. As the contour C 1 surrounds only a single conical intersection the value of the geometric phase γ is expected to be ±π and so for long enough T values γ should be in the close vicinity of (2n + 1)π (where n in an integer). We can observe in Table 2 that except for the lowest studied intensities the value of γ is really close to
The numerical problem at small intensities are related to the fact that for the field free case (zero intensity) the value of γ should be zero. As a consequence, in weak fields we need extremely slow surrounding of the contour to be able to consider it as an adiabatic one. For the extremely large values of T question arises about the accuracy concerning the numerical integration of the Schrödinger equation. As a simple check for this issue we have also performed numerical integration over the same contour for the field free case. The obtained γ values are displayed in the first row of Table 2 . All of these values are close to the expected value of γ = 0.
For larger intensities the adiabatic region can be reached before T = 500 × 2π ω L . Table   2 shows that for intensities larger than I = 1 × 10 13 W cm 2 the beginning of this adiabatic region is moving towards larger values of T with the increasing intensities. This effect is related to the fact that at higher intensities the derivative of the adiabatic potentials (V lower and V upper ) respect to the position on the contour (controlled by parameter β (t)) become significantly larger than the same derivatives of the diabatic ones. As a result, slower change is requested in the value of the β (t) parameter so as to consider the process being adiabatic.
In Figure 3 the difference of the χ(t) and δ(t) functions are displayed as a function of time with three different time resolutions. Results are presented of the set of simulations for which the γ values are displayed in Table 2 This effect is clearly recognizable as long as the time resolution gets finer (see on panels of Figure 3 ).
We have also computed the value of the approximate geometric phase γ along those ellipses which do not surround LICI. Obtained results are always very close to zero.
For completeness we have performed similar calculations on the upper adiabatic sur-faces as well. All of these calculations provide the same results as for the case of lower surface but always with an opposite sing for γ. Table 3 displays some values of γ at I = 1 × 10 13 W cm 2 field intensity. We notice that for contour C 1 starting the simulation at point S 1 the calculated values of γ are always around of ±3π or ±5π depending upon the actual speed of the surrounding. (All of these values are odd multiples of π so they are in agreement with the expected value of the geometric phase γ = π.) This uncertainty is clearly related to the fact that the correct value of the autocorrelation function is zero at t/T = 0.5 and therefore it is extremely hard to follow its argument during the numerical simulations.
Conclusions
By applying adiabatic time-dependent framework and Floquet representation for the Obviously, obtained numerical results are also in full agreement with the values of the Berry phase that hold for the natural conical intersections.
In the future, our aim is to compute the Berry phase for the exact time-dependent light-matter Hamiltonian, too. However, this is not an easy task because of the explicit time-dependence of the Hamiltonian. The latter gives rise to additional difficulties and the adiabatic transport round a close path is far from being trivial. Table 1 : Parameters of the applied contours in the configuration space corresponding to Figure 2 and Eq. 8. Interatomic distance / a.u. The difference of the total and dynamical phases in the units of π at the end of the paths (t = T ) C 1 surrounding the LICI (see on Fig. 2) The staring point of the surrounding is S 1 and the initial wave function is chosen to be on the lower adiabatic surface. 
