We deal with a severe problem that arises in the automatic differentiation of functions. Many computer programs defining a function employ statements of the form if B(x) then Sl else S2, where B(x) is a Boolean expression and Sl and S2 denote subprograms.
Introduction
We investigate a special problem arising in the automatic differentiation of programs which describe functions. Consider a differentiable real-valued function f of n variables f: D G R" + R.
Assume that we have a program P with input x and output f(x):
f(x) -Px. r-l For x ED we ask for the function value f(x) and the derivative value f'(x). So, we would like to have a program P' with input x and output f(x), f'(x):
Let us depict P' -
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the transformation of P to P' by a black box DIFF:
In case P consists of an explicit formula for f(x) involving only rational operations and library functions such as sin, exp, . . . , DIFF can be carried out by hand, or by symbolic manipulators, e.g., REDUCE, MACSYMA, MAPLE, or by employing automatic differentiation tools. In case P consists of a straightforward list of explicit formulas, automatic differentiation tools as described in [7, 8] and others are a powerful means to perform DIFF. A taxonomy of automatic differentiation tools can be found in [5] . In case P is not straightforward, difficulties arise. Contemporary implementations of DIFF may fail to produce correct results in some instances where P contains statements of the form if B(x) then Sl else S2,
where B(x) is a Boolean expression and Sl and S2 are subprograms. There exist examples where f(x) is defined in branch S2, but f'(x) cannot be computed, not even defined, with the information of branch S2. The problem of implementing DIFF properly in the presence of statements of the form ( * > is what we call the if-problem.
In the next section we provide some automatic differentiation details. In Section 3 we state the if-problem and present an illustrative example. Then, in Section 4, we delve into details and we investigate the behavior of piecewise defined functions. For this purpose we distinguish between a function f, a program P describing f, and a representation R of f. The representation R is independent of programming languages. Finally, in Section 5, we give a partial solution for the if-problem.
Automatic differentiation
Within the last decade it has become apparent that the derivative of an explicitly given function can be computed efficiently by automatic differentiation techniques. These techniques can be classified into two groups, the bottom-up methods and the top-down methods. The if-problem appears in both modes, so we choose the bottom-up mode (this is easier to line out). Here we only list some details necessary in the sequel.
Let us take up two familiar ways for building new functions from old ones, first the rational composition and second the library composition.
Consider two differentiable functions Let w be one of the functions u + u, u -u, u * u, u/u with the proviso that u(x) Z 0 for all x ED in the case w = u/u. Table 1 shows well-known formulas for the derivative of w. From these formulas we conclude that the pair w(x), w'(x) can be computed from the pairs u(x), u'(x) and u(x), v'(x). Note that the pair w(x), w'(x) is not a pair of formulas, nor is it a pair of functions, instead it is an element of [w X [w',". The mechanism to compute the pair Table 1 Derivative of rational composition Type Function
w(x), w'(x) from the pairs u(x), u'(x) and u(x), u'(x) does not depend on x, it does not depend on the functions u and u, it merely depends on the type of w. This observation allows to define and implement a function RAT, which accepts the type of w and the pairs u(x), u'(x) and u(x), u'(x), and which produces the pair w(x), w'(x):
rl-
Let A be a collection of differentiable real-valued functions of one real variable, such as sin, exp, sqrt and the like. Here we conclude: the pair w(x), w'(x) can be computed from the pair u(x), u'(x) using A and A'. And the mechanism to compute the pair w(x), w'(x) merely is a matter of the library function A. We assume that we are able to evaluate A and A' at any suitable value of the argument. This is no problem as long as A is one of the commonly used library functions sin, exp, sqrt and the like. Hence, we can define and implement a function LIB, which accepts the name of A, and the pair u(x), u'(x), and which produces the pair w(x), w'(x):
Let us illustrate the use of RAT and LIB by a simple example. Consider the function f: DclP+[w, with f(x) := ( xi -7) * sin(x, +x2)/x3, where D = {x 1 x E [w3, x3 # O}. For given x ED the function value f(x) can be computed step-by-step as shown in the first column of Let us introduce pairs Yk = (fJx>, f;(x)) for k = 1,. . . ,9, consisting of a function value and the corresponding derivative value. For k = 1, 2, 3, 4 the pair Yk is obvious. And for k = 5, 6, 7, 8, 9 in this order the pair Yk can be computed from previous pairs using RAT and LIB as shown in the third column of Table 2 . The final pair is In Table 2 the first column is a program P for the function f, the second column defines a characterizing sequence fi, . . . , f9 of functions with fg =f, and the third column is the transformed program P' for computing the pair f(x), f'(x). Furthermore, the resemblance between P and P' demonstrates that the transformation DIFF from P to P' is a matter of simple replacements. Now we turn to the general case. Assume that for a differentiable function f: D c R" + [w we have a straightforward program P as shown in Fig. 1 .
The program P defines a characterizing sequence fl, . . . , f, of functions D -+ R! in an obvious way, and f, =f. To the sequence fi, . . . , f, there corresponds the sequence f;, . . . , fi of
Step 1: for k = 1,. . . , n yk = xk (kth component of x) Step2: for k=n+l,...,n+d yk = ck (some constant)
Step 3: for k = n + d + 1,. . . , s yk=y,*yjwith*~{+,-;,/}andi,j<k or yk = h(y,) with A E A and i < k
Step 4: f(x) = ys 2 . Again, the transformation DIFF from P to P' is a matter of simple replacements. So far, so good. A broad class of functions fits into the frame of the program P of Fig. 1 , all functions which McCormick [6] calls factorable. But this is not all. Automatic differentiation software has been written to deal with function-defining programs which involve if-statements (or equivalent control structures) and more. Even if a function could be put into a straightforward program, it may be necessary to employ branching, for instance in Gauss-elimination for solving a parametric system of linear equations. is differentiable. (The previous assumption that rl and I-* are differentiable does not imply that f is differentiable.)
For n E D we ask for f(x) and f'(x). And we would like to obtain these values by automatic differentiation.
Therefore we assume that the functions rl and r2 can be described by of Computational and Applied Mathematics 50 (1994) 119-131 straightforward programs P, and P, in accordance with Fig. 1 . Then the function f can be described by a program P of the form How can we accomplish the transformation DIFF from P to a program that accepts x E D and produces the pair f(x), f '(xl? A suggestive approach is: transform P, to Pi and P, to Pi as described in Section 2, and combine Pi and P; to a program P as follows: A closer look at the function f and the programs P, and P, reveals that
and that f(x) is obtained by Gauss-elimination applied to the parametric linear system fz(x)~z(x)=b(x), foreveryxED.
Combining P, and P, as described above yields the program P. Furthermore, P, and P, can be considered as straightforward. So the transformation DIFF is applicable to generate the programs Pi and-Pi. Their combination as described above yields the Program p. Now choose x = (1, 1). Then P produces This example shows that our approach (which is exactly what some automatic differentiation software does) failed.
Let us formulate the if-problem: how can we accomplish the transformation DIFF in the presence of if-statements?
Piecewise defined functions
A program that describes a function f and that involves statements of the form if B(x) then way 1 else way 2 is nothing but a piecewise definition of f. The example in the previous section shows that for a differentiable function f, defined piecewise using differentiable functions rl and r2, it may happen that f(x) = r2(x) but f'(x) #r;(x) f or some x. To investigate this subtle situation (which causes the if-problem), we distinguish between a function f, a program P for f, and a representation R of f. The function ri represents the function f in Dj but for x E q\Dj the value ri(x) is free. And it is this freedom of the ri that causes the if-problem. If R is neighborhood-consistent at x E Dj, then the function rj represents the function f in x and in a certain neighborhood of x. N G D, N c U; ., and f and rj agree in N. Hence, R is neighborhood-consistent at X. q If R is derivative-consistent at x E Dj, then the function rj represents the function f in x, and this point x may be the only point where the two functions agree. Consider a function f: D G 1w" --, [w and a representation R = (ri, Di, U,) Hence, R is derivative-consistent at x. 0 Proof. The index j in (2) is not relevant, it only serves to show that x is in the subset Dj and that f'(x) is expressed using rk where j and k need not coincide. We get f'(x) =f'(lim(x,)) = lim(f'(x,)) = lim(r;(x,)) =rL(lim(x,)) =rA(x). 0
Partial solution for the if-problem
Normally one does not care much about the domain of a function. But in Example 3.1 and in the propositions of Section 4 we have seen that being aware of "which function has which domain" may be crucial.
furthermore, x * E int( A), x * E int(C), and x .+ E int(D,). With Propositions 4.4 and 4.7 we obtain f'(x*) =y@*).
Since rl is straightforward, T;(X .+> can be obtained as described in Section 2 by automatic differentiation.
