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Highlights: 
- Uncertainty is not static and can vary substantially over time, possibly rendering BCI frustrating for the end-
user. 
- The multimodal feedback gives direct continuous feedback about the quality of motor imagery classification. 
-  Participants were able to control the BCI with the funnel feedback with better performance during the initial 
session and less frustration compared to the conventional cursorbar feedback. 
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ABSTRACT 
Objective: This study investigated the effect of multimodal (visual and auditory) continuous feedback with 
information about the uncertainty of the input signal on motor imagery based BCI performance. A liquid 
floating through a visualisation of a funnel (funnel feedback) provided enriched visual or enriched multimodal 
feedback.  
Methods: In a between subject design 30 healthy SMR-BCI naive participants were provided with either 
conventional bar feedback (CB), or visual funnel feedback (UF), or multimodal (visual and auditory) funnel 
feedback (MF). Subjects were required to imagine left and right hand movement and were trained to control the 
SMR based BCI for five sessions on separate days.  
Results: Feedback accuracy varied largely between participants. The MF feedback lead to a significantly better 
performance in session 1 as compared to the CB feedback and could significantly enhance motivation and 
minimize frustration in BCI use across the five training sessions. 
Conclusion: The present study demonstrates that the BCI funnel feedback allows participants to modulate 
sensorimotor EEG rhythms. Participants were able to control the BCI with the funnel feedback with better 
performance during the initial session and less frustration compared to the CB feedback.  
Significance: The multimodal funnel feedback provides an alternative to the conventional cursorbar feedback 
for training subjects to modulate their sensorimotor rhythms.        
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1. Introduction   
Brain Computer Interfaces (BCIs) based on the modulation of sensorimotor rhythms (SMR) classify differences 
in the electroencephalogram (EEG) elicited by different motor imagery (MI), actual movement or movement 
preparation (Pfurtscheller et al., 1997) and translate these into control commands, e.g., for a spelling application 
(Kübler et al., 2001; Perdikis et al., 2014; Wolpaw et al., 2002) or cursor control on a computer screen (Wolpaw 
et al., 1991). This provides an alternative communication channel for people diagnosed with neurodegenerative 
diseases such as amyotrophic lateral sclerosis (ALS), who have only residual control of few muscles, which 
may be unreliable (Kübler et al., 2005). A limiting factor for the use of a traditional SMR based BCI is that 
vision must not be compromised in the end-user. For instance, several studies showed that in the last stage of 
ALS (i.e., completely locked-in) the visual sensory channel cannot be used as a reliable BCI input (De Massari 
et al., 2013; Murguialday et al., 2011). Sensorimotor rhythms (SMR) refer to localized sinusoidal frequencies in 
the upper alpha band (10–12 Hz) usually accompanied by changes in synchronization in the beta band (13–25 
Hz) (Pfurtscheller and Neuper, 2001), which can be recorded over primary somatosensory and motor cortical 
areas. SMR decreases or desynchronizes (event related desynchronisation, ERD) with movement or movement 
imagery in the contralateral sensorimotor areas (Halder et al., 2011; Lotze et al., 1999; Neuper et al., 2005; 
Pfurtscheller and Aranibar, 1979; Schnitzler et al., 1997). Motor imagery is defined as the mental simulation of 
a kinesthetic movement (Decety and Inqvar, 1990; Neuper et al., 2005). Signal processing algorithms, 
individual users' characteristics, such as psychosocial and physiological parameters (e.g., fine motor skills) or 
brain structures, can predict performances for SMR-based BCIs (Blankertz et al., 2010; Halder et al., 2011, 
2013; Hammer et al., 2011; Randolph, 2012). Besides these factors, feedback is a necessary feature for initial 
learning of the BCI skill (Brown, 1970; Kuhlman, 1978; McFarland et al., 1998; Wolpaw et al., 1991, 2002). 
The end-user have to be properly trained to be able to successfully control their EEG signals, especially for the 
use of a BCI based on the recognition of mental imagery tasks (e.g., motor imagery, Neuper and Pfurtscheller, 
2010).  
 
To learn modulating SMR power, usually unimodal visual feedback is provided: The end-user receives feedback 
by an extending bar or a moving cursor (Fig. 1) in one or two dimensions according to the classification results 
(Schreuder et al., 2010; Pfurtscheller, 2004, Neuper and Pfurtscheller, 2010). It provides no information about 
the quality of the mental imagery as it only gives feedback about which MI is classified at any one point in time. 
This presentation can be inaccurate, because often the input signal contains a degree of uncertainty that can 
make a precise classification difficult (Hattie and Timperley, 2007; Shute, 2008, van Beers et al., 2002). The 
crucial step is to extract robustly the relevant information from EEG signals in the presence of various noise 
sources, signal non-stationarity and with limited amount of data available (McFarland and Wolpaw, 2011; van 
Erp et al., 2012) and to give meaningful and precise feedback (Hattie and Timperley, 2007; Shute, 2008). 
Uncertainty is not static and can vary substantially over time. Therefore, we created the visually enriched 
“funnel feedback” to provide more information about the quality of the EEG signal: we implemented a liquid 
cursor model in a funnel shape that can provide the end-user with additional information about their input 
signal. The stability of the EEG was mirrored by the speed of the liquid cursor through the funnel (Fig. 2). 
Being not in control of a BCI can make its use frustrating (Holz et al., 2015). Frustration has been experienced 
as problematic in BCI use (Curran and Stokes, 2003) and further Kleih et al. (2010, 2013) showed that learning 
an SMR-BCI task is facilitated by increased motivation. If the enriched funnel feedback allowed for better 
learning, frustration may be lowered and motivation increased.    
 
Although the most common feedback is visual, there is evidence that training can be enhanced by providing 
multimodal feedback with the same granularity and specificity for each modality (Ainsworth, 2006, Lotte et al., 
2013). Kaufman et al. (2011) provided their BCI users with a cursor indicating the integrated classifier output, 
and the instantaneous sign and absolute value, coded as the colour and intensity of the cursor. Results suggested 
that end-user can deal with a multi-dimensional feedback although no significant increase in performance was 
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found. Auditory feedback provides an alternative to a visually-based BCI system (McCreadie et al., 2012; 
Simon et al., 2014), specifically for those potential end-user with impaired vision. Nijboer et al. (2008) found 
that although the initial BCI performance in the visual feedback group was superior to the auditory feedback 
group, there was no significant difference in performance at the end of training. A study by Schreuder et al. 
(2010) showed that the combination of audio and visual feedback did not lead to an enhancement in BCI 
performance, whereas Gargiulo et al. (2012) concluded, that multimodal feedback could increase performance 
in some naïve subjects and could relieve the sense of frustration due to the feeling of not being in control of the 
visual cue. Thus, studies provided mixed results and further investigation is warranted to elucidate the effect of 
multimodal feedback on SMR-BCI performance. 
 
The goal of this study was to investigate the effects of a multimodal and visually enriched feedback during 
SMR based BCI control in a between subject design. For this purpose three end-user groups tested three 
different forms of feedback: conventional unimodal (visual) cursorbar feedback (CB), unimodal (visual) funnel 
feedback (UF) and multimodal (visual-auditory) funnel feedback (MF) during five training sessions. All end-
user had to perform the same left and right hand motor imagery tasks to control the different type of cursor to 
the left or right side on the screen. The focus of this study was to investigate how feedback can support end-
users in learning to control the BCI therefore we abstained from using communicative characteristics, such as 
“yes/no” to keep the task as simple as possible. We hypothesized that the enriched visual feedback in 
combination with auditory feedback would facilitate the learning process, lead to better performance and 
diminish the level of frustration. The presentation of uncertainty information may render end-users confident 
toward the functionality of the SMR-BCI, especially during the training phase, where the subject tends to 
explore different mental strategies to determine the optimal one for achieving control. We further predicted, that 
the multimodal approach would motivate the end-user.   
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2. Methods 
2.1 Participants 
Thirty healthy SMR-BCI novices took part in the study which was approved by the Ethical Review Board of 
the Medical Faculty, University of Tübingen. Each participant was informed about the purpose of the study and 
signed informed consent prior to participation. None of the participants was excluded from analysis. Of the 30 
participants 20 were women, and mean age of the sample was 27.73 years (SD 6.57, range 19–51); six were 
left-handed. 
 
 
 
Fig. 1. Experimental design and electrode position: Timing of the paradigm used in the screening session and in the online session 
with the three different feedback types: cursor bar feedback, visual unimodal funnel feedback and multimodal funnel feedback. 
 
2.2 Experimental set-up 
The participants were seated in a comfortable chair approximately 1 m away from the computer screen. 
Participants were asked to sit relaxed with eyes open and to avoid any eye and body movements. After the 
specific task instruction, all participants underwent a screening session (0.5 h). During this period end-users 
were instructed to perform kinestethic imagery (Neuper et al., 2005) of a movement with their right or left hand, 
with their arms relaxed. They had to perform three runs with individual breaks in between. Every run consisted 
of 30 trials with 15 trials per class (left vs right) presented in randomized order. The trial started with the 
presentation of a fixation cross (2 s). Afterwards one of the two visual cues (arrows pointing left and right) 
indicated to the participant which type of motor imagery task to perform (2 s, Fig. 1). The period of movement 
imagery lasted for four seconds and the end-users could control a cursorbar to the left and to the right side, until 
the screen turned blank. After a two-second pause the next trial started.  
After the screening session, following a between-subject design, participants were randomly assigned to three 
feedback groups with ten subjects each. Multimodal funnel feedback: 6 female, aged between 23-51, mean age 
30.2 ±7.8 SD; unimodal funnel feedback: 6 female, aged between 19-46, mean age 27.1 ±7.5 SD; conventional 
cursorbar feedback: 8 female, aged between 23-38, mean age 25.9 ±4.4 SD. They then performed the first 
training session, consisting of six runs with 20 trials each. The timing was the same in all feedback groups (Fig. 
1): Each started with the presentation of a fixation cross at the centre of the monitor. For two seconds a visual 
cue indicated to the participants which type of motor imagery task to perform (left or right hand). The duration 
of online feedback depended on the end-user’s ability to control the BCI. It terminated when the decision 
threshold (classification values: left/right, cursor hit one of the corners of the lower part of the funnel 
visualization) was reached or by timeout after 15 seconds. During the last two seconds of the trial, the screen 
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was blank. There were breaks of 5-10 min between the runs, depending on the participants’ individual needs. 
The subsequent four training sessions were performed on different days over a period of 2-3 weeks. No 
classifier adaptation or retraining occurred at any time.  
 
Fig. 2. Top left: conventional cursor bar feedback, top right and bottom: visualization of the funnel feedback and the feedback 
sequence of the unimodal and multimodal funnel display. Multimodality: Each of the three different modes of control corresponded to 
specific sounds. Auditory feedback was provided simultaneously to changes in the visual display. 
Cursorbar (CB) feedback:  
Visual feedback was provided by a cursorbar that moved to the left and right according to the classification 
values along a horizontal line between two arrows (Fig. 2 upper left). It provided feedback about which MI was 
classified at any one point in time (further details on classification in section 2.4). 
 
Visual unimodal funnel (UF) feedback: Visualisation of a liquid cursor moving in a funnel shape connected to a 
“test tube” at the bottom (Fig. 2 right). The BCI provided two types of information: an estimate of how stable 
the end-user’s control was and a left/right MI classification value. The respective quality of the EEG was 
visualised as the dispersion of the cursor. The liquid cursor began in an amorphous, diffuse state (Fig. 2, mode 
of control: incoherent) and remained like this until the stability estimate of the end-user’s EEG signal increased. 
With larger steadiness in the input signal, the liquid condensed and altered into a transitional mode while it 
moved to the lower region (mode of control: transitional). The cursor could shift between the two modes of 
control according to the classification values. When the liquid cursor reached the “test tube”, it remained in a 
stabilized mode and could not return to one of the previous states, independent of the signal quality, to avoid 
any negative feedback (mode of control: stabilized). As the input signals became more accurate to discriminate 
between the two (left and right hand motor imagery) classification values, the end-user could control the liquid 
cursor to the left and to the right (mode of control: controlled).  
 
Multimodal funnel (MF) feedback:  
In addition to the described visual feedback participants were provided simultaneously with auditory feedback: 
The “incoherent” to “transitional” visual state was acoustically discernible by bubble sounds (Fig. 2). Metal 
sounds were presented while the liquid cursor was in a “stabilized” mode and the movement of the liquid cursor 
to the left and to the right was supported by the sound of clinking glasses. No sounds were played when moving 
from “transitional” to “incoherent” or from “controlled” to “stabilized”.  
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2.3 Data acquisition 
The EEG was recorded from 16 channels located over the sensorimotor cortex. The locations of the Ag/AgCl 
electrodes were based on the modified 10-20 system of the American Electroencephalographic Society 
(Sharbrough, 1991). Each channel was referenced to the left and grounded at the right mastoid (Fig. 1). 
Impedances were kept below 5kΩ. The EEG was recorded using a g.USBamp amplifier (manufactured by g.tec 
Medical Engineering GmbH, Austria), notch filtered at 50 Hz and sampled at 512 Hz. Data processing, storage 
and online display were performed on a conventional laptop with an additional external monitor.  
2.4 Feature extraction, selection and classification 
After the screening session, power spectral density (PSD) features were computed in 1-second sliding windows 
(Leeb et al., 2013; Polat and Güneß, 2007). EEG signals were first spatially filtered with a local Laplacian 
derivation and the PSD was estimated within 4–48 Hz with 2 Hz resolution, accounting for 23 frequency bands 
per channel. The PSD was computed every 62.5 ms using the Welch method (five 25 %–overlapping internal 
Hanning windows of 500 ms) and was log-transformed to better comply with the normality assumption of the 
classification method subsequently employed. The overall candidate feature vectors were thus 368 (16x23) band 
power estimated on combinations of channels and frequency bands. For the classification of left versus right 
hand motor imagery trials Fisher’s linear discriminant analysis (LDA) was applied. Three to six features were 
identified as optimal using the Canonical Discriminant Spatial Patterns (CDSP) method, which best 
discriminated between the two classification values (left versus right hand) within the motor imagery period 
(Leeb et al., 2013). A classifier was then built for each pair of MI tasks, with the selected MI pair (highest 
controllability), and the corresponding EEG channels and PSD features identified by the feature selection 
process, which were used online to control the BCI. In the online feedback sessions, the BCI used the individual 
classifier of each participant to translate the end-users’ EEG over the sensorimotor area during motor imagery 
into a continuous output on the computer screen. 
For the cursorbar feedback the LDA classified a single sample (decision = +-1) and then the bar moved from its 
current position x, as x = x + decision*dx. dx was adjusted per subject to obtain a movement to the threshold in 
0.5 to 2 seconds, depending on individual performance. 
In the visual unimodal and multimodal funnel feedback, uncertainty in the input signal was displayed by the 
combination of two visualisations: the liquid cursor that could be moved and deformed by pseudo-physical 
forces, that was basically a Monte Carlo visualisation, where 60 particles represented the state of the classifiers 
input: Each particle had a Gaussian density field around it. The physics were defined by attractive and repulsive 
fields around each particle, which had an inverse-square-exponential falloff such that there was an equilibrium 
point at a set inter-particle spacing. As the strength of the forces increased, the points coalesced into a single 
blob and eventually into a fairly solid object. The implementation used an Euler integrator to provide the 
physics functionality. The second visualisation of uncertainty in the end-users input signal was the movement 
speed of the liquid cursor along the vertical axis in the funnel shape to the “test tube”. The uncertainty index 
was computed by calculating the Euclidian distance of the sample from the global mean. The dispersion was a 
complex nonlinear and time-varying function of the distance; but the cohesive force in the liquid varied 
monotonically with d_c(x): The classifier assumed a Gaussian distribution N(µc, Mc ) for each prototype of the 
class c and then, a feature vector x was assigned to the class that corresponded to the nearest prototype, 
according to the so-called Mahalanobis distance dc(x) (Lotte et al., 2007). 
𝑑𝑐(𝑥) =  �(𝑥 − 𝜇𝑐)𝑀𝑐−1(𝑥 −  𝜇𝑐)𝑇                                                   (1) 
 
The user interface and the interface to the incoming BCI signal were written as a Python module, using TOBI 
interfaces C and D, which was established during the TOBI project (EU grant FP7-224631, Tools for Brain-
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Computer Interaction, http://www.tobi-project.org/).    
2.5 BCI performance 
Accuracy was calculated as the ratio between the number of correct selections and the total number of 
selections. The maximum duration of each motor imagery period was up to 15 seconds. If the target side was 
not reached within this time window, the trial was terminated and separately counted as a ‘time out’ (miss). To 
decide whether performance was above chance level, indicating that the cursor control and classification rates 
exceeded chance level and reached statistical significance, the number of trials has to be taken into account. 
Kübler and Birbaumer (2008) stated that for the two-choice SMR BCI the observed frequencies (of hits (cursor 
into the correct target) and misses) have to be compared to the expected frequencies given chance performance 
and can be tested for significance as follows: With 
𝑥2 = ∑ (𝑓0− 𝑓𝑒)2
𝑓𝑒
                                 (2) 
, more than 75 trials (𝑓0, observed frequency; 63% correct trials in one session) have to be hits to get 
performance above chance level with 𝑓𝑒 as the expected frequency of 60 hits in 120 trials and a 𝑥2 value with a 
probability of 0.05 (df=1). The percentage of sessions, where performance was above chance level (63%) is 
indicated in Table 1.  
2.6 ERD/ERS analyses 
EEG signals were visually inspected and trials contaminated with muscle or eye movement activity were 
removed. The ERD/ERS) was quantified in the artifact-free EEG in the following steps: The ERD/ERS values 
of the imagery period were calculated by the squared value of the raw EEG over a 250 ms non-overlapping 
interval across 8 s of each tasks. The ERD/ERS was expressed as percentage power decrease (ERD) or power 
increase (ERS) and were quantified relative to the baseline (in relation to a 1 s reference interval before the 
imagery period) for the upper alpha frequency band (10-12 Hz) and beta (13–25 Hz). The natural log ratio of 
the EEG power value and the baseline power was estimated for all sample points and the ERD was represented 
as the mean of these. For statistical comparison we computed a 3x5 repeated measures ANOVA, with the ERD 
values of the imagery period as dependent variable and sessions (5) as within and feedback type (3) as between 
subjects factors.  
 
2.7 Questionnaires 
After the last training session, subjects were asked to rate five questions by assigning a score between one and 
ten (1 = not at all, not very likely and 10 = a lot, very much likely). Questions were related to the feeling of the 
subject during and after the experiment (see Table 2). There was no time constraint for answering the questions, 
and the questionnaire was completed immediately following the experiment while the subject was still in the 
lab. A one-way analysis of variance was conducted to evaluate significant differences in the ratings of the 
different feedback groups. Tuckey HSD was used for post hoc pairwise comparisons.      
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3. Results 
3.1 Performance 
Feedback accuracy varied largely between participants (mean 62.29% ±16.1%), covering the full range from 
chance-level performance (63%) to perfect control (100%). For most participants, performance also varied 
strongly between sessions. More specifically, the intra-participant performance variability between the five 
training sessions ranged from 3.5% to 21.3% (mean 6.2% ±4.4%, Fig. 3). Above chance level performance 
(>63% hits) was reached by the end-users in 21 training sessions (42%) in the MF group, in 17 sessions (34%) 
of the UF group and in 15 sessions (30%) of the CB group (Table 1). 
One-way ANOVA for the classification results of the screening session did not reveal any significant main 
effect, indicating that the performance was similar in all three groups. Mean SMR-BCI performance as a 
function of feedback in the online training sessions is summarized in Table 1. For the online classification in the 
feedback sessions, a classifier, built on a distinctive data set was applied. The 3x5 repeated measures ANOVA 
with feedback and number of sessions as independent variables yielded a significant main effect of Session 
(F4,236=3,00; p=.019) and a significant session x feedback interaction (F8,472=2,11; p=.034). Post hoc 
comparisons revealed weakest performance for all feedback groups in session 2 (Tuckey HSD test, p=.005) as 
compared to the initial training session. The cursorbar (CB) feedback group revealed the lowest level of 
performance during the first session (58.40 ±16.05 SD) but could afterwards continuously increase the level 
with significantly best results during session 4 compared to the initial session (64.64, SD ±15.03; p=.037). In 
Session 1 the funnel feedback groups, both unimodal (66.25 ±18.47 SD) and multimodal (66.40 ±20.02 SD) 
could achieve a significantly better performance as compared to the cursor bar feedback group (MF*CB, t(118)=-
2,96; p=.004; UF*CB, t(118)=2,53; p=.013). This effect vanished during the following training sessions (Fig. 4). 
A significant higher occurrence of ‘time outs’ was present in the funnel feedback group across all training 
sessions (Table 1, F3,255= 1,89; p=.012).   
 
 
Fig. 3. Feedback performance: The black crosses show the feedback performance averaged across all recorded sessions for each end-
user for all feedback groups. Vertical lines indicate performance range for every end-user and the horizontal line indicates above 
chance level performance (>63% correct responses). End-user were re-ordered by increasing performance. Feedback types are 
indicated by different grey shades. 
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Fig. 4. Mean performance values and SE obtained for the three feedback groups during five training sessions. Significant differences 
between sessions are indicated: p –values 5% (*) and 1% (**) level. 
 
 
 
Fig. 5. Grand average time-frequency representation of significant ERD values (marked in blue, p<0.01) at electrode position Cz 
pooled for the left and right hand motor imagery periods, for all five training sessions, separately for the three feedback groups. The 
maps are plotted for the mean duration of a whole trial (0-8 s; x-axis) and for the frequency range of 0-30 Hz (y-axis). A vertical line 
indicates the cue onset. 
Fig. 5 shows the grand average time-frequency representations (0-30 Hz) of significant ERD/ERS values at 
electrode position Cz for all five training sessions for the two tasks (right and left hand motor imagery together). 
The differentiation of the frequencies between ERD and ERS revealed a mean frequency of the desynchronized 
components of 10.1 Hz ±1.0 (CB), 10.2 Hz ±1.0 (UF) and 10.2 Hz ±1.1 (MF) and a corresponding frequency of 
the synchronized components of 12.5 Hz ±1.4 (CB), 12.4 Hz ±1.4 (UF) and 12.5 Hz ±1.2 (MF). This difference 
was significant for all feedback groups for the alpha band (t(149)=-16,23, p=0), but not for the beta band (13–25 
Hz; t(149)=-1,69, p=.108), that is why we excluded the beta band from further analysis. In order to analyse the 
potential influence of the feedback on the ERD/ERS patterns during task performance in the different sessions, 
we performed a 3 (Feedback) x 5 (Session) repeated measures ANOVA. The feedback x session interaction and 
the main effect of feedback were not significant. The main effect of session was significant (F4,36=3,35, p=.023) 
with higher ERD values in session 1 compared to session 2 (t(29)=2,75; p=.010) and Session 4 (t(29)=3,96; p=0) 
for all feedback groups. 
 
 
 
 
3.3 Questionnaire and user satisfaction  
13  
 
Quantitative analyses of the questionnaire are shown in Table 2. Post hoc comparisons to evaluate pairwise 
differences among group means were conducted with the use of Tuckey HSD test since equal variances were 
tenable. The visualisation of the funnel feedback was rated as more helpful than the CB feedback (MF*CB 
feedback group, p=.002 and UF*CB p=.006). The MF group reported less frustration (MF*CB feedback group, 
p=.009) and was afterwards more motivated (MF*CB feedback group, p=.033) as compared to the CB group. 
Table 1  
Mean values of accuracies (%) of participants of the three different feedback groups for the offline screening session and across the 
five training sessions.  
a percentage of correct responses,  
b percentage of ‘time out’ trials,  
c percentage of sessions, where performance was above chance level.  
 
Table 2  
Average ratings per question: Every question could be rated between one and ten (1= not at all, not very likely and 10= a lot, very 
much likely). Standard deviations are noted in brackets. Quantitative analysis shows that the one-way ANOVA was significant for 
Question 2 (F(2,17.9)=8,756, p=.001**), Question 4 (F(2,17.1)=5,33, p=.011**) and Question 5 (F(2,15.9) =3,649, p=.040*). 
Question CB UF MF 
1. Did you find the task difficult? 7.71 (±1,29) 7.11 (±1,21) 6.23 (±1,42) 
2. Did you find the visualization helpful? 5.33 (±1,41) 7.56 (±1,37 7.87 (±1,64) ** 
3. Did you find the sound helpful?   6.34 (±1,14) 
4. Did you feel frustration during the experiment? 8.34 (±1,50) 6.45 (±1,92) 5.23 (±2,81) ** 
5. How motivated are you to be test end-user for this kind  
    of experiment again? 
5.34 (±1,56) 6.55 (±2,05) 7.21 (±1,71) * 
p-values 5% (*) and 1% (**) level.    
 
 
 
  
 
 
Type of feedback CB UF MF 
N 10  10  10 
Mean screening performancea ±SD 55.05 ±13.43 55.33 ±17.23 57.55 ±15.22 
Mean online performancea ±SD 61.04 ±16.53 61.36 ±15.85 64.84 ±17.02 
Range online performance  40.00 – 97.00 41.67 – 99.17 44.17 – 98.33 
Time out trialsb 16% 27% 25% 
Above chance level performancec 30% 34% 42% 
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4. Discussion 
We investigated the SMR-BCI performance as a function of feedback type. Performance was measured as the 
percentage of correct responses during motor imagery tasks. Averaged for all feedback groups 56% of the end-
user performed at least one session above chance level with more than 63% correct responses and could, thus, 
achieve significant control over the required brain response.  
 
During the initial training session significant better performance was measurable in the MF and UF groups as 
compared to the conventional CB group. It seems that the enriched unimodal and multimodal online feedback, 
with information about the quality of the input signal supports an easier approach for BCI control, specifically 
for untrained end-users. The two modalities of auditory and visual feedback seemed to be not as important as 
the enriched information of the feedback, as there was no significant difference in performance of the two 
funnel feedback groups. This is in accordance with Schreuder et al. (2010) who also found no effect of 
multimodal (auditory and visual) feedback on performance with a BCI using slow cortical potentials as input 
signal. An efficient feedback should not be too complex, and should be provided in manageable pieces (Lotte et 
al., 2013). It may be that the visual feedback was too dominant such that the simultaneous auditory feedback 
did not provide any beneficial information. However, in line with results of Gargiulo et al. (2012) we could also 
show that multimodal feedback can reduce frustration and enhance motivation, making the use of a BCI more 
enjoyable. Learning to control a BCI is a complex task and psychological factors like motivation and frustration 
may play an important role (Kleih et al., 2010; Kleih and Kübler, 2013; Nijboer et al., 2008). Such 
psychological factors could be influenced by the choice of feedback presentation. An engaging, stimulus-rich 
feedback (Pfurtscheller et al., 2006, 2007; Pineda et al., 2003) might, in turn, increase the success in controlling 
a BCI application. A study by Gruzelier et al. 2010 showed that a SMR neurofeedback training in virtual reality 
(VR) enhanced the artistic performance of actors more successful than a training with a 2D feedback rendition. 
The efficacy of this training was attributed to the psychological engagement through the ecologically relevant 
learning context of the immersive VR technology.The liquid cursor in combination with sounds was judged 
more helpful and descriptive than the conventional CB feedback and the motivation for participating again in 
another BCI experiment was higher for the MF group than for the CB group. However, on the physiological 
level the ERD analyses revealed no significant difference between the ERD in the alpha band of sensorimotor 
areas between the three feedback groups. Significantly highest values of performance and ERD were present 
only in the first session in all feedback groups and along with training, performance and ERD values of the 
feedback groups converged. Thus, we may cautiously conclude that the funnel feedback may support the initial 
training phase and represents an alternative feedback for an SMR BCI. 
Another explanation for the significantly better performance during the initial training session could be due to 
the fact that we did not include any online adaptation (Blankertz et al., 2007). Classification accuracy is 
certainly affected by inter-session non-stationarity of brain patterns and the uncertainty metric used for the 
funnel might be even more affected by this issue. This may explain the drop of performance in subsequent 
sessions of the funnel feedback group, which did not occur in the conventional cursorbar group. 
In each group were also end-users who did not achieve any significant cursor control. This phenomenon is 
known as BCI illiteracy (Hammer et al., 2011; Kübler and Müller, 2007; Vidaurre and Blankertz, 2010), and it 
seems to be present in 10-30% of potential BCI end-users (Blankertz et al., 2010; Guger et al., 2003). 
Approaches to alleviate this phenomenon have been explored, such as improved signal processing (Blankertz 
and Vidaurre, 2010). Blankertz et al. (2007) demonstrated that participants, who had no peak of the sensory 
motor idle rhythm at the beginning of the experiment, could develop such peak during the course of the session 
with an end-user-optimized state-of-the-art classifier. They developed the BBCI – a machine learning BCI 
approach – which provides BCI control during the first session after 20 min screening period. A statistical 
analysis of the screening measurement is used to adapt the system to the specificities of the end-user`s current 
brain signals. Kindermans at al. (2010) could show that a combination of Reservoir Computing and a feature 
selection algorithm based on Common Spatial Patterns can be used to improve performance in an uncued motor 
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imagery based BCI. They enhanced the discrimination of the motor imagery classes which made the system 
more robust against potential changes in the environment. Besides online, or even offline adaptation in the 
classifier, other factors like training, new task instructions and feedback (Allison and Neuper, 2010; Lotte et al., 
2013; Pfurtscheller et al., 2006, 2007) can also play an important role in learning to control a BCI. We decided 
to train end-user with a non-adaptive classifier to focus on the potential effect of an enriched feedback and to be 
able to exclude any other factors besides the type of feedback. 
 
A rather unexpected result was that there was no improvement of classification accuracy with training and 
overall performance in all groups was surprisingly low. Contrarily, all four patients with amyotrophic lateral 
sclerosis of the Kübler et al. (2005) study were able to achieve SMR-regulation of more than 75% accuracy 
within less than 20 training sessions. Performance was around chance level during the first 10 sessions, but 
increased significantly during the last 10 sessions. A study by Nijboer et al. (2008) also showed that healthy 
participants were able to control an SMR based BCI with solely auditory feedback. Although BCI performance 
in the visual feedback group was superior to the auditory feedback group there was no difference in 
performance at the end of the third training session. Participants in the auditory feedback group learned slower, 
but four of eight end-user reached an accuracy of more than 70% correct responses in the last session which 
was comparable to the visual feedback group. Both studies have in common that the participants had to perform 
a high number of trials: In the study of Nijboer and colleagues (2008) around 2070 trials were conducted in 3 
sessions, and Kübler et al. (2005) included a minimum of 3200 to even 10500 trials in 20 sessions, depending 
on the physical and psychological condition of the patient. For end-user with low control the duration of a trial 
was maybe too long. In some trials the liquid cursor remained in the centre of the test tube and it was not 
possible or too exhausting for the end-user to maintain motor imagery over the 15 seconds before the ‘time out’ 
occurred. A significant higher number of ‘time outs’ were found in the funnel feedback groups compared to the 
CB group and every ‘time out’ was rated as a miss, even though the tendency of the cursor was toward the 
correct target. On average, the experiment for the funnel feedback took 2.2h, whereas the same number of trials 
in the CB feedback training was often faster. This may have had a negative impact on the accuracy results of the 
funnel feedback groups.  
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5. Conclusions 
Taken together, healthy participants were able to control a BCI when presented with multimodal funnel 
feedback of SMR including information about uncertainty. The enriched visual feedback in combination with 
auditory feedback lead to a significantly better performance in the initial training session. Such feedback may 
boost initial performance, but beneficial effects were not maintained. Studies possibly with more training 
sessions are required to replicate this finding and to elucidate the long-term effect. Independent of performance, 
multimodal funnel feedback was rated more helpful, more motivating, and less frustrating than the unimodal 
and cursorbar feedback. Especially in the operant conditioning approach feedback plays an important role in 
learning to control a BCI. The herein presented results can partly support our hypothesis and contribute to the 
idea that an enriched feedback can support end-users in learning to control an SMR-BCI. Thus, the multimodal 
funnel feedback represents an alternative approach for training end-users to modulate their SMR and may be 
advantageous for training adherence. It can facilitate the initial training phase and render end-users confident 
toward the functionality of the SMR-BCI. Combined with adaptive classification and feature selection 
approaches, more distinct differences might arise between feedback types.     
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