ABC v2 is a software-efficient stream cipher with 128-bit key. In this paper, we apply a fast correlation attack to break ABC v2 with weak keys. There are about 2 96 weak keys in ABC v2. The complexity to identify a weak key and to recover the internal state of a weak key is low: identifying one weak key from about 2 32 random keys requires 6460 keystream bytes and 2 13.5 operations for each random key. Recovering the internal state of a weak key requires about 2 19.5 keystream bytes and 2 32.8 operations. A similar attack can be applied to break ABC v1 with much lower complexity than the previous attack on ABC v1.
can no longer be applied to ABC v2. However ABC v2 is still insecure due to the low weight of the LFSR and the non-randomness in the component C (the component C in ABC v1 is the same as in ABC v2).
In this paper, we find a new type of weak key that exists with probability 2 −32 . This new type of weak key results in a heavily biased output of the component C. Due to the low weight of the LFSR and the strong correlation resulting from the component C, a fast correlation attack can be applied to recover the LFSR. After recovering the LFSR, the internal state of the cipher can be recovered easily. The identification of a weak key from 2 32 random keys requires 6460 keystream bytes from each key, and 2 13.5 instructions for each keystream. Recovering the internal state of a weak key requires about 2 27.5 keystream bytes and 2 35.7 instructions. Both the ABC v1 and ABC v2 are vulnerable to this attack.
This paper is organized as follows. In Sect. 2, we illustrate the ABC v2. In Sect. 3, we define the weak keys and show how to identify them. Section 4 recovers the internal state of a weak key. Section 5 concludes this paper.
The Stream Cipher ABC v2
The stream cipher ABC v2 consists of three components -A, B and C, as shown in Fig. 1 . The component A is a regularly clocked LFSR, the component B is a finite state machine (FSM), and the component C is a key-dependent S-box. ABC v1 has the same structure as ABC v2 except that the LFSR in ABC v1 is 63-bit, and the FSM in ABC v1 has less elements than that in ABC v2. The component C in ABC v1 is the same as that in ABC v2.
The component A is based on a linear feedback shift register with primitive polynomial g(x) = x 127 + x 63 + 1. Denote the register in component A as (z 3 , z 2 , z 1 , z 0 ), where each z i is a 32-bit number. Note that this 128-bit register itself is not a linear feedback shift register. Its initial value depends on the key and IV. At each step of ABC v2, 32 bits of this 128-bit register get updated:
where < < and > > indicates left shift and right shift, respectively.
The component B is specified as
, where x is the 32-bit input, d 0 , d 1 and d 2 are key and IV dependent 32-bit numbers,
The component C is specified as The details of the initialization of ABC v2 are not described here. We are only interested in the generation of the key-dependent S-box in the component C. The above specifications of the component C are sufficient for the illustration of the attacks presented in this paper.
The Weak Keys of ABC v2
In Sect. 3.1, we introduce some observation related to the bias of carry bits. Section 3.2 defines the ABC v2 weak keys and gives an attack to identify them.
The large bias of carry bits
Carry bits are always biased even if the two addends are random. The bias of the carry bit at the n-th least significant bit position is 1 2 + 2 −n−1 (n ≥ 1). However, this bias is very small for large n. In the following, we look for the large bias of carry bits when the addends are not random. Lemma 1. Denote u and v as two random and independent n-bit integers. Let c n = (u + v) > > n, where c n denotes the carry bit at the nth least significant bit position. Denote the most significant bit of u as u n−1 . Then Pr(c n ⊕ u n−1 = 0) = 3 4 .
Lemma 1 implies the following bias.
If we apply Lemma 1 directly, we obtain that Pr(c 1 ⊕ c 2 ⊕ c 3 = 0) = 1 2 + 1 16 = 0.5625. (The u n−1 's in Lemma 1 are eliminated since they are linearly related in Theorem 1.) The small difference between these two biases (0.5714 and 0.5625) is due to the fact that a 3 is not an independent random number.
We illustrate the validity of Theorem 1 with numerical analysis. For small n, we try all the values of a 1 , a 2 , b 1 , b 2 and b 3 and obtain the following table. From Table 1 , we see that the bias converges to 0.0714 as the value of n increases. For n = 16, we performed 2 32 tests, and the bias is about 0.071424. For n = 32, the bias is about 0.071434 with 2 32 tests. The experimental results show that Theorem 1 is valid. Recently, the complete proof of Theorem 1 is given in [16] . It was shown that Pr(c 1 ⊕ c 2 ⊕ c 3 = 0) = 4 7 + 3 7 × 1 8 n , which confirms the correctness of Theorem 1.
Remarks. In Theorem 1, if a 1 , a 2 , a 3 , b 1 , b 2 and b 3 are all random and independent, then Pr(c 1 ⊕ c 2 ⊕ c 3 = 0) = 1 2 + 2 −3n−1 , which is very small for n = 16. This small bias cannot be exploited to break ABC v2.
Identifying the weak keys
We start the attack with analyzing the linear feedback shift register used in ABC v2. The register (z 3 , z 2 , z 1 , z 0 ) is updated according to the primitive polynomial g(x) = x 127 + x 63 + 1. Note that each time the 127-bit LFSR advances 32 steps. To find a linear relation of the 32-bit words, we take the 2 5 th power of g(x), and obtain
Denote the z 0 at the i-th step as z i 0 , and denote the jth significant bit of z i 0 as z i 0,j . Since each time 32 bits get updated, the distance between z i 0,j and z i+k 0,j is |32 · (k − i)|. According to (1), we obtain the following linear recurrence
The weak keys of ABC v2 are related to the S(x) in the component C.
, where e and e i are key dependent 32bit random numbers, except that e 31 ≡ 2 16 mod 2 17 . If the least significant bits of e and e i (0 ≤ i < 32) are all 0, then the least significant bit of S(x) is always 0, and we consider the key as weak key. Note that the least significant bit of e 31 is always 0. Thus a randomly chosen key is weak with probability 2 −32 .
In the following, we describe how to identify the weak keys. Denote the 32-bit keystream word at the ith step as y i , the jth significant bit of y i as y i,j . And denote x i as the input to function S at the i-th step. Then 16 is random. According to Theorem 1 and (2), we obtain
Due to the rotation of S(x i ), we know that
where S(x i ) 0 denotes the least significant bit of S(x i ). Note that S(x i ) 0 is always 0 for a weak key. From (2) and (4), we obtain
From (3) and (5), y i, 16 is biased as
We use (6) to identify the weak keys. Approximate the binomial distribution with the normal distribution. Denote the total number of samples as N , the mean as µ, and the standard deviation as σ. For the binomial distribution, p = 1 2 , µ = N p and σ = N p(1 − p). For (6), p = 1 2 + 0.0714, µ = N p and σ = N p (1 − p ). For the normal distribution, the cumulative distribution function gives value 1 − 2 −39.5 at 7σ, and value 0.023 at −2σ. If the following relation holds
then on average, each strong key is wrongly identified as weak key (false positive) with probability 2 −39.5 , and each weak key is not identified as weak key (false negative) with probability 0.023. It means that the weak keys can be successfully identified since one weak key exists among 2 32 keys. Solving (7), the amount of samples required is N = 3954. For each sample, we only need to perform two XORs and one addition. With 3594+127 = 4081 outputs from each key, we can successfully identify the weak keys of ABC v2. The number of outputs can be reduced if we consider the 2 i th power of g(x) for i = 5, 6, 7, 8. With 1615 outputs, we can obtain 3956 samples. Thus the keystream required in the identification of the weak keys can be reduced to 1615 outputs.
The identification of a weak key implies directly a distinguishing attack on ABC v2. If there are 2 32 keystreams generated from 2 32 random keys, and each key produces 1615 outputs, then the keystream can be distinguished from random with high probability. In order to find one weak key, the total amount of keystream required are 2 32 × 1615 × 4 = 2 44.7 bytes, and the amount of computations required are 2 32 × 3956 × 2 ≈ 2 45 XORs and 2 44 additions. Experiment 1. We use the original ABC v2 source code provided by the ABC v2 designers in the experiment. After testing 2 34 random keys, we obtain five weak keys, and one of them is (fe 39 b5 c7 e6 69 5b 44 00 00 00 00 00 00 00 00). From this weak key we generate 2 30 outputs, and the bias defined in (6) is 0.5714573. The experimental results confirm that the probability that a randomly chosen key is weak is about 2 −32 , and the bias of a weak key keystream is large.
Recovering the Internal State
Once a weak key is identified, we proceed to recover the internal state resulting from the weak key. In Sect. 4.1, we apply the fast correlation attack to recover the LFSR. The components B and C are recovered in Sect. 4.2. The complexity of the attack is given in Sect. 4.3. Section 4.4 applies the attack to ABC v1.
Recovering the initial value of the LFSR
The initial value of the LFSR is recovered by exploiting the strong correlation between the LFSR and the keystream. From Lemma 1, we get
From (8) and (4), we obtain the following correlation:
The strong correlation in (9) indicates that the cipher is very weak. The fast correlation attack Algorithm A of Meier and Staffelbach [9] can be applied to recover the LFSR. There are some advanced fast correlation attacks [10, 6, 7] , but the original attack given by Meier and Staffelbach is sufficient here since we are dealing with a strong correlation and a two-tap LFSR.
We now apply the fast correlation attack Algorithm A [9] to recover the LFSR. Let p = 3 4 , u i = z i 0,16 ⊕ z i 0,15 , and w i = y i, 16 . By squaring the polynomial (1) iteratively, we obtain a number of linear relations for every u i :
From (9) and (10), we obtain
where each value of j indicates one relation for w i (also for w i+63·2 j and w i+127·2 j ).
On average there are m relations for w i as
where N is the number of outputs, k = 127 (the length of the LFSR), t = 2 (taps) for ABC v2. The probability that w i satisfies at least h of the m relations equals
If u i = w i , then the probability that w i satisfies h of these m relations is equal to
According to [9] , N · Q(h) is the number of u i 's being predicted in the attack, and N · R(h) is the number of u i 's being correctly predicted. For N = 4500, there are on average about 12 relations for each w i . For h = 11, 98.50 bits can be predicted with 98.32 bits being predicted correctly. For h = 10, 384.99 bits can be predicted with 383.21 bits being predicted correctly. To predict 127 bits, we can predict 98.50 bits for h = 11, then predict 127-98.50 = 28.50 bits using the w i 's satisfying only 10 We carry out an experiment to verify the above analysis. In order to reduce the programming complexity, we consider only the w i 's with 12 relations, thus we use 8000 outputs in the experiment. Using more outputs to recover the LFSR has no effect on the overall attack since recovering the component B requires about 2 17.5 outputs, as shown in Sect. 4.2. Experiment 2. From the weak key (fe 39 b5 c7 e6 69 5b 44 00 00 00 00 00 00 00 00), we generate 8000 outputs, but consider only those 8000 − 2 · 2 
Recovering the components B and C
After recovering the LFSR, we proceed to recover the component B. In the previous attack on ABC v1 [3] , about 2 77 operations are required to recover the components B and C. That complexity is too high. We give here a very simple method to recover the components B and C with about 2 33.3 operations. In ABC v2, there are four secret terms in the component B: x, d 0 , d 1 , and d 2 , where d 0 , d 1 and d 2 are static, x is updated as
Note that the higher significant bits never affect the less significant bits. It allows us to recover x, d 0 , d 1 , and d 2 bit-by-bit.
Since the initial value of the LFSR is known, the value of each z i 0 can be computed, thus we know the value of each S(x i ). In average, the probability that x i = x j is about 2 −32 . For a weak key, the least significant bit of S(x i ) is always 0, and the probability that S(x i ) = S(x j ) is about 2 −32 + (1 − 2 −32 ) · 2 −31 ≈ 2 −32 +2 −31 . Given 2 17.5 outputs, there are about 2 17.5 2 ×(2 −32 +2 −31 ) ≈ 12 cases that S(x i ) = S(x j ) (i = j). And there are about 2 17.5 2 × 2 −32 ≈ 4 cases that x i = x j among those 12 cases. Choose four cases from those 12 cases randomly, the probability that x i u = x j u for 0 ≤ u < 4 is ( 4 12 ) 4 = 1 81 ( here (i u , j u ) indicates one of those 12 pairs (i, j) satisfying S(x i ) = S(x j ) (i = j) ).
The value of each z i 3 in (15) is already known. When we solve the four equations x i u = x j u (0 ≤ u < 4) to recover x, d 0 , d 1 , and d 2 , we obtain the four unknown terms bit-by-bit from the least significant bit to the most significant bit. The four most significant bits cannot be determined exactly, but the four least significant bits can be determined exactly since only the least significant bit of x is unknown. (We mention here during this bit-by-bit approach, the four bits at each bit position may not be determined exactly, and further filtering is required in the consequent computations.) On average, we expect that solving each set of four equations gives about 8 possible values of x, d 0 , d 1 , and d 2 .
Also note that each set of four equations holds true with probability 1 81 , we have about 81 × 8 = 648 possible solutions for x, d 0 , d 1 , and d 2 .
After recovering the component B, we know the input and output of each S(x i ), so the component C can be recovered by solving 32 linear equations. This process is repeated 648 times since there are about 648 possible solutions of x, d 0 , d 1 , and d 2 . The exact B and C can be determined by generating some outputs and comparing them to the keystream.
The complexity of the attack
According to the experiment, recovering the LFSR requires about 8000 outputs. 
The attack on ABC v1
The previous attack on ABC v1 deals with a general type of weak keys [3] , but the complexity is too high (2 95 operations). The above attack can be slighty modified and applied to break ABC v1 (with the weak keys defined in Sect. 3) with much lower complexity. We outline the attack on ABC v1 below.
The LFSR in ABC v1 is 63 bits. The shorter LFSR results in more relations for the same amount of keystream. Identifying a weak key requires 1465 outputs from each key instead of the 1615 outputs required in the attack on ABC v2. In theory, recovering the LFSR with the fast correlation attack requires 2500 outputs instead of the 4500 outputs required in the attack on ABC v2. The component B in ABC v1 has only three secret variables. Recovering the component B requires 2 17.3 outputs, with the complexity reduced to 2 30.1 operations, smaller than the 2 32.8 operations required to recover the component B of ABC v2. In total the attack to recover the internal state of ABC v1 with a weak key requires 2 17.3 outputs and 2 30.1 operations.
Conclusion
Due to the large amount of weak keys and the serious impact of each weak key, ABC v1 and ABC v2 are practically insecure.
In order to resist the attack presented in this paper, a straightforward solution is to ensure that at least one of the least significant bits of the 33 elements in the component B should be nonzero. However, ABC v2 with such improvement is still insecure. A new type of weak keys with all the two less (but not least) significant bits being 0 still exists. After eliminating all the similar weak keys, the linear relation in (2) can still be applied to exploit the non-randomness in the outputs of the component C to launch a distinguishing attack. ABC v3 is the latest version of ABC, and it eliminates the weak keys described in this paper. However, a recent attack exploiting the non-randomness in the outputs of the component C is still able to identify a new weak key with about 2 60 outputs [15] . It seems difficult to improve the ABC cipher due to the risky design that the 32-bit-to-32-bit S-box is generated from only 33 key-dependent elements.
We recommend updating the secret S-box of ABC v2 frequently during the keystream generation process. In ABC v2, the key-dependent S-box is fixed. For block cipher design, the S-box has to remain unchanged, but such restriction is not applicable to stream cipher. Suppose that the size of the key-dependent S-box of a stream cipher is large (it is risky to use the small randomly generated key-dependent S-box). We can update the S-box frequently, such as updating at least one element of the S-Box at each step (in a cyclic way to ensure that all the elements of the S-box get updated) with enough random information in an unpredictable way. When a weak S-box appears, only a small number of outputs are generated from it before the weak S-box disappears, and it becomes extremely difficult for an attacker to collect enough outputs to analyze a weak S-box. Thus an attacker has to deal with the average property of the S-box, instead of dealing with the weakest S-box. For example, the eSTREAM submissions HC-256 [13] , HC-128 [14] , Py [4] and Pypy [5] use the frequently updated large S-boxes to reduce the effect resulting from the weak S-boxes. The security of ABC stream cipher can be improved in this way, but its performance will be affected.
