Controlled Perturbation is a framework for perturbing geometric sets to make the processes that use them more robust for fixed-precision manipulation. We present a Controlled Perturbation scheme for sets of line segments in IR 2 (CPLS, for short). CPLS iteratively perturbs the endpoints of the line segments to eliminate potential degeneracies that may cause round-off errors when using fixed-precision arithmetic. We implemented CPLS and provide experimental results.
Introduction
Geometric algorithms are usually designed under the assumption that the computation model has unlimited precision (the "Real RAM model"). Unfortunately, using exact number-types to implement unlimited precision in geometric applications is usually costly in time and space. Using fixed-precision number types instead (such as floating-point), usually improves the space and time, but may lead to failures due to round-off errors as we describe next. (We refer the reader to [13] for a dedicated work on this subject) Geometric applications compute geometric predicates whose values are used as conditions in branch statements in the program (such as if-then-else statements). 1 In the majority of cases, the sign of the computation (positive, negative or zero) determines the branching. It follows that fixed-precision arithmetic may be problematic when the computation values are near zero: in such cases, the fixedprecision round-off may change the sign of the computation, leading to wrong and inconsistent branching, and consequently to program failures.
A degeneracy is defined as a case where a predicate evaluates to zero. 2 It follows that using fixedprecision arithmetic is risky at the presence of degenerate or close-to-degenerate cases. We refer to these * Work on this paper has been partially supported by the National Science Foundation (CCR-0098172, CCF-0431030). The author thanks Esther Arkin, Dan Halperin, Jon Lenchner, Thomas Jackman, Joseph Mitchell, Steve Skiena and Avishay Traeger for helpful advice.
1 For example, a predicate can ask whether a point lies to the right or left of a line and based on the result branches to the desired case.
2 Degeneracies can be viewed in this context as special geometric situations such as three lines intersecting at the same point or two line segments sharing an endpoint.
cases as potential degeneracies since it is usually impossible to tell whether a case is degenerate or not with fixed-precision arithmetic.
We present a scheme that approximates sets of line segments in IR 2 with fixed-precision number types. The main idea is to incrementally perturb the line segment endpoints to remove some of the potential degeneracies (and thus provide safer predicate evaluations). The idea follows a framework that has been presented in several publications [8, 11, 12, 14, 16] and was termed Controlled Perturbation (CP for short). In this framework, potential degeneracies that correspond to close proximities (such as a close proximity between a vertex and a non-incident line segment) are eliminated. Following this framework, we also eliminate close-proximity potential degeneracies. In our case, such potential degeneracies may be induced near vertices (other endpoints or intersection points) and correspond to close proximities either between two vertices or between a vertex and a non-incident edge. Note, however, that like other Controlled Perturbation schemes, we do not claim to eliminate all possible potential degeneracies. For example, we do not handle collinearity of three vertices.
Applications that will work on our approximated sets will benefit from the efficiency of fixed-precision arithmetic and yet will produce more robust results since many potential degeneracies will be eliminated.
The input to our scheme is an undirected geometric graph in the Euclidean metric, G = (V, E). V is the set of endpoints and E ⊆ V x V is the set of endpoint pairs, that essentially defines the line segments. Our scheme perturbs some of the endpoints of V so that all close-proximity potential degenerate cases but one are eliminated. The only degenerate case that we allow is the case where multiple line segments share an endpoint. Note that corresponding predicate evaluations give robust results with fixed-precision arithmetic: the test for line segment incidence is simply carried out by comparing the coordinates of endpoints; if the coordinates are equal, one will safely deduce that the case is degenerate. We use the term definite-degeneracy to refer to this degenerate case and do not regard it as a potential degeneracy. Note that by using this strategy we maintain the combinatorial structure of G (all vertices continue to be incident to the same edges as before). Supporting line segment incidence potentially enables using our scheme with popular geometric data structures such as triangulations and Voronoi diagrams (see Section 5 for examples). We note that in previous CP schemes, definite-degeneracies were either not supported or supported partially.
We use the term resolution bound to define the minimum absolute values that evaluations of predicates must have in order to overcome round-off errors with the given (limited) precision (namely, still guarantee that round-off errors will not change the sign of the predicates). In our context, a resolution bound (with respect to a specific predicate) is defined as the minimum separation between features that guarantees safe predicate computation. 3 Note that there are different resolution bounds for different kinds of predicates. The different resolution bounds correspond to different kinds of potential degeneracies and usually depend on the machine-precision and the input. The main idea of our scheme is to perturb the endpoints of separate features to at least their corresponding resolution bound.
A major drawback of typical CP schemes is the possible large perturbation it may perform. It is evident that in complicated and congested regions, that naturally contain many potential degeneracies to resolve, the perturbation tends to increase. In such cases, the output may be unsatisfactory for further use. Thus, developing methods to constrain the perturbation magnitude is highly desired. In this work we focus on a novel method to decrease the perturbation magnitude. It is based on determining the processing order of the endpoints intelligently. We designed several variants which we call sorting algorithms. We implemented them and report related experimental results in Section 5.
Related Work. Earlier perturbation schemes can be found at [2, 4, 10, 15] . Halperin and Shelton [12] were the first to introduce Controlled Perturbation. They worked on arrangements of spheres in IR 3 that support geometric queries on molecular models. Raab [16] followed by proposing Controlled Perturbation of polyhedral surfaces in IR 3 to eliminate degeneracies in swept volume applications. Halperin and Leiserovich [11] described a framework for circles in IR 2 . They were the first and the only one so far to actually compute the resolution bounds instead of setting them as parameters. Funke et al. [8] used Controlled Perturbation in randomized incremental constructions, and designed specific schemes for planar Delaunay triangulations and convex hulls in arbitrary dimensions. Mehlhorn et al. [14] extended this work and developed a general methodology for deriving quantitative relations between the amount of perturbation and the precision of the approximate arithmetic.
The rest of the paper is organized as follows. In the next section we discuss the main ideas of our scheme and present the algorithm. In Section 3 we present the potential degeneracy cases that we handle and compute an upper bound on the perturbation magnitude. In Section 4 we discuss the sorting algorithms. In Section 5 we present experiments performed with our implementation. We conclude and present ideas for future research in Section 6.
Main Ideas and Algorithm
Our perturbation scheme processes the endpoints of V , one at a time, by possibly perturbing them to eliminate potential degeneracies. The processing order is determined by the sorting algorithm we choose (see Section 4). Let Π(V ) = (v 1 , v 2 , . . . , v n ) be the list of endpoints obtained with one of the sorting algorithms (where n is the number of endpoints in the input).
The output of an endpoint v i is denoted by v ′ i and inserted to the intermediate endpoint output
A line segment e ∈ E is considered processed only after both of its endpoints have been processed. Let
be the set of line segments that have been processed by the time i endpoints are fully processed. Let
∈ E} be the incident line segments of v i whose other endpoint was processed before
It follows that v i induces potential degeneracies if v i or any e ∈ E(v i ) are involved in potential degeneracies with A 
Otherwise, v i is perturbed to a degenerate-free placement and inserted into V ′ i . After the processing of v i is complete, its placement is fixed and it will not be perturbed again.
In this fashion we incrementally build the intermediate output G ′ i . By a simple induction argument, G ′ i contains no potential degeneracies for each 1 ≤ i ≤ n. After processing all endpoints, we obtain the output
We next describe the perturbation process of a single endpoint v in detail. We subdivide IR 2 into two regions (each of which is not necessarily connected). The first, F (v), contains all the points that are forbidden to v-if v lands on them, potential degeneracies are induced as described above. We call F (v) the forbidden loci of v. The second region,F (v) = IR 2 \ F (v), contains valid locations for v to land. We say that these locations are degeneracy-free with respect to v. After v is processed, v ′ must lie withinF (v).
Each endpoint v and a parameter δ (the perturbation radius) defines the perturbation disc B δ (v). B δ (v) is centered at v and has a radius δ. In order to resolve potential degeneracies (if they exist), v is perturbed randomly inside B δ (v) once or more, until a degeneracy-free placement is detected. In order to find degeneracy-free placement efficiently, δ should be large enough so that B δ (v) will necessarily contain relatively large areas fromF (v) (note that the area of F (v) is bounded). On the other hand, we want to constrain the size of δ to minimize the perturbation magnitude. Thus, δ is a trade-off between the perturbation magnitude and the computation efficiency. In Section 3 we compute a suitable δ for our scheme. See Figure 9 for an illustration of the perturbation step. Figure 1 : Perturbing an endpoint v to eliminate potential degeneracies. The large disc is B δ (v) with radius δ (the radius is illustrated with a thin line). The portion of F (v) inside B δ (v) is shaded and corresponds to an endpoint u ′ and a line segment e ′ (e ′ is illustrated with a thick line). The relevant resolution bounds, ε ′ and ε ′′ , are illustrated with thin lines. Since the initial placement of v is inside a forbidden locus, it has to be perturbed to a degeneracy-free locus (one valid perturbation is arrowed).
Let F be an upper bound on the area of the forbidden loci induced by all the potential degeneracies that we handle. F is obtained by summing the cases of individual forbidden loci associated with the different types of potential degeneracies. Then ϕ =
is a lower bound on the probability that v will be placed within a degenerate-free placement, if perturbed randomly inside B δ (v). Since our perturbations are independent, Q = 1 ϕ is an upper bound on the average number of trials that are required to find a potential degeneracy-free placement for v (if v needs to be perturbed). In this work we compute δ such that ϕ = . Thus, if an endpoint is placed within a forbidden locus, we need at most two trials on average to find a degeneracy-free placement for v and the probability for larger number of trials decreases exponentially. Section 3 contains a detailed description of the computation of δ.
Following previous CP schemes, we handle potential degeneracy types that involve separation of geometrically close features. By doing that, we guarantee robust construction of the output [11] and make subsequent algorithms more robust. In our case we have two families of potential degeneracies: a potential degeneracy between a vertex (an endpoint or an intersection point) and a non-incident line segment and a potential degeneracy between two vertices (see Figure 2 for an illustration). In section 3 we analyze all possible ways that these potential degeneracy families can be induced and compute an upper bound of their forbidden locus area. Our algorithm consists of three steps. We first compute δ (see Section 3). Then we decide the endpoint processing order, Π(V ), using one of the sorting algorithms (see Section 4). In the last step, we process the endpoints to obtain the output. Let D(v) be a predicate that is true if an endpoint v induces potential degeneracies. (we compute D(v) by testing all possible potential degeneracies that v may induce-those are listed in Section 3.) We are ready to introduce a high level pseudocode of CPLS.
Controlled Perturbation of Sets of Line Segments in IR
1. Compute the perturbation radius δ (see Section 3) 2. Compute a processing order Π(V ) (see Section 4)
Computing the Perturbation Radius
In this section we derive an upper bound on δ, the perturbation radius. Recall that this bound guarantees a possibility of at least 1 2 in finding degeneracy-free placement when perturbing an endpoint randomly. We emphasize that the computation of δ is independent of the actual perturbation; our algorithm computes δ before the perturbation step.
Since δ depends on the potential degeneracies of the model, we present the ones that we handle and analyze their corresponding forbidden loci. Similarly to previous CP schemes, we eliminate potential degeneracies that correspond to close proximities. In arrangements of line segments such potential degeneracies can be induced near vertices (recall that a vertex is either an endpoint or an intersection point). Thus, we will be concerned with potential degeneracies that involve either two vertices or a vertex and a non-incident line segment. We make each pair well separated by considering all cases in which these potential degeneracies are induced. We denote by n the number of endpoints in the input and by m the number of line segments.
We emphasize that δ is a crude upper bound of the necessary perturbation radius. In practice, much smaller perturbation radii suffice for finding valid locations efficiently. We use this idea to improve the perturbation magnitude (see Section 5.1.2 for details).
Let B be the length of the shortest line segment in E. We next formalize a relationship between the perturbation radius and the input. Clearly, we are motivated to minimize λ. We present a heuristic to compute a small λ in Section 3.7. We note that if we cannot find λ < 1, then the computation of δ is invalid. Nevertheless, by using the optimization in Section 5.1.2, one may still obtain sufficiently small perturbation. We emphasize that in all our experiments we obtain very small λ (much closer to 0 than to 1) and moreover, the optimization decreased the actual perturbation substantially.
As the result of this section shows, δ is larger than each of the resolution bounds. Thus, if the input is λ-approximated then for each resolution bound ε, ε B ≤ λ. We maintain four resolution bounds. The reason for having multiple resolution bounds will be clarified later. We denote them by ε 1 , ε 2 , ε 3 and ε 4 .
In the rest of this section we compute the value of δ by considering the different potential degeneracy kinds and computing upper bounds on the area that each can occupy. In our analysis we use a generic endpoint v i . Thus, the computations below will hold for each endpoint of the input.
Forbidden Loci induced by Endpoints
Let ε 1 be the minimum separation that two endpoints must maintain. Then, each v ′ j with j < i defines a forbidden disc of radius ε 1 for v i . Since there is an upper bound of n endpoints that may induce such forbidden discs, we can bound the total forbidden loci of this potential degeneracy type by
(1)
Forbidden Locus Induced by v i and a Non-incident Line Segment
Let ε 2 be the minimum separation that an endpoint and a non-incident line segment must maintain (thus also the separation between an endpoint and vertices along a non-incident line segment). Then each e ∈ E ′ i−1 defines a forbidden locus for v i . This region is the Minkowski sum of e and a disc centered at the origin with radius ε 2 . It is easy to verify that the maximum area which the forbidden locus can cut from B δ (v i ) is when e passes through v i and intersects ∂B δ (v i ) twice. This area is bounded by a rectangle whose area is 2ε 2 × 2δ (the rectangle abcd in Figure 3 ). There is an upper bound of m line segments that may induce such potential degeneracy. Let F 2 be the maximum total forbidden loci in this case. We get 
Forbidden Loci Induced by Intersections of Line Segments and Line Segments incident to v i
Let e be a line segment incident to v i , such that the other endpoint of e has already been processed. Let u ′ be an intersection point of two line segments of
Let L be the length of the longest line segment in E. We maintain a separation of ε 3 between e ′ (the output of e) and u ′ (thus also between u ′ and any vertex on e ′ ). In this case, e ′ must not penetrate the disc of radius ε 3 centered at u ′ (we denote this disc by A). This is illustrated in Figure 4 where the wedge originating from u ′′ whose edges are tangent to A is the corresponding forbidden locus for v i . We denote this wedge by W (u ′′ ). In this figure, a, b, c and d lie on W (u ′′ ) and ab and dc are tangent to B δ (v i ). 4 It follows that the quadrilateral abcd (denoted by Q(abcd)) bounds the part of the forbidden locus inside B δ (v i ). We next compute an upper bound on the area of Q(abcd) (and thus also an upper bound on the forbidden locus inside B δ (v i )). Without loss of generality we imagine that u ′′ is fixed while v i and u ′ can translate. Then Q(abcd) has maximum area when the following conditions hold: (1) e has maximum length (L + δ).
(2) The forbidden disc of u ′ is closest to u ′′ (in that case the angle of W (u ′′ ) is maximized). Note that the forbidden disc of u ′′ contains no non-incident line segments since u ′′ is the result of processing an endpoint. (3) u ′ lies on e (this condition derives easily when we rotate u ′ around the forbidden disc of u ′′ ). The upper bound case is illustrated in Figure 5 . We construct Q(abcd) such that ab and dc are orthogonal to the line containing e. We get that Q(abcd) is a an isosceles trapezoid. Note that g in Figure 5 is the location where u ′′ c is tangent to the forbidden disk of u ′ . We denote by D 1 the maximum area of Q(abcd). Next we compute its magnitude. From Figure 5 we get
It should be clear from our construction that ε 3 must be much smaller than ε 2 : if ε 3 is not much smaller than ε 2 , then in Figure 5 , du ′′ c may be sufficiently large to make the area of Q(abcd) and also the part of the forbidden locus inside B δ (v i ) unacceptably large. (Note that our assumption was that ε 2 > ε 3 ; otherwise Figure 5 would be wrong.) On the other hand, making ε 2 much larger than ε 3 indicates that ε 2 would be very large itself, resulting in a large forbidden locus (see Equation 2) .
We next coordinate between ε 3 and ε 2 in order to compute δ in terms of the input parameters. Let R be the ratio
. Then
In Section 3.7 we show how we determine R.
Back to the computation of the of the forbidden locus upper bound, there is an upper bound of
possible intersections that may take place here. Moreover, processing v i may involve the processing of at most m incident line segments. Thus, the total forbidden loci is bounded by
Since the input set has to be λ-approximated
Since ε 2 must be larger than ε 3 , the square root in equation 3 is real.
Forbidden Loci Induced by V ′ i−1 and Line Segments incident to v i
This case is similar to the case of the previous subsection and illustrated in Figure 6 . The only difference is that we must maintain an empty disc of radius ε 2 around any u ′ ∈ V ′ i−1 for future perturbations (note that in the previous subsection the disc around u ′′ with radius ε 2 had to be empty of non-incident line segments). Here we assume for simplicity that all such endpoints are incident to line segments that have not been processed yet. Thus, there is a separation of at least ε 2 between u ′ and both e ′ and any vertex on e ′ . Recall that we maintain a separation of at least ε 1 between any pair of endpoints. The analysis of this case is similar to the one in the previous subsection. Let D 2 be the maximum area that the forbidden locus can occupy. We next compute an upper bound for D 2 .
There is an upper bound of m possible incident line segments and the test for each may involve testing at most n endpoints. Thus, the total area of the forbidden loci in this case is bounded by
and also by For simplicity, we set ε 1 such that
A Lower Bound on a Distance of Another Kind of Potential Degeneracy Between an Intersection Point and a Non-incident Line Segment
We analyze a potential degeneracy between an intersection and a non-incident line segment that is not captured in Section 3.3. Here the intersection is induced after the non-incident line segment has been processed as opposed to the case in Section 3. We argue that if the potential degeneracies we discussed in the previous subsections are not induced (as our algorithm guarantees), then a potential degeneracy of type vertex-segment between f and e ′ k does not exist as well (and thus also no potential degeneracy between f and any vertex on e ′ k may exist). We do so, by giving a lower bound on the distance between f and e ′ k ; we denote this lower bound by ε 4 . We differentiate between two cases. The first one is when e The second case is where e ′ j and e ′ k intersect. Let C be the forbidden disc of the intersection between e ′ j and e ′ k . We denote its center by c. Note that the radius of C is ε 3 (the corresponding resolution bound). It follows that f is not inside C. Note that the closer f to c is, the smaller the distance between f and e ′ k is. Thus, f , which lies on e ′ j , would be closest to e ′ k if it is placed on the boundary of C. This case is illustrated in Figure 7 . In this figure we mark two of the endpoints of e ′ j and e ′ k by b and a respectively. Let α = bca. Without loss of generality, assume that α ≤ 90. It follows that the smaller α is, the smaller ε 4 (the distance between f and e ′ k ) is. In the figure ε 4 is the length of f h (f h is orthogonal to ca). α is minimum when the lengths of cb and ca are maximized (these lengths are bounded by L + 2δ) and the distance between a and e ′ j or alternatively between b and e ′ k is minimized (ε 2 is a lower bound on this distances). 5 In Figure 7 the lower bound on α is illustrated. In this figure we mark by g one of the intersections between e ′ k and C. We are ready to compute a lower bound on the length of the line segment gf. From Figure 7 , by triangle similarity, we get
Let σ denote any resolution bound or perturbation radius. Then σ ≤ λB. Together with a simple trigonometric observation from Figure 7 we get
Note that by optimizing these distances we minimize sin(α).
In the same figure we also get a lower bound on ε 4 .
Following the above arguments, we also get that ε 4 is a lower bound on the distance between any pair of intersections along any line segment of the output (we showed above that it holds for e ′ i ). The next lemma summarize the relationship among the resolution bounds. Lemma 3.2 ε 4 < ε 3 < ε 2 < ε 1 Proof: Since we fix ε 3 < ε 2 < ε 1 , we only need to show that ε 4 < ε 3 . Note that in Figure 7 the triangle f hc is right ( f hc = 90). Thus ε 4 (the length of f h) is smaller than ε 3 (the length of segment cf ). 6 2
Note that ε 4 will be the maximum between two resolution bounds which involve the separation of a vertex and a non-incident segment and a separation between two vertices. Given ε 4 as a parameter, we then compute the values of ε 1 , ε 2 and ε 3 .
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Since we have a lower bound on ε 4 , we can ignore the potential degeneracy we discuss in this section when perturbing endpoints. However, note that it will affect the magnitudes of the resolution bounds and the perturbation radius.
We next compute ε 3 as a function of the input parameters and ε 4 . If we transfer inequality 5 to an equation, we get
6 Since we require that λ < 1, the degenerate case where hcf = 90 is infeasible (otherwise we get that ε 2 > L). 7 A deep analysis of the resolution bounds (analogous to the work in [11] ) would potentially set the resolution bounds based on the input and the machine precision such that they satisfy the relationships between them as described in this work.
Computing δ
Recall that we want the perturbation disc area to be twice as large as the total area of all the forbidden loci. Thus, πδ 2 = 2(F 1 +F 2 +F 3 +F 4 ). By using formulas 1 -4 and 6 where we transform formulas 1 -4 into equations, we get the following quadratic equation on δ which corresponds to a sufficiently large perturbation radius:
It is easy to verify that this equation has two real roots (note that all the arguments of the equation are positive). Let δ 1 and δ 2 be these roots. From Viéte's formulas we get that δ 1 δ 2 = c a . It is easy to verify that c a < 0. Thus, one of the roots is negative and the other is positive. Hence, the value that we will consider will be the positive one.
Theorem 3.3 When CPLS terminates, each vertex of the arrangement is at least
′ is at least ε 2 units away from all non-incident line segments. It follows that v ′ is at least ε 2 units away from any intersection point. Let u ′ be any output intersection point. u ′ is at least ε 3 away from all non-incident line segments that were processed after u ′ was induced (from Section 3.3) and at least ε 4 away from all non-incident line segments that were processed before u ′ was induced (from Section 3.5). It follows that u ′ is at least ε 4 units away from any other intersection point. From Lemma 3.2 the claim follows. 
Computing λ and R
As we show in the previous subsections, there is a circular dependency between λ and R and the perturbation magnitude δ: λ and R appear in the formula that determines δ while λ depends on δ by definition and R should be determined to minimize δ.
As we argued before, we are interested in minimizing λ as much as possible while finding R > 1 that minimizes δ.
Recall that we require that the input be λ-approximated for δ. By definition as we increase λ the input becomes more likely to be λ-approximated. When fixing R, we observed the following: (1) The input was always 1-approximated in our experiments. (2) There was 0 < ϕ < 1 such that the input was λ-approximated if and only if λ > ϕ.
As we discuss in Section 3.3, too large and too small values of R (the ratio between ε 2 and ε 3 ) will result in large δ. Our experiments showed that this intuition is true in practice: moving away from extreme values of R (from very large to smaller values and vice versa) decreases the values of δ. Thus, in order to find good values for R we will regard the corresponding function δ(R) such that it has one global minima and use binary search to find it.
Based on the above discussion, we present a heuristic to compute good values for λ and R. The idea is to perform binary search on both parameters to minimize λ and δ. We search for the λ in the range (0, 1) and R in the range (1, MAX-VALUE] where MAX-VALUE is the largest number in the chosen numeric datatype. The outer loop searches for the minimum λ. In each iteration (where λ is fixed) we search for the R that minimizes δ (as described above) and then check whether δ and λ are such that the input set is λ-approximated. If so, we decrease λ in the next iteration. Otherwise we increase λ. Note that the binary searches will terminate because λ and R are represented with a fixed-precision datatype.
8 The following is a high level pseudo code of the heuristic.
Compute λ and R 1. λ = 0.5 2. while λ is not finalized (using the binary search to minimize it) 3.
Find the R that minimizes δ (using the equation in Section 3.6) 4.
if the input is λ-approximated for δ 5.
Decrease λ 6. else 7.
Increase λ 8. end while Time. Let ξ be the number of bits used to represent numbers. Then the inner and outer loop will iterate at most O(ξ) times each, giving O(ξ 2 ) processing time.
Ordering the Endpoint Processing
A major drawback of a typical Controlled Perturbation scheme is the potential large perturbation. In this section we describe a novel method to decrease it. Recall that CPLS incrementally processes endpoints. Let Π(V ) be a permutation of V that determines the endpoint processing order. Let
the output of u. (this definition is slightly different from the one in Section 2.) Then processing v involves eliminating potential degeneracies induced by the line segments of E(v).
Consider Figure 8 which contains four input line segments. The three thin solid line segments are the intermediate output of CPLS (we denote them by S) and the endpoints a and b are the only ones that have not been processed yet. Let e be the line segment ab. The discs around some of the endpoints of the line segments of S are their forbidden loci. Note that the next endpoint to process (either a or b) does not have to be perturbed since it is sufficiently far from the three line segments. However, when processing the last endpoint we need to perturb e ′ (e with the first endpoint processed) because it penetrates two forbidden discs.
It follows that the forbidden locus induced for the last endpoint is one of the wedges bounded by the dashed lines in Figure 8 . Let γ(x) be the wedge originating from endpoint x (either a or b in our case). If the last endpoint is b, then its corresponding forbidden loci will be γ(a) and vice versa. Since the angle of γ(b) is larger than the angle of γ(a), γ(b) will cut larger area from B δ (a) than γ(a) will cut from B δ (b). Thus, it would be a better choice to process a before b in order to obtain larger forbidden-free loci and potentially both smaller perturbations and less trials for finding a valid placement. In Appendix A we formalize this intuition. To take advantage of the above observation, we develop and use efficient heuristics to improve the quality of the output by predetermining the processing order of the endpoints. The idea is to analyze the two potential forbidden loci that affect the placement of each line segment-one for each possible processing order of its endpoints. Note that since we sort the endpoints before perturbing them, we consider their initial positions. We use two measurements to evaluate the efficiency of the processing order:
• MIN-SUM: Minimize the perturbation sum.
• MIN-MAX: Minimize the maximum perturbation.
We define two different directed graphs with weights, one for the MIN-SUM problem and the other for MIN-MAX. We will denote both graphs by G(V, E). Information corresponding the forbidden locus area associated with the segments is embedded in their weights.
In the rest of this section, we define the optimization problems for MIN-SUM and MIN-MAX and describe their corresponding heuristics.
Minimizing the Sum
The goal is to minimize the perturbation magnitude sum. Given v ∈ V and an incident line segment e, let F e (v) be the forbidden locus areas induced inside B δ (v) as the result of the forbidden loci that e involves. 9 These areas include forbidden loci induced by endpoints and intersections. The directed graph G is defined as follows. 10 Let v 1 and v 2 denote a pair of endpoints connected by an edge of E. We define a directed edge e ∈ E that corresponds to the line segment that connects v 1 and v 2 as follows. If F e (v 2 ) > F e (v 1 ), then it would likely be beneficial (ignoring forbidden loci that do not involve e) to order v 2 before v 1 . The reason, following the discussion above, is that in this way we deal with smaller forbidden loci. Thus, the direction of e is from v 2 to v 1 and its weight is w(e) = F e (v 2 ) − F e (v 1 ), reflecting the benefit of placing v 2 before v 1 . Note that w(e) is positive. If F e (v 2 ) ≤ F e (v 1 ) then the direction of e and its weight will be analogous. In this computation, we consider for simplicity all input endpoints and intersections. See Figure 9 for an illustration of how we build the graph. Given a permutation Π(V ) on the endpoints, an edge e is a forward edge if it complies with the direction of e in G (namely its source appears before its destination in Π(V )). Similarly, an edge is a backward edge (or backedge) if its direction does not comply with Π(V ). Note that if an edge is a backedge, its corresponding forbidden locus is larger than the forbidden locus it would have if it was a forward edge. Thus, we are interested in minimizing the sum of weights associated with backedges.
Let E Π = {e ∈ E| The source of e appears after its target in Π(V )}. We define the graph version of MIN-SUM as follows.
MIN-SUM: Given a directed graph G = (V, E) with positive weights on E, find a permutation Π(V ) that minimizes e∈E Π w(e).
It turns out that the decision problem associated with MIN-SUM is NP-complete by observing that it is equivalent to the Feedback Arc Set problem (FAS) [9] . In the FAS problem, we are given a directed graph G = (V, E) with positive weights on E. The goal is to find a subset H ⊆ E with minimal weights such that G ′ = (V, E\H) is acyclic. Since G ′ is a directly acyclic graph, it defines a topological order on the vertices of V . Edges which comply with this order are included in E\H since the goal is to maximize the total weight of this set. Others are included in H. It follows that FAS is identical to our problem in which the backedges, whose sum we want to minimize, are exactly the set H in the FAS problem.
There are several heuristics in the literature to approximate FAS. We applied three [3, 6, 7] and adapt them to our MIN-SUM version. We refer to these heuristics by MIN-SUM-EDGE-REMOVAL, MIN-SUM-EDGE-TOURNAMENT and MIN-SUM-NO-WEIGHTS, respectively. We next briefly introduce them and describe how we adapt them to our needs.
• MIN-SUM-EDGE-REMOVAL. An approximation algorithm [7] that achieves an approximation ratio bounded by the length, in terms of number of arcs, of the longest simple cycle in the graph. The algorithm consists of two phases. In the first, cycles are identified iteratively. For each edge in each cycle, the minimum edge weight in the cycle is subtracted from the weights of the edges. Edges that get weight 0 are removed. The first phase terminates when the graph becomes acyclic. In the second phase, the algorithm adds the deleted edges that do not close cycles. Finally, the set of the removed edges is the approximated feedback arc set. We refer to these edges as the backedges in our optimization problem.
• MIN-SUM-EDGE-TOURNAMENT. An approximation algorithm, termed FAS-TOURNAMENT, that works on restricted set of graphs [6] . FAS-TOURNAMENT works on complete graphs with probability constraints (for every two nodes, the sum of the weights of the directed halfedges from one to the other equals 1). The algorithm simply sorts the vertices by increasing order of their incoming weights and defines the feedback arc set as the edges that are directed opposite to the sort (those correspond to the backedge set in our problem). It achieves an approximation ratio of 5. In order to use this algorithm, we modify our graph in the following way. For each pair of nodes, u and v, we compute the forbidden locus area in both directions. If there is either no forbidden locus in both directions or they have equal area, we assign a cost 0.5 for each corresponding directed edge to reflect that the direct relationship between u and v gives us no information on which vertex should come before the other. Otherwise, we normalize the weights according to the corresponding forbidden locus area. It is done in the same way as the process we described in the beginning of Section 4, but here we assign the two directed half-edges with the corresponding weights instead of one directed edge whose weight is the forbidden locus area difference.
• MIN-SUM-NO-WEIGHTS. An approximation algorithm [3] that works on a complete directed graph with no weights. The algorithm picks a random vertex p as the pivot. Then the nodes are split into two groups: one of the vertices which have out-edges to p and the other is of the vertices which have in-edges from p. Then the algorithm recurses on both groups. The nodes of the first group appear before the nodes of the second group in Π(V ). The algorithm achieves an average approximation ratio of 3. As in MIN-SUM-EDGE-TOURNAMENT, the permutation defines the approximating feedback arc set as the edges with opposite direction to the permutation (these are the backedges of our problem). In order to use the algorithm we make two modifications to G. First, we connect any two non-adjacent nodes by an edge whose direction is randomly chosen (note that the order between these two with respect to direct relationship in CPLS is immaterial). Then we remove all weights and remain with a complete graph with no weights.
In order to improve the results, we implemented and used the following optimization before applying the FAS approximation algorithm, but after determining the direction of the edges. Let S(G) = (S 1 , S 2 , . . . , S k ) be the strongly connected components (SCC) of G, topologically ordered. Let G i = (S i , E i ) be the subgraph induced by taking the nodes that belong to S i , 1 ≤ i ≤ k, and the edges that connect two nodes of S i (denoted by E i ). Let Π i be an optimal permutation of S i for the MIN-SUM problem of G i .
The next theorem claims that an optimal solution for G is in the form ( is not an optimal permutation of G i , then we replace it with an optimal one, Π i , and the result may only be improved. The claim follows.
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Following this theorem, we divide the graph into strongly connected components. Then we apply the approximation algorithm on each subgraph to get sets of sorted endpoints. Finally, we merge these sets by placing them in the order of S(G) such that all edges connecting two different strongly connected components will be forward.
Minimizing the Maximum
The definition of G(V, E) in this case is somewhat different from the definition in Section 4.1. Given an edge e(a, b), the definitions of F e (a) and F e (b) are the same as in the MIN-SUM problem. We define two weighted halfedges in G: h(a, b) with the weight F e (b) and h(b, a) with the weight F e (a). Let w(u, v) be the weight of the halfedge h(u, v). Let Π(v), v ∈ V , be the place (index) of v in Π(V ). We use the following formula which sums up the weights of some of the incoming halfedges to v. The halfedges that are used here are the ones which comply with the permutation Π(V ).
It follows that w Π (v) measures the actual forbidden locus area induced by the edges that are directed to v.
11 Thus, our objective is to minimize max{w Π (v)|v ∈ V }. In other words, considering only halfedges that comply with Π(V ), our goal is to minimize the maximum sum of weights of incoming halfedges to a vertex. h(u, v) . The following is a pseudocode for optimally solving the MIN-MAX problem using a greedy approach in polynomial time.
It turns out
that this problem is polynomially solvable. For each v ∈ V , let w(v) = Σ u =v
MinimizeMaximumPerturbation
Input: a directed graph G = (V, E) with positive weights on the edges. Output: a permutation Π(V ) that minimizes max{w Π (v)|v ∈ V }.
foreach
remove v from V and insert it to the front of Π(V )
end while
We next prove that our greedy algorithm finds an optimal solution. Let Π i (V ) be the last i elements in Π(V ) and Π i (V ) be the first n − i elements of Π(V ), where n = |V |. 
Lemma 4.2 The values of {w
Π (v) | v ∈ Π i (V )} do not
Corollary 4.3 The optimal solution contains within it optimal solutions to subproblems (the Optimal Substructure property).
For any permutation Π(V ), let Ξ(Π(V )) = max{w Π (v)|v ∈ V }. In other words, Ξ(Π(V )) is the value of the MIN-MAX problem. We are now ready to prove the main idea.
Theorem 4.4 MinimizeMaximumPerturbation finds an order which minimizes the maximum w Π (v)
for all v ∈ V . Proof: Let OP T denote an optimal permutation and GREEDY denote the permutation obtained with our algorithm. Our goal is to prove that Ξ(OP T ) = Ξ(GREEDY ). We prove it inductively by showing that whenever an element of OP T does not satisfy the greedy selection, we can safely replace the corresponding element by the element that would have been chosen with a greedy selection and still be optimal. Suppose OPT satisfies the greedy selection for its last i elements, 1 ≤ i ≤ n − 1 (these are the first i elements to be chosen). Further, suppose that it differs from the greedy algorithm in the (n − i)'th element (the one just before the last i elements). Let OP T i be the first n − i elements of OP T . Following Corollary 4.3, OP T i is an optimal solution for the subproblem of OP T that involves the first n − i elements. Let v ′ be the last element of OP T i and let v min be the element that would be chosen by our greedy algorithm instead of v ′ . Let OP T ′ be defined as follows. Its last i elements are identical to the last i elements of OP T (in the same order). Its (n − i)'th element is v min . Finally, its first n − i − 1 elements (we denote this list by Ψ) are the same as the element of OP T i , except of v min which is removed (again, in the same order). From the construction of OP T ′ we get that
Since Ψ is obtained by removing v min from OP T i , w Ψ (v) ≤ w OP T i (v) where v ∈ Ψ. The reason is that by removing v min , the sum of the weights of the endpoints are decreased by the weights of halfedges whose source is v min . We get that
From the construction of OP T ′ and Formulas 7 and 8, we get that Ξ(OP T ′ ) ≤ Ξ(OP T ). Since OPT is an optimal permutation, Ξ(OP T ′ ) = Ξ(OP T ). Thus, we can obtain an optimal solution by choosing the greedy choice and choosing an optimal permutation of the subproblem of the first n − i − 1 elements. By induction on the elements of OP T , we get that we can safely make the greedy choice at each iteration and obtain an optimal solution. The claim follows.
Running time. The two loops that start in lines 3 and 5 imply that the running time of the algorithm is O(n 2 ), where n is the number of vertices. There is no need to use auxiliary memory besides V , thus the space is linear.
Remark. Since the sorting algorithms are performed prior to the perturbation process, they do not comply with a Controlled Perturbation version of a randomized incremental algorithm. However, there are certain input sets that can still use the ideas of our sorting algorithms with a randomized incremental algorithm. One important example is a set of separate line segments. In this case, for each line segment we would use our ideas to decide the processing order of its vertices on-line.
Main Theorem
We are ready to present a theorem that summarizes CPLS. Proof: Note that each atomic test for potential degeneracy takes O(1) time as it involves a constant number of operations. Then the time is derived immediately by analyzing the pseudocode presented in Section 2. The working space is dominated by the arrangement data structure size. 2
In comparison, constructing an arrangement of line segments in the plane takes O(n 2 ) time and space. We implemented an optimization technique to decrease the actual processing time significantly (see Section 5.1.2 for details).
We note that an asymptotic cubic running time is inherent in CP schemes where each pair of objects intersect at most a constant number of times. In that case, each perturbation (there are O(n) of them) involves O(n 2 ) vertices to test. However, we emphasize that in practice the asymptotic running time is much smaller in all cases we experiemntd. It is still unknown to us whether the cubic running time is tight. In all our experiments, the running time was linear to quadratic. We believe that except possibly rare cases, most input sets require linear to quadratic running time too.
We finally note that the sorting algorithms that we use do not increase the overall asymptotic time and space complexity.
Experiments
We have implemented CPLS on a PC with Microsoft Visual C++ .NET (version 7.1). We used CGAL [1] in our code. The experiments were performed on a Microsoft Windows XP workstation with an Intel Pentium 4 3.2 GHz CPU and 2GB of RAM.
In our experiments we used two optimization techniques to decrease the perturbation and the running time. We describe them in Section 5.1.
We performed many experiments to evaluate CPLS experimentally. Figures 10, 11 and 12 depict different input sets before and after perturbation. We chose small examples and large ε 4 to make the perturbation easy to follow.
We implemented and experimented with the four sorting algorithms we presented in Section 4 (MIN-MAX, MIN-SUM-EDGE-REMOVAL, MIN-SUM-EDGE-TOURNAMENT and MIN-SUM-NO-WEIGHTS). By a slight abuse of notation, we refer to any CPLS program by the sorting algorithm it uses. For simplicity, we also use the term OPT to refer to any of the programs that uses one of the sorting algorithms. In order to evaluate the efficiency of the sorting algorithms, we compared their results with a CPLS program that uses random permutation to order the input (it would be a possible and popular choice when no sorting algorithm is available 13 ). We denote this program by RAN. On a whole, the perturbation magnitude obtained with all four sorting algorithms were very similar in all experiments. It turned out that for minimizing the maximum perturbation, MIN-MAX performed a little better than the other three on average. MIN-SUM-NO-WEIGHTS showed a slight advantage for minimizing the sum in some experiments. However, the differences were very small and not systematic. Hence, we do not discuss this specific issue further. More importantly, they all improved the results we obtained with RAN significantly as we show later.
There are two opposite factors on the processing time when comparing RAN with OPT. On one hand, OPT consumes time to sort the endpoints. On the other hand, since it results in less perturbations to perform (as a result of smaller forbidden loci), OPT requires less time to perform the perturbation We report the average total running time for RAN and MIN-MAX. For the latter, we also show the time it took to sort the endpoints.
step than RAN. It turned out that MIN-MAX was always substantially faster than the programs with the other sorting algorithms (usually the sorting step with the later ones took 50% to 100% more time in total). We note that we did not observe any other consistent behavior when comparing the running time of the sorting algorithms. Thus, MIN-MAX should be preferred over the other sorting algorithms if the processing time is important, as the results of all four are similar. However, if time allows, the user may only benefit from running all programs and take the best results. Figure 13 compares the average time obtained with MIN-MAX against RAN. While in the random line segment experiments 14 ( Figure 13(a) ), MIN-MAX increased the total processing time, it decreased the total processing of the robot motion planning and triangulation overlay experiments (Figure 13(b) and 13(c), respectively) . The differences were smaller than 40% and usually much smaller. We note that as the tests had more involved potential degeneracies to solve and thus their total processing time increased, MIN-MAX became more effective than RAN in terms of time (this is well illustrated in Figure 13 ). Note that MIN-MAX actually decreased the time of long computations.
Based on the discussion above, we used MIN-MAX to show the improvements in the perturbation magnitudes against RAN. The graphs (a), (b) and (c) in Figure 14 correspond to the experiments illustrated in Figure 10 (c,d), 11 and 10(a,b), respectively. The graphs show by how much MIN-MAX decreased the perturbation that was achieved with RAN. The graphs show that we experienced improvements, especially for decreasing the maximum perturbation. The improvements became more significant as the tests became denser, thus having more involved degeneracies to solve and larger perturbations. We emphasize that this is a desirable characteristic, as it becomes more important to decrease the perturbation magnitudes when they become large. It is worth noting that the improvement can be much bigger. For example, consider the case in Figure 12(a,b) where all line segments intersect in one point. As the intersection gets closer to the bottom or the top of the structure, it becomes more important to use a sorting algorithm. Suppose the intersection is located very close to the top. Then it becomes very important to process the bottom endpoints first (see Section 4 for the rational of this claim). All our sorting algorithms sort the endpoints of this example accordingly. As expected, RAN generated much larger perturbation than OPT, especially as the intersection point gets closer to the bottom or the top. Just for an illustration, with an input of 50 line segments where the ratio of the distance from the intersection to the top and the distance from the intersection to the bottom was 1:10, using OPT improved the average perturbation by a factor of roughly two hundredths. Another example with such a drastic improvement is depicted in Figure 12(c,d) where the improvement is achieved because of many intersection of three line segments at the lower left of the model. Based on our results, we recommend using a sorting algorithm with any input-the perturbation magnitude almost always decreases (in many cases it decreases significantly) and the running time overhead is not significant (and sometimes it is even improved).
In the remainder of this section we report results obtained with sets of random line segments. Table 1 shows the effect of different resolution bound sizes on the perturbation magnitudes. Not surprisingly, as the input and the resolution bounds become larger, there are more potential degeneracies to solve that result in larger perturbations. The running time increases accordingly. From the table we learn that for most input sets the perturbation was too large when ε 1 = 0.5 units (the line segments in the input lie on a grid of 1000X1000 units). Other values of ε 1 that we tested produced relatively satisfactory results and were λ-approximated for small λ values. Results of using MIN-MAX against RAN. The X-axis corresponds to the size of the input and the Y-axis corresponds to the factor of improvement that MIN-MAX achieved, compared to RAN. We performed 10 tests for each case. The graphs in (c) correspond to tests with overlay of triangulations of polygons with 100 endpoints. We illustrate the maximum perturbation and average perturbation improvements. For any kind of experiment, let k be the number of tests we performed. Let A i and M i be the average and maximum perturbation obtained in the i-th test, respectively. Table 2 shows the results another experiment with the same input where ε 1 = 0.15. It shows that among the different forbidden coli, the one of Section 4.4 occurs the most. It is due to O(n 2 ) intersection points that may induce potential degeneracies. We also learn from the table that increasing the input size causes the increase of the number of perturbations per endpoint (the ratio between the second and the first column). 
Optimization Techniques
We implemented and used two optimizations to improve the quality and the performance of our software. Both use similar ideas from previous Controlled Perturbation work [12] .
Partition into Grid Cells
The idea is to partition the plane into grid cells with edge length slightly longer than the longest line segment. Then, in order to detect potential degeneracies, we test with features that lie within either the same cell or neighboring cells (other features will be too far to induce degeneracies). Thus, if the input is λ-acceptable, then with an edge length that is longer than (1 + 2λ)L it is sufficient to test the cell that contains the endpoint and its immediate neighbors when processing an endpoint.
Decreasing the Perturbation magnitude
The goal of this technique is to decrease the actual perturbation and it is motivated by the fact that δ is usually a crude upper bound. We modify the perturbation step as follows. For each endpoint we need to perturb, we start with a very small perturbation radius r (we choose r = 2ε 1 ; recall that ε 1 is the largest resolution bound), and try to find a valid placement. If we fail to find a valid placement after C times (C is a small constant), we double r and try again. We continue in this fashion until we find a valid placement or until r > δ. In the later case, we fix r = δ and find a valid solution after at most 2 trials on the average (we fix r to satisfy our perturbation analysis). It follows that the average number of trials we need to perform if an endpoint has to be perturbed is upper bounded by O(log( δ r )C).
Conclusions and Future Work
We presented a Controlled Perturbation scheme for sets of line segments in IR 2 . The idea of the scheme is to approximate sets of line segments to make subsequent algorithms more robust. The goal of the approximation is to eliminate potential degeneracies that are major source of errors when using finiteprecision arithmetic. We implemented our scheme and reported experiments. Based on our results and the simple output representation that CPLS produces, we believe that it can be used as an efficient Finite Precision Approximation algorithm.
Possible large perturbation is one of the main drawbacks of Controlled Perturbation schemes. We presented a novel method to decrease the perturbation. The idea behind our method is that different input processing orders yield different perturbation magnitude. Our method sorts the endpoints processing order intelligently before the perturbation step. We designed and implemented several variants for that purpose. Our experiments show that they decrease the perturbation significantly in many cases.
We emphasize that the improvement factor (that is by how much the perturbation decreases when using our sorting method instead of random order) increases when the potential degeneracies become more involved and require larger perturbation. Such cases that result in large perturbations are problematic for any Controlled Perturbation scheme. As we observed, using our method can be the difference between a good and poor approximation. Our experiments show that the penalty of using one of the ordering heuristics (MIN-MAX) does not affect the total processing time much and in many cases even decreases it. We believe that based on our results, it may be useful to consider our ideas in other Controlled Perturbation schemes, in order to decrease their perturbation magnitude.
Our sorting method depends on the order of two adjacent endpoints. It would be interesting to design more sophisticated sorting heuristics that consider more involved relationships (for example, the relationship among three intersecting line segments).
We believe that our scheme can be used for real-world applications that need to separate geometric features. As an example we sketch the following problem from the Graph Drawing field. We are given a graph G and we wish to draw it with captions surrounded by rectangles on the endpoints of G. For visualization purposes, the goal is to guarantee that no non-adjacent edges crosses the caption rectangles. By defining any such case as degenerate, we believe that our scheme can be adapted to achieve this goal.
An interesting direction for future research is to develop global perturbation algorithms that achieve some provable quality. The idea is either to maximize the separation while using congruent perturbation discs or to minimize the perturbation while fixing the minimum separation. A more simple variant of these problems was proven to be NP-complete [5] .
In this work we theoretically compared CPLS with Snap Rounding and Exact Arithmetic. We hope to perform experimental comparison among these, and possibly with other techniques, in the future. We foresee several challenges in carrying out such comparison as we discuss next. One major challenge would be to determine reasonable parameter values for CPLS (resolution bounds) and SR (hot pixel size). Since the values of these parameters effect the performance significantly, it is important to select values that reflect the input and the machine precision in order to obtain meaningful results. Thus, the comparison should follow deep theoretical analysis of the schemes (see [11] for a corresponding CP analysis on circles in IR 2 ). The situation may be even more complicated when comparing with Exact Arithmetic because the later embeds a completely different methodology. Thus, it would be challenging to construct a variety of experiments that reflect different possible scenarios. We finally note that comparing with Exact Arithmetic could be a part of a comprehensive work that cover also other CP schemes that have been developed and implemented (see Section 1 for details on these schemes). 
