We introduce a Poissonization method to study the coalescent structure of samples from branching processes. This method relies on the simple observation that a uniform sample of size k taken from a random set with positive Lebesgue measure has the same law as a mixture of Poisson samples with rate λ and mixing measure k dλ/λ. We develop a multi-type analogue of this procedure, and use it to characterise the coalescent structure of multi-type continuous-state branching processes in terms of multi-type Λ-coalescents.
Introduction
1.1. Poissonization. Suppose under a probability measure P we have a branching process with continuous states and a notion of genealogy. Consider the following problem:
Under an extension P k,T of P , sample uniformly and independently k members of the population at time T . What can we say about the ancestors of the sampled particles? What does their genealogical tree look like? What spatial position or type did these ancestors have? It turns out the problem of describing the ancestral tree of the k uniformly chosen particles is difficult to attack directly, and it is useful to take an indirect approach. Consider instead the alternative problem:
Under a different extension Q λ,T of P , we sample particles from the time T population according to a Poisson process of rate λ. What can we say about the ancestors of these sampled particles? The behaviour of the ancestors of sampled particles is far easier to describe under Q λ,T than it is under P k,T . This is due to the fact that under Q λ,T the Poissonian structure of the sampling in some sense agrees with the branching structure of the process. Indeed, we will see later that under Q λ,T , the ancestors of sampled particles living at earlier times t < T also occur within the time t population according to a Poisson process.
The central idea of the present paper is an integral formula allowing us to tackle the former fixed sample size problem in terms of the latter Poissonian problem. To this end, let S be the number of particles sampled (so that under P k,T we have P k,T (S = k) = 1, but under Q k,T , the size S of the sample is random). Note that for events A, the map
is a sub-probability measure supported on the event {S = k}. Theorem 1.1 is a somewhat informal statement of the single-type special case of our main result, Theorem 2.1, stating that P k,T may be realised as a mixture of these sub-probability measures. The value of Theorem 1.1 lies in the fact that in many applications Q λ,T (A, S = k) is far easier to calculate than P k,T (A), and furthermore, the integrated expression is the most simplified expression possible. Before discussing our method further, in the next section we give a brief example of how our method works in the context of single-type continuous-state branching processes.
1.2. A quick example. A (single-type) continuous-state branching process (CSBP) is a non-negative Markov process (Z(t)) t≥0 enjoying the branching property: if Z x is a copy of the process starting from x and Z y is an independent copy of the process starting from y, then Z x + Z y has the same law as Z x+y . The branching property implies the existence of a function u(t, λ) such that if P x is the law of the process starting from x > 0, then P x [e −λZ(t) ] = e −xu (t,λ) .
It is possible to endow a CSBP with a notion of genealogy. We will not provide a rigorous discussion here, but let us just say here that one can naturally associate the interval (0, Z(t)) with the set Z(t) of particles alive at time t, and for any pair of times s < t, then every particle in Z(t) has a unique ancestor in Z(s).
For simplicity at this stage let Z(t) be a CSBP satisfying P(Z(t) > 0) = 1. Fix T > 0, and under an extension P k,T x of P x consider sampling k particles uniformly and independently from Z(T ). Let A be the event that all k particles are descended from the same ancestor in Z(0). We are interested in computing the P k,T
x -probability of this event. It turns out this is difficult to do directly, so instead we take an indirect approach by considering sampling particles according to a Poisson process on the time T population. Indeed, suppose under a different extension Q λ,T x of P x we run a Poisson process of rate λ on the time T population Z(T ). It is not hard to show that given a subset W ⊆ Z(0) of the initial population with Lebesgue measure w, the probability that exactly j time T descendents of particles in W are sampled is given by
where D denotes differentiation with respect to λ. In fact, if we define r j (T, λ) = lim w↓0 1 w q j w (T, λ), then it is straightforward to show that r j (T, λ) = (−1) j+1 λ j j! D j u(T, λ).
We say a particle in Z(0) has spread j if this particle has j descendents sampled at time T . The synergy between the branching property and the Poissonian structure allows us to make a key observation: under Q λ,T x particles of spread j occur within Z(0) according to a Poisson process of rate r j (T, λ). Moreover, for different values of j these Poisson processes are independent. Consequently, by a combinatorial calculation involving different Poisson process of different rates (we provide details in Section 4), it is possible to show that the probability of A ∩ {S = k} under Q λ,T x is given by Q λ,T (A, S = k) = (−1) k−1 xe −xu (T,λ) k! D k u(T, λ). (1.2) According to Theorem 1.1 we may recover P k,T x (A) from knowing Q k,T x (A, S = k) for every λ. Indeed, plugging (1.2) into (1.1) we see that the probability that k uniformly chosen particles from the population at time T are descended from the same ancestor is given by
We remark that the equation (1.3) is new, extending the special case k = 2 appearing in Corollary 1 of Lambert [23] . We believe the integrated form for the probability P k,T x (A) (1.3) to be the most simplified equation for this probability, which we hope the reader will regard as a testament to the suitability of this indirect approach.
Before getting to discussing our results in generality in Section 2, in the next section we delve a little deeper into studying the coalescent structure of CSBPs by making a link with the so-called Λ-coalescents of Pitman and Sagitov.
1.3. One-dimensional CSBPs and Λ-coalescents. Every continuous-state branching process is characterised by a branching mechanism ψ, a convex function of the form
where κ ∈ R, β ≥ 0, and (r ∧ r 2 )m(dr) is a finite measure on [0, ∞). We now show that the coalescent structure of continuous-state branching process may be understood through finite measures Λ Ψ (x, ds) on [0, 1] depending on the branching mechanism.
To this end, for positive integers k let P k be the set of partitions of {1, . . . , k}. Following Bertoin and Le Gall [8] , we may define a P k -valued process (π t ) 0≤t≤T associated with the CSBP (Z(t)) 0≤t≤T as follows. On the event that the CSBP survives until time T , pick k particles b 1 , . . . , b k uniformly and independently from Z(T ). For times 0 ≤ t ≤ T , we define the random partition π t of {1, . . . , k} corresponding to the equivalence relation i ∼ t j ⇐⇒ b i and b j are descended from the same particle in Z(T − t).
We remark that the resulting process (π t ) 0≤t≤T is an exchangeable coalescent process, meaning that its law is invariant under permutations of {1, . . . , k}, and that the blocks of the process merge as time passes.
An important group of exchangeable and Markovian coalescent processes are the Λ-coalescents [31, 34] , which are characterised in terms of finite measures Λ on [0, 1] through the property that when the process has k blocks, any j of these blocks are merging to form a single new block at rate
The coalescent process (π t ) 0≤t≤T associated with the general continuous-state branching process is non-Markovian, and therefore cannot have a direct representation as a Λ-coalescent. However, the process (π t ) 0≤t≤T is exchangeable, and we now show that (π t ) 0≤t≤T has a local representation in terms of a Λ-coalescents, where the merger measure Λ ψ (x, ds) depends on the population size and branching mechanism.
Before describing this correspondence we need the following definition relating measures on [0, ∞) to those on [0, 1). For x > 0 let T x : R ≥0 → [0, 1) be the map T x (r) = r x+r . Given a measure ν on [0, ∞), we define the pushforward T # x ν of ν to be the measure on [0, 1) given by
The following result is the special single-type case of our main result for multi-type CSBPs, providing a dynamic link between continuous-state branching processes and Λ-coalescents. The merger measure at each time depends on the population size x, and the ingredients in the Lévy-Khintchine representation (1.4) through the constant β > 0 and the pushforward of m onto [0, 1] through T x .
Under a probability measure P k,T x extending P x , pick k particles uniformly from a continuous-state branching process at time T , and let (π t ) 0≤t≤T be the associated partition process. For j ≥ 2, let γ k,j be a partition of {1, . . . , k} with one block of size j and the remaining blocks all singletons. Then
where the merger measure Λ ψ (x, ds) is given by
Several connections between specific CSBPs and Λ-coalescents have already appeared in the literature. In all of these instances, the dependency of the merger measure on x and s decouples, so that Λ ψ (x, ds) may be written
for some function x. We now take a moment to review the special cases, and provide pointers to where these cases have been considered in related work.
When ψ(λ) = 1 2 λ 2 , we call the CSBP a Feller diffusion, and in this case the associated merger measure is given by
The Feller diffusion is continuous, and by exploiting this continuity in conjunction with the Markov property, Theorem 1.2 implies a result by Donnelly and Kurtz [11, Theorem 5.1] , which informally states that the coalescent process (π t ) 0≤t≤T associated with the Feller diffusion is a δ 0 -coalescent run at a speed reciprocal to Z T −t at time t. (We mention here that the δ 0 -coalescent is universally known as Kingman's coalescent [20] ).
When ψ(λ) = λ log λ, we call the CSBP a Neveu process. Glossing over some technical details regarding the integrability of the Lévy measure, this corresponds to the case β = 0, m(dr) = r −2 . Plugging m(dr) = r −2 into (1.5) we obtain Λ ψ (x, ds) = ds.
We emphasise that this quantity is independent of the population size x, and as a result, we immediately recover a result by Bertoin and Le Gall [8] , who showed that the coalescent process (π t ) 0≤t≤T associated with Neveu's CSBP is given by the Bolthausen-Sznitman coalescent [9] , the Λ-coalescent corresponding to the case where Λ is the Lebesgue measure.
A priori, there is a surprising qualitative difference in these two previous results regarding the coalescent structure of the Feller diffusion and of the Neveu process: the coalescent process associated with the former has strong dependence on the population size, whereas that of the latter process is independent of the population size.
Berestycki, Berestycki and Schweinsberg [5] gave an explanation for this qualitative discrepancy by bridging the gap between these two results. Namely, they considered the stable CSBPs -those CSBPS with branching mechanism of the form ψ(λ) = λ α , where α ∈ (1, 2). Define the measure on [0, 1]
Roughly speaking, [5, Theorem 1] states that the coalescent process (π t ) 0≤t≤T associated with a CSBP with mechanism ψ(λ) = λ α started from a suitably chosen random position is given by a Λ α -coalescent, but run at speed α(α − 1)Γ(α)Z 1−α T −t . These coalescent processes are known as the beta coalescents.
The mechanism ψ(λ) = λ α is constructed with m(dr) = α(α−1) Γ(2−α) r −1−α dr and β = 0. Plugging these ingredients into (1.5), we obtain
which, for any x, is a multiple of the merger measure associated with the beta coalescent.
In fact, in the sequel we will work more generally, developing a multi-type analogue of the Poissonization procedure described in Section 1.1, and using this procedure to study the coalescent structure of multi-type CSBPs. For instance, in the special case where the CSBP is the multi-type Feller diffusion, in Theorem 2.5 we give a multi-type analogue of the Donnelly and Kurtz theorem linking the Feller diffusion with Kingman's coalescent: here the blocks of the partitions also have types, and blocks may merge or change type as time passes.
1.4. Overview. We now take a moment to overview the remainder of the paper. In Section 2, we state our Poissonization results in full detail, and go on to give a full description of their applications in the coalescent structure of continuous-state branching process. Section 3 is independent of the rest of the paper, and provides the simplest possible example of Poissonization in action in an application to Galton-Watson trees. Section 4 is dedicated to proving the results stated in Section 2 regarding the coalescent structure of CSBPs. Finally, in Section 5 we give proofs of the Poissonization results stated in Section 2.
Main results

2.
1. An overview of our results. We now give a brief outline of our main results. In Theorem 2.1 we state a multi-type analogue of the single-type Poissonization result Theorem 1.1 seen in the introduction. This multi-type approach allows us to tackle problems relating to taking d samples of sizes k 1 , . . . , k d from different populations. Theorem 2.2 is a discrete analogue of Theorem 2.1, with the Bernoulli sample of sampling rate p ∈ [0, 1] playing the role of the Poisson process. This discrete variant is a tool suitable for sampling from discrete branching processes, like branching Brownian motion or the multitype Galton-Watson tree. We give an example application of discrete Poissonization in Section 3 in the context of the single-type Galton-Watson tree.
In Theorem 2.3 we give a formula for the law of a multi-type ancestral partition of a sample of k 1 + . . . + k d particles chosen from a multi-type CSBP at a time T -where there are k i particles chosen of type i. Here the coalescent process is itself a multi-type process -the blocks themselves have types, which may change as time passes.
Finally, in Theorem 2.4 we study the small time asymptotics of the multi-type ancestral partition of a multi-type CSBP, relating these asymptotics to the multi-type Λ-coalescents. After this we go on to study applications of Theorem 2.4, looking at the processes associated with a single ancestral lineage, as well as developing a multi-type analogue of the Donnelly and Kurtz theorem seen in the introduction.
Poissonization theorems.
2.2.1. Continuous Poissonization. First we state our main continuous Poissonization theorem, which is a multi-type version of Theorem 1.1 we saw in the introduction.
Suppose we have a probability space (P, Ω, F ) carrying a vector (Z 1 , . . . , Z d ) of nonnegative real-valued random variables. Let (Ω ′ , F ′ ) be another measurable space disjoint carrying a random vector of non-negative integers S = (S 1 , . . . , S d ), and a random array
of positive reals. (Each Z i should be thought of as the size of a population of type i. We associate this type i population with the interval (0, Z i ), and the positive numbers b i,1 , . . . , b i,S i are to be thought of as points sampled from the interval (0, Z i ).)
We now consider the following two extensions of P onto the product space (Ω,F) := (Ω ⊗ Ω ′ , F ⊗ F ′ ):
≥0 define the measure P k extending P ontoF as follows. Independently for each i, on the event {Z i > 0} we set S i = k i , and sample b i,1 , . . . , b i,S i independently and uniformly from (0, Z i ). If {Z i = 0} then we set S i = 0.
≥0 define the measure Q λ extending P ontoF as follows. Independently for each i we let (b i,j : 1 ≤ j ≤ S i ) be a labelled Poisson process of rate λ i on (0, Z i ). That is, b i,1 , . . . , b i,S i are the points of a Poisson process of rate λ on (0, Z i ), with the labels 1 ≤ j ≤ S i chosen according to a randomly chosen permutation of {1, . . . , S i }.
The measures P k and Q λ are extensions of P in the sense that for all A ∈ F we have
Finally, for non-negative integers j, define the measure π j (dλ) on [0, ∞) by
The following theorem is our main result, stating that P k may be realised as a mixture of the measures Q λ .
≥0 , let π k (dλ) be the product measure π k := π k 1 ⊗. . .⊗π k d . Let {Z ≻ k} denote the event that sampling is possible from the population, that is
Moreover, π k (dλ) is the unique measure with this property.
Discrete Poissonization.
We now describe a discrete analogue of the previous result, where the sampling is from finite sets and the Bernoulli sample plays the role of the Poisson process.
In a probability space (P, Ω, F ), suppose we have a random vector N = (N 1 , . . . , N d ) of non-negative integers. Let (Ω ′ , F ′ ) be an extension of this space under which we have a random vector of non-negative integers (S 1 , . . . , S d ), and a random array
of positive integers. (Each N i should be thought of as the size of a discrete population of type i. We associate this type i population with the set {1, . . . , N i }, and the positive integers b i,1 , . . . , b i,S i are to be thought of as points sampled from the set {1, 2, . . . , N i }.)
• Let k = (k 1 , . . . , k d ) ∈ N d and define the measure P k extending P ontoF as follows.
Independently for each i, on the event
and define the measure Q p as follows. Independently for each i, we run a labelled Bernoulli process of rate p i on H i := {1, . . . , N i }. That is, choose a random subset G i of H i by independently including an element h ∈ H i in G i with probability p i , and not including with probability 1 − p i . Letting S i be the cardinality of G i , we label the elements of G i as (b i,1 , . . . , b i,S i ) according to a uniformly chosen permutation of {1, . . . , S i }. Finally, for non-negative integers j, define the measureπ j (dp) on [0, 1] bȳ π j (dp) := jdp/p, if j > 0, δ 0 (dp), if j = 0.
The following theorem is a discrete analogue of Theorem 2.1, stating that P k may be realised as a mixture of the measures Q p .
Let {N ≻ k} denote the event that sampling is possible from the population, that is
Moreover,π k (dp) is the unique measure with this property.
2.3.
The coalescent structure of multi-type CSBPs.
2.3.1. Multitype CSBPs. We now introduce finite dimensional continuous-state branching processes, following the exposition in Kyprianou, Palau and Ren [21] . A d-type continuousstate branching process is a R d ≥0 -valued Markov process enjoying the branching property: if Z x is a copy of the process starting from x and Z y is a copy of the process starting from y, then Z x + Z y has the same law as Z x+y . The branching property implies the existence of a function u :
x i y i denotes the Euclidean inner product on R d . We call the function u(t, θ) the Laplace exponent of the process. It is straightforward to show using (2.6) and the Markov property that the Laplace exponent satisfies the semigroup propery
The Laplace exponent (and by extension the law of continuous-state branching process) is determined by a branching mechanism ψ : R d → R d through the differential equation
The branching mechanism ψ : R d → R d has a Lévy-Khintchin representation. Namely, ψ can be written in terms of a matrix (κ i,j ) 1≤i,j≤d with non-negative off diagonal entries, a vector (β i ) 1≤i≤d of non-negative reals, and a d-tuple (m 1 , . . . , m d ) of measures on R d ≥0 satisfying the integrability condition
and the average rate of type i mass creation by particles of type i is non-negative, i.e. for c = i we haveκ
Given these ingredients, the c th component ψ c : R d → R of the branching mechanism is given by
Genealogy of multi-type CSBPs. We now turn to discussing the genealogical structure of multi-type CSBPs. For each 1 ≤ i ≤ d, and each time t ≥ 0, we define the set of particles of type i alive at time t by
Moreover, we define the set of particles alive at time t by Z(t) := ∪ 1≤i≤d Z i (t). By canonically associating each Z i (t) with the interval (0, Z i (t)), we may naturally speak of a measurable subset of Z i (t), and also Lebesgue measure on Z i (t). Given a notion of Lebesgue measure on Z i (T ), we have canonical notions of picking particles uniformly from Z i (T ), as well as a notion of Poisson process on Z i (T ). Now given a particle (t, i, a) alive at time t, and an earlier time s < t, there exists a unique ancestor (s, j, b) of (t, i, a) in the time s population. We note that ancestors and decendents may have different types.
In order to discuss the coalescent structure of multi-type CSBPs we require a multi-type notion of partition. A d-type partition of a set A is a pair (γ, τ ), where γ is a partition of A and τ : γ → {1, . . . , d} is any function. If Γ is a block of the partition γ, we say τ (Γ) is the type of Γ. Given a block Γ, we write µ(Γ) ∈ Z d ≥0 for the spread of Γ, the vector whose i th component counts the number of elements of type i are contained in Γ. That is,
On the event {Z(T ) ≻ k}, this procedure gives rise to an array
where the elements of the i th row correspond to particles in Z i (T ). Given this array, for each earlier time 0 ≤ t ≤ T we may define a d-type partition (π t , ℓ t ) on the set [k] as follows. We say (i, j) and (i ′ , j ′ ) of [k] are in the same block of π t , and this block has type c ∈ {1, . . . , d}, if b i,j and b i ′ ,j ′ are descended from the same ancestor in Z c (T − t).
By letting t vary in [0, T ], this procedure gives rise to a stochastic process (π t , ℓ t ) 0≤t≤T such that each (π t , ℓ t ) takes values in the set of d-type partitions of [k]. We note that the time-T partition π T is simply the partition of [k] into singletons, and for each 1
We also note that the underlying partition process (π t ) 0≤t≤T is a coalescent process in the sense that the blocks of π t merge as t increases.
We now give two characterisations of the process (π t , ℓ t ) 0≤t≤T under P k,T x , first in terms of transition probabilities, and thereafter in terms of Λ-coalescents.
In order to lighten notation, we introduce a couple of conventions involving multi-indices.
The following result, whose proof is essentially a more complex variant of the discussion seen in Section 1.2, characterises the law of the random typed partition (π T , ℓ T ) under P k,T
x .
, and let m(γ, τ ) be the element of Z n ≥0 whose i th component is the number of blocks of type i in (γ, τ ). Let |γ| be the number of blocks in γ. Then
Multi-type CSBPs and multi-type Λ-coalescents. With Theorem 2.3 at hand, we are now equipped to explore the relationship with multi-type Λ-coalescents. We say an d-type partition of [k] has the special block property if there is a single block Γ for which µ(Γ * ) is not equal to e τ (Γ * ) . That is, every block but the special block is a singleton, and the type of each of these singletons is the same as the type of the element it contains. We say a d-type partition is (c, α)-special if it has the special block property and the special block has type c and spread α. Let (γ, τ ) be a (c, α)-special partition with the special block property. Then define the collapse rate
By the exchangeability of the process, this definition is independent of the particular choice of (c, α)-special partition.
We are now ready to characterise the collapse rates (2.10) in terms of a multi-type analogue of the Λ-coalescents, where the merger measures Λ are defined in terms of a pushforward of the Lévy measures associated with the underlying CSBP. To this end, define the transformation 
In the case where the special block has type c and spread α where |α| ≥ 2, we have 
where Λ c (x, ds) = 2β
x δ 0 + s 2 T # x m c (ds), which is precisely the statement of Theorem 1.2.
Next we consider a different problem. Suppose we sample a single particle of type i from the population at time T (and do not sample any other particles). At each earlier time s < T , this particle had a unique ancestor of some type c ∈ {1, . . . , d}. Abusing notation slightly, this procedure gives rise to a stochastic process (ℓ (T ) t ) 0≤t≤T which we call the ancestor process, where ℓ (T ) t is the type of the sampled particle's unique ancestor in the time T − t population. Clearly ℓ T 0 = i by definition. In Section 4.3, we look at the ancestor process associated with supercritical continuousstate branching processes, appealing to the limit theory of Kyprianou, Palau and Ren [21] . Short of providing a rigorous proof, we anticipate that as T → ∞, (ℓ (T ) ) t≥0 converges in distribution to a Markov chain (ℓ * t ) t≥0 , whose transition rates are given by
whereκ j,i is giving in (2.9), and b ∈ (0, 1) d is an eigenvector of a certain growth matrix capturing the limiting population type ratio. This construction parallels a theorem by Baake and Georgii [3] on the ancestral types of uniformly chosen particles from multi-type Galton-Watson trees.
Finally, as mentioned in the introduction, we now state multi-type analogue of the Donnelly and Kurtz theorem linking the single-type Feller diffusion with Kingman's coalescent. The multi-type Feller diffusion is the d-dimensional continuous-state branching process with branching mechanism
where β i ≥ 0, and the κ i,j are required to be non-negative whenever i = j. This continuous-state branching process has a version with continuous paths, and may be understood as a strong solution to the stochastic differential equation
are independent standard Brownian motions. From (2.15) it is straightforward to interpret the branching structure of the process: the type j population varies according to owns internal branching structure with variance β j , and mass from the population of type i continuously creates new mass of type j at a rate κ i,j .
Indeed, define the σ-algebra Theorem 2.5. Let (Z(T )) 0≤t≤T be a multi-type Feller diffusion with branching exponent given by (2.14) . Then under the filtration (H G t ) t≥0 , the process (π(t), τ (t)) 0≤t≤T is a timeinhomogenous Markov process with the following time t transition rates conditional on Z(T − t) = x:
• At time t, a block of type i changes type to type i at rate κ c,i x c /x i .
• At time t, two blocks of type c are merging to form a single block of type c at rate 2β c /x c .
2.4. Related work. Many authors have studied the problem of describing the ancestry of k uniformly chosen particles from the single-type Bienaymé-Galton-Watson tree. The case k = 2 appears in [10, 23, 30, 35] , with k = 3 also considered in [12] . The general k case has only been looked at more recently, by [28] , [15] , [14] , and [17] . In Section 3 we discuss an example problem in this vein. Popovic [32] looked at critical Bienaymé-Galton-Watson trees, taking a different viewpoint. Namely, Popovic considered the genealogy of a sample containing a proportion p ∈ (0, 1] the entire population in a tree conditioned to survive until a large time, relating the coalescence times to a point process. Of course Popovic's sampling here corresponds to our measure Q p,T . Let us also mention work by the second author and his coauthors, who have studied sampling from non-Markovian branching trees [24, 25, 27] .
As for the branching processes with continuous-states, rigorous construction of the genealogy date back to Le Gall and Le Jan [29] . Under this framework, questions about the probability have since been considered by several authors. Labbé [22] studies the so-called 'Eve property' of CSBPs -the existence of an ancestor from which the entire population descends asymptotically. Foucart, Ma, annd Mallein [13] , who study the Markovian structure of the CSBP with Poisson sampling. We also mention Lambert [26] who looks at CSBPs with immigration, as well as Bertoin, Fontbona and Martinez [7] , who look at the 'prolific individuals' associated with the process.
The study of genealogies in branching processes with spatial or multi-type structure has been more sporadic. In [6] , Berestycki, Berestycki and Schweinsberg identify the coalescent structure of near-critical branching Brownian motion with the Bolthausen-Sznitman coalescent [9] . We were inspired by both Baake and Georgii [3] , and earlier work by Jagers and Nerman [16] , to study the 'typical ancestral types' in supercritical branching processes.
Finally, we should also state that Poissonian sampling has been used very effectively in excursion theory. Suppose we have a standard Brownian motion (B t ) t≥0 and we would like to study the excursions of the Brownian motion away from zero. In analogy with our opening discussion, in order to understand the question "What does the typical excursion look like? " it is profitable to first ask "Given that an excursion straddles a point of this Poisson process, what does it look like? ". We refer the reader to Rogers [33] for further details.
The next section, Section 3, is independent of the remainder of the paper, giving an example of how discrete Poissonization may be used to study the coalescent structure of Galton-Watson trees. In Section 4 we use Poissonization to study the coalescent structure of CSBPs, and finally in Section 5 we prove the continuous and discrete Poissonization theorems.
Another quick example of Poissonization in action
Consider a continuous-time (single-type) Bienaymé-Galton-Watson tree starting with one initial particle: at rate 1 particles die and are replaced by a random number of particles distributed like a non-negative integer-valued random variable L. Let N t be the number of particles alive at time t, and let F t (s) = E[s Nt ] be the generating function of the marginal.
For T > 0, on the event {N T ≥ k}, pick k distinct particles uniformly from those alive at time T . Let τ = τ k ∈ [0, T ] denote the time at which these k particles last shared a common ancestor.
The case k = 2 has been the subject of a lot of attention over the last 50 years, with the variable τ 2 featuring in some shape or form in papers by Athreya [1, 2] , Durrett [12] , Lambert [23] , O'Connell [30] , and Zubkov [35] , among others.
The case k ≥ 3 has been considered in more recent work by Harris, Johnston, and Roberts [15] , Grosjean and Huillet [14] , and Johnston [17] , with an explicit integral formula (3.1) for P(τ k > t) appearing in the latter two. Poissonization offers us an economical route to this integral formula, which we now outline.
By the d = 1 case of the discrete Poissonization theorem, Theorem 2.2, in order to obtain the quantities P k,T (τ > t, N T ≥ k) it is sufficient to understand the quantities Q p,T (τ > t, S = k) for each p. Note that {τ > t, S = k} is simply the event that there is a single t-particle who has k sampled descendants, and the remaining (N t − 1) t-particles have 0 sampled descendants at time T .
Set s = 1 − p. The probability that a t-particle has 0 T -descendants sampled by the Bernoulli(p) sample is
whereas the probability that a t-particle has k sampled T -descendants is
. Noting that there are Nt 1 choices for the particle to be the most recent common ancestor at time t, and using the fact that Q p,T = P k,T on F t , the filtration of the underlying tree, we have
T −t (s) where in the final equality above we used the semigroup property F T (s) = F t (F T −t (s)). It follows by integrating against 1 0π k (dp) with p = 1 − s that
See Grosjean and Huillet [14] for the discrete time case, and Johnston [17] for more general formulas in continuous time. 4 . The coalescent structure of multi-type CSBPs 4.1. Samples from multi-type CSBPs. Suppose under a probability space (Ω, F T , P x ), we have a d-type continuous-state branching process (Z(t)) 0≤t≤T starting from x ∈ R d ≥0 and with branching mechanism ψ. Let (Ω ′ , F ′ ) be another measurable space carrying a random vector of non-negative integers S = (S 1 , . . . , S d ) and a random array
of positive real numbers. We now consider the following probability measures extending P x to the product space (Ω,F T ) :
Under the probability measure P k,T x extending P x , independently for each i, on the event
Under the probability measure Q λ,T x extending P x , independently for each i we run a labelled rate-λ i Poisson process on Z i (T ), and let b i,1 , . . . , b i,S i be the points of the process. By Theorem 2.1, for anyF T measurable event A we have
This determines our approach to studying the coalescent structure of CSBPs: in order to understand the law of the coalescent processes associated with the CSBP under P k,T x , we need only compute the probabilities of coalescent events under Q λ,T
x . First we seek to understand the Q λ,T x probabilities that a particle at time 0 is an ancestor to sampled particles at time time T .
To this end, for subsets W of Z(t), we write Leb(W) for element of R n ≥0 where Leb(W) i = Leb(W ∩ Z i (t)). In particular, Leb(Z(0)) = x almost-surely under Q λ,T
x . Now consider a subset W be a subset of Z(0). The spread of W, written µ(W), is the Z n ≥0 -valued andF Tmeasurable random variable whose i th component counts the number of sampled descendents. That is µ(W) i := #{j : b i,j is a descendent of a particle in W}.
The following observation is the central idea of this section, and is an immediate consequence of the branching property at time 0 together with the Poissonian structure of sampling at time T .
Let W and W ′ be disjoint subsets of Z(0). Then under Q λ,T , the spreads µ(W) and µ(W ′ ) are independent. In fact, this observation implies the following Corollary. (For further details, we refer the reader to Chapter 3 of [19] , in particular Theorem 3.17.) Corollary 4.1. For 1 ≤ i ≤ d and a non-zero multi-index α, particles in Z i (0) who have spread α ∈ Z d ≥0 occur in Z i (0) according to a Poisson process of some rate r α i (T, λ). Moreover, these Poisson processes are independent for different values of (i, α).
We now turn our discussion to identifying the rates {r α i (T, λ) : 1 ≤ i ≤ d, α ∈ Z d ≥0 nonzero}. First we recall some notation introduced in Section 2. For multi-indices α and elements λ of R d ≥0 , |α| := α 1 + . . . + α d , α! := α 1 ! . . . α d !, and λ α := λ α 1 1 . . . λ α d d . We define the differential operator D α :
On many occasions in the sequel we will like to interchange the order of differentiation and expectation. The following technical lemma justifies these interchanges. First we need a brief technical definition. Given either λ in R d ≥0 (resp. k ∈ Z d ≥0 ), we say α is admissible for λ (for k) if α i = 0 whenever λ i = 0 (resp. k i = 0). We note that given 
In particular, if J is the law of Z(T ), we may interchange the order of differentiation and expectation in the Laplace transform of the process:
Proof. We proceed by induction on the multi-index α. The result is clearly true for α = (0, . . . , 0), so it remains to prove an inductive step. Suppose the result holds for some admissible multi-index β, then we show the result also holds for any admissible multi-index β + e i . To see this, note that The following lemma gives the probability that a subset of the initial population has a certain spread. has the same law as Z(T ) under P w . It follows that for admissible α, using the probabilities of the Poisson distribution we have
By the interchange equation (4.1), we may simplify (4.3) so that
completing the proof of (4.2).
The following lemma develops Lemma 4.3 further to obtain the rates r α i (T, λ) at which members of the time 0 population Z i (0 of type i have a spread α of descendents in Z(T ).
In particular, by letting x = e i , we have u(T, λ) ). We note that since α is non-zero that f (0) = 0, and in particular
The function g : R ≥0 × R d → R given by g(h, λ) := exp (− hx, u(T, λ) ) is smooth on R d+1 , it follows that we may interchange the order of ∂ ∂h h=0
and D α λ , and from this we obtain (4.4).
For fixed i, the sum of the rates α =0 r α i (T, λ) should characterise the rate of those particles Z i (0) who have any sampled descendents of any type under Q λ,T
x . The following lemma characterises this total rate. In order to clarify the possible perspectives on this total rate, we provide two proofs, the first probabilistic and the latter analytic. x , particles in Z i (0) who have at least one sampled descendent of any type at time T occur according to a Poisson process of rate u i (T, λ). In particular, we have the equality
where the sum is taken over all non-zero α in Z d ≥0 . Proof 1: Poisson process calculation. Let Leb(W) = w. Then the probability under Q λ,T x that no descendent of a particle in W is sampled by the rate-λ Poisson process on Z(T ) is given by
where we used (2.6) to obtain the final equality above. Equation (4.6) follows immediately by letting w = xe i for some x > 0.
Proof 2: Taylor's expansion. The i th component of the Laplace exponent u(T, ·) is an analytic function mapping R d to R. Taylor expanding u(T, 0) about the point λ in R d , for y ∈ R n we have
Now set y = −λ, use the fact that u(T, 0) = 0, and compare with (4.5).
We recall the definition of multi-type partition introduced in Section 2.3.2. A multitype partition of the subset [k] := {(i, j) :
and τ is any function labelling the blocks of γ with a label in {1, . . . , d}.
Moreover, we recall that a sample (b i,j : 1 ≤ i ≤ d, 1 ≤ j ≤ d) of particles from a CSBP at time T gives rise to a multi-type coalescent process (π t , ℓ t ) defined as follows. We say (i, j) and (i ′ , j ′ ) of [k] are in the same block of π t , and this block has type c ∈ {1, . . . , d}, if b i,j and b i ′ ,j ′ are descended from the same ancestor in Z c (T − t). We remark that for every 0 ≤ t ≤ T , the random variable (π t , ℓ t ) isF T -measurable.
The following Lemma gives the law of the multi-type partition-valued random variable (π T , ℓ T ) under Q λ,T
x (S = k, · ). Proof. Let M α i be the integer-valued valued random variable counting the number of particles in Z i (0) who have spread α. Similarly, let m α i = m α i (γ, τ ) be the non-negative integer counting the number of blocks of type i and spread α in (γ, τ ). Note m i (γ, τ ) = α =0 m α i (γ, τ ). By (4.5) we have
where the product is taken over 1 ≤ i ≤ d and α ∈ Z d ≥0 non-zero. There are i,α =0 m α i ! ways of reordering the particles in the time-0 population with positive spread whilst preserving type and spread. Moreover, there are k! ways of reordering the elements of [k] while preserving type, while only Γ∈γ µ(Γ)! of these ways to rearrange particles of the same type within the same block. It follows that
Using the definition of m as well as Lemma 4.5 to obtain the first equality below, and the definition of r α i (T, λ) to obtain the second
The result follows by noting that Γ∈γ (−1) µ(Γ)+1 = (−1) |k|+|γ| .
We are now equipped to give a proof of Theorem 2.3, characterising the law of π T under P k,T
x . Proof. The result is an immediate consequence of combining the continuous Poissonization theorem 2.1 with Theorem 4.6. Indeed, according to Theorem 2.1 we have
for every A ∈ F T . In particular, since (π T , ℓ T ) is F T -measurable, we have
Now by Theorem 4.6 we have
completing the proof of Theorem 2.3.
We would like to make a quick remark clarifying the structure of Theorem 4.6 using a high-dimensional version of Faà di Bruno's formula, which appeared in the recent paper [18] by Johnston and Prochno. By setting W = Z(0) in Lemma 4.3, we see that
In particular, by combining (4.9) with Theorem 4.6 we have 
where the sum is taken over all d-type partitions (γ, τ ) of [k].
4.2.
Small time asymptotics of CSBP genealogy and Λ-coalescents. We are now interested in studying the small-T asymptotics of P k,T x ((π T , ℓ T ) = (γ, τ ), Z(T ) ≻ k). First we remark that since u(0, λ) = λ, for non-zero multi-indices α we have
Moreover, since the function u(t, λ) is smooth on R d ≥0 , we may interchange the differential operators ∂ t and D α . In particular using (2.8) with the fact that u(t, λ) = λ, we have
Recall that we say a d-type partition (γ, τ ) of [k] has the special block property if there is a single block Γ * for which µ(Γ * ) is not equal to e τ (Γ * ) . That is, every block but the special block is a singleton, and for each of these singletons {(i, j)}, the type of {(i, j)} is i.
The following proposition gives a characterisation of the small-T probabilities of the random typed partition (π T , ℓ T ) taking on the value of a typed partition with the special block property in terms of the branching mechanism associated with the CSBP. 
Proof. Note that with (γ, τ ) as in the statement, m(γ, τ ) = k − α + e c . It follows from Theorem 2.3 that
The integrand is smooth in (T, λ) in R d+1 , and hence we may differentiate through the integral, so that
where f (t, λ) := exp (− x, u(t, λ) ) D α u c (t, λ)
Using (4.11) and (4.12) with the Liebniz rule to differentiate f (t, λ), we have ∂ t f (t, λ) t=0 = −e − x,λ D α ψ c (λ). Plugging this into (4.14) we obtain the result.
In the proof of Theorem 2.4 we will require the following property of integration against π k (dλ), which is easily proved by using the definition of the gamma integral.
We are now equipped to prove our main results on the coalescent structure of multi-type continuous state branching processes, Theorem 2.4. First we prove (2.11), concerning the rate at which, backwards in time, particles of type i change type to a particle of type c.
Proof of (2.11). By Lemma 4.2 we may differentiate through the integral in the Lévy-Khintchine representation (1.4) . It follows that
It follows from (4.13) that
By using Fubini's theorem and (4.15) to simplify (4.16), and using the definition (2.9) ofκ c,i , we have
Now using the definition of the pushforward T #
x m c , we have
as required.
Now we prove the second half of Theorem 2.4, (2.12), giving an equation for the rate at which a group of blocks of spread α collapse to form a single block of type c in the coalescent process associated with the CSBP.
Proof of (2.12). Again by Lemma 4.2 we may differentiate through the Lévy-Khintchine representation (1.4), obtaining
Using (4.17) and (4.13) to obtain the first equality below, and Fubini's theorem and (4.15) to obtain the second, we have
Now using the definition of the map T x and the associated pushforward T # x m c as they appear in the proof of the case α = e i , we have
where Λ c (x, ds) is the measure on [0, 1) d defined in (2.13), completing the proof.
4.3.
A discussion of some special cases.
4.3.1.
Tracing a single ancestral lineage backwards in time in a multi-type CSBP. Next we look at the case where d ≥ 2 but k = e i . Here we are answering the following question: if we pick a particle of type i from an d-type continuous-state branching process at time T , what can we say about the types of this particles ancestors? The following result is plain from plugging in k = e i into (2.11).
Corollary 4.8. The rate at which type i particles change to type cs backwards in time is given by
In fact, we now provide a sketch of an argument using Corollary 4.8 of a result for continuous-state branching processes paralleling a theorem by Baake and Georgii [3] , which roughly speaking, states that the ancestral type of a randomly chosen particle from a supercritical multi-type Galton-Watson tree at a large time behaves like a Markov chain.
Indeed, following Kyprianou, Palau and Ren, [21] , consider the expectation matrix
Then it follows from [4, Lemma 3.4] that M(t) i,j may be given in terms of the matrix exponential M(t) = exp tÂ T , whereÂ T is the transpose of the mass creation matrix (κ i,j ) 1≤i,j≤d , withκ i,j defined as in (2.9). We say the continuous-state branching process is irreducible if particles of any type may (eventually) create particles of any other type, by which we mean for every i, j there is a t > 0 such that M(t) i,j > 0, or in other words, the expectation matrix M(t) is irreducible. Here we may appeal to Perron-Frobenius theory: there exists a leading eigenvalue λ 1 ∈ R controlling the asymptotic growth of the process, and associated right and left eigenvectors a, b ∈ R d >0 such that M(t)a = e λ 1 t a, and b T M(t) = e λ 1 t b T . For convenience choose a, b such that |a| = 1 and a, b = 1. Finally, every other eigenvalue of M(t) has real part strictly smaller than that of λ 1 .
We say the continuous-state branching process is supercritical if λ 1 > 0. Under a so-called Kesten-Stigum condition (we refer the reader to [21] for a precise statement), the results [21, Theorem 1.3, 1.4, 1.5] state that conditional on survival, the long-term growth of a continuous-state branching process is deterministic, and the ratios of sizes of the different population types stabilize asymptotically. Namely, there is a non-negative random variable W ∞ such that e −λ 1 t Z(t) → W ∞ b, almost-surely, (4.18) and conditional on non-extinction,
Suppose we have a CSBP, and for T > 0, condition on the event Z i (T ) > 0, and pick a particle uniformly from Z i (T ). At each time T − t, this particle had a unique ancestor of some type ρ Proposition 4.9. Let ρ (T ) be the type-process associated with picking a particle of type i from a supercritical d-type CSBP satisfying the Kesten-Stigum condition. Then ρ (T ) converges in distribution to a Markov chain ρ with transition rates Finally, define H G t := σ (H t , G T ). To clarify, H G t is the σ-algebra that knows everything about the genealogical history of the sampled particles on the interval [T − t, T ], as well as everything about the size of the process on [0, T ].
Theorem 4.10. Let (Z(T )) 0≤t≤T be a multi-type Feller diffusion with branching exponent given by (2.14) . Then under the filtration (H G t ) t≥0 , the process (π(t), τ (t)) 0≤t≤T is a timeinhomogenous Markov process with the following time t transition rates conditional on Z(T − t) = x:
Proofs of the Poissonization theorems
In this section we prove our main Poissonization results, Theorem 2.1 and Theorem 2. Proof of Theorem 2.1. Recall the definitions introduced in Section 2.2.1. Recall that we have the product sigma algebraF := F ⊗F ′ . We note that F may be associated with a subalgebra F 0 of the product algebraF := F ⊗ F ′ by setting The remainder of the proof is structured as follows. First we prove that if ρ(dλ) = π k (dλ), then (5.1) holds for sets A in the subalgebra F 0 ofF. Then we use properties of Poisson processes to show that when ρ(dλ) = π k (dλ), (5.1) holds on all A in F , completing one direction of the proof. We then use a Laplace transform argument to establish the uniqueness of π k , proving the other direction.
First we show that with ρ(dλ) = π k (dλ), (5.1) holds for all A ∈ F 0 . To this end, we note that that conditionally on F 0 ,
Now let X be a non-negative and F 0 -measurable random variable. Using (5.3) with the definition of conditional expectation to obtain the second equality below, the fact that Q λ = P on F 0 in the third, for any measure ρ we have (5.4) where in the final equality above we used Fubini's theorem (the integrands are non-negative). Now consider plugging ρ = π k into (5.4). Indeed, considering the integral we have a cascade of cancellations. Indeed, for z ∈ R ≥0 , and integer j, with π j (dλ) as in (2.1) we have R ≥0 π j (dλ) (λz) j j! e −λz = ½ j=0 + ½ j>0,z>0 .
(The case j = 0 above is immediate, the case j > 0 follows from the gamma integral.) It now follows that for z ∈ R d ≥0 , using the fact that π k (dλ) = π k 1 (dλ 1 ) . . . π k d (dλ d ), we have
where {Z ≻ k} is given in (2.2). Plugging (5.5) into (5.4), it follows that for all non-negative F 0 measurable random variables we have R π k ,k [X] = P X½ {Z≻k} , proving that when ρ = π k , (5.1) holds for all A in the coarser σ-algebra F 0 .
We now show that with ρ = π k , (5.1) holds for all A in the richer σ-algebraF . Indeed, suppose independently for each i we run a labelled Poisson process of rate λ i on the interval (0, Z i ), and let S i be the number of points of this process. For each i, conditional on the event {S i = k i }, these points are uniformly and independently sampled from the interval (0, Z i ). Since, for any ρ, the measure R ρ,k is supported on the event {S = k}, we have R ρ,k (A|F 0 , S = k) = P k (A|F 0 , {Z ≻ k}). Finally, we prove the uniqueness of the mixture measure. Suppose (5.1) holds for every A ∈F . Then by (5.4), we must have P [e − θ,Z ½ Z>0 ] = P e − θ,Z
Since the span of functions of the form e − θ, · is dense in C 0 (R d ≥0 ), (5.7) is equivalent to
In particular (5.8) determines the Laplace transform of the measure ρ(dλ) := d i=1 λ k i i π(dλ), and hence determines ρ and thereforeπ.
Discrete Poissonization: Proof.
Since the proof is basically identical to the continuous case -with the beta integral in the discrete case playing the role of the gamma integral in the continuous case -we content ourselves with sketching a few key details. Our aim is to show that Rπk(A) = P k (A) for every A ∈F, and thatπ k is the unique measure with this property. Again, first we show that Rπk(A) = P k (A) for every A in the coarser σ-algebra F 0 . To this end, note that for p ∈ [0, 1), Q p (S = k|F 0 ) = d i=1 ½ N i ≥k i N i k i p k i i (1 − p i ) N i −k i , and hence for any F 0 -measurable random variable X and any measure ρ on [0, 1) d , we have R ρ [X] := P X [0,1) d ρ(dp)
Plugging in ρ(dp) =π k (dp) in (5.9), and using the beta integral Finally, note that given that a labelled Bernoulli process has chosen k points in a set H, these k points are sampled uniformly and without replacement from H. Since R k π k is supported on {S = k}, it follows that Rπk (A|F ) = P k (A|F ) for all A in F . Combining (5.10) and (5.11) we show that (2.5) holds for all A inF , which proves one direction of the proof.
The uniqueness ofπ k (dp) follows from a probability generating function argument similar to the one used in the continuous case.
