It is shown that regression-equivariant high-breakdown estimators necessarily possess the exact-fit property as defined by Yohai and Zamar (1987) . Examples are given showing that estimators possessing the exact-fit property can exhibit unusual finite-sample behavior.
INTRODUCTION
Consider the classical linear regression model y = Q +~Tx + f where f is a random error term,~and x are p-dimensional column vectors and Q and yare scalars. Fitting this model to a set of data In = {(Yi'x i ); i=l, ... ,n} entails estimating Q and~. The fact that least-squares estimation is sensitive to outliers has prompted the search for regression estimators which are resistant to discrepant data. Some estimators proposed to date include Edgeworth's (1887) least-absolute values estimator, Huber's (1973, p . 800) M-estimators, the various generalized M-estimators of Mallows (1975) , Hampel (1978) , Krasker (1980) , and Krasker &Welsch (1982) , and most recently the "high-breakdown" estimators of Siegel (1982) , Rousseeuw (1984) , Rousseeuw &Yohai (1984) , Yohai (1985) and Yohai and lamar (1988) . Roughly speaking an estimator has high breakdown if it can "resist" contamination of nearly fifty percent of the data.
In this note it is shown that all regression-equivariant high-breakdown estimators possess the exact-fit property defined by Yohai and lamar (1988) .
This implies that all regression-equivariant high-breakdown estimators produce estimates of dubious value for certain data sets of the type exhibited by Oldford (1985) and Yohai and lamar (1988) . More interestingly, it also can be used to show that all high-breakdown regression-equivariant estimators can have arbitrarily low efficiency compared to least-squares in finite samples. Thus while Yohai and lamar (1988) have shown that high-breakdown and high asymptotic efficiency are not incompatible the story is quite different in-finite samples.
The class of high-breakdown estimators considered in this paper are those that are regression equivariant. By this it is meant that the estimators . . . . . . . 
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It is also assumed that if there exist an and P n such that Yi = an + Pnx i (i=l, ... ,n) and Zn = {(Yi,x i ); i=l, ... ,n} then Tn(Zn) = (an,p~)T.
The definition of breakdown point used in this paper is due to Donoho and Huber (1983) and employed by Rousseeuw (1984) . 
REGRESSION EQUIVARIANCE AND BREAKDOWN POINT

*
Note that the definition of € (Tn,n,Zn) depends only on the finiteness of * E (Tn,n,Zn) = min{m/n; I(Tn,n,Zn,m) = 1) where I(Tn,n,Zn,m) is zero if D(Tn,n,Zn,m) is finite and one if not. Now when Tn is regression equivariant, * * * * I(Tn,n,Zn,m) = I(Tn,n,Zn,m) and thus E (Tn,n,Zn) = E (Tn,n,Zn)' i.e., the breakdown point is invariant with respect to the transformation (1).
To see this note that when Tn is equivariant there exists a nonsingular matrix This observation allows us to elaborate on a property of high-breakdown estimators first noted by Rousseeuw (1984) and formally defined by Yohai & Zamar (1988) . Both authors show that their estimators, which have breakdown points of 1/2 + o(n), have the property that if any subset of more than half the observations is coplanar then the estimator determines that plane. Yohai & Zamar (1986) call this the exact-fit property. The preceding analysis shows that among regression-invariant estimators the exact-fit property is a consequence of high breakdown. If a regression invariant estimator has * * breakdown point m (n)/n and any subset of the observations of size n-m (n) + 1 or larger is coplanar then the estimator is determined by that plane and * completely ignores the remaining m (n)-1 observations. This extends the notion of exact-fit to estimators with breakdown points less than 1/2 and will be * called the exact-fit property or order m (n)/n.
BREAKING HIGH-BREAKDOWN ESTIMATORS
The results in Section 2 suggest how to construct data sets in which highbreakdown estimators produce suspect results. If an entire data set is well * fit by one mndel while a subset of the data of size k > n{1 -f (Tn,n,Zn)) is well fit by another model then it is possible that a high breakdown estimator will model the local as opposed to the global trend in the data. One such example can be found in Yohai and Zumar (1988) .
See Figure 1 for a second example. Figure 1 illustrates a data set exhibiting a trend corresponding to the line y=O plus two wild outliers and is similar to a scatter plot presented by Oldford (1983) . By appropriate choice of position we can force a high-breakdown estimator to yield the model y=x although a safe bet is that most statisticians would be more comfortable with a procedure which produced the model y=O and identified two outliers.
Dennis Boos of North Carolina State University suggested the following method of constructing examples for multiple linear regression models.
For example, for p=2 let A, Band C be three arbitrary but distinct points in R 3 . They uniquely determine a plane, call it ABC. Now select any four additional distinct points, D, E, F and G, which are coplanar and which deviate from ABC by an arbitrarily small amount. The seven points A-G can be modeled arbitrarily well by the plane ABC, yet since more than half the points are coplanar a high-breakdown, regression-equivariant estimator will ignore the points A, Band C and fit the plane determined by D-G, which can be made to differ substantially from ABC. In a similar manner it is possible to construct a counter example of size n=2p+3 when x is p-dimensional.
Of course there is a natural and forceful counter-argument to these counterexamples: such behavior occurs with negligible frequency in practice.
However the examples used to illustrate the benefits of high-breakdown estimators over other robust estimators also occur in practice with nearly equally small frequency. Percent contamination rarely exceeds 15%-20% and is typically less than 10%. In light of this fact 50%-breakdown estimators seem like overkill.
However the poor breakdown properties of M-estimators make them less than fully acceptable. Perhaps emphasis should be on finding estimators possessing moderately good breakdown properties (10%-25%) as well as other desirable properties, such as bounded influence. Whether or not this is possible is unknown at present.
It is now shown that the exact-fit property also implies arbitrarily low efficiency with respect to least squares in finite samples. A conjecture of this fact has appeared in print since the first submission of this paper, Morgenthaler (1989) .
Consider a simple linear regression model Vi = a + PX i + €i' i=I, ... ,n.
As before let Zn = {(Vi,X i ); i=I, ... ,n} and let T n (·) be any estimator possessing the exact-fit property. Let W n (·) denote the least squares estimator. Let PT(Zn) and PW(Zn) denote the slope estimators determined by Tn(Zn) and Wn(Zn) respectively. Below it is shown that T n (·) can have arbitrarily low efficiency with respect to W n (·) in finite samples.
For simplicity only the case n=4 is considered. Also, let a = P =°w ithout loss of generality. Then Vi = E i , i=I, ... ,4. Let xi = 0, x 2 = 1, x 3 = 2 and x 4 = x, to be determined later.
Assume initially that the common distribution of E 1
is supported on {-1,0,1}, where each of the three support points has positive mass. For this error distribution it follows readily that -2/x~PW(Zn)~2/x. Thus a~= E{P~(Zn)} can be made arbitrarily small by taking x sufficiently 1arge.
Since Tn(e) has the exact-fit property it is easy to see that . * * pr{PT(Zn) = I}~pr(E I = -1, E 2 = 0, E 3 = 1) = P >°where p does not depend on x. Thus no matter what the value of x, PT(Zn) is bounded away from zero in probability. Thus so too is ai = E{pi(Zn)}' It follows that a~/ai can be made arbitrarily small by choosing x large enough. The right hand side above does not depend on x. Thus whenever the error distribution is such that (E 1 ,E 2 ,E 3 ) lies near some nondegenerate arithmetic progression with nonzero probability it follows that PT(Z) is bounded away from zero in probability uniformly in x and thus so too is Ui = E{~i(Z)}.
Provided E(E~) <~, it still follows that u~= E{~~(Z)} tends to zero as x increases. Thus again U~/ui can be made arbitrarily small by letting x increase without bound.
Any continuous distribution will put positive probability near some nondegenerate arithmetic progression and the argument above applies quite generally. Furthermore, it extends easily to arbitrary n. Finally note that the argument works for any estimator possessing the exact-fit property of any order exceeding lin. Thus it can be stated quite generally that any estimator possessing the exact fit property of any order> lin has arbitrarily low efficiency with respect to least-squares in finite samples.
I conducted a small simulation study to investigate the inefficiency of a particular high-breakdown estimator, the least trimmed squares, LTS, estimator defined in Rousseeuw (1984) . Since computation of high breakdown estimators is time consuming in large samples and since the phenomenon under study is inherently small-sample in nature, only samples of size n=9 were considered.
In this case the LTS estimator is the regression line obtained by fitting least squares lines to each of the (~) subsets of {Yi,X i i=I, ... ,9} and choosing the line having the best fit in terms of residual variation; see Rousseeuw (1984) for further explanation.
Two experiments were performed. In the first Xi = i, i=I, ... ,8, X 9 = 9, 12, 24 and Y 1 , ... , Y n were generated from a standard linear model with normal errors. The relative efficiencies for estimating slope reported in Table l(a) are based on 7500 simulated data sets. As X 9 increases the superiority of least squares becomes more noticeable. However, even with the equally-spaced design, least-squares is approximately four times more efficient than LTS.
In the second experiment, Xi = i, i=I, ... ,9, and VI'· .. ' V n were generated from a standard linear model with errors having a contaminated normal distribution. The fraction of contamination was fixed at .30, and kurtosis was set at 0, 3, 6 respectively. The relative efficiencies for estimating slope in Table l (b} are based on 7500 simulated data sets. As kurtosis increases efficiency of the LTS estimator improves. The break-even point is approximately at a kurtosis of 5.6, as suggested by linear interpolation. replications; approximate standard errors given in parentheses.
