Abstract. In this paper we are going to investigate some properties of almost periodic functions in view of the Lebesgue measure with particular emphasis on their behavior under convolution. These considerations allow us to establish the main result concerning almost periodic in view of the Lebesgue measure solutions to linear differential equations of the first order. We also apply the theory of continued fractions to examine asymptotic behavior of a certain classical almost periodic function of that type. For that purpose we provide a new general method of calculation of certain type of limits.
Introduction
The theory of almost periodic functions was started by Danish mathematician Bohr (see [3, 4, 5] ) who in the years 1924-1926 published series of very extensive and careful lectures in which, basing on so-called relatively dense sets, he introduced, in particular, the precise notion of a continuous uniformly almost periodic function. Therefore uniformly almost periodic (briefly: u.a.p.) functions are commonly called Bohr almost periodic (briefly: B-a.p.) functions. Let us add that Bohr based his investigation on earlier considerations of Bohl and Escalangon. Almost periodic functions present natural generalization of periodic functions from the point of view of some algebraic properties as well as from a totally different point of view in the theory of function spaces.
There are many generalizations of B-a.p. functions. Among these generalizations a particular role seem to play almost automorphic functions (see e.g. [7, 8, 14] and many other papers on that topic). Another very important classes of almost periodic functions were introduced by Stepanov [17] in 1926, when he was dealing with locally integrable functions in view of some integrable metrics. Now, in the literature such functions are called Stepanov almost periodic (briefly: S p -a.p.) functions. Let us add that for functions of such type, as in the case of u.a.p. functions, there exists the mean value and a theorem on approximations by trigonometric polynomials holds, too.
Let us also add, roughly speaking, that a bridge between almost automorphic and S p -a.p. functions create Stepanov-like almost automorphic functions which have been investigated recently in many papers (see e.g. [10, 15] and others).
Stepanov also introduced the notion of almost periodic function in view of the Lebesgue measure (briefly: µ-a.p. function). He then had not called them almost periodic functions in view of the Lebesgue measure but measurably almost periodic functions. In the case of µ-a.p. functions one considers measurable functions which in contradiction to S p -a.p. functions do not have to be locally integrable. Hence the mean value of such functions does not have to exist, however, for such functions a theorem on approximation by generalized trigonometric polynomials holds. Let us indicate that a collection of interesting results on µ-a.p. functions one can find for example in the papers [18, 19] . Moreover, let us emphasize that µ-a.p. functions possess much more complex nature than S p -a.p. functions and therefore, according to our best knowledge, their applications in the theory of evolution equations have not been examined so far.
Non-continuous almost periodic functions in particular have applications in biomathematics, electrical nets and in analysis of neuron nets (see e.g. [12] ).
The main goal of this article is to examine µ-a.p. functions with particular emphasis on their behavior under convolution (one of our motivation here is the paper [7] ). Our considerations are illustrated by collection of nontrivial examples. These considerations allowed us to prove the main result concerning µ-a.p. solutions to a non-homogeneous linear equation with a µ-a.p. non-homogeneous term. Let us emphasize that the situation under consideration differs from the case when one considers either u.a.p. functions or almost automorphic functions. Moreover, we have examined asymptotic behavior of the classical µ-a.p. function, defined by the formula x → 1 2 + cos x + cos (x √ 2) for x ∈ R.
To achieve our goal we have used the theory of continued fractions which is described in many monographs on number theory (see e.g. [13] ). Moreover, we provide a general rule of calculation of limits of a certain type. For completeness, in the next section we collect basic definitions and results which will be used in the sequel. Because that section is quite long (we had to focus in it on µ-a.p. functions, S p -a.p. functions and we had to prove a few lemmas concerning continued fractions) we did not focus on B-a.p. functions. The reader could find many details concerning these classical almost periodic functions for example in [1, 9, 11, 16] and in many other monographs on this topic.
Preliminaries
At the beginning of this section we collect basic definitions and results concerning Stepanov almost periodic functions and almost periodic functions in view of the Lebesgue measure.
Let Σ be σ-algebra of subsets of R which are measurable in the Lebesgue sense, µ be the Lebesgue measure on Σ, and let X be the space of all Σ-measurable functions f : R → R. For f, g ∈ X we set f = g ⇐⇒ f (x) = g(x) for µ-a.e. x ∈ R. Let p ≥ 1. As usual, by L p (R) we will denote the set of all functions R → R measurable in the Lebesgue sense, pth power of absolute value of which is integrable in the Lebesgue sense over R. By L p loc (R) we will denote the set of all functions R → R measurable in the Lebesgue sense, pth power of absolute value of which is integrable in the Lebesgue Some remarks on almost periodic functions in view of the Lebesgue measure 811 sense over every bounded subset of
It is easily to check that D S p defines a metric on the set L p loc . For a function f : R → R by f τ for τ ∈ R we denote the function f τ : R → R, defined by the formula f τ (x) = f (x + τ ), for x ∈ R. Definition 1. [20, 1] A number τ ∈ R is said to be (S p , ε)-almost period (briefly:
, if for every ε > 0 there exists a relatively dense set of its (S p , ε)-almost periods.
For η > 0 and f, g ∈ X we define
Moreover, we denote D(η; f ):=D(η; f, 0). Now we recall the notion of (ε, η)-almost period of a function f ∈ X and the definition of an almost periodic function in view of the Lebesgue measure.
By E{ε, η; f } we will denote the set of all (ε, η)-a.p. of the function f , that is
Definition 4.
[18] A function f ∈ X is said to be almost periodic in view of the Lebesgue measure µ (briefly: µ-a.p.), if for arbitrary numbers ε, η > 0, the set E{ε, η; f } is relatively dense. By M we will denote the set of all µ-a.p. functions.
One can define almost periodic functions in view of the Lebesgue measure in the following equivalent way.
A function f ∈ X is said to be µ-a.p. or measurably almost periodic, if for any ε > 0, the set
A straightforward reasoning confirms that the above two definitions are equivalent. It is well-known that if f is a bounded µ-a.p. function, then f is S p -a.p. for every p ≥ 1. Moreover, every bounded and uniformly continuous µ-a.p. function is Bohr almost periodic (see [20] ). The following results provides nontrivial examples of µ-a.p. functions.
Theorem 1.
[18] Let F : Ω → C, where Ω = {x + iy ∈ C : − a < y < a}, a > 0, be a bounded holomorphic function. Assume that the function g : R → R given by the formula g(x) = F (x) for x ∈ R is Bohr almost periodic. Then the function f defined by the formula
We are going also to use Theorem 1 in Section 5 (Example 7). Now we are going to describe briefly the notion of the so-called D-convergence.
Definition 6.
[18] A sequence (f n ), where f n ∈ X for N ∈ N is said to be D-convergent to a function f ∈ X , if the following condition is satisfied
The function f is said to be D-limit of the sequence (f n ).
It can be proved that D-convergence is weaker that the convergence in view of the Lebesgue measure but it is stronger than the local convergence in view of the Lebesgue measure. Moreover, D-convergent is metrizable.
Using the above functional one can define the metric on X in a classical way. Moreover, one can prove (see [18] ) that a sequence (f n ), where f n ∈ X for n ∈ N, is D-convergent to a function f ∈ X if and only if (f n ) is convergent to f in view of the metric generated by that functional. The following result describes the important property of a D-limit.
In the next definition an important subclass of the space X is described. Definition 8. [20] Let (λ n ) be an arbitrary sequence of positive numbers, convergent to zero. Define
or equivalently X = {f ∈ X : D(1; λ n f ) → 0 as n → ∞}. One can check that the above class does not depend on a choice of the sequence (λ n ). In what follows we will apply the following
Now, we are going to collect basic definitions and facts concerning continued fractions which will be needed in the sequel. As usual, every infinite sequence of real numbers a 0 ; a 1 , a 2 , . . . will be called an infinite continued fraction, provided a j ≥ 1 (j = 1, 2, . . .). The numbers a 1 , a 2 , . . . are said to be quotients of the continued fraction, while the number r k = [a 0 ; a 1 , . . . , a k ] is said to be its kth convergent. If all the quotients are positive integers and a 0 is an integer, then such a continued fraction is said to be an arithmetic continued fraction. One can easily prove that the limit lim n→∞ [a 0 ; a 1 . . . , a n ] exists; it is said to be the value of the continued fraction a 0 ; a 1 , a 2 , . . . and it is denoted by [a 0 ; a 1 , a 2 , . . .]. For example, it is easy to check
. .]; we will use this equality in the next section. It is easy to establish the following Lemma 1. If a 0 ∈ R, a 1 , . . . , a n , a ′ n ≥ 1 and a ′ n > a n , then |[a 0 ; a 1 , . . . , a n−1 , a n ] − [a 0 ; a 1 , . . . , a n−1 , a
For better calculation of convergents of continued fractions we recall the definition of two sequences of polynomials (P n ) ∞ n=−1 and (Q n ) ∞ n=−1 which coefficients are nonnegative integers.
Definition 9. Set
and 
If the continued fraction
|bα − a| < |b ′ α − a ′ |.
Theorem 4. [13]
Let a 0 ; a 1 , a 2 , . . . be an arithmetic infinite continued fraction of irrational value α. Then every rational number, being the best rational approximation of α, is equal to some convergent of this fraction and, conversely, for k ≥ 1, kth convergent of this fraction is the best rational approximation of the number α. Now, we are going to establish a few simple lemmas. Definition 9 . Then: (i) there exists no index m ∈ N such that Q m and Q m+1 are even numbers; (ii) there exists no index m ∈ N such that P m and P m+1 are even numbers.
Lemma 3. Let be given an infinite arithmetic continued fraction
a 0 ; a 1 , a 2 , . . . .
Let us define two sequences
Proof. Suppose that Q m i Q m+1 are even numbers. Let s be the lowest index such that Q s and Q s+1 are even numbers. Obviously 1 ≤ s ≤ m. We have
and therefore
We know that Q s i Q s+1 are even, so Q s−1 is also an even number, which contradicts to the definition of s. The proof of (ii) is analogous. Then for every m ≥ M, a m is an odd number and P m is an even number, or Q m is an even number. It is known that for m ≥ −1, P m and Q m are coprime. Two cases may appear. First, suppose that P M is an even number. Then, by Lemma 3, P M +1 is an odd number. Moreover, Q M is an odd number, so Q M +1 is an even number. Because
and (2)
so P M +2 and Q M +2 are odd numbers, what gives a contradiction. Assume now that P M is an odd number. Then Q M is an even number, so Q M +1 is an odd number and P M +1 is an even number. In view of (1) and (2), we infer that
The following lemma is an elementary observation.
Lemma 5. Let x ∈ R. Then there exists at most one number n ∈ Z such that |x − 2n| < 1.
Lemma 6. If for some positive integers k, n it holds
where α ∈ R \ Q and
is mth convergent (m ≥ 1) of the number α, then p = n.
is mth convergent of the number α, we have
, and thus |α(2k
In view of Lemma 5, the number n is uniquely determined. Hence p = n.
Finally, for τ > 0 let us define the function f τ : R → R by the formula
where n ∈ Z satisfies the inequalities
Let us notice that in view of the Archimedes principle, there exists a unique integer n satisfying the inequalities (4), and therefore the function f τ is correctly defined.
The following lemma is also a very simple consequence of the Archimedes principle.
τ , for every x ∈ R.
3. Asymptotic behavior of the classical µ-a.p. function
In this section we are going to investigate asymptotic behavior of the classical µ-a.p. function given by the formula (5) f
More precisely, our goal is to prove the following
In the proof of Theorem 5 we will use the following convergence test.
Theorem 6. Let a ∈ R and let f, g : R → R be functions satisfying on the interval (a, +∞) the following conditions:
• all the points from the interval (a, +∞) at which g attains a local minimum can be arrange in a increasing sequence (a n ) n∈N divergent to +∞.
Proof. In view of 2 • and 3
• , on every interval [a n , a n+1 ], where n ∈ N, we have
Thus, by 1 • , we get
Because for n ≥ 2 we have
Now, since a n → +∞ as n → +∞, by (7) we get
In the proof of Theorem 5 we will also need the following Proposition 1. Let the function g : R → R be defined by the formula
16 ;
(ii) all the points from the interval (0, +∞), at which the function g attains a local minimum form an increasing sequence (a n ) n∈N , divergent to +∞; (iii) for the sequence defined at (ii), the following estimation holds: a n+1 −a n ≤ 2π.
Proof. Let us prove (i). We have
The last equation is satisfied for
Since we are interested in positive solutions to these equations, we may assume that solutions to the first equation form a sequence (x k ) k∈N , where x k = ( √ 2 − 1)2kπ, while solutions to the second equation form a sequence (y k ) k∈N , where y k = ( √ 2 + 1)(2kπ − π). We are going to prove the property (i) separately for each of these sequences.
In
view of Theorem 4 and Lemma 2 we know that if
Pm Qm is mth convergent of the number
Now we are going to estimate Q m for the continued fraction [0; 2, 2, . . .] of the number √ 2 − 1 from the above as well as from the below. We have
Using mathematical induction we will check that 2 m ≤ Q m , for m ≥ 1. For m = 1 we have
Suppose that the inequality under consideration holds for some index m ≥ 1. Then
In an analogous way we check that Q m ≤ 3 m , for m ≥ 1. For m = 1 we have
Now assume that the inequality under consideration holds for some index m ≥ 1.
Thus, by the inequality (8) we get the following estimation
for fixed m ≥ 1 and 1 ≤ q ≤ Q m . Since 2 m ≤ Q m , the inequality (9) even more so holds for 1 ≤ q ≤ 2 m ≤ Q m and p ∈ Z (m ≥ 1). Now we are going to estimate g(x k ). Let us notice that
because cosine is an even and 2π-periodic function and
By the earlier estimations, we infer that if
We claim that
Indeed, for k ∈ N we find m = m(k) such that the following condition is satisfied
Then the following inequality holds m < log 2 k + 2, and thus
and therefore z > k, and
Moreover, we have
Hence for z = x k , k ∈ N, the following estimation holds
Moreover, by Lemma 7, we know that 0 ≤ f 2π (z) ≤ π. Hence, because cosine is a decreasing function on the interval [0, π], so cos 1 8z
and thus 1 − cos 1 8z
Since the following inequality
holds for every x ∈ (0, 1], we get
Now, we are going to prove (i) in the case when z = y k for k ∈ N. Let us notice that
because the function ϕ, defined by the formula
is decreasing on the interval
, +∞ . The proof of (i) is complete. Now, we are going to prove (ii). By (i) we know that if z > 0 is a critical point of the function g, then either it is a term of the sequence (x n ) n∈N or a term of the sequence (y n ) n∈N . Now, we establish that all the critical points belonging to the interval (0, +∞) can be arranged in a increasing sequence (c n ) n∈N divergent to +∞. The sequence (x n ) n∈N is an arithmetic one with the common difference of 2π( √ 2 − 1), while the sequence (y n ) n∈N is an arithmetic one with the common difference of 2π( √ 2 + 1). Moreover, for any m, n ∈ N we have x n = y m and x 1 < y 1 . Hence between two consecutive terms of the sequence (x n ) n∈N there can be at most one term of the sequence (y n ) n∈N . Thus let (n k ) k∈N be a sequence of positive integers such that x n k < y k < x n k +1 , for every k ∈ N. The sequence (n k ) n∈N is strictly increasing, obviously. No, we are going to construct the sequence (c n ) n∈N . Let c n := x n for 1 ≤ n ≤ n 1 ; c n 1 +1 := y 1 ; c n := x n−1 for n 1 + 2 ≤ n ≤ n 2 + 1; c n 2 +2 := y 2 ; c n := x n−2 for n 2 + 3 ≤ n ≤ n 3 + 2; c n 3 +3 := y 3 and, in general,
Then (c n ) n∈N is an increasing sequence containing all the positive critical points of the function g.
The function g attains local extreme values at all the critical points, because
and
we have g ′′ (x n ) = 0 and g ′′ (y m ) = 0 for m, n ∈ N. Hence every two terms of the sequence (c n ) n∈N either are pairs of type (maximum, minimum) or pairs of type (minimum, maximum). Thus (c n ) n∈N is a sequence at terms of which the function g attains local maximum values and local minimum values, alternately. Hence there exists a subsequence (a n ) n∈N of the sequence (c n ) n∈N such that the function g attains local minimum values at all of its terms. Now, we prove the property (iii). If a n = x k for some indexes n, k ∈ N and in the interval [x k , x k+2 ] there is a term of the sequence (y m ) m∈N , then we have the following situation a n = x k < y m < x k+1 < x k+2 or a n = x k < x k+1 < y m < x k+2 , so the function g attains a local minimum value at the point x k+1 or y m , respectively, that is a n+1 = x k+1 or a n+1 = y m . Hence
or a n+1 − a n = y m − x k < x k+2 − x k = 4π( √ 2 − 1) < 2π, respectively. If a n = x k for some indexes n, k ∈ N and in the interval [x k , x k+2 ] there is no term of the sequence (y m ) m∈N , then we have the following situation a n = x k < x k+1 < x k+2 , so at the point x k+2 the function g attains a local minimum value, that is a n+1 = x k+2 , and thus a n+1 − a n = x k+2 − x k = 4π(
If however a n = y m for some indexes n, m ∈ N, then there exists an index k ∈ N such that x k < a n = y m < x k+1 < x k+2 . Moreover, in the interval [x k , x k+2 ] there could be at most one term of the sequence (y m ) m∈N . Hence the function g attains at the point x k+2 a local minimum value, that is a n+1 = x k+2 , so
Thus, in all the cases we have a n+1 − a n < 2π for n ∈ N.
Now, we are ready to provide
Proof of Theorem 5. Let us notice that for x ∈ (0, +∞) the following inequalities are satisfied (10) 0 ≤ e
We are going to prove that
Taking f (x) = e λx and g(x) = 1 + cos x + 2 → 1 as n → +∞, since a n+1 → +∞. Now, using Proposition 1 we get the equality (11) . In view of the inequality (10) the proof of Theorem 5 is complete.
The result we are going to establish now gives more information about the nature of the limit (6). The question is the following: what can we say about that limit if we replace in (6), e λx by an arbitrary function f , and √ 2 by an arbitrary real number? The answer gives the following Theorem 7. For every function f : R → R + , every a ∈ R and every ε > 0 ∃ α∈R ∃ xn→+∞ |a − α| < ε and lim n→∞ f (x n ) 2 + cos x n + cos (αx n ) = +∞.
Proof. Let us fix f : R → R + , a ∈ R and ε > 0. We may assume that a / ∈ Q, since the set R \ Q is dense in R. Now, we are going to construct a number α satisfying the above conditions. That number α will be a value of an infinite arithmetic continued fraction a 0 , a 1 , . . . . to be satisfied. Let us put a n = b n for 0 ≤ n ≤ s. Further, having m (m ≥ s) initial terms of the sequence (a n ), as a m+1 we take an arbitrary odd number satisfying the inequality
We can do that, because the values Q m , Q m−1 are defined, since we already know m initial terms of the representation of the number α. Then, by Lemma 1 we get
Let y k = π + 2kπ for k ∈ N. We have
The following estimation obviously holds on the interval (0, π] 2
Thus, because 0 < f 2π (αy k ) ≤ π, we get
Since beginning with the index s all the denominators a n are odd, by Lemma 4 in the sequence of the convergents (r m ) there are infinitely many fractions with odd numerators as well as odd denominators. Let (r m l ) be a subsequence of the sequence (r m ) such that Q m 1 > 1 and P m l , Q m l are odd numbers. Then for every l ∈ N there exists k l ∈ N such that
The condition (12) is satisfied because the sequence (
) actually is the sequence of all odd numbers greater than 1. Moreover, the sequences (m l ) and (k l ) are strictly increasing sequences of positive integers. We have
Hence, because P m l is odd and n l is uniquely determined, so, by the Lemma 6, 2n l − 1 = P m l . We have
and thus
Hence, we have
We put x l = y k l , for l ∈ N, what completes the proof.
Some comments on Stepanov almost periodic functions
It is well-known that if f is a bounded µ-a.p. function, then it is S p -a.p. function for every p ≥ 1. Below we establish a necessary and sufficient condition for a µ-a.p. function to be an S 1 -a.p.
Remark 1.
Let us notice that if f is a locally integrable function, then applying the absolute continuity of the integral, we get
In what follows we will be interested in the case when this property is satisfied uniformly in view of u ∈ R, that is when the following condition holds
The condition (13) implies the local integrability, because it is enough to notice that
where δ > 0 is chosen for ε = 1 and [
. Moreover, the above inequality implies that
Remark 2. Let us notice that any bounded function measurable in the Lebesgue sense, satisfies the condition (13), sincê
Applying absolute continuity of the Lebesgue integral we infer also that in the case of a measurable periodic function it means that the function under consideration is locally integrable or, equivalently, if T > 0 is a period of such a function f , then the condition (13) is equivalent to the inequality´T 0 |f (t)| dt < +∞.
Then the condition (13) is equivalent to the equality (14) lim
The following result can be found in the paper [17] . For convenience of the reader we are going to state it along with the proof.
if and only if
Proof. Suppose that (14) is satisfied and fix ε > 0. Then there exists δ > 0 such that ϕ(δ) ≤ . Choose τ ∈ E{δ,
Since f is µ-a.p., the set E{δ,
; f } is relatively dense what implies that f is S 1 -a.p. Now, assume that f is S 1 -a.p. and that the condition (13) is not satisfied. Then there exist ε > 0 and sets
, from the sequence (u n ) one can extract a subsequence (u n k ) such that f un k →f in the topology defined by the metric D S 1 , where f un (x) = f (x + u n ). Without loss of a generality let us assume that f un →f in that topology. Let us define
Then, we have
what completes the proof. Now, we are going to investigate the convolution of S 1 -a.p. functions with the function g λ : R → R (λ < 0) given by the formula
Let us notice that in such a case we have
Remark 3. Let us notice that for a locally integrable function the existence of the convolution (for every x ∈ R) of a locally integrable function f with the function g λ is equivalent to the condition
Moreover, by the above equality and the fact that f g λ is also locally integrable, it follows that the convolution under consideration is a continuous function.
The result we are going to prove now is a useful test which allows to check if the convolution of a given S 1 -a.p. with the function g λ exists, as well as if it is a µ-a.p. function.
Theorem 9.
If a function µ-a.p. f satisfies the condition (13) , then the convolution f * g λ exists for every x ∈ R and it is a uniformly almost periodic function.
Proof. First, we prove that the convolution f * g λ exists, so we check that
We have
because sup u∈R´u +1 u |f (t)| dt < +∞ and the series +∞ −n=0 e −λn is convergent. We are going to establish now that f * g λ is a uniformly almost periodic function. Fix ε > 0. Since f satisfies the condition (13), there exists δ > 0 such that
For u ∈ R let us define the following sets
Then for x ∈ R we have
It means that E{δ, η ′ ; f } ⊂ E{ε; f * g λ }. Obviously, if the convolution f * g λ exists, then it is a continuous function. Hence f * g λ is a uniformly almost periodic function.
The construction which we are going to present in the next example will be used in a few subsequent examples. In this example we will need the following simple 
Example 1. Let us define the sets
A n = 2 · 3 n Z − 3 n ; n ∈ N and the sequence of functions (f n ):
for n ∈ N. Every function f n is well defined, since for z = z ′ , the sets [z +
The function f is well defined, since for every interval [z, z + 1], z ∈ Z only finitely many functions f n are not equal zero on this interval. Indeed, let us fix z ∈ Z. Then there exists an index n 0 ∈ N such that
for z ∈ Z. Thus z, z + 1 / ∈ A n for n ≥ n 0 . Moreover, if for some n ∈ N, z ∈ A n , then there exists m ∈ N such that z ∈ A m \ A m+1 and if [u, u + 1] ∩ [z, z + 1] = ∅ for u ∈ R and z ∈ A n , then for x ∈ [u, u + 1] \ [z, z + 1] we have f (x) = 0. Now, we establish that the sequence of function (g k ), defined by the formulae
Fix ε, η > 0. Then for every z ∈ Z, the functions f and g k are equal on the interval [z +
Hence, we get
Hence, for sufficiently large k we have D(η; f, g k ) ≤ ε, what means that the sequence (g k ) is D-convergent to the function f . All the functions g k are measurable in the Lebesgue sense as well as 2 · 3 k -periodic. Hence g k is µ-a.p. for any k ∈ N and f is µ-a.p. as the limit of the D-convergent sequence of µ-a.p. functions. Now, we are going to prove that f satisfies the condition (13) . Fix ε > 0. Let us take arbitrary u ∈ R and A ⊂ [u,
In both casesˆA
Hence it is clear that the condition (13) holds and thus f * g λ is a uniformly almost periodic function.
Remark 4. Let us notice that the conclusion in Theorem 9 is stronger than in Bruno-Pankov's theorem proved in [6] (actually they proved that in this situation f * g λ is an S p -a.p. function). However, as the following example shows, the convolution of an S 1 -a.p. function with a function integrable in the Lebesgue sense, does not have to be uniformly almost periodic. Example 2. Let us reconsider the function f from the previous example. Moreover, let
Obviously g ∈ L 1 (R). The convolution of f and g is not uniformly almost periodic, because for z ∈ A n \ A n+1 we have
Hence this convolution is not a bounded function and thus it is not uniformly almost periodic. However, by the Bruno-Pankov theorem it is an S 1 -a.p. function.
Convolutions of µ-a.p. functions
At the beginning of this section we provide some comments concerning the convolution of a µ-a.p. function with a function belonging to the space L 1 (R). The first example will show that the convolution of a µ-a.p. function with a function integrable in the Lebesgue sense does not have to exists. 
so the convolution f * g does not exists.
Remark 5.
If f is a measurable in the Lebesgue sense period function and g ∈ L 1 (R), then f * g is periodic and therefore it is also a µ-a.p. function, if it exists. Indeed, if T > 0 is a period of the function f , then for almost all x ∈ R we have
Remark 6. Let us notice that a necessary condition for the existence of the convolution f * χ [0, 1] is local integrability of the function f . Indeed, if for some u ∈ R there wereˆu
In view of Beppo-Levy's theorem, we havê
Hence the convolution f * g λ exists for all x ∈ R. The condition (16) follows from (15) . Thus this convolution is not a µ-a.p. function.
In the next example we are going to investigate the convolution of the classical µ-a.p. function defined in (5) with the function g λ .
Example 6. Let f be the function defined in (5). We prove that f * g λ exists.
For that we establish that
for some a ∈ R. From the proof of Theorem 5 we know that
16 , for x ∈ [a n , a n+1 ], n ∈ N. Moreover, by Proposition 1 (iii) we know that a n+1 − a n < 2π. Thus a n+1 < x + 2π and consequently
Now, it is enough to notice that the integral , respectively, where f 1 (x) = |x − π| for x ∈ [0, 2π] and f 2 (x) = |x √ 2 − π| for x ∈ [0,
]. Then for every x ∈ R we have 1 + cos x ≤ f 1 (x) and 1 + cos x √ 2 ≤ f 2 (x). The function f 1 is equal to zero on the set {π + 2aπ : a ∈ Z}, while the function f 2 is equal to zero on the set { : a, b ∈ Z} is a dense group in R, therefore the set {2aπ + 2bπ
: a, b ∈ Z} is dense in R. Hence for every η > 0 there exist a, b ∈ Z such that 0 < 2aπ + 2bπ 1
Putting a ′ = −a, we have
Thus there exists a sequence (a n ) and a sequence of positive numbers (ε n ) such that ε n → 0 as n → +∞ (ε n ≤ π − 1), a n ∈ {π + 2aπ : a ∈ Z} and a n + ε n ∈ { 1 √ 2 (π + 2bπ) : b ∈ Z}. On the interval [a n + ε n , a n + ε n + 1] we have f 1 (x) = x − a n and f 2 (x) = x √ 2 − √ 2(a n + ε n ). Hencê an+εn+1 an+εn 1 f 1 (t) + f 2 (t) dt =ˆa n+εn+1 an+εn 1 t − a n + √ 2(t − a n − ε n ) dt
Therefore, becausê an+εn+1 an+εn 1 f 1 (t) + f 2 (t) dt ≤ˆa n+εn+1 an+εn 1 2 + cos t + cos (t √ 2) dt, so the function f satisfies the condition (16) . Thus the convolution f * g λ is not a µ-a.p. function.
It appears that slightly modifying the function from Example 6 one can get the opposite conclusion. Now, we are going to establish, that the function f satisfies the condition (13) . We have the following estimation 1 + cos x ≤ 2 + cos x + cos (x √ 2) for x ∈ R. , for x ∈ R such that 1 + cos x > 0, 0, for x ∈ R such that 1 + cos x = 0.
Then 1
Proof. The case (i) follows from Theorem 9. Actually, under the assumptions of this theorem, the function (18) is a uniformly almost periodic solution to the equation (17) .
The case (ii) follows from Example 6, while the case (iii) follows from Example 8.
Remark 8. Let us add in connection with item (i) of the above theorem that Stepanov-like almost automorphic solutions to more general equations than the equation (17) were investigated for example in the papers [10] and [15] .
