Behaviour of Stock Prices in India and its Implications for Financial Analysis - Abstract by Ashok, B.
BEHAVIOUR OF STOCK PRICES IN INDIA AND ITS 
IMPLICATIONS FOR FINANCIAL ANALYSIS 
(ABSTRACT) 
Thesis 
Submitted for the award of the Degree of 
By 
B. ASHOK 
Under the guidance of 
Dr.Javaid Akhtar Mr. Hanna Myer 
Reader, Department Of Business Administration Director 
Aligarh Muslim University Mermaid Center 
Aligarh - 202002 (INDIA) Bangalore - 560 001 (INDIA) 
(INTERNAL ADVISER) (EXTERNAL ADVISER) 
DEPARTMENT OF BUSINESS ADMINISTRATION 
FACULTY OF MANAGEMENT STUDIES & RESEARCH 
ALIGARH MUSLIM UNIVERSITY 
ALIGARH - 202002 (INDIA) 
2004 
/) INTRODUCTION AND SCOPE OF THE WORK 
Apart from being a vibrant symbol of capitalism, stock markets act as a medium 
for distribution of scarce economic resources. Amongst competing sources of 
investments stock markets offers the best opportunity to make superior returns. 
Ever since 1900 several research (inclusive of Doctoral Thesis) efforts were 
attempted to understand the behaviour of the stock markets. A proper 
understanding of the daily returns behaviour is of interest to punters, investors, 
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economic managers cum policy planners and to academicians. From an 
academic point of view, researchers from various disciplines as Mathematics, 
Economics, Statistics, Psychology and Management integrated their domain 
knowledge with the existing state of knowledge about the behaviour of daily 
returns from the stock markets and hence enriched our understanding about the 
behaviour of stock prices. In this Vi/ork the behavior of stock prices in the Indian 
stock Is studied from a managerial perspective. At the beginning of the work the 
issue was of - " what would reasonably constitute a representative sample of 
stocks for their prices to be studied". It was then reasoned that as the objective of 
the study was of broad stock market prices, proxies of the broad market measure 
- BSE-SENSEX and BSE-100 would serve the purpose. Both these indices are 
the only indices available for more than 12 years. BSE- SENSEX consists of 
basket of 30 stocks and BSE-100 consists of basket of 100 stocks. The intent to 
select both these indices instead of one was to check if price behaviour of basket 
of 30 stocks behaves differently from a basket of 100 stocks. The motivation for 
attempting this doctoral dissertation was when an attempt was made by the 
author to search for a detailed and comprehensive study of the Indian stock 
markets, the same was not available. Whatever work was available was in bits 
and pieces - either the study pertained to shorter periods or to some narrow 
aspects of market behavior. And there was a natural curiosity to find answers to 
such questions as: 
1) Are Indian stock markets efficient from the viewpoint of efficient market 
hypothesis? 
2) Are returns from the Indian markets predictable? If so - the model. 
3) Whether the well-known anomalies of efficient market hypothesis 
applicable to India also? 
4) Are Indian stock markets integrated with other stock markets? 
5) What specific economic factors (including forex rates) influence the stock 
prices? 
6) Are there any passive techniques to make superior and guaranteed 
minimum returns? 
In all the literatures perused, it was observed that all analysis was based on 
closing returns. It was reasoned by the author, that capturing entire spectrum 
of possible daily returns would better mimic the entire market process. Hence 
with this background the scope of the work was set as under: 
From the year 1991 onwards to find (or study): 
1) If the broad market conforms to efficient market hypothesis 
2) If well known anomalies (as Monday effect, January effect etc) as 
applicable to a return spectrum existed. (The return spectrum comprises 
of a spectrum bounded by Pessimistic returns (or minimum returns) and 
optimistic returns (maximum possible returns) 
3) About the nature of daily returns 
4) About the basic relationship of Indian stock exchanges with other 
exchanges. 
5) About the basic relationship between the stock prices and other economic 
variables. 
6) If the holding period of the assets results in changes in return 
The major reason for choosing year 1991 as a start period of study was for the 
fact that the indices data was not available for previous years. And it was further 
reasoned that 13 years was pretty long enough to make reasonable conclusions 
of the behaviour of stock prices. 
2) DATA AND RESEARCH METHODOLOGY 
The following data was extracted. 
1. BSE- SENSEX- DAILY PRICE DATA (1991 - OCTOBER-2003) 
2. BSE-100 - DAILY PRICE DATA (1991 - MARCH 2003) 
3. BSE-SENSEX - MONTHLY AND YEARLY PRICE DATA (JAN 
1991-OCT 2003) 
4. BSE-100-MONTHLY AND YEARLY PRICE DATA (JAN 1991-
MARCH 2003) 
5. MARKET CAPITILISATION - MONTHLY -JAN 1991 - OCT 2003 
6. Fll INVESTMENT DATA - MONTHLY - JAN-1995 - OCT 2003 
7. NEW ISSUES DATA- MONTHLY- JAN 91 - OCT 2003 
8. FOREX RATES OF DOLLAR. POUNDS. YEN, DEUTSCH 
MARK/EURO- MONTHLY - JAN91 - OCT 2003 
9. BANKING RELATED DATA AS TOTAL CREDIT. CASH IN HAND. 
M3. 
10. ECONOMY RELATED DATA AS CPI. FOREX RESERVES. 
FOREIGN TRADE BALANCE 
11.OTHER INTERNATIONAL STOCK EXCHANGE CLOSING 
PRICES - MONTHLY (DOW JONES. FTI. SINGAPORE. NIKKEI. 
ARGENTINA. BRAZIL) 
From these data, following methodology was adopted. 
A) STUDY OF MARKET BEHAVIOUR 
For the purpose of study of the broad market behaviour. BSE-SENSEX and BSE-
100 was chosen. 
From both BSE- SENSEX and BSE-100 daily data, (from 1991 onwards) 
determined the daily spectrum of returns as under: 
0.2% PR (or 0.2% Pessimistic Return) = ((0.998 L t - 1.002H H ) / H t-i) * 100 
PR (or Pessimistic Return) = ((Lt - H t-i) / H n) * 100 
0.2% OR (or 0.2% Optimistic Return) = ((0.998 H t -1.002L t-i) / Ui) * 100 
OR (or Optimistic Return) = ((H t - L t-i) / Ui) * 100 
CR (Closing Return) = ((C t - C t-i) /C t-i) * 100 
0.2% S-PR (or 0.2% S - Pessimistic Return) = ((0.998 L t-i -1.002 H t) / H t) * 100 
S-PR (or S- Pessimistic Return) = ((L M - H t) / H t) * 100 
0.2% S- OR (or 0.2% S- Optimistic Retum) = ((0.998 H t-i -1.002 L t) / L «* 100 
S- OR (or S- Optimistic Return) = ((L t-i - H t) / H t) * 100 
S-CR (or S-Closing Return) = ((Ct-i -CO/C 0*100 
H, L and C are respectively the High, Low and Closing prices and subscript (t) 
and (t-1) refers to the day t and day t-1. It can be seen that 0.2% Pessimistic 
Retum gives the minimum daily return after accounting for a transaction cost of 
0.2%. PR does not account for transaction cost. 0.2% OR gives the maximum 
daily return after accounting for a transaction cost of 0.2%. OR does not account 
for transaction cost. And S- 0.2% PR is similar to 0.2% PR - except that (instead 
of buy in day (t-1) and sell in day (t)), its first sell in day (t-1) and then buy in day 
(t). Similarly S-0.2% OR reflects daily optimistic return from a strategy of selling 
in the first day and buying in the second trading day. 
It is observed from above that both for (Buy -Sell) and (Sell -Buy) strategy, we 
have a spectrum of returns which is bounded at the minimum by the pessimistic 
return ar^ d bounded at the maximum by the optimistic returns. Such an approach 
is contrary to the procedures reported in the literature where in only the closing 
returns are accounted. This approach was chosen for the following reasons: 
1) In a practical situation it's not always possible to trade (i.e. buy or sell) 
during closing hours. 
2) Investors themselves may prefer to trade at other time. 
3) To observe the impact of transaction costs 
4) To get insight into the behavior of the return spectrum. 
5) To compare and contrast between (buy- sell) and (sell- Buy) strategies 
and judge if market has any preferences. 
To the above set of time series, intraday volatility (i.e. High - Low) was also 
included and their descriptive statistics and correlation apart from various 
kinds of plots were obtained. This Time series set was filtered in temns of 
weekdays (i.e. Monday, Tuesday, Wednesday, Thursday and Friday), Months 
(i.e. January to December), Week Numbers (1** to 5^ week) and years (i.e. 
1991 to 2003). This set of time series was further aggregated to various 
combinations of (Week day. Week Numbers, Months, Years). To all these the 
descriptive statistics (i.e. mean, median, standard deviation, kurtosis and 
skewness) were obtained. Further, the above time series was split into 8 
distinct sub series, which comprises of three each of bull and bear phases 
and two phases of sideway movements. This was further split to weekdays 
and week numbers. This was done so as to look for any similarities between 
the bulls and bear phases. 
To the above sets of time series, following tests were performed: 
1) Runs test for randomness 
2) Nomriality tests (Ryan, Kolgomorov and Anderson Dariing) 
3) Autocorrelation and Partial correlation function plots 
4) Engle-Arch tests for heteroskedasticity 
5) LBQ tests for autocorrelation 
6) Kruskal-Wallis test for independence of samples 
7) For paired observations - Friedman test 
8) Cross-Correlation (in select cases) 
9) Equality of Variance (in select cases) 
Further, a basic GARCH (1,1) was attempted for the above series with a view 
to check if the heteroskedasticity can be explained. To test for random walk, 
to these time series AR (1) model was fitted and its suitability checked. All the 
above time series were visualized by return spectrum, matrix plots and 
draftsman plots. To the monthly and yearly data of BSE- SENSEX and BSE-
100, pessimistic to optimistic returns (Inclusive of S- returns) as mentioned 
above was computed, their descriptive statistics detennined and each of 
these series were subjected to nomiality, runs, autocorrelation and partial 
autocorrelation tests. These time series were fitted with simple GARCH (1,1) 
and AR(1) models. 
B) STUDY OF RELATIONSHIP BETWEEN THE STOCK MARKETS AND 
ECONOMY 
With a view to have a basic understanding of the interrelationships between 
the Indian stock markets and economy, monthly data of closing prices of 
BSE- SENSEX and BSE-100 and corresponding data of Banks Aggregate 
Deposit, Bank Credit, Cash in Hand by the bank, M3, (Broad Money Supply), 
Forex rates of Dollar, Pound, DM/Euro, Foreign trade balance. Foreign 
Institutional Investors Investment (Nett), Market capitalization, (based on 
BSE- prices). Foreign exchange Reserve, Foreign trade balance was 
subjected to Cross correlation, scaterrograms and Multiple Regression 
analysis. To test if the rate of movement of these variables is similar or 
otherwise, the differenced time series of above was subjected to cross 
correlation, scatterograms and multiple regression analysis. 
C) STUDY OF INTERRELATIONSHIP BETWEEN VARIOUS STOCK 
MARKETS 
The monthly closing prices of various indices across various stock exchanges 
were subjected to cross correlations, scaterrograms and multiple regression 
analysis. Further in order to check if the rate of changes of indices is similar 
or othenwise, the first order differenced series was also subjected to cross 
correlations, scaterrograms and multiple regression analysis. 
D) STUDY OF THE EFFECTS OF HOLDING PERIOD (ON ROLLING 
BASIS) 
For both the BSE -100 and BSE-sensex data (from year 1991), new set of 
time series of 0.2% pessimistic Return (0.2PR), Pessimistic Return, (PR), 
0.2% Optimistic Return (0.2OR), Optimistic Return (OR), Closing Retum (CR) 
S-0.2PR, S-PR, S-0.2OR, S-OR and S-CR was generated as under. 
Concept: Buy in day t; sell in day t +h, ("h" is the holding day) or vice versa. 
This is done on a daily basis. For example - Daily 10 day holding period 
returns would be sequenced as Buy in day 1 and sell in day 11, buy in day 2 
and sell in day 12. And so on. Hence after a holding day h, we have 
continuous buy and sell 
The return series were computed as per - A given above, except for which 
day t and day t + 1 was replaced by day t and day t + h. Holding period was 
varied upto 200 days. 200 days was chosen for the reason that it was 
observed from closing index, that strong trends (bullish or bearish) do not last 
beyond this period. To this series all tests and procedures as in 3.2 A was 
performed. 
E) EFFECTS OF FIRST FEW BESTAVORST DAYS ON THE MEAN DAILY 
RETURNS 
The mean returns can get distorted on account of few days of phenomenal 
positive or negative returns. To the daily returns first few days (upto 600 days) of 
best (and worst) returns was removed and the mean/standard deviation of the 
time series computed and viewed in terms of mean return spectrum, probability 
of earning positive returns, ACF and PACF. 
3) RESULTS AND ANALYSIS 
The summarized results and the analysis of the same as per above-mentioned 
methodology are given as under 14 sub heads from A to N. 
A) DESCRIPTIVE STATISTICS: 
1) Although the variability amongst the mean of- opening, high, low and 
closing are within 2%, the variability amongst all the returns (which are 
derived from these data) are about or more than 100%. 
2) Similarly, the standard deviations of - opening, high, low and closing of 
indices are about 25% of the data value, whereas its over 100% for each 
of the returns. 
3) For either a day trader or a trader indulging in buying In day 1 and selling 
in the next trading day, the range of mean expected daily returns after 
taking into account a transaction cost of 0.2% is between -2.1% and 
1.49% for BSE-SENSEX and -1.94% to 1.29% for BSE-100. If the same 
trader indulges in short selling strategy (i.e. first sell and follow by a buy), 
the mean expected range of returns after taking into account a transaction 
cost of 2% is between - 2.22% to 1.39% for BSE-SENSEX and -2.02% -
to 1.21 % for BSE-100. 
4) A transaction cost of 0.2% makes a difference of about 0.4% in the 
returns, which is about 20% of maximum possible daily returns. 
5) As expected all the returns are leptokurtic (I.e. high kurtosis (over 3) which 
Is equivalent to having sharper peaks than the normal curve). The 
skewness ranges from moderately negative skewed to moderately positive 
skewed. 
B) Effects of weekday, week number, months, years, different phases holidays 
and Elections: 
When viewed as a mean dally return spectrum across weekdays, week 
number, months, years, different phases holidays and Elections (30 days pre 
and post election returns), following major points emerges. 
1) General: The closing returns (as studied by almost all authors) is more 
towards the higher end optimistic return 
2) Effects of Week Number: For BSE-100, ls» and 2™* week offers the best 
returns and 4"^  week offers the worst returns. For BSE-SENSEX, 1st and 
5^ week offers the best returns with little differences amongst 2"*', 3rd and 
A^ week. The S-returns are opposite of these 
3) Effects of Weekday: For BSE-100, Monday's offers the best return, 
Tuesday's - the worst and Wednesday, Thursday and Friday showing 
marginal differences. (If one goes only closing returns, the conclusion 
would be Tuesday, Thursday and Friday's return are the same.). For BSE-
SENSEX, Monday, Wednesday, Thursday and Friday returns are almost 
same and Tuesday's - the worst. (Better return means -higher optimistic 
and pessimistic return and worst returns means lowest optimistic and 
pessimistic returns). It must be noted that the definition of Monday returns 
in this work Is different from what Is generally published. Here Monday (or 
any week day) return refers to buying the previous trading day and selling 
on Monday (or as per the definition used in majority of the literature, this 
would mean Friday returns). 
4) Effects of Months: for BSE-100, February, January and December show 
best returns, October, September and July the worst returns. March 
followed by April shows maximum spread. For the SENSEX, February, 
January, December, July and August offers the best returns. March 
followed by April shows maximum spread. September and October offers 
the worst returns. The S-returns are opposite of these. 
5) Effects of the Year: For both BSE-SENSEX and BSE-100, for no two 
years the return spectrum is the same. It varies from year to year and 
there is no predictable pattern. 
6) Effects of different phases: Similar to above, no predictable pattern for 
bull/bear or sideway movement phases are discerned. And no two-
bull/bear phases are identical. 
7) Holiday Effects: For BSE-SENSEX, Monday returns compares with the 
returns on the second day after holiday. For BSE-100, there are no similar 
comparisons. (Here holiday return means the return of a day after a 
trading holiday. Thus if day t is an holiday, then holiday return refers to the 
return of the index purchased on day t-1 and sold on day t+1) 
8) Elections and Indices: The mean return spectrum for pre- 30 days and 
post 30 days of election (conducted in year 91, 96, 98,99) are vastly 
different. In 91 and 99, post election return spread has increased without 
change of closing returns. In 96, the reverse has happened without 
change of closing returns. In 98 pessimistic, optimistic and closing returns 
has increased (i.e. the return spectrum had shifted upwards). 
When viewed in terms of probability of earning positive returns following are the 
major observations: 
A) Generally the probability of earning positive returns from both BSE 
- SENSEX and 100 (after accounting for 0.2% transaction cost) is 
around 0.4. Or in other words, there if a far greater chance (60%) to 
lose money rather than make money by daily trading. The same is 
true for S-returns (i.e. sell the first day and buy in the second day). 
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B) Again, Tuesday happens to be a worst return day. And February 
the best month (for both the indices). 
C) Except for the year 1998 (where the probability of earning positive 
returns had gone up by 20%), no significant changes in daily 
returns are noticed around election time, (a decrease of about 4% 
in probability of earning positive returns post election in rest of the 
elections) 
D) It's not possible to attribute Tuesday's worst return due to post 
holiday effects. 
E) Bull Phases show above 40% probability of earning positive daily 
returns and bear phases show less than or equal to 40% probability 
of earning positive returns. 
A typical illustration of mean return spectrum and probability of earning positive 
returns are respectively shown in figures 1 and 2. 
BSE-100- EFFECTS OF WEEK NUMBERS ON DAILY 
MEAN RETURNS - (JAN 1991 - MAY-2003) 
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FIGURE-1 Illustration of Mean Retum Spectrum consisting of mean daily 
Pessimistic, optimistic and closing retums. 
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EFFECTS OF WEEK DAYS AND WEEK NUMBERS ON THE PROBABILITY OF 
GETTING DAILY POSITIVE RETURNS FROM BSE-SENSEX 
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FIGURE-2 Illustration of probability of earning positive return 
C) Check for persistence of some effects observed in B. 
The individual filtered time series of week number, month and year for both BSE-
SENSEX and BSE-100 was further filtered in temis of individual weekdays. (For 
e.g. 1st week time series was filtered in terms of 1** week- Monday, l^ t week-
Tuesday, — etc). Similarly the filtered time series of month and year was further 
filtered to week numbers. To these individual time series the descriptive statistics 
was computed.The following are the major findings: 
1) No trends are persistent. 
2) For majority of week number and month time series, Tuesday's return are 
the worst, but when it comes to year wise, the same does not hold. 
D) Characteristics of the indices returns: 
Both the BSE-SENSEX and BSE-100 returns (and volatility) were looked as 
return spectrum, matrix plots of most the variables were plotted, Levene's test for 
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equality of variance applied to some pair of variables and both ACF and PACF 
plotted for upto 90 lags. The following are the major observations from this study. 
1) Intraday volatility and all returns display volatility clustering. 
2) Majority of the daily returns fall within ± 4%. 
3) Majority of monthly returns fall within ± 20% and they also display volatility 
clustering 
4) From the matrix plots, the following observations are made: 
a) Moderate correlation is noticed amongst - h-l and c-l, Pessimistic 
return and optimistic return and of these with closing returns. 
b) Very strong negative correlation is noticed between optimistic 
return and S- pessimistic return, pessimistic return and S-optimistic 
return and closing return and s- closing return. 
c) No correlation is found between the corresponding returns of BSE-
SENSEX and BSE-100 (although both these indices are 
themselves strongly correlated). 
d) Moderate to strong correlation exists between the closing of 
different bull, bear and sideway movement phases. No correlation 
between the returns was observed. 
e) Strong correlation exists between Z^^ and 6'*' phase of Pessimistic 
Return of BSE-SENSEX -BSE-100 and corresponding 6'*' phase of 
closing returns. 
5) From the Levene's test of equality of variance, the following are observed. 
a) Opening, high, low and closing have similar variance. 
b) Pessimistic and Optimistic returns have similar variances 
c) All corresponding returns between BSE- SENSEX and BSE-100, 
except closing return, have similar variances. 
6) From the ACF and PACF plots, the following are observed: 
a) The ACF's of both the indices closing and volatility show persistent 
significant serial correlation even beyond 90 lags. 
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b) The ACF's of both the indices pessimistic and optimistic retums 
show significant to moderate serial correiation upto 4 lags. 
c) The ACF's of both the indices closing return show a mild first lag 
serial correlation, which immediately decays. 
d) The PACF's of both the indices closing show strong first lag 
correlation after which it decays. However in case of volatility there 
is persistence in the serial correlation. The same is the case for 
both pessimistic and optimistic return. 
e) In the case of closing return of both these indices, after a mild first 
lag correlation, the same decays. 
An illustration of the daily return spectrum is as under: 
DAILY OPTIMISTIC TO PESSIMISHC SENSEX RETURNS 
VtriabI* 
(wopr 
Iwoor 
- • cir 
^^ "^  ^^ ^^ ^^ ^'' ^^ ^^ ^ # ^ # 
Date 
Figure-3 Daily return spectrum wherein on a continuous basis the daily. 
Optimistic, pessimistic and closing returns are plotted. 
,si» 
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E) Characteristics of Tittered series returns. 
The filtered return series (in terms of weel< days, weel< numbers, montlis, years 
and phases were studied as a return spectrum and the salient observations of 
these return spectrum are: 
1) WEEKDAY: 
a) Monday's and Friday's have uniformly spread extreme values (i.e. 
those values above ± 5%). 
b) Tuesday's have most of the extreme values only towards 
pessimistic side and very few towards optimistic side. 
c) Wednesday's and Thursday's show clustering of extreme values. 
d) Both BSE-SENSEX and BSE-100 show identical pattern. 
2) MONTH 
a) January, February, July, August, October, November and 
December show uniform spread of extreme values. 
b) March, April, May, June and September show clustering of extreme 
values. 
c) Both BSE-SENSEX and BSE-100 show identical pattern. 
3) WEEK NUMBER 
a) Except for the third week all other weeks show uniform spread of 
extreme values. 
b) Both BSE-SENSEX and BSE-100 show identical pattern. 
4) EIGHT DIFFERENT PHASES: 
a) Phases 3 (bull), 6 (bull), 7 (bear), 8 (sideway movement) show 
excessive clustering of extreme values. 
b) Amongst the bull phases (1,3,6), Bear phases (2,4,7) and sideway 
movements (5 and 8) no similarities in pattern exists. 
c) Both BSE-SENSEX and BSE-100 show identical pattern. 
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5) YEARS 
a) Except 95,96 and 97, rest of the years show clustering of extreme 
values. 
b) Both BSE-SENSEX and BSE-100 show identical pattern. 
F) Cross Correlation Characteristics: 
The cross correlation amongst the closing, volatility and various returns of 
BSE- SENSEX, BSE-100 and the eight different phases of these indices were 
plotted for upto 60 lags. Following are the observations from these plots. 
1) Although the closing of SENSEX and BSE-100 and as well as closing of 
eight different phases of these indices show persistent correlation for both 
several lags and leads, the same is not shown by all the returns 
(maximum value of correlation Is 0.35). 
2) The corresponding variable pairs of both the SENSEX and BSE-100 show 
similar patterns. 
G) Non Parametric tests: 
Since none of the composite and filtered returns of BSE-SENSEX and BSE-
100 fitted normal distribution, conventional analysis of variance is ruled. 
Hence non-parametric tests as Kruskal wallis (to test independence of various 
returns), Friedman (to test independence of paired combinations of weekday, 
weeknumber, month, year and various phases of returns) and runs (to test 
randomness in various return (and volatility) series were perfomned. The 
salient observations from these test results are as follows: 
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1) KRUSKALL WALLIS TEST: 
a) WEEKDAYS 
i) Closing returns of both the indices are similar (meaning that we 
are unable to reject the null that closing returns from Monday's to 
Friday's are similar). 
ii) For both optimistic and pessimistic returns of both the indices, the 
Tuesday's return is independent of other days return. 
iii) For sensex, for both the optimistic and pessimistic returns -
Monday, Wednesday, Thursday and Friday behave similarly. In the 
case of BSE-100, Monday and Friday, Wednesday and Thursday 
behave similarly. 
b) MONTH EFFECTS: 
i) For both the Sensex and BSE-100 - except for March, rest of the 
month behave similarly in respect of Pessimistic return. 
ii) For optimistic return - January, February, November and December 
behaves similarly and rest of the months also behave similarly. 
iii) The closing returns of all the months behave similarly. 
c) WEEK NUMBER: 
i) For both pessimistic and optimistic return 1^' and 5^ week, and 2nd, 
3rd and 4"^  week behaves similarly. 
ii) Closing returns of all the weeks are similar. 
iii) Both optimistic and pessimistic returns varies across the weeks. 
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d) EIGHT DIFFERENT PHASES: 
a. Closing returns amongst the bull, bear and sideway movement 
phases are similar. 
b. Both the pessimistic and optimistic returns of 2'^, 3rd, 4*^  and 5*^  
phases are similar. 
2) FRIEDMAN'S TEST: 
i) Closing returns of paired combinations of (week number, 
weekday, month and year) are similar, 
ii) Optimistic and Pessimistic returns in respect of month -week 
number and year - week number are similar. For rest of the 
paired combination, it's different. 
3) RUNS TEST: 
i) None of the variables of the composite series except C-L of the 
Sensex show randomness. 
ii) Amongst the filtered time series, closing return of weekdays, 
some closing returns of the months, all the returns of the l^' 
phase, 5"^  week and year 1991, show randomness. 
H) TESTS FOR HETEROSKEDASTICITY AND GARCH MODELING: 
For various returns and volatilities of both composite and filtered series, serial 
correlation test (LBQ) test on squared retums (volatility) are performed. This 
apart, Engle - Arch test for heteroskedastlclty on each of these time series 
are performed. Finally the best-fit GARCH (1,1) model for each of these time 
series is checked for suitability. For a time series Yt. GARCH (1,1) can be 
represented as: 
1) Yt = C + 8t 
2) a t 2 = K + G a ( M ) 2 + A 8(t-i)2 
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(C, K and A are constant, e t is a gaussian random process -
that is following a normal distribution of mean 0 and standard 
deviation 1, a is standard deviation of Yt) 
Thus in this model, the mean is a white noise process which is equal to a 
constant "C" and a random number. And the current variance depends on the 
previous (or conditional) variance. As is well known, this model is consistent with 
efficient market hypothesis. The adequacy of this model is judged by performing 
Engle Arch Test on (RESIDUALS / a). If no heteroskedasticity is detected in 
(RESIDUALS / CT), the model is said to be adequate (as the heteroskedasticity in 
the initial time series is explained by the model). Following are the major 
conclusions from these tests. 
1) The following time series do not display heteroskedasticity. 
a) All returns and volatility of 5^ week - BSE-100 
b) Optimistic return of January, August and November of BSE-100 
c) Volatility of 1991. 95,97,99,2002 and 2003 of BSE-100. 
d) All returns of 1995, pessimistic return of 97 and 2002. 
e) Optimistic return of 1999 and closing return of 97,2002 and 2003. 
f) Volatility and all returns of 4^ phase of BSE-100, and optimistic return of 
6''' phase. 
g) All returns of Friday's of SENSEX 
h) 4'*' week optimistic return 
i) Volatility of 2^ phase and volatility and all returns of 4'" phase of BSE-
SENSEX. 
j) Optimistic and Pessimistic returns of January, all returns of February and 
November, optimistic returns of June and October and closing returns of 
October and December. 
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k) Optimistic return of 1993,1998,2002 and 2003. volatility and all returns of 
1995,volatility and pessimistic return of 96,97, volatility of93, 99 and 
closing return of 97,99,2003. 
2) Amongst the GARCH (1,1) model, the following are inadequate. 
a) Optimistic and closing returns of the composite BSE-100 
b) Tuesday Pessimistic Return. 
c) Volatility of S'*'week. 
d) Pessimistic Return of January 
e) Optimistic and pessimistic return of 1992 and pessimistic return of 1993. 
f) Optimistic and closing return of is» phase and pessimistic return of 6**^  
phase 
g) Pessimistic return of composite - Sensex 
h) Closing returns of 1991, volatility of 92 and Pessimistic return of 1999. 
i) Pessimistic and optimistic return of l^' phase. 
3) Considering that 358 individual time series were analyzed, its observed 
that oven/vhelming majority display heteroskedasticity which is well 
explained by GARCH (1,1) model. 
i)ARIMA MODELING: 
For both the composite and filtered return (and volatilities) AR (1) model was 
attempted. The model Is of the form: 
y t = A y M + C + E (A and C are constants and e is normally distributed 
residuals) 
i.e. y t linearly depends on y t-i. In this model, if the coefficient "A" tends 
towards zero, it would be a white noise process (I.e. returns are randomly and 
nonnally distributed around C). If the coefficient A tends towards 1, it would be a 
random walk process around C. (i.e. today's return would be equal to sum of 
yesterday's return and a random component). The intent of doing this was to 
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check if the composite or components of the indices follow autoregressive 
process (as most of their ACF plots shov/ed mild AR signature). The following 
table Indicates the time series components satisfying AR (1) process. 
SL.NO. 
1 
2 
3 
4 
5 
TIME SERIES 
CLASS 
WEEK DAY 
MONTH 
WEEK 
NUMBER 
YEAR 
8 DIFFERENT 
PHASES 
TIME SERIES-SENSEX 
TUCR. WCR. THCR, FROR 
JANPR. FE80R. 
FEBPR.APHL,APCR. MAYOR 
.JUNPR.JUNCR.AUGCR. 
SEPOR.SEPCR,OCOR.NOHL.NOPR, 
NOOR.NOCR. 
DECPR.DeCOR,DECCR 
1 PR, 1 CR.2CR.3PR.30R.3CR.4PR.40 
R.5PR.50R 
91 PR. 91 OR, 93 OR, 93 CR. 95 HL. 
95 PR, 95 OR, 95 CR.96CR,98CR, 
99HL, 990R, 99CR, 21 OR, 21 CR, 22 
OR, 22CR, 23CR 
1PR,1CR 
2HL.2CR 
3PR.30R 
4HL.4PR,40R.4CR 
5HL,5PR 
60R,6CR 
8PR,80R,8CR 
TIMESERIES-BSE-100 
TUCR, WCR. THCR 
JAN PR, JANCR,FEBOR. 
FEBPR. FEBCR. 
MARCR.APROR,APRCR, 
JUL PR. JULOR. 
JULCR,AUGOR,AUGCR, 
SEPOR.SEPCR,OCTCR, 
NOVPR,NOVOR,NOVCR, 
DECPR.OeCOR.DECCR 
1PR.1CR.3CR,4CR.5CR 
930R. 93CR. 95PR, 
950R, 
95CR.99PR,990R.99CR, 
20CR.21CR,22CR. 
1PR 
3PR.30R.3CR 
4HL.4PR.40R.4CR 
5PR 
60R,6CR. 7CR 
8HL.8CR 
(In the above table, last two characters, HL, PR.OR, and CR respectively denote 
intra-day volatility, 0.2% Pessimistic return, 0.2% optimistic return and closing 
retum. The first 1 to 3 characters / numbers are the abbreviation for week day, 
week number, year and different phases) 
It is seen from above that only for quite a few of these time series, the AR (1) 
model is satisfactory. Both BSE-SENvSEX and BSE-100, behaves differently in 
many Instances of week number, month and year. All the returns of both BSE-
SENSEX and BSE-100 of November, December 1993 and the 4^ phase fit this 
model well. It is also observed that as compared to the GARCH model, fewer 
numbers of variables fits AR (1) model. 
21 
J) EFFECTS OF FIRST FEW BEST CUM WORST RETURN DAYS ON INDICES MEAN 
RETURN: 
As the daily returns of both BSE-SENSEX and BSE-100 showed clustering of 
extreme values, there is a need to assess the impact of those days having 
extreme values on the mean of the indices return. From the composite return 
spectrum, successively days of best optimistic returns was removed upto 600 
trading days (or little over 20% of the total trading days) and the mean cum 
standard deviation re-computed. For assessing the impact of worst retum 
days, worst pessimistic returns (i.e. 0.2% Pessimistic return) were removed 
successively and the similar procedure was adopted. This apart the 
probability profile changes of the mean returns were studied. Following 
features are noticed from these figures. 
a) As more and more top best returns are removed, both BSE -
SENSEX and BSE-100 display a drastic fall in the mean and 
standard deviation of optimistic returns (upto nearly 100%). The 
decrease in closing and pessimistic returns is marginal. Similarly 
there is upto 30% fall in the S- Pessimistic return. 
b) The reverse happens in the case of removal of bottom worst 
returns, (i.e. a drastic increase in the mean and standard deviation 
of pessimistic returns and marginal increases in closing and 
optimistic returns) 
c) Removal of about 20% of top best returns results in the probability 
of getting positive returns going down from about 40% to about 
20%. (In the case of S-returns, the probability of getting positive 
returns increases by little over 10% to around 50%). 
d) Removal of about 20% of worst returns (i.e. from pessimistic return) 
results in about 18% increase in the probability of getting positive 
returns (and in case of S-returns 18% decrease in the probability of 
getting positive return). 
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K) EFFECTS OF HOLDING PERIOD ON INDICES RETURNS 
The simulated model studied for understanding the effects of holding period is as 
follows: 
Buy and hold the Indices for varying period's upto 200 trading days on a rolling 
basis and thereafter sell. Thus buying takes place on a daily basis and selling is 
as per the chosen holding period. After the sell is complete, the various returns 
are computed (i.e. 0.2% Pessimistic return, optimistic return. Closing and S-
Retums). 
The above returns are plotted as mean return spectrum and probability of 
eaming positive returns apart from computing their ACF and PACF. From these 
figures, the following observations are made. 
1) Changes in return series: As the holding period increases, the extreme 
values shrinks, then gradually disappears and finally gets transformed to a 
continuous line with a tendency to be above zero line. 
2) ACF and PACF: As the holding period increases, ACF displays more and 
more pronounced serial correlation and in case of PACF several 
significant correlation at various lags gradually disappear. 
3) Return Spectrum: As the holding period increases, the return spectrum 
shifts higher and higher and goes upto 10%. Moreover all the three returns 
- Optimistic, Pessimistic and closing returns converges to a very narrow 
band. And the. standard deviation of all the three returns merges and 
increases upto 40%. 
4) Probability of getting positive Returns: The probability of getting positive 
returns rapidly increases to 0.8 for 20 days holding and reaches 1 within 
100 days (i.e. guaranteed positive return). 
5) Although higher holding period decreases downward risks, and offers 
guaranteed positive returns, it is observed that on per trading day basis, 
the mean returns are about 0.08%. 
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L) LINKAGES BETWEEN THE ECONOMY AND STOCK MARKETS. 
The linkages between the monthly closing value of BSE-SENSEX and BSE-100 
and various economic indicators as M3, Trade Balance, Forex reserves, Banking 
data (as aggregate term deposits, cash in hand with banks, aggregate bank 
credit), CPI (consumer Price Index), Market related variables (New Issues value, 
FN (Foreign institutional Investment in Indian markets), Market Capitalization, 
Market turnover), Gold Prices and Forex related data (exchange rate of rupee 
with dollar, British pound, yen and Euro/Duetsch mark) are studied. The extent 
and strength of the linkages is studied by examining their cross-corelations. 
Draftsman plot, matrix plots and multiple linear regression analysis. 
The salient observations from these figures are: 
1) The economic variables showing strong and sustained correlation with 
lags are M3, FOREX (both in Rupees and Dollar), all studied Forex rates 
(Dollar, Yen, Pound, DM/Euro), CPI, Banking related variables (as 
Aggregate Term Deposits, credit. Cash in hand by banks) and Market 
related variables - Turnover and Market capitalization). 
2) Trade Balance and New issues exert strong negative and sustained 
correlation over several lags. 
3) Surprisingly the FN investments and rate of change of indices with all the 
economic variables show mild and no correlation. 
4) A look into the Draftsman plot and Matrix plots reveal that most of the 
economic variables show strong upward trends. 
M) LINKAGES BETWEEN THE INDIAN AND OTHER INTERNATIONAL STOCK MARKETS: 
Monthly closing values of various international indices ( HANSEN, FTS, DOW 
JONES, SINGAPORE and NIKKEI) along with BSE-100 and BSE-SENSEX were 
subjected to cross correlations and were visualized through matrix and 
Draftsman plots. Some major findings from these figures are: 
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1) Except NIKKEI other indices show strong and sustained correlation with 
the BSE- SENSEX and BSE-100 for entire period from 1991. 
2) Although the closing indices correlate well (as indicated above), their first 
difference (or the rate of change of these indices) shows no correlation. 
N) REGRESSION ANALYSIS: 
From a viewpoint of quantitatively ascertaining the relationships between various 
returns, volatility, economic variables and closing of various International indices 
and as well to check the presence of spurious relationships, multiple regression 
analysis amongst some combinations of variables was attempted. The major 
findings of these analyses are: 
1) Although the regression of SENSEX with economic, market related and 
international indices shows very high R 2, they suffer from very low value 
of Durbin Watson statistic. The same is the case with regression amongst 
various phases of SENSEX and BSE-100. 
2) The regression equation amongst SENSEX and composite economic, 
market and international indices appears O.K. (chart 2-(F)). Same is the 
case with all SENSEX returns (Chart 2-(l)). 
3) Multicollinearity is detected amongst some variables. 
4) DISCUSSIONS AND ANAL YSIS 
Discussions and analysis from above results (A to N) obtained by various tests 
and tools are attempted with reference to the questions Initially raised in the 
scope of the work. These are presented as under: 
1) Are Indian stock markets efficient from the viewpoint of efficient market Hypotiiesis? 
In this study, (the stocks of the) chosen indices of BSE-SENSEX and BSE-100, 
represents over 90% capitalization of the Indian stock market and hence are a 
proxy to a broad market measure. From a weak form Efficient market hypothesis 
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point of view, if we lool< into tlie predictable behaviour of stock returns, the 
following points emerge. 
a) Although the closing Indices of BSE-SENSEX and BSE-100 
correlate very well (correlation coefficient of over 0.8), their daily 
and monthly returns does not correlate. This can happen only if the 
daily index movements are independent of each other. Since the 
index represents a basket of securities, we can generalize that the 
individual stock prices movements are independent of each other. 
The same is the case with the indices and the economic indicators 
and other international indices wherein many of the indices and 
economic indicators correlate very well, but their first difference (i.e. 
the rate of change of indices or economic indicators) shows no 
correlation. It may also be noted that in this study only the raw 
returns (and not transfomned returns) were chosen. 
b) The behaviour of Pessimistic, Optimistic and closing returns are to 
an extent independent of each other. This is revealed when the few 
- top worst and bottom worst returns was removed and the 
probability of getting positive returns was examined. Although all 
the Pessimistic, optimistic and closing returns were following a 
broad trend (i.e. up or down), the rate of change was not. Further 
attempts to build regression equations between the indices and 
returns resulted in very low Durbin Watson statistic. This is further 
corroborated by the friedman test wherein all the returns across 
various combinations of weekday, week number, month and year 
are not similar. This can happen only if the intra-day movements of 
the indices are also independent of each other, even as they exhibit 
a broad trend. (Or co movement). 
c) A vast majority of the composite return series and their filtered 
components consisting of daily returns pertaining to particular 
weekday, week number, month and year does not pass the test of 
26 
randomness and exhibits mild autocorrelations upto few lags. This 
means that the return series displays non-random movements. 
Whether these mild correlations are due to casual or related 
association is difficult to conclude. 
d) Daily returns of first 250 days of different phases of Indices 
(corresponding to Bull, Bear and Sideway movements), shows no 
similarities amongst the bull, bear and sideway movement phases. 
In fact highest optimistic return occurs in a bear phase (phase -7). 
Even from the return spectrum, no commonality exists within the 
bull, bear and sideway movement phases. The Kruskal Wallis test 
has detected similarity within the bull, bear and bear phases of 
closing returns only (and not optimistic or pessimistic retums). This 
shows that day-to-day movement of indices (and hence most of the 
stocks) is not linked to the broad market trend (of being bullish, 
bearish or sideway movement). The only metric of comparison 
between these phases that works is the Probability of getting daily 
positive returns (wherein in bull phase, it goes up and in bear phase 
it comes down). This means that in a given set of possible returns, 
in bull phase, the number of occurrences of positive return is 
greater in bull phase than in the bear phase. 
e) The one anomaly noticed and detected by the Descriptive 
Statistics, return spectrum, mean return spectrum, Kruskal wallis 
test and plot of probability of getting positive returns is the relative 
low returns of Tuesday. (Here Tuesday return refers to buying on 
Monday and selling oh Tuesday, In most of the literature this is 
referred as Monday returns- returns being named after buying day 
instead of selling day). On the basis of closing returns alone, this 
anomaly is not observed (or detected by any of these tests). 
However this is not persisting across years, week numbers or 
months. This can be explained by the absence/ very few clustering 
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of extreme positive returns (which other return spectrum reveal). 
On verification whether the same could be due to post holiday 
effects, by comparing the returns of post holiday returns, no 
similarities were found. 
f) GARCH Effects: An overwhelming majority of the returns (and 
volatility) of both the composite and its filtered components fits 
GARCH (1,1) model very well. And GARCH model is consistent 
with weak form of efficient market hypothesis, wherein the mean 
return follows a white noise process and the current day's variance 
depends on the variances of prior day variance and as well its 
random error component. This is perhaps the strongest statistical 
proof that the vast majority of returns (and volatility) and their 
variances are not predictable. This is so because the random 
components in the GARCH model, by themselves are not 
predictable and their range extends as much as the mean and 
variance of the tested series. (For e.g. telling that tomorrows return 
would be 1 ± 3% has no predictive power.) 
g) AR (1) Model: As none of the composite returns (and volatility) and 
vast majority of the filtered components do not comply with AR (1) 
process, it indicates that most of the components of return series 
do not follow first order auto regression. 
h) Preference to Short Sellers or Long Buyers: As per efficient market 
hypothesis, the market should not show preference to either daily 
long buyers (i.e. buy in day 1 and sell the next day) or dally short 
sellers (i.e. sell in day 1 and buy in the next day). From an average 
point of view, mean daily returns from long buying are higher than 
short selling. So also the probability of getting positive returns from 
long buying is higher than daily short selling. But even when 1% of 
few best days of returns are removed, short selling becomes more 
attractive than daily long buying. And because of clustering of 
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extreme values, the representative character of central tendency of 
the data sets of the mean gets distorted. Hence, when looked from 
a total viewpoint, it appears that there is an equal balance between 
short selling and long buying 
From the abovs analysis, there is overwhelming evidence that both BSE-
SENSEX and BSE-100 display unpredictability in the daily returns. The anomaly 
of Tuesday's giving inferior returns and February giving superior returns is not 
persisting throughout the months and years. 
2) Are returns from the Indian markets predictable? If so - the model 
From daily returns point of view, as shown In 18.1, the predictability of both BSE-
SENSEX and BSE-100 is either poor or unpredictable. From the monthly and 
yearly time series chart the same can be concluded. The 95% confidence interval 
of mean returns can be predicted. But this confidence interval is beyond ±2% and 
has poor precision. 
3) Whether the well-known anomalies of efficient market hypothesis applicable to India 
also? 
Some of the anomalies documented in the literature are: 
a) January Effect: 
b) Low P/E effects 
c) Turn of the Month Effect 
d) The Monday Effect (or Tuesday effect as per notation followed here) 
e) Years ending in 5 
f) Value 
g) Low Price to book Value /sales/earnings etc. 
Of these anomalies, January, Monday, Turn of month and years ending in 5 can 
be investigated. The other anomalies are beyond the scope of the present work. 
The January effect, wherein stocks show abnormally superior returns in January 
in other countries does not happen in India. If one goes by average or the 
r^^^T^^Xt'*-
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probability of getting positive returns, February month is tiie best. Togetlier with 
February, other months as January, August and December also show superior 
returns. But when one looks across the years, the same is not persisting. Out of 
12 years studied, both February and November occurs as the best return years 
for 3 times only. For BSE- SENSEX, other best return years are May (twice), 
January, March April and June occurs once each. For BSE-100, January, March, 
April, May, July and December occurs as the best return month of the year once 
each. This data is of closing returns. Though not same, in both optimistic and 
pessimistic returns, the best and worst return months of each year are broad 
based. Hence, it can be concluded that no month offers a special and persistent 
advantage over other months. 
Turn Of Month Effect: Out of 5 weeks, the best weeks generally are first two 
weeks and 3"> and 4"^  - the worst. Again - as in months the same is not 
persistent. Across the months and years all 5 weeks figures in both best and 
worst week of the month (or year) in terms of all the three returns in both the 
BSE-SENSEX and BSE-100. Hence no week number offers a special advantage 
over others. 
Tuesday Effect: Both for BSE-SENSEX and BSE-100, Tuesday happens to be 
the worst return day of the week. As discussed earlier in 18.1, the same is not 
persisting across week numbers, montlis and years. One possible reason could 
be due to prior expectations of the investor crowd. 
Years ending with 5 Years: 1995 and 2000 are different from the view point of 
BSE-SENSEX and BSE-100 returns. There is no similarity in their mean return 
profiles 
4) Are Indian stock markets integrated witti other stock markets? 
Often the local business based magazines/newspapers talk of our stock 
exchanges being globally integrated from late 1990's. This work has shown that 
the Indian markets are integrated with global markets since the period of study -
i.e. 1991. Cross correlation, visual display of matrix plots and regression equation 
supports this assertion. Except for NIKKEI both the BSE-SENSEX and BSE-100 
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correlates well with other studied indices. However as already discussed the first 
difference or the returns from the indices does not correlate. This means that 
although the markets follow a broad trend, the individual daily movements are not 
comparable. 
5) What specific economic factors (including forex rates) influence the stocl( prices? 
Most of the economic indicators appear to forward influence the indices (i.e. 
BSE-SENSEX and BSE-100). Except for Trade Balance and New issues, other 
economic variables as M3, FOREX reserves, all FOREX rates and Banking 
related variables and stock exchange Turnover and market capitalization are 
positively correlated with the indices. It is seen that all those factors causing 
increased availability of mcney have positive influence on the indices. Issue of 
new issues has a tendency to suck the liquidity in the system and hence the 
sustained negative correlation of new issues with the indices can be explained. 
6) EFFECTS OF HOLDING PERIOD: 
In this work a novel way of rolling holding was explored. It was found that as the 
rolling period Increases, the mean guaranteed returns (or the pessimistic return) 
becomes positive. And within 20 days holding, the probability of making positive 
return doubles from 0.4 to O.S.And within 100 days, the same probability 
becomes 1 (or guaranteed positive return). The guaranteed return is about 0.05 
to 0.08% per trading day (or approximately 10 - 16% per annum -assuming that 
there are 200 trading days in a year). This study does not consider the holding 
cost. What's more important is that, as the return series shows more and more 
persistent serial correlation with the increase in the holding period, its possible to 
predict and time the sales so as to avoid loss. However if the holding cost 
exceeds 0.05% per trading day, this reasoning is negated. One reason for the 
persistent serial correlation with increasing holding period could be that the return 
series gets transformed from having random components to moving average 
process. The reason for earning superior probability of getting positive returns by 
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increasing the holding period could be due to the averaging of daily random 
returns (which by themselves vary within a mean of ± 5%). 
5) IMPLICATIONS FOR FINANCIAL ANALYSIS 
a) Since, it has been shown that daily return of the indices are at least 
un-predictable - if not random, there is no point in trading on 
indices on the basis of trading filters, informed reports or the like. 
b) The old adage - "Patience Pays" appears to work in the stock 
markets. One can minimize downward risks by Increasing the 
holding period. This minimizing of risk comes at the cost of 
decreased maximum returns. For e.g. Its shown that on daily 
trading one can earn upto 5% at a risk level of probability of making 
negative returns at 0.6.The same return drops down to about 
0.05% per trading day at risk level of probability of making zero 
negative returns. Thus, by using the "probability of eaming positive 
returns" concept introduced in this work and depending upon the 
risk appetite of the investor, Fund/Portfolio managers can construct 
appropriate risk - return profile. 
c) Index based funds or Systemic Investment Plans (SIP) on Index 
based (or broad based) funds appears to work towards reduction of 
downward risks and can be an Instrument of choice to risk averse 
investors. 
d) Tinkering with economic policies as increase of M3, increase of 
bank credit, CPI etc will have a positive push on the stock markets. 
e) FOREX markets and International stock markets are strongly linked 
with the Indian Stock Markets and an investor in stock markets 
should keep a close watch on these two markets. 
f) Policies aimed at Foreign Institutional Investors with an intent that 
they would pump in more money into the market should forthwith 
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be discontinued. This is so because it has been shown that Fll's 
have hardly any influence on the stock markets. 
6) CONCLUSIONS AND SCOPE FOR FURTHER WORK 
In this work both BSE- SENSEX and BSE-100 were thoroughly analyzed from 
various angles and several interesting results were obtained. These are 
summarized as under. 
1) The Indian stock markets are generally weak form efficient from the 
viewpoint of efficiency that returns are not predictable. (The period of 
study is from 1991 - 2003). 
2) A new concept and tool for investigating stock market trends as "mean 
return spectrum", "return spectrum" and "probability of earning positive 
returns" was fomnulated and vyas successful in aiding in the analysis of 
market behaviour. 
3) A new concept of viewing daily returns as a spectrum of all possible 
returns In a given day, which is bounded by "Optimistic return" and 
"Pessimistic Return" (after accounting for 0.2% transaction cost) Instead of 
just closing returns as widely reported in the literature was introduced. All 
three returns (i.e. Pessimistic Return, Optimistic Return and Closing 
Return) behave Independent of each other. 
4) Many aspects of market behaviour as for example anomalous behaviour 
of Tuesday's return, Objective comparisons between the time series, 
effects of elections, holiday's etc which are not captured by closing returns 
are captured by the return spectrum and other tools indicated in 2. 
5) Anomalies to the efficient market hypothesis as extensively documented in 
other markets are absent in the Indian Stock Markets. 
6) By using a combination of daily returns and holding period on a rolling 
basis one can construct a risk - return profile to suit various risk appetites. 
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7) Contrary to popular opinion (that Indian Markets are integrated with 
International markets only since late 90's), strong linkages with majority of 
International markets was observed throughout the period of study (i.e. 
from 1991 to 2003), 
8) Contrary to popular perception, Foreign Institutional Investors have little 
impact on the stock markets. 
SCOPE FOR FURTHER WORK 
Although the behaviour Indian stock markets (as seen through BSE-SENSEX 
and BSE-100) was thoroughly studied and analyzed, it's still felt that there are 
scope for more work and study. These areas are listed as under; 
1) One difficulty faced by this author and others is a lack of strong database 
of Indian stock markets. For some markets even over lOOyears of data 
are available. Hence there is a need to reconstruct the database and 
index them right from the inception of Mumbai Stock Exchange. 
2) A need is felt to define the concept of "efficiency" in the context of Efficient 
Market Hypothesis. When once there is clarity and precision on efficiency, 
we would be in a position to unambiguously compare the relative 
efficiency of various stock markets. 
3) A need is felt for the statisticians to come out with concepts of 
randomness (other than the Gaussian form). This is so as the randomness 
of the stock markets in general does not fit into the gaussian fomi of 
randomness. 
4) Higher order ARIMA models can be tried on the return series. 
5) Employment of spectral analysis technique to compare and contrast 
various return series can be tried. In this work visual examination and 
measurement of spectrum characteristics by scale was used. 
6) In this work only a basic relationship between the economy, international 
stock exchanges and the Indian Stock exchanges was explored. This can 
be taken to greater depth as for egg perfomiing co-integration analysis, 
examining cross autorsgressive models and the like. 
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PREFACE 
This work attempts to fulfill a long felt need to understand the behaviour of Indian Stock 
Markets, its relationship with other International Stock Markets and its relationship with 
major economic variables. So far the published work on the behaviour of Indian Stock 
markets pertains to shorter time periods and fewer aspects. A modest beginning has been 
made to study the stock prices in India by using BSE-SENSEX and BSE-100 as a proxy 
of broad market stock price. Both existing and innovatively designed tools have been 
used to achieve the goal of having a basic understanding of the broad stock prices in 
India, its basic relationship with other International Stock Markets and major economic 
variables. This work is divided into six chapters. 
Chapterl deals with introduction wherein the objectives, motivation, scope and 
limitations of this work are defined. 
In Chapter 2, cturently available and summarized literature review pertaining to the scope 
of work is made. 
In chapter 3, the sources from where the data was taken are given, the methodology of 
analysis described and symbols used in the work expanded. 
Chapters 4 and 5 present the results of various tests/analysis along with major 
observations. 
Chapter 6 analyses the results obtained in chapters 4 and 5, discusses the same and draws 
conclusions. 
In the use of various statistical tools, the focus is on meaningful interpretation of test 
results. A major challenge in this work was about presenting voluminous amount of 
results / analysis and at the same time make it concise. Hence, wherever possible brevity 
without losing many details has been employed. Several innovative concepts/tools as 
looking the returns instead of closing return alone, as a return spectrum boimded by 
pessimistic and optimistic return, mean return spectrum, probability of making positive 
returns etc have been devised and employed successfully. It's hoped that these 
concepts/tools would be of use to other researchers involved with the behaviour of 
financial markets. 
This work has proved wrong some commonly held belief that foreign institutional 
investor's investment has positive influence on market, during General elections to Indian 
Parliament - "Markets don't tank" etc. And at least for the 13-year period of study, it's 
proved that the daily returns on stock markets are unpredictable. This apart there is 
several interesting findings, which would be of interest to investors, scholars, and all 
those involved with stock markets. 
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EXECUTIVE SUMMARY 
Apart from punters, stock markets continue to attract the attention of 
academicians from diverse field. At present the daily combined turnover of 
Mumbai and National stock exchange exceeds Rupees 50,000 crores. In a free 
market economy. Stock markets are a medium for distribution of economic 
resources. Hence the state of stock markets in general and broad market 
behaviour in particular is of prime interest to the country's economic managers 
and planners. The present work aims to enhance our understanding and to have 
a consolidated and cogent database of the behaviour of stock prices in India. At 
the start of the work, answers to the following questions were sought. 
1) Are the stock markets in India predictable? 
2) Does efficient market hypothesis propounded by Fama holds good for India? 
3) Are there any linkages between the stock markets and various economic 
variables? 
4) Are there any linkages between Indian and International stock exchanges? 
5) Are there any passive methods to earn superior returns? 
To answer these, following work was done. 
From the year 1991 following data were collected. 
BSE- Sensex, 2) BSE-100, 3) Well known Indices of other leading stock mari<ets 
4) Fll investment data in Indian Markets 5) Leading Forex data 6) Major 
economic variables as Forex reserves, M3. Bank credit, Aggregate deposits etc. 
SUMMARY OF WORK CARRIED OUT 
1) From the BSE-SENSEX and BSE-100 Indices data, daily returns band (i.e. 
from pessimistic to optimistic) was computed. And transaction costs were also 
included. This is an innovative feature of the worl< as efforts are being made 
to look into the probabilistic spectrum of the retums rather than closing 
returns. This data was aggregated separately into such distinct groups as 
weekdays (i.e. Monday to Friday), week numbers (1-5«h week), months (Jan-
Dec), Years (1991-2003) and combinations of these. The idea was to test the 
existence of the weii-kndwn anomalies of efTicient market hypothesis as 
Monday effect, January effect etc. From these data, descriptive statistics 
(mean, standard deviation, kurtosis, skewness and range) were computed 
and visualized through graphs. Nonnality tests (Anderson, Ryan and 
Kolgomorov-Smimov tests) were perfomned. As non-nomiality was confinned, 
non-parametric tests as Friedman's, kruskal Wallis, Man-Witteny tests were 
perfonned. This apart the randomness of various daily returns and volatility 
were tested by runs test. To understand the relationship between the various 
retums and volatility - Cross con-elation. Matrix and Draftsman plots were 
employed. The serial dependence of these time series was checked by Auto 
correlation function (ACF) and Partial Auto correlation function (PACF) at 
several lags. The equality of variance of some pair of these variables was 
tested by Levsne's test. To further enhance our understanding of the daily 
retums, these were looked as a plot of mean retum spectrum (consisting of 
mean of maximum or optimistic, minimum or pessimistic and closing retums) 
and return spectrum (consisting of maximum or optimistic, minimum or 
pessimistic and closing returns). A new concept of probability of getting 
positive retums was developed and was successful in giving better insight 
into the behaviour of daily retums. The effects of Secular events as Holidays 
and Elections to Indian Pariiament on the behaviour of daily retums was 
studied by means of mean retum spectrum and the probability of getting 
positive retums. In view of volatility clustering, the mean of retums (and 
volatility) loses Its representative characteristics. To study these effects, 
gradually the top 20% of best and worst returns were removed and at each 
stage the resultant mean re-computed. 
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2) With a view to gain understanding if the daily returns of Buii, Bear and 
Sideway movement (i.e. those periods wherein the indices are range bound 
and shows no trend) are comparable or othenA/ise, the Indices and the dally 
retums time series was split into 8 parts consisting of bull (3 parts), bear (3 
parts) and side way movements (2-Parts). These series were graphically 
visualized through matrix plots, cross correlations (at various lags) and tests 
of independence amongst the phases apart from runs, nomnality and auto-
correlation tests. 
3) The interaction of the stock indices to various economic variables were 
assessed by means of cross-conrelation (for lags over 20) and graphical 
visualization by Matrix and Draftsman plots. 
4) In order to quantitatively assess the relationship between above-mentioned 
variables and have a preliminary check of spurious relationship, regression 
function amongst the variables was computed along with Durbin Watson 
Statistics and Variance Inflation Factor (VIF). 
5) All the composite and filtered returns (and volatility) were put to a basic AR 
(1) and QARCH (1,1) process and the model was later checked for adequacy. 
MAJOR INNOVATIONS AND NOVEL CONTRIBUTIONS TO THE 
UNDERSTANDING OF STOCK MARKET BEHAVIOUR. 
Some of the major innovations and novel contributions of this work are: 
1) Looking into the mari<et retums as a spectrum containing all possible 
retums, instead of basing it on closing retums only. This better represents 
the reality. 
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2) Devising and employing a distribution free concept of "probability of 
getting positive return". 
3) A novel approach of testing anomalies to Efficient Market Hypothesis by 
filtering (or slicing and dicing) the time series to various components and 
thereafter employing the tools mentioned in 1 and 2. 
4) Perfonning GARCH and ARIMA analysis on sliced and diced filtered 
series (as belonging to individual weekdays, week numbers, months and 
years). 
5) Understanding the relationships between various retums, linkages 
between economy and stock market indices and linkages between various 
intemational stock markets by means of cross conrelations over several 
lags, Matrix, Draftsman plots and multiple linear regression analysis. 
MAJOR FINDINGS/ CONCLUSIONS. 
The major conclusions of this work are: 
1) Indian Stock Markets are weak fomn efficient (from view point of EMH). 
2) As widely documented, unlike in some International Stock Mari<ets, 
anomalies to EMH do not persist in Indian markets. 
3) A vast majority of the filtered time series is compliant with GARCH (1,1) 
rnodel (which is a strongest statistical proof of weak form EMH). 
4) Intraday movements of the stock indices are independent of each other. 
5) By increasing the holding period one can reduce the risk and can even 
make a guaranteed positive return. Hence a suitable risk- return matrix 
can be constructed. 
6) Contrary to popular perceptions Fll's (Foreign Institutional Investors) 
Investments have little correlation to stock indices movements. 
7) Contrary to popular perception, instead of later half of 1990's, Indian 
martlets are integrated to the worid markets since 1991 (the start period of 
study). 
xui 
8) Amongst Ihe economic variables, those tliat increases iiquidity into the 
system as M3 (Broad IVIoney Supply), Bank Credit, CPI etc have positive 
influence on the indices. 
MAJOR IMPLICATIONS FOR FINANCIAL ANALYSIS 
The major implications for financial analysis from an investor, fund manager and 
Government views are: 
1) There is no point in trying to beat the market 
2) Index based funds complimented with systematic investments should be 
an investment of choice for risk averse investors. 
3) Policy initiatives aiming at appeasing the Ftl's should forthwith stop as Fll 
Investments hardly influences the market. 
4) Tinkering with economic variables as MS, Bank Credit etc will have 
positive influence on the markets. 
RESEARCH EFFORTS 
This work is a product of sustained research efforts consisting of: 
OVER 20GB OF LITERATURE SURVEY 
OVER 1000 HRS COMPUTING TIME 
OVER 25 GB OF DATA (OVER 20,000 ROWS OF DATA) 
OVER 500 TABLES (Of which 67 are presented In this work) 
OVER 500 CHARTS/PLOTS (Of which 384 are presented in this work) 
OVER 1000 STATISTICAL TESTS 
OVER 1000 PAGES OF WORK BOOK 
It Is hoped that apart from contributing to the knowledgebase of the behaviour of 
stock markets in India, this work would be of use to everyone involved with the 
Stock Markets and attract further research work into the behaviour of the Stock 
Markets. 
XIV 
CHAPTER-1 INTRODUCTION 
1.0) INTRODUCTION 
Stock markets, apart from being a symbol of capitalism, continue to attract both 
punters and academicians. Punters are attracted for the reason of having 
opportunity to make phenomenal returns. And to academicians, stock markets 
offers an opportunity to study investor behavior, stock prices behavior and find 
out that elusive model which is capable of predicting the future stock prices. It is 
well recognized that stock markets offers a far better opportunity of making 
superior returns as compared to other investments. It's also of interest to note 
that quite a few Nobel prizes in economics were awarded for contribution to the 
understanding of stock markets. In India, stock market existed from year 1875 
when the Bombay (now Mumbai) Stock exchange was established and since 
then a number of regional stock exchanges and National stock exchange was 
introduced. At present there are 22 stock exchanges and "Over the counter 
exchange of India (OTCEI) which allows for listing of small and medium sized 
companies. Keeping pace with the technological development, stock exchanges 
transformed themselves from bid and outcry system to a quieter screen based 
trading. 
Indian stock market has witnessed drastic changes during the past decade under 
the broad stock market liberalization measures. The screen based trading 
introduced has made the price discovery process more efficient. 
Dematerialization of shares and setting up clearing houses has virtually 
eliminated the risks involved in trading. Similarly rapid strides were made in 
settlement procedures, corporate governance standards, introduction of 
derivative products etc. These reforms have increased the participation of 
Foreign Institutional Investors (Flls) and other institutional investors in Indian 
stock market thus widening the investor base and increasing the turn over of the 
stock exchanges. The impact of all these reform measures reflects clearly on the 
continuous improvement found in barometers of stock market development such 
as the number of listed companies, market capitalization, turn over, liquidity etc. 
Table 1.1 reveals the development of Indian stock market since the 1990s. 
And in tune with development in the international capital markets, new derivative 
products (as futures, index futures, options and option future) were introduced. 
The indigenous badia system was dispensed with since 1998. Today India has 2 
major stock exchanges and a number of regional exchanges. However a bulk of 
the transactions takes place in NSE and BSE. Subject to certain regulations, both 
foreign institutional investors and foreign brokerage firms are allowed to take part 
in the stock exchanges. 
From 2"'' January 1986, the Stock Exchange, Mumbai, started compiling and 
publishing the BSE-SENSEX index number of equity prices. The Base period of 
BSE-SENSEX is 1978-79 and base value is 100 points. BSE SENSEX is a 
"Market Capitalization-Weighted" index of 30 stocks representing a sample of 
large, well established and financially sound companies. BSE-SENSEX is 
calculated using a "Market Capitalization-Weighted" methodology. As per this 
methodology, the level of index at any point of time reflects the total market value 
of 30 component stocks relative to a base period. 
A need was felt for a more broad-based index, which can also reflect the 
movement of stock prices on a national scale because the BSE Sensitive Index 
has only 30 scrip's. The Stock Exchange, Mumbai, started compilation and 
publication of an index series called "BSE National Index" since 3rd January 
1989. The equity shares of 100 companies from the "Specified" and the "Non-
Specified" list of the five major stock exchanges, viz. Mumbai, Calcutta, Delhi, 
Ahmedabad and Madras (now chennai) have been selected for the purpose of 
compiling the BSE National Index. The criteiia for selection had been market 
activity, due representation to various industry-groups and representation of 
trading activity on major stock exchanges. The BSE 100 National index used to 
take prices of certain scrip's from other exchanges or weighted average of some 
scrip's, which were popular on other exchanges in order to reflect market 
movements at the national level. However, changes in trading technology, longer 
trading period and almost instantaneous availability of information across the 
country have ensured that there is little or no difference in prices of the index 
scrip's. Therefore, the Exchange administration in October 14,1996 had decided 
to redesignate the BSE 100 National index as the 'BSE 100' index. 
The Indian stock market though one of the oldest in Asia being in operation since 
1875, remained largely outside the global integration process until the late 1980s. 
A number of developing countries in concert with the International Finance 
Corporation and the Worid Bank took steps in the 1980s to establish and 
revitalize their stock markets as an effective way of mobilizing and allocation of 
finance. In line with the global trend, refomn of the Indian stock maritet began with 
the establishment of Securities and Exchange Board of India in 1988. However 
the reform process gained momentum only in the aftemiath of the external 
payments crisis of 1991 followed by the securities scam of 1992. Among the 
significant measures of integration, portfolio investment by Flls allowed since 
September 1992, has been the turning point for the Indian stock maricet. As of 
now Flls are allowed to invest in all categories of securities traded in the primary 
and secondary segments and also in the derivatives segment. The ceiling on 
aggregate equity of Flls including NRIs (non-resident Indians) and OCBs 
(overseas corporate bodies) in a company engaged in activities other than 
agriculture and plantation has been enhanced in phases from 24 percent to 49 
per cent in February 2001. Following the comnnissioning of the NSE in June 
1994, National Securities Clearing Corporation in April 1996 and National 
Securities Depository in November 1996, a screen-based, anonymous, order-
driven online dematerialized trading has been the order of the day coupled W\\h 
improved risk management practices for clearing and settlement. Finally, the 
process of integration received a major impetus when the Indian corporate was 
allowed to go global with GDR / ADR issues. Starting with the maiden issue of 
Infosys in March 1999, ADR issues has emerged as the star attraction due to its 
higher global visibility. Till date, around 12 Indian companies have taken 
advantage of the US market and 76 companies have captured the global market. 
In March 2001, two-way fungibility for Indian GDR / ADRs was introduced 
whereby converted local shares could be reconverted into GDR/ADR subject to 
sectoral caps. Thus, the Indian stock market, which was in isolation until recently, 
turns out to have been sensitive to developments in the rest of the world by the 
end of the 1990s. Pursuit of a novel set of policy initiatives with FN portfolio 
investment and Indian ADR issues at its center-stage seems to have contributed 
significantly to the emerging stock market integration. Besides, India's cautious 
experiment with openness appears to have facilitated the steady pursuit of a 
policy milieu for stock market integration 
TABLE-1.1 
GROWTH OF BSE SINCE 1990 (IN TERMS OF LISTED COMPANIES, 
MARKET CAPITILISATION AND Fll INVESTMENTS) 
No of Iislcu 
corupanits 
capiulizatioil 
(Ri Billion) 
C"iiinulaii\c 
Net I I I flouh 
1990-91 
1991-92 
1992-93 
1993-94 
1994-95 
1995-96 
1996-97 
1997-98 
1998-99 
1999-00 
2000-01 
2001-02 
6229 
6480 
6925 
7811 
9077 
9100 
9890 
9833 
9877 
9871 
9954 
9644 
110Z79 
3541.06 
228730 
4000.77 
4733.49 
5722.57 
4883J2 
5898.16 
5740.64 
11926.30 
7688.63 
7492.48 
19.39 
54:21 
30.57 
46..S6 
46.73 
48.16 
35.69 
38.74 
32.64 
60:94 
-
-
-
-
-
50.9 
34.4 
39.7 
132.3 
154.1 
178.3 
173.3 
.374.7 
119.6 
-
-
-
-
47.% 
117J8 
203.13 
262.70 
246.86 
348.08 
447.42 
534.97 
1.1) OBJECTIVES FOR THE PRESENT WORK 
When an attempt was made by the author to search for a detailed and 
comprehensive study of the Indian stock markets, the same was not available. 
Whatever work was available was in bits and pieces - either the study pertained 
to shorter periods or to some narrow aspects of market behavior. And there was 
a natural curiosity to find answers to such questions as: 
1) Are Indian stock markets efficient from the viewpoint of efficient market 
hypothesis? 
2) Are returns from the Indian markets predictable? If so - the model. 
3) Whether the well-known anomalies of efficient market hypothesis 
applicable to India also? 
4) Are Indian stock markets integrated with other stock markets? 
5) What specific economic factors (including forex rates) influence the stock 
prices? 
6) Are there any passive techniques to make superior and guaranteed 
minimum returns? 
A desire to find answers to these questions resulted in this dissertation. In all the 
literatures perused, it was observed that all analysis was based on closing 
returns. It was reasoned by the author, that capturing entire spectrum of possible 
daily returns would better mimic the entire market process. 
1.2) SCOPE OF THE PRESENT W O R K 
Based on the above objectives, a detailed literature survey pertaining to the 
international stock markets was made on the testing of efficient market 
hypothesis, linkages between stock markets, linkages between economy and 
stock markets and as well the basic nature of daily returns. For the purpose of 
present study, a proxy of broad market measure BSE- SENSEX and BSE-100 
was used. The same was used as no other proxies of broad market measures 
have a longer duration of existence. The start year of study was chosen as 1991, 
as no reliable data for years preceding 1990 exists. The scope of the present 
work is as under: 
From the year 1991 onwards to find (or study): 
1) If the broad market conforms to efficient market hypothesis 
2) If well known anomalies (as Monday effect, January effect etc) as 
applicable to a return spectrum existed. (The return spectrum comprises 
of a spectrum bounded by Pessimistic returns (or minimum returns) and 
optimistic returns (maximum possible returns) 
3) About the nature of daily returns 
4) About the basic relationship of Indian stock exchanges with other 
exchanges. 
5) About the basic relationship between the stocl< prices and other economic 
variables. 
6) If the holding period of the assets results in changes in return 
1.3) LIMITATIONS OF THE PRESENT WORK 
In this work only about 13 years data pertaining to BSE-100 and BSE-SENSEX 
are taken. When considered that the Indian stock Exchanges were working for 
over 125 years, the results and analysis are representative of only the previous 
decade and it would not be possible to generalize the stock market behaviour for 
over its entire period of existence. Similarly, the analysis of the influence of the 
various economic indicators and of the linkages between Indian and International 
Stock Exchanges are for the period from 1991. In this analysis on a daily basis 
only High, Low and Closing prices are considered with an assumption that prices 
in the remaining part of the day are evenly distributed between the extremes of 
high and low. However no significant loss of generalization of the results are 
expected as averaging of large amounts of data is being done and intra-price 
distribution free concept of probabilistic returns which depends only upon the of 
possible returns and the desired returns are employed. In a strict sense ARIMA 
and Regression models can be employed for a perfectly stationary time series. A 
vast majority cf the return series showed mild autocorrelations and mild 
nonstationarity. Classical logarithm transfomiation techniques were not employed 
as they did not yield better result (i.e. to create a perfect stationary series). 
Inverse transformation worked well with all the return series, but it resulted in the 
loss of valuable short-term information as for instance of capturing volatility 
changes. In this case also no significant changes to the results / conclusions are 
foreseen Finally, the data taken from various stock exchanges and other 
sources, though validated with other sources is assumed to be error free. This 
appears to be a reasonable assumption as most of these sources of data as 
Stock exchanges have technological means to ensure data integrity and data 
validation. And as these are public information, there are ample scope for error 
detection and correction of data. 
CHAPTER-2 _ LITERATURE REVIEW 
2.0) LITERATURE REVIEW ON EFFICIENT MARKET HYPOTHESIS 
The economic reasoning behind marl<et efficiency is deceptively simple. If an 
investor knows that an asset price will increase tomorrow, then he buys it today. 
If all investors try to buy the asset today, then in market equilibrium the price 
increases today to equal tomorrow's expected price. Market efficiency implies 
there are no expected (excess) returns, or (approximately) that price changes are 
unpredictable. 
Eugene Fama in a famous article formalized the notion of an efficient market 
and presented tests of efficiency (1). Burton Makiel (1992, Efficient Market 
Hypothesis, New Palgrave Dictionary of Money and Finance) expands on 
Fama.s definition: 
A capital market is said to be efficient if it fully and correctly reflects all relevant 
infonnation in determining security prices. Formally, the market is said to be 
efficient with respect to some information set, if security prices would be 
unaffected by revealing that information to all participants. Moreover, efficiency 
with respect to information set, implies that it is impossible to make economic 
profits by trading on the basis of [that information set]. 
The classic taxonomy of information sets distinguishes amongst: 
Weak-form Efficiency: The information set includes only the history of prices or 
returns. 
Semi strong-form Efficiency: The information set includes all publicly available 
infomiation. 
Strong-form Efficiency: The information set includes all (public and private) 
information. 
Of what use is the so-called " market efficiency " concept ? Viewed simply and 
schematically, this concept expresses the fact that the quoted market prices 
faithfully reflect the underlying economic reality, and so enable the investors or 
asset managers to make a reliable decision (buy or sell), meaning with full 
knowledge of the relevant facts necessary for this decision. If the relevant 
infomiation necessary for a transaction is correctly transmitted in the price, and 
considered as an exchange mechanism, the market is then called " efficient". As 
this efficiency concept involves modeling infonmation, the words " infomnational 
efficiency " are also used to describe market efficiency (as opposed to other 
fomfis of efficiency, like economic Pareto-efficiency for example). It is a concept, 
which is at the basis of modern financial theory, as it has been developed over 
fifty years. It is but an intellectual abstraction created a posteriori to account for 
the expanding use of a large number of professional practices and financial 
instruments, or is this empirical knowledge, are these consensual practices 
themselves, generated by a concept which precedes their development? In fact, 
since the development of financial theory, first with the growth of the asset 
management industry in the US, and more recently with derivative markets 
around the world, there has always existed an interaction between empirical 
knowledge and theoretical models. As noticed by Ross, the feature that truly 
distinguishes finance from much of the rest of economics is this constant 
Interplay between theory and empirical analysis . On the one hand, 
developments In world financial markets have encouraged the extension of 
financial theory, on the other hand, this theory has often been at the origin, either 
of the creation of new financial instruments, or new ways of thinking old topics, 
as for example portfolio management. For example, before the Sharpe - Lintner-
Black model became a standard part of MBA investment courses; market 
professionals had only a vague understanding of risk and diversification. In his 
1991 review of the academic literature, E. Fama emphasized: it is well to point 
out here that the efficient-markets literature is a premier case where academic 
research has affected real-world practice. These studies have changed the 
views and practices of market professionals. From this fertile interconnection 
between theory and practice were born the global financial markets of today. 
They are like risk transfer mechanisms on the scale of nations, in which the 
agents (retail or institutional) can sell their financial risk to others, who receive for 
this a premium (called, for this reason, a "risk premium") which is more or less 
remunerated according to the quantity of units of risk bought.(3,4,5,6,7,8,9,10) 
More recently, LeRoy states that at its most general level, the theory of efficient 
capital markets is just the theory of competitive equilibrium applied to the 
financial asset market . Another example emphasizes this relationship: in 
neoclassical equilibrium theory, efficiency refers to Pareto efficiency. The 
relation between the definitions of efficiency is not obvious, but it is not 
unreasonable to think of the efficient market definition of finance as being a 
requirement for a competitive economy to be Pareto efficient. But it is clear that 
this paradigm also refers to a probabilistic representation of the behavior of stock 
market prices: the concept of informational market efficiency is closely 
associated with a statistical-probabilistic view, which implements a toolkit 
borrowed from probability theory and physics. This is because the property of 
efficiency assumed for the market necessarily requires the complementary 
property of arbitrage. As Mandelbrot said, " Roughly speaking, a competitive 
market of securities, commodities or bonds may be considered efficient if every 
price already reflects all the relevant information that is available". The amval of 
new infomiation causes imperfection, but it is assumed that every sucti 
imperfection is promptly arbitraged away. It can be shown that if an arbitraged 
price is implemented, it must follow a martingale random process". The classical 
case mainly used by the practitioners is the Gaussian random walk. The so-
called and well-documented « anomalies » observed in the market's behavior is 
mainly departures from this probabilistic framework. In other words, f/ie market 
efficiency concept is inextricably linked to the random walk model. Understanding 
the precise characteristics of the link associating the informational efficiency 
concept itself, and the underlying probabilistic hypothesis, leads to a better 
approach to the problems facing the investment management industry. 
(10,11,12.13,14,15) 
In the 29th of March 1900, the French mathematician Louis Bachelier defended 
his doctoral dissertation in mathematics, on the subject of stock market 
fluctuations in the Paris stock exchange. This thesis, entitled "Theory of 
speculation ", can be considered as the beginning of modern finance, and the 
distant root of the concept of informational efficiency in its probability sense. In 
his doctoral thesis, Louis Bachelier writes -" The influences which determine 
fluctuations on the Exchange are innumerable; past, present, and even 
discounted future events are reflected in market price, but often show no 
apparent relation to price changes". The debate opened by Bachelier is framed in 
exactly these terms - Is the process which characterizes the successive price 
changes in the markets are without memory or not? Is there a memory in the 
market, which could be used to determine systematically winning strategies, and, 
in this case, where is the good infonnation to be found? Or, if all the information 
necessary for a successful trade is already contained in the quoted prices, then 
the only cause of new variations could be elements of infonnation, which are not 
predictable, and thus random. Bachelier's argument can be expressed in the 
following simple and intuitive manner: if the prices contain the predictable, later 
fluctuations are exclusively a matter of the unpredictable, that is, of chance. What 
is evident, with the introduction of this argument, is the importance given to the 
concept of information. And, in fact, it is from the study of information that the 
definitions of the efficiency concept will develop. (16) 
Despite Bachelier's very early interest in stochastic analysis of speculative 
Prices, it hardly attracted the attention of academicians until after the stock 
market debacle of 1929 . While such lack of attention was not absolute, it stands 
out very sharply in comparison with the extensive research on' commodity prices 
and on prices of those financial instruments, which came under the rubric of 
"money". This disinterest was compounded of many parts: the smaller role 
played by organized equity markets in industrial finance, a conviction that stock 
markets were the product of mass (irrational) psychology akin to gambling, and a 
shortage, among economists, of the mathematical and statistical skills necessary 
for effective research in this field. The tests began in the 1930's, and took two 
paths. The first consisted of verification of the absence of memory (and thus of 
predictability) of the market, that is the independence of successive price 
changes (in probability vocabulary, " independence of increments"). Basically, 
this is looking at the form of the past-present-future relationship, to be sure that it 
does not exist. The second path involves the risk of price change, the variability 
of the markets, and seeks to characterize statistically the form of returns 
dispersion, the empirical distributions observed, to verify whether they are 
actually Gaussian. In short, the tests carried out on Bachelier's model tend to 
demonstrate first of all that stock market variations are indeed the result of 
random variable; and also demonstrate that this randomness has a detemiined 
distributional structure. These two paths represent descriptive approaches to 
market behavior, and focus on the minimum required statistical properties, 
without bothering with causal economic explanations for the statistical 
mechanism, which is sought. Statistically, the question of the predictability of 
stock market returns is asked in the following way: if the price changes are the 
result of independent Gaussian random selections, then the measurement of the 
interdependence of the variations should cause a zero result to appear. Thus the 
choice of dependence tests, which were to be systematically undertaken in the 
markets. The results appeared to be conclusive, and the model was validated 
first by Cowles (1933), Working (1934), Cowles and Jones (1937), and then by 
Kendall (1953), who demonstrated the existence of some randomness in the 
successive price changes. 
It was to be confirmed and supported by the article published in 1959 by 
Osborne, who tested also the form of the limiting distribution. In relation to 
Bachelier's hypothesis, Osborne introduced a slight but important modification, 
by considering, not the absolute price changes themselves, but their logarithm. 
Relying on the known properties of particle movements in statistical mechanics, 
he demonstrates that this approach to the markets leads to direct inference of a 
Gaussian density in the first differences in the logarithms of quoted prices, and to 
consideration of stock market variations in the same way as Brownian motion for 
particles: It was shown that common stock prices can be regarded as an 
ensemble of decisions in statistical equilibrium, with properties quite analogous to 
an ensemble of particles in statistical mechanics. If Y is (the log-return), then the 
distribution function of Y is precisely the probability distribution for a particle in 
Brownian motion. Strictly speaking, Bachelier was ignorant of Brownian motion, 
and thus it was Osborne who in complementing Bachelier's model, thanks to 
developments in statistical mechanics, set forth the first hypothesis of Brownian 
motion in the logarithms of prices. Osborne's article is an important stage in the 
application of models to stock market variations. The publication of these results 
marked the beginning of an increase in interest of this subject. Statistical 
investigations continued, facilitated by the introduction of computing machinery. 
One after another, following Roberts (1959)'s suggestions, Larson (1960), 
Working (1960), Houthakker (1961), Alexander (1961), Cootner (1962), Moore 
(1962), Granger and Morgenstern (1963) bring strong support to the random 
walk thesis, and confirmed that successive price changes can be considered 
comparable in first approximation to a Brownian motion. It must be noted that at 
this time, temporal (non-interdependence of variations) and distributional 
perspectives (Gaussian density) were not dissociated. These two aspects, 
although different in their consequences on the analysis of the markets behavior, 
were intemningled at that time: one can speak of a "Gausso- Markovian viev/" of 
the markets, characterized by stock market fluctuations without brutal jumps 
(stock market crashes) or long-term correlations (persistence of rising and falling 
movements). (17,18,19,20,21,22,23,24,25,26.27,28,29) 
Fama had distinctly separated the definition of efficiency from the choice of the 
probability law, and in particular from its Gaussian restriction. This Gaussian 
restriction was however useful for defining a theoretical deviation of the real 
portfolio return from the market return. But he showed that, as the property of 
efficiency is not related to a particular law of probability, it would be formally 
possible to define other forms of informational efficiency, not reduced by 
quadratic Gaussian models. This would lead to reinterpretation of the results of 
the efficiency tests in that the lengthening of the time periods for return could 
lead to an acceptance of efficiency whereas one of Gauss' laws, concerning a 
short time period of return, signified its rejection. 
This theoretical question had important practical consequences : if the difference 
between the performance of an actively managed portfolio and performance of 
the market index is a random variable with zero expectation, but without 
variance, then situations could appear with significant over-performance of the 
portfolio in relation to the market index, through large rising or falling movements, 
big variations whose magnitude is incompatible with the existence of a constant 
finite marginal variance. The absence of variance, or an infinite variance, would 
not impede a revert of the portfolio return towards the market return, and so 
would not infringe upon the market efficiency over a long period, but it is the very 
concept of "long period " which would change, as the convergence would no 
longer occur at sufficient speed. In this case, an active management of the 
portfolio could again be theoretically justified. Conceptual alternatives thus had 
Important consequences on portfolio management styles, and on the very 
organization of management companies and investment process philosophy. 
Active management, as a way of managing portfolios, as opposed to index-linked 
management, can be split into two types of .approach: those so-called «c top 
down » investment processes which give more importance to the strategic asset 
allocations (stocks, bonds, currencies, etc.) and focus on particular sectors 
expected to outperform the market. The other type of approach, processes called 
"bottom up", concentrate on tactical changes and stock picking. When it is 
assumed that the initial structure of the portfolio, called " strategic allocation ", 
acquires a key role and that the ulterior changes of its composition, called " 
tactical asset allocations", will not have a durable impact on the final 
perfonnance, the underlying assumption implicitly conveyed, but unfortunately 
not well discerned, is that there is a sort of stationary increments stochastic 
process with finite variance governing the deviation between portfolio return and 
benchmark return, i.e. without time horizon considerations regarding the 
investor's risk profile. That is because the normal standard deviation of the gap 
between portfolio return and benchmark return allows any investor to hope for a 
prompt reversion to the benchmark return (cumulative sums of independently 
and identically distributed random variables). As one can find in a practical 
guidebook for professional managers, " patience reduces risk: the obvious [sic] 
conclusion is that the longer the time period, the less risky stocks and bonds 
become" To sum up, this assumption is strongly dependant on a specific law of 
large numbers. In practice, the processes called " bottom up" are not very much 
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used by investment managers, precisely because of this law of large numbers. 
However, with the non-Gaussian form of efficiency, non-negligible sources of 
performance could exist, resulting in tactical changes in the composition of the 
strategic portfolio. The organizational weight given to strategic and tactical stages 
of the composition of portfolios, through investment committees, was then 
directly dependent upon an intellectual engrained conception of market 
efficiency. The top down approach of investment process is closely related to the 
central limit theorem and the Gaussian law, using the Gaussian fomn of 
efficiency. Gaussian efficiency is the hallmark of the top down approach to the 
investment process. But, in cases where the price change process is abnomnal, 
and to paraphrase the citation, patience doesn't reduce risk: what does the 
central benchmark contribute to the final perfomiance of a managed portfolio? In 
his 1999 paper, Hirshleifer suggeist that in the context of non Gaussian efficiency, 
stock selection and tactics lead to considerable added value, possibly more than 
strategic asset allocation. This issue is addressed differently, but leads to the 
same conclusion, by some authors who analyze the infomnation-diffusion 
process, and develop models of asymmetrical information. In the two cases, the 
limiting form of the efficiency led to a limiting form of the investment processes. 
But, as a professional noticed," indexed products are difficult to differentiate; at 
the end of the day, they ail provide the same things. There is little differentiation 
other than, perhaps, the degree of skill with people service and market it". Hard 
conclusion, coming from the unchecked use of the Gaussian law. 
It is a fact that, among the investment managers, these two types of investment 
processes coexist. The coexistence of these two approaches illustrates the 
absence of consensus on the market efficiency vision, and the instinctive 
reticence of some investment managers with regard to the Gaussian hypothesis. 
Nomnality tests are at the core of this question. As attractive as the normality or 
Gaussian random walk model is, it is unfortunately not consistent with the 
properties of historical returns. As noticed in a recent article, " empirical 
investigation almost invariably finds that actual returns are too fat-tailed to be 
lognormal". Actually, the observation of a large number of so-called" anomalies" 
in testing the Gaussian form of market efficiency caused a huge debate on the 
choice of marginal probability distribution governing price changes, a debate 
which was almost as emotional as that which opposed the supporters of trends to 
those of random walk. This was the issue of the nonnonnality of empirical 
distributions of returns, also called" fat tails problem", and of the possible choice 
of nonnpmnal probability distributions to define the behavior of stock market price 
changes. From the beginning of market studies, Cootner, followed by others, had 
noted that the empirical distribution of returns, which were actually observed on 
the markets, deviated from the normal distribution. This departure from nonnality 
was produced by the presence of too many large price changes and a too-small 
number of average changes in comparison to the theoretical number predicted 
by Gaussian density: the empirical distributions contain too many probability 
masses in the tail area than the normal. This effect of ill fitting of the empirical 
shapes to the theoretical shapes, which exhibits bell shaped distribution more 
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peaked than the Gaussian shape, with thicker and longer tails, was called the 
leptokurtic phenomenon (from the Greek word « kurtosis », curvature). The too-
large leptokurtosis characterizing the empirical distributions of stock market 
returns represents a serious obstacle to Gaussian adjustments. Does this non-
nomiaiity signify rejection of random walk? For Cootner, the leptokurtic effect 
seen in stock market fluctuations implied the rejection of random walk, but It was 
a reduced form random walk, i.e. a Gaussian random walk. However for Fama it 
was possible to consider efTiciency without Gaussian restriction. It is clear that 
the question is related to the choice of the probability law. Then in 1962 BenoTt 
Mandelbrot proposed replacing Gauss' distribution with Paul Levy's stable 
distributions with infinite marginal variance. This involved abandoning an 
important hypothesis of financial models: the square-integrability of the ups and 
downs stochastic components causing stock market fluctuations. This meant that 
the shocks were not homogeneous or of the same nature, but, on the contrary, 
heterogeneous and strongly hierarchical. Some bits of infonnation could have 
very important effects on market fluctuations, while others could have none. The 
Importance of the effects could furthermore be disassociated from that of the 
causes: little events could be the cause of large variations. This hierarchical 
quality of the shocks corresponded to a hierarchy of singularities (rare events or 
tail events ): when violent jumps occurred in quoting, the market perfomnances 
were not distributed in a uniform and homogeneous way over the entirety of 
stock market days, but rather were found concentrated in a very small number of 
days. 
This highly concentrated market performance underscores a strongly structured 
organization of price changes, themselves highly hierarchical, in which the extent 
of the hierarchical quality is measured by a determining quantity for the form of 
market fluctuations: the characteristic exponent of L^vy laws, or tail index (or 
index of the irregularity of stock market moves). This Index quantified the non-
smooth character, fractured, called fractal, of the stock market charts, and the 
outcoming performance concentration and therefore risk. Mandelbrot had revived 
Pareto's law, well known in economics (i.e. very few people have many goods 
and many people have very few goods) by discovering a relationship between a 
Paretian static and a market dynamic. He showed that these concentration 
phenomena are observed whatever the frequency of market analysis: daily, 
weekly, monthly, etc. These concentrations weakened the relevance of the 
average calculations, by making them less significant for market behavior 
analysis. (For example, the yearly perfonnance of the CAC 40 index of the 
French stock market over 8 years is 9.41%. If the ten best days are removed 
from the some 2000 stock market days, this performance drops to 3.38) Using 
Levy's stable laws, the goal was to obtain a universality prospect able to describe 
the market fluctuations with a multiscale resolution approach, meaning without 
any characteristic time scale: a statistical invariance which was expressed 
exactly by the new fractal geometry. Later, Mandelbrot wrote. The stock market 
fluctuations are such that there is no hope of applying the simplest, and therefore 
the most tempting model to them, the model of fluctuation ruled by randomness, 
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that is Brownian motion, which postulates that successive price changes are 
independent Gaussian random variables. As a stock market prediction, which 
does not involve probability, is generally known to be impossible, it is necessary 
to modify Brownian motion. In other words, for Mandelbrot, if one wanted to save 
the random walk hypothesis, it was necessary to abandon Gaussian 
randomness, which did not stand for a good candidate in respect to probability 
distribution. So he introduced the concept of "Pareto's randomness ", and of 
"strongly erratic fluctuations", renamed" wild randomness". (In his 1997 book, a 
new concept for randomness which is opposed to" Gaussian randomness" and 
equivalent to " benign or Laplacian fluctuations " was introduced). This was the 
beginning of the controversy between Gaussian randomness and Paretian 
randomness. 
The disputes were fierce, exacerbated by issues raised by developments in 
portfolio and option theories. Although popular in the 1960's and early 1970's, the 
stable laws suffer from the absence of a closed form expression of their density, 
except for three members of the family. One reason is that, in 1963, the statistical 
techniques and the probability tools existing in Levy's world had become 
insufficient, unable to efficiently address financial problems. Hence, they fell out 
of favor, partly due to the difficulty of creating models, partly due to the 
impossibility of addressing the portfolio problem and option pricing issue in a 
financial framework based on the existence of a finite second moment of returns. 
In his 1965 paper, addressing the portfolid problem in a multistable universe, 
Fama concluded:" it is our hope that papers like this will arouse the interest of 
statisticians in exploring more fully the properties of these distributions". Actually, 
early studies of stock market returns attempted to capture the fat-tail 
phenomenon by adequately modeling the empirical distribution of returns, with a 
L^vy-stable distribution. But, without theoretical tools appropriate to financial 
problems, Mandelbrot's propositions were not followed; instead of stable laws, 
financial research has tended to capture the fat tailed empirical distributions by 
using distributions with finite higher moments (for example, the Student 
distribution), mixtures of distributions, or conditional approaches of the returns. 
But these attempts achieved parsimoniously their goal, and therefore, the 
leptokurtic quality of empirical distributions of stock martlet price changes was 
not really taken into account in the probability models used in the concept of 
infonnational efficiency. It is with the provisional closure of this controversy, 
which concluded with a status quo in favor of Gaussian quadratic models, and 
thus of Gaussian-efficiency, that the genesis period of the first informational 
efficiency ends. Last twenty-five years saw dramatic development in the 
financial markets, followed by the creation of more and more sophisticated 
instruments using all the available probability techniques derived from the field of 
diffusion processes in physics. During this period, the transaction volumes on the 
various market segments, cash futures, and fonwards, increased exponentially, 
as did the assets under management. Until the stock market crash of October 
1987, consolidated by developments in the investment management and 
derivatives industry, the concept of Gaussian efficiency of the mari<ets was not 
13 
questioned. In spite of a larger and larger number of measurement anomalies, 
which put into question the probability premises of efficiency, Bachelier's 
Intellectual "coup de force" held for almost ninety years. The professional 
practices in use on the markets conscientiously and simultaneously applied a 
financial theory whose fundamental hypotheses rendered useless any attempt at 
prediction, and a set of empirical rules, which were meant to detect trends in 
price movements. That the separation of the populations concerned partly 
explains this contradiction does not resolve the internal problem of the unification 
of financial theory itself, thrown into this paradox by Bachelier's hypothesis of 
random walk. It was the stock market crash of 1987, followed by the quakes of 
1989, which precipitated a vast intellectual movement to consider the 
fundamental hypotheses at work in market efficiency. The title of an article, which 
appeared in the economic press in 1988, illustrates this awareness: "The Efficient 
Market was a Good Idea — and then came the Crash ". The subtitle was 
eloquent:" It (the theory) launched a revolution, but the theory can't explain why 
investors panicked on October 19". In practice, numerous bankruptcies resulting 
from risk management and hedging techniques based on a Gaussian conception 
of stock market fluctuations caused a new surge in scientific research into 
finance, in order to better understand the nature of randomness at work in market 
fluctuations. This movement was reinforced by a growing preoccupation on the 
part of supervising authorities and international groups, which wished, after these 
accidents, to establish prudential rules of operation, by imposing minimum levels 
of solvency ratios on the financial institutions active on these markets, the so-
called « value-at-risk » approach. As these ratios calculate the capital equivalent 
con'esponding to confidence intervals on the probability densities of market 
returns, it became important to better quantify these risks. All these 
considerations lead to a questioning of the validity of the efficiency concept. It 
was henceforth acknowledged and now well recognized that the financial 
markets did not possess the basic statistical behavior assumed by Gaussian 
density. For example, among many others, this emblematical excerpt of the 
recent article quoted above. Many subsequent derivatives models have 
generalized the returns process but continue to assume that the stochastic 
component remains locally Gaussian. 
However, empirical investigation almost invariably finds that actual retums are 
too fat-tailed to be lognormal. There are more realizations in the extreme tails 
(and the extreme values themselves are more extreme) than a lognomial 
distribution allows for. In other words, the standard valuation models are based 
on assumptions about the retums process that are r)ot empirically supported for 
actual finar)cial markets . Also, if any efficiency existed, it is not Gaussian 
efficiency. It is still too early today to detemnine by which route financial theory 
will rethink the efficiency concept because several competitive currents of 
thought coexist. However, one can conjecture that this paradigm crisis will 
probably lead to better unify the theory, in the sense of a reconciliation between 
probability models and professional practices of technical analysts. Whatever the 
approaches chosen, all present research is attempting to take into account non-
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Gaussian fluctuations and plienomena of long memory of movements. And 
parallel to this minimal descriptive approach, the researches on the behavior of 
agents ( behavioral finance ) are seeking to account for these phenomena, by 
extending the classic rationality to include the self-fulfilling expectations of 
agents. More generally, the literature on cognitive psychology provides a 
promising avenue to explain the so-called "anomalies " of the Gaussian 
efficiency. This means leaving the domain of Gaussian efficiency with its rational 
expectations and exogenously caused fluctuations behind, to enter a world of 
endogenously caused fluctuations, corresponding to behavior whose group 
dimension appears through models of herding. All this is part of a new vision of 
the markets, in which non-linear phenomena (crises, crashes, abrupt reversal of 
trends, etc.) are henceforth thought of not as exceptions, as accidents in relation 
to the so-called " normal" behavior of the market, but rather as elements, which 
are themselves components of the markets. From the moment that financial 
theory includes theoretical herding behavior and making it a potential source of 
non-Gaussian fiuctuations, it acknowledges the hypotheses on which the 
technical analysts have been working for more than a century. It is not an 
accident if Mandelbrot's fractal geometry corresponds exactly to Elliott's intuition 
on the entanglement of stock market waves, and if the new sophisticated 
techniques of wavelets are now partly used to detect trends in the markets: 
fractal geometry allows technical analysis to pass from Elliott's waves to 
wavelets, i.e. from alchemy to chemistry. Unlike chartist analysis, for which 
fractals remain a qualitative intuition which has not been scientifically 
implemented, the contributions of recent models are leading to quantitative 
validation of this intuition, by means of an adapted scientific treatment: it is in this 
sense that these new methods cause technical analysis to pass, as it were, from 
alchemy to chemistry. Ninety years after Bachelier, most powerful probability 
tools will lead perhaps to reconciliation between technical analysts and 
academics. More generally, the relaxation of the strong restrictions on return 
distributions required for the Gaussian random walk model could reconcile the 
practitioners with the academics. This reconciliation will probably lead to the 
creation of new negotiable financial instruments, as the history of modern 
financial markets has shown that each risk quantification is always accompanied 
by the purchase and the sale of units of this risk. If this happens, then once again 
an innovation in the markets will have originated in a development of probability 
theory. (6,30,31.32,33,34,35,36) 
The volatility of stock prices is a well-known phenomenon to all investors. Why is 
this volatility so pronounced? Can the Efficient Market Hypothesis account for 
such major market realignments as the stock market crash of October 1987? 
David Barrett assesses these questions and concludes that some 'herd-like 
instinct' seems to be undeniable and that self-fulfilling prophecies are not 
altogether figments of the imagination. These psychological factors can then live 
alongside standard economic influences in determining stock prices. Amongst 
the literature of most relevance to the whole volatility issue is Robert Shiner's 
'Market Volatility'. Shiller is a firm advocate of the popular model explanation of 
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stock market volatility. Popular models are a qualitative explanation of price 
fluctuations. In short, it proposes that investor reactions, due to psychological or 
sociological beliefs, exert a greater influence on the market than good economic 
sense arguments. In John DaltoiVs book 'How the Stock Market Works' he 
suggests that in theory the market is indeed efficient. However, it is undeniable, 
he claims, that there are in practice several inefficiencies, which are open to 
exploitation for profit. He cites two exanniples where this might be the case: Not all 
investors are equally well informed and so insider information can be used to 
one's benefit as long as no one else is in receipt of the information 
(36,37,38,39,40) 
2.1) REVIEW OF TESTING OF EMM 
The hypothesis of weak-form efficiency has been tested on many stock markets 
of the world. The literature is too large to survey in detail. Fama (1965) concluded 
that the DJIA was weak-form efficient by using the serial correlation and runs 
tests on 30 stocks of daily frequency for the period from 1957 to 1962. He 
rejected the hypothesis that the coefficients were equal to zero in 11 cases 
(36.36%) using the serial correlation test. By testing con-elated return patterns of 
individual shares for various data frequencies, Solnik (1973) investigated major 
European markets and found that they were efficient, but less so than the US 
market. Jennergren and Korsvold (1975) analyzed individual shares of small 
European markets using the serial correlation and runs tests on daily data and 
their findings were inconclusive. Errunza and Losq (1985) tested the behavior of 
monthly stock prices on 10 less-developed markets by employing the serial 
correlation test and found these markets to be inefficient. There have been a few 
studies on the efficiency of the stock markets in China. Wu (1996) used the serial 
correlation test on 8 and 12 individual shares for the period from June 1992 
through December 1993 for the Shanghai and Shenzhen markets respectively 
and argued that CSMs ( Chinese Stock Mari<ets)seem weak-form efficient. 
Mookerjee and Yu (1999) only tested two maricet indices (Shanghai and 
Shenzhen) using the serial correlation and runs tests, but concluded the markets 
were Inefficient. They concentrated their investigation of the maricet behavior on 
the period from December 1990 to May 1992 and from May 1992 to December 
1993. 
Fama (1965) pointed out that using market index data in a random walk test 
might lead to a false perception of price change dependence even when price 
changes of individual shares represented by the index are independent. This 
spurious dependence comes from the persistence effect on stocks of not trading 
coincidentally, i.e. a thin market. In light of his comment, and the fact that 
aggregation or cross correlation effects may also cloud results on indices, it could 
be strongly argued that the judgment about whether or not the CSMs are weak-
form efficient should be heavily influenced by the results on individual share data. 
In which case, we would have to conclude that the CSMs are efficient, and in fact 
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relatively more efficient than the markets of developed economies. In addition, 
Peirson et al (1995) argue that one should look to daily returns, because it is 
difficult to reject the random walk hypothesis for weekly and monthly data 
frequencies for various markets around the world. Firstly, market efficiency relies 
on infonriation being available to be used to predict future prices and earn 
abnomnal returns. The correlated return patterns in indices can be employed in 
prediction of stock price changes, particularly for institutional traders who control 
ample capital to organize portfolio trading. Secondly, the correlated return pattern 
of individual shares means that future prices are predictable. Even though the 
correlated return pattern of individual shares results from a "thin" market, the 
Ihin" market is also a characteristic of an inefficient market (Butler and Malaikah 
(1992)). Thirdly, the criterion of 36.36% set by Fama (1965) 35 years ago may 
not be reasonable today. In the modern market where information is 
communicated rapidly, presumably all markets have become more infomnatlon 
ally efficient, so perhaps benchmarks for (relative) efficiency should be lowered. 
(41,42,43,44,45,46.47.48,49.50) 
Miloslav VoSvrda and Jan Filacek, Marek Kapicka attempts to answer the 
question, to what extent can the Czech Capital Market (Prague Stock Exchange) 
be considered efficient and tries to explain its volatility. The weak-fomn efficiency 
market hypothesis is evaluated. Martingale and random walk models are starting 
points of their analysis. The stock returns behavior on the Czech capital market is 
not consistent with the weak fomi efficiency market hypothesis because high 
autocorrelation of returns is demonstrated. Moreover, contrary to the random 
walk hypothesis, stock price returns are heteroskedastic and the same is 
analyzed by the GARCH (1,1) model. They observed, that the volatility 
Increased in 1997, especially during political crises (50) 
J5rg Breitung & Christian Wulff find little evidence for a non-linear relationship 
between German dual-class shares. Only in four out of 12 cases does the 
threshold ECM yield a substantial improvement of fit. In other cases, the 
evidence for non-linearity is rather weak and the threshold ECM (Error Confection 
Model) fails to outperform the linear model .(51) 
Ant6nio Afonso and Joao Teixeira investigated the existence of non-linear 
dependence in Portuguese financial time series namely stock exchange indexes 
returns.. Using daily observations for the period 1990-1997 they perfomned some 
non-linearity tests and concluded the existence of exploitable excess profit 
opportunities in the Portuguese stock market. (52) 
E. Dockery and M. G. Kavussanos perfonned unit root tests using panel data to 
investigate empirically stock price efficiency of the Athens stock maricet Wald 
test statistics rejected the random walk hypothesis for stock prices, which is a 
necessary condition for market efficiency. (53) 
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After a bulk of literature (for e.g. the overview of Fama (19701) suggesting that 
weak form market efficiency was present, more recently the use of more 
advanced statistical techniques significantly shows that asset prices do not follow 
random walks. An example of a paper reaching the latter conclusion Is from Al-
Loughani et. al [1997]. Regarding the semi-strong form - the results of event 
studies should be taken into account. The general finding over the years is that 
present information is fairly rapid reflected in prices: generally no excess returns 
appear after the announcement of a news fact. Especially a lot of work has been 
done with regard to the announcement of mergers and takeovers (e.g. Asquith 
[1983]). The strong form of market efficiency has never been proved. Insider 
trading generates excess returns. According to Pettengill et al. [1995] tests of the 
CAPM show three kinds of results. The first finding is that beta does a very bad 
job at explaining the cross section of stock returns. The second pool of literature 
suggest that beta isn't the only variable which accounts for risk: other variables 
such as P/E and Book value / Market value offer extra explanation. The third 
block of evidence suggests that reports of beta's death have been premature. 
They stress the joint test problem: both the CAPM and the EMT are tested. Either 
one could be false and above that evidence of a conditional relationship between 
beta en returns have been reported. (54,55,56) 
2.2) CONCLUSION ON EMH 
'There is an old joke, widely told among economists, about an economist strolling 
down the street with a companion when they come upon a $100 bill lying on the 
ground. As the companion reaches down to pick it up, the economist says 'Don't 
bother - if it were a real $100 bill, someone would have already picked it up'. This 
humorous example of economic logic strikes dangerously close to home for 
students of the Efficient Markets Hypothesis (EMH), one of the most 
controversial and well-studied propositions in all the social sciences. It is 
disarmingly simple to state, has far-reaching consequences for academic 
pursuits and business practice, and yet is surprisingly resilient to empirical proof 
or refutation. Even after three decades of research and literally thousands of 
joumal articles, economists have not yet reached a consensus about whether 
markets - particularly financial markets - are efficient or not. What can we 
conclude about the EMH? Amazingly, there is still no consensus among financial 
economists. Despite the many advances in the statistical analysis, databases 
and theoretical models surrounding the EMH, the main effect that the large 
number of empirical studies have had on this debate is to harden the resolve of 
the proponents on each side. One of the reasons for this state of affairs is the 
fact that the EMH, by itself, is not a well-defined and empirically refutable 
hypothesis. To make it operational, one must specify additional structure, e.g. 
investors' preferences, information structure. But then a test of the EMH 
becomes a test of several auxiliary hypotheses as well, and a rejection of such a 
joint hypothesis tells us little about which aspect of the joint hypothesis is 
inconsistent with the data. Although most of the empirical tests of the efficient 
markets hypothesis are based on linear models, interest in nonlinear chaotic 
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processes has in the recent past experienced a tremendous rate of development. 
There are reasons for this interest, one of which being the ability of such 
processes to generate output that mimics the output of stochastic systems 
thereby offering an alternative explanation for the behavior of asset prices. As 
Campbell, Lo and MacKinlay argue (1997): "many aspects of economic behavior 
may not be linear". Experimental evidence and casual introspection suggest that 
investors', attitudes towards risk and expected return are nonlinear. The terms of 
many financial contracts such as options and other derivative securities are 
nonlinear. And the strategic interactions among market participants, the process 
by which information is incorporated into security prices and the dynamics of 
economy wide fluctuations are all inherently nonlinear. Therefore, a natural 
frontier for financial econometrics is the modeling of nonlinear phenomena". 
Besides its heterokedasticity long-range dependence, long memory process has 
other certain unique properties. Mandelbrot and Wallis (1969) and Mandelbrot 
(1972) showed a long-range dependence process could demonstrate itself as a 
highly non-Gaussian time series with large skewness and kurtosis, and canies 
non-periodic cycles. A long memory process could allow conditional 
heteroskedicity (Fung et al 1994), which could be the explanation of nonperiodic 
cycles. It seems a long memory model is more flexible than an ARCH model in 
terms of capturing irregular behavior. It is not hard to find evidence to argue that 
price series with random appearance might be non-linear dynamic. But it is 
difficult to say what kind of non-linear dynamics. Another commonly used 
stochastic model ARCH and its variants share similar symptoms with long 
memory models, such as non-normality and heteroscedasticity, but they have 
totally different generating mechanisms and implications. A time series with 
ARCH property typically has two components, a conditional mean and a 
conditional variance function. The non-linearity of the series comes from the non-
linearity of the conditional variance. An ARCH model that fits the data well could 
improve the prediction of the variances of prices but not the price itself (Bera and 
Higgins 1995). (57,58.59.60) 
Peters (1994) notes that most financial markets are not Gaussian in nature and 
tend to have sharper peaks and fat tails, a phenomenon well known in practice. 
One of the key observations made by Peters (1994) is the fact that most financial 
mari<ets have a long memory, what happens today affects the future forever.(63) 
Long memory analysis have been conducted for stock prices (Greene and Fielrtz 
(1997), Aydogan and Booth (1988), Lo (1991), Cheung, Lai and Lai (1993), 
Cheung and Lai (1995), Barkoulas and Baum (1997)), spot and futures currency 
rates (Booth, Kaen and Koveos (1982) Cheung (1993), Cheung and Lai (1993), 
Bhar (1994), Fang, Lai and Lai (1994). Baricoulas, Labys and Onochie (1997), 
gold prices (Booth, Kaen and Kovoes (1982), Cheung and Lai (1993)), 
international spot commodity prices (Barkoulas, Labys, and Onoch i.e. (1976)), 
and commodity and stock index futures (Helms, Kaen and Koveos (1984), 
Bari<oulas, Labys, and Onochie (1997), inflation rate (Scacciavillani (1994), 
Hassler and Welters (1995), spot and fonward metal prices (Fraser and 
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MacDonald (1992)). Fung et al (1994) considered intraday stock index futures 
and tested for long memory by using variance ratio, R/S and AFIMA models. All 
these types of analyses concluded that no long memory exists in the 
data.(69,70) 
Grossman (1976) and Grossman and Stiglitz (1980) go even further. They argue 
that perfectly information ally efficient markets are an impossibility, for if markets 
are perfectly efficient, the return to gathering information is nil, and in which case 
there would be little reason to trade and markets would eventually collapse. 
Alternatively, the degree of market /ne^c/ency detennines the effort investors are 
willing to expend to gather and trade on infomnation, hence a non-degenerate 
market equilibrium will arise only when there are sufficient profit opportunities, 
i.e., inefficiencies, to compensate investors for the costs of trading and 
infomriation-gathering. The profits earned by these industrious investors may be 
viewed as economic rents that accrue to those willing to engage in such 
activities. Who are the providers of these rents? Black (1986) gives us a 
provocative answer: noise traders, individuals who trade on what they think is 
information but is in fact merely noise. More generally, at any time there are 
always investors who trade for reasons other than information-for example, 
those with unexpected liquidity needs-and these investors are willing to "pay up" 
for the privilege of executing their trades immediately. These investors may well 
be losing money on average when they trade with information-motivated 
investors, but there is nothing irrational or inefficient about either group's 
behavior. In fact, an investor may be trading for liquidity reasons one day and for 
information reasons the next, and losing or earning money depending on the 
circumstances surrounding the trade. More importantly, tests of the Efficient 
Markets Hypothesis may not be the most infonnative means of gauging the 
efficiency of a given market. What is often of more consequence is the relative 
efficiency of a particular market, relative to other markets, e.g., futures vs. spot 
markets, auction vs. dealer markets, etc. The advantages of the concept of 
relative efficiency, as opposed to the all-or-nothing notion of absolute efficiency, 
are easy to spot by way of an analogy. Physical systems are often given an 
efficiency rating based on the relative proportion of energy or fuel converted to 
useful work. Therefore, a piston engine may be rated at 60% efficiency, meaning 
that on average 60% of the energy contained in the engine's fuel is used to tum 
the crankshaft, with the remaining 40% lost to other forms of work, e.g., heat, 
light, noise, etc. (71) 
2.3) INDIAN STOCK MARKETS AND EMH 
The unavailability of reliable data may be one of the important reasons why very 
few studies have been undertaken in emerging markets. For Indian financial 
market very few studies have tested long memory component. Some important 
work has been done by Bannan and Madhusoodan (1993). Thomas (1995) and 
Basu & Morey (1998) covering Indian market. Basu & Morey used Variance Ratio 
Test methodology devised by Lo and MacKinlay to test the long memory of the 
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Indian stock market. During last one decade, the Indian financial system has 
been subjected to substantial reforms with far reaching consequences. These 
refomns process has helped in dramatic improvement in transparency level in 
financial markets including stock market. The regulatory changes that have taken 
place during last one decade of financial sector reforms has led us to believe that 
financial market have become more efficient with respect to the price discovery 
mechanism and helped the market to grow exponentially. The country has also 
experienced the mild contagion effect of financial crisis in International markets 
and successfully sailed through the period of Asian crisis not significantly 
jeopardizing the interest of the domestic economy. There have been significant 
changes in the regulations fpr smooth and efficient functioning of capital market 
in the country. During the last decade we have seen cleansing of the stock 
market system by market regulators and emergence of National Stock Exchange 
of India has greatly helped the system to achieve the present level of 
transparency and efficiency. The market has undergone substantial change due 
to introduction of hedging products like futures and options. Risk management 
system has been changing in keeping pace with change in scenario. Other 
refomis in the form of deregulation of interest rate, tax reforms, banking sector 
refonns, refonns in the external sector, etc. has also helped maricet participants 
to value assets according to their intrinsic values. Liquidity has greatly increased 
as the maricet spread has reached the far away villages bringing investors 
together. The concept of developing a large order book in the stock martlet made 
the pricing of stocks more accurate arid efficient and also resulted in bringing 
down the bid/ask spread benefiting the investors community as a whole. 
Intemational investors' access to the domestic mari^ et has also helped in 
Increasing liquidity. All these helped in better dissemination of infonnation and 
hence possibly increased the level of efficiency in asset prices. The level of such 
efficiency in prices needs to be tested with various models that exist in the 
literature. The eariier work done on Indian mari<et (Basu and Morey (1998) and 
Barman and Madhusoodan (1993), Thomas (1995) that has a major component 
from the pre-refomns period. Reforms process has led to a regime shift and 
hence it is necessary to test the market with the maritet data after the 
introduction of financial sector reforms.(61,62) 
2.4) LITERATURE REVIEW OF ANOMALIES TO EMH 
a) January Effect: 
Many researchers have found that some anomalies occur largely during the 
month of January. Marc R Reinganum of Southern Methodist University 
(considered the founding father of stock market anomalies) found that January 
accounted for neariy half of the total returns for the smallest cap stocks, but less 
than that for other small-cap stocks. Bruce I Jacobs and Kenneth N. Levy had 
previously found that a large percentage of the returns between large and small 
companies occurred in the month of January. Additionally, half of the January 
returns occur in the first few days of January. Some researchers refer to this as 
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the "small-firm-in-January" effect. Jacobs and Levy also found that during some 
periods, the entire dividend effect occurred in January and that the Low P/E, 
small size, and neglect anomalies all existed independently. Stocks In general 
and small stocks in particular have historically generated abnormally high returns 
during the month of January. According to Robert Haugen and Philippe Jorion, 
'The January effect is, perhaps the best-known example of anomalous behavior 
In security markets throughout the world." The January Effect is particularly 
intriguing because it doesn't appear to be diminishing despite being well known 
and publicized for nearly two decades. Theoretically an anomaly should 
disappear as traders attempt to take advantage of it in advance. Additionally, 
many have argued that some of the other anomalies occur primarily or entirely 
during the month of January . The bottom line is that January has historically 
been the best month to be invested in stocks. The effect is usually attributed to 
small stocks rebounding following year-end tax selling. Individual stocks 
depressed near year-end are more likely to be sold for tax-loss recognition while 
stocks that have run up are often held until after the New Year. Many believe the 
January effect has moved into November and December as a result of mutual 
funds being required to report holdings at the end of October and from investors 
buying in anticipation of gains in January. Some studies of foreign countries have 
found that returns in January were greater than the average return for the whole 
year. Interestingly, the January effect has also been observed in many foreign 
countries including some (Great Britain and Australia) that don't use December 
31 as the tax year-end. This implies that there is more to the January effect than 
just tax effects. (65,66,67). 
b)Low P/E effects: 
The July 1996 issue of Bloomberg included an article entitled "Keep Your Risk 
Down, But Stay in the Game" in which it reported that David Dreman in a talk to 
the New York Society Of Security Analysts presented evidence that" eamings 
surprises are the great corrector." Dreman studied stocks that posted positive 
eamings surprises from 1973 to 1993. The stocks were then grouped Into 
quintiles by P/E ratio and the returns were compared to the market. He found that 
the lowest P/E group significantly outperformed the market for both the quarter 
and the year following the surprise. He also examined stocks with negative 
surprises and found that the low P/E group also outperfonned the market in spite 
of the negative surprise. This is further support of the low P/E anomaly. In his 
Forties column on March 27, 1995 titled "Where bad news is good," Dreman 
concluded "The bottom line is that all news-good or bad- is positive for low P/E 
stocks and negative for high." In this case Dreman studied earnings surprises 
10% above and below consensus and divided the stocks into top 20% and 
bottom 20% based on P/E. Low P/E stocks perfomned better for the month and 
year following the announcement for both positive and negative surprises. 
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c) Turn of the Month Effect: 
Stocks consistently show higher returns on the last day and first four days of the 
month. Frank Russel Company examined returns of the S&P 500 over a 65-year 
period and found that U.S. large-cap stocks consistently show higher retums at 
the tum of the month. Chris R. Hensel and William T. Ziemba presented the 
theory that the effect results from cash flows at the end of the month (salaries, 
interest payments, etc.). The authors found returns for the turn of the month were 
significantly above average from 1928 through 1993 and "that the total retum 
from the S&P 500 over this sixty-five-year period was received mostly during the 
tum of the month." The study implies that investors making regular purchases 
may benefit by scheduling to make those purchases prior to the turn of the 
month. 
d) The Monday Effect: 
Monday tends to be the worst day to be invested in stocks. The first study 
documenting a weekend effect was by M. J. Fields in 1931 in the Joumal of 
Business at a time when stocks traded on Saturdays. Fields had also found in a 
1934 study that the DJIA commonly advanced the day before holidays. Several 
studies have shown that returns on Monday are worse than other days of the 
week. Interestingly, Lawrence Harris has studied intraday trading and found that 
the weekend effect tends to occur in the first 45 minutes of trading as prices fall, 
but on ail other days prices rise during the first 45 minutes. This anomaly 
presents the interesting question: Could the effect be caused by the moods of 
market participants? People are generally in better moods on Fridays and before 
holidays, but are generally grumpy on Mondays (in fact, suicides are more 
common on Monday than on any other day). Investors should however, keep in 
mind that the difference is small and virtually impossible to take advantage of 
because of trading costs. . Internationally, Agrawal and Tandon (1994) find 
significantly negative returns on Monday in nine countries and on Tuesday in 
eight countries, yet large and positive returns on Friday in 17 of the 18 countries 
studied. However their data do not extend beyond 1987. Steeley (2001) finds that 
the weekend effect in the UK has disappeared in the 1990s. (65,66,67) 
e) Years ending in 5: 
In its existence, the DJIA has never had a down year in any year ending in 5. Of 
course, this may be purely coincidental. Unfortunately we have to wait till 2005 to 
see if the streak will continue 
f) Value: 
Value investing is probably the most publicized anomaly and is frequently touted 
as the best strategy for investing. There is a large body of evidence documenting 
the fact that historically, investors mistakenly overestimate the prospects of 
23 
growth companies and underestimate value companies. Professors Josef 
Lakonlshok, Robert W Vishny and Andrei Shieifer concluded that "value 
strategies yield higher returns because these strategies exploit the mistakes of 
the typical investor and not because these strategies are fundamentally riskier." 
There are many criteria that fall within the value classification. A common 
technique is to divide an index into high price to book value (grov^ h^) stocks and 
low price to book value (value) stocks. Some proponents of growth stock 
investing take issue with how growth/value classifications are determined and 
how indexes choose to drop and add securities. In addition, there is some 
evidence that growth fund managers have been more successful at beating their 
benchmarks than value managers and in many cases have outperfomned their 
value peers. The following are anomalies based on fundamentals and value that 
have been documented to outperform the market in long-term studies. The 
effects are related to varying degrees and investors using the different 
techniques will commonly select many of the same stocks. 
g) Low Price to Book Value: 
A classic study on the performance of low price to book value stocks was by 
Eugene Fama and Kenneth R French. It covered the period from 1963-1990 and 
included nearly all the stocks on the NYSE, AMEX and NASDAQ. The stocks 
were divided the into ten groups by book/market and were re-ranked annually. 
The lowest book/market stocks outperformed the highest book/market stocks 
21.4% to 8% with each decile performing worse than the previous. Fama and 
French also ranked the deciles by beta and found that the value stocks had lower 
risk and the growth stocks had the highest risk. The study had a profound impact 
in the academic community and made headlines in part because Fama was a 
long-time champion of the Capital Asset Pricing Model. Some researchers now 
believe that "value" represents a risk factor that investors are compensated for 
(just as investors expect higher returns from stocks as opposed to bonds). The 
argument here is that value stocks are risky because they are down-and-out and 
in danger of getting worse, therefore investors need to be compensated with 
higher returns in exchange for accepting the risk of investing in value stocks. 
Others argue against the notion that value is a risk factor. In a forthcoming 
Joumal of Finance article, Jafnbs L. Davis, Fama, and French document the 
perfomnance of low price to book value stocks in the out of sample period from 
1929 to 1963. Characteristics, Covariances, and Average Returns: 1929 to 1997 
also discusses the explanations for the value premium. In his Forbes 5/6/96 
column titled "Ben Graham was right-again," David Dreman discussed his study 
of the largest 1500 stocks on Compustat for the 25 years ended 1994. He found 
that the 20% lowest P/B stocks (quarteriy adjustments) significantly outperfomied 
the martlet which outperformed the 20% highest P/B. 
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h) Low Price to Sales (P/S) 
A number of studies have concluded that stocks with low price to sales ratios 
outperfomn the market and stocks with high price to sales ratios. In "What Works 
on Wall Street" James P. O'Shaughnessy argues that Price/Sales is the 
strongest single detemriinant of excessive returns. 
i) Low Price to Earnings (P/E) 
Numerous studies have shown that low P/E stocks tend to outperform the mari(et 
and high P/E stocks. In "What Works on Wall Street". O'Shaughnessy found that 
the P/E ratio is particularly relevant with large stocks. However, he argued that 
Price/Sales is an even better indicator of excessive returns. 
j) High Dividend Yield 
Numerous studies have concluded that high yielding stocks tend to outperfomi. 
The Dow Dividend Strategy, which has received a great deal of attention 
recently, consists of buying the ten highest yielding Dow stocks. 
k) Neglected Stocks 
Those that follow a contrarian strategy of buying stocks that is out of favor 
commonly select neglected stocks. Werner F.M.DeBondt and Richard Thaler 
conducted a study of the 35 best and worst perfomning stocks on the New York 
Stock Exchange (NYSE) from 1932 through 1977, They studied the best and 
worst performers over the preceding five and three year periods. They found that 
the best performers over the previous period subsequently under perfonned, 
while the poor perfomiers from the prior period produced significantly greater 
returns than the NYSE index. An interesting debate regarding value investing 
evolved from T. J. Peters and R.H. Watemian's "In Search Of Excellence: 
Lessons from America's Best-Run Corporations" (1982). They formed a list of 
"Excellent" companies based on a number of factors including asset growth, 
book value growth, and return on assets. Following up on their work, Michelle 
dayman studied the performance of the "excellent" firms and another group she 
temried "unexcellent" (by going "in search of disaster") and found that the 
characteristics of the excellent companies quickly reverted to the mean in the 
years following their excellent perfonnance. The unexcellent companies also 
reverted to the mean and showed substantial improvement. The stocks of the 
unexcellent fimis significantly outperformed the excellent companies over the 
years that followed. 
I) International Value Studies : 
Interestingly, numerous studies of foreign stock markets have come to similar 
conclusions regarding growth and value stocks. The implication is that investors 
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worldwide (not only Americans) systematically misprlce value stocks. Carlo 
Capaul, Ian Rowley, and William F.Sharpe studied six countries from January 
1981 through June 1992 and found that Value Stocks outperfomned growth 
stocks on average in each country. Lewis A. Sanders, also studied six countries 
from 1980 through 1993 and also found that value outperfonned the benchmark 
in each country. John R. Chisolm studied stocks in France, Gemnany, Japan and 
the United Kingdom from 1974 through 1989. Stocks were divided into quintiles 
based on price to book value and adjusted annually. In each country the low 
price to book value quintile outperformed. The difference in annual compound 
returns in France and Japan was more than 10% for the period studied. Chisolm 
also divided stocks into quintiles based on P/E and found similar results with low 
P/E stocks outperforming, particular in the United Kingdom. A. Michael Keppler 
studied the performance of 18 country indexes from 1969 through 1989. The 
indexes were grouped into quartiles based on dividend yield and adjusted 
quarterly. In both local currencies and dollars, the most profitable strategy would 
have been to own the highest yielding quartile of indexes. Researchers also 
recently came to similar conclusions regarding Korean stocks . From 1982 
through 1993, book-market and sales-price ratios were positively related to 
perfomiance. 
j) After Transactions Costs 
One study followed up on the question of whether the value anomaly worked 
after transactions costs The authors found that after adjusting for 1.0 percent 
transaction costs and annual i'ebalancing, investors would have outperformed the 
market by 4.82 percent over the 1963-1988 periods if they had invested in 
securities from firms with high book to price and small size. They concluded that 
the optimal rebalancing period for long positions in these securities was two 
years.(72,73.74,75,76,77,78,79,80) 
k) The Size Effect (or lUlyth?) 
Some studies have shown that small firms (capitalization or assets) tend to 
outperfomri. The small stock affect was first documented by Rolf W. Banz He 
divided the stocks on the NYSE into quintiles based on mari<et capitalization. The 
returns from 1926 to 1980 for the smallest quintile outperfonned the other 
quintiles and other indexes. Others have argued that it's not size that matters, its 
attention and number of analysts that follow the stock. This anomaly is subject to 
intense debate over whether an opportunity to generate excess returns actually 
exists. Ibbotson data and other studies show that small capitalization stocks 
outperfomi large stocks in the United States as well as in foreign mari<ets. 
However, others argue that it's not reasonable to assume that investors can 
realize those returns. Professor Jeremy Siegel argues that the period from the 
end of 1974 through the end of 1983 accounts for the whole out perfomance of 
small caps and according to John C. Bogle, since December 1978, small caps 
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and large caps have earned exactly the same returns (Source: Wall Street 
Journal 2/10/97). James O'Shaughnessy argued In "What Works on Wall Street" 
that the returns in small stocks are attributable almost entirely to micro-cap 
stocks with market capitalization's under $25 million. Small stocks typically have 
large spreads and commissions and cannot be bought by institutional 
managers without significantly moving the share price. Therefore, he argues that 
even so called "small company" funds have difficulty taking advantage of small 
capitalization stocks. Mark Hulbert of the Hulbert Digest argues in " The small-
cap myth" (Forbes - 3/10/97) that after accounting for commissions when buying 
small stocks, there is no advantage. In the same issue of Forbes, David Dreman 
(in "When statistics lie") points out that the Banz study deals only with stocks 
from the NYSE, which is larger than small stocks from other exchanges. Dreman 
also states that much of the data is based on stocks that traded thinly or not at 
all, the point being that you couldn't really buy them in large quantities if at all at 
their quoted price. On the impact of trading costs and liquidity on the analysis of 
small-cap perfomiance. Marc R.Reinganum recently commented that "Several 
academic papers have been written on this topic, and depending upon whose 
you read, some have negated the fact that a small-cap effect exists. Others 
support the notion that, even taking the transaction costs into account, small 
caps carry some premium. The answer depends on how the studies are 
structured. 
I) Announcement Based Effects: 
Price changes tend to persist after initial announcements. Stocks with positive 
surprises tend to drift upward, those with negative surprises tend to drift 
downward. Some refer to the likelihood of positive earnings surprises to be 
followed by several more earnings surprises as the "cockroach" theory because 
when you find one, there are likely to be more in hiding. Robert Haugen in his 
book "The New Finance: The Case Against Efficient Markets" argued that the 
evidence implies investors initially underestimate fimis showing strong 
performance and then overreact. Haugen concluded that "The market 
overreacts-with a lag" and that" we apparently have a mari^ et that is slow to 
overreact." Could this anomaly be shrinking? The 4/27/98 Issue of the Wall Street 
Journal included an article by Greg Ip titled "Big News on Your Stock? Hold On 
to Your Hat." The article discussed a study by Robert Butman of TQA Investors 
LLC that analyzed the reactions of thousands of stocks to negative and positive 
earnings surprises from 1995 to 1998. The results were compared with an eariier 
study from 1983 to 1989. The price reactions that took three to four weeks in the 
80's have occurred over only two days in the more recent period. It's possible 
that the use of faxes and the Internet have contributed to faster dissemination of 
infomfiation and resulted in stocks adjusting much faster to news. 
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m) IPO's, Seasoned Equity Offerings, and Stocl< Buybacks 
Numerous studies have concluded that Initial Public Offerings (IPOs) in 
aggregate underperform the market and there is also evidence that secondary 
offerings also under perform. Several recent studies have also documented 
arguably related market inefficiencies. Bala Dharan and David Ikenberry found 
that firms listing their stock on the NYSE and AMEX for the first time 
subsequently under performs. Tim Loughran and Anand M Vijh recently found 
that acquiring firms that complete stock mergers under perfomi, while fimns that 
complete cash tender offers outperform. Stock repurchases, on the other hand, 
can be viewed as the opposite of stock issues, and studies have shown that fimns 
announcing stock repurchases outperform in the following years . This evidence 
seems to confirm the theory that managers tend to have inside information 
regarding the value of their company's stock and their decisions whether to issue 
or buy back their stock may signal over or undervaluation. The implication of 
these studies seems to be that investors may do better buying stocks of fimns 
that are repurchasing their own stock rather than from firms that are selling or 
issuing more of their own stock. 
n) Insider Transactions: 
There have been many studies that have documented a relationship between 
transactions by executives and directors in their fimri's stock and the stock's 
performance. Insider buying by more than one insider is considered by many to 
be a signal that the insiders believe the stock is significantly undervalued and 
their belief that the stock will outperform accordingly in the future. However, 
many researchers question whether the gains are significant and whether they 
will occur in the future. Mark Hulbert reported in Insider trading (Forbes 11/3/97) 
that none of the newsletters he follows that focus on insider behavior have done 
well. 
o) The S&P Game: 
'The S&P Game" involves buying stocks that will be added to the S&P 500 Index 
(after the announcement but before the stock is added several days later). Andrei 
Shieifer as well as Lawrence Harris and Eitan Gurel originally documented the 
fact that stocks rise immediately after being added to S&P 500 in 1986. A recent 
article about the topic is titled "An Anatomy of the S&P Game: The Effects of 
Changing the Rules" by Messod D. Beneish and Robert E. Whaley in the 
December 1996 issue of the Journal of Finance (82,83,84,85,86,87,88,89) 
p) The Weather: 
Few would argue that sunshine puts people in a good mood. People In good 
moods make more optimistic choices and judgments. Saunders (1993) shows 
that the New York Stock Exchange index tends to be negative when It is cloudy. 
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More recently, Hirshlelfer and Shumway (2001) analyze data for 26 countries 
from 1982-1997 and find that stock market returns are positively con-elated with 
sunshine in almost all of the countries studied. Interestingly, they find that snow 
and rain have no predictive power (90) 
2.5) REVIEW OF LINKAGES BETWEEN STOCK MARKETS AND ECONOMY 
Guglielmo Maria Caporale et al investigated the important role that well-
functioning stock markets can play in promoting long-run economic growth. In 
their empirical analysis they have considered seven countries, and utilized an 
appropriate econometric technique to test for the causality linkage between stock 
markets and economic growth even in the presence of unit roots . The evidence 
obtained from a sample of seven countries suggests that a well-developed stock 
market can foster economic growth in the long run. It also provides support to the 
theories that well-functioning stock markets can promote economic development 
by fuelling the engine of growth through faster capital accumulation, and by 
tuning it through better resource allocation. These results are consistent with the 
findings by Levine and Zervos (1995) and the argument by Demirguc-Kunt 
(1994) that stock markets can give a big boost to economic 
development.(91,92,93,94) 
To explain the time-varying stock return-inflation relation observed in US data, 
Kaul (1987) considers changes in monetary policy regime, And Kabul's findings 
are that: (1) the only break in the stock return-inflation relation occurs in 1940, 
and (2) changes in monetary policy regime are quantitatively more important in 
explaining the change in the stock return-inflation relation (95,96) 
2.6) REVIEW ON LINKAGES BETWEEN STOCK MARKETS 
The nature of the international transmission of stock returns and volatility has 
been focus of extensive studies. Eariier studies (e.g., Ripley 1973, Lesser 1976, 
and Milliard 1979, among many others) generally find low correlations between 
national stock markets, supporting the benefits of international diversification. 
The links between national markets have been of heightened interest in the wake 
of the October 1987 international market crash that saw large, correlated price 
movements across most stock martlets: Eun & Shim (1989), Von Furstenberg 
and Jeon (1989), King and Wadhwani (1990), Schwert (1990), King teal. (1994), 
Longing & Solnik (1995), to name a few have analyzed linkages between various 
stock exchanges. These Analysis, Simple Regression, ARCH models etc. and 
report several empirical features:: (i) the correlations across the stock martlets 
are time-varying (ii) when volatility is high, the price changes in major martlets 
tend to become highly correlated (iii) correlations in volatility and prices appear to 
be causal from the US martlet which is the most influential martlet and none of 
the other martlet explains US stock market movements. The literature 
concentrated mostly on well-developed equity mari<ets in the U.S., Japan, and 
Europe, and do not pay much attention to other stock maricets. To capture the 
dynamic inter-linkages between the markets, which have non-overiapping trading 
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hours, the literature largely applied a Two Stage GARCH model with intra-daily 
data that define overnight and daytime returns. Becker et al (1990) employ 
opening and closing data for Tokyo Stock Exchange (Nikkei) and New York 
Stock Exchange (S&P 500), from 1985 to 1988, to study the synchronization of 
stock price movements. Their simple regression analysis indicate that the US 
daytime peiformance greatly influences overnight returns in Japan the following 
day and the change in the TSE only has a marginal impact on the NYSE 
overnight returns on the same day. Cheung and Ng (1992) investigate the 
dynamic properties of stock returns in Tokyo and New York, using daily close-to-
close market indices from January 1985 to December 1989. GARCH type 
models are used to describe the inter-temporal behavior of these stock indices. 
They included foreign market index's lagged return in the mean equation and 
lagged squared returns in the variance equation of the home market model to 
capture mean and volatility spillovers. They found that in the pre-crash period 
Tokyo stock price movements can be partially explained by those in New York, 
but the former has very little impact on the latter. In contrast, however, the 
spillover market effects in the mean and variance exist in both directions after the 
crash. Hamao et al (1990), Kee-Hong Bae and Karoiyi (1994) and Lin et al 
(1994) examined the short-run interdependence of prices and price volatility 
across three major international stock markets namely, the Tokyo, London and 
New York with daytime and overnight retums data. Their analysis utilizes a Two-
stage GARCH model, where in the first stage they extract the unexpected shocks 
from the daytime returns of one market and use it as a proxy for volatility surprise 
while modeling the other market's overnight returns in the second stage GARCH 
model. They found that cross-market interdependence in returns and volatilities 
is generally bi-directional between the New York and Tokyo markets particularly 
after 1987 crash. 
So far very few studies have examined the co-movement of Indian stock market 
with foreign markets. Sharma & Kennedy (1977) examined the price behavior of 
Indian market with US and London markets. The objective of their study was to 
test the random-walk hypothesis by runs analysis and spectral densities, for the 
Bombay Variable Dividend Industrial Share Index (BVDISI), the New York 
Standard and Poor's 425 Common Stock Index (S &P 425), and the London 
Financial Times-Actuaries 500 Stock Index (London F.T.-A). The test period 
covered 132 monthly observations for the 11-year period 1963-1973. They found 
that the behavior of the BVDISI is statistically indistinguishable from that of 
London FT.-A. and S&P 425. In the runs analysis and expected distribution of 
runs length turns out to be very similar, with probability equal to 0.5 for rise or fall. 
Further, the spectral densities, estimated for the first difference series (raw and 
log transformed) of each index, confirmed the randomness of the series, with no 
evidence of systematic cyclical component or periodicity was present. Based on 
these tests, they concluded that stocks on the Bombay Stock Exchange obey a 
random walk and are equivalent in this sense to the behavior of stock prices in 
the mari<ets of advanced industrialized countries, like UK and US. Rao & Naik 
(1990) examinea the inter-relatedness of USA, Japanese and Indian stock 
mari<ets. Their study uses monthly stock indices of the Bombay, New Yori< and 
30 
Tokyo exchanges, for the period Jan 1971 to December 1988. Their approach is 
to use Cross-Spectral analysis for the three pair-wise sets of data and the gains 
estimates to determine which market should be considered as 'independent' In a 
bivariate relationship. For the USA and Indian series set, the gains estimates 
suggest that USA series is 'independent*. For the Japan and India series set, the 
gain estimates suggest that Japanese market is 'independent'. For the USA and 
Japan series set, it appears that Japan should be considered as 'independent', 
which may seem to go against the notion that Japan is a follower in international 
stock markets. On the whole, they concluded that the relationship of Indian 
market with international markets is poor reflecting the institutional fact that the 
Indian economy has been characterized by heavy controls throughout the entire 
seventies with liberalization measures initiated only in the late eighties. 
(97.98,99,100,101,102,103,104,105,106,107,108,109,110,111.112,113,114,115, 
116,117). 
The most of the existing literature on the study of inter linkages among markets 
have followed the approach that involves testing the interdependence directly 
using cointegration (or VAR) techniques and these studies have been done 
concerning markets of developed and emerging countries. According to this 
approach if stock prices indices of two or more countries are found to be 
cointegrated then this implies that stock markets of these countries are 
interdependent. Taylor and Tonks (1989) studies the market integration 
concerning markets of U.S., Germany, Netherlands and Japan using monthly 
data on stock price indices for the sub periods, April1973 - September 1979 and 
October 1979 - June 1986 and employed is a bivariate cointegration technique 
(Engle and Granger, 1987). They found stock price index of the U.K. was 
cointegrated with the stock price index of the U.S., Germany, Netherlands and 
that of Japan for the later period but not for the former period. Based on these 
results they suggested that there is no long-term gain from diversification for the 
U.K investors after the abolition of exchange control. Kasa (1992) also explored 
common stochastic trends in the stock markets of the U.S., the U.K., Japan, 
Gemiany and Canada using monthly and quarterly data from 1974 to 1990 and 
found that a single common stochastic trend driving these countries stock 
markets. Byers and Peel (1993) examined the interdependence between stock 
price indices of the U.S., the U.K., Japan, Germany and the Netherlands using 
bivariate and multivariate cointegration (Johansen, 1988) techniques for the 
period October 1979 - October 1989 but unlike Taylor and Tonks they did not 
find any cointegration either for the group as a whole or for the pairs of markets. 
Kanas (1998) explored the linkages between the U.S. and European stock 
markets using the daily data and found that the U.S. stock market was not 
painwise cointegrated with any of the six European stock markets. Roca (1999) 
investigated the price linkages between the equity markets of Australia and that 
of the U.S., U.K., Japan, Hong Kong, Singapore, Taiwan and Korea using weekly 
stock market and found that no cointegration between Australia and other 
markets. But he found that the Granger causality tests revealed that Australia is 
significantly linked with the U.S. and the U.K. (118,119,120) 
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CHAPTER-3_ DATA AND METHODOLOGY 
3.0) DATA SAMPLING SCHEME 
The universe for the study of behaviour of stock prices in India, constitutes the 
entire spectrum of the listed stocks in all the recognized stock exchanges in 
India. BSE-SENSEX and BSE-100 were chosen as the proxy for the entire 
universe of stocks listed in the Indian Stock exchange. BSE-SENSEX constitutes 
30 stocks and BSE-100 is broader and constitutes 100 stocks and has broader 
sectoral representation inclusive of mid range stocks. The choice of these two 
indices as a proxy for broad market measure is justified on the basis that these 
indices together accounts for over 90% market capitalization and our present 
Interest is in studying the broad market behaviour and not in the behaviour of 
individual stocks. For measures of economy, CPI, Foreign Exchange Reserves, 
Foreign Trade Balance, Banking related data (as Broad Money supply - M3, 
aggregate cash in hand by banks and aggregate total credit lent by the banks) 
and Forex data comprising of forex rates of Dollar. British Pounds, Yen, 
Duetsche Mark / Euro were taken. These measures of economic data are 
representative of all aspects of economy and are considered adequate for 
examining basic relationship between the economy and the stock prices. Foe 
market related data - market capitilisation, aggregate new issues introduced 
and gross Foreign Institutional Investors investment in the Indian stock markets 
was considered. For examining the relationship between Indian and other 
international stock exchanges, popular broad market measures of stock 
exchanges of countries spread across different geographical zones were chosen. 
The next section gives the sources from where the various data was taken. It is 
observed that most of these secondary data were taken from the source where 
these data are either compiled or generated. 
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3.1) SOURCES OF DATA 
The following data was collected from the sources as mentioned under: 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
DATA DESCRIPTION 
BSE- SENSEX- DAILY PRICE 
DATA (1991 - OCTOBER-2003) 
BSE-100 - DAILY PRICE DATA 
(1991-MARCH 2003) 
BSE-SENSEX - MONTHLY AND 
YEARLY PRICE DATA (JAN 1991 -
OCT 2003) 
BSE-100-MONTHLY AND YEARLY 
PRICE DATA (JAN 1991- MARCH 
2003) 
MARKET CAPITILISATION -
MONTHLY -JAN 1991 - OCT 2003 
Fll INVESTMENT DATA-
MONTHLY - JAN-1995 - OCT 2003 
NEW ISSUES DATA- MONTHLY-
JAN 91 - OCT 2003 
FOREX RATES OF DOLLAR. 
POUNDS. YEN, DEUTSCH 
MARK/EURO- MONTHLY - JAN91 
- OCT 2003 
BANKING RELATED DATA AS 
TOTAL CREDIT. CASH IN HAND, 
M3. 
ECONOMY RELATED DATA AS 
CPI, FOREX RESERVES, 
FOREIGN TRADE BALANCE 
OTHER INTERNATIONAL STOCK 
EXCHANGE CLOSING PRICES -
MONTHLY (DOW JONES, FTI, 
SINGAPORE, NIKKEI, 
ARGENTINA. BRAZIL) 
SOURCE 
MUMBAI STOCK 
EXCHANGE 
MUMBAI STOCK 
EXCHANGE 
MUMBAI STOCK 
EXCHANGE 
MUMBAI STOCK 
EXCHANGE 
MUMBAI STOCK 
EXCHANGE 
MUMBAI STOCK 
EXCHANGE 
MUMBAI STOCK 
EXCHANGE 
RESERVE BANK OF INDIA 
RESERVE BANK OF INDIA 
www.circonindia.com 
Respective Stock Exchange 
Web sites and 
www.yahoofinance.com 
1 
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3.2) METHODS AND ANALYSIS 
A) STUDY OF MARKET BEHAVIOUR 
For the purpose of study of the broad market behaviour, BSE-SENSEX and BSE-
100 was chosen. These were chosen for the reason that no other Indices in 
Indian stocl< market have a longer duration. BSE-SENSEX is composed of 30 
stocks and BSE-100 comprises 100 stocks and reflects a broader market 
measure. The intent of studying these two indices was to find if the top rung 
stocks (as reflected in sensex) behaves differently from the rest. 
From both BSE- SENSEX and BSE-100 daily data, (from 1991 onwards) 
detemiined the daily spectrum of returns as under: 
0.2% PR (or 0.2% Pessimistic Return) = ((0.998 L t - 1.002H M) / H ,.,) * 100 
PR (or Pessimistic Return) = ((U - H M) / H n) * 100 
0.2% OR (or 0.2% Optimistic Return) = ((0.998 H, -1.002L t-i) / Ui) * 100 
OR (or Optimistic Return) = ((H, - L n) / Ui) * 100 
CR (Closing Return) = ((C t - C ^ .^) 10 M) * 100 
0.2% S-PR (or 0.2% S - Pessimistic Return) = ((0.998 L n -1.002 H i ) / H t) * 100 
S-PR (or 8- Pessimistic Return) = (( L M - H t ) / H i ) * 100 
0.2% S- OR (or 0.2% S- Optimistic Return) = ((0.998 H n -1.002 L t ) / L t) * 100 
S- OR (or S- Optimistic Return) = (( L n - H t ) / H t) * 100 
S-CR(orS-Closing Return) = ( ( C M - C t ) /C t ) *100 
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H, L and C are respectively the High, Low and Closing prices and subscript (t) 
and (t-1) refers to the day t and day t-1. It can be seen that 0.2% Pessimistic 
Return gives the minimum daily return after accounting for a transaction cost of 
0.2%. PR does not account for transaction cost. 0.2% OR gives the maximum 
daily return after accounting for a transaction cost of 0.2%. OR does not account 
for transaction cost. And S- 0.2% PR is similar to 0.2% PR - except that (instead 
of buy in day (t-1) and sell in day (t)), its first sell in day (t-1) and then buy in day 
(t). Similarly S-0.2% OR reflects daily optimistic return from a strategy of selling 
In the first day and buying in the second trading day. 
It is observed from above that both for (Buy -Sell) and (Sell -Buy) strategy, we 
have a spectrum of returns which is bounded at the minimum by the pessimistic 
return and bounded at the maximum by the optimistic returns. Such an approach 
Is contrary to the procedures reported in the literature where in only the closing 
returns are accounted. This approach was chosen for the following reasons: 
1) In a practical situation it's not always possible to trade (i.e. buy or sell) 
during closing hours. 
2) investors themselves may prefer to trade at other time. 
3) To observe the impact of transaction costs 
4) To get insight into the behavior of the return spectrum. 
5) To compare and contrast between (buy- sell) and (sell- Buy) strategies 
and judge if market has any preferences. 
To the above set of time series, intraday volatility (i.e. High - Low) was also 
Included and their descriptive statistics and correlation apart from various kinds 
of plots were obtained. This Time series set was filtered in terms of weekdays 
(i.e. Monday, Tuesday. Wednesday, Thursday and Friday), Months (I.e. January 
to December), Week Numbers (1" to 5^ week) and years (i.e. 1991 to 2003). 
This set of time series was further aggregated to various combinations of ( 
Week day. Week Numbers, Months, Years). To all these the descriptive statistics 
(i.e. mean, median, standard deviation, kurtosis and skewness) were obtained. 
Further, the above time series was split into 8 distinct sub series, which 
comprises of three each of bull and bear phases and two phases of sideway 
movements. This was further split to weekdays and week numbers .This was 
done so as to look for any similarities between the bulls and bear phases. 
To the above sets of time series, following tests were performed: 
1) Runs test for randomness 
2) Nomiality tests (Ryan, Kolgomorov and Anderson Dariing) 
3) Autocorrelation and Partial correlation function plots 
4) Engle-Arch tests for heteroskedasticity 
5) LBQ tests for autocorrelation 
6) Kruskal-Wallis test for independence of samples 
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7) For paired observations - Friedman test 
8) Cross-Correlation (in select cases) 
9) Equality of Variance (in select cases) 
Further, a basic GARCH (1,1) was attempted for the above series with a view 
to check if the heteroskedasticity can be explained. To test for random walk, 
to these time series AR (1) model was fitted and its suitability checked. All the 
above time series were visualized by return spectrum, matrix plots and 
draftsman plots. To the monthly and yearly data of BSE- SENSEX and BSE-
100, pessimistic to optimistic returns (inclusive of S- returns) as mentioned 
above was computed, their descriptive statistics determined and each of 
these series were subjected to normality, runs, autocorrelation and partial 
autocorrelation tests. These time series were fitted with simple GARCH (1,1) 
and AR(1) models. 
B) STUDY OF RELATIONSHIP BETWEEN THE STOCK MARKETS AND 
ECONOMY 
With a view to have a basic understanding of the interrelationships between 
the Indian stock markets and economy, monthly data of closing prices of 
BSE- SENSEX and BSE-100 and corresponding data of Banks Aggregate 
Deposit, Bank Credit, Cash in Hand by the bank, M3, (Broad Money Supply), 
Forex rates of Dollar, Pound, DM/Euro, Foreign trade balance, Foreign 
Institutional Investors Investment (Nett), Market capitalization, (based on 
BSE- prices), Foreign exchange Reserve, Foreign trade balance was 
subjected to Cross correlation, scaterrograms and Multiple Regression 
analysis. To test if the rates of movement of these variables are similar or 
othenvise, the differenced time series of above was subjected to cross 
coH'elation, scatterograms and multiple regression analysis. 
0) STUDY OF INTERRELATIONSHIP BETWEEN VARIOUS STOCK 
MARKETS 
The monthly closing prices of various indices across various stock exchanges 
were subjected to cross correlations , scaterrograms and multiple regression 
analysis. Further in order to check if the rate of changes of indices is similar 
or othenvise, the first order differenced series was also subjected to cross 
correlations, scaterrograms and multiple regression analysis. 
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D) STUDY OF THE EFFECTS OF HOLDING PERIOD (ON ROLLING 
BASIS) 
For both the BSE -100 and BSE-sensex data (from year 1991), new set of 
time series of 0.2% pessimistic Return (0.2PR), Pessimistic Retum, (PR), 
0.2% Optimistic Return (0.2OR), Optimistic Retum (OR), Closing Retum (CR) 
S-0.2PR, S-PR, S-0.2OR, S-OR and S-CR was generated as under. 
Concept: Buy in day t, sell in day t +h, ("h" is the holding day) or vice versa. 
This is done on a daily basis. For example - Daily 10 day holding period 
returns would be sequenced as Buy in day 1 and sell in day 11, buy in day 2 
and sell in day 12. and so on. Hence after a holding day h, we have 
continuous buy and sell 
The return series were computed as per 3.2- A, except for which day t and 
day t + 1 was replaced by day t and day t + h. Holding period was varied upto 
200 days. 200 days was chosen for the reason that it was observed from 
closing index, that strong trends (bullish or bearish) do not last beyond this 
period. To this series all tests and procedures as in 3.2 A was perfomied. 
E) EFFECTS OF FIRST FEW BEST/WORST DAYS ON THE AVERAGE 
MEAN DAILY RETURNS 
The mean returns can get distorted on account of few days of phenomenal positive 
or negative returns. To the dally returns first few days (upto 600 days) of best (and 
worst) returns was removed and the mean/standard deviation of the time series 
computed 
3.3) SYMBOLS USED IN THIS WORK 
As an attempt is made not only to study the composite series, but also of 
filtered series wherein optimistic, pessimistic and closing returns are 
considered, many symbols are used, and unless othen/vise stated, their 
meaning (and units of measurement if applicable) are presented in chart 3.1. 
All raw returns are expressed as percentage. 
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CHART-3.1 
DESCRIPTION OF THE SYMBOLS USED IN THIS WORK 
SL. NO. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
VARIABLE 
SYMBOL 
BSE-SENSEX 
Opening 
High 
Low 
Clos ing 
P E 
P B 
Yield 
hi 
p e r h l 
c l 
p e r c l 
twopr 
p r 
twoor 
or 
c l r 
s twopr 
s p r 
stwoor 
so r 
s c r 
BSE-100 
VARIABLES 
Opening_l 
High_l 
Low_l 
C l o s i n g _ l 
P E_l 
P B_l 
h l _ l 
c l _ l 
twopr_l 
p r _ l 
twoor_l 
o r _ l 
DESCRIPTION 
DAILY SENSEX OPENING 
DAILY SENSEX HIGH 
DAILY SENSEX LOW 
DAILY SENSEX CLOSING 
DAILY PRICE EARNING RATIO 
DAILY PRICE TO BOOK VALUE 
DAILY ANNUALISED YIELD 
DAILY( HIGH - LOW) 
PERCENTAGE OF ABOVE 
DAILY CLOSING-LOW 
PERCENTAGE OF ABOVE 
2% PESSIMISTIC RETURN 
PESSIMISTIC RETURN 
2% OPTIMISTIC RETURN 
OPTIMISTIC RETURN 
CLOSING RETURNS 
S- 2% PESSIMISTIC RETURN 
S - PESSIMISTIC RETURN 
S - 2% OPTIMISTIC RETURN 
S - OPTIMISTIC RETURN 
S -CLOSINGRETURNS 
DAILY SENSEX OPENING 
DAILY SENSEX HIGH 
DAILY SENSEX LOW 
DAILY SENSEX CLOSING 
DAILY PRICE EARNING RATIO 
DAILY PRICE TO BOOK VALUE 
DAILY( HIGH-LOW) 
DAILY CLOSING - LOW 
2% PESSIMISTIC RETURN 
PESSIMISTIC RETURN 
2% OPTIMISTIC RETURN 
OPTIMISTIC RETURN 
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34 
35 
36 
37 
38 
39 
c r 
stwopr_l 
spr 1 
.•It w o o l 1 
sor_l 
scr_l 
CLOSING RETURNS 
S- 2% PESSIMISTIC RETURN 
S-Pl'SSlMISTICRimiRN 
S-2%bPtlMISrK'RI';TUKN 
S - OPTIMISTIC RETURN 
S - CLOSING RETURNS 
Scheme for symbols of filtered series: 
(weekday, week number, month, year or phase or holding period) ( Volatility or return) 
For example: MPR refers to 2% PESSIMISTIC RETURNS OF MONDAY 
M -h-1 refers to intraday Volatality OF MONDAY'S 
JCR refers to CLOSING RETURNS OF JANUARY 
MARSOR refers to S- 2% OPTIMISTIC RETURNS OF MARCH 
lOR 
22CR 
refers to 2% OPTIMIS RE TURNS OF 1" WEEK 
refers to CLOSING RETURN OF YEAR 2002 
For analysis (after chapter-4.1), both pessimistic and optimistic returns are after 
accounting for transaction costs of 0.2%. Thus 0.2PR, 2PR, twopr_l,twopr and PR are all 
pessimistic return after accounting for 0.2% transaction costs. 
For various Matrix and draftsman plot the equivalent of numerical date is as under: 
Sl.no. 
1 
2 
3 
4 
5 
6 
Numerical Date Value 
34349.5 
36570.5 
34369.3 
36625.8 
34372.8 
36636.3 
Calendar date equivalent 
January- 1994 
February - 2000 
4-February-1994 
9 - April - 2000 
7-February-1994 
20-April-2000 
The symbols used for various economic variables/indicators and others are as follows: 
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40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
ECONOMIC 
VARIABLES / 
INDICATORS 
M3 
TB 
FRX-R 
FTB 
DOLLAR 
POUND 
DM/EURO 
YEN 
TO 
CIH 
CREDIT 
CPI 
FOR 
FORb 
FII 
TO 
CAPS 
ISS 
MCAP 
HANSEN 
FTS 
NIKKEI 
S&P 
SINGAPORE 
ARGENTINA 
BRAZIL 
GERMAN 
DJIA 
GARCH 
MODEL 
A 
FA 
lA 
BROAD MONEY SUPPLY IN RUPEES CRORES 
MONTHLY EXTERNAL TRADE BALANCE IN RUPEES CRORES 
FOREIGN EXCHANGE RESERVES IN RUPEES CRORES 
MONTHLY EXTERNAL TRADE BALANCE IN MILLION US 
DOLLAR 
MONTHLY AVERAGE OF EXCHANGE RATE Rs/US DOLLAR 
MONTHLY AVERAGE OF EXCHANGE RATE Rs/ BRITISH 
POUND 
MONTHLY AVERAGE OF EXCHANGE RATE Rs/ DUETSCH 
MARK AND ITS SUCCESSOR EURO 
MONTHLY AVERAGE OF EXCHANGE RATE Rs/ JAPANESE 
YEN 
MONTHLY AVERAGE DEMAND TIME DEPOSITS WITH BANKS 
IN INDIA 
CASH IN HAND BY SHEDULED COMMERCIAL BANKS IN 
RUPEES CRORES 
AGGREGATE BANK CREDIT GIVEN BY SHEDULED 
COMMERCIAL BANKS IN RUPEES CRORES 
ALL INDIA CONSUMER PRICE INDEX FOR FOR INDUSTRIAL 
WORKERS (BASE 1982= 100) 
MONTHLY FOREIGN EXCHANGE RESERVE IN CRORES OF 
INDIAN RUPEE 
MONTHLY FOREIGN EXCHANGE RESERVE IN MILLION US 
DOLLAR 
FOREIGN INSTITUTIONAL INVESTORS NETT INVESTMENT IN 
INDIAN STOCK MARKETS IN Rs.CRORES 
TURNOVER OF MUMBAI STOCK EXCHANGE SCRIPS IN 
RUPEES CRORES 
CAPITILISATION OF MUMBAI STOCK EXCHANGE 
TOTAL PUBLIC ISSUES IN RUPEES CRORES 
ALL INDIA MARKE r CAPITILISATION IN RUPEES CRORES 
HONGKONG STOCK EXCHANGE INDEX - HANG SENG 
GERMANY STOCK EXCHANGE INDEX - DAX 
JAPANESE STOCK EXCHANGE INDEX - NIKKEI 225 
UNITED STATES STOCK EXCHANGE INDEX - S&P -500 
SINGAPORE STOCK EXCHANGE INDEX - STRAITS TIMES 
ARGENTINA STOCK EXCHANGE INDEX - MERVAL 
BRAZIL STOCK EXCHANGE INDEX - BOVESPA 
GERMANY STOCK EXCHANGE INDEX - DAX 
DOW JONES INDUSTRIAL AVERAGE 
MODEL IS ADEQUATE 
MODEL IS FAIRLY ADEQUATE 
MODEL IS INADEQUATE 
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CHAPTER-4 RESULTS AND ANALYSIS - PART 1 
4.0_ OVERALL SCHEME OF TESTS AND ANALYSIS 
The scheme of tests and analysis performed to assess the behaviour of stock 
prices in India is briefly described as under: 
From daily High, low and closing values of BSE - 100 and BSE - Sensex for (13 
years): 
1) Determined the daily raw returns in terms of optimistic, pessimistic and 
closing returns by the methodology as detailed in chapter 3.1 A. 
2) These return series were split to filtered components - filtering done in 
temris of week days (Monday to Friday), Week Numbers (1** to 5^), 
Months (Jan to Dec), Years (1991 to 2003) and phases (1 - 8). 
In chapter 4.1 the descriptive statistics of both the composite and its filtered 
components are determined and these data are looked for the existence of 
pattems or inconsistencies. In chapter 4.2, across weekdays, week numbers, 
months and years the mean raw returns and standard deviations are plotted. 
Also the same returns are looked by distribution free concept of probability of 
getting daily positive returns. And the effect of Indian Parliamentary elections on 
the retums is detemnined. This was done to test if the daily retums are better or 
worse on some weekdays, week numbers, months, years and during general 
elections to Indian Parliament and the day following the trading holiday. In 
chapter 4.3 the persistence of trends of returns across all combinations of 
weekday, week number, month and year is checked. In chapter 4.4, for gaining 
better insight into the volatility and retums, the daily, monthly and yearly retums 
are examined as a spectrum bounded by optimistic and pessimistic retums. Also 
the ACF, PACF and matrix plots of volatility, daily retums and daily returns of 
various phases are determined. And Levene's test for equality of various 
variables were made The purpose of such an exercise was to gain better insight 
into the relationship between various variables and detect the existence of any 
pattems. In chapter 4.5, the filtered returns of both BSE-SENSEX and BSE-100 
are viewed as a spectrum bounded by optimistic and pessimistic retums. With an 
intent to quantify the relationships between the variables, in chapter 4.6, the 
cross correlations between various variables of BSE-SENSEX and BSE-100 and 
as well the different phases (bull, bear and sideway movement) were detennined. 
In chapter 4.7, nonparametric tests as Kruskall Wallis test of independence for 
checking significant differences in individual retum series. Friedman paired 
comparison for checking significant differences between the paired filtered time 
series of weekday, week number, month, year and different phases and mns test 
on both the composite and filtered returns/volatility for checking randomness of 
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these were performed. In chapter 5.1, tests for heteroskedasticity for both the 
composite and filtered returns are performed and the same is tested for simple 
GARCH (1,1) model. The intent of doing the same was to check if the same 
model could explain the variance in the volatility of the returns. In chapter 5.2, a 
simple AR (1) model is applied on these time series to check if these 
returns/volatility fits the same model. In chapter 5.3, from the composite return 
series on a gradual basis, up to 20% of best and worst daily returns are removed 
and thereafter both the mean and standard deviation are re-computed. And the 
same returns are viewed both as return spectrum and in terms of probability of 
eaming positive returns. The idea behind this exercise is that the mean and 
standard deviation looses its representative character in view of volatility 
clustering and such an approach gives insight into the effects of few extreme 
daily returns on the overall mean daily returns and also if all the returns (i.e. 
pessimistic, optimistic and closing returns) move in tandem or not. In chapter 5.4 
for holding periods up to 200 days on rolling basis, all the returns are computed 
and the same is viewed as mean return spectrum, retum spectrum and in terms 
of probability of earning positive returns apart from detemiining their ACF and 
PACF. The same was done in order to explore if such a passive trading strategy 
can earn superior returns or reduce risk. In chapter 5.5, the linkages between the 
economy and stock markets are studied by means of cross congelation, Matrix 
and Draftsman plot. In chapter 5.6 the relationship between Indian and other 
international stock markets are also similarly studied. And first differences of the 
closing indices are also similarly studied. The intent was to check if the rate of 
change of various indices is comparable. In chapter 5.7, the regression analyses 
of the apparently related variables (of returns, closing indices and volatility) are 
perfomned with intent to check if these relationships are spurious. (An 
examination of multiple correlation coefficient, variance inflation factor and Durbin 
Watson statistic would give indications of spurious relationships or co-integrated 
variables.) 
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4.1 . DESCRIPTIVE STATISTICS 
Table-4.1, presents the descriptive statistics of BSE-SENSEX and BSE-100 
data from tlie year 1991. The data includes the daily - opening, Closing, Low, 
High, Low, PE (Price Earnings Ratio), PB (Price to Book Value), Yield (based 
on then currently available dividend data), intraday volatility (i.e. the daily 
difference between high and low value of the indices), C-L (i.e. the difference 
between the daily closing and lowest value of the indices) and spectrum of 
retums (0.2% pessimistic, pessimistic, 0.2%optimistic, optimistic, closing and 
S-returns of the same) as mentioned in chapter 3.2 A. The statistics consists 
of mean, SE of mean, standard deviation, variance, coefficient of variance, 
minimum and maximum value of the dataset, median, first, third quartile, 
interquartile range, range of the dataset, skewness and kurtosis. The number 
of observations for BSE-SENSEX is 2970 and for BSE-100 is 2863. The 
symbols referred in the table-4.1 are described in chart 4.1. The following are 
some salient observations: 
1) Although the variability amongst the mean of- opening, high, low and 
closing are within 2%, the variability amongst all the returns (which are 
derived from these data) are about or more than 100%. 
2) Similarly, the standard deviations of - opening, high, low and closing of 
indices are about 25% of the data value, whereas It's over 100% for each 
of the returns, 
3) For either a day trader or a trader indulging in buying in day 1 and selling 
in the next trading day, the range of mean expected daily retums after 
taking into account a transaction cost of 0.2% is between -2.1% and 
1.49% for BSE-SENSEX and -1.94% to 1.29% for BSE-100. If the same 
trader indulges in short selling strategy (I.e. first sell and follow by a buy), 
the mean expected range of returns after taking into account a transaction 
cost of 2% is between - 2.22% to 1.39% for BSE-SENSEX and -2.02% -
to 1.21 % for BSE-100. 
4) A transaction cost of 0.2% makes a difference of about 0.4% in the 
returns, which is about 20% of maximum possible daily returns. 
5) As expected all the returns are leptokurtic (i.e. high kurtosis (over 3) which 
is equivalent to having sharper peaks than the normal curve). The 
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skewness ranges from moderately negative skewed to moderately positive 
skewed. 
Similar exercise was carried out for the filtered time series of daily data of BSE-
100 and BSH-SENSEX, consisting of weekdays (Monday to Friday), week 
numbers (1^* week to 5'" week), months (January to December) and years (1991 
to 2003). The datasets consists of intraday volatility (i.e. H - L) and various 
returns as in Table-4.1. These tables are not shown for the reason their graphical 
versions are shown in the succeeding chapters. For the various filtered time 
series the major observations are: 
1) Significant differences in the mean returns (meaning pessimistic to 
optimistic and S-pessimistic to S-optimistic) are noticed. 
2) Not many differences are noticed in the standard deviation of the returns. 
3) Kurtosis of the returns shows considerable scatter from high to low. 
Similar descriptive statistics for the first 250 trading days of various 
bull/bear/sideway movements of BSE-SENSEX and BSE-100 were also 
determined (which are not shown here). The eight phases were derived from the 
visual examination of the Time - Series graph of BSE-Sensex. The eight phases 
are as follows. 
NO. 
1 
2 
3 
4 
5 
6 
7 
8 
PHASE 
1 (BULL) 
2 (BEAR) 
3(BULL) 
4(BEAR) 
5(SW) 
6 (BULL) 
7 (BEAR) 
8(SW) 
?TART DATE-END DATE 
21 JAN 91 - 28 APR 92 
28APR92 -19 JUL 93 
19 JUL 93 -17 NOV 94 
17 NOV 94 -15 JAN 96 
15 JAN 96 -20 OCT 98 
20 OCT 98 -28 FEB 00 
28 FEB 00 - 25 SEP 01 
25 SEP 01 -23 APR 03 
CORRESPONDING 
SENSEX VALUE 
500-4163 
4163-2098 
2098-4158 
4158-2826 
2826-2784 
2784 - 5883 
5883-2617 
2617-2924 
(SW)- indicates predominant sideway movement. 
The intent to split the SENSEX and BSE-100 into eight distinct phases was to 
explore if the behavior of daily returns varies, if they are any similarities between 
the bull, bear and sideway movement phases. 
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The same descriptive statistics for rolling holding periods upto 200 days of BSE-
SENSEX and 6SE-100 was determined. It was observed that as the holding 
period increases, the mean, standard deviation and variance increases, Kurtosis 
falls to less than 2 and skewness between 0-1. 
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TABLE-4.1 
DESCRIPTIVE STATISTICS OF SENSEX AND BSE -100 
Variable 
Opening 
High 
Low 
Closing 
P E 
P B 
Yield 
hi 
perhl 
cl 
percl 
twopr 
pr 
twoor 
or 
clr 
stwopr 
spr 
stwoor 
sor 
scr 
Opening 1 
High 1 
Low 1 
Closing 1 
P E 1 
P B 1 
hi 1 
cl 1 
twopr 1 
pr 1 
twoor 1 
or 1 
cr 
stwopr 1 
spr 1 
stwoor 1 
scr 1 
Mean 
3425.5 
3455.7 
3392.3 
3422.5 
23.41 
3.5516 
1.4234 
63.453 
1.7873 
3U.271 
0.8680 
-2.1161 
-1.7209 
1.4946 
1.8984 
0.0695 
-2.2222 
-1.8258 
1,3940 
1,7976 
-0,0359 
1611.6 
1624.3 
1596.6 
1609.4 
22.019 
3.0180 
27.698 
12.866 
-1.9468 
-1.5499 
1.2913 
1.6947 
0.0554 
-2.0290 
-1.6323 
1.2187 
-0.0242 
SE Mean 
15.5 
15.7 
15.2 
15.4 
1.40 
0.0318 
0.00952 
0.903 
0.0210 
0.660 
0.0173 
0.0380 
0.0381 
0.0369 
0.0370 
0.0337 
0.0345 
0.0346 
0.0404 
0.0405 
0.0335 
8.44 
8.53 
8.26 
8.37 
0.198 
0.0266 
0.4 92 
0.322 
0.0382 
0.03-82 
0.0359 
0.0359 
0.0331 
0.0338 
0.0338 
0.0406 
0.0330 
otDev 
845.1 
853.4 
830.9 
840.2 
76.22 
1.7323 
0.5188 
49.208 
1.1427 
35.963 
0.9446 
2.0714 
2.0760 
2.0113 
2.0153 
1.8354 
1.8818 
1.8856 
2.2032 
2.2076 
1.8269 
451.3 
456.6 
441.9 
447.5 
10.605 
1.4241 
26.324 
17.205 
2.0410 
2.0451 
1.9189 
1.9228 
1.7706 
1.8065 
1.8101 
2.1745 
1.7654 
Variance 
714134.4 
728304.5 
690433.5 
705922.3 
5809.06 
3.0008 
0.2691 
2421.393 
1.3057 
l.?93.331 
0.8923 
4.2906 
4.3100 
4.0452 
4.0614 
3.3685 
3.5413 
3.5555 
4.8542 
4.8737 
3,3376 
203662.2 
208478.8 
195267.8 
200280.3 
112.470 
2.0281 
692,938 
296,005 
4.1657 
4.1824 
3.6823 
3.6971 
3,1351 
3.2635 
3.2766 
4.7284 
3.1165 
CoefVar 
24.67 
24.70 
24.49 
24.55 
325.59 
48,77 
36.44 
77.55 
63,93 
118.80 
108,83 
-97.88 
-120.64 
134.57 
106,16 
2642,60 
-84.69 
-103,28 
158,05 
122,81 
-5062,73 
28,00 
28.11 
27,68 
27,81 
48,16 
47.19 
95.04 
133,73 
-104.84 
-131,95 
148,60 
113.46 
3196.28 
-89,03 
-110.90 
178.42 
-7302.57 
Minimum 
966.3 
966.3 
947,1 
956,1 
3,00 
1,67 
0,5 
0,0 
0,0 
0,0 
0,0 
-13,9911 
-13.6184 
-5,4019 
-5,0120 
-9,7566 
-16.4278 
-16.0599 
-12,0058 
-11.6291 
-11.9406 
498,1 
4 98,1 
490,1 
491.8 
9.010 
1,17 
1,690 
0,0 
-16.1659 
-15.7974 
-5.2163 
-4.8259 
-11.9661 
-15.4234 
-15.0535 
-11.5555 
-13.1755 
Maximum 
6030.2 
6050.7 
5923.1 
5933,6 
55,76 
9,8400 
6,1700 
519,880 
12.8852 
301.000 
9.2595 
12,7330 
13.1594 
18.6943 
19,1326 
13,5597 
4.8659 
5.2764 
15.3338 
15.7653 
10,8114 
3906.4 
3906,4 
3800,8 
3839,1 
53.360 
8.2300 
365.860 
186,150 
12.1594 
12,5846 
17.2857 
17,7211 
15.1749 
4,6605 
5.0706 
18,3237 
13.5926 
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TABLE-4.1 (continued) 
DESCRIPTIVE STATISTICS OF SENSEXAND BSE-100 (continued) 
Variable 
Opening 
High 
Low 
Closing 
P E 
P B 
Yield 
day 
hi 
perhl 
cl 
percl 
twopr 
pr 
twoor 
or 
clr 
stwopr 
spr 
stwoor 
sor 
scr 
Date 1 
Opening 1 
High 1 
Low 1 
Closing 1 
P E 1 
P B 1 
hi 1 
cl 1 
twopr 1 
pr 1 
twoor 1 
or 1 
cr 
stwopr 1 
spr 1 
stwoor 1 
scr 1 
Ql 
3036.6 
3061.8 
3010.1 
3037.3 
14.60 
2.4600 
1.0100 
3.0000 
32.175 
1.0561 
6.700 
0.2083 
-3.072 
-2.683 
0.2085 
0.6097 
-0.964 
-3.138 
-2.744 
0.0103 
0.4111 
-1.045 
34532 
1396.8 
1404.7 
1384.8 
1394.7 
13.430 
1.8000 
12.365 
2.508 
-2.839 
-2.444 
0.0411 
0.4420 
-0.880 
-2.859 
-2.463 
-0.135 
-0.938 
Median 
3413.9 
3443.6 
3382.3 
3410.3 
18.43 
3.0900 
1.3800 
4.0000 
50.410 
1.5222 
18.970 
0.5639 
-1.777 
-1.381 
1.1364 
1.5395 
0.0492 
-1.913 
-1.516 
0.9983 
1.4011 
-0.049 
35664 
1593.3 
1604.9 
1579.4 
1590.8 
19.425 
2.6500 
20.565 
7.070 
-1.6181 
-1.2206 
0.9729 
1.3757 
0.0186 
-1.7543 
-1.3570 
0.8362 
-0.0186 
Q3 
3927.5 
3964.7 
3894.9 
3928.0 
27.60 
4.2850 
1.7800 
5.0000 
78.435 
2.1810 
41.105 
1.2202 
-0.808 
-0.409 
2.4161 
2.8217 
1.0567 
-1.004 
-0.606 
2.3517 
2.7572 
0.9741 
36719 
1798.7 
1813.7 
1783.7 
1797.7 
27.463 
3.8900 
34.110 
16.803 
-0.6629 
-0.2635 
2.1211 
2.5261 
0.9474 
-0.8392 
-0.4401 
2.1009 
0.8883 
Range 
5063.9 
5084.4 
4975.9 
4977.5 
4135.73 
48.4400 
6.1700 
6.0000 
554.320 
13.7414 
310.040 
9.4604 
26.7242 
26.7777 
24.0962 
24.1445 
23.3163 
21.2936 
21.3363 
27.3396 
27.3944 
22.7520 
4527 
3408.3 
3408.3 
3310.7 
3347.3 
44.350 
8.2300 
364.170 
186.150 
28.3253 
28.3820 
22.5019 
22.5470 
27.1410 
20.0838 
20.1241 
29.8793 
26.7681 
IQR 
890.9 
902.9 
884.8 
890.7 
13.00 
1.8250 
0.7700 
2.0000 
46.260 
1.1249 
34.405 
1.0119 
2.2642 
2.2738 
2.2075 
2.2120 
2.0214 
2.1339 
2.1382 
2.3414 
2.3461 
2.0197 
2187 
401.9 
408.9 
399.0 
403.0 
14.033 
2.0900 
21.745 
14.295 
2.1768 
2.1812 
2.0799 
2.0841 
1.8280 
2.0198 
2.0238 
2.2366 
1.8269 
Skewness 
-0.35 
-0.35 
-0.39 
-0.38 
53.08 
9.09 
0.65 
0.00 
2.68 
2.47 
2.74 
2.24 
-1.05 
-1.04 
1.68 
1.68 
0.37 
-1.34 
-1.34 
1.41 
1.41 
-0.02 
-0.10 
0.67 
0.68 
0.61 
0.62 
1.04 
0.91 
3.57 
3.51 
-1.28 
-1.28 
1.62 
1.62 
0.34 
-1.30 
-1.30 
1.65 
0.08 
Kurtosis 
0.86 
0.85 
0.82 
0.82 
2866.57 
203.05 
2.93 
-1.26 
11.54 
11.45 
11.24 
7.80 
4.98 
4.97 
7.24 
7.24 
4.74 
5.00 
5.00 
5.74 
5.74 
4.06 
-1.15 
2.77 
2.79 
2.57 
2.60 
0.26 
0.02 
21.75 
19.65 
5.49 
5.49 
6.75 
6.75 
6.46 
4.83 
4.83 
6.73 
5.74 
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CHAPTER-4.2_ 
EFFECTS OF WEEK DAY, WEEK NUMBER, MONTH. 
YEAR, PRIOR HOLIDAY AND ELECTIONS 
Figure 5.1 to 5.24 presents the effects of week number, weekday and month on 
the daily mean return spectrum of both BSE-SENSEX and BSE-100. Figure 5.13 
and 5.14 depicts the standard deviations for the same. Figures 5.15 and 5.16 
depict the range of the same. Figures 5.17 to 5.20 shows the effects of the year 
on the daily mean return spectrum of BSE-SENSEX and BSE-100. Figures 5.21 
and 5.22 depicts their standard deviations and figures 5.23 and 5.24 present their 
range. Figures 5.25 and 5.26 show the mean daily return spectrum for the first 
250 days 8 different phases of BSE-SENSEX and BSE-100. Figure- 5.27 
compares Monday and Tuesday return spectrum of BSE-SENSEX and BSE-100 
with that of a day after holiday and second day after holiday. This was done to 
understand if better Monday returns and worse Tuesday returns can be attributed 
to holiday effects. To study the effects of both BSE-SENSEX and BSE-100 daily 
return on the General election to the Indian Pariiament, mean of 30 days of 
returns spectrum before and after the elections is presented in figure 5.28 and 
5.29. Figures 5.30 and 5.31 shows the standard deviations for the same. Some 
of the major observations are as under: 
1) General: The closing returns (as studied by almost all authors) is more 
towards the higher end optimistic return 
2) Effects of Week Number: For BSE-100.1*' and 2'^ week offers the best 
returns and 4*'' week offers the worst returns. For BSE-SENSEX, 1*' and 
5**^  week offers the best returns with little differences amongst 2"**, 3rd and 
4"' week. The S-returns are opposite of these 
3) Effects of Weekday: For BSE-100. Monday's offers the best return, 
Tuesday's - the worst and Wednesday. Thursday and Friday showing 
marginal differences. (If one goes only closing returns, the conclusion 
would be Tuesday, Thursday and Friday's return are the same.). For BSE-
SENSEX. Monday, Wednesday. Thursday and Friday returns are almost 
same and Tuesday's - the worst. (Better return means -higher optimistic 
and pessimistic return and worst returns means lowest optimistic and 
pessimistic returns). It must be noted that the definition of Monday returns 
in this work is different from what is generally published. Here Monday (or 
any week day) return refers to buying the previous trading day and selling 
on Monday (or as per the definition used In majority of the literature, this 
would mean Friday returns). 
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4) Effects of Months: for BSE-100, February, January and December show 
best returns, October, September and July the worst returns. March 
followed by April shows maximum spread. For the SENSEX, February, 
January, December, July and August offers the best retums. March 
followed by April shows maximum spread. September and October offers 
the worst returns. The S-returns are opposite of these. 
5) Effects of the Year: For both BSE-SENSEX and BSE-100, for no two 
years the return spectrum is the same. It varies from year to year and 
there is no predictable pattern. 
6) Effects of different phases: Similar to above, no predictable pattern for 
bull/bear or sideway movement phases are discerned. And no two-
bull/bear phases are identical. 
7) Holiday Effects: For BSE-SENSEX, Monday returns compares with the 
returns on the second day after holiday. For BSE-100, there are no similar 
comparisons. (Here holiday return means the return of a day after a 
trading holiday. Thus if day t is an holiday, then holiday retum refers to the 
return of the index purchased on day t-1 and sold on day t+1) 
8) Elections and Indices: The mean return spectrum for pre- 30 days and 
post 30 days of election (conducted in year 91, 96. 98,99) are vastly 
different. In Gland 99, post election retum spread has increased without 
change of closing returns. In 96, the reverse has happened without 
change of closing returns. In 98 pessimistic, optimistic and closing retums 
has increased (i.e. the return spectrum had shifted upwards). In a study 
for the similar problem by ET research bureau, the authors calculated 
monthly closing returns pre and post elections and except for 1998, 
wherein the post election returns were markedly higher (i.e. 9.7% post and 
2% pre election returns) they found close similarity between pre and post 
elections monthly returns and concluded that immediate days of post 
elections would not pull down market (124). 
Figures 5.32 to 5.40 show the effects of weekday, week number, month, 
year and different phases of the indices in terms of common metric of 
probability of earning positive (I.e. greater than zero) retums. (This is 
computed as a ratio between the absolute ranges of positive retums and 
total returns). Figure 5.41 and 5.42 shows the probability of earning daily 
positive returns over eight different phases of SENSEX AND BSE-100. 
Figure 5.43 captures the same probability figure for eaming positive 
returns on a post holiday and a day after that which is compared with 
Monday's and Tuesday's returns. Figure 5.44 and 5.45 shows the same 
probability figure for pre- and post- elections on BSE-100 and BSE-
SENSEX. And figure 5.46 compares the same probability figure for mean 
daily, monthly and yearly returns for both BSE-SENSEX and BSE-100. 
It is clear from these probability figures that they help in better 
visualization and quantification of the effects of weekdays, week numbers, 
months, years, different phases of 
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Indices, holidays, elections and daily, monthly and yearly returns. 
Following major observations can be made from these graphs. 
a) Generally the probability of earning positive returns from 
both BSE - SENSEX and 100 (after accounting for 0.2% 
transaction cost) is around 0.4. Or in other vtfords, there If a 
far greater chance (60%) to lose money rather than make 
money by daily trading. The same is true for S-returns (I.e. 
sell the first day and buy in the second day). 
b) Again, Tuesday happens to be a worst return day. And 
February the best month (for both the indices). 
c) Except for the year 1998 (where the probability of earning 
positive returns had gone up by 20%). no significant 
changes in daily returns are noticed around election time, 
(a decrease of about 4% In probability of earning positive 
returns post election in rest of the elections) 
d) It's not possible to attribute Tuesday's worst return due to 
post holiday effects. 
e) Bull Phases show above 40% probability of earning 
positive daily returns and bear phases show less than or 
equal to 40% probability of earning positive returns. 
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BSE-100- EFFECTS OF WEEK NUMBERS ON DAILY 
MEAN RETURNS - (JAN 1991 - MAY-2003) 
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BSE-SENSEX- EFFECT OF WEEK NUMBER ON THE 
DAILY RETURNS (JAN 1991 - OCT 2003) 
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BSE-100-EFFECTS OF WEEK NUMBER ON DAILY MEAN S-
RETURNS (JAN 1991- MAY 2003) 
ss. 
2 
1.5 
1 
0.5 
0 z 
2 -0.5 
lU 
-1 
-1.5 
-2 
-2.5 
1-WEEK 2-WEEK 3-WEEK 4-WEEK 5-WEEK MEAN 
•stwopr 
•stwoor 
iscr 
WEEK NUMBER 
FIGURE: 5.3 
BSE-SENSEX -EFFECT OF WEEK NUMBER ON THE DAILY 
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BSE-100- EFFECTS OF WEEK DAY ON DAILY MEAN 
RETURN (JAN 1991 - MAY 2003) 
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BSE-100- EFFECTS OF WEEK DAY ON DAILY MEAN S-
RETURN (JAN 1991 • MAY 2003) 
2 
1.5 
1 
z 0 
= -0.5 
-1.5 
-2 
-2.5 
WEEK DAY 
r 
1 
' 
: * : 
r r 
- W E D TJIU Fjy.-
! 1 ^ 
: 
• ! 
r 
- - -
• 
t ] 
i 
- - 4 
— - • -
-stwopr 
-stwoor 
• scr 
FIGURE: 5.7 
BSE-SENSEX- EFFECT OF WEEK DAY ON THE DAILY S-
RETURN (JAN 1991 - OCT 2003) 
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BSE-100- EFFECTS OF MONTH ON DAILY MEAN 
RETURNS (JAN 1991 - MAY 2003) 
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BSE-100- EFFECTS OF MONTH ON DAILY MEAN S-
RETURN (JAN 1991 - MAY 2003) 
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BSE-100- STD. DEVIATION OF MEAN RETURN ACROSS 
WEEK NUMBER,WEEKDAY AND MONTHS 
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BSE-100- RANGE OF DAILY RETURNS ACROSS WEEK 
NUMBER,WEEK DAY AND MONTH 
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BSE-100 - MEAN DAILY S-RETURN • YEARWISE 
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BSE-100- STANDARD DEVIATIONS OF RETURNS 
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BSE-SENSEX- STANDARD DEVIATION OF DAILY 
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BSE-100- RANGE OF DAILY RETURNS - YEARWISE 
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BSE-SENSEX - RANGE OF DAILY RETURN - YEAR WISE 
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MEAN DAILY RETURN SPECTRUM - FOR VARIOUS PHASES OF BSE^ENSEX 
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HOLIDAY Vs MON EFFECTS 
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ELECTIONS AND BSE-100 
PRE AND POST ELECTION YEAR 
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STANDARD DEVIATION OF SENSEX - PRE AND POST 
ELECTION RETURNS 
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EFFECTS OF WEEK DAYS AND WEEK NUMBERS ON THE PROBABIUTY OF 
GETTING DAILY POSITIVE RETURNS FROM BSE-SENSEX 
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EFFECT OF YEARS ON THE PROBABILITY OF GETTING DAILY 
POSITIVE RETURNS FROM BSE- SENSEX 
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EFFECT OF WEEK DAY AND WEEKNUMBER ON THE PROBABILITY OF 
GETTING POSITIVE S- RETURN FROM BSE-SENSEX 
P* 
•" 
FIGURE-5.35 
<^ ^ 
ft** Ik?* 
. # 
V V V V V 
WEEK DAY, WEEK NUMBER 
i^ 4 / 
68 
EFFECT OF MONTH ON GETTING DAILY POSITIVE RETURNS 
FROM BSE-SENSEX 
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EFFECT OF WEEK NUMBER AND WEEK DAY ON THE PROBABILITY OF 
GETTING POSITIVE RETURNS FROM BSE-100 
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EFFECT OF MONTH ON THE PROBABILITY OF GETTING 
POSITIVE DAILY RETURNS FROM BSE-100 
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EFFECT OF YEAR ON THE PROBABILITY OF GEHING DAILY 
POSITIVE RETURNS FROM BSE-100 
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EFFECTS OF DIFFERENT PHASES ON THE PROBABIUTY OF GETHNG 
POSITIVE RETURNS FROM BSE- SENSEX 
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EFFECT OF DIFFERENT PHASES ON THE PROBABIUTY OF 
GETTING POSITIVE DAILY RETURN FROM BSE-100 
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EFFECTS OF HOLIDAYS ON THE PROBABILITY OF GEHINQ 
DAILY POSITIVE RETURNS 
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EFFECTS OF ELECTIONS ON THE PROBABILITY OF GETTING 
POSITIVE DAILY RETURNS FROM BSE-SENSEX 
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EFFECT OF ELECTIONS ON THE PROBABILITY OF GETTING 
POSITIVE RETURNS FROM BSE-100 
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EFFECT OF DAILY.MONTHLY AND YEARLY RETURNS ON THE 
PROBABILITY OF GETTING POSITIVE RETURNS 
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CHAPTER-4.3_ 
FURTHER STUDIES ON THE EFFECTS OF WEEK DAY. 
WEEK NUMBER. MONTH AND YEAR. 
In the previous chapter, it was noticed that for both BSE-SENSEX and BSE-100, 
the mean daily returns for certain filtered time series as Monday's amongst 
weekdays, 1'* week amongst week numbers, February, December and January 
amongst months offer better mean daily returns. In this chapter, it is explored if 
these trends are unifomnly persistent. This was done as under: 
The individual filtered time series of week number, month and year for both BSE-
SENSEX and BSE-100 was further filtered in temis of individual weekdays. (For 
e.g. 1'* week time series was filtered in terms of 1" week- Monday, 1 week-
Tuesday, — etc). Similarly the filtered time series of month and year was further 
filtered to week numbers. To these individual time series the descriptive statistics 
was computed. Tables 6.1 to 6.36 gives the mean returns along with the best 
weekday/week number/month/year for each individual time series data. 
The following are the major findings: 
1) No trends are persistent. 
2) For majority of week number and month time series, Tuesday's return are 
the worst, but when it comes to year wise, the same does not hold 
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TABLE- 6.1 
WEEK NUMBER - WEEK DAY INTERACTION - BSE- 100-MEAN PESSIMISTIC RETURNS 
1-WEEK 
2-WEEK 
3-WEEK 
4-WEEK 
5-WEEK 
BEST 
WORST 
MOM 
-1.65868 
-1.82041 
-1.69352 
-1.99258 
-1.79135 
1-WEEK 
4-WEEK 
TUE 
-2.17211 
-2.33083 
-2.25573 
-2.10167 
-1.9325 
5-WEEK 
2-WEEK 
WED 
-1.80479 
-1.96675 
-1.91477 
-1.9353 
-1.6078 
5-WEEK 
2-WEEK 
THU 
-1.66776 
-2.16432 
-2.01933 
-2.08287 
-1.92724 
1-WEEK 
2-WEEK 
FRI 
-1.676334 
-1.7052 
-1.877876 
-2.221997 
-2.247057 
1-WEEK 
5-WEEK 
BEST 
MON 
FRI 
MON 
WED 
WED 
WORST 
TUE 
TUE 
TUE 
FRI 
FRI 
TABLE-6.2 
WEEK NUMBER- WEEKDAY INTERACTION - BSE- SENSEX -MEAN PESSIMISTIC 
RETURNS 
1-WEEK 
2-WEEK 
3-WEEK 
4-WEEK 
5-WEEK 
BEST 
WORST 
MON 
-1.85629 
-1.98557 
-2.01851 
-2.24239 
-1.91675 
1-WEEK 
4-WEEK 
TUE 
-2.29239 
-2.36249 
-2.42664 
-2.30999 
-1.93537 
5-WE5K 
3-WEEK 
WED 
-2.04813 
-2.11702 
-2.08139 
-2.11274 
-2.00994 
5-WEEK 
2-WEEK 
THU 
-1.78459 
-2.27486 
-2.21972 
-2.17641 
-2.05921 
1-WEEK 
2-WEEK 
FRI 
-1.771535 
-1.866438 
-2.096749 
-2.304699 
-2.528202 
1-WEEK 
5-WEEK 
BEST 
FRI 
FRI 
MON 
WED 
MON 
WORST 
TUE 
TUE 
TUE 
TUE 
FRI 
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TABLE- 6.3 
MONTH -WEEK DAY INTERACTION - BSE-100, MEAN PESSIMISTIC RETURNS 
JAN 
FEB 
MAR 
APR 
MAY 
JUN 
JUL 
AUG 
SEP 
OCT 
NOV 
DEC 
BEST 
WORST 
MON 
-1.45273 
-1.37144 
-2.18043 
-2.35821 
-1.74721 
-2.2313 
-2.05577 
-1.1568 
-1.54383 
-2.15338 
-1.77264 
-1.43748 
AUG 
APR 
TUE 
-1.97951 
-1.93002 
-2.86012 
-2.79454 
-2.47609 
-2.13992 
-1.9736 
-1.78177 
-2.04138 
-2.43525 
-1.88415 
-1.91676 
AUG 
MAR 
WED 
-1.79749 
-1.78805 
-2.51599 
-1.83527 
-2.28342 
-1.61362 
-1.7616 
-1.64568 
-1.877 
-1.87269 
-1.82363 
-1.70546 
JUN 
MAR 
THU 
-1.80558 
-1.64151 
-2.61115 
-2.59969 
-2.11252 
-1.94107 
-1.87359 
-1.5289 
-1.77887 
-2.08311 
-1.89757 
-1.87553 
AUG 
APR 
FRI 
-1.01417 
-1.138449 
-3.033174 
-2.414124 
-1.833006 
-1.762879 
-1.701514 
-1.807417 
-1.918943 
-2.173612 
-1.556872 
-1.624584 
JAN 
MAR 
BEST 
FRI 
FRI 
MON 
WED 
MON 
WED 
FRI 
MON 
MON 
WED 
FRI 
MON 
WORST 
TUE 
TUE 
FRI 
TUE 
TUE 
MON 
MON 
FRI 
FRI 
TUE 
THU 
TUE 
TABLE-6.4 
MONTH -WEEK DAY INTERACTION - BSE-SENSEX - MEAN PESSIMISTIC RETURNS 
JAN 
FEB 
MAR 
APR 
MAY 
JUN 
JUL 
AUG 
SEP 
OCT 
NOV 
DEC 
BEST 
WORST 
MON 
-1.63415 
-1.51467 
-2.63711 
-2.35361 
-2.06615 
-2.38589 
-2.18011 
-1.66798 
-1.73412 
-2.31668 
-1.95723 
-1.70731 
FEB 
MAR 
TUE 
-2.29601 
-2.07708 
-2.86304 
-2.78245 
-2.74288 
-2.14086 
-2.19635 
-1.86811 
-2.34582 
-2.3626 
-2.00643 
-2.04448 
AUG 
MAR 
WED 
-2.04784 
-1.98253 
-2.7515 
-2.02354 
-2.56414 
-1.80413 
-1.99545 
-1.82539 
-2.02402 
-2.04545 
-2.14497 
-1.77691 
DEC 
NOV 
THU 
-1.95086 
-1.8521 
-2.72662 
-2.59804 
-2.35575 
-1.90617 
-2.05404 
-1.69783 
-1.96771 
-2.17133 
-2.18112 
-1.93868 
AUG 
MAR 
FRI 
-2.309871 
-1.346134 
-3.179739 
-2.53242 
-2.054621 
-1.7949 
-1.852464 
-2.024569 
-2.023307 
-2.040671 
-1.799663 
-1.669483 
FEB 
MAR 
BEST 
MON 
FRI 
MON 
WED 
FRI 
FRI 
FRI 
MON 
MON 
FRI 
FRI 
FRI 
WORST 
FRI 
TUE 
FRI 
TUE 
TUE 
MON 
TUE 
FRI 
TUE 
TUE 
THU 
TUE 
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TABLE-6.5 
YEAR - WEEK DAY INTERACTION - BSE-100- MEAN PESSIMISTIC RETURN 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
BEST 
WORST 
MON 
-1.33702 
-0.73371 
-1.51699 
-0.95323 
-1.50427 
-1.62219 
-1.93928 
-1.9393 
-2.06326 
-2.63163 
-3.06874 
-1.54119 
-1.64776 
1992 
2001 
TUE 
-1.26142 
-1.92476 
-1.99125 
-1.23648 
-1.63409 
-1.9187 
-2.1125 
-2.80337 
-2.47342 
-4.19226 
-2.49734 
-1.97501 
-1.72306 
1994 
1998 
WED 
-1.09255 
-2.48478 
-1.00883 
-1.77573 
-1.29631 
-1.64943 
-1.68104 
-2.22615 
-1.90629 
-2.9995 
-2.51488 
-1.87834 
-1.22601 
1993 
2000 
THU 
-1.54362 
-2.17228 
-1.12438 
-1.30502 
-1.33564 
-1.46566 
-2.16878 
-2.4989 
-2.24328 
-3.45377 
-2.46373 
-1.63998 
-1.70735 
1993 
2000 
FRl 
-0.680846 
-1.761288 
-0.788717 
-0.87086 
-1.194866 
-1.566085 
-2.18189 
-2.76524 
-2.704723 
-3.12028 
-3.047963 
-1.769335 
-1.842504 
1991 
2000 
BEST 
FRl 
MON 
FRl 
FRl 
FRl 
THU 
WED 
MON 
WED 
MON 
THU 
MON 
WED 
WORST 
THU 
TUE 
TUE 
WED 
TUE 
TUE 
FRl 
TUE 
FRl 
TUE 
MON 
TUE 
FRl 
TABLE-6.6 
YEAR-WEEKDAY INTERACTION - BSE-SENSEX - MEAN PESSIMISTIC RETURNS 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
BEST 
WORST 
MON 
-1.98984 
-1.6341 
-2.13952 
-1.19538 
-1.70308 
-2.00865 
-2.12495 
-2.04288 
-2.33006 
-2.6213 
-2.90937 
-1.59978 
-1.63709 
2002 
2001 
TUE 
-1.64544 
-2.3958 
-2.50918 
-1.43446 
-1.85011 
-2.31387 
-2.22534 
-3.18307 
-2.44051 
-4.18374 
-2.46582 
-2.06054 
-1.91602 
1991 
2000 
WED 
-1.48489 
-3.21029 
-1.60578 
-2.0085S 
-1.41566 
-1.95451 
-1.56625 
-2.46096 
-2.1478 
-3.33842 
-2.38202 
-2.16921 
-1.46542 
2003 
2000 
THU 
-1.99487 
-2.69275 
-1.35902 
-1.50597 
-1.61358 
-1.85772 
-2.39688 
-2.58856 
-2.36535 
-3.30711 
-2.38447 
-1.81803 
-1.61637 
1993 
2000 
FRl 
-1.072085 
-2.263751 
-1.305561 
-1.129101 
-1.409541 
-2.039443 
-2.311227 
-2.909814 
-2.779966 
-3.063415 
-2.800812 
-1.758334 
-1.683704 
1991 
2000 
BEST 
FRl 
MON 
FRl 
FRl 
FRl 
THU 
WED 
MON 
WED 
MON 
WED 
MON 
WED 
WORST 
THU 
WED 
TUE 
WED 
TUE 
TUE 
THU 
TUE 
FRl 
TUE 
MON 
WED 
TUE 
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TABLE-6.7 
WEEK NUMBER - WEEK DAY INTERACTION - BSE-100- MEAN OPTIMISTIC RETURN 
1-WEEK 
2-WEEK 
3-WEEK 
4-WEEK 
5-WEEK 
BEST 
WORST 
MON 
1.782883 
1.217799 
1.536702 
1.285278 
1.696677 
1-WEEK 
2-WEEK 
TUE 
1.114646 
0.88434 
1.044501 
1.054134 
1.394757 
5-WEEK 
2-WEEK 
WED 
1.575799 
1.31324 
1.297083 
1.405655 
1.37625 
1-WEEK 
3-WEEK 
THU 
1.593373 
1.123617 
1.320093 
1.142543 
0.986976 
1-WEEK 
5-WEEK 
FRI 
1.40417 
1.3198281 
1.2933765 
1.0251134 
0.7491226 
1-WEEK 
5-WEEK 
BEST 
MON 
FRI 
MON 
WED 
MON 
WORST 
TUE 
TUE 
TUE 
FRI 
FRI 
TABLE- 6.8 
WEEK NUMBER - WEEK DAY INTERACTION - BSE-SENSEX- MEAN OPTIMISTIC RETURN 
1-WEEK 
2-WEEK 
3-WEEK 
4-WEEK 
5-WEEK 
BEST 
WORST 
MON 
1.955052 
1.321896 
1.602208 
1.33338 
1.826082 
1-WEEK 
2-WEEK 
TUE 
1.269229 
1.148053 
1.253911 
1.19719 
1.524667 
5-WEEK 
2-WEEK 
WED 
1.628205 
1.583067 
1.565413 
1.521985 
1.453839 
1-WEEK 
5-WEEK 
THU 
1.820544 
1.444264 
1.507888 
1.548503 
1.383185 
1-WEEK 
5-WEEK 
FRI 
1.7003915 
1.5821136 
1.4962376 
1.2964024 
1.0796887 
1-WEEK 
5-WEEK 
BEST 
MON 
WED 
MON 
THU 
MON 
WORST 
TUE 
TUE 
TUE 
TUE 
FRI 
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TABLE-6.9 
MONTH-WEEK DAY INTERACTION -BSE-100- MEAN OPTIMISTIC RETURN 
JAN 
FEB 
MAR 
APR 
MAY 
JUN 
JUL 
AUG 
SEP 
OCT 
NOV 
DEC 
BEST 
WORST 
MON 
1.761886 
1.851508 
2.307649 
1.456697 
1.419881 
1.283904 
0.961277 
1.380219 
1.424833 
1.C17524 
1.254429 
1.499084 
MAR 
JUL 
TUE 
1.089066 
1.352671 
1.527575 
0.837381 
0.908926 
1.518852 
1.079664 
0.771537 
0.803789 
0.551917 
1.145241 
1.009663 
MAR 
OCT 
WED 
1.280621 
1.387604 
1.947323 
2.009603 
1.635475 
1.545555 
1.227525 
1.039443 
0.86999 
1.17704 
1.188548 
1.383412 
APR 
SEP 
THU 
1.485391 
1.456659 
1.409232 
1.346031 
1.465004 
1.099758 
1.160968 
1.544666 
0.87154 
1.106179 
0.96338 
1.30866 
AUG 
SEP 
FRI 
1.149604 
1.9472447 
1.2464291 
1.3147052 
1.1907499 
1.1888488 
1.1733363 
1.0021188 
0.7780692 
1.1081181 
0.9735548 
1.5401455 
FEB 
SEP 
BEST 
MON 
FRI 
MON 
WED 
WED 
WED 
FRI 
THU 
MON 
WED 
MON 
FRI 
WORST 
TUE 
TUE 
FRI 
TUE 
TUE 
THU 
MON 
TUE 
FRI 
TUE 
THU 
TUE 
TABLE-6.10 
MONTH- WEEK DAY INTERACTION -BSE-SENSEX- MEAN OPTIMISTIC RETURN 
JAN 
FEB 
MAR 
APR 
MAY 
JUN 
JUL 
AUG 
SEP 
OCT 
NOV 
DEC 
BEST 
WORST 
MON 
1.999859 
2.047611 
2.333807 
1.662774 
1.526582 
1.376786 
1.083886 
1.529056 
1.591764 
1.014887 
1.247527 
1.446597 
MAR 
OCT 
TUE 
1.251206 
1.29685 
1.936682 
1.179669 
1.036 
1.706443 
1.297279 
1.120986 
0.949955 
0.800985 
1.24987 
1.019277 
MAR 
OCT 
WED 
1.417978 
1.470243 
2.142921 
2.046882 
1.902297 
1.722361 
1.457019 
1.462721 
1.210416 
1.234784 
1.281801 
1.478989 
MAR 
SEP 
THU 
1.903216 
1.733304 
1.698385 
1.866784 
1.787062 
1.490177 
1.476556 
1.80274 
1.062984 
1.201767 
1.253658 
1.465354 
JAN 
SEP 
FRI 
1.490623 
2.202086 
1.3355388 
1.5655721 
1.5064194 
1.5472745 
1.4321642 
1.3416159 
1.0420687 
1.3844831 
1.3517082 
1.7127657 
FEB 
SEP 
BEST 
MON 
FRI 
MON 
WED 
WED 
WED 
THU 
THU 
MON 
FRI 
FRI 
FRI 
WORST 
TUE 
TUE 
FRI 
TUE 
TUE 
MON 
MON 
TUE 
TUE 
TUE 
MON 
TUE 
^ 
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TABLE-6.11 
YEAR -WEEK DAY INTERACTION -BSE-100- MEAN OPTIMISTIC RETURN 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
BEST 
WORST 
MON 
0.908285 
2.471564 
0.723759 
0.848134 
0.269971 
0.763962 
1.469021 
2.16038 
2.583931 
2.870225 
1.562896 
1.219777 
0.78224 
2000 
1995 
TUB 
0.779423 
1.633484 
0.361822 
0.645239 
-0.02005 
0.464882 
1.277429 
1.262862 
1.622353 
1.831018 
1.798284 
0.915329 
0.748184 
2000 
1995 
WED 
0.826766 
0.995656 
1.059754 
0.086638 
0.36107 
0.951219 
1.654043 
1.787979 
2.346093 
3.104228 
2.178605 
0.968007 
0.924898 
2000 
1994 
THU 
0.65464 
0.911768 
0.903606 
0.492581 
0.53499 
1.172497 
1.288286 
1.641023 
2.162683 
2.229403 
1.934316 
1.108836 
0.597422 
2000 
1994 
FRI 
1.6383336 
1.3932914 
1.0979839 
0.8892412 
0.699546 
0.7898702 
1.0934088 
1.1400606 
1.4751657 
2.2060942 
1.5647876 
0.9855506 
0.647297 
2000 
2003 
BEST 
FRI 
MON 
FRI 
FRI 
MON 
THU 
WED 
MON 
MON 
WED 
WED 
MON 
WED 
WORST 
THU 
THU 
MON 
WED 
TUE 
TUE 
FRI 
FRI 
THU 
TUE 
MON 
TUE 
THU 
TABLE-6.12 
YEAR -WEEK DAY INTERACTION -BSE- SENSEX- MEAN OPTIMISTIC RETURN 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
BEST 
WORST 
MON 
1.192002 
3.086984 
0.908577 
1.079225 
0.400891 
1.134857 
1.495079 
2.189351 
2.343665 
2.945285 
1.347317 
1.226558 
1.333427 
1992 
1995 
TUE 
1.300712 
2.443604 
0.73612 
0.758024 
0.088141 
0.836207 
1.370922 
1.233513 
1.75263 
1.797603 
1.682301 
1.052779 
1.160498 
1992 
1995 
WED 
1.447469 
1.45084 
1.417532 
0.379047 
0.770248 
1.567774 
2.071667 
1.953216 
2.16023 
2.803198 
2.197017 
0.864776 
1.334436 
2000 
1994 
THU 
1.180255 
1.645273 
1.68013 
0.773441 
0.635631 
1.711633 
1.432065 
1.974121 
2.239541 
2.776711 
1.845871 
1.116583 
1.237249 
2000 
FRI 
2.4132813 
2.0177416 
1.6672138 
1.2139169 
0.8403034 
1.1844414 
1.2939461 
1.2968909 
1.5683144 
2.0314875 
1.4795083 
1.1300732 
1.2624316 
1991 
BEST 
FRI 
MON 
THU 
FRI 
FRI 
THU 
WED 
MON 
MON 
MON 
WED 
MON 
MON 
1995 1995 
WORST 
MON 
WED 
TUE 
WED 
TUE 
TUE 
FRI 
TUE 
FRI 
TUE 
FRI 
WED 
TUE 
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TABLE-6.13 
WEEK NUMBER - WEEK DAY INTERACTION -BSE-100- MEAN DAILY CLOSING RETURNS 
1-WEEK 
2-WEEK 
3-WEEK 
4-WEEK 
5-WEEK 
BEST 
WORST 
MON 
0.339263 
-0.08874 
0.363855 
0.199025 
0.381362 
5-WEEK 
2-WEEK 
TUE 
0.062674 
-0.1233 
-0.10061 
0.051491 
0.165569 
5-WEEK 
2-WEEK 
WED 
0.257058 
0.086646 
-0.02329 
0.019531 
0.153994 
1-WEEK 
3-WEEK 
THU 
0.163659 
-0.09233 
0.02757 
-0.25323 
0.061538 
1-WEEK 
4-WEEK 
FRI 
0.3363406 
0.1263337 
-0.040238 
-0.32538 
-0.261064 
1-WEEK 
5-WEEK 
BEST 
MON 
FRI 
MON 
MON 
MON 
WORST 
TUE 
THU 
TUE 
FRI 
FRI 
TABLE- 6.14 
WEEK NUMBER - WEEK DAY INTERACTION -BSE-SENSEX- MEAN DAILY CLOSING 
RETURNS 
1-WEEK 
2-WEEK 
3-WEEK 
4-WEEK 
5-WEEK 
BEST 
WORST 
MON 
0.373804 
-0.08344 
0.172815 
-0.05948 
0.269255 
1-WEEK 
2-WEEK 
TUE 
0.014358 
-0.07083 
-0.07784 
0.089155 
0.318025 
5-WEEK 
3-WEEK 
WED 
0.213729 
0.139387 
0.043099 
-0.02815 
-0.05798 
1-WEEK 
5-WEEK 
THU 
0.17756 
0:034118 
-0.03205 
-0.11308 
0.37402 
5-WEEK 
4.WEEK 
FRI 
0.4481877 
0.1489847 
-0.006382 
-0.143069 
-0.184874 
1-WEEK 
5-WEEK 
BEST 
FRI 
FRI 
MON 
TUE 
THU 
WORST 
TUE 
MON 
TUE 
FRI 
FRI 
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TABLE-6.15 
MONTH -WEEK DAY INTERACTION -BSE-100- MEAN DAILY CLOSING RETURNS 
JAN 
FEB 
MAR 
APR 
MAY 
JUN 
JUL 
AUG 
SEP 
OCT 
NOV 
DEC 
BEST 
WORST 
MON 
0.513871 
0.782987 
0.515871 
-0.10539 
0.068901 
0.074067 
-0.02428 
0.388736 
0.243543 
-0.43252 
0.040007 
0.463282 
JAN 
OCT 
TUE 
-0.03481 
-0.00736 
-0.10339 
-0.35081 
-0.09372 
0.297965 
0.115553 
0.068988 
-0.18479 
0.031482 
0.307601 
-0.14222 
NOV 
APR 
WED 
0.068551 
0.203009 
0.358885 
0.509055 
-0.23077 
0.092702 
0.050222 
0.159483 
-0.04439 
-0.09704 
-0.25993 
0.297082 
APR 
NOV 
THU 
0.108783 
0.485064 
-0.54489 
-0.39579 
0.067725 
0.04871 
0.042416 
0.046528 
-0.2073 
-0.14566 
0.068023 
0.018339 
FEB 
MAR 
FRI 
0.4106982 
0.4576977 
-0.799529 
-0.021711 
0.1255487 
-0.141867 
-0.042513 
0.1404996 
-0.154799 
-0.316777 
0.1778545 
0.3686708 
FEB 
MAR 
BEST 
MON 
MON 
MON 
WED 
FRI 
TUE 
TUE 
MON 
MON 
TUE 
TUE 
MON 
WORST 
TUE 
TUE 
FRI 
THU 
WED 
FRI 
FRI 
THU 
WED 
MON 
WED 
TUE 
TABLE-6.16 
MONTH - WEEK DAY INTERACTION -BSE-SENSEX- MEAN DAILY CLOSING RETURNS 
JAN 
FEB 
MAR 
APR 
MAY 
JUN 
JUL 
AUG 
SEP 
OCT 
NOV 
DEC 
BEST 
WORST 
MON 
0.472828 
0.695494 
0.043439 
-0.00229 
-0.08213 
-0.00736 
-0.17508 
0.388954 
0.122703 
-0.41045 
-0.04723 
0.397117 
FEB 
JUL 
TUE 
-0.14132 
0.042048 
0.095323 
-0.16268 
-0.13509 
0.361959 
0.156941 
0.06877 
-0.13836 
0.011752 
0.185858 
-0.20386 
JUN 
DEC 
WED 
0.071919 
0.053902 
0.212329 
0.478508 
-0.10164 
0.074812 
0.055092 
0.231814 
0.004157 
-0.14568 
-0.2907 
0.383354 
APR 
NOV 
THU 
0.100673 
0.633691 
-0.50815 
-0.18064 
0.038924 
0.262042 
0.132707 
0.099236 
-0.22127 
-0.06866 
0.103541 
0.088473 
FEB 
MAR 
FRI 
0.2951807 
0.4586856 
-0.470138 
0.0632039 
0.1688422 
0.0486703 
0.0640003 
0.1862134 
-0.019082 
-0.112907 
0.1967335 
0.208292 
FEB 
MAR 
BEST 
MON 
MON 
WED 
WED 
FRI 
TUE 
THU 
MON 
MON 
TUE 
FRI 
MON 
WORST 
TUE 
TUE 
THU 
MON 
TUE 
MON 
MON 
TUE 
THU 
MON 
WED 
TUE 
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TABLE-6.17 
YEAR - WEEK DAY INTERACTION -BSE-100- MEAN DAILY CLOSING RETURNS 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
BEST 
WORST 
MON 
0.471583 
1.057568 
-0.1001 
0.393183 
-0.37687 
-0.13575 
0.131062 
0.553848 
0.821954 
0.228677 
v-0.14367 
0.037133 
-0.08981 
1999 
1995 
TUB 
0.296843 
0.229729 
-0.21225 
0.016578 
-0.35848 
-0.27904 
0.159162 
-0.29881 
0.436957 
-0.14636 
0.148882 
-0.12531 
0.103649 
1999 
1995 
WED 1 THU 
0.089447 
-0.45083 
0.404987 
-0.3728 
-0.01075 
0.271601 
0.334994 
0.073683 
0.324596 
0.111353 
0.230678 
-0.02 
0.07855 
1999 
1992 
0.083552 
-0.22009 
0.361503 
-0.04808 
-0.05011 
0.142585 
-0.23763 
-0.16717 
0.073566 
-0.18921 
0.023757 
-0.00232 
-0.19556 
1993 
1997 
FRI 
0.5423527 
0.4746094 
0.4286321 
0.4046005 
0.2014557 
-0.057152 
-0.137791 
-0.411708 
-0.234144 
-0.365973 
-0.736055 
0.2641512 
-0.185077 
1991 
2001 
BEST 
FRI 
MON 
FRI 
FRI 
FRI 
WED 
WED 
MON 
MON 
MON 
WED 
FRI 
TUE 
WORST 
THU 
WED 
TUE 
WED 
MON 
TUE 
THU 
FRI 
FRI 
FRI 
FRI 
TUE 
THU 
TABLE-6.18 
YEAR-WEEK DAY INTERACTION -BSE-SENSEX- MEAN DAILY CLOSING RETURNS 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
BEST 
WORST 
MON 
-0.08976 
0.816733 
-0.3332 
0.514034 
-0.42391 
-0.18573 
0.080765 
0.466984 
0.659997 
0.309864 
-0.1967 
-0.08063 
0.040276 
1992 
1995 
TUE 
0.455233 
0.270532 
-0.11772 
-0.13893 
-0.38206 
-0.17077 
0.30243 
-0.35367 
0.356893 
-0.18824 
0.202124 
-0.20597 
0.207681 
1991 
1995 
WED 
0.035186 
-0.58712 
0.289368 
-0.36444 
0.115894 
0.492573 
0.47428 
-0.0216 
0.256499 
-0.14692 
0.265538 
-0.13198 
0.211446 
1996 
1992 
THU 
0.149321 
-0.013 
0.406785 
-0.00047 
-0.19891 
0.117334 
-0.23025 
-0.01027 
-0.0514 
-0.09582 
0.02047 
-0.09961 
0.143024 
1993 
1997 
FRI 
1.0313124 
0.5600185 
0.5053166 
0.3627164 
0.2031104 
-0.09199 
-0.13624 
-0.415342 
-0.244797 
-0.365655 
-0.659276 
0.3397171 
0.3364176 
1991 
2001 
BEST 
TUE 
MON 
FRI 
MON 
FRI 
WED 
WED 
MON 
MON 
MON 
WED 
FRI 
FRI 
WORST 
MON 
THU 
MON 
WED 
MON 
MON 
THU 
FRI 
FRI 
FRI 
FRI 
TUE 
MON 
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TABLE-6.19 
YEAR - WEEK NUMBER INTERACTION- BSE-100- MEAN DAILY PESSIMISTIC RETURNS 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
BEST 
WORST 
1-WEEK 
-1.55958 
-1.6997 
-1.51203 
-1.26228 
-1.12114 
-1.70641 
-1.89812 
-2.14773 
-1.93735 
-2.73834 
-2.6147 
-1.37757 
-1.34841 
1995 
2000 
2-WEEK 
-1.16773 
-2.36826 
-0.9558 
-1.15605 
-1.52427 
-1.31135 
-1.94942 
-2.63234 
-2.0849 
-3.47359 
-3.14802 
-1.62351 
-2.09854 
1993 
2000 
3-WEEK 
-0.86628 
-1.70668 
-1.27997 
-1.26511 
-1.26455 
-1.5624 
-2.16396 
-2.35912 
-2.6368 
-3.63244 
-2.66425 
-1.93806 
-1.14321 
1991 
2000 
4-WEEK 
-1.13896 
-1.78569 
-1.40973 
-1.25601 
-1.73379 
-1.92502 
-1.86762 
-2.47252 
-2.71287 
-3.56311 
-2.59541 
-1.90451 
-1.82053 
1991 
2000 
5-WEEK 
-0.964294 
-1.357813 
-1.295098 
-1.24051 
-1.307687 
-1.826639 
-2.509419 
-2.908062 
-1.650352 
-2.568144 
-2.224767 
-2.222237 
-1.772861 
1991 
1998 
BEST 
3-WEEK 
5-WEEK 
2-WEEK 
2-WEEK 
1-WEEK 
2-WEEK 
4-WEEK 
1-WEEK 
5-WEEK 
5-WEEK 
5-WEEK 
1-WEEK 
3-WEEK 
WORST 
1-WEEK 
2-WEEK 
1-WEEK 
1-WEEK 
4-WEEK 
4-WEEK 
5-WEEK 
5-WEEK 
4-WEEK 
3-WEEK 
2-WEEK 
5-WEEK 
2-WEEK 
TABLE-6.20 
YEAR - WEEK NUMBER INTERACTION- BSE- SENSEX- MEAN DAILY PESSIMISTIC 
RETURNS 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
BEST 
1 WORST 
1-WEEK 
-1.94031 
-2.25683 
-2.07247 
-1.4981 
-1.33633 
-2.15625 
-2.02844 
-2.17981 
-1.90827 
-2.4941 
-2.48099 
-1.52119 
-1.45761 
2003 
2-WEEK 
-1.56323 
-2.95686 
-1.40736 
-1.53613 
-1.75469 
-1.70729 
-2.20682 
-2.69995 
-2.27925 
-3.25479 
-2.86657 
-1.58559 
-1.70778 
1993 
2001 1 2000 
3-WEEK 
-1.35483 
-2.53321 
-1.67579 
-1.33648 
-1.33566 
-2.02879 
-2.33045 
-2.4605 
-2.77965 
-3.79385 
-2.59429 
-1.99976 
-1.73761 
1995 
4-WEEK 
-1.61665 
-2.32127 
-1.89541 
-1.43405 
-1.9464 
-2.43831 
-1.94192 
-2.58773 
-2.81138 
-3.38091 
-2.44527 
-2.02188 
-1.86408 
1995 
2000 2000 
5-WEEK 
-1.492696 
-1.66091 
-2.133086 
-1.452691 
-1.384942 
-2.140515 
-2.733664 
-3.03468 
-1.756733 
-2.693582 
-2.259487 
-2.115262 
-1.412796 
2003 
1998 
BEST 
3-WEEK 
5-WEEK 
2-WEEK 
3-WEEK 
3-WEEK 
2-WEEK 
4-WEEK 
1-WEEK 
5-WEEK 
1-WEEK 
5-WEEK 
1-WEEK 
5-WEEK 
WORST 
1-WEEK 
2-WEEK 
5-WEEK 
2-WEEK 
4-WEEK 
4-WEEK 
5-WEEK 
5-WEEK 
3-WEEK 
3-WEEK 
2-WEEK 
5-WEEK 
3-WEEK 
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TABLE- 6.21 
KAONTH - WEEK NUMBER INTERACTION- BSE-100- MEAN DAILY PESSIMISTIC RETURNS 
JAN 
FEB 
MAR 
APR 
MAY 
JUN 
JUL 
AUG 
SEP 
OCT 
NOV 
DEC 
BEST 
WORST 
1-WEEK 
-1.40659 
-1.53025 
-2.95288 
-1.99861 
-1.7733 
-1.79183 
-1.6657 
-1.60294 
-1.42967 
-2.29329 
-1.80168 
-1.38816 
^ 
DEC 
MAR 
2-WEEK 
-2.13384 
-1.30133 
-3.63187 
-2.63183 
-2.29808 
-1.75461 
-1.38608 
-1.60851 
-1.5724 
-1.99437 
-1.82006 
-1.9001 
FEB 
MAR 
3-WEEK 
-1.93091 
-1.53272 
-2.17607 
-2.42238 
-1.98987 
-1.96915 
-2.05142 
-1.45321 
-2.50053 
-1.99807 
-1.69125 
-1.78241 
AUG 
SEP 
4-WEEK 
-1.67659 
-1.86367 
-1.89249 
-2.66662 
-2.49286 
-2.34306 
•2.36948 
-1.64725 
-1.77956 
-2.09396 
-1.86342 
-1.9443 
AUG 
APR 
5-WEEK 
-1.694075 
-4.122614 
-2.209894 
-2.511626 
-1.440691 
-1.415529 
-1.877444 
-1.666681 
-1.939826 
-2.466857 
-1.468597 
-1.19078 
DEC 
FEB 
BEST 
1-WEEK 
2-WEEK 
4-WEEK 
1-WEEK 
5-WEEK 
5-WEEK 
2-WEEK 
3-WEEK 
1-WEEK 
2-WEEK 
5-WEEK 
5-WEEK 
WORST 
2-WEEK 
5-WEEK 
1-WEEK 
4-WEEK 
4-WEEK 
4-WEEK 
4-WEEK 
5-WEEK 
3-WEEK 
5-WEEK 
4-WEEK 
4-WEEK 
TABLE- 6.22 
MONTH - WEEK NUMBER INTERACTION- BSE- SENSEX- MEAN DAILY PESSIMISTIC 
RETURNS 
JAN 
FEB 
MAR 
APR 
MAY 
JUN 
JUL 
AUG 
SEP 
OCT 
NOV 
DEC 
BEST 
WORST 
1-WEEK 
-1.58643 
-1.88388 
-3.21122 
-2.00455 
-2.16016 
-1.82796 
-1.77847 
-2.02748 
-1.68949 
-2.29538 
-1.97687 
-1.61359 
JAN 
MAR 
2-WEEK 
-2.27014 
-1.52987 
-3.67834 
-2.69712 
-2.48621 
-1.86472 
-1.46563 
-1.78591 
-1.74453 
-2.01011 
-2.13427 
-2.09762 
JUL 
MAR 
3-WEEK 
-2.18829 
-1.81783 
-2.43549 
-2.52704 
-2.09744 
-2.04986 
-2.40694 
-1.49197 
-2.73452 
-2.17279 
-1.82918 
-1.86319 
FEB 
APR 
4-WEEK 
-1.98424 
-1.82759 
-2.14133 
-2.8494 
-2.83437 
-2.39319 
-2.57046 
-1.95124 
-1.96519 
-2.12409 
-2.13291 
-1.90433 
MAY 
5-WEEK 
-2.255352 
-2.715348 
-2.292386 
-2.70139 
-1.87901 
-1.559833 
-2.044082 
-1.793094 
-1.876673 
•2.589404 
-1.700935 
-1.337594 
DEC 
FEB FEB 
BEST 
1-WEEK 
2-WEEK 
4-WEEK 
1-WEEK 
5-WEEK 
5-WEEK 
2-WEEK 
3-WEEK 
1-WEEK 
2.WEEK 
5-WEEK 
5-WEEK 
WORST 
2-WEEK 
5-WEEK 
2-WEEK 
4-WEEK 
4-WEEK 
4-WEEK 
4-WEEK 
1-WEEK 
3-WEEK 
5-WEEK 
2-WEEK 
2-WEEK 
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TABLE-6.23 
YEAR-WEEK NUMBER - INTERACTION - BSE-100-DAILY MEAN OPTIMISTIC RETURN 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 . 
2001 
2002 
2003 
BEST 
WORST 
l-WEEK 
0.716018 
1.484264 
0.633845 
0.79775 
0.740255 
0.739301 
1.848333 
1.826486 
2.510664 
3.106306 
1.918503 
1.580656 
0.972373 
2000 
1993 
2-WEEK 
0.967789 
1.491078 
1.158475 
0.679797 
0.076039 
1.050954 
1.107262 
1.464589 
1.845801 
2.033401 
1.374934 
1.019405 
0.34525 
2000 
1995 
3-WEEK 
1.182051 
1.231716 
0.843134 
0.435274 
0.355295 
0.728867 
1.386975 
1.707299 
2.33107 
2.229792 
2.325899 
0.799943 
1.121038 
1999 
1995 
4-WEEK 
1.062133 
1.511319 
0.671978 
0.405852 
0.251303 
0.7456 
1.412667 
1.431304 
1.657765 
2.424945 
1.781422 
0.814717 
0.551405 
2000 
1995 
5-WEEK 
0.9199604 
1.6951818 
1.0660368 
0.5999635 
0.5260513 
0.9242355 
0.8355786 
1.5241641 
2.015269 
2.4372274 
1.3624289 
0.97707 
0.6781072 
2000 
1995 
BEST 
3-WEEK 
5-WEEK 
2-WEEK 
1-WEEK 
1-WEEK 
2-WEEK 
1-WEEK 
1-WEEK 
1-WEEK 
1-WEEK 
3-WEEK 
1-WEEK 
3-WEEK 
WORST 
1-WEEK 
3-WEEK 
1-WEEK 
4-WEEK 
2-WEEK 
3-WEEK 
5-WEEK 
2-WEEK 
2-WEEK 
2-WEEK 
5-WEEK 
3-WEEK 
2-WEEK 
TABLE-6.24 
YEAR-WEEK NUMBER - INTERACTION - BSE-SENSEX-DAILY MEAN OPTIMISTIC 
RETURN 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
BEST 
WORST 
1-WEEK 
1.173265 
1.969802 
0.99862 
1.001265 
1.132588 
1.239852 
2.025829 
1.902709 
2.553302 
3.115167 
1.754577 
1.548551 
1.319132 
2000 
1993 
2-WEEK 
1.492319 
2.033157 
1.650044 
0.967904 
0.225857 
1.531263 
1.349049 
1.581093 
1.882265 
2.174519 
1.344599 
1.066172 
1.042536 
2000 
1995 
3-WEEK 
1.672969 
2.113929 
1.171717 
0.706885 
0.514322 
1.191665 
1.626232 
1.76377 
2.240099 
2.182213 
2.183029 
0.82497 
1.304983 
1999 
1995 
4-WEEK 
1.688408 
2.052481 
1.335183 
0.5755 
0.344642 
1.226056 
1.546912 
1.445964 
1.624838 
2.117523 
1.648089 
0.949233 
1.381147 
2000 
5-WEEK 
1.6298945 
3.0181939 
1.568169 
0.806836 
0.909568 
1.590485 
0.9171656 
1.6000336 
1.9258707 
1.8846989 
1.3368888 
1.0312728 
1.2620559 
1992 
1995 1994 
BEST 
4-WEEK 
5-WEEK 
2-WEEK 
1-WEEK 
1-WEEK 
5-WEEK 
1-WEEK 
1-WEEK 
1-WEEK 
1-WEEK 
3-WEEK 
1-WEEK 
4-WEEK 
WORST 
1-WEEK 
1-WEEK 
1-WEEK 
4-WEEK 
2-WEEK 
3-WEEK 
5-WEEK 
4-WEEK 
4-WEEK 
5-WEEK 
5-WEEK 
3-WEEK 
2-WEEK 
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TABLE- 6.25 
MONTH-WEEK NUMBER - INTERACTION - BSE-100-DAILY MEAN OPTIMISTIC RETURN 
JAN 
FEB 
MAR 
APR 
MAY 
JUN 
JUL 
AUG 
SEP 
OCT 
NOV 
DEC 
BEST 
WORST 
1-WEEK 
1.567359 
1.696508 
2.43582 
1.881001 
1.812857 
1.491016 
1.094517 
1.068744 
1.018233 
0.971931 
1.424732 
1.463512 
MAR 
OCT 
2-WEEK 
1.357785 
1.476869 
1.478164 
1.114351 
1.219619 
1.461061 
1.295124 
0.98361 •• 
0.8204 
1.184388 
0.591561 
1.092918 
MAR 
NOV 
3-WEEK 
1.440807 
1.449061 
1.343334 
1.916586 
1.485376 
1.518763 
0.810696 
1.715471 
0.798797 
0.981531 
1.216559 
1.109162 
APR 
JUL 
4-WEEK 
1.136472 
1.751788 
1.647429 
0.940045 
0.549041 
0.776548 
1.241747 
1.083623 
1.252084 
1.046794 
1.310093 
1.59526 
FEB 
MAY 
5-WEEK 
1.3872212 
3.3078411 
1.5714775 
0.9575344 
2.0088783 
1.5569578 
1.22589 
0.6137742 
0.6295044 
0.5009386 
0.815586 
2.5027123 
FEB 
AUG 
BEST 
4-WEEK 
5-WEEK 
1-WEEK 
3-WEEK 
5-WEEK 
5-WEEK 
2-WEEK 
3-WEEK 
4-WEEK 
2-WEEK 
1-WEEK 
5-WEEK 
WORST 
1-WEEK 
3-WEEK 
3-WEEK 
4-WEEK 
4-WEEK 
4-WEEK 
3-WEEK 
5-WEEK 
5-WEEK 
5-WEEK 
2-WEEK 
2-WEEK 
TABLE-6.26 
MONTH-WEEK NUMBER - INTERACTION - BSE-SENSEX-DAILY MEAN OPTIMISTIC 
RETURN 
JAN 
FEB 
MAR 
APR 
MAY 
JUN 
JUL 
AUG 
SEP 
OCT 
NOV 
DEC 
BEST 
WORST 
1-WEEK 
1.642926 
1.69184 
2.448271 
2.074634 
1.949662 
1.876694 
1.261564 
1.371876 
1.26863 
1.098 
1.536395 
1.481287 
MAR 
OCT 
2-WEEK 
1.602877 
1.698309 
1.739939 
1.405781 
1.547702 
1.616486 
1.474315 
1.399119 
1.070326 
1.46693 
0.798557 
1.146488 
MAR 
NOV 
3-WEEK 
1.702408 
1.525709 
1.849796 
2.086667 
1.726856 
1.721315 
0.992192 
1.760012 
1.090071 
1.051912 
1.398838 
1.369093 
APR 
JUL 
4-WEEK 
1.446975 
2.077239 
1.601654 
1.160927 
0.752743 
1.010009 
1.511377 
1.46095 
1.369776 
1.088241 
1.486441 
1.662992 
FEB 
MAY 
5-WEEK 
1.7919215 
4.8679759 
1.7316274 
1.414387 
2.0840159 
1.6560017 
1.6520391 
0.9546923 
0.8607555 
0.701774 
1.0117068 
1.9801314 
FEB 
OCT 
BEST 
5-WEEK 
5-WEEK 
1-WEEK 
3-WEEK 
5-WEEK 
1-WEEK 
5-WEEK 
3-WEEK 
4-WEEK 
2-WEEK 
1-WEEK 
5-WEEK 
WORST 
4-WEEK 
3-WEEK 
4.WEEK 
2-WEEK 
4-WEEK 
4-WEEK 
3-WEEK 
5-WEEK 
5-WEEK 
5-WEEK 
2-WEEK 
2-WEEK 
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TABLE- 6.27 
YEAR-WEEK NUMBER INTERACTION- BSE-100- MEAN DAILY CLOSING RETURN 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
BEST 
WORST 
1-WEEK 
0.076542 
0.283112 
0.040139 
0.148524 
0.217795 
-0.1256 
0.36231 
0.176945 
0.628249 
0.625481 
-0.05823 
0.440808 
0.181037 
1999 
1996 
2-WEEK 
0.293367 
-0.15854 
0.477253 
0.168868 
-0.34185 
0.31049 
0.036814 
-0.17549 
0.285177 
-0.39437 
-0.50787 
0.091932 
-0.45716 
1993 
2001 
3-WEEK 
0.529442 
0.206301 
0.170087 
-0.03518 
-0.05682 
-0.04631 
-0.04546 
-0.06668 
0.201667 
-0.39004 
0.193497 
-0.21323 
0.391605 
1991 
2000 
4-WEEK 
0.291186 
0.224413 
-0.09673 
0.010329 
-0.36774 
-0.24221 
0.144154 
-0.11711 
-0.10639 
-0.136 
0.030207 
-0.20017 
-0.23652 
1991 
1995 
5-WEEK 
0.4788604 
0.7662354 
0.4388077 
0.0390307 
0.0297206 
0.0738803 
-0.550686 
-0.044977 
0.568057 
-0.043433 
-0.089139 
0.1084708 
-0.338233 
1992 
1997 
BEST 
3-WEEK 
5-WEEK 
2-WEEK 
2-WEEK 
1-WEEK 
2-WEEK 
1-WEEK 
1-WEEK 
1-WEEK 
1-WEEK 
3-WEEK 
1-WEEK 
3-WEEK 
WORST 
1-WEEK 
2-WEEK 
4-WEEK 
3-WEEK 
4-WEEK 
4-WEEK 
5.WEEK 
2-WEEK 
4-WEEK 
3-WEEK 
2-WEEK 
3-WEEK 
2-WEEK 
TABLE-6.28 
YEAR-WEEK NUMBER INTERACTION- BSE-SENSEX- MEAN DAILY CLOSING RETURN 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
BEST 
WORST 
1-WEEK 
0.166354 
0.198662 
0.000834 
0.124369 
0.23637 
-0.10274 
0.372146 
0.196431 
0.646588 
0.753603 
-0.09633 
0.394595 
0.342153 
2000 
1996 
2-WEEK 
0.407594 
-0.22371 
0.503339 
0.119148 
-0.3344 
0.275977 
0.03408 
-0.1475 
0.24045 
-0.26748 
-0.3762 
0.108782 
-0.00319 
1993 
2001 
3-WEEK 
0.448601 
0.256373 
0.097712 
0.046361 
-0.03504 
0.0009 
-0.01651 
-0.10365 
0.05852 
-0.54395 
0.126471 
-0.24646 
0.286315 
1991 
2000 
4-WEEK 
0.307837 
0.176444 
-0.14658 
0.035552 
-0.40895 
-0.2568 
0.170784 
-0.17203 
-0.16882 
-0.17125 
0.10273 
-0.17669 
0.152329 
1991 
1998 
5-WEEK 
0.4502789 
1.3939632 
0.4869866 
0.0519965 
0.2275494 
0.2788246 
-0.614927 
-0.038614 
0.4869727 
-0.143955 
-0.07171 
0.0861387 
0.1584738 
1992 
1997 
BEST 
5-WEEK 
5-WEEK 
2-WEEK 
1-WEEK 
1-WEEK 
5-WEEK 
1-WEEK 
1-WEEK 
1-WEEK 
1-WEEK 
3-WEEK 
1-WEEK 
1-WEEK 
WORST 
1-WEEK 
2-WEEK 
4-WEEK 
5-WEEK 
4-WEEK 
4-WEEK 
5-WEEK 
4-WEEK 
4-WEEK 
3-WEEK 
2-WEEK 
3-WEEK 
2-WEEK 
89 
TABLE-6.29 
MONTH -WEEK NUMBER INTERACTION- BSE-100- MEAN DAILY CLOSING RETURN 
JAN 
FEB 
MAR 
APR 
MAY 
JUN 
JUL 
AUG 
SEP 
OCT 
NOV 
DEC 
BEST 
WORST 
1-WEEK 
0.511983 
0.450004 
0.17017 
0.373256 
0.376917 
0.192747 
0.103689 
0.007053 
0.163254 
-0.21282 
0.221849 
0.415263 
JAN 
OCT 
2-WEEK 
0.017353 
0.535836 
•0.63006 
-0.41558 
-0.12782 
0.23815 
0.371394 
0.136643 
-0.02938 
-0.07727 
-0.2164 
-0.10642 
FEB 
MAR 
3-WEEK 
0.120345 
0.280568 
-0.09314 
0.171301 
0.072731 
0.09265 
-0.25778 
0.503652 
-0.54349 
-0.21125 
0.136174 
0.194399 
AUG 
SEP 
4-WEEK 
0.06123 
0.420842 
0.261099 
-0.62335 
-0.56266 
-0.30971 
-0.20784 
0.03102 
0.2266 
-0.15564 
0.093541 
0.134351 
FEB 
APR 
5-WEEK 
0.2098636 
-1.979705 
-0.154437 
-0.052633 
0.6335138 
0.3806612 
0.283696 
0.1586959 
-0.326417 
-0.374291 
0.3469185 
0.8556594 
DEC 
OCT 
BEST 
1-WEEK 
2-WEEK 
1-WEEK 
1-WEEK 
5-WEEK 
5-WEEK 
2-WEEK 
3-WEEK 
1-WEEK 
2-WEEK 
5-WEEK 
5-WEEK 
WORST 
2-WEEK 
5-WEEK 
2-WEEK 
4-WEEK 
4-WEEK 
4-WEEK 
3-WEEK 
1-WEEK 
5-WEEK 
5-WEEK 
2-WEEK 
2-WEEK 
TABLE- 6.30 
MONTH -WEEK NUMBER INTERACTION- BSE-SENSEX- MEAN DAILY CLOSING RETURN 
JAN 
FEB 
MAR 
APR 
MAY 
JUN 
JUL 
AUG 
SEP 
OCT 
NOV 
DEC 
BEST 
WORST 
1-WEEK 
0.490558 
0.337305 
0.046577 
0.524493 
0.258679 
0.379934 
0.112231 
-0.02049 
0.151458 
-0.14222 
0.169682 
0.340428 
APR 
OCT 
2-WEEK 
0.069862 
0.493249 
-0.52364 
-0.36823 
-0.00549 
0.250657 
0.443615 
0.248787 
7.1E-05 
-0.01807 
-0.29217 
-0.20854 
FEB 
APR 
3-WEEK 
0.080224 
0.17878 
0.034573 
0.178328 
0.07636 
0.154888 
-0.35064 
0.4775 
-0.51829 
-0.21013 
0.134473 
0.286109 
DEC 
JUL 
4-WEEK 
-0.0185 
0.583164 
0.090174 
-0.55366 
-0.61904 
-0.25426 
-0.16049 
0.071899 
0.226022 
-0.14923 
0.055445 
0.171502 
FEB 
MAY 
5-WEEK 
0.2623147 
0.4429264 
-0.126542 
0.0398821 
0.5751038 
0.3764034 
0.3956686 
0.2828236 
-0.199278 
-0.263749 
0.2932257 
0.5480669 
MAY 
OCT 
BEST 
1-WEEK 
4-WEEK 
4-WEEK 
1-WEEK 
5-WEEK 
1-WEEK 
2-WEEK 
3-WEEK 
1-WEEK 
2-WEEK 
5-WEEK 
5-WEEK 
WORST 
4-WEEK 
3-WEEK 
2-WEEK 
4-WEEK 
4-WEEK 
4-WEEK 
3-WEEK 
1-WEEK 
3-WEEK 
5-WEEK 
2-WEEK 
2-WEEK 
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TABLE- 6.31 
YEAR-MONTH - INTERACTION -BSE-100- DAILY MEAN PESSIMISTIC RETURN 
JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC BESTWORST 
1991 -2.29811-0.58441 -1.89304-1.09541 -0.962488-1.48438-0.54472-0.95993-1.14029-1.45213 -1.078-1.27385 JUL JAN 
1992-0.49449-1.04135-0.53287-4.56193-4.265636-1.92481-2.3S659-1.30185-1.00858-2.37222-2.65239-1.43185JAN APR 
1993-1.14841-1.20675-3.08595-2.02846-1.195298-1.30166-1.04742-0.87021-0.98057-1.31813-0.44609-0.89022 NOV MAR 
1994 -0.8963-1.73293-2.54779-1.29748-1.144258-0.91045-0.92026-0.65972-1.26892-0.99565-1.22168-1.24305 AUG MAR 
1995-1.49293-1.42165-1.21775-1.26637-1.488467-1.38286-1.55287-1.47473-0.92994-1.44769 -2.0641-0.74819 SEP JAN 
1996-1.42266-1.09203 -1.4303-0.83046-1.575821-1.26158-2.09051 -1.3566-1.88206-2.35005-2.42255-1.96356 APR NOV 
1997-2.46285-1.66744-2.76088-1.68592-1.638599-1.13356-1.70229-2.84292-1.92785-1.83729-2.48716-2.06544 MAY AUG 
1998-2.90258-1.18435-1.93204 .2.344-2.671568-4.60014-2.77624-2.69341-1.57172-3.28111-1.93106-1.43027 FEB JUN 
1999-2.37507-2.29672-2.06581 -4.18595-2;235364-1.94182-1.65211 -1.81974-1.96483-3.40395-2.21305-1.64527 DEC APR 
2000-2.48924-2.25569-5.36654-S.39988-4.997967-2.46258-3.45534-1.99023-3.28768-3.53981 -1.84-2.71846 NOV APR 
2001-1.81592-2.99915 -5.7774-4.00006-1.666417-2.88101-2.11253-1.39151 -3.9896-1.80464-1.64977-2.76283 AUG MAR 
2002-1.86442-1.58785-2.15698-1.90888-2.201724-1.48789-2.24214-1.41809 -1.8581-1.66588-0.90753-1.56055 NOV JUL 
2003-1.65269-1.24127-2.12169-1.94786-0.999273 
BEST 1992 1991 1992 1996 1991 1994 1991 1994 1995 1994 2003 1995 
WORST 1998 2001 2001 2000 2000 1998 1998 1997 2001 2001 1997 2002 
TABLE-6.32 
YEAR-MONTH - INTERACTION -BSE-SENSEX- DAILY MEAN PESSIMISTIC RETURN 
JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC BESTWORST 
1991-2.6872S-0.91489-2.71027-1.50062-1.23S1S2-2.04664 -1.0222-1.40622-1.72224-1.78711-1.S2S68-1.43171 FEB JAN 
1992-0.82819-1.14595-2.12628-5.28201 -5.039123-2.S2012-3.56S0S-1.75859 -1.4095-2.74011 •3.27604-1.88084 JAN APR 
1993-2.09808-1.74254-3.33265-2.55341-2.154642-1.82915-1.29224-1.35123-1.39919-1.49431-0.69868-1.54469NOV MAR 
1994-1.42172-1.92314-2.60743-1.34294-1.27551S-1.17278-1.01895-0.93139-1.S0039-1.16876-1.57681-1.59178AU6 MAR 
1995-1.89717-1.80121 -1.59222-1.56661 •1.743238-1.45575-1.29682-1.45604-0.87522-1.4447S-2.38165-1.12436 SEP NOV 
1996-1.67457-1.S4335-1.68452-1.24013-2.184649-1.82332-2.77647-1.79958-2.39115-2.78274 -2.6934-2.12609 APR OCT 
1997-2.74779-1.84294-2.99346-1.77357-1.777025-1.26578-1.88933-2.97953-2.00668-1.92856-2.73446-2.24233 JUN MAR 
1998 -3.0189-1.23342-1.94538-2.34363-2.749485-4.62837-2.95958-2.91424-1.64045 -3.4539-1.97363-1.45859 FEB JUN 
1999-2.38834-2.39389-2.12887-4.20361 -2.44355-2.12293-1.77214-1.66632-2.25015-3.21354 -2.4033-2.02606 AUG APR 
2000-2.98953-2.61417-5.22692^.61303-4.868437-2.18708 -3.3369-2.46102-3.04595-2.97743-1.84972-2.26903 NOV MAR 
2001-1.73706-2.67169-4.94469-3.75439-1.769929-2.44261-2.22587-1.54215-3.90939-1.85984-1.76386-2.48063 JAN MAR 
2002-1.93253-1.57804-2.56917 -1.921 -2.396247-1.49471 -2.23066-1.46357-1.83462-1.73072-0.96164-1.45726 NOV MAR 
2003-1.67016-1.26068-2.14535-2.06187 -1.17442-1.07087•1.64495-1.69105-2.34831-1.35071 
BEST 
WORST 
1992 
2000 
1991 
2001 
1995 
2000 
1996 
1992 
2003 
1992 
2003 
1998 
1991 
1992 
1994 
1997 
1995 
2001 
1994 
1998 
1993 
1992 
1995 
2001 
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TABLE- 6.33 
YEAR-MONTH - INTERACTION -BSE-100- DAILY MEAN OPTIMISTIC RETURN 
JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC BEST WORS1 
19910.9480652.0651120.7397290.9034310.63906620.3244521.968062 1.05641.2804030.4917170.4933140.493504 FEB JUN 
19921.488914 2.24605 5.91491.0635230.61875971.4140670.202936 1.426441.147176-0.064030.6386491.049032 MAR MAY 
19930.6680620.6987310.0953870.7753090.93946090.7217070.7384681.846892 0.627550.3616471.643575 1.19503 AUG MAR 
19941.9956641.5736740.7203580.4154960.47076560.7509010.2292330.837431 -O.0SO010.0448380.075796 -0.15552 JAN DEC 
19950.0796620.1099270.069973-0.024530.87104030.4547711.0730060.3255830.4307080.4571840.0179870.610655 JUL NOV 
19960.0469762.1694670.315488 1.2809 0.5670140.819489 0.508080.5248030.0580971.2682180.7344351.898794 FEB JAN 
1997 2.663341.4453491.5913531.9243630.5764554 1.507721.1949461.1093821.0985360.8125771.1026071.567028 JAN MAY 
199&0.B275S91.6257831.9974181.8869251.23206982.8793131.9451821.118669 1.349191.66^830.9218521.587848 JUN JAN 
19992.3228451.6304052.5781092.1932713.02902011.7322071.8989711.9350971.3947262.1079492.0405152.255102 MAY SEP 
20002.9363363.1703573.2198293.046926 3.5859552.6068411.729609 1.83721.632908 2.010821.8999961.692876 MAY SEP 
20012.0272031.632816 3.46193.0410051.73611811.1510840.9408970.5529561.6500211.620166 2.087431.964736 MAR AUG 
20021.3694941.7908541.2213850.8363111.05958761.0541830.6280621.0837990.5382570.7000451.0454741.258231 FEB SEP 
20030.4717110.7250420.5950030.8722521.1444345 
BEST 
WORST 
2000 
1996 
2000 
1995 
1992 
1995 
2000 
1995 
2000 
1994 
1998 
1991 
1991 
1992 
1999 
1995 
2001 
1994 
1999 
1992 
1999 
1995 
1999 
1994 
TABLE- 6.34 
YEAR-MONTH - INTERACTION -BSE-SENSEX- DAILY MEAN OPTIMISTIC RETURN 
JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC BESTWORST 
19911.4402122.6910541.4460861.3234461.12S48i<30.9902582.6747861.668374 1.920750.9361920.8752480.857468 FEB DEC 
19921.9052523.407525 6.662932.4574691.691IHS2.3042560.7085732.1834471.4232040.2566191.1280531.626504 MAR OCT 
19931.771079 1.236620.6313691.2281681.66321811.2029760.9772212.293846 0.862830.5381772.021296 1.647 AUG OCT 
19942.3432321.7539510.8262610.5202990.72066711.0344720.4014781.1306810.1602080.2641910.4276440.145692 JAN DEC 
19950.4142790.3933890.3304690.4114211.51865680.4739410.9897810.4671220.4697290.4667440.2882080.973007 MAY NOV 
19960.3477432.3947310.6380731.8539541.20070021.3595451.2875761.099005 0.7523 1.80541.0689462.131278 FEB JAN 
19973.0483731.7456911.7872792.2080170.68479911.6649891.2516061.1947571.2539650.9060161.3630271.756632 JAN MAY 
19980.9060081.7483571.9397941.8106841.13679773.0494382.1044911.2185531.4749351.761S5S0.99S8141.657298 JUL JAN 
1999 2.4369611.664897 2.749067 2.328095 3.31322671.9483621.891245 1.557231.3094211.8326221.9980411.954295 MAY SEP 
20002.9113812.5751633.430994 3.728823.41454582.4689191.6361372.1292011.3989151.3956231.8571161.388006 APR DEC 
20011.9169971.449816 3.176382.6338451.3552115 1.205721.0941480.6608991.6730751.7421872.0159221.662263 MAR AUG 
20021.4186861.7194471.3753950.7200951.07703411.203054 0.70671.2580060.6084470.6949271.1802921.160329 FEB SEP 
20030.4720590.6847780.6870410.8996980.92293711.6936041.4676822.042208 1.9968Z038913 
BEST 
WORST 
1997 
1996 
1992 
1995 
1992 
1995 
2000 
1995 
2000 
1997 
1998 
1995 
1991 
1994 
1993 
1995 
1991 
2002 
2003 
1992 
1993 
1995 
1996 
1994 
92 
TABLE-6.35 
YEAR-MONTH - INTERACTION -BSE-100- DAILY MEAN CLOSING RETURN 
JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC BESTWORST 
1991-0.099141.094628-0.076420.2827020.2692438 -0.20891.1663160.420992 0.38507-0.041360.112171-0.06241 JUL JUN 
19920.9374331.0475783.064743 -1.36443 -1.5266060.175502 -0.705690.454801 0.48235 -0.93547 -0.663230.193378 MAR MAY 
19930.168778 -0.01205 -0.91544 -0.333720.31728490.0999490.2366610.8470190.244829 -0.10931.0393710.477714 NOV MAR 
19940.9350780.383894 -0.59794 -0.058530.06896920.2810690.1088020.483831 -0.31039 -0.04022 -0.17976 -0.29101 JAN MAR 
1995 -0.32721 -0.24311 -0.17674 -0.31852 0.130864 -0.1016 0.14958 -0.149060.158013 -0.10812 -0.584290.268508 DEC NOV 
1996-0.283230.843858-0.06819 0.60188-0.101138 0.14474-0.33448-0.07156-0.53021-0.13348-0.482670.368382 FEB SEP 
10970.4041150.350747 -0.366710.628874 -0.1018870.6022780.113801 -0.54039 -0.00122 -0.14445 -0.305790.133451 APR AUG 
1998 -0.608710.6053790.3904650.208436 -0.363317 -0.59573 -0.01462 -0.377940.242534 -0.46912 -0.019280.376998 FEB JAN 
19990.42361S0.1S76090.498127 -0.640850.82220690.2066210.4889180.4S62380.051S21 -0.30620.3907460.703611 MAY APR 
20000.4865660.683562 -0.67078 -0.98766 -0.423543 0.49604 -0.483590.320646 -0.49829 -0.368640.342187 -0.06305 FEB APR 
20010.391735-0.14306-1.06234 0.006190.2768418-0.40908-0.18061-0.08908 -0.74060.2796610.5787430.011697 NOV MAR 
20020.106126 0.36411 0.03237-0.11424-0.1986160.171132-0.390760.233046-0.34636-0.045590.4693490.212018 NOV JUL 
2003 -0.167210.094131 -0.40321 -0.09449 0.4090722 
BEST 1992 1991 1992 1999 1999 1997 1991 1993 1992 1991 1993 2000 
WORST 1995 1995 2001 1992 1992 1998 1992 1997 2002 1992 1992 1994 
TABLE-6.36 
YEAR-MONTH - INTERACTION -BSE-SENSEX- DAILY MEAN CLOSING RETURN 
JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC BESTWORST 
1991-0.166811.260157-0.242570:2895050.3652746 -0.1389 1.28391 0.516150.3679320.0336640.0656380.023546 FEB JAN 
19920.9557891.652457 2.48497-0.86617-1.5760950.299254 -0.97160.5827550.431147 -0.984 -0.66420.283186 MAR OCT 
19930.169478 -0.03309 -0.76763 -0.393620.19842510.0898690.2329530.7892970.148957 -0.07382 1.071110.364347 NOV MAR 
19940.8164790.404937 -0.58457 -0.048240.11570680.320312 0.122870.509149 -0.34193 -0.01066 -0.19663 -0.28298 JAN SEP 
1995 -0.37894 -0.29237 -0.25853 -0.240990.3691161 -0.139630.230853 -0.066520.206277 -0.11429 -0.623790.244423 MAY NOV 
1996 -0.264340.755669 -0.03390.685651 -0.1191010.123392 -0.40623 -0.02391 -0.4467 -0.09596 -0.466790.401386 FEB NOV 
19970.4474180.401052 -0.381190.715383 -0.1107280.6019080.056119 -0.565030.036102 -0.12629 -0.317230.132616 APR MAR 
1998 -0.6193 0.624210.3581360.165384-0.445821-0.52491-0.03245-0.438470.264208-0.511030.0049090.391169 FEB JAN 
19990.4727070.1311350.520153 -0.571130.86064990.2088770.4333830.351988 -0.12515 -0.326630.2111810.372738 MAY APR 
20000.2247570.244891 -0.3683 -0.27171 -0.3199820.450086 -0.470960.220278 -0.43228 -0.448280.350646 -0.02177 JUN JUL 
20010.397719 -0.08005 -0.73983 -0.098170.1477066 -0.22727 -0.16405 -0.11971 -0.67833 0.302210.483368 -0.03216 NOV MAR 
20020.0684880.377267 -0.13087 -0.17036 -0.2870470.245565 -0.35270.303339 -0.30406 -0.062920.479848 0.21767 NOV JUL 
2003 -0.16397 0.0566 -0.36454 -0.140840.22714970.7640480.252591 0.573570.2317850.794305 
BEST 
WORST 
1992 
1995 
1992 
1995 
1992 
1993 
1997 
1992 
1999 
1992 
2003 
1998 
1991 
1992 
1993 
1998 
1992 
2001 
2003 
1998 
2001 
1995 
1996 
1994 
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CHAPTER-4.4_ 
CHARACTERISTICS OF BSE-SENSEX AND BSE-100 
VARIABLES 
From the previous chapters, having studied the descriptive statistics and the 
effects of week number, v^eek day, month, holiday, year and elections on dally 
returns, in this chapter an attempt is made to study the characteristics of both 
BSE - SENSEX and BSE-100. For this purpose. Time series plots of closing 
Indices values, various daily returns (in the form of spectrum - I.e. combined plot 
of optimistic, pessimistic and closing returns) and volatility was examined. The 
Intenrelationship between various variables was examined by means of matrix 
and draftsman plots. The ACF (autocorrelation function) and PACF (Partial 
autocorrelation function) of all the variables were also examined. This apart 
Levine's test for equality of variance between some variables was conducted. 
Figure 7.1 shows the combined BSE-SENSEX and BSE-100 closing values. 
Figures 7.2,7.3,7.4,7.5,7.6,7.7,7.8 and 7.9 show respectively the intraday 
volatility. Pessimistic return, optimistic return and closing return of these two 
indices. Figures 7.10,7.11,7.12 and 7.13 depicts the return spectrum and S-
return spectrum of these two indices. Figures 7.14,7.15,7.16 and 7.17 shows the 
monthly return spectrum and S- return spectrum of these two indices. Figures 
7.18 - 7.23 depicts the matrix plots of various variables of these two Indices. 
Figure-7.24 depict the draftsman plot of combined returns from these two 
indices. Figures 7.25 - 7.56 shows the ACF and PACF of variables of both these 
indices. Figures 7.57 - 7.77 shows the extract of Levene's test of equality 
variances of these two indices variables. Figures 7.78 - 7.87 shows the matrix 
plots of the various returns of these two indices. From these figures the major 
observations are: 
1) Intraday volatility and all returns display volatility clustering. 
2) Majority of the daily returns fall within ± 4%. 
3) Majority of monthly returns fall within ± 20% and they also display volatility 
clustering 
4) From the matrix plots, the following observations are made: 
a) Moderate correlation is noticed amongst - h-l and c-l. Pessimistic 
return and optimistic return and of these with closing returns. 
b) Very strong negative correlation is noticed between optimistic 
return and S- pessimistic return, pessimistic return and S-optlmistIc 
return and closing return and s- closing return. 
94 
c) No correlation is found between the corresponding returns of BSE-
SENSEX and BSE-100 (althougli both these indices are 
themselves strongly correlated). 
d) Moderate to strong correlation exists between the closing of 
different bull, bear and sideway movement phases. No correlation 
between the returns was observed. 
e) Strong correlation exists between 3"^  and 6'*' phase of Pessimistic 
Return of BSE-SENSEX -BSE-100 and corresponding 6'" phase of 
closing returns. 
5) From the Levene's test of equality of variance, the following are observed. 
a) Opening, high, low and closing have similar variance. 
b) Pessimistic and Optimistic returns have similar variances 
c) All corresponding returns between BSE- SENSEX and BSE-100, 
except closing return, have similar variances. 
6) From the ACF and PACF plots, the following are observed: 
a) The ACF's of both the indices closing and volatility show persistent 
significant serial correlation even beyond 90 lags. 
b) The ACF's of both the indices pessimistic and optimistic returns 
show significant to moderate serial correlation upto 4 lags. 
c) The ACF's of both the indices closing return show a mild first lag 
serial correlation, which immediately decays. 
d) The PACF's of both the indices closing show strong first lag 
correlation after which it decays. However in case of volatility there 
is persistence in the serial correlation. The same is the case for 
both pessimistic and optimistic return. 
e) In the case of closing return of both these indices, after a mild first 
lag correlation, the same decays. 
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DAILY INTRADAY VOLATILITY OF BSE- SENSEX 
I 
500 
400 
300-
200 
100 
0 
I I 
^ J* .<^ -«S> -<J^  
A* V * ^» rf* V » * • rf* * * " l**^ Jsf^ 
c/ -^^ A^ A^ •^ A'^ N^ ^S^ '^J* y 
Date 
FIGURE: 7.2 
DAILY INTRADAY VOLATILITY OF BSE- 100 
400 
300 
I 200 
100 
s?^ ' ^^ '^ ^* ^^ ' ^^ ' «>« d>' <f y ^^  j / 
Date 1 
FIGURE: 7.3 
97 
DAILY PESSIMISTIC RETURN OF BSE- SENSEX 
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DAILY S- OPTIMISTIC AND S- PESSIMISTIC RETURNS OF SENSEX 
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MATRIX PLOT OF BSE-SENSEX 
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MATRIX PLOT OF BSE-100 
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MATRIX PLOT OF BSE-100 
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CHAPTER-4.5_ 
CHARACTERISTICS OF THE FILTERED BSE-SENSEX 
AND BSE-100 RETURNS 
In the previous chapter, the composite return spectrum was studied. In this 
chapter an attempt is made to study the filtered return spectrum. This is being 
done in order to explore if any of these return spectrum have distinguishing 
features. Figures 8.1 to 8.44 depict the return spectrum of individual weekdays, 
week numbers and months of both the BSE- SENSEX and BSE-100. Figures 
8.45 - 8.60 depicts the return spectrum of eight different (i.e. bull phase, bear 
phase and sideway movement) phases of these two indices. Figures 8.61 to 8.85 
shows the return spectrum for individual years from 1991 for both these indices. 
The salient observations of these return spectrums are: 
1) WEEKDAY: 
a) Monday's and Friday's have uniformly spread extreme values (i.e. 
those values above ± 5%). 
b) Tuesday's have most of the extreme values only towards 
pessimistic side and very few towards optimistic side. 
c) Wednesday's and Thursday's show clustering of extreme values. 
d) Both BSE-SENSEX and BSE-100 show identical pattern. 
2) MONTH 
a) January, February, July, August, October, November and 
December show uniform spread of extreme values. 
b) March, April, May, June and September show clustering of extreme 
values. 
c) Both BSE-SENSEX and BSE-100 show identical pattern. 
3) WEEK NUMBER: 
a) Except for the third week all other weeks show uniform spread of 
extreme values. 
b) Both BSE-SENSEX and BSE-100 show identical pattern. 
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4) EIGHT DIFFERENT PHASES: 
a) Phases 3 (bull), 6 (bull), 7 (bear), 8 (sideway movement) show 
excessive clustering of extreme values. 
b) Amongst the bull phases (1,3,6), Bear phases (2,4,7) and sideway 
movements (5 and 8) no similarities in pattern exists. 
c) Both BSE-SENSEX and BSE-100 show identical pattern 
5) YEARS 
a) Except 95,96 and 97, rest of the years show clustering of extreme 
values. 
b) Both BSE-SENSEX and BSE-100 show identical pattern 
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In Figures 8.1 to 8.85, the symbol "INDEX" in X-AXIS OF RETURN 
SPECTRUM, indicates the relevant sequential days of the concerned TIME 
SERIES. (For e.g. INDEX in X-axis of MONDAY Return Spectrum consists of 
sequential series of MONDAY'S only, and for JANUARY return spectrum, 
INDEX in X-axis consists of successive trading days of JANUARY months only). 
In these Figures the symbol "Data" in Y - AXIS indicates the returns in %. The 
last two alphabets in the figures - i.e. PR, OR & CR (both in capital and small 
case) denote pessimistic return, optimistic return and closing return. 
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CHAPTER-4.6_ 
CROSS CORRELATION CHARACTERISTICS 
In chapter -4.4, by means of Matrix Plots and Draftsman plot, qualitative nature 
of association of the various variables of SENSEX and BSE-100 was studied. In 
this chapter the quantitative nature of relationship Is studied. For this purpose, 
cross correlation for various leads and lags is plotted and examined. Figures 9.1 
to 9.25 depicts the cross correlation amongst the closing, volatility and various 
returns of BSE- SENSEX, BSE-100 and the eight different phases of these 
indices. Following are the observations from these figures. 
1) Although the closing of SENSEX and BSE-100 and as well as closing of 
eight different phases of these indices show persistent correlation for both 
several lags and leads, the same is not shown by all the returns 
(maximum value of correlation is 0.35). 
2) The corresponding variable pairs of both the SENSEX and BSE-100 show 
similar patterns. 
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CHAPTER-4.7_ NON-PARAMETRIC TESTS 
Since most of the time series discussed in the previous chapter does not pass 
the test of normality, conventional one-way and two-way variance studies are 
ruled out. In this chapter, summarized results of normality tests, runs test, kruskal 
wallis and Friedman tests are presented. Chart 10.1(a), 10.1 (b) and 10.1(c) 
presents the kruskal- wallis test of independence between individual filtered and 
entire set of time series of week day, month and week number respectively. 
Chart 10.2 presents the summarized results of Kruskal - Wallis test of 
independence performed on the returns of first 250 days of eight different 
phases. Chart 10.3- a, b, c, d, e, f respectively show the summarized test result 
perfomried on the paired combination of week number - weekday, month -
weekday, year - weekday, month - week number, year - week number and year 
- month. For this test, apart from mean, the standard deviation, kurtosis, 
skewness, range and coefficient of variation was studied. The purpose of this 
study was to determine if the paired combination within the class of weekday, 
week number, month and year behave identically or different. For both Kruskal 
wallis and Friedman test the level of significance chosen was 5%. Summarized 
runs test of the variables of composite and filtered time series of BSE-SENSEX 
and BSE - 100, for which randomness cannot be rejected at 5% significance 
level are presented in Table- 38 -A, B, C, D and E. The salient observations are 
as follows: 
1) KRUSKALL WALLIS TEST: 
a) WEEKDAYS 
i) Closing returns of both the indices are similar (meaning that we 
are unable to reject the null that closing returns from Monday's to 
Friday's are similar). 
ii) For both optimistic and pessimistic returns of both the indices, the 
Tuesday's return is independent of other days return. 
iii) For sensex, for both the optimistic and pessimistic returns -
Monday, Wednesday, Thursday and Friday behave similarly. In the 
case of BSE-100, Monday and Friday, Wednesday and Thursday 
behave similarly. 
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b) Month Effects: 
i) For both the Sensex and BSE-100 - except for March, rest of the 
month behave similarly in respect of Pessimistic return. 
ii) For optimistic return - January, February, November and December 
behaves similarly and rest of the months also behave similarly. 
iii) The closing returns of all the months behave similarly. 
c) Week Number. 
i) For both pessimistic and optimistic return 1** and 5"^  week, and 2nd, 
3rd and 4*" week behaves similarly. 
ii) Closing returns of alt the weeks are similar. 
iii) Both optimistic and pessimistic returns vary across the weeks. 
d) Eight Different phases; 
i) Closing returns amongst the bull, bear and sideway movement 
phases are similar, 
ii) Both the pessimistic and optimistic returns of 2"**, 3rd, 4*" and 5*'' 
phases are similar. 
2) FRIEDIMAN's TEST: 
i) Closing returns of paired combinations of (week number, 
weekday, month and year) are similar, 
ii) Optimistic and Pessimistic returns in respect of month -week 
number and year - week number are similar. For rest of the 
paired combination, it's different. 
3) RUNS TEST: 
i) None of the variables of the composite series except C-L of the 
Sensex show randomness. 
ii) Amongst the filtered time series, closing return of weekdays, 
some closing returns of the months, all the returns of the 1'* 
phase, S*** week and year 1991, show randomness. 
4) NORMALITY TEST 
None of the composite (or filtered) time series tested for 
normality (when tested by Anderson, Ryan and Kolgomorov smirnov test) 
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CHART-10.1 
SUMMARY OF KRUSKAL WALLIS TEST OF INDEPENDENCE 
(TESTS PERFORMED ON ENTIRE SET OF RETURNS) 
A) WEEK - DAY EFFECTS 
1) PESSIMISTIC RETURN (AND S-OPTIMISTIC RETURN) 
a) MONDAY, WEDNESDAY, THURSDAY AND FRIDAYS ARE 
SIMILAR FOR BSE-SENSEX (i.e. no significant differences exist 
amongst them) 
b) MONDAY AND FRIDAY, WEDNESDAY AND THURSDAY ARE 
SIMILAR FOR BSE-100 (i.e. no significant differences exist amongst 
them) 
2) OPTIMISTIC RETURN (AND S-PESSIMISTIC RETURN) 
a) MONDAY, WEDNESDAY, THURSDAY ANDFRIDAYS ARE 
SIMILAR, (i.e. no significant differences exist amongst them) 
b) MONDAY AND FRIDAY , WEDNESDAY AND THURSDAY ARE 
SIMILAR FOR BSE-100 (i.e. no significant differences exist amongst 
them) 
3) CLOSING RETURN AND S-CLOSING RETURN, VOLATILITY-
MONDAY'S TO FRIDAY'S ARE SIMILAR - BOTH FOR BSE-
SENSEX AND BSE-100 (i.e. no significant differences exist amongst 
them) 
B) MONTH EFFECTS 
1) PESSIMISTIC RETURN AND VOLATILITY (AND S- OPTIMISTIC 
RETURNS) 
JAN, FEB, APR, MAY, JUN, JUL, AUG, SEP, OCT, NOV, DEC ARE 
SIMILAR, (i.e. no significant differences exist amongst them) 
205 
2) OPTIMISTIC RETURN (AND S- PESSIMISTIC RETURN) 
JAN, FEB, NOV, DEC ARE SIMILAR 
MAR, APR, MAY, JUN, JUL, AUG ARE SIMILAR (i.e. no significant 
differences exist amongst them) 
3) CLOSING RETURN (AND S-CLOSING RETURN) 
JAN TO DEC ARE SIMILAR (i.e. no significant differences exist amongst 
them) 
C) WEEK NUMBER EFFECTS 
1) PESSIMISTIC AND OPTIMISTIC RETURN (AND S-PESSIMISTIC AND 
S-OPTIMISTIC RETURN) 
1 WEEK AND 5 WEEK ARE SIMILAR 
2 WEEK, 3 WEEK, 4 WEEK IS SIMILAR 
(BOTH FOR BSE-SENSEX AND BSE-100) 
CHART-10.2 
SUMMARY OF KRUSKAL WALLIS TEST OF INDEPENDENCE 
(FOR 8 DIFFERENT PHASES OF SENSEX AND BSE-100) 
a) CLOSING RETURNS OF COMBINED PHASES OF 1,3 AND 6 OF BULL 
PHASES ARE SIMILAR. 
b) COMBINED CLOSING AND S-CLOSING RETURNS OF 2,4,7 OF BEAR 
PHASES ARE SIMILAR 
c) COMBINED CLOSING AND S-CLOSING RETURNS OF 3 AND 8 PHASES 
(SIDEWAY MOVEMENTS) ARE SIMILAR 
d) BOTH PESSIMISTIC AND OPTIMISTIC RETURNS OF 2,3,4,5 PHASES ARE 
SIMILAR 
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CHART-10.3 
SUMMARIZED FRIEDMAN TEST RESULT (JAN-91 TO MAY/OCT 2004) 
A) FORMAT (WEEK NUMBER - WEEK DAY INTERACTION) 
. 
1-WEEK 
2-WEEK 
3-WEEK 
4-WEEK 
5-WEEK 
MON TUE WED THU FRI 
COMPUTED VALUES- (18 SEPARATE TABLES) OF -
PR- DAILY 0.2% PESSIMISTIC RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARL\TION) 
OR- DAE.Y 0.2% OPTIMISTIC RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARIATION) 
CR- DAILY 0.2% CLOSING RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARIATION 
TEST RESULT 
BSE-100 is without parenthesis 
BSE SENSEX is in parenthesis (): 
S- indicates not significanl differences across the groups (at S% significance level) 
D- Indicates significant differences across the groups (at S% significance level) 
PARAMETER. 
PR 
OR 
CR 
MEAN 
D(S) 
S(S) 
S(S) 
STD.DEV 
S(S) 
S(S) 
D(S) 
KURTOSIS 
l l S } 
S(S) 
SKEWNESS 
(S) 
S (S) 
S (S) 
RANGE 
S(S) 
S(S) 
(S) 
cv 
D^DI 
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B) FORMAT (MONTH - WEEKDAY INTERACTION) 
JAN 
FEB 
MAR 
APR 
MAY 
JUN 
JUL 
AUG 
SEP 
OCT 
NOV 
DEC 
MON TUE WED THU FRI 
COMPUTED VALUES- (18 SEPARATE TABLES) OF -
PR- DAILY 0.2% PESSIMISTIC RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARIATION) 
OR. DAILY 0.2% OPTIMISTIC RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARIATION) 
CR- DAILY 0.2% CLOSING RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARIATION 
TEST RESULT 
BSE SENSEX is in parenthesis Q: 
S- Indicates not significant difTerences across the groups (at 5% significance level) 
D- Indicates significant differences across the groups (at 5% significance level) 
PARAMETER. 
PR 
OR 
CR 
MEAN 
D(D) 
D(D) 
S(S) 
STD.DEV 
D(D) 
D(S) 
S(S) 
KURTOSIS 
S(S) 
S(S) 
S(S) 
SKEWNESS 
S (S) 
S (S) 
S (S) 
RANGE 
D(S) 
S(S) 
S(S) 
cv 
D(D) 
S(S) 
S(S) 
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C) FORMAT (YEAR - WEEKDAY INTERACTION) 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
MON TUE WED 
-
THU FRI 
COMPUTED VALUES- (18 SEPARATE TABLES) OF -
PR- DAILY 0.2% PESSIMISTIC RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARL\TION) 
OR- DAILY 0.2% OPTIMISTIC RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS. RANGE AND COEFFICIENT OF VARIATION) 
CR. DAILY 0.2% CLOSING RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARIATION 
TEST RESULT 
BSE SENSEX is in parenthesis Q: 
S- Indicates not significant differences across the groups (at 5% significance level) 
D- Indicates significant differences across the groups (at S% significance level) 
PARAMETER. 
PR 
OR 
CR 
MEAN 
S(S) 
D(D) 
S(S) 
STD.DEV 
D(D) 
S(S) 
D(S) 
KURTOSIS 
S(S) 
S(S) 
S(S) 
SKEWNESS 
S (S) 
S (S) 
S (S) 
RANGE 
S(S) 
S(S) 
S(S) 
CV 
DiSi. 
S1S}_ 
liSL 
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D) FORMAT (MONTH - WEEK NUMBER INTERACTION) 
JAN 
FEB 
MAR 
APR 
MAY 
JUN 
JUL 
AUG 
SEP 
OCT 
NOV 
DEC 
1-WEEK 2-WEEK 3-WEEK 4-WEEK 5-WEEK 
TABLE VALUES- (18 SEPARATE TABLES) OF -
PR- DAILY 0.2% PESSIMISTIC RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARIATION) 
OR- DAILY 0.2% OPTIMISTIC RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARIATION) 
CR- DAILY 0.2% CLOSING RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARIATION 
TEST RESULT 
BSE SENSEX is in parenthesis (): 
S- Indicates not significant differences across the groups (at 5% significance level) 
D- Indicates significant differences across the groups (at 5% significance level) 
PARAMETER. 
PR 
OR 
CR 
MEAN 
S(S) 
S(S) 
S(S) 
STD.DEV 
S(S) 
S(S) 
S(S) 
KURTOSIS 
S(S) 
S(S) 
D(D) 
SKEWNESS 
S (S) 
D (D) 
S (S) 
RANGE 
S(S) 
D(D) 
D(S) 
cv 
S(S) 
D(S) 
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E - FORMAT - (YEAR - WEEK NUMBER INTERACTION) 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
1-WEEK 2-WEEK 3-WEEK 4-WEEK 5-WEEK 
COMPUTED VALUES- (18 SEPARATE TABLES) OF -
PR. DAILY 0.2% PESSIMISTIC RETURN (MEAN. STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARIATION) 
OR- DAILY 0.2% OPTIMISTIC RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARL\TION) 
CR- DAILY 0.2% CLOSING RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARIATION 
TEST RESULT 
BSE SENSEX is in parenthesis Q: 
S- Indicates not significant differences across the groups (at 5% significance level) 
D- Indicates significant differences across the groups (at 5% significance level) 
PARAMETER. 
PR 
OR 
CR 
MEAN 
S(S) 
S(S) 
S(D) 
STD.DEV 
S(S) 
D(S) 
S(S) 
KURTOSIS 
S(S) 
D(D) 
S(S) 
SKEWNESS 
S (S) 
S (D) 
S (S) 
RANGE 
D(S) 
D(D) 
D(D) 
CV 
S(S) 
S(S) 
S(S) 
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F) FORMAT (YEAR - MONTH INTERACTION) 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC 
COMPUTED VALUES- (18 SEPARATE TABLES) OF -
PR- DAILY 0.2% PESSIMISTIC RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARIATION) 
OR- DAILY 0.2% OPTIMISTIC RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARIATION) 
CR- DAILY 0.2% CLOSING RETURN (MEAN, STD.DEV, KURTOSIS, 
SKEWNESS, RANGE AND COEFFICIENT OF VARL\TION 
TEST RESULT 
BSE SENSEX is in parenthesis (): 
S- Indicates not significant differences across the groups (at 5% significance level) 
D- Indicates significant differences across the groups (at 5% significance level) 
PARAMETER. 
PR 
OR 
CR 
MEAN 
S(S) 
S(D) 
S(S) 
STD.DEV 
D(D) 
D(D) 
D(D) 
KURTOSIS 
S (S) 
D(S) 
S(S) 
SKEWNESS 
S (S) 
S (S) 
S (S) 
RANGE 
D(D) 
D(D) 
D(D) 
CV 
S(S) 
S(S) 
S(S) 
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TABLE-10.1 
SUMMARY OF RUNS TEST 
A) BSE- SENSEX 
Sl .no 
1 
VARIABLE 
percl 
B) 8 PHASES OF SENSEX 
S l . n o 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
VARIABLE 
ICL 
IPCL 
nwopR 
IPR 
ITWOOR 
lOR 
ICR 
ISTWOPR 
ISPR 
ISTWOOR 
ISOR 
ISCR 
2CL 
2PERCL 
3CL 
3PERCL 
4CL 
4PERCL 
5CL 
5PERCL 
5SCR 
6CL 
6PERCL 
6CR 
6SCR 
7CL 
7PERCL 
7CR 
7 SCR 
8CL 
8PERCL 
SCR 
0B8ERVKD RUNS 
1352 
0B8SRVB0 RUKS 
110 
124 
132 
122 
113 
113 
120 
113 
113 
132 
132 
122 
111 
117 
110 
112 
103 
103 
130 
130 
110 
116 
124 
122 
122 
127 
127 
113 
109 
112 
110 
113 
BXPECTBD RUNS 
1385 .39 
EXPKCTBD RONS 
110 .992 
120 .415 
123 .602 
123 .602 
123 .341 
123 .341 
123 .187 
123.797 
123.797 
123 .480 
123 .480 
123 .480 
115 .146 
117 .626 
118 .919 
119.317 
117 .163 
118 .073 
118.504 
119.317 
123 .927 
117 .163 
118 .919 
123.967 
123 .992 
115 .146 
115 .675 
121 .650 
121 .065 
112 .870 
113 .463 
123.967 
P-VALOE 
0 . 1 8 9 
P-VALOE 
0 .887 
0 .637 
0 .282 
0 .282 
0 .184 
0 .184 
0 . 6 8 2 
0 .167 
0 .167 
0 .274 
0 .274 
0 . 8 4 9 
0 .568 
0 . 9 3 3 
0 .234 
0 . 3 3 1 
0 .055 
0 . 0 4 3 
0 .124 
0 . 1 5 6 
0 .075 
0 . 8 7 5 
0 .498 
0 . 8 0 1 
0 . 7 9 9 
0 . 1 0 3 
0 . 1 2 1 
0 .260 
0 .114 
0 .903 
0 .628 
0 . 1 6 1 
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C) 8 PHASES OF BSE-100 
81.no 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
VARIABLE 
100(0.2PR)1 
loo PR 
100(O.2OR)l 
lOOORl 
100(CR)1 
100(S-0.2FR)1 
lOOSPRl 
100{S-0.2ORl) 
lOO(S-CRl) 
100(CR)1_6 
100(S-CR1)_6 
100(O.2OR)l_7 
100OR7 
100(S-0.2PR)1_7 
100SPR7 
100(CR)1_8 
100(S-CR1)_8 
UBSBRVIO RUNS 
113 
113 
110 
110 
116 
114 
114 
114 
116 
124 
126 
106 
106 
106 
106 
115 
116 
EXPECTED RUNS 
123.602 
123.602 
122.626 
122.626 
123.797 
123.341 
123.341 
123.341 
123.870 
123.967 
123.992 
119.317 
119.317 
120.065 
120.065 
123.992 
123.967 
P-VALUZ 
0.174 
0.174 
0.103 
0.103 
0.318 
0.230 
0.230 
0.230 
0.314 
0.997 
0.797 
0.077 
0.077 
0.063 
0.063 
0.251 
0.252 
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D) BSE -100, FILTERED TIME SERIES OF WEEKDAY, WEEK NUMBER, 
MONTHS AND YEAR 
Sl.no 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
VARIABLE 
MCR 
MSOR 
MSCR 
TOR 
TCR 
TSPR 
TSCR 
MCR 
WSCR 
THSCR 
EX>R 
FCR 
FSPR 
FSR 
MARCR 
MARSCR 
JUNCR 
SEPCR 
SEPSCR 
DS-CR 
2CR 
2S0R 
2S-CR 
50R 
5CR 
5SPR 
5S-CR 
91pr 
91or 
91cr 
99cr 
20or 
20cr 
OBSERVED RUNS 
271 
253 
273 
265 
304 
263 
302 
299 
299 
294 
256 
283 
260 
285 
112 
110 
104 
105 
105 
100 
271 
253 
273 
102 
107 
102 
107 
92 
90 
87 
123 
118 
111 
EXPECTED RUNS 
282.536 
272.2 
282.855 
279.915 
285 
280.687 
284.968 
285.716 
285.775 
286.829 
278.789 
284.715 
279.915 
284.310 
123.4 
123.482 
117.481 
117.991 
118 
109.479 
282.536 
272.2 
282.855 
106.279 
110.479 
106.279 
110.479 
98.6327 
98.9082 
98.9082 
126.992 
123.112 
125.032 
P-VALOE 
0.330 
0.092 
0.406 
0.202 
0.111 
0.131 
0.153 
0.265 
0.267 
0.548 
0.050 
0.885 
0.089 
0.954 
0.144 
0.084 
0.077 
0.089 
0.089 
0.197 
0.330 
0.092 
0.406 
0.547 
0.637 
0.547 
0.637 
0.340 
0.202 
0.088 
0.614 
0.507 
0.073 
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E) BSE - SENSEX, FILTERED TIME SERIES OF WEEKDAY, WEEK NUMBER. MONTHS 
AND YEAR 
81.no 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
VARIABLE 
MOPR 
MOCR 
MOSOR 
MOSCR 
TUCR 
TUSCR 
WOR 
WCR 
WSPR 
WSCR 
THPR 
THCR 
THSOR 
THSCR 
FROR 
FRCR 
FRSPR 
FRSCR 
FECR 
FESOR 
FESCR 
MARCR 
MARSCR 
JUNCR 
JUNSCR 
JULSCR 
AUGCR 
AUGSCR 
SECR 
SESCR 
OCCR 
OCSCR 
NOCR 
NOSCR 
OCR 
4CR 
4 SCR 
50R 
SCR 
5SPR 
OBSERVED RUNS 
271 
293 
261 
291 
302 
302 
277 
304 
281 
308 
272 
288 
268 
288 
269 
287 
273 
287 
120 
111 
122 
124 
122 
116 
116 
121 
119 
117 
122 
122 
110 
114 
105 
105 
97 
324 
320 
106 
109 
104 
EXPECTED RUNS 
286.108 
293.397 
281.8 
293.492 
297.256 
296.973 
290.821 
296.885 
291.691 
297.196 
291.968 
297.492 
291.118 
297.128 
287.839 
295.431 
289.075 
295.397 
124.968 
126.357 
125.659 
124.710 
125 
128.969 
128.992 
136.640 
127.340 
127.482 
131.498 
131.483 
120.925 
120.792 
115 
114.991 
109.442 
336.973 
336.952 
112.894 
114.392 
113.123 
P-VALUI 
0.200 
0.974 
0.073 
0.837 
0.696 
C.679 
0.245 
0.558 
0.370 
0.374 
0.094 
0.435 
0.052 
0.452 
0.111 
0.487 
0.175 
0.488 
0.524 
0.051 
0.641 
0.928 
0.703 
0.104 
0.104 
0.057 
0.293 
0.187 
0.239 
0.239 
0.157 
0.379 
0.184 
0.185 
0.090 
0.316 
0.191 
0.352 
0.473 
0.219 
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E) BSE - SENSEX, FILTERED TIME SERIES OF WEEKDAY, WEEK NUMBER, MONTHS 
AND YEAR (CONTINUED) 
Sl.no 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
VARIABLE 
5SCR 
91 PR 
910R 
91CR 
91SPR 
91S0R 
91SCR 
94CR 
94SCR 
96CR 
96SCR 
97SCR 
98CR 
98SCR 
99HL 
99PR 
99CR 
99SOR 
99SCR 
2 OCR 
20SCR 
21SCR 
22CR 
22SCR 
23CR 
23SCR 
OBSERVED RUNS 
111 
108 
96 
101 
90 
106 
101 
103 
105 
106 
106 
109 
114 
114 
109 
113 
119 
113 
119 
123 
117 
112 
112 
110 
89 
89 
EXPECTED RUNS 
114.480 
101.438 
101.080 
101.199 
101.438 
101.378 
101.299 
115.783 
115.861 
119.790 
119.966 
123.967 
122.967 
122.967 
119.235 
123.024 
124.498 
123.024 
124.498 
124.245 
123.570 
124.484 
124.449 
124.401 
98.8367 
98.8367 
P-VALOE 
0.643 
0.353 
0.471 
0.977 
0.627 
0.513 
0.966 
0.091 
0.151 
0.073 
0.070 
0.056 
0.250 
0.250 
0.173 
0.196 
0.483 
0.196 
0.483 
0.368 
0.397 
0.111 
0.112 
0.066 
0.158 
0.158 
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CHAPTER-5_ RESULTS AND ANALYSIS - PART 2 
5.1^ TESTS FOR HETEROSKEDASTICITY AND GARCH 
MODELING. 
As was seen in chapters 4.4 and 4.5, both the composite and filtered time series 
displayed volatility clustering. In the previous chapter, it was observed that out of 
179 time series (of both composite and filtered time series) each of SENSEX and 
BSE-100, very few displayed randomness. In this chapter, serial correlation test 
(LBQ) test on squared returns (volatility) is performed. This apart, Engle - Arch 
test for heteroskedasticity on each of these time series are performed. Finally the 
best-fit GARCH (1,1) model for each of these time series is checked for 
suitability. For a time series Yt. GARCH (1,1) can be represented as: 
1) Yt = C + e, 
2) a t 2 =K + Ga(t.i)2 + A Ed-i)! 
(C, K and A are constant, E t is a gaussian random process -
that is following a normal distribution of mean 0 and standard 
deviation 1, a is standard deviation of Yt) 
Thus in this model, the mean is a white noise process which is equal to a 
constant "C" and a random number. And the current variance depends on the 
previous (or conditional) variance. As is well known, this model is consistent with 
efficient market hypothesis. The adequacy of this model is judged by performing 
Engle Arch Test on (RESIDUALS / o). If no heteroskedasticity is detected in 
(RESIDUALS / a), the model is said to be adequate (as the heteroskedasticity in 
the initial time series is explained by the model) 
Table's 11.1 -11.5 shows respectively the LBQ test on squared returns (or 
volafility) and Engle Arch test for the composite and weekday series, week 
number series, month series, year series and 8 phases series of BSE -100. 
Table's 4 4 - 4 8 shows the GARCH (1,1) parameters, LBQ test on (squared 
returns (volatility) / a) and Engle Arch Test on (RESIDUALS / o) for the same 
series. Table's 49 to 58 are identical to tables 39 to 48, except that these values 
pertain to BSE- SENSEX. As an illustration, for the composite closing returns of 
BSE-SENSEX, figure- 11.1, shows the ACF of the squared returns. After the 
GARCH model was fitted, figure- 11.2 shows the standardized residuals (i.e. 
RESIDUALS / a). Figure 11.3 shows the simultaneous time series plots of 
standardized residuals, conditional standard deviation and returns. Finally figure-
11.4 shows the ACF plot of squared standardized residuals. As this plot does not 
show significant correlation, it can be concluded that the GARCH model explains 
the variance of the original series as seen in the ACF plot (in figure -11.1). 
Similar exercise was carried out for all the analyzed series. 
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Following are the major conclusions from these tables. 
1) The following time series do not display heteroskedasticlty. 
a) All returns and volatility of 5'*" week - BSE-100 
b) Optimistic return of January, August and November of BSE-100 
c) Volatility of 1991, 95.97.99.2002 and 2003 of BSE-100. 
d) All returns of 1995. pessimistic return of 97 and 2002. 
e) Optimistic return of 1999 and closing return of 97.2002 and 2003. 
f) Volatility and all returns of 4'" phase of BSE-100. and optimistic return of 
6'" phase. 
g) All returns of Friday's of SENSEX 
h) 4"' week optimistic return 
i) Volatility of 2"** phase and volatility and all returns of 4'^ ^ phase of BSE-
SENSEX. 
j) Optimistic and Pessimistic returns of January, all returns of February and 
November, optimistic returns of June and October and closing retums of 
October and December, 
k) Optimistic return of 1993.1998,2002 and 2003, volatility and all returns of 
1995,volatility and pessimistic return of 96,97, volatility of93, 99 and 
closing return of 97,99.2003. 
2) Amongst the GARCH (1,1) model, the following are 
inadequate. 
a) optimistic and closing returns of the composite BSE-100 
b) Tuesday Pessimistic Return. 
c) Volatility of 5*''week. 
d) Pessimistic Return of January 
e) Optimistic and pessimistic return of 1992 and pessimistic return of 1993. 
f) Optimistic and closing return of l " phase and pessimistic return of 6^ 
phase 
g) Pessimistic return of composite - Sensex 
h) Closing returns of 1991, volatility of 92 and Pessimistic return of 1999. 
i) Pessimistic and optimistic return of 1** phase. 
3) Considering that 358 individual time series were analyzed, its observed that 
ovenA/helming majority display heteroskedasticlty which is well explained by 
GARCH (1.1) model. 
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SUMMARY OF LBQ TEST ON SQUARED RETURNS AND ENGLE-
ARCH TEST FOR HETEROSKEDASTICITY - BSE-100 
TABLE - 11.1, COMPOSITE AND WEEK DAY SERIES 
SL.NO. 
I 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
IS 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
TIMESEIES 
H-L 
PR 
OR 
CR 
SPR 
SOR 
SCR 
MHL 
MPR 
MOR 
MCR 
THL 
TPR 
TOR 
TCR 
WHL 
WPR 
WOR 
WCR 
THHL 
THPR 
THOR 
THCR 
FHL 
FPR 
FOR 
FCR 
SQUARED RETURNS-LBQ 
TEST 
P-VALUEFORLAGSAT: 
10 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.7 
15 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.02 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.03 
0 
0.8 
20 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.08 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.04 
0.02 
0.9 
ENGLE-ARCH TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.01 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.02 
0 
.01 
15 
0 
0 
0 
0 
0 
0 
0 
0 
0.02 
0 
0 
0 
0 
0.07 
0 
0 
0 
.02 
0 
0 
0 
0 
0 
0 
0.1 
0 
.02 
20 
0 
0 
0 
0 
0 
0 
0 
0 
0.1 
0 
0 
0 
0.01 
0.1 
0 
0 
0 
0.1 
0 
0 
0 
0 
0 
0 
0.1 
.01 
.08 
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TABLE - 11.2, WKKK NUMBER SERIES 
SL.NO. 
1 
2 
3 
4 
S 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
TIME SEIES 
IHL 
IPR 
lOR 
ICR 
2HL 
2PR 
20R 
2CR 
3HL 
3PR 
30R 
3CR 
4HL 
4PR 
40R 
4CR 
5HL 
5PR 
50R 
SCR 
SQUARED RETURNS-LBQ 
TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0,9 
0.1 
0.3 
0.7 
15 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.9 
0.2 
0.5 
0.9 
20 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
/ 
0.4 
0.8 
0.9 
ENGLE-ARCH TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.1 
0.9 
0.06 
0.4 
0.8 
15 
0 
0 
0 
0 
0 
0.02 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.02 
0.9 
0.09 
0.7 
0.9 
20 
0 
0 
0 
0 
0 
0.1 
0 
0 
0 
0 
0 
0 
0 
0 
0.04 
0.06 
l.O 
0.04 
0 
0.8 
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TABLE -11.3, MONTH SERIES 
SL.NO. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
IS 
16 
17 
18 
19 
20 
21 
22 
23 
24 
TIME SEIES 
JAN- HL 
JAN- PR 
JAN- OR 
JAN- CR 
FEB-HL 
FEB-PR 
FEB-OR 
FEB- CR 
MAR- HL 
MAR- PR 
MAR- OR 
MAR- CR 
APR- HL 
APR- PR 
APR- OR 
APR - CR 
MAY- HL 
MAY- PR 
MAY- OR 
MAY- CR 
JUN - HL 
JUN- PR 
JUN - OR 
JUN-CR 
SQUARED RETURNS-LBQ 
TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0.6 
0.06 
0 
0 
0.4 
0.7 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
15 
0 
0 
0.9 
0.1 
0.02 
0 
0.7 
0.9 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
20 
0 
0 
0.8 
0.2 
.07 
0 
0.8 
0.9 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.03 
0 
ENGLE-ARCH TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0.7 
0.1 
0.02 
0 
0.6 
0.7 
0 
0.01 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.01 
15 
0 
0 
0.9 
0.3 
0.1 
0 
0.7 
0.4 
0 
0.02 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.05 
20 
0 
0 
0.9 
0.4 
0.3 
0 
0.8 
0.7 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.2 
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TABLE -11.3, MONTH SERIES (CONTINUED) 
SL.NO. 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
TIME SERIES 
JUL-HL 
JUL-PR 
JUL-OR 
JUL-CR 
AUG-HL 
AUG-PR 
AUG-OR 
AUG-CR 
SEP-HL 
SEP-PR 
SEP-OR 
SEP-CR 
OCT-HL 
OCT-PR 
OCT-OR 
OCT-CR 
NOV-HL 
NOV-PR 
NOV-OR 
NOV-CR 
DEC-HL 
DEC-PR 
DEC-OR 
DEC-CR 
SQUARED RETURNS-LBQ 
TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0 
0 
0 
0 
0.5 
0 
0 
0 
0 
0 
0 
0 
0.01 
0.1 
0 
0.02 
0.4 
0.03 
0 
0 
0.3 
0.1 
15 
0 
0 
0 
0 
0 
0 
0.8 
0 
0 
0 
0 
0 
0 
0 
.06 
0.01 
0 
0.06 
0.6 
0.02 
0 
0 
0.2 
0.1 
20 
0 
0 
.01 
0 
0. 
0 
0.1 
0 
0 
0 
0 
0 
0 
0 
0.1 
0.09 
0 
0.2 
0.6 
0.05 
0 
0 
0.1. 
0.2 
ENGLE-ARCH TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0 
0 
0 
0 
0.6 
0 
0 
0 
0 
0 
0 
0 
0.02 
0.2 
0 
.03 
0.5 
.01 
0 
0 
0.4 
0.1 
15 
0 
0 
0 
0 
0 
0 
0.8 
0 
0 
0 
0 
0 
0 
0 
.09 
0.1 
0 
.01 
0.7 
.05 
0 
.01 
0.3 
0.2 
20 
0 
0 
.02 
0 
0 
0 
0.2 
0 
0 
0 
0 
0 
0 
0 
0.2 
0.2 
0 
0.3 
0.8 
.05 
0.02 
.02 
0.3 
0.2 
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TABLE-11.4, YEAR SERIES 
SL.NO. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
TIME SERIES 
I991-HL 
1991-PR 
1991-OR 
199I-CR 
1992-HL 
1992-PR 
1992-OR 
1992-CR 
1993-HL 
1993-PR 
1993-OR 
1993-CR 
1994-HL 
1994-PR 
1994-OR 
1994-CR 
1995-HL 
1995-PR 
1995-OR 
199S-CR 
1996-HL 
1996-PR 
1996-OR 
1996-CR 
SQUARED RETURNS-LBQ 
TEST 
P-VALUE FOR LAGS AT: 
10 
0.7 
0.03 
0 
0 
0 
0 
0 
0 
0 
0 
0.01 
0 
0 
0 
0 
0 
0.8 
0.5 
0.7 
0.8 
0.5 
0 
0 
0 
15 
0.2 
0.1 
0.03 
0 
0 
0 
0 
0 
0 
0 
.02 
0 
0 
0 
0 
0 
0.9 
0.8 
0.9 
0.9 
0.5 
.02 
0 
0 
20 
0.5 
0.2 
.04 
0 
0. 
0 
0 
0 
0.02 
0 
.06 
0 
0 
0 
0 
0 
0.9 
0.9 
0.9 
0.9 
0.7 
.08 
0 
0 
ENGLE-ARCH TEST 
P-VALUE FOR LAGS AT: 
10 
0.7 
0.03 
.02 
0 
0 
0 
0 
0 
0 
0 
.06 
.02 
0 
0 
0 
0 
0.9 
0.6 
0.8 
0.8 
0.6 
.01 
0 
0 
15 
0.3 
0.1 
.04 
0 
0 
0 
0 
0 
0 
0 
0.1 
.08 
0 
0 
0 
0 
0.9 
0.9 
0.9 
0.9 
0.5 
.07 
0 
20 
0.6 
.06 
0 
0 
0 
0 
0 
0 
.03 
0 
0.1 
0.1 
0 
0 
0 
0 
0.9 
0.9 
0.9 
0.9 
0.7 
.15 
0 
.01 .03 
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TABLE -11.4, YEAR SERIES (CONTINUED) 
SL.NO. 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
TIME SERIES 
I997-HL 
1997-PR 
1997-OR 
I997^R 
1998-HL 
1998-PR 
1998-OR 
1998-CR 
1999.HL 
I999-PR 
1999-OR 
1999-CR 
2000-HL 
2000-PR 
2000^R 
2000<;R 
2001-HL 
2001-PR 
2001-OR 
2001-CR 
2002-HL 
2002-PR 
2002-OR 
2Q02'CR 
2003-HL 
2003-PR 
2003-OR 
2003-CR 
SQUARED RETURNS-LBQ 
TEST 
P-VALUE FOR LAGS AT: 
10 
0.8 
0.3 
0 
0.2 
0 
0 
0 
0 
.03 
0 
0.1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.18 
0.2 
0 
0.8 
0.9 
0.09 
0.03 
0.7 
15 
0.9 
0.7 
0 
0.5 
0 
0 
0 
0 
0.17 
0 
0.3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.43 
0.5 
.04 
0.9 
0.9 
0.2 
.07 
0.7 
20 
0.9 
0.8 
.0 
0 
0. 
0 
.04 
0 
0.4 
0 
0.5 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.06 
0.6 
0 
0.3 
0.9 
0.4 
.03 
0.7 
ENGLE-ARCH TEST 
P-VALUE FOR LAGS AT: 
10 
0.9 
0.4 
0 
0.1 
0 
0 
.02 
0 
0.1 
0 
0.1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.2 
0.3 
0 
0.8 
0.9 
.02 
.02 
0.8 
15 
0.9 
.08 
0 
0.6 
0 
0 
0.1 
0 
0.4 
0 
0.3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.5 
0.6 
0 
0.9 
0.9 
0.1 
0.1 
0.8 
20 
0.9 
0.1 
.0 
0 
0 
0 
0.3 
0 
0.6 
0 
0.4 
0 
0 
0 
0 
0 
0 
.01 
0 
0 
0.2 
0.7 
0 
0.4 
0.9 
0.2 
0.06 
0.9 
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TABLE -11.5, SERIES OF 8 SEQUENTIAL PHASES 
SL.NO. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
TIME SERIES 
IP-HL 
IP-PR 
IP-OR 
IP-CR 
2P-HL 
2P-PR 
2P-OR 
2P-CR 
3P-HL 
3P-PR 
3P-0R 
3P-CR 
4P-HL 
4P-PR 
4P-0R 
4P'CR 
5P-HL 
5P.PR 
5P-OR 
5P-CR 
6P-HL 
6P-PR 
6P-0R 
6P-CR 
7P-HL 
7P-PR 
7P-0R 
7P-CR 
8P-HL 
8P-PR 
8P-OR 
8P-CR 
SQUARED RETURNS-LBQ 
TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.6 
0.3 
0.6 
0.7 
0 
0 
0 
0 
0 
0 
0.1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
15 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.8 
0.6 
0.8 
0.8 
0 
0 
0 
0 
0 
0 
0.2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
20 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.9 
0.8 
0.9 
0.9 
0 
0 
0 
0 
0 
0 
0.4 
0 
0 
0 
0 
0 
0 
0 
0 
0 
ENGLE-ARCH TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0 
0 
.05 
0 
0 
0 
0 
0 
0 
0 
0.7 
0.3 
0.7 
0.7 
0 
0 
0 
0 
0 
0 
0.1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
15 
0 
0 
0 
0 
0 
0 
0 
.05 
0 
0 
0 
0 
0.9 
0.7 
0.8 
0.9 
0 
0 
0 
0 
0 
0 
0.2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
20 
0 
0 
0 
0 
0.01 
0.2 
0 
.07 
0 
0 
0 
0 
0.9 
0.9 
0.9 
0.9 
0 
0 
0 
0 
0 
0 
0.2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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TABLE -11.6, GARCH (1,1) PARAMETERS AND MODEL ADEQUACY 
COMPOSITE AND WEEK DAY SERIES OF BSE-100 
SL. 
NO 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
TIME 
SERI 
ES 
H-L 
PR 
OR 
CR 
SPR 
SOR 
sck 
MHL 
MPR 
MOR 
MCR 
THL 
TPR 
TOR 
TCR 
WHL 
WPR 
WOR 
WCR 
THH 
L 
THP 
R 
THO 
R 
THC 
R 
FHL 
FPR 
FOR 
FCR 
GARCH PARAMETERS OF 
MODEL: 
1) Y, = C -r e, 
2 ) a t 2 = K + Ga(t . i )2 + A e(t.i)2 
c 
16.311 
-1.5713 
0.95609 
0.04766 
-1.7353 
1.1917 
-0.0310 
18.389 
-1.6256 
1.1027 
0.01500 
16.809 
-1.902 
0.92011 
-0.0301 
16.864 
-1.6805 
1.1324 
0.06635 
15.636 
-1.7344 
1.0447 
0.00027 
17.045 
-1.7429 
1.1751 
0.00180 
K 
8.4728 
0.20572 
0.07027 
0.07256 
0.06719 
0.24339 
0.07209 
5.5687 
1.2814 
0.27839 
0.12195 
14.437 
1.3086 
0.24523 
0.09533 
7.5015 
0.40536 
0.24335 
0.27928 
19.44 
0.05593 
0.17619 
0.10322 
48.289 
2.3477 
0.67826 
1.2266 
G 
0.74868 
0.73181 
0.8613 
0.84868 
0.8631 
0.71364 
0.84826 
0.86612 
0.50055 
0.80179 
0.86266 
0.74888 
0.32556 
0.77914 
0.83749 
0.75838 
0.6465 
0.83596 
0.61996 
0.67319 
0.88488 
0.76073 
0.81516 
0.48012 
0.15669 
0.70857 
0.34946 
A 
0.25132 
0.23068 
0.12744 
0.13657 
0.12176 
0.24855 
0.13712 
0.1335 
0.29416 
0.14793 
0.11939 
0.25112 
0.44707 
0.14529 
0.13249 
0.24162 
0.23944 
0.11195 
0.29467 
0.32681 
0.10202 
0.20442 
0.14815 
0.48553 
0.32551 
0.07999 
0.30214 
LBQ TEST ON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.3 
0.2 
0 
0 
0 
0.3 
0 
0.9 
0.9 
0.5 
0.9 
0.3 
0 
0.1 
0.7 
0.8 
0.8 
0.9 
0.8 
0.9 
0.5 
0.3 
0.8 
0.9 
0.9 
0.9 
0.9 
15 
0.5 
0.4 
0 
0 
0 
0.6 
0 
0.8 
0.9 
0.8 
0.9 
0.5 
0 
0.3 
0.9 
0.9 
0.9 
0.9 
0.9 
0.9 
0.8 
0.3 
0.9 
1.0 
0.9 
0.9 
0.9 
20 
.01 
0.5 
0 
0 
0 
0.7 
0 
0.9 
0.9 
0.9 
0.9 
0.5 
0 
0.2 
0.9 
0.9 
0.9 
0.9 
0.9 
0.9 
0.8 
0.4 
0.8 
1.0 
0.9 
0.9 
0.9 
ENGLE-ARCH 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.3 
0.2 
0 
0 
0 
0.3 
0 
0.9 
0.9 
0.5 
0.8 
0.2 
0 
0.1 
0.3 
0.7 
0.8 
0.9 
0.7 
0.9 
0.5 
0.2 
0.7 
0.9 
0.9 
0.9 
0.9 
15 
0.5 
0.3 
0 
0 
0 
0.6 
0 
0.9 
0.9 
0.8 
0.9 
0.6 
0 
0.2 
0.7 
0.8 
0.9 
0.9 
0.9 
0.9 
0.8 
0.3 
0.9 
1.0 
0.9 
0.9 
0.9 
20 
.01 
0.5 
0 
0 
0 
0.7 
0 
0.9 
0.9 
0.9 
0.9 
0.7 
0 
0.4 
0.6 
0.9 
0.9 
0.9 
0.9 
0.9 
0.8 
0.3 
0.7 
1.0 
0.9 
0.9 
0.9 
MODEL 
ADEQ. 
FA 
A 
lA 
lA 
lA 
A 
lA 
A 
A 
A 
A 
A 
lA 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
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TABLE -11.7, GARCH (1,1) PARAMETERS AND MODEL ADEQUACY 
WEEK NUMBER SERIES 
SI,. 
NO 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
TIME 
SEKI 
ES 
IHL 
IPR 
lOR 
ICR 
2HL 
2PR 
20R 
2CR 
3HL 
3PR 
30R 
3CR 
4HL 
4PR 
40R 
4CR 
SHL 
5PR 
50R 
SCR 
GARCll PARAMETERS 
MODEL: 
1)Y, = C + s, 
2) a , 2 = K + G a ( M ) 2 + A 
C 
17.947 
-1.5317 
1.3298 
0.23054 
18.389 
-1.6256 
1.1027 
0.01500 
16.582 
-1.7273 
0.87646 
0.01788 
19.073 
-1.8449 
0.8798 
-0.1412 
19.879 
-1.8969 
0.95595 
0.01304 
K 
19.559 
0.95339 
0.36339 
0.18247 
5.5687 
1.2814 
0.27839 
0.12195 
15.59 
0.85437 
0.04094 
0.02998 
10.914 
0.15908 
0.37894 
0.30191 
93.654 
1.0215 
0.87111 
1.5429 
G 
0.6664 
0.42407 
0.78612 
0.75585 
0.86612 
0.50055 
0.80179 
0.86266 
0.58187 
0.43311 
0.86638 
0.90565 
0.82959 
0.84227 
0.64955 
0.7449 
0.124 
0.48045 
0.47708 
0 
e ( t - i ) J 
A 
0.32061 
0.41104 
0.14063 
0.22055 
0.1335 
0.29416 
0.14793 
0.11939 
0.41813 
0.37498 
0.13362 
0.08537 
0.15953 
0.12159 
0.28227 
0.18896 
0.87599 
0.31703 
0.37264 
0.7127 
LBQTESTON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
.06 
0.8 
0.9 
0.8 
0.9 
0.9 
0.4 
0.9 
0.2 
0.9 
0.9 
0.5 
0.8 
0.2 
0.9 
0.7 
0 
0.9 
1.0 
0.5 
15 
0.2 
0.9 
0.9 
0.9 
0.8 
0.9 
0.8 
0.9 
0.1 
0.9 
0.9 
0.8 
0.9 
0.2 
0.9 
0.9 
0 
0.9 
1.0 
0.6 
20 
0.1 
0.9 
1.0 
0.9 
0.9 
0.9 
0.9 
0.9 
0.1 
0.9 
0.9 
0.8 
0.9 
0.3 
0.9 
0.9 
0 
0.9 
1.0 
0.8 
ENGLE-ARCH 
TES r ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
.09 
0.8 
0.9 
0.8 
0.9 
0.9 
0.5 
0.8 
0.2 
0.9 
0.9 
0.1 
0.8 
0.2 
0.9 
0.7 
0 
0.9 
1.0 
0.7 
15 
0.3 
0.9 
0.9 
0.9 
0.9 
0.9 
0.8 
0.9 
0.2 
0.9 
0.9 
0.4 
0.9 
0.3 
0.9 
0.9 
0 
0.9 
1.0 
0.8 
20 
0 3 
0.9 
1.0 
0.9 
0.9 
0.9 
0.9 
0.9 
0.2 
0.9 
0.9 
0.5 
0.9 
0.2 
0.9 
0.9 
0 
0.9 
0.9 
0.8 
MODEL 
ADEQ. 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
lA 
A 
A 
A 
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TABLE -11.8, GARCH (1,1) PARAMETERS AND MODEL ADEQUACY 
MONTH SERIES 
SL. 
NO 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
TIME 
SERI 
ES 
JAN 
HL 
JAN 
PR 
JAN 
OR 
JAN 
CR 
FEB 
HL 
FEB 
PR 
FEB 
OR 
FEB 
CR 
MAR 
HL 
MAR 
PR 
MAR 
OR 
MAR 
CR 
APR 
HL 
APR 
PR 
APR 
OR 
APR 
CR 
MAY 
HL 
MAY 
PR 
MAY 
OR 
MAY 
CR 
JUN 
HL 
JUN 
PR 
JUN 
OR 
JUN 
CR 
GARCH PARAMETERS OF 
MODEL: 
1) Yt = C + 8, 
2 ) a t 2 = K + G a ( t . i ) 2 + A 8(t.i)2 
C 
17.087 
-1.896 
0.85055 
0.10902 
21.205 
-1.4925 
1.5942 
0.39463 
23.791 
-2.1943 
1.3289 
-0.2405 
19.713 
-1.6407 
1.0635 
0.03696 
18.153 
-1.6212 
0.9826 
0.14782 
18.979 
-1.5845 
1.0495 
0.12539 
K 
28.245 
0.08180 
0.85461 
0.09011 
92.867 
1.6353 
0.58474 
0.89481 
96.154 
0.56521 
0.46973 
0.20003 
24.403 
0.26811 
0.27449 
0.15588 
10.13 
0.36189 
0.23153 
0.64168 
19.81 
0.45092 
0.17992 
0.12607 
G 
0.6845 
0.86884 
0.35769 
0.8808 
0.32751 
0.27972 
0.78583 
0.72412 
0.62423 
0.77668 
0.82573 
0.83211 
0.6688 
0.6685 
0.60972 
0.74438 
0.74056 
0.6136 
0.72757 
0.31406 
0.46337 
0.57092 
0.69643 
0.79718 
A 
0.29527 
0.10902 
0.46187 
0.08729 
0.60095 
0.2555 
0.05438 
0.03035 
0.31539 
0.16554 
0.12361 
0.14368 
0.32994 
0.3315 
0.39028 
0.23303 
0.25944 
0.35166 
0.22901 
0.56727 
0.53663 
0.31766 
0.30054 
0.15035 
LBQ TEST ON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.3 
.03 
0.1 
0.6 
0.9 
0.8 
0.9 
0.9 
0.9 
0.9 
0.1 
0.7 
0.1 
0.4 
0.7 
0.7 
0.9 
0.7 
0.3 
0.8 
.01 
0.8 
0.1 
0.1 
IS 
.07 
.03 
0.4 
0.7 
0.9 
0.9 
0.9 
0.9 
1.0 
0.9 
0.3 
0.5 
0.1 
0.7 
0.6 
0.4 
0.4 
0.7 
0.5 
0.9 
.04 
0.7 
0 
0 
20 
0.1 
0.1 
0.2 
0.9 
0.8 
0.9 
0.9 
0.9 
1.0 
0.9 
0.6 
0.5 
0.2 
0.8 
0.7 
0.4 
0.6 
0.9 
0.1 
0.9 
0.1 
0.8 
.02 
0 
ENGLE-ARCH 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.4 
.01 
0.2 
0.7 
0.9 
0.8 
0.9 
0.9 
0.9 
0.9 
0.2 
0.7 
03 
0.5 
0.8 
0.8 
0.9 
0.7 
OJ 
0.8 
.08 
0.8 
0.2 
0.2 
15 
0.1 
.04 
0.4 
0.9 
0.9 
0.8 
0.9 
0.6 
1.0 
0.9 
0.4 
0.4 
.05 
0.8 
0.8 
0.7 
0.5 
0.8 
0.5 
0.9 
0.2 
0.8 
.07 
.02 
20 
OJ 
0.1 
0.3 
0.9 
0.9 
0.8 
0.9 
0.9 
1.0 
0.4 
0 
0.2 
0.4 
0.9 
0.9 
0.8 
0.6 
0.8 
0.2 
0.9 
0.2 
0.8 
0.2 
.05 
MODEL 
ADEQ. 
A 
lA 
A 
A 
A 
A 
A 
A 
A 
A 
FA 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
FA 
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TABLE -11.8, MONTH SERIES (continued) 
SL 
.N 
O. 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
TIM 
E 
SERI 
ES 
JUL-
HL 
JUL-
PR 
JUL-
OR 
JUL-
CR 
AUG-
HL 
AUG-
PR 
AUG-
OR 
AUG-
CR 
SEP-
HL 
SEP-
PR 
SEP-
OR 
SEP-
CR 
OCT-
HL 
OCT-
PR 
OCT-
OR 
OCT-
CR 
NOV-
HL 
NOV-
PR 
NOV-
OR 
NOV-
CR 
DEC-
HL 
DEC-
PR 
DEC-
OR 
DEC-
CR 
GARCH PARAMETERS 
MODEL: 
1) Y, = C + 8, 
2 ) 0 ( 2 = K + G a (t.i)2 + A 6(1-1)2 
C 
19.4 
-1.6384 
0.88176 
0.03223 
16.619 
-1.4959 
1.0071 
0.14667 
15.447 
-1.5363 
0.7096 
-0.0441 
16.402 
-1.6101 
0.65619 
-0.0752 
14.922 
-1.5548 
1.0481 
0.06333 
14.602 
-1.3991 
1.3629 
0.20394 
K 
42.755 
0.48986 
1.0292 
0.23843 
7.0592 
0.04881 
0.07374 
0.06135 
10.496 
0.58263 
0.08428 
0.06018 
8.1823 
0.18812 
0.08889 
0.05763 
24.356 
0.72985 
1.5484 
1.4669 
5.0094 
1.183 
1.9258 
0.33638 
G 
0.44803 
0.55926 
0.23256 
0.72022 
0.71192 
0.86503 
0.88839 
0.84617 
0.5859 
0.46942 
0.83334 
0.78033 
0.71722 
0.69057 
0.7566 
0.8244 
0.41862 
0.47378 
0.04368 
0 
0.73907 
0.12188 
0 
0.70615 
A 
0.39191 
0.27408 
0.34512 
0.1827 
0.28808 
0.11127 
0.07819 
0.11922 
0.4141 
0.33883 
0.13027 
0.20728 
0.28277 
0.26941 
0.24297 
0.16622 
0.58137 
0.25679 
0.41444 
0.24957 
0.26093 
0.45224 
0.1004 
0.13403 
LBQ TEST ON 
SQUARED 
RESIDUALS/ 
SIGMA 
F-VALUE FOR 
LAGS 
10 
0.2 
0.9 
0.3 
0.8 
0.2 
0.7 
0.9 
0.9 
0.1 
0.3 
0.2 
0.8 
0.8 
0.5 
0.6 
0.6 
0.9 
0.9 
0.8 
0.8 
0.6 
0.7 
0.7 
0.3 
IS 
0.3 
0.8 
0.4 
0.8 
0.3 
0.3 
0.9 
0.8 
0.4 
0.5 
0.3 
0.9 
0.8 
0.5 
0.5 
0.8 
0.9 
0.9 
0.8 
0.8 
0.8 
0.7 
0.5 
0.5 
20 
0.6 
0.9 
0.6 
0.8 
0.6 
.08 
0.6 
0.8 
0.4 
0.1 
0.3 
0.2 
0 
0.7 
0.5 
0.9 
0.9 
0.9 
0.8 
0.8 
0.9 
0.4 
0.3 
0.6 
ENGLE-ARCH 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS 
10 
0.3 
0.8 
0.3 
0.8 
0.3 
0.7 
0.9 
0.9 
0.1 
0.2 
0.3 
0.7 
0.8 
0.2 
0.6 
0.5 
0.9 
0.9 
0.8 
0.8 
0.6 
0.7 
0.7 
0.4 
15 
0.5 
0.6 
0.6 
0.6 
0.5 
0.4 
0.9 
0.9 
0.4 
0.4 
0.2 
0.9 
0.9 
0.1 
0.5 
0.7 
0.9 
0.9 
0.9 
0.9 
0.9 
0.4 
0.5 
0.5 
20 
0.7 
0.8 
0.8 
0.6 
0.8 
.08 
0.7 
0.9 
0.5 
0.1 
0.4 
0.3 
0 
0.3 
0.6 
0.7 
0.9 
0.9 
0.8 
0.9 
0.9 
0.3 
0.5 
0.7 
MODEL 
ADEQ. 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
FA 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
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TABLE-11.9, GARCH (1,1) PARAMETERS AND MODEL ADEQUACY 
YEAR SERIES 
SL 
.N 
0 . 
1 
2 
3 
4 
S 
6 
7 
8 
9 
10 
11 
12 
13 
14 
IS 
16 
17 
18 
19 
20 
21 
22 
23 
24 
TIM 
E 
SERI 
ES 
1991* 
HL 
I99I-
PR 
I99I-
OR 
1991-
CR 
1992-
HL 
1992-
PR 
199^ 
OR 
1992-
CR 
1993-
HL 
1993-
PR 
1993-
OR 
1993-
CR 
1994-
HL 
1994-
PR 
1994-
OR 
1994-
CR 
1995-
HL 
1995-
PR 
1995-
OR 
1995-
CR 
1996-
HL 
1996-
PR 
1996-
OR 
1996-
CR 
GARCH PARAMETERS 
MODEL: 
1) Y, =•• C + e, 
2)Ot2 = K + G o (n) 2 + A E (t -1) 2 
C 
7.5287 
-1.I69I 
0.88794 
0.27348 
16.556 
-1.7086 
0.84502 
-0.0101 
12.373 
-1.1626 
0.7464 
0.14901 
13.422 
-1.1027 
0.31384 
0.01872 
13.478 
-1.2034 
0.31179 
-0.0365 
18.766 
-1.5578 
0.56569 
-0.0957 
K 
0.16197 
0.10102 
0.18155 
0.09902 
16.538 
0.28279 
0.16927 
0.22864 
24.378 
0.48522 
0.16823 
0.19268 
1.3404 
0.05955 
0.03689 
0.03518 
14.704 
0.45459 
0.44357 
0.281 
11.965 
0.67673 
0.4754 
0.24856 
G 
0.98808 
0.91171 
0.86506 
0.88616 
0.53226 
0.85731 
0.84273 
0.84527 
0 
0.62977 
0.85229 
0.83063 
0.86162 
0.81263 
0.8539 
0.86949 
0.5806 
0.19181 
0.10094 
0.27713 
0.8982 
0.35834 
0.43535 
0.74083 
A 
0 
0.04662 
0.07753 
0.09724 
0.46774 
0.11667 
0.15726 
0.14362 
1 
0.22599 
0.08360 
0.09247 
0.11783 
0.14063 
0.11707 
0.09480 
0.14711 
0.57164 
0.76292 
0.59801 
0 
0.28782 
0.35062 
0.12124 
LBQ TEST ON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS 
10 
0.7 
.04 
.05 
0.1 
0.5 
0.4 
0 
0 
0.9 
0.3 
0.5 
0.2 
0.6 
0.7 
0.5 
0.3 
0.9 
0.9 
0.7 
0.6 
0.5 
0.9 
0.1 
0.2 
IS 
0.2 
0.1 
0.1 
0.4 
0.5 
0.6 
.01 
.02 
0.9 
0.4 
0.5 
0.5 
0.8 
0.7 
0.5 
0.5 
0.9 
0.9 
0.5 
0.4 
0.5 
0.9 
.06 
0.4 
20 
0.5 
0.2 
0.3 
0 
0.5 
0.8 
.03 
.07 
0.9 
0.4 
0.6 
0.8 
0.6 
0.5 
.05 
0.4 
0.9 
0.9 
0.7 
0.4 
0.7 
0.9 
.09 
0.5 
ENGLE-ARCH 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS 
10 
0.7 
.04 
0.1 
0.2 
0.7 
0.5 
0 
.01 
0.9 
0.4 
0.6 
0.3 
0.4 
0.5 
0.4 
0.1 
0.9 
0.9 
0.7 
0.7 
0.6 
0.9 
0.2 
0.4 
15 
OJ 
0.2 
0.2 
0.5 
0.7 
0.8 
.03 
.09 
0.9 
0.7 
0.4 
0.6 
0.8 
0.3 
0.5 
.07 
0.9 
0.9 
0.6 
0.6 
0.5 
0.9 
0.1 
0.6 
20 
0.6 
.04 
.03 
0 
0.8 
0.9 
.08 
0.1 
0.9 
0.5 
0.5 
0.8 
0.8 
0.1 
.05 
.06 
0.9 
0.9 
0.8 
0.6 
0.7 
0.8 
0.2 
0.5 
MODEL 
ADEQ. 
A 
A 
FA 
FA 
A 
A 
FA 
FA 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
231 
TABLE-11.9, YEAR SERIES (continued) 
SL 
.N 
O. 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
TIM 
E 
SERI 
ES 
1997-
HL 
1997-
PR 
1997-
OR 
1997-
CR 
1998-
HL 
1998-
PR 
1998-
OR 
1998-
CR 
1999-
HL 
1999-
PR 
1999-
OR 
1999-
CR 
2000-
HL 
2000-
PR 
2000-
OR 
2000-
CR 
2001-
HL 
2001-
PR 
2001-
OR 
2091-
CR 
2002-
HL 
2002-
PR 
2002-
OR 
2002-
CR 
GARCH 
MODEL: 
l ) Y , = 
2 ) a , : = 
C 
24.423 
-1.7981 
1.0701 
0.09211 
25.91 
-2.0529 
1.5999 
0.01128 
38.751 
-2.0631 
1.9003 
0.32002 
52.75 
-2.5194 
2.2492 
0.26682 
30.776 
-2.0791 
1.5148 
0.00523 
20.495 
-1.675 
0.94934 
0.03578 
PARAMETERS 
C + s, 
K + G a (t-i) 2 + A 8 (t -1) I 
K 
145.2 
1.7055 
0.94313 
1.4396 
31.698 
0.83567 
0.26811 
0.54545 
144.5 
0.81148 
2.175 
0.65332 
130.58 
0.73686 
0.51111 
0.71497 
85.562 
0.36813 
0.7329 
0.32526 
72.876 
0.45195 
0.32641 
0.39224 
G 
0 
0 
0.07995 
0.01077 
0.61204 
0.47226 
0.81831 
0.76215 
0.33519 
0.49656 
0.00527 
0.62888 
0.60531 
0.69371 
0.70121 
0.58287 
0.53766 
0.71271 
0.54745 
0.6671 
0.01973 
0.55759 
0.5371 
0.5522 
A 
0.78305 
0.40162 
0.75989 
0.4822 
0.25996 
0.33104 
0.10372 
0.08026 
0.45783 
0.31073 
0.40312 
0.17017 
0.37764 
0.22789 
0.2305 
0.31414 
0.2894 
0.22737 
0.27467 
0.24979 
0.46441 
0.13452 
0.16923 
0.12315 
LBQ TEST ON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS 
10 
0.8 
0.9 
0.9 
0.6 
0.6 
0.8 
0.3 
0.3 
0.8 
0.0 
0.8 
0.9 
0.8 
0.9 
0.9 
0.9 
0.9 
0.4 
.07 
0.3 
0.9 
0.9 
0.9 
0.9 
15 
0.9 
1.0 
0.9 
0.8 
0.2 
0.2 
0.4 
.08 
0.9 
.01 
0.9 
0.9 
0.9 
0.9 
0.9 
0.3 
0.9 
0.7 
0.2 
0.4 
0.9 
0.9 
0.9 
0.9 
20 
0.3 
0.9 
0.9 
.03 
0.4 
0.2 
0.5 
0.2 
0.9 
.01 
0.8 
0.9 
0.9 
0.9 
0.8 
0.3 
1.0 
0.9 
0.2 
0.4 
0 
0.9 
0 
0.5 
ENGLE-ARCH 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS 
10 
0.9 
0.9 
0.9 
0.6 
0.6 
0.8 
0.5 
0.3 
0.8 
.01 
0.8 
0.9 
0.7 
0.9 
0.9 
0.8 
0.9 
0.2 
0.1 
0.2 
0.9 
0.9 
0.9 
0.9 
15 
0.9 
1.0 
0.9 
0.8 
0.5 
0.4 
0.7 
0.2 
0.9 
.05 
0.9 
0.9 
0.8 
0.9 
0.9 
03 
0.9 
0.5 
0.2 
0.5 
0.9 
0.9 
0.9 
0.9 
20 
0.3 
0.9 
0.9 
.01 
0.7 
0.3 
0.8 
0.3 
0.9 
0.1 
0.8 
0.9 
0.9 
0.9 
0.8 
0.3 
1.0 
0.7 
OJ 
0.5 
0 
0.9 
.01 
0.7 
MODEL 
ADEQ. 
A 
A 
A 
FA 
A 
A 
A 
A 
A 
FA 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
FA 
A 
FA 
A 
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TABLE-11.9, YEAR SERIES (continued) 
SL 
.N 
O. 
49 
50 
51 
52 
TIM 
E 
SERI 
ES 
2003-
HL 
2003-
PR 
2003-
OR 
2003-
CR 
GARCH PARAMETERS 
MODEL: 
1)Y, = C + s, 
2)0 ,2 = K + Ga(t. ,)2 + A 8((.1)2 
c 
18.616 
-1.3903 
0.6903 
-0.0441 
K 
71.321 
0.69233 
0.07394 
0.10873 
G 
0 
0 
0.76202 
0.84231 
A 
0.11575 
0.4464 
0.15341 
0.04716 
LBQ TEST ON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS 
10 
0.9 
0.7 
0.2 
0.7 
15 
0.9 
0.9 
0.2 
0.7 
20 
0.9 
0.9 
.02 
0.6 
ENGLE-ARCH 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS 
10 
1.0 
0.8 
.09 
0.8 
15 
1.0 
0.9 
0.2 
0.8 
20 
1.0 
0.9 
.04 
0.8 
MODEL 
ADEQ. 
A 
A 
A 
A 
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TABLE -11.10, GARCH (1,1) PARAMETERS AND MODEL ADEQUACY 
- SERIES OF 8 SEQUENTIAL PHASES 
SL. 
NO 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
TIME 
SERI 
ES 
IP-
HL 
IP-
PR 
IP-
OR 
IP-
CR 
2P-
HL 
2P-
PR 
2P. 
OR 
2P-
CR 
3P-
HL 
3P-
PR 
3P-
OR 
3P. 
CR 
4P-
HL 
4P-
PR 
4P-
OR 
4P-
CR 
5P-
HL 
5P-
PR 
5P-
OR 
5P-
CR 
6P-
HL 
6P-
PR 
6P-
OR 
6P-
CR 
GARCH PARAMETERS 
MODEL: 
1) Y, = C + e, 
2)<5ti = K + G a ( M ) 2 + A e(t .1)2 
c 
7.4576 
-1.1179 
"6.90322~ 
0.33276 
13.533 
-1.6358 
0.62603 
-0.1568 
13.524 
-1.0631 
0.47854 
0.1006 
12.828 
-1.2257 
0.24793 
-0.0883 
24.51 
-1.777 
1.1686 
0.01168 
35.508 
-1.9453 
1.9534 
0.3435 
K 
1.1097 
0.06680 
0.09455 
0.11991 
40.89 
0.22062 
0.09487 
0.14622 
2.7839 
0.07295 
0.04125 
0.03844 
12.096 
0.44465 
0.43285 
0.27998 
70.647 
1.0198 
0.46735 
0.10685 
62.351 
0.59604 
2.4649 
0.81783 
G 
0.82597 
0.89517 
0.86916 
0.87869 
0 
0.79135 
0.86099 
0.8111 
0.82538 
0.85341 
0.86031 
0.86374 
0 59744 
0.21833 
0.13798 
0.33699 
0.39909 
0.2961 
0.62507 
0.88691 
0.63846 
0.60112 
0.04643 
0.60535 
A 
0.17402 
0.10483 
0.13083 
0.12131 
1 
0.16375 
0.10967 
0.14931 
0.13852 
0.10694 
0.12356 
0.11495 
0.16413 
0.48552 
0.65202 
0.47912 
0.32223 
0.4093 
0.22572 
0.07419 
0.36154 
0.26143 
0.26855 
0.14784 
LBQ TEST ON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.9 
0.5 
0 
0 
0.7 
0.5 
0.4 
0.3 
0.7 
0.9 
0.4 
0.2 
0.8 
0.8 
0.8 
0.7 
0.7 
0.9 
0.7 
0.8 
0.9 
.03 
0.9 
0.8 
15 
0 
0.7 
.01 
.04 
0.9 
0.4 
0.6 
0.5 
0.9 
0.6 
0.3 
0.1 
0.9 
0.9 
0.5 
0.7 
0.7 
0.9 
0.7 
0.8 
0.9 
0.1 
0.9 
0.9 
20 
.05 
0.9 
.04 
0 
0.9 
0.2 
0.8 
0.6 
0.6 
0.7 
0.1 
0.1 
0.8 
0.9 
0.8 
0.8 
0 
0.9 
0.8 
.03 
0.2 
0.1 
0.9 
0.9 
ENGLE-ARCH 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.9 
0.5 
0 
0 
0.7 
0.8 
0.4 
0.3 
0.7 
0.9 
0.5 
0.1 
0.8 
0.8 
0.8 
0.7 
0.7 
0.9 
0.7 
0.8 
0.9 
.01 
0.9 
0.8 
15 
.02 
0.8 
.01 
.09 
0.9 
0.7 
0.5 
0.4 
0.9 
0.6 
0.5 
0.1 
0.9 
0.9 
0.6 
0.8 
0.8 
0.9 
0.7 
0.8 
0.9 
0.2 
0.9 
0.9 
20 
0.1 
0.9 
.02 
.06 
0.9 
0.7 
0.6 
0.4 
0.5 
0.7 
0.2 
0.2 
0.9 
0.9 
0.8 
0.8 
0 
0.9 
0.8 
.01 
0.2 
0.2 
0.9 
0.9 
MODEL 
ADEQ. 
A 
A 
lA 
lA 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
FA 
A 
A 
FA 
A 
lA 
A 
A 
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TABLE -11.10, SERIES OF 8 SEQUENTIAL PHASES (continued) 
SL. 
NO 
25 
26 
27 
28 
29 
30 
31 
32 
TIME 
SERI 
ES 
7P-
HL 
7P-
PR 
7P. 
OR 
7P-
CR 
8P-
HL 
8P-
PR 
8P-
OR 
8P-
CR 
GARCH PARAMETERS 
MODEL: 
1) Y, = C + St 
2 ) a t : = K + Ga(t . i )2 + A e(t.i)2 
c 
47.396 
-2.5135 
1.967 
0.11172 
23.895 
-1.752 
0.93354 
-0.0219 
K 
97.168 
0.59429 
0.31392 
0.67922 
94.532 
0.21384 
0.09582 
0.19052 
G 
0.61223 
0.70858 
0.75604 
0.61916 
0.04107 
0.72191 
0.79076 
0.70311 
A 
0.3416 
0.21758 
0.19992 
0.2635 
1.42844 
0.2066 
0.16877 
0.20387 
LBQ TEST ON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.8 
0.9 
0.9 
0.7 
0.9 
0.6 
.09 
0.7 
15 
0.8 
0.9 
0.9 
.05 
0.9 
0.9 
0.2 
0.9 
20 
0.8 
0.9 
0.9 
.05 
0.2 
0.8 
0.5 
0.9 
ENGLE-ARCH 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.7 
0.9 
0.9 
0.4 
0.9 
0.3 
0.2 
0.8 
15 
0.6 
0.9 
0.9 
.06 
0.9 
0.7 
0.5 
0.9 
20 
0.8 
0.9 
0.8 
0.1 
0.3 
0.9 
0.7 
0.9 
MODEL 
ADEQ. 
A 
A 
A 
A 
A 
A 
A 
A 
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SUMMARY OF LBQ TEST ON SQUARED RETURNS AND ENGLE-ARCH 
TEST FOR HETEROSKEDASTICITY - BSE - SENSEX 
TABLE-11.11, COMPOSn F AND WEEK DAY SERIES 
SL.NO. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
21 
TIME SEIES 
H-L 
PR 
OR 
CR 
SPR 
SOR 
SCR 
MHL 
MPR 
MOR 
MCR 
THL 
TPR 
TOR 
TCR 
WHL 
WPR 
WOR 
WCR 
THHL 
THFR 
THOR 
THCR 
FHL 
FPR 
FOR 
FCR 
SQUARED RETURNS-LBQ 
TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.6 
0.2 
0.2 
15 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0. 
0 
0 
0 
0 
0 
0 
0. 
0 
0 
0 
0 
0 
0 
0 
0.7 
0.4 
0.4 
20 
0 
0 
0 
0 
0 
0 
0 
0 
0. 
0. 
0 
0 
0 
0 
0 
0. 
0. 
0 
0 
0 
0 
0 
0 
0 
0.^ 
0.3 
0.6 
ENGLE-ARCH TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.6 
.01 
0.3 
15 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0. 
0 
0 
0 
0 
0 
0 
0. 
0 
0 
0 
0 
0 
0 
0 
0.Z 
0.2 
0.4 
20 
0 
0 
0 
0 
0 
0 
0 
0 
0. 
0. 
0 
0 
0 
0 
0 
0. 
0. 
0 
0 
0 
0 
0 
0 
0 
0.% 
0.4 
0.7 
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TABLE - 11.12, WEEK NUMBER SERIES 
SL.NO. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
TIME SEIES 
IHL 
IPR 
lOR 
ICR 
2HL 
2PR 
20R 
2CR 
3HL 
3PR 
30R 
3CR 
4HL 
4PR 
40R 
4CR 
5HL 
5PR 
50R 
SCR 
SQUARED RETURNS-LBQ 
TEST 
p.VALUE FOR LAGS AT: 
10 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.1 
0 
0 
0 
0.6 
0 
15 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0. 
0 
0 
0 
0 
0.4 
0 
0. 
0 
0.8 
0 
20 
0 
0 
0 
0 
0 
0 
0 
0 
0. 
0. 
0 
0 
0 
0 
0.3 
0. 
0. 
0.1 
0.9 
0 
ENGLE-ARCH 
TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0 
0 
0 
0 
.01 
0 
0 
0 
0 
0 
0 
0 
0.2 
0 
0 
.01 
0 
0 
15 
0 
0 
0 
0 
0 
0 
.04 
0 
0 
0. 
0 
0 
0 
0 
0.6 
0 
0. 
0.1 
.03 
0 
20 
0 
0 
0 
0 
0 
0 
0.1 
0 
0. 
0. 
0 
0 
0 
0 
0.5 
0. 
.01 
0.9 
0.8 
0.6 
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BSE-SENSEX - SUMMARY OF LBQ TEST ON SQUARED RETURNS AND 
ENGLE-ARCH TEST FOR HETEROSKEDASTICITY 
TABLE -11.13, SERIES OF 8 SEQUENTIAL PHASES 
SL.NO. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
TIME SERIES 
IP-HL 
IP-PR 
IP-OR 
IP-CR 
2P-HL 
2P-PR 
2P-OR 
2P-CR 
3P-HL 
3P-PR 
3P-OR 
3P.CR 
4P-HL 
4P-PR 
4P-0R 
4P-CR 
5P-HL 
5P-PR 
5P-0R 
5P-CR 
6P-HL 
6P-PR 
6P.OR 
6P-CR 
7P.HL 
7P.PR 
7P-0R 
7P.CR 
8r-HL 
8P-PR 
8P-0R 
8P-CR 
SQUARED RETURNS-LBQ 
TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0 
0 
0.2 
0 
0.8 
0 
0 
0 
0 
0 
0.7 
0.9 
0.1 
0.5 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
O.l 
.01 
0 
15 
0 
0 
0 
0 
0.4 
0 
0.9 
0 
0 
0 
0 
0 
0.9 
0.9 
0.3 
0.7 
0 
0 
0 
0 
0 
0 
.01 
.01 
0 
0 
0 
0 
0 
0 
.06 
0 
20 
0 
0 
0 
0 
0.8 
0 
0.9 
0 
0 
0 
0 
0 
0.9 
0.9 
0.4 
0.9 
0 
0 
0 
0 
0 
0 
.04 
.03 
0 
0 
0 
0 
0 
0 
0.1 
.02 
ENGLE-ARCH TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0 
0 
1.0 
0 
0.9 
0.4 
0 
0 
0 
0 
0.5 
0.9 
0.2 
0.5 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.1 
.02 
0 
15 
0 
0 
0 
0 
0.9 
0 
0.9 
0.1 
0 
0 
0 
0 
0.6 
0.9 
0.5 
0.7 
0 
0 
0 
0 
0.04 
0 
.01 
0 
0 
0 
0 
0 
0 
0 
0.2 
.02 
20 
0 
0 
0 
0 
1.0 
0.05 
0.9 
0.1 
0 
0 
0 
0 
0.8 
0.9 
0.7 
0.9 
0 
0 
0 
0 
.07 
0 
.03 
0 
0 
0 
0 
0 
0 
0 
03 
.04 
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TABLE -11.14, MONTH SERIES 
SL.NO. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
U 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
TIME SEIES 
JANHL 
JAN PR 
JAN OR 
JANCR 
FEBHL 
FEB PR 
FEB OR 
FEB CR 
MARHL 
MARPR 
MAROR 
MARCR 
APRHL 
APR PR 
APROR 
APRCR 
MAVHL 
MAYPR 
MAYOR 
MAYCR 
JUN HI. 
JUNPR 
JUN OR 
JUNCR 
SQUARED RETURNS-LBQ 
TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0.4 
0.8 
.02 
0 
0.9 
.09 
0.9 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.02 
0 
15 
0 
0.8 
0.9 
.06 
0 
0.9 
0.2 
0.9 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.05 
0 
20 
0 
0.8 
0.9 
0.1 
0 
0.9 
0.4 
0.9 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.2 
0 
ENGLE-ARCH TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0.5 
0.8 
.02 
0 
0.9 
0.1 
0.9 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.07 
0 
15 
.05 
0.8 
0.9 
.09 
0 
0.4 
0.1 
0.5 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.03 
0 
0 
0 
0.2 
0 
20 
0.2 
0.9 
0.9 
0.1 
0 
0.6 
0.2 
0.5 
0 
0 
0 
0 
0 
0 
.01 
0 
.01 
0 
0.1 
0 
0 
0 
0.5 
0 
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TABLE - 11.14, MONTH SERIKS (continued) 
SL.NO. 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
TIME SERIES 
JUL-HL 
JUL-PR 
JUL-OR 
JUL-CR 
AUC-HL 
AUG-PR 
AUG-OR 
AUG-CR 
SEP-IIL 
SEP-PR 
SEP-OR 
SEP-CR 
OCT-HL 
OCT-PR 
OCT-OR 
OCT-CR 
NOV-HL 
NOV-PR 
NOV-OR 
NOV-CR 
DEC-IIL 
DEC-PR 
DEC-OR 
DEC-CR 
SQUARED RETLRNS-LBQ 
TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0 
0 
0 
0 
0 
0 
u 
0 
0 
0 
0 
.08 
0.3 
0.6 
0 
0.5 
0.4 
0.1 
0.1 
0 
.01 
.02 
15 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.06 
0.4 
0.2 
0 
0.7 
0.1 
0.1 
0.2 
.02 
.05 
0.1 
20 
0 
0 
0 
0 
0. 
0 
0 
0 
0 
0 
0 
0 
0 
0.1 
0.5 
0.4 
0 
0.9 
0.1 
0.2 
0.4 
.02 
.03 
0.1 
ENGLE-ARCH TEST 
P-VALUE FOR LAGS AT: 
10 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.03 
0 
0 
.01 
0.2 
0.6 
0 
0.7 
0.6 
0.2 
0.2 
.04 
.02 
.05 
15 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.01 
0 
0 
.02 
0.4 
0.3 
0 
0.9 
0.4 
0.3 
0.4 
0.2 
.06 
0.1 
20 
0 
.06 
.05 
0 
0 
.01 
.01 
0 
0 
.02 
0 
0 
.06 
0.4 
0.2 
0 
0.9 
0.4 
0.3 
0.6 
0.2 
.02 
0.2 
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TABLE-11.15, YEAR SERIES 
SL.NO. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
II 
12 
13 
14 
IS 
16 
17 
18 
19 
20 
21 
22 
23 
24 
TIME SERIES 
1991-HL 
1991-PR 
I99I-OR 
1991-CR 
1992-ilL 
1992-PR 
1992-OR 
1992-CR 
1993-HL 
1993-PR 
199.1-OR 
I993-CR 
1994-HL 
1994-PR 
1994.0R 
1994-CR 
I99S-HL 
I99J-PR 
1995-OR 
1995-CR 
1996-111. 
1996-PR 
I996-OR 
1996-CR 
SQUARED RETURNS-LBQ 
TEST 
P-VALUE FOR LAGS AT: 
10 
.08 
0 
0 
0 
.02 
0 
0 
0 
1 
0 
0.9 
.03 
0 
0 
0 
0 
0.6 
0.9 
0.3 
0.6 
0.2 
0.1 
0 
.01 
15 
.01 
.02 
0 
0 
0 
0 
0 
0 
1 
0 
I 
.06 
0 
0 
0 
0 
0.8 
0.9 
0.6 
0.8 
0.4 
0.3 
0 
.06 
20 
0 
.06 
0 
0 
0. 
0 
0 
0 
1 
0 
/ 
0.1 
0 
0 
0 
0 
0.9 
0.9 
0.6 
0.9 
0.4 
0.5 
0 
0.1 
ENGLE-ARCH TEST 
P-VALUE FOR LAGS AT: 
10 
.15 
0 
0 
0 
0.1 
0 
0 
0 
1 
0 
0.9 
.07 
0 
0 
0 
0 
0.6 
0.9 
0.4 
0.6 
0.2 
0.1 
0 
0 
15 
.08 
.01 
.01 
0 
0.05 
0 
0 
0 
1 
0 
0.9 
0.1 
0 
0 
0 
0 
0.7 
0.9 
0.7 
0.8 
0.5 
0.3 
0 
.06 
20 
.01 
0 
0 
0 
.07 
0 
0 
0 
1. 
0 
0.9 
0.3 
0 
0 
0 
0 
0.8 
0.9 
0.8 
0.9 
0.5 
0.5 
0 
0.1 
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TABLE-11.15, YEAR SERIES (continued) 
SL.NO. 
— 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
TIME SERIES 
I997.HL 
1997-PR 
1997-OR 
1997-CR 
1998-HL 
1998-PR 
1998-OR 
I998-CR 
i999-HL 
I999-PR 
1999-OR 
1999-CR 
2000-HL 
2000-PR 
2000-OR 
2000-CR 
2001-IIL 
2001-PR 
2001-OR 
2001-CR 
2002-HL 
2002-PR 
2002-OR 
2002-CR 
2003-HL 
2003-PR 
2003-OR 
2003-CR 
SQUARED RETURNS-LBQ 
TEST 
P-VAIAIF. FOR LA(;S AT: 
10 
0.6 
0.3 
0 
0.2 
0 
0 
.03 
0 
0.1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.5 
0.3 
0 
.01 
0 
0.3 
0.3 
15 
0.8 
0.7 
0 
0.5 
0 
0 
0.1 
0 
0.4 
0 
.01 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.5 
.02 
0 
0 
0.7 
0.1 
20 
0.9 
0.8 
.0 
0 
0. 
0 
0.3 
0 
0.6 
0 
.03 
.01 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.02 
0.3 
.07 
0 
0 
0.4 
0.3 
ENGLE-ARCH TEST 
l»-VAIAIR FOR LAGS AT: 
10 
0.7 
0.3 
0 
0.2 
0 
0 
0.1 
0 
0.2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.5 
0.1 
.01 
.04 
0 
0.2 
0.4 
15 
0.9 
0.1 
0 
0.6 
0 
0 
0.3 
0 
0.6 
0 
.01 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.2 
.06 
.02 
.01 
0.5 
0.3 
20 
0.9 
0.1 
.0 
0 
0 
0 
0.6 
.03 
0.6 
0 
.02 
.01 
0 
0 
0 
0 
0 
.01 
0 
0 
0 
.05 
0.2 
0.1 
.04 
.04 
.06 
0.4 
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GARCH (1,1) PARAMETERS AND MODEL ADEQUACY 
TABLE -11.16, COMPOSITE AND WEEK DAY SERIES 
SL 
NO 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
TIME 
SERl 
-ES 
H-L 
PR 
OR 
CR 
SPR 
SOR 
SCR 
MHL 
MPR 
MOR 
MCR 
THL 
TPR 
TOR 
TCR 
WHL 
WPR 
WOR 
WCR 
THHL 
THPR 
THOR 
THCR 
FHL 
FPR 
FOR 
FCR 
GARCH PARAMETERS OF 
MODEL: 
1) Y, = C + e, 
2)Ot2 = K + Go(t . i )J + A E(t.|)2 
C 
47.172 
-1.7707 
1.2542 
0.07246 
-2.013 
1.0025 
-0.0488 
50.113 
-1.8341 
1.2694 
-0.0550 
44.729 
-2.0847 
1.1192 
•0.0059 
46.821 
-1.8873 
1.476 
0.08957 
52.095 
-1.9738 
1.4114 
0.04295 
49.602 
-1.9486 
1.4352 
0.12253 
K 
101.44 
0.19942 
0.12271 
0.09383 
0.11049 
0.23202 
0.09194 
345.8 
0.83036 
0.17767 
0.10518 
59.567 
0.21012 
0.5284 
0.19762 
82.185 
0.57333 
0.60316 
0.40283 
908.5 
0.39328 
0.25427 
0.32884 
260.17 
1.8836 
1.8565 
1.0425 
G 
0.70511 
0.76051 
0.8471 
0.85975 
0.84942 
0.74706 
0.8608 
0.62011 
0.6089 
0.84785 
0.88109 
0.79797 
0.8334 
0.65294 
0.81981 
0.68052 
0.57391 
0.7072 
0.61797 
0.0 
0.75012 
0.75172 
0.70242 
0.52554 
0.3939 
0.3062 
0.54135 
A. 
0.27407 
0.20173 
0.12654 
0.11536 
0.12181 
0.21645 
0.11453 
0.26666 
0.27427 
0.12316 
0.09987 
0.20202 
0.12113 
0.17533 
0.11266 
0.30716 
0.28909 
0.14501 
0.24327 
0.84812 
0.12703 
0.21118 
0.19226 
0.33384 
0.18124 
0.15955 
0.12887 
LBQ TEST ON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.9 
0.0 
0.1 
0.2 
.02 
.06 
0.3 
1.0 
0.9 
0.5 
0.8 
0.5 
0.8 
0.7 
0.8 
0.6 
0.7 
0.9 
0.7 
0.9 
0.9 
0.9 
0.7 
0.9 
0.9 
0.9 
0.9 
15 
0.9 
0.1 
0.2 
0.1 
.07 
0.2 
0.1 
1.0 
0.7 
0.1 
.06 
0.7 
0.9 
0.9 
0.9 
0.8 
0.9 
0.8 
0.9 
1.0 
0.9 
0.9 
0,9 
0.9 
0.9 
0.9 
0.8 
20 
0.9 
0.0 
0.4 
0.1 
0.3 
.03 
0.1 
1.0 
0.9 
0.1 
0.2 
0.1 
0.9 
0.9 
0.9 
0.7 
0.9 
0.9 
0.8 
1.0 
0,9 
0,9 
0.9 
0.9 
0.9 
0.9 
0,9 
ENGLE-ARCH 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.9 
0.0 
0.1 
0.2 
.04 
.06 
0.3 
1.0 
0.9 
0.6 
0.8 
0.6 
0.7 
OJ 
0.4 
0.6 
0.8 
0.9 
0.7 
0.9 
0.9 
0.9 
0.9 
0.9 
0.9 
0.9 
0.9 
15 
0.9 
0.1 
0.2 
0.1 
0.1 
0.2 
0.1 
1.0 
0.8 
0.1 
.07 
0.8 
0.9 
0.5 
0.7 
0.8 
0.9 
0.8 
0.9 
1.0 
0.9 
0.9 
0,9 
0.9 
0.9 
0,9 
0,9 
20 
0.9 
0,0 
0,5 
0,1 
0,3 
,04 
0,1 
1,0 
0,9 
0,1 
0.2 
0.2 
0.9 
0,7 
0,5 
0,8 
0,9 
0.9 
0,8 
1.0 
0.9 
0,9 
0.9 
0.9 
0.9 
0.9 
MODEL 
ADEQ. 
A 
lA 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
0.9 A 
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TABLE -11.17, WEEK NUMBER SERIES 
SL. 
NO 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
TIME 
SERl 
ES 
IHL 
IPR 
lOR 
ICR 
2HL 
2PR 
20R 
2CR 
3HL 
3PR 
30R 
3CR 
4HL 
4PR 
40R 
4CR 
5HL 
5PR 
SOR 
SCR 
GARCH PARAMETERS 
MODEL: 
1)Y, = C + 8t 
2) a 12 = K + G a (t-o 2 + A E (t -i) 2 
c 
48.446 
-1.7158 
1.S688 
0.23351 
48.972 
-1.7672 
1.3208 
0.10871 
52.095 
-1.9738 
1.4114 
0.04295 
51.333 
-2.0212 
1.171 
-0.0965 
50.854 
-1.9314 
1.3252 
0.08841 
K 
97.84 
0.18834 
0.32253 
0.13549 
193.55 
0.86686 
0.78372 
0.5289 
908.5 
0.39328 
0.25427 
0.32884 
441.56 
0.30209 
0.04438 
0.34729 
411.38 
0.5925 
1.0233 
0.3358 
G 
0.71263 
0.78172 
0.79684 
0.8403 
0.62885 
0.41336 
0.50991 
0.62776 
0.0 
0.75012 
0.75172 
0.70242 
0.3856 
0.75305 
0.91044 
0.7352 
0 
0.63519 
0.14814 
0.59141 
A 
0.24983 
0.19248 
0.13429 
0.12551 
0.30101 
0.43054 
0.29252 
0.21184 
0.84812 
0.12703 
0.21118 
0.19226 
0.4633 
0.17925 
0.08631 
0.15248 
0.7989 
0.22778 
0.80911 
0.31964 
LBQ TEST ON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LACS 
10 
.05 
0.7 
0.9 
0.5 
0.8 
0.9 
0.9 
0.8 
0.9 
0.9 
0.9 
0.9 
0.9 
0.5 
0.9 
0.5 
0.9 
0.7 
0.3 
0.2 
15 
0.2 
0.8 
0.9 
0.4 
0.9 
0.9 
0.9 
0.9 
1.0 
0.9 
0.9 
0.9 
0.9 
0.4 
0.9 
0.3 
0.9 
0.8 
0.5 
0.4 
20 
0.1 
0.9 
0.9 
0.6 
0.9 
0.9 
0.9 
0.9 
1.0 
0.9 
0.9 
0.9 
0.9 
0.7 
0.9 
0.3 
0.9 
0.9 
0.7 
0.5 
ENGLE-ARCH 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS 
10 
.07 
0.7 
0.9 
0.5 
0.8 
0.9 
0.9 
0.8 
0.9 
0.9 
0.9 
0.7 
0.9 
0.5 
0.9 
0.6 
0.7 
0.8 
0.2 
OJ 
IS 
0.3 
0.8 
0.9 
0.4 
0.9 
0.9 
0.9 
0.9 
1.0 
0.9 
0.9 
0.9 
0.9 
0.5 
0.9 
0.2 
0.9 
0.9 
0.3 
0.5 
20 
0.1 
0.9 
0.9 
0.6 
0.9 
0.9 
0.9 
0.9 
1.0 
0.9 
0.9 
0.9 
0.9 
0.7 
0.9 
0.4 
0.9 
0.9 
0.5 
0.7 
MODEL 
ADEQ. 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
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TABLE - 11.18, MONTH SERIES 
SL. 
NO 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
U 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
TIME 
SERI 
es 
JAN 
HL 
3AN 
PR 
JAN 
OR 
JAN 
CR 
FEB 
HL 
FEB 
PR 
FEB 
OR 
FEB 
CR 
MAR 
HL 
MAR 
PR 
MAR 
OR 
MAR 
CR 
APR 
HL 
APR 
PR 
APR 
OR 
APR 
CR 
MAY 
HL 
MAY 
PR 
MAY 
OR 
MAY 
CR 
JUN 
IIL 
JUN 
PR 
JUN 
OR 
JUN 
CR 
GARCH PARAMETERS 
MODEL: 
1) Y, = C + c, 
2)CTt2 = K + G a ( M ) 2 + A 8(1-1)2 
c 
58.305 
-2.0037 
1.5343 
0.07634 
58.339 
-1.7787 
1 7308 
0.34226 
51.631 
-2.414 
1.3625 
-0.1794 
46.66 
-1.838 
1.3248 
0.02241 
1.4967 
-1.8104 
1.2208 
0.09383 
45.49 
-1.7028 
1.4365 
0.18706 
K 
646.04 
0.31716 
0.37789 
0.01728 
555.4 
0.05355 
0.44346 
le-010 
361.36 
0.39583 
0.52166 
0.20447 
121.83 
0.2891 
0.30172 
0.23917 
0.07275 
0.84979 
0.42118 
0.55867 
136.77 
0.59649 
0.17824 
0.20303 
G 
0.14527 
0.63135 
0.87576 
0.91674 
0.49219 
0.95627 
0.77984 
0.9869 
0.61186 
0.80757 
0.77025 
0.87491 
0.62449 
0.6604 
0.66063 
0.65712 
0.726 
0.40387 
0.63735 
0.39588 
0.42287 
0.4765 
0.79376 
0.81918 
A 
0.83449 
0.33668 
0.03941 
0,07841 
0.35165 
0.02637 
0.12203 
0.00946 
0.38814 
0.14103 
0.17871 
0.08447 
0.37551 
0.33959 
0.33936 
0.32786 
0.25417 
0.49561 
0.29001 
0.52576 
0.57713 
0.37768 
0.17515 
0.10338 
LBQ TEST ON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.9 
0.5 
0.9 
0.3 
0.8 
0.9 
0.9 
0.9 
0.9 
0.9 
0.6 
0.1 
0.4 
0.6 
0.8 
0.7 
0.4 
0.9 
0.1 
0.7 
0.1 
0.8 
0.3 
0.1 
15 
0.9 
0.7 
0.9 
0.4 
0.9 
0.9 
0.9 
0.9 
0.9 
0.9 
0.7 
0.1 
.05 
0.8 
0.5 
0.5 
0.1 
0.9 
0.2 
0.7 
0.2 
0.5 
.06 
.09 
20 
0.9 
0.6 
1.0 
0.7 
0.6 
0.9 
0.9 
0.9 
0.9 
0.9 
0.7 
0.1 
0.1 
-.9 
0.6 
0.5 
0.2 
0.9 
0.2 
0.9 
0.4 
0.7 
0.1 
0.1 
ENGLE-ARCH 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS A T : 
10 
0.9 
0.6 
0.9 
0.3 
0.8 
0.9 
0.9 
0.9 
0.9 
0.9 
0.6 
0.1 
0.4 
0.7 
0.8 
0.8 
0.6 
0.9 
.08 
0.7 
0.2 
0.8 
0.4 
0.2 
15 
0.9 
0.8 
0.9 
0.6 
0.9 
0.7 
0.9 
0.8 
0.9 
0.9 
0.8 
.07 
.05 
0.8 
0.6 
0.7 
0.4 
0.9 
0.2 
0.8 
0.4 
0.6 
0.2 
0.1 
20 
1.0 
0.6 
1.0 
0.8 
0.7 
0.9 
0.9 
0.8 
0.9 
0.9 
0.4 
0 
0.1 
0.9 
0.8 
0.8 
0.5 
0.3 
0.2 
0.8 
0.5 
0.8 
03 
0.1 
MODEL 
ADEQ. 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
FA 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
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TABLE - 11.18, MONTH SERIES (continued) 
SL. 
NO 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
TIME 
SERI 
ES 
JUL-
HL 
JUL-
PR 
JUL-
OR 
JUL-
CR 
AUG-
HL 
AUG-
PR 
AUG-
OR 
AUG-
CR 
SEP-
HL 
SEP-
PR 
SEP-
OR 
SEP-
CR 
OCT-
HL 
OCT-
PR 
OCT-
OR 
OCT-
CR 
NOV-
HL 
NOV-
PR 
NOV-
OR 
NOV-
CR 
DEC-
HL 
DEC-
PR 
DEC-
OR 
DEC-
CR 
GARCH PARAMETERS 
MODEL: 
1) Y, = C + e, 
2 ) O t 2 = K + G a ( t . , ) 2 + A E(1-1)2 
c 
49.663 
-1.837 
1.1728 
0.0447! 
50.156 
-1.7301 
1.2984 
0.15195 
40.312 
-1.7159 
1.0526 
-0.0091 
41.219 
-1.7156 
0.98686 
-0.0261 
46.159 
-1.8237 
1.2009 
0.07835 
50.115 
-1.667 
1.4649 
0.1687 
K 
218.27 
0.41469 
0.72886 
0.26729 
130.92 
0.13514 
0.18598 
0.11089 
130.09 
0.59175 
0.15663 
0.28773 
72.4 
0.27147 
0.19179 
0.07772 
369.1 
0.87192 
1.8712 
0.63553 
102.27 
0.78653 
le-010 
0.32906 
G 
0.50921 
0.60907 
0.40885 
0.74348 
0.77956 
0.82949 
0.79092 
0.81808 
0.45016 
0.35661 
0.83392 
0.66532 
0.65126 
0.69697 
0.7967 
0.84526 
0.25773 
0.5203 
0.03387 
0.58042 
0.78778 
0.43314 
0.97908 
0.72961 
A 
0.34037 
0.27249 
0.32197 
0.16009 
0.11825 
0.11997 
0.13413 
0.13688 
0.54984 
0.53263 
0.10481 
0.2282 
0.34873 
0.2481 
0.14333 
0.13554 
0.45568 
0.17395 
0.27166 
0.15535 
0.1115 
0.2421 
0.01770 
0.12273 
LBQ TEST ON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.3 
0.1 
0.7 
0.6 
0.9 
0.9 
0.4 
0.8 
0.4 
0.7 
0.7 
0.7 
0.3 
0.4 
0.4 
0.7 
0.9 
0.9 
0.8 
0.8 
0.5 
0.5 
0.4 
0.5 
15 
0.4 
0.3 
0.9 
0.8 
0.9 
0.8 
0.6 
0.9 
0.6 
0.9 
0.3 
0.7 
0.6 
0.3 
0.5 
0.9 
0.9 
0.9 
0.5 
0.8 
0.8 
0.8 
0.5 
0.7 
20 
0.7 
0.6 
0.9 
0.8 
0.9 
0.8 
0.8 
0.9 
0.8 
0.8 
0.5 
0.8 
0 
0.4 
0.4 
0.9 
0.1 
0.9 
0.4 
0.8 
0.9 
0.7 
0.5 
0.8 
ENGLE-ARCH 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.3 
0.2 
0.8 
0.6 
0.6 
0.9 
0.2 
0.8 
0.5 
0.8 
0.6 
0.6 
0.5 
0.1 
0.3 
0.7 
0.9 
0.9 
0.9 
0.8 
0.5 
0.5 
0.4 
0.5 
15 
0.5 
0.4 
0.9 
0.7 
0.5 
0.8 
0.5 
0.9 
0.7 
0.9 
0.1 
0.7 
0.7 
0.1 
0.3 
0.8 
0.9 
0.9 
0.5 
0.8 
0.8 
0.8 
0.5 
0.7 
20 
0.8 
0.6 
0.9 
0.7 
0.6 
0.6 
0.6 
0.9 
0.9 
0.9 
0.1 
0.8 
0.1 
0.2 
0.3 
0.7 
0.1 
0.9 
0.6 
0.8 
0.9 
0.8 
0.4 
0.7 
MODEL 
ADEQ. 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
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TABLE- 11.19, YEAR SERIES 
SL. 
NO 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
TIME 
SERI 
ES 
1991-
HL 
1991-
PR 
1991-
OR 
1991-
CR 
1992-
HL 
1992-
PR 
1992-
OR 
1992-
CR 
1993-
HL 
1993-
PR 
1993-
OR 
1993-
CR 
1994-
HL 
1994-
PR 
1994-
OR 
1994-
CR 
1995-
HL 
1995-
PR 
1995-
OR 
1995-
CR 
1996-
HL 
1996-
PR 
1996-
OR 
1996-
CR 
GARCH PARAMETERS 
MODEL: 
1) Y, = C + E, 
2)Go = K + G a ( t - i ) 2 + A e(t-1)2 
c 
22.627 
-1.5791 
1.3175 
0.31754 
50.91 
-2.1219 
1.6133 
0.1425 
37.816 
-1.6913 
1.3046 
0.12839 
38.938 
-1.2898 
0.55833 
0.04551 
35.562 
-1.3683 
0.524 
-0.0193 
55.582 
-1.9887 
1.1307 
-0.0335 
K 
10.302 
0.10718 
0.10135 
0.16914 
40.496 
0.26159 
0.31699 
0.33076 
le-010 
0.21317 
4.3284 
0.25245 
27.283 
0.10096 
0.08492 
0.09518 
76.623 
1.0481 
0.59139 
0.4232 
774.74 
0.87933 
0.64254 
0.59194 
G 
0.89973 
0.91144 
0.87571 
0.918 
0.75571 
0.83694 
0.81526 
0.86156 
0.99334 
0.87163 
0 
0.85597 
0.77647 
0.75825 
0.80704 
0.79731 
0.70359 
0 
0.28984 
0.38734 
0 
0.41083 
0.53009 
0.67659 
A 
0 
0.05785 
0.10393 
0.03394 
0.24429 
0.14174 
0.16239 
0.10668 
0 
0.08689 
0 
0.07138 
0.18853 
0.18154 
0.16042 
0.14834 
0.06246 
0.55766 
0.47836 
0.449 lo 
0.18553 
0.23141 
0.24578 
0.07104 
LBQ TEST ON 
SQUARED 
RESIDUALvS/ 
SIGMA 
P-VALUE FOR 
LAGS A T : 
10 
.08 
.04 
.03 
0 
0 
0 
.01 
0.4 
0.9 
0.4 
0.9 
0.3 
0.9 
0.8 
0.4 
.06 
0.9 
0.9 
0.6 
0.5 
0.6 
0.7 
0.1 
0.1 
IS 
.01 
0.1 
.08 
0 
0 
0 
.04 
.03 
1 
0.7 
1 
0.6 
0.9 
0.9 
0.2 
.07 
0.9 
0.8 
0.8 
0.5 
0.7 
0.7 
0.2 
0.2 
20 
0 
0.2 
0.1 
.04 
.01 
.02 
0 
.06 
1 
0.3 
1 
0.8 
0.9 
0.9 
0.1 
0.1 
0.9 
0.8 
0.9 
0.7 
0.7 
0.7 
0.4 
0.4 
ENGLE-ARCH 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS A T : 
10 
0.1 
.04 
.06 
0 
.02 
.06 
.03 
0.6 
1 
0.4 
0.9 
0.4 
0.6 
0.7 
0.2 
.04 
0.9 
0.9 
0.6 
0.6 
0.6 
0.6 
0.2 
.08 
15 
.08 
0.1 
0.1 
.02 
0 
.08 
.07 
.06 
1 
0.7 
0.9 
0.6 
0.7 
0.9 
0.3 
.09 
0.9 
0.8 
0.8 
0.6 
0.8 
0.6 
0.4 
0.3 
20 
0 
0 
0.1 
0 
0 
0.2 
0.1 
.09 
1 
0 
0.9 
0.8 
0.8 
0.9 
0.5 
0.1 
0.9 
0.8 
0.9 
0.8 
0.7 
0.5 
0.6 
0.4 
MODEL 
ADEQ. 
FA 
FA 
A 
lA 
lA 
A 
lA 
A 
A 
FA 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
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TABLE-11.19, YEAR SERIES (continued) 
SI.. 
NO 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
TIMR 
SERI 
ES 
1997-
HL 
1997-
PR 
1997-
OR 
1997-
CR 
1998-
HL 
1998-
PR 
1998-
OR 
1998-
CR 
1999-
HL 
1999-
PR 
1999-
OR 
1999-
CR 
2000-
HL 
2000-
PR 
2000-
OR 
2000-
CR 
2001-
HL 
2001-
PR 
2001-
OR 
2001-
CR 
2002-
HL 
2002-
PR 
2002-
OR 
2002-
CR 
GARCII PARAMF.TF.US 
MODEL: 
1) Y, = C + e, 
2) a (2 = K + CI a (,.,) 2 + A c d .|) 2 
c 
65.713 
-1.9721 
1.2779 
0.09197 
61.509 
-2.1769 
1.6654 
-0.0025 
88.383 
-2.2572 
1,7629 
0.22817 
91.284 
-2.6086 
1.9514 
-0.0297 
61.389 
-2.1031 
1.4866 
0.01247 
41.699 
-1.6816 
0.97114 
0.05013 
K 
760.01 
2.0022 
1.2439 
0.08125 
178.9 
0.97839 
0.23899 
0.55708 
1154 
2.4145 
1.6879 
2.4996 
370.12 
0.88318 
0.31784 
1.0023 
231.53 
0.34497 
0.52526 
0.24242 
169.07 
0.17081 
0.18222 
0.1663 
G 
0.02306 
0 
0.14241 
0.90161 
0.61305 
0.47026 
0.8408 
0.77215 
0 
0 
0.13234 
0 
0.664 
0.65847 
0.72477 
0.54221 
0.56354 
0.687 
0.59246 
0.70253 
0.28346 
0.72892 
0.68958 
0.76663 
A 
0.43857 
0.36073 
0.46391 
0.06658 
0.24803 
0.30202 
0.09649 
0.07318 
0.42661 
0.33254 
0.42533 
0.2308 
0.33597 
0.23768 
0.24568 
0.26589 
0.31611 
0.24157 
0.26421 
0.22073 
0.4506 
0.17256 
0.16771 
0.10521 
LBQTKSTON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.9 
0.9 
0.9 
0.9 
0.3 
0.8 
0.4 
0.2 
0.9 
0 
0.6 
0.7 
0.9 
0.7 
0.4 
0.6 
0.6 
0.7 
.08 
0.4 
0.7 
0.9 
0.2 
0.5 
IS 
1 
1 
0.9 
0.9 
0.2 
0.2 
0.5 
.06 
0.9 
0 
0.8 
0.7 
0.9 
0.8 
0.2 
0.6 
0.8 
0.9 
0.2 
0.2 
0.3 
0.6 
0.4 
0.5 
20 
0.5 
0.9 
0.9 
0 
0.5 
0.2 
0.7 
0.1 
0.8 
0 
0.3 
0.8 
0.9 
0.5 
0.1 
0.5 
0.9 
0.9 
03 
0.1 
0 
0.8 
0.5 
0.5 
ENGLE-ARCII 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.9 
0.9 
0.9 
0.9 
0.3 
0.8 
0.6 
0.3 
0.9 
0 
0.7 
0.7 
0.9 
0.7 
0.3 
0.2 
0.7 
0.6 
0.1 
0.5 
0.8 
0.9 
0.1 
0.5 
IS 
0.9 
1 
0.9 
0.9 
0.4 
0.3 
0.8 
0.2 
0.9 
0 
0.8 
0.7 
0.9 
0.8 
0.2 
0.1 
0.8 
0.9 
0.3 
0.3 
0.4 
0.6 
0.2 
0.6 
20 
0.5 
0.9 
0.9 
.02 
0.6 
0.3 
0.9 
0.4 
0.9 
.01 
0.5 
0.9 
0.9 
0.6 
0.1 
0.2 
0.9 
0.9 
0.4 
0.3 
0 
0.8 
0.2 
0.6 
MODEL 
ADEQ. 
A 
A 
A 
FA 
A 
A 
A 
A 
A 
lA 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
FA 
A 
A 
A 
248 
TABLE- 11.19, YEAR SERIES 
SI.. 
NO 
49 
50 
51 
52 
TIMF, 
SERI 
ES 
2003-
HL 
2003-
PR 
2003-
OR 
2003-
CR 
(JAUCn I'AUAMKTEUS 
MODEL: 
i ) Y , = C + e, 
2 ) a | i =K + Go(|.|)i +A n(|,i)i 
c 
42.44 
-1.4838 
1.2179 
0.16203 
K 
12.698 
0.51913 
1.0712 
0.24104 
G 
0.91894 
0.28519 
0 
0.71569 
A 
0.08105 
0.3703 
0.10935 
0.11598 
LUQTKSTON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS A T : 
10 
0.9 
0.9 
0.6 
0.8 
15 
0.9 
0.7 
0.8 
0.5 
20 
0.9 
0.8 
0.8 
0.7 
ENGLE-ARCIl 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALIIE FOR 
LAGS AT: 
10 
0.9 
0.9 
0.5 
0.8 
15 
0.9 
0.8 
0,8 
0.6 
20 
0.9 
0.9 
0.7 
0.7 
MODEL 
ADEQ. 
A 
A 
A 
A 
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TABLE - 11.20, SERIES OF 8 SEQUENTIAL PHASES 
SL. 
NO 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
TIME 
SERl 
ES 
IP-
HL 
IP-
PR 
IP-
OR 
IP-
CR 
2P-
HL 
2P-
PR 
2P-
OR 
2P-
CR 
3P-
IIL 
3P-
PR 
3P. 
OR 
3P-
CR 
4P-
HL 
4 P . 
PR 
4P-
OR 
4P-
CR 
5P-
HL 
5P-
PR 
5P-
OR 
5P-
CR 
6P-
HL 
6P-
PR 
6P-
OR 
6P-
CR 
GARCH PARAMETERS 
MODEL: 
1) Y, =^  C + e, 
2) a 12 = K + G o (t-i) 2 + A E (t -1) 2 
c 
22.346 
-1.5209 
1.4422 
0.37137 
50.854 
-2.306 
1.2648 
-0.1756 
36.808 
-2.306 
0.68135 
0.II541 
17.29 
-1.4139 
0.46348 
-0.0709 
64.553 
-2.072 
1.4624 
0.02389 
85.148 
-2.1509 
1.8199 
0.21945 
K 
8.3288 
0.07144 
0.10231 
Ic-OlO 
670.79 
0.48595 
1.6073 
0.27283 
34.41 
0.48595 
0.07742 
0.08014 
121.17 
0.98076 
0.27674 
0.41292 
477.92 
1.3924 
0.50469 
0.16023 
643.36 
0.47336 
1.5864 
2.7429 
G 
0.82494 
0.88336 
0.86175 
0.92452 
0 
0.78223 
0.67301 
0.82622 
0.73275 
0.78223 
0.83135 
0.84474 
0.60297 
0 
0.50602 
0.39352 
0.33508 
0.27422 
0.66784 
0.88629 
0.34431 
0.69715 
0.29512 
0 
A 
0.17505 
0.11664 
0.13825 
0.07548 
1 
0.14569 
0.06985 
0.11951 
0.22586 
0.14569 
0.14934 
0.12197 
0.06238 
0.52059 
0.39827 
0.41274 
0.29289 
0.32337 
0.18135 
0.06050 
0.43285 
0.18463 
0.27519 
0.16366 
LBQ TEST ON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.9 
0 
0 
.01 
1.0 
0.1 
0.9 
0.4 
0.7 
0.1 
0.5 
0.4 
0.8 
0.9 
0.7 
0.6 
0.7 
0.9 
0.8 
0.9 
0.9 
.03 
0.7 
0.3 
15 
0 
0 
0 
0 
1.0 
0.2 
0.9 
0.7 
0.7 
0.2 
0.3 
0.2 
0.8 
0.8 
0.8 
0.6 
0.8 
0.9 
0.9 
0.9 
0.9 
.03 
0.9 
0.4 
20 
0 
.01 
0 
.03 
1.0 
0.1 
1.0 
0.7 
0.7 
0.1 
0.2 
0.4 
0.9 
0.8 
0.9 
0.8 
.01 
0.9 
0.9 
.02 
0.7 
.07 
0.8 
0.5 
ENGLE-ARCH 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS AT: 
10 
0.9 
0 
0 
.04 
1.0 
0.2 
0.9 
0.3 
0.7 
0.2 
0.6 
0.4 
0.7 
0.9 
0.7 
0.7 
0.7 
0.9 
0.8 
0.8 
0.9 
.02 
0.7 
0.4 
15 
0 
.02 
.02 
.01 
1.0 
0.5 
0.9 
0.6 
0.8 
0.5 
0.7 
0.2 
0.8 
0.8 
0.8 
0.7 
0.8 
0.9 
0.8 
0.8 
0.9 
0.1 
0.9 
0.6 
20 
0 
0 
.01 
.01 
1.0 
0.3 
0.9 
0.8 
0.6 
0.3 
0.6 
0.5 
0.9 
0.8 
0.9 
0.9 
0 
0.9 
0.9 
0 
0.8 
0.2 
0.9 
0.7 
MODEL 
ADEQ. 
lA 
lA 
lA 
lA 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
FA 
A 
A 
FA 
A 
FA 
A 
A 
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TABLE - 11.20, SERIES OF 8 SEQUENTIAL PHASES (continued) 
SL. 
NO 
25 
26 
27 
28 
29 
30 
31 
32 
TIME 
SERI 
ES 
7P-
HL 
7P-
PR 
7P-
OR 
7P. 
CR 
8P-
HL 
8P-
PR 
8P-
OR 
8P-
CR 
GARCH PARAMETERS 
MODEL: 
1) Y , = C + E, 
2)ati = K + G a ( M ) 2 + A e ( t . | ) j 
c 
72.715 
-2.2701 
i.5915 
-0.0591 
44.178 
-1.743 
1.0296 
0.02986 
K 
215.89 
0.48646 
0.27765 
0.45959 
240.97 
0.19049 
1.0229 
0.09911 
G 
0.65745 
0.66153 
0.71796 
0.62191 
0.23879 
0.74386 
0 
0.83552 
A 
0.33051 
0.29488 
0.25822 
0.28955 
0.36093 
0.13265 
0.22946 
0.09180 
LBQ TEST ON 
SQUARED 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS 
10 
0.9 
0.8 
0.2 
0.7 
0.9 
0.9 
0.3 
0.6 
15 
0.9 
0.9 
0.3 
0.8 
0.9 
0.4 
0.6 
0.7 
20 
0.9 
0.9 
0.4 
0.8 
0.1 
0.6 
0.7 
0.5 
ENGLE-ARCH 
TEST ON 
RESIDUALS/ 
SIGMA 
P-VALUE FOR 
LAGS 
10 
0.8 
0.8 
0.4 
0.7 
0.9 
0.9 
0.2 
0.6 
15 
0.7 
0.9 
0.4 
0.8 
0.9 
0.2 
0.6 
0.8 
20 
0.7 
0.9 
0.3 
0.8 
.07 
0.4 
0.7 
0.5 
MODEL 
ADEQ. 
A 
A 
A 
A 
A 
A 
A 
A 
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ACF of the Squared Closing Returns-
0.8 
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FIGURE - 11.1 ACF OF SQUARED CLOSING RETURNS OF BSE-SENSEX 
Standardized Residuals - closing returns- Sensex 
1000 1500 2000 2500 3000 
FIGURE -11.2 STANDARDISED RESIDUALS (POST GARCH MODEL) 
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FIGURE- 11.3 PLOT OF RESIDUALS (AT TOP). CONDITIONAL STANDARD DEVIATIONS 
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FIGURE -11.4 ACF OF SQUARED STANDARDISED RESIDUALS (POST 
GARCH MODEL) 
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CHAPTER-5.2_ ARIMA MODELING 
In the previous chapter, a simple GARCH (1,1) model was attempted for both the 
composite and filtered time series of BSE- SENSEX and BSE-100.lt was found 
that for a vast majority of the time series, the model was satisfactory. In this 
chapter a simple AR (1) MODEL is attempted for all these time series. The model 
is of the form: 
yt=Ayt-i-<-C-<-E (A and C are constants and s is nomnally distributed 
residuals) 
i.e. y t linearly depends on y n . In this model, if the coefficient "A " tends 
towards zero, it would be a white noise process (i.e. returns are randomly and 
nomnally distributed around C). If the coefficient A tends towards 1, it would be a 
random walk process around C. (i.e. today's return would be equal to sum of 
yesterday's return and a random component). The intent of doing this was to 
check if the composite or components of the indices follow autoregressive 
process (as most of their ACF plots showed mild AR signature). Table- 12.1 
presents the AR (1) process for the composite BSE-SENSEX and BSE-100. 
Tables 12.2 ' and 12.3 presents the results of AR (1) process for the filtered 
time series of BSE- SENSEX and BSE-100 respectively. Table-12.4 shows the 
AR (1) parameters for the eight phases of BSE-SENSEX and BSE-100. The 
following table indicates the time series components satisfying AR (1) process. 
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SLNO. 
1 
2 
3 
4 
5 
TIME SERIES 
CLASS 
WEEK DAY 
MONTH 
WEEK 
NUMBER 
YEAR 
8 DIFFERENT 
PHASES 
TIME SERIES-SENSEX 
TUCR. WCR, THCR. FROR 
JANPR. FEBOR. 
FEBPR,APHL.APCR, MAYOR 
.JUNPR.JUNCR.AUGCR. 
SEPOR.SEPCR.OCOR.NOHL.NOPR. 
NOOR.NOCR, 
DECPR.OeCOR.DECCR 
1 PR, 1 CR,2CR.3PR.30R,3CR.4PR.40 
R,5PR,50R 
91 PR, 91 OR. 93 OR. 93 CR, 95 HL, 
95 PR, 95 OR, 95 CR,96CR,98CR, 
99HL, 990R, 99CR, 21 OR, 21CR, 22 
OR, 22CR, 23CR 
1PR.1CR 
2HL,2CR 
3PR,30R 
4HL,4PR,40R.4CR 
5HL,5PR 
60R.6CR 
8PR,80R,8CR 
TIMESERIES -BSE-100 
TUCR, WCR, THCR 
JAN PR, JANCR.FEB0R, 
FEBPR. FEBCR. 
MARCR.APROR,APRCR, 
JUL PR, JULOR, 
JULCR,AUGOR.AUGCR. 
SEPOR,SEPCR,OCTCR, 
NOVPR,NOVOR,NOVCR, 
DECPR,D6C0R,DECCR 
1PR,1CR,3CR,4CR,5CR 
930R, 93CR, 95PR. 
950R, 
95CR,99PR.990R.99CR, 
20CR,21CR.22CR. 
1PR 
3PR,30R,3CR 
4HL,4PR.40R,4CR 
5PR 
60R.6CR, 7CR 
8HL,8CR 
(In the above table, last two characters, HL, PR.OR, and CR respectively denote 
intra-day volatility, 0.2% Pessimistic return, 0.2% optimistic return and closing 
return. The first 1 to 3 characters / numbers are the abbreviation for week day, 
week number, year and different phases) 
It is seen from above that for quite a few of these time series, the AR (1) model is 
satisfactory. Both BSE-SENSEX and BSE-100, behaves differently in many 
instances of week number, month and year. All the returns of both BSE-SENSEX 
and BSE-100 of November, December, 1993 and the 4^ phase fits this model 
well. It is also observed that as compared to the GARCH model (in the previous 
chapter) fewer variablesfitsAR(l) model. 
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TABLE: 12.1 
ARIMA MODEL FOR COMPOSITE BSE-SENSEX AND BSE-100 
MODEL :y t =Ayt-i + C + E 
TIME 
SERIES 
(y t ) 
hi 
twopr 
twoor 
cir 
hLI 
twopM 
twoor 1 
cr 
A 
0 .6393 
0 .3310 
0 .2669 
0 .0910 
0 .7320 
0 .4118 
0 .3385 
0 .1301 
c 
0 .6393 
- 1 . 4 1 5 6 8 
1.09540 
0 .06313 . 
7 .4180 
- 1 . 1 4 5 5 7 
0 .85417 
0 .04808 
P VALUE FOR MODIFIED BOX-PIERCE 
(LJUNG-POX) CHI-SQUARE STATISTIC OF 
RESIDUALS AT LAPS: 
12 
0 
0 
0 
0 .002 
0 
0 
0 
0 
24 
0 
0 
0 
0 .007 
0 
0 
0 
0 
36 
0 
0 
0 
0 . 0 0 6 
0 
0 
0 
0 
48 
0 
0 
0 
0 .014 
0 
0 
0 
0 
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TABLE-12.2 
ARIMA MODEL FOR FILTERED SERIES OF BSE-SENSEX 
MODEL :y t =Ayt. i + C + e 
TIME 
SERIES 
(Vt) 
MOHL 
MOPR 
MOOR 
MOCR 
TUHL 
TUPR 
TUCR 
WHL 
WPR 
WOR 
WCR 
THHL 
THPR 
THCR 
THOR 
FRHL 
FRPR 
FEOR 
FRCR 
JAHL 
JAPR 
JAOR 
JACR 
FEHL 
FEPR 
FEOR 
FECR 
MARHL 
MARPR 
MAROR 
MARCR 
APHL 
APPR 
APOR 
APCR 
MAYHL 
MAYPR 
MAYOR 
A 
0 .5032 
0 .0500 
0 .1109 
0 .0330 
0 .4755 
0 .2189 
0 .0255 
0 .6441 
0 .1392 
0 .0960 
- 0 . 0 3 9 8 
0 .5133 
0 .1767 
0 .0348 
0 .1840 
0 .5729 
0 .1463 
0 . 2 5 2 1 
0.0344 
0 .5357 
0 .2208 
0 .3051 
0 .1425 
0 .3851 
0 .2158 
0 . 2 5 2 1 
0 .0556 
0 .6753 
0 .2416 
0 . 2 6 9 1 
0 . 1 0 0 3 
0 .6859 
0 .1878 
0 .0749 
- 0 . 0 3 2 2 
0 .6379 
0 .2923 
0 .2506 
c 
31 .716 
- 1 . 9 1 3 0 7 
1.40336 
0 .11298 
3 2 . 3 0 1 
-1 .8086B 
0.01284 
2 3 . 7 9 9 
- 1 . 7 9 3 8 6 
1.41584 
0 .08501 
30 .840 
- 1 . 7 3 7 3 3 
0 .04377 
1.27581 
2 5 . 6 6 3 
- 1 . 7 4 6 2 7 
1.3460 
0 .08884 
2 9 . 8 2 6 
- 1 . 5 9 0 8 
1 .1241 
0 .1401 
4 0 . 0 8 3 
- 1 . 3 8 4 0 
1.3460 
0 .3840 
27 .508 
- 2 . 1 3 6 5 
1.3992 
- 0 . 0 8 2 0 
23 .188 
- 2 . 0 4 9 7 
1.5514 
- 0 . 0 3 8 3 
24 .624 
- 1 . 6 5 9 9 
1.1583 
P VALUE FOR MODIFIED BOX-PIERCE 
(LJUNG-BOX) CHI-SQUARE STATISTIC OF 
RESIDUALS AT LAGS: 
12 
0 
0 .002 
0 
0 .192 
0 
0 .007 
0 .202 
0 
0 
0 
0 .070 
0 
0 
0 .845 
0 .018 
0 
0 
0 .292 
0 .023 
0 
0 .190 
0 
0 .036 
0 
0 .182 
0 .292 
0 .037 
0 
0 
0 . 0 0 5 
0 
0 .049 
0 .001 
0 
0 .064 
0 
0 .004 
0 .196 
24 
0 
0 .015 
0 
0 .019 
0 
0 .011 
0 .618 
0 
0 
0 
0 .092 
0 
0 
0 .358 
0 .003 
0 
0 
0 .487 
0 .028 
0 
0 .692 
0 
0 .134 
0 
0 .239 
0 .487 
0 .073 
0 
0 
0 . 0 0 3 
0 
0 .066 
0 . 0 0 1 
0 
0 .047 
0 
0 .044 
0 .068 
36 
0 
0 . 0 0 1 
0 
0 .029 
0 
0 ,038 
0 ,722 
0 
0 
0 
0 .087 
0 
0 
0 .277 
0 ,004 
0 
0 
0 .805 
0 .016 
0 
0 .922 
0 
0 .319 
0 
0 .455 
0 .805 
0 . 0 4 3 
0 
0 
0 .028 
0 
0 . 3 6 9 
0 . 0 1 3 
0 
0 . 1 1 3 
0 
0 . 2 6 1 
0 .287 
48 
0 
0 . 0 0 1 
0 
0 .014 
0 
0 ,077 
0 .529 
0 
0 
0 
0 . 1 9 5 
0 
0 
0 . 3 5 6 
0 . 0 0 0 
0 
0 
0 . 6 1 6 
0 ,009 
0 
0 .918 
0 
0 ,319 
0 
0 . 6 4 1 
0 .616 
0 .044 
0 
0 
0 .110 
0 
0 . 6 7 5 
0 . 0 8 5 
0 
0 .270 
0 
0 .312 
0 . 3 0 5 
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TIME 
SERIES 
(Vt) 
MAYCR 
JUNHL 
JUNPR 
JUNOR 
JUNCR 
JULHL 
JULPR 
JULCR 
AUGHL 
AUGPR 
AUGOR 
AUGCR 
SEHL 
SEPR 
SEOR 
SECR 
OCHL 
OCPR 
OCOR 
NOHL 
NOPR 
NOOR 
NOCR 
DHL 
DPR 
DOR 
DCR 
ONEHL 
ONEPR 
ONECR 
2H-L 
2PR 
2CR 
3HL 
3PR 
SCR 
APR 
40R 
4PR 
5HL 
5PR 
50R 
SCR 
A 
0 .0043 
0 .6596 
0 .3224 
0 .1940 
0 .0432 
0 .6227 
0 .4424 
0 .1208 
0 .4949 
0 .2452 
0 .2271 
0 .1140 
0 .5696 
0 .4049 
0 .1865 
0 .1190 
0 .5031 
0 .330 ' j 
0 .2673 
0 .5652 
0 .3800 
0 .3033 
0 .1360 
0 .5093 
0 .3084 
0 .2298 
0 .1144 
0 .6814 
0 .2208 
0 .0389 
0 .6486 
0 . 3 1 6 1 
0 .0510 
0 .5597 
0 .3280 
0 .0323 
0 .2754 
0 .2527 
0 ,2754 
0 .3919 
0 .2254 
0 .2504 
0 .1073 
c 
- 0 . 0 2 0 8 
20 .868 
- 1 . 3 5 8 6 
1.2633 
0 .1422 
2 2 . 4 3 6 
- 1 . 1 4 9 2 2 
0 .04146 
2 8 . 6 5 1 
- 1 . 3 6 6 4 5 
1.12773 
0 .17581 
2 4 . 3 9 6 
- 1 . 2 0 3 4 
0 .95183 
- 0 . 0 4 3 5 8 
2 8 . 6 9 8 
- 1 . 4 629 
0 .8237 
2 3 . 5 4 0 
- 1 . 2 3 4 6 
0 ,8968 
0 .0310 
27 .052 
- 1 . 2 6 1 6 
1.0949 
0 .15267 
2 0 . 0 5 1 
- 1 . 5 1 8 6 8 
0 .24473 
22 .264 
- 1 . 4 5 7 8 6 
0 .02017 
2 8 . 3 0 9 
- 1 . 4 6 1 5 9 
0 .01148 
- 1 . 6 1 8 4 7 
1.03442 
- 1 . 6 1 8 4 7 
38 .227 
- 1 . 5 9 8 9 
1.1243 
0 .1712 
P VALUE FOR MODIFIED BOX-PIERCE 
(LJUNG-BOX) CHI-SQUARE STATISTIC OF 
RESIDUALS AT LACS: 
12 
0 .000 
0 
0 .008 
0 .001 
0 .227 
0 
0 .272 
0 .502 
0 
0 .010 
0 .007 
0 .113 
0 
0 .160 
0.504 
0 .546 
0 
0.()y(, 
0 .091 
0 .747 
0 .442 
0 .471 
0 .523 
0 
0 .277 
0 .488 
0 .165 
0 
0 .314 
0 . 1 1 1 
0 
0 
0 .309 
0 
0 .031 
0 .524 
0 .136 
0 .328 
0 .136 
0 .015 
0.144 
0 .130 
0 .297 
24 
0 .018 
0 
0 .073 
0 .009 
0 .471 
0 
0 .242 
0 .451 
0 
0 .019 
0.044 
0 .016 
0 
0 .009 
0 .545 
0 .076 
0 
O.^'IO 
0 .191 
0 .983 
0.504 
0.354 
0 .828 
0 
0 .546 
0 .446 
0 .257 
0 
0 .529 
0 .056 
0 
0 
0 .242 
0 
0 . 0 1 3 
0 .148 
0 .144 
0 .060 
0.144 
0 .178 
0.4 57 
0 .141 
0 .598 
36 
0 .124 
0 
0 .228 
0 .023 
0 . 5 7 3 
0 
0 .292 
0 .525 
0 
0 .057 
0 .215 
0 .035 
0 
0 .022 
0 .867 
0 . 2 7 1 
0 
( ) . • / ( / / 
0 .549 
0 .651 
0 . 6 8 5 
0 .372 
0 .962 
0 
0 . 9 1 3 
0 .632 
0 . 5 5 5 
0 
0 .426 
0 .019 
0 
0 
0 . 0 6 5 
0 
0 .000 
0 . 4 0 9 
0 . 4 6 5 
0 .160 
0 . 4 6 5 
0 .409 
0 .766 
0 .349 
0 .799 
48 
0 . 2 4 6 
0 
0 .360 
0 .034 
0 .677 
0 
0 .246 
0 . 6 5 1 
0 
0 .062 
0 . 2 4 3 
0 . 0 4 1 
0 
0 . 0 2 3 
0 . 6 8 3 
0 .312 
0 
0 . K.l 
0 .440 
0 . 5 2 1 
0 .707 
0 .472 
0 .652 
0 
0 . 7 6 1 
0 .487 
0 .538 
0 
0 . 1 2 1 
0 . 0 0 3 
0 
0 
0 . 1 4 8 
0 
0 .000 
0 .272 
0 .104 
0 .038 
0 .104 
0 .687 
0 . 9 6 5 
0 . 6 7 3 
0 . 9 5 1 
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TIME 
SERIES 
(Vt) 
91 PR 
91 OR 
91CR 
92HL 
92PR 
920R 
92CR 
93HL 
93PR 
930R 
93CR 
94HL 
94PR 
940R 
94CR 
95CR 
95HL 
9SPR 
950R 
95CR 
96HL 
96PR 
960R 
96CR 
97HL 
97PR 
970R 
97CR 
98HL 
98PR 
98CR 
99HL 
99PR 
990R 
99CR 
20HL 
20PR 
20OR 
20CR 
21HL 
21 PR 
210R 
21CR 
A 
- 0 . 0 1 1 7 
0 .0481 
- 0 . 0 0 5 0 
0 .4299 
0 .2346 
0 .1921 
0 .1411 
0 .1785 
0 .3104 
0 . 2 2 9 1 
0 .3290 
0 .4444 
0 .2942 
0 .3166 
0 .2184 
0 .2106 
0 .2373 
0 .2670 
0 .2816 
0 .2106 
0 . 4 1 8 5 
0 .3660 
0 .3688 
0 ,1379 
0 .4062 
0 .4099 
0 .4731 
0 .1643 
0 .5215 
0 .3434 
0 .0187 
0 .3370 
0 .2951 
0 .2912 
- 0 . 0 3 0 6 
0 .5781 
0 .2265 
0 .0360 
- 0 . 0 7 2 2 
0.619& 
0 .4702 
0 .3459 
0 .1443 
c 
- 1 . 6 2 9 1 
1.4419 
0 .3430 
39 .208 
- 1 . 8 5 7 5 
1 .7261 
0 .1953 
3 2 . 2 3 5 
- 1 . 2 4 4 4 
1.0012 
0 .0795 
2 5 . 4 3 9 
- 1 . 0 2 0 2 6 
0 .5623 
0 .06668 
- 0 . 0 7 4 3 9 
27 .539 
- 1 . 1 4 2 5 7 
0 .42905 
- 0 . 0 7 4 3 9 
33 .428 
- 1 . 3 1 8 0 4 
0 .8328 
0 .00718 
42 .304 
- 1 . 2 8 0 3 
0 .84377 
0 .0732 
33 .592 
- 1 . 6 5 8 3 
- 0 . 0 5 4 9 
60 .677 
- 1 . 6 8 3 7 
1.4667 
0 .2229 
54 .890 
- 2 . 4 5 8 0 
2 . 2 7 2 3 
- 0 . 0 7 1 6 
2 8 . 5 2 9 
- 1 . 3 5 6 8 
1.1166 
- 0 . 0 5 4 2 
P VALUE FOR MODIFIED BOX-PIERCE 
(LJUNG-BOX) CHI-SQUARE STATISTIC OF 
RESIDUALS AT LAGS: 
12 
0 .072 
0 .045 
0 .005 
0 
0 .062 
0 
0 .007 
0 .695 
0 
0 .336 
0.144 
0 
0 .040 
0 .052 
0 
0 .115 
0 .092 
0 .619 
0 . 1 5 3 
o.n5 
0 .035 
0.164 
0 
0 .058 
0 .042 
0 .017 
0 .227 
0 .072 
0 
0 .024 
0 .159 
0 .362 
0 .006 
0 .438 
0 .298 
0 
0 .001 
0 
0 .096 
0 
0 .022 
0 .152 
0 .275 
24 
0 .127 
0 .058 
0 .019 
0 
0 .005 
0 
0 .019 
0 .036 
0 
0 .591 
0 .350 
0 
0 .000 
0 .003 
0 
0 .573 
0 .298 
0 . 8 6 3 
0 . 3 8 1 
0 .573 
0 .350 
0 .510 
0 
0 .160 
0 .341 
0 .018 
0 .275 
0 .045 
0 
0 .121 
0 .130 
0 .906 
0 .009 
0 .593 
0 .275 
0 
0 .001 
0 
0 .001 
0 
0 .096 
0.104 
0 .172 
36 
0 . 0 6 6 
0 .172 
0 .017 
0 
0 .018 
0 
0 .040 
0 .097 
0 
0 . 1 9 5 
0 .317 
0 
0 .000 
0 .004 
0 
0 .423 
0 .198 
0 . 8 4 1 
0 . 7 4 1 
0 . 4 2 3 
0 .579 
0 , 7 3 1 
0 
0 .274 
0 .627 
0 .009 
0 .069 
0 . 0 1 5 
0 
0 .319 
0 .102 
0 .705 
0 .025 
0 .439 
0 . 6 5 3 
0 
0 .007 
0 
0 .000 
0 
0 .117 
0 . 1 0 3 
0 .357 
48 
0 .152 
0 .222 
0 .020 
0 
0 .024 
0 
0 .067 
0 .434 
0 
0 . 3 9 1 
0 .469 
0 
0 . 0 0 1 
0 .019 
0 
0 .244 
0 .449 
0 .905 
0 . 7 2 5 
0 .244 
0 . 4 9 5 
0 . 7 0 0 
0 
0 .174 
0 . 7 6 1 
0 . 1 1 1 
0 .187 
0 .094 
0 
0 .619 
0 .162 
0 .599 
0 .034 
0 .480 
0 . 5 5 5 
0 
0 . 0 1 3 
0 
0 . 0 0 . 
0 
0 . 2 5 5 
0 . 2 2 1 
0 . 4 9 1 
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TABLE-12.2, CONTINUED 
TIME 
SERIES 
(Yt) 
22HL 
22PR 
220R 
22CR 
23HL 
23PR 
230R 
23CR 
A 
0.5178 
0 .4048 
0 .2571 
0 .0038 
0 .6087 
0 .4642 
0 .4351 
0 .0202 
c 
2 2 . 8 9 9 
- 1 . 0 7 6 5 6 
0 .80833 
0 .02033 
2 1 . 0 4 3 
- 0 . 8 9 7 4 6 
0 .71092 
0.JL8853 
P VALUE FOR MODIFIED BOX-PIERCE 
(LJUNG-BOX) CHI-SQUARE STATISTIC OF 
RESIDUALS AT LAGS: 
12 
0.014 
0.004 
0 .061 
0 .395 
0 .043 
0 .219 
0 
0 .450 
24 
0 .018 
0 .018 
0 .093 
0 .665 
0 .000 
0 .545 
0 
0 .572 
36 
0 . 0 1 5 
0 .123 
0.044 
0 .720 
0 .000 
0 .630 
0 
0 .585 
48 
0 . 0 0 3 
0 .034 
0 .044 
0 .660 
0 .001 
0 .672 
0 
0 .469 
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TABLE-12.3 
ARIMA MODEL FOR FILTERED SERIES OF BSE-100 
MODEL : y t = A y t - i + C + s 
TIME 
SERIES 
M-h-l 
MPR 
IMOR 
MCR 
THL 
TPR 
TOR 
TCR 
WHL 
WPR 
WOR 
WCR 
TH-h-l 
THPR 
THOR 
THCR 
FHL 
FPR 
FOR 
FCR 
JHL 
JPR 
JOR 
JCR 
A 
0 .6045 
0.1754 
0 .1569 
0 .0426 
0.5984 
0 .287 
0 .1902 
0 .0230 
0 .6570 
0 .1173 
0 .1555 
- 0 . 0 7 3 
0 .5992 
0.2044 
0 .1536 
- 0 . 0 0 6 
0.f,(>'j\ 
0 .2298 
- 0 . 0 2 2 
0 .0297 
0.5824 
0 .3763 
0 .3950 
0 .1792 
c 
11 .2911 
- 1 . 4 7 4 0 
1.24573 
0 .20850 
10 .8456 
- 1 . 5 6 1 6 
0 .85295 
- 0 . 0 1 2 8 
9 .9345 
- 1 . 6 6 0 5 
1.17822 
0 .09717 
10 .8416 
- 1 . 5 7 4 3 
1.07589 
- 0 . 0 2 9 5 
B.G01B 
- 1 . 4 6 0 5 
.25101 
0 .00479 
11 .330 
1.1168 
0 .8316 
0 .1489 
I' VALUE fOR MODlt'lED bOX-PlKRCE 
(LJUNG-BOX) CHI-SQUARE STATISTIC 
OF RESIDUALS AT LAGS: 
12 
0 
0 
0 
0 .004 
0 
0 
0 
0 .140 
0 
0 
0 
0 .249 
0 
0 
0 
0 .582 
0 
0 
0 
0 .016 
0 
0 .100 
0 .000 
0 .071 
24 
0 
0 
0 
0 .012 
0 
0 
0 
0 .191 
0 
0 
0 
0.4 67 
0 
0 
0 
0 .323 
0 
0 
0 
0.014 
0 
0 .102 
0 .001 
0 .225 
36 
0 
0 
0 
0 .006 
0 
0 
0 
0 .464 
0 
0 
0 
0 .679 
0 
0 
0 
0 .092 
0 
0 
0 
0 .010 
0 
0 .386 
0 .009 
0 .323 
48 
0 
0 
0 
0 .042 
0 
0 
0 
0 .278 
0 
0 
0 
0 .518 
0 
0 
0 
0 .240 
0 
0 
0 
0 . 0 0 1 
0 
0 .487 
0 .064 
0 .428 
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TIME 
SERIES 
(Vt) 
FEHL 
FEPR 
FEOR 
FECR 
MARHL 
MARPR 
MAROR 
MARCR 
Ah-I 
APR 
AOR 
ACR 
MAYHL 
MAYPR 
MAYOR 
MAYOR 
JUNHL 
JUNPR 
JUNOR 
JUNCR 
JULHL 
JULPR 
JULOR 
JULCR 
AUGHL 
AUGPR 
AU60R 
AUGCR 
SEPHL 
SEPPR 
SEPOR 
SEPCR 
Oh-I 
OPR 
OOR 
OCR 
Nh-I 
NPR 
NOR 
NCR 
Dh-I 
DPR 
DOR 
DCR 
A 
0 .5665 
0 .3517 
0 .3076 
0 .1167 
0 .8084 
0 .3341 
0 .3535 
0 .0697 
0 .7350 
0 .3822 
0 .2872 
0 .1611 
0 .6785 
0 .3798 
0 .3373 
0 .0133 
0 .7295 
0 .3342 
0 .2322 
0 .0835 
0 .7101 
0 . 4 7 7 1 
0 ,3258 
0 .1279 
0 .4484 
0 .2437 
0 .2112 
0 .1848 
0 .6802 
0 .4700 
0 ,2203 
0 .1074 
0 .6299 
0 ,3910 
0 .3273 
0 .1003 
0 .5135 
0 .3634 
0 .3725 
0 .1420 
0 .603 
0 .4235 
0 .3460 
0 .1701 
c 
1 3 . 1 0 1 
- 1 . 0 2 6 2 
1.1194 
0 .3481 
7 .528 
- 1 , 7 4 7 9 
1,1061 
- 0 . 0 7 2 2 
8 .730 
- 1 . 4 9 6 0 
1.0178 
- 0 . 0 9 2 8 
9 .275 
- 1 . 2 9 0 9 
0 .8745 
- 0 . 0 1 1 0 
7 .1896 
- 1 . 2 8 5 2 
1.0157 
0 , 0 8 3 5 
7 .1705 
- 0 , 9 8 8 6 
0 ,75242 
0 ,02471 
12 ,3595 
- 1 . 1 9 8 4 
0 .90866 
0 .13225 
7 .3368 
- 0 , 9 7 4 3 
0 .73742 
- 0 . 0 6 4 1 
9 .410 
- 1 . 2 9 6 3 
0 . 6 6 5 1 
- 0 . 1 6 5 3 
1 1 . 0 4 1 
- 1 . 1 2 6 7 
0 ,6961 
0 .06193 
9 .9143 
- 0 , 9 7 8 3 
0 .87798 
0.1C266 
P VALUE FOR MODIFIED BOX-PIERCE (LJUNG-
BOX) CHI-SQUARE STATISTIC OF RESIDUALS 
AT LAGS: 
12 
0 
0 .666 
0 .747 
0 .148 
0 
0 
0 .128 
0 .111 
0 .001 
0 
0 .068 
0 .248 
0 
0 .000 
0 .056 
0 ,000 
0 
.001 
0 .001 
0 .018 
0 
0 .159 
0 .156 
0 .536 
0 
0 ,018 
0 .119 
0 ,202 
0 
0 . 0 3 1 
0 .554 
0 ,482 
0 
0 ,007 
0 .021 
0 .082 
0 ,010 
0 .353 
0 ,233 
0 ,376 
0 
0 .257 
0 .066 
0 .290 
24 
0 
0 .744 
0 ,962 
0 .326 
0 
0 
0 .003 
0 ,001 
0 ,000 
0 
0 .087 
0 .325 
0 
0 . 0 0 1 
0 .000 
0 .007 
0 
0 .010 
0 .006 
0 .100 
0 
0 ,420 
0 .456 
0 .871 
0 
0 .001 
0 ,038 
0 ,019 
0 
0 ,008 
0,494 
0 ,340 
0 
0 .106 
0 . 0 1 1 
0.044 
0.064 
0 .479 
0 .025 
0 .786 
0 
0 . 4 3 1 
0 .029 
0 .253 
36 
0 
0 .952 
0 .982 
0.524 
0 
0 
0 . 0 5 1 
0 .012 
0 .004 
0 
0 ,215 
0 .449 
0 
0 .018 
0 . 0 0 5 
0 . 0 2 6 
0 
0 . 0 6 3 
0 .009 
0 .194 
0 
0 .462 
0,214 
0 .397 
0 
0 . 0 0 1 
0 . 2 2 5 
0 .109 
0 
0 . 0 7 1 
0 .786 
0 .666 
0 
0 .262 
0 .025 
0 . 0 7 1 
0 .006 
0 . 8 1 3 
0 .036 
0 .894 
0 
0 .792 
0 . 1 0 3 
0 .523 
48 
0 
0 .946 
0 .960 
0 .299 
0 
0 
0 .129 
0 .048 
0 .049 
0 
0 . 3 0 1 
0 .362 
0 
0 .069 
0 . 0 1 3 
0 .052 
0 
0 .102 
0 . 0 1 5 
0 . 1 5 5 
0 
0 .060 
0 .342 
0 .548 
0 
0 . 0 0 1 
0 . 2 3 5 
0 .112 
0 
0 .278 
0 . 9 2 3 
0 .858 
0 
0 .277 
0 .012 
0 . 1 5 3 
0 .008 
0 ,669 
0 .059 
0.9C9 
0 
0 .732 
0 .084 
0 .638 
TIME 
SERIES 
(Yt) 
Ih-I 
1PR 
10R 
1CR 
2PR 
20R 
2CR 
3h-l 
3PR 
30R 
SCR 
4h-l 
4PR 
40R 
4CR 
5h-l 
5PR 
50R 
SCR 
91 pr 
91 or 
91 cr 
92pr 
92or 
92cr 
93pr 
93or 
93cr 
94pr 
94or 
94cr 
95pr 
95or 
95cr 
96pr 
96or 
96cr 
97pr 
97or 
97cr 
A 
"oTvTev 
0 .2835 
0 .2880 
0 .0843 
0.1754 
0 .1569 
0 .0426 
0 .6641 
0 .3629 
0 .3673 
0 .0686 
0 .6641 
0 .3328 
0 .2814 
0 .0124 
0 .4271 
0 .2156 
0 .2280 
0 .1143 
0 .0299 
0 .0840 
- 0 . 1 2 2 
0 .2396 
0 .2747 
0 .1936 
0 .3290 
0 .2657 
0 ,3458 
0,4003 
0 ,4056 
0 ,2826 
0 ,2912 
0 ,2754 
0 ,2765 
0 ,4100 
0 ,4120 
0 ,2690 
0 ,3890 
0 .4814 
0 .1947 
c 
~bT9r7o' 
- 1 . 2 8 6 1 
1,07008 
0 ,21965 
- 1 . 4 7 4 0 
1,24573 
0 .20850 
9 ,2212 
- 1 . 2 4 6 7 
0 .83130 
0 .03423 
9 .3309 
- 1 . 3 7 6 8 3 
0 .85095 
- 0 . 0 6 0 0 0 
15.744 
- 1 . 4 7 9 7 
0 .9635 
0 .1027 
- 1 , 1 3 4 8 
0 .8946 
0 .3485 
- 1 . 3 9 2 5 
1.0567 
0 .1635 
- 0 . 8 7 5 1 
0 .6097 
0 .0974 
- 0 . 7 3 3 0 1 
0 .35427 
0 .05790 
- 0 . 9 8 0 8 2 
0 .27531 
- 0 . 0 7 9 4 0 
- 0 . 9 6 5 6 0 
0 .48516 
- 0 . 0 0 8 7 4 
- 1 , 2 2 4 8 5 
0 .73276 
0 .06401 
P VALUE FOR MODIFIED BOX-PIERCE (LJUNG-
BOX) CHI-SQUARE STATISTIC OF RESIDUALS 
AT LAGS: 
0 
0 .062 
0 
0 .327 
0 
0 
0 .004 
0 
0 
0 
0 .319 
0 
0 .108 
0 .026 
0 .080 
0 .000 
0 .208 
0 .051 
0 .471 
0 .058 
0 .048 
0 .045 
0 .025 
0 .001 
o.ogi 
0 .016 
0 .611 
0 .480 
0,114 
0.044 
0 .030 
0 .711 
0 .552 
0 .521 
0 .028 
0 .012 
0 .178 
0 .068 
0 .155 
0 
0 .119 
0 
0 .227 
0 
0 
0 .012 
0 
0 
0 
0 .124 
0 
0 ,001 
0 .001 
0.234 
0 .002 
0 .355 
0 .007 
0 .616 
0 .023 
0 . 0 4 1 
0.004 
0 .009 
0 ,002 
0 , 0 0 1 
0,014 
0 ,835 
0 .480 
0 .006 
0 .003 
0 .038 
0 .948 
0 .838 
0 .865 
0.084 
0 .009 
0 ,325 
0 ,037 
0 ,457 
0.074 0 .069 
It) 
0 
0 .037 
0 
0 ,189 
0 
0 
0 ,006 
0 
0 
0 
0 .196 
0 
0 . 0 0 3 
0 .000 
0 .341 
0 .017 
0 .648 
0 , 1 0 5 
0 , 8 8 5 
0 , 0 3 8 
0 ,170 
0 .062 
0 .008 
0 . 0 0 5 
0 .006 
0 .042 
0 .595 
0 .566 
0 ,008 
0 , 0 1 3 
0 .055 
0 . 9 6 5 
0 . 9 8 3 
0 ,952 
0 ,178 
0 ,037 
0 ,315 
0 ,017 
0 .104 
0 .030 
4H 
0 
0 . 0 3 1 
0 
0 . 0 1 5 
0 
0 
0 .042 
0 
0 
0 
0 .237 
0 
0 .000 
0 .000 
0 .225 
0 . 1 2 1 
0 . 7 9 5 
0 .310 
0 .969 
0 .038 
0 .180 
0 . 0 6 5 
0 .010 
0 .016 
0 . 0 2 1 
0 , 1 3 3 
0 .772 
0 , 7 5 1 
0 ,062 
0 , 0 3 1 
0 ,100 
0 , 9 9 3 
0 , 9 1 1 
0 , 9 5 6 
0 , 1 6 1 
0 ,104 
0 ,479 
0 ,128 
0 , 3 3 5 
0 ,172 
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TABLE 12.3 - CONTINUED 
TIME 
SERIES 
(Yt) 
98pr 
98or 
98cr 
SScr 
SSpr 
99or 
99cr 
20pr 
20or 
20cr 
21 pr 
21 or 
21 cr 
22pr 
22or 
22cr 
A 
0.3454 
0 .1665 
0 .0160 
0 .0160 
0 .3059 
0 .2303 
- 0 . 0 1 2 
0 .3957 
0 .1950 
0 .1305 
0 .5126 
0 .3533 
0 .1659 
0 .3675 
0 .2623 
- 0 . 0 0 8 
c 
- 1 . 5 9 9 2 
1.3354 
- 0 . 0 4 5 4 
- 0 . 0 4 5 4 
- 1 . 5 8 4 1 
1.6043 
0 .2811 
- 1 . 9 7 4 1 
1.9733 
- 0 . 0 5 8 5 
- 1 . 3 1 8 0 
1.1769 
- 0 . 0 7 3 6 
- 1 . 1 0 3 6 
0 .77153 
0 .03290 
P VALUE FOR MODIFIED BOX-PIERCE (LJUNG-
BOX) Clll-.SOUARK ;V1"ATISTIC OK RESIDUALS 
AT LAGS: 
12 
0 .011 
0 .076 
0 .211 
0 .211 
0 .085 
0 .160 
0 .182 
0 .002 
0 
0 .576 
0 . 0 1 1 
0 .088 
0 .275 
0 .000 
0 .041 
0 .188 
24 
0 .067 
0 .178 
0 .175 
0 .175 
0 .072 
0 .147 
0 .377 
0 .002 
0 
0 .338 
0 .026 
0 .022 
0 ,121 
0 .001 
0 .000 
0 .255 
36 
0 .224 
0 . 3 1 1 
0 . 1 4 1 
0 . 1 4 1 
0 .187 
0 .256 
0 . 6 7 1 
0.004 
0 
0 .479 
0 . 0 5 1 
0 .016 
0.224 
0 .016 
0 .003 
0 . 4 0 1 
48 
0 .470 
0 .219 
0 . 2 4 5 
0 . 2 4 5 
0 .158 
0 . 4 2 1 
0 .488 
0 .024 
0 
0 .640 
0 . 1 0 1 
0 .061 
0 .383 
0 . 0 6 3 
0 .010 
0 .698 
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TABLE-12.4 
ARIMA MODEL FOR EIGHT DIFFERENT PHASES OF BSE-SENSEX AND 
BSE-100 
MODEL : y t = A y t . i + C + e 
TIME 
SERIES 
(Vt) 
1HL 
1TW0PR 
17W00R 
1CR 
2HL 
2TW0PR 
2TW00R 
2CR 
3HL 
3TW0PR 
3TW00R 
SCR 
4HL 
4TW0PR 
4TW00R 
4CR 
5HL 
5TW0PR 
5TW00R 
SCR 
6HL 
6TW0PR 
6TW00R 
6CR 
7HL 
7TW0PR 
7TW00R 
7CR 
A 
0 .7359 
0 .0882 
0 .1859 
0 .0929 
0 .4030 
0 .2714 
0 .0978 
0 . 0 8 0 1 
0 .4487 
0 .2180 
0 .2622 
0 .1915 
0 .2156 
0 .2594 
0 .2938 
0 .2133 
0 .4004 
0 .3820 
0 .3446 
0 .0926 
0 .3903 
0 .2393 
0 .2853 
- 0 . 0 4 8 
0 .6200 
0 .2590 
0 .0518 
0 .0673 
C 
9 .065 
- 1 . 4 4 3 3 
1.4626 
0 .4688 
3 1 . 7 8 6 
- 1 . 8 4 9 9 
1.1714 
- 0 . 2 2 5 3 
2 5 . 0 2 0 
- 1 . 0 7 2 3 
0 .9033 
0 .2587 
28 .878 
- 1 . 1 6 8 2 1 
0 .40289 
- 0 . 0 8 2 4 3 
38 .256 
- 1 . 3 4 5 8 
1.0299 
0 .0796 
49 .434 
- 1 . 7 2 5 8 
1,4135 
0 ,2509 
46.-087 
- 2 . 3 1 5 7 
2 . 1 1 1 6 
- 0 . 1 0 1 2 
P VALUE FOR MODIFIED BOX-PIERCE 
(LJUNG-BOX) CHI-SQUARE STATISTIC OF 
RESIDUALS AT LAGS: 
12 
0 
0 .110 
0 .003 
0.414 
0 .080 
0 .043 
0 .422 
0 .065 
0 
0 .167 
0.164 
0 .008 
0 .173 
0 .529 
0 .087 
0 .057 
0 .050 
0 .527 
0 .007 
0 .025 
0 . 0 1 1 
0 .007 
0 .529 
0 .186 
0 
0 
0 
0 .138 
24 
0 
0 .370 
0 .022 
0.804 
0 .030 
0 .042 
0 .295 
0 .201 
0 
0 .035 
0 .095 
0 .008 
0 .416 
0 .902 
0 .195 
0 .437 
0 .442 
0 .935 
0 .082 
0 .247 
0 .022 
0 .021 
0 .571 
0 .530 
0 
0 
0 
0 .003 
36 
0 
0 .579 
0 .086 
0 .805 
0 .055 
0 .010 
0 . 1 6 3 
0 .053 
0 
0 .089 
0 .185 
0 .010 
0 .400 
0.904 
0 .495 
0 .324 
0 .736 
0 ,947 
0 . 3 6 5 
0 .537 
0 .004 
0 .058 
0 .332 
0 .875 
0 
0 
0 
0 .000 
48 
0 
0 .840 
0 .155 
0 . 7 9 6 
0 .196 
0 .018 
0 .270 
0 . 0 9 3 
0 
0 .094 
0 .278 
0 .038 
0 .662 
0 . 8 4 5 
0 .494 
0 . 1 4 3 
0 . 8 0 6 
0 . 9 7 3 
0 .254 
0 . 5 5 5 
0 .020 
0 . 0 4 3 
0 .302 
0 .536 
0 
0 
0 
0 .000 
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TABLE -12.4 CONTINUED 
TIME 
SERIES 
(yt) 
8HL 
8TW0PR 
8TW00R 
SCR 
100-(hl)-1 
100(0.2PR 
)1 
100(0.20 
R)1 
100(CR)1 
100-(hl)-
1 2 
100(0.2PR 
)1_2 
100(0.20 
R)1 2 
100(CR)1 
2 
100-(hl)-
1 3 
100(0.2PR 
)1_3 
100(0.20 
R)1_3 
100(CR)1 
3 
100-(hl)-
1 4 
100(0.2PR 
)1_4 
100(0.20 
R)1_4 
100(CR)1 
4 
A 
0.4364 
0 .3664 
0 .3494 
0 .0161 
0 .8114 
0 .0936 
0 .2809 
0 .4986 
0 .5282 
0 .3058 
0 .1127 
0 .1245 
0 .5128 
0 .3244 
0 .3234 
0 .2465 
0 . 2 9 3 1 
0 .3028 
0 .3010 
0.2824 
c 
30 .386 
- 1 . 2 5 4 4 9 
0 .86236 
0 .06010 
2 . 2 2 0 5 
- 1 . 0 0 4 4 
0 .9683 
0 .4986 
7 .7872 
0 .3058 
0 .6039 
- 0 . 2 1 4 4 
8 .4713 
- 0 . 7 5 3 0 9 
0 .64420 
0 .23539 
9 .8247 
- 0 . 9 7 3 8 0 
0 .23170 
- 0 . 0 9 8 0 8 
P VALUE FOR MODIFIED BOX-PIERCE 
(LJUNG-BOX:i CHI-SQUARE STATISTIC OF 
RESIDUALS AT LAGS: 
12 
0 .128 
0 .001 
0 .110 
0 .562 
0 
0 .041 
0 .002 
0 .033 
0 .006 
0 .016 
0 .033 
0 .008 
0 
0 .406 
0 .261 
0 .265 
0 .246 
0 .597 
0.584 
0 .448 
24 
0 .222 
0 .042 
0 .341 
0 .823 
0 
0 .228 
0 .025 
0 .138 
0 .061 
0 .007 
0 .020 
0 .018 
0 
0.204 
0 .303 
0 .253 
0 .627 
0 .912 
0 .780 
0 .808 
36 
0 .319 
0 .129 
0 .355 
0 .970 
0 
0 .455 
0 .172 
0 .622 
0 .348 
0 .024 
0 .002 
0 . 0 3 3 
0 
0 .371 
0 .528 
0 .159 
0 .719 
0 .969 
0 .978 
0 .965 
48 
0 . 2 8 1 
0 .037 
0 .030 
0 .821 
0 
0 .668 
0 . 3 5 3 
0 .649 
0 .709 
0 .019 
0 . 0 0 3 
0 .096 
0 
0 .610 
0 .637 
0 .238 
0 .799 
0 .990 
0 .708 
0 .787 
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TABLE-12.4, CONTINUED 
TIME 
SERIES 
(Yt) 
100-(hl)-
1 5 
100(0.2PR 
)1_5 
100(0.20 
R)1_5 
100(CR)1 
_5 
100-(hl)-
1 6 
100(0.2PR 
)1_6 
100(0.20 
R)1 6 
100(CR)1 
_6 
100-(hl)-
1 7 
100(0.2PR 
)1_7 
100(0.20 
R)1 7 
100(CR)1 
7 
100-(hl)-
1 8 
100(0.2PR 
)1_8 
100(0.20 
R)1 8 
100(CR)1 
8 
A 
0 .3885 
0 .4292 
0 .4018 
0 .1956 
0 . 3 1 3 1 
0 .2156 
0 .2316 
0 .0450 
0 .6870 
0 .4051 
0 .1994 
0 .1149 
0 .4351 
0 .3597 
0 .3525 
0 .0063 
c 
13.0790 
- 0 . 9 8 7 0 7 
0 .64882 
0 .05378 
23 .942 
- 1 . 7 0 9 1 
1,4889 
0 .2769 
21 .317 
- 1 . 9 8 3 8 
1.8199 
- 0 . 1 6 7 6 
14 .5864 
- 1 , 2 3 2 8 7 
0 .85459 
0 .07888 
P VALUE FOR MODIFIED BOX-PIERCE 
(LJUNG-BOX) CHI-SQUARE STATISTIC OF 
RK.sinuAi,;; AT i,Ai;;;: 
12 
0.017 
0 .156 
0 .002 
0.004 
0 .001 
0 .109 
0 ,222 
0 .208 
0 
0 
0 
0 .676 
0 .473 
0 
0 .028 
0 .469 
24 
0 .059 
0 .682 
0 .047 
0 .076 
0 .005 
0 .115 
0.304 
0 .502 
0 
0 
0 
0 .209 
0 .839 
0 
0 .037 
0 .611 
36 
0 .270 
0 .451 
0 .281 
0 .175 
0 . 0 0 3 
0 .330 
0 .344 
0 .835 
0 
0 
0 
0 .379 
0 .632 
0 
0 .027 
0 .780 
48 
0 .582 
0 .533 
0 .504 
0 .365 
0 .018 
0 .325 
0 .470 
0 . 5 5 1 
0 
0 
0 
0 .353 
0 .636 
0 
0 .006 
0 .552 
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CHAPTER-5.3_ 
EFFECTS OF FIRST FEW BEST CUM WORST RETURN 
DAYS ON INDICES MEAN RETURN 
It was shown in chapters 7, 8 and 11, both the indices and its components show 
clustering of extreme values of returns (or intra-day volatility). Hence, there is a 
need to assess the impact of those days having extreme values on the mean of 
the indices return. From the composite return spectrum, successively days of 
best optimistic returns was removed upto 600 trading days (or little over 20% of 
the total trading days) and the mean cum standard deviation re-computed. For 
assessing the impact of worst return days, worst pessimistic returns (i.e. 0.2% 
Pessimistic return) were removed successively and the similar procedure was 
adopted. This apart the probability profile changes of the mean returns were 
studied. Figures 13.1 to 13.16 presents the effects on the mean return spectrum 
(both mean and standard deviation) consequent to the successive removal of top 
600 best returns (optimistic return) and bottom 600 (pessimistic returns). Figures 
13.17 - 13.24 shows the effect of successively removing upto 600 top and 
bottom returns on the probability of getting positive returns (i.e. a daily return 
over zero). Following features are noticed from these figures. 
1) As more and more top best returns are removed, both BSE -
SENSEX and BSE-100 display a drastic fall in the mean and 
standard deviation of optimistic returns (upto nearly 100%). The 
decrease in closing and pessimistic returns is marginal. Similarly 
there is upto 30% fall in the S- Pessimistic return. 
2) The reverse happens in the case of removal of bottom worst 
returns, (i.e. a drastic increase in the mean and standard deviation 
of pessimistic returns and marginal increases in closing and 
optimistic returns) 
268 
3) Removal of about 20% of top best returns results in the probability 
of getting positive returns going down from about 40% to about 
20%. (In the case of S-returns, the probability of getting positive 
returns increases by little over 10% to around 50%). 
4) Removal of about 20% of worst returns (i.e. from pessimistic return) 
results in about 18% increase in the probability of getting positive 
returns (and in case of S-returns 18% decrease in the probability of 
getting positive return). 
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EFFECT OF REMOVAL OF TOP FEW BEST RETURNS ON THE MEAN 
RETURN OF BSE-IOO 
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EFFECT OF REMOVAL OF TOP BEST RETURNS ON THE MEAN DAILY 
RETURN OF BSE-SENSEX 
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EFFECT OF REMOVAL OF TOP FEW BEST RETURNS ON THE MEAN DAILY S-
RETURN OF BSE-100 
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BSE-SENSEX 
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EFFECT OF REMOVAL OF TOP FEW BEST RETURNS ON THE STANDARD 
DEVIATION OF MEAN RETURN OF BSE-100 
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EFFECT OF REMOVAL OF TOP FEW BEST RETURNS ON THE STANDARD 
DEVIATION OF MEAN RETURN OF SENSEX 
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EFFECT OF REMOVAL OF TOP FEW BEST PERFORMING DAYS ON THE STANDARD 
DEVIATION OF MEAN S-RETURNS 
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EFFECT OF REMOVAL OF TOP FEW BEST RETURNS ON THE STANDARD DEVIATION 
OF MEAN S- RETURN OF BSE- SENSEX 
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EFFECTS OF REMOVAL OF FIST FEW WORST PERFORMING DAYS ON THE 
MEAN RETURN OF BSE-100 
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EFFECTS OF REMOVAL OF FIRST.FEW WORST DAYS ON THE MEAN RETURN OF 
BSE-SENSEX 
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EFFECTS OF REMOVAL OF FIRST FEW WORST PERFORMING DAYS ON THE 
MEAN S-RETURN OF BSE-100 
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EFFECTS OF FIRST FEW DAYS OF WORST RETURN ON THE MEAN S-
RETURN OF BSE-SENSEX 
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EFFECTS OF FIRST FEW WORST PERFORMING DAYS ON THE STANDARD 
DEVIATION OF RETURNS OF BSE-100 
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EFFECTS OF REMOVAL OF FIRST FEW DAYS OF WORST RETURN ON THE 
STANDARD DEVIATION OF RETURNS OF BSE-SENSEX 
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EFFECT OF FEW WORST RETURN DAYS ON THE STANDARD DEVIATION 
OF S-RETURN OF BSE-100 
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EFFECT OF REMOVAL OF FIRST FEW DAYS OF WORST RETURN ON THE 
STANDARD DEVIATION OF S- RETURNS OF BSE-SENSEX 
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ffFBCT OF RBNOV AL OF TOP FBN BEST RETURhS ON THE PROBABILITY OF GETTING 
POSITIVE RETURNS FROM BS&100 
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EFFECT OF REMOVAL OF FEW BEST RETURNS ON THE PROBABILITY OF GETTING 
POSITIVE DAILY RETURNS FROM BSE-SENSEX 
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EFFECT OF REMOVAL OF TOP FEW BEST RETURNS ON THE PROBABILITY OF 
GETTING DAILY POSITIVE S-RETURN3 FROM BSE-100 
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EFFECT OF REMOVAL OF FEW BEST RETURNS ON THE PROBABIUTY OF 
GETTING POSITIVE S- RETURNS FROM BSE-SENSEX 
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EFFECT OF TOP FEW WORST RETURN DAYS ON THE PROBABILITY OF GETTING 
POSITIVE DAILY RETURN FOR BSE-100 
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EFFECT OF REMOVAL OF FEW WORST RETURNS ON THE PROBABILHY OF 
GETTING POSITIVE QAILY RETURN FROM BS&SENSEX 
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EFFECT OF REMOVAL OF FEW WORST RETURN DAYS ON GETTING POSITIVE DAILY 
S - RETURN FROM BSE-100 
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CHAPTER-5.4_ 
EFFECTS OF HOLDING PERIOD ON THE INDICES 
RETURN 
It was seen in earlier chapters that the probability of getting positive daily returns 
is between 0.4 to 0.5. In case of monthly and yearly returns, the same probability 
increases to 0.6 and 0.8 respectively. In this chapter the possibility of eaming 
superior returns by varying the holding period is explored. The simulated model 
is as follows: 
Buy and hold the indices for varying period's upto 200 trading days on a rolling 
basis and thereafter sell. Thus buying takes place on a daily basis and selling is 
as per the chosen holding period. After the sell is complete, the various retums 
are computed (i.e. 0.2% Pessimistic return, optimistic return. Closing and S-
Returns). 
Figures 14.1 - 14.17 display the daily return and S-return spectrum graph for 
varying holding periods upto 200 trading days. Figures 14.18 to 14.30 shows 
both the ACF and PACF of closing returns. The ACF and PACF of other retums 
(0.2% optimistic and Pessimistic) are similar and hence not shown. Figures 14.31 
and 14.32 respectively show the probability of getting positive retums for varying 
holding periods for BSE-SENSEX and BSE-100. Figures 14.33 and 14.34 shows 
the return spectrum of varying holding periods of BSE-100 and BSE-SENSEX 
respectively. Figures 14.35 and 14.36 shows the standard deviation of the same. 
From these figures, the following observations are made. 
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1) Changes in return series: As the holding period increases, the extreme 
values shrinks, then gradually disappears and finally gets transfonned to a 
continuous line with a tendency to be above zero line. 
2) ACF and PACF: As the holding period increases, ACF displays more and 
more pronounced serial correlation and in case of PACF several 
significant correlation at various lags gradually disappear. 
3) Return Spectrum: As the holding period increases, the return spectrum 
shifts higher and higher and goes upto 10%. Moreover all the three returns 
- Optimistic, Pessimistic and closing returns converges to a very narrow 
band. And the standard deviation of all the three returns merges and 
increases upto 40%. 
4) Probability of getting positive Retums: The probability of getting positive 
returns rapidly increases to 0.8 for 20 days holding and reaches 1 within 
100 days (i.e. guaranteed positive return). 
5) Although higher holding period decreases downward risks, and offers 
guaranteed positive returns, it is observed that on per trading day basis, 
the mean returns are about 0.08%. 
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BSE-SENSEX- 12 DAY HOLDING DAILY - RETURN SPECTRUM 
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BSE-SENSEX- 100 DAY HOLDING DAILY - RETURN SPECTRUM 
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BSE-SENSEX- 200 DAY HOLDING DAILY - RETURN SPECTRUM 
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BSE-SENSEX- 6 DAY HOLDING DAILY - S- RETURN SPECTRUM 
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BSE-SENSEX- 12 DAY HOLDING DAILY - S- RETURN SPECTRUM 
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BSE-SENSEX- 100 DAY HOLDING DAILY - S- RETURN SPECTRUM 
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BSE-SENSEX- 200 DAY HOLDING DAILY - S- RETURN SPECTRUM 
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DAILY RETURN SPECTRUM OF 2 DAYS HOLDING - BSE-100 
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DAILY RETURN SPECTRUM OF 6 DAYS HOLDING - BSE- 100 
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DAILY RETURN SPECTRUM OF 15 DAYS HOLDING - BSE- 100 
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DAILY RETURN SPECTRUM OF 20 DAYS HOLDING - BSE- 100 
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ACF OF CLOSING RETURN - 6 DAYS HOLDING-BSE-100 
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ACF OF CLOSING RETURN - 10 DAYS HOLDING-BSE-100 
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ACF OF CLOSING RETURN - 15 DAYS HOLDING-BSE-100 
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ACF OF CLOSING RETURN - 20 DAYS HOLDING-BSE-100 
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PACF CLOSING RETURN- 6 DAYS HOLDING - BSE- 100 
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PACF - CLOSING RETURN- 15 DAYS HOLDING - BSE- 100 
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PACF - CLOSING RETURN- 200 DAYS HOLDING - BSE-100 
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EFFECT OF HOLDING PERIOD ON THE PROBABILITY OF GETTING 
DAILY POSITIVE RETURN ON BSE-SENSEX 
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HOLDING PERIOD EFFECTS ON BSE-100 (JAN 91 TO 
MAY 03) 
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STANDARD DEVIATION OF HOLDING PB^OD RETURNS - BSE-100 
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CHAPTER-5.5_ 
LINKAGES BETWEEN THE ECONOMY AND STOCK 
MARKETS 
It's often said that stock markets are barometers of the economy. In this chapter 
the linkages between the monthly closing value of BSE-SENSEX and BSE-100 
and various economic indicators as M3, Trade Balance, Forex reserves, Banking 
data (as aggregate temn deposits, cash in hand with banks, aggregate bank 
credit), CPI (consumer Price Index), Market related variables (New Issues value, 
Fll (Foreign institutional Investment in Indian markets), Market Capitalization, 
Market tumover), Gold Prices and Forex related data (exchange rate of rupee 
with dollar, British pound, yen and Euro/Duetsch mari^ ) would be studied. The 
extent and strength of the linkages is studied by examining their cross-
correlations. Draftsman plot, matrix plots and multiple linear regression analysis. 
Multiple linear analyses are separately dealt with in chapter 17. Figures 15.1 to 
15.28 display cross correlation plots between the indices and economic 
variables. Figures 15.29 to 15.39 shows the draftsman and matrix plots of these 
variables. The salient observations from these figures are: 
1) The economic variables showing strong and sustained correlation with 
lags are MS, FQREX (both in Rupees and Dollar), all studied Forex rates 
(Dollar, Yen, Pound, DM/Euro), CPI, Banking related variables (as 
Aggregate Temn Deposits, credit. Cash in hand by banks) and Maricet 
related variables - Turnover and Market capitalization). 
2) Trade Balance and New issues exert strong negative and sustained 
correlation over several lags. 
3) Surprisingly the Fll investments and rate of change of indices with all the 
economic variables show mild and no correlation. 
4) A look into the Draftsman plot and Matrix plots reveal that most of the 
economic variables show strong upward trends. 
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FIGURE- 15.1 
CCF - correlates SENSEXft) and TBrt+k^  
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CCF - correlates SENSEX(rt and TD(t+k) 
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CCF - correlates SENSEXrt) and CREDITft+k) 
FIGURE- 15.13 
CCF - correlates SENSEXffl and TB(t+k) 
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CCF - correlates CPIft) and SENSEXft-Hk) 
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CCF - correlates SENSEX(t) and FOR(t+k) 
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CCF - correlates SENSEXm and FII CR(t+k) 
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CCF - correlates SENSEXrt) and CAP-B Ut+k) 
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CCF - correlates SENSEX(t) and MCAP/1000(t+k) 
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CCF - correlates Fll CRfO and MCAP/lOOOft+k) 
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CCF - correlates SENSEX(t) and ISSft+k 
FIGURE-15.27 
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DRAFTSMAN PLOT OF SENSEX AND BSE-100 WITH ECONOMIC VARIABLES 
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DRAFTSMAN PLOT OF RATE OF CHANGE OF SENSEX WITH 
VARIOUS ECONOMIC VARIABLES 
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CHAPTER-5.6_ 
LINKAGES BEW/EEN THE INDIAN AND OTHER 
INTERNATIONAL STOCK MARKETS 
Globalisation leads to integration of world economies. Obviously Stock 
exchanges cannot be excluded from the process of global integration. In this 
chapter, the extent and strength of integration of Indian stock exchanges with the 
international stock exchanges are studied. Monthly closing values of various 
intemationa! indices ( HANSEN, FTS, DOW JONES. SINGAPORE and NIKKEI) 
were subjected to cross correlations and were visualized through matrix and 
Draftsman plots. Figures 16.1 to 16.12 shows the cross conrelation plots between 
the Sensex and various other international indices as well as the cross 
con-elations of their first differences. Figures 16.13 to 16.19 displays the matrix 
and draftsman plots of these variables. Some major findings from these figures 
are: 
1) Except NIKKEI other indices show strong and sustained correlation with 
the BSE- SENSEX and BSE-100 for entire period from 1991. 
2) Although the closing indices correlate well (as indicated above), their first 
difference (or the rate of change of these indices) shows no correlation. 
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CCF - correlates DSENSEX(t) and DBSE-lOOg+k) 
FIGURE-16.7 
CCF - correlates DSENSEX(ft and DFTSft+k^ 
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CCF - correlates DSENSEX(rt and DGERMAN(t+k) 
FIGURE-16.9 
CCF - correlates DSENSEXft) and DHANSENft+k) 
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CCF - correlates DSENSEXft) and DNIKKEI(t+k) 
FIGURE-16.11 
CCF - correlates DSENSEXfO and DS&Pft+k) 
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DRAFTSMAN PLOT OF RATE OF CHANGE OF SENSEX WITH 
VARIOUS FOREX RATES 
V) 
z 
CO 
o 
8 
in 
CD o 
i 
0258260 
•6,5E-02 
0 349988 
•30E-CI2 
36570 5 
34349 5 
k 
• < • 
>Jt 
f^t 
: 1 
.3*. • 
J 
f i«'^P»» ?^'/» 
OOOUAR DPOUND OOM/EUR OVEN DATE 
FIGURE: 16.15 
DRAFTSMAN PLOT OF RATE OF CHANGE OF VARIOUS INDICES 
jU 02WMO . 
I 
oMmt 
ttma . 
KH04 . 
xU 
'' - ]#!•# 
i-
S B ' * 
^i 
• ^ 
511 
# 
S-
%-^? 
.<•** x.*-^  -^ >^ i^v *<:*^  .<**'* ^ v' 
DFTt O O B M H N 0 H M « B I OHIKKB OUT OSINO DATE 
FIGURE: 16.16 
336 
0) S 
5 » 
(0 
D 
O 
< 
> 
o 
o 
UJ 
UJ 
Q: 
UJ 
O 
> < 
a: 
< 
UJ (/) 
m 
a 
z 
UJ 
tttM«WN«1't} 
% 
mm 
I 
T T 
» 
v\^ ^ 
NU\*\ 
T ^ r 
« \ 
> H ^ 
^^V^A. 
I I ' I I 
• • H IHIHa • • • » • • • • • MMH aMMi aii^H 
\NhM>^^^ 
^ : ^ 
si? X 
I ' I I " I I ' l l 
^ 
s 
: > 
^ fit « S 9 1 }& 2 * • • AH tn 11 
^ 91 H n M ss u M gsi n 
FIGURE: 16.17 
337 
CO 
LU O 
Q 
Z 
w 
D 
O 
§ 
O 
Lu o 
(9 £i 
or 
o 
Q. 
>< 
h: 
4 
^ • ^ % \ 
« 
4 
f 
\ % % . 
I 
\ 
1 
! • % 
\h^ 
^ 
1 
^4 
1^ 4:^  
%%J# 
x.m* 
%%. I #%• 
• 
Sffi 
w1r» 
«n 
' 3 • 
% ^ 
^ii 
i%* 
W '^*^TfW^ 
•X».-
"rrnr-i n i i " i i " i i " i i ' i i ' i 
\ 
X 
V 
X 
: \ 
* > 
FIGURE: 16.18 
338 
(0 Ul 
o 
o 
z 
(0 
D 
o 
$ 
LL 
O 
lU 8 (9 d: 
O 
u. 
O 
(0 i 
LL 
O 
Q. 
>< 
•^•S ' * • 
^ 
• £A.*#* 
k 
1 
• •! 
\ 
§ 
T—r 
V. 
. « * , 
ISA 
I 
^ . 
t T» 
m 1/ 
' % 
• ^ l \ 
n; • • « 
* « ( f 
4«ii» 
1—r—"T—r^'T—r*-i—i " i i 
* 
I! f^  i 
FIGURE: 16.19 
339 
CHAPTER-5.7 REGRESSION ANALYSIS 
In the previous two chapters the correlation characteristics between the 
SENSEX. BSE-100 indices with economic variables and international indices 
were established. And in chapter 9, correlation amongst various variables of 
SENSEX and BSE-100 were examined. In this chapter the relationship between 
correlated variables are further examined by means of regression analysis. Chart 
17 (A to t) presents the extract of select regression analysis. Major observations 
from this chart are as under: 
1) Although the regression of SENSEX with economic, market related and 
international indices shows very high R 2, they suffer from very low value 
of Durbin Watson statistic. The same is the case with regression amongst 
various phases of SENSEX and BSE-1 GO. 
2) The regression equation amongst SENSEX and composite economic, 
market and international indices appears O.K. (chart 2-(F)). Same is the 
case with all SENSEX retums (Chart 2-(l)). 
3) Multicollinearity is detected amongst some variables. 
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CHART-17 
EXTRACT OF REGRESSION ANALYSIS 
A) MULTIPLE REGRESSION BETWEEN SENSEX AND INDICES OF GERMAN. 
HANSEN,N1KKEI, S&P AND SINGAPORE 
Multiple linear repression 
Intercept 
GERMAN 
HANSEN 
NIKKEI 
S&P 
SING 
bO = 1159.216652 
b1 = 0.038675 
b2 = 0.090641 
b3 = -0.036078 
b4 = 0.373251 
b5 = 0.827471 
r = 0.032784 
r = 0.198241 
r =-0.208132 
r = 0.055568 
r = 0.287049 
t = 3.360384 
t = 0.399051 
1 = 2.480541 
t = -2.588728 
t = 0.677055 
t = 3.645527 
P = 0.001 
P = 0.6904 
P = 0.015 
P = 0.0106 
P = 0.4994 
P = 0.0004 
SENSEX = 1159.216652+0.038675 GERMAN+0.090641 HANSEN 
0.036078 NIKKEI +0.373251 S&P +0.827471 SING 
Analysis of variance from regression 
Source of variation Sum Souares DP 
Regression 70235919.262869 5 
Residual 38965223.558164 148 
Total (corrected) 109201142.821034 153 
Root MSE = 513.106751 
F = 53.354839 P < 0.00C1 
Multiple correlation coefficient (R) = 0.801985 
R» =64.317934% 
Ra» = 63.112459% 
Durbin-Watson test statistic = 0.371308 
Mean Souare 
14047183.852574 
263278.537555 
Multiple linear regression - colllnearitv and parameter detail 
constant 
GERMAN 
HANSEN 
NIKKEI 
S&P 
SING 
Coefficient 
1159.216652 
0.038675 
0.090641 
-0.036078 
0.373251 
0.827471 
Standard Error 
344.965548 
0.096917 
0.036838 
0.013936 
0.551287 
0.226983 
95% Confidence Interval 
477.522474 to 1840.91083 
-0.152844 to 0.230194 
0.017845 to 0.163437 
-0.063618 to -0.008538 
-0.716159 to 1.462662 
0.378926 to 1.276017 
341 
Variance Inflation Factor (VIF\ Tolerance (1A/IF^ 
S&P 22.560915 * 0.044324 
GERMAN 17.381806 0.057531 
HANSEN 9.062178 0.110349 
SING 4.139716 0.241562 
NIKKEI 2.13017 0.469446 
mean VIF 11.054957 
Normal Plot for Residuals (linear regression) 
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B) MULTIPLE REGRESSION BETWEEN BSE-100 AND INDICES OF GERMAN, 
HANSEN, NIKKEI AND S&P. 
BSE-100 = 899.167472 +0.176683 GERMAN +0.101477 HANSEN 
0.010954 NIKKEI -0.947359 S&P 
Multiple correlation coefficient (R) = 0.800032 
R» =64.005124% 
Ra» = 63.005266% 
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Ourbin-Watson test statistic = 0.3892 
C) MULTIPLE REGRESSION BETWEEN BSE-SENSEX AND VARIOUS ECONOMIC 
VARIABLES. 
Intercept 
GOLD 
TD 
CIH 
CREDIT 
CMH 
CML 
CMA 
CPI 
M3 
TB 
FOR 
FORD 
FTB 
bO = 3262.789689 
b1 = 0.350674 
b2 = 0.067188 
b3 = 0.247767 
b4 =-0.002315 
b5 = 25.827218 
b6 = -5.925647 
b7 = -46.52274 
b8 =-15.134949 
b9 = -0.001066 
bio = -0.49203 
b11 =-0.006637 
b12 = 0.15782 
b13 = 1.773265 
r = 0.205026 
r = 0.183938 
r = 0.130812 
r =-0.044215 
r = 0.158317 
r =-0.021354 
r =-0.128447 
r =-0.262131 
r =-0.043553 
r = -0.202995 
r =-0.150032 
r = 0.561243 
r = 0.213949 
t = 3.522957 
t = 2.063101 
t = 1.843028 
t= 1.299514 
t = -0.435889 
t= 1.579159 
t =-0.210361 
t =-1.275625 
t =-2.675239 
t =-0.429352 
t =-2.041781 
t =-1.494563 
t = 6.678661 
t = 2.157096 
P = 0.0007 
P = 0.0418 
P = 0.0684 
P = 0.1968 
P = 0.6639 
P = 0.1176 
P = 0.8338 
P = 0.2051 
P = 0.0088 
P = 0.6686 
P = 0.0439 
P = 0.1383 
P < 0.0001 
P = 0.0335 
SENSEX = 3262.789689 +0.350674 GOLD +0.067188 TD +0.247767 CIH -0.002315 CREDIT 
+25.827218 CMH -5.925647 GML -46.52274 CMA -16.134949 CPI -0.001066 M3 -0.49203 TB • 
0.006637 FOR +0.15782 FORD +1.773265 FTB 
Analysis of variance from regression 
Source of variation Sum Souares DF 
Regression 69129091.528567 13 
Residual 24329310.435824 97 
Total (corrected) 93458401.964391 110 
Root MSE = 500.816966 
F = 21.201151 P< 0.0001 
Multiple correlation coefficient (R) = 0.860045 
R* = 73.967765% 
Ra» = 70.478909% 
Durbin-Watson test statistic = 0.596024 
Mean Souare 
5317622.425274 
250817.633359 
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Multiple linear regression - collinearitv and parameter detail 
constant 
GOLD 
TD 
CIH 
CREDIT 
CMH 
CML 
CMA 
CPI 
M3 
TB 
FOR 
FORD 
FTB 
M3 
CREDIT 
CPI 
TD 
TB 
FTB 
CMA 
FORD 
FOR 
CIH 
CMH 
CML 
GOLD 
mean VIF 
Coefficient 
3262.789689 
0.350674 
0.067188 
0.247767 
-0.002315 
25.827218 
-5.925647 
-46.52274 
-15.134949 
-0.001066 
-0.49203 
-0.006637 
0.15782 
1.773265 
Standard Error 
926.150934 
0.169974 
0.036455 
0.190661 
0.005312 
16.355048 
28.168926 
36.470555 
5.657419 
0.002484 
0.240981 
0.004441 
0.023631 
0.822061 
95% Confidence Interval 
1424.636455 to 5100.942922 
0,013322 to 0.688026 
-0.005166 to 0.139542 
-0.130643 to 0.626176 
-0.012858 to 0.008227 
-6.633025 to 58.287461 
-61.833168 to 49.981874 
-118.906697 to 25.861217 
-26.36336 to -3.906538 
-0.005996 to 0.003863 
-0.97031 to -0.01375 
-0.015451 to 0.002177 
0.11092 to 0.20472 
0.141701 to 3.404828 
Variance Inflation Factor A/IF) Tolerance (1/VIF) 
161.768844 
113.816191 
74.683573 
51.47248 
41.588476 
28.026705 
25.615199 
21.894189 
16.257827 
13.415951 
11.203615 
8.558724 
2.096127 
43.876762 
• 0.006182 
• 0.008786 
* 0.01339 
•0.019428 
* 0.024045 
• 0.03568 
* 0.039039 
• 0.045674 
0.061509 
0.074538 
0.089257 
0.11684 
0.47707 
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Normal Plot for Residuals (linear regression) 
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D) MULTIPLE REGRESSION BETWEEN BSE-SENSEX AND VARIOUS ECONOMIC 
VARIABLES. OTHER STOCK INDICES 
SENSEX = -256.518368 •<-0.522124 GERMAN •••0.063428 HANSEN -0.022947 NIKKEI -
1.202629 S&P +0.613386 SING -0.003317 TO +0.010951 CIH -0.000347 CREDIT -6.990864 
CPI -0.004895 M3 -0.011257 TB -0.006357 FOR +0.123062 FORD +0.116051 FTB 
+95.953079 DOLLAR +29.341605 POUND +39.502256 DM/EUR -36.818059 YEN 
Intercept 
GERMAN 
HANSEN 
NIKKEI 
S&P 
SING 
TD 
CIH 
CREDIT 
CPI 
M3 
TB 
FOR 
FORD 
FTB 
DOLLAR 
POUND 
DM/EUR 
YEN 
bO = -256.518368 
b1 = 0.522124 
b2 = 0.063428 
b3 = -0.022947 
b4 =-1.202629 
b5 = 0.613386 
b6 =-0.003317 
b7 = 0.010951 
b8 = -0.000347 
b9 = -6.990864 
bio = -0.004895 
b11 =-0.011257 
b12 = -0.006357 
b13 = 0.123062 
b14 = 0.116051 
b15 = 95.953079 
b16 = 29.341605 
b17 = 39.502256 
b18 =-36.818059 
r = 0.392302 
r = 0.168659 
r = -0.094864 
r =-0.134077 
r = 0.199142 
r =-0.027342 
r = 0.009202 
r =-0.033015 
r = -0.169866 
r = -0.403503 
r =-0.013247 
r =-0.199148 
r = 0.523703 
r = 0.030892 
r = 0.240162 
r = 0.159011 
r = 0.27697 
r =-0.181636 
t = -0.325705 
t = 4.8252 
t= 1.93589 
t =-1.07813 
t =-1.530725 
t = 2.299088 
t = -0.309451 
t = 0.104115 
t =-0.37373 
t=-1.950155 
t =-4.989312 
t =-0.149888 
t =-2.299151 
t = 6.955056 
t = 0.34967 
t = 2.799045 
t= 1.822193 
t = 3.261142 
t = -2.08974 
P = 0.7452 
P < 0.0001 
P = 0.0551 
P = 0.283 
P = 0.1283 
P = 0.0231 
P = 0.7575 
P = 0.9172 
P = 0.7092 
P = 0.0533 
P < 0.0001 
P = 0.8811 
P = 0.0231 
P < 0.0001 
P = 0.7272 
P = 0.0059 
P = 0.0708 
P = 0.0014 
P = 0.0386 
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Analysis of variance from regression 
Source of variation Sum Squares DF 
Regression 89165884.429663 18 
Residual 15867139.241812 128 
Total (corrected) 105033023.671475 146 
Root MSE = 352.082413 
F = 39.961111 P< 0.0001 
Multiple con-elation coefficient (R) = 0.921375 
R^  =84.89319% 
Ra» = 82.768795% 
Durbin-Watson test statistic = 1.020745 
Mean Square 
4953660.246092 
123962.025327 
Multiple linear regression - coilinearitv and parameter detail 
constant 
GERMAN 
HANSEN 
NIKKEI 
S&P 
SING 
TD 
CIH 
CREDIT 
CPI 
M3 
TB 
FOR 
FORD 
FTB 
DOLLAR 
POUND 
DM/EUR 
YEN 
Coefficient 
-256.518368 
0.522124 
0.063428 
-0.022947 
-1.202629 
0.613386 
-0.003317 
0.010951 
-0.000347 
-6.990864 
-0.004895 
-0.011257 
-0.006357 
0.123062 
0.116051 
95.953079 
29.341605 
39.502256 
-36.818059 
Standard Error 
787.57791 
0.108208 
0.032764 
0.021284 
0.78566 
0.266795 
0.010719 
0.10518 
0.000929 
3.584773 
0.000981 
0.075101 
0.002765 
0.017694 
0.331887 
34.280655 
16.10236 
12.113012 
17.618488 
95% Confidence Interval 
-1814.87582 to 1301.839085 
0.308016 to 0.736231 
-0.001402 to 0,128257 
-0.06506 to 0.019167 
-2.757191 to 0.351933 
0.085486 to 1.141286 
-0.024526 to 0.017892 
-0.197166 to 0.219067 
-0.002185 to 0.00149 
-14.08395 to 0.102223 
-0.006836 to -0.002954 
-0.159857 to 0.137343 
-0.011828 to -0.000886 
0.088052 to 0.158073 
-0.540645 to 0.772747 
28.122946 to 163.783212 
-2.519665 to 61.202875 
15.534592 to 63.46992 
-71.679247 to -1.95687 
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M3 
CPI 
FORD 
S&P 
DOLLAR 
FOR 
GERMAN 
POUND 
CIH 
CREDIT 
DM/EUR 
TD 
YEN 
TB 
HANSEN 
FTB 
SING 
NIKKEI 
mean VIF 
Variance Inflation Factor {VIF 
208.884176 
123.427679 
96.633736 
96.345265 
85.56934 
65.498313 
45.935803 
36.573959 
35.768329 
32.430188 
24.727257 
24.580481 
18.079177 
15.741419 
15.148884 
14.408082 
11.715206 
9.034094 
53.361188 
Tolerance (1A/IF^ 
* 0.004787 
•0.008102 
* 0.010348 
* 0.010379 
* 0.011686 
* 0.015268 
•0.02177 
* 0.027342 
* 0.027958 
* 0.030835 
• 0.040441 
* 0.040683 
0.055312 
0.063527 
0.066011 
0.069405 
0.085359 
0.110692 
Normal Plot for Residuals (linear regression) 
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E) MULTIPLE REGRESSION BETWEEN BSE-100 AND VARIOUS ECONOMIC 
VARIABLES, OTHER STOCK INDICES 
8SE-100 = -422.468955 +0.44996 GERMAN +0.024382 HANSEN +0.007017 NIKKEI -
1.575336 S&P +0.285272 SING -0.005075 TO +0.002666 CIH +0.000216 CREDIT -5.402994 
CPI -0.001597 M3 -0.00969 TB -0.002858 FOR +0.053731 FORD +0.07574 FTB +16.181588 
DOLLAR +24.793075 POUND +19.830269 DM/EUR +7.455979 YEN 
Analysis of variance from regression 
Source of variation Sum Souares DF 
Regression 24746792.573675 18 
Residual 3793284.301236 128 
Total (corrected) 28540076.874911 146 
Root MSB = 172.14829 
F = 46.391775 P< 0.0001 
Multiple correlation coefficient (R) = 0.931176 
R» =86.708921% 
Ra* = 84.839862% 
Durbin-Watson test statistic = 1.116855 
Mean Square 
1374821.809649 
29635.033603 
F) MULTIPLE REGRESSION BETWEEN BSE-SENSEX AND VARIOUS ECONOMIC 
VARIABLES, OTHER STOCK INDICES AND MARKET RELATED VARIABLES 
SENSEX = 2656.974942 +0.021357 MEXICO -0.001089 BRAZIL +0.61609 FTS -0.157424 
GERMAN -0.021082 HANSEN +0.006316 NIKKEI -0.766158 S&P +0.399928 SING -0.104943 
GOLD +0.091792 TD +0.106439 CIH -0.014204 CREDIT +5.633295 CMH -2.944698 CML -
10.670366 CMA -5.897177 CPI +0.043637 Fll CR -0.003287 M3 +0.004098 CAP-B +0.007635 
TO +0.027738 ISS -0.072772 TB -0.003629 FOR +0.121404 FORD +0.264073 FTB +71.670501 
DOLLAR -0.828836 POUND +19.987319 DM/EUR -87.902465 YEN 
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Intercept 
MEXICO 
BRAZIL 
FTS 
GERMAN 
HANSEN 
NIKKEI 
S&P 
SING 
GOLD 
TD 
CIH 
CREDIT 
CMH 
CML 
CMA 
CPI 
FIICR 
M3 
CAP-B 
TO 
ISS 
TB 
FOR 
FORD 
FTB 
DOLLAR 
POUND 
DM/EUR 
YEN 
bO = 2656.974942 
b1 =0.021357 
b2 =-0.001089 
b3 = 0.61609 
b4 =-0.157424 
b5 =-0.021082 
b6 = 0.006316 
b7 =-0.766158 
b8 = 0.399928 
b9 =-0.104943 
bio = 0.091792 
b11 =0.106439 
b12 = -0.014204 
b13 = 5.633295 
b14 = -2.944698 
b15 =-10.670366 
b16 =-5.897177 
b17 = 0.043637 
b18 =-0.003287 
b19 = 0.004098 
b20 = 0.007635 
b21 = 0.027738 
b22 = -0,072772 
b23 = -0.003629 
b24 = 0.121404 
b25 = 0.264073 
b26 = 71.670501 
b27 = -0.828836 
b28= 19.987319 
b29 = -87.902465 
0.026012 
-0.061788 
0.355522 
-0.152719 
-0,079727 
•• 0.034374 
^-0.074113 
= 0.186841 
= -0.064349 
: 0.294724 
= 0,145694 
= -0,409122 
= 0,085196 
= -0,0227 
= -0,072506 
= -0,151811 
= 0,088318 
= -0,30966 
: 0.543476 
= 0.124649 
= 0.102171 
= -0.063743 
= -0.190512 
= 0.54075 
= 0.065179 
= 0.155811 
= -0,003413 
= 0,229045 
= -0,462705 
t = 2,069157 
t = 0,196451 
t = -0,46738 
t = 2,871749 
t =-1,166692 
t = -0,603847 
t = 0,259671 
t =-0,561083 
t= 1.435905 
t = -0.486832 
t = 2.328543 
t= 1.111829 
t =-3.38507 
t = 0.645564 
t =-0.171428 
t = -0.548855 
t =-1.159589 
t = 0.669401 
t = -2.458732 
t = 4.888057 
t = 0.948473 
t = 0.775429 
t = -0.482227 
t =-1,465172 
t = 4.853363 
t = 0.493136 
t= 1.190894 
t = -0.025766 
1=1.776478 
t = -3.940552 
P = 0.0431 
P = 0.845 
P = 0.642 
P = 0.0057 
P = 0.2482 
P = 0.5483 
P = 0.7961 
P = 0.5769 
P = 0.1565 
P = 0.6282 
P = 0.0235 
P = 0.2709 
P = 0.0013 
P = 0,5212 
P = 0.8645 
P = 0,5852 
P = 0.2511 
P = 0,5059 
P = 0,017 
P < 0.0001 
P = 0.3469 
P = 0.4413 
P = 0.6315 
P = 0.1484 
P < 0.0001 
P = 0.6238 
P = 0.2386 
P = 0.9795 
P = 0.081 
P = 0.0002 
Analysis of variance from regression 
Source of variation Sum Squares DF 
Regression 39173333.496574 29 
Residual 2702510.929394 57 
Total (corrected) 41875844.425968 86 
Root MSE = 217.744053 
F = 28.490491 P < 0.0001 
Multiple correlation coefficient (R) = 0.967194 
R' = 93.546373% 
Ra» = 90.262948% 
Durbin-Watson test statistic = 1.751463 
Mean Square 
1350804.60333 
47412.472446 
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Multiple linear regression - collinearitv and parameter detail 
constant 
MEXICO 
BRAZIL 
FTS 
GERMAN 
HANSEN 
NIKKEI 
S&P 
SING 
GOLD 
TD 
CIH 
CREDIT 
CMH 
CML 
CMA 
CPI 
FIICR 
M3 
CAP-B 
TO 
ISS 
TB 
FOR 
FORD 
FTB 
DOLLAR 
POUND 
DM/EUR 
YEN 
Coefficient 
2656.974942 
0.021357 
-0.001089 
0.61609 
-0.157424 
-0.021082 
0.006316 
-0.766158 
0.399928 
-0.104943 
0.091792 
0.106439 
-0.014204 
5.633295 
-2.944698 
-10.670366 
-5.897177 
0.043637 
-0.003287 
0.004098 
0.007635 
0.027738 
-0.072772 
-0.003629 
0.121404 
0.264073 
71.670501 
-0.828836 
19.987319 
-87.902465 
Standard Error 
1284.085415 
0.108713 
0.00233 
0.214535 
0.134932 
0.034913 
0.024324 
1.365497 
0.278519 
0.215564 
0.03942 
0.095733 
0.004196 
8.726156 
17.177442 
19.441148 
5.085575 
0.065187 
0.001337 
0.000838 
0.00805 
0.035771 
0.150908 
0.002477 
0.025014 
0.535497 
60.1821 
32.168191 
11.251093 
22.307148 
95% Confidence Interval 
85.638251 to 5228.311633 
-0.196337 to 0.239051 
-0.005754 to 0.003576 
0.186492 to 1.045689 
-0.427621 to 0.112773 
•0.090994 to 0.04883 
-0.042392 to 0.055024 
-3.500518 to 1.968203 
-0.157798 to 0.957653 
-0.536603 to 0.326716 
0.012854 to 0.17073 
-0.085263 to 0.29814 
-0.022607 to -0.005802 
-11.840531 to 23.107121 
-37.341932 to 31.452537 
•49.600594 to 28.259862 
-16.080866 to 4.286511 
-0.086899 to 0.174172 
-0.005964 to -0.00061 
0.002419 to 0.005777 
•0.008485 to 0.023756 
•0.043892 to 0.099367 
-0.374959 to 0.229416 
-0.008589 to 0.001331 
0.071313 to 0.171494 
-0.808242 to 1.336387 
-48.842076 to 192.183077 
-65.244527 to 63.586856 
-2.542606 to 42.517244 
•132.571757 to -43.233172 
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S&P 
CREDIT 
TD 
CPI 
M3 
POUND 
DOLLAR 
FTS 
GERMAN 
TB 
FORD 
FTB 
MEXICO 
TO 
CAP-B 
DM/EUR 
SING 
CMA 
HANSEN 
FOR 
YEN 
CIH 
GOLD 
CMH 
CML 
NIKKEI 
BRAZIL 
FIICR 
ISS 
mean VIF 
Variance Inflation Factor (VIFl 
377.491896 
253.440576 
232.917972 
179.679258 
153.579294 
150.383575 
140.215478 
135.640955 
82.580403 
73.708606 
57.092115 
53.751877 
45.365241 
44.538862 
32.404441 
19.830211 
19.719236 
19.471891 
15.475214 
14.406371 
12.484436 
12.050961 
10.533008 
10.464133 
7.654339 
5.276024 
4.905142 
2.686267 
2.452182 
74.834481 
1 Tolerance (1 A/IF) 
* 0 002649 
* 0.003946 
• 0.004293 
* 0.005565 
•0.006511 
• 0 00665 
•0 007132 
* 0.007372 
•0.012109 
•0.013567 
•0.017516 
• 0,018604 
• 0.022043 
* 0.C22452 
• 0.03086 
0,050428 
0.050712 
0.051356 
0.064619 
0.069414 
0.0801 
0.082981 
0.09494 
0.095565 
0.130645 
0.189537 
0.203868 
0.372264 
0.4078 
351 
Normal Plot for Residuals (linear regression) 
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G) MULTIPLE REGRESSION BETWEEN SENSEX CLOSING OF VARIOUS PHASES. 
SCIosing = 4460.677605 -0.298746 ICiosing 0.094725 2-Closing +0.231461 3Closing 
0.303036 4Closing +0.228985 SCIosing -0.139288 6Closing -0.10699 7Closing 
Analysis of variance from regression 
Source of variation Sum Squares DF 
Regression 9009579.15751 7 
Residual 2271093.641142 238 
Total (corrected) 11280672.798652 245 
Root MSE = 97.685261 
F = 134.880256 P< 0.0001 
Multiple correlation coefficient (R) = 0.893686 
R' = 79.867392% 
Ra* = 79.275256% 
Durbin-Watson test statistic = 0.288^25 
Mean Square 
1287082.736787 
9542.410257 
352 
H) MULTIPLE REGRESSION BETWEEN SENSEX,BSE-100 CLOSING OF VARIOUS 
PHASES. 
100-C1_8 = 1731.136747 +0.001279 ICIosing -0.073429 2-Closing -0.045866 3Closing -
0.039088 4Closing +0.096392 5Closing +0,347038 6Closing +0.129328 7Closing -0.168324 
100-C1 +0.063349 100-C1_2 +0.320959 100-C1_3 -0.167149 100-C1_4 -0.076115 100-C1_5 
0.85943 100-C1 6-0.219311 100-C1 7 
Analysis of variance from regression 
Source of variation Sum Squares DF 
Regression 3220440.041243 14 
Residual 361137.666741 231 
Total (corrected) 3581577.707984 245 
Root MSB = 39.53943 
F = 147.138517 P< 0.0001 
Multiple correlation coefficient (R) = 0.948245 
R' = 89.916799% 
Ra'= 89.305696% 
Durbin-Watson test statistic = 0.434018 
Mean Square 
230031.431517 
1563.366523 
I) MULTIPLE REGRESSION BETWEEN VARIOUS SENSEX RETURNS (JAN-91 TO OCT-03) 
0.2% PR = -0.481933 +0.431645 At 0.2%,OR +0.011681 CL.RET +0.444203 S/0.2%PR -
0.928533 S/0.2%OR 
MultiDle linear rearession 
Intercept bO = -0.481933 
At0.2%,OR b1= 0.431645 
CLRET b2 = 0.011681 
S/0.2%PR b3 = 0.444203 
r = 0.40873 
r = 0.15105 
r = 0.39433 
t = -29.53731 
t = 24.377881 
t = 8.317585 
t = 23.357423 
P < 0.0001 
P < 0.0001 
P < 0.0001 
P < 0.0001 
S/0.2%OR b4 =-0.928533 r =-0.998262 t =-922.026486 P< 0.0001 
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Analysis of variance from regression 
Source of variation Sum Squares DF 
Regression 12709.648297 4 
Residual 23.500581 2963 
Total (corrected) 12733.148878 2967 
Root MSE = 0.089058 
F = 400614.437209 P < 0.0001 
Multiple correlation coefficient (R) = 0.999077 
R» =99.815438% 
Ra* = 99.815189% 
Durbin-Watson test statistic = 1.985215 
Mean Square 
3177.412074 
0.007931 
Multiple linear regression - prediction 
At 0.2%.OR = 1.495597 
CLRET = 0.070045 
S/0.2%PR =-2.223114 
S/0.2%OR = 1.393 
At 0.2% PR = -2.116509 (least squares mean) 
95% Confidence Interval = -2.119714 to -2.113304 
95% Prediction interval = -2.291161 to -1.941858 
Multiple regression - best sub-set 
Selected variables: At 0.2%,OR 
CLRET 
S/0.2%PR 
S/0.2%OR 
F = 400614.437209 
R' = 0.998154 
Mallows' Cp = 7 
Multiple regression - best sub-set 
Selected variables: S/0.2%OR 
F= 1127282.775095 
R* = 0.997376 
Mallows" Cp = 1250.946783 
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Multiple linear regression - collinearitv and parameter detail 
constant 
At 0.2%,OR 
CL.RET 
S/0.2%PR 
S/0.2%OR 
S/0.2%PR 
At 0.2%,OR 
CL.RET 
S/0.2%OR 
mean VIF 
Coefficient 
-0.481933 
0.431645 
0.011681 
0.444203 
-0.928533 
Standard Error 
0.016316 
0.017706 
0.001404 
0.019018 
0.001007 
95% Confidence Interval 
-0.513925 to -0.449941 
0.396926 to 0.466363 
0.008927 to 0.014435 
0.406914 to 0.481492 
-0.930507 to -0.926558 
Variance inflation Factor (VIF) Tolerance (1A/IF) 
478.917227 
474.239742 
2.485415 
1.841134 
239.370879 
* 0.002088 
* 0.002109 
0.402347 
0.543144 
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CHAPTER-6_ 
DISCUSSIONS AND ANALYSIS OF THE RESULTS. 
In Chapters 4 to 5, results of various tests and analysis concerning BSE-
SENSEX and BSE - 100 were presented. Based on these results a critical 
analysis of these results is presented in this chapter. Analysis and discussions 
are based on the following topics. 
1) Are Indian stock markets efficient from the viewpoint of efficient market 
hypothesis? 
2) Are returns from the Indian markets predictable? If so - the model. 
3) Whether the well-known anomalies of efficient market hypothesis 
applicable to India also? 
4) Are Indian stock markets integrated with other stock markets? 
5) What specific economic factors (including forex rates) influence the stock 
prices? 
6) Are there any passive techniques to make superior and guaranteed 
minimum returns? 
6.1) Are Indian stock markets efficient from the viewpoint of efficient 
market Hypothesis? 
In this study, (the stocks of the) chosen indices of BSE-SENSEX 
and BSE-100, represents over 90% capitalization of the Indian stock market and 
hence are a proxy to a broad market measure. From a weak form Efficient 
market hypothesis point of view, if we look into the predictable behaviour of stock 
returns, the following points emerge. 
a) Although the closing indices of BSE-SENSEX and BSE-100 
correlate very well (correlation coefficient of over 0.8), their daily 
and monthly returns does not correlate. This can happen only if the 
daily index movements are independent of each other. Since the 
index represents a basket of securities, we can genaralise that the 
individual stock prices movements are independent of each other. 
The same is the case with the indices and the economic indicators 
and other international indices wherein many of the indices and 
economic indicators correlate very well, but their first difference (i.e. 
the rate of change of indices or economic indicators) shows no 
correlation. It may also be noted that in this study only the raw 
returns (and not transformed returns) were chosen. 
b) The behaviour of Pessimistic, Optimistic and closing returns are to 
an extent independent of each other. This is revealed when the few 
356 
- top worst and bottom worst returns was removed and the 
probability of getting positive returns was examined. Although all 
the Pessimistic, optimistic and closing returns were following a 
broad trend (i.e. up or down), the rate of change was not. Further 
attempts to build regression equations between the indices and 
returns resulted in very low Durbin Watson statistic. This is further 
corroborated by the friedman test wherein all the returns across 
various combinations of weekday, weeknumber, month and year 
are not similar. This can happen only if the intra-day movements of 
the indices are also independent of each other, even as they exhibit 
a broad trend. (Or co movement). 
c) A vast majority of the composite return series and their filtered 
components consisting of daily returns pertaining to particular 
weekday, week number, month and year does not pass the test of 
randomness and exhibits mild autocorrelations upto few lags. This 
means that the return series displays non-random movements. 
Whether these mild correlations are due to casual or related 
association is difficult to conclude. 
d) Daily returns of first 250 days of different phases of Indices 
(corresponding to Bull, Bear and Sideway movements), shows no 
similarities amongst the bull, bear and sideway movement phases. 
In fact highest optimistic return occurs in a bear phase (phase -7). 
Even from the return spectrum, no commonality exists within the 
bull, bear and sideway movement phases. The Kruskal Wallis test 
has detected similarity within the bull, bear and bear phases of 
closing returns only (and not optimistic or pessimistic returns). This 
shows that day-to-day movement of indices (and hence most of the 
stocks) is not linked to the broad market trend (of being bullish, 
bearish or sideway movement). The only metric of comparison 
between these phases that works is the Probability of getting daily 
positive returns (wherein in bull phase, it goes up and in bear phase 
it comes down). This means that in a given set of possible returns, 
in bull phase, the number of occurrences of positive return is 
greater in bull phase than in the bear phase. 
e) The one anomaly noticed and detected by the Descriptive 
Statistics, return spectrum, mean retum spectrum, Kruskal wallis 
test and plot of probability of getting positive returns is the relative 
low returns of Tuesday. (Here Tuesday return refers to buying on 
Monday and selling on Tuesday, In most of the literature this is 
referred as Monday returns- returns being named after buying day 
instead of selling day). On the basis of closing returns alone, this 
anomaly is not observed (or detected by any of these tests). 
However this is not persisting across years, week numbers or 
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months. This can be explained by the absence/ very few clustering 
of extreme positive returns (which other return spectrum reveal). 
On verification whether the same could be due to post holiday 
effects, by comparing the returns of post holiday returns, no 
similarities were found. 
f) GARCH Effects: An ovenwhelming majority of the returns (and 
volatility) of both the composite and its filtered components fits 
GARCH (1,1) model very well. And GARCH model is consistent 
with weak form of efficient market hypothesis, wherein the mean 
return follows a white noise process and the current day's variance 
depends on the variances of prior day variance and as well its 
random error component. This is perhaps the strongest statistical 
proof that the vast majority of returns (and volatility) and their 
variances are not not predictable. This is so because the random 
components in the GARCH model, by themselves are not 
predictable and their range extends as much as the mean and 
variance of the tested series. (For eg. Telling that tomorrow's return 
would be 1 ± 3% has no predictive power.) 
g) AR (1) Model: As none of the composite returns (and volatility) and 
vast majority of the filtered components do not comply with AR (1) 
process, it indicates that most of the components of return series 
do not follow first order autoregression. 
h) Preference to Short Sellers or Long Buyers: As per efficient martlet 
hypothesis, the market should not show preference to either daily 
long buyers (i.e. buy in day 1 and sell the next day) or daily short 
sellers (i.e. sell in day 1 and buy in the next day). From an average 
point of view, mean daily returns from long buying are higher than 
short selling. So also the probability of getting positive returns from 
long buying is higher than daily short selling. But even when 1% of 
few best days of returns are removed, short selling becomes more 
attractive than daily long buying. And because of clustering of 
extreme values, the representative character of central tendency of 
the data sets of the mean gets distorted. Hence, when looked from 
a total viewpoint, it appears that there is an equal balance between 
short selling and long buying 
From the above analysis, there is overwhelming evidence that both BSE-
SENSEX and BSE-100 display unpredictability in the daily returns. The anomaly 
of Tuesday's giving inferior returns and February giving superior returns is not 
persisting throughout the months and years. 
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6.2) Are returns from the Indian markets predictable? If so - the model 
From daily returns point of view, as shown in 18.1, the predictability of both BSE-
SENSEX and BSE-100 is either poor or unpredictable. From the monthly and 
yearly time series chart the same can be concluded. The 95% confidence interval 
of mean returns can be predicted. But this confidence interval is beyond ±2% and 
has poor precision. 
6.3) Whether the well-known anomalies of efficient market hypothesis 
applicable to India also? 
Some of the anomalies documented in the literature are: 
a) January Effect: 
b) Low P/E effects 
c) Turn of the Month Effect 
d) The Monday Effect (or Tuesday effect as per notation followed here) 
e) Years ending in 5 
f) Value 
g) Low Price to book Value /sales/earnings etc. 
Of these anomalies, January, Monday, Turn of month and years ending in 5 can 
be investigated. The other anomalies are beyond the scope of the present work. 
The January effect, wherein stocks show abnormally superior returns in January 
in other countries does not happen in India. If one goes by average or the 
probability of getting positive returns, February month is the best. Together with 
February, other months as January, August and December also show superior 
returns. But when one looks across the years, the same is not persisting. Out of 
12 years studied, both February and November occurs as the best return years 
for 3 times only. For BSE- SENSEX, other best return years are May (twice), 
January, March April and June occurs once each. For BSE-100, January, March, 
April, May, July and December occurs as the best return month of the year once 
each. This data is of closing returns. Though not same, in both optimistic and 
pessimistic returns, the best and worst return months of each year are broad 
based. Hence, it can be concluded that no month offers a special and persistent 
advantage over other months. 
Turn Of Month Effect: Out of 5 weeks, the best weeks generally are first two 
weeks and 3'** and 4'" - the worst. Again - as in months the same is not 
persistent. Across the months and years all 5 weeks figures in both best and 
worst week of the month (or year) in terms of all the three returns in both the 
BSE-SENSEX and BSE-100. Hence no week number offers a special advantage 
over others. 
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Tuesday Effect: Both for BSE-SENSEX and BSE-100, Tuesday happens to be 
the worst return day of the week. As discussed earlier in 18.1, the same is not 
persisting across week numbers, months and years. One possible reason could 
be due to prior expectations of the investor crowd. 
Years ending with 5 Years: 1995 and 2000 are different from the view point of 
BSE-SENSEX and BSE-100 returns. There is no similarity in their mean retum 
profiles 
6.4) Are Indian stock markets integrated with other stock markets? 
Often the local business based magazines/newspapers talk of our stock 
exchanges being globally integrated from late 1990's. This work has shown that 
the Indian markets are integrated with global markets since the period of study -
i.e. 1991. Cross correlation, visual display of matrix plots and regression equation 
supports this assertion. Except for NIKKEI both the BSE-SENSEX and BSE-100 
correlates well with other studied indices. However as already discussed the f\TsX 
difference or the returns from the indices does not correlate. This means that 
although the markets follow a broad trend, the individual daily movements are not 
comparable. 
6.5) What specific economic factors (including forex rates) influence the 
stock prices? 
Most of the economic indicators appear to fonvard influence the indices (i.e. 
BSE-SENSEX and BSE-100). Except for Trade Balance and New issues, other 
economic variables as M3, FOREX reserves, all FOREX rates and Banking 
related variables and stock exchange Turnover and market capitalization are 
positively correlated with the indices. It is seen that all those factors causing 
increased availability of money have positive influence on the indices. Issue of 
new issues has a tendency to suck the liquidity in the system and hence the 
sustained negative correlation of new issues with the indices can be explained. 
6.6) Effects of holding period: 
In this work a novel way of rolling holding was explored. It was found that as the 
rolling period increases, the mean guaranteed returns (or the pessimistic return) 
becomes positive. And within 20 days holding, the probability of making positive 
return doubles from 0.4 to O.S.And within 100 days, the same probability 
becomes 1 (or guaranteed positive return). The guaranteed return is about 0.05 
to 0.08% per trading day (or approximately 10 - 16% per annum -assuming that 
there are 200 trading days in a year). This study does not consider the holding 
cost. What's more important is that, as the return series shows more and more 
persistent serial correlation with the increase in the holding period, its possible to 
predict and time the sales so as to avoid loss. However if the holding cost 
360 
exceeds 0.05% per trading day, this reasoning is negated. One reason for the 
persistent serial correlation with increasing holding period could be that the return 
series gets transformed from having random components to moving average 
process. The reason for earning superior probability of getting positive returns by 
increasing the holding period could be due to the averaging of daily random 
returns (w/hich by themselves vary within a mean of ± 5%). 
6.7) Implications for financial analysis: 
a) Since, it has been shown that daily return of the indices are at least 
un-predictable - if not random, there is no point in trading on 
indices on the basis of trading filters, informed reports or the like. 
b) The old adage - "Patience Pays" appears to work in the stock 
markets. One can minimize downward risks by increasing the 
holding period. This minimizing of risk comes at the cost of 
decreased maximum returns. For eg. Its shown that on daily trading 
one can earn upto 5% at a risk level of probability of making 
negative returns at 0.6.The same return drops down to about 
0.05% per trading day at risk level of probability of making zero 
negative returns. Thus, by Using the "probability of earning positive 
returns" concept introduced in this work and depending upon the 
risk appetite of the investor, Fund/Portfolio managers can construct 
appropriate risk - return profile. 
c) Index based funds or Systemic Investment Plans (SIP) on Index 
based (or broad based) funds appears to work towards reduction of 
downward risks and can be an Instrument of choice to risk averse 
investors. 
d) Tinkering with economic policies as increase of M3, increase of 
bank credit, CPI etc will have a positive push on the stock markets. 
e) FOREX markets and International stock markets are strongly linked 
with the Indian Stock Markets and an investor in stock markets 
should keep a close watch on these two markets. 
f) Policies aimed at Foreign Institutional Investors with an intent that 
they would pump in more money into the market should forthwith 
be discontinued. This is so because it has been shown that Fll's 
have hardly any influence on the stock markets. 
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6.8) Conclusions and scope for further work 
In this work both BSE- SENSEX and BSE-100 were thoroughly analyzed from 
various angles and several interesting results were obtained. These are 
summarized as under. 
1) The Indian stock markets are generally weak form efficient from the 
viewpoint of efflciency that returns are not predictable. (The period of 
study is from 1991 - 2003). 
2) A new concept and tool for investigating stock market trends as "mean 
return spectrum", "return spectrum" and "probability of earning positive 
returns" was formulated and was successful in aiding in the analysis of 
market behaviour. 
3) A new concept of viewing daily returns as a spectrum of all possible 
returns in a given day, which is bounded by "Optimistic retum" and 
"Pessimistic Return" (after accounting for 0.2% transaction cost) instead of 
just closing returns as widely reported in the literature was introduced. All 
three returns (i.e. Pessimistic Return, Optimistic Return and Closing 
Return) behave independent of each other. 
4) Many aspects of market behaviour as for example anomalous behaviour 
of Tuesday's return. Objective comparisons between the time series, 
effects of elections, holiday's etc which are not captured by closing returns 
are captured by the return spectrum and other tools indicated in 2. 
5) Anomalies to the efficient market hypothesis as extensively documented in 
other markets are absent in the Indian Stock Markets. 
6) By using a combination of daily returns and holding period on a rolling 
basis one can construct a risk - return profile to suit various risk appetites. 
7) Contrary to popular opinion (that Indian Markets are integrated with 
International markets only since late 90's), strong linkages with majority of 
International markets was observed throughout the period of study (i.e. 
from 1991 to 2003). 
8) Contrary to popular perception. Foreign Institutional Investors have little 
impact on the stock markets. 
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Scope for further work 
Although the behaviour Indian stock markets (as seen through BSE-SENSEX 
and BSE-100) was thoroughly studied and analyzed, it's still felt that there are 
scope for more work and study. These areas are listed as under: 
1) One difficulty faced by this author and others is a lack of strong database 
of Indian stock markets. For some markets even over lOOyears of data 
are available. Hence there is a need to reconstruct the database and 
index them right from the inception of Mumbai Stock Exchange. 
2) A need is felt to define the concept of "efficiency" in the context of Efficient 
Market Hypothesis. When once there is clarity and precision on efficiency, 
we would be in a position to unambiguously compare the relative 
efficiency of various stock markets. 
3) A need is felt for the statisticians to come out with concepts of 
randomness (other than the Gaussian form). This is so as the randomness 
of the stock markets in general does not fit into the gaussian fonn of 
randomness. 
4) Higher order ARIMA models can be tried on the return series to check if 
these models fits the return series. 
5) Employment of spectral analysis technique to compare and contrast 
various return series can be tried. In this work visual examination and 
measurement of spectrum characteristics by scale was used. 
6) In this work only a basic relationship between the economy, international 
stock exchanges and the Indian Stock exchanges was explored. This can 
be taken to greater depth as for eg performing co-integration analysis, 
examining cross autoregressive models and the like. 
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