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Abstract
We introduce improved Reduced Order Models (ROM) for convection-dominated
flows. These non-linear closure models are inspired from successful numerical stabi-
lization techniques used in Large Eddy Simulations (LES), such as Local Projection
Stabilization (LPS), applied to standard models created by Proper Orthogonal De-
composition (POD) of flows with Galerkin projection. The numerical analysis of the
fully Navier–Stokes discretization for the proposed new POD-ROM is presented, by
mainly deriving the corresponding error estimates. Also, we suggest an efficient prac-
tical implementation of the stabilization term, where the stabilization parameter is
approximated by the Discrete Empirical Interpolation Method (DEIM).
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1 Introduction
Reduced-Order Models (ROM) applied to numerical design in modern engineering are a
tool that is wide-spreading in the scientific community in the recent years in order to
solve complex realistic multi-parameters, multi-physics and multi-scale problems, where
classical methods such as Finite Difference (FD), Finite Element (FE) or Finite Volume
(FV) methods would require up to billions of unknowns. On the contrary, ROM are based
on a sharp offline/online strategy, and the latter requires a reduced number of unknowns,
which allows to face control, optimization, prediction and data analysis problems in almost
real-time, that is, ultimately, a major goal for industrials. The reduced order modeling
offline strategy relies on proper choices for data sampling and construction of the reduced
basis, which will be used then in the online phase, where a proper choice of the reduced
model describing the dynamic of the system is needed. The key feature of ROM is their
capability to highly speedup computations, and thus drastically reduce the computational
cost of numerical simulations, without compromising too much the physical accuracy of
the solution from the engineering point of view.
Among the most popular ROM approaches, Proper Orthogonal Decomposition (POD)
strategy provides optimal (from the energetic point of view) basis or modes to represent
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the dynamics from a given database (snapshots) obtained by a full-order system. Onto
these reduced basis, a Galerkin projection of the governing equations can be employed to
obtain a low-order dynamical system for the basis coefficients. The resulting low-order
model is named standard POD-ROM, which thus consists in the projection of high-fidelity
(full-order) representations of physical problems onto low-dimensional spaces of solutions,
with a dramatically reduced dimension. These low-dimensional spaces are capable of
capturing the dominant characteristics of the solution, their main advantage being that
the computations in the low-dimensional space can be done at a reduced computational
cost. This has led researchers to apply POD-ROM to a variety of physical and engineering
problems, including Computational Fluid Dynamics (CFD) problems in order to model
the Navier–Stokes Equations (NSE), see e.g. [6, 14, 21, 31, 37, 49]. Once applied to the
physical problem of interest, POD-ROM can be used to solve engineering problems such
as shape optimization [3, 24] and flow control [4, 9, 23, 47].
Although POD-ROM can be very computationally efficient and relatively accurate in some
flow configurations, they also present several drawbacks. In this report, we address one
of them, namely the numerical instability of a straightforward POD-Galerkin procedure
applied to convection-dominated flows. The reason of this issue is that, for model reduction
purpose, one only keeps few modes that are associated to the large eddies of the flow, which
should be sufficient to give a good representation of the kinetic energy of the flow, due
to the energetic optimality of the POD basis functions. However, the main amount of
viscous dissipation takes place in the small eddies represented by basis functions that
are not taken into account, and thus the leading ROM is not able to dissipate enough
energy. So, although the disregarded modes do not contain a significant amount of kinetic
energy, they have a significant role in the dynamics of the reduced-order system. It is then
necessary to close the POD-ROM by modeling the interaction between the computed and
the unresolved modes. This problem establishes a parallelism to Large Eddy Simulations
(LES) [44] of turbulent flows, where the effect of the smallest flow structures on the largest
ones is modeled. Since these are also in non-linear interactions, a proper non-linear efficient
and accurate closure model should be proposed also in the POD context, considering that
in this context the concepts of energy cascade and locality of energy transfer are still valid
[20].
To address this issue, we draw inspiration from the FE context, where stabilized formula-
tions have been developed to deal with the numerical instabilities of the Galerkin method.
One of the most popular frameworks for developing stabilized formulations is the Varia-
tional Multi-Scale (VMS) method [26]. In the VMS method, stabilized formulations are
obtained by including, in the discretized FE equations, the effect of the part of the solution
which cannot be captured by the FE space. This part of the solution is denoted as the sub-
scales. The contribution of the sub-scales turns out not only to be key for the stabilization
of the FE problem, but it also allows one to take into account important small-scale effects
such as turbulence (cross-stress terms, Reynolds-stress term). Elaborate models for the
sub-scales have been developed which allow one to improve the accuracy of VMS stabilized
FE methods (cf. [2]). We emphasize that the VMS philosophy is particularly appropriate
to the POD setting, in which the hierarchy of small and large structures appears naturally.
Indeed, the POD modes are listed in decreasing order of their kinetic energy content.
In this work, we propose in particular a POD closure model inspired from successful
numerical stabilization techniques used in VMS-LES, such as Local Projection Stabiliza-
tion (LPS), see [12]. Indeed, the unresolved scales in the proposed stabilized POD-ROM
are defined by a projection approach that presents the same structure of the Streamline
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Derivative-based (SD-based) LPS model (cf. [32]) in the FE context. This method is
an extension to the NSE setting of the one that we proposed, fully analyzed and nu-
merically tested in [43] for advection-dominated advection-diffusion-reaction equations.
Although applications of stabilized methods can already be found in the ROM literature
(see [6, 7, 8, 22, 29, 30] for the POD context, and also [39, 40] for the Reduced-Basis
(RB) context), to the authors’ knowledge this is the first time that the SD-based formu-
lation in [32] has been applied in a POD setting for NSE. The resulting SD-POD-ROM is
non-linear, to properly reproduce physical non-linear cross-stress interactions within un-
resolved and resolved scales, and has a projection-stabilized structure acting only on the
high frequencies components of the flow. The structure of the proposed SD-based POD
closure model allowed us to perform its numerical analysis for NSE, by mainly deriving
error estimates, giving also some hints on how to choose appropriate stabilization para-
meters. In particular, the analysis makes apparent an extra-control on the high frequencies
of the convective derivative, aspect of extreme importance, especially when dealing with
convection-dominated and turbulent flows. The question of an efficient practical implemen-
tation of the strongly non-linear convective stabilization term within the SD-POD-ROM
is also addressed, where the non-linear stabilization parameter is approximated using the
Discrete Empirical Interpolation Method (DEIM) [17]. This leads to a computationally
efficient and mathematically founded offline/online algorithm (completely separated), im-
plemented over the standard POD-Galerkin ROM. To the best of the authors’ knowledge,
the use of DEIM for the accurate and efficient computation of the stabilization parameter
is new in the literature so far.
The rest of the paper is organized as follows: In Section 2, we briefly describe the POD
methodology and introduce the new SD-POD-ROM for the NSE. The error analysis for
the full discretization (FE in space and backward Euler in time) of the new model is
presented in Section 3. The practical implementation of the new method is proposed in
Section 4. Finally, Section 5 presents the main conclusions of this work and future research
directions.
2 Streamline derivative projection-based POD-ROM
We introduce an Initial–Boundary Value Problem (IBVP) for the incompressible evolution
Navier–Stokes Equations (NSE). For the sake of simplicity, we just impose homogeneous
Dirichlet boundary condition on the whole boundary.
Let [0, T ] be the time interval, and Ω a bounded polyhedral domain in Rd, d = 2 or 3,
with a Lipschitz-continuous boundary Γ = ∂Ω. The transient NSE for an incompressible
fluid are given by:
Find u : Ω× (0, T ) −→ Rd and p : Ω× (0, T ) −→ R such that:
∂tu+ (u · ∇)u− ν∆u+∇p = f in Ω× (0, T ),
∇ · u = 0 in Ω× (0, T ),
u = 0 on Γ× (0, T ),
u(x, 0) = u0(x) in Ω.
(2.1)
The unknowns are the velocity u(x, t) and the pressure p(x, t) of the incompressible fluid.
The data are the source term f(x, t), which represents a body force per mass unit (typically
the gravity), the kinematic viscosity ν of the fluid, which is a positive constant, and the
initial velocity u0(x).
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To define the weak formulation of problem (2.1), we need to introduce some useful no-
tations for functional spaces [13]. We consider the Sobolev spaces Hs(Ω), s ∈ R, Lp(Ω)
and Wm,p(Ω), m ∈ N, 1 ≤ p ≤ ∞. We shall use the following notation for vector-
valued Sobolev spaces: Hs, Lp andWm,p respectively shall denote [Hs(Ω)]d, [Lp(Ω)]d and
[Wm,p(Ω)]d (similarly for tensor spaces of dimension d× d). Also, the parabolic Bochner
function spaces Lp(0, T ;X) and Lp(0, T ;X), where X (X) stands for a scalar (vector-
valued) Sobolev space shall be denoted by Lp(X) and Lp(X), respectively. In order to
give a variational formulation of problem (2.1), let us consider the velocity space:
X = H10 = [H
1
0 (Ω)]
d =
{
v ∈ [H1(Ω)]d : v = 0 on Γ
}
.
This is a closed linear subspace of H1, and thus a Hilbert space endowed with the H1-
norm. Thanks to Poincare´ inequality, the H1-norm is equivalent on H10 to the norm
‖v‖
H
1
0
= ‖∇v‖L2 . Also, let us consider the pressure space:
Q = L20(Ω) =
{
q ∈ L2(Ω) :
∫
Ω
q dx = 0
}
.
We shall consider the following variational formulation of (2.1):
Given f ∈ L2(H−1), find u : (0, T ) −→X, p : (0, T ) −→ Q such that{
d
dt
(u,v) + b(u,u,v) + ν(∇u,∇v)− (p,∇ · v) = 〈f ,v〉 ∀v ∈X, in D′(0, T ),
(∇ · u, q) = 0 ∀q ∈ Q, a.e. in (0, T ),
(2.2)
where (·, ·) stands for the L2-inner product in Ω, 〈·, ·〉 stands for the duality pairing between
X and its dualX
′
= H−1, and D′(0, T ) is the space of distributions in (0, T ). The trilinear
form b is given by: for u, v, w ∈X
b(u,v,w) =
1
2
[(u · ∇v,w)− (u · ∇w,v)] . (2.3)
In order to give a Finite Element (FE) approximation of (2.2), let {Th}h>0 be a family of
affine-equivalent, conforming (i.e., without hanging nodes) and regular triangulations of
Ω, formed by triangles or quadrilaterals (d = 2), tetrahedra or hexahedra (d = 3). For any
mesh cell K ∈ Th, its diameter will be denoted by hK and h = maxK∈Th hK . We consider
Xh ⊂X, Qh ⊂ Q being suitable FE spaces for velocity and pressure, respectively. Let us
also consider the discrete space of divergence-free functions:
V h =
{
vh ∈Xh : (∇ · vh, qh) = 0 ∀qh ∈ Qh
}
.
The FE approximation of (2.2) can be written as follows:
Find uh ∈ V h such that
d
dt
(uh,vh) + b(uh,uh,vh) + ν(∇uh,∇vh) = 〈f ,vh〉 ∀vh ∈ V h. (2.4)
To ensure error estimates in Theorem 3.10 (main result of the present paper), we have to
make the following regularity assumption on the continuous solution u:
Hypothesis 2.1. In (2.2), assume that u ∈ L∞(H2), ∂tu ∈ L2(H1) and ∂2t u ∈ L2(L2).
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2.1 Proper orthogonal decomposition reduced order model
We briefly describe the Proper Orthogonal Decomposition (POD) method, following [34].
For a detailed presentation, the reader is referred to [16, 25, 45, 46, 48].
Let us consider an ensemble of snapshots χ = span {u(·, t0), . . . ,u(·, tN )}, which is a
collection of velocity data from either numerical simulation results or experimental obser-
vations at time tn = n∆t, n = 0, 1, . . . , N and ∆t = T/N . The POD method seeks a
low-dimensional basis {ϕ1, . . . ,ϕr} in a real Hilbert space H that optimally approximates
the snapshots in the following sense:
min
1
N + 1
N∑
n=0
∥∥∥∥∥u(·, tn)−
r∑
i=1
(u(·, tn),ϕi)Hϕi
∥∥∥∥∥
2
H
, (2.5)
subject to the condition
(
ϕj ,ϕi
)
H
= δij , 1 ≤ i, j ≤ r, where δij is the Kronecker delta.
To solve the optimization problem (2.5), one can consider the eigenvalue problem:
Kzi = λizi, for 1, . . . , r, (2.6)
where K ∈ R(N+1)×(N+1) is the snapshots correlation matrix with entries:
Kmn =
1
N + 1
(u(·, tn),u(·, tm))H , for m,n = 0, . . . , N,
zi is the i-th eigenvector, and λi is the associated eigenvalue. The eigenvalues are positive
and sorted in descending order λ1 ≥ . . . ≥ λr > 0. It can be shown that the solution of
(2.5), i.e. the POD basis functions, is given by:
ϕi(·) =
1√
λi
N∑
n=0
(zi)nu(·, tn), 1 ≤ i ≤ r, (2.7)
where (zi)n is the n-th component of the eigenvector zi. It can also be shown that the
following POD error formula holds [25, 34]:
1
N + 1
N∑
n=0
∥∥∥∥∥u(·, tn)−
r∑
i=1
(u(·, tn),ϕi)Hϕi
∥∥∥∥∥
2
H
=
M∑
i=r+1
λi, (2.8)
where M is the rank of χ. Although H can be any real Hilbert space, in what follows we
consider H = H10.
We consider the following space for the POD setting:
Xr = span {ϕ1, . . . ,ϕr} .
Remark 2.2. Since, as shown in (2.7), the POD basis functions are linear combinations
of the snapshots, the POD basis functions satisfy the boundary conditions in (2.1) and
are solenoidal. If the FE approximations are used as snapshots, the POD basis functions
belong to V h, which yields Xr ⊂ V h.
The Galerkin projection-based POD-ROM uses both Galerkin truncation and Galerkin
projection. The former yields an approximation of the velocity field by a linear combination
of the truncated POD basis:
u(x, t) ≈ ur(x, t) =
r∑
i=1
ai(t)ϕi(x), (2.9)
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where {ai(t)}ri=1 are the sought time-varying coefficients representing the POD-Galerkin
trajectories. Note that r << N , where N denotes the number of degrees of freedom
(d.o.f.) in a full order simulation (e.g., DNS-Direct Numerical Simulation). Replacing
the velocity u with ur in the NSE (2.1), using the Galerkin method, and projecting the
resulted equations onto the space Xr, one obtains the standard POD-ROM for the NSE:
Find ur ∈Xr such that
d
dt
(ur,ϕ) + b(ur,ur,ϕ) + ν(∇ur,∇ϕ) = 〈f ,ϕ〉 ∀ϕ ∈Xr. (2.10)
In (2.10), the pressure term vanishes due to the fact that all POD modes are solenoidal
and satisfy the appropriate boundary conditions. The spatial and temporal discretizations
of (2.10) were considered in [35, 38]. Despite its appealing computational efficiency, the
standard POD-ROM (2.10) has generally been limited to diffusion-dominated or laminar
flows. To overcome this restriction, we develop a non-linear closure model for the standard
POD-ROM, which stems from projection-based Variational Multi-Scale (VMS) ideas [1,
2, 15].
2.2 Streamline derivative projection-based method
In projection-based VMS methods, the direct influence of the subgrid-scale model to re-
produce the effect of the unresolved scales, usually of (Smagorinsky) eddy viscosity-type
in the applications to date [27, 28], is confined to the small resolved scales. The restriction
of the direct influence of the subgrid-scale model to the smaller resolved scales approaches
established principles in turbulence theory, namely energy cascade and locality of energy
transfer (cf. [33, 42]). However, for a standard FE discretization, the separation of scales
is generally challenging. Indeed, unless special care is taken (e.g., mesh adaptivity is used),
the FE basis does not include any a priori information regarding the scales displayed by
the underlying problem. On the other hand, note that the hierarchy of basis is implicitly
present in a POD setting, since the POD basis functions are already listed in descending
order of their kinetic energy content. Thus, the POD represents a perfect setting for the
VMS methodology, and VMS closure models for POD-ROM seems to be a natural choice
to approximate the effect of the disregarded modes on the retained ones. Indeed, it is
well known that a simple Galerkin truncation of POD basis leads to unstable results for
convection-dominated and turbulent flows [5], and although the disregarded modes do not
contain a significant amount of the system’s kinetic energy, they have a significant role in
the dynamics of the reduced-order system.
To model the effect of the discarded POD modes, various approaches have been proposed,
both based on physical insights (cf., e.g., the survey in [49]), or on numerical stabilization
techniques for convection-dominated flows (cf. [6, 8, 22, 30]). In this paper, we develop
an approach that enters in the second group (no ad-hoc eddy viscosity is required, as it
is in [49]), and aims to improve the previous works, because on one side a projection-
stabilized structure is used (contrary to strategies in [6, 8, 22]), which allows to act only
on the high frequencies components of the flow, and to control them, aspect of extreme
importance when dealing especially with convection-dominated and turbulent flows. On
the other side, a strongly non-linear closure model is considered here, which is more suitable
(with respect to a linear closure model, such as the gradient-based one used in [30]) to
reproduce physical non-linear interactions within unresolved and resolved scales. This
would allow to improve numerical stability and physical accuracy of the standard Galerkin
POD-ROM for convection-dominated flows, with a rather simple driven structure, both
6
for practical implementations such as to perform the numerical analysis. This is not the
case, for instance, if we consider a fully residual-based strategy as in [6, 8], where the
sub-grid terms have a rather complex driven structure, thus increasing computational
complexity and setting serious numerical difficulty just to prove stability. The proposed
method has been inspired from successful (despite being only weakly consistent) numerical
stabilization techniques used in VMS-LES, such as Local Projection Stabilization (LPS),
see [12]. Indeed, the unresolved scales in the proposed stabilized POD-ROM are defined by
a projection approach that presents the same structure of the Streamline Derivative-based
(SD-based) LPS model (cf. [32]) in the FE context.
To describe our strategy, we define the scalar product:
(·, ·)τ : L2 × L2 → R, (g,h)τ =
∑
K∈Th
τK(g,h)K ,
and its associated norm:
‖g‖τ = (g,g)1/2τ ,
where for any K ∈ Th, τK is a positive local stabilization parameter (to be determined
later). Let us introduce the POD space:
X̂
R
= span {ϕ̂1, . . . , ϕ̂R} , R ≤ r,
where ϕ̂i, i = 1, . . . , R, are the POD basis functions associated to K̂, defined as the
snapshots correlation matrix with entries:
K̂mn =
1
N
(
un+1h · ∇un+1h ,um+1h · ∇um+1h
)
, for m,n = 0, . . . , N − 1. (2.11)
We consider the L2-orthogonal projection on X̂
R
, PR : L
2 −→ X̂R, defined by:
(u− PRu, v̂R) = 0, ∀v̂R ∈ X̂
R
. (2.12)
Let P ′R = I− PR, where I is the identity operator. We propose the Streamline Derivative
projection-based POD-ROM (SD-POD-ROM) for the NSE:
Find ur ∈Xr such that
d
dt
(ur,ϕ)+b(ur,ur,ϕ)+ν(∇ur,∇ϕ)+(P ′R(ur ·∇ur), P ′R(ur ·∇ϕ))τ = 〈f ,ϕ〉 ∀ϕ ∈Xr.
(2.13)
Remark 2.3. When τK = 0 for any K ∈ Th, the SD-POD-ROM (2.13) coincides with
the standard POD-ROM, since no numerical dissipation is introduced. When R = 0, since
numerical diffusion is extended to all the resolved modes {ϕ1, . . . ,ϕr}, the SD-POD-ROM
(2.13) becomes a penalty-stabilized method of the form:
d
dt
(ur,ϕ)+ b(ur,ur,ϕ)+ν(∇ur,∇ϕ)+ (ur ·∇ur,ur ·∇ϕ)τ = 〈f ,ϕ〉 ∀ϕ ∈Xr, (2.14)
which provides less accuracy with respect to the SD-POD-ROM (2.13), see Remark 3.13
in Section 3.2.
7
Remark 2.4. Note that the new SD-POD-ROM (2.13) proposed in the present work is
different from the VMS-POD-ROM used in [49]. Indeed, the latter is more specifically
based on physical insight, since a sub-grid eddy viscosity of Smagorinsky type is used to
model the interactions between the discarded POD modes and those retained in the POD-
ROM. Also, it differs from the PR− VMS −POD−ROM introduced in [29], since there
a linear closure model for the standard POD-ROM is considered, which adds artificial
viscosity by a term of the form:
α(P
′
R(∇ur), P ′R(∇ϕ)),
α being a constant eddy viscosity coefficient, and P
′
R = I−PR, with PR the L2-orthogonal
projection on the POD space defined by span{∇ϕ1, . . . ,∇ϕR}. Finally, the proposed SD-
POD-ROM (2.13) is different from the residual-based VMS-POD-ROM introduced in [8]
and the SUPG-POD-ROM introduced in [22], since the former uses a projection-stabilized
structure, which allows to act only on the high frequencies components of the flow: This
guarantees an extra-control on them that prevents high-frequency oscillations without pol-
luting the large scale components of the approximation, see Remark 3.9 in Section 3.1.
We consider the full discretization of (2.13), by using an approximation in time given by
the backward Euler method, that is for n = 0, . . . , N − 1, we compute the approximation
un+1r to u
n+1 = u(·, tn+1) by
(
un+1r − unr
∆t
,ϕ
)
+ b(un+1r ,u
n+1
r ,ϕ) + ν(∇un+1r ,∇ϕ)
+ (P ′R(u
n+1
r · ∇un+1r ), P ′R(un+1r · ∇ϕ))τ = 〈fn+1,ϕ〉 ∀ϕ ∈Xr,
(2.15)
with fn+1 = f(·, tn+1), and the initial condition is given by the elliptic projection of u0
on Xr:
u0r =
r∑
i=1
(∇u0,∇ϕi)ϕi. (2.16)
In the sequel, we will also denote by unh the FE velocity approximation of (2.4) at t = tn.
An alternative time discretization could be given by the semi-implicit Euler method:
(
un+1r − unr
∆t
,ϕ
)
+ b(unr ,u
n+1
r ,ϕ) + ν(∇un+1r ,∇ϕ)
+ (P ′R(u
n
r · ∇un+1r ), P ′R(unr · ∇ϕ))τ = 〈fn+1,ϕ〉 ∀ϕ ∈Xr.
(2.17)
Note that considering a semi-implicit time discretization of the SD-POD-ROM is less costly
from the computational point of view with respect to a fully implicit one, which yields a
nonlinear algebraic system of equations to be solved. However, the numerical analysis will
be performed in detail for the more technical case of the fully implicit time discretization
given by (2.15).
3 Error estimates
In this section, we present the error analysis for the SD-POD-ROM discretization (2.15),
by mainly focusing on the derivation of error estimates with respect to the continuous
solutions un = u(·, tn), n = 1, . . . , N . The error source includes three main components:
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the spatial FE discretization error, the temporal discretization error, and the POD trun-
cation error. We derive the error estimate in two steps. First, we gather some necessary
assumptions and preliminary results in Section 3.1. Then, we present the main result in
Section 3.2.
3.1 Technical background
This section provides some technical results that are required for the numerical analysis.
Throughout the paper, we shall denote by C, C1, C2, . . . constants that may vary from
a line to another, but which are always independent of the FE mesh size h, the FE
velocity interpolation order ℓ, the time step ∆t, and the eigenvalues λi. To prove optimal
error estimates in time, we follow [34] and include the finite difference quotients ∂¯un =
un − un−1
∆t
, for n = 1, . . . , N , in the set of snapshots χ = {u0, . . . ,uN , ∂¯u1, . . . , ∂¯uN}. As
pointed out in [34], the POD error formula (2.8) becomes:
1
2N + 1
N∑
n=0
∥∥∥∥∥un −
r∑
i=1
(un,ϕi)Hϕi
∥∥∥∥∥
2
H
+
1
2N + 1
N∑
n=1
∥∥∥∥∥∂¯un −
r∑
i=1
(
∂¯un,ϕi
)
H
ϕi
∥∥∥∥∥
2
H
=
M∑
i=r+1
λi, (3.1)
where hereafter ϕi and λi denote respectively the POD basis functions and the eigenvalues
associated to the snapshots correlation matrix with entries:
Km,n =
1
2N + 1
(yn,ym)H, for m,n = 0, . . . , 2N + 1,
with yi = ui for i = 0, . . . , N +1, and yi = ∂¯ui for i = N +2, . . . , 2N +1 (but we use the
same notation to not overload it).
For the subsequent numerical analysis, we need the following technical hypothesis on the
stabilization parameters τK :
Hypothesis 3.1. The stabilization parameters τK satisfy the following condition:
τK ≤ C h2K , (3.2)
for all K ∈ Th, and a positive constant C independent of h.
Remark 3.2. The question whether the stabilization parameters should depend on the
spatial resolution of the underlying FE space, or on the number of POD basis functions
used has been addressed in [22], by means of numerical analysis arguments. In that work,
numerical investigations using both definitions suggested that the one based on estimates
from the underlying FE discretization provides a better suppression of numerical oscilla-
tions, and thus guarantees a more effective numerical stabilization. For this reason, we
make here assumption 3.1 on the stabilization parameters, which is also essential for the
subsequent numerical analysis.
Hypothesis 3.3. Assume that the FE approximation unh of (2.4) satisfies the following
error estimate:
‖u− uh‖l∞(L2) + ‖∇(u− uh)‖l2(L2) + ‖u · ∇u− uh · ∇uh‖l2(τ) ≤ C(hℓ +∆t). (3.3)
Assume also the following standard approximation property (see, e.g., page 166 in [36]):
inf
qh∈Qh
‖p− qh‖L2 ≤ C hℓ. (3.4)
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Lemma 3.4. Assume that Hypothesis 3.1 holds. Then, for all g ∈ L2, the following
estimate is satisfied:
‖P ′R(g)‖τ ≤ C h‖g‖L2 . (3.5)
Proof. By using (3.2) and the stability of PR in the L
2-norm, it follows:
‖P ′R(g)‖2τ ≤ C h2‖P ′R(g)‖2L2 ≤ C h2‖g‖2L2 .
Thus, the estimate (3.5) can be deduced. 
We have the following error estimate for vnr =
∑r
i=1(∇un,∇ϕi)ϕi, i.e. the elliptic projec-
tion of un on Xr (see [30], Lemma 3.3):
Lemma 3.5.
1
N + 1
N∑
n=0
‖un − vnr ‖2L2 ≤ C
(
h2ℓ +∆t2 +
M∑
i=r+1
λi
)
, (3.6)
1
N + 1
N∑
n=0
‖∇(un − vnr )‖2L2 ≤ C
(
h2ℓ +∆t2 +
M∑
i=r+1
λi
)
. (3.7)
Corollary 3.6.
1
N
N∑
n=1
‖∂t(un − vnr )‖2L2 ≤ C
(
h2ℓ +∆t2 +
M∑
i=r+1
λi
)
. (3.8)
The proof of this corollary follows along the same lines as the proof of Lemma 3.5. Note
that it is exactly at this point that we use the fact that the finite difference quotients ∂¯un
are included in the set of snapshots (see Remark 1 in [34]).
Lemma 3.7 (See Lemma 13 in [36]). For any function u,v,w ∈X, the skew-symmetric
trilinear form b(·, ·, ·) satisfies:
b(u,v,v) = 0, (3.9)
b(u,v,w) ≤ C‖∇u‖L2‖∇v‖L2‖∇w‖L2 . (3.10)
We have the following existence and stability result for the SD-POD-ROM (2.15):
Lemma 3.8. Problem (2.15) admits a solution that satisfies the following bound:
‖ukr‖2L2 +∆t
N−1∑
n=0
(
ν‖∇un+1r ‖2L2 + ‖P ′R(un+1r · ∇un+1r )‖2τ
) ≤ ‖u0r‖2L2 + ∆tν
N−1∑
n=0
‖fn+1‖2
H−1
,
(3.11)
for k = 0, . . . , N .
Proof. Problem (2.15) can be written as:
b(un+1r ,u
n+1
r ,ϕ)+a˜(u
n+1
r ,ϕ)+(P
′
R(u
n+1
r ·∇un+1r ), P ′R(un+1r ·∇ϕ))τ = 〈f˜
n+1
,ϕ〉 ∀ϕ ∈Xr,
(3.12)
where a˜(un+1r ,ϕ) = ∆t
−1(un+1r ,ϕ) + ν(∇un+1r ,∇ϕ), and f˜
n+1
= fn+1 + ∆t−1(unr ,ϕ).
This problem fits into the same functional framework as for implicit discretizations of the
steady NSE (cf. [15] for instance), since a˜ is an inner product on space X that generates a
norm equivalent to the H1-norm. Then, the existence of a solution follows from Brouwer’s
fixed point theorem [13] (see Steps 1 and 2 of Theorem 3.6 in [15] for instance).
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To prove estimate (3.11), we choose ϕ = un+1r in (2.15), and note b(u
n+1
r ,u
n+1
r ,u
n+1
r ) = 0
by (3.9), so that we obtain:
(un+1r − unr ,un+1r ) + ν∆t(∇un+1r ,∇un+1r )
+ ∆t(P ′R(u
n+1
r · ∇un+1r ), P ′R(un+1r · ∇un+1r ))τ = ∆t〈fn+1,un+1r 〉.
(3.13)
Using the identity:
(a− b)a = 1
2
(|a|2 − |b|2 + |a− b|2), ∀a, b ∈ R,
and Young’s inequality, from (3.13) we get:
‖un+1r ‖2L2−‖unr ‖2L2+ν∆t‖∇un+1r ‖2L2+∆t‖P ′R(un+1r · ∇un+1r )‖2τ ≤
∆t
ν
‖fn+1‖2
H−1
. (3.14)
Then, the stability estimate (3.11) follows by summing (3.14) from n = 0 to k ≤ N −1. 
Remark 3.9. The stability estimate (3.11), which makes apparent the estimate of the
convective stabilization term, guarantees an extra-control on the high frequencies of the
convective derivative, which is not obtained by the standard Galerkin POD-ROM. This is
an aspect of extreme importance, especially when dealing with convection-dominated flows.
3.2 Error estimate for the SD-POD-ROM
We are now in position to prove the following error estimate result for the SD-POD-ROM
defined by (2.15):
Theorem 3.10. Under the regularity assumption on the continuous solution (Hypothesis
2.1), the assumption on the FE approximation (Hypothesis 3.3), the assumption on the
stabilization parameters (Hypothesis 3.1), and supposing that ‖u0 − u0r‖L2 = O(hℓ), the
solution of the SD-POD-ROM (2.15) satisfies the following error estimate: For a suffi-
ciently large r : λr+1 ∼ O(ν), there exists ∆t∗ > 0 such that the inequality
1
N + 1
N∑
n=0
‖un − unr ‖2L2 + ν∆t
N−1∑
n=0
‖∇(un+1 − un+1r )‖2L2
≤ C
(
h2ℓ +∆t2 +
M∑
i=r+1
λi + h
2
M∑
i=R+1
λ̂i
)
, (3.15)
holds for h ∼ ∆t (∼ O(√ν)) ≤ ∆t∗, where ∆t∗ will be determined throughout the proof,
and λ̂i, i = R + 1, . . . ,M , in the right-hand side of (3.15) are the eigenvalues associated
to the snapshots correlation matrix K̂ previously defined in (2.11).
Proof. We start deriving the error bound by splitting the error into two terms:
un+1 − un+1r = (un+1 − vn+1r )− (un+1r − vn+1r ) = ηn+1 − φn+1r . (3.16)
The first term, ηn+1 = un+1−vn+1r , represents the difference between un+1 and its elliptic
projection on Xr. The second term, φn+1r = u
n+1
r − vn+1r , is the remainder.
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Next, we construct the error equation. We first evaluate the weak formulation of the NSE
(2.2) at t = tn+1, and let v = ϕr, then subtract the SD-POD-ROM (2.15) from it. For
any ϕr ∈Xr, we obtain:
(∂tu
n+1,ϕr)−
1
∆t
(un+1r − unr ,ϕr) + ν
(∇(un+1 − un+1r ),∇ϕr)
+ b(un+1,un+1,ϕr)− b(un+1r ,un+1r ,ϕr)− (pn+1,∇ ·ϕr)
− (P ′R(un+1r · ∇un+1r ), P ′R(un+1r · ∇ϕr))τ = 0. (3.17)
By adding and subtracting the different quotient term 1∆t(u
n+1 − un,ϕr) in (3.17), and
applying the decomposition (3.16), we get, for any ϕr ∈Xr:
(∂tu
n+1 − u
n+1 − un
∆t
,ϕr) +
1
∆t
(ηn+1 − φn+1r ,ϕr)−
1
∆t
(ηn −φnr ,ϕr)
+ ν
(∇(ηn+1 − φn+1r ),∇ϕr)+ b(un+1,un+1,ϕr)− b(un+1r ,un+1r ,ϕr)− (pn+1,∇ · ϕr)
− (P ′R(un+1r · ∇un+1r ), P ′R(un+1r · ∇ϕr))τ = 0. (3.18)
Note that (∇ηn+1,∇ϕr) = 0, since vn+1r is the elliptic projection of un+1 onXr. Choosing
ϕr = φ
n+1
r in (3.18) and letting r
n = ∂tu
n+1 − un+1−un∆t , we obtain:
1
∆t
(φn+1r − φnr ,φn+1r ) + ν(∇φn+1r ,∇φn+1r )
= 〈rn,φn+1r 〉+
1
∆t
(ηn+1 − ηn,φn+1r ) + b(un+1,un+1,φn+1r )− b(un+1r ,un+1r ,φn+1r )
−(pn+1,∇ · φn+1r )−
(
P ′R(u
n+1
r · ∇un+1r ), P ′R(un+1r · ∇φn+1r )
)
τ
. (3.19)
First, we estimate the left-hand side of (3.19), by applying Cauchy–Schwarz and Young’s
inequalities:
1
∆t
‖φn+1r ‖2L2 −
1
∆t
(φnr ,φ
n+1
r ) + ν‖∇φn+1r ‖2L2 ≥
1
2∆t
(‖φn+1r ‖2L2 −‖φnr ‖2L2) + ν‖∇φn+1r ‖2L2 .
(3.20)
Next, we estimate the terms on the right-hand side of (3.19) one by one. Using Cauchy–
Schwarz and Young’s inequalities, we get for the first two terms on the right-hand side of
(3.19):
〈rn,φn+1r 〉 ≤ ‖rn‖H−1‖∇φn+1r ‖L2 ≤
ε−1
4
‖rn‖2
H−1
+ ε‖∇φn+1r ‖2L2 , (3.21)
1
∆t
(ηn+1 − ηn,φn+1r ) ≤ CP
∥∥∥∥ 1∆t(ηn+1 − ηn)
∥∥∥∥
L2
‖∇φn+1r ‖L2
≤ ε
−1C2P
4
∥∥∥∥ 1∆t(ηn+1 − ηn)
∥∥∥∥2
L2
+ ε‖∇φn+1r ‖2L2 , (3.22)
for some small positive constant ε, and CP denoting the Poincare´ constant.
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The nonlinear convective terms in (3.19) can be written as follows:
b(un+1,un+1,φn+1r )− b(un+1r ,un+1r ,φn+1r )
= b(un+1r ,η
n+1 −φn+1r ,φn+1r ) + b(ηn+1 − φn+1r ,un+1,φn+1r )
= b(un+1r ,η
n+1,φn+1r ) + b(η
n+1,un+1,φn+1r )− b(φn+1r ,un+1,φn+1r ), (3.23)
where we have used b(un+1r ,φ
n+1
r ,φ
n+1
r ) = 0, which follows from (3.9). Next, we estimate
each term on the right-hand side of (3.23). Since un+1r ,η
n+1,φn+1r ,u
n+1 ∈ X, we can
apply the standard bound (3.10) for the trilinear form b(·, ·, ·), and use Young’s inequality
to get:
b(un+1r ,η
n+1,φn+1r ) ≤ C‖∇un+1r ‖L2‖∇ηn+1‖L2‖∇φn+1r ‖L2
≤ ε
−1C2
4
‖∇un+1r ‖2L2‖∇ηn+1‖2L2 + ε‖∇φn+1r ‖2L2 ; (3.24)
b(ηn+1,un+1,φn+1r ) ≤ C‖∇ηn+1‖L2‖∇un+1‖L2‖∇φn+1r ‖L2
≤ ε
−1C2
4
‖∇un+1‖2
L2
‖∇ηn+1‖2
L2
+ ε‖∇φn+1r ‖2L2 . (3.25)
For the last nonlinear convective term, applying Ho¨lder’s inequality, Sobolev embedding
theorem, and Young’s inequality yields:
b(φn+1r ,u
n+1,φn+1r ) ≤ C‖φn+1r ‖L2(‖∇un+1‖L3 + ‖un+1‖L∞)‖∇φn+1r ‖L2
≤ ε
−1C2
4
‖∇un+1‖2
H1
‖φn+1r ‖2L2 + ε‖∇φn+1r ‖2L2 . (3.26)
Since φn+1r ∈Xr ⊂ V h, the pressure term on the right-hand side of (3.19) can be written
as:
−(pn+1,∇ · φn+1r ) = −(pn+1 − qh,∇ · φn+1r ),
for any qh ∈ Qh. Thus, the pressure term can be estimated as follows, by using Cauchy–
Schwarz and Young’s inequalities:
− (pn+1,∇ · φn+1r ) ≤
ε−1
4
‖pn+1 − qh‖2L2 + ε‖∇φn+1r ‖2L2 . (3.27)
The last term on the right-hand side of (3.19) can be estimated using Cauchy–Schwarz
and Young’s inequalities:
− (P ′R(un+1r · ∇un+1r ), P ′R(un+1r · ∇φn+1r ))τ
=
(
P ′R(u
n+1
r · ∇ηn+1), P ′R(un+1r · ∇φn+1r )
)
τ
− (P ′R(un+1r · ∇φn+1r ), P ′R(un+1r · ∇φn+1r ))τ
− (P ′R(un+1r · ∇un+1), P ′R(un+1r · ∇φn+1r ))τ
≤ ‖P ′R(un+1r · ∇ηn+1)‖τ‖P ′R(un+1r · ∇φn+1r )‖τ − ‖P ′R(un+1r · ∇φn+1r )‖2τ
+‖P ′R(un+1r · ∇un+1)‖τ‖P ′R(un+1r · ∇φn+1r )‖τ
≤ ‖P ′R(un+1r · ∇ηn+1)‖2τ −
1
2
‖P ′R(un+1r · ∇φn+1r )‖2τ + ‖P ′R(un+1r · ∇un+1)‖2τ . (3.28)
Substituting inequalities (3.21)-(3.22) and (3.24)-(3.28) in (3.19), multiplying by 2∆t both
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sides and taking ε = ν/6, we obtain:
‖φn+1r ‖2L2 − ‖φnr ‖2L2 + ν∆t‖∇φn+1r ‖2L2 +∆t‖P ′R(un+1r · ∇φn+1r )‖2τ
≤ 3
ν
∆t‖rn‖2
H−1
+
3
ν
C2P ∆t
∥∥∥∥ 1∆t(ηn+1 − ηn)
∥∥∥∥2
L2
+
3C2
ν
∆t‖∇un+1r ‖2L2‖∇ηn+1‖2L2
+
3C2
ν
∆t‖∇un+1‖2
L2
‖∇ηn+1‖2
L2
+
3C2
ν
∆t‖∇un+1‖2
H1
‖φn+1r ‖2L2
+
3
ν
∆t‖pn+1 − qh‖2L2 + 2∆t
(‖P ′R(un+1r · ∇ηn+1)‖2τ + ‖P ′R(un+1r · ∇un+1)‖2τ)
≤ C1∆t‖rn‖2H−1 + C1∆t
∥∥∥∥ 1∆t(ηn+1 − ηn)
∥∥∥∥2
L2
+C1∆t
(‖∇un+1r ‖2L2 + ‖∇un+1‖2L2) ‖∇ηn+1‖2L2
+C1∆t‖∇un+1‖2H1‖φn+1r ‖2L2 + C1∆t‖pn+1 − qh‖2L2
+2∆t
(‖P ′R(un+1r · ∇ηn+1)‖2τ + ‖P ′R(un+1r · ∇un+1)‖2τ ) , (3.29)
where C1 is a constant depending on ν
−1.
Summing (3.29) from n = 0 to k ≤ N − 1, we have:
max
0≤k≤N
‖φkr‖2L2 + ν∆t
N−1∑
n=0
‖∇φn+1r ‖2L2 +∆t
N−1∑
n=0
‖P ′R(un+1r · ∇φn+1r )‖2τ
≤ ‖φ0r‖2L2 + C1∆t
N−1∑
n=0
‖rn‖2
H−1
+ C1∆t
N−1∑
n=0
∥∥∥∥ 1∆t(ηn+1 − ηn)
∥∥∥∥2
L2
+C1∆t
N−1∑
n=0
(‖∇un+1r ‖2L2 + ‖∇un+1‖2L2) ‖∇ηn+1‖2L2
+C1∆t
N−1∑
n=0
‖∇un+1‖2
H1
‖φn+1r ‖2L2 + C1∆t
N−1∑
n=0
‖pn+1 − qh‖2L2
+2∆t
N−1∑
n=0
(‖P ′R(un+1r · ∇ηn+1)‖2τ + ‖P ′R(un+1r · ∇un+1)‖2τ) . (3.30)
Next, we estimate each term on the right-hand side of (3.30).
The first term on the right-hand side of (3.30) can be estimated as follows:
‖φ0r‖2 ≤ ‖u0 − u0r‖2 + ‖u0 − v0r‖2 ≤ C h2ℓ, (3.31)
where the last inequality follows from the fact that v0r is the elliptic projection of u
0 on
Xr ⊂ V h, so that it satisfies optimal approximation properties similar to standard FE
interpolations (cf. [18]), and we have supposed ‖u0 − u0r‖ = O(hℓ).
By using Poincare´-Friedrichs inequality, the second term on the right-hand side of (3.30)
can be estimated as follows (see, e.g., [29]):
∆t
N−1∑
n=0
‖rn‖2
H−1
≤ C∆t
N−1∑
n=0
‖rn‖2
L2
≤ C∆t2‖∂2t u‖2L2(L2). (3.32)
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Using Corollary 3.6, the third term on the right-hand side of (3.30) can be estimated as
follows:
∆t
N−1∑
n=0
∥∥∥∥ 1∆t(ηn+1 − ηn)
∥∥∥∥2
L2
≤ ‖∂tη‖2L2(L2) ≤ C
(
h2ℓ +∆t2 +
M∑
i=r+1
λi
)
. (3.33)
To estimate the fourth term on the right-hand side of (3.30), we use Lemma 3.8 and the
fact that vn+1r is the elliptic projection of u
n+1 on Xr ⊂ V h, so that it satisfies optimal
approximation properties as standard FE interpolations (cf. [18]):
∆t
N−1∑
n=0
‖∇un+1r ‖2L2‖∇ηn+1‖2L2 ≤ C2 h2ℓ, (3.34)
where C2 is a constant depending on ν
−2.
By using the regularity assumption 2.1 on the continuous solution and (3.7), the fifth term
on the right-hand side of (3.30) can be estimated as follows:
∆t
N−1∑
n=0
‖∇un+1‖2
L2
‖∇ηn+1‖2
L2
≤ C
(
h2ℓ +∆t2 +
M∑
i=r+1
λi
)
. (3.35)
Since (3.27) holds for any qh ∈ Qh, we can use the pressure approximation property (3.4)
in Hypothesis 3.3 to bound the seventh term on the right-hand side of (3.30):
∆t
N−1∑
n=0
‖pn+1 − qh‖2L2 ≤ C h2ℓ. (3.36)
Using Lemma 3.4, Minkowski’s and Ho¨lder’s inequalities, the eighth term on the right-hand
side of (3.30) can be estimated as follows:
∆t
N−1∑
n=0
‖P ′R(un+1r · ∇ηn+1)‖2τ ≤ C∆t h2
N−1∑
n=0
‖(un+1r ± vn+1r ) · ∇ηn+1‖2L2
≤ C∆t h2
N−1∑
n=0
(‖φn+1r · ∇ηn+1‖2L2 + ‖vn+1r · ∇ηn+1‖2L2)
≤ C∆t h2
N−1∑
n=0
(‖φn+1r ‖2L6‖∇ηn+1‖2L3 + ‖vn+1r ± un+1‖2L6‖∇ηn+1‖2L3)
≤ C∆t h2
N−1∑
n=0
(‖∇φn+1r ‖2L2‖∇ηn+1‖2L3 + (‖∇un+1‖2L2 + ‖∇ηn+1‖2L2) ‖∇ηn+1‖2L3) ,
where the last inequality comes from the Sobolev embedding H1 →֒ L6. Now, using
optimal approximation properties for standard FE interpolations (cf. [18]) and local inverse
estimates (cf. [10]), we have that ‖∇ηn+1‖2
L3
≤ C (h2ℓ−1 + h−1‖∇ηn+1‖2
L2
)
. Using this
fact in the above inequality, we get:
∆t
N−1∑
n=0
‖P ′R(un+1r · ∇ηn+1)‖2τ
≤ C∆t
N−1∑
n=0
(‖∇φn+1r ‖2L2 + ‖∇un+1‖2L2 + ‖∇ηn+1‖2L2) (h2ℓ+1 + h‖∇ηn+1‖2L2) .
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Taking h ∼ ∆t, using (3.7) and the regularity assumption 2.1, we obtain:
∆t
N−1∑
n=0
‖P ′R(un+1r · ∇ηn+1)‖2τ
≤ C∆t
N−1∑
n=0
‖∇φn+1r ‖2L2
(
h2ℓ +∆t2 +
M∑
i=r+1
λi
)
+C
(
h2ℓ +∆t2 +
M∑
i=r+1
λi
)
. (3.37)
Using again Lemma 3.4, Minkowski’s and Ho¨lder’s inequalities, we have the following error
bound for the last term on the right-hand side of (3.30):
∆t
N−1∑
n=0
‖P ′R
(
(un+1r ± vn+1r ) · ∇un+1
)‖2τ
≤ C∆t
N−1∑
n=0
h2‖φn+1r · ∇un+1‖2L2 + ‖P ′R
(
(vn+1r ± un+1) · ∇un+1
)‖2τ
≤ C∆t h2
N−1∑
n=0
(‖φn+1r ‖2L6‖∇un+1‖2L3 + ‖ηn+1‖2L6‖∇un+1‖2L3)
+∆t
N−1∑
n=0
‖P ′R(un+1 · ∇un+1)‖2τ
≤ C∆t h2
N−1∑
n=0
(‖∇φn+1r ‖2L2 + ‖∇ηn+1‖2L2)+∆t N−1∑
n=0
‖P ′R(un+1 · ∇un+1)‖2τ ,
where the last inequality comes from the Sobolev embedding H1 →֒ L6, and the regularity
assumption 2.1 together with the Sobolev embedding H2 →֒ W1,3. Now, using (3.7), we
get:
∆t
N−1∑
n=0
‖P ′R
(
un+1r · ∇un+1
)‖2τ
≤ C∆t h2
N−1∑
n=0
‖∇φn+1r ‖2L2 + C
(
h2ℓ +∆t2 +
M∑
i=r+1
λi
)
+∆t
N−1∑
n=0
‖P ′R(un+1 · ∇un+1)‖2τ .
Here, the last term can be bounded as follows:
∆t
N−1∑
n=0
‖P ′R(un+1 · ∇un+1)‖2τ = ∆t
N−1∑
n=0
‖(un+1 · ∇un+1)− PR(un+1 · ∇un+1)‖2τ
≤ C
(
h2l +∆t2 + h2
M∑
i=R+1
λ̂i
)
,
where we have used assumption (3.2) in Hypothesis 3.1 on the stabilization parameters,
assumption (3.3) in Hypothesis 3.3 on the FE velocity approximation, (2.12), (3.6), and
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λ̂i, i = R+1, . . . ,M are the eigenvalues associated to the snapshots correlation matrix K̂
previously defined in (2.11). Thus, the last term on the right-hand side of (3.30) is finally
bounded as:
∆t
N−1∑
n=0
‖P ′R
(
un+1r · ∇un+1
)‖2τ
≤ C∆t h2
N−1∑
n=0
‖∇φn+1r ‖2L2
+C
(
h2ℓ +∆t2 +
M∑
i=r+1
λi + h
2
M∑
i=R+1
λ̂i
)
. (3.38)
Collecting (3.32)-(3.38), by dropping the third term on the left-hand side of (3.30), this
latter becomes:
max
0≤k≤N
‖φkr‖2L2 +∆t
[
ν −C(h2 + E)]N−1∑
n=0
‖∇φn+1r ‖2L2
≤ C1∆t
N−1∑
n=0
‖∇un+1‖2
H1
‖φn+1r ‖2L2 + C3
(
E + h2
M∑
i=R+1
λ̂i
)
, (3.39)
where C3 is a constant depending on ν
−3, and we have called:
E =
(
h2ℓ +∆t2 +
M∑
i=r+1
λi
)
. (3.40)
For a sufficiently small h ∼ ∆t (∼ O(√ν)) and a sufficiently large r : λr+1 ∼ O(ν) ,
ν−C(h2+E) ≥ ν/2. If ∆t ≤ ∆t∗ = 1
2C1 max
n=0,...,N−1
(‖∇un+1‖2
H1
) , the discrete Gro¨nwall’s
lemma (see Lemma 27 in [36] for instance) implies the following inequality:
max
0≤k≤N
‖φkr‖2L2 +
ν
2
∆t
N−1∑
n=0
‖∇φn+1r ‖2L2 ≤ C∗
(
E + h2
M∑
i=R+1
λ̂i
)
, (3.41)
where C∗ = C3e
C1∆t
∑
N−1
n=0
‖∇un+1‖2
H1 . Finally, using in (3.41) the obvious inequality:
max
0≤k≤N
‖φkr‖2L2 ≥
1
N + 1
N∑
n=0
‖φnr ‖2L2 ,
triangle inequality and estimates (3.6)-(3.7), we get:
1
N + 1
N∑
n=0
‖un − unr ‖2L2+ν∆t
N−1∑
n=0
‖∇(un+1 − un+1r )‖2L2 ≤ C
(
E +
M∑
i=r+1
λi + h
2
M∑
i=R+1
λ̂i
)
.
(3.42)
This concludes the proof. 
Theorem 3.11. Under the hypotheses of Theorem 3.10, the solution of the semi-implicit
SD-POD-ROM (2.17) satisfies error estimate (3.15).
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The proof of this theorem can be achieved by the same techniques used to prove Theorem
3.10, thus we skip it for brevity.
Remark 3.12. If one consider H = L2 in the generation of POD modes (as in [30] for
instance), then the following error estimate can be derived for the SD-POD-ROM (2.15)
or (2.17):
1
N + 1
N∑
n=0
‖un − unr ‖2L2 + ν∆t
N−1∑
n=0
‖∇(un+1 − un+1r )‖2L2
≤ C
(
(1 + ‖Sr‖2)(h2ℓ +∆t2) +
M∑
i=r+1
(1 + ‖∇ϕi‖2L2)λi + h2
M∑
i=R+1
λ̂i
)
, (3.43)
with ‖Sr‖2 denoting the 2-norm of the stiffness matrix with entries [Sr]ij = (∇ϕj ,∇ϕi),
i, j = 1, . . . , r. The appearance of ‖Sr‖2 comes from the use of the POD inverse estimate
(see [34], Lemma 2):
‖∇v‖L2 ≤
√
‖Sr‖2‖v‖L2 , ∀v ∈Xr. (3.44)
In this case, there is no need to include the finite difference quotients in the set of snapshots
to prove optimal error estimates in time as for the case H = H10. We notice, however, that
for practical computations, one would use rather fine time discretizations for snapshots,
for which the inclusion of the difference quotients in the case H = H10 should be almost
unnoticeable (see numerical evidences in [34] for instance).
Remark 3.13. If one just consider the standard Galerkin POD-ROM (τK = 0 for any
K ∈ Th), thus error estimate (3.15) can be recovered, without the appearance of the last
term on the right-hand side of (3.15). In this case, any control on the high-frequency modes
of the convective derivative is guaranteed. When R = 0, one has that the last term on the
right-hand side of (3.15) is limited to h2. In this case, there is no interest in increasing
more than ℓ = 2 the order of the FE velocity interpolation to construct the POD basis,
as this would requires a larger computational effort without increasing the accuracy of the
POD-ROM numerical solution. This low convergence order appears linked to the diffusive
nature of the penalty-stabilized POD-ROM (2.14), which extends the numerical diffusion
to all the resolved modes.
Remark 3.14. Note that to prove estimate (3.15), we have to assume that (3.3) in Hy-
pothesis 3.3 holds for the FE velocity approximation. This optimal convergence order
assumption is generally valid in laminar flow settings or for sufficiently regular flows, but
is usually not valid in realistic turbulent flow settings, since the convergence order decreases
with the regularity of the flow. Finding robust numerical schemes for realistic turbulent
flows is still an open issue, to the best of our knowledge (cf. [11, 36]). However, the
main goal of this report is not to develop robust numerical schemes for turbulent flows. As
pointed out also in [30], we assume that an acceptable scheme exists and we investigate
whether the stabilized POD-ROM that we are considering, with features particularly sui-
table in the convection-dominated regime, can achieve a similar numerical accuracy, but
with a dramatically reduced dimension. This is a common approach in the derivation of
error estimates for POD-ROM (cf. [30, 38]). The achievement of an optimal numerical
accuracy is subject to the condition r : λr+1 ∼ O(ν), which gives an idea on how many
POD modes are needed to reach this accuracy for a certain fluid viscosity ν.
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4 Practical implementation
In this section, we suggest an efficient practical implementation of the stabilization term,
where the stabilization parameter is approximated by the Discrete Empirical Interpolation
Method (DEIM, cf. [17]). This leads to a computationally efficient and mathematically
founded offline/online algorithm (completely separated), implemented over the standard
POD-Galerkin ROM. To the best of the authors’ knowledge, the use of DEIM for the
accurate and efficient computation of the stabilization parameter is new in the literature
so far. Indeed, in [22] a stabilization parameter simply arising from the FE resolution is
compared towards a stabilization parameter just based on the POD spatial resolution for a
SUPG-ROM applied to advection-diffusion-reaction equations, while in [8] an optimization
problem for the determination of the stabilization parameter is solved.
The proposed strategy consists in approximating the local stabilization parameters as a
piecewise constant FE function τ reading as:
τ =
r˜∑
m=1
αm(t)ρm(x), (4.1)
with r˜ ∼ O(r), and αm(t), ρm(x) that will be determined in the next section.
4.1 DEIM algorithm for the computation of the stabilization parameter
To describe the DEIM algorithm for the computation of the stabilization parameter τ in
(4.1), we are going to follow the notation used in [41], Section 10.3.
• OFFLINE PHASE.
(i) The offline phase consists first in constructing the spatial basis Q = [ρ1| . . . |ρr˜],
obtained by operating a Singular Value Decomposition (SVD) on a set of snapshots
[τh(·, t1), . . . , τh(·, tN ))], where we may use the following expression for the offline
piecewise constant FE stabilization coefficient:
τh(·, ti) =
[
c1
ν
h2K
+ c2
U iK
hK
]−1
, i = 1, . . . , N. (4.2)
In (4.2), c1 and c2 are user-chosen positive constants, and U
i
K , i = 1, . . . , N , is some
local speed on the mesh cell K at the offline time step ti, e.g.:
U iK = ‖uh(ti)‖L2(K)/|K|1/2.
Form (4.2) is designed by asymptotic scaling arguments applied in the framework of
stabilized methods (cf. [19]), aimed at taking into account the local balance between
convection and diffusion. This ensures a self-adapting high accuracy up to high
Reynolds number flows.
(ii) The second step of the offline phase consists in selecting iteratively r˜ indices I ⊂
{1, . . . , NK}, where NK is the number of elements K ∈ Th, from the basis Q using
the following greedy procedure, which minimizes at each step the interpolation error
over the snapshots set measured in the maximum norm:
– Initialization: i1 = arg max
i=1,...,NK
|(ρ1)i|; Q = ρ1; I = {i1}.
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– Iterations: 
for m = 2 : r˜
res = ρm −QQ−1I (ρm)I ;
im = arg max
i=1,...,NK
|resi|;
Q← [Q|ρm];I ← I ∪ {im};
end
where QI is the matrix formed by the I rows of Q, and (ρm)I is the piecewise
constant FE vector formed by the I components of ρm.
• ONLINE PHASE.
(i) In order to compute online the time coefficients vector α(t) = [α1(t), . . . , αr˜(t)]
T ,
interpolation constraints are imposed at the r˜ points corresponding to the selected
indices. So, first we form τnI by evaluating:
τr(·, tn) =
[
c1
ν
h2K
+ c2
‖unr ‖L2(K)/|K|1/2
hK
]−1
, (4.3)
on the interpolation points {xi1 , . . . ,xir˜}. Note that online time steps may differ
from the offline ones (remember that the proposed method is a stabilized POD-ROM
with time as parameter).
(ii) The second step of the online phase requires the solution of the following linear
system:
Qαn = τnI , (4.4)
which gives the searched time coefficients vector αn = [αn1 , . . . , α
n
r˜ ]
T , and has comple-
xity O(r˜ 3).
5 Summary and conclusions
In this work, we have proposed a new stabilized POD-ROM for the numerical simulation
of convection-dominated incompressible fluid flows. This model, denoted SD-POD-ROM,
is derived from the VMS formalism, and uses a streamline derivative projection-based ope-
rator to properly take into account the high frequencies convective derivative component
of POD modes not included in the ROM.
We have performed a stability and convergence analysis of the arising fully discrete SD-
POD-ROM applied to the unsteady incompressible NSE. The main contribution of the
present paper is the proof of a sharp error estimate that considers all contributions: the
spatial discretization error (due to the FE discretization), the temporal discretization error
(due to the backward Euler method), and the POD truncation error. In particular, the
numerical analysis makes apparent an extra-control on the high frequencies of the convec-
tive derivative, which is an extremely important feature in view of computing turbulent
flows. The question of an efficient practical implementation of the strongly non-linear
convective stabilization term within the SD-POD-ROM is also addressed, using DEIM to
approximate the non-linear stabilization parameter.
We plan to extend this theoretical work on the numerical analysis of the proposed SD-POD-
ROM by performing a numerical investigation that both supports the analytical results
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and illustrate the potential of the method for the challenging simulation of turbulent flows.
This computational study is today in progress, and shall appear in a forthcoming paper.
Acknowledgments: The research of Toma´s Chaco´n Rebollo and Samuele Rubino has been
partially funded by the Spanish Government - EU FEDER Project MTM2015-64577-C2-
1-R. Samuele Rubino would also gratefully acknowledge the financial support received
from IdEx (Initiative d’Excellence de l’Universite´ de Bordeaux) International Post-Doc
Program during his postdoctoral research involved in this article.
References
[1] N. Ahmed, T. Chaco´n Rebollo, V. John, and S. Rubino. Analysis of a full space-
time discretization of the Navier–Stokes equations by a local projection stabilization
method. IMA J. Numer. Anal., 37(3):1437–1467, 2017.
[2] N. Ahmed, T. Chaco´n Rebollo, V. John, and S. Rubino. A review of variational mul-
tiscale methods for the simulation of turbulent incompressible flows. Arch. Comput.
Methods Engrg., 24:115–164, 2017.
[3] I. Akhtar, J. Borggaard, and A. Hay. Shape sensitivity analysis in flow models using
a finite-difference approach. Math. Probl. Eng., pages Art. ID 209780, 22, 2010.
[4] K. Aleksic´, R. King, B. R. Noack, O. Lehmann, M. Morzyn´ski, and G. Tadmor.
Nonlinear flow control using a low dimensional Galerkin model. Facta Univ. Ser.
Autom. Control Robot., 7(1):63–70, 2008.
[5] N. Aubry, P. Holmes, J. L. Lumley, and E. Stone. The dynamics of coherent structures
in the wall region of a turbulent boundary layer. J. Fluid Mech., 192:115–173, 1988.
[6] J. Baiges, R. Codina, and S. Idelsohn. Explicit reduced-order models for the stabilized
finite element approximation of the incompressible Navier-Stokes equations. Internat.
J. Numer. Methods Fluids, 72(12):1219–1243, 2013.
[7] F. Ballarin, A. Manzoni, A. Quarteroni, and G. Rozza. Supremizer stabilization of
POD-Galerkin approximation of parametrized steady incompressible Navier-Stokes
equations. Internat. J. Numer. Methods Engrg., 102(5):1136–1161, 2015.
[8] M. Bergmann, C.-H. Bruneau, and A. Iollo. Enablers for robust POD models. J.
Comput. Phys., 228(2):516–538, 2009.
[9] M. Bergmann and L. Cordier. Optimal control of the cylinder wake in the laminar
regime by trust-region methods and POD reduced-order models. J. Comput. Phys.,
227(16):7813–7840, 2008.
[10] C. Bernardi, Y. Maday, and F. Rapetti. Discre´tisations variationnelles de proble`mes
aux limites elliptiques, volume 45 of Mathe´matiques & Applications. Springer-Verlag,
2004.
[11] L. C. Berselli, T. Iliescu, and W. J. Layton. Mathematics of large eddy simulation of
turbulent flows. Scientific Computation. Springer-Verlag, Berlin, 2006.
[12] M. Braack and E. Burman. Local projection stabilization for the Oseen problem
and its interpretation as a variational multiscale method. SIAM J. Numer. Anal.,
43(6):2544–2566, 2006.
21
[13] H. Brezis. Functional analysis, Sobolev spaces and partial differential equations. Uni-
versitext. Springer, New York, 2011.
[14] J. Burkardt, M. Gunzburger, and H.-C. Lee. POD and CVT-based reduced-order
modeling of Navier-Stokes flows. Comput. Methods Appl. Mech. Engrg., 196(1-3):337–
355, 2006.
[15] T. Chaco´n Rebollo, M. Go´mez Ma´rmol, and S. Rubino. Numerical analysis of a finite
element projection-based VMS turbulence model with wall laws. Comput. Methods
Appl. Mech. Engrg., 285:379–405, 2015.
[16] D. Chapelle, A. Gariah, and J. Sainte-Marie. Galerkin approximation with proper
orthogonal decomposition: new error estimates and illustrative examples. ESAIM
Math. Model. Numer. Anal., 46(4):731–757, 2012.
[17] S. Chaturantabut and D. C. Sorensen. Nonlinear model reduction via discrete empir-
ical interpolation. SIAM J. Sci. Comput., 32(5):2737–2764, 2010.
[18] P. G. Ciarlet. The finite element method for elliptic problems, volume 40 of Classics
in Applied Mathematics. SIAM, 2002.
[19] R. Codina, J. Principe, O. Guasch, and S. Badia. Time dependent subscales in the
stabilized finite element approximation of incompressible flow problems. Comput.
Methods Appl. Mech. Engrg., 196(21-24):2413–2430, 2007.
[20] M. Couplet, P. Sagaut, and C. Basdevant. Intermodal energy transfers in a proper
orthogonal decomposition–Galerkin representation of a turbulent separated flow. J.
Fluid Mech., 491:275–284, 2003.
[21] B. Galletti, C. H. Bruneau, L. Zannetti, and A. Iollo. Low-order modelling of laminar
flow regimes past a confined square cylinder. J. Fluid Mech., 503:161–170, 2004.
[22] S. Giere, T. Iliescu, V. John, and D. Wells. SUPG reduced order models for
convection-dominated convection-diffusion-reaction equations. Comput. Methods
Appl. Mech. Engrg., 289:454–474, 2015.
[23] W. R. Graham, J. Peraire, and K. Y. Tang. Optimal control of vortex shedding using
low-order models. I. Open-loop model development. Internat. J. Numer. Methods
Engrg., 44(7):945–972, 1999.
[24] A. Hay, J. Borggaard, I. Akhtar, and D. Pelletier. Reduced-order models for param-
eter dependent geometries based on shape sensitivity analysis. J. Comput. Phys.,
229(4):1327–1352, 2010.
[25] P. Holmes, J. L. Lumley, and G. Berkooz. Turbulence, coherent structures, dynamical
systems and symmetry. Cambridge Monographs on Mechanics. Cambridge University
Press, Cambridge, 1996.
[26] T. J. R. Hughes, G. R. Feijo´o, L. Mazzei, and J.-B. Quincy. The variational multiscale
method—a paradigm for computational mechanics. Comput. Methods Appl. Mech.
Engrg., 166(1-2):3–24, 1998.
[27] T. J. R. Hughes, L. Mazzei, A. A. Oberai, and A. Wray. The multiscale formulation
of large eddy simulation: Decay of homogeneous isotropic turbulence. Phys. Fluids,
13(2):505–512, 2001.
22
[28] T. J. R. Hughes, A. A. Oberai, and L. Mazzei. Large eddy simulation of turbulent
channel flows by the variational multiscale method. Phys. Fluids, 13(6):1784–1799,
2001.
[29] T. Iliescu and Z. Wang. Variational multiscale proper orthogonal decomposi-
tion: convection-dominated convection-diffusion-reaction equations. Math. Comp.,
82(283):1357–1378, 2013.
[30] T. Iliescu and Z. Wang. Variational multiscale proper orthogonal decomposition:
Navier-Stokes equations. Numer. Methods Partial Differential Equations, 30(2):641–
663, 2014.
[31] I. Kalashnikova and M. F. Barone. Efficient non-linear proper orthogonal decompo-
sition/Galerkin reduced order models with stable penalty enforcement of boundary
conditions. Internat. J. Numer. Methods Engrg., 90(11):1337–1362, 2012.
[32] P. Knobloch and G. Lube. Local projection stabilization for advection-diffusion-
reaction problems: one-level vs. two-level approach. Appl. Numer. Math.,
59(12):2891–2907, 2009.
[33] A. N. Kolmogorov. The local structure of turbulence in incompressible viscous fluid
for very large Reynolds numbers. Proc. Roy. Soc. London Ser. A, 434(1890):9–13,
1991.
[34] K. Kunisch and S. Volkwein. Galerkin proper orthogonal decomposition methods for
parabolic problems. Numer. Math., 90(1):117–148, 2001.
[35] K. Kunisch and S. Volkwein. Galerkin proper orthogonal decomposition methods for
a general equation in fluid dynamics. SIAM J. Numer. Anal., 40(2):492–515, 2002.
[36] W. Layton. Introduction to the numerical analysis of incompressible viscous flows,
volume 6 of Computational Science & Engineering. Society for Industrial and Applied
Mathematics (SIAM), Philadelphia, PA, 2008.
[37] D. J. Lucia and P. S. Beran. Projection methods for reduced order models of com-
pressible flows. J. Comput. Phys., 188(1):252–280, 2003.
[38] Z. Luo, J. Chen, I. M. Navon, and X. Yang. Mixed finite element formulation and error
estimates based on proper orthogonal decomposition for the nonstationary Navier-
Stokes equations. SIAM J. Numer. Anal., 47(1):1–19, 2008/09.
[39] Y. Maday, A. Manzoni, and A. Quarteroni. An online intrinsic stabilization strategy
for the reduced basis approximation of parametrized advection-dominated problems.
C. R. Math. Acad. Sci. Paris, 354(12):1188–1194, 2016.
[40] P. Pacciarini and G. Rozza. Stabilized reduced basis method for parametrized
advection-diffusion PDEs. Comput. Methods Appl. Mech. Engrg., 274:1–18, 2014.
[41] A. Quarteroni, A. Manzoni, and F. Negri. Reduced basis methods for partial differen-
tial equations, volume 92 of Unitext. Springer, Cham, 2016.
[42] L. F. Richardson. Weather prediction by numerical process. Cambridge Mathematical
Library. Cambridge University Press, Cambridge, second edition, 2007.
23
[43] S. Rubino. A streamline derivative projection-based POD-ROM for advection-
diffusion-reaction equations. To appear in: ESAIM: ProcS, 2017.
[44] P. Sagaut. Large eddy simulation for incompressible flows. Scientific Computation.
Springer-Verlag, Berlin, third edition, 2006.
[45] J. R. Singler. New POD error expressions, error bounds, and asymptotic results for
reduced order models of parabolic PDEs. SIAM J. Numer. Anal., 52(2):852–876,
2014.
[46] L. Sirovich. Turbulence and the dynamics of coherent structures. I. Coherent struc-
tures. Quart. Appl. Math., 45(3):561–571, 1987.
[47] G. Tadmor, O. Lehmann, B. R. Noack, L. Cordier, J. Delville, J.-P. Bonnet, and
M. Morzyn´ski. Reduced-order models for closed-loop wake control. Philos. Trans. R.
Soc. Lond. Ser. A Math. Phys. Eng. Sci., 369(1940):1513–1524, 2011.
[48] S. Volkwein. Model reduction using proper orthogonal decomposition. Tech-
nical report, University of Konstanz, Available at: http://www.math.uni-
konstanz.de/numerik/personen/volkwein/teaching/POD-Vorlesung.pdf, 2011.
[49] Z. Wang, I. Akhtar, J. Borggaard, and T. Iliescu. Proper orthogonal decomposition
closure models for turbulent flows: a numerical comparison. Comput. Methods Appl.
Mech. Engrg., 237/240:10–26, 2012.
24
