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Introduction
In this paper we investigate Bessel sequences in the space L 2 (R s ), in Sobolev spaces H μ (R s ) (μ > 0), and in Besov spaces B μ p,p (R s ) (1 p ∞). Let H be a Hilbert space. The inner product of two elements f and g in H is denoted by f, g . The norm of an element f in H is given by f := √ f, f . A sequence (f n ) n=1 The investigation of Bessel sequences is essential for the study of frames and Riesz bases in a Hilbert space. See the book [16] for discussions on Bessel sequences, frames, and Riesz bases.
A sequence (f n ) n=1,2,... in a Hilbert space H is said to be a frame if there exist two positive constants A and B such that We use N, Z, and R to denote the set of positive integers, integers, and real numbers, respectively. Let N 0 := N∪{0}. For a positive integer s, R s denotes the s-dimensional Euclidean space with the inner product given by
Consequently, the norm of a vector x ∈ R s is given by |x| := (x · x) 1/2 . For a complex-valued (Lebesgue) measurable function f on a measurable subset E of R s , let
and let f ∞ (E) denote the essential supremum of |f | on E. When E = R s , we omit the reference to E.
we denote the Banach space of all measurable functions f on R s such that f p < ∞. Let q be the exponent conjugate to p, i.e., 1/p
where g(x) denotes the complex conjugate of g(x). In particular, L 2 (R s ) is a Hilbert space with the inner product given by 
We are particularly interested in multilevel Bessel sequences in L 2 (R s ). This problem has been investigated in various forms in the literature.
In Chapter 8 of their book [12] , Meyer and Coifman used the so-called vaguelets to give an alternative proof for the T (1) theorem. Let ψ be a continuous function on R s . Suppose that ψ satisfies the following conditions:
For j ∈ Z and α ∈ Z s , let [4] considered the case when ψ is generated from a refinable function φ in L 2 (R s ). In [14] Villemoes formulated the following conditions:
The relevant result of Cohen and Daubechies in [4] could be stated as follows. If ψ satisfies the conditions (V1), (V2), and (V3), then (ψ j,α ) j ∈Z, α∈Z s is a Bessel sequence in L 2 (R s ). In fact, they only established the result for the case s = 1. But the extension to the high-dimensional case s > 1 is not difficult. See the work [13] of Stöckler for a comprehensive study of multivariate affine frames. Note that a compactly supported refinable function in L 2 (R) must lie in H μ (R) for some μ > 0. Consequently, if ψ is a compactly supported wavelet generated from a compactly supported refinable function, ψ automatically satisfies all the conditions (V1), (V2), and (V3).
Irregular frames and wavelets were studied as perturbations of uniform frames and wavelets. Recently, Aldroubi, Cabrelli, and Molter [1] considered the family of functions (ψ j,α ) j ∈Z, α∈Z s given by
where A is an s × s expansive matrix and each x j,α is a perturbation of α. They developed a general method for constructing wavelet frames ψ j,α on irregular grids. For simplicity, let us consider the case when A = tI , where I is the s × s identity matrix and t is a scaling factor greater than 1. Then (1.1) becomes
After a suitable normalization we may assume that ψ 2 1. Let c j,α := t −j x j,α . If ψ satisfies the conditions (V1), (V2), and (V3), then the following conditions hold true for (ψ j,α ) α∈Z s with constants B, μ, and K independent of j ∈ Z:
In order for (ψ j,α ) j ∈Z, α∈Z s to be a Bessel sequence in L 2 (R s ), we need an additional condition:
(B5) There exists a positive integer N such that every cube in R s of sidelength t −j contains at most N points c j,α for a fixed j .
In the above discussion, the functions ψ j,α are generated from affine transforms of a fixed function ψ. In many applications the concerned families of functions are not necessarily affine. In this paper we will consider general families of functions. For each j ∈ Z, let I j be a countable index set. For j ∈ Z and α ∈ I j , let ψ j,α be a function in L 2 (R s ). We are in a position to state one of the main results of the paper.
In order to establish this result we will review basic theory on local polynomial approximation in Section 2. Furthermore, we will discuss unilevel Bessel sequences in Section 3. These two sections provide adequate preparations for the proof of Theorem 1.1 in Section 4.
Recently, Jia, Wang, and Zhou [10] studied Riesz bases of wavelets in Sobolev spaces, and Chui and Sun [3] explored wavelet frames for Sobolev spaces. But these results are only valid for frames and wavelets on uniform meshes. In Section 5, we will investigate Bessel sequences on irregular grids in Besov spaces. The following theorem is a special case of the results established there. 
hold for all j ∈ Z, α ∈ I j , and 
We emphasize that the condition (B2) on vanishing moment is not required in the above theorem. Theorems 1.1 and 1.2 are applicable to families of spline functions on general triangulations. Let Ω be a polygonal domain in R 2 , and let = {σ 1 , . . . , σ M } be a triangulation of Ω. We assume that the triangulation is quasi-uniform, that is, the ratio of the maximum length and minimum length of edges of is bounded. Let v be a vertex of . 
Local polynomial approximation
In this section, we first review some basic properties related to moduli of smoothness. Then we discuss local polynomial approximation.
An element of N s 0 is called a multi-index. The length of γ = (γ 1 , . . . , γ s ) ∈ N s 0 is given by |γ | :
The function x → x γ (x ∈ R s ) is called a monomial and its (total) degree is |γ |. A polynomial is a linear combination of monomials. The degree of a polynomial g = γ c γ x γ is defined to be deg g := max{|γ |: c γ = 0}. By Π k we denote the linear space of all polynomials of degree at most k. For a vector y = (y 1 , . . . , y s ) ∈ R s , we use D y to denote the differential operator given by 
Hence,
Since ϕ ∈ C m c (R s ), we have A ϕ,h f ∈ C m (R s ). The following lemma was established in Lemma 3 of [11] for the case when ϕ is a tensor product of B splines. For the general case, its proof can be found in Lemmas 2.1 and 2.2 of [8] .
where C is a constant independent of h and f .
Local polynomial approximation was studied by Whitney [15] . For the reader's convenience, we include a brief proof of the following lemma.
Let g be the Taylor polynomial of degree m − 1 of f h at c. There exists a constant C 1 such that
Applying D γ (|γ | = m) to both sides of (2.2) and then using Hölder's inequality, we obtain
where C 2 is a constant independent of h and f . But
Consequently,
Furthermore, it follows from (2.1) that
By Minkowski's inequality for integrals we see that there exists a constant C 3 such that
Combining the above estimates, we obtain the desired estimate. 2
Unilevel Bessel sequences
In this section we investigate unilevel Bessel sequences. Let I be a countable index set and let (φ β ) β∈I be a family of measurable functions on R s . A measurable function f on R s is said to be supported in a closed subset E of R s , if the set {x ∈ R s \ E: f (x) = 0} has measure 0. The intersection of all such closed subsets is called the support of f , denoted supp f . Let E β := supp φ β . For a subset E of R s , by χ E we denote its characteristic function, that is, χ E (x) = 1 for x ∈ E and χ E (x) = 0 for x ∈ R s \ E. If there exists a positive integer N such that β∈I χ E β (x) N for all x ∈ R s , and if φ β 2 1 for all β ∈ I , then (φ β ) β∈I is a Bessel sequence in L 2 (R s ). This result is a consequence of the following two lemmas, where Bessel sequences in L p (R s ) (1 p ∞) will be considered.
In what follows, p and q are always assumed to be conjugate exponents, that is, 1 p, q ∞ and 1/p + 1/q = 1.
It remains to deal with the case 1 p < ∞. Since φ β q 1 for each β ∈ I , we have
, where Hölder's inequality has been used to derive the second inequality. It follows that
This proves the lemma. 2
Lemma 3.2. Let (φ β ) β∈I be a family of functions in
Proof. Let g be a function in L q (R s 
The above inequality is valid for all g ∈ L q (R s ). Therefore, by the converse of Hölder's inequality, the desired inequality (3.1) follows. 2
Suppose that φ β = φ(· − β), β ∈ Z s , where φ is a compactly supported function in L p (R s ) (1 p ∞). For this special case, Lemmas 3.1 and 3.2 were established in Theorems 3.1 and 2.1 of [9] , respectively. For 1 p ∞ and μ > 0, the generalized Lipschitz space Lip
where m is the least integer greater than μ and C is a positive constant independent of h. The semi-norm for the space Lip
The following lemma is an extension of Lemma 3.2. In light of the expression of ∇ m y , we assert that
It follows that β∈I χ G β (x) (m + 1)N for all x ∈ R s . Moreover, by the assumption that |φ β | Lip * (μ,L p ) 1 for all β ∈ I , we have
Hence, by Lemma 3.2 we obtain
The desired inequality (3.2) follows from the above inequality at once. 2
The following lemma extends Lemma 4.1 in [7] . 
where C is a constant independent of h and f . 
It follows that
Consequently, y p M For each j ∈ Z, let I j be a countable index set. Let H be a Hilbert space. Suppose ψ j,α ∈ H for j ∈ Z and α ∈ I j . For j, k ∈ Z, consider the matrix 
Bessel sequences in Besov spaces
In this section we investigate Bessel sequences in Besov spaces. For μ > 0 and 1 p, q ∞, the Besov space B
