We sought proof of concept of a Big Data Solution incorporating longitudinal structured and unstructured patient-level data from electronic health records (EHR) to predict graft loss (GL) and mortality. For a quality improvement initiative, GL and mortality prediction models were constructed using baseline and follow-up data (0-90 days posttransplant; structured and unstructured for 1-year models; data up to 1 year for 3-year models) on adult solitary kid- 
Introduction
Despite continuing improvement in short-term graft outcomes, long-term graft survival has not substantially improved (1) . This disconnect exists in a wealth of readily available outcomes data in large national data registries such as those maintained by the United Network for Organ Sharing (UNOS) and the Scientific Registry of Transplant Recipients (SRTR) (2) . While the SRTR and UNOS capture a large amount of baseline information and data relating to graft loss (GL) and death with remarkable completeness, they are not built to capture longitudinally evolving patient-level data (2) . This deficiency limits predictive accuracy with regard to GL and mortality, and their utility in quality improvement initiatives or data-driven clinical decision making. With the explosion in the amounts of patient-level data available through electronic health records (EHRs), analyses could potentially incorporate dynamically evolving clinically relevant patient-level data in a meaningful manner that may inform on the care of individual patients or subpopulations of patients at highest risk of GL or death. Using manually extracted EHR data, we have previously demonstrated that addition of dynamic patient-level data improves predictive accuracy over administrative data for 30-day readmissions following kidney transplantation (demonstrated by others as a surrogate for subsequent GL) (3, 4) . However, broad applicability of such an approach outside research contexts is limited by practical constraints to achieving near real-time capture of structured clinical data and more importantly, the need for manual abstraction of unstructured data fields (e.g. clinical notes, pathology reports) to populate analyses.
Patient-level data available through EHRs are notable for their volume, velocity, and variety, all of which define the scope of Big Data (5) . Data in the EHR are also notable for information residing in free text, deemed "unstructured data" in that they cannot be readily applied in analyses without being suitably abstracted. Natural language processing (NLP) describes computational techniques that explore the interaction between computers and human (natural) language. This technique can be used to extract information from text fields and allow their incorporation into analyses without the need for manual abstraction.
The recent availability of high-throughput Big Data approaches to collect and curate structured and unstructured data coupled with high-throughput integrated analytic solutions affords the promise of incorporating large data sets in analyses in near real-time fashion and thereby bringing predictive models with improved accuracy to the bedside to drive preventive or therapeutic intervention (5) . In the context of kidney transplantation, structured laboratory data such as serum creatinines and glomerular filtration rates (GFRs) and hemoglobin values are obtained in large numbers over time, as are unstructured data elements buried in text form (e.g. biopsy reports, dictated vital signs, social worker notes). As such, volume, velocity, and variety of data that constitute a definition of Big Data would be typified by kidney transplant patient-level data. We began with the premise that this abundance of patient-level data affords the ideal stage to prove the concept that incorporating longitudinally evolving structured and unstructured patient-level data using Big Data approaches could improve our ability to predict GL and mortality among kidney transplant recipients compared to what is possible with national data.
We report on a multidisciplinary quality improvement initiative that began with the hypothesis that prediction of 1-and 3-year GL and mortality among kidney transplant recipients could be substantially improved using dynamic models that utilize baseline clinical data and patient-level information acquired as a component of clinical care, as compared to predictive models derived using only structured static variables.
Methods

Population and setting
This is a single-center retrospective cohort quality improvement initiative among adult solitary kidney transplant recipients ≥18 years of age transplanted at the Medical University of South Carolina, Charleston, SC, between January 2007 and June 2015. We chose this period as protocols for patient and regimen selection were better standardized and data elements within the EHR were better defined and collected. Patients were excluded if they (1) had a GL or death in the first 7 days posttransplant, or (2) did not have a GL or death recorded nor any other data during the first year posttransplant (for the 1-year model) or first 3 years posttransplant (for the 3-year model). The primary immunosuppressive protocol comprised tacrolimus, mycophenolate mofetil, and corticosteroids with IL-2 receptor antagonist or rabbit antithymocyte globulin induction. (6) . Using NLP algorithms, we parsed Banff lesion scores from pathology reports in text form. Lesion scores transcribed as g0, t0, i2, t2, v0 were extracted and transferred to analytic databases (as an example, g = 0, t = 0, i = 2, and t = 2 would constitute Pathologic grade, Type IIa rejection). Furthermore, values transcribed in error as "tII" were deemed semantically equivalent to t2 and so extracted and analyzed.
Data sources
Primary outcome measures
GL and mortality information were retrieved from Tx Database and UNOS files. Account of any GL within 1 year or 3 years was defined as a return to chronic dialysis, retransplantation, or death. The unit of observation being the unique transplant, multiple GL per patient were considered unique observations. If patients received more than one transplant, death was linked to the most recent transplant event. A 90-day exposure period was used for 1-year GL and mortality models and a 1-year exposure period was used to derive 3-year GL and mortality models.
Covariates
UNOS data elements were utilized for key demographic and transplantrelated variables in accordance with published methodology used by the SRTR (see supplemental file). The Tx database was to extract key social determinants of health (see supplemental file). EHR data were utilized to supplement obesity data and vital signs, as well as to provide comorbidities, cardiovascular events, laboratory data, transplant length of stay, and posttransplant acute care utilization data, both inpatient and emergency department.
Means, standard deviations, maximums, and regressed slopes were used to represent dynamic variables, capturing effects of change, direction of change, and magnitude of change throughout the exposure period. This treatment was applied to estimated GFRs (eGFRs), pulse rates, blood pressures, and hemoglobin levels (see supplemental file).
Using enhanced International Classification of Diseases (ICD-9-CM) codes, comorbidity was derived from a modified Elixhauser coding algorithm and select Charlson comorbidities (7). Event data were captured beginning at transplant date and extending throughout the exposure period. In the conceptual model build, we used severable variables as surrogates to capture the many risk domains for GL and mortality (8) . For instance, kidney donor risk index (KDRI) and evolution of blood pressures were used as surrogates for kidney quality. Hemoglobin slopes, eGFR evolution, and delayed graft function (DGF) were physiologic surrogates for graft function. Posttransplant cardiovascular events such as arrhythmias and myocardial infarction reflected cardiovascular risk. Immunologic risk was captured by rejection rates (Banff scores), cytomegalovirus (CMV) infection, BK virus (BK) infection, and tacrolimus trough concentrations. Social determinants of health were captured in demographics, caregiver status, education level, and income. Unplanned acute care utilization reflected evolving acuity and access to care (Supplemental Table) .
Statistical analysis
The goal of this quality improvement initiative was to develop a prediction model that derives a patient-level risk score that can be used at the bedside that incorporates "real-time" data interactions to determine potential changes in a patient's probability of GL by 1 and 3 years, and mortality by 3 years (where the timing of the event within those time periods is not a priority). Three predictive risk models were developed, using baseline and follow-up data (up to 90 days posttransplant exposure period for the 1-year model [1 year GL]), up to 365 days posttransplant exposure period for the 3-year models (3 years GL and 3 years mortality), from both structured and unstructured data formats. The Firth (to account for a low number of events (9-11)) multivariable logistic regression was employed. Statistical significance was determined at the two-sided 5% level. A combination of statistical and clinical information was used for variable selection. First, the backwards selection process in logistic Firth using an exit p-value at the 20% level was used. Next, variables were chosen in parallel based on information from the stepwise AIC variable selection criteria (Data S1). Clinical adjudication was used if discrepancies of variables were revealed between methods. To assess and adjust for potential model overfitting, we used the Harrell Optimism Correction (Data S1) (12) . Once the final model was selected, Bootstrapping methodology (1000 iterations) was used for model internal validation and area under the curve (AUC) was used to determine and compare model accuracy. To assess the potential for biases due to noncensored data, we ran survival models using proportional hazard methodology (results reported in supplementary file). Finally, an empirical cross check between actual observed events and model predicted risk scores was performed by clinical experts. IBM Watson Content Analytics Suite IBM SPSS Modeler (Version 17) and IBM SPSS Statistics -Essentials for R (IBM Corporation) were used for the statistical analysis.
Results
Of 1372 kidney transplants since January 2007, 1176 transplant patients met eligibility criteria for the 1-year GL model, 891 for the 3-year GL model, and 880 for the 3-year mortality model ( Figure 1 ; Table 1 : Demographic and clinical characteristics of the study population, stratified by event). Statistically significant differences existed for a number of variables, as summarized below and in Table 2 .
Donor quality, blood pressures, and pulse rates A 1-unit increase in donor's KDRI score increased the patient's likelihood of a 3-year GL by over three times (3.06 odds ratio [OR]; [1.49, 6 .28] 95% CI). Greater variability in pulse pressures was associated with significantly higher GL odds at 1 and 3 years (1.14 OR each; [1.04, 1.25], and [1.06, 1.22] 95% CI, respectively), while controlling for systolic blood pressure. A 1-unit increase in mean pulse rate over the first year posttransplant was associated with a 3% increase in odds of 3-year GL (1.03 OR; Layering of data sources augments predictive accuracy Table 3 and Figure 2 demonstrate the added value of data sources and variable construction on the accuracy of the iterative predictive models. 
CI; Model 4). Similar improvements in iterative model
Model checking
Internal validation was conducted for the final models (Model 4 for each of the three outcomes). Bootstrapping demonstrated these predictive models to be stable, with minimal bias or deviations within the standard errors and optimism-corrected AUCs remained stable (values in Data S1). Finally, the Cox proportional hazard models demonstrated similar results with the logistic models (results provided in Data S1).
Discussion
We have demonstrated proof of concept of an approach to modeling transplant outcomes using data that are available in the EHR that substantially improve the accuracy of predictive models for GL and mortality. The current predictive ability of the national models is modest, with the most recently published c-statistic being 0.68 (13).
Our results reflect the dominant mechanistic underpinnings of the biology of transplantation and how they relate to the environment of care that the transplanted organ and the patient interact with, in turn, discernible as clinical outcomes. The significance of higher KDRI as a strong correlate of GL reflects kidney quality; higher kidney quality associates with lower risk of GL (14) . Higher variability in pulse pressure correlated with higher odds of 1-and 3-year GL, and higher pulse rates correlated with 3-year GL and mortality in the first 3 years, likely reflecting nonresolution of the microvascular milieu in the renal vasculature and heightened sympathetic drive underlying chronic kidney disease and its associated cardiovascular risk (15) (16) (17) (18) . Transplants with better eGFRs and a continued upward trend in eGFR in the first 90 days posttransplant as well as those with a continued upward trend in hemoglobin were significantly associated with lower risk of GL. We were thus able to capture evolution of allograft function in a granular manner by incorporating eGFR as a trajectory variable in our models. Similar findings have been reported by other groups using traditional modeling approaches (19) . These findings relating to eGFR and resolution of anemia of renal disease further reflect a robust resolution of uremic pathobiology as a harbinger of better graft survival. Thus, our approach brings an auxometric (variables reflecting growth or change in biology) dimension to modeling approaches as was first articulated by Feinstein and colleagues in 1974: The addition of functional substrates that reflect biology adds to predictive accuracy (8) .
The association between evolving immunologic risk and GL was captured within our models. The accompaniment of underimmunosuppression, acute rejection, was associated with increased risk of 3-year GL. In this regard, the relationship between viral infections, a correlate of overimmunosuppression in these models, was intriguing. CMV infection was protective for early GL, which may suggest that clinicians are reacting to these early CMV infections by significantly reducing immunosuppression and likely reducing the risk of early GL (20) .
Despite the primacy of rejection prophylaxis in the medical management of the transplant recipient and the relevance of histologic lesions to outcome, large national databases are remarkably limited in their capture of rejection, its treatment, and postrejection evolution of renal function (2,21). We were able to surmount this deficiency by incorporating data on histologic lesion scores from pathologic reports on allograft biopsies using NLP techniques.
Cardiovascular disease is a major driver of posttransplant mortality and costs. Our approach identified this association and its contribution to the force of mortality in a direction consistent with prior experiences. Additionally, the results underscore the importance of social support and a greater degree of educational attainment as being protective for GL, which is consistent with our prior observations (22, 23) .
Taken together, our data suggest that several windows of opportunity exist for action on mutable domains such as cardiovascular disease, immunologic risk, or social determinants of health. These could be better identified earlier through prospective application of our predictive solution in the clinical workflow. The event-dense and data-rich clinical environment of transplantation is served by a manpower structure that is already well positioned with care coordination resources. Such an approach can be customized to the unique demographic, clinical, and socioeconomic characteristics of patients at individual transplant centers so as to accurately identify groups of patients at risk for GL or death.
The overall concept of such a process flow as applicable to kidney transplant recipients is presented in Figure 3 and accompanying legend. We are currently building EHR-based workflows where data structures and analytic solutions power an automated daily capture of model variables, calculate and update individual patient risk (probability of event), and push these model-derived risk scores in a clinician-facing interface that is quotidian refreshed and drives clinical practice. This workflow is aimed at triggering actions by appropriately skilled teams as opposed to making all tasks part of the transplant team's workflow. Such an approach has been used successfully to reduce readmissions among heart failure patients (24) .
There are limitations of our modeling approach that require discussion. The study is limited to adults (age ≥18), and this population may not represent the characteristics of patients seen in other communitybased or academic-based transplant centers. This analysis describes the kidney transplant population and risk assessment in a single academic-affiliated hospital; external validity of this model or included variables has not been conducted. In addition, utilization may be underestimated, since patients can use any emergency department or hospital in the region. Matching our data to a larger universal billing claims database or prescription databases could minimize missing utilization (25), as we defined utilization by event numbers, not resource consumption, care cost, or charges. It should be noted that the SRTR uses survival methodology in its modeling of outcomes. In this regard, results of our logistic modeling approach are directionally consistent with survival approaches applied to our data. We further submit that our major aim was to provide proof of concept of a pragmatic approach to the use of data available in the EHR to guide optimal and timely clinical interventions and not necessarily an attempt to uncover novel associations beyond those discernible with national data. Furthermore, our results should not be regarded as presenting the ideal or definitive prediction model but more as a method by which centers could customize their data structures to serve in clinically actionable ways. As such, external validation of our approach is needed and welcome.
Conclusions and Future Directions
Inclusion of dynamically evolving structured and unstructured longitudinal patient-level data using Big Data approaches improves the accuracy of prediction of GL and mortality among renal transplant recipients. Through electronic capture and curation, this approach to predictive modeling can be feasibly automated and deployed to provide near real-time clinically actionable results that have the potential to optimize graft and patient outcomes. Such a data structure driving predictive analytics to the bedside has the potential to empower clinicians to optimize value through precision care delivery in transplantation. The unique data-driven care models so developed in transplantation could impact clinically relevant high-value use cases in fields of medicine outside transplantation.
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