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Abstract 
Various algorithms inspired by evolutionary and physical processes have been extensively applied in solving complex 
construction engineering optimization problems. In this paper, Artificial Immune Systems (AIS), a computational approach 
inspired by the processes of human immune system, is introduced in terms of its basic mechanisms and its applications in 
construction engineering. Specifically, Clonal Selection Algorithm (CSA), one of main algorithms that form AIS, is based on 
clonal selection process of the immune system which includes the selection, hypermutation, and receptor editing processes. We 
discuss the CSA in detail and present its application in the classic construction optimization problem, construction site utilization 
planning (CSUP), which is the decision making process for identifying the most optimal layout of temporary facilities designed 
to support the construction process. When applied to a test case published in research literature, we found that CSA shows a 
robust capacity to search the solution space effectively and efficiently. 
© 2015 X. Wang et al. Published by Elsevier Ltd. 
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1. Introduction 
Algorithms inspired by various natural and physical phenomena are being extensively used to develop intelligent 
systems and to provide solutions to complicated problems in civil engineering. For example, Genetic Algorithm 
(GA), an algorithm inspired by natural evolutionary processes, has been applied to various problems such as 
optimization of construction site layouts [1, 2], project scheduling [3-5], structural optimization [6, 7]. In this paper, 
we present a novel computation strategy, Artificial Immune System (AIS), which has been inspired by the biological 
process of human immune systems. The Clonal Section Algorithm, Negative Selection Algorithm and Immune 
© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Network Algorithm are the three main algorithms developed from the principles of Artificial Immune Systems. 
Since the foundational principle of immunology is the clonal selection theory, the Clonal Selection Algorithm is the 
most representative algorithm inspired by the AIS theory. In this paper, we discuss the biological processes 
underlying the AIS algorithms, and specifically illustrate the Clonal Selection Algorithm with an example. 
2. Biological Immune Process 
The immune system is a natural, fast and effective defense mechanism for a host body against infection brought 
by invaders from outside. The immune system is composed of two subsystems, the innate system and the adaptive 
system. The innate system is the first line of defense against a wide variety of invaders such as bacteria. Once the 
innate system fails to recognize the invaders, then the adaptive immune system is activated to do the further 
protection of the host [8, 9].  It is known as the specific immune system that has highly specialized cells (B-cells and 
T-cells) and processes that eliminate or prevent antigen’s growth. At the same time, it creates immunological 
memory after an initial response to a specific pathogen, leading to a strengthened response to the same kinds of 
antigens in the future so the system is described as “adaptive”. The adaptability is because of the somatic 
hypermutation process. It is a process of genetic recombination of gene segments on receptors. This mechanism 
allows a small number of genes to generate a large number of different antigen receptors, which are then uniquely 
expressed on each individual lymphocyte. All of the offspring of that cell then inherit the specificity of their parents. 
It indicates the important capacities of the adaptive immune system are memory and learning [10]. To be more 
specific, the T-cells are activated once they are stimulated by antigens. T-cells divide and secrete chemical signals to 
stimulate the B-cells. After that, the B-cell will proliferate and differentiate into plasma cells that secrete antibodies 
to destroy the antigens. At the same time, some activated B-cells will also differentiate into memory cells that are 
used for future protection against same antigens [10, 11]. 
3. Clonal Selection Algorithm (CLONALG) and Application 
The theoretical model of the clonal selection process proposed by Burnett provided the inspiration for the Clonal 
Selection Algorithm (CSA) [12, 13]. During selection, only the cells that recognize the antigens are selected to 
proliferate. During the proliferation (cloning), the ability of reaction with antigen is strengthened by a hypermutation 
process called affinity maturation which is the result of random genetic recombination. After reproduction and 
affinity maturation, the cells can be further selected through receptor editing. This process eliminates parts of 
individuals with worse affinities and introduces new ones to replace them. Both processes increase the diversity of 
the population of cells so that at least one cell creates an antibody with the receptor capable of recognizing and 
binding with antigens. For the next proliferation, cells are selected and optimized through mutation from the cells of 
the previous generation rather than generating random ones. This scheme presents learning and memory capability 
of immune system. It increases the selection reaction speed and mutation accuracy so that the organism is able to 
adapt to the environment fast. The CLONALG uses the clonal selection, clonal expansion, hypermutation and the 
receptor editing mechanisms, consisting of 7 steps: Population initialization, Affinity Evaluation, Clonal Selection, 
Cloning (proliferation), Hypermutation, Affinity Evaluation and Receptor Editing, Convergence and Termination. 
The detail of each step will be discussed in the next section. 
 
This paper presents the implementation of Clonal Selection Algorithm in construction site utilization planning 
(CSUP). CSUP is the decision making process for determining the locations of temporary facilities within the 
boundary of a construction site by identifying spatial, functional relationships between the temporary facilities. Its 
objective is to identify an optimal layout from a large number of alternative solutions so that a set of predetermined 
facilities are appropriately located while satisfying site specific constraints [1, 14]. In this paper, the application of 
the Clonal Selection Algorithm in construction site layout optimization is presented with a data set from a published 
study. In an early, pioneering study, Li and Love [1] used Genetic Algorithm for solving site layout optimization 
problem. One of effective and direct ways to analyze and evaluate Clonal Selection Algorithm is to compare the 
results obtained from the two algorithms, so data sets from the published study have been used for the objectivity 
and comparability of the research. Representation (Encoding) Scheme 
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Similar to the Genetic Algorithm, CLONALG also requires a representation scheme to encode the antibodies 
(layout) so that the algorithms can be applicable to this specific optimization problem. According to the biological 
immune theory, an antibody is produced through combination of different gene components randomly selected from 
different gene libraries. It can be seen that an antibody is represented as an attribute string of predetermined length. 
The elements of a string are genes randomly generated from a pre-defined population. The integer permutation 
scheme has been employed for the optimization problem in this study. In permutation encoding, each facility layout 
can be represented by an n h n permutation matrix and n is the number of facilities and locations. The 
corresponding row and column number of “1” indicate the location where the facility is placed [1]. Fig 1. presents a 
permutation matrix with 11 facilities and locations.  
 
                       Location 
Facility 1 2 3 4 5 6 7 8 9 10 11 
1 0 0 0 0 1 0 0 0 0 0 0 
2 0 0 1 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 1 0 0 0 
4 0 0 0 0 0 0 1 0 0 0 0 
5 0 0 0 1 0 0 0 0 0 0 0 
6 0 1 0 0 0 0 0 0 0 0 0 
7 0 0 0 0 0 0 0 0 0 0 1 
8 1 0 0 0 0 0 0 0 0 0 0 
9 0 0 0 0 0 1 0 0 0 0 0 
10 0 0 0 0 0 0 0 0 1 0 0 
11 0 0 0 0 0 0 0 0 0 1 0 
 
Fig. 1. Permutation Matrix with 11 Facilities and Locations 
 
Every antibody can also be described as a string of numbers. Each layout is represented by an antibody of length 
same as the number of locations on the site and no location can appear twice in the same layout. The order of 
facilities is sequential from 1 to 11, as shown in Table 1. and Table 2. display the names of 11 facilities considered 
by Li and Love [1]. 
 
                                     Table 1. Typical String Layout Representation 
Facility 1 2 3 4 5 6 7 8 9 10 11 
Location 6 8 2 3 7 9 4 1 5 11 10 
 
                Table 2. Facilities 
Facility 1 Site Office Facility 7 Reinforcement Steel Workshop 
Facility 2 Falsework workshop Facility 8 Side Gate 
Facility 3 Labor Residence Facility 9 Electrical, water, and other control room 
Facility 4 Storeroom 1 Facility 10 Concrete Batch Workshop 
Facility 5 Storeroom 2 Facility 11 Main Gate 
Facility 6 Carpentry Workshop   
 
The locations of side gate and main gate were considered to be predetermined and not subject to change during 
construction. Because the positions of the two special facilities will affect the planning of others, so they are 
considered as constraints to the layout planning problem.  
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3.1. The objective function 
The objective of site layout planning is to minimize the production time and cost. The total traveling distance of 
site personnel between facilities can be used to reflect the consumption on a site. The total distance (TD) is defined 
as described in (1)  
ܯ݅݊݅݉݅ݖ݁ܶܦ ൌ σ σ ௜݂௝݀௜௝௡௝ୀଵ௡௜ୀଵ    (1) 
ሺǡൌͳǡʹǡǥǥǤǤǡሻ, 
   Ǥሺ ǡൌͳǡʹǡǥǥǤǤǡሻǤBased on the available data, the frequencies of trips between 
facilities and the distances of the 11 locations  are listed in (2). The unit of distance is meter. 
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3.2. Algorithm 
The objective function can be used to evaluate the affinity of each layout. After selection, hypermutation and 
receptor editing, the optimal layout is the one with the lowest objective function value (Total Traveling Distance). 
The specific application of the algorithmic steps described in section 3 is as follows: 
Step 1. Population initialization: Randomly generate a size of population of N antibodies. Each antibody 
represents one layout.  
    Step 2. Affinity Evaluation: Calculate the total traveling distance of each layout using the objective function. 
Since the objective of site layout planning is to minimize the productivity time and cost, the affinity should be the 
inverse of the objective function value as in (3).  
ܣ݂݂݅݊݅ݐݕ ൌ  ଵ்௢௧௔௟஽௜௦௧௔௡௖௘   (3) 
    Step 3. Clonal Selection: The Roulette Wheel selection strategy is employed in this implementation of Clonal 
Selection Algorithm since it is one of the earliest and commonly used selection operators in evolutionary computing. 
The basic idea of the selection process is to stochastically select from one generation to create the basis of the next 
generation. The selection principle is that the individuals with higher affinity have a higher probabilities of survival 
than weaker ones. The probability, P, of being selected depends on the affinity of each layout. If Fi is the affinity of 
an individual i in the population, its probability Pi is as shown in (4), 
௜ܲ ൌ  ி೔σ ி೔೔ಿసభ    (4) 
Step 4. Cloning (proliferation): Clone the antibodies that are selected from the initial population. The number of 
clones for each selected antibody should be proportional to its selection probability. The number of clones for one 
layout is equal to the product of its selection probability and the number of antibodies (N) in the initial population. 
In this study, the total number of the clones reproduced by selected antibodies is equal to the total number of 
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individuals of initial population. Thus, the population size keep balanced before and after cloning.  
    Step 5. Hypermutation: After proliferation, each clone cell is strengthened further by affinity maturation process, 
but the extent of hypermutation of each layout is different based on its affinity. The mutation is inversely 
proportional to the affinity of the antibody. Thus, the affinity controls the mutation rate according to the following 
equation (5) [8], 
        ߙ ൌ ݁ሺିఘכ௙ሻ   (5) 
    Where Ƚ  represents the mutation rate, and ݂  is the normalized affinity value. The mutation rate is used for 
determining the number of mutations of a clone. If the length of the clone receptor is L, the number of mutation is 
L*α. The number of mutated location should be doubled because the method mutation in this study is exchange 
rather than adjunction or elimination.  
    Step 6. Affinity Evaluation and Receptor Editing: After hypermutation, a new population is generated and each 
layout undergoes different changes in affinity. Thus, layouts are reorganized through affinity evaluation again. Then, 
a small proportion of layout with the worst affinities in the population are eliminated and replaced by randomly 
generated new layouts. Receptor Editing helps the algorithm escape from local optima on an affinity landscape. The 
newcomers are of importance for the maintenance of diversity in the population.  
Step 7. Convergence and Termination: When the minimum objective function value of a generation does not show 
improvement over the previous generation, the convergence is thought to be reached and the corresponding layout 
can be seen as the best layout, the algorithm can stop; otherwise, the algorithm goes back to step 2 and the cycle 
continues. 
3.3. Computational results 
The Clonal Selection Algorithm was coded in MATLAB, and all experiments were performed on a 32 bit 
Windows PC with a 2.30 GHz CPU and 2.0 GB RAM.  
Population size is one of the key parameters to consider in evolutionary computation [15]. The conventional 
wisdom suggests that a small population size will lead the algorithm to poor performance and that a large population 
size will make the algorithm spend more computation time on looking for the optimal solution [16]. In this 
experiment, four levels of population sizes (30, 50, 100, and 150) were selected to investigate the impact of initial 
population size on the Clonal Selection Algorithm performance. From the results (see Fig 2(a).), it was observed that 
the CLONALG performed poorly with small population size (30 and 50). This can be inferred from the fact that the 
minimum optimal objective function values are larger than the other two population sizes (100 and 150) when the 
CLONALG operations reach the convergence after 50 generations. A possible reason may be that small population 
sizes cannot provide sufficient number of possible layouts for the algorithm. Insufficient resources restrict the search 
capacity of the algorithm. Although small population sizes can save the computational time and ensure the 
efficiency of operation, the final objective function value may not be the smallest. 
    Both 100 and 150 initial population sizes converge on the same optimal objective function value. Thus, the 
computation efficiency (time) need to be used as the evaluation criteria. The average minimum objective function 
values of each population size at each five generation are obtained after running 100 times. For 100 and 150 initial 
population size, it was observed that both of them have same optimal objective function values (12546) and the 
algorithm operation with 150 population size reaches the convergence faster than 100 population size. However, the 
CLONALG operation with 150 population size takes more time in searching and computing optimal solution. 
Although the operation can possibly reach convergence faster with the increase of initial population size, the 
computation times also become longer. Therefore, a medium population size (100) may be the optimal choice 
because it can fully make use of resources and operate more efficiently. 
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Fig 2. (a) Variation of Objective Function Value with different population size within 50 generations; (b) Variation of objective function value 
with different receptor editing rates 
 
Receptor editing is an additional process that improves the diversity of candidate population. A pre-determined 
percentage of antibodies with lower affinities are eliminated and replaced by new ones in this process. The different 
percentage of low affinity antibodies to be replaced can potentially significantly impact on the algorithm 
performance. In this experiment, four levels receptor editing rate or the replacement percentage (0.02, 0.05, 0.07, 
and 0.2) were selected. From the Fig 2(b), it was observed that the performance of CLONALG with 0.02 and 0.05 
receptor editing rate are the same. Both of them obtain the smallest objective function value. The algorithm cannot 
reach convergence and the final objective function value is not optimal (12546) when it is 0.2. Although the 
introduction of a new layout may be beneficial in looking for the best solution because more possibilities can be 
considered, large value may also lead to a poor performance because it can bring too much randomness which 
makes the algorithm keep jumping in the affinity landscape without results. Therefore, large receptor editing rates 
were not found to be beneficial in this example. The receptor editing rate should be controlled in a small range. The 
identification of the value needs to depend on the specific problem and the algorithm performance. 
 
In the study published by Li and Love [1], it was observed that the minimum objective function value was 15,160 
after 90 generations of iteration of the algorithm. After sensitivity analysis of parameters, we observed a significant 
improvement in the objective function value when Clonal Selection Algorithm was applied. The optimal objective 
function value was found to be 12,546 after 50 generations. The comparative optimal layouts by both algorithms is 
shown in Table 3. 
 
     Table. 3 Optimal Layout Solution 
Facility  1 2 3 4 5 6 7 8 9 10 11 
Location 
(CLONALG) 
9 11 6 5 7 2 4 1 3 8 10 
Location 
(GA) Li and Love [1] 
11 5 9 7 2 8 3 1 6 4 10 
 
4. Conclusion 
The objective of this paper was to describe the Artificial Immune Systems; to discuss the underlying biological 
processes and present the canonical Clonal Selection Algorithm. The paper utilizes one-to-one assignment 
paradigm, i.e. locating predetermined facilities to predetermined locations. The performance of the algorithm on 
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unequal-area problems and problems involving the temporal dimension was not evaluated in this paper. These will 
be addressed in the future research. 
The significant increase in interest in AIS the last decade is resulting in the development of various variants of 
CSA such as Adaptive CSA and CSA with multiple hypermutation operators, etc. The efficacy of these algorithms 
in various construction engineering optimization problems can be evaluated in future. Also, more potential 
applications of Negative Selection Algorithm and Immune Network Algorithm in construction engineering problems 
may be discovered for future research. 
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