We propose a robust high dynamic range (HDR) video synthesis algorithm using the superpixel-based illuminance-invariant motion estimation technique. The proposed algorithm first selects an input frame in an alternating exposed input video as the reference. Then, the correspondences between two adjacent frames are estimated by employing a feature descriptor, which is robust against illuminance variation, and a superpixel segmentation technique. Next, the input frames are warped to the reference frame using the estimated motion maps. Finally, the final HDR frame is synthesized by constructing a weight map, which can handle complex motions and poor exposures by considering the underlying structures in the input frames. Experimental results on real test sequences show that the proposed algorithm can provide high-quality HDR videos compared with those obtained by state-of-the-art algorithms in terms of both subjective and objective evaluations.
I. INTRODUCTION
High dynamic range (HDR) imaging is a technique used in photography to capture a greater dynamic range of luminosity than is possible with standard digital imaging or photographic devices [1] , [2] . HDR images can represent a greater range of luminance levels, such as those in real-world scenes containing bright direct sunlight to extreme shade. The light intensities of real-world scenes have a significant brightness variation than can be captured by currently available camera sensors. In particular, a conventional consumer-grade camera has only 8-bit discrete intensity levels for each color channel of the image. The limited dynamic range of cameras has been the focus of research, and HDR imaging was developed as an alternative approach to overcome this limitation in current image-capture devices [1] - [5] . HDR images and videos contain pixels that represent a considerably wider range of colors and brightness levels than those offered by conventional low dynamic range (LDR) images and videos. The objective of such imaging is to produce a luminance range similar to that experienced via the human visual system (HVS),
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Approaches to capture HDR images can be categorized into hardware-based [6] - [10] and software-based [3] - [5] , [11] - [16] approaches. In hardware-based approaches, the HDR image is captured using specialized cameras. For example, Nayar and Mitsunaga [6] and Aguerrebere et al. [7] placed an optical mask in front of a conventional image detector array; Unger and Gustavson [8] used a highly programmable camera unit with a high throughput analogto-digital converter. Furthermore, Kronander et al. [9] performed HDR generation directly using raw sensor data in a single processing operation and HDR reconstruction based on the fitting of local polynomial approximations to the observed sensor data. An alternative approach involved the use of external beam splitters to construct an HDR video using conventional cameras [10] . However, the hardwarebased approaches require a large number of special auxiliary devices, thus making the system excessively complex and expensive for hands-on device applications.
Contrarily, in software-based approaches, HDR images are captured using conventional devices such as mobile phones or low-end cameras [3] - [5] , [11] - [16] . In this approach, a set of LDR images with different exposures are combined to synthesize an HDR radiance map of the scene. However, actual scenes often contain moving objects; thus a simple combination of LDR images may lead to ghosting artifacts. Recently, various approaches have been developed to produce high-quality HDR images without the ghosting artifacts in a dynamic scene [11] - [16] .
The techniques for producing an HDR image without ghosting artifacts may be directly extended to HDR video synthesis. However, this extension is impractical as the content losses due to poorly exposed regions become more critical in HDR video synthesis. For HDR videos, the input sequence is captured under alternating exposures, and the fundamental challenge is estimating accurate correspondences between a set of alternating-exposure frames. To this end, Kang et al. [17] and Mangiat and Gibson [18] employed gradient-based and block-based optical flow estimation schemes to obtain the correspondences between consecutive frames. Kalantari et al. [19] used the PatchMatch algorithm [20] for correspondence estimation and optical flow-based registration to enhance the temporal coherency. Li et al. [21] obtained the background of the HDR frame using rank-minimization, and the foreground via multi-scale adaptive kernel regression by considering motion estimation as an optimization problem.
In this work, based on the observation that the quality of a synthesized HDR video relies on accuracy of the motion estimation technique, we propose a robust HDR video synthesis algorithm from an alternatively exposed LDR video using superpixel-based illuminance-invariant motion estimation. Specifically, we first over-segment the input frames using a superpixel segmentation technique, and then estimate the correspondences between consecutive frames by employing a feature descriptor, which is robust to illuminance changes. Experimental results show that the proposed algorithm provides a higher synthesis quality than state-ofthe-art algorithms in terms of both subjective and objective evaluations. 1 The rest of this paper is organized as follows: The related works are introduced in Section II. Section III describes the HDR video synthesis using superpixel-based illuminanceinvariant motion estimation. Section IV presents the experimental results, and Section V concludes this paper.
II. RELATED WORKS A. HDR DEGHOSTING
Conventional ghost-removal algorithms can be divided into two categories. Algorithms in the first category estimate the correspondences between the input frames and then merge the aligned frames. For example, Jinno and Okuda [23] employed the optical flow between LDR images; to improve the robustness of the optical flow, Zimmer et al. [13] exploited the gradient information in the optical flow algorithm to address brightness variations. Recently developed HDR deghosting algorithms employed superior correspondence estimation, e.g., the PatchMatch algorithm [20] . For example, Sen et al. [14] filled the poorly exposed regions in the reference image with those from other input exposures using PatchMatch. Hu et al. [15] formulated an optimization problem to obtain aligned images using Patch-Match and the intensity mapping function for the poorly exposed and well-exposed regions, respectively. Although the PatchMatch-based approaches generally provide high-quality HDR images, they produce unsatisfactory results when the reference image contains large regions with poor exposure.
Algorithms in the second category exploit the ghosting characteristics to detect the ghost regions and to minimize their contributions to the synthesized image. For example, assuming that the pixels in a ghost region exhibit a large variation over exposures, Jacob et al. [24] detected the ghost region using the variance and the entropy in the local neighborhood of each pixel, and Zhang and Cham [25] estimated the probability of a pixel belonging to a ghost region using gradient changes among different images. Gallo et al. [26] assumed linearity between the background irradiance and exposure time to detect ghost regions by considering the deviation of the linearity. Heo et al. [12] formulated the deghosting problem as an optimization problem to refine the ghost regions. In [27] - [29] , the deghosting problem was formulated as a rank minimization problem by assuming that the irradiance maps and LDR input exposures were linearly related. For a complete survey of the literature on HDR deghosting, we refer the readers to [30] .
B. HDR VIDEO SYNTHESIS
Because the hardware-based HDR imaging systems [6] - [10] need not handle motion information, they may be directly used to capture HDR videos. However, these approaches require specific optical components and often fail to provide high-quality results in regions with high contrast. Therefore, here we focus only on the software-based algorithms, which synthesize HDR videos from input sequences captured by alternating the exposure of each frame.
Kang et al. [17] warped the frames preceding and succeeding the reference frame using optical flow after compensating for the exposure difference between the frames using the camera response function (CRF) [3] . Then, the warped frames are merged using bidirectional interpolation between the preceding/succeeding frames and the hierarchical homography technique to avoid ghosting artifacts. Mangiat and Gibson [18] overcame the problem of the optical flow technique by developing a block-based motion estimation framework. Furthermore, they developed a filter based on the cross-bilateral filter to eliminate blocking artifacts caused by the block-based motion estimation. In [31] , they further mitigated possible artifacts by developing a filter based on the bilateral filter to obtain smooth frames while preserving important edges. Kalantari et al. [19] first adjusted the brightness of a frame with the reference frame to compensate for the exposure differences using the CRF [3] . Next, they employed optical flow-based registration to enhance the temporal coherency using the patch-based technique to address the non-rigid motion and to correct the correspondences. Gryaditskaya et al. [32] designed a framework that assesses the relative importance of motion and dynamic range. The framework adjusts the settings of the metering algorithm to choose exposures that minimize visual artifacts after recombination into an HDR sequence. Li et al. [21] formulated motion estimation as an optimization problem. Specifically, they used the rank minimization technique and multi-scale regression to respectively obtain the background and foreground of the scene. This algorithm is considered to be the state-of-the-art for motion-estimation-based HDR video synthesis. Recently, in [33] , Kalantari and Ramamoorthi proposed a learning-based approach that uses two sequential convolutional neural networks (CNNs) to model the entire HDR video synthesis process via frame alignment and HDR frame synthesis.
III. PROPOSED ALGORITHM
The proposed HDR video synthesis algorithm has three main steps, as shown in Figure 1 . In the first step, the input frames are converted to the descriptor domain such that the descriptors are robust against illuminance variations. Next, the motion between successive frames in the descriptor domain is estimated. Because the reference frame contains both well-exposed and poorly exposed regions that should be considered independently, we divide the motion estimation process into two phases: bidirectional motion estimation for well-exposed regions and superpixel-based motion estimation for poorly exposed regions. Finally, the HDR frame is synthesized via weighted averaging of the warped frames obtained by the estimated motion map. The weight map is constructed by considering the underlying structures of the scene.
The common approach to obtain an HDR video sequence using a consumer camera is to capture an input video that has different exposures for each frame and to estimate the correspondences between them accurately. Assuming a given set of three consecutive frames I t−1 , I t , and I t+1 captured using alternating exposures, I t is selected as the reference frame, and the correspondences between I t and I t−1 and between I t and I t+1 are determined. However, because the input frames are captured under different exposure conditions, conventional motion estimation techniques cannot be applied directly to determine the correspondences.
A. BIDIRECTIONAL MOTION ESTIMATION
In this work, to estimate the motion between adjacent frames, we employ the dense adaptive self-correlation (DASC) descriptor [34] , which is robust to illuminance changes, and estimate the correspondences between I t−1 and I t . Specifically, the DASC descriptor D t (x) at pixel location x in the frame I t is defined with a series of adaptive self-correlation similarities for patches and randomized receptive field pooling within a local support window based on the observation that a self-similarity in an image is less sensitive to illuminance (exposure) variations.
FIGURE 2.
Motion from frame I t to frame I t −1 in well-exposed regions (on the bridge) can be obtained directly. However, in saturated regions, information is lost; thus, the motion from frame I t +1 to frame I t −1 can be first estimated and subsequently halved.
It should be noted that, the reference frame is an LDR image, and it may therefore contain both well-exposed and poorly exposed regions, which consist of different amounts of information. Based on this observation, we divide our motion estimation scheme into two parts corresponding to the two types of exposed regions. Figure 2 illustrates these two different correspondence estimation schemes according to how well each region is exposed. We first define the well-exposed and poorly exposed regions in the reference frame using a threshold I th . Specifically, a pixel I t (x) at location x is categorized as
For well-exposed regions, we employ SIFT flow [35] in the DASC descriptor domain to estimate the correspondences between D t and D t−1 . SIFT flow is a coarse-to-fine flow matching scheme, which approximately estimates the flow at the coarse level of the image grid and then gradually propagates and refines the estimated flow. The proposed motion estimation for well-exposed regions involves the estimation of four motions: v t,t+1 , v t+1,t , v t,t−1 , and v t−1,t . In this work, only the procedure of estimating the motion v t,t−1 from frame I t to frame I t−1 is provided; the other motions can be estimated in the same manner.
Note that, if the motion between successive frames is complex, one may fail to estimate accurate correspondences. Therefore, to ensure the robustness of motion estimation, we develop a bidirectional motion estimation scheme. First, we estimate the motion of a pixel at x in frame I t to frame I t−1 , denoted as v t,t−1 , as illustrated in Figure 3 . Let x t−1 = x t +v t,t−1 denote the corresponding pixel of pixel x t in I t−1 , which is represented as the dark gray pixel. Then, from this corresponding pixel, one can inversely estimate motion v t−1,t at x t−1 , which connects the corresponding pixel x t−1 to a pixel x t−1 in frame I t . In ideal matching, x t and x t should be in the same location, and in this case, the difference between these two pixels is minimal. On the contrary, if the distance between x t and x t is large, the estimated motion v t,t−1 is regarded as inaccurate, which is caused by occlusion and/or complex motions. Estimation is performed for both directions I t to I t−1 and I t to I t+1 , and the motion that corresponds to the minimal difference between the two pixels is selected.
B. SUPERPIXEL-BASED MOTION ESTIMATION
The superpixel segmentation technique has recently been employed to improve the accuracy of the correspondence estimation between successive frames [16] , [36] - [38] . However, these conventional approaches assume that the successive frames are taken with the same exposure, which is not the case in this work. In this work, we develop a new superpixel-based motion estimation algorithm that accurately estimates the correspondences although the successive frames have different exposures and the reference frame contains poorly exposed regions. For poorly exposed regions in I t , although the DASC descriptor is less sensitive to illuminance changes [34] , the low dynamic range of the input frame leads to information loss in the reference frame. As a result, SIFT flow also fails in estimating the correspondence in these regions. To overcome this problem, we develop a superpixel-based motion estimation scheme, in which the frame I t+1 is employed to estimate the motion between I t and I t−1 at a poorly exposed region by assuming that the motion vector from frame I t to frame I t−1 can be obtained indirectly using the motion vector from frame I t+1 to frame I t−1 . As shown in Figure 2 , if a pixel x in I t , which belongs to the sky in this case, is poorly exposed, it does not contain any information that can be used to estimate motion v t,t−1 directly. In this work, using the abovementioned assumption, we estimate motion v t+1,t−1 and halve it to estimate the required motion from frame I t to frame I t−1 . Here, we assume that, if a pixel at x in I t is poorly exposed, its corresponding pixels in frame I t−1 and frame I t+1 are well-exposed.
Note that, because of large motions and object deformations between frames I t−1 and I t+1 , conventional block matching, in which a window of a fixed size is defined within a search range, may fail to estimate accurate motions, often yielding outliers at the object boundaries and causing motion discontinuities. Therefore, for more robust motion estimation, we combine block matching with the superpixel segmentation technique by considering the intersection between the superpixel (light gray patches) and support window (bold rectangle) instead of using only a fixed-size block, as shown in Figure 4 . Given pixel x in frame I t , in the search window, we find a pair of corresponding pixels in I t−1 and I t+1 by assuming that the motion vector
where v t,t−1 (x), v t+1,t (x), and v t+1,t−1 (x) respectively denote the motion vectors of pixel x from frame I t to frame I t−1 , from I t+1 to I t , and from I t+1 to I t−1 .
To ensure the robustness of motion estimation, we develop a superpixel-based motion estimation scheme by assuming that, if a pair of pixels in I t+1 and I t−1 match, their neighboring pixels are likely to match. A typical block-matching algorithm uses a fixed-size block as the neighbor of the considered pixel. However, as stated before, the fixed-size block tends to introduce outliers on the object boundaries, thus leading to inaccurate estimations of correspondences between frames. To overcome this limitation, we employ the simple linear iterative clustering (SLIC) algorithm [39] to divide the images into superpixels owing to its efficiency in computation and adherence to the object boundaries. Let W t+1
x and W t−1
x denote the support windows in I t+1 and I t−1 , respectively, centered at pixels determined by the motion vector v t+1,t−1 (x) that passes through pixel x in I t . Further, S t+1 x and S t−1 x denote the superpixels in I t+1 and I t−1 , respectively, to which the corresponding pixels of x in I t belong to, as shown in Figure 4 . Then, we select only pixels in the intersections W t+1
x ∩S t+1
as the neighboring pixels of I t+1 and I t−1 to pixel x in I t . Then, for each motion vector candidate v t+1,t−1 that passes through x in I t , we formulate a cost function that measures the difference between the weighted average of the descriptors in the two intersections. More specifically, we compute
where D t+1 y and D t−1 y denote the DASC descriptors [34] of pixel y in I t+1 and I t−1 , respectively, and ω(x, y) is a weighting parameter that decreases with increase in the distance between the neighboring pixel y and the center pixel x, defined as
with σ = 8. The normalizing parameter W t in (3) is defined as W t = y∈W t x ∩S t
x ω(x, y). Then, we find the optimal motion vector that minimizes the cost in (3) as
Finally, as mentioned previously, we halve v * t+1,t−1 in (5) to obtain the required motion v t,t−1 via (2).
C. HDR VIDEO SYNTHESIS
The final radiance value H t at each pixel is then computed as the weighted average of the radiance values for the corresponding pixels. More specifically, we synthesize the HDR frame by
where I t+k w is the warped version of I t+k to the reference frame I t using the motion vector v t+k,t , and f denotes the CRF [3] . Also, w t+k (x) is the weight at the pixel location x in the frame I t+k w . In this work, we use the pixel values and structure information in input frames to compute the weight w t (x). Specifically, we use two terms for the weight as
where w t p (x) and w t s (x) account for the reliability of the pixel value and its underlying structure, respectively.
For the pixel weight w t p in (7), we employ the hat function [3] , defined as
where z t (x), Z min , and Z max respectively denote the pixel value at position x, minimum pixel value, and maximum pixel value of the input image. Note that using only the weight in (8) may yield ghosting artifacts when the estimated motion is not completely accurate, because it does not consider the underlying structures in the input frames. To address this problem, we consider the structural information in the input frame to mitigate the visible artifacts caused by inaccurate motion estimation. To this end, we employ the structure similarity index (SSIM) [40] as it represents the structural similarity between two images; a higher score corresponds to a more similar structure. Based on this property, we compute the SSIM score between the reference frame and neighboring frames, and we assign the larger weight to the pixel with a larger SSIM value. Figure 5 shows an example of the HDR synthesis results, where the structural information improves the quality of result. The SSIM metric is composed of three terms: luminance, contrast, and structure. Among these terms, we employ only the structural term SSIM S to evaluate the degree of similarity of the structures of the warped and reference frames. Specifically, the structural weight assigned to pixel x is given by
where σ I t+k w (x) , σ I t (x) , and σ I t+k w (x)I t (x) are standard deviations and covariance, respectively, for local blocks of I t+k w and I t w centered at x. The constant C is used to stabilize the division as in [40] . Note that, since the SSIM S indicates the local structural similarity between I t+k w and I t , a large value of w t+k s (x) indicates that the structure of I t+k w is similar to that of I t . Consequently, a larger value of weight w t+k s (x) is assigned to I t+k w (x) to synthesize the HDR frame. 
IV. EXPERIMENTAL RESULTS
We evaluate the performance of the proposed HDR video synthesis algorithm on five different sequences shown in Figures 6-14: Fire [19] , Bridge2, Hallway2, Students [41], and ParkingLot [42] . These test videos were selected to ensure that different types of scenarios, including large camera and/or object motions and significantly over-and/or under-exposed conditions are covered. The alternatively exposed sequence for the Fire dataset is publicly available, and the ground-truth radiance maps of the others are provided. These sequences were used to generate the alternating frames by simulating the image acquisition process. Specifically, the CRF provided in [19] was used, and the exposure time was alternated to ensure that the number of poorly exposed pixels was equal to 20% of the total number of pixels in each frame. The exposure times used for each video are listed in Table 1 . It should be noted that the Bridge2 sequence was not radiometrically calibrated. In all the experiments, the size of the search window was 13×13, and the number of superpixel segmentations was 3000. We evaluate the performance of the proposed algorithm with those of two state-of-the-art HDR video synthesis algorithms: Kalantari et al.'s algorithm [19] and Li et al.'s algorithm [21] , in terms of both subjective and objective aspects. The source codes for these algorithms are publicly provided by the respective authors [19] , [21] . We used the optimal parameter settings to provide the best overall visual quality. Finally, to print the synthesized HDR frames, we used the tone-mapping technique [43] using the parameter settings provided in [19] . it defines the problem as an optimization. In contrast, the proposed algorithm in the bottom row successfully preserves the structures and color of the flames as it faithfully estimates the motion between the successive frames and suitably considers the structures. Figure 8 shows the 3-6th input frames of the Bridge2 sequence and the outputs synthesized by all the algorithms. Kalantari et al.'s algorithm [19] in the second row relies excessively on the patch-based motion estimation and thus fails to estimate the motion when the input frames have large areas of poorly exposed regions. Consequently, the algorithm cannot faithfully reconstruct the structures in the scene, Figure 9 (c), the black van in the frame synthesized by Li et al.'s algorithm is deformed because the algorithm may estimate inexact correspondences by solving the unconstrained optimization problem. In contrast, as shown in Figure 9(d) , the proposed algorithm faithfully synthesizes video frames with explicit object boundaries without any feasible artifacts, as compared to the ground truth. Figure 10 shows the 3-6th input frames of the Students sequence and the synthesized results of the three algorithms. Kalantari et al.'s algorithm [19] , as shown in the second row, distorts the shapes of the persons, which is better visible in Figure 11 (b), and yields color artifacts because its patch-based search technique fails to find the correspondences between neighboring frames in the poorly exposed regions. Li et al.'s algorithm [21] appears to overcome the color artifacts, although it still fails to obtain objects such as the leg of a person on the lower-right corner in Figure 11 (c). In contrast, the proposed algorithm outputs better quality HDR frames with only small artifacts, which are relatively inconspicuous in the resulting video. Furthermore, the object boundaries of objects such as the leg of the person are wellpreserved, making the output similar to the ground truth, as shown in Figure 11(d) . Figure 12 shows the 3-6th input frames of the Hall-way2 sequence and the outputs of the three algorithms. Kalantari et al.'s algorithm [19] , as shown in the second row, fails to estimate the motion as the input images contain large areas of poorly exposed regions, yielding visible artifacts in the towers, as shown in Figure 13 [21] fails to estimate the correspondences when the input image is poorly exposed, resulting in severe visual artifacts. In comparison, by using the illuminance-invariant motion estimation scheme, the proposed algorithm provides video frames with minimal artifacts as the motion between adjacent frames can be estimated accurately despite poor exposure in the input frames. Figure 14 shows the 122-126th input frames of the Park-ingLot sequence and the synthesized results obtained by each algorithm. Kalantari et al.'s algorithm [19] in the second row yields severe visual artifacts as it fails to estimate the correspondence when the input frames have large exposure differences. Similarly, Li et al.'s algorithm [21] in the third row cannot estimate the accurate correspondences, resulting in severe artifacts in all results. In contrast, the proposed algorithm provides high quality synthesized results by estimating accurate correspondences between successive frames in both the poorly and well exposed regions
A. SUBJECTIVE EVALUATION OF VIDEO QUALITY

B. OBJECTIVE EVALUATION OF VIDEO QUALITY
In addition to the subjective evaluations, we performed objective evaluation of the proposed algorithm in comparison with the state-of-the-art algorithms using five different quality metrics: logPSNR, a perceptually uniform extension to PSNR (puPSNR) [44] , high dynamic range visible difference predictor (HDR-VDP) [45] , [46] , dynamic range independent video quality metric (DRIVQM) [47] , and high dynamic range video quality metric (HDR-VQM) [48] . The logPSNR and puPSNR metrics can be considered as extensions of the PSNR as they take into account the nonlinear perception of the HVS to the real scene luminance. HDR-VDP estimates the probability with which an average human observer can detect differences between the reference and query images. In this work, we use the Q correlate of its version 2.2.1 [46] . HDR-VQM quantifies the quality of synthesis of the HDR videos using perceptually uniform encoding, sub-band decomposition, short-and long-term spatial temporal pooling, and the color information of the frames. In summary, logPSNR and puPSNR indicate the quality of pixel value synthesis, while HDR-VQM and DRIVQM estimate the perceptual differences between two videos. Note that only the DRIVQM and HDR-VQM represent the HDR video quality assessment, whereas the others are developed for still image quality assessment. Table 2 presents the synthesis performance of the proposed algorithm compared to those of two state-of-the-art algorithms for four test sequences. For all the metrics, the higher score indicates better results, and the best results are boldfaced. Because the proposed algorithm effectively estimates motion information via the superpixel-based illuminanceinvariant motion estimation technique, it provides the highest scores of logPSNR and puPSNR for the Students and Park-ingLot sequences, and its performance is comparable to those of the other algorithms for the other sequences. Furthermore, the proposed algorithm achieves the highest HDR-VQM [44] , HDR-VDP [45] , [46] , and HDR-VQM [48] . The bold face values indicate the highest score, thus indicating the best quality. score for all sequences. Except for the Bridge2 sequence, the proposed algorithm exhibits the best performance in terms of the HDR-VDP. Although the HDR-VDP score for the Bridge2 sequence is the third highest, the proposed algorithm provides the best visual quality, as shown in Figures 8 and 14 . Figure 15 compares the selected frames of the DRIVQM assessment for three test sequences. Kalantari et al.'s algorithm in Figure 15 (a) produces severe visible differences for all sequences. Li et al.'s algorithm in Figure 15 (b) produces considerably lower visible differences for the Students sequence but poor results for the Hallway2 sequence. However, the proposed algorithm in Figure 15 (c) provides high-quality synthesis results with significantly lower visible differences compared to those of both the state-of-the-art algorithms. Therefore, by successfully estimating the motion between frames using the superpixel-based motion estimation technique, the proposed algorithm provides the highest-quality HDR video both subjectively and objectively. Table 3 compares the actual execution times for the Bridge2, Students, and Hallway2 sequences in Figures 8, 10 , and 12, respectively, of resolution 1280 × 720. We use a PC with a 3.40 GHz CPU and 16 GB RAM. All algorithms are FIGURE 15. Quality assessment using the DRIVQM metric on the selected frames of the ParkingLot sequence (first row), Students sequence (second row), and Hallway2 sequence (third row). The color map represents the predicted visible differences for the outputs of (a) Kalantari et al. 's algorithm [19] , (b) Li et al. 's algorithm [21] , and (c) the proposed algorithm. The color map in (d) illustrates the predicted visible differences that an observer would notice between the synthesized and reference frames. [21] , and the proposed algorithm for the Bridge2, Students, and Hallway2 sequences.
C. COMPUTATIONAL COMPLEXITY EVALUATION
implemented in MATLAB. We see that Kalantari et al.'s algorithm has relatively low complexity in terms of execution time, but it is prone to yielding visual artifacts when the input frames contain large areas of poorly exposed regions as shown in These results indicate that the proposed algorithm provides better performance than conventional algorithms, while demanding comparable or even less computational resources.
V. CONCLUSION
We proposed an HDR video synthesis algorithm from a sequence of LDR frames with alternating exposures. By developing the superpixel-based motion estimation technique in the illuminance-invariant descriptor domain, we estimated accurate correspondences between adjacent frames. Furthermore, we computed the weights for HDR construction by considering the structural information of the input frame for handling complex motions or poor exposures. Consequently, the proposed algorithm could preserve object boundaries similar to those in the ground truth. Experimental results on real test sequences demonstrated that the proposed algorithm could provide higher-quality or even comparable results to those of state-of-the-art algorithms.
