I. INTRODUCTION
Multiplier chips are undeniably a crucial component of any digital signal processing system. Hence the utility of a multiplier chip cannot be understressed.
We have employed a 2-pm NMOS design parameter [l] as it is widely used nowadays. Parallel implementation was resorted to in order to increase the speed of computation. A serial realization was attempted earlier for an 8x8 multiplier and it was found that five clock pulses were required to compute the result. Parallel realization, on the other hand, requires just one clock pulse to generate the result. The inputs and the output of the chip are in signed magnitude form.
While incorporating the modified Booth's algorithm [2] it was found that the arithmetic processing part involved addition as well as subtraction and hence an adder-cum-subtractor (ACS) module was designed. This module is unique in the sense that addition and subtraction are done without taking the two's complement at any stage. Subsequent cascading of the ACS modules was found to generate the result correctly. This module will be dealt with in greater detail later on.
MODIFIED BOOTH'S ALGORITHM
Multiplication of two numbers basically involves multiple shifts of the multiplier and subsequent addition, depending on the bit pattern of the multiplicand. Without using the modified Booth's algorithm [2] a maximum of four shifts (for a 4 x 4 multiplier) and four additions are required. On the other hand, through the modified Booth's algorithm, a maximum of three terms have to be evaluated and added up.
We now elaborate upon the facts given in the previous paragraph. Let A and B be a 4-bit multiplicand and multiplier, respectively. Therefore, A can be written as A = a , X23 + a,22 + u1 X 2 ' + a,.
Hence B has to be multiplied with each of the four terms and subsequently added up. For the modified Booth's algorithm it can easily be verified that A can also be represented as A = u4a3 +2'( -2 a , + a 2 + ul) +2O( -2 a 1 + a , +O). It is clear that, except for the first term, the remaining two terms can be expressed individually as 2' multiplied by a function E; where 4 = ( -2 a , + l + a , + a , -l ) Now, when B is multiplied with A , depending on the value of the function F;, the multiplier B will either have to be shifted left i + 1 or i times and either added or subtracted from the partial result. We also note that for an n x n-bit multiplier N terms have to be evaluated using the modified Booth's algorithm, where
This is the reason why the 8xS-bit serial implementation required five clock pulses.
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SYSTEM ARCHITECTURE
The system architecture that we chose inherently simplifies the timing analysis in Section VI because the flow of data is always in one direction, i.e., there are no data feedbacks among any of the modules. Thus we add the individual module delays to get the total system delay.
As mentioned before, the final result of the multiplier is the sum of properly shifted versions of B. The extent of the shift is determined by the value of the function E;. Therefore, for all of the terms to be evaluated we note that we have to choose between a shift of i + 1 and i. Hence we decided to multiplex the (i + 1)th and the ith shifted versions of B. Therefore, in the 4x4-bit case we required three multiplexers.
Also two logic blocks, we call them F blocks, were required to generate the control signals for the multiplexers (for choosing the proper shifts) and for the ACS modules (for adding or subtracting the outputs of the multiplexers). As there were three terms to be added/subtracted, we required two ACS modules. These modules will be described in greater detail later.
The final system architecture is presented in Fig. 1 . 
IV. MULTIPLEXERS AND THE F BLOCK
A . Multiplexers
There were two 3 x 1 multiplexers on the chip. Two control signals L and L' controlled the generation of the output. In .eality we had one register which acted as a source of two inputs and a ground line as the third. When L' = 1 we get a zero as the multiplexer output irrespective of the status of L.
The third multiplexer (2 X 1) selects between a four shift left version of B and zero. The control signal in this case is u3.
The layout, the truth table, and the logic diagram are given in Fig. 2. 
B. F Block
The inputs to the F block are three bits of A and it generates the control signals L , L', and A / S . The function of the first two has already been explained while the third ( A / S ) is a signal to be combined with a similar output of another F block to be given to the ACS in order to convert it to either an adder or a subtractor.
The layout, the truth table, and the logic diagram are shown in Fig. 3 .
V. ADDER-CUM-SUBTRACTOR MODULE
As mentioned earlier the arithmetic processing part would require addition as well as subtraction. Thus the ACS module has two modes of operation, one as an adder and the other as a subtractor. At no point is a two's complement required in this application of the ACS, and the final result is in signed magnitude form.
The adder is a conventional ripple carry adder while for the subtractor a novel design was implemented. The subtraction algorithm developed is given below. We first of all define a bit pair (BP) as the pair ( U , , b,) of the two operands where B is the subtrahend. The steps are: 1) 2) start from the unit's BP; if the current BP is (0,l) then do step 3 onwards; otherwise take the XOR of the current BP as the output and repeat step 2 for the next BP unless the current BP is the last one; generate 1 as the output of the current BP; 3) 6) if U , = 0 then do step 2 onwards; otherwise take the XOR of the bits of the current BP and do step 4 onwards.
The algorithm above assumes that for an n-bit subtraction there are (n + 1)-bit pairs (including the sign-bit pair) plus a final bit pair which equals (1,O). The actual answer is given by the output of the right-most ( n + 1)-bit pairs.
Upon realization of the circuit it was found that one bit slice of the ACS module contained 40 transistors. The design of the XOR gates was done using two pass transistors following the formal design procedure given in [3] .
The logic diagram of a bit slice of the ACS module is shown in Fig. 4(a) . It also shows the pass-transistor realization of XOR'S. The layout is shown in Fig. 4(b) .
VI. TIMING ANALYSIS
It is quite reasonable to neglect the RC effects of wires if the wire resistance is much smaller than the ON resistance of a MOS transistor [4] .
As nowhere on the chip do we have wire lengths greater than 2000X (only then does the wire resistance become comparable to the ON resistance of a MOS transistor), the RC effects were ignored. Thus we modeled the wires as capacitive loads. The timing analysis was done by first identifying a critical path passing from the input pads through certain logic blocks to the output pads. This path was quite obvious in our architecture and is shown in Fig. 5 .
For each of the modules lying in the critical path the delay was estimated and finally added up. If at any stage any module was found to delay the processing by a substantial amount, we identified the exact location of the problem area within the module and redesigned that part.
Within the modules themselves the delay was estimated by identifying critical paths. This identification was based on two considerations: 1) the number of gates along the path, and 2) the cumulative length of wires (or output capacitance faced by each gate in the path). The maximum of all the path delays within the module represented the delay of the module as a whole. Delays for each of the modules are tabulated in Table I . It can be seen that the ACS module is responsible for 81 percent of the total delay.
We would like to point out that no layout optimization was carried out on any of the modules and each one of them was a one-go affair. Appreciable reduction in the delays can be expected if such an optimization is carried out.
VII. CONCLUSIONS
A multiplier chip using the modified Booth's algorithm was designed and simulated. The whole chip contained 250 gates and occupied an area of 1.37 m d . It was designed for a supply voltage of 5 V.
The performance of the chip in terms of area and power dissipation is quite comparable to the one given in [SI though it lags far behind in the domain of execution time. The reason for this is the inherently slow NMOS technology and the absence of any layout optimization. Comparison with other multipliers is given in Table 11 . The data were culled from 
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When extended to 8~ 8-bit systems we require N ( = 5) F blocks, N -1 ( = 4) ACS modules, and N ( = 5) multiplexers. Thus we anticipate an increase of 13 ns in the system delay and an increase of 31.9 mW in the total power dissipation. The ACS module accounts for nearly 76.6 percent of the increment in the power dissipation and it is responsible for all of the incremental delay of 13 ns.
