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Suppose Y > 0 is a given real number, R = (-co, co) En is a real or complex 
n-dimensional linear vector space with norm j . I, C([-r, 01, En) is the Banach 
space of continuous functions mapping the interval [-r, 0] into E” with the 
topology of uniform convergence given by the norm /I 4 I] = sup I $(@)I. If 
-T<O<O 
5 E R, A > 0, and x E C([c - Y, [ + A], ET’) then for any t E [c, 5 + A) we let 
xt E C be defined by ~~(0) = x(t + O), --r < 0 < 0. If Q is an open subset 
of R x C and f, D: Q + En are given continuous functions we say that the 
relation 
is a functional differential equation. 
We say that (1) is a neutral functional differential equation if D is atomic at 
zero, that is, D has a continuous Frechet derivative, D’(t, 4) = fy,dp(t, 4, 0) Y(O) 
and there is a scalar function y(& 4, s, 0) continuous for (t, 4) E Q,, s > 0, 
y(t, 4, 0,O) = 0 such that 
where p is a matrix of bounded variation for 0 E [-r, 0] and A(t, 4, 0) = 
(t, 4,0+) - (t, 4, O-) with det A(t, $, 0) # 0. 
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If w4 $1 = C(O) we have a retarded functional differential equation 
R(t) = f(4 4, (.) = d/dt . (35 
If we assume that f takes bounded sets of R x C into bounded sets then the 
solutions of (1) can be continued to the boundary of D. We assume then that a 
bounded solution of (1) is defined in the future, see [4]. 
1. SOME STABILITY IMPLICATIONS 
Our aim in this section is to discuss the relationship between different concepts 
of stability in the sense of Lyapunov, for the solutions of (l), which is very 
important for the development of the theory and for applications in dissipative 
process. Since a functional differential equation can be stable at a point t, and not 
stabIe at a point tr > t, , as is shown by an example given by Zverkin [I 1], we 
assume here that if the solution x 3 0 is stable at a point t, , it is stable for every 
t > t, . 
From the practical point of view there is no interest to consider equations that 
are stable at a point and not stable at other points. 
Let C, = (4 E C / I] 4 /I < H) and Rf = [0, a) we assume that o(t, 0) = 0 
and f (t, 0) = 0, t E R+. 
DEFINITION I. We say that the solution x = 0 of (lj is stable if given E > 0 
there is 6 = S(E, to) > 0 such that t, > 0, 9 E C, , implies xt(tO, 4) E C, Y for 
t > t, . 
DEFINITION II. The solution E z 0 of (1) is uniformly stable if the 6 in 
Definition I is independent of t, . 
DEFINITION III. The solution x = 0 is quasi-asymptotically stable if for 
each t, > 0 there is H, = H&t,) such that+ E CH, implies lim,,, I/ xj(tO , (b)! = 0. 
DEFINITION TV. The solution x = 0 of (1) is quasi-uniform-asymptotically 
stable if the H, in Definition III is independent of t, . 
DEFINITION V. The solution .X E 0 of (lj is asymptotically stable if it is 
stable and quasiasymptotically stable. 
DEFINITION VI. The solution J = 0 of (1) is equiasymptotically stable if 
given t, > 0 there is a S, = &,(t,) and f or each E > 0 there is T(E, t,) such that 
$ E C,. implies x,(t, , (b) E: C, for t > to + T(E, t,). 
DEFINITIOX VII. The solution x = 0 is uniform-equiasymptotically stable if 
the 6, and T in Definition V are independent of t, . 
60 IZk AND DOS FCEIS 
DEFINITION VIII. The solution x = 0 is uniform-asymptotically stable if it 
is uniform stable and uniform-equiasymptotically stable. 
DEFINITION IX. The solution x = 0 of (1) is exponential asymptotically 
stable if there are constants, oi, /3,6, such that 4 E C, implies 
THEOREM 1. The following implications hold 
(a) (IX) --j (VII) + (II) -+ (I). 
(b) (IX) + (VIII) + (VII) + (VI) --f (III), (V) + (I). 
(c) (IX) + (VIII) -j (VTI) + (IV) --f (III). 
The proof is simple and is similar to the proof given for ordinary differential 
equations [9, lo]. In [S, 91 we can find several examples which show that these 
concepts are not equivalent. In particular uniform equiasymptotic stability does 
not implies uniform asymptotic stability even for scalar linear ordinary differential 
equations and uniform stability and quasi-asymptotic stability does not implies 
uniform asymptotic stability as is seen by the example 2 = x/(t + 1) whose 
general solution is x = x,,(t, + l)/(t + 1) which is, however, equiasympto- 
tically stable. In infinite-dimensional space we can not expect in general that 
asymptotic stability implies uniform asymptotic stability even for linear 
autonomous equations. The simple example 2, = -x& in the space of 
sequences, given by Massera, shows that this is not true even for Hilbert spaces. 
Brumley [l] shows that the autonomous equation 
2(t) - qt - 1) + 2x(t - 1) + x(t - 2) = 0 (4) 
which is of neutral type, has solutions that goes to zero no faster than teu where 
p > 0 is arbitrary, and then are not uniformly asymptotically stable, which is 
equivalent, for neutral linear autonomous equations, to exponential stability. 
We show here that for retarded equations uniform stability and quasi-asymptotic 
stability implies equiasymptotic stability. Furthermore, for a general class of 
periodical neutral functional differential equations, quasi-asymptotic stability 
and uniform stability implies uniform asymptotic stability. 
THEOREM 2. If the solution x = 0 of (3) is uniforms stable and quasi-asympto- 
tically stable it is equiasymptotically stable. 
Proof. Since the solution x = 0 is quasi-asymptotically stable, for each t, 
there is H,,(t,) > 0 such that, //(b /I < H, implies Km,,, \j x1(&, +)I\ = 0. Let 
0 < E < min{H,(t,,), H,,(to + r)]. By th e uniform stability x(t) = 0 there exists 
6, = 8(c) such that Ij 4 /I < 6, implies I] xj(t, , +)/I < E for t > t, . 
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We claim that any H for which 0 < H < min(6, , H,,(t,), H&t, + r)>, satisfies 
the equiasymptotic stability condition. 
Suppose that this is not true, that is, there is an Ed > 0 for which there is 
no T(t,, , Q) satisfying the equiasymptotic stability condition. Then there are 
sequences ($$ and (tJ [I & 11 < H such that t, + co for n + u3 and 
II %,(f, 9 5&6)ll 3 9 3 (5) 
Consider now the sequence {x,J E C([ta , t, + 1.1, Eii), s, = ~~,+,.(ts , &J. 
Since //&I] < H < 6, , the uniform stability hypotheses implies that /I x,, ,/ < 
E < H,(t,) and then the sequence (xJ . is equicontinuous, becauseftakes bounded 
sets of R x C into bounded sets; hence there is a subsequence (x~,) of {xrlJ 
converging to YE C([t, , t, $ r], E”). Since xnk E C,, , for every lzk E ii’, !P E C, 
and then limt+cu /j r,(t, , !P)i] = 0. 
By the uniform stability there is 0 < 6(~,) such that ;) 4 11 < S(Q) implies 
II db , $>ll < cl for t b to . 
Since t, --j co we can assume t, > f, for all but a finite number of n’s. 
We claim that jj ~+(t,, + r, .+I 3 6(~,) for t E [to I t,,]. Assume that this is 
not true, that is, there exists t R , t, < t,, < t, with /j +(t, f I’, ~~~~~~~ ( S(E~) 
and then /I ~$t, + Y, x,~)]I < E, for every t > t, . At the point r = t,, we would 
have 11 xi,(t, + r; ~~~;)ll = 11 xt,(to, ~‘,~)jj < Ed in contradiction with (5). 
Choose an arbitrary T > t, + I’. We can assume t, > T for all but a finite 
number of X’S. Consider the interval [t, + 7, T]. Since x,?: -+ Y, from the 
continuous dependence of solutions with respect to initial conditions, 
x(t, , mn,)(t) + x(t, , Y)(t) and since 
1: .a , tnk)(tjll b q4 II dh, y)ll 2 a(4 on ito + r, T]. 
Since T is arbitrary and lim,,, /j ~.,(t,, !?‘)]I = 0 we have a contradiction. 
THEOREM 3. If D azd f are periodical in t the following implications hold. 
(i) I --+ II. 
(ii) VI -+ VII. 
(iii) III -+ IV. 
Rpoof. (ii) From the periodic+ of D and f, if w > 0 is the period, yb = 
+(t, - kw, 4) is a solution of (l), zt = ytPkw is ako a solution of (I), and 
% = yto-f.w = #J, for to - kw > 0, that is, at = tint and the two solutions have the 
same behavior. 
By the equiasymptotic stability, for any E > 0 there is a 6,(w) and a T(w, E) 
such that II 4 I] < So(w) implies /I x~(w, +)I1 < E for t 2 w + T(w, c). By the 
theorem of continuity with resepect to initial condition there is a 6 = a(~, 8,) 
such that Ij + 11 < 6 and t, E [0, u] imply // xt(to , +)I1 < E for every t 2 w f 
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T(w, l ). Then if T(E) = 0~ + T(w, ~1, II x,(t,, 6)ll < E for t > to + T(E). If 
t,, # [0, w] we choose R such that Kw < to < (K + 1)~ and consider the solution 
x&,(t, - km,+). If ]I$ II < 6,) II x,-,,(t, - kw,+)I/ < E for t - kw > t, - 
kw + T(E). We have then uniform equiasymptotic stability with 8, = S(W) and 
T(E) = w + T(E, w) and (ii) is proved. 
(i) and (iii) follows as in the proof above. 
It should be remarked that for functional differential equations, stability at 
a point to does not implies stability at a point t > to as is shown by an example 
given by Zverkin [ll]. However, the argument in the above theorems implies 
that for autonomous neutral functional differential equations stability at a point t,, 
implies stability for any ti > t, , since the behavior of the solutions is the same 
at all points. 
Theorem 2 is not true in general even for linear autonomous neutral functional 
differential equation as is shown by Eq. (4) above which has bounded and 
therefore stable, uniformly stable solutions, that goes to zero no faster then t-‘, 
p > 0 and then are not equiasymptotically stable. Hale and Cruz [2] introduced 
the following definition. 
DEFINITION. We say that the operator D is uniformly stable if there exists 
a constant R > 1 such that for any (5, 4) E R+ x C, HE C(R+, En) the solution 
x(i, d, H) of 
D(t, 4 = D(r;, (6) + [H(t) - fWl> 
satisfies the condition 
II x,(L $3 Wll G R II + II + sup I H(u) - H(5)1, 
SQdf 
If the operator D is uniformly stable the solution x = 0 of equation 
(d/dt) D(t, XJ = 0, xg = 4, is exponentially stable [2], and many stability 
properties that are true for retarded equations are also true for Eq. (1) with an 
uniformly stable D operator. In the proof of Theorem 2 we used strongly the 
fact that the operator T(t)+ = ~~(4) defined by the solution of Eq. (3) is compact 
and this is not true for neutral equation. However if the D operator is uniformly 
stable, T(t) is an a contraction in the sense of Darbo [3] and if system (1) is also 
periodical we will have the following stability implication. 
THEOREM 4. If D and f in (1) are periodical in t and D is linear alld uniformly 
stable then if the solution x 3 0, of (1) is asymptoticall~~ stable it is uniform asympto- 
tically stable. 
Proof. Consider the operator T, defined by T,(4) = x,(0, $). From Lemma 6, 
Hale and Lopes [6] T, = S, + U, , where S, is a linear operator with spectral 
ratio r, < 1 and U, is a weakly compact operator. Since by the asymptotic 
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stability assumption we can choose a set A in such a way that T,(A) is always 
bounded, T, = S, + U, where U, is completely continuous. This implies that 
T, is an oi-contraction, that is, if r(A) is the Kuratowski measure of noncom- 
pactness, y(T,(A)) < KY(A), 0 4 k < 1. 
By the asymptotic stability there is 6, > 0 such that /I# 11 < 6, implies 
lim,,, jj x$(0, $)!I = 0. By the uniform stability we can choose 0 < 6, = S(S,) < 6, 
such that jj # I] < 6, implies j] ~~(0, $)I/ < 6, for t > to 3 0. 
We claim that any 6, > 0, such that 6, < 6, , satisfies the equiasymptotic 
stability condition. In fact, consider the set: 
A, = B(S,) u T,(B(S,) u T,“(B(S,)) u ... u Ta”,“(B(S,)) v ..‘, 
where B(S,) is a neighborhood of the origin of ratio 6, . A, is closed, bounded, and 
A, C B(S,). Let us prove that A, defined by A, = TJA,) is closed and A, C A, . 
Assume B,, = TJA,). If (b E Br ,$ = T,Y where Y E T,“(B(S,)) for some K > 0. 
Since T, is continuous Tw( Tuk(B(S,))C TJ T,“(B(S,)) T,( T,(B(S,)) = Ti+l(B(S,)) 
and this implies that + E A0 . Hence A, = & C 2s = A,. 
Suppose that A,-, 3 A,-, , it follows then that T(A,& 3 T(A,-,) and 
- - 
therefore T(A,.+) 3 T(A.&. Thus A,-, 3 A, and by the induction hyrpothesis 
A,3 A,1 A, ..-. 
The measure of noncompactness of A, is y(A,) < 26, and since y(A,) = 
y(T(A,)) < Ky(A,) < K26, , by induction AA,) = y(T(A,-,)) < .ky(Anpl) < 
Kn2S,, 0 < k < 1 and then 0 < y(A,) < Kn2S, . Thus ~(~4,) +- 0 as n -+= co. 
Then, Kuratowski [7], there is a compact, nonempty set A, A = (J,,, A, such 
that A, converges to A in the Haussdorff metric, that is, for any E > 0 there 
is an N(E) such that A, C {x \ &(x, A) < E}. The Haussdorff metric is defined by 
D&A, B) = max{Dl(A,B),D8(A,B)} where D,(A,B) = infin, > 0 I B C N,l(A)>, 
&(A, B) = inf{as > 0 / A C NaB( and N,(C) = {x 1 d(x, c) < ~1. From what 
we proved above we could complete the proof of the theorem, but, let us give 
a more interesting proof, that is, let us prove that A is invariant and A = 0. 
,4 = (-) nx 4, implies that 
T,(A) = T, n A, C n T&I,) C n T&4,) = n A, = A, 
( 1 rt>o n>o n>O “I>1 
since A, 3 A, . Let us show now that A C T,(A). If n E A, since A C T,“(A,) 
for any n E IV, a = T,“(a,) where a, E A, . But a. = T,(Tz-‘(a,)) = T,(b,). 
Since DH( Tt-l(An), A) - 0 for n -+ co, d(b, , A) - 0 for n - co. Since A is 
compact, for each b, there exists C, E A such that d(bn , A) = d(b, I C,) and 
a subsequence (Cnk} C {C,) such that Cne + C. 
Since d(b,+, , C) ,( d(bnk , C,J + d(c,,. , Cl and d(bnk , Gg) --+ 0, C,, -+ C as 
R -+ cc, a = T$J~~) for any K; hence a = T,(C) and a E T,(A), that is5 
A C T,(A). Thus T,(A) = A and A is invariant by T, . To prove that 3 = 0 
it is suficient to prove that A C B(E) f or any E > 0. Given E > 0 for any .x E A 
50512911-5 
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there exists N(x) such that ] P@)(x)[ < E and there exists an open neighborhood 
Y(x) such that Tz’“‘( V(x)) C B, . Since A is compact let V(x,), V(xa) .** V(xk) 
an open finite covering of A, Q = V(q) u V(xa) .** V(x,) and 
N = max{N(x,) *** N(q)), 
B C Q implies that A G TWN(A) C Tw”(.Q) C B&J for arbitrary E, then B = 0. 
Since A, -+ 0 for n + 03, given E > 0 there exists N(E) such that A, C N,(O) = 
B(E), that is, [/ x,(0, $)I1 < E for t > nw. 
2. DISSIPATIVE PROCESS 
The method of proof of Theorem 4 can be applied to dissipative process as 
will be shown in the next theorem. 
A continuous map T: X -+ X is said to be point dissipative if there is a bounded 
set B C X with the property that for any .?c E X there is an integer N(x) such that 
Tnx E B for n 2 N(x). 
If B satisfies the property that for any compact set A C X, there is an integer 
N(A) such that P(A) C B for n 3 N(A) then T is said to be compact dissipative. 
If B satisfies the property that for any x E X there is an open neighborhood 
0, of x and an integer N(x) such that T*O, C B for n > N(x) then T is said 
to be local dissipative. Obviously local dissipative implies compact dissipative 
implies point dissipative. 
THEOREM 5. Suppose T: X -+ X is point dissipative, a weak ol-contraction, and 
satisjes the condition that for any x E X, there is a neighborhood 0, such that 
UC1 TjO, is bounded. Then T is local dissipative. 
Proof. Let x E X and F,, = vi-1 TjO, , F, is closed and if we write 
Fl = m and F, = T(F,J then Fl 3 F, 3 F3 3 **a 3 F, 3 0.0. The bounded- 
ness of F,, implies that r(F,,) < k, k finite, and y(F,) + 0 as n + co. By the 
Kuratowski theorem [7] there existsF compact such thatF, + F in the Haussdorff 
metric and as in the proof of Theorem 4 a = T(bnl;) = T(T”a(a,,)) for every 
k E N. Since there is a k such that T(b,J E B, F C B and therefore N,(F) C N,(B). 
Since F, -+ F there is an n, such that F, C N,(F) for n > n, . Thus 
F, C N,(F) C N,(B) is what implies that T”O, C N,(B). Since N,(B) is bounded 
the proof is complete. 
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