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Abstract 
With the application of wide-area measurement system (WAMS), the analysis of dynamic behavior of power system 
based on swing tracks acts as an important research field and is different from the past methods based on a given 
mathematical models. In this paper ,EMD-based eigensystem realization algorithm is proposed for identifying 
frequency, damping and vibration in the low frequency oscillationidentify for low frequency oscillation frequency, 
damping and vibration. Through a example of a four-machine two-region system, it is proved that this method on 
distinguishing the oscillation frequency, damping ratio and mode shapes is validity. This method can be minimal 
realization of the system, damping controller for the design conditions.this method can achieve the simplest state 
space modal of system. It is important for designer to invent advanced damping controller. 
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1. Introduction 
With the introduction of electricity market and Large network interconnection, low-frequency 
oscillation is an important factor, their research is still a hot spot in power system stability. In recent years, 
power system is Possible obtained using wide area measurement system (WAMS)ˈ so the measurement 
path based on the dynamic behavior of power system analysis is one of the most effective way [1-2] 
Method of research LFO. The current low-frequency oscillation Identify methods based on perturbed 
trajectory is Fourier algorithm, wavelet algorithm, Hilbert - Huang Transform (Hibert-Huang transform, 
HHT) method, Prony algorithm and energy analysis and other methods. Among them, the Fourier 
algorithm  can available obtain Frequency by frequency spectrum analysis [6], but the damping 
characteristics of the signal can not be analyzed; wavelet algorithm is based on Fourier transform , time 
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signal frequency characteristics can be effectively refleced by the windowed signal on Wavelet basis 
function, but the resolution is limit due to the wavelet transform frequency domain aliasing [7], and the 
wavelet function is not easy to determine; non-stationary signal can be handled by HHT method [8-9], but 
the EMD is Poor reliability, and it is difficult for avoiding False mode[10]; Prony algorithm Fit sampling 
signal by exponential function of a linear multi-stage combination, this method can identify the amount of 
information large, adaptive ability, but it is very sensitive to noise, and reduced-order model is still a 
problem [11-12].  
In this paper, the characteristics of the system realization algorithm ERA is proposed .[3] this method 
comes the Ho-Kalman's minimal realization theory in the control theory, it is a multi-input and 
multi-output identifies Time Domain Modal Parameters, which is generalized vibration Modal analysis of 
a general recognition algorithm [4]. The Prony and wavelet, etc. Most are single-input, single-(multiple) 
output of the identification method which only identify the general characteristics of the system of local 
oscillation. A short free response data just only is needed in ERA for parameter identification, for low 
frequency, closely spaced, repetition has a strong ability to identify single, and has a fast speed. It is 
important that system of achieve the minimum can be got and the controller can be facilitatly designed.  
ERA in many areas now have been widely used, but few are used in the power system low frequency 
oscillation Modal identification [13]. Traditional ERA algorithm can only signal analysis, limiting the 
extension of the algorithm, so the EMD by which the measured signal was smooth processing is 
introduction into in this paper. Basic idea of Combine EMD to ERA algorithm is: impulse response or 
free response data which is collectted by WAMS is processed by EMD for Removing noise. And then 
Hankel matrix is Structured by Removed data, Finally a minimal realization of the system is found though 
the singular value decomposition, and further the characteristics of the system and the feature vector is 
gotten [5]. 
2. Basic theory 
Empirical Mode Decomposition and Dominant IMF 
EMD [6] is based on the characteristic time scale defined by the extrema. The EMD is also known as 
the sifting process is described as follows: 
1. Find all the local maxima and the minima of the signal. 
2. Connect the maxima forming a curve as the upper envelope, maxU tΰα, repeat the procedure to the 
minima forming the lower envelope minU tΰα. 
3. Identify the mean, (t)=[ ( )+ ( )]/2max minm u t u t . 
4. Subtract ( )m t from the original signal, ( )=x( ) ( )h t t m t , and regard ( )h t as the new signal to 
repeat the steps 1)~4)until ( )h t meet the IMF’s conditions,  then 1= ( )c h t . 
5. Separation IMF to get the quasi-residue function, ( )= ( )-r t x t c .Repeat the loop on ( )r t until 
( )r t has only one extreme or it become monotonous function, in this process c ,c , ,cn "  can be 
obtained. 
The signal x(t) will be as 
1
( ) ( ) ( )
n
i
i
x t c t r t
 
 ¦                        ˄ˍ˅ 
Eigensystem Realization Algorithm (ERA) 
The ERA [10] is a time-domain system identi¿cation based the evolution of the Ho–Kalman [25] 
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method, which introduces the concept of minimum realization. The minimum realization method 
identi¿es a system model with the smallest state dimension that holds an equivalent relationship of 
input-output as in the real system. The basic principal of ERA involves identi¿cation of system matrix A 
from free-vibration responses. At ¿rst, let consider an equation of motion of a discrete structural system 
under acting vector force f(t) be expressed in the ¿rst-order form of a state-space equation: 
where the matrices are de¿ned as: 
The frequency (Ȧ) and damping ratio (ȗ ) of the mass M, damping C and stiffness K system appear as 
conjugate pairs of the eigenvalues of matrix A: 
In the case of free vibration, the eigenvectors of A become the eigenvectors of the equation of motion 
(Eq. (16)). Therefore, once the matrix A can be realized from measurement, modal parameters of the 
system can be extracted. ERA identi¿es a candidate of matrix A from IRFs of a multi-mode system. The 
IRF can be shown to be equivalent and contain the same information, and accordingly can be 
derivedusing following methods: 
1. Measurement of free-decay in time domain directly. 
2. Inverse Fast-Fourier Transform (FFT) of the frequency response functions. 
3. Cross-correlation functions of random response. 
4. Inverse FFT of the cross-spectral densities of random responses. 
In this study to obtain the IRFs, initially the cross-power spectra between random responses measured 
at the reference channels and the other random responses from multi channels located 
at various positions on the bridge were computed. Afterwards these spectra were transformed back 
into time-domain using the inverse Fourier transform to obtain the cross-correlation functions. 
In the case of free vibration, the eigenvectors of A become the eigenvectors of the equation of motion 
(Eq. (16)). Therefore, once the matrix A can be realized from measurement, modal parameters of the 
system can be extracted.Information from IRF at the discrete kth time sample e¿ned as Yk , is stacked to 
form a matrix known as the Hanke matrix ‘at time 0’: 
This discrete time sample Yk is also known as the Markov parameter. As the Markov parameters 
contain information from IRFs, which represent vibration characteristics of the structure, the modal 
parameters can therefore be identi¿ed from the Hankel matrix. 
Afterwards, the minimum rank of H(0) is computed and a state matrix A is realized from it. To select 
the system order, the singular value decomposition (SVD) of the Hankel matrix is performed: 
Therefore, the state matrix A can be identi¿ed by retaining the ¿rst N sub-vectors as follows: 
The eigenvalues that contain natural frequencies and damping ratios are identi¿ed by solving the 
eigenvalue problem of matrix A. Likewise, the eigenvectors of A become the eigenvectors of the system. 
3. Era Identification Process Based on Emd 
Identification process EAR base on EMD can effectively overcome the eigensystem realization 
algorithm in dealing with nonlinear and nonstationary signals constraints. Firstly, the process of analysis 
EMD on WAMS measurement data is decomposed into several IMF components, similar to the IMF to 
take the frequency components for input to the ERA in the identification, detailed information on the 
system can gotten form calculation of the oscillation. 
4. Simulation on Test System 
Ideal signal analysis 
Structure type (13) test signals, and after random white noise waveform is added shown in Fig. 1. 
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Figure 1. Test signal waveform 
The stable fixed-order and partial enlargement diagram shown in Fig. 2. Fig. 2 shows the stability of 
the map and enlarge graph can be seen, the test signal to the existence of two stable oscillation mode. 
      
Figure 2. Two stable oscillation modes      
TABLE I. TEST SIGNAL RECOGNITION RESULTS 
Algorithm Mode 
Frequency 
Identification (Hz)
Ideal
frequency
(Hz) 
Time 
 (s) 
ERA 
Mode one 1.4996 1.5 
0.83 Mode two 0.7011 0.7 
Prony 
Mode one 1.8814 1.5 
3.96 
Mode two 0.7268 0.7 
Mode 
th
0.3045 no 
Mode four 2.1263 no 
At the same time test signals using Prony algorithm to analyze the results in Table 1. Data from Table 
1 clearly shows thatr to achieve the accuracy and the algorithm to identify time both electricity system is 
much better than widely used Prony algorithm. 
Multi-machine interconnected system of digital simulation 
This section presents experiments on the 4 machine 10 bus system [22] shown in Fig. 1.NO 4 
machines in the system is balance the node, node 1 to 3 machines is the PV nodes. fourth-order model is 
taken on generator , while adding third-order excitation system, the other nodes are constant impedance 
load. Other lines and transformer parameters see PSASP software 4 machine 10 bus system the 
underlying database. 
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Figure 3. machine system 
The examples in the following disturbance : 6 nodes 0.1 ~ 0.5 s for the 1s set a power amplitude of the 
shock loading. Simulation time set to 0 ~ 3 s, step length is 0.01 s. 
EMD extraction results shown in Table 2-3. The results can be seen from the table, IMF1 of all 
generator active power concentrated in the 0.62Hz oscillation frequency, IMF2 oscillation frequency less 
than 0.1Hz, the oscillation frequency is not within the low-frequency oscillations (LFO oscillation 
frequency range: 0.1Hz ~ 2.5Hz), no detailed analysis of this article. 
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Figure 4. EMD decomposition results of active power generator 
TABLE II. IMF COMPONENT FEATURE EXTRACTION RESULTS 
Generator 
IMF1 IMF2 
Frequency
˄Hz˅
Damping ratio 
(%) 
Frequency
˄Hz˅
Damping ratio 
(%) 
G1 0.6209 5.58 0.0521 0.2 
G2 0.6151 2.81 0.0367 1.97 
G3 0.6221 4.98 0.0373 2.78 
G4 0.6170 4.82 0.0484 0.21 
IMF1 component which The generator active power is decomposed into is decomposed by Singular 
value decomposition of ERA algorithm as shown in Fig. 4a, Fig. 4b the generator active power 
characteristics of the sampled signal is inputed without EMD decomposition. It’s easy to find that IMF 
components by the EMD decomposed obtained the better stability. This shows that the sampling signal of 
EMD decomposition realization algorithm can avoid generated by the process of the false mode which 
deal with nonlinear, non-stationary signals 
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Figure 5. singular value decomposition 
Frequency of IMF1 component which is decomposed by EMD is similar and consistent with 
Electromechanical mode eigenvalues of the above analysis as shown in Table 2.The small interference 
results of PSASP is similar to the theoretical value. Table 2 shows the system oscillation frequency and 
damping ratio of is closed to the oretical results The frequency of oscillation mode M1 identification error 
was 0.54%, the damping error is 2.1%; oscillation frequency of M2 model identification error is 6.9%, 
2.5% damping error, identification accuracy is acceptable. 
TABLE III. ERA ALGORITHM ANALYSIS 
Mode Frequency (Hz) damp rate (%) 
Mode1 0.6660 1.26 
Mode2 0.7261 1.59 
TABLE IV. CHARACTERISTICS OF SMALL SIGNAL ANALYSIS METHOD 
Mode Frequen (Hz) damp rate (%) 
Mode1 0.669629 1.234 
Mode2 0.786617 1.6327 
As can be seen from Table 2, BUS6 Department was a shock load disturbance, the system shows 
frequency 0.6660Hz, and 0.7261Hz two low frequency oscillation modes. Table 3 shows the small signal 
stability analysis is also 0.6660Hz electromechanical oscillation modes. In the small signal stability 
analysis, this model showed # 1 generator and the # 2, # 3 and # 4, the oscillation between generator fleet 
composition. For The oscillation frequency 0.7261Hz model, small signal stability analysis results also 
exists, and in the oscillation pattern shown by the analysis of small signal stability of oscillation modes 
are the same. This illustrates that the ERA algorithm can be identified the main low frequency oscillation 
modes which frequency is 0.6660Hz, and 0.7261Hz. 
5. Conclusions 
In this paper, for Shortcoming which a single identification method is difficult to deal with the 
nonlinear, non-stationary signals in power system oscillation Power System Osciliation Modes 
Identification Based on Eigensystem Realazation Alogorithm via Empirical Mode Decomposition is 
proposed .This method using empirical mode decomposition to process the power stable oscillation signal, 
Select the IMF which has a similar frequency characteristics of system components as the input to ERA . 
So the proposed method not only identifies the LPO, but also can prevent the identification results 
generated false mode. 
 
 Yunran Wang et al. /  Energy Procedia  17 ( 2012 )  189 – 195 195
gy ( )
References 
[1] P. Kundur, “Power system stability and control,” New York˖McGraw-Hill Inc.ˈ1994ˊ 
[2] C. E. Grund, J. J. Paserba, J. F. Hauer et al, “Comparison of Prony and eigenanalysis for power system control design,” 
[J]ˊIEEE Trans, On Power Systems, vol. 15, 2000, pp. 1261–1267. 
[3] J. N. Juang and R. S. Pappa, “An Eigensystem Realization Algorithm(ERA)for Modal Parameter Identification and Model 
Reduction,” vol. 8, pp. 620–627, 1985. 
[4] B. L. Ho and R. E. Kalman, “Effective Construction of Linear State Variable Models from Input/Output Data,” vol. 14, pp. 
545–548, 1966. 
[5] B. Li and Q. H. Lu, “Experimental modal analysis and its application” Beijing: Science Press, 2001. 
[6]  B. Liu and C. Wen, MATLAB signal processing [M]. Beijing: Electronic Industry Press, 2006. 
[7] J. L. Jia, “Wavelet frequency characteristics of the band boundary problem,” vol. 31, pp. 829–836, 2005. 
[8] N. E. Huang, Z. Shen, S. R. Long et al., “The empirical mode decomposition and the Hilbert spectrum for nonlinear and 
non-stationary time series analysis,” Proceedings of the Royal Society, London, pp. 903–995, 1998. 
[9] T. Y. Li, L. Gao, Y. Zhao “HHT-based Analysis of Power System Low Frequency Oscillation,” CSEE, vol. 26, pp. 24–29, 
2006. 
[10] W. Mao, H. J. Rong, J. P. Geng et al., “Based on improved Hilbert-Huang Transform and time-frequency analysis and its 
application,” vol. 40, pp. 724–729, 2006. 
[11] T. Q. Wang, R. M. He, D. J.  Xu et al,. “Prony algorithm for low-frequency oscillations of the effectiveness,” China 
Power, vol. 11,pp. 38–41, 2001. 
[12] J. Y. Xiao, X. R.Xie and Z.X. Hu, “Online identification of power system low frequency oscillation improved Prony 
algorithm,” vol. 44, pp. 883–887, 2004. 
[13] L. H. Li and Q. H. Lu, “Eigensystem realization algorithm and the algorithm for the identification characteristics of the 
promotion,” vol. 19, pp. 109–114, 2002. 
