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Abstract—Electromagnetic stimulation of the human brain is a
key tool for the neurophysiological characterization and diagnosis
of several neurological disorders. Transcranial magnetic stimu-
lation (TMS) is one procedure that is commonly used clinically.
However, personalized TMS requires a pipeline for accurate
head model generation to provide target-specific stimulation.
This process includes intensive segmentation of several head
tissues based on magnetic resonance imaging (MRI), which has
significant potential for segmentation error, especially for low-
contrast tissues. Additionally, a uniform electrical conductivity
is assigned to each tissue in the model, which is an unrealistic
assumption based on conventional volume conductor modeling.
This paper proposes a novel approach to the automatic estimation
of electric conductivity in the human head for volume conductor
models without anatomical segmentation. A convolutional neural
network is designed to estimate personalized electrical conduc-
tivity values based on anatomical information obtained from
T1- and T2-weighted MRI scans. This approach can avoid the
time-consuming process of tissue segmentation and maximize the
advantages of position-dependent conductivity assignment based
on water content values estimated from MRI intensity values. The
computational results of the proposed approach provide similar
but smoother electric field results for the brain when compared
to conventional approaches.
Index Terms—Precision medicine, electrical conductivity, MRI,
deep learning, convolutional neural networks, TMS
I. INTRODUCTION
In electromagnetic dosimetry applications, the use of com-
putational models that imitate human anatomy is an essential
process [1]. Such models are used to simulate biological
tissues as volume conductors for various electromagnetic
characterization and neuromodulation applications, as well as
human safety studies. A current major trend in healthcare
services is precision medicine, where medical decisions, treat-
ments, or diagnoses are customized to fit the characteristics
and conditions of individual subjects. Recent developments
in medical imaging have led to more personalized data for
precision medicine applications related to brain disorders [2],
[3]. For electromagnetic stimulation of the brain, the formu-
lation of personalized head models is an emerging trend with
the goal of avoiding the significant inconsistency caused by
inter- and intra-subject variability [4]. The current standard
pipeline for human head modeling begins with the acquisition
of anatomical images (magnetic resonance imaging (MRI) or
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computed tomography), followed by intensive segmentation
of different tissue compositions. Therefore, uniform tissue
conductivity is assigned to each annotated tissue (Fig. 1). In
most cases, isotropic conductivity is assumed to be valid for
almost all structures. This approach has several limitations
that could lead to incorrect estimation of in situ electric
fields, reducing the accuracy of stimulation planning. First, the
human head is known to be composed of different biological
tissues with a wide range of conductivity values [5]. Some of
these tissues, especially non-brain tissues, exhibit low contrast
or only appear within limited regions in anatomical images.
Therefore, segmentation of all tissues is a challenging task that
is difficult to perform accurately. Second, uniform conductivity
is an unrealistic assumption because even within the same
tissue, conductivity values can vary based on different pa-
rameters, such as water content [6], sodium concentration [7],
and anatomical structure. For example, skin conductivity is
known to vary significantly from the surface layer to deeper
layers [8]. The use of uniform conductivity values may provide
a reasonable approximation and is widely used in dosimetry
studies, but it is still unrealistic, especially within tissue border
regions [9]. Third, conductivity values are typically derived
from measurements presented in literature (e.g., [10]), making
it difficult to personalize such values based on measurement
conditions, measurement methods, temperature, subject age,
etc. [11], [12].
In our previous work, we developed an efficient deep
learning architecture called ForkNet for the fast and effi-
cient segmentation of several human head tissues [13], [14].
ForkNet can provide high-quality segmentation results that fit
the pipeline presented in Fig. 1. However, limitations appear
based on the use of uniform conductivity assumptions for each
tissue, which are also used in similar frameworks. To avoid
potential errors caused by segmentation faults, several methods
have been proposed to estimate electrical conductivity based
on anatomical images (mainly MRI) [15]–[18]. The water
content calculated from T1-weighed MRI scans is modeled
by a monotonic function to estimate the conductivity of major
brain tissues [19]. However, such methods utilize data that is
strictly limited to brain tissues. Magnetic resonance electrical
impedance tomography (MREIT) was presented as a useful
approach for estimating brain conductivity [20]–[22], but it
is also strictly limited to brain tissues. A recent review of the
methods used to estimate electrical conductivity based on MRI
was presented in [23].
Deep learning has become a standard machine learning
technique for several data mapping and labeling problems [24].
Specifically, convolutional neural networks (CNNs) are now
the leading tool for image processing and recognition. This
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2Fig. 1. Standard pipeline for the generation of volume conductor models with uniform conductivity based on anatomical images for dosimetry computations.
Orange arrows indicate the contributions of this study where segmentation is not required and non-uniform conductivity map is estimated.
success motivated us to investigate deep learning approaches
to estimating electric conductivity based on MRI for electro-
magnetic dosimetry computations and other applications.
In this paper, we propose a method for the automatic gen-
eration of volume conductor models without the segmentation
of complicated head tissues. To the best of our knowledge, this
paper presents the first method for the automatic estimation of
non-uniform electric conductivity in human head models based
on deep learning. The proposed method maps T1- and T2-
weighted MRI scans to potential electrical conductivity values.
II. UNIFORM VERSUS NON-UNIFORM CONDUCTIVITY
In non-invasive electrostimulation, the simulated distribu-
tions of electric fields in the brain can be used to estimate the
effects of stimulation sessions [25]. Simulation studies based
on volume conductor models with finite-element or finite-
difference methods are commonly used to solve Maxwell’s
equation. Therefore, accurate electrical conductivity predic-
tions for different tissues in the head are required to de-
rive precise maps of electric field distributions in the brain.
However, the estimation of accurate conductivity values is
difficult because it requires reliable measurements from live
homogeneous tissues. It has become a common practice in
this field to use uniform conductivity values within consistent
segmented tissues.
Although uniform conductivity for each tissue is widely
used, it has certain limitations. To demonstrate the differ-
ence between uniform and non-uniform conductivity, we will
present a single slice of two electrical conductivity maps,
where one was generated using uniform conductivity (com-
puted using the method in [26]) and the other was generated
using non-uniform conductivity (computed using the method
presented in this paper). The differences in conductivity values
are summarized by the profile plots in Fig. 2. Uniform con-
ductivity produces sharp edges that indicate sudden changes
Fig. 2. Example of the differences between uniform and non-uniform
electrical conductivity estimation. Sample slices are presented on the left and
the profiles of the white dashed lines are plotted on the right.
in conductivity values at borders, whereas non-uniform con-
ductivity produces much smoother results. This demonstration
makes it clear that non-uniform profiles can be interpreted
as Gaussian convolutions of uniform profiles. From a com-
putational complexity perspective, using uniform conductivity
seems to be straightforward because it simply requires seg-
mentation of anatomical images, after which each tissue can be
assigned a single conductivity value. However, it is expected
that segmentation errors could have a significant influence on
electric field maps, especially at the border regions between
tissues with similar anatomical gray values and different con-
ductivity measurements (e.g, muscle and gray matter (GM) or
cerebrospinal fluid (CSF) and air). In such cases, segmentation
errors are likely to generate relatively large errors in conductiv-
ity values. Furthermore, sudden changes in conductivity values
at border regions can produce staircase artifacts in electric
field maps. Averaging techniques and the inclusion of specific
percentile values are common post-processing techniques for
avoiding such artifacts [27], [28]. In contrast, non-uniform
3Fig. 3. Architecture of the proposed CondNet with layer identification keys. This architecture consists of two inputs (U = 2) and a single output (V = 1)
with a and depth of I = 6. Detailed feature variables for each layer are listed in Table II.
conductivity represents a more personalized approach because
the conductivity at each discrete point (voxel) is assumed to
be independent. The estimation of non-uniform conductivity
using MRI was first proposed based on the estimation of
the radio frequency penetration of MRI [29]. Recently, the
electrical conductivity of brain tissues has been estimated
using B1 maps from 7T MRI [30]. Almost all approaches
to non-uniform conductivity estimation are based on highly
sophisticated imaging modalities that place additional burdens
on patients. In this study, we aimed to develop a simple
and effective method to estimate electrical conductivity using
standard imaging modalities, such as T1- and T2-weighted
MRI.
III. MATERIALS AND METHODS
A. Data and preprocessing
A set of freely available T1- and T2-weighted MRI scans
containing 2563 voxels with a uniform voxel size of 1.0 mm3
was utilized in this study1. The semi-automatic method pre-
sented in [26] was used to segment MRI scans from 18
subjects into different tissues, such as skin, muscle, fat, bone
(cortical), bone (cancellous), dura, blood, CSF, GM, white
matter (WM), cerebellum, vitreous humor, and mucous tissue.
The dataset was split arbitrarily into 10 subjects for training
and 8 subjects for testing. The number of subjects required
for training was computed in our previous study and we
determined that 10 to 15 subjects are sufficient for stable
training [13]. A bias correction is implemented for both T1
and T2 MRI [26]. Segmented models are assigned to isotropic
uniform tissue conductivity values using a fourth-order Cole-
Cole model with a frequency of 10 kHz for transcranial
magnetic stimulation (TMS) applications, as reported in [10].
1http://hdl.handle.net/1926/1687
TABLE I
HUMAN TISSUE CONDUCTIVITY VALUES [S/M] FOR (A) THE COLE-COLE
MODEL AND (B) TYPICAL VALUES FROM COMPUTATIONAL STUDIES [31].
Tissue Conductivity σn Tissue Conductivity σnA B A B
Blood 0.700 0.700 GM 0.100 0.276
Bone (canc.) 0.080 0.025 Mucous tissue 0.070 0.070
Bone (cort.) 0.020 0.007 Muscle 0.340 0.400
Cerebellum 0.130 0.276 Skin 0.100 0.456
CSF 2.000 1.654 V. Humor 1.500 1.500
Dura 0.500 0.500 WM 0.070 0.126
Fat 0.040 0.040
The uniform conductivity values are listed in Table I (A). MRI
scans are normalized individually such that they have zero
mean and unit variance, followed by scaling in the range of
[0, 1]. The corresponding uniform volume conductor is scaled
to range of [0, 1−τ ], where τ is a small value parameter (here,
τ = 0.1).
B. Network architecture design
The proposed network architecture, which is called a con-
ductivity network (CondNet), is a multitask end-to-end map-
ping architecture that can generally connect U anatomical im-
ages to V volume conductors. A simple example is presented
in Fig. 3 with U = 2, V = 1, and network depth I = 6. The
feature size for each layer is detailed in Table II. The design
of CondNet is based on individual encoder tracks from several
convolutional operations aimed at extracting features from
anatomical images. The decoder tracks assigned to volume
conductors are generated through a series of convolutional
and deconvolutional operations with feedback features (skip
connections) from all encoder tracks. As detailed in Table II,
the convolutional kernels (Ru,i, Sv,i, and Tv,i) can be cus-
tomized to fit feature selection and anatomical textures in
4Fig. 4. Loss functions for training (T) and validation (V) for different slicing
directions.
different network layers. Considering M1,M2, . . . ,MU are
the network normalized input volumes, each of which has K
slices, and the output of the CondNet is computed as follows:
{L1k, L2k, . . . , LVk } = CondNet(M1k ,M2k , . . . ,MUk ),∀k, (1)
where Muk is an anatomical slice from input image u and
Lvk is the corresponding slice from the normalized volume
conductor Lv . Considering different slicing directions, the
average normalized volume conductor is computed as the
mean value obtained from different orientations as follows:
Lv∗ =
1
3
(Lva + L
v
s + L
v
c ),∀v, (2)
where La, Ls, and Lc are normalized volume conductors com-
puted in the axial, sagittal, and coronal directions, respectively.
Finally, a standard volume conductor is computed as follows:
Cv =
maxn(σ
v
n)
1− τ L
v
∗,∀n, v, (3)
where σvn is the electrical conductivity value assigned to tissue
n of volume conductor v.
C. Electromagnetic simulation
The induced scalar potential ψ in the volume head conductor
is defined by the following equation:
∇.σ∇ψ = −∇.σ dA
dt
, (4)
where A denotes the magnetic vector potential of the applied
(external) magnetic field. The induced electric field is calcu-
lated as
E = −∇ψ − dA
dt
. (5)
At intermediate frequencies, such as those in TMS appli-
cations, this formulation is valid if the electric and external
magnetic fields are decoupled. Additionally, the conduction
Fig. 5. The models on the left are volume conductors with uniform
conductivity values computed using semi-automatic methods. The models
on the right are volume conductors with non-uniform conductivity values
computed using CondNet. The top models are (case01019) and the bottom
models are (case01025). Two-dimensional slices with the corresponding MRI
anatomies for (case01019) are presented in Fig. 6.
currents are at least one order of magnitude greater than
the displacement currents, meaning only tissue conductiv-
ity is considered while permittivity is neglected [32], [33].
Equation (4) is solved numerically utilizing a scalar potential
finite difference [33], [34] based on a multi-grid method with
successive over-relaxation [35]. For comparison, we consider
isotropic uniform tissue conductivity based on a fourth-order
Cole-Cole model with a frequency of 10 kHz [10]. Ad-
ditionally, we consider other conductivity values that were
used in previous studies as alternative values representing
isotropic uniform conductivity. These values are listed in
Table I (B) [31]. Our computer simulation considered TMS
using a figure-eight coil located above the scalp at position C3
(10-10 electroencephalogram international system) to target
the hand motor area. The TMS coil was modeled using a thin-
wire approximation with outer and inner diameters of 9.7 and
4.7 cm, respectively. The coil current was set equal to the
maximum stimulation output of the TMS device.
IV. RESULTS
A. Conductivity estimation
The proposed method was implemented using a workstation
with four Intel (R) Xeon CPUs running at 3.60 GHz, 128 GB
of memory, and three NIVIDIA GeForce GTX 1080 GPUs.
The CondNet with U = 2, V = 1, and I = 6 shown
in Fig. 3 was implemented using Wolfram Mathematica2
(R) ver. 12.0. The convolution kernels were set as follows:
Ru,i = 3 and Sv,i = Tv,i = 5. We considered the conductivity
values listed in Table I (A) as true values for the training
set. A set of 10 subjects was used to train three networks
2Wolfram Research, Inc., Champaign, IL, 2019
5TABLE II
DETAILED ARCHITECTURE OF CONDNET (SHOWN IN FIG. 3) WITH U INPUTS, V OUTPUTS, AND A DEPTH OF I . THE CONVOLUTION KERNELS R, S , AND
T CAN BE CUSTOMIZED INDIVIDUALLY.
Module Layer Output size Kernel Label
Inputu [28]2
u : 1→ U
EncModu,i Convolution 2(i+1) × [2(8−i)]2 2(i+1) × [Ru,i]2
u : 1→ U BN & ReLU 2(i+1) × [2(8−i)]2
i : 1→ I Pooling (Max) 2(i+1) × [2(7−i)]2
Hub Concatenation U × 2I × [2(9−I)]2
DecModv,i Deconvolution 2(i+1) × [2(9−i)]2 2(9−i) ×2×2
v : 1→ V BN & ReLU 2(i+1) × [2(9−i)]2
i : (I − 1)→ 1
CnvModv,i Convolution 2(i+2) × [2(8−i)]2 2(8−i) × [Sv,i]2
v : 1→ V BN & ReLU 2(i+2) × [2(8−i)]2
i : (I − 1)→ 1
Mapv,i Convolution 2i × [2(9−i)]2 2(9−i) × [Tv,i]2
v = 1→ V Sigmoid (Log)
{
2i × [2(9−i)]2 i > 1
[28]
2
i = 1
i : (I − 1)→ 1
Concatv,i
v : 1→ V Concatenation (U + 1)× 2(i+2) × [2(8−i)]2
i = (I − 2)→ 1
Outputv [28]2
v = 1→ V
corresponding to different slicing directions. All slices were
randomly shuffled and split with a ratio of 9:1 for training
and validation, respectively. We considered cross-entropy loss
function mapping, which was minimized using the ADAM
algorithm [36]. Training was conducted over 50 epochs with
a batch size of four. A single training session was completed
in less than 9 min for each slicing direction. The plot in
Fig. 4 illustrates loss function convergence. One can see that
validation in the axial direction performs differently compared
to the other two directions. This behavior is expected because
the ground-truth segmented models used for training the axial
network include some features that were manually added to the
neck region that have no corresponding anatomy in the MRI
scans. The remaining eight subjects were used for evaluation.
A volume render of two subjects is presented in Fig. 5 and
a detailed example of one subject (case01019) is presented in
Fig. 6.
From these results, one can see that CondNet is able to
predict potential conductivity within a small fluctuation range
around the uniform values. The distribution of conductivity
values of the CondNet-generated volume conductors exhibits
more realistic patterns with smooth transitions at tissue bound-
aries. Furthermore, there are some regions where the CondNet-
generated volume conductors closely match the corresponding
anatomy (Fig. 6). For example, one can see that the conductiv-
ity values within the eye lens are estimated with lower values
compared to the surrounding vitreous humor. It is worth noting
that the segmented models used for training do not contain
information regarding eye lens conductivity. However, when
anatomical information is missing, the CondNet-generated
conductivity values are somewhat arbitrary. This can be clearly
observed in the lower neck regions of the conductivity maps
presented in Fig. 6, where the corresponding neck in the
uniform volume conductor is more rigid. This region was man-
ually added to the uniform volume conductor to compensate
for the unavailability of anatomical data because these regions
do not affect the electric field distributions in superior regions
[37].
To demonstrate how the estimated non-uniform conductivity
values are distributed at a small neighborhood scale, we com-
pared the estimated conductivity values to standard uniform
values. Seven regions of interest (ROIs) were selected from
the central axial slice of (case01017) such that they contained
homogeneous tissues based on the corresponding segmented
model. ROIs were selected to represent samples of WM,
GM, fat, bone (canc.), bone (cort.), muscle, and CSF. Both
uniform and non-uniform values within limited neighborhoods
are presented in Fig. 7. These results demonstrate excellent
consistency when considering the variability of water contents
in human tissues. For example, the water contents of WM
and GM in adults are known to vary from 68% to 77% and
84% to 86%, respectively [38]. Additionally, a wide range of
conductivity values for different head tissues was presented
in [5].
In another experiment, the network architecture was al-
tered such that V = 2 (i.e., two conductivity maps were
estimated simultaneously). This experiment aimed to estimate
two different volume conductors based on different tissue
conductivity values in a single shot. The network was trained
using conductivity values obtained from the Cole-Cole model
(A) and typical computational values (B) in Table I. The
remaining CondNet parameters were similar to the previous
experiment. The testing results and corresponding non-uniform
models for (case01025) are presented in Fig. 8. One can
6Fig. 6. From left to right: T1-weighted MRI, T2-weighted MRI, uniform conductivity maps (semi-automatic methods), and non-uniform conductivity maps
(CondNet). From top to bottom: axial, sagittal, and coronal slices. Yellow arrows indicate regions in which the non-uniform conductivity values match the
corresponding anatomy more closely. Regions corresponding to the neck were computed arbitrarily in CondNet images because the corresponding anatomy
is unavailable.
see that the CondNet-generated volume conductors exhibit a
similar distribution of electrical conductivity values. In some
regions, where differences can be observed, the CondNet
results exhibit closer matches to the corresponding anatomical
structures.
B. TMS simulation
A TMS-induced electric field was used to investigate the
effects of the proposed approach. Electric fields were com-
puted using the original uniform head model and network-
generated conductivity models for eight subjects. The TMS
coil was placed at position C3 to target the hand motor
area. Figure 9 presents the electric fields for the cortical
surface and a representative sagittal plane. Additionally, the
differences between the electric fields in the hand motor area
(target region) and sagittal plane are highlighted. The field
distributions on the cortical surfaces are similar, but CSF
content variations could affect spread and intensity because the
network-generated model exhibits graded conductivity values
between boundaries. For some subjects, the differences are
more significant based on large discrepancies in the conduc-
tivity distributions, particularly for the target region. However,
the differences are still within reasonable ranges considering
the subject variability.
To highlight the difference between electric field distribu-
tions, magnified regions of the sagittal slices of four subjects
are presented in Fig. 10. The global distributions of the electric
fields are consistent, but the models generated with non-
uniform conductivity exhibit homogeneous patterns with fewer
staircase artifacts. Global error (GE) is defined as follows:
GE =
1
maxi∈Ω(Ei, Eˆi)
×
∑I
i=1 |Ei − Eˆi|
I
× 100%, (6)
where E and Eˆ are the internal electric fields computed
using uniform and non-uniform conductivity, respectively. The
computed difference values are listed in Table III to quantify
the electric field distributions in different regions. In the case
of the hand motor area, the ROI was set to the hand knob
region on the standard brain template centered on MNI (-
42,-13,66) with a radius of 5 mm, which corresponds to the
vicinity of the TMS hotspot for the abductor pollicis brevis
muscle. The standard brain template ROI was projected onto
each individual head model to obtain a corresponding ROI
for each individual [39]. The error is greatest in the hand
motor area, where stronger electric fields are present and
7Fig. 7. ROI positions and labels in the central axial slice of (case01017) are presented on the left. The right side of the figure presents a boxplot of the
conductivity values with uniform (blue circle over y axis) and non-uniform (box) volume conductors. The ROIs represent WM, GM, fat, bone (canc.), bone
(cort.), muscle, and CSF in order.
TABLE III
GE OF THE ELECTRIC FIELDS IN DIFFERENT GROUPS OF HEAD TISSUES.
# Subject
GE [%] (mean±std)
Motor Area
(Hand knob) Brain Non-Brain Head
1 case01017 6.0±4.6 0.7±1.2 0.9±1.6 0.3±1.0
2 case01019 5.5±4.2 0.8±1.4 1.1±2.3 0.4±1.2
3 case01025 2.9±2.9 0.7±1.2 1.0±1.9 0.3±1.1
4 case01028 6.0±4.2 0.8±1.4 0.8±1.7 0.3±1.0
5 case01034 7.9±6.0 0.7±1.2 1.0±1.9 0.4±1.2
6 case01039 7.7±5.4 0.7±1.3 0.9±1.8 0.3±1.0
7 case01042 11.8±9.9 0.7±1.0 1.1±1.9 0.3±0.9
8 case01045 6.0±4.5 0.6±1.1 0.9±1.8 0.3±1.0
average 6.725 0.7125 0.9625 0.325
differences between models may be more significant based
on the high conductivity contrast between tissues. In the
brain, non-brain, and whole head regions, the global error is
attenuated (conductivity contrast is smaller within the brain
and other tissues).
V. DISCUSSION
Personalized TMS utilizing the current paradigm is a time-
consuming process that is difficult to implement clinically.
In a recent study, it was reported that TMS-induced electric
fields have weak sensitivity to conductivity variations [40].
Therefore, there is a frame in which non-uniform conduc-
tivity will produce comparable results. In this study, we
developed a novel CNN architecture for the estimation of
non-uniform electrical conductivity in human head models
based on anatomical information extracted from T1- and T2-
weighted MRI scans. The developed learning-based conduc-
tivity generator network can achieve high accuracy utilizing
a limited training dataset containing only 10 subjects. This
novel architecture provides several advantages. First, it does
not require highly sophisticated imaging modalities and can
estimate accurate conductivity values based on standard MRI
scans. Second, CondNet provides conductivity maps that are
highly consistent with anatomical structures. For example, the
conductivity of eye lens that is not considered in training is
estimated with value ranged between 0.31 and 0.55 (reference
true value is 0.35 [10]). Third, employing CondNet can
facilitate precision medicine in which a personalized head
model can be generated in a short timeframe without time-
consuming segmentation. Furthermore, it can be extended to
estimate head models that are suitable for different stimulation
scenarios in a single operation. Therefore, it can be used for
brain stimulation planning for different clinical applications
and the optimization of TMS dosing (e.g., [41]).
Head models with non-uniform conductivity maps were
evaluated based on TMS simulation of the hand motor area and
compared to standard head models generated via segmentation
with uniform conductivity. Generally, the patterns of electric
field distributions generated by the two models were very con-
sistent. However, upon closer observation, it was determined
that staircase artifacts were present in the head models with
uniform conductivity, whereas the CondNet models provided a
more natural and uniform distribution of electric fields. Quan-
titative analysis demonstrated that a relatively small difference
can be achieved, which can be referred to the staircase artifacts
in models with uniform conductivity values.
The proposed architecture has a general form that can be
extended in the future to include additional anatomical images
with additional fine-tuning features, such as fiber orienta-
tions (DTI), blood vessels (venograms), and tumor activities
(PET/SPECT). Additionally, it can be easily extended to gen-
erate models representing different electromagnetic properties,
such as permittivity, as well as models that fit a wide range
of frequencies. As shown in the results section, the proposed
architecture is relatively fast in terms of both training (minutes)
and testing (seconds), which should make it usable in clinical
applications. It is expected that this approach will contribute to
enhanced electromagnetic stimulation that can automatically
estimate highly reliable conductivity values without time-
consuming segmentation.
8Fig. 8. Two sets of electrical conductivity maps corresponding to the values listed in Table I (A) and (B). Maps were generated using CondNet and compared
to uniform conductivity maps. From left to right: T1-weighted MRI, T2-weighted MRI, uniform (A), non-uniform (A), uniform (B), and non-uniform (B)
conductivity maps. From top to bottom: axial, sagittal, and coronal slices. The ROIs labeled in the leftmost column are magnified in the top-left corner of
each image. It is clear from these ROIs that non-uniform conductivity maps provide a better representation of real anatomical structures.
VI. CONCLUSION
A novel CNN architecture was proposed for the automatic
generation of human head models with non-uniform elec-
tric conductivity. The proposed CondNet was trained using
uniform volume conductors and quickly estimated the non-
uniform conductivity values of unknown subjects based on
T1- and T2-weighted MRI scans. The proposed network
has several merits in terms of enabling precision medicine
applications for brain stimulation. First, intensive segmentation
of multiple head tissues is not required, which reduces time
and effort significantly compared to manual segmentation
approaches. Second, as shown by the results presented in this
paper, CondNet is able to estimate the conductivity values
of anatomical structures that are not present in a training
dataset. Third, CondNet has the ability to generate different
volume conductors associated with multiple brain stimulation
scenarios in a single operation. This should provide a flexible
framework that can handle alternative stimulation conditions.
The source code used in this study will be provided by the
corresponding author upon receiving a reasonable request.
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