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Abstract. Quantified Boolean formulas (QBFs) generalize propositional
formulas by admitting quantifications over propositional variables. QBFs
can be viewed as (restricted) formulas of first-order predicate logic and
easy translations of QBFs into first-order formulas exist. We analyze dif-
ferent translations and show that first-order resolution combined with
such translations can polynomially simulate well-known deduction con-
cepts for QBFs. Furthermore, we extend QBF calculi by the possibility to
instantiate a universal variable by an existential variable of smaller level.
Combining such an enhanced calculus with the propositional extension
rule results in a calculus with a universal quantifier rule which essentially
introduces propositional formulas for universal variables. In this way, one
can mimic a very general quantifier rule known from sequent systems.
1 Introduction
Quantified Boolean formulas (QBFs) generalize propositional formulas by ad-
mitting quantifications over propositional variables. QBFs can be viewed in two
different ways, namely (i) as a generalization of propositional logic and (ii) as a
restriction of first-order predicate logic (where we interpret over a two element
domain). A number of calculi are available for QBFs: the ones based on vari-
ants of resolution for QBFs [13,11,2,3], the ones based on instantiating universal
variables with truth constants combined with propositional resolution and an
additional instantiation rule [4], and different sequent systems [7,14,10,9].
In all these calculi (except the latter ones from [7,14,9]), the possibility to
instantiate a given formula is limited. In purely resolution-based calculi, formulas
(or more precisely universal variables) are never instantiated. In instantiation-
based calculi, instantiation is restricted to truth constants. In contrast, sequent
systems possess flexible quantifier rules, and (existential) variables as well as
(propositional) formulas can be used for instantiation with tremendous speed-
ups in proof complexity. This motivates why we are interested in strengthening
instantiation techniques for instantiation-based calculi.
We allow to replace (some) universal variables x not only by truth constants
but by existential variables left of x in the quantifier prefix. This approach mim-
ics the effect of quantifier rules introducing atoms in sequent calculi from [9]. We
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add a propositional extension principle (known from extended resolution [19]),
which enables the introduction of propositional formulas for universal variables
via extension variables (or names for the formula). Contrary to [9], where we
proposed propositional extensions of the form ∃q(q ↔ F ) which can be elimi-
nated if the cut rule is available in the sequent calculus, such an elimination is
not possible here for which reason we have to use (classical) extensions.
Contributions.
1. We consider different translations from QBFs to first-order logic [17] and
provide a proof-theoretical analysis of the translation in combination with
first-order resolution (R1). We exponentially separate two variants of the
translation in Theorem 4.
2. We show that such combinations can polynomially simulate Q-resolution
with resolution over existential and universal variables (QU-res [11], The-
orem 1), Q-resolution (Q-res [13], Corollary 1) and the instantiation-based
calculus IR-calc [4] (Theorem 2, Corollary 2). The latter simulation provides
a soundness proof for IR-calc independent from strategy extraction.
3. We show in Theorem 3 that neither Q-res nor QU-res, the long-distance
Q-resolution variants LDQ-res, LDQU-res, LDQU+-res [20,2,3], different in-
stantiation-based calculi [4] nor Q(D)-res [18] can polynomially simulate R1
with one of the considered translations.
4. We generalize IR-calc by the possibility to instantiate universal variables not
only with truth constants but also with existential variables (similar to the
corresponding quantifier rule in [9]). We show in Proposition 12 that this
generalized calculus is actually stronger than the original one.
5. We combine generalized IR-calc by a propositional extension rule [19,6] es-
sentially enabling the introduction of Boolean functions (instead of atoms
and truth constants) for universal variables.
Structure. In Sect. 2 we introduce necessary definitions and notations. In Sect. 3
different translations from QBFs to (restrictions of) first-order logic [17] are
reconsidered. In Sect. 4 different calculi based on (variants of) the resolution
calculus are described. Here, we introduce our calculi generalized from IR-calc.
In Sect. 5 we present our results on polynomial simulations between considered
calculi and in Sect. 6 we provide exponential separations. In the last section we
conclude and discuss future research possibilities.
2 Preliminaries
We assume familiarity with the syntax and semantics of propositional logic,
QBFs and first-order logic (see, e.g., [15] for an introduction). We recapitulate
some notions and notations which are important for the rest of the paper.
We consider a propositional language based on a set PV of Boolean variables
and truth constants ⊤ (true) and ⊥ (false), both of which are not in PV. A
variable or a truth constant is called atomic and connectives are from {¬,∧,∨,→
,↔,⊕}. A literal is a variable or its negation. A clause is a disjunction of literals,
but sometimes we consider it as a set of literals. Tautological clauses contain a
variable and its negation and the empty clause is denoted by ✷. Propositional
formulas are denoted by capital Latin letters like A,B,C possibly annotated
with subscripts, superscripts or primes.
We extend the propositional language by Boolean quantifiers. Universal (∀b)
and existential (∃b) quantification is allowed within a QBF. The superscript b
is used to distinguish Boolean quantifiers from first-order quantifiers introduced
later. QBFs are denoted by Greek letters. Observe that we allow non-prenex for-
mulas, i.e., quantifiers may occur deeply in a QBF. An example for a non-prenex
QBF is ∀bp (p→ ∀bq∃br (q ∧ r∧ s)), where p, q, r and s are variables. Moreover,
free variables (like s) are allowed, i.e., there might be occurrences of variables
in the formula for which we have no quantification. Formulas without free vari-
ables are called closed ; otherwise they are called open. The universal (existential)
closure of ϕ is ∀bx1 . . . ∀
bxnϕ (∃
bx1 . . . ∃
bxnϕ), for which we often write ∀
b
Xϕ
(∃bXϕ) if X = {x1, . . . , xn} is the set of all free variables in ϕ. A formula in
prenex conjunctive normal form (PCNF) has the form Qb1p1 . . . Q
b
npnM , where
Qb1p1 . . .Q
b
npn is the quantifier prefix, Q ∈ {∀, ∃} and M is the (propositional)
matrix which is in CNF. Often we write a QBF as Qb1X1 . . .Q
b
kXkM (Qi 6= Qi+1
for all i = 1, . . . , k − 1 and the elements of {X1, . . . , Xk} are pairwise disjoint).
We define the level of a literal ℓ, lv(ℓ), as the index i such that the variable of
ℓ occurs in Xi. The logical complexity of a formula Φ, lc(Φ), is the number of
occurrences of connectives and quantifiers.
We use a first-order language consisting of (objects) variables, function sym-
bols (FSs), predicate symbols (PSs), together with the truth constants and con-
nectives mentioned above. Quantifiers ∀ and ∃ bind object variables. Terms and
formulas are defined according to the usual formation rules. We identify 0-ary
PSs with propositional atoms, and 0-ary FSs with constants. Clauses, tautolog-
ical clauses and the empty clause are defined as in the propositional case.
Let V be the set of first-order variables and T be the set of terms. A substi-
tution is a mapping σ of type V → T such that σ(v) 6= v only for finitely many
variables v ∈ V . We represent σ by a finite set of the form {v1\t1, . . . , vn\tn}.
The domain of σ, dom(σ), is the set {v | v ∈ V, σ(v) 6= v}. The range of σ, rg(σ),
is the set {σ(v) | v ∈ dom(σ)}. We call σ a variable substitution if rg(σ) ⊆ V .
The empty substitution ǫ is denoted by {}. We often write substitutions post-fix,
e.g., we use xσ instead of σ(x). Algebraically, substitutions define a monoid with
ǫ being the neutral element under the usual composition of substitutions.
Substitutions are extended to terms and formulas in the usual way, e.g.,
f(t1, . . . , tn)σ = f(t1σ, . . . , tnσ), (¬)p(t1, . . . , tn)σ = (¬)p(t1σ, . . . , tnσ), and (F ◦
G)σ = Fσ ◦ Gσ, where f is an n-place FS, p is an n-place PS, t1, . . . , tn are
terms, F and G are (quantifier-free) formulas and ◦ is a binary connective. For
substitutions σ and τ , σ is more general than τ if there is a substitution µ such
that σµ = τ . A substitution σ is called a permutation if σ is one-one and a
variable substitution. A permutation σ is called a renaming (substitution) of an
expression E (i.e., E is a term or a quantifier-free formula) if var (E)∩rg(σ) = {},
J⊥ Kfp = p(f0) J⊤ K
f
p = p(f1) J x K
f
p = p(x)
J¬Φ Kfp = ¬JΦ K
f
p JΦ1 ◦ Φ2 K
f
p = JΦ1 K
f
p ◦ JΦ2 K
f
p JQ
bxΦ Kfp = Qx JΦ K
f
p
Fig. 1. The translation of QBFs to first-order formulas. The connective ◦ is a binary
connective present in both languages and Q ∈ {∀,∃}. The symbols p and f do not
occur in the source QBF; p is a unary predicate symbol and f is used to construct
constant and function symbols by indices.
where var (E) is the set of all variables occurring in E. For an expression G, Gσ
is a variant of G provided σ is a renaming substitution.
Let E = {E1, . . . , En} be a non-empty set of expressions. A substitution σ
is called a unifier of E if |{E1σ, . . . , Enσ}| = 1. Unifier σ is called most general
unifier (mgu), if for every unifier τ of E, σ is more general than τ .
Let P1 and P2 be two proof systems. P1 polynomially simulates (p-simulates)
P2 if there is a polynomial p such that, for every natural number n and every
formula Φ, the following holds. If there is a proof of Φ in P2 of size n, then there
is a proof of Φ (or a suitable translation of it) in P1 whose size is less than p(n).
3 Different translations of QBFs to first-order logic
We introduce different translations of (closed) QBFs to (closed) formulas in (re-
strictions of) first-order logic. We start with the basic translation from [17] in
Fig. 1. Obviously, the QBF Φ and the first-order formula JΦ Kfp enjoy a very sim-
ilar structure. Especially the variable dependencies expressed by the quantifier
prefix are exactly the same.
Proposition 1 Let Φ be a (closed) QBF and let JΦ Kfp be its (closed) first-order
translation. Then Φ ∼= JΦ Kfp , i.e., Φ and JΦ K
f
p are isomorphic.
The proof in the appendix is by induction on the logical complexity of Φ.
The basic translations from Fig. 1 can be extended to SkJΦ Kfp generating a
skolemized version of JΦ Kfp . We restrict our attention here to QBFs in PCNF.
Definition 1. Let Φ be a closed QBF in PCNF with matrix M and let JΦ Kfp be
its closed first-order translation. For any existential variable a in the quantifier
prefix of Φ, let dep(a) be the sequence of universal variables left of a (in exactly
the same order in which they occur in the prefix). Let fa be the Skolem function
symbol associated to a. We call JM Kfpσ the skolemized form of JM K
f
p and denote
it by SkJM Kfp , where the substitution σ is as follows.
σ = {a\fa(dep(a)) | for all existential variables a in Φ}
Traditionally, SkJM Kfp is denoted as a quantifier-free formula with the assump-
tion that all free variables are (implicitly) universally quantified.
Axiom
C
x ∨ C1 ¬x ∨ C2
Res
C1 ∨ C2
C ∨ ℓ ∨ ℓ
Fac
C ∨ ℓ
D ∨m
∀R
D
C is a non-tautological clause from the matrix. If y ∈ C1 then ¬y /∈ C2. Variable
x is existential (Q-res) and existential or universal (QU-res), ℓ is a literal and m
is a universal literal. If e ∈ D is existential, then lv(e) < lv(m) holds.
Fig. 2. The rules of Q-res and QU-res [13,11]
The number of universal variables a Skolem function depends on can be
optimized, e.g., by using miniscoping or dependency schemes [17]. As we will see
later on, most of our results do not depend on such optimizations.
Proposition 2. Let Φ be a closed QBF in PCNF with matrixM and let JΦ Kfp be
its closed first-order translation. Let SkJM Kfp be the skolemized form of JM K
f
p .
Then M ∼= SkJM Kfp .
Due to propositions 1 and 2, we can relate each literal of each clause from
M to its isomorphic counterpart in JM Kfpσ.
Since we interpret over a two-element domain, proper Skolem function sym-
bols (i.e., the arity is greater than 0) can be eliminated by introducing new
predicate symbols. The resulting formula belongs to EPR (Effectively PRoposi-
tional logic or more traditionally it belongs to the Bernays-Schoenfinkel class).
Definition 2. Let Φ be a closed QBF in PCNF with matrix M and let JΦ Kfp
be its closed first-order translation. Let SkJM Kfp the skolemized form of JM K
f
p .
Replace any occurrence of a predicate of the form p(fb(X)) by pb(X)) where fb is
a proper function symbol and X is a non-empty list of universal variables. The
formula resulting after all possible replacements is the EPR formula EPRJM Kfp .
We will see later that the first-order and the EPR translation have different
proof-theoretical properties because some resolutions are blocked by different
predicate symbols. Proposition 3 is Lemma 1 in [17] (stated without a proof).
Proposition 3 Let Φ be a closed QBF. Then
Φ is satisfiable iff JΦ Kfp ∧ p(f1) ∧ ¬p(f0) is satisfiable.
A proof can be found in the appendix.
4 Different calculi based on resolution
We introduce different calculi used in this paper. We start with two resolution
calculi, Q-res and QU-res, for QBFs in Fig. 2. Observe that the consequence
of each rule is non-tautological. We continue with the calculus IR-calc(P,M) in
Fig. 3, where we use the same presentation as in [4]. P is the quantifier prefix
Axiom
{e[σ] | e ∈ C, e is existential}
C is a non-tautological clause from the matrix M , σ = {u\0 | u ∈ C universal}
where u\0 is a shorthand for x\0 if u = x and x\1 if u = ¬x.
xτ ∨ C1 ¬x
τ ∨ C2
Res
C1 ∨ C2
C ∨ ℓτ ∨ ℓτ
Fac
C ∨ ℓτ
C
Inst
inst(τ, C)
τ is an assignment to universal variables and rg(τ ) ⊆ {0, 1}.
Fig. 3. The rules of IR-calc(P,M) taken from [4]
Axiom
{e[σ] | e ∈ Cσv, e is existential}
1. C is a non-tautological clause from the matrix M .
2. σv = {x\e | x is universal, e is existential, lv(e) < lv(x)}.
3. Cσv = {e | e ∈ C existential} ∪ {xσv | x ∈ C universal, x ∈ dom(σv)} ∪
{x | x ∈ C universal, x /∈ dom(σv)}.
4. σ, Res, Fac and Inst are the same as in IR-calc(·, ·).
Fig. 4. The rules of IR-calc(P,M, σv)
and M is the quantifier-free matrix in CNF. In the following instantiation-based
calculi, inference rules do not work on usual clauses but on annotated clauses
based on extended assignments. An extended assignment is a partial mapping
from the Boolean variables to {0, 1}. An annotated clause consists of annotated
literals of the form ℓ[τ ], where τ is an extended assignment to universal variables
and [τ ] = {u\c | (u\c) ∈ τ, lv(u) < lv(ℓ)} with c ∈ {0, 1}. Composition of
extended assignments is defined using completion. The expression µ⊻ τ is called
the completion of µ by τ . Then σ, the completion of µ by τ , is defined as follows.
σ(x) =
{
µ(x) if x ∈ dom(µ);
τ(x) if x /∈ dom(µ) and x ∈ dom(τ).
(1)
The function inst(τ, C) allows instantiations of clauses; it computes {ℓ[µ⊻τ ] | ℓµ ∈
C} for an extended assignment τ and an annotated clause C. Later on, we will
clarify the relation between annotations and substitutions in first-order logic.
We extend IR-calc(·, ·) by the possibility to instantiate universal variables by
existential ones. Technically the instantiation is performed by a global substitu-
tion σv. If a universal variable x is replaced by some existential variable e, i.e.,
(x\e) ∈ σv, then lv(e) < lv(x) must hold. We name the calculus equipped with
the substitution σv IR-calc(P,M, σv) and depict the rules in Fig. 4.
It is immediately apparent that this calculus is sound and complete. We
get completeness, when we use the empty substitution as σv because then,
IR-calc(·, ·, ·) reduces to IR-calc(·, ·) which is sound and complete [4]. Soundness
Axiom
{e[σ] | e ∈ Cσv, e is existential}
1. C is a non-tautological clause from the matrix M or from ∆.
2. σv, Cσv , σ, Res, Fac and Inst are the same as in IR-calc(·, ·, ·).
3. If C ∈ ∆ then σ = ǫ and C = Cσv by construction.
Fig. 5. The rules of IR-calc(P,M,∆, σv)
follows from the validity of QBFs of the form
Q1∃eQ2∀xQ3 ϕ(e, x) → Q1∃eQ2Q3 ϕ(e, e).
If the right formula has an IR-calc(·, ·) refutation, then it is false and therefore
the left formula has to be false.
We further enhance IR-calc(·, ·, ·) by the possibility to use propositional ex-
tensions [19,6]. This extension operation is a generalization of the well-known
structure-preserving translation to (conjunctive) normal form in propositional
logic. For presentational reasons, we require to have all extensions at the very
beginning of the deduction in order to allow extension variables as replace-
ments for universal variables. Figure 5 shows the inference rules of this calculus
IR-calc(P,M,∆, σv), where ∆ is a sequence δ1, . . . , δd of (clausal representations
of) extensions of the form δi : qi ↔ F with F being of the form ¬p or of the
form p ◦ r (◦ ∈ {∧,∨,→,↔,⊕}) and qi is a variable neither occurring in M nor
in F nor in δ1, . . . , δi−1. The variables qi, p, r are existential. The quantification
∃qi extends the quantifier prefix P such that lv(v) ≤ lv(qi) for all variables v
occurring in F and lv(qi) is minimal. Due to the requirements on the extension
variables qi and the placement of ∃qi, the resulting calculus is sound. Complete-
ness is not an issue here, because we can use an empty ∆.
Remark 1. The usual formalization of clauses and resolvents as sets of literals
can be simulated in our formalizations by the factoring rule Fac. We assume in
the following that Fac is applied as soon as possible.
We finally introduce first-order resolution. Let C be a clause and let K and
L be two distinct literals in C both of which are either negated or unnegated. If
there is an mgu σ ofK and L, then the clause D = Cσ = {Nσ | N ∈ C} is called
a factor of C. The clause C is called the premise of the factoring operation.
Let C and D be two clauses and let D′ be a variant of D which has no
variable in common with C. A clause E is a resolvent of the parent clauses C
and D if the following conditions hold:
1. K ∈ C and L′ ∈ D′ are literals of opposite sign whose atoms are unifiable
by an mgu σ.
2. E =
(
Cσ \ {Kσ}
)
∪
(
D′σ \ {L′σ}
)
.
Let C be a set of clauses. A sequence C1, . . . , Cn is called R1 deduction (first-order
resolution deduction) of a clause C from C if Cn = C and for all i = 1, . . . , n,
one of the following conditions hold.
1. Ci is an input clause from C.
2. Ci is a factor of a Cj for j < i.
3. Ci is a resolvent of Cj and Ck for j, k < i.
An R1 refutation of C is an R1 deduction of the empty clause ✷ from C. The
size of a deduction is given by
∑n
i=1 size(Ci), where size(Ci) is the number of
character occurrences in Ci. An R1 deduction has tree form if every occurrence
of a clause is used at most once as a premise in a factoring operation or as a
parent clause in a resolution operation.
Next we introduce the subsumption rule taken from Definition 2.3.4 in [8].
Contrary to the usual use of subsumption in automated deduction as a deletion
rule, here we add clauses which are (factors of) instantiations of clauses.
Definition 3. If C and D are clauses, then C subsumes D or D is subsumed
by C, if there is a substitution σ such that Cσ ⊆ D. A set S′ of clauses is
obtained from a set S by subsumption if S′ = S ∪ {D} where D is subsumed by
a clause of S.
Resolution can be extended by the subsumption rule (Definition 3.2.3 in [8]).
Definition 4. By a derivation of a set of clauses S2 from a set of clauses S1
by R1 plus subsumption, we mean a sequence C1, . . . , Cn of clause such that the
following conditions are fulfilled.
1. S2 ⊆ S1 ∪ {C1, . . . , Cn}.
2. For all k = 1, . . . , n there is a clause C ∈ S1∪{C1, . . . , Ck−1} subsuming the
clause Ck or there exist clauses C,D ∈ S1 ∪ {C1, . . . , Ck−1} such that Ck is
subsumed by a resolvent of C and D.
Factors are not needed in item 2, because the factor of C can be generated by
subsumption. We need a simplified version of Proposition 3.2.1 from [8].
Proposition 4. R1 polynomially simulates R1 plus subsumption.
The subsumption rule is not necessary but makes proofs of polynomial simula-
tion results much more convenient. It allows instantiated deductions for which
eventually the lifting theorem provides a deduction “on the most general level”.
5 Polynomial simulations of calculi
In this section we show that R1 together with a suitable translation T (denoted
by R1 + T ) polynomially simulates QU-res, Q-res and IR-calc(·, ·).
Theorem 1. R1 + SkJ · K
f
p polynomially simulates QU-res.
The proof is by induction on the number of clauses in the QU-res deduction. It
can be found in the appendix. It shows that first-order literals obtained from
universal literals in the QBF and eliminated by ∀R are eliminated by resolutions
with p(f1) and ¬p(f0) without instantiating the first-order resolvent.
Corollary 1. The following results are immediate consequences of Theorem 1.
1. R1 + EPRJ · K
f
p polynomially simulates QU-res.
2. R1 + SkJ · K
f
p as well as R1 + EPRJ · K
f
p polynomially simulates Q-res.
We present a soundness proof of IR-calc(·, ·) independent from strategy ex-
traction by a polynomial simulation of IR-calc(·, ·) by R1.
Definition 5. Let τ = {x1\s1, . . . , xk\sk} and µ = {y1\t1, . . . , yl\tl} be two
substitutions. The composition of τ and µ, τµ, is obtained from{
x1\s1µ, . . . , xk\skµ, y1\t1, . . . , yl\tl
}
by deleting all yi\ti for which yi ∈ {x1, . . . , xk} holds.
Lemma 1. Let τ and µ be two substitutions as defined in Definition 5, where
x1, . . . , xk, y1, . . . , yl are universal variables and {s1, . . . , sk, t1, . . . , tl} ⊆ {0, 1}.
Then τ ⊻ µ is the composition τµ.
Proof. Let σ be the completion of τ by µ defined in (1). Since dom(τ) as well
as dom(µ) is a subset of the set of universal variables and rg(τ) as well as
rg(µ) is a subset of {0, 1}, rg(τ) ∩ dom(µ) = {} and therefore siµ = si for all
i = 1, . . . , k. Hence, the completion σ of the two substitutions τ and µ is exactly
their composition τµ. 
In the following, we deal with annotated clauses C of the form {l
[σ1]
1 , . . . , l
[σk]
k }
where any li is an existential literal and any [σi] is the restriction of assignment
σi to exactly those universal variables x ∈ dom(σi) for which lv(x) < lv(li)
holds. We denote the sequence of all universal variables x with lv(x) < lv(li)
by dep(li) = Xli where we assume the same order as in the quantifier prefix. A
first-order clause D corresponding to C is constructed as follows{
(¬)p(fe(Xe))σ | (¬)e
[σ] ∈ C and p(fe(Xe)) ∼= e
}
,
where p(fe(Xe)) is the isomorphic counterpart of e (cf. the remark after Propo-
sition 2). Using Xe together with σ mimics the effect of [σ]; the difference is the
explicit notation of all universal variables Xe left of e and not only the variables
in Xe ∩ dom(σ).
Theorem 2. R1 + SkJ · K
f
p polynomially simulates IR-calc(·, ·).
In the proof, we construct by induction on the number of derived clauses
in the IR-calc deduction stepwisely a deduction in R1 plus subsumption. We
consider the sequence of first-order clauses obtained from the original clauses as
a skeleton for the final proof. Since the clauses in the skeleton do not follow by
a single application of an inference rule, we have to provide a short deduction of
the clauses.
Proof. We utilize Proposition 4 and allow subsumption in the simulation. The
proof is by strong mathematical induction on the number of derived clauses
in the IR-calc deduction. Let P (n) denote the statement “Given a IR-calc de-
duction C1, . . . , Cn from a QBF Q.M and a sequence of first-order clauses
D1, . . . , Dn, the clause Dn has a short deduction in R1 plus subsumption from
p(f1),¬p(f0), SkJM K
f
p , D1, . . . , Dn−1”.
Base: n = 1. C1 is a consequence of the axiom rule using clause C from the matrix
M . Let σ be the assignment induced by C. Then we have a clause D ∈ SkJM Kfp
from which we can derive D1σ by resolution steps using p(f1) and ¬p(f0). The
number of these steps is equal to the number of universal variables in C.
IH: Suppose P (1), . . . , P (n) hold for some n ≥ 1.
Step: We have to show P (n+ 1). Consider C1, . . . , Cn+1 and D1, . . . , Dn+1.
Case 1: Cn+1 is derived by the axiom rule. Then proceed like in the base case.
Case 2: Cn+1 is a consequence of the rule Inst with premise Ci (for some i
with 1 ≤ i ≤ n) and assignment τ . By IH and Remark 1, we have a short
R1 plus subsumption deduction of Di = {(¬)p(fe(Xe))σ | (¬)e
[σ] ∈ Ci}. Cn+1
is of the form {(¬)e[σ⊻τ ] | (¬)e[σ] ∈ Ci}. By Lemma 1, x(σ ⊻ τ) = xστ for
any universal variable x with lv(x) < lv(e). Therefore Dn+1 is of the form
{(¬)p(fe(Xe))στ | (¬)e
[σ⊻τ ] ∈ Cn+1}. Now Dn+1 = Diτ and Dn+1 can be
derived by subsumption.
Case 3: Cn+1 is a consequence of the rule Fac with premise Ci : C˜i∨ ℓ
τ ∨ ℓτ (for
some i with 1 ≤ i ≤ n). By IH, we have a short R1 plus subsumption deduction
of Di : C˜i ∨ L ∨ L, where L is of the form (¬)p(fe(Xe)τ . We generate a factor
Dn+1 of Di simply by omitting one of the duplicates.
Case 4: Cn+1 is a consequence of the resolution rule with parent clauses Ci, Cj
(for some i, j with 1 ≤ i, j ≤ n). By IH, we have two clauses
Di = {p(fe(Xe))σ} ∪D
′
i and Dj = {¬p(fe(Xe))σ} ∪D
′
j
We use λ of the form {x\y} as a renaming of the variables in Dj such that Djλ
does not share any variable with Di. The resolvent is D
′
i ∪D
′
jλµ where µ is the
mgu of the form {y\x | x /∈ dom(σ)}. We add D′i ∪ D
′
jλµλ
′ by subsumption,
where λ′ maps all remaining variables y to their x counterpart. 
Corollary 2. R1 + EPRJ · K
f
p polynomially simulates IR-calc(·, ·).
When we inspect the translation of (axiom) clauses, we observe that a univer-
sal variable x is translated to an atom of the form p(x). With the subsumption
rule we can instantiate the clause by a substitution of the form {x\t} for a term t.
This observation was the trigger to introduce the stronger calculus IR-calc(·, ·, ·),
where universal variables cannot be replaced only by 0 or 1 but also by any
existential variable e with lv(e) < lv(x).
6 Exponential separation of resolution calculi
We constructed in [9] a family (Φn)n≥1 of short closed QBFs in PCNF for which
any Q-res refutation of Φn is superpolynomial. We recapitulate the construction
here. The formula Φn is
∃bXn∀
bYn∃
bZn
(
TPHPYn,Znn ∧ CPHP
Xn
n
)
. (2)
CPHPXnn is the pigeon hole formula for n holes and n+1 pigeons in conjunctive
normal form and denoted over the variables Xn = {x1,1, . . . , xn+1,n}. Variable
xi,j is intended to denote that pigeon i is sitting in hole j. CPHP
Xn
n is( n+1∧
i=1
( n∨
j=1
xi,j
))
∧
( n∧
j=1
∧
1≤i1<i2≤n+1
(¬xi1,j ∨ ¬xi2,j)
)
.
The number of clauses in CPHPXnn is ln = (n+1)+n
2(n+1)/2 and size(CPHPXnn )
is O(n3). The formula TPHPYn,Znn is obtained from the pigeon hole formula in
disjunctive normal form, DPHPYnn , by a structure-preserving polarity-sensitive
translation to clause form [16]. The formula DPHPYnn is simply the negation of
CPHPYnn where negation has been pushed in front of atoms and double-negation
elimination has been applied.
We use new variables of the form zi1,i2,j for disjuncts in DPHP
Yn
n . For the
first n+ 1 disjuncts of the form
∧n
j=1 ¬yi,j with 1 ≤ i ≤ n+ 1, we use variables
z1,0,0, . . . , zn+1,0,0. For the second part, for any 1 ≤ j ≤ n and the n(n + 1)/2
disjuncts, we use
z1,2,j, . . . , z1,n+1,j, z2,3,j , . . . , z2,n+1,j, . . . , zn,n+1,j . (3)
The set of these variables for DPHPn is denoted by Zn. Due to this construction,
we can speak about the conjunction corresponding to the variable zi1,i2,j.
We construct the conjunctive normal form TPHPYn,Znn of DPHP
Yn,Zn
n as fol-
lows. First, we take the clause DZnn =
∨
z∈Zn
¬z over all variables in Zn. The
formula P Yn,Znn for the first (n+ 1) disjuncts of DPHP
Yn
n is of the form
n+1∧
i=1
n∧
j=1
(zi,0,0 ∨ ¬yi,j) .
For the remaining n2(n+1)/2 disjuncts of DPHPYnn , we have the formula Q
Yn,Zn
n
n∧
j=1
∧
1≤i1<i2≤n+1
(
(zi1,i2,j ∨ yi1,j) ∧ (zi1,i2,j ∨ yi2,j)
)
.
Then TPHPYn,Znn is D
Zn
n ∧P
Yn,Zn
n ∧Q
Yn,Zn
n and size(TPHP
Yn,Zn
n ) is O(n
3). It is
easy to check that DPHPYnn ↔ ∃
bZn TPHP
Yn,Zn
n is valid.
Let us modify the quantifier prefix of Φn. By quantifier shifting rules we
get, in an “antiprenexing” step, the equivalent formula (∀bYn∃
bZnTPHP
Yn,Zn
n )∧
(∃bXnCPHP
Xn
n ). Prenexing yields the equivalent QBF Ωn
∀bYn∃
bZn∃
bXn
(
TPHPYn,Znn ∧ CPHP
Xn
n
)
(4)
which has only one quantifier alternation instead of two. In [9] we showed that
Φn and Ωn have short cut-free tree proofs in a sequent system Gqve
∗, where
weak quantifiers introduce atoms. The following extends Proposition 3 in [9].
Proposition 5. Any Q-res refutation of Φn from (2) and Ωn from (4) has su-
perpolynomial size.
The proof is based on the fact that (i) the two conjuncts belong to languages with
different alphabets and (ii) that the alphabets cannot be made identical by in-
stantiation of quantifiers in Q-res. Therefore we have to refute either TPHPYn,Znn
or CPHPXnn under the given quantifier prefix. Since ∀
bYn∃
bZnTPHP
Yn,Zn
n is true,
there is no Q-res refutation and we have to turn to ∃bXnCPHP
Xn
n . But then,
we essentially have to refute CPHPXnn with propositional resolution and con-
sequently, by Haken’s famous result [12], any Q-res refutation of CPHPXnn is
superpolynomial in n.
SinceQU-res, LDQ-res, LDQU-res, LDQU+-res, and Q(D)-resolution (Q(D)-res)
[18] are based on the same quantifier-handling mechanism as Q-res, the following
corollary is obvious.
Corollary 3. Any refutation of Φn from (2) and Ωn from (4) in the QU-res,
LDQ-res, LDQU-res, LDQU+-res, or Q(D)-res calculus has superpolynomial size.
For IR-calc(·, ·) the situation is not better. Since universal literals are only re-
placed by 0, no unification of the two alphabets can happen.
Proposition 6. Any refutation of Φn from (2) and Ωn from (4) in IR-calc(·, ·)
has size superpolynomial in n.
The quantifier prefix is unfortunate if one expects Ωn being false. Actually, the
initial universal quantifier block prevents any non-empty σv and consequently,
any IR-calc(·, ·, ·) refutation of Ωn reduces to an IR-calc(·, ·) refutation of Ωn.
Proposition 7. Any refutation of Ωn from (4) in IR-calc(·, ·, ·) has size super-
polynomial in n.
In the following we show that SkJΩn K
f
p has a short refutation in R1. We use fxi,j
to denote the Skolem function symbol corresponding to xi,j ∈ Xn and fzi,j,k to
denote the Skolem function symbols corresponding to zi,j,k ∈ Zn. All the Skolem
function symbols have arity |Yn| = n(n+ 1). Let F denote the formula F under
the first-order translation. We have
CPHPXnn :
( n+1∧
i=1
( n∨
j=1
p(fxi,j(Yn)
))
∧
( n∧
j=1
∧
1≤i1<i2≤n+1
(¬p(fxi1,j (Yn)) ∨ ¬p(fxi2,j (Yn)))
)
.
DZnn :
∨
z∈Zn
¬p(fz(Yn))
P Yn,Znn :
n+1∧
i=1
n∧
j=1
(p(fzi,0,0(Yn)) ∨ ¬p(yi,j))
QYn,Znn :
n∧
j=1
∧
1≤i1<i2≤n+1
(
(p(fzi1,i2,j (Yn)) ∨ p(yi1,j))∧
(p(fzi1,i2,j (Yn)) ∨ p(yi2,j))
)
.
The refutation of SkJΩn K
f
p is constructed as follows.
1. We use P Yn,Znn together with the first n + 1 clauses from CPHP
Xn
n to de-
rive p(fzi,0,0(Yn))µi (for all i = 1, . . . , n + 1). The deduction consists of
O(n2) clauses and applies resolution and factoring. The substitution µi is⋃n
j=1{yi,j\fxi,j(Yn)σi,j}, where σi,j is a variable renaming from the variant
generation in resolution.
2. We use QYn,Znn together with the binary clauses from CPHP
Xn
n to derive
p(fzi1,i2,j (Yn))νi1,i2,j (for all j = 1, . . . , n and i1, i2 with 1 ≤ i1 < i2 ≤ n+1).
The deduction consists of O(n3) clauses and applies resolution and factoring.
Then νi1,i2,j is {yi1,j\fxi1,j (Yn)σi1,i2,j , yi2,j\fxi2,j (Yn)σi1,i2,j}. Again σi1,i2,j
is a variable renaming like above.
3. We use DZnn together with the derived instance of p(fzk,l,m(Yn)) to derive ✷
by resolution. Since any variable yi,j is assigned to a variant of fxi,j (Yn) for
all i = 1, . . . , n+1 and all j = 1, . . . , n, all resolution steps are possible. The
deduction consists of O(n3) clauses.
The formula SkJΦn K
f
p can be refuted in a similar fashion in R1 by replacing
variants of the form fxi,j (Yn) by Skolem constants ai,j .
Proposition 8. Let (Φn)n≥1 and (Ωn)n≥1 be the families of closed QBFs de-
fined above. Then JΦn K
f
p and JΩn K
f
p have short tree refutations in R1 consisting
of O(n3) clauses. Moreover the size of the refutation is O(n8).
Theorem 3. The calculi QU-res, LDQ-res, LDQU-res, LDQU+-res, Q(D)-res,
IR-calc(·, ·), IR-calc(·, ·, ·) and IRM-calc cannot polynomially simulate tree R1 +
SkJ · Kfp or R1 + EPRJ · K
f
p .
We use (Ωn)n≥1 to exponentially separate R1 combined with the two trans-
lations, i.e., we compare SkJ · Kfp with EPRJ · K
f
p .
Proposition 9. Let (Ωn)n≥1 be the family of closed QBFs defined above and
let Ω′n be the EPR formula EPRJΩn K
f
p ∧ p(f1) ∧ ¬p(f0). Then Ω
′
n has only
refutation in R1 of size superpolynomial in n.
Proof (Sketch). Similar arguments as in Proposition 5 apply, because the EPR
translations of TPHPYn,Znn and CPHP
Xn
n are denoted in different languages and
literals from the former cannot be resolved with literals from the latter. Again,
the pigeonhole formula has to be refuted. Consequently, the (essentially propo-
sitional) resolution proof has size superpolynomial in n. 
Theorem 4. R1 + EPRJ · K
f
p cannot polynomially simulate tree R1 + SkJ · K
f
p .
Let us reconsider the family (Ψ)t≥1 of QBFs from [13]. Formula Ψt has the
prefix Pt : ∃d0d1e1∀x1∃d2e2∀x2∃d3e3 . . . ∀xt−1∃dtet∀xt∃f1 . . . ft and the matrix
Mt consisting of the following clauses:
C0 : d0 C1 : d0 ∨ d1 ∨ e1
C2j : dj ∨ xj ∨ dj+1 ∨ ej+1 C2j+1 : ej ∨ xj ∨ dj+1 ∨ ej+1 j = 1, . . . , t− 1
C2t : dt ∨ xt ∨ f1 ∨ · · · ∨ f t C2t+1 : et ∨ xt ∨ f1 ∨ · · · ∨ f t
B2j : xj+1 ∨ fj+1 B2j+1 : xj+1 ∨ fj+1 j = 0, . . . , t− 1
By Theorem 3.2 in [13] and Theorem 6 in [5], any Q-res refutation and any
IR-calc(·, ·) refutation of Ψt is exponential in t. The formula Ψt has a polynomial
size Q-resolution refutation if universal pivot variables are allowed [11].
Let us extract Herbrand functions from such a short QU-res refutation of Ψt
with the method of [2] resulting in di∧ei for xi. We explain in the following how
we can produce short IR-calc(Pt,Mt, ∆, σv) refutations using such functions.
Let ∆ : δ1, . . . , δt where δi is qi ∨ di ∨ ei, qi ∨ di, qi ∨ ei, i.e., δi is the clausal
representation of qi ↔ di ∧ ei. The quantifier ∃qi is in the same quantifier block
as di and ei and thus lv(qi) < lv(xi). Consequently, σv can replace xi by qi.
Proposition 10. Let ∆ : δ1, . . . , δt where δi is qi ∨ di ∨ ei, qi ∨ di, qi ∨ ei, i.e., δi
is the clausal representation of qi ↔ di∧ei. Let σv,t = {xi\qi | 1 ≤ i ≤ t}. There
is a tree refutation of Ψt in IR-calc(Pt,Mt, ∆, σv,t) of size polynomial in t.
Proof (sketch). Derive d1 ∨ e1, . . . , dt ∨ et. The first clause is derived by a res-
olution step between C0 and C1. Then we derive dj+1 ∨ ej+1 from dj ∨ ej ,
C2jσv,t, C2j+1σv,t, and the clauses obtained from qj ↔ dj ∨ ej as follows. Re-
solve dj ∨ qj ∨ dj+1 ∨ ej+1 with qj ∨ dj ∨ ej and derive dj ∨ ej ∨ dj+1 ∨ ej+1 by
resolution and factoring. Then continue with dj∨ej and obtain R : ej∨dj+1∨ej+1
by resolution and factoring. Use ej ∨ qj ∨ dj+1 ∨ ej+1, resolve it with qj ∨ ej and
factor the resolvent resulting in ej∨dj+1∨ej+1. Resolve R with the latter clause,
factor the resolvent and obtain dj+1 ∨ ej+1.
Each of the 15 clauses has at most 5 literals. For j+1 = t, we have a similar
deduction but with at most 2t + 3 literals per clause. We obtain f1 ∨ · · · ∨ f t
which can be resolved by fi obtained from qi ∨ fi and qi ∨ fi. Finally, it is easy
to check that the refutation has tree structure and is of size polynomial in t. 
The Herbrand functions obtained from Q-res or QU-res refutations by the method
in [2] are often (too) complex. It is easy to check that atomic Herbrand functions
ei for xi are sufficient and therefore a short tree IR-calc(·, ·, ·) refutation of Ψt is
possible. The proof of the following proposition can be found in the appendix.
Proposition 11 Let σv,t = {xi\ei | 1 ≤ i ≤ t}. Then there is a tree refutation
of Ψt in IR-calc(Pt,Mt, σv,t) of size polynomial in t.
Proposition 12. IR-calc(·, ·) cannot polynomially simulate IR-calc(·, ·, ·).
According to Proposition 11, there are not only short tree refutations of Ψt, but
also the search space is limited if a simple heuristic restricting the number of
possible variable replacements σv,t is employed during proof search. The heuristic
requires that for each (x\e) ∈ σv,t, there is at least one clause Cσv,t, which
contain duplicate literals.
7 Conclusion
We studied various calculi for QBFs with respect to their relative strength. We
provided polynomial simulations using first-order translations in order to clarify
the possibility to employ (non-trivial) instantiations in refutations. By a simu-
lation of Q-res and QU-res by R1, we have seen that the former ones avoid in-
stantiations. The simulation of simple instantiation-based calculi by R1 revealed
that instantiation of universal variables is possible by resolutions with p(f1) and
¬p(f0) together with the usual propagation of substitutions, and clarified the
purpose of the employed framework of assignments and annotated clauses. We
showed that enabling instantiations with existential variables and formulas in-
crease the strength of instantiation-based calculi. For presentational reasons, we
have chosen a rather simple approach where σv and ∆ are initially given, but it
is possible in the underlying framework to generate σv and ∆ dynamically.
Open problems and future research directions: In all our comparisons, we did
not optimize the quantifier prefix by (advanced) dependency schemes. It is well
known that less dependencies between variables can considerably shorten proofs,
for which reason one would like to integrate these techniques into calculi. We have
left open some proof-theoretical comparisons like sequent systems for prenex
formulas with propositional cuts and IR-calc(·, ·, ·, ·) or IRM-calc [4] with our
new calculi or R1. The problem here is that R1 is probably not strong enough
because inference rules for Skolem function manipulation [8,1] are not available
but seem to be necessary for a polynomial simulation. The ultimate goal is to
make instantiation-based calculi ready for proof search. A first step has been
accomplished by showing (in the simulation) that unrestricted instantiations in
IR-calc(·, ·) can be restricted to minimal ones by simply using unification and
mgus like in the first-order case. Achieving the goal for strong cacluli is not an
easy exercise because some techniques like extensions are hard to control.
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A Proof of some propositions and theorems
Proposition 1 Let Φ be a (closed) QBF and let JΦ Kfp be its (closed) first-order
translation. Then Φ ∼= JΦ Kfp , i.e., Φ and JΦ K
f
p are isomorphic.
Proof. The proof is by induction on the logical complexity, lc(Φ), of Φ.
Base: lc(Φ) = 0. Then Φ is ⊥, ⊤ or a Boolean variable q and JΦ Kfp is p(f0), p(f1)
or p(xq). Then Φ ∼= JΦ K
f
p .
IH: For all QBFs Ψ with lc(Ψ) < k, Ψ ∼= JΨ Kfp , i.e., Ψ and JΨ K
f
p are isomorphic.
Step: Consider QBF Φ with lc(Φ) = k. In all cases below, Φi ∼= JΦi K
f
p holds
(i = 1, 2) by the induction hypothesis.
Case 1: Φ = ¬Φ1. Since Φ1 ∼= JΦ1 K
f
p , ¬Φ1
∼= ¬JΦ1 K
f
p = J¬Φ1 K
f
p and therefore
Φ ∼= JΦ Kfp holds.
Case 2: Φ = Φ1 ◦ Φ2. Since Φ1 ∼= JΦ1 K
f
p as well as Φ2
∼= JΦ2 K
f
p , Φ1 ◦ Φ2
∼=
JΦ1 K
f
p ◦ JΦ2 K
f
p = JΦ1 ◦ Φ2 K
f
p and therefore Φ
∼= JΦ Kfp holds.
Case 3: Φ = Qbq Φ1. Since Φ1 ∼= JΦ1 K
f
p , Q
bq Φ1 ∼= Qq JΦ1 K
f
p = JQ
bq Φ1 K
f
p and
therefore Φ ∼= JΦ Kfp holds. 
Proposition 3 Let Φ be a closed QBF. Then
Φ is satisfiable iff JΦ Kfp ∧ p(f1) ∧ ¬p(f0) is satisfiable.
Proof (sketch). =⇒: Φ is satisfiable. We show that JΦ Kfp ∧ p(f1) ∧ ¬p(f0) has
a model with a two-element domain U = {f1, f0} and constants are mapped to
itself by the interpretation function. Moreover, p(f1) has to be true and p(f0) has
to be false. If we evaluate Φ according to the semantics, we can, in a parallel way,
expand JΦ Kfp over U and obtain two isomorphic expanded formulas. Evaluating
isomorphic leaves in the same way and propagating the truth values from the
leaves to the root (in the corresponding formula trees) yields the same evaluation
result for both formulas. Hence, JΦ Kfp ∧ p(f1) ∧ ¬p(f0) is satisfiable.
⇐=: Φ is unsatisfiable. Then there is a logically equivalent PCNF Φ′ and a
Q-res refutation of Φ′ (because Q-res is complete). Due to Proposition 1 and the
preservation of the quantifiers and connectives by J · Kfp , there is an isomorphic
PCNF Φ′1 of JΦ K
f
p where Φ
′
1 is logically equivalent to JΦ K
f
p . Skolemization yields
the sat-equivalent first-order clause form Φ′′1 of Φ
′
1. In Corollary 1, we show that
we can simulate each Q-res refutation of Φ′ by a first-order resolution refutation
of Φ′′1 ∧ p(f1) ∧ ¬p(f0). By soundness of first-order resolution, we conclude that
Φ′′1 ∧ p(f1) ∧ ¬p(f0) and therefore JΦ K
f
p ∧ p(f1) ∧ ¬p(f0) is unsatisfiable. 
Theorem 1. R1 + SkJ · K
f
p polynomially simulates QU-res.
Proof. Let Φ : QbM be a QBF in PCNF with quantifier prefix Qb and matrixM .
Consider the first-order translation JΦ Kfp of Φ and SkJΦ K
f
p (the skolemized form
of JΦ Kfp ). By Proposition 2, every literal in M has an isomorphic counterpart in
SkJM Kfp . We employ this isomorphism in the following.
Let C1, . . . , Cn be a QU-res deduction of Cn. For any clause Ci (1 ≤ i ≤
n) of the form Li,1 ∨ · · · ∨ Li,mi generate a first-order clause Di of the form
Ki,1 ∨ · · · ∨ Ki,mi where Ki,j
∼= Li,j for j = 1, . . . ,mi. We show by induction
on n that there exists an R1 deduction p(f1),¬p(f0), E1, . . . , En of En from
SkJM Kfp ∧ p(f1) ∧ ¬p(f0) such that the following holds for all i = 1, . . . , n.
1. Ei is non-tautological.
2. Di = Eiσ for some variable substitution σ.
Condition 2 implies that all Ei are not instantiated with non-variable terms.
Base: n = 1. Then C1 is an input clause from M , C1 in non-tautological by
assumption (of QU-res), and D1 is a first-order input clause with C1 ∼= D1. Take
E1 = D1 and D1 = E1σ where σ = ǫ.
IH: Suppose n ≥ 1 and for all k ≤ n, we have based on C1, . . . , Ck andD1, . . . , Dk
an R1 deduction p(f1),¬p(f0), E1, . . . , Ek of Ek from SkJΦ K
f
p ∧ p(f1) ∧ ¬p(f0)
such that conditions 1. and 2. hold.
Step: Consider C1, . . . , Cn+1 and D1, . . . , Dn+1.
Case 1: Cn+1 is an input clause. Then proceed as in the base case.
Case 2: Cn+1 is the consequence of a ∀ reduction applied to Ci (i ≤ n). Let ℓ
be the universal literal removed. Without loss of generality, let ℓ be positive and
of the form x. Then there is a clause Di : D˜i ∨ p(x). Observe that the variable
x does not occur in D˜i, because we assume by Remark 1 applications of Fac as
early as possible. By IH, we have a non-tautological clause Ei : E˜i ∨ p(y) and a
variable substitution σ with Di = Eiσ. En+1 is obtained from Ei and ¬p(f0) by
resolution resulting in E˜i. Then Dn+1 = En+1σ and En+1 is non-tautological
because Ei is non-tautological.
Case 3: Cn+1 is a factor of Ci (i ≤ n). Then there is a clause Di : D˜i∨ℓ(t)∨ℓ(t)
where ℓ(t) is a literal with predicate symbol p with a term t as argument. By
IH, we have a non-tautological clause Ei and a variable substitution σ with
Di = Eiσ. If t is a constant, then En+1 is Ei with one occurrence of ℓ(t) removed,
Ei is non-tautological and so is En+1 and Dn+1 = Ek+1σ.
Let the term t be of the form f(X). Then Ei is E˜i ∨ ℓ(f(Y )) ∨ ℓ(f(Z)) and
σ(ur) = xr for all ur ∈ Y ∪ Z. Let π be the unifier of {ℓ(f(Y )), ℓ(f(Z))} of
the form {yi\zi | for all yi ∈ Y }. The factor En+1 is then (E˜i ∨ ℓ(f(Z)))π and
Dn+1 = Ek+1σ holds.
We argue in the following that En+1 is non-tautological. Suppose En+1 is
tautological. Then, since Dn+1 = En+1σ, Dn+1 is tautological which in turn
implies that Cn+1 is tautological. But this is impossible by the definition of
Q-res and QU-res.
Let t be a variable x. Then this case is similar to the case t = f(X).
Case 4: Cn+1 is a Q-resolvent of Ci and Cj (i, j ≤ n) upon the existential
variable e. Then there are two clause Di : D˜i ∨ p(te) and Dj : D˜j ∨ ¬p(te). By
IH, we have non-tautological clauses Ei with Di = Eiσ1 and Ej with Dj = Ejσ2
where σ1 as well as σ2 are variable substitutions.
Subcase 4.1: te is a functional term fe(X). Then
Ei : E˜i ∨ p(fe(Y )) and σ1(yr) = xr for all yr ∈ Y ;
Ej : E˜j ∨ ¬p(fe(Z)) and σ2(zr) = xr for all zr ∈ Z.
Let µ be a renaming substitution such that Eiµ and Ej are variable-disjoint. In
order to construct the resolvent, we need the mgu π of {p(fe(Y ))µ, p(fe(Z))},
which is {µ(yr)\zr | for all yr ∈ Y }. The unifier π is a matcher; it affects only
variables from Eiµ. The resolvent En+1 is then E˜iµπ ∨ E˜j .
We show that there exists a variable substitution σ such that Dn+1 = En+1σ.
First observe that Di = Eiµσ
′
1 with σ
′
1 = {µ(u)\σ1(u) | for all u ∈ var (Ei)} \
{u\u | u is a variable}. Then with σ′′1 = {π(µ(u))\σ1(u) | for all u ∈ var (Ei)} \
{u\u | u is a variable}, we have D˜i = E˜iµπσ
′′
1 . For all yi ∈ Y , we have π(µ(yi)) =
zi, σ1(yi) = xi and σ2(zi) = xi. Then
D˜i ∨ D˜j = E˜iµπσ
′′
1 ∨ E˜jσ2 = (E˜iµπ ∨ E˜j)σ
where σ is obtained from
{µ(u)\σ1(u) | for all u ∈ var(Ei) \ Y } ∪ {v\σ2(v) | for all v ∈ var (Ej)}}
by deleting all elements of the form u\u. Observe that rg(π) = {Z} ⊆ var(Ej)
and rg(π) ⊆ dom(σ2). Therefore Dn+1 = En+1σ.
Subcase 4.2: te is a constant. Similar to Subcase 4.1 but with an empty mgu
π.
The clause En+1 from both subcases is non-tautological by the same reason
as in Case 3.
Case 5: Cn+1 is a Q-resolvent of Ci and Cj (i, j ≤ k) upon the universal variable
u. Similar to Subcase 4.1. 
Proposition 11 Let σv,t = {xi\ei | 1 ≤ i ≤ t}. Then there is a tree refutation
of Ψt in IR-calc(Pt,Mt, σv,t) of size polynomial in t.
Proof (sketch). Take σv,t = {xi\ei | 1 ≤ i ≤ t} and derive d1 ∨ e1, . . . , dt ∨ et.
The first clause is derived by a resolution step between C0 and C1. Then we
derive dj+1 ∨ ej+1 from dj ∨ ej and C2jσv,t and C2j+1σv,t as follows. Resolve
dj ∨ ej and dj ∨ ej ∨ dj+1 ∨ ej+1, obtain ej ∨ ej ∨ dj+1 ∨ ej+1 and factor it to get
R : ej ∨ dj+1 ∨ ej+1. Next factor ej ∨ ej ∨ dj+1 ∨ ej+1 and get ej ∨ dj+1 ∨ ej+1.
Resolve the latter with R and factor the resolvent. We get dj+1 ∨ ej+1 Each of
the 8 clauses has at most 4 literals. For j + 1 = t, we have a similar deduction
but with at most 2t+2 literals per clause. We obtain f1 ∨ · · · ∨ f t which can be
resolved by the fi obtained from ei ∨ fi and ei ∨ fi. Finally, it is easy to check
that the refutation has tree structure and is of size polynomial in t. 
