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“Law I / A robot may not injure a human or, through inaction,
allow a human being to come to harm.
Law II / A robot must obey orders given to it by human beings
except where such orders would conflict with the first law.
Law III / A robot must protect its own existence as long as such
protection does not conflict with the first or second law.”
Isaac Asimov
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Introduction
Today robots are mostly employed in factories. These robots are mainly programmable
industrial machines that offer modest challenges in human-robot interaction. Now,
advances in computer technology, artificial intelligence, speech simulation and un-
derstanding, and remote controls have led to breakthroughs in robotic technology
offering new opportunities to employ robots. Research laboratories are building new
autonomous mobile robots that can identify and track user’s position, respond to
spoken questions, display text or spatial information, and travel in unstructured en-
vironment while avoiding obstacles. These robots will soon assist in a range of tasks
that are unpleasant, unsafe, taxing, or boring to people. For example, nurses making
shifts in assisted living facilities spend much of their time sorting and administering
medications. A robotic assistant could do some of this work, as well as chores that
are difficult for elderly people such as fetching newspapers and mail, getting up and
down stairs, getting things out of high or low cabinets, and carrying laundry, thereby
enabling elderly people to remain independent for a longer time. Robotic assistants in
the future might act as guards, help fight fires, deliver materials on construction sites
and in mines, and distribute goods or help consumers in retail stores. Robots might
even provide high-interaction services such as taking blood and coloring hair.
In these contexts robots will inevitably interact with people. The emerging field of
human-robot interaction, brings together research and application of methodology
from robotics, human factors, human-computer interaction, interaction design, cog-
nitive psychology, education and other fields to enable robots to have more effective
and more seamless interactions with humans throughout their spheres of functioning.
2 Introduction
Among the various kinds of possible interactions, in this thesis I am particularly inter-
ested in physical human-robot interaction. Physical Human-Robot Interaction (pHRI)
represents one of the most motivating, challenging and ambitious research topics in
robotics. Many of the future and emerging applications of robotics, be they in ser-
vice, care and assistance, rehabilitation, or in more traditional working contexts, will
indeed require robots to work in close proximity if not in direct contact with humans.
The first issue that must be addressed when designing a robot for pHRI applications
is safety. Once the safety issue has been addressed it is important that the interaction
is effective, seamless, and most of all accepted by humans. To achieve this goal it is
important for robots to have a strong perception of the human partner they are inter-
acting with.
In order to study how a robot can successfully engage in physical interaction with
people and which factors are crucial during this kind of interaction, I investigated
how humans and robots can hand over objects to each other. While this task ad-
dresses only a portion of what we need to know in order to successfully create robots
that can effectively physically interact with humans, it begins to give us an idea of
what aspects we can influence when building sociable robots in the near future. This
specific highly collaborative task is very common in every day life and is executed
without difficulties by humans. However such an easy task for humans is hard for
robots which, in order to accomplish the task, need to recognize the intent of the hu-
man to perform the handover, negotiate with the human the timing and the location
for the handover, execute suitable arm trajectories and perform a stable grasp of the
object. All these sub-tasks are complex areas of research and still all must be accom-
plished together in order to perform seamless handovers.
To study this specific interactive task I developed two robotic systems. The first sys-
tem enables robots to receive objects from humans. The second system enables robots
to hand object to humans. Although various aspects of human-robot handovers have
been deeply investigated in the state of the art, during my studies I focused on three
issues that have been rarely investigated so far:
• Human presence and motion analysis during the interaction in order to infer
non-verbal communication cues and to synchronize the robot actions with the
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human motion;
• Development and evaluation of human-aware pro-active robot behaviors that
enable robots to behave actively in the proximity of the human body in order
to negotiate the handover location and to perform the transfer of the object;
• Consideration of objects grasp affordances during the handover in order to
make the interaction more comfortable for the human.
Pro-activity and human-awareness are two fundamental capabilities that robot must
have to perform seamless handovers and seamless physical human-robot interaction
in general. These capabilities are tightly related to the ability of the robot to perceive
people. Human detection and motion analysis are challenging and complex issues.
In this thesis I will show how the recent advancement in this field can lead to very
intuitive, comfortable and effective human-robot interactions. This thesis is outlined
as follows. In chapter 1 I discuss the state of the art of human-robot interaction with
particular attention to the interactions that occur during human-robot handovers. In
chapter 2 I describe the robotics applications developed to investigate human-robot
handovers and present the main findings of my research. In chapter 3 I merge the find-
ings of my research work with the state of the art and I suggest a holistic handover
structure that robots should follow in order to achieve seamless human-robot han-
dovers. In chapter 4 I offer the conclusions and discuss what future work will follow
this research. In Addition, In Appendix A I discuss the main tools and sensors used to
perform gesture recognition. A key point during the interaction is the communication
between the partners. Gestures are often used to convey communication cues during
human-human interactions. Therefore robots must be able to recognize and interpret
human gestures to interact with humans in an intuitive and effective manner.

Chapter 1
Toward Social Robots
1.1 Human-Robot Interaction
With the fast advancement of technology, modern robots are continuously upgrading
their role in the society. While traditionally robots have been successfully employed
in industrial settings to improve productivity and perform dangerous tasks, in recent
years, robotics technology has significantly matured and produced robots that are
able to successfully operate in unstructured environments. As a result of this ongoing
process, the application domains of robots have slowly expanded into domestic envi-
ronments, offices, hospitals and other human-inhabited locations. These new robots
are usually referred to as Personal Robots (or Social Robots). An exhaustive sur-
vey of Personal Robots is beyond the scope of this thesis, however, I will mention a
few recent efforts (Fig. 1.1). The Intel HERB mobile manipulation platform [1] has
demonstrated impressive capabilities in indoor environments ranging from being able
to pick and place objects [2] to push-based manipulation on tabletop environments
[3]. The ARMAR-III robots have been used for tasks in a prototype kitchen setting
demonstrating impressive capabilities including combined grasp and motion planning
[4]. The Kaspar robot [5] has demonstrated to be effective in therapy for children with
autism. Other examples include the PR2 robot [6], Kismet [7] and RIBA [8]. In the
near future, due to this recent remarkable improvements in robotic intelligence and
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Figure 1.1: Left: HERB 2.0: A bimanual mobile manipulator developed at the Per-
sonal Robotics Lab at Carnegie Mellon University; Center: the humanoid robot
ARMAR-III, developed at the Karlsruhe Institute of Technology; Right: KASPAR,
child-sized humanoid robot developed by the Adaptive Systems Research Group at
the University of Hertfordshire.
technology, it is expected that robots will coexist with humans to assist or cooper-
ate with them [9]. In this context, the interaction and cooperation between humans
and robots has become an increasingly important and, at the same time, challenging
aspect of robot development. Robots must be able to interact with humans in a safe
and user-friendly manner while performing cooperative tasks. The research area that
aims to achieve this ambitious objective is a multidisciplinary field with contributions
from Robotics, Artificial Intelligence, Human-Computer Interaction, and Cognitive
Psychology. This entirely new field, referred to as Human-Robot Interaction (HRI),
has the goal to develop principles, techniques and algorithms to allow for direct, safe
and effective interaction between humans and robots. Moreover, a person working
with a robot should not be required to learn a new form of interaction. Thus, we need
to develop computational models of social intelligence for these robots that will al-
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low them to have interactions that are natural and intuitive for a human partner.
Defining a general taxonomy of HRI is a complex task. Human-robot interaction is
a vast field and HRI applications are usually cross-disciplinary and different in many
attributes. In [10] Yanco at al. propose an extended taxonomy for the field of Hu-
man Robot Interaction. This thesis focuses on physical interaction between a human
and a robot which share the same workspace. Following Yanco’s classification the
physical proximity between the human and the robot in the applications that are rel-
evant to this thesis can have values approaching and touching. Physical interaction
between a couple of human or robotic agents considers situations where the agents
are in physical contact with each other and exchange mechanical energy. The contact
can be either direct, i.e. part of the human body is in contact with part of the robot
links, or indirect, i.e it is established through collaborative manipulation of a common
object.
The presence of physical interaction is a key factor in the development of a HRI sys-
tem. Some tasks such as transferring an object from a human to a robot [11] or lifting
a human for nursing-care purposes [12] require physical contact. Other tasks such as
conveying/detecting emotion [13] can be achieved without engaging in physical con-
tact. Although all the systems in which robots and humans share the workspace need
to deeply address the issue of safety, coping with this issue is even more important in
systems that involve physical contact between humans and robots. The more humans
get close to robots, the more issues like how they feel safe during the interaction [14]
and how safe the interaction is become prominent. The issue of safety has been vastly
investigated in literature. Significant approaches include the introduction of compli-
ance at the mechanical design level [15], control methods that identify when safety
is threatened and generate real-time motion trajectories to move the robot to a safe
location during a potential collision event [16], collision detection and reaction [17],
and inherent safety [18]. In addition, for successful physical interaction and cooper-
ation, the robot must have the ability to adapt its behavior to the human counterpart.
Therefore, the robot must be strongly aware of the physical presence of the person it
is interacting with. This aspect is particularly relevant when the robot has a proactive
behavior and takes the initiative during the interaction.
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Another key factor in a HRI system is the manner in which information is exchanged
between the human and the robot. Measures of the efficiency of an interaction include
the interaction time required for intent and/or instructions to be communicated to the
robot [19], the cognitive or mental workload of an interaction [20], the amount of
situation awareness produced by the interaction [21] (or reduced because of inter-
ruptions from the robot), and the amount of shared understanding or common ground
between humans and robots [22]. There are two primary dimensions that determine
the way information is exchanged between a human and a robot: the communications
medium and the format of the communications. The primary media are delineated
by three of the five senses: sight, hearing, and touch. The format of communication
exploited in HRI varies across applications and can be summarized as follows:
• visual displays, typically presented as graphical user interfaces or augmented
reality interfaces [23, 24, 25],
• gestures, including body postures and motion, hand gestures, facial expressions
and gaze direction [13, 26, 27, 28, 29, 30],
• speech and natural language, which include both auditory speech and text-
based responses, and which frequently emphasize dialog and mixed-initiative
interaction [31, 32],
• non-speech audio, frequently used in alerting [33],
• haptics, used either remotely in augmented reality or in teleoperation to invoke
a sense of presence especially in telemanipulation tasks [34], or in proximity
to promote emotional and social exchanges and to provide feedbacks during
interaction tasks [35, 36, 37].
Recently, the attention has been focused on building multimodal interfaces [38, 39],
partly motivated by a quest to reduce workload in accordance to Wickens’ multiple
resource theory [40] and partly motivated by a desire to make interactions more nat-
ural and easier to learn [41, 42, 43].
In this thesis I am particularly interested in gestures. Gestures are an important fea-
ture of social interaction, frequently used by human speakers to illustrate what speech
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alone cannot provide, e.g. to convey referential, spatial or iconic information. Accord-
ingly, robots that are intended to engage in natural human-robot interaction should
recognize and interpret gestures to enable easy and intuitive interaction. There are
many facets of the modeling and recognition of human gesture: gestures can be ex-
pressed through hands, faces, or the entire body. Gesture recognition is especially
valuable in applications involving Human-Robot interaction for several reasons. First,
it provides a redundant form of communication between the user and the robot. For
example, the user may say “Stop” at the same time that he is giving a stopping ges-
ture. The robot needs to recognize one of the two commands, and gestures are crucial
in situations where speech may be garbled or drowned out (e.g., in space, underwater,
on the battlefield). Second, gestures are an easy way to give geometric information to
the robot. Rather than give coordinates to where the robot should move, the user can
simply point to a spot on the floor. In addition, in some situation humans use gestures
as unique format of communication to convey an intention. For example when two
humans are handing over objects to each other often a partner reaches out his hand
waiting for the other partner to grasp the object, without using verbal communica-
tion. In appendix A an overview of the main tools and techniques used for gesture
recognition is reported. In the following, the most relevant research works in the field
of physical human-robot interaction are discussed.
1.2 Physical Human-Robot Interaction
Close physical interaction between robots and humans is a particularly challenging
aspect of robot development. For successful interaction and cooperation, the robot
must have the ability to adapt its behavior to the human counterpart. This particular
kind of interaction is necessary for many tasks and has been vastly investigated in
literature. A key feature in physical human robot interaction is whether the partners
have an active or passive behavior. In some tasks only one of the partners operates ac-
tively, while other tasks require both partners to act during the interaction. An exam-
ple of tasks where the robot has a passive behavior is given by Learning from Demon-
stration (LfD) tasks. In [37] Balasubramanian at al. present a novel and simple exper-
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Figure 1.2: Experimental procedure of a human subject guiding the robot to grasp an
object: (a) and (b) Approach the object, (c) adjust wrist orientation and finger spread,
(d) fingers close in on the object, and (e) lift object. Note that the subject was free
to move around the workspace to view the physical interaction from multiple angles
(from [37]).
imental method called physical human interactive guidance to study human-planned
grasping. Instead of studying how the human uses his/her own biological hand or
how a human teleoperates a robot hand in a grasping task, the method involves a
human interacting physically with a robot arm and hand, carefully moving and guid-
ing the robot into the grasping pose, while the robot’s configuration is recorded (Fig.
1.2). Analysis of the grasps from this simple method has produced two interesting re-
sults. First, the grasps produced by this method perform better than grasps generated
through a state-of-the-art automated grasp planner. Second, this method when com-
bined with a detailed statistical analysis using a variety of grasp measures (physics-
based heuristics considered critical for a good grasp) offered insights into how the
human grasping method is similar or different from automated grasping synthesis
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Figure 1.3: Subjects demonstrating three different skills to a robot (from [44]).
techniques. Specifically, data from the physical human interactive guidance method
showed that the human-planned grasping method provides grasps that are similar to
grasps from a state-of-the-art automated grasp planner, but differed in one key aspect.
The robot wrists were aligned with the object’s principal axes in the human-planned
grasps (termed low skewness in the paper), while the automated grasps used arbitrary
wrist orientation. Preliminary tests show that grasps with low skewness were signif-
icantly more robust than grasps with high skewness (77-93%). Another example of
LfD that involves physical interaction is given in [44] (Fig. 1.3). Here the robot does
not act physically but performs active learning in the sense that it asks question dur-
ing the interaction.
On the other hand, an example of physical interaction where the robot has an active
behavior while the human does not act is given in [12]. In [12] Mukai at al. present a
prototype nursing-care assistant robot named RIBA (Robot for Interactive Body As-
sistance) designed to conduct physically taxing tasks while in contact with a human
as the manipulated object. RIBA has succeeded in transferring a human between a
bed and a wheelchair, using human-type arms (Fig. 1.4). It has sufficient power to lift
up a human weighing over 60 kg. It interacts with the human as the object through
distributed surface contact with a finite area on its outer shell. Information on the
contacts is obtained by tactile sensors mounted on a wide area of its arms.
Lastly, there are tasks where the two partners have to collaborate in order to achieve
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Figure 1.4: RIBA lifting a human in its arms (from [12]).
a common goal. For example a robot and a human can collaborate to carry an object
[45]. A common task that requires collaboration between the interacting partners is
the handover of an object. In this thesis I am particularly interested in this important
and highly-collaborative task which enables a vast number of human-robot interac-
tions. The next section discusses the state of the art of this specific interactive task.
1.2.1 Human-Robot object hand over
In human-human interaction “handing over” is the act of passing an object to another
person. Personal robots that will assist humans in different environments such as
homes, offices or hospitals, will inevitably face tasks that require handing over objects
to humans. Robots can fetch desired objects for the elderly living in their homes or
hand tools to a worker in a factory. Recently, different aspects of this particular kind
of physical human-robot interaction have received a lot of attention in robotics.
Human-inspired Robots
A common approach in literature is to take inspiration from human-human interac-
tions to shape the behavior and the motion of the robot during robot-human handover.
In [46] Kajikawa at al. propose a method which generates the motion for a receiver
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Figure 1.5: Handover operation (from [46]).
robot in a handover operation between a human and a robot. In this work it is as-
sumed that the handover motion is performed in the horizontal plane as shown in
Fig.1.5. In designing the controller, they aim at the generation of human-like motion,
because that motion is supposed to be smooth, easily predictable and more natural for
the human. First they analyze trajectories and velocity patterns of a handover motion
performed by two humans. As the results, they notice that the receiver motion can be
explained by some characteristics, summarized as follows:
1. The receiver starts his motion after he notices the beginning of a deliverer mo-
tion. So his start tends to be delayed. The delay is within 1s.
2. At the start of his motion, the receiver approaches the deliverer with a straight
and rapid trajectory, and without accurately determining the direction of his
hand.
3. The receiver then adjusts the direction of his hand by generating a rotational
trajectory.
4. Finally, the receiver sufficiently decreases the relative velocity to match that of
the deliverer.
The authors assume that the receiver’s motion can be divided into two different types:
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Figure 1.6: Handover experiments (from [47]): left: human-human (Experiments 1, 2,
and 3), middle: human-humanoid robot (Experiments 4a and 4b), right side: human-
industrial robot (Experiments 5a and 5b).
• Mode1 motion, which is more apparent in the first half of a receiver motion
and includes characteristics 2 and 3.
• Mode2 motion, which appears markedly at the end of the receiver’s motion,
considers soft catching with reduction of the relative velocity as described by
characteristic 4.
Next, the authors plan the robot motion based on this hypothesis. First, the Mode1
motion is produced using a potential field method. Then, the Mode2 motion is gen-
erated by formulating some kinds of boundary conditions. Finally, a smooth transfer
between the two motions is considered. An off-line experiment performed using a
measured data of a deliverer’s motion has shown that the proposed method can pro-
duce a motion which contains similar characteristics to the trajectory and velocity
generated by a human and thus emulates the human motion. However human-robot
interaction experiments would be useful to confirm the effectiveness of the approach.
Another approach based on human-human interactions is reported in [47]. In [47]
Glasauer et al. investigated how handover is executed by humans and how it can be
transferred to robotic systems. First they investigated how a handover task between
two humans is achieved (Fig. 1.6 left). Data analysis focused on reaction times and
spatial handover positions. Reaction time was defined as the duration from lifting
the object until the receiving subjects reacted by lifting their hand to grasp the object.
While the spatial position of the handover remained almost constant, the reaction time
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Figure 1.7: Reaction time in the human-robot handover experiments conducted in
[47]). 4: humanoid robot, 5: industrial robot. 4a, 5a: minimum jerk profile; 4b, 5b:
trapezoidal joint velocity profile.
significantly decreased over the course of 6 trials. To explain this result the authors
suggest that a person observing human goal-directed movements, such as the delivery
hand movement, is able to predict the endpoint of the movement. Therefore, to enable
effective human robot interaction, the robot movement should be human-like in order
to be predictable. To test the efficacy of such biological motion in a human-robot han-
dover task (Fig. 1.6 middle), a humanoid robot was equipped with two different ve-
locity profiles, a typical robotic motion profile (trapezoidal joint velocity [48]) and a
human-like minimum jerk profile [49]. The comparison showed significantly shorter
reaction times for minimum jerk profiles than for trapezoidal profiles (Fig. 1.7, exper-
iment 4a and 4b). Adaptation over trials was only obvious for minimum jerk profiles.
Finally, the human-robot handover was repeated with an industrial robot system (Fig.
1.6 right) to investigate the importance of the robot’s appearance. As before, reaction
times were shorter for minimum-jerk. However, average reaction time for the indus-
trial robot was significantly longer than for the humanoid robot, suggesting that the
robot’s appearance plays a role in efficient joint action ( Fig. 1.7, experiment 5a and
5b).
Other research works that take inspiration from handovers between two humans in-
clude [50] and [51].
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Human preferences on robot behaviors
A different point of view is proposed in [11], where instead of taking inspiration
from human-human interactions, it is evaluated how humans would prefer being
handed an object by a robot. The paper presents a user study which consists of two
parts. In the first part data on human preferences about handover configurations are
collected and used to learn preferable handover configurations. In the second part
the learned handover configurations are compared with configurations planned us-
ing a kinematic model of the human. A handover configuration is specified by three
variables Crhandover = (P
r
grasp,C
r
arm,P
r
base) where P
r
grasp denotes the grasp pose of the
robot’s hand relative to the object, Crarm denotes the robot’s arm configuration and
Prbase denotes the robot’s position relative to receiver. In order to get input on how
the robot should handover different objects the researchers carried out a user study
where the participants were asked to give good and bad examples of handover config-
urations trough a graphical user interface (Fig. 1.8a). The interface provides sliders to
change each degree of freedom of the handover configuration variables. The config-
urations provided by the users are used to choose the configuration for the hand over.
Each configuration is evaluated based on how similar it is to good examples and how
different it is from bad examples given by users. The value function is written as:
f =
1
|Sgood | ∑C j∈Sgood
d
(
Crhandover,C j
)
1
|Sbad | ∑Ci∈Sbad
d
(
Crhandover,Ci
)
Here Sbad and Sgood are the set of collected good and bad examples, and d(C1,C2) is
a similarity function defined between two configurations. It takes a maximum value
of 1.0 when the two configurations are exactly the same and goes to zero as the con-
figurations become dissimilar. Among available handover configurations the robot
picks the one that maximizes this functions. Analyzing the good and bad examples
configured by participants the authors make the following observations:
• the good examples given across participants are concentrated around few val-
ues of each variable. The distribution of examples is unimodal and has a small
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(a) User interface for collecting good and bad ex-
amples of handover configurations.
(b) Setup for the human-robot interaction study
for comparing two approaches.
Figure 1.8: User study conducted in [11]
variance. This indicates that preferences for the object configuration in the han-
dover is similar across different people.
• The positions of the object in the good examples given by participants are often
well chosen in terms of their reachability for the human model. Orientations,
on the other hand, do not overlap as much. It turned out that for some objects,
such as the shaker and the notebook, reachability of good examples is rather
low. This points towards the necessity of a planning approach which makes
sure an object is reachable to the human. In addition, bad examples given by
participants are much less reachable than good examples. This shows that it is
important for the robot to present an object in a reachable configuration for it
to be considered a good handover.
• In good examples, the orientation of the object is the one in which an object
is viewed most frequently in everyday environments (default orientation ). The
percentage of default-orientation examples is much higher in good examples
than in bad examples. This shows that participants generated bad examples by
altering this property which they thought was important.
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Moreover, in [11] a human-robot interaction experiment (Fig. 1.8b) was conducted
to evaluate handover configurations obtained with the approach described by com-
paring them with configurations planned using a kinematic model of the human. In
the experiment the robot delivers five objects to a user. Two instances of each object
are delivered one after the other using the configurations generated with the two ap-
proaches. During the user study the robot was not able to perceive the user, who was
supposed to stand in a specific place close to the robot. The task was completed by
10 right-handed participants (6 male, 4 female between the ages of 20-32). After the
two deliveries, participants were asked to compare the two handover configurations
by answering four questions:
• Liking: Which one did you prefer?
• Naturalness: Which one looked more natural?
• Practicality: Which one was easier to take?
• Appropriateness: Which one was more appropriate?
The results from the survey comparing the two approaches are summarized in Table
1.1. It turned out that the handover configurations learned from user examples are
preferred over the configurations produced with planning in all dimensions. The dif-
ference in preferences is most significant for naturalness, which shows that humans’
notion of a good handover configuration includes naturalness and the planning ap-
proach does not spontaneously produce natural-looking configurations. While a pref-
erence was not found for configurations produced with planning in terms of practical-
ity, this was the dimension that was least in favor of learned configurations. However
analysis of the videos showed better reachability for objects presented with planned
configurations.
Human preferences in robot-human handover have been also investigated in [52] and
[53]. In [52] the authors analyze human preferences on the robot’s handover behav-
iors in terms of the approach direction as well as height and distance of the object. In
[53] Jindai et al. investigated human preferences concerning the movement velocity
of their partners, yielding very low values for preferred peak velocity.
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Criteria Bottle Mug N.book Plate Shaker
Liking 7 8 4 6 6
Naturalness 6 8 6 7 5
Practicality 5 7 4 5 6
Appropriateness 8 7 4 6 6
Table 1.1: Comparison of two approaches on survey questions for individual objects
conducted in [11]. Number of participants out of 10 who preferred learned configu-
rations are given.
Another common approach in studying robot human handovers is to use a kinematic
model of a human. Different aspects of handover interactions have been studied with
this approach, including motion control [54, 55, 56], grasp planning [57, 58] and grip
forces to be applied during handover [59].
Handover scenario
Besides the study of how a handover is performed another important aspect is how
it can be exploited. In [60] Edsinger at al. present a robotic application that relies
on this form of human-robot interaction. Domo, the robotic platform used for the
experiments, detects when an object has been placed in its hand, attempts to grasp
the object, and then detects whether or not the grasp has been successful. Domo also
detects when the user attempts to acquire an object from its grip. In addition Domo
is able to to find a person in the room and to compute his location. The authors first
demonstrate that subjects without explicit instructions or robotics expertise can suc-
cessfully hand objects to a robot and take objects from a robot in response to reaching
gestures. Moreover they found out that, when handing an object to the robot, subjects
control the object’s position and orientation to match the configuration of the robot’s
hand, thereby simplifying robotic grasping and offering opportunities to simplify the
manipulation task. Then an example scenario for cooperative manipulation is pro-
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posed to illustrate the utility of the robot behaviors:
1. Domo is positioned at a table cluttered with objects and near a shelf. Domo
first physically verifies the location of the shelf.
2. A person asks for help in preparing a drink. He hands Domo a cup and bottle
of juice. Domo pours the juice into the cup.
3. Domo hands the bottle of juice back to the person.
4. The person now hands Domo a spoon. Domo inserts the spoon into the cup and
“stirs” the drink.
5. Domo hands the spoon back to the person and then places the prepared drink
on the shelf.
6. Next, the person asks for help in putting away groceries. He hands Domo a box
of crackers. Domo passes the box to the other hand and puts them upright on
the shelf.
7. The person hands Domo a paper bag of coffee and Domo places it on the shelf
as well.
8. Now, the person asks for help in clearing off the table. He hands Domo a box
and Domo grasps it with both hands.
9. Domo keeps the box near the person as he goes about clearing the table into it.
10. Finally, the task is done and Domo lowers the box onto the table.
As shown in Fig. 1.9, a very similar scenario was realized by Domo and the author as
one consecutive task, punctuated by vocal requests for the robot, over the course of
5 minutes. Of course, other scenarios are possible using this approach. For example,
Domo could assist a person working on an assembly line by holding a tool tray for the
person, putting tools away, holding a tool and then handing it back when the person
is ready, and performing the insertion of two parts during assembly.
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Figure 1.9: In this sequence, Domo assists in a variety of manual tasks. (A) Domo
begins at a cluttered table. (B) A shelf appears and Domo verifies its location. (C-D)
A juice bottle and cup are handed to Domo. (E) Domo visually guides the bottle into
the cup. (F-G) Now, Domo is handed a spoon and it “stirs” the drink. (H) Domo puts
the finished drink on the shelf. (I-L) A box of crackers is handed to Domo’s right
hand. It transfers them to the left hand and places them on the shelf. (N-0) A bag of
coffee beans is handed to Domo. It then puts the bag on the shelf. (P) Domo grasps
on a box. (Q-R) Domo keeps the box near the person as they clean up the table and
put items in the box. (S-T) Finally, Domo lowers the box onto the table (from [60]).
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Human-Aware Robots
Although all the works cited above analyze important aspects of human-robot han-
dover and provide valuable insights for the development of socially interactive robots,
they rarely present systems that are exploitable in real environments. In real environ-
ments the robot should be able to accurately perceive the human partner in order to
approach him and synchronize its motion with the human motion. Human detection
and human motion tracking are complex tasks. Traditionally these tasks have been
achieved in a reliable way using intrusive trackers (such as magnetic trackers or spe-
cial gloves ), while camera-based solutions have not guaranteed high reliability. Most
of the systems presented above do not perceive the human partner in real time, use
intrusive tracking systems to perceive the human, or have a weak perception of the
human. Systems that have a weak perception of the human can work only if the ma-
jority of the handover burden is put on the human partner. In this case, as shown in
[60] humans take the object from the robot and position and orient the object into
the robot’s hand, while the robot only needs to show that it is ready to interact. This
strategy works well because it is an easy task for humans, but if humans have impair-
ments, or the hand over occurs while they are focusing their attention on a secondary
task, the robot needs to participate actively to complete the handoff. The recent ad-
vancement in computer vision can enable robotic systems to better perceive humans
therefore enhancing their role in human robot interaction.
In [61] Pandey at al. present a robotic system for human-robot interaction that ex-
ploits the data provided by a perception module to build a model of the human partner
and uses this model to behave proactively. The framework predicts where the human
can perform a particular task and compute how the robot could support it. The paper
shows how such proactive behaviors reduce the human’s confusion and effort as well
as how the robot seems to be more aware about the task and the human. The example
scenario used to show the potential of the system includes a hand over task where the
robot asks to a human to hand it a toy dog. The robot tries to proactively support the
task minimizing the human’s effort. The efforts have been categorized as shown in
Fig. 1.10a. The classification is motivated from the studies of human movement and
behavioral psychology [62], where different types of reach actions of the human have
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(a) Effort classes for visuo-spatial abilities. (b) Taxonomy of reach actions:(a)
arm-shoulder reach, (b) arm-torso
reach, (c) standing reach.
Figure 1.10: Human effort Classification for reach actions presented in [61].
been identified and analyzed, as shown in fig. 1.10b.The classification includes reach
involving simple arm extension (arm-only reach), shoulder extension (arm-shoulder
reach), leaning forward (arm-torso reach) and standing reach. The robot aims to com-
pute the object exchange point that is reachable for both the human and the robot and
minimize the effort of the human. Starting from the minimum effort level for the
human, the robot executes the following steps:
1. Computes all the points that the human can reach with his current effort level
(Figures 1.11 and 1.11b).
2. Finds the points in the candidate points obtained for the human for his current
effort level, which are also reachable and visible by robot (Fig. 1.11c).
3. Then it assigns weights to the resultant candidate points. The weights are as-
signed based on the closeness to the target-object position, with the hypothesis
that a human needs to put less effort in giving the object to the robot if he has
to carry the object for a shorter distance (Fig. 1.11d).
4. Then, starting from the highest weight candidate point, the robot finds a possi-
ble collision free placement configuration of the object at that point.
5. For that placement of the object, the robot finds a grasp for that object. Since it
is a task of handing over an object, it ensures that the selected grasp allows the
human to grasp the object simultaneously.
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(a) (b) (c) (d)
Figure 1.11: From [61]. Candidate points for giving an object by the human (green:
by right hand, red: by left hand, yellow: by both hands) (a) from his current position,
(b) if the human will make effort to move (lean forward or turn) his torso while
remain seated. (c) Candidate points from where the robot can take the object for the
effort level of (b) for the human, (d) weight assignment on the candidate points based
on the closeness to the target-object, toy dog.
6. Then depending upon the environment, collision, visibility constraints, etc., the
robot just filters out the unwanted placements and grasps by putting the object
at a particular point in a particular configuration.
7. The robot then tries to find a collision free path for reaching to that point.
8. If a particular candidate point passed all the feasibility tests for a particular task,
then that particular point is considered to show the proactive behavior and the
smooth trajectory is generated for execution. Otherwise the level of effort for
the human is increased and the algorithm starts again from 2 , considering the
new effort level.
The environment is actively monitored during execution and if the human’s inten-
tion or attention has changed or the human is carrying the object away from the
current feasible point, the exchange point and the trajectory of the robot arm can be
re-planned. The object handing-over movement is identified by the robot through its
touch and force sensors associated with the gripper, which triggers to close the grip-
per for taking the object. The robotic system has been tested through a user study. The
robot uses an integrated planning and visualization platform and through its various
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(a) Initial scenario for giving the object
marked by red arrow.
(b) NPB: The human is standing,
Whole_Body_E f f ort.
(c) PB: the human is leaning forward,
Arm_Torso_E f f ort.
(d) PB: the human is stretching out his arm
only, Arm_E f f ort.
(e) NPB: this particolar user is holding the
object and waiting for the robot to take.
(f) PB: the same user in (e) is putting effort
to give.
Figure 1.12: Experiments conducted in [61].
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sensors maintains and updates the 3D world state. For object identification and local-
ization it uses a tag-based stereovision system. For localizing human it uses data from
Kinect motion sensor mounted on it. In the user study each user has been exposed to
two different behaviors of the robot:
• Non Proactive Behavior (NPB): Robot just asks to the user “Please give me the
<object name>” and waits in its current state;
• Proactive Behavior (PB): robot asks the same but also starts moving its arm
along the trajectory returned by the proactive planner.
The order to exhibit PB or NPB to a particular user was random and there were a
total of 12 participants. After being demonstrated to both behaviors, each user was
requested to fill a questionnaire. The overall response was that with proactive be-
havior the human was in less confusing states and also the human effort compared
to non-proactive behavior was reduced (Fig. 1.12). Also users have reported that the
robot seems to be more aware about the users’ capabilities in the cases it behaved
proactively.
Apart from the observations from the direct responses from users, the authors found
the following interesting observations:
• For the cases where proactive behavior of robot has been demonstrated first,
users seem to be biased towards expecting similar behavior for the later demon-
stration in which non-proactive behavior has been demonstrated. In such cases
users’ responses were: “I thought that experiment had failed, since the robot
didn’t move”, “I was waiting for the robot to take it from me” (Fig. 1.12e).
• For the cases where non-proactive behavior has been shown first, even if the
robot has asked to give the object by name, some users have been found ‘search-
ing’ for the object to give, if the table-top environment was somewhat cluttered.
This suggests that such proactive behaviors also help in fetching the human’s
attention to the object of interest.
However further user studies are absolutely required to validate these hypotheses.
Another work that takes into account the human presence in order to enhance human-
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robot interaction is [63]. The planner proposed, which is applied into “robot handing
over an object” scenarios, breaks the human centric interaction that depends mostly
on human effort and allows the robot to take initiative by computing automatically
where the interaction takes place, thus decreasing the cognitive load of interaction on
human side. To achieve this objective a three-stage approach is adopted. The approach
consists in the following steps:
1. Choosing Object Transfer Point (OTP): The planner finds a safe and comfort-
able place for the human to receive the object.
2. Calculating Object Path: From the robot hand current position to OTP, a path
for the object is found as it is a free flying body.
3. Generating Robot Path:With the object path obtained, the planner finalized the
process by generating robot motion that will follow this path. The robot can
take the initiative reaching out to OTP.
In this human-aware manipulation planner, three different interaction properties, which
are called “safety”, “visibility” and “human arm comfort” are represented as grids
with their corresponding cost functions and are used to determine the OTP. The cost
of a point in the safety grid represents the measure of safety for the object placed
in that particular point. The farther the object is placed from human, the safer the
interaction is. The safety cost function fSa f ety(H, i, j,k) is a decreasing function ac-
cording to the distance between the human H and object coordinates (i, j,k) in the
grid (Fig. 1.13). The visibility property is represented by a visibility cost function
fVisibility(H, i, j,k). This function alone represents the effort required by the human
head and body to get the object in his field of view. If the object is placed directly in
front of the human, as the object is completely visible and no effort is required, the
resulting cost of objects placement will be null. On the contrary, when placed behind
the human, as in order to see that object the human needs to turn his head and his
body, the effort is higher, and thus results in a higher cost (Fig. 1.14a). The last prop-
erty of the placement of the object is the comfort of human’s arm configuration when
he/she tries to reach to the object. It is a key notion to take into account for a com-
fortable handing over motion. The robot should reason about human’s accessibility
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Figure 1.13: Costs of safety function mapped around the human. The human is placed
at the center of this grid but illustrated at the lower corner for the clarity of the figure.
This function creates a protective bubble around the human where costs increase
when approaching the person (from [63]).
and his kinematics to find an OTP which is not only reachable by the human but is
comfortable to reach as well. This property is represented by a function fAC(H, i, j,k)
that takes into account the angular change in human arm’s degrees of freedom (DOF)
with respect to the rest position, and the potential energy of the arm when performing
a reaching motion (Fig. 1.14b).
In order to find the OTP, the cost functions mentioned previously are combined to
form a single cost function
fOT (H, i, j,k) =wSa f ety fSa f ety(H, i, j,k)
+wVisibility fVisibility(H, i, j,k)
+wArmCom f ort fAC(H, i, j,k).
With the weighted sum of all three functions, the costs in the final function obtain a
balance between safety, visibility, and human arm comfort. In order to find the OTP,
fOT is mapped around the human to form the object transfer grid, GOT . The cells in
this grid are scanned and the cell with the minimum cost is assigned to be the OTP
OT P = ((i, j,k)|min
i, j,k
( fOT (H, i, j,k))).
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(a) Costs of visibility function distributed
around the human. The human is placed at
the center of this grid but illustrated at the
lower corner for the clarity of the figure.
Points where the human has difficulty to see
have higher costs.
(b) Arm comfort function for a left-handed person.
Although the shapes of left and right arm functions
are the same, a penalty is applied to the right arm,
thus increasing its costs. Note that only the acces-
sible and more comfortable points are illustrated.
Other points around the human have the highest
costs in this grid.
Figure 1.14: Visibility and arm comfort cost functions (from [63]).
Note that the function fOT depends on the OTP and the human representation H
which contains the kinematic structure of the human, his configuration, as well as his
states (e.g., sitting/standing). H is obtained exploiting the robot perception system.
As the target position of the object is found in the previous stage, in the second step,
a path connecting the object’s actual position (robot’s hand) and final position (OTP)
will be found. The object is considered as a free flying body. In order to compute the
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path, the object path grid GOb jectPath is built by combining fSa f ety and fVisibility cost
functions. As the human will not reach the object during its motion, the function fAC
is not considered in the process. With this definition, the object path grid represents a
combination of visibility and safety grids. After its construction, a 3D A∗ search with
diagonal distance heuristic is used to find a minimum cost path that will be safe and
visible at the same time.
Even though a path for the object (and robot’s hand) has been found, it is not enough
to produce an acceptable robot motion in HRI context where the motion should be
safe, comfortable, and “legible”. With this motion, the robot must make clear its
intention. The third and final stage of planner consists of finding a path for the robot
that will follow the object’s path. The object’s path is computed as if it was a free
flying object. However, in reality, it is the robot who holds the object and who will
make the object follow its path. The algorithm that computes the robot arm path
tests the robot posture against collision with the obstacles, with itself and with the
whole human body. In addition it takes into account the robot’s gaze to increase the
legibility of robot’s motion by expressing explicitly its intention by looking at the
object. At the end of this stage, a path is obtained for the robot which is safe, visible,
and comfortable to the human. The planner generates and sends the path in the form
of successive configurations to the execution modules. Once the robot reaches its final
position, it waits for the human to pull the object. In addition, a supervision system
detects if the human is moving his hand toward the robot. If that is the case, the robot
overwrites its calculated OTP and moves toward the person’s hand.
The authors of the paper report that the planning is performed in about 6 s on a
Pentium 4 3.2-GHz computer. However they believe that planning algorithms can be
drastically optimized to allow shorter planning times.
A user study has been conducted in order to set up an objective evaluation of robot’s
motion behavior synthesized by the human-aware manipulation planner proposed. In
this study, three different ways of handing over an object are evaluated according to
electromyogram data from 12 users. The subjects have been asked to sit on a chair
placed in front of the robot (Fig. 1.15). The study begun with the robot holding a
bottle in its resting position with the arm folded. Then it performs a handover motion.
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Figure 1.15: Experimentation setting (from [63]).
The three different motions evaluated are:
1. a motion planned by the human-aware planner with moderate velocity and
force detection;
2. a faster no human-aware path motion (the robot performs a reaching gesture
without taking into account the actual human position and configuration);
3. a motion planned by the human-aware planner with slow velocity and without
force detection during the execution of the trajectory.
Motion 1, which is the human-aware motion, has appeared to be the one that requires
the minimum amount of effort of human arm (electromyogram results). In the same
experiment, a questionnaire-based survey has been conducted where subjects were
asked to evaluate each motion’s predictability and safety along with the overall phys-
ical effort. The findings showed that motion 1 has been distinguished as more legible,
safe, and comfortable than the two others. On the contrary, motion 2 was subjectively
assessed as the most unsafe. Motion 3 was ranked as the least physically comfortable
and the least legible for the subjects since its low velocity and the inhibition of the
force sensor led the participants to struggle prematurely with the robot to get the bot-
tle.
As shown in this section various aspects of human-robot handover have been studied
in literature. In recent years the advancement of technology has led to robots that
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are more safe and human-aware. These characteristics can enable future robots to
actually interact with people. The researches conducted in [61] and [63] are prelimi-
nary studies and address only part of the many challenges that need to be addressed
in order to have robots that behave actively during human-robot interaction and are
accepted by humans. However they show how having an accurate perception of the
human partner can enable the design of robotic systems that take into account human
presence and behavior, therefore enhancing the abilities of the robot.
1.3 Hiring Social Robots
While human interactive robots have to evolve more to populate our homes and of-
fices, they already packed their luggages and left research labs to apply for jobs in
factories. This is the case of Baxter [64] (fig. 1.16). Whereas traditional industrial
robots perform one specific task with superhuman speed and precision, Baxter is nei-
ther particularly fast nor particularly precise. But it is able to perform any job that
involves picking stuff up and putting it down somewhere else while simultaneously
adapting to changes in its environment, like a misplaced part or a conveyor belt that
suddenly changes speed. In addition, Baxter is designed to be inherently safe. With
their fast, powerful motors and hefty limbs, industrial robots are typically kept fenced
off from people. Baxter is limited speed and lower weight (about 75 kilograms or as
much as an average adult man) meaning that it can operate right alongside human
workers. There are two other major barriers to the adoption of industrial robots that
Baxter’s creators want to overcome: ease of use and cost. As for the first, Baxter does
not rely on custom programming to perform new tasks. Once it is wheeled into place
and plugged into an ordinary power outlet, a person with no robotics experience can
program a new task simply by moving Baxter’s arms around and following prompts
on its user-friendly interface (which doubles as the robot’s face). Instead of actually
programming the robot, it is simply shown what to do. To show Baxter how to take
an object out of a box and put it on a conveyor belt, you start by grabbing the robot
by the wrist to get its attention. Baxter will stop whatever it is doing and look at you
with the calm, confident eyes displayed on its LCD. You then move the arm over
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to the box and use buttons and a knob on the arm to navigate a series of menus on
the LCD, telling the robot to use its vision to find the object. Finally, you move the
arm over to the conveyor and push some more buttons to let Baxter know that this is
where you want the object dropped off. Baxter even nods its head, as if to say, “I get
it”. Pressing the play button makes the robot execute the task on its own.
Furthermore, while a traditional two-armed robot will typically cost hundreds of
thousands of dollars (including sensors and programming), Baxter costs just $22000.
To achieve that, the robot was designed from scratch. Underneath Baxter’s plastic
exterior lie thousands of ingeniously engineered parts and materials that enable the
robot to do what it does for the cost of a midsize car. One of Baxter’s key features is
compliance. A robot is said to be compliant when it is not completely rigid and when
it can sense and control the forces it applies to things. Through compliance Baxter
can get feedback during the execution of tasks and be safe around humans.
Baxter is not the only human interactive robot designed to work in manufacture.
Swiss-Swedish giant ABB has developed a dual-arm prototype, reportedly for assem-
bly applications. Japanese firm Kawada Industries has a similar robot named Nextage.
They might not cost as little as Baxter, but they will likely be able to perform high-
precision tasks that Baxter can not do, like assembling electronics boards, another
potentially huge market for robotic automation. Other start-ups are also looking to
enter the low-cost robotics market. Robots are ready to work with us and are looking
forward to living with us.
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Figure 1.16: Baxter main functionalities.
Chapter 2
Development of Human-Robot
Physical Interaction Tasks
The research activities described in this dissertation have been focused on the field of
physical human-robot interaction. In order to investigate issues arising in the physi-
cal interaction between a human and a robot I developed robot prototypes that were
able to hand over objects to humans and receive object from humans. Handing over
objects to a partner is a very common task which is necessary for diverse interactive
and collaborative activities. Furthermore, the approaches used to enable human-robot
handover and the findings from user studies can be used as a baseline to develop ef-
fective human-robot interaction systems.
2.1 Handoff of an object between human and robot
By handoff (or handover) we mean the transfer of an object from a giver to a receiver.
Handoffs are an important function in everyday life. For humans, handoffs are an easy
task and are usually routine rather than deliberative. Even if humans perform several
handoffs on a daily basis with different types of objects and in different situations and
roles, they usually cannot remember how exactly they performed the handoff. This
fact is an indication of how routinary and innate handoff tasks are for humans. In
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addition, motions of the giver and the receiver are often synchronized and they work
together until the transfer of the object is complete [51]. It turns out that such an easy
task for humans is hard for robots. In order to complete the handoff a robot should
perform several challenging subtasks, such as detecting when to give or receive the
object (e.g. performing gesture recognition), identifying the object and synchroniz-
ing its movement with the partner without hurting the partner itself. Depending on
the shape of the object and the movements of the partner the robot needs to compute
sophisticated trajectory plans to complete the handoff. Each of these subtasks is itself
an active area of research, and yet all must be accomplished simultaneously to pro-
duce a good handoff system.
I address this task because it is a common and highly collaborative task and I want to
investigate how the recent availability of technologies that provide advanced human
motion perception, such as Microsoft Kinect, enable the development of new robotic
systems for effective human-robot collaboration. The Kinect is a low cost RGB-D
camera that records two images, a RGB image and a depth image. These images can
be used by the software bundled with the Kinect to detect and track humans in a fast
and reliable way. This new technology enables the active participation of robots in
human-robot handoffs, previously unfeasible, by improving the perception capabili-
ties of robots. However, Kinect-based human tracking is not perfect and is sensitive
to fast human movement, non-frontal views of humans, and situations where the hu-
man is near other objects. Thus, while the Kinect provides improved perception to the
robot, it is far from providing the same high-quality perception available to human.
In addition to study the technical solution that enable advanced human-robot interac-
tion I aim to investigate how people feel when they physically interact with a robot
that is able to perceive their presence and their motion and uses this information to
behave proactively.
In this chapter two human-robot hando f f systems developed during this thesis work
are presented. The first system enables human to robot handoffs, the second one en-
ables robot to human handoffs. In Both systems robots are human aware.
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2.2 Robots receiving objects from humans
Humans perform handoffs on a daily basis without any difficulty. What happens when
one of the humans is replaced by a robot? Due to the difficulty to reliably detect hu-
mans and track their motion, until few years ago it was hard for robots to actively
participate in handoffs. In order to complete the task, humans had to take the most of
the burden completing the handoff while the robot waited for the human to accom-
plish the operation. When receiving object from a human, robots performed reaching
gestures and let the human push the object into the robot’s stationary hand fixing the
pose of the object to match the configuration of the robot’s hand [60]. Although this
strategy works well because it is an easy task for humans, it needs the human partner
to be focused on the handoff and is not effective in situations where the human needs
help from the robot to achieve the task. This could be the case of a worker hand-
ing an object to the robot while performing a job on a ladder or a human with arm
impairment that is handing a glass to the robot in order to put it in the dishwasher.
Furthermore the exchange of an object is a joint interaction and needs the partners to
work together in order to be effective.
Recently, thanks to advancements in computer vision, robots have started to take into
account the human presence and motion. In the case of human to robot handover,
robots compute the object transfer point that minimizes the human effort and reach
out there [61]. However, these robots never take the object but, once the transfer lo-
cation is reached, they always wait for the human to push the object into their hand.
This behavior is effective and appropriate in many situation, but sometime it could
be useful if the robot took the initiative and the responsibility to take the object from
the human hand. I developed a handover system where the robot actively takes the
object from the human partner. This behavior is enabled by a reliable and accurate
perception system. I addressed a handover scenario where the human initiates the in-
teraction, therefore the robot has to infer the human intention to hand off an object
before starting the reaching motion. In addition, I carried out a user study to assess
the effectiveness of the system and to evaluate how humans feel when interacting
with a robot with such behavior. Moving the robot arm close to the human up to the
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Figure 2.1: HERB, the Home-Exploring Robotic Butler.
contact between the two, can raise on the human side reactions that need to be studied
in order to develop robotic behaviors that are accepted by humans.
This section presents my progress towards a working human to robot handoff algo-
rithm, where the robot actively takes the object from the human [65]. Section 2.2.2,
describes how the robot senses what the human is doing and computes where to
reach to take the object. This includes compensating for noise from the human track-
ing software, detecting handoff intent, and detecting objects in the human’s hand. In
Section 2.2.3 I describe two different robot control methods. In Section 2.2.4 I out-
line an informal study that was carried out to test the algorithm. Finally, in Sections
2.2.5 I discuss the results of the user-study and what I learned from this work about
human-robot handoffs.
2.2.1 The Framework
For this work I used HERB, the Home-Exploring Robotic Butler (Fig 2.1) [66, 1].
HERB is a robot from the Intel Personal Robotics Lab and a research platform at
Carnegie Mellon’s Quality of Life Technology Research Center. HERB, in the cur-
rent version (Herb 2.0), has two Barrett WAM arms mounted on a Segway base that
enable it to move around an environment and perform advanced manipulation tasks.
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HERB has a suite of onboard sensors to help it perceive the world, including a spin-
ning laser scanner for building 3D world models, a vision system for object recog-
nition and pose estimation [67], and a commercial system for indoor localization. In
addition to these sensors the robot has a pair of low-power onboard computers. On-
board components communicate over a wireless network with offboard off-the-shelf
PCs.
A key challenge for robot systems in the home is to produce safe goal-driven behavior
in a changing, uncertain and dynamic environment. A complex system like HERB,
that has a host of sensors, algorithms, and actuators, must address issues ranging from
software robustness (sensors or communication failing, processes dying) to problems
that emerge from inaccurate or unknown models of the physical world (collisions,
phantom objects, sensor uncertainty). To address this challenge, HERB uses a soft-
ware architecture loosely based on the sense-plan-act model for providing safe and
rich interactions with humans and the world. Figure 2.2 shows the interaction be-
tween the different components of the robot architecture: perception, decision and
execution components.
The robot exploits its sensors to gather information about the world in the form of
fixed and dynamic objects, agents (humans and other robots), and semantics (e.g.
HERB’s location in the home).
HERB has three classes of components that can make decisions: safety, agent, and
teleoperation components. Safety components ensure that the robot does not harm
humans, the environment, or itself. Some examples of safety components include the
limitation of forces that the arm is allowed to exert, or the limitation of joint veloci-
ties. Safety limits cannot be overridden by other components. Agent components try
to accomplish goals based on the perception of the world, including manipulating
objects, expressing intent via gestures, and physically interacting with humans. The
teleoperation components enable users to explicitly command the robot, both at a low
level (e.g. moving single joints) or at a high level (e.g. grasping a particular object).
These components can override agents, but cannot override safety components.
Finally, the execution components perform actions to accomplish the tasks com-
manded by the decision components. This includes planning and executing arm and
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Figure 2.2: HERB 2.0 system architecture.
base trajectories, making sounds, and interacting with other computer systems.
HERB works across many computers and employs several distributed robotics pack-
ages to accomplish its tasks. The entire HERB system consists of a group of sepa-
rate processes that communicate with the others through the network (Fig 2.3). The
Robotic Operating System (ROS) package [68] is used for the communication in-
frastructure and process management. ROS allows us to easily transfer processes
onto different computers as necessary. When deciding where and how each algo-
rithm should be computed, as much computation as possible is moved to dedicated
computers off the robot. The onboard computational power is always limited due
to weight and power constraints, so it should be used for real-time tight-feedback
processes only. The design space for computation is tricky because the onboard and
offboard computation are separated by a wireless network and bandwidth/latency be-
come an issue. In HERB, the execution layer lies on-board the robot because the arm
movement and Segway navigation require tight feedback loops at rates greater than
10 Hz. The sensing component is divided between onboard real-time obstacle avoid-
ance and offboard perception. The onboard camera data is compressed and streamed
offboard to construct a snapshot of the environment. The manipulation planning algo-
rithms producing global plans are strictly offboard since each planner returns a new
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Figure 2.3: Distribution of computing resources. Each box represents a dedicated
computer.
trajectory on the order of seconds.
Scenario
HERB typically works in a domestic kitchen environment, as shown in Fig. 2.4. In
this work, HERB is positioned next to and facing a table which has two types of items
on it: Pop-Tarts boxes and Fuze bottles. HERB has already demonstrated its ability to
recognize and manipulate these objects autonomously [66], while avoiding humans
safely. In this work, the goal is to explore how HERB can actively collaborate with a
human to accomplish the handoff task.
A Microsoft Kinect camera is located 2.5m from the table in order to have a com-
plete view of the scene. Images from the camera provide two types of data at 30Hz:
raw depth and color, and human tracking data. The human tracking data is a 14-point
skeleton outlining a human’s pose from head to feet (Fig. 2.7).
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Figure 2.4: Scenario: The human stands in front of the robot and hands off objects to
it. The robot processes data from 4 different frames; world frame w, hand frame h,
robot frame r, camera frame s. Thanks to a localization system on the robot and the
calibration system of the camera, the transformations between the frames are known.
Information from four different coordinate frames are combined (Fig. 2.4): the fixed
world frame w located at the bottom of the kitchen cabinets, the fixed camera frame
c located on the Kinect camera, the robot frame r located on HERB’s base, and the
moving human hand frame h located on the hand.
HERB’s localization system is used to obtain its transform r. The extrinsics of the
camera c are calibrated with a calibration procedure where salient point correspon-
dences on the kitchen cabinets and on HERB are matched. When a human is detected,
a hand frame h is computed online (Fig. 2.5). The hand frame is centered at the hand
point detected by the human tracking system with axes defined as follows. Let Xh
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Figure 2.5: Hand frame.
and Xsh be the 3D positions of the human skeleton hand and shoulder, respectively,
as detected by the human tracking software and with respect to the world frame. Let
Xh be the modified position of the hand in the world frame where the z-component
has been matched to the height of the shoulder.
Xh = 〈Xh,x,Xh,y,Xsh,z〉
Then the axes of the hand frame (~xh,~yh,~zh) with respect to the world frame are given
by
~zh =
Xh−Xsh
|Xh−Xsh|
~yh = 〈0,0,1〉 ~xh =~yh×~zh
This frame is used as a target for the robot’s planning and control. The Z-axis of the
hand frame lies on the world X-Y plane and points along the shoulder-hand direction,
and the Y-axis points upwards opposing gravity.
System Description
The system developed is mainly divided into two subsystems: a Perception system
and a Robot Control system ( Fig 2.6 ). The Perception system consists of two mod-
ules: a data acquisition module reads raw data from the Kinect and sends them to
the hando f f detector that processes the data in order to infer handoffs. When the
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Figure 2.6: Architecture of the system.
Perception system detects a handoff the Robot Control system moves the robot arm
to perform the handoff. Two different control methods are available. A first control
method consists of two modules: a planning module that computes a trajectory and
a control module that executes the planned trajectory. A second method bypasses the
planning phase and uses only the control module to move the robot arm towards the
object. These components are described in the next paragraphs.
2.2.2 Perception
As already mentioned, the sensor used for the perception system is the Microsoft
Kinect. This sensor provides raw depth and color images. The OpenNI Framework
is used to process the raw data and compute a 14-point skeleton for each human
in the camera view. Although the OpenNI software provides useful human tracking
data, I had to address various perception issues to make it suitable for handoffs. The
post-processing included refining the skeleton tracking for better wrist positions, par-
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(a) Skeleton computed when the human is moving
fast his hand
(b) Skeleton computed when the robot and human
arm point clouds have merged
Figure 2.7: Skeleton tracking. The skeleton tracker compute a 14-joints skeleton.
White lines: OpenNI skeleton tracker output. Red lines: corrected positions
ticularly when the human is close to or partially occluded by HERB, detecting the
intention of a human to handoff an object, learning to identify if an object is held and
recognizing the object type, and calculating where HERB should put his hand for the
handoff.
Correcting Hand Pose
Although the Kinect human tracking system is reliable, the tracked position of the
hand has been observed to have errors. These errors occur when the human is moving
fast and when the human is near or touching other objects.
In the former case, the human tracker often lags the true human motion. This issue is
solved with a correction that moves the hand to the closest 3D point in a small box
around the estimate (Fig 2.7a) . Let Ps be the 3D points in the scene and Xh be the
original hand position as reported by the tracking system and Pb be the points within
a box of size k around Xh. The new hand position Xh′ is the point in Pb closest to Xh
as given by
Xh′ = {X ∈ Pb : |X−Xh|= min
i
|Xi−Xh|, i = 0, ...,n}
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where
Pb = {X ∈ Ps : |X−Xh|< [k,k,k]}
This correction is fast, and is naturally robust: if the hand tracking is originally good,
the correction does not change the estimate.
In the latter case, when HERB is close to the human, the two are often partially
merged into the human point cloud. This is of particular concern to us since the
human and the robot need to be close to each other in the final part of the handoff
(Fig 2.7b). We take advantage of the fact that we can query the joint configuration
of the robot. When the robot hand and the human hand are closer than 15cm and
the robot hand position is embedded within the human point cloud, the new data is
filtered out and the last reliable data is used. Since the human does not move much
when very close to the robot, this approximation is far better than incorrect tracking.
Handoff Detection
After correcting the hand pose, we infer impending handoff based on two features:
1) the human is in a handoff pose and 2) the human is holding an object. The former
is detected by analyzing the human skeleton, and the latter using a support vector
machine (SVM) to classify an image patch around the detected hand.
Handoff Pose Detection
Humans use several cues to signal a handoff including speech, gaze, motion, and
posture. In this work, I focus on postural cues inferred from human tracking. The
following cues (Fig. 2.8), motivated by studying human-human handoffs, were used
to infer the handoff signal:
1. The human is near HERB (the distance between them is less then a threshold).
2. The vector from the shoulder to the hand points towards HERB’s hand or upper
body, as shown in Fig. 2.8.
3. The human elbow is bent at an angle α ≤ αmax ≡ 150o.
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Figure 2.8: Cues used to infer a Handoff pose.
To avoid false positives when the human is moving and momentarily assumes a hand-
off pose, a detection is triggered only if the human is in the handoff pose for 5 con-
secutive frames (which at 5fps is 1sec). The handoff pose detector is implemented by
a Moore FSM. The FSM is described by:
• The input alphabet I = {a,b}, where
a =
{
1 if all the cues described above are observed
0 otherwise
b =
{
1 if the cues have been observed for at least 5 following frames
0 otherwise
• The finite set of states S = {S0, S1, S2};
• The initial state S0;
• The state-transition function f : S × I → S represented by the state diagram in
figure 2.9.
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Figure 2.9: FSM for Handoff pose detection.
The system is in the state S0 when a human is not in a hand off pose; in S1 when a
human has been observed to be in a handoff pose for less then 5 following frames; in
S2 when a handoff gesture is inferred.
Object detection
People often wave their arms and assume postures that are akin to handoffs. To re-
liably detect a true handoff, I found it critical to detect if the human was actually
holding an object before starting a handoff response in HERB. To enable this, I de-
veloped an efficient and reliable object detection system that detects if the human is
holding an object, and identifies the held object.
The system is composed of two main components: an algorithm for extracting the
bounding box around the human hand, and a support vector machine (SVM) [69]
that classifies the bounding box. The algorithm for extracting the bounding box con-
sists in the following steps (Fig. 2.10):
1. Obtain a depth image in the camera frame c (Fig. 2.10a).
2. Transform the depth image into the hand frame h. Crop to an axis-aligned
bounding box (Fig. 2.10b).
3. Decimate the depth into clusters of contiguous points, removing stray outliers.
The hand is often detected as a single cluster (Fig 2.10c). However, sometimes
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the hand and the robot are detected together as one cluster (Fig 2.10d). This
happen in the final part of the handoff when they are close to each other.
4. Since the transformed depth image is centered at the hand, the cluster closest
to the origin is labeled as the hand cluster.
5. To detect if HERB’s hand is clustered with the human hand, we use forward
kinematics to determine the pose of HERB’s hand and check if it lies within
the cluster (Fig 2.10e).
(a) If HERB’s hand is within the hand cluster, bypass object detection and
trigger the final phase of handoff.
(b) If not, we crop the human hand. We assume that the object is held farthest
from the hand and fit a smaller box tightly around the points. (Fig. 2.10f).
If the human is not holding anything, the smaller box contains just the
hand.
Once the final box is available, color and geometry features are computed from the
points in the box, and a SVM model [69] predicts the class of the object. I created
several SVM models that were able to predict up to six classes: Pop-Tart boxes, Fuze
bottles, green jars, juice cartons, tea carton and empty hands (Fig 2.11). SVMs have
proven to be quite useful for data classification. We use color histograms (16 bins for
RGB, with a total of 48 features) and the height of the bounding box (1 feature) and
an RBF kernel.
Despite their simplicity, color histograms have demonstrated good results in practice
[70, 71]. We found that although the color features are often able to predict the ob-
ject correctly, the height feature allows us to distinguish better between objects with
similar color but different height, like for instance a Fuze bottle and a pink empty
hand. Table 2.1 reports the results achieved with the object recognition algorithm. In
the table five SVM models are reported. Each model is different in terms of number
of features and number of classes. The two models with 3 classes ( Pop-Tart boxes,
Fuze bottles, and empty hands ) consider the same testing data with and without the
height feature.
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c 
(a) The scene.
h 
(b) Bounding box around the transformed
hand frame.
h 
(c) Clusters where the human’s hand (red) and
HERB’s hand are separated.
h 
(d) Clusters where the human’s hand (red) and
HERB’s hand are not separated.
rh 
h 
h 
rh 
(e) Extracting the hand cluster.
h h Z max 
(f) Refining the bounding box.
Figure 2.10: Stages of the bounding box extraction algorithm.
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(a) Fuze bottle. (b) Pop-Tart
box.
(c) Green jar. (d) Juice carton. (e) Tea carton.
Figure 2.11: Objects detected using SVM.
Because the object is small and far from the camera, we found local descriptors like
NARF [72] to be far less useful when compared with global descriptors like color
histograms. For the same reason, we found the depth information in the bounding
box to be far too corrupted by noise and quantization to be useful beyond a global
descriptor like the height of the object.
The SVM model was trained with indoor lighting. Most of the errors occur when the
Fuze bottle is misclassified as a hand. This happens because, as shown in fig. 2.12,
the histograms of the hand and the Fuze bottle are very similar. The model is not
robust to strong light variations. Fig. 2.12 shows that the R,G,B histograms change
significantly when the room is illuminated with daylight coming from a big window.
In that case often the Fuze bottle and the hand are misclassified as a PopTarts box.
Neither the Hue histogram is able to give the same hue information of an object when
the light conditions change. Other methods for object recognition like ferns [73] (for
images) or NARF (for point clouds) [72] are robust to light variations. These meth-
ods rely on feature descriptors for extracted keypoints, but since the object that we
are trying to detect is small and far from the camera neither the shape nor the texture
of the object are accurate enough to extract reliable keypoints, while is possible to
use global features like RGB histograms or the height of the object to train an SVM
model.
52 Chapter 2. Development of Human-Robot Physical Interaction Tasks
Features
Classes Training Test Cross Prediction
Set Set Validation Accuracy
RGB (48) 3 4766 1623 99.96% 93.16%
RGB (48) + Height (1) 3 4827 1623 99.96% 96.61%
RGB (48) + Height (1) 4 6048 3417 100% 99.53%
RGB (48) + Height (1) 5 7197 4298 100% 99.28%
RGB (48) + Height (1) 6 8392 5149 99.96% 98.78%
Table 2.1: SVM performance.
2.2.3 Robot Control
As soon as the perception system triggers an impending handoff, HERB moves to
take the object. We compared two autonomous motion strategies, a planner and a
controller. Both strategies receive the same input: a target object pose from the per-
ception system at 5fps. Both strategies control the arm via joint velocities (converted
internally by the arm driver into joint torques) and have access to the 6 axis force-
torque sensor on the wrist for detecting forces.
The execution of these two strategies differs in the temporal position of the planning
phase with respect to the execution loop as shown in Figure 2.13. The controller plans
in the near future during each iteration of the execution loop, while the planner plans
for the entire execution before the execution loop begins. The effects of this are that
the controller begins execution immediately but cannot predict problems in the future
like joint limits and collisions, while the planner takes several (≈ 5) seconds to plan
the entire trajectory that avoids joint limits and collisions. Nevertheless the controller
updates the goal position every loop cycle and is able to recover from changes in
the object position adapting the trajectory of the robot arm to the movements of the
human, while the planner fails if the position of the object changes significantly af-
ter the handoff is triggered. The details of each control method are presented in the
following two sections.
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(a) Hand: Hue,R,G,B histograms. On the left daylight, on the right indoor lighting.
(b) Fuze: Hue,R,G,B histograms. On the left daylight, on the right indoor lighting.
(c) PopTarts: Hue,R,G,B histograms. On the left daylight, on the right indoor light-
ing.
Figure 2.12: Hue, R, G, B Histograms of a hand, a Fuze and a PopTarts Box
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Figure 2.13: Controller vs Planner Algorithms.
Planner
The planner takes the very first reported human hand pose and plans to get to it.
For this work I used a randomized planner (developed by the Personal Robotics Lab
at Carnegie Mellon University) that efficiently explores high-dimensional constraint
manifolds [74]. The planner is tasked with producing a feasible, collision-free, rea-
sonably smooth path as quickly as possible. Any updates to the human hand pose are
ignored during planning. As soon as a path is returned, the robot executes it.
In our case, the planner takes as input a starting arm configuration and a goal end-
effector pose, consisting of the end-effector position and orientation. With the goal
pose, the planner finds several candidate goal Inverse Kinematics (IK) solutions.
Then, the planner expands random trees from each of the start and candidate goal
configurations until a path is found from start to goal that is collision-free and within
the joint limits. This path is often very jagged, so the final step is to run the path
through a trajectory smoother to remove backtracking and corners.
Randomized planners are probabilistically complete: guarantee to find a feasible path
if one exists. However, more search time is required in situations with more con-
strained configuration spaces. Also, while the output of the planner is smoothed, there
is no guarantee of global or local optimality.
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Controller
The controller is an implementation of inverse Jacobian control with constraints [75].
The Jacobian relates angular velocities of the arm joints to hand velocities. For the
controller, we use two Jacobian operators, one relating joint angular velocities to end-
effector velocity, JX , and the second relating joint angular velocities to end-effector
twist via the quaternion velocities, Jq. Combining these two Jacobians into one gives
J as
J =
[
JX
Jq
]
Let the Moore-Penrose pseudo-inverse of J be J+. Then, for a given change in the
end-effector position δX and orientation δq, the approximate change in joint angles
required to accomplish this change, δθpose, can be calculated as
δθpose = J+
[
δX
δq
]
HERB has a redundant DOF meaning that he has more arm freedom than is required
to achieve a 6 DOF pose of its end-effector. HERB has 7 joints to position the end-
effector in 6 DOF, so in the case where its arm is not in a singularity, HERB can
move about in the null-space of his Jacobian without changing its end-effector pose.
We can move around in the null space to accomplish several different goals. For
instance, avoiding joint limits, avoiding singularities, minimizing joint velocity, and
minimizing joint torques. For this controller, the null space has 1 DOF and is used to
avoid joint limits. The change in joint angles to minimize the difference between the
current joint angles θ and desired joint angles θdes is
δθlimits = NJNTJ · (θ −θdes)
where NJ is the null space of the Jacobian.
Finally, the output joint angular velocity θ˙ is a combination of the two joint differen-
tials with some scaling values α and β .
θ˙ = α ·δθpose+β ·δθlimits
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Up to this point the controller has no concept of collisions or exceeding joint limits.
Therefore, before commanding the desired joint velocities, collision checks and joint
limit checks must be performed. If there is a collision or joint limit problem, then the
joint velocities are commanded to zero and the controller is stuck until the desired
joint velocities produce a path that is collision-free and within the joint limits. To
force movement in these situations, a planner like the one described in the last section
can be used to move away from the problem.
Completing the handoff
Both strategies use the same sensors for detecting when to close the hand to complete
the handoff: a force sensor and an RGB-D camera. The force is calculated using a 6
axis force-torque sensor located at the wrist of the arm. If the force into the palm is
greater than 5N, then the arm stops moving and a close hand command is initiated.
The force-torque sensor can sense forces smaller than 5N, but the mass of the hand
creates a non-zero measurement when the arm moves. This behavior is valid for both
control methods. The way the camera is used depends on the control method. With
the reactive controller the close hand command is triggered when the robot hand is
stationary at the given object location for at least 0.5 second. With the planner, since
the position of the object is not updated during the execution of the trajectory, the
robot reaches the supposed object point and close its hand. The combination of the
two sensors results in the following behaviors:
• Reactive Controller : if the robot senses the contact with the object it starts
the transfer immediately, otherwise it relies on its perception system and if
the object stays still near the robot hand the transfer of the object is started.
We found that both triggers are required for a reliable handoff. If only the force
trigger is used, then the robot sometimes hovers around the object and the users
do not intuitively know push the object into the robot’s hand. On the other hand,
if only the timeout is used, then the robot will not respond to contact with the
human which makes the robot seem very aggressive to the user.
• Planner : if the contact with the object is sensed, the robot starts the transfer
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Figure 2.14: Results: Top: Planner success, Middle: Controller success, Bottom:
Planner failure
otherwise the robot reaches the supposed position of the object and tries to
perform the transfer of the object.
If the hand is closed due to force or the vision system, then success is returned based
on whether or not the fingers close all the way into a fist. If the hand closes into a fist,
then the handoff is reported as failed, otherwise, the handoff is reported as successful.
2.2.4 User Study
We wanted to test HERB’s ability to take objects from a human during a handoff
while minimizing the effort contributed by the human. To this end, we created a user
study where the subjects were told to perform two tasks at once, a computer task
and a handoff. The subjects were told to focus their attention on the computer task,
thereby letting HERB take the object from the human while getting little or no help
from the subject.
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The user study investigated 5 subjects, tested individually. The subjects were seated
at the table with a monitor, mouse, and 7 objects in front of them. HERB was posi-
tioned to the subject’s left where it could be seen in the subject’s peripheral vision
and visible if the subject looked away from the monitor. The subjects were instructed
to play a computer task and, when prompted by HERB, to handoff one of the objects
to HERB. The subjects used their right hand to move the mouse and used their left
hand to perform handoffs to HERB (Fig. 2.14).
Two control algorithms were tested in sequence. The subjects performed 7 handoffs
with the controller, had a short break of 30 seconds, then performed 7 handoffs with
the planner. Failed handoffs were recorded and if the subject still had the object, the
object was taken away by an investigator.
The computer task was a slightly modified version of the PEBL Continuous Per-
formance Task. The computer task presented the subject with a small target on the
monitor where the subject was to move the mouse. Once the target was reached, the
subject was presented with another target in another location. In the original computer
task, the subject clicked in between targets to signal his readiness. In our version there
is no delay between targets. To make the computer task more challenging, the mouse
input was summed with a random error which made the mouse quiver by a small
amount. This addition of noise required more attention from the subject, leaving less
attention for the handoff.
After completing the handoffs with both control algorithms, each subject was asked
to compare the two controllers as well as state any comments they had. Subjects were
asked to choose which controller they preferred in 5 areas and state why. The 5 areas
were preference, natural-looking, easier, safer, and human-like.
2.2.5 Results from the user study
We had 5 subjects participate in our informal study. The results are summarized in
table 2.2 and figure 2.16. Overall, the combination of perception with the Kinect data
and a controller with a take attribute resulted in a handoff success rate of 83% for the
70 handoff attempts. The majority of these attempts were with the users completely
distracted, just holding the object up and waiting for the robot to take it while they
2.2. Robots receiving objects from humans 59
(a) Typical controller trajec-
tory
(b) Good planner trajectory (c) Bad planner trajectory
Figure 2.15: Hand trajectories for three handoffs, one with the controller and two
with the planner. The bad planner trajectory is chosen to illustrate the random nature
of the planned paths.
continued with the computer task.
The two control algorithms were compared by number of successes and total handoff
time. The controller was faster than the planner by a factor of nearly 2, taking an
average time of 8.46 seconds from detection to the grasp finishing while the planner
took an average time of 14.23 seconds. These handoff times include the time it takes
to close the hand, usually around 2 seconds. The two control methods are similar in
timing, except the planner has an additional 5sec planning phase tacked on at the be-
ginning.The paths that the two controllers executed were sometimes quite different.
The controller always takes a predictable curved path to the goal, whereas the planner
can have different unpredictable trajectories even with the same input, as shown in
Figure 2.15. For the human, working with an unpredictable robot can be disconcert-
ing.
The planner had more successes (91.43%) than the controller (74.29%) as shown in
table 2.2. Failures with the controller were caused by three problems: the controller
hit the arm joint limits and became stuck, the object detector failed to detect the object
for the duration of the handoff attempt which caused the robot hand to retreat unex-
pectedly, and the object fell during the transfer. Failures with the planner were only
caused by the object falling during the transfer since the planner avoids joint limits
during its planning phase and only the first handoff detection is used to trigger the
handoff attempt. In principle, the reactive controller can be made more reliable using
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planner controller
average time (s) 14.23 8,46
standard deviation (s) 2.08 2.32
% success rate (handoff completed) 91.43 74.29
% success rate (svm- object detected correctly) 90.63 96.15
Table 2.2: User study results.
planned trajectories to get unstuck from joint limits and some filtering of the SVM
output. If we exclude the handoffs with the controller that failed due to erroneous
SVM object detection or joint limits, then the handoff success rate for the controller
jumps to 90%, similar to the planner. The object detection algorithm recognized cor-
rectly 94% of the grasped objects.
After the test, subjects were asked about what they liked or disliked in the two control
algorithms. Subjects found the planner aggressive while they liked that the controller
was more "gentle". This happened because the velocity of the controller is directly
proportional to the distance from the object. Moreover, sometimes the planner exe-
cuted strange trajectories that made users feel less safe since they didn’t understand
what the robot was doing. Although the users found the interaction with the controller
more natural compared to the planner, they found the interaction to be not human-
like with both control systems since it was slow compared to human-human handoff.
However, they found the handoffs performed by HERB appropriate for a robot. Both
control methods were found easy to interact with.
The interesting insights that came out of the subject’s questionnaire and comments
can be summarized in four features that the subjects found crucial during the interac-
tion:
• Force f ulness : The force applied by robot to the object was very useful in the
final part of the reaching and during the transfer of the object. Indeed pre-grasp
touching signals to the human the robot readiness to the handover. Some of
the subjects liked pre-grasp touching since it provided feedback, others did not
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Figure 2.16: User study results: (Left) Average time to handoff, (Right) Number of
successful handoffs
like that the robot pushed against their hand. The force applied by robot to the
object is useful for both the robot and the human to get feedback during the
exchange of the object, but if the force is too strong the human partner feels
uncomfortable and unsafe. In order to better tune the forcefulness we found
sensor fusion very useful. The robot used both touch and vision to sense the
proximity to the object. With the reactive controller, the robot touched the ob-
ject just a bit without being too intrusive. If the robot did not sense the touch,
instead of pushing against the object, it relied on the vision system. If the ob-
served position of the object was stationary and close to its hand, the robot
tried to perform the grasp. The planner was generally more intrusive because it
did not update the position of the object during the execution of the trajectory
and sometimes reached out a bit too far. This happened because sometimes
the subjects slightly changed the position of the object during the reaching of
the robot. The change in position was not enough to make the planner fail but,
when the object was moved toward the robot, the planner pushed it while the
reactive controller was able to apply the appropriate force to the object since it
monitored the position of the object during the reaching phase.
• Aggressiveness : subjects felt that the robot was aggressive when it approached
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the object quickly. While the velocity of the planner was constant during the
execution of the trajectory, the velocity of the reactive controller was directly
proportional to the distance from the object. Subjects felt safer and more com-
fortable when the velocity of the robot hand decreased in the proximity of
the human hand. In fact, also in human-human handover, the receiver usually
quickly gets close to the hand of the giver and then slow down to accurately
grasp the object [46].
• Predictability : The paths that the two behaviors executed when reaching out
were sometimes quite different. The reactive controller always takes a pre-
dictable path that heads straight to the goal, whereas the planner could have dif-
ferent unpredictable trajectories. Predictability makes the humans more com-
fortable around HERB because they can plan into the future and know that
HERB won’t do anything strange.
• Timing : subjects pointed out that human-human handoffs are faster. The re-
active controller was faster than the planner by a factor of nearly 2, taking an
average time of 8.46 seconds from detection to grasp finishing while, the plan-
ner took an average time of 14.23 seconds. The difference is mainly due to the
initial planning phase of the planner. Even if also the reactive controller was
slow compared with human human handoffs, it can be made faster with more
aggressive gains. Tuning the gain of the controller without making the robot
too aggressive is challenging but could lead to effective human-robot handoffs.
Another way to make the handoff faster could be detecting the intent to handoff
an object before that the human arm motion begins, as shown in [76].
Although these features are always relevant in human-robot handovers, they are even
more prominent when the robot behaves actively until the exchange of the object.
The posture of the subjects during the handoffs varied from relaxed to fully extended
arms. The relaxed posture forced HERB to go and take the object, whereas the fully
extended arms positioned the handoff object as close to the robot’s hand as possible.
The subjects rarely moved the object once stopped, meaning that the controller and
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planner would go to the same place. If the subjects had moved after a handoff was
detected, only the controller would have successfully followed the motion.
2.3 Robots handing objects to humans
After investigating how a robot should receive an object from a human, I focused
my research activity on the issue of robot to human object handover. Direct delivery
of an object from a service robot to a person is a valuable behavior that enables co-
operation through physical interaction [77]. In addition to sensory-motor skills, the
task of handing over an object involves social skills such as the ability to deliver the
object at the convenience of the receiver. Indeed, when offering an object to someone
we, as humans, usually orient the object taking into account etiquette factors, object
usage or habits so that the receiving person can easily grasp the object. For example,
sharp objects or tools are usually delivered so that their handle is oriented towards
the receiver.
User comfort in object delivery tasks has been rarely investigated in previous works.
Some approaches compute the best location where the the object should be delivered
taking into account visibility, safety and comfort parameters [78, 79, 55]. Others pay
particular attention to object shape and appropriate grasping regions [58]. However
there are no approaches that take into account the choice of comfortable object ori-
entation in order to make the grasp as easy as possible to the human. The novelty of
the approach I used during my work is the proposal of a human-aware robot system
for object handover that considers user comfort. Here comfort is taken into account
by delivering the object so that one of its constituent parts (e.g. a handle) is oriented
towards the user. Indeed, it is assumed that objects can be segmented into meaningful
parts and that there is a most appropriate part, known a priori to the robot system, to
be served to the user. This idea is supported by the observation that most ordinary
objects (such as tools) have grasp affordances, i.e. preferential and comfortable ways
of grasping an object to achieve a particular function. Moreover, by the fact that grasp
affordances can be discovered by segmenting an object into its constituent parts.
This section presents a complete robot system for object handover that not only sup-
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ports social awareness, as stated above, but it also features sensory-motor skills such
as object perception and recognition, people detection, robot grasping and motion
planning. I first present an initial version of the system that enables the handover of a
single object and a related user study. Then I present how the initial system has been
expanded by generalizing the handover task to environments with multiple objects.
Moreover, the system lets the user choose which object has to be delivered by natural
interaction through voice recognition.
The approach proposed in this work for comfortable and natural handover consists
of three phases [80], which are described in the following sections. Section 2.3.1 de-
scribes the robot setup. Section 2.3.2 describes the initial phase of the task where
the robot, after scanning the environment using an eye-in-hand laser scanner, detects
the object and performs 3D reconstruction and part segmentation. Section 2.3.3 il-
lustrates the second phase of the task, where the human approaches the robot and
the robot motion for the handover task is planned. Section 2.3.4 describes the final
phase of the task, where the system recognizes the intention of the user to grasp the
object being offered and then the gripper is opened to release the object. In section
2.3.5 experimental results from a user study are reported. Section 2.3.6 presents an
extended approach for the handover task that handles the case of multiple objects in
the environment. The extended approach supports object recognition and allows the
user to select the object to be delivered by voice interaction.
2.3.1 The Framework
Scenario
Figure 2.17 shows the experimental setup for the evaluation of the proposed method.
The system includes a six degree of freedom robot manipulator (Comau SMART
SiX) that is equipped with a two-finger parallel gripper (Schunk PG-70). The robot is
located behind a table. The object to be served to the user lays on a support plate. In
this work it is assumed that there is only one object in the environment. The table also
serves as a barrier that keeps the user at a safe distance from the robot. A laser scanner
(SICK LMS400), mounted on the robot end effector (eye-in-hand configuration), is
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Figure 2.17: Experimental setup.
used to acquire range data of the environment for detecting the object. Range data
from the LMS400 eye-in-hand sensor are collected by moving the robot arm along
a pre-computed path that allows the sampling of most of the surface of the object.
The laser scanner is calibrated with respect to the robot base reference frame and is
used with a field of view of 70 degrees (140 beams) and a scanning frequency of
190Hz. The laser sensor has a minimum measurement range of 0.7m. The statistical
error is about 1.5cm depending on the remission of the object material and on the
angle of incidence. The system also includes a Microsoft Kinect depth sensor that is
located in a fixed configuration as shown in figure 2.17. The Kinect sensor, calibrated
with respect to the robot base reference frame, is used for human detection and body
tracking.
System Description
Figure 2.18 shows the architecture of the system. The system is divided in four mod-
ules:
• Ob ject modeling: this module is responsible for generating a model of the
object to hand to the human. The robot uses a laser scanner to acquire range
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Figure 2.18: Architecture of the system.
data of the object, and after some processing steps a segmented mesh of the
object is obtained.
• Human detection: this module performs human detection and computes the
position and the orientation of the person detected. This information is used to
create a 3D model of the human that represents the real pose of the person.
• Motion planning and simulation: This module performs the robot motion
planning. After the 3D models of the object and the person are available, they
are inserted in a 3D environment that includes also the robot model. The robot
to human handover is then planned in the simulation environment.
• Human grasp detection: After the planned robot motion has been executed,
the system aims to recognize the intention of the user to grasp the object being
offered. When the human grasp is inferred the robot opens the gripper to release
the object.
The steps performed by these modules are described in detail in the next sections.
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Figure 2.19: Raw point clouds (left) obtained from the eye-in-hand laser scanner and
the extracted clusters (middle) of three objects used in the experiments: a hammer
(1.5K points), a jug (4K points) and a blow torch (2K points). Reeb graph segmenta-
tion (right) of the three objects.
2.3.2 Object modeling from range data
This section describes the first phase of the handover task for scenarios with a single
object in the scene. The first phase includes range scan of the environment as well as
3D modeling and segmentation of the object. This phase, being time consuming, is
run in absence of the user (i.e. when the user has not yet triggered the handover task
by standing in the proximity of the robot). Once the robot terminates the scanning
process, range data (collected from the eye-in-hand laser) are stored in a point cloud
as a set of 3D points in the robot reference frame. Range data are then processed
using the approach illustrated below, which has been introduced in previous works
[81, 82], in the context of object categorization and manipulation planning.
Initially, the point cloud is filtered by removing sparse noisy data (statistical outliers)
as well as points that are outside a fixed box around the support plate. The point cloud
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is then downsampled. After downsampling, the points belonging to the dominant
plane (i.e. the support plate) are detected and removed through the sample consensus
algorithm. The remaining points constitute the cluster that corresponds to the target
object in the scene. Point cloud pre-processing is based on the Point Cloud Library
(PCL) [83]. Figure 2.19 displays the raw point clouds obtained from laser scanning
and the extracted clusters of three objects used in the experiments: a hammer, a jug,
and a blow torch. After the pre-processing phase the point cloud cluster of the object
is triangulated to generated a triangle mesh. A two-step approach is followed for
surface reconstruction. In the first step the Power Crust algorithm [84] is run. The
Power Crust is based on Delaunay interpolation and generates a watertight triangle
mesh. In the second step the mesh is smoothed by the Poisson algorithm [85], which
is based on implicit methods. After reconstruction, when a complete 3D model of
the object is available, the mesh of the object is segmented into connected parts. The
approach for shape segmentation is based on the computation of the Reeb graph,
which requires a watertight mesh. The Reeb graph (encoded as an undirected graph)
represents the topology of a shape [86] as it tracks the connectivity of level sets
of a scalar function defined on the mesh. The chosen scalar function is the integral
geodesic function, which is invariant under rotations. Formally, given a surface S and
a real, continuous function f : S→ R defined on it, the Reeb graph of S with respect to
the mapping function f is the quotient space of f in S×R by the equivalence relation
(X1, f (X1)) ∼ (X2, f (X2)) which holds if and only if f (X1) = f (X2) and if the two
points X1 and X2 are in the same connected component of f−1( f (X1)). Reeb graph
segmentation is accepted as a method for semantic decomposition of objects made of
multiple parts since it is appropriate for identifying object protrusions. Figure 2.19
also shows the segmented meshes of the three example objects, where the object’s
parts have different colors and are connected to each other.
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Figure 2.20: Bird’s eye view of the simulation environment highlighting the reference
frames an the key points.
2.3.3 Human detection and robot motion planning
Human detection
When the person approaches the robot, i.e. when he/she enters in the field of view of
the fixed depth sensor (Kinect), the system performs body tracking. The system ex-
ploits the Kinect skeletal-tracking functionality (included in Microsoft Kinect SDK)
which provides a 20-joint map of the human body. When the system detects that the
person is standing still close to the table (a window of 4 seconds is used to check that
the torso doesn’t move) the position of the person is computed, as well as his/her ori-
entation with respect to the vertical axis and the height of the body. This information
is used, together with the reconstructed 3D model of the object, to build a simulation
environment for robot motion planning (an example is shown in Figure 2.20 from
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Figure 2.21: Human detection phase. Depth image acquired from the Kinect (top left),
human skeleton (top right), color image from the Kinect (bottom left), and generated
simulation environment for handover planning (bottom right).
a bird’s eye view). Figure 2.20 also displays the main reference frames and the key
points used for the handover task. A 3D human model is inserted in the simulation
environment in a configuration that resembles the real pose of the person. At this
point the handover task is triggered and the robot motion is planned (section 2.3.3).
Figure 2.21 shows example images acquired from the Kinect sensor in the human
detection phase, including the depth image, the extracted human skeleton and the
generated simulation environment. To calibrate the setup, the transformation matrix
R
KT has been determined that expresses the Kinect reference frame (K) with respect to
the robot frame (R). The position of the human body with respect to the robot frame
is computed as Rt = RKT
Kt, where Kt is the position of the torso with respect to the
Kinect sensor. The orientation α of the human body about the vertical axis passing
through the torso is computed from trigonometric considerations:
α =

arcsin
(
Rrx−Rlx
|−−→RlRr|
)
if Rry ≤ Rly,
pi− arcsin
(
Rrx−Rlx
|−−→RlRr|
)
if Rry > Rly.
(2.1)
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Figure 2.22: Examples of planned robot grasps.
where (Rr,Rl) are the 3D points located on the right and left shoulders of the human
body in the robot reference frame. From Rt and α a transformation matrix is then
computed that defines the configuration of the 3D human model in the simulation
environment with respect to the robot reference frame. The height of the person in
the robot reference frame (along the z axis) is computed as follows:
Rheight =
(R
KT
Khead
)
z+δ (2.2)
where Khead is the point of the skeleton located in the middle of the body’s head
measured in the Kinect reference frame K, and δ is a constant correction factor that
estimates half height of a human head.
Robot motion planning
As explained in the previous section, after the user detection phase a 3D model of the
environment is generated including the reconstructed object and the estimated model
of the person. The 3D environment also includes the robot model as well as static
objects like the table in front of the robot. The robot to human handover task is then
planned in the simulated environment. The robot planner has been developed upon
the OpenRAVE engine [87]. The task consists of two steps: grasping the object with
the robot hand, i.e. finding a force-closure grasp, and planning a robot trajectory so
that the goal configuration of the object (when it is handed over) is comfortable for
to the user. Robot grasp planning is performed offline by sampling a large number of
force-closure grasps on all the segmented parts of the object but the target part that is
meant to be grasped by the user. Planning robot grasps on different parts of the object
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than the one that is offered to the user implicitly leaves room for the user to grasp the
object from the target part.
The algorithm for part-based grasp synthesis is described in detail in [81]. Object
parts are automatically decomposed into convex sub-parts to refine the granularity of
the model, and robot grasps are generated on each sub-part. In particular, the centroid
of each sub-part and its principal axis of inertia are computed and a randomized al-
gorithm samples grasp configurations of the robot end-effector around the principal
axis of inertia of each sub-part. If the sampled grasp is force-closure it is included
in a grasp set. A grasp set Ωo of an object o is a matrix data structure that has as
many columns as the number of sampled force-closure grasps. Each column vector
contains the 6-dof pre-grasp configuration and an offset that specifies the final dis-
tance of the palm of the end-effector from the object. Examples of planned grasps
are shown in figure 2.22. When planning a collision free robot trajectory towards the
goal configuration of the object all the previously sampled robot grasps are tried. If
the planner finds a solution to the problem the task is then executed by the real robot
as shown in sections 2.3.4 and 2.3.5. In the rest of this section, the proposed algorithm
for determining a comfortable goal configuration of the grasped object is presented.
As stated in the introduction of this paragraph the proposed solution is to offer the
object so that one of its parts p (known a priori) is oriented towards the user. The goal
configuration is expressed by a transformation matrix ROT between the local reference
frame of the object O (centered around its centroid) and the global reference frame
of the robot. The translation component of ROT is defined so that the object is placed
in front of the user. In particular, the centroid of the object (goal position, indicated
by point Ro in figure 2.20) is placed at the same height of the torso and at a fixed
distance from it, lying on the line
−−→
RtRo, which is parallel to the ground and orthogo-
nal to line
−−→
RlRr (i.e. the line passing through the shoulders). The rotation component
of ROT is defined so that the appropriate part p of the object is oriented towards the
user. Let vp be the unit vector that points towards the centroid of the part p (i.e. the
centroid of all the vertices of the object mesh belonging to part p) expressed in the
local reference frame of the object and let vt =
Rt−Ro
|−−→RtRo|
be the unit vector that represents
the relative displacement of the human torso with respect to the goal position Ro. The
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vp=vt
Figure 2.23: Motion planning experiments of comfortable handover tasks. Objects
are placed in front of the user. The handle of the hammer and the handle of the jug
are oriented towards the human torso.
rotation component is then one that rotates vp into vt , which can be expressed in the
axis-angle form as (axis = vp×vt ,angle = arccos(vp ·vt)). Figure 2.23 shows exam-
ples of planned handover tasks where the robot system is programmed to deliver the
hammer and the jug in a comfortable way so that the handles of these objects are the
part oriented towards the user.
2.3.4 Grasp intention recognition
The third phase of the handover task begins when the robot completes its motion, i.e.
when the grasped object reaches the planned goal configuration in front of the user.
In this last phase the system is programmed to recognize the intention of the user to
grasp the object being offered. When the system recognizes that the user has been
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Algorithm: Detection of human grasp
Input: Ke: robot tool center point;
Output: returns when the user grasps the object;
1: grasped=0;
2: while grasped 6= 1 do
3: C← get new point cloud in sensor frame K;
4: Kh← get human hand position;
5: Extract a bounding box from C centered at Kh;
6: Extract point cloud clusters in the bounding box;
7: Chand ← cluster closest to the center of C;
8: if Ke⊂Chand then
9: grasped=1;
10: end if
11: end while
Figure 2.24: Algorithm for detection of human grasp.
touching the object for two seconds it opens the gripper to release it. After releasing
the object the handover task is completed. Users do not need any particular instruc-
tion to take the object from the robot. In the experiments in section 2.3.5 they are
just told (for safety reasons) to start moving their arm towards the object after the
robot has completed its motion. Users are free to use whatever hand they are most
comfortable with.
The algorithm for automatic detection of contact between the human hand and the
object is illustrated in figure 2.24. The algorithm, that is iterated until contact is de-
tected, uses range data acquired from the Kinect sensor and the tracked position of
the human hand that is closer to the robot. In particular, the developed procedure
combines information from both the tracked position of the human hand, that is ap-
proaching the object, and the raw depth image. Let Kh be the position of the moving
human hand in the Kinect reference frame that is provided by the skeletal tracker.
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Figure 2.25: Two examples of contact detection between the human hand and the
object (hammer at the left, jug at the right). Before contact the human hand and the
object are detected as two separate point cloud clusters. After contact the human hand
and the object belong to the same cluster.
Let also Ke = KR T
Re be the position of the robot tool center point in the Kinect ref-
erence frame, computed through forward kinematics. The robot tool center point is
located on the robot end-effector and, therefore, it is close to the object grasped by
the robot. The iterative procedure starts by obtaining a new depth image expressed
in the Kinect reference frame K that is converted into a point cloud data structure C
(about 300K points). Then, a bounding box is extracted from C centered at Kh that
contains approximately 10% of the original points (line 5). The points lying in the
bounding box are filtered by removing statistical outliers and clustered. Since the
bounding box is centered at the human hand, the detected cluster closest to the center
of the bounding box is labeled as the hand cluster (line 7). When the human hand
is not in touch with the object delivered by the robot the human hand and the object
are detected as two separate clusters. Conversely, when the human hand touches the
object the human hand and the object are detected as a single cluster (figure 2.25).
Therefore, the algorithm checks whether the robot tool center point Ke lies within
the human hand cluster (line 8). If the robot tool center point falls within the human
hand cluster, then the system detects that the user is grasping the object and the robot
releases the object. Otherwise, the robot keeps holding the object and the detection
procedure is iterated.
2.3.5 Evaluation
A user study was conducted to test the performance of the proposed robot to human
handover system. A total of 25 participants (15 males and 10 females) were recruited
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Figure 2.26: Sequences of images (left to right) of two handover experiments (ham-
mer in the top row, blow torch in the bottom row). Objects are delivered by the robot
to the user in a comfortable way by orienting the most appropriate part (handle) to-
wards the user.
Figure 2.27: Example of a perturbed handover. The hammer is delivered to the user
in an uncomfortable way.
among students and other members of the University of Parma. The age of the sub-
jects varied between 22 and 35 years (mean age was 25±3.3 years). About 90% of
the subjects were right-handed. Each user was free to assume an arbitrary position
and orientation in front of the robot. Users did not need any particular instruction to
take the object from the robot. They were just told that the robot would give them an
object and that they should start moving their arm to grasp the object at the end of the
robot motion (for safety reasons). Each subject performed two trials of the handover
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Figure 2.28: Image of a handover experiment from user’s point of view. The jug is
delivered to the user in a comfortable way by orienting the handle towards the human
torso.
task with the same object without any practice session in order to collect an imme-
diate and unbiased feedback. The object (hammer, jug or blow torch) was randomly
chosen by the moderator. In one trial (randomly chosen) the object was delivered to
the user by using the proposed approach for comfortable handover; in the other trial
the same object was delivered by perturbing the goal orientation to force an uncom-
fortable object configuration.
Figure 2.26 displays two experiments of comfortable handover. For example, when a
comfortable handover of the hammer was performed, the object was grasped by the
robot from the head as shown in figure 2.26 (top row) and it was delivered so that
the handle was oriented towards the user. Instead, when the perturbed handover was
performed, the robot still grasped the head of the hammer but the object was deliv-
ered so that the head of the hammer was oriented towards the user as illustrated in
figure 2.27. Hence, the perturbed case forced the users to grasp the object in an un-
comfortable way because the head of the hammer does not afford grasping and also
because users had to take the object by putting their hand close to the fingers of the
robot. The most appropriate part to be oriented towards to the user is known to the
system and it is specified by the moderator by using a graphical user interface. Figure
2.28 displays an image of a comfortable handover experiment from the user’s point
of view. After the experiments, all the participants answered a questionnaire with the
purpose of assessing the level of comfort in both trials.
Table 2.3 reports the results of the questionnaire where the rating scale (Likert scale)
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Question proposed perturbed
approach approach
Object was delivered comfortably 4.9(±0.34) 2.7(±0.7)
I felt safe 4.7(±0.47) 3.8(±0.75)
Table 2.3: Questionnaire results: user average rating [1(strongly
disagree). . .5(strongly agree)].
ranges from 1 (strongly disagree) to 5 (strongly agree). All the users judged the pro-
posed approach as comfortable, whereas they stated that the perturbed approach for
object handover was less comfortable and not human-like. Results showed significant
differences (Wilcoxon signed-rank test, p < 0.005). Moreover, the users felt safer
when they received the object using the proposed approach with statistically signif-
icant differences (Wilcoxon signed-rank test, p < 0.01). It must be remarked that
users were not told in advance which approach they were experimenting. Another
result is that in 95% of the trials of comfortable handover users actually grasped the
expected target part of the object, thus suggesting that the robot exhibited a socially
aware behavior.
Table 2.4 reports the average times of the three phases of the handover task (Intel
@2.66GHz). The first phase is very slow and, therefore, it was performed offline in
absence of the user. The time required for planning 200 grasps is quite high as it
includes a graphical animation. The online part of the task (starting when the user ap-
proaches the robot) required about 44 seconds for the user to receive the object with
the proposed approach. The average time for the user to take the object was about
4s (measured from the instant when the robot stops at the goal configuration). In the
perturbed approach the user spent, on average, twice the time to take the object (about
8s). The difference suggests that in the proposed approach the user had a faster re-
sponse time. The average time for taking the object has been measured by adding the
time spent by the user to move his/her arm towards the object and the average time
(2s) of the automatic grasp detection phase described in section 2.3.4. The most time
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Step Time (s)
First phase (offline) 111
Scanning the environment (eye-in-hand laser) 35
3D object modeling and segmentation 16
Robot grasp planning (200 grasps) 60
Second phase (online) 40
Human detection 7
Robot motion planning 8
Robot motion 25
Third phase (online, proposed approach) 4
Third phase (online, perturbed approach) 8
User hand motion towards the object (proposed) 2
User hand motion towards the object (perturbed) 6
Grasp detection phase 2
Total (offline+online, proposed approach) 155
Total (offline+online, perturbed approach) 159
Table 2.4: Average times for the robot to human handover task.
consuming step in the online phase, which affected the time the user had to wait, was
the motion of the robot manipulator towards the user. The robot was programmed
to move slowly to exhibit a safe behavior for the user. In principle, the speed of the
robot arm could be increased.
2.3.6 Coping with scenes with multiple objects
The proposed method for comfortable object handover has been extended to envi-
ronments that include multiple objects. In such cases there are additional issues to
cope with. First, the approach described in section 2.3.2 for 3D object modeling and
segmentation, which requires a complete point cloud of the object, is not suitable due
to inter-object occlusions. Indeed, it is difficult to obtain a complete scan of an object
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Algorithm: Object recognition
Input: Cob j: object point cloud cluster; M: point cloud dataset;
Output: the closest prototype Mtarget ; HICP: alignment transformation;
1: FPFHCob j ← Compute_FPFH_descriptors(Cob j);
2: for M j ∈M do
3: FPFHM j ← Compute_FPFH_descriptors(M j);
4: H←SAC_IA(Cob j,FPFHCob j ,M j,FPFHM j );
5: f = f itness(M j,HCob j);
6: if f ≤ fmin then
7: HIA← H;
8: Mtarget ←M j;
9: fmin← f ;
10: end if
11: end for
12: HICP← ICP(HIA,Cob j,Mtarget );
Figure 2.29: Algorithm for object recognition.
when the environment contains multiple objects. To solve this problem an algorithm
for object recognition from partial observations has been developed that compares
the observed point clouds to a known dataset of complete point clouds. Second, a
more advanced interaction technique is required to let the user select the object to
be delivered by the robot. To this purpose voice recognition and text-to-speech have
been used to enable natural user interaction.
Object recognition
Object recognition is performed after extracting the point cloud clusters of the ob-
jects in the scene. The proposed algorithm is illustrated in figure 2.29. For each point
cloud cluster Cob j the algorithm finds the most similar element Mtarget from a known
dataset M of complete point clouds. The method is based on the computation and
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Figure 2.30: Dataset used in experiments with multiple objects.
Figure 2.31: Examples of point cloud alignment (after ICP refinement) for object
recognition showing the prototype point cloud in the dataset (displayed in red) and
the observed point cloud cluster of the object to be recognized (displayed in blue).
the alignment of local point cloud descriptors. The dataset used in the experiments
contains 10 complete point clouds that have been obtained by scanning the objects
shown in figure 2.30 separately. The dataset also contains the reconstructed mesh of
each object from the complete point cloud, its segmentation into parts, and the infor-
mation about the most appropriate part to be oriented towards to the user. When the
object is recognized the corresponding segmented model in the dataset is inserted in
the simulation environment for planning the handover task.
The recognition algorithm starts by computing the Fast Point Feature Histogram
(FPFHCob j ) of all the points of the observed point cloud C
ob j (line 1). Given a point
p of a point cloud and its k nearest neighbors the Fast Point Feature Histogram
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FPFH(p) is defined as
FPFH(p) = SPFH(p)+
1
k
k
∑
i=1
1
ωk
·SPFH(pk) (2.3)
where ωk is a weight factor, and SPFH is the Simplified Point Feature Histogram
[88] which is a local descriptor that encodes information about estimated surface
normals of the k-neighborhood of a point. Then, for each complete point cloud M j
in the dataset the algorithm computes FPFHM j and it executes a sample consensus
non-linear optimizer (SAC_IA, line 4) between FPFHCob j and FPFHM j on a set of
correspondence triplets. The result is a transformation matrix H that represents the
estimated alignment between the two point clouds. The closest element Mtarget in M
to the observed point cloud Cob j is the one that minimizes a fitness function, that is
computed as a sum of squared distances of corresponding points from Mtarget to the
input point cloud transformed by H (lines 5-10). The transformation matrix between
Cob j and Mtarget is named HIA (line 7). Transformation HIA is further refined through
the iterative closest point (ICP) algorithm (line 12). Figure 2.31 shows examples of
point cloud alignment after ICP refinement. After recognition, the corresponding seg-
mented mesh in the dataset is inserted in the simulation environment for planning the
handover task. The complete segmented mesh is placed in the simulation environment
by applying the refined transformation matrix HICP. To evaluate the performance of
the object recognition algorithm experiments have been conducted in different scenes
by varying the number of objects and their pose (up to 5 objects per scene have been
tested). A total of 100 object recognition experiments were performed with a recog-
nition rate of 90%. The accuracy of the estimated transformation matrix has been
evaluated by measuring the actual position and orientation of 20 objects. The aver-
age error in object position is 0.5±0.2cm, while the average error in object rotation
(about the vertical axis) is 1,8◦± 3◦. The average errors are sufficiently small to al-
low robot grasping. The average time required to recognize one object (which is an
additional step in the offline phase of table 2.4) is 15s, and of course it depends on
the number of elements in the dataset.
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1: phrasetype1: <action>+“the”+<object>
2: phrasetype2: “it’s”+...+<location>+...+<object>
3: <action>: “take”|“give me”|“get”
4: <object>: “jug”|“hammer”|“blow torch”|...
5: <location>: “front”|“behind”|“right”|“left”|...
6: <answer>: “yes”|“no”
Figure 2.32: Grammar used for speech recognition.
1: User moves in front of the robot
2: robot: “User identified, please select an object”
3: human: “Give me the jug”
4: robot: “Two jugs found, please specify which one you would like to receive”
5: human: “It’s behind the horse”
6: robot: “Jug behind the horse requested, confirm?”
7: human: “Yes”
8: robot: “Request accepted”
9: Robot gives the selected jug to the user
Figure 2.33: Human-robot dialog: user selects the small jug located behind the horse
by voice recognition (shown in figure 2.35).
Voice interaction
Voice recognition and text-to-speech have been integrated to enable more natural user
interaction allowing the user to select an object to be delivered by the robot. The voice
interaction module (based on the Microsoft Kinect software development kit) is gov-
erned by a finite state machine and it was developed to recognize phrases from the
grammar illustrated in figure 2.32. A first type of phrase is used for object selection
(line 1). A second type of phrase is used to specify simple spatial relationships be-
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Figure 2.34: Motion planning of the handover task (with multiple objects in the scene)
after selecting the small jug by vocal interaction (as shown in figure 2.33).
Figure 2.35: Execution of the handover task that was planned as shown in figure 2.34.
tween objects (line 2). This second type of phrase is required when the system asks
the user to provide additional information to resolve ambiguous cases due to multiple
objects of the same type in the scene. The Kinect speech recognition engine does
not require any sort of training and it has allowance for verbal wildcards to improve
flexibility.
Handover experiments performed with voice interaction required a trial period for
the users to familiarize with the voice recognition interface. A new user group (with
similar characteristics) was recruited with a total of 15 italian participants (9 males
and 6 females). All the subjects were able to complete handover tasks (in English lan-
guage) in different environments with multiple objects. The percentage of incorrect
recognition of spoken words was about 10%. When the system did not recognize a
word or an object not present was requested the user was invited to repeat the phrase
until success.
In the rest of this section a complete handover experiment is described. Figure 2.33
reports the dialog between the user and the system. Figure 2.34 displays the motion
planning phase, while figure 2.35 displays the execution of the handover experiment.
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In the first phase the robot scans the environment and then object recognition is per-
formed. The environment includes three objects: a toy horse and two jugs. When
the user approaches the robot he/she is detected and the system asks which object
should be delivered. The user says:“Give me the jug”, but since there are two jugs
in the scene the system asks which one he wants. The user specifies that he wants
the jug located behind the horse. Then the object is identified and the handover task
is performed. The jug is delivered to the user so that the handle can be comfortably
grasped.
2.4 Discussion
In this chapter two approaches for human-robot handover have been presented. The
first approach, which enables human to robot handover, has been tested using the
robot HERB. The second approach, which is a method for direct robot to human ob-
ject handover, has been tested using a COMAU industrial manipulator. Both systems
developed are human aware and exploit the Microsoft Kinect to perform human de-
tection and skeletal tracking.
The former approach allows HERB to actively participate in human-robot handoffs.
This approach uses human tracking and 3D point data from the Kinect sensor to
determine if a handoff is desired by a human and to control the robot arm to take
the object from the human. The intention of the human to perform the handover is
inferred through gesture recognition. Two different control algorithms were tested:
A planner and a reactive controller. While the two control methods each have their
strong and weak points, I believe that the reactive controller has the best potential.
The reactive behavior allows the robot to adapt and synchronize its motion to the hu-
man counterpart, which is a desirable feature in physical human-robot interaction.
The latter approach enables comfortable object delivery from a robot to a human.
The novelty of the approach lies in its facilitation of user comfort when receiving the
object. The proposed method achieves comfortable object handover by planning the
motion of the robot so that the appropriate part of the object is oriented towards the
user. In addition, with the approach proposed the robot determines when the human
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wants an object and which object has to be delivered through verbal communication
User studies have shown that using these approaches robots and humans can effec-
tively and intuitively work together to complete the handover without specific in-
struction to the human. Both systems perform object recognition and detect when the
human and robot are ready to start the transfer of the object. However, since they have
been developed using different robotic platforms, these functionalities have been de-
veloped in different ways.
The system developed on HERB uses range and color data provided by the Kinect
to perform object recognition. Since the Microsoft Kinect has been located at 2.5 m
from the scene, it was possible to use only global features to recognize the object.
On the contrary, the system developed using the COMAU was provided with a laser
scanner on the robot end effector, used to recognize the object. Since the 3D point
cloud provided by the laser was pretty accurate it was possible to use more robust
techniques for object recognition (such as FPFH [88] or NARF [72]) and to segment
the object to make the robot aware of the object affordances. A similar approach can
be useful also when receiving an object. During the user study described in section
2.2.4 it happened that the robot accidentally touched the human while grasping the
object. It was not dangerous nor painful for humans, but they found it awkward. This
issue could be dealt with by detecting the part of the object available for the grasp. In
addition, a programming by demonstration technique [89] is useful for teaching the
robot which is the most appropriate part of an object to grasp or to be offered to the
user. As an alternative to the laser scanner, a second RGB-D camera on board could
be used to perceive the object. In the case where two RGB-D cameras were available,
the first camera would give us information about human motion in the scene and the
second on board camera would give us better information around of the points of
interest near the robot.
In order to detect when to transfer the object, HERB uses both force and visual sen-
sors while the system developed on the COMAU exploits only visual information.
Even if the vision-based system has shown to work properly in real cases ( all the
users in the user study completed successfully the transfer of the object ), if we think
about giving an object to a human we can easily identify as fundamental the tactile
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feedback that we feel on our fingers during the transfer of the object. If a human
closes the eyes and he gives an object to another person the handoff can be still
performed in a safe and reliable way. Nevertheless when it comes to robot-human
handovers obtaining a tactile feedback comparable with the tactile feedback of hu-
man fingers is hard. Moreover having very accurate tactile sensors is expensive. For
this reasons I believe that fusion between tactile sensors and visual sensors is a key
point to build efficient and reliable handover systems. Sensor fusion is particularly
important when the robot actively approaches the human hand. HERB has shown
during user studies how it can approach the human hand in a “gentle” way using sen-
sor fusion.
The availability of reliable human-tracking systems like the Kinect and smart control
algorithms that use the human-tracking feedback and other sensor data can lead to
rich human-robot interactions where the robot is aware of the human and they can
actively collaborate together towards a final goal. In this work, the use of rich 3D
RGB-D data for human-tracking and object detection, combined with incremental
control methods, created handover systems that are reliable and can take some of the
mental and physical burden off the human. Continued research in this area will lead
to very intuitive, comfortable and efficient human-robot interaction on a level unseen
before.

Chapter 3
Toward seamless Human-Robot
Handovers
After addressing specific aspects of human-robot handovers I was interested in find-
ing a holistic representation for this kind of interaction. A handover is a complex
collaboration, where actors coordinate in time and space to transfer control of an ob-
ject. This coordination comprises two processes: the physical process of moving to
get close enough to transfer the object, and the cognitive process of exchanging in-
formation to guide the transfer. Despite this complexity, we humans are capable of
performing handovers seamlessly in a wide variety of situations, even with strangers.
This suggests at a common procedure that guides all handover interaction. This sec-
tion proposes how that procedure can be encoded.
This result is achieved by studying how people hand objects to each other in or-
der to understand their coordination process and the signals and cues that they use
and observe with their partner. Based on these studies, it is proposed a coordination
structure for human-robot handover, consisting of physical level and social-cognitive
level coordination behaviors [90]. The structure presented describes how people es-
tablish the what, when and where of a handover: to agree that it will happen (and
with what object), to establish the timing, and to decide the configuration at which
the handover will occur. Then I explain how the robotic applications described in this
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Figure 3.1: Handover activities observed in human-human handover study [91].
thesis address specific aspects of this structure and how user studies have been used
to examine some specific aspects of human-robot handovers. Finally, I offer design
implications for seamless human-robot handover interaction.
3.1 Learning handovers from humans
Handovers are complex interactions, yet humans are capable of performing han-
dovers seamlessly and without conscious thought. This suggests people share a com-
mon procedure that guides the handover interaction.
An interesting user study has been conducted in [91]. In [91] five pairs of partici-
pants handing objects to one another in a kitchen were observed. Each person in the
pair took turns being a care-giver who brought objects to a care-receiver. The care
receiver was either sitting on a chair and reading magazines, or standing and packing
a box on a table. For each of two scenarios, they transferred 10 objects, resulting in
40 trials for each pair. The session took about 30 minutes to complete, and was video-
taped. The trials were analyzed by coding the videos based on physical activities that
the subjects were engaged in: carrying, reaching out its arm to signal to indicate its
readiness, and transferring. In addition it was noted who signaled its readiness to en-
gage in handovers - giver or receiver, in order to extract coordination patterns. The
three activities are shown in Figure 3.1.
Approaching/Carrying. When carrying objects and approaching receiver, the givers
were carrying objects in distinct postures. 66% of the time, participants used both
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hands when carrying objects, even though the objects used in the experiment were
not heavy.
Signaling All givers and receivers coordinated when and where the handover should
happen by communicating their readiness through various communication cues:
Giver signaling readiness. Givers who were carrying an object with two hands,
just prior to coming to a stop in front of the receiver, signaled a handover by dropping
a hand and reaching out with the object. Givers using one hand, reached out with
the object. Givers typically started reaching out before they came to a stop near the
receiver. However, they did not perform this early reaching behavior if the receiver
was not paying attention, which leads to believe that reaching out was used as a
signal.
Receiver signaling readiness. The receiver often signaled receptivity by making a
grabbing hand gesture with one arm or two. This behavior was observed in receivers
significantly more often when givers were carrying a cup, pens, or a tray with a
glass of water on it. These objects are more likely to be problematic if dropped (as
compared with a newspaper or book, for example), so it makes sense that receivers
should nonverbally reassure givers they are ready to receive the handover.
Coordination patterns. The most common coordination pattern (58% of trials)
was givers communicating a desire to hand over an object by coming close to the
receiver. The giver moved the hand holding the object toward the receiver’s hand,
and the receiver then would take the object. The second most common coordination
pattern (34% of trials) happened when givers reached out the hand with the object
at a point where the distance between the two participants was further apart than
the sum of their two arm lengths. In these situations, the participants closed the gap
somewhat but were further apart when the object was actually transferred. In those
cases, the receiver also reached out an arm to grab the object. The giver would then
move his or her hand toward the receiver’s hand. Some receivers exhibited very co-
operative behavior by leaning their bodies forward while reaching out their arms. The
third pattern, although less common (7%), happened when the receiver waited with
a grabbing hand gesture but was not looking at the giver. The givers came close to
the receivers who did this and put the objects into the receiver’s hands. The two less
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common patterns were more frequent when receivers were standing, suggesting that
either the receiver’s standing position and/or the busyness of the receiver (sorting
items into a box) led to more signaling and intricate coordination between givers and
receivers.
Transfer. On average, the distance between the giver and the receiver did not vary
across objects. Also, all the objects were transferred at a height that was below the
receivers neck, (chest level or below). A majority of the object handovers were above
the waist. In 24 turns, givers turned a newspaper, book, cup, or pot so that receivers
could more easily receive the object. For example, the giver would rotate the cup so
that the receiver could grab the handle. This phenomenon occurred in 30% of the
turns for those four objects.
The study shows three main activities that happen during human-human handovers:
1) carrying, 2) coordinating, and 3) object transfer. When givers were carrying an ob-
ject, they held it with two hands, exhibiting a very distinct posture when compared to
extended arms. As givers approached receivers, givers or receivers indicated whether
they were ready by reaching out their arms, and their partners responded by moving
their hands toward them. When givers signaled their readiness, they seemed to take
into consideration the receivers attention and interruptibility (e.g., looking at givers
vs. tasks at hand), and social norms (e.g., being polite by rotating a cup so that a han-
dle faces a receiver). The results of this first study suggest that people use reaching
action to communicate their intent to handover and help coordinate the timing of the
handover. As soon as givers reached out their arms, receivers responded by reaching
out their arms toward the object that the giver was holding. The varying coordination
patterns between givers and receivers suggest that givers intentionally time when to
signal rather than randomly reaching out. For example, when receivers were looking
at magazines, givers did not reach out their arm until they got close to receivers. On
the other hand, when receivers were looking at the givers, givers reached out their
arms while still moving toward receivers.
In a second study [76], the authors analyze communication prior to givers’ reaching
action in order to understand how givers decide when is the right time to signal their
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(a) Sequence Feature Decision Tree (b) Interpreted Decision Tree
Figure 3.2: Decision tree classifier used to predict reaching actions in human-human
handovers [76].
readiness to handover. They observed 27 human pairs performing a task that required
handovers. The participants were placed in a kitchen environment and tasked with
putting away a bag of groceries and packing a picnic basket. Each experiment lasted
an average of 250 seconds during which the participants interacted with the bag of
groceries, picnic basket, kitchen cabinets, refrigerator, and each other performing an
average of 9.2 handovers per experiment. The experiments were recorded using three
color cameras, four depth cameras, and two microphones. From this data eye gaze,
2D position, object location, and handover actions were manually annotated at 10 Hz.
A machine learning technique called feature selection was used to automatically ex-
tract sequences of events that are predictive of the physical reaching actions. Then,
these sequence features were used in a variety of machine learning classifiers and it
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was found that a decision tree performs best on the evaluation data set with a clas-
sification accuracy of 89%, as shown in Figure 3.2. Finally, this decision tree was
validated on a test data set where it accurately predicted 82% of the reaching actions.
After interpreting the decision tree, it was determined how to predict the intent to
handover. When the following four features are all true for one of the participants
hands in the data set used for the study, there is a 89% probability that a handover
with that hand will directly follow:
• No previous signals: Within the previous three seconds the hand did not re-
ceive an object and neither participant has performed indirect handovers.
• Giver orientation and hand occupancy: At the end of the sequence the giver
must have an object in his hand and must not be facing away from his partner.
• Giver orientation and receiver gaze: At the end of the sequence the giver
must turn to face his partner and the receiver must be looking toward him.
• Giver gaze: At the end of the sequence the giver is either looking at his hand
or at the receiver.
The majority of misclassified examples corresponded to handovers where there was
no communication of intent prior to the reaching actions. In these cases, the giver
reached out to communicate the intent to handover and expected the receiver to take
the object when able.
These four features can be interpreted to make the following claims. Participants do
not perform both indirect and direct handovers at the same time. Joint attention, and
not mutual eye gaze, is a major signal when communicating intent and coordinating
reaching actions. Distance between participants is not a discriminative feature, mean-
ing that reaching actions can be started when the participants are not near each other.
These results suggest that humans often implicitly signal each other prior to reaching
out, communicating their intent to handover and coordinating the start of reaching
actions.
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Figure 3.3: The canonical handover process (physical and social-cognitive channel)
for an assistant fetching an object for a requester. The actors first agree that the han-
dover will happen and what object will be transferred. For example, the requester
could ask for the object and the assistant could verbally agree. Next, after the as-
sistant has retrieved the object, he starts approaching the requester while carrying
the object. The two actors now exchange communication cues to establish when the
handover will happen. For example, as the assistant approaches, he and the requester
can exchange looks, establishing that they are both ready and the handover can begin
as soon as they are close enough. They start reaching at the same time, establishing
where the handover will happen based on their motion and their common ground.
They then transfer the object and exit the joint activity.
3.2 The Handover Structure
The studies on human-human handovers reported above show that people coordinate
their behaviors both at physical and social/cognitive levels. Physical coordination in-
volves actions such as approaching/carrying, reaching, and transferring of control that
enable object handover. Social-cognitive coordination includes activities that estab-
lish agreement on when/timing and where/location of handovers between two people.
For example, the studies show people signal their readiness to start handovers to their
partner through non-verbal cues such as gaze, body orientation and starting to reach
out the arm. In this section, this notion is generalized to three coordination problems
96 Chapter 3. Toward seamless Human-Robot Handovers
in the social/cognitive level: the what, when and where/how of the handover.
The physical and social/cognitive level coordinations are closely intertwined. For ex-
ample, an action of reaching out the arm both serves a role of moving an object closer
to the receiver and communicating the intent to start the handover. For the descriptive
purpose, however, I explain coordinating actions that occur at each level.
In the following section, I describe physical and social/cognitive level coordination
activities involved in the handover process. According to theories of common ground
and joint activity [92], context (common ground) and joint commitment are added
prior to physical and social level coordination in the handover structure model below.
This handover structure model is described with four exemplary situations: A care-
giver handing over a glass of water at the patients request, a car mechanic reaching
out while working and asking his assistant for a wrench, a fire brigade line in which
a group of citizens is passing water buckets from a water source to a fire, and finally
an employee handing out concert fliers on a busy university sidewalk.
The care-giver example follows a typical handover: first, what is established, then the
care-giver approaches, the when is established before reaching starts, and the where
is established during reaching – just like in Figure 3.3, which shows the preferred
interaction for a typical fetching task. However, as this section will reveal, not all
handovers follow this timeline, but as long as the handover structure coordinates the
what, when and where, handovers will be seamless.
Throughout this section, I use common ground – the information the actors in a han-
dover share and know they share [92] – as a foundation for the social/cognitive coor-
dination.
3.2.1 Context
Context – the state of the world before entering the handover activity – is very impor-
tant for handovers. Social contexts such as norms or roles [93] influence how people
behave and what they expect from other people. The handover process will be differ-
ent depending on what context the handover is happening in. The following examples
illustrate very different contexts and their impact on the handover process.
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Examples:
Care-Giver: The context contains the roles of the patient and care-giver (e.g., the
care-giver is supposed to fulfill the patient’s requests), and previous handover expe-
riences (e.g., the patient has limited reaching capabilities).
Mechanic: The context contains the roles of the actors, as well as the fact that the
mechanic is working underneath a car and cannot see the assistant.
Fire Brigade: The context here contains an established procedure of swinging buck-
ets from one person to another, and the fact that the state of emergency has eradicated
many of the usual social guidelines (e.g. personal space).
Flier: The employee has no prior relationship with the people on the sidewalk, so
established social norms shape the behavior that occurs.
3.2.2 The Physical Channel
The physical channel is strongly tied to the social-cognitive channel: the physical
channel implements what the social-cognitive channel decides: e.g. when to han-
dover, but also what cues to use for communication.
Carrying/Approach: The carrying pose during approach conveys information about
the object (eg. weight, fragility, importance). Depending on context/common ground,
this plays a role in coordinating when and where. The social-cognitive channel might
also dictate additional communication cues during approach, like gaze and body ori-
entation.
Reaching: In [49] Flash at al. found that human hand trajectories often follow a
minimum-jerk profile. Huber at al. [94] observed seated humans handing over objects
to one another and came up with a novel trajectory generator based on a decoupled
minimum-jerk profile that reproduces the reaching motions of the humans and per-
forms similarly to the minimum-jerk profile. Reaching plays a role in coordinating
both the when and the where.
Transfer: In the majority of everyday handovers, both actors are in direct contact
with the object and the object and actors are stationary with respect to one another.
In these situations the actors transfer control by the giver and receiver exchanging
the object load due to external forces such as gravity and wind. After transferring
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the entire object load, often the receiver will retract or otherwise move the object to
signal the giver that the handover is complete. Then the giver will retract his arm
signaling the same, thus ending this phase and handover interaction. Chan at al. [95]
found a linear relationship between grip force and load force except when either actor
is supporting very little of the object load. Analysis of these grip forces suggests that
the giver is responsible for the well being of the object during the transfer, while the
receiver is responsible for the timing of the transfer.
3.2.3 The Joint Commitment on What - Agreeing to handover
Before handing over, the giver and receiver must both agree that they are willing and
able to perform the handover. People come to this agreement after one actor proposes
the handover and the other actor accepts it. People signal these proposals and accep-
tances using both actions (verbal and non-verbal) and context, and use the current
common ground to decide on what is appropriate. For example, people with little
common ground may need to rely on speech to propose and accept the handover,
while people who handover with each other frequently have more common ground
and may use more subtle and efficient signals such as gestures to propose and accept
the handover. In the studies described in section 3.1, this agreement was either im-
plicit in the task description, or the participants asked for a particular object. Once
the agreement to handover is established, it enters the common ground.
Examples:
Care-Giver: The patient verbally proposes the handover and the care-giver verbally
agrees.
Mechanic: The mechanic reaches out, as well as asks for a wrench. This, together
with context (the assistant is around and his role is to fulfill the mechanic’s requests).
Fire Brigade: The agreement is assumed based on context alone in this case: their
mutual participation in the task.
Flier: The employee expresses his desire to interact by facing and approaching a
passersby and reaching out with the flier. The joint commitment or agreement that
a handover will happen, however, only takes affect when the passer-by confirms by
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reaching out or by establishing mutual gaze with the employee. This is an example
in which joint commitment is established very late in the handover process, after the
giver has finished reaching.
3.2.4 Coordinating When - Signaling readiness to handover
In the user studies described in the previous section, we found that a way to establish
the handover timing is to start reaching out. However, we have found that people also
use communication cues before than reaching starts (e.g. gaze, body orientation) that
dictate the exact moment of the reaching and establish when the handover will occur.
In [96] it is shown that eye gaze can be used to infer action intention. In [97] Sebanz
at al. show that joint attention helps to coordinate the initiation and progression of
joint actions. Indeed, in [76], we found that readiness to handover is sometimes es-
tablished by turning towards and focusing on the other actor or the item to handover.
Furthermore, the study conducted in [91] indicated that when the giver is preparing
for a handover, he sometimes holds the object in a carrying pose. The carrying pose
conveys information about the object (eg. weight, fragility, importance). Depending
on common ground, the carrying pose can immediately convey to the receiver the
desire and readiness to handover. The giver may also grasp the object in a way that
will facilitate the physical transfer of the object (e.g. allow the giver to present the
mug’s handle to the receiver), which also contributes to signaling readiness.
Examples:
Care-Giver: The care-giver focuses on the patient. When the care-giver is in view,
the patient looks up to the care-giver and the glass of water. Based on their common
ground, this joint attention on the handover-enabled scene signals that both actors are
ready to reach, establishing the time of the handover before either party reaches.
Mechanic: The mechanic continuously signals his readiness by holding his hand out.
However, the timing is only set when the assistant signals readiness by placing the
wrench in the mechanic’s hand.
Fire Brigade: The rhythm of the task (context) determines the timing of the handover,
with no explicit actions required.
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Flier: The timing in this example is established at the same time as the agreement to
handover, once the passer-by starts reaching back.
3.2.5 Coordinating Where - Establishing the configuration of the han-
dover
The handover configuration is the pose the actors have when they start transferring
control of the object (e.g. arms extended and hands grasping the object). In most
cases, the giver and receiver negotiate the handover configuration as they reach to-
wards each other. During the reaching, the giver and receiver will pose their hands
and their grasp on the object to communicate how they wish to transfer the object
(e.g. one actor holds one end of a rod so the other actor can grasp the other end). The
reaching communicates some information about the actors and the object (e.g. the
object is heavy, one actor cannot reach any further, one actor is reaching more slowly
than the other so the other needs to move closer). For problematic objects (e.g. glass
of water), the receiver may reach out more to presumably ensure communication of
readiness. In [91], we found that when a care-giver is fetching an object, the physi-
cal handover location is at torso level (between the waist and neck) and the object is
presented to allow for easy grasping.
Examples:
Care-Giver: They reach toward each other based on their previous experiences with
each other and meet somewhere in between. The care-giver enforces that the han-
dover occurs with the glass upright.
Mechanic: The mechanic specifies how he will accept the handover with his hand
pose and the assistant complies. From experience working with the mechanic, the as-
sistant will pose the wrench in the mechanic’s hand so the mechanic can immediately
use the wrench.
Fire Brigade: The giver and receiver have established through routine an agreed
upon orientation and location for the handover.
Flier: The passer-by reaches out to where the employee is offering the flier: the
handover configuration is established by the employee.
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3.2.6 Justification in Interaction Theory
The handover structure proposed resonates with the interaction theory in [92] by
representing the handover as a sequence of phases within a joint activity (approach,
reach, transfer), requiring joint commitment (the what - the handover agreement)
and using common ground. The actors in the joint activity synchronize in the transi-
tions between these phases, e.g. establishing the when nominally transitions from a
preparatory phase (approach) to a reaching phase. Once committed, the failure of an
actor to perform his part affects the public perception of every actor’s self-worth and
autonomy [92], thus creating a social consequence based on the success or failure of
the handover.
3.3 Human-robot handovers
The knowledge of human-human handovers can be ported to robots to examine some
specific aspects of human-robot handovers. In order to design a system for seamless
human-robot handover all the phases of the structure presented in this chapter have
to be addressed. In this section I aim to give an overview on how the phases of the
handover can be addressed in Human-Robot handover. To this purpose, first I briefly
discuss how the research works in the literature fit the proposed structure, then I dis-
cuss how and which phases have been addressed by the robotic applications presented
in this thesis.
3.3.1 Human-robot handover phases in literature
I already discussed in chapter 1 the state of the art of human-robot handover. In order
to give a complete overview on how the phases of the handover can be addressed in
Human-Robot handover, Here I briefly discuss how the research works in the litera-
ture fit the proposed structure.
Carrying/Approach: In [58] Kim et al. investigated how a robot can grasp an ob-
ject before handing it to a human that incorporates the object’s shape, the object’s
function, and the safety of both the robot and human. Similarly, in [57] a planner
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was presented able to grasp unknown arbitrary objects for interactive manipulation
tasks. In [98] Sisbot et al. developed a navigation planner that creates safe, legi-
ble, and socially acceptable paths. Takayama et al. [99] explored how personal space
(proxemics) varies when approaching and being approched by a robot based on the
human’s experience with robots and where the robot looks during the approach. In
[100] Mumm et al. studied how proxemics varies with a robot’s likeability and eye
gaze. Mainprice et al. [101] created a trajectory and motion planner that can vary the
amount of human motion required to handover, allowing the robot to choose the best
handover location based on context.
Reaching: In [47] Glasauer et al. investigated how a robot can convey the intent to
handover and signal its readiness using human-like reaching gestures.
Transfer: A physical aspect of the handover is transferring control of the object.
Nagata et al. [59] presented a grasping system based on force and torque feedback
that senses when the humans has a stable grasp on the object, after which the robot
can release the object. In [102] Sadigh et al. presented a robotic grasping controller
inspired by human grasping to grasp an object with minimal normal forces while
ensuring that the object does not slip.
Common Ground: During the handover, the actors use their common ground to de-
cide how to communicate with each other, plan tasks, and coordinate actions. Hoff-
man et al. [103] created a measure of fluency for human-robot interactions and also
found that anticipatory agents are more efficient than pure reactive agents. This work
highlights that robots should be able to accurately predict for human actions.
What - Joint Commitment: Before handing over, the actors must have a joint com-
mitment to handover, establishing that they are both willing and able to perform the
handover. One capability that facilitates entering a joint commitment and maintaining
the commitment is the recognition of engagement. Rich et al. [104] observed engage-
ment in human interactions, used these observations to derive four types of events
that contribute to the perceived engagement, and created a computational pipeline
that robots can use to detect these events and determine human engagement.
When: The handover process requires the actors to coordinate when the handover
will occur. From the study in [76], we know that eye gaze is very important when
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signaling when to handover in human-human handovers. Mutlu et al.[105] examined
the effectiveness of gaze cues performed by robots that are designed with abstracted
human-like features. In [106] Cakmak et al. confirm that arm extension is an impor-
tant signal to communicate readiness to handover. They also suggest that having a
distinct carrying posture prior to extending the robot arm, is critical for people to un-
derstand when they can grab an object from the robot. Grip positions may matter less
in terms of signaling its readiness to hand over an item, though it may make it more
convenient for people take an object out of robots’ hands.
Where: The handover process requires the actors to coordinate where the handover
will occur. In [60] Edsinger et al. found that during a handover humans will pose an
object in the robot’s stationary hand regardless of the robot’s hand pose, demonstrat-
ing that humans adapt to the robot’s hand pose. Pandey et al. [61] investigated how a
robot can predict where the human will handover and then proactively move to this
location. Sisbot et al. [63] developed a manipulation planning framework that chooses
handover locations based the human’s safety, accessibility, field of view, posture, and
preferences. In [11] Cakmak et al. suggest that robot should choose the best handover
configuration taking into consideration the human’s preferences, i.e. choose the best
object location, object pose, and arm configuration.
3.3.2 Human-robot handover phases addressed in this thesis
The two systems described in the previous chapter implement various aspects of
human-robot handovers and the user studies conducted evaluate their performance.
These aspects are all parts of the physical process of handing over, specifically how
to present and negotiate the physical handover, but they also are used to coordinate
when and where the handover should occur.
The system described in section 2.2 was used to explore how to perceive human
readiness and how to negotiate when and where to hand over. This issue has been
already addressed in [61] in cases where the robot suggests the hand over location. In
my study, I focused on cases where the human suggests the hand over location while
the robot complies, such as in the mechanic example where the robot is the assistant.
The system developed is able to infer the human readiness by detecting reaching
104 Chapter 3. Toward seamless Human-Robot Handovers
gestures of the human, to negotiate the where by tracking the position of the object
that the human is holding, and to convey the robot readiness to start the transfer by
reaching out and softly touching the object. These skills have been achieved using
an accurate perception system and a reactive controller to move the robot arm which,
during a user study, has proved to be suitable for this kind of interaction. Since the
robot actively negotiates where to handover up to the contact with the object, it needs
to behave in a way which is accepted by the human and that makes the human feel
comfortable and safe. In the user study described in section 2.2 I found out that in
order to obtain such a suitable behavior the following four factors are crucial during
the interaction when negotiating the where and when of the handover:
Forcefulness: The robot must be able to apply the proper force to the object in the
final part of the reaching and during the transfer of the object.
Aggressiveness: The robot must tune its velocity. It is important that the robot does
not move too fast when close to the human. Its velocity should be directly propor-
tional to the distance from the object.
Predictability: Predictability makes humans more comfortable around the robot
because they can plan into the future and know that it won’t do anything strange.
Timing: Human-human handover are fast. Robots should be as fast as humans to
obtain a seamless interaction.
The system described in section 2.3 was exploited to study where the robot should
hand over an object when delivering it to a human, how it should present the object
and how the robot can detect the human readiness to start the transfer of the object.
In addition, the system has been used to study how the joint commitment can be
obtained (through verbal interaction) in cases where the robot does not have enough
information to infer a handover based on human cues and the context does not contain
information about which object has to be delivered. User studies showed that in order
to obtain a seamless interaction the robot should include the following considerations
in its behavior:
• the robot should perceive the human and his/her position and configuration in
order to propose the object in front of him when it is possible.
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• the robot should take into account the object grasp affordances and deliver the
object so that its most appropriate part (e.g. a handle) is oriented towards the
user. The user study also shows that the average time for the user to take the
object is lower when this behavior is adopted. This suggests that the proposed
approach makes the transfer easier for the user and may help to convey the
robot readiness (even if less than the robot reaching gesture).
• In oder to detect the readiness of the user to start the transfer the robot can use
its vision system (to detect the grasp of the person). An effective and reliable
system can be obtained using the vision system together with tactile sensors.
• Explicit verbal communication can be used to agree to hand-over. When the
robot does not have enough information to infer a handover based on human
cues, the robot should be able to understand simple verbal requests from the
human. Very simple grammars can enable intuitive and effective interactions.
A simple but effective grammar has been presented in section 2.3.6.
3.4 Discussion
Human-human handovers suggests that humans handing off items to humans coordi-
nate their handover process using context and cues that are physically and verbally
communicated, and that robots can adopt some of these signals to coordinate han-
dover activities with people. Throughout my studies, I found that people could easily
understand human-like cues when performed by a robot, and that they preferred these
cues over machine-like ones.
I offer the following design recommendations for seamless human robot handovers.
First, HRI designers should rely on human-like gestures and cues for seamless han-
dovers. Second, HRI researchers should model social norms that are well-codified
and heavily relied on in certain social settings. Third, HRI designers should imple-
ment robots with capabilities to detect how people want to establish the what, when,
and where of handovers. It is also important for robots to respond using human-like
gestures and signals (so that people know that robots are responding to their signals).
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Two exemplary scenarios for seamless human-robot handovers are presented below:
When the robot is a giver:
• The robot receives a request from a person about what to retrieve
• The robot carries the object in a distinctive carrying posture while approaching
the person
• When the robot is getting near the person, the robot observes her eye gaze
(i.e., whether she is looking at the robot) and interruptibility (i.e., not holding
objects)
• Upon finding a good moment to interrupt, the robot reaches out the object
toward the torso of the person
• If the person reaches out its arm toward the robot before the robot reaches out,
the robot reaches out in response to hand the object out to the person
• If the robot cannot find a good moment to interrupt while traveling, it stands
next to the person and reaches out its arm toward the person’s hand
When the robot is a receiver:
• The robot receives a person’s request to give an object to the robot
• The robot approaches the person with arms close to its body (in order to com-
municate that the robot is not ready to receive)
• When the robot is getting near people, the robot observes the person to see
whether she reaches out her arm with an object
• Once the person starts to reach out her arm, the robot responds by reaching out
its arm toward the object
• If the person does not reach out her arm, the robot reaches its arm and opens
its hand to signal its readiness to receives an object
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Like any study, the research presented in this dissertation has many limitations. Human-
robot handovers were observed and evaluated through laboratory experiments. Fur-
thermore, human-robot behaviors were implemented to test specific aspects of the
handover structure. Future work will implement and evaluate the entire seamless
human-robot handover structure in more general settings. In addition, applying the
proposed framework and guidelines to handovers will uncover further design and re-
search questions that are of interest. For example, in human-robot handovers, how
can seamlessness be maintained when robots have a primitive arm, are not anthro-
pomorphic, or have very simple sensing and actuation capabilities? An interesting
question is how robots should behave, based on their limited knowledge of the social
and cognitive context of a situation. Also, how can robots learn social and cognitive
context?
This work suggests new opportunities for research in human-robot handovers, and
for exploring the role of social information, cognitive information, and context, in
improving interactions between people and the robots that work closely with them.

Chapter 4
Conclusions
Until a few years ago robots were confined to factories and other industrial settings.
However, robots are currently in the progress of moving out from the factories and
into our homes and offices, for example, to run errands for us or otherwise assist us.
In this context Human-Robot Interaction (HRI) is particularly relevant. During my
research activities I focused on physical HRI. In particular I addressed the issue of
the hand-over of an object between a human and a robot. This highly collaborative
task is very common in everyday life, and robots that will operate in domestic envi-
ronment will inevitably have to deal with it.
The hand-over task has been vastly investigated in literature. Traditionally, robot put
most of the effort during the interaction on the human partner. This happened because
until very recently it was hard for robots to have a strong perception of the human,
and therefore they could not reliably plan actions in the proximity of a human being.
In order to accomplish the hand-over, robots showed their intention through a reach-
ing gesture and let the human take the object from their hands or position the object
into their hands. Recently, the fast advancement in computer vision and robotic tech-
nology has enabled the development of perception systems that are able to accurately
perceive humans. With the availability of these new systems it is possible to break the
human-centric interaction, that depends mostly on human effort, and allow the robot
to take initiative by acting in the proximity of the human body, thus decreasing the
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cognitive and physical load of interaction on human side.
In this thesis I have presented two human-aware robotic systems that enable a robot
to perform hand-over tasks. The first system provides the robot with the capabil-
ity to receive an object from a human. The system is able to detect the intention of
the human to hand the object over and to start a reaching behavior in the robot that
takes the object from the human hand. The intent to hand over the object is detected
performing gesture recognition. The robot behaves actively until the end of the inter-
action reaching out up to the contact with the object. This is achieved using a reactive
controller and a perception system that tracks the position of the object that the hu-
man is holding. This behavior is suitable in situation where the human is busy and
can not focus on the hand-over, hence he needs help from the robot to accomplish
the task. In a user study the system has proven to work properly completing most
of the handovers attempted. Furthermore, observing the interaction and analyzing a
survey questionnaire filled out by subjects, I found that four features of the robot be-
havior are critical during the interaction: forcefulness, aggressiveness, predictability,
and timing. By tuning these features the robot can perform a behavior which is ac-
cepted by humans and perceived as safe and comfortable. These properties, which
have been explained in section 2.2, are intuitively critical for many tasks that require
physical interaction. For example a care-giver robot that has to lift a patient in order
to put him on a wheelchair should properly tune its force when it touches the human
body (forcefulness), should not approach the patient too fast (aggressiveness), should
not perform strange trajectories (predictability) and should take a reasonable time to
complete the task (timing).
The second system described in this thesis enables a robot to deliver objects to hu-
mans in a way which is comfortable for humans. Comfort is taken into account by
delivering the object so that the most suitable of its constituent parts (e.g. a handle)
is oriented towards the user. This idea is supported by the observation that most ordi-
nary objects (such as tools) have grasp affordances, i.e. preferential and comfortable
ways of grasping an object to achieve a particular function. A user study has con-
firmed that users feel that the robot delivers the objects in a comfortable way that
complies with their expectations. In addition, using this approach the reaction time
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of the person that receives the object is shorter and the handover is completed faster.
In order to determine when the robot has to deliver the object and which object has to
be delivered the robot is provided with voice recognition and text-to-speech systems.
These systems enable natural and effective interaction.
Although these robotic systems have achieved good results during user studies, they
have some limitations. First, they have been tested through laboratory studies. Sec-
ond, they address specific aspects of human-robot handovers. The first system focuses
on the detection of the human intention to hand over an object and the negotiation of
the hand over location, but it does not address how the robot should approach the hu-
man when they are apart before the interaction or how the robot can perform a stable
grasp during the transfer of the object. The second system focuses on how, when and
where the object should be offered to the human and how the robot can detect the hu-
man readiness to start the transfer. However, it does not address which arm trajectory
the robot should perform.
In section 3.2 I proposed a holistic representation of handovers. The handover struc-
ture proposed describes handovers at physical and social/cognitive levels. Physical
coordination involves actions such as approaching/carrying, reaching, and transfer-
ring of control that enable object handover. Social-cognitive coordination includes
activities that establish agreement on when/timing and where/location of handovers
between two persons. Effective and seamless human-robot handovers can be obtained
by addressing all these aspects. Future work will implement and evaluate the entire
seamless human-robot handover structure. Robots are close to effectively and seam-
lessly participate in human-robot handovers. Continued research in human-robot in-
teraction and physical human-robot interaction will lead to personal robots that are
able to effectively interact with people in a way accepted by humans.

Appendix A
Tools for Gesture Recognition
Gestures are expressive, meaningful body motions involving physical movements of
the fingers, hands, arms, head, face, or body with the goal of conveying information,
either in place of speech or together and in parallel with spoken words. They are an
interesting subspace of the possible human motions. Generally, there are many-to-one
mappings from concepts to gestures and vice versa. Gestures vary among individuals,
and even for the same individual among different situations. Moreover, gestures are
often language and culture specific. For these reasons, gestures can be ambiguous and
incompletely speci f ied. Nevertheless, in several cases a gesture can be successfully
used to extract useful information or to realize the intention of the subject who is
performing it.
Typically, the meaning of a gesture can be dependent on several factors:
• spatial information: where it occurs;
• path information: the path it takes;
• symbolic information: the sign it makes;
• context information: the context in which it occurs.
Gestures can be static (the user assumes and maintains a certain pose or configu-
ration) or dynamic (with prestroke, stroke, and poststroke phases). Moreover, some
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gestures have both static and dynamic elements, as in sign languages. Gestures can
be classified in the following types:
• hand and arm gestures: recognition of hand poses and hand trajectories, often
used for sign languages and entertainment applications;
• head and f ace gestures: some examples are direction of eye gaze, raising the
eyebrows, opening the mouth to speak, winking, looks of surprise, happiness,
disgust, fear, anger, sadness, contempt, etc.; this information is used to detect
emotions or perform gaze-following.
• body gestures: involvement of full body motion, as in: tracking movements
of two people interacting outdoor, analyzing movements of a dancer or rec-
ognizing human gaits for medical rehabilitation and athletic training. This in-
formation is often used in medical, human-robot-interaction or entertainment
applications.
In this chapter, the main sensors and the main techniques used to perform gesture
recognition are reported.
A.1 Devices and sensors for gesture recognition
In order to detect gestures the human body position, configuration (angles and rota-
tions), and movement (velocities) need to be sensed. A large set of devices ranging
from instrumented data gloves and body suits to RGB and depth cameras are used
for gesture recognition. Each sensing technology varies along several dimensions,
including accuracy, resolution, latency, range of motion, user comfort and cost. Dur-
ing my Phd I conducted research activities to design and develop gesture recognition
systems suitable for interaction with 3D environments. I developed and tested proto-
types based on infrared and RGB cameras [107], touchsreens [108] and accelerome-
ters [109].
This paragraph reports an overview of the main sensors used to perform gesture
recognition.
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(a) Apple iPad. (b) Microsoft Surface.
Figure A.1: Commercial devices that make use of touchscreen interfaces. Figure (a)
shows the iPad, a successful tablet from Apple. Figure (b) shows Microsoft Surface,
a touchscreen table.
A.1.1 Touchscreens and Multi-Touch
Touchscreens are devices that enable the user to interact with a computer simply
by touching the screen. Touchscreens are able to detect a single contact point and
track the movement of this point on the screen to recognize gestures, whereas multi-
touch devices can sense several touches. Multi-touch capable displays are one of the
central emerging technologies in Human Computer Interfaces and many commercial
applications like the Apple iPad or the Microsoft Surface (Fig. A.1) already take
advantage from the benefit of this interaction technique.
When a generic user touches a multi-touch device, the contact generates an event.
Several touches generate a continuous stream of events. The amount of concurrent
events in these interfaces is limited only by the data type holding the number of
fingers inputs. Since they are not the kind of “on/off” inputs we are used to in tra-
ditional interfaces, there are needs for new ways to interpret and analyze the inputs
type and the gestures they make out. Different approaches for multi-touch sensing
have been published. The Diamondtouch [110] uses capacitive sensing. In contrast to
most optical systems it allows to distinguish different users. However, contact with a
special mat is required. Other approaches are based on optical touch sensing. These
systems can be used with rear-projected images and allow shadow free interaction.
The reactable [111], for example, illuminates the display with infrared light from be-
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Figure A.2: The Hardware Architecture of T he DabR
low the surface. An advantage besides the high spatial resolution obtained by using
a camera is that also objects can be used for tangible interaction. But problems with
detected objects slightly above the surface can lead to confusion during interaction.
The multi-touch system “Surface” from Microsoft uses a similar technique to sense
fingers and objects. A different promising technique for optical multi-touch sensing
was presented by Han [112]. A plexiglas surface is illuminated from the sides with
infrared light. Touching the surface leads to frustrated total internal reflection (FTIR):
the infrared light escapes and gets captured by a infrared sensitive camera below the
display. Hence, only clear contacts and nothing above the screen is detected. In [113]
Edelmann at al. use a similar architecture (Fig A.2 ) to sense touches on a screen in
order to detect easy and intuitive multi-touch gestures to control a virtual 3D camera.
A.1.2 Accelerometers
Typically accelerometer sensors measure the acceleration of an object along 3 axes.
Accelerometers have been extensively used in the last years for gesture recognition.
With the rapid development of the MEMS (Micro Electrical Mechanical System)
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Figure A.3: Wiimote - An ADXL330 accelerometer provides acceleration values
along 3 axes.
technology, people can wear/carry one or more accelerometer-equipped devices in
daily life such as the Apple iPhone and the Nintendo Wiimote. These wireless-
enabled mobile/wearable devices provide new possibilities for interacting with a wide
range of applications, such as home appliances, mixed reality, etc. Since this sensor
provides information about the motion, it is suitable to detect dynamic gestures.
To recognize a gesture from the captured data, researchers have applied diverse ma-
chine learning and pattern recognition techniques. The main algorithms in the lit-
erature are Dynamic Time Warping (DTW)-based approaches [114, 115, 116] and
Hidden Markov Model (HMM)-based approaches [117, 118, 119, 120, 121]. Both
sets of algorithms process the acceleration data in the time domain.
The Nintendo Wiimote (Fig A.3), one of the most successful controllers of the last
decade, uses an ADXL330 accelerometer to perform gesture recognition. The Wi-
imote is a controller developed by Nintendo for the company’s home video game
console, Wii. In [117] a Wii controller is used to recognize 3D gestures.
A.1.3 Cameras
Images are usually meaningful but it’s hard to extract information from them. Camera-
based systems have to cope with several problems such as the occlusion of parts of
the user’s body, changes in shape and size of the gesture-generating object (that varies
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between individuals), other moving objects in the background, light variations, and
noise. Vision-based techniques can also vary among themselves in: 1) the number of
cameras used; 2) their speed and latency; 3) the structure of environment (restrictions
such as lighting or speed of movement); 4) any user requirements (whether the user
must wear anything special); 5) the low-level features used (edges, regions, silhou-
ettes, moments, histograms); 6) whether 2-D or 3-D representation is used; and 7)
whether time is represented.
Vision based gesture recognition is a multi-steps process that consists of:
• Pre− processing: Usually, before an image can be exploited for gesture recog-
nition, it is necessary to apply some filters or other transformations. This step
adjusts the image so that it satisfies certain assumptions implied by the methods
that are being used in the following steps.
• Segmentation: This phase consists of extracting from an image, points or re-
gions which are relevant for further processing.
• Feature extraction: In this step, the goal is to extract features like contours,
fingertips, etc. These features are then used as characteristic patterns for the
recognition engine.
• Model/Classi f ier: This is the place of the recognition procedure. Often mod-
eling tools like Hidden Markov Models are used for gesture training and recog-
nition. Finally, a classification algorithm is used.
The great advantage of vision based gesture recognition is the freedom that is
given to the person whose gestures are recognized. Cameras have been used exten-
sively for gesture recognition. In [122] Wang at al. present a system that performs real
time hand tracking, using a camera and a color glove. The system is able to recon-
struct the pose of the hand from a single image of the hand wearing a multi-colored
glove. In [123] Salti at al. present an approach for 3D arm pose estimation from a
monocular video. Their proposal has been designed to provide real-time and realistic
reconstruction of the user motion, as required by advanced Human Computer Inter-
action (HCI) applications. Both a 2D arm tracking and a 3D arm pose estimation
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(a) RGB Image. (b) Depth Image.
Figure A.4: RGB-D camera images.
algorithm are introduced and discussed.
Recently the availability of affordable RGB-Depth cameras, with real-time synchro-
nized color and dense depth, has dramatically improved and fundamentally changed
system capabilities to perceive and interact with people and environments. The last
years have seen notable improvements in the capabilities of RGB-Depth cameras
(RGB-D), which provide per pixel RGB and Depth information. This sensors enable
a low-cost reconstruction of 3D images and image processing at high frame rate. The
most famous RGB-D camera is the Microsoft Kinect. This camera provides synchro-
nized color and depth images with a resolution of 640x480 pixels (Fig A.4). Using
this data reliable gesture recognition systems can be developed. An example is given
by the OpenNI framework [124] that provides tools for reliable gesture recognition
and people detection using an RGB-D camera (Fig A.5).
A.1.4 Data Gloves: Tracking sensors and flex sensors
Tracking sensors can reliably track the movements of a user enabling gesture recog-
nition. These sensors provide information about the position and the orientation of an
object with respect to a fixed frame of reference. These sensors can be used to build
instrumented data gloves. Often a motion tracker, such as a magnetic tracking device
or inertial tracking device, is attached to capture the global position/rotation data of
the glove. These movements are then interpreted by the software that accompanies
the glove, so each movement can mean any number of things. In addition, modern
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(a) Location of a user’s hand. The output
can be either the center of the palm (often
referred to as ‘hand point’) or the finger
tips.
(b) Identification of a figure within the
scene. The output is the current location
and orientation of the joints of this figure
(often referred to as ‘body data’).
Figure A.5: Human body tracking with RGB-D Camera and OpenNI Framework.
data gloves use flex sensors to detect how the fingers are bent. An example is the Cy-
berGlove (Fig A.6). There are different versions of the CyberGlove which can have
up to 22 flex sensors and a motion tracker in the data glove wristband. Flex sensors
are thin, flexible, and sewn into the lightweight elastic glove fabric. As each strip is
bent, its electrical resistance changes; this datum is used to calculate the angle of that
joint. In literature there are many works on dataglove-based gesture recognition. In
[125] Saggio at al. use The HiTEg Glove V4, developed by the Health Involved Tech-
nical Engineering Group (HiTEg) at the University of Rome “Tor Vergata” [126], to
perform the classification of 20 different gestures, evaluating three different method-
ologies: Support Vector Machines, Mahalanobis and Euclidean based classifiers. In
[127] Lu at al. describe the design and evaluation of a new calibration protocol for
motion-capture gloves, which is designed to make the process more efficient and to
be accessible for participants who are deaf and use American Sign Language (ASL).
A.2 Techniques for gesture recognition
Gesture recognition is an ideal example of multidisciplinary research area. There are
different tools for gesture recognition, based on approaches ranging from statistical
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Figure A.6: CyberGlove motion capture data glove.
modeling, computer vision and pattern recognition, connectionist systems, etc.
Most of the problems have been addressed based on statistical modeling, such as
Principal Component Analysis (PCA), Hidden Markov Models (HMM) [128, 129,
130], Kalman filtering [131], more advanced particle filtering [132, 133] and con-
densation algorithms [134, 135, 136]. Finite State Machines (FSM) have been ef-
fectively employed in modeling human gestures in several works [137, 138, 139,
140]. Connectionist approaches [141], involving multilayer perceptrons (MLP) [29,
142], timedelay neural networks (TDNN) [143], and radial basis function networks
(RBFN) [29, 144], have been utilized in gesture recognition as well. While static
gesture (pose) recognition can be often accomplished by template matching, stan-
dard pattern recognition, and neural networks, the dynamic gesture recognition prob-
lem involves the use of techniques such as time-compressing templates, dynamic
time warping, HMMs, and TDNN. This paragraph describes some of these popular
approaches used in gesture recognition. For a more comprehensive review refer to
[145].
A.2.1 Hidden Markov Model
HMMs are usually used to analyze or to predict time series. A Hidden Markov Model
[128, 129] (Fig. A.7) is a Markov chain with a finite number of states which are not
directly observable. A Markov chain is a Bayes Network represented by a sequence
of states that evolve over time, and each state depends only on the previous state in
the network. This specific kind of “memorylessness” is called the Markov property.
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Figure A.7: A discrete HMM network.
This is a useful assumption to make, when considering the positions and orientation
of the hands of a gesturer through time. What distinguishes a HMM from a Markov
model is the fact that each state also emits a measurement, so rather than being able
to observe the state itself, what you get to see are measurements (observations). Each
state is characterized by two sets of probabilities: a transition probability, and ei-
ther a discrete output probability distribution or a continuous output probability den-
sity function. The output probability distribution and the output probability function,
given the state, define the condition probability of emitting each output symbol from
a finite alphabet or a continuous random vector. In the case of gesture recognition
discrete HMMs are employed.
A HMM is expressed as λ=(A,B,Π) and is defined as follows:
• a set of N states {s1, ...,sN};
• a set of M discrete observation symbols {v1, ...,vM};
• a set of observation strings O = {O1, ...,OT}, where t = 1, ...T and Ot ∈
{v1, ...,vM} ;
• a state transition matrix A = {ai j}, where ai j is the transition probability from
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state si at time t, to state s j at time t + 1
A = {ai j}= Prob(s j at t+1|si at t), f or 1≤ i, j ≤ N
• an observation symbol probability matrix B = {b jk}, where b jk is the proba-
bility of generating symbol vk from state s j
B = {b jk}= Prob(vk|s j), f or 1≤ j ≤ N and 1≤ k ≤M
• an initial probability distribution for the states
Π= {pi j}, j = 1,2, ...,N where pi j = Prob(s j at t = 1)
For a discrete HMM, ai j and b jk have the following properties:
ai j ≥ 0, b jk ≥ 0, ∀i, j,k,
∑
j
ai j = 1 ∀i,
∑
k
b jk = 1 ∀ j.
The key idea of HMM-based gesture recognition is to use multi-dimensional
HMM representing the defined gestures. The parameters of the model are determined
by the training data. The trained models represent the most likely human performance
and are used to evaluate new incoming gestures. The HMM-based gesture recognition
approach can be described as follows:
1. Describe each gesture in terms o f a HMM - A multi-dimensional HMM is
employed to model each gesture. As shown in Fig A.8, the global structure of
the HMM is constructed by parallel connections of each HMM (λ1,λ2, ...,λN),
whereby insertion (or deletion) of a new (or existing) HMM is easily accom-
plished. Here λ corresponds to a constructed HMM model for each gesture,
where N is the total number of gestures being recognized. Note that only the
structures of A and B are determined in this step and the values of elements in
A and B will be estimated in the training process
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Figure A.8: N parallel HMMs connected together to recognize N gestures.
2. Collect training data - In the HMM-based approach, gestures are specified
through the training data. It is essential that the training data are represented in
a concise and invariant form. Raw input data are preprocessed before they are
used to train the HMMs.
3. Train the HMMs through training data - Training is one of the most important
procedures in a HMM-based approach. The model parameters are adjusted in
such a way that they can maximize the likelihood P(O|λ ) for the given train-
ing data. No analytic solution to the problem has been found so far. However,
the Baum-Welch algorithm [146] can be used to iteratively reestimate model
parameters to achieve the local maximum.
4. Evaluate gestures with the trained model - The trained model can be used
to classify the incoming gestures. The Forward-Backward algorithm or the
Viterbi algorithm [128, 147] can be used to classify isolated gestures. The
Viterbi algorithm can also be used to decode continuous gestures.
The goal in a recognition process is to retrieve the input gestures which are repre-
sented by a sequence O. The process is to find the HMM with the highest probability
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given a sequence, i.e.,
g = argmax
all λ
P(λ |O)
The Forward-Backward algorithm is able to evaluate the probability of the observa-
tion sequence generated by a HMM, i.e., P(O|λ ). However, the problem of recog-
nition is to compute P(λ |O). From the Bayes formula, a posteriori probability given
the sequence can be written as
P(λ |O) = P(O|λ )P(λ )
P(O)
Because P(O) is a constant for a given input, only P(O|λ )P(λ ) needs to be computed.
P(λ ) is the probability of the gesture being used, i.e., it characterizes the likely se-
quence of gestures in certain rules. For example, if the gestures are used for sign
language, P(λ ) can then be determined through a language model. In the simplest
case, all the gestures are equally likely to be used, then only the term P(O|λ ) is a
variable.
A.2.2 Finite State Machine
A finite state machine (FSM) or finite state automaton, is a mathematical model of
computation used to design both computer programs and sequential logic circuits. It
is conceived as an abstract machine that can be in one of a finite number of states. The
machine is in only one state at a time. The state it is in at any given time is called the
current state. When a triggering event or condition occurs, the machine can change
from one state to another. This is called a transition. Formally, a finite state machine
is defined as a 5-tuple (S, I, f ,S0,F) where,
• S is a finite set of states.
• I is a finite set of symbols or the alphabet.
• f : S × I → S is the transition function.
• S0 is an element of S called the start state, and
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Figure A.9: An Example Moore Machine.
• F is a subset of S called the set of accept states.
The Moore and Mealy machines are extensions of the FSM that add an output alpha-
bet and a function to generate the output.
A Moore machine is a 6-tuple (S, I,O, f ,S0,g) where,
• S is a finite set of states.
• I is a finite set of symbols called the input alphabet.
• O is a finite set of symbols called the output alphabet.
• f : S × I → S is the transition function.
• S0 is an element of S called the start state, and
• g : S→ O is the output function mapping the current state to the output.
In the Moore machine, the set of accept states, F, has been replaced with an output
function giving the symbols to be generated. In a Moore machine, an output symbol
is generated each time a state is entered. This output symbol does not depend on how
the state was entered, which means that the output is strictly a function of the state
being entered and not of the input symbol being read. Figure A.9 shows a diagram of
a simple Moore machine. Each state label includes the state number followed by the
output symbol to be generated when this state is entered. Each of the six elements of
this example Moore machine are given below,
A.2. Techniques for gesture recognition 127
• S = 1,2,3.
• I = i, which can have values X,Y,Z.
• O = o, which can have values A,B.
•
f = ([1,X ]→ 2, [1,Y ]→ 3, [1,Z]→ 1,
[2,X ]→ 3, [2,Y ]→ 1, [2,Z]→ 2,
[3,X ]→ 1, [3,Y ]→ 3, [3,Z]→ 3).
• S0 = 1
• g = (1→ A, 2→ B, 3→ A).
Sometimes it would be useful to generate a different output depending upon the input
symbol being read and the state from which the transition is occurring. The Mealy
machine offers this capability. A Mealy machine is a 6-tuple (S, I,O, f ,S0,h) where,
• S is a finite set of states.
• I is a finite set of symbols called the input alphabet.
• O is a finite set of symbols called the output alphabet.
• f : S × I → S is the transition function.
• S0 is an element of S called the start state, and
• h : S × I → O is the output function mapping the current transition to the
output.
The Mealy machine is the same as the Moore machine except that the output function
g has been replaced with the output function h, which maps the Cartesian product of
the set of states S and the set of input symbols I to the set of output symbols O. This
means that the symbol being output depends on the transition rather than the state
being entered. Figure A.10 shows a Mealy machine designed to produce the same
output as the Moore machine shown in Figure A.9.
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Figure A.10: An Example Mealy Machine.
In the FSM approach, a gesture can be modeled as an ordered sequence of states
in a spatio-temporal configuration space [137, 138, 139, 140]. The number of states
in the FSM may vary between applications. Generally a gesture is represented by a
prototype trajectory defined as a set of points (e.g., sampled positions of the head,
hand, and eyes) or as a set of motion properties (speed, direction, etc.).
The training of the model is done off-line, using many possible examples of each
gesture as training data, and the parameters (criteria or characteristics) of each state
in the FSM are derived. The recognition of gestures can be performed online using
the trained FSM. When input data (feature vectors such as trajectories) are supplied
to the gesture recognizer, the latter decides whether to stay at the current state of the
FSM or jump to the next state based on the parameters of the input data. If it reaches
a final state, we say that a gesture has been recognized.
The state-based representation can be extended to accommodate multiple models for
the representation of different gestures, or even different phases of the same gesture.
Membership in a state is determined by how well the state models can represent the
current observation. If more than one model (gesture recognizer) reach their final
states at the same time, we can apply a winning criteria to choose the most probable
gesture.
A.2.3 Dynamic Time Warping
Dynamic Time Warping (DTW) is one of the most popular algorithms used for ges-
ture recognition [116, 148, 149, 150]. DTW is an algorithm for measuring similarity
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Figure A.11: Time alignment of two time-dependent sequences. Aligned points are
indicated by the arrows.
Figure A.12: Cost matrix of the two real-valued sequences X (vertical axis) and Y
(horizontal axis) using the Manhattan distance (absolute value of the difference) as
local cost measure c. Regions of low cost are indicated by dark colors and regions of
high cost are indicated by light colors.
between two sequences which may vary in time or speed. For instance, similarities
in walking patterns would be detected, even if in one video the person was walking
slowly and if in another he or she were walking more quickly, or even if there were
accelerations and decelerations during the course of one observation.
The goal of the DTW algorithm is to match a given sequence of sensor values to a
stored prototype. The stored prototype is collected earlier during a special training
procedure. Training sequences are combined into prototype sequences for each type
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of gesture. During the recognition phase sensor readings from the prototype and in-
put sequence are then compared using a distance function. To account for amplitude
differences, the sequence matching algorithm tries matching several versions of the
prototype with differently scaled amplitudes. The sequence is classified as the gesture
with the highest score.
The objective of DTW is to compare two (time-dependent) sequences X := (x1,x2, ...,xN)
of length N ∈ N and Y := (y1,y2, ...,yM) of length M ∈ N. These sequences may
be discrete signals (time-series) or, more generally, feature sequences sampled at
equidistant points in time. In the following, we fix a f eature space denoted by F .
Then xn,ym ∈ F for n ∈ [1 : N] and m ∈ [1 : M]. To compare two different features
x,y ∈F a local cost measure (sometimes also referred to as local distance measure)
is needed. The local cost measure is defined as a function:
c :F ×F → R≥ 0
Typically, c(x,y) is small (low cost) if x and y are similar to each other, otherwise
c(x,y) is large (high cost). Evaluating the local cost measure for each pair of elements
of the sequences X and Y , it is possible to obtain the cost matrix C ∈ RN×M defined
by C(n,m) := c(xn,ym) (see Fig. A.12).
Then the goal is to find an alignment between X and Y having minimal overall cost.
Intuitively, such an optimal alignment runs along a “valley” of low cost within the
cost matrix C (Fig. 4.4) called warping path. An (N,M)-warping path (or simply
referred to as warping path if N and M are clear from the context) is a sequence p =
(p1, ..., pL) with pl = (nl,ml) ∈ [1 : N]× [1 : M] for l ∈ [1 : L] satisfying the following
three conditions:
• Boundary condition : p1 = (1,1) and pL = (N,M).
• Monotonicity condition : n1 ≤ n2 ≤ ...≤ nL and m1 ≤ m2 ≤ ...≤ mL.
• Step size condition: pl+1− pl ∈ {(1,0),(0,1),(1,1)} f or l ∈ [1 : L−1].
Note that the step size condition implies the monotonicity condition, which never-
theless has been quoted explicitly for the sake of clarity. An (N,M)-warping path
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(a) (b) (c) (d)
Figure A.13: Illustration of paths of index pairs for some sequence X of length N = 9
and some sequence Y of length M = 7. (a) Admissible warping path satisfying the
three conditions (b) Boundary condition is violated. (c) Monotonicity condition is
violated. (d) Step size condition is violated
p = (p1, ..., pL) defines an alignment between two sequences X = (x1,x2, ...,xN) and
Y = (y1,y2, ...,yM) by assigning the element xnl of X to the element yml of Y . The
boundary condition enforces that the first elements of X and Y as well as the last
elements of X and Y are aligned to each other. In other words, the alignment refers to
the entire sequences X and Y . The monotonicity condition reflects the requirement
of faithful timing: if an element in X precedes a second one this should also hold
for the corresponding elements in Y , and vice versa. Finally, the step size condition
expresses a kind of continuity condition: no element in X and Y can be omitted and
there are no replications in the alignment (in the sense that all index pairs contained
in a warping path p are pairwise distinct). Fig A.13 illustrates the three conditions.
The total cost cp(X ,Y ) of a warping path p between X and Y with respect to the local
cost measure c is defined as
cp(X ,Y ) :=
L
∑
l=1
c(xnl ,yml ).
Furthermore, an optimal warping path between X and Y is a warping path p∗ having
minimal total cost among all possible warping paths. The DTW distance DTW (X ,Y )
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(a) (b)
Figure A.14: (a) Cost matrix C as in Fig. 4.2 and (b) accumulated cost matrix D with
optimal warping path p∗ (white line)
between X and Y is then defined as the total cost of p∗:
DTW (X ,Y ) := cp∗(X ,Y )
= min{cp(X ,Y ) | p is an (N,M)−warping path}
(A.1)
A way to determine an optimal path p∗, could be to test every possible warping path
between X and Y . Such a procedure, however, would lead to a computational com-
plexity that is exponential in the lengths N and M. Typically, dynamic programming
algorithms are employed to reduce the computation time. Following is described a
common algorithm used to figure out an optimal warping path.
Given two feature sequences X and Y , it is possible to define the prefix sequences
X(1 : n) := (x1, ...,xn) for n ∈ [1 : N] and Y (1 : m) := (y1, ...,ym) for m ∈ [1 : M] and
set
D(n,m) := DTW (X(1 : n),Y (1,m)).
The values D(n,m) define an N ×M matrix D, which is also referred to as the
accumulated cost matrix . Obviously, D(N,M) = DTW(X, Y ). The first step of the
algorithm is to compute the matrix D. It can be proved that the matrix D can be
computed efficiently satisfying the following identities:
• D(n,1) = ∑nk=1 c(xk,y1) f or n ∈ [1 : N]
• D(1,m) = ∑mk=1 c(x1,yk) f or m ∈ [1 : M]
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Figure A.15: An example of accumulated cost matrix and optimal warping path (grey
cells).
• D(n,m) = min{D(n−1,m−1),D(n−1,m),D(n,m−1)}+ c(xn,ym)
f or 1 < n≤ N and 1 < m≤M
In particular, DTW (X ,Y ) = D(N,M) can be computed with O(NM) operations.
The matrix D can be computed recursively. The initialization can be simplified by
extending the matrix D with an additional row and column and formally setting
D(n,0) := ∞ for n ∈ [1 : N], D(0,m) := ∞ for m ∈ [1 : M], and D(0,0) := 0.
Once the entire (N×M)-matrix D is available the optimal warping path p∗ is com-
puted in reverse order of the indices starting with pL = (N,M). Suppose pl = (n,m)
has been computed. In case (n,m) = (1,1) the algorithm has reached the end, other-
wise
pl−1 =

(1,m−1) i f n = 1
(n−1,1) i f m = 1
argmin{D(n−1,m−1),D(n−1,m),D(n,m−1)} otherwise
Figure A.14 shows the optimal warping path p∗ (white line) for the sequences of
Fig. A.12. Note that p∗ covers only cells of C that exhibit low costs. The resulting
accumulated cost matrix D is shown in Fig. A.14b. In figure A.15 a numeric example
of accumulated cost matrix and optimal warping path for two short sequences is
reported. For a more detailed description of DTWs see [151, 152, 153, 149].
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