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Smoothly varying magnetization textures such as domain walls, skyrmions or hopfions serve as promising
candidates for the information bits of the future. Understanding their physical properties is both a major field of
interest and a theoretical challenge, involving the physics on different length scales. Here, we apply the phase
space formulation of quantum mechanics to magnetic insulators and metals in the limit of zero temperature to
obtain a gradient expansion in terms of real-space derivatives of the magnetization. Our primary focus is the
anomalous Hall effect in noncollinear magnets which serves as an important proxy in the detection of localized
magnetic structures. We formulate the problem in the language of noncommutative fiber bundles and make
the central finding that the semiclassical expansion of the density matrix and the Berry curvature is governed
by a construction from string theory which is known as the Seiberg-Witten map. Originally discovered in the
effective low-energy behavior of D-branes, this map now gives a geometrical underpinning to gradient expansion
techniques in noncollinear magnets and offers a radically new perspective on their electronic properties.
I. INTRODUCTION
The fundamental principles of geometry and topology per-
meate all areas of modern physics [1, 2] and also the field of
condensed matter offers its own prime manifestation: the in-
teger quantum Hall effect (IQHE) [3–6]. When subjected to
strong magnetic fields, a two-dimensional electron gas will
develop topologically protected states whose hallmark is a
quantized transversal conductivity, robust even in strongly dis-
ordered systems. Soon after its discovery, it was realized that
this topological effect has its roots in a flavor of modern geom-
etry known as noncommutative geometry [7]. A novel field at
the time, noncommutative geometry has occupied an impor-
tant role in various fields of physics ever since its conception,
notably in high energy physics and string theory [8–11].
For ordinary, everyday, compact spaces the so-called
Gelfand duality theorem gives a recipe on how to con-
struct a commutative algebra which can be used to study it
[12, 13]. And given a commutative algebra, the Gelfand du-
ality will recover the geometrical space it was constructed
from. When commutative algebra and ordinary geometry es-
sentially means the same, what happens if one replaces an al-
gebra with a noncommutative one? This is the defining ques-
tion behind noncommutative geometry, which alludes to the
idea that such an algebra also describes a geometrical object,
but it is very much unlike the ones from our everyday expe-
rience [12, 14, 15]. In a seminal work, Bellissard et al. re-
lated the IQHE to this emerging field [7, 14]. When strong
disorder breaks the translational symmetry of the electronic
system, conventional methods of calculating the Hall conduc-
tivity become unavailable. By formulating the problem in
the language of noncommutative geometry, Bellissard and co-
workers were able to prove that even under strong disorder, the
IQHE is still given by a topological quantum number but with
a different geometrical interpretation: it is now the invariant of
an underlying noncommutative space and only in the case of
restored transitional invariance it reduces to the well-known
Chern number which characterizes the vector bundle of elec-
tronic states over the first Brillouin zone [5, 6].
At first glance, a different method in dealing with disorder
in condensed matter systems is provided by gradient expan-
sion techniques [16, 17]. If a perturbation is given for exam-
ple by a field which varies slowly in space instead of having
a constant value all throughout, clear instructions have been
formulated in the past which give a systematic method of ex-
pressing physical observables as a series expansion in terms of
the real-space gradients of the perturbation [17]. Mathemat-
ically, the expansion is facilitated by mapping the quantum
mechanical operators onto functions on a phase space which
is spanned by position and momentum variables. The non-
commutativity of the quantum operators is then encoded in
a noncommutative product among the phase space functions:
the Groenewold-Moyal star product [18, 19]. The formal ex-
pansion of this product generates the gradient expansion.
Noncollinear magnetism presents a natural platform where
the ideas of gradient expansion and noncommutative geome-
try could be put to use. Smooth noncollinear spin textures are
characterized by a slow variation of the local order parameter
− the magnetization − which naturally gives rise to a para-
metric dependence of the Hamiltonian on local momentum
and global position within the texture [20, 21]. The topology
of the real-space distribution of the magnetization has become
a guiding principle in characterization of so-called chiral par-
ticles, such as domain walls, skyrmions or hopfions [22–25].
Owing to their non-trivial real-space topology the properties
of latter states have drawn remarkable attention motivated in
part by their possible applications as information bits of the
future [26, 27]. The interplay between real-space properties of
the textures with the electron transport has turned into one of
the most intensively researched aspects of noncollinear mag-
netism, where the probe of electron dynamics modified by the
presence of the noncollinearity is perceived as a unique and
reliable means of texture detection and manipulation [28–32].
The first steps in rethinking the physics of smooth non-
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2collinear textures in noncommutative terms have been made
recently. By resorting to the noncommutative phase space
viewpoint, some of the authors have shown how to formu-
late the electron transport properties of smooth spin textures
in terms of the noncommutative phase space star product [33].
Namely we demonstrated that the electric conductivity tensor
is given by the so-called deformed Kubo-Bastin equations, ob-
tained by translating the technique of nonequilibrium Green’s
function of electronic quasiparticles to the setting of noncom-
mutative phase space. We further applied the gradient expan-
sion technique within the two-dimensional Rashba model to
single out the first order correction to the electric conductivity
of spin textures. Numerical simulations revealed that certain
spin states can give rise to a large electric response, whose pre-
cise mechanism remained mysterious. These findings called
for revisiting our knowledge of noncollinear textures based on
a unified guiding principle, formulated in terms of noncom-
mutative geometry.
Here, we demonstrate that the emergent physics of non-
collinear magnets can be recast into a special noncommutative
type of a gauge theory. Namely, we show that taking the view-
point of aperiodic noncollinear textures as a noncommutative
phase space complemented by a projective module, the gradi-
ent expansions of the density of states and of the Hall coeffi-
cient are governed by a surprising connection to string theory.
This connection is characterized by an interplay between or-
dinary and noncommutative gauge transformations known as
the Seiberg-Witten map and which was originally conceived
in the effective low-energy behavior of D-branes [8]. This
provides a radically novel view on previous semiclassical con-
ceptions of the density of states and the Hall effect [34], while
fundamentally generalizing the results of Bellissard and co-
workers [7] to the case of metallic systems, among which
the mathematical concepts of string theory could find a sur-
prising way to practical everyday applications in the realm of
noncollinear magnetism. We illustrate this point by revisit-
ing the two-dimensional Rashba model and interpret its first
order gradient expansion in the light of the effective Seiberg-
Witten-type gauge theory.
Concerning the outline of this work, the main conventions
which are needed to understand the following parts of this
manuscript are introduced in section II. Section III is devoted
to the formulation of the noncommutative projective module
and its curvature. In section IV, the structure of the projective
module is interpreted with the help of the Seiberg-Witten map,
which is subsequently applied to the Hall effect in the Rashba
model in section V. In the conclusions section we discuss the
prospects of our findings and suggest possible generalizations
to adjacent fields of noncollinear magnetism.
II. PHASE SPACE FORMULATION
A. Conventions
Despite the fact that our analysis is based on a strictly non-
relativistic setting, a relativistic notation is still useful. In the
following, the Minkowski space will be denoted as R1,d. It is
the (d + 1)-dimensional real vector space endowed with the
flat metric (η)µν ≡ diag(−,+,+, . . . ,+). With respect to
these conventions, four-position and four-momentum are in-
troduced via (x)µ ≡ (t,x) and (p)µ ≡ (,p) which can be
summarized to a single phase space coordinate z = (x, p).
The corresponding 4-gradients on phase space are then ob-
tained accordingly as ∂µ = ∂/∂zµ. In order to raise and
lower indices on phase space, the Minkowski metric is lifted
to R1,d × R1,d via the direct sum η → η ⊕ η.
B. Wigner transformation
We employ a flavour of the Wigner transformation which
can be applied to two-point functions onR1,d. These are maps
o : R1,d ×R1,d → C which can formally be interpreted as the
kernel of an operator
oˆ =
∫
dx1
∫
dx2 o(x1;x2) |x1〉 〈x2| , (1)
such that their Wigner transformation can be defined as [17]
W [oˆ] (X, p) ≡
∫
dx
〈
X +
x
2
∣∣∣ oˆ ∣∣∣X − x
2
〉
e−ipµx
µ/~. (2)
The Wigner transformation of an operator product is then
given by W[aˆ1aˆ2] = W[aˆ1] ? W[aˆ2], where ? denotes the
Groenewold-Moyal star product defined by [17–19]
? ≡ exp
{
i~
2
Πµν
←
∂ µ
→
∂ ν
}
. (3)
Here, Πµν = Πµκη
κν and a summation over repeated indices is
implied. Π represents the symplectic structure of the classical
phase space which is given by
(Π)µν ≡
(
0 id
−id 0
)
. (4)
It has the property Π2 = −id and can be used to define
the conjugation of phase space variables: z¯µ = Πµν zν and
zµ = Πνµ z¯ν . Conjugation can also be applied to to the par-
tial derivatives which gives ∂¯µ = Πµν ∂ν and ∂µ = Πνµ ∂¯ν .
If usual operators on the Hilbert space such as the Hamilto-
nian are be transformed withW , they first are extended to the
time-domain by enforcing time-locality via the Dirac distribu-
tion δ(t− t′).
The ?-product is the essential ingredient which turns the
phase space into a noncommutative, associative, unital alge-
bra, which we denote by A~. Explicitly, it is given by
A~ =
(
?, C∞(R1,d × R1,d; GLN (C))
)
, (5)
3where C∞ denotes the space of smooth phase space functions
with values in GLN (C), the general linear group of order N
over the complex numbers. The appearance of GLN (C) is
necessary in order to keep track of additional degrees of free-
dom such as the spin. All the noncommutativity which is
inherent to the position and momentum operator of quantum
mechanics is now encoded into A~. In particular, one obtains
Heisenberg’s uncertainty relation [xi, pi]? = i~.
Returning to condensed matter physics, it is usually most
convenient to refer to the Green’s function formalism in order
to calculate statistical properties of solids ouf-of-equilibrium
[16, 35–37]. The so-called single-particle Keldysh Green’s
function on phase space, denoted by G, can be determined
from the deformed Dyson equation [17]
(−H + Σ) ? G = id. (6)
Here, H and Σ denote the Hamiltonian and the self-energy on
phase space. Differentiating the Dyson equation with respect
to ~ leads to a differential equation of the form [33]
∂~G =
i
2
ΠµνG ? ∂µG
−1? ? G ? ∂νG−1? ? G, (7)
where G−1? indicates the inverse with respect to the ? prod-
uct. Other differential equations of this type will be encoun-
tered in the following sections, and they will be usually re-
ferred to as flow equations. This appeals to the idea that they
describe the rate of change of quantum mechanical observ-
ables as one tunes ~ to larger values. This differential equation
can be used to construct a diagrammatic expansion of G[G0]
in terms of a power series in ~ which is generated by the un-
deformed propagator G0 and its derivatives, given by G0 =
(−H+Σ)−1 [17, 33]. Typically, the self-energy Σ is a func-
tional of the Green’s function and the solution to the Dyson
equation needs to be calculated self-consistently. In this work,
Σ is approximated by a broadening η, i.e., the advanced and
retarded component are given by ΣA = (ΣR)∗ = iη and the
lesser component by Σ< = 2inF()η, where nF denotes the
Fermi distribution function with respect to the chemical po-
tential µ. The limit η → 0+ is referred to as the clean limit.
C. Phase space eigenfunctions
A central role in the phase space formulation is played
by the phase space eigenfunctions whose importance has al-
ready been understood by Moyal himself and can be found
in his original work [19]. They form the bridge between
textbook quantum mechanics, formulated in terms of Hilbert
space operators, and Moyal’s construction. Let |n〉 repre-
sent an orthonormal, time-independent and complete set of
states which span the Hilbert space of quantum states, i.e.,∑
n |n〉 〈n| = id with 〈n|m〉 = δnm. Then one can con-
struct the objects fˆlk = |l〉 〈k| and the time-local two-point
functions fˆlk(x, x′) ≡ 〈x|fˆlk|x′〉 δ(t − t′). One then obtains
Moyal’s orthogonality relation∫
dz flk(z)f
∗
l′k′(z) = h
dδll′δkk′ , (8)
which can be derived by applying the Wigner transformation
to the corresponding identity on the operator level and follows
then from the cyclic property of the phase space integral:∫
dz φ(z) ? ψ(z) =
∫
dz φ(z)ψ(z), (9)
which is true for any two scalar phase space functions φ and
ψ. In a similar way, one obtains the completeness relations∫
dz flk(z) = h
dδlk and
∑
l fll = 1. Together, these iden-
tities imply that the trace operator tˆr on the Hilbert space of
quantum states has an analogue on the phase space denoted
by tˆr oˆ = TrW[oˆ], which is given by an integration over the
phase space coordinates z = (x,p). Explicitly, it is given by
Tr =
∫
dz/hd . If the individual functions fnn where indeed
obtained from the quantum Hamiltonian Hˆ and correspond to
an eigenvalue n, this property is inherited by the phase space
Hamiltonian:
H ? fnn = nfnn, (10)
which is the defining characteristic of fnn as a phase space
eigenfunction to the phase space Hamiltonian H .
D. Lattice periodic systems
An important class of phase space eigenfunctions which
will be revisited in section III originates from the case of lat-
tice periodic Hamiltonians. These can be diagonalized by the
Bloch functions ψnk(x) ≡ 〈x|nk〉 ≡ eix·kunk(x)/
√V with
the lattice periodic part unk and crystal volume V . This case
is different from the previous section in the sense that periodic
Born-von Karman boundary conditions need to be employed:
ψnk(x+N
iai) = ψnk(x), where the vectors ai form the ba-
sis of the Bravais lattice and the Ni denote the number of unit
cells in the respective direction. Therefore, the definition of
the Wigner transformation needs to be changed to [38–40]
W [oˆ] ≡
∫
V
dx
〈
X +
x
2
∣∣∣ oˆ ∣∣∣X − x
2
〉
e−ipµx
µ/~, (11)
where the thermodynamic limit V → ∞ is taken at the end
of a calculation. Using this recipe, the phase space eigen-
functions fnk,mk can be constructed from the ψnk by the pro-
cedure from the previous section. For p ∈ 1.BZ (the first
Brillouin zone), an explicit calculation shows that [39]
fnk,mk(x,p) = δp/~,k
∑
G
uˆnp/~(G)uˆ
∗
mp/~(−G)e2ix·G,
(12)
where G represents the reciprocal lattice vectors. Moyal’s
phase space coordinate p can therefore be identified with the
4crystal momentum ~k. Let G0 represent the phase space
Green’s function of a lattice periodic system and V a slowly
varying perturbation, breaking the translational symmetry. By
virtue of the Dyson equation, the renormalized Green’s func-
tion is given by G = G0 + G0 ? V ? G and due to the
slowly varying nature of the perturbation, it can still be ap-
proximately expanded in the Bloch basis:
G(x,p) ≈
∑
nm
∑
k∈1.BZ
gnmk (x)fnk,mk (x,p), (13)
If one considers the general class of observables o with slowly
varying kernels onmk (x) that are constant over the range of one
unit cell, but change in the course of many, one finds
1
hd
∫
dxdp
∑
k∈1.BZ
∑
nm
onmk (x)fnkmk(x,p)
=
1
V
∫
dr
∑
k∈1.BZ
tr ok(r), (14)
where the trace tr sums over the band indices. This result can
be proven by subdividing the domain into unit cells and then
translating the summation over the lattice into a Riemann sum.
The zeroth order gradient expansion of the expectation value
of a ?-product of slowly varying operators is therefore given
by the correspondence
Tr{O1 ? . . . ? On} ↔ 1V
∫
dr
∑
k∈1.BZ
tr O1k(r) . . . O
n
k(r),
(15)
which can be viewed as the leading term of a more general
gradient expansion.
III. NONCOMMUTATIVE GAUGE THEORY
A. Anomalous Hall effect
After having introduced the necessary mathematical lan-
guage, we now want to turn to the main results of our
manuscript. In a recently published work, we have de-
rived a deformed version of the Kubo-Bastin equations [33].
These equations express the electrical conductivity tensor of
a spin texture (or generally non-periodic solid) in terms of the
Green’s function defined on the phase space. In the particular
case of two dimensional systems, the off-diagonal elements of
the conductivity tensor are determined by
σseaxy = ~e2< Trsea
〈
GR ? vx ? G
R ? vy ? G
R − (x↔y)〉 ,
(16)
σsurfxy = ~e2< Trsurf
〈
vx ? (G
R −GA) ? vy ? GA
〉
,
(17)
where the bracket 〈•〉 indicates the average over the real-space
coordinates and the phase space trace is extended as to inte-
grate also over energy:
Tr(•) ≡ 1
2pi
∫
d
∫
d2p
(2pi~)2
tr(•). (18)
The index Trsea indicates that the energy integral is to be
weighted with the Fermi distribution function nF, while in
Trsurf it is to be weighted with respect to its first deriva-
tive dnF/d. The net conductivity is then given by the sum
σxy = σ
sea
xy + σ
surf
xy and relates the electric response current
jx to an applied electric field Ey .
In lattice periodic systems, it is known that for insulators
and for clean metals, the Kubo-Bastin equations should re-
duce to a purely geometrical construction at zero temperature.
The anomalous Hall conductivity is then given by a momen-
tum space integral over the Berry curvature of the occupied
subspace [41, 42]. While this result was generalized by Bellis-
sard to the case of aperiodic insulators where the Fermi energy
µ belongs to a gap of extended states [7], no such generaliza-
tion has been known to exist for metals.
Here, we propose that Bellissard’s results can be obtained
directly from the phase space formulation and can even be
generalized to metallic systems. Starting point is the phase
space density matrix defined by
ρ ≡ − 1
pi
+∞∫
−∞
d nF() = tr GR. (19)
In the limit of zero temperature and in the absence of scat-
tering, the density matrix describes a pure state, which means
that ρ ? ρ = ρ (projector condition). For example, if the phase
space eigenfunctions fnn as defined in section II C are known,
the zero temperature density matrix of an insulator is simply
given by the projector ρ ≡∑n<µ fnn.
By performing the energy integrations in Eq. (16) and
Eq. (17) exactly (see appendix A), we arrive at the first cen-
tral result of this work, which is given by the anomalous Hall
coefficient
σxy =
e2
h
1
2pi
∫
d2p Ωpxpy (p). (20)
In analogy to the ordinary formulations of σxy in a lattice peri-
odic systems, one can identify the noncommutative analogue
of the Berry curvature Ωpxpy (k), which is given by the ex-
pression
Ωpxpy (k) ≡ itr
〈
ρ ? [∂pxρ, ∂pyρ]?
〉
. (21)
If the Hamiltonian has translational symmetry, the correspon-
dence principle from Eq. (15) maps this result directly to the
known expressions for lattice periodic systems [5, 6, 41–43].
And while the result is exact only in the clean limit for T → 0
where the projector condition is fulfilled, it can be expected
to remain a good approximation at small, but finite tempera-
tures. The importance of this result is that it facilitates a gra-
dient expansion for clean metals in purely geometrical terms,
as an expansion of the Berry curvature (by expansion of the ?-
products). While such an expansion can of course be done
already on the level of Eq. (16) and Eq. (17), it would be
much harder to unveil this geometric interpretation. How-
ever, Eq. (21) has been identified as “curvature” so far only
5in an analogy to the ordinary formulation. In the following
section, we will explore how to make this statement precise
by interpreting it as the true curvature of a noncommutative
fiber bundle.
B. Noncommutative fiber bundle
While in the lattice periodic case, the interpretation of the
anomalous Hall effect in terms of a Bloch bundle is well-
known [5, 6, 41, 44, 45], this interpretation is better thought of
as an analogy in the noncommutative realm. The Serre-Swan
theorem establishes a correspondence between vector bundles
and projective modules on commutative rings [46, 47]. Fig. 1
illustrates this correspondence for the ordinary case of a one
dimensional Brillouin zone which has the shape of a circle. In
its essence, the occupied states at each k-point define a vec-
tor space which is a subspace of the full Hilbert space. The
collection of these local vector spaces parameterized by Bril-
louin zone is what forms the vector bundle [1, 2] and gives the
Bloch bundle its name. An assignment of these vector spaces
is however equivalent to the assignment of a projection oper-
ator %k to each k-point, whose image is spanned by the occu-
pied states. And since projection operators are essentially an
algebraic construction, they are well-suited for a generaliza-
tion to noncommutative spaces, in which the underlying alge-
bra is simply replaced by a noncommutative one [12, 14, 48].
A natural projective module M in the context of the noncom-
mutative quantum Hall effect is given by
M = ρ ? A~ ? ρ, (22)
where ρ is again the density matrix projector from the pre-
vious section and A~ is the algebra of phase space functions
(see section II B). The module structure is established by the
left and right ?-action of the gauge group
G(M) = {U ∈M | U† ? U = U ? U† = id}, (23)
which represents a unitary change of frame in the algebra A~.
In order to discuss the geometric properties ofM , we will fol-
low closely the discussion of [48]. A first ingredient are the
tangent vectors of A~, whose role is played by the space of
derivations Der(A~), consisting of linear maps X : A~ → A~
and which obey they Leibniz ruleX(a?b) = X(a)?b+a?X(b).
In differential geometry, this is a standard way to construct the
tangent space TN to a manifold N : as derivations on the al-
gebra of smooth functions Der(C∞(N)) ∼= Γ(TN) [49]. In
the case of A~, all derivations X are so-called inner deriva-
tions [48], which means that there always exists an x ∈ A~
such that X(a) = [x, a]? ≡ ad?x a. In particular, the partial
derivatives applied to elements of A~ act as derivations. The
correspondence is established by the adjoint of the conjugate
variable: ∂µ = −iad?z¯µ ∈ Der(A~).
In ordinary differential geometry, the application of a tan-
gent vector to a function yields a directional derivative. Draw-
ing an analogy, for ψ ∈ A~, X(ψ) can be interpreted as a
FIG. 1. Illustration of the Bloch bundle. By diagonalizing the Hamil-
tonian of an insulator, one can assign a projection operator %k to each
k-point in the first Brillouin zone (1.BZ; here illustrated as a circle in
one dimension). One obtains a projective module: states at k which
are invariant under the action of %k, belong to the occupied subspace
(here illustrated as the cylindrical surface for a one dimensional oc-
cupied subspace). In this sense, a projective module gives rise to a
vector bundle in classical geometry.
quantum derivative of ψ [14, 50]. In general, this derivative
will have components which do not belong to the projective
module anymore. This leads to the concept of covariant dif-
ferentiation, defined as
∇Xψ ≡ ρ ? X(ψ) ? ρ, (24)
which projects the derivative back into the module. It ful-
fills the parallel transport condition ∇Xρ = 0 for all X ∈
Der(A~). If X is generated by an element x ∈M as X = ad?x
then ∇Xψ = 0 for all ψ ∈ M . This corresponds to intuition
that the covariant derivative has no components sticking out of
the tangent space. For the direction of X = ∂µ, the covariant
derivative can also be written as
∇µ = ∂µ − iAµ, (25)
where the connection coefficients Aµ are derivations
Aµ(ψ) ≡ ad?Aµψ ≡ [−i[∂µρ, ρ]︸ ︷︷ ︸
Aµ
, ψ]?. (26)
Since the Aµ’s and their generators Aµ correspond to the co-
variant derivative which fulfills the parallel transport condi-
tion∇µρ = 0, we also refer to this construction as the parallel
transport connection.
Now that the connection is specified, the noncommutative
generalization of the Riemannian curvature can be defined
as [48]
R?(X,Y) = i[∇X,∇Y]? ?−i∇[X,Y]. (27)
When evaluated on the coordinate derivations, one finds
R?(Xµ,Xν) = ∂µAν − ∂νAµ − i[Aµ,Aν ]? ≡ Fµν , (28)
where one can identify the adjoint Fµν = ad? Fµν with
Fµν = ∂µAν − ∂νAµ − i[Aµ,Aν ]?. (29)
6For the parallel transport connection this evaluates to
Fµν = i[∂µρ, ∂νρ]?. (30)
This establishes the desired result: the analogue of the Berry
curvature which has been identified in Eq. (21) is really the
Riemann curvature of the projective module defined by the
projection operator ρ:
Ωµν = tr ρ ? Fµν . (31)
It is worth to reflect the meaning of this result, since it is
tempting to try to find some visual interpretation similar to
that for the classical case which was depicted in Fig. 1. This
is however not possible due to the way which has been taken in
order to arrive at this result. Noncommutative geometry fun-
damentally operates on analogies. In this case, it was based
on the duality between vector bundles and projective modules
over commutative rings. Subsequently, the commutative ring
has been replaced with a noncommutative ring, but still it is
being viewed as a representative for some noncommutative
version of a vector bundle. It is therefore an object which is
very remote from all the geometric spaces of our everyday
experience: one cannot draw a simple picture, but certain ge-
ometrical properties like the curvature can still be defined in a
meaningful way.
C. Gauge covariance
To elucidate the role of the module structure and the space
G(M), we want to briefly adress the gauge transformations
in M . A gauge transformation in the projective module M
corresponds to a unitary change of frame in A~. Explicitly,
we want to consider gauge transformations of objects ψ =
ρ ? ψ ? ρ ∈M . Under a ?-unitary transformation U ∈ G(M)
these objects change as
ψ → U ? ψ ? U† = ψ′. (32)
The covariant derivative of ψ should change covariantly by
definition, which dictates the behavior of Aµ under gauge
transformations:
∇µψ = ∇µ
(
U† ? ψ′ ? U︸ ︷︷ ︸
ψ
) !
= U† ?∇′µψ′ ? U. (33)
From the explicit evaluation of this conditions one finds the
familiar transformation behavior [1]
Aµ → U ?Aµ ? U† − i∂µU ? U† = A′µ. (34)
The coefficients of the connection are therefore not gauge-
covariant. For the curvature on the other hand, one finds
Fµν → U ? Fµν ? U† = F ′µν . (35)
This can be seen by either inserting the transformation behav-
ior of Aµ directly, or by first rewriting the curvature in terms
of derivations, i.e.,
Fµν = i[Xµ(ρ),Xν(ρ)]?. (36)
Since all derivations on A~ are inner derivations, ∀X ∈
Der(A~) : ∃x ∈ A~ : X = ad?x, one has
U ? X(ψ) ? U† = X′µ(ψ
′). (37)
Here we denote X′µ = ad?(U ? x ? U
†) and ψ,ψ′ as above.
Therefore, the curvature transforms covariantly. In full anal-
ogy to the construction of the curvature, one can define a non-
commutative metric as the map
g : Der(A~)×Der(A~)→ A~ (38)
(X,Y) 7→ g(X,Y) ≡ {X(ρ),Y(ρ)}?. (39)
This means that the noncommutative metric is a gauge-
covariant object, just as the curvature. Further, it is symmetric:
g(X,Y) = g(Y,X) and positive-definite, i.e., g(X,X) > 0 if
X(ρ) > 0. When evaluated on the coordinate derivations one
finds
g(Xµ,Xν) = {∂µρ, ∂νρ}? ≡ gµν , (40)
and is therefore very similar to previous conceptions of a
quantum metric tensor [51].
D. Relation to the work of Bellissard
Eq. (20) resembles very much the result of Bellissard and
co-workers [7], but without explicitly invoking the construc-
tion of what he refers to as the noncommutative Brillouin
zone [7], and which he has used to relate the Chern character
to the index of a Fredholm operator, thus verifying the quanti-
zation and integrality of the Hall conductance. Nevertheless,
one can see that the phase space construction is actually equiv-
alent to Bellissard’s original idea. In a system with broken
translational invariance, the noncommutative Brillouin zone is
thought of as the virtual object over which the family of non-
commuting translates of the Hamiltonian exists. This family
generates a noncommutative algebra of observables over this
object, accessible to Connes’ tools from noncommutative ge-
ometry. To endow it with the structure of a noncommutative
manifold, Bellissard imposes rules for calculus. The analogue
to the integration over the Brillouin zone is given by a trace per
unit volume, coinciding with the phase space trace we intro-
duced in our formalism. And a noncommutative counterpart
to the differentiation with respect to the crystal momentum
is now defined as a quantum differential, i.e., the commuta-
tor with the position operator. This corresponds to our inner
derivation definition of the partial derivatives.
The essential difference to the approach of Bellissard is the
application of the Wigner transformation, Eq. (2). Some of the
abstract concepts such as the quantum differentials actually re-
turn to their intuitive meanings in the transition to the phase
space formulation of quantum mechanics (not only by anal-
ogy). For example, the ?-commutator of phase space func-
tions with the position operator is by construction formally
identical to their momentum derivative. Further, the phase
7space formulation facilitates a study of the semiclassical limit
and the gradient expansion, which will be the subject of the
following section.
IV. SEIBERG-WITTEN CORRECTIONS
In condensed matter physics, the phase space formulation
is regularly invoked in order to calculate gradient correc-
tions [16, 17]. This is particularly interesting for noncollinear
spin configurations in real space which break the translational
symmetry of the underlying crystal lattice. Physical proper-
ties such as the conductivity can then be formulated as a ten-
sor field which couples to the gradients of magnetization tex-
ture, but which themselves only require the knowledge of the
eigenstates in the collinear configuration, which can be a great
computational benefit. In section III, we have introduced a
phase space formulation of the density matrix and the Berry
curvature and therefore, there is in principle the possibility to
investigate their gradient expansions.
A. Correction of the projection operator
In order to determine the gradient corrections to the Berry
curvature, one needs to determine the corrections to the den-
sity matrix first. At zero temperature and in the clean limit, the
density matrix ρ fulfills ρ ? ρ = ρ, and is therefore a projec-
tion operator on phase space. This requirement is very restric-
tive. So restrictive in fact, that it almost uniquely determines
the gradient expansion of ρ. Differentiating this constituting
equation with respect to ~ yields
∂~ρ = {∂~ρ, ρ}? + i
2
Πµν∂µρ ? ∂νρ. (41)
Essentially, this is a differential equation for the projection
operator with an initial condition ρ→ % for ~→ 0. A way to
construct % is given by the ~ → 0 limit of Eq. (19). Solving
Eq. (41) for the derivative term gives (see appendix B for a
derivation)
∂~ρ = −1
4
Πκλ{Aκ, ∂λρ+∇λρ}?. (42)
However, arbitrary interband terms could be added to Eq. (42)
while leaving Eq. (41) invariant. For any operator o, we un-
derstand the interband terms as the projections ρ ? o ? ρ⊥ and
ρ⊥ ? o ? ρ, where ρ⊥ = id − ρ. For insulators, an alternative
way to construct the same equation can be obtained from the
Green’s function using the deformed residue formula
ρ =
1
2pii
∮
γ
dz (z −H)−1?, (43)
where the complex contour γ encloses the real energy axis
anit-clockwise up to the Fermi energy. The limit ~→ 0 of this
integral determines %. The result for ∂~ρ is in agreement with
Eq. (42). The interband terms are shown to decay as 1/∆E
where ∆E is the size of the band gap. Eq. (42) is therefore
quite remarkable, since it gives an iterative procedure for the
full projection operator in an insulating system in the adia-
batic limit without performing any contour integration. In the
following, we neglect the complications due to the interband
terms and consider implicitly the adiabatic limit ∆E → ∞.
An interesting consequence of Eq. (42) is given by the projec-
tion onto the occupied subspace:
ρ ? ∂~ρ ? ρ = −1
4
Πijρ ? Fij . (44)
This result can be interpreted as the change of the phase space
volume which is associated with variation of ~ and can be
elegantly obtained from the ?-product formalism. If one now
takes an effective two-level system, the zeroth order term has
trace one, i.e., tr % = 1. Defining the phase space density of
states as D = tr ρ/(2pi)d, one therefore finds
D = 1
(2pi)d
(
1 +
∑
i
Ωkixi |~→0 +O(~2)
)
, (45)
where we have again used the notation: Ωµν = tr ρ ? Fµν .
This is exactly the result which was obtained by Xiao et al. by
referring to the semiclassical wave packet formalism [34, 43].
Here it appears as a necessary consequence from the restric-
tions which are imposed by the algebraic condition ρ ? ρ = ρ.
B. Strˇeda formula
The expectation value of the electron density ne is given by
the d-dimensional phase space integral over D, i.e.,
ne =
1
V
∫
ddkddx D. (46)
In a thought experiment, one can imagine that the system is
permeated by a magnetic field B through the xy plane. This
modifies the symplectic structure of the phase space and the ?
product changes accordingly:
? ≡ exp
{
i~
2
(Πµν
←
∂ µ
→
∂ ν − eBijz
←
∂ pi
→
∂ pj )
}
. (47)
At the same time, the alteration of the ? product leads to a
shift of the projection operator which can be obtained with
the same technique as before:
∂Bρ = {∂Bρ, ρ}? − ie~
2
[∂pxρ, ∂pyρ]?. (48)
The cyclic property of the phase space trace eliminates possi-
ble interband corrections to ne, such that one can focus on the
occupied subspace. A projection unveils the deformed mo-
mentum space curvature
ρ ? ∂Bρ ? ρ =
e~
2
ρ ? Fpxpy . (49)
8Applying this relation to the electron density in Eq. (46), one
only needs to compare the result with the Berry curvature ex-
pression for the Hall effect in Eq. (20) to establish the non-
commutative generalization of the Strˇeda formula [52]:
σxy = e
∂ne
∂B
. (50)
This equation is valid for even for aperiodic systems, which
has been established in the past by referring to noncommuta-
tive geometry [53, 54].
C. Seiberg-Witten map
Unexpectedly for the perspective of condensed matter the-
ory, the differential equation which governs the projector in
Eq. (42) is known from a rather unusual context: effective
field theories in string theory. In studying the low-energy
behaviour of open strings, Seiberg and Witten encountered
a problem: different regularization schemes would provide
them with different gauge theories. One commutative, one
noncommutative [8]. They concluded that there should exist
a map among commutative and noncommutative gauge fields
in order to have a consistent physical description, indepen-
dent of the regularization scheme which is employed. We are
now facing an analogous situation which becomes evident in
case of lattice periodic systems: either one employs the ordi-
nary gauge theory on the Bloch bundle or the noncommutative
gauge theory in the phase space geometry. Both should give
same answer. This means there exists a map between them
and this map can be used to study gradient corrections in a
systematic way.
The construction of the Seiberg-Witten map is best under-
stood from the interplay of ordinary and noncommutative in-
finitesimal gauge transformations. In our discussion, we fol-
low closely the results of Jurcoˇ and co-workers [55, 56]. Let
U ∈ G(M) be close to the identity such that one can expand
U ≈ id + iΛ, where Λ ∈ A~ is a hermitian gauge param-
eter, which depends on the phase space coordinates. Under
an infinitesimal gauge transformation of this form, an object
ψ ∈M changes by an amount
δ?Λψ = i ad
?
Λψ. (51)
From this one obtains the relation
[δ?Λ, δ
?
Γ]ψ = δ
?
−i[Λ,Γ]?ψ. (52)
In ordinary gauge theory, the gauge parameters Λ take values
in a Lie algebra g which has a finite number of generators T a.
Every Lie algebra is closed under its Lie bracket which for
matrix Lie algebras is just the usual commutator. For ordi-
nary gauge fields in absence of ?-product, the commutator of
infinitesimal gauge transformations is therefore again gener-
ated by a Lie algebra valued gauge parameter. The algebra of
gauge transformations thus respects the structure of the under-
lying Lie algebra: it is a Lie algebra homomorphism.
For noncommutative gauge transformations, this does not
seem to be the case at first. If one assumes an expansion of
the gauge parameters Λ = ΛaT a and Γ = ΓaT a in terms of
generators T a of g, their ?-commutator is given by
[Λ,Γ]? =
1
2
(
[Λa,Γb]?{T a, T b}+ {Λa,Γb}?[T a, T b]
)
.
(53)
Since {T a, T b} is in general not Lie algebra valued anymore,
the commutator of gauge transformations closes only within
the universal enveloping algebra U(g). Any Λ ∈ U(g) then
has the general expansion
Λ =
∞∑
n=1
Λn−1a1···an : T
a1 · · ·T an :, (54)
where the colons indicate the symmetrization over the sym-
metric group Sn:
: T a1 · · ·T an : ≡ 1
n!
∑
pi∈Sn
T api(1) · · ·T api(n) . (55)
This construction now incorporates all possible combinations
of Lie algebra generators.
Unfortunately, the situation seems intractable now that an
infinite number of gauge parameters had to be introduced [56].
The problem can be fixed by a physical insight which is espe-
cially lucid in the context of the gradient expansion. Generally
speaking, a gradient expansion gives a local approximation to
the electronic structure. It therefore also carries information
about the local, ordinary gauge degrees of freedom. If one
is able to diagonalize the exact quantum mechanical Hamil-
tonian at the same time, one would also have access to the
Wigner transformed gauge theory of the full system, thus rep-
resenting the noncommutative counterpart. Intuitively speak-
ing, an ordinary gauge transformation which is applied to the
local electronic structure everywhere should amount to a con-
sistent noncommutative gauge transformation applied to the
global electronic structure:(
ordinary
local
)
↔
(
noncommutative
global
)
. (56)
Requiring the consistency between these two different view-
points is what tames the infinite number of gauge parameters
in the universal enveloping algebra.
Mathematically, this synthesis is achieved by redefining
the noncommutative gauge parameters in harmony with their
commutative counterparts [56], i.e.,
δαψ0 = iadα ψ0 (57)
δ?αψ ≡ iad?Λα ψ, (58)
where the first equation is the ~ → 0 limit of the second and
where α = Λα|~→0. The noncommutative gauge parameters
Λα can then be constructed in such a way that the correspond-
ing infinitesimal ?-gauge transformations respect the Lie al-
gebra structure of the ordinary, local generators [56]:
[δ?α, δ
?
β ]ρ
!
= δ?−i[α,β] ρ. (59)
9The differentiation with respect to ~ yields a differential equa-
tion and a class of inhomogenous solutions is represented by
the flow equation [56]
∂~Λα[A] =
1
4
Πµν{∂µΛα,Aν}?. (60)
This solution is however not unique and arbitrary homoge-
neous solutions can be added [57]. Once the gauge parameter
is fixed, the Seiberg-Witten map for the noncommutative con-
nection A can be obtained from the relation [8]
A[A+ δαA] = A[A] + δ?αA[A], (61)
where A is the ~ → 0 limit of A and thus represents the
ordinary, local connection. The philosophy of the Seiberg-
Witten map can therefore be summarized in the commutative
diagram [57]
Aµ Aµ
A′µ A′µ
δα δ
?
α
(62)
This time, it means that the behavior of A under noncom-
mutative gauge transformations should be consistent with the
behavior of A under ordinary gauge transformations. Differ-
entiation by ~ yields a flow equation for connection. Using
the solution from the gauge consistency criterion in Eq. (60)
results in
∂~Aµ = −1
4
Πκλ{Aκ, ∂λAµ + Fλµ}?. (63)
Once the Seiberg-Witten map for A is known, it can be used
to compute the corresponding map for the curvature F . The
homogenous solutions are given by
∂~Fµν = −1
4
Πκλ
({Aκ, ∂λFµν +∇λFµν}?
− 2{Fµκ,Fνλ}?
)
. (64)
A Seiberg-Witten map can also be written down for mat-
ter fields which transform in the adjoint representation [58].
These are fields, where the gauge transformations act from
the left and from the right simultaneously and which is exactly
the case for the projective module we constructed in section
III as can explicitly be seen in Eq. (32). As shown in [58], the
Seiberg-Witten map associated with a matter field in the ad-
joint representation agrees precisely with the flow behavior in
Eq. (42) which was derived for the projection operator. This
has the profound consequence that the semiclassical density
of states which was originally derived in a wave packet ap-
proach [34, 43] is not only determined by the projector con-
dition, but it also follows from a general principle of gauge
equivalence.
D. Correction to the curvature
By now we have established that the intraband terms of
the projector ρ are indeed fully determined by geometric and
algebraic conditions, namely the Seiberg-Witten flow from
Eq. (42) and the projector condition ρ ? ρ = ρ. Since the
density matrix enters the Hall conductivity via the Strˇeda for-
mula Eq. (50), it can be expected that similar flow terms arise
also in the Berry curvature, possibly resembling the one in
Eq. (64). In order to determine if this is actually the case,
we take the local Berry curvature in phase space which was
previously defined as
Ωµν = tr ρ ? Fµν , (65)
and differentiate it with respect to ~. We again disregard the
interband contributions from ∂~ρ (which will vanish under the
cyclic property of the trace) and take the semiclassical limit of
~→ 0 in order to obtain the first order correction ∆Ωµν , i.e.,
Ωµν − Ωµν |~→0 = ∆Ωµν +O(~2). (66)
The detailed derivation can be found in see appendix D and
reveals two distinct contributions:
∆Ωµν = ~
(−3tr %(∂~Fµν)SW~→0 +Mµν) , (67)
Mµν = −1
2
Πκλtr %{∂2µκ%, ∂2νλ%}. (68)
The first term in ∆Ωµν is indeed governed by the flow behav-
ior as dictated by the Seiberg-Witten map of Eq. (64) which
we have denoted explicitly by “SW”. In contrast, it seems that
the second term is not related to the Seiberg-Witten formalism
in any way. However, one has to keep in mind that the solu-
tion to the Seiberg-Witten equations is not unique and such
a term might very well be in accordance with the general as-
sumptions of the theory, although this is currently not known.
Based on the symmetry of its second order derivatives, one
can only tell that this term is intimately related to the quan-
tum metric tensor of Eq. (40). In the following section, we
further scrutinise this decomposition for the example of the
two-dimensional Rashba model.
V. NONCOLLINEAR MAGNETISM
A. Rashba model
In our recent work [33], we have investigated the first order
gradient correction to the Fermi sea contribution of the Hall
conductivity in the two-dimensional Rashba model, whose
Hamiltonian is given by
H =
p2
2m∗e
+ αR(p× σ)z + ∆xcnˆ · σ. (69)
Here,m∗e is the effective electron mass, αR is the Rashba spin-
orbit interaction and ∆xc the strength of the exchange cou-
pling to a noncollinear vector field nˆ = nˆ(x). Numerical spin
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FIG. 2. Band structure evolution in the magnetic Rashba model. Fig. a) displays the band structure in the two-dimensional Rashba model for
two different magnetization directions: nˆ = ez (solid line) and a configuration with nz = 0 (dashed line). The bands are nondegenerate for
all momenta only when nz 6= 0. Whenever nz = 0, the bands cross at a singular point ~kc = (−ny, nx)T∆xc/αR which corresponds to a
topological phase transition. The plot shows a line cut of the band structure along this critical direction. Imagining a conical spin spiral phase
of wavelength λ, the local magnetization directions would trace a circular path when mapped to the unit sphere which is shown in Fig. b). By
carefully choosing the parameters of the spin spiral, the system is driven close to its topological phase transition (gray plane) while never quite
reaching it. This can be quantified in Fig. c), by following the evolution of the band gap at kc along the direction of the spin spiral. The bands
are driven close to degeneracy at x = λ/2, where strong Berry curvature effects can be expected.
dynamics simulations revealed that one-dimensional textures
such as the conical spiral of the form
could provide a sizeable Hall signal in the first order term of
the gradient expansion. Another peculiar finding was the ap-
pearance of a coupling between the momentum space Berry
curvature and the mixed space Berry curvature in the analyt-
ical expression for the gradient expansion whose origin re-
mained uncertain at the time. The Seiberg-Witten flow of the
curvature now provides an explanation of this term, which in-
deed emerges in Eq. (64). We therefore want to revisit the
Rashba model in the light of these findings.
B. Band structure
The band structure of the Rashba model is largely domi-
nated by its topological character in momentum space. Di-
agonalizing the Hamilontian Eq. (69) at a local position in
real-space by treating the magnetization direction nˆ as a con-
stant, one obtains the local band structure at this respective
position which is visualized in Fig. 2 a) for the model pa-
rameters m∗e = me, ∆xc = 0.5 eV and ~αR = 1.95 eV A˚.
If nz 6= 0, one can assign the Chern number ±sgn(nz)/2
to the respective bands which are nondegenerate for all mo-
menta k. Since a sign change in nz also interchanges the
Chern number between the bands, a topological phase transi-
tion occurs at nz = 0 where the bands cross at a singular point
~kc = (−ny, nx)T∆xc/αR. When being viewed in the con-
text of a smoothly varying real-space magnetization texture,
this singularity is also known as a mixed Weyl point [59].
This aspect is very important for the understanding the con-
ical spiral phase which was alluded to above. In order to quan-
tify our analysis, we parameterize this spin spiral as a rotation
of the state nˆ = ez by an angleψ = 2pix/λwith wavelength λ
around the axisω = ω(θ, φ), which is parameterized in spher-
ical coordinates. The magnetization therefore traces a circular
path when projected onto the unit sphere which is shown in
Fig. 2 b) for θ = 0.6 rad and φ = 1.57 rad.
As a consequence, the system is driven close to its phase
transition along the direction of the spiral which can be quan-
tified by observing the band gap at the critical momentum kc,
shown in Fig. 2 c). At x = 0.5λ, the system is closest to its
in-plane configuration nz = 0 which is never reached exactly.
Since this type of almost-degeneracies typically presents the
source of strong Berry curvature effects, one can expect a pro-
nounced impact on the semiclassical density of states and the
Hall coefficient in their vicinity.
C. Energy resolved density of states
Given the electron particle density ne as function of the
chemical potential µ, we define the energy resolved density
of states as
〈dos(µ)〉 ≡ ∂ne
∂µ
. (70)
The brackets 〈•〉 again indicate the average with respect to the
real space configuration. We are interested in the local effects
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FIG. 3. Variation of the local density of states (DOS) for a conical
spin spiral. The DOS is normalized to its value in a free electron
gas: m∗e/(pi~2). The wavelength of the spiral is given by λ, while a
reference length is set to λ0 = 1.95 A˚. The model parameters are:
m∗e = me, ∆xc = 0.5 eV, ~αR = 1.95 eV A˚
which are introduced by the Seiberg-Witten flow:
∆dos(µ,x) = ~
∫
d2k
(2pi)2
tr ∂~ρ|~→0 . (71)
Since the interband terms cancel out in this expression due
to the cylic property of the trace, the Seiberg-Witten flow as
dictated by Eq. (42) is exact. Eq. (71) can be seen as the the
first order contribution in a series expansion which is given by
〈dos(µ)〉 − 〈dos(µ)〉~→0 = 〈∆dos(µ)〉+O(~2). (72)
This additional contribution is strongly tied to the non-
collinear magnetism in the Rashba model which enters the
Seiberg-Witten flow via its gradients in real-space. Taking
the model parameters and the conical spiral as before, the
change in the local density of states ∆dos at µ = 0 is shown
in Fig. 3. In order to arrive at these results, all integrations are
performed numerically (the details can be found in appendix
E). It displays a slight enhancement in the vicinity of the in-
plane configuration which modulates an almost constant back-
ground value whose magnitude is comparable with the DOS
of a free electron gas when the spiral wavelength is of order
of λ ≈ λ0 = 1.95 A˚ (and then decreases as λ0/λ for larger
wavelengths). Since ∆dos is fundamentally of first order in
the gradients of the magnetization texture, it is sensitive to its
chiral properties. For example, simply inverting the wavevec-
tor from 2pi/λ to −2pi/λ will also change the sign of ∆dos
which therefore can serve as a proxy for the chirality of the
spin distribution in experimental techniques such as scanning
tunneling microscopy [60].
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FIG. 4. Local variation of the anomalous Hall conductivity for a
conical spin spiral. The wavelength of the spiral is given by λ, while
a reference length is set to λ0 = 1.95 A˚. The model parameters are:
m∗e = me, ∆xc = 0.5 eV, ~αR = 1.95 eV A˚ and kBT = 25 meV.
D. Anomalous Hall effect
Based on Eq. (20), the first order correction to the anoma-
lous Hall coefficient can be calculated as
∆σxy =
e2
h
1
2pi
∫
d2k ∆Ωkxky (k), (73)
where ∆Ωkxky is determined by Eqs. (67). Just as for the
DOS, one can interpret this change as the average over the
real space density ∆σxy → 〈∆σxy(x)〉 and the local con-
tributions can be investigated. Since Eq. (20) is composed
of two distinct contributions, so is ∆σxy(x) and we refer to
them as the Seiberg-Witten term (SW) and the metric term.
Both have first order terms with respect to gradients of the
magnetization texture and are therefore sensitive to their chi-
rality. For this reason, we have referred to the resulting effect
as the chiral Hall effect (CHE) in our recent work [33]. Fig. 4
takes a look at the local evolution and the composition of the
CHE along the direction of the conical spiral (for computa-
tional details we again refer to appendix E). As the metric
term vanishes, the response is solely determined by the SW
term and reveals its strong sensitivity towards the change in
the local band structure which is characterized by the influ-
ence of its adjacent mixed Weyl point. This is consistent with
our previous findings in [33] and now explains the observed
response in the local conical phases as a consequence of the
Seiberg-Witten map which in return is fueled by the proximity
to a topological phase transition.
VI. CONCLUSION
In this work, we have shown that the physics of non-
collinear magnets can be reinterpreted in a fundamental way
by embracing the noncommutative geometry of the underly-
ing phase space. For clean metals and insulators at low tem-
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peratures, this change of perspective reveals a relation be-
tween ordinary and noncommutative gauge transformations
which influences the gradient expansion to all orders and
whose mathematical structure was originally conceived based
on low-energy approximations to string theory [8]. It is the
great benefit of this new framework that it amends the gradi-
ent expansion technique with a geometric underpinning that
is present from the very start. This is to be seen in contrast
to conventional Green’s function techniques, where geometri-
cal contributions have to be collected tediously [61]. For the
future, we see great promises for noncommutative geometry
also beside this more traditional aspect of the gradient expan-
sion.
In application to the two-dimensional magnetic Rashba
model, these new tools are able to explain our recent find-
ings on a chirality dependent Hall response for the conical
spiral phase [33] based on a geometrical interpretation. The
pronounced effect is induced by the Seiberg-Witten flow of
the momentum space Berry curvature, which on its own is
driven by an almost degenerate point in the band structure
with a topological character. In the Rashba model, and in
many realistic systems, this type of singularity is driven by the
spin-orbit interaction [59]. Materials with a strong spin orbit
coupling and noncollinear magnetism such as SrIrO3/SrRuO3
bilayers [62–64] hence form an interesting platform to study
the inner workings of the Seiberg-Witten map. However, this
formalism is not limited to the field of magnetism, but natu-
rally extends to all cases where the electronic degrees of free-
dom depend on a smoothly varying order parameter. This is
the case for example in domain walls and topological struc-
tures in ferroelectric materials which received at lot of atten-
tion recently [65–67] as well as for smooth crystal deforma-
tions which can lead to a variety of geometrically induced ef-
fects [68, 69].
The ability of noncommutative geometry to analyze prop-
erties of strongly disordered systems is not unprecedented and
has been used for example to study the quantum critical point
of the transition between the trivial insulator and the quan-
tum Hall insulator regime with a high degree of mathematical
rigor [54, 70]. Applying the same level of rigor to the physics
of noncollinear magnets therefore could elevate the field to
a deeper understanding of the complex effects which emerge
from spin textures that vary on mesoscopic length scales.
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Appendix A: Derivation of the projector formula for metals and
insulators
In the clean limit, the electronic density matrix is given by
ρ ≡ − 1
pi
=
∞∫
−∞
d nF() G
R =
∑
n
nF(n)fnn(x,p). (A1)
At zero temperature limit, one either has nF(n) = 1 or
nF(n) = 0 such that the density matrix fulfills the projector
condition ρ?ρ = ρ, which means that it describes a pure quan-
tum state. The density matrix of the holes is given accrodingly
by the complement ρ¯ = id−ρ, measuring the unoccupied sub-
space. The off-diagonal elements of the conductivity tensor
are then determined by [33]
σseaxy = ~e2< Trsea
〈
GR ? vx ? G
R ? vy ? G
R − (x↔y)〉 ,
(A2)
σsurfxy = ~e2< Trsurf
〈
vx ? (G
R −GA) ? vy ? GA
〉
,
(A3)
where the trace in the case of two space dimensions is given
by
Tr(•) ≡ 1
2pi
∫
d
∫
d2p
(2pi~)2
tr(•). (A4)
The two contributions σseaxy and σ
surf
xy add up to a transverse re-
sponse which corresponds to an electric current in x-direction
if an electric field is applied in the y-direction: jx = σxyEy .
Assuming that the spectrum of the Hamiltonian is known, the
expression can be simplified. For this purpose, it is useful
to write the velocity operator in its commutator form, i.e.,
vi ≡ ∂piH = [xi, H]?/(i~). By an insertion of identity, one
then finds
GR ? vi = G
R ? vi ? id
=
∑
m
GR ? vi ? fmm
=
1
i~
∑
n,m6=n
(m − n)
− n + i0+ fnn ? xi ? fmm, (A5)
and similar for the advanced component of the Keldysh
Green’s function. In order to evaluate the Fermi surface con-
tribution, one needs to make use of the distributional identity
gAn (g
R
m − gAm) = −
2pii
m − n δ(− m), (A6)
where gR/An = ( − n ± i0+)−1 and where δ is the
Dirac distribution. By defining the operator cnm ≡∫
d2p tr 〈fnn ? x ? fmm ? y〉 /(2pi~)2 and ∆mn = m − n,
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the Fermi surface term can be written as
σsurfxy = ~e2< Trsurf
〈
GA ? vx ? (G
R −GA) ? vy
〉
=
e2
~
<
∑
nm
1
2pi
∞∫
−∞
d n′F()g
A
n (g
R
m − gAm)∆2mncnm
=
e2
~
∑
nm
n′F(m)∆mn= cnm. (A7)
In a similar way, one can proceed with the Fermi sea contri-
bution, noting that cnm − (x↔ y) = 2i= cnm.
σseaxy = ~e2< Trsea
〈
GR ? vx ? G
R ? vy ? G
R − (x↔y)〉
= −e
2
~
∑
nm
1
pi
=
∞∫
−∞
d nF()(g
R
n )
2gRm∆
2
mn= cnm (A8)
The energy integral evaluates to two different contributions:
1
pi
=
∫
d nF()∆
2
mng
2
ngm =(nF(n)− nF(m)) +
n′F(n)
∆mn
.
(A9)
The second term in this identity will therefore lead to a con-
tribution
∆σseaxy = −
e2
~
∑
nm
n′F(n)∆mn= cnm
= −e
2
~
∑
nm
n′F(m)∆nm= cmn
= −e
2
~
∑
nm
n′F(m)∆mn= cnm = −σsurfxy , (A10)
where we have first interchanged the dummy indices and then
used the antisymmetry of ∆nm and cnm. As this contribution
is completely cancelled by the Fermi surface term, only the
following (intrinsic) contribution remains:
σxy = −e
2
~
∑
nm
(nF(n)− nF(m))= cnm
= −e
2
~
=
∫
d2p
(2pi~)2
∑
nm
(nF(n)− nF(m))
× tr 〈fnn ? x ? fmm ? y〉
= −e
2
~
=
∫
d2p
(2pi~)2
tr 〈ρ ? x ? ρ¯ ? y〉 − (x↔y). (A11)
At finite temperatures, the density matrix describes a mixed
state for a metallic system. A pure state is recovered only in
the zero temperature limit, and ρ ? ρ = ρ is fulfilled, while
ρ ? ρ¯ = 0. Therefore,
ρ ? x ? ρ¯ ? y ? ρ = ρ ? [x, ρ¯]? ? y ? ρ
= −ρ ? [x, ρ¯]? ? [y, ρ¯]? ? ρ
= ~2ρ ? ∂pxρ ? ∂pyρ ? ρ. (A12)
Inserting relation gives the desired result:
σxy =
e2
h
1
2pi
∫
d2k itr 〈ρ ? [∂kxρ, ∂kyρ]?〉 . (A13)
Appendix B: Flow equation of the projection operator
In order to determine the gradient corrections to the cur-
vature, one needs to determine the corrections to the projec-
tion operator. By construction, the projection operator fulfills
ρ ? ρ = ρ. In the limit of ~ → 0, this equation reduces to
%% = %. These requirements are quite strict. Differentiating
with respect to ~ yields
∂~ρ = {∂~ρ, ρ}? + i
2
Πµν∂µρ ? ∂νρ. (B1)
Since ρ ? ∂µρ ? ρ = 0, the intraband terms are readily deter-
mined:
ρ ? ∂~ρ ? ρ = − i2Πκλρ ? ∂κρ ? ∂λρ (B2)
ρ⊥ ? ∂~ρ ? ρ⊥ = + i2Π
κλρ⊥ ? ∂κρ ? ∂λρ. (B3)
Here we defined ρ⊥ = id− ρ. The interband terms ρ ? ∂~ρ ?
ρ⊥ and ρ⊥ ? ∂~ρ ? ρ are not directly determined by Eq. B1.
Discarding these terms then yields
∂~ρ =
i
2
Πκλ[∂κρ, ρ]? ? ∂λρ = −1
2
ΠκλAκ ? ∂λρ. (B4)
This result can be slightly rewritten using the identity :
− 1
4
Πκλ∂λρ ?Aκ
=
1
4
Πκλ∂κρ ?Aλ
= −1
4
Πκλ[ρ,Aκ]? ? [∂λρ, ρ]?
= −1
4
Πκλ(ρ+ ρ⊥) ?Aκ ? ∂λρ ? (ρ+ ρ⊥)
= −1
4
ΠκλAκ ? ∂λρ, (B5)
which is valid in the parallel transport gauge, where A has no
interband terms. Inserting this result, and using the fact that
∇µρ = 0, one obtains the desired result
∂~ρ = −1
4
Πκλ{Aκ, ∂λρ+∇λρ}?. (B6)
Appendix C: Correction of the Green’s function
The correction to the Green’s function is determined from
the Dyson equation
(G0)
−1 ? G = id (C1)
and is therefore generated by the differential flow equation
∂~G =
i
2
Πµν G ? ∂µG
−1? ? G ? ∂νG−1? ? G. (C2)
At zero temperature and in the clean limit, the projection oper-
ator of an insulator can be obtained from the Green’s function
using the residue formula
ρ =
1
2pii
∮
γ
d G(), (C3)
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where the contour γ encloses the real energy axis up to the
Fermi energy in an anticlockwise direction. We use the cor-
respondence ∂µ = −i ad? z¯µ to rewrite the flow equation in
terms of derivations:
∂~G = − i
2
Πµν G ? ad?z¯µG
−1? ? G ? ad?z¯νG
−1? ? G. (C4)
This equation can be written in terms of matrix elements
fnn ? ∂~G ? fmm
= − i
2
Πµν (gn(ad
?
z¯µG
−1?)np ? gp(ad?z¯νG
−1?)pmgm)fnm
≡ (∂~G)nmfnm,
(C5)
where a summation over repeated indices is implied. Here we
have
(ad?z¯µG
−1?)np = ([z¯µ, G−1?]?)np
= ([H, z¯µ]?)np = (n − p)(z¯µ)np
= ∆np(z¯µ)np. (C6)
From which follows that
(∂~ρ)nm = − i
2
Πµν
∑
p
∆np∆pm(z¯µ)np(z¯ν)pmInpm.
(C7)
Here, the contour integrations are summarized in the quantity
Inpm ≡ 1
2pii
∮
γ
d gngpgm. (C8)
For n 6= m, Cauchy’s residue theorem gives
Inpm = θ(µ− n)Res(gpgm; n) + cyclic
=
θ(µ− n)
∆np∆nm
+
θ(µ− p)
∆pn∆pm
+
θ(µ− m)
∆mn∆mp
=
1
∆np∆pm
(−θ(µ− p) + ϑnpm) , (C9)
where
ϑnpm ≡ 1
∆nm
(∆pmθ(µ− n)−∆pnθ(µ− m)) . (C10)
In the degenerate limit of n→ m, ϑnpm becomes a Fermi sur-
face contribution and can be neglected for insulators. Observe
that
(∂µρ)nmfnm = fnn ? ∂µρ ? fmm
= −i
∑
p<µ
fnn ? ad
∗
z¯µfpp ? fmm
= +i(z¯µ)nm(θ(µ− n)− θ(µ− m)) fnm (C11)
If n < µ and m > µ this implies
(z¯µ)nm = −i(∂µρ)nm. (C12)
If m < µ and n > µ this implies
(z¯µ)nm = +i(∂µρ)nm. (C13)
Assume that n > µ and m > µ. Then
(∂~ρ)nm = +
i
2
Πµν
∑
p<µ
(z¯µ)np(z¯ν)pm
= +
i
2
Πµν
∑
p<µ
(∂µρ)np(∂νρ)pm (C14)
And therefore
ρ⊥ ? ∂~ρ ? ρ⊥ =
i
2
Πµν∂µρ ? ρ ? ∂νρ, (C15)
in full agreement with the previously obtained result. If n <
µ and m < µ one has
− θ(µ− p) + 1
∆nm
(∆pmθ(µ− n)−∆pnθ(µ− m))
= 1− θ(µ− p), (C16)
therefore p > µ in the summation and one obtains
ρ ? ∂~ρ ? ρ = − i
2
Πµν∂µρ ? ρ
⊥ ? ∂νρ, (C17)
which is also in agreement with the previous derivations. Now
to the offdiagonal terms which could not be derived from the
projection constraint. Assume that n > µ and m < µ. Then
− θ(µ− p) + 1
∆nm
(∆pmθ(µ− n)−∆pnθ(µ− m))
(C18)
= −θ(µ− p)− ∆pn
∆nm
(C19)
Inserting this result gives
(∂~ρ)nm =
i
2
Πµν
∑
p
(z¯µ)np(z¯ν)pm(θ(µ− p) + ∆pn
∆nm
)
=
i
2
Πµν
∑
p>F
(z¯µ)np(z¯ν)pm
∆pn
∆nm
+
i
2
Πµν
∑
p<F
(z¯µ)np(z¯ν)pm
∆pm
∆nm
. (C20)
There seems to be no straightforward way to express this as an
operator product. One sees however that in the adiabatic limit
of a large gap ∆E, these interband terms decay as O(1/∆E)
since |∆nm| ≥ ∆E. Further, the interband terms cannot con-
tribute to the correction of the Hall conductivity.
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Appendix D: Correction to the curvature
The deformed Berry curvature is defined as
Ωµν ≡ tr ρ ? Fµν , (D1)
and we need to differentiate it with respect to ~. To simplify
this analysis, we again disregard the interband contributions
from ∂~ρ (which will not contribute anyway) and take the
semiclassical limit of ~ → 0 in order to obtain the first order
correction ∆Ωµν . Several terms appear, while the simplest
one of those is given by
∆Ω(1)µν ≡ ~tr (∂~ρ ? Fµν)|~→0 . (D2)
To simplify the notation, we introduce the limits
Aµ = lim~→0
Aµ, (D3)
Fµ = lim~→0
Fµ. (D4)
By inserting the flow equation of the projector, one finds
∆Ω(1)µν /~ =
i
2
Πκλtr [∂κ%, %]∂λ%Fµν
= −1
2
Πκλtr Fκλ%Fµν +
1
2
Πκλtr Aκ%∂λFµν
= −1
4
Πκλtr %{Fκλ, Fµν}+ 1
2
Πκλtr Aκ%∂λFµν
=
1
4
Πκλtr % ({Aκ, ∂λFµν} − 2{Fκµ, Fλν}) .
(D5)
These results can be summarized to
∆Ω(1)µν /~ =− tr %(∂~Fµν)SW~→0 −
1
4
Πκλtr %{Aκ,∇λFµν},
(D6)
where the superscript “SW” indicates that the ~-flow is gen-
erated according to the Seiberg-Witten map. In the paral-
lel transport gauge, the second term is zero for the covariant
derivative ∇µ• = %(∂µ•)%. A second category of terms orig-
inates in the ~-derivative of the ?-product itself:
∆Ω(2)µν ≡ ~Tr %(∂~?)~→0Fµν . (D7)
This term vanishes due to the antisymmetry of the symplectic
structure in combination with the cyclic property of the trace
under the phase space integral. The last category of terms
stems directly from the curvature:
∆Ω(3)µν ≡ ~tr %(∂~Fµν)~→0. (D8)
Some of the contributions can be related to ∆Ω(3)µν via partial
integration:
itr%[∂µ∂~%, ∂ν%] + itr%[∂µ%, ∂ν∂~%]
= −itr∂µ%[∂~%, ∂ν%]− itr%[∂~%, ∂ν∂µ%]
− itr∂ν%[∂µ%, ∂~%]− itr%[∂ν∂µ%, ∂~%]
= −itr∂µ%[∂~%, ∂ν%]− itr∂ν%[∂µ%, ∂~%]
= +2itr∂~%[∂µ%, ∂ν%]
= 2∆Ω(1)µν /~. (D9)
The partial integration relies on the fact that ∂~% is assumed
to have no interband contributions. The last derivative term is
then given by
∆Ω(3)µν = 2∆Ω
(1)
µν −
~
2
Πκλtr %{∂2µκ%, ∂2νλ%}. (D10)
The sum ∆Ω(1)µν +∆Ω
(2)
µν +∆Ω
(3)
µν combines to the total deriva-
tive
∆Ωµν = ~
(−3tr %(∂~Fµν)SW~→0 + ∆µν) , (D11)
with the additional term
∆µν =− 1
2
Πκλtr %{∂2µκ%, ∂2νλ%}. (D12)
Appendix E: Computational details
All momentum space integrations have been performed on
a uniform mesh of 3000 × 3000 k-points. Since the model is
continuous, a cutoff is introduced with a magnitude of approx-
imately kcut ≈ 2.5 kF, where kF is the largest Fermi momen-
tum. States with higher momenta are then sure to be unoccu-
pied and do not contribute to the integration. All derivatives
are evaluated with finite differences.
