ABSTRACT This paper presents a new method for registration of digital micro-mirror device (DMD) cameras through image reconstruction. The method called dual-channel super-resolution reconstruction (DCSR) uses a dual-channel input convolutional neural network method to iteratively obtain high resolution images. The originality of this study relies on the input color weight disparity map that enables extracting edges cues and feature cues effectively during the super-resolution. The iterative initial disparity map is obtained by a cost aggregation method based on the color weights, and the model parameters are updated during the iterative process. To validate performance, a series of the comparison experiments is developed on different network structures and parameter settings for the diverse deconv-pooling layers, convolution kernel sizes, and activation function. Experimental results show that the DCSR method can solve the sub-pixel registration problem of DMD cameras and achieve a good image reconstruction effect. The DCSR performs higher accuracy and an efficient process compared with traditional reconstruction made by single-channel input convolution neural network. The spatial resolution of the reconstructed image is significantly improved, and the detail resolution is enhanced.
small image area; second, training converges too slowly; third, the network is only suitable for a single scale. The same year, Dong's team proposed a compact hourglass-shape CNN structure for fast image super-resolution (FSRCNN), with the collaboration of a set of deconvolution filters [13] . The proposed model can be adapted for real-time video SR, and motivate fast deep models for other low-level vision tasks. Although this method reduces the amount of computation, it is at the expense of reducing the SR reconstruction performance. More than most SR algorithms, the super-resolution method using very deep convolutional networks (VDSR) can handle super-resolution of several scales jointly in the single network [14] . Nonetheless VDSR style architecture requires bicubic interpolated image as the input, that leads to heavier computation time and memory compared. These network structures for the extraction of image features are mainly to adjust the convolution kernel size, increase the network depth, concatenate feature maps (superresolution using dense skip connections, SRDenseNet) [15] and learn residuals, such as deeply-recursive convolutional network (DRCN) [11] , deep residual nets (ResNet) [16] and deep recursive residual network (DRRN) [17] . Hence, these methods have more parameters and require more computation, resulting in slower computing speed.
In this paper, a DMD super-pixel resolution registration algorithm based on CNN is proposed that combines color image and color weight disparity map. In the proposed algorithm, a dual-channel convolution neural network model is designed for super-resolution (DCSR). Firstly, color, gradient information and Census transform are used as similarity measure function to propose the cost calculation function. Then, the adaptive cross window is constructed with distance and color information of the image, and the disparity map is obtained by cost aggregation based on color weights. The color image is an input as a low-resolution image, and convolution layer is used for feature extraction and representation. The deconvolution layer is used to enlarge and expand the image, and the feature map is condensed by the pooling layer to extract features that are more sensitive to the result. Finally, sum layer combines the disparity maps and color images to obtain high-resolution images.
The rest of the paper is organized as follows: the second part describes the acquisition of disparity maps and the basis related to DCSR. The third part presents the experimental datasets and experiment setup, and determines the best network parameters through a series of comparison experiments. The forth part shows the experimental results and analysis. The paper ends with a conclusion, which presents our contribution as well as some insights for future contributions.
II. PROPOSED METHOD
In this paper, we propose a dual-channel CNN model in which one channel inputs color weight disparity map and the other channel inputs a lower-resolution color image. In the part of getting the disparity map, we introduce the cost aggregation based on color weights which combine color, gradient information and census transform as similarity measure function to propose the cost calculation function. In the part of super-resolution reconstruction, the network adopts a combination of deconvolution and pooling layers to scale the feature map of the image, thereby reducing the depth and complexity of network requirements.
A. DISPARITY MAPS ACQUISITION
The process of obtaining the disparity maps includes the matching cost stage, the cost aggregation stage and the disparity calculation stage. The matching cost function is used to calculate the initial matching cost volume, and the selection of the cost function will directly affect the accuracy and matching quality of the final disparity map [18] .
The matching cost method based on absolute differences (AD) can quickly calculate the pixel-based intensity difference, but is sensitive to image noise [19] . Census transform can encode the gray value of the image into a binary code stream to represent the size of the pixel in the adjacent area relative to the central pixel, which can reduce the mismatch caused by the noise, but the matching effect of the repeated area of the image texture is poor [20] . For the gradient information, the area where the gradient value changes greatly is generally the image edge area with disparity discontinuity, and the area where the gradient value changes little is often the low texture area. In order to obtain a more accurate disparity map, the AD, census transform and gradient information are combined to build the initial matching cost function. In order to avoid mismatch between the pixels with the gray level and different color information in the image, three-channel of RGB information is used to replace the single grayscale information. Given a pixel p = (x, y) in the left image and a disparity level d, and its correspondence pd = (x − d, y) in the right image. C AD (p, d) and C Grad (p, d) are defined as the average intensity differences of p and pd in RGB channels [21] :
where I L i (p) and I R i (pd) are the pixel intensities at point p in the left and right images respectively, ∇ x and ∇ y are the grayscale gradients of the pixel in x and y directions respectively. C census (p, d) is defined as the Hamming distance of two bit strings that stand for pixel p and its correspondence pd = (x −d, y), and census transform expresses the similarity between two points by the Hamming distance between bit strings, which is expressed by [20] 
where C TL (p) and C TR (pd) are the bit strings corresponding to the p and pd points of the left and right images respectively. The initial matching cost value C(p, d) is then computed as follows:
where (2) and (3) . ρ(c, λ) is a robust function on variable c [22] :
where c is the cost function value, λ is the corresponding parameter. Through the aggregation of the values calculated by the initial matching cost, which acquired by (4), the influence of matching ambiguities and noise can be reduced. We assume that neighboring pixels with similar colors have similar disparities. Zhang et al proposed the cross-based aggregation method by improving support region construction and aggregation strategy, and this method can produce aggregated results comparable to the adaptive weight method with the lower time complexity.
Cross-based aggregation has two steps, firstly, given pixel p to be matched, according to the color and the distance constraint information, extend outward in the horizontal and vertical directions and constructs an upright cross. For each pixel area, describe the area with arm lengths
in four directions. Take h − p as an example, the left arm stops when the central pixel p and the endpoint pixel p i violates one of the three following rules:
. Rule (i) restricts the color difference not only between p i and p, but also between p i and its predecessor p i + (1, 0) on the same arm, such that the arm won't run across the edges in the image. This kind of cross-based aggregation uses dual color thresholds and double distance thresholds to constrain the window size, the shorter arm L 2 uses larger color threshold τ 1 and larger arm L 1 uses shorter color threshold τ 2 . In this way, it can be ensured that the crossbased aggregation strategy can produce more accurate results in large textureless regions and near depth discontinuities.
According to the difference in color between each row (or column) pixel and the middle pixel in the window (see Fig. 1 ), an adaptive weight is assigned to each pixel to be aggregated, which obtains a more reliable cost aggregation value.
The color weights defined as follows: 
B. NETWORK ARCHITECTURE
A dual-stream convolution neural network for disparity gradient map is proposed, two convolution channels are designed VOLUME 6, 2018 in the convolution layer, and the color and gradient image are input respectively. The overview of the proposed method is shown in Fig. 3 . The CNN consists of four layers. The first part, which is the convolution layer, has a kernel size 3 × 3 (k 1 = 3). Compared with the kernel size 9 × 9 selected in the convolution layer by the SRCNN method, the number of parameters is reduced and enough image features can be extracted. The zero-padding strategy is adopted so that the image size does not decrease after each convolution, that is padding = (k 1 − 1)/2 = 1. Assuming that the size of the network input image is H × W , the output feature size after convolution layer is H × W , too.
The second part is a deconvolution layer, which upsamples and aggregates the previous features with a set of deconvolution filters. Set the deconvolution kernel stride = s 2 , padding = p 2 , when the upscaling factor equals to f , the feature size after deconvolution operation is [s 2 
In the experiment, we choose three sets of the scale factors, which are f = 2, f = 3 and f = 4, respectively. When performing SR upscaling with a scale factor of 3, the stride is set to s 2 = 3, and the other two groups are set to s 2 = 2. Other parameters are set to p 2 = 2 and k 2 = 7.
The third part is the pooling layer which is a max-pooling operation. Set the size of the pool filter k 3 = f , stride = f . Through the combination of the deconvolution layer and the pooling layer, the size of the output feature is restored to its original state, the same as the input image.
The last layer is sum layer, the outputs of the dual-stream networks for disparity gradient and color information are added into sum layer to learn corresponding relationship and produce the final super resolution result. Set the parameter in (9) n 4 = f 2 , k 4 = 3, stride = 1 and padding = 1.
C. SUPER-RESOLUTION DECONVOLUTION METHOD
In the process of super-resolution reconstruction, the extracted features need to be nonlinearly mapped, and the features are gradually abstracted from the lower level to the higher level. The combination of deconvolution and pooling is used to expand and shrink the feature image obtained by image convolution. And this is the most important part of image reconstruction. The extracted features are more sensitive to the results, so as to better complete the non-linear mapping of the super-resolution network.
The deconvolution layer is used to scale up the feature map obtained by the convolution layer. After the input image passes through the convolution layer, the feature size is consistent with the input image, which is H ×W , and then proportionally upscales the output image through the deconvolution layer. The function reveals the relationship between the input layer f I and the last layer f L :
where W 1 is a 2D convolution tensor, the size of W 1 convolution layer of the initial upsampling low super resolution depth map is about n 1 filters of support c × k Pooling layer can reduce the output feature vector and the dimension of feature maps, improve the training speed of the network, increase the training results, but be not prone to over-fitting case. The operation is represented by the formula:
where W 3 is about n 2 filters of support n 2 × k 3 × k 3 , k 3 is the size of pooling layer, F 3 (Y LR ) is the feature maps obtained after pooling, and the symbol '' '' is the pooling operation. The main function of the combination of deconvolution and pooling layers is to expand and concentrate the extracted feature. The deconvolution layer is used to enlarge the feature maps, and pooling layer is used to concentrate the feature maps, thus the results are more sensitive and effective.
At the end of the network, the final high-resolution image is obtained through the sub-pixel convolution layer, which is expressed as follows:
where F 4 (Y LR ) and Y HR are the final high-resolution images, W 4 is about n 4 filters of support n 2 × k 4 × k 4 , and R(x) represents the permutation operation.
D. LOSS FUNCTION
The training process of the network aims to minimize the loss between the predicted images and the corresponding highresolution images. The objective function to be minimized during the training is Euclidean loss, which is widely used for quantitatively evaluating image restoration quality. Thus, the loss function is built using the mean square error (MSE), which is defined as:
where y i are a set of real images, Y HR is the network prediction image. This facilitates the later PSNR as a highresolution image quality evaluation index. The higher the PSNR is, the smaller the image distortion is and the higher the image quality is.
III. EXPERIMENTS
The method that proposed in this paper is super-resolution reconstruction of the pictures taken by the DMD camera so as to solve the sub-pixel accurate registration problem of DMD and CCD pixels. A 1360×1024 pixels SVS-Vistek SVS285CUCP camera and 1024×768 pixels XD-SD02 DMD components are used for image acquisition and dynamic range expansion, respectively. In the experiment process, the existing datasets are selected first to conduct offline training., The optimal parameters of the CNN are determined through a series of comparative experiments.
A. DATASETS
In the phase of comparison and analysis of CNN parameters, the experiments use the published Timofte dataset [23] which includes 91-images dataset for training and Set5 and Set14 dataset for testing, and the Berkeley Segmentation dataset includes BSD100 and BSD300 [24] . To some extent, the size of the training dataset can affect the actual performance of the super-resolution method. The larger the training dataset is, the better the super-resolution effect is after training. After the network model is determined, the network is trained by using 91-images fast. Then the 291-images as in [14] are used as training images to enhance the effect of super-resolution method. These images are of good quality and suitable for super-resolution network training.
B. TRAINING SAMPLES AND STRATEGIES
In order to get the corresponding low-resolution samples
, the ground truth images of the training dataset are sampled in proportion. Our model uses Caffe for training, the ground truth images Y HR i are treated as c × f sub × f sub -pixel sub-images which are randomly cropped from the original images. Then the sub-image size and the step are set as f sub = 7 and stride = 3, respectively. Crop the training dataset into a series of sub-images as input for the network training phase. To make full use of the dataset, the data augmentation is also adopted as in [13] . The data is augmented in two ways. The loss is minimized using stochastic gradient descent (SGD) with the standard back propagation. The weight matrices are updated as [25] : (11) where momentum µ is set to 0.9, ε denotes the learning rate which is set to 10 −3 . When the loss during training reaches a steady state, the learning rate ε is reduced to one tenth of the original, and the process is repeated in many times. In order to test the effect of different network parameter settings on the super-resolution performance, sections C, D and E of this paper are set up from three aspects and corresponding experiments are conducted to find the optimal settings. The comparison experiments take factor = 3 as examples. Set5 and BSD100 are used as the test datasets respectively to obtain the mean value of peak signal-to-noise ratio (PSNR) of each image, and the curve of this value increasing with the number of iterations is made.
C. THE CHOICE OF DIFFERENT DECONV-POOLING LAYERS
To verify the impact of the different convolution layers, we ensured other features such as the activation function and the convolution kernel, and reconstructed the low-resolution image with various convolution layers. The Fig. 4 shows the VOLUME 6, 2018 PSNR (dB) convergence curves of one deconv-pooling layer and two deconv-pooling layers.
We could observe that in the initial stage of network training, the performance of the combination of the two deconv-pooling layers is better. However, as the number of iterations increases, the gap between the two deconv-pooling layers becomes smaller and smaller, and only a slight performance advantage is finally maintained. Comparing to one deconv-pooling layer, the complexity of the model is almost doubled in the network of two deconv-pooling layers, but the performance improvement is marginal. The results are shown in Table 1 . Therefore, considering comprehensively, one deconv-pooling layer is selected to implement the network function. 
D. THE CHOICE OF DIFFERENT CONVOLUTION KERNEL SIZES
Networks with different deconvolution kernel sizes meant diverse sizes of the network receptive field, thus affecting the super resolution performance of the network. To explore the effect of the deconvolution kernel size, we choose the kernel size of 5 and 7. The Fig. 5 shows the results on two standard benchmark datasets: Set5 and BSD100.
From the figure, it can be seen that the network superresolution performance is better when the deconvolution kernel size is 7 (k 2 = 7), and it stays ahead of training. As the number of iterations increases, the advantage increases. When training ends, k 2 = 7 compared to k 2 = 5, the PSNR values come up to 0.22dB and 0.06dB on the Set5 and BSD100 datasets, respectively. Therefore, it is good to set the network deconvolution kernel size to k 2 = 7 finally.
E. THE CHOICE OF DIFFERENT ACTIVATION FUNCTION
The DCSR method in non-linear processing is confirmed through activation function, which included tanh, rectified linear unit (ReLU) and parametric rectified linear unit (PReLU). We designed the experiment to obtain their super-resolution performance. Fig. 6 illustrates that the activation function PReLU performs optimally, followed by ReLU. Therefore, this paper finally selects PReLU as the activation function of the network.
F. RUNNING TIME
In this section, we evaluate the running time of the best model set by the above parameters. Fig. 7 shows the comparisons of the restoration performance of several methods based on Set14 with an upscale factor of 3. We profile the running time of all algorithms using the same machine (Intel CPU 2.3GHz) in Matlab2017 platform. The experimental results show that the proposed method achieves the best performance with an average speed of 0.21s.
IV. IMAGE SUPER-RESOLUTION RESULTS
For benchmark, four datasets are usually used which contain 'Set5', 'Set14', 'Urban100' and 'BSD100'. Datasets 'Set5' and 'Set14' are often used for benchmark in other works [23] . Dataset 'Urban100' is a dataset of urban images recently provided by Huang et al. [26] . In addition, dataset 'BSD100' is also used.
Some quantitative and qualitative comparisons are provided in this paper. The proposed method is compared with the state-of-the-art methods including SRCNN [12] , VOLUME 6, 2018 experimental results, it can be seen that the details of the junctions in Fig. 9(b) and Fig. 9 (c) are almost indistinguishable. However, in Fig. 9(d) and Fig. 9(e) , the edges of the results are clearer, but the ground texture is more blurred. Fig. 9(f) shows that the method has relatively clear edges. Compared with VDSR and DRCN methods, ground texture is clearer, the spatial resolution is significantly improved, the detail and edges are more resolvable.
In Fig. 10 , we compare DCSR with other top-performing methods on the actual captured image. The subject is the main building of Changchun University of Science and Technology. Under factor 2, it can be seen that at the eaves, DCSR has a clearer boundary, the PSNR value reaches 31.60dB and SSIM value reaches 0.8935. Experimental results show that, the proposed models successfully reconstruct the detailed textures and edges in the high-resolution images and exhibit better-looking SR outputs compared with the previous works.
V. CONCLUSION
This paper creatively uses image reconstruction for registration of DMD camera registration and translates the registration problem into an image super-resolution reconstruction problem. A method is proposed to reconstruct superresolution images based on DCSR which combines color images and color weight disparity maps. This method distinctively uses a disparity map to enhance image features instead of pixel adjustment, and overcomes the deficiency of insufficient information and the dependence geometric calibration. DCSR is proved to be accurate on image reconstruction and experiments illustrate the effectiveness of this method. A series of designed comparison experiments are developed to determine the best network parameters performance. The experiments results offered by reconstructing images with different factors (×2, ×3, ×4) outperformed the existing methods on benchmarked images and real images. With an upscale factor of 3, the PSNR and SSIM of the reconstruction result of the real images can reach 31.60dB and 0.8935, and the experimental results are better than other state-of-theart methods. The edges of the texture in the reconstructed image are more prominent, the spatial resolution of the image is significantly improved, and the resolution of the detail is enhanced. Further research related to present work will be focused on the super-resolution reconstruction of high dynamic range images for highlights, shadows, etc. 
