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Abstract
Statistical experimental design provides rules for allocating resources in a data collection
exercise where there is variability which is not under the control of the experimenter. The
experimenter can use resources optimally to learn about unknowns and make predictions
about future observations. Bayesian experimental design is a fast growing area of research
with many real-world applications. The Bayesian framework provides a unified approach
to experimental design for incorporating prior information and/or uncertainties regarding
the statistical model with a utility function which describes the experimental aims.
As computational power has increased over the years, so has the development of simulation-
based design methods, which involve a number of algorithms, such as Markov chain Monte
Carlo. However, many of the proposed algorithms have been found to be computationally
intensive for complex or nonstandard design problems, such as those which require a large
number of design points to be found and/or those for which the observed data likelihood
has no analytic expression.
In this thesis, we develop novel extensions of existing algorithms which have been used
for Bayesian experimental design, and also incorporate methodologies which have been
used for Bayesian inference into the design framework, so that solutions to more complex
design problems can be found.
In Chapter 1 we discuss the aims of this research and its contributions to the literature.
In Chapter 2 we provide an introduction to Bayesian experimental design and review the
important literature. Chapters 3 - 5 consist of published or submitted research articles
that present novel ideas for solving complex Bayesian design problems.
In Chapter 3 we discuss methods which may be used to solve design problems in which
one is interested in finding a large number of (near) optimal design points (for a small
number of different design variables). The approach involves the use of lower dimensional
parameterisations that consist of a few design variables to generate a large number of
design points which are related to one another in the design space by some (pre-specified)
function. One can incorporate this approach into existing search algorithms, so that
optimal values can be found for a few design variables, rather than a large number of design
points. This offers substantial computational savings and a more accurate determination
of the mode of the utility surface. The methodology is demonstrated on a number of
different applications, including the selection of sampling times for pharmacokinetic and
heat transfer studies, and involve nonlinear models.
Chapter 4 presents methods for finding fully Bayesian experimental designs for nonlinear
mixed effects models. This involves the use of simulation-based optimal design methods
to search over both continuous and discrete design spaces for a number of different design
variables so that optimal population designs for nonlinear mixed effects models can be
found. These methods have applications in the design of population pharmacokinetic
studies.
Utility functions in Bayesian experimental design are based on the posterior distribu-
tion. When the posterior is found by simulation, it must be sampled from for each future
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dataset drawn from the prior predictive distribution, and so many thousands of poste-
rior distributions are often required. In Chapter 5 we compare and contrast the use of
importance sampling and Laplace approximations to rapidly approximate the posterior
distribution for use in Bayesian utility function calculation. These methodologies can be
used to solve design problems which involve a somewhat large amount of data. Importance
sampling from the prior distribution tends to break down when there is a reasonable num-
ber of experimental observations, and so Laplace approximations are used to overcome
this. The methodology is motivated by a pharmacokinetic study which investigates the
effect of extracorporeal membrane oxygenation on the pharmacokinetics of antibiotics in
sheep. We consider several different utility functions that focus on the precise estimation
of pharmacokinetic parameters/measures of interest.
In Chapter 6 we summarise this research and conclude with a discussion on the directions
for future research in optimal Bayesian experimental design.
KEYWORDS: Bayesian optimal design; Decision theory; Utility function; Stochastic
optimisation; Markov chain Monte Carlo; Posterior distribution approximation; Sampling
strategies; Pharmacokinetics.
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Chapter 1
Thesis Aims, Contributions and Outline
1.1 Description of Research Problem
Bayesian experimental design is a fast growing area of research with many real-world ap-
plications. As computational power has increased over the years, so has the development
of simulation-based design methods, which involve a number of Bayesian algorithms, such
as Markov chain Monte Carlo (MCMC) algorithms, that have enabled more complex de-
sign problems to be solved. In this thesis we develop novel extensions of existing Bayesian
algorithms for the purpose of finding solutions to complex Bayesian experimental design
problems, many of which have applications in biology and medicine. In this chapter an
outline of the thesis is provided, along with its aims and the contributions of this research
to the statistical literature.
1.2 Overall Objectives
The overall objective of this research is to advance Bayesian experimental design, partic-
ularly for complicated static design problems, such as those which require a large number
of design variables/points to be found, and designs for mixed effects models, through the
extension of existing algorithms and development of novel Bayesian methodologies and
algorithms.
1.3 Specific Aims
The specific aims of this research are:
(a) To extend existing MCMC algorithms to solve static design problems which require
a large number of design points to be found through the development of proposal
distributions for the design points that rely on lower dimensional parameterisations
of the design points;
(b) To enable fully Bayesian static designs to be found for the collection of data that is
modelled by nonlinear mixed effects models;
(c) To find efficient methods for estimating the posterior distribution for use in Bayesian
utility function calculation;
(d) To develop novel design criteria, based on the posterior distribution of some param-
eter of interest, which may be used to assist in the selection of optimal sampling
times;
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(e) To apply the above-mentioned methods to case study data, to improve upon the
design of existing pharmacokinetic studies, demonstrate the effectiveness of the
methods, and evaluate their practical benefits for the pharmaceutical and drug
testing industries.
1.4 Account of Research Progress
This is a thesis by published and submitted papers. Aside from this introductory chapter
and a summary in Chapter 6, the core chapters of this thesis consist of published or
submitted peer-reviewed articles written primarily by the author that contribute towards
solving complex Bayesian experimental design problems. These articles include three full
research articles (one published and two submitted), as well as one submitted review
article on Bayesian experimental design. The articles are as follows:
(a) Ryan, E.G., Drovandi, C.C., McGree, J.M. and Pettitt, A.N. (2014). Fully
Bayesian Experimental Design: A Review. Submitted to International Statistical
Review. (Chapter 2).
(b) Ryan, E.G., Drovandi, C.C., Thompson, M.H. and Pettitt, A.N. (2014). Towards
Bayesian experimental design for nonlinear models that require a large number of
sampling times. Computational Statistics and Data Analysis, 70: 45-60. (Chapter
3). This paper has also been presented as a poster at the International Society for
Bayesian Analysis (ISBA) World Meeting in 2012 and as a talk at the European
Meeting of Statisticians (EMS) in 2013.
(c) Ryan, E.G., Drovandi, C.C. and Pettitt, A.N. (2014). Simulation-based fully
Bayesian experimental design for mixed effects models. Submitted to Computational
Statistics and Data Analysis. (Chapter 4). This paper has also been presented as a
poster at the International Society for Bayesian Analysis (ISBA) World Meeting in
2014.
(d) Ryan, E.G., Drovandi, C.C. and Pettitt, A.N. (2014). Fully Bayesian experimental
design for pharmacokinetic studies. Submitted to Entropy. (Chapter 5).
These journal articles are largely self-contained, but there is some degree of overlap be-
tween the literature review in Chapter 2 and the introductions of Chapters 3-5, as well as
the methods used in Chapters 3-5. In particular, Chapters 4 and 5 make use of method-
ology introduced in Chapter 3 to reduce computational burden. The journal publications
and submissions have been reprinted in full in Chapters 2-5.
1.4.1 Significance of Research
This project aims to advance Bayesian experimental design through the development of
novel methodologies and use of existing Bayesian algorithms so that robust and efficient
designs may be obtained for experiments that are conducted in high impact areas, such
as clinical trial studies. Advancement of Bayesian statistical design will provide experi-
menters with appropriate statistical methodologies to conduct cost effective, timely and
well informed experiments with tailored utility functions. These statistical methods will
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also enhance decision making in drug development and screening by enabling experi-
menters to optimally allocate resources so that parameters of interest may be studied.
There is a lack of flexible and sophisticated Bayesian optimal design methodologies, par-
ticularly for complicated static design problems, such as static design problems that have
a large number of design variables/points or static designs for mixed effects models. This
thesis aims to address these issues by extending existing Bayesian algorithms to search
for optimal designs, and by borrowing algorithms from the Bayesian inference literature
to perform fast computation of the posterior distribution for Bayesian utility function
calculation.
1.4.2 Thesis Structure
The structure of the thesis is as follows. In Chapter 2 we introduce the concepts involved
in Bayesian experimental design and provide an extensive review of the relevant literature.
In Chapter 3, we present a simulation-based approach that can be used to solve optimal
design problems in which one is interested in finding a large number of (near) optimal
design points using a small number of design variables. Chapter 3 addresses aims (a)
and (e). Chapter 4 presents methods to find fully Bayesian designs for nonlinear mixed
effects models. This chapter addresses aims (b) and (e). In Chapter 5 we compare and
contrast the use of importance sampling and Laplace approximations to obtain estimates
of Bayesian utility functions. Chapter 5 addresses aims (c) - (e). Finally, in Chapter 6,
we summarise our methods and results, and suggest some future research that could be
implemented.
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Chapter 2
Fully Bayesian Optimal Experimental Design: A Review
ABSTRACT
Bayesian experimental design is a fast growing area of research with many real-world
applications. As computational power has increased over the years, so has the develop-
ment of simulation-based design methods, which involve a number of algorithms, such as
Markov chain Monte Carlo, sequential Monte Carlo and approximate Bayes methods, and
which have enabled more complex design problems to be solved. This paper provides an
overview of the literature on Bayesian experimental design that uses a decision-theoretic
approach. The Bayesian framework provides a unified approach for incorporating prior
information and/or uncertainties regarding the statistical model with a utility function
which describes the experimental aims. In this paper, we provide a general overview on
the concepts involved in Bayesian experimental design, and focus on describing some of
the more commonly-used Bayesian utility functions and methods for their estimation, as
well as a number of algorithms that are used to search over the design space to find the
optimal Bayesian design. We also provide some examples from the literature of real-world
applications and discuss future directions for Bayesian experimental design.
KEYWORDS: Bayesian optimal design; Decision theory; Utility function; Stochastic
optimisation; Posterior distribution approximation.
2.1 Introduction
2.1.1 Background
Statistical experimental design provides rules for the allocation of resources in an infor-
mation gathering exercise in which there is variability that is not under control of the
experimenter. Experimental design has very broad applications across the natural, medi-
cal and social sciences, as well as engineering, business and finance. Experimental design
reflects the purpose of the experiment. Prior to the commencement of an experiment,
experimental design often requires choices to be made regarding which treatments to
study and how these treatments will be defined or administered (e.g., amount, timing,
frequency), and the proportion of observations to allocate to each treatment. Experi-
mental design can also require choices of blocking factors, randomisation methods and
sample size to be made. The experimental units must also be clearly defined prior to the
commencement of the experiment, along with the time period over which the experiment
5
is to be performed. Due to costs, ethics and other constraints on time, efficient use of
resources is highly critical.
Experimental designs incorporate features into studies with the aim to control systematic
error (bias), reduce random variations, increase precision of parameter estimates (or some
measure of interest), make predictions about future observations, or discriminate between
competing models. Essentially, non-optimal designs require more resources to make in-
ferences on the features of interest with the same level of reward that an optimal design
would. Experimental design problems are commonly viewed as optimisation problems,
and optimal experimental designs may be used to achieve the experimental goals more
rapidly and hence reduce experimental costs.
Experimental design has been widely developed within the classical framework, in both
theory and practice (e.g., Atkinson and Donev (1992)). In the classical framework, optimal
experimental designs are commonly derived using optimality criteria that are based on
the expected Fisher information matrix (e.g., Fedorov (1972); Pukelsheim and Torsney
(1991); Atkinson and Donev (1992)).
Classical experimental design is well suited to linear or linearised models. For nonlinear
models, optimal designs generally depend on the true values of the model parameters
(assuming the model is also true). Often, the aim of experimental design is to precisely
estimate model parameters. Since the parameter values are not known, and data has not
been collected to estimate them, the experimenter must postulate values for the model
parameters from which to construct an experimental design. Use of unlikely parameter
values may result in sub-optimal designs. Several studies have incorporated probability
distributions on the model parameters and averaged local design criteria over the distri-
butions so that the designs obtained may be robust to the initial choice of the parameter
values (e.g., Pronzato and Walter (1985); D’Argenio (1990)). These probability distri-
butions are known as prior distributions and can incorporate information from previous
studies, expert elicited data or subjective beliefs of the experimenters. Similar methods
are also used for situations in which there is model uncertainty.
Bayesian statistics is rapidly gaining in popularity in the literature and has many appli-
cations, particularly in the fields of science, health and engineering. Bayesian statistics
combines prior knowledge about the unknown parameters in the model with the likeli-
hood (contribution made by the data to the unknown parameters) to give the posterior
distribution, from which inferences on the unknown parameters of interest can be made.
Designs which have arisen from averaging classical design criteria over prior distributions
have commonly been referred to as “Bayesian designs”. We suggest this is misleading
as we propose that to qualify as a “fully Bayesian design”, one must obtain the design
by using a design criterion that is a functional of the posterior distribution. Designs
which have arisen from averaging the classical design criteria over the parameter space
are termed “pseudo-Bayesian” or “robust” designs (Pronzato and Walter (1985); Federov
and Hackl (1997)).
6
Bayesian methodologies for optimal experimental design have become more prominent
in the literature (e.g., Mu¨ller (1999); Han and Chaloner (2004); Amzal et al. (2006);
Mu¨ller et al. (2006); Cook et al. (2008); Huan and Marzouk (2013)). One advantage
of using a Bayesian design criterion is that a single design point can be used, and the
prior distribution is updated by the single observation. Lindley (1972) presents a decision
theoretic approach to experimental design, upon which Bayesian experimental design is
based. Bayesian optimal design involves defining a design criterion, or a utility function
U(d,θ,y), that describes the worth (based on the experimental aims) of choosing the
design d from the design space D yielding data y, with model parameter values θ. A
probabilistic model, p(θ,y|d), is also required. This consists of a likelihood p(y|d,θ) for
observing a new set of measurements y at the design points d, given parameter values
θ, and a prior distribution p(θ) for the parameters θ. The prior distribution is usually
assumed to be independent of the design d.
The Bayesian optimal design, d∗, maximises the expected utility function U(d) over the
design space D with respect to the future data y and model parameters θ:
d∗ = arg maxd∈D E{U(d,θ,y)}
= arg maxd∈D
∫
Y
∫
Θ
U(d,θ,y)p(θ,y|d)dθdy
= arg maxd∈D
∫
Y
∫
Θ
U(d,θ,y)p(y|d,θ)p(θ)dθdy. (2.1)
Thus, the optimal design (given the observed data), maximises the posterior expected
utility. Unless the likelihood and prior are specifically chosen to enable analytic evaluation
of the integration problem, equation (2.1) does not usually have a closed form solution.
Therefore, numerical approximations or stochastic solution methods are required to solve
the maximisation and integration problem.
Due to the computational challenges of performing the integration and maximisation of
equation (2.1), the use of standard optimisation algorithms, such as the Newton-Raphson
method, to find the optimal design is inappropriate. A number of stochastic algorithms
have been proposed in the literature to approximate the maximisation and integration
problem of equation (2.1). These include: prior simulation (Mu¨ller (1999)); smoothing
of Monte Carlo simulations (Mu¨ller (1999)); gridding methods which involve numerical
quadrature or Laplace approximations to perform backward induction (Brockwell and
Kadane (2003)); Markov chain Monte Carlo simulation in an augmented probability model
(Mu¨ller (1999)); and sequential Monte Carlo methods (Ku¨ck et al. (2006); Amzal et al.
(2006)). These algorithms will be discussed further in Sections 2.5 and 2.6.
2.1.2 Brief History of the Bayesian Design Literature
A broad range of literature exists on optimal experimental design. This article aims
to review those papers which present solutions to fully Bayesian experimental design
problems.
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Early work on Bayesian decision-theory includes Lindley (1968, 1972), which notes that
the design of an experiment should depend on the experimental objectives (e.g., precise
estimation of certain parameters, prediction of future responses). Other work includes
Chaloner (1984), who further developed Bayesian optimal design theory in a linear regres-
sion context and explicitly describes how the prior causes a difference between the classical
and Bayesian optimal designs. DasGupta and Studden (1991) gave a structured formu-
lation to demonstrate the sensitivity of designs to the priors and presented designs that
were robust to the prior specification. Other notable works on Bayesian designs for linear
regression models include Pilz (1991) and El-Krunz and Studden (1991). Simulation-
based design methods have frequently been used more recently (e.g., Clyde et al. (1996);
Bielza et al. (1999); Mu¨ller (1999); Stroud et al. (2001); Amzal et al. (2006); Mu¨ller et al.
(2006); Cook et al. (2008); Cavagnaro et al. (2010)) in which Markov chain Monte Carlo
and sequential Monte Carlo algorithms are utilised to solve complex optimal Bayesian
design problems (e.g., designing for nonlinear models). Sequential, or adaptive designs,
have become increasingly popular in the Bayesian design literature as they provide flexi-
ble and efficient designs. Rather than using the same design throughout the experimental
process, as in static design problems, the design which maximises the expected utility is
chosen at each stage of experimentation, based on the outcomes of previous experiments.
Recent developments in static and sequential designs will be discussed further in Sections
2.5 and 2.6.
There are already several notable review papers on Bayesian experimental design. Das-
Gupta (1995) presents a review of both classical and Bayesian experimental design, with
a focus on designing for linear models. Atkinson (1996) review classical and pseudo-
Bayesian optimal design for linear and nonlinear models. Verdinelli (1992) and Chaloner
and Verdinelli (1995) present a comprehensive review on Bayesian experimental design,
for both linear and nonlinear models. Mu¨ller (1999) provides an overview of simulation-
based methods in optimal design. Clyde (2001) presents a broad review on several of the
key concepts involved in Bayesian experimental design, such as, choice of utility functions;
prior elicitation; and methods for calculating the expected utility.
2.1.3 Contribution and Outline
There has been a lack in review papers on fully Bayesian experimental design since the
early 2000s. These earlier review papers have often been written from a rather math-
ematical view point, and have often focused on defining Bayesian design criteria and
their relationship to classical design criteria. In the past two decades there has been
a substantial increase in computational power and, along with it, the use of Bayesian
methodologies for optimal design. At the present time, we have been unable to find any
recent review articles which discuss the various algorithms that are used in the Bayesian
design literature to solve optimal design problems. Designs for complex models have also
received little attention in Bayesian experimental design literature reviews. This article
is concerned with reviewing the computational methods that have been used to find fully
Bayesian experimental designs and aims to address the aspects of Bayesian experimental
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design which have received little or no emphasis in previous review papers. This article is
aimed at readers with some understanding of Bayesian methods, but not necessarily with
knowledge of experimental design.
In Section 2.2 we describe how the prior distribution has been elicited in previous Bayesian
experimental design studies. Section 2.3 discusses methods for posterior distribution
approximation for use in Bayesian utility functions. In Section 2.4 we discuss some of the
more commonly-used Bayesian utility functions, along with the methods that have been
used for their estimation. Sections 2.5 and 2.6 provide an overview of the optimisation
algorithms that have been used to search for static and sequential Bayesian experimental
designs, respectively.
2.2 The Prior Distribution
The Bayesian design framework (as well as Bayesian analysis) requires the elicitation of a
prior distribution for the statistical model(s). It is very important to check the sensitivity
of the optimal design to the specification of the prior distribution (see, for example,
DasGupta and Studden (1991)).
A number of studies (e.g., Clyde et al. (1996); Stroud et al. (2001); Ryan et al. (2014a))
have used historical data from previous experiments to construct a prior distribution
for the design of future experiments. Toman and Gastwirth (1994) suggest the use of
results from a pilot study to specify the prior distribution. Tsai and Chaloner (2002)
used information from over 50 clinical experts to elicit prior distributions for their design
problem. Kadane (1996) discusses a number of the practical issues that occur in subjective
elicitation for clinical trials.
Several studies have considered the problem where the prior used for the design phase
is different from the prior used for analysis (e.g., Etzione and Kadane (1993); Han and
Chaloner (2004)). For example, a noninformative prior may be used for analysis to mimic
a classical analysis, but all available prior information may be used in the design process
so that an informative prior may be used.
2.3 Estimation of the Posterior Distribution
Bayesian utility functions are based on the posterior distribution and generally assume
that a Bayesian analysis will be performed on any data that are generated from the ex-
perimental design. In general, the posterior distribution does not have a closed form
expression, and numerical methods are required to sample from or approximate the pos-
terior distribution. Generally, thousands of posterior distributions need to be considered,
since each possible future data set that is drawn from the prior predictive distribution
requires calculations of the posterior distribution. For this to be computationally feasible,
rapid methods for obtaining the posterior distributions for many datasets that are drawn
from the same model and prior are required.
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2.3.1 Markov Chain Monte Carlo
Markov chain Monte Carlo (MCMC) has often been used to estimate the posterior dis-
tribution for Bayesian utility function calculations (e.g., Wakefield (1994); Palmer and
Mu¨ller (1998); Han and Chaloner (2004)). Although MCMC is often appropriate and
useful for Bayesian data analysis, it can be too computationally intensive to perform
MCMC to estimate the posterior distribution for each of the thousands of iterations re-
quired in the Bayesian experimental design algorithms.
2.3.2 Importance Sampling
Importance sampling is a popular method for estimating target distributions of inter-
est, from which it may be difficult to sample (Geweke (1989)). Importance sampling
involves choosing an importance distribution g(·), from which it is easy to sample, and
then appropriately weighting the samples that have been drawn from the importance dis-
tribution to account for the discrepancy between g(·) and the target distribution. In the
Bayesian design context, the target distribution is the posterior p(θ|d,y). Weighted sam-
ples {θk,Wk}Npk=1 are produced, where Np is the number of particles used to estimate the
posterior; w(θ) = p(y|d,θ)p(θ)g(θ) are the importance weights; and Wk ∝ w(θk), k = 1, ..., Np
are the normalised importance weights,
∑Np
k=1Wk = 1. The target and importance distri-
butions should have the same support. To measure the efficiency of importance sampling,
the effective sample size (ESS) is used and can be approximated via
ESS =
1∑Np
k=1W
2
k
, 1 ≤ ESS ≤ Np.
Importance sampling is a very useful method for estimating the posterior distribution
in Bayesian experimental design since the importance samples only need to be drawn
once (unlike MCMC) and can then be re-weighted in each iteration of the optimisation
algorithm according to the current design and data. The ability to re-use the importance
samples offers substantial computational savings.
Importance sampling from the prior distribution has commonly been used in Bayesian
experimental design to estimate the posterior distribution (e.g., Cook et al. (2008); Mc-
Gree et al. (2012c); Ryan et al. (2014a,c)). This reduces the importance weights to be
proportional to the likelihood function. However, this is usually inefficient when there
is a substantial difference between the prior and posterior distributions (e.g., Bengtsson
et al. (2008); Ryan et al. (2014a,c)).
Ryan et al. (2014a) used Laplace approximations (to the posterior) to form the importance
distribution for importance sampling, and found that this approach corrects for some non-
normality that is not accommodated by the Laplace approximation, and can also be used
when large amounts of data are involved in the design problem since fewer particles are
required in the importance sampling to obtain a reasonable ESS.
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The use of adaptive importance sampling (e.g., Kinas (1996); Pennanen and Koivu (2006))
is largely unexplored for estimating the posterior distribution in Bayesian experimental
design problems.
2.3.3 Deterministic Approximations
Laplace approximations (or Gaussian approximations) and numerical quadrature provide
fast methods for obtaining approximations to the posterior distribution in Bayesian de-
sign problems (e.g., Lewi et al. (2009); Cavagnaro et al. (2010); Bornkamp et al. (2011);
Long et al. (2013); Ryan et al. (2014a)). These methods are particularly useful when large
amounts of data are involved. However, their suitability depends on whether it is rea-
sonable to assume that the posterior distribution is well approximated by a multivariate
normal distribution and they also suffer from the curse of dimensionality. To overcome
the issue of dimensionality, Long et al. (2013) use polynomial-based sparse quadrature
for the integration over the prior distribution.
Integrated nested Laplace approximation (INLA) is a relatively new method for rapidly
approximating posterior distributions (see Rue et al. (2009)). INLA generally is a signifi-
cantly faster alternative to MCMC and importance sampling for approximating the poste-
rior. To date, INLA has mostly been used for approximate posterior inference for models
in which the posterior marginals are not available in closed form due to non-Gaussian
response variables, such as latent Gaussian Markov random field (GMRF) models (e.g.,
Rue et al. (2009)) with non-Gaussian observations. INLA enables fast Bayesian inference
by using accurate approximations to the marginal posterior density for the hyperparame-
ters and the posterior marginal densities for the latent variables. The use of INLA in the
context of Bayesian experimental design is currently unexplored.
Variational Bayesian (VB) methods facilitate approximate inference for intractable pos-
teriors (or other target densities) and provide an alternative to other approaches for ap-
proximate Bayesian inference such as MCMC and Laplace approximations. VB can also
be used to determine a lower bound for the evidence for use in model selection problems.
The VB approach is fast and deterministic, and involves approximating the intractable
target densities, e.g., p(θ|y), by a factored form q(θ) = q1(θ1)×....×qr(θr), for which q(θ)
is more tractable than p(θ|y). An issue is the factorization for the variational approxi-
mation q(·). Variational approximations have commonly been used for Bayesian inference
(e.g., Ormerod and Wand (2010)), but have not yet been used in a Bayesian experimental
design context. These methods could provide a fast alternative for approximating the
posterior for use in Bayesian utility function calculation. However, the error of the VB
approximation is generally unknown and can be substantial (e.g., Rue et al. (2009)).
2.3.4 Approximate Bayesian Computation
Approximate Bayesian computation (ABC) is a likelihood-free method that is used to
approximate the posterior distribution in situations where the likelihood function is in-
tractable, but simulation from the likelihood is relatively straightforward. ABC has com-
monly been used to perform inference (e.g., Drovandi and Pettitt (2011); Drovandi et al.
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(2011); Sisson and Fan (2011)). One of the most common ABC algorithms is ABC rejec-
tion (see Beaumont et al. (2002)). ABC rejection prevents one from having to evaluate
the likelihood by instead drawing many parameter values from the prior, and simulating
data from the model, conditional on those parameter values. Only those parameters that
generate simulated data that are close in some sense to the observed data are kept. The
efficiency of this method is dependent on how close the posterior distribution is to the
prior.
Drovandi and Pettitt (2013) and Hainy et al. (2013) used ABC rejection in the Bayesian
experimental design context to approximate the posterior distributions (for Bayesian util-
ity function calculation) for models with computationally intractable likelihoods. The
ABC posterior is given by:
p(θ|d,y, ) =
∫
x
p(x|d,θ)p(θ)1(ρ(y,x) ≤ )dx,
where y represents the ‘observed data’ (that is generated from the model at each iteration
of the optimisation (e.g., MCMC) algorithm); x is simulated data; 1(·) is an indicator
function; ρ(·, ·) is function that measures the discrepancy between the observed and simu-
lated data; and  is a tolerance threshold that controls the error of the approximation. The
discrepancy function typically compares summary statistics of the observed and simulated
data. However, Drovandi and Pettitt (2013) only considered low dimensional designs and
so they were able to compare the observed and simulated data directly. ABC rejection is
very useful since the ABC data, i.e., the x values, as well as the model parameters θ, only
need to be simulated once and can be re-used at each iteration of the optimisation algo-
rithm (much in the same spirit as importance sampling) for comparison to the observed
data, y. This offers substantial computational savings.
2.4 Bayesian Utility Functions and Methods for Their Estimation
It is highly important that the utility function incorporates the experimental aims and
is specific to the application of interest. For instance, designs which efficiently estimate
the model parameters may not be useful for prediction of future outcomes. Several ap-
proaches have been suggested in the literature to assist in the elicitation of the utility
function (see Spiegelhalter et al. (1996); Wolfson et al. (1996)). In practice, the utility
function is often not specified as a single function, due to the difficulty of combining
competing goals, and instead a set of possible utility functions is used. Christen et al.
(2004) formally acknowledged the fact that the decision maker may be unwilling or un-
able to specify a unique utility function by considering a set of possible utility functions.
Sensitivity analyses to misspecifications in the utility function have been proposed (see
Rios Insua and Ruggeri (2000) for a review). In this section we will discuss some of the
more commonly used Bayesian utility functions, as well as methods for their estimation
based on the approximation to the posterior. One of the most commonly used and versa-
tile Bayesian design criteria is the mutual information, which is based on entropy, and has
been used for designing for efficient parameter estimation (Bernardo (1979); Ryan (2003);
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Paninski (2005)), as well as minimising prediction uncertainty (Liepe et al. (2013)), and
model discrimination (Box and Hill (1967); Ng and Chick (2004); Cavagnaro et al. (2010);
Drovandi et al. (2014)). For discussion of other Bayesian utility functions, see Chaloner
and Verdinelli (1995).
For normal linear models, analytical expressions for equation (2.1) can be obtained for
many Bayesian utilities, provided the model dimension and decision space is small (e.g.,
Borth (1975); Chaloner and Verdinelli (1995); Ng and Chick (2004)). For nonlinear design
problems, one cannot usually obtain an analytical expression, and the integrals in equation
(2.1) can instead be approximated by Monte Carlo methods (e.g., Palmer and Mu¨ller
(1998); Cook et al. (2008); Ryan et al. (2014a)), Laplace approximations (e.g., Lewi et al.
(2009); Ryan et al. (2014a)), or numerical quadrature (e.g., Cavagnaro et al. (2010)).
2.4.1 Parameter Estimation Utility Functions
Precise parameter estimation is a common goal of experimental design and many different
utility functions have been used to achieve this purpose. Bayesian utility functions that
design for precise parameter estimation are discussed below.
Information-based Utilities
When interest lies in estimating some function of θ, say φ(θ), the mutual information
between φ(θ) and the data y, conditional on the design d, may be given by:
I(φ(θ); y|d) = U(d)
=
∫
φ(θ)
∫
Y
p(φ(θ),y|d)
[
log p(φ(θ),y|d)− log p(y|d)− log p(φ(θ))
]
dydφ(θ).
(2.2)
The optimal design that maximises the utility function is the one that yields the largest
information gain, on average, about φ(θ) upon observation of the data.
Another commonly-used Bayesian design criterion is the Kullback-Leibler divergence
(KLD) (Kullback and Leibler (1951)) between the prior and posterior distributions, which
is given by:
U(d,y) = Eφ(θ)|d,y(log p(φ(θ)|d,y)− log p(φ(θ)))
=
∫
φ(θ)
p(φ(θ)|d,y) log p(y|d, φ(θ))dφ(θ)− log p(y|d). (2.3)
Lindley (1956) suggested that this utility should be used if one is interested in maximising
the expected information gain on the model parameters (or functions of) due to perform-
ing an experiment at design points d. Mathematically, the mutual information is the
KLD between the joint distribution p(θ,y|d) and product of marginal distributions of
θ and y (Borth (1975)). This criterion is equivalent to the classical D-optimal criterion
when designing for normal linear models with a normal prior distribution for the model
parameter (see Chaloner and Verdinelli (1995) and Verdinelli (2000) for further details).
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Ryan (2003) used mutual information to find static designs for efficient parameter esti-
mation. Kim et al. (2013) used the mutual information utility to find sequential designs
to efficiently estimate parameters, which was of the form:
U(d(t)) =
∫
Θ
∫
Y
[
log
(
p(θ|d(t),y(1:t))
p(θ|y(1:t−1))
)]
p(y(t)|d(t),θ)p(θ|y(1:t−1))dy(t)dθ,
where y(1:t) are the data that were observed from the 1st to the t-th trial, y(t) are the data
that were observed at the current, t-th trial, using design d(t), y(1:t−1) are the data that
were measured from the 1st to the (t − 1)-th trials using the designs d(1:t−1). Paninski
(2005) proved that under acceptably weak modelling conditions, utility functions based
on mutual information can choose designs that lead to consistent and efficient parameter
estimates in the adaptive design framework.
Despite the theoretical appeal, mutual information is computationally complex, due to
the difficulty in calculating the evidence p(y|d) in equation (2.2). Therefore, many design
problems have been restricted to special cases, such as designing for parameter estima-
tion of linear gaussian models (e.g., Lewi et al. (2009)) or binary models (e.g., Kujala
and Lukka (2006)) in which the evidence can be computed analytically. Conjugate priors
have been used to obtain analytic results (e.g., Borth (1975)) and numerical quadrature
has also been used (e.g., Cavagnaro et al. (2010)). Drovandi et al. (2013) used sequential
Monte Carlo algorithms (which are described in more detail in Section 2.5) for both pos-
terior and evidence approximation so that the mutual information could be calculated for
sequential design problems for parameter estimation. Ryan et al. (2014c) used importance
sampling to calculate the KLD between the prior and posterior distributions for static
design problems, but found this to be computationally intensive. Huan and Marzouk
(2012, 2013) used polynomial chaos approximations and nested Monte Carlo integration
(Ryan (2003)) to estimate the KLD between the prior and posterior distributions for
static design problems for parameter estimation.
Scalar Functions of the Posterior Covariance Matrix
The inverse of the determinant of the posterior covariance matrix is a useful utility func-
tion if one is interested in maximising the (joint) posterior precision of all (or a subset) of
the model parameters θ (e.g., Drovandi et al. (2013); Ryan et al. (2014c)) or a function of
the model parameters φ(θ) (e.g., Stroud et al. (2001); Drovandi et al. (2013); Ryan et al.
(2014a)). This utility is also known as the “Bayesian D-posterior precision” and is given
by:
U(d,y) =
1
det(cov(φ(θ)|d,y)) .
If one were interested in maximising the precision of the marginal posterior distributions
of the model parameters, then one should use the trace instead of the determinant to
obtain the Bayesian A-posterior precision. The Bayesian D-posterior precision is much
less computationally intensive to estimate than equation (2.2). However, if the posterior
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distribution is multi-modal, then use of the Bayesian D-posterior precision utility may be
inappropriate and one should instead use equation (2.2) as the utility function.
The posterior variance-covariance matrix can easily be obtained from the weighted pos-
terior samples that are obtained from importance sampling (e.g., Stroud et al. (2001);
McGree et al. (2012c); Ryan et al. (2014a)), ABC rejection (e.g., Drovandi and Pettitt
(2013)) and via sequential Monte Carlo (Drovandi et al. (2013)). The posterior variance-
covariance matrix is also easily obtained when one uses numerical quadrature or Laplace
approximations to the posterior distribution.
Quadratic Loss
When one is interested in obtaining a point estimate of the parameters, or linear combi-
nations of them, a quadratic loss function may provide a suitable utility function:
U(d,y) = −
∫
φ(θ)
(φ(θ)− φ̂(θ))TA(φ(θ)− φ̂(θ))p(φ(θ)|d,y)dφ(θ),
where A is a symmetric non-negative definite matrix (e.g., Chaloner (1984); Chaloner
and Verdinelli (1995); Han and Chaloner (2004)) and φ̂(θ) is some estimate (e.g., the
mean) of p(φ(θ)|d,y). Once the posterior distribution has been approximated, it is quite
straightforward to estimate this utility. For normal linear models, when one is interested
in point estimates of parameters, this utility is the Bayesian equivalent of the classical
A-optimal criterion. When one is interested in linear combinations of the parameters, this
utility is the Bayesian equivalent of the classical C -optimal criterion (for normal linear
models).
2.4.2 Utilities for Model Discrimination
Model discrimination is an important experimental design problem which has generated
a substantial amount of research (see, for example, Box and Hill (1967); Hill et al. (1968);
Borth (1975); Cavagnaro et al. (2010); Drovandi et al. (2014)). Much of the design
literature has focused on producing designs that offer efficient and precise parameter
estimates. However, these designs can perform poorly on model discrimination problems
(see, for example Atkinson (2008); Waterhouse et al. (2009)).
Mutual information has commonly been used as the utility function in the Bayesian
design literature to design for model discrimination (e.g., Box and Hill (1967); Borth
(1975); Ng and Chick (2004); Cavagnaro et al. (2010); Drovandi et al. (2014); McGree
et al. (2012b)). The optimal design d is the one that maximises the mutual information
between the (random variable) model indicator, m, and the future observation y (see, for
example, Cavagnaro et al. (2010)). Drovandi et al. (2014) give an expression of this utility
to design for model discrimination for discrete data, and McGree et al. (2012b) provide an
expression for continuous data. Both Drovandi et al. (2014) and McGree et al. (2012b)
used sequential Monte Carlo methods to approximate the necessary quantities so that
mutual information could be used to obtain sequential designs for model discrimination.
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Roth (1965) proposed a model discrimination utility that is known as ‘total separation’,
and selects design points that yield the largest differences between the posterior predic-
tive means of rival models. This is achieved by maximising a weighted sum (over all of
the potential models) of the product of the absolute differences between the posterior
predicted mean responses from all rival models and the given (‘true’) model. Total sep-
aration has recently been used by Masoumi et al. (2013) and McGree et al. (2012b) to
design for model discrimination. The total separation utility can be approximated quite
easily once the posterior predictive distribution has been found (see, for example McGree
et al. (2012b)). This utility does not account for the variance of the predicted responses
(Hill (1978)), which is problematic if the competing models differ in their error structures
(e.g., additive vs. multiplicative error) (McGree et al. (2012b)).
Both mutual information and total separation do not rely on the assumption of a par-
ticular model being true (unlike many of the classical design criteria), but require the
experimenter to define a set of rival models with prior probability of being true. That is,
these utilities use the M -closed approach of Bernardo and Smith (2000, chapter 6).
Vanlier et al. (2014) proposed a model discrimination utility that is based on a k-nearest
neighbour estimate of the Jensen Shannon divergence (which is the averaged KLD be-
tween the probability densities and their mixture) between the multivariate predictive
densities of competing models. They showed that their utility is monotonically related
to the expected change in the Bayes Factor in favour of the model that generated the
data. MCMC was used to sample from the posterior distributions and the predictive
distributions were sampled using these posterior distribution values and by adding noise
generated by the error model. This was found to be computationally intensive, especially
for their application which involved nonlinear models of biochemical reaction networks.
2.4.3 Utilities for Prediction of Future Observations
If one is interested in choosing d to predict yn+1 from y = (y1, ...,yn), then the expected
gain in Shannon information for a future observation, yn+1, from the prior predictive
distribution to the posterior predictive distribution can be used as the utility function:
U(dn+1,y) =
∫
θ
∫
Yn+1
p(yn+1|dn+1,y1:n,θ) log p(yn+1|dn+1,y1:n,θ)dyn+1dθ
− log p(y1:n|d1:n),
(e.g., Chaloner and Verdinelli (1995) and references therein). This is equivalent to the
mutual information between the future observation yn+1 and the previous observations
y1:n, conditional on the future designs dn+1 and previous designs d1:n. For normal linear
models, this criterion is related to the classical c-optimal criterion (which maximises the
precision of estimates of linear combinations of model parameters for linear models). Leipe
et al. (2013) used mutual information to minimise prediction uncertainty in sequential
systems biology experiments. Zidek et al. (2000) used maximum entropy to obtain designs
that maximised information about expected responses for air quality monitoring sites.
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Geostatistical design problems often use utilities that are functions of the prediction
variance. For example, Diggle and Lophaven (2006) propose a Bayesian design criterion
that chooses a set of sampling locations to enable efficient spatial prediction by minimising
the expectation of the spatially averaged prediction variance (with respect to the marginal
distribution of the data).
If one is interested in minimising the variance of the expected response, then one could
use the utility function developed by Solonen et al. (2012) which places the next design
point where the prior variance of the mean response is largest. The utility is calculated
by bringing in the observations one-at-a-time and is given by:
U(d,y) =
K∏
k=1
(σ2 + Varθ|y1:(k−1)(mk(θ))), (2.4)
where mk(θ) = E(yk|dk,θ) and K is the number of observations.
The expression Varθ|y1:(k−1)(mk(θ)) gives the variance of the mean response at dk, given
measurements y1:(k−1) at points d1:(k−1). The utility at dk is evaluated using a weighted
variance, where each simulated response is weighted based on the likelihood of previous
simulated measurements, p(y1:(k−1)|d1:(k−1),θ).
Solonen et al. (2012) advocate the use of this utility function to design for parameter
estimation since it is easier to compute than information-based utility functions (equation
(2.2)). Solonen et al.’s (2012) utility function assumes a constant variance. Ryan et al.
(2014c) present a generalised version of this utility function which may be used when the
error structure of a model has a non-constant variance.
2.4.4 Utilities for Several Design Objectives
Researchers often have several competing goals for an experiment, rather than one single
goal, and so these competing design objectives can be incorporated into one or several
utility functions. One approach to dealing with competing design objectives is to weight
each design criterion and search for the design that optimises the weighted average of
these criteria. This is known as a compound or weighted design problem (e.g., Dette
(1990)). Clyde and Chaloner (1996) discuss compound design criteria and present an
equivalence theorem for Bayesian constrained design problems. DasGupta et al. (1992)
gave examples of compromise designs in which one is interested in finding a design that
is highly efficient for several design problems.
Borth (1975) extends the mutual information utility proposed by Box and Hill (1967) so
that fully Bayesian designs could be obtained for the dual goals of model discrimination
and parameter estimation. This utility is known as “Total entropy”. This dual design
problem has been investigated in a number of classical design papers through use of
compound criteria such as D|T - and T |D−optimality and hybrid DT-optimality (e.g.,
Atkinson (2008); Tommasi (2009); Waterhouse et al. (2009)), but is largely unexplored in
the Bayesian design literature.
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Chaloner and Verdinelli (1995) discuss several Bayesian utility functions that may be used
for the dual purpose of maximising the expected value of the response and the expected
information gain, and utilities which may be used to design for parameter estimation and
prediction.
McGree et al. (2012c) considered compound utility functions in the context of Bayesian
adaptive designs for dose-finding studies for the dual design objectives of estimating the
maximum tolerated dose and addressing the safety of the study subjects. A number of
different estimation utilities were used, and the utility functions only allowed doses to
be available for selection if the 95th percentile of the posterior predictive probability of
toxicity was less than some pre-specified tolerance level. Drovandi et al. (2013) developed
a hybrid utility function for an adaptive dose-finding study to obtain robust estimates of
the target stimulus-response curve in the presence of model and parameter uncertainty.
A number of studies have had the dual objectives of designing for parameter estimation
or prediction accuracy and to minimise study costs (or inconvenience to study subjects).
Stroud et al. (2001) used utility functions which designed for the precise estimation of
parameters of interest, as well as minimising inconvenience to study subjects by penalising
samples that were collected after a certain time period. Palmer and Mu¨ller (1998) searched
for the optimal sampling times for stem cell collections in cancer patients, to minimise the
expected loss function over the posterior predictive distribution for a new patient. Their
utility function also included a penalty for failing to collect a certain target number of
stem cells and a cost penalty for each sampling time scheduled.
2.5 Static Design Search Algorithms
Static design problems assume that the same design will be used throughout the exper-
imental process, regardless of the incoming information that may be collected from the
experiment. Static designs are useful when data are collected in a batch, according to
a fixed protocol. Static designs are also useful for experiments in which data are not
available until a considerable time after treatment allocation. A number of different algo-
rithms have been used to solve Bayesian static design problems and they will be discussed
below.
2.5.1 MCMC Algorithms
A number of stochastic algorithms have been proposed in the literature to approximate
the maximisation and integration problem of equation (2.1) for static design problems.
These include: prior simulation (Mu¨ller (1999)); smoothing of Monte Carlo simulations
(Mu¨ller (1999)); MCMC simulation in an augmented probability model (Mu¨ller (1999));
and sequential Monte Carlo methods (Ku¨ck et al. (2006)).
Monte Carlo Integration
In many situations, one can simulate values of (θi,yi) (for i = 1, ...,M) from p(θ,y|d)
and the utility function can be estimated using these values. The integral is approximated
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by using:
Uˆ(d) =
1
M
M∑
i=1
U(d,θi,yi). (2.5)
The optimal design, d∗ = arg max Uˆ(d), can then be found by using a suitable maximi-
sation method to search over the estimates, Uˆ(d) (see Mu¨ller (1999)). This approach has
commonly been used in the literature (e.g., Wakefield (1994); Carlin et al. (1998); Palmer
and Mu¨ller (1998)) and is useful when a discrete set of possible designs that are of low
dimension are used.
Mu¨ller and Parmigiani (1995) use a similar approach to equation (2.5), in which stochastic
optimisation is performed by fitting curves to the Monte Carlo samples. First, they
simulate draws from (θ,y) and evaluate the observed utilities. Then, a smooth curve is
fitted through these simulated points, which serves as an estimate of the expected utility
surface. The optimal design can then be found deterministically. Kuo et al. (1999) also
used these curve fitting methods for solving design problems of low dimension.
Straightforward Monte Carlo integration over (θ,y) for each design d may be computa-
tionally intensive for design problems involving a large number of design variables, since
the design space grows far too rapidly with the number of design variables and thus
the grid search over the design space becomes infeasible. Also, when a design variable
corresponds to a data point, then a larger number of design variables means that more
observations are involved, which implies a larger integral over y, and thus a larger value
of M is required to accurately estimate U(d).
MCMC Simulation in an Augmented Probability Model
Alternatively, Clyde et al. (1996), Bielza et al. (1999) and Mu¨ller (1999) solved the
optimal design problem by treating the expected utility as an unnormalised marginal
probability density function. This was achieved by placing a joint distribution on (d,θ,y)
to form an augmented probability model h(d,θ,y), which is given by:
h(d,θ,y) ∝ U(d,θ,y)p(θ,y|d),
where it was assumed that U(d,θ,y) satisfies the appropriate conditions for h(·) to be
positive and integrable over (D,Θ,Y). The probability distribution h(·) is defined such
that the marginal distribution in d is proportional to the expected utility, i.e.,
h(d) ∝
∫ ∫
U(d,θ,y)p(θ,y|d)dθdy
= U(d).
It is assumed that the design space D is bounded and that the utility U(d,θ,y) is non-
negative and bounded. One can then use a Metropolis-Hastings (MH) MCMC scheme to
simulate from h(·) and select random draws from the design space that are proportional to
the utility that is attached to the design. The MH MCMC algorithm focuses on sampling
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designs in areas of high expected utility and discourages sampling in areas of low expected
utility (see Mu¨ller (1999)). The sample of simulated d may be used to provide an estimate
of h(d) and the joint mode of h(d), d∗, corresponds to the optimal design.
We note that the joint mode of h(d) needs to be found rather than the marginal modes
for each element of d as the latter may be very different from the former. Cook et al.
(2008) and Drovandi and Pettitt (2014) propose methods for searching for the multivariate
mode using a non-parametric density estimate of the (annealed) expected utility surface
based on the design samples obtained from the MCMC. However, for design problems
that involve a large number of design points (dim(d) ≥ 4), the problem of finding the
multivariate mode is more difficult than finding marginal modes and one may need to use
dimension reduction techniques, such as those that Ryan et al. (2014c) propose. However,
dimension reduction techniques may not always be appropriate and further research is
needed into the problem of finding the multivariate mode for a large number of design
variables.
In some design problems the range of values taken by the utility in the neighbourhood of
its mode can be sufficiently small so that the Monte Carlo error can dominate this range.
Then the mode is difficult to locate accurately. However, the problem can be mitigated
by the fact that there is a neighbourhood of designs with near optimum utility and exact
location of the mode is therefore not necessary.
Simulated Annealing-type Approach
Mu¨ller (1999) proposes an approach that is similar to simulated annealing (see Van Laarhoven
and Aarts (1987)) in which the expected utility surfaces are replaced by a more peaked
surface. This does not change the solution of the optimal design problem. The target
function h(d) is replaced with hJ(d) where J is an integer, usually large (say 20 or higher).
The joint augmented distribution to simulate from is:
hJ(d,θ1, ...,θJ ,y1, ...,yJ) ∝
J∏
j=1
U(d,θj ,yj)p(θj ,yj |d). (2.6)
For each d, one simulates J experiments (θj ,yj), j = 1, ..., J , independently from p(θ,y|d)
and considers the product of the calculated utilities. The product of the calculated utilities
(rather than the sum) is used to ensure that hJ(d) ∝ UJ(d).
This approach has been very popular in the literature (e.g., Bielza et al. (1999); Mu¨ller
(1999); Stroud et al. (2001); Cook et al. (2008); Ryan et al. (2014c)) and uses similar
ideas to simulated annealing (see Van Laarhoven and Aarts (1987)) where T = 1/J may
be interpreted as the “annealing temperature”. As T → 0, the original target function
is replaced with a point mass at the mode (Mu¨ller (1999)). As J increases, the utility
surface will become more peaked and simulations will cluster more tightly around the
mode. However, increasing J obviously increases the number of required computations.
An annealing schedule is not required, i.e., the same value of J may be used for all
simulations. However, this is not efficient for high dimensional problems (see Amzal et al.
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(2006)) and a “cooling” schedule may be required where J increases to +∞. Mu¨ller et
al. (2004) recommend that J should be gradually increased as the algorithm progresses
so that the search will not become trapped in a local mode for situations where several
modes exist. In Mu¨ller et al.’s (2004) approach, the algorithm initially explores the entire
design space, but as the J value increases, the MCMC draws focus around one of the
highest modes.
Whilst the algorithm presented by Mu¨ller (1999) has “theoretically appealing” properties
(i.e., one can sample from the expected utility surface using a MH MCMC algorithm
in which sampling is focused in areas of a high expected utility; and as J → ∞, the
expected utility is replaced with a point mass at the mode), it has been found to have
slow convergence in practice, particularly for situations where there are a large number of
design variables for which this algorithm becomes inefficient (Stroud et al. (2001); Amzal
et al. (2006)). Use of this algorithm has therefore mostly been restricted to up to four
design variables (e.g., Bielza et al. (1999); Mu¨ller (1999); Stroud et al. (2001); Cook et al.
(2008)) and further research is required for searching for solutions to high dimensional
design problems.
2.5.2 SMC Algorithms
Sequential Monte Carlo (SMC) algorithms, also known as “particle filters”, use a popu-
lation of particles to approximate a distribution and move through a smooth sequence of
connected target distributions using resampling and diversification of particles until the
final target distribution is reached (see Chopin (2002); Del Moral et al. (2006)). SMC
combined with Markov and MCMC kernels provides a powerful and efficient computa-
tional approach for approximating target distributions. SMC has only been applied to
static design problems in a few instances (see Amzal et al. (2006); Ku¨ck et al. (2006)).
SMC methods can be useful for sampling from target distributions that change over time.
This also includes the target distribution hJ(d,θ1:J ,y1:J) (Mu¨ller et al. (2004)) in which
J increases over time. For nonlinear and high dimensional design problems, Amzal et al.
(2006) extended the approach of Mu¨ller (1999) and Mu¨ller et al. (2004) through the use
of particle methods, which are similar to particle filters (e.g., Doucet et al. (2001); Chopin
(2002)) and population Monte Carlo simulations (e.g., Cappe´ et al. (2004)). This involves
the simulation of Np “parallel” Markov chains from the target distribution hJ(·), which
are known as an “interacting particles system”. At each iteration of the algorithm, an
approximate weighted sample is generated from hJ(d,θ1, ...,θJ ,y1, ...,yJ) via importance
sampling (Geweke (1989)) and a selection procedure, such as ‘sampling with replacement’
(e.g., Chopin (2002)), is then used to duplicate those particles that occur near the modes
of the target distribution, whilst eliminating those that fall further away. An independent
Markov step (Chopin (2002)) could also be added to the algorithm to avoid degeneracy
problems and enrich the sample. Amzal et al. (2006) suggest that the proposal distribu-
tion for the design points should have a fairly large variance to enable the detection of
other modes.
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Amzal et al. (2006) also propose a “resampling-Markov algorithm” in which the impor-
tance sampling step is only implemented at initialisation of the algorithm. It is assumed
that at time t−1, a sample that approximates hJ(t−1) is available. If J(t) > J(t−1), then
additional values for each of the particles {θ(t−1)j,k ,y(t−1)j,k }Npk=1, j = J(t−1)+1, ..., J(t), are
drawn from the posterior for t− 1 and weights are computed that are proportional to the
product of the utilities of the newly sampled values. The resampling and Markov steps
are then implemented.
Ku¨ck et al. (2006) generalise the approach of Mu¨ller et al. (2004) to non integer annealing
steps and used SMC samplers (similar to Del Moral et al. (2006); Johansen et al. (2006))
to search for designs which maximise the KLD between the prior predictive and posterior
predictive distributions. In their application the model parameters θ could be analyti-
cally integrated out of the expected utility which simplified the problem. A sequence of
target distributions is generated artificially by incrementally “powering up” some mea-
sure of the utility for each particle. They define the following sequence of artificial target
distributions:
hJ(t),νt(d,θ1:J(t),y1:J(t)) ∝
(J(t)−1∏
j=1
U(d,θj ,yj)p(yj |d,θj)p(θj)
)
×
{
U(d,θJ(t),yJ(t))p(yJ(t)|d,θJ(t))p(θJ(t))
}νt
.
The inverse annealing temperature, J(t), is assumed to have an integer value. Ku¨ck et
al. (2006) assumed that J(t) could increase by at most one per iteration. Ku¨ck et al.
(2006) also used the variable νt ∈ [0, 1] to enable smoother non-integer increases of the
inverse annealing temperature. If νt = 1, then the target density given in equation (2.6)
is obtained and the dimension of the target distribution increases by J(t) = J(t− 1) + 1,
and νt is set back to zero. In all other instances, J(t) = J(t − 1). The choice of how
to increase J(t) is important, since large increments could result in degeneracy of the
particles, and small increments are computationally inefficient. McGree et al. (2012a)
propose to choose the increment to maintain a specific level of efficiency (based on the
ESS) in the sample.
At time t− 1, the particle set {d(t−1)k ,W (t−1)k }Npk=1 provides an approximation for hJ(t−1).
A re-weight step is then implemented in the SMC algorithm via importance sampling to
update the weighted particle set to approximate hJ(t). Particles with a higher utility are
given more weight than those with a lower utility. As J increases, the target distribution
becomes more peaked around the mode. Resampling and mutation steps are also used to
avoid denegeracy in the particle set.
Ku¨ck et al.’s (2006) approach was found to behave well when exploring multi-modal target
distributions.
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2.5.3 Other Stochastic Approximation Algorithms
Huan and Marzouk (2013) used simultaneous perturbation stochastic approximation (SPSA)
(Spall (1998)) and Nelder-Mead nonlinear simplex (NMNS) (Nelder and Mead (1965)) al-
gorithms to perform stochastic optimisation for nonlinear and computationally intensive
models. SPSA is a stochastic approximation method that is similar in nature to a steepest-
descent method that uses a finite difference estimate of the gradient. However, SPSA only
uses two random perturbations to estimate the gradient, regardless of the dimension of
the problem. Whilst the finite differences stochastic approximation (FDSA) algorithm
only perturbs in one direction at a time, the SPSA algorithm perturbs in all directions
at once. In SPSA, the error in the estimation of the gradient is “averaged out” over a
large number of iterations (Spall (1998)) and the algorithm has a similar convergence rate
to FDSA. SPSA has a global convergence property that relies on the existence of a non-
negligable noise level in the objective function and the finite-difference-like perturbations
(Maryak and Chin (2004)). However, high noise levels can cause slow convergence or can
cause the algorithm to become stuck in local optima. SPSA is suitable for large-scale
population models.
The NMNS algorithm has commonly been used for deterministic optimisation of nonlinear
functions. It is a well-studied numerical method that is useful for problems in which
gradients may be unknown. The NMNS algorithm is useful when dealing with noisy
objective functions since it only requires a relative ordering of the function values, rather
than the magnitudes of the differences (as when estimating gradients). NMNS is less
sensitive than SPSA to the noise level, but can converge to non-stationary points. Huan
and Marzouk (2013) found that the NMNS algorithm performed better than SPSA overall,
in terms of the asymptotic distribution of the design variables and how quickly convergence
was achieved.
Huan and Marzouk (2012) used the Robbins-Munro (RM) (Robbins and Monro (1951))
stochastic approximation, and compared it to a sample average approximation combined
with the Broyden-Fletcher-Goldfarb-Shanno method (SAA-BFGS) to solve the optimal
design problem for partial differential equations. The RM algorithm is one of the oldest
stochastic approximation methods. It uses an iterative update that is similar to steepest
descent, but uses stochastic gradient information. Sampling average approximation (SAA)
algorithms reduce a stochastic optimisation problem to a deterministic one. For instance,
in the optimal experimental design framework, we may define the problem to be solved
as:
d∗ = arg max
d∈D
{U(d)} = EW [Uˆ(d,W )],
where d is the design variable, W is the “noise” random variable, and Uˆ(d,W ) is an
unbiased estimate of the objective function, U(d) (e.g., KLD between the prior and
posterior distributions). SAA approximates this optimisation problem using
dˆs = arg max
d∈D
{UˆM (d, ws) ≡ 1
M
M∑
i=1
Uˆ(d, wi)},
23
where dˆs and UˆM (d, ws) are the optimal design and utility function values under a par-
ticular set of M realisations of W , where ws ≡ {wi}Mi=1. The same set of realisation of
W is used for different values of d throughout the optimisation process, which makes the
maximisation problem deterministic. The Broyden-Fletcher-Goldfarb-Shanno (BFGS)
method (Nocedal and Wright (2006)), which is a deterministic quasi-Newton method,
was used to find dˆs as an approximation to d
∗.
Huan and Marzouk (2012) used infinitesimal perturbation analysis (Ho and Cao (1983))
to construct an unbiased estimator of the gradient of the KLD for use in the RM algo-
rithm. A polynomial chaos approximation of the forward model was also used to speed up
computation of the utility function and gradient evaluations. Huan and Marzouk (2012)
found that, although SAA-BFGS generally required fewer iterations, each iteration had
a longer run time than a step of RM. As the evaluation of the utility function becomes
more expensive, RM may be the more suitable of the two methods. RM was also found to
outperform SAA-BFGS in terms of the size of the mean square error (between the “true”
optimal value of the KLD and the value of the KLD for the current iteration), for a given
computational effort.
2.6 Sequential Design Search Algorithms
Decisions are often made in stages, with additional data being observed between the
decisions. For example, in dose-finding trials, dose allocation decisions are often made
after previous cohorts have been administered the treatment so that future cohorts may
be given doses that are closer to the maximum tolerated dose. Whitehead and Brunier
(1995) and Whitehead and Williamson (1998) implement a Bayesian m-step look-ahead
procedure to find the optimal treatment dose to administer to the next m patients in
a dose-finding study. Sequential design problems are those that involve an alternating
sequence of decisions and observations. The Bayesian paradigm is extremely useful for
sequential design problems since the posterior can be used as the prior distribution for
the next experiment.
2.6.1 Backwards Induction
Although many approaches to solving sequential design problems use a myopic approach,
which involves looking ahead only to the next observation (e.g., Cavagnaro et al. (2010);
Drovandi et al. (2014); McGree et al. (2012b)), in general, this is not optimal, and one
should instead look ahead to all future observations in the experiment (Borth (1975)),
as well as the decisions that might be made at each future observation. To achieve
this, the computationally intensive backward induction method should be used (see, for
example, DeGroot (1970); Berger (1985); Bernardo and Smith (2000) for a description)
which considers all future observations. Backward induction is also known as stochastic
dynamic programming (e.g., Ross (1983)).
Early work in this area was restricted to simple model settings, such as one-sided tests
of a univariate parameter (Berry and Ho (1988)), and binary outcome settings (Lewis
and Berry (1994)). These approaches typically used only two or three backwards steps
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(interim looks at the data). Carlin et al. (1998) extend these approaches by including a
forward sampling algorithm that can be used to find the optimal stopping boundaries in
clinical trials and eases the computational burdens associated with backward induction.
However, Carlin et al. (1998) used a univariate normal likelihood, assumed that the
standard deviations were known at each step, and considered a maximum of 4 backwards
steps.
Brockwell and Kadane (2003) proposed a gridding method which approximates the ex-
pected loss function (utility function) at each decision time, and consists of a function
of certain summary statistics (low dimensional) of the posterior distribution of the pa-
rameter of interest. Their approach is similar to that of Berry et al. (2000). Brockwell
and Kadane (2003) use a one-step-ahead forward simulation procedure to evaluate the
expected utilities and focus on problems related to parameter estimation. Mu¨ller et al.
(2006) also use a similar approach to Brockwell and Kadane (2003) which involves for-
ward simulation to approximate the utility functions and constrain the action space to
circumvent the problem of an increasing number of possible trajectories in the backward
induction steps. Rossell et al. (2007) extend the approaches of Carlin et al. (1998),
Brockwell and Kadane (2003), and Mu¨ller et al. (2006), in which they compute a sum-
mary statistic when new data are observed and use decision boundaries that partition the
sample space. Once the summary statistic falls in the stopping region, the experiment
is terminated. Thus the sequential problem is reduced to the problem of finding opti-
mal stopping boundaries, and the choice of these boundaries accounts for all future data.
Rossell and Mu¨ller (2013) extend these ideas to high dimensional data by assuming that
the data are suitably pre-processed.
2.6.2 MCMC Algorithms
McGree et al. (2012c) used MCMC methods (MH algorithms) to sample from the pos-
terior distribution to find adaptive designs for a dose-finding study. Bayesian compound
utility functions were used to find the dose for the next subject for the dual purposes of es-
timating the maximum tolerated dose (MTD) and addressing safety issues of toxicity. To
estimate the utility functions, importance sampling was used in which the posterior dis-
tribution of the parameters (using the observations up to the i−1th subject) p(θ|y(1:i−1))
was used as the importance distribution, and the target distribution was p(θ|y(1:i)), where
yi is the new data point given by dose D. McGree et al.’s (2012c) algorithm involved
a form of self-tuning in that the proposal distribution for the model parameters θ was
based on a bivariate normal distribution in which the mean and variance were obtained
from a maximum likelihood fit to the current data. Each time a new dose was selected,
the proposal distribution was updated.
2.6.3 SMC Algorithms
SMC provides a natural framework for sequential design problems and has been used for
parameter estimation design problems (e.g., Drovandi et al. (2013)), and model discrimi-
nation design problems (see Cavagnaro et al. (2010); Drovandi et al. (2014)). Its design
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applications are diverse and include computer experiments (e.g., Loeppky et al. (2010)),
astrophysics (e.g., Loredo (2004)), cognitive science (e.g., Cavagnaro et al. (2010)), neu-
rophysiology experiments (e.g., Lewi et al. (2009)), clinical trials (e.g., Liu et al. (2009))
and bioassays (e.g., Tian and Wang (2009)).
SMC algorithms have commonly been used to design for model discrimination for Bayesian
sequential design problems (e.g., Cavagnaro et al. (2010); Drovandi et al. (2014); McGree
et al. (2012b)). Designs that efficiently and precisely estimate model parameters usually
perform poorly on model discrimination problems (e.g., Atkinson (2008)).
Cavagnaro et al. (2010) use a similar approach to Amzal et al. (2006) in which an SMC
algorithm was implemented to design optimally for model discrimination in the context of
memory retention models. A simulated annealing effect (Mu¨ller (1999)) was used in which
the utility function was incrementally “powered up”. Cavagnaro et al.’s (2010) SMC algo-
rithm designs for experiments one-observation-at-a-time, using the posterior distribution
that is based on all of the data that has been observed thus far. Whilst these myopic
approaches are sub-optimal, they are necessary in many applications of Bayesian design
of experiments due to computational complexity of the backwards induction algorithm
(Section 2.6.1).
Drovandi et al. (2014) present an SMC algorithm to sequentially design experiments one-
at-a-time in the presence of model uncertainty for discrete data. McGree et al. (2012b)
extended this approach for continuous data. In these works, an SMC algorithm is run
in parallel for each of the competing models and the results are combined to compute
the utility function in the presence of model uncertainty. This algorithm avoids between-
model or cross dimensional proposals. The SMC algorithm produces an approximation to
the evidence (the marginal likelihood of the data given a particular model) as a by-product
(Del Moral et al. (2006)), which is used to compute the posterior model probabilities and
to estimate the utility function. This avoids the need to use computationally intensive
numerical integration techniques, such as quadrature (e.g., Cavagnaro et al. (2010)) to
obtain an estimate of the evidence. Once the posterior model probabilities are computed,
model discrimination utility functions, that are derived from information theory, such as
the entropy of model probabilities (Box and Hill (1967); Borth (1975)) can be evaluated.
The design d that is chosen is the one that maximises the mutual information between
the model indicator, m, and the predicted observation (Cavagnaro et al. (2010)). Little
problem specific tuning is required for this algorithm and it is much less computationally
intensive than approaches that rely on MCMC for posterior simulation in sequential design
contexts (e.g., McGree et al. (2012c), Section 2.6.2).
In both Drovandi et al. (2014) and McGree et al.’s (2012b) work, only a discrete design
space was considered and no optimisation algorithm was implemented. To reduce the
computational requirements, the utility was evaluated for all possible choices of design,
and the design which maximised the utility was chosen. For high dimensional design
problems or those with continuous support, optimisation routines such as the exchange
algorithm (Meyer and Nachtsheim (1995)) or simulated annealing (Corana et al. (1987))
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may be required. Alternatively, one could incorporate the simulation-based algorithms of
Mu¨ller (1999) or Amzal et al. (2006) to search over the design space.
2.7 Applications
We will now highlight some of the key areas that Bayesian experimental design is being
applied to. Please note that this is not a comprehensive review on the applications of
Bayesian experimental design, but rather an overview of some of the key papers in the
literature.
2.7.1 Clinical Trial Design
There is a wealth of literature on Bayesian designs for early stage clinical trial studies
(phase I and II clinical trials where dosage is investigated), with many practical develop-
ments in both sequential and static frameworks. The requirement of a decision-theoretic
approach for the design of clinical trials was recognised as early as Anscombe (1968).
Clinical trial design typically involves making decisions prior to the commencement of
the experiment in relation to the drug dosage (e.g., dose level, timing of doses, number of
doses, number of subjects to assign to each dose level), and for pharmacokinetic (what the
subjects’ body does to the treatment) and pharmacodynamic (what the treatment does
to the subjects’ body) studies, sampling times (e.g., number of samples to take, timing
of the samples, assignment of subjects to sampling schedules).
Spiegelhalter (2004) and Berry (2006) provide a general overview on how Bayesian meth-
ods can be used for inference and experimental design for clinical trial design. Berry
(1993), Spiegelhalter et al. (1994), Kadane (1996), and Stangl and Berry (1998) discuss
a number of important issues present in the use of Bayesian methods for the design and
analysis of clinical trials, such as: ethics, prior elicitation, randomisation, treatment al-
location, utilities, and decision making. However, the use of fully Bayesian designs for
clinical trial design remains mostly theoretical and their use in practice is still uncommon.
This is most likely due to the difficulties associated with prior elicitation for complex mod-
els and selection of a utility function, as well as the computational difficulties of optimising
the expected utility function.
Decisions are often made sequentially in clinical trials as information is gathered on the
experimental process from previous study subjects and enables the investigators to modify
the experiment according to the accumulated information. Modifications to sequential
clinical trial designs include adaptively assigning study subjects to treatments that have
a higher performance or that will give more information about the experimental aims;
adding or deleting treatment arms; termination of the trial; and incorporation of more
study subjects if the experimental aims have not been satisfied. Bornkamp et al. (2011),
Mu¨ller et al. (2006), Wathen and Thall (2008), and Dragalin et al. (2010) present
Bayesian sequential designs for clinical trials.
Dose-finding studies are concerned with determining the effect of different doses of the
treatment on the response of interest and are required to ensure that marketed drug
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doses are safe and efficacious. One of the earliest works on Bayesian adaptive design
for dose-finding studies is that by Whitehead and Brunier (1995), in which they obtain
priors through elicited data and select treatment doses based on the gain in statistical
information about an estimate.
Bornkamp et al. (2011) determine adaptive designs in a dose-finding study so that the
minimum effective dose (MED), i.e., the smallest dose that achieves a clinically beneficial
response over the placebo response, can be precisely estimated (using the approaches
described in Bornkamp et al. (2007)). The dose-response relationship of a treatment is
often unknown prior to the study. To account for model uncertainty, Bornkamp et al.
(2011) average the design criterion (the posterior variance of the MED), conditional on
model m, with respect to the model probabilities (see also, Dette et al. (2008)). This
produces designs that are robust to model uncertainty. Bornkamp et al. (2011) also use
a Bayesian shrinkage approach to stabilise the parameter estimates during the sequential
updates of the parameter estimates and model probability.
Mu¨ller et al. (2006) use a grid-based backwards induction approach to make decisions
about adaptive dose allocation, optimal stopping of a trial and the optimal decision upon
stopping to enable optimal learning about the dose-response curve. Wathen and Thall
(2008) describe an approach to find a group sequential design that maintains a targeted
false-positive rate and power, under a wide range of true event time distributions for
right-censored data in a phase III clinical trial. At each interim analysis, Wathen and
Thall’s (2008) procedure adaptively chooses the most likely model (based on the posterior
probability) for the hazard function, using Bayesian model selection, and then they apply
the decision bounds that are optimal for the chosen model. Their focus is on two-sided
tests in two-arm trials. Dragalin et al. (2010) conduct an extensive simulation study
that compares five different adaptive dose-finding designs. These designs differed in the
number of doses, the number of interim analyses, and the number of patients allocated
to each design, and were derived under different experimental objectives.
Stroud et al. (2001) use the MH MCMC algorithm of Mu¨ller (1999) to determine the
optimal blood sampling times for the next patient to precisely estimate pharmacokinetic
parameters of interest (subject to a cost penalty) for the anticancer agent, paclitaxel. The
priors were obtained by fitting nonlinear mixed effects models to existing data. Ryan et
al. (2014b) present fully Bayesian static designs for a horse population pharmacokinetic
study. The design problem was to determine the optimal urine sampling times, as well as
the number of subjects and samples per subject to obtain precise posterior distributions
of the population parameters (subject to a cost constraint). These designs were also
obtained using an adaption of the MH MCMC algorithm of Mu¨ller (1999).
Other recent examples of Bayesian clinical trial design include Christen et al. (2004),
Dragalin et al. (2007), Miller et al. (2007), Ding et al. (2008), Drovandi et al. (2013),
and McGree et al. (2012c).
28
2.7.2 Cognitive Science
Optimal experimental design methods are also commonly used in the field of cognitive
science. For example, Kujala and Lukka (2006) and Lesmes et al. (2006) use Bayesian
sequential designs to estimate psychometric functions using utility functions based on
maximum entropy. Lewi et al. (2009) present a sequential design framework that searches
for the optimal design for a neurophysiology experiment that maximises the mutual in-
formation between the prior and posterior distribution for a generalised linear model. To
facilitate estimation of the mutual information, a Gaussian approximation to the posterior
was used. Myung and Pitt (2009) search for optimal static designs for model discrimina-
tion for memory retention and categorisation examples, using the approach of Amzal et
al. (2006). Cavagnaro et al. (2010) use a similar approach to Myung and Pitt (2009),
but instead search for sequential designs for model discrimination for a memory retention
example. Kim et al. (2013) extend the approach of Cavagnaro et al. (2010) to find
sequential designs for a population study of visual perception. Zhang and Lee (2010)
find sequential designs to discriminate amongst competing models for a two arm bandit
problem for human choice behaviour.
2.7.3 Natural Sciences
Loredo (2004) found sequential Bayesian designs for astrophysics experiments to detect ex-
trasolar planets, using the maximum expected Shannon information gain on the posterior
parameter estimates for the utility function. Huan and Marzouk (2013) use polynomial
chaos approximations and nested Monte Carlo integration (Ryan (2003)) to estimate the
KLD between the prior and posterior distributions to find static designs which enable
inference about parameters for chemical kinetic models for combustion. Solonen et al.
(2012) derive optimal static designs for an exothermic example. Cook et al. (2008) used
Bayesian simulation-based strategies similar to Mu¨ller (1999) to determine observation
times for botanical epidemic experiments that were governed by nonlinear stochastic pro-
cesses.
2.8 Directions for Future Research
We believe the future of Bayesian experimental design lies in: (1) developing and imple-
menting fast methods for approximating the posterior distribution for use in Bayesian
utility functions, and fast computation of the Bayesian utility functions, as these are
the most computationally intensive components of Bayesian experimental design; and (2)
finding solutions to complex Bayesian experimental design problems, such as problems in
which the likelihood is intractable or computationally prohibitive to calculate, or problems
with a large number of design points.
2.8.1 Fast Algorithms for Bayesian Experimental Design
In Table 2.1 we provide a summary of the methods which have previously been used to
approximate the posteriors for Bayesian utility functions, along with the search algorithms
in which they are embedded.
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Search Algorithm
framework
Method for approx. posterior Example(s)
Static designs
MCMC Laplace approximation Ryan et al. (2014a)
MCMC Importance sampling Cook et al. (2008); Ryan et al.
(2014a,c)
MCMC ABC Drovandi and Pettitt (2013);
Hainy et al. (2013)
MCMC MCMC Clyde et al. (1996)
Monte Carlo MCMC Han and Chaloner (2004)
SMC Importance sampling Amzal et al. (2006)
SPSA and NMNS Polynomial chaos approxima-
tions and nested Monte Carlo
integration
Huan and Marzouk (2013)
RM stochastic ap-
proximation
Nested Monte Carlo integration Huan and Marzouk (2012)
SAA-BFGS Nested Monte Carlo integration Huan and Marzouk (2012)
Sequential designs
Discrete search Laplace approximation Lewi et al. (2009)
SMC Numerical quadrature Cavagnaro et al. (2010)
Discrete search SMC / importance sampling Drovandi et al. (2013)
MCMC Importance sampling Stroud et al. (2001); McGree
et al. (2012c)
Monte Carlo MCMC Wakefield (1994); Palmer and
Mu¨ller (1998)
Table 2.1: Summary of methods used to approximate the posterior distributions for Bayesian utility func-
tion estimation and for optimisation over (d,θ,y).
MCMC and importance sampling have been found to be computationally intensive to
perform at each iteration of the optimisation algorithm that searches over the space
(d,θ,y), due to the large number of samples that are required to ensure that the Bayesian
utility is well estimated. In particular, importance sampling from the prior performs
poorly when large amounts of data are involved due to a low ESS (Ryan et al. (2014a)).
Adaptive importance sampling (e.g., Kinas (1996); Pennanen and Koivu (2006)) may
provide a faster method for approximating the posterior distributions, but is yet to be
explored for Bayesian experimental design.
Laplace approximations and numerical quadrature have been found to be fast alterna-
tives for approximating the posterior distribution in Bayesian design, and can be used
when large amounts of data are involved, but rely on the assumption that the posterior
distribution follows a multivariate normal distribution and also suffer from the curse of
dimensionality. INLA can also provide a fast method for approximating the posterior
distribution, but has not been used for Bayesian experimental design. VB methods are a
fast method for facilitating approximate inference for intractable posterior distributions,
but are yet to be used in a Bayesian experimental design context.
Drovandi and Pettitt (2013) and Hainy et al. (2013) have explored the use of ABC
rejection (see Beaumont et al. (2002)) within an MCMC framework to approximate the
posterior distributions for Bayesian utility functions for design problems in which the
likelihood function is intractable. Further use of ABC methods for posterior distribution
approximation should be explored in the experimental design context.
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A few studies have investigated the use of SMC for approximating the necessary quan-
tities for Bayesian utility functions (e.g., Drovandi et al. (2013)), but its use has been
limited. Future studies should focus on extending previous approaches to allow for more
complicated design problems. SMC with a Liu West filter (Liu and West (2001)) could
offer a fast method for posterior approximation for Bayesian design problems.
Computational burden is a major obstacle in all Bayesian design problems for complex
models and must be overcome so that designs can be obtained efficiently and in real
time, and to broaden the applicability of Bayesian design methodology by making it more
accessible to practitioners, scientists and industry. This may be achieved through algo-
rithmic developments and the exploitation of current parallel computing technology (such
as graphics processing units or GPUs). Indeed, new parallel architectures are becoming
increasingly available to individual researchers, and will have a significant impact on
Bayesian experimental design. In order to take advantage of this increased power, com-
putational problems and approaches should be adapted from the current serial processing
paradigm to one that optimises algorithms for parallel processing. To our knowledge,
there is no published, peer reviewed research on the use of GPUs in the derivation of a
Bayesian experimental design.
2.8.2 Finding Optimal Designs for Complex Models
The future of Bayesian experimental design also lies in solving complex or nonstandard
problems, such as problems in which the likelihood is intractable or computationally
prohibitive to evaluate, problems where the observed data likelihood cannot be evaluated
analytically, or problems with a large number of design points. Whilst sophisticated
inference techniques are available for Bayesian data analysis for complex data models,
corresponding methodology for deriving Bayesian experimental designs is severely lacking,
and it is important that the methods for inference are complemented with appropriate
experimental design methodologies that enable more informative data to be collected in
a more timely manner. Use of parallel computing technology may be required to ease
the computational burden of finding optimal Bayesian experimental designs for complex
models (such as mixed effects models).
Fully Bayesian experimental designs for nonlinear mixed effects models are largely unex-
plored. Most of the current work has focused on evaluating Bayesian utility functions for
a fixed set of discrete designs (e.g., Han and Chaloner (2004); Palmer and Mu¨ller (1998))
and selecting the design that produces the highest utility value (i.e., no search over a
continuous design space is performed). Ryan et al. (2014b) extend this by searching
over a continuous design space to determine (near) optimal sampling times for a horse
population pharmacokinetic study. Kim et al. (2013) find optimal sequential designs for
population studies. Further work on using SMC algorithms (Chopin (2002)) to search for
optimal designs for mixed effects models in the presence of model uncertainty is currently
being conducted, so that solutions to real-world design problems can be found. The main
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difficulty in finding solutions to experimental design problems in which the data is mod-
elled by mixed effects models is that the observed data likelihood is unavailable in closed
form for all but the simplest examples.
2.8.3 Finding Optimal Designs for a Large Number of Design Variables
Better search algorithms are also required to find static designs. Many of the search
algorithms for obtaining optimal designs (e.g., Mu¨ller (1999); Amzal et al. (2006)) are
restricted to a small number of design variables (≤ 4), as these algorithms are computa-
tionally prohibitive for a large number of design variables (e.g., Bielza et al. (1999); Mu¨ller
(1999); Stroud et al. (2001); Cook et al. (2008)). MCMC algorithms are good at estimat-
ing the marginal distribution of random variables, but experimental design requires the
joint distribution, and in particular the joint mode of the design variables, which is quite
difficult to find and estimate.
Ryan et al. (2014c) propose the use of lower dimensional parameterisations to enable near
optimal designs to be found for problems that require a large number of design points. The
lower dimensional parameterisations consist of a few design variables, which are optimised,
and are then input into various functions to generate multiple design points. This was
found to have substantial computational savings, and it was much easier to obtain the
multivariate mode for a few design variables than for a large number of design variables.
However, designs found using this method are not optimal but near optimal, which is a
compromise of the computational savings achieved. The approach is only useful for design
variables (e.g., sampling times/locations) that require multiple measures to be taken at
specific points that are separated from one another in the design space. This approach
does not overcome the problem of having a large number of different types of design
variables (e.g., temperatures, pressures), and further research needs to be conducted for
solving this design problem.
2.9 Conclusion
Bayesian experimental design is a fast growing area of research with many exciting recent
developments. The Bayesian approach to experimental design offers many advantages
over frequentist approaches, the most notable of which is the ability to optimise design
criteria that are functions of the posterior distribution and can easily be tailored to
the experimenters’ design objectives. Bayesian design criteria are optimised often with
the assumption that Bayesian inference will be performed on the data that is obtained
from the experimental design. Bayesian frameworks also provide a formal approach for
incorporating parameter uncertainties and prior information into the design process via
prior distributions, and provide a unified approach for joining these quantities with the
model and design criterion. Another advantage of using a Bayesian design criterion is
that a single design point can be used, and the prior distribution is updated by the single
observation in a sequential manner. The prior information is not “thrown away” in fully
Bayesian experimental design, as it is in pseudo-Bayesian design.
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Whilst several review papers on Bayesian experimental design have been written, there
is a lack of recent Bayesian experimental design papers that reflect the computational
advancements that have occurred in recent times. In this article we have reviewed the
computational methods that have been used to approximate the posterior distribution
for Bayesian utility functions, along with methods for calculating the Bayesian utility
functions (once the posterior has been approximated) and the search algorithms that
have been used for finding the optimal designs. We have also highlighted some numerical
methods and stochastic algorithms that have previously been used to perform Bayesian
inference, but have not been used in the design context, and may provide fast alternatives
for finding Bayesian designs.
It is our opinion that the future of Bayesian experimental design lies in the development
and implementation of rapid methods for approximating the Bayesian utility functions,
since this is the most computationally intensive component of the Bayesian experimental
design process. We also believe that the future of Bayesian experimental design lies
in finding solutions to complex or nonstandard design problems, such as problems in
which the likelihood is intractable or computationally prohibitive to evaluate, problems
where the observed data likelihood cannot be evaluated analytically, or problems with a
large number of design points or design variables. Solutions to these difficult problems
can only be achieved through algorithmic developments and the exploitation of current
parallel computing technology.
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Chapter 3
Towards Bayesian Experimental Design for Nonlinear Models that
Require a Large Number of Sampling Times
ABSTRACT
The use of Bayesian methodologies for solving optimal experimental design problems has
increased. Many of these methods have been found to be computationally intensive for de-
sign problems that require a large number of design points. A simulation-based approach
that can be used to solve optimal design problems in which one is interested in finding a
large number of (near) optimal design points for a small number of design variables is
presented. The approach involves the use of lower dimensional parameterisations that con-
sist of a few design variables, which generate multiple design points. Using this approach,
one simply has to search over a few design variables, rather than searching over a large
number of optimal design points, thus providing substantial computational savings. The
methodologies are demonstrated on four applications, including the selection of sampling
times for pharmacokinetic and heat transfer studies, and involve nonlinear models. Sev-
eral Bayesian design criteria are also compared and contrasted, as well as several different
lower dimensional parameterisation schemes for generating the many design points.
KEYWORDS: Bayesian optimal design; Sampling strategies; Robust design; Markov
chain Monte Carlo; Stochastic optimisation.
3.1 Introduction
Optimal experimental design provides rules for the allocation of resources for studies
which require data collection but where there is variability present, whether it is under
the full control of the experimenter or not. Experimental designs are concerned with the
incorporation of features into studies to control systematic error (bias), reduce random
variations, and increase precision. Experimental design problems are commonly viewed
as optimisation problems. Optimal experimental designs may be used to achieve the
experimental goals more rapidly and hence reduce experimental costs.
Experimental design has been widely developed within the classical framework, in both
theory and practice (e.g., Atkinson and Donev (1992)). In the classical framework, optimal
experimental designs are commonly derived using optimality criteria that are based on
the Fisher information matrix (e.g., Fedorov (1972); Pukelsheim and Torsney (1991);
Atkinson and Donev (1992)).
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Classical experimental design is well suited to linear or linearised models. However, for
nonlinear models, designs are locally dependent on the values which are chosen for the
model parameters. Since interest is often focused on the design of experiments that can
provide accurate parameter estimates, this means that selection of the parameters from
which to construct the design is of critical importance and the use of unsuitable param-
eter values may result in suboptimal designs. In the classical framework, for nonlinear
models, only locally optimal designs can be obtained. To overcome the dependence of
the design on the initial estimates of the parameters, several studies have incorporated
probability distributions on the parameters and average local design criteria over the dis-
tribution so that the designs obtained may be robust to the initial choice of the parameter
values (e.g., D’Argenio (1990); Duffull et al. (2005); Ogungbenro and Aarons (2007); Duf-
full et al. (2012)). However, these so-called “pseudo-Bayesian” design criteria are more
computationally intensive than the classical design criteria.
Here we consider a Bayesian approach, and the use of Bayesian methodologies for optimal
experimental design has increased in the last few years (e.g., Mu¨ller (1999); Stroud et al.
(2001); Amzal et al. (2006); Mu¨ller et al. (2006); Cook et al. (2008)). When constructing
Bayesian optimal designs, the maximum expected utility principle is employed (see DeG-
root (1970)), in which the preferences of the decision maker are assumed to be encoded
by a utility function, U(d,θ,y). The utility function describes the worth of choosing the
design d from the design space D, yielding data y from a sample space Y, given model
parameters (and latent variables) θ ∈ Θ. The form of the utility function is specific to the
application and should incorporate the experimental aims (see Lindley (1972); Chaloner
and Verdinelli (1995)). A probabilistic model, p(θ,y|d), is also required for all relevant
random variables and future data. The probability model is decomposed into a prior
distribution p(θ) and a sampling distribution p(y|d,θ).
Lindley (1972) suggests that the choice of a design should be regarded as a decision
problem and that the design d which maximises the expected utility should be selected.
Historical data may be incorporated into the model by conditioning the decision process
on the available information. The Bayesian framework seeks to determine the optimal
design, d∗, that maximises the expected utility function U(d) over the design space D
with respect to the unknown future observations y and model parameters θ:
d∗ = arg max
d∈D
E[U(d,θ,y)]
= arg max
d∈D
∫
Y
∫
Θ
U(d,θ,y)p(θ,y|d)dθdy. (3.1)
In this article we assume that d∗ exists.
There are several difficulties associated with maximising the expected utility surfaces.
First, the decision space is often quite intricate in practical problems. Second, equation
(3.1) does not usually have a closed form solution and requires multiple integrations and
a maximisation (often) over a large decision space to obtain the optimum, d∗. Even if
the decision space is small and easily parameterised, the utility function may be difficult
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to integrate. Unless the likelihood and prior are specifically chosen to enable analytic
evaluation of the integration problem, the maximisation and integration problem requires
numerical approximation or stochastic solution methods. In this article we will focus on
stochastic solution methods.
A range of stochastic algorithms have been proposed in the literature to approximate the
maximisation and integration problem. These include: prior simulation (Mu¨ller (1999));
smoothing of Monte Carlo simulations (Mu¨ller (1999)); gridding methods which involve
numerical quadrature or Laplace approximations (Brockwell and Kadane (2003)); Markov
chain Monte Carlo (MCMC) simulation in an augmented probability model (Mu¨ller
(1999)); and sequential Monte Carlo methods (Amzal et al. (2006)). Most of these simu-
lation methods are based on the assumption that the integral(s) (equation (3.1)) may be
evaluated by Monte Carlo simulations with relative ease. In the majority of situations,
p(θ,y|d) is available for efficient random variable generation and the utility function can
be evaluated point-wise using the simulated (θi,yi) for i = 1, ...,M . The integral may
then be approximated by using:
Uˆ(d) =
1
M
M∑
i=1
U(d,θi,yi). (3.2)
One can then use Uˆ(d) to find the optimal design, d∗ = arg max Uˆ(d), by using a suit-
able maximisation method (see Mu¨ller (1999)). However, straightforward Monte Carlo
integration over (θ,y) for each design d can be computationally intensive for high dimen-
sional design problems since a large value of M is required to obtain reasonable accuracy
of the estimate of U(d).
Clyde et al. (1996), Bielza et al. (1999) and Mu¨ller (1999) instead treated the expected
utility described in equation (3.1) as an unnormalised marginal probability density func-
tion. This was achieved by placing a joint distribution on (d,θ,y) to form an augmented
probability model h(d,θ,y), which is given by:
h(d,θ,y) ∝ U(d,θ,y)p(θ)p(y|d,θ),
assuming that U(d,θ,y) satisfies the appropriate conditions for h(·) to be positive and
integrable over (D,Θ,Y). The resulting probability distribution h(·) is defined such that
the marginal distribution of d is proportional to the expected utility, i.e.,
h(d) ∝
∫ ∫
U(d,θ,y)p(θ,y|d)dθdy = U(d).
Usually it is assumed that the design space D is bounded and that the utility U(d,θ,y)
is non-negative and bounded. One can then simulate from h(·) using, say, a Metropolis-
Hastings MCMC scheme to solve the optimal design problem by selecting random draws
from the design space that are proportional to the utility that is attached to the de-
sign. The MCMC simulation focuses on sampling in areas of high expected utility and
discourages sampling in areas of low expected utility (see Mu¨ller (1999)). The sample
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of simulated d may be used to provide an estimate of h(d) and the mode of h(d), d∗,
corresponds to the optimal design. We note that the joint mode of h(d) needs to be found
rather than the marginal modes for each element of d as the latter may be very different
from the former. The MCMC samples also enable one to investigate the sensitivity of the
design problem with relative ease, since a single optimum may not exist or there may be
many designs with similar efficiency.
However, the shape of the expected utility surface, and thus h(d), can be flat around
its mode and prohibitively large simulation sample sizes may be required to estimate the
mode. To overcome these problems, a sample is instead simulated from hJ(d) where J is
an integer, usually large (say 20 or higher). The joint augmented distribution to simulate
from is now:
hJ(d,θ1, ...,θJ ,y1, ...,yJ) ∝
J∏
j=1
U(d,θj ,yj)p(θj ,yj |d).
That is, for each d, one simulates J experiments (θj ,yj), j = 1, ..., J , independently from
p(θ,y|d) and considers the product of the calculated utilities. The product of the calcu-
lated utilities (rather than the sum) is used to ensure that hJ(d) ∝ UJ(d).
This relies on the same idea as in simulated annealing (see Van Laarhoven and Aarts
(1987)) where T = 1/J may be interpreted as the ‘annealing temperature’. As T → 0,
the original target function is replaced with a point mass at the mode (Mu¨ller (1999)).
For ‘large’ J, the utility surface will become more peaked and simulations will cluster more
tightly around the mode. An annealing schedule is not required, i.e., the same value of
J may be used for all simulations, but this is not efficient for high dimensional problems
(see Amzal et al. (2006)). For high dimensional problems a ‘cooling’ schedule may be
used where J increases to +∞, which is similar to decreasing the temperature to 0 in
simulated annealing. Mu¨ller (1999) stated that for sufficiently large J, the sample mean
of the simulated designs provides a good approximation of the optimal design, so that
h(d) does not have to be reconstructed. However, increasing J obviously increases the
number of required computations.
Whilst the algorithm presented by Mu¨ller (1999) has ‘theoretically appealing’ properties,
it has been found to have slow convergence in practice, particularly for situations where
there are a large number of design variables for which this algorithm becomes inefficient
(Stroud et al. (2001); Amzal et al. (2006)). Use of this algorithm has therefore mostly
been restricted to up to four design variables (e.g., Bielza et al. (1999); Mu¨ller (1999);
Stroud et al. (2001); Cook et al. (2008)). However, Sanso and Mu¨ller (1997) used a
Bayesian design approach to look at the design problem of reducing a current system of
80 rainfall monitoring stations to around 40 stations, in a way that has the least reduction
in the ability to make inferences about local rainfall and minimise cost. A simulation-
based approach was used to solve the optimal design problem (Clyde et al. (1996)),
but the design problem was reduced to a variable selection problem, which reduced the
computational burden for the large amounts of data.
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Several authors (e.g., Chaloner and Larntz (1989); Dror and Steinberg (2008); Woods
et al. (2006); Gotwalt et al. (2009)) have found pseudo-Bayesian D-optimal designs for a
large number of design points (up to 100 in some cases) using numerical search algorithms.
However, these designs cannot be considered truly Bayesian, as they were simply robust
to uncertainty in the model parameters θ and their utility functions did not involve data.
Bayesian utility functions, which involve data, would be much more computationally
intensive for a large number of design points.
Stroud et al. (2001) used the simulation-based approach of Mu¨ller (1999) to determine the
optimal sampling times for the anticancer agent, paclitaxel, using design criteria related
to the total area of the curve, the time above a critical threshold value, and the sampling
cost. In their study they considered up to three sampling times. Stroud et al. (2001) found
that beyond 3 sampling times, their methods could not be performed within reasonable
computation times. In their concluding statements, Stroud et al. (2001) suggested that
for more than three sampling times, one could use a lower dimensional parameterisation of
fixed multiple sampling times. To our knowledge, this method of using lower dimensional
parameterisations has not been previously implemented.
A better and more rapid exploration of the design space is required. Also, for experimental
design problems where the design space is a simplex (e.g., ordered sampling times), one
should search for the multivariate or joint mode over the simplex rather than the marginal
modes of the design variables, since the marginal modes may give misleading designs.
However, for design problems that involve a large number of design points, the problem
of finding the multivariate mode is more difficult than finding marginal modes.
In this paper we implement methods which enable one to use the above-mentioned
simulation-based approaches for finding (sub) optimal designs for Bayesian design prob-
lems that require a large number of design points (sampling times) to be found, whose
data are described by nonlinear models. We adopt the (previously-unused) approach
presented by Stroud et al. (2001), which involves the use of lower dimensional parameter-
isations that consist of a few design variables which generate multiple design points. This
avoids the need to search for a large number of optimal design points since one simply has
to search over a few design variables, thus providing substantial computational savings.
Also, it is much easier to obtain the multivariate mode for a few design variables than it
is for a large number of design variables, and so use of these lower dimensional param-
eterisations enables the mode to be found with greater ease for design problems with a
large number of design points. It should be noted that the designs which are generated by
the lower dimensional parameterisations presented in this paper are sub-optimal, rather
than optimal, which is a compromise of the computational savings achieved through these
methods.
In Section 3.2 we describe how these simulation-based approaches are adapted for design
problems that require a large number of design points to be found. Section 3.3 introduces
the utility functions and design methodologies used in this work. In Section 3.4 we apply
the algorithm to four examples. The paper concludes with a discussion in Section 3.5.
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Figure 3.1: An illustration of some possible designs that one could obtain under the three lower dimen-
sional parameterisation schemes investigated in this study.
3.2 Lower Dimensional Parameterisations
Here we extend the work of Clyde et al. (1996), Bielza et al. (1999) and Mu¨ller (1999)
to enable a large number of design points to be found using Metropolis-Hastings MCMC
simulations and Bayesian utility functions. Our approach is useful for design variables
such as sampling times, that require multiple measures (many design points) to be taken at
specific points that are separated from one another in the design space. Using an approach
suggested by Stroud et al. (2001) (but previously not used), we investigate various lower
dimensional parameterisations of multiple design points. For illustrative purposes we
consider functions that consist of the first design point d1, a spacing parameter δ, and an
index s where s = 1, ..., nd and nd is the number of design points. The first design point d1
and the spacing parameter δ are proposed from appropriate distributions, say, a normal
random walk. The remaining design points are then generated by using these proposed
values of (d1, δ) in conjunction with a lower dimensional parameterisation (see below).
We also investigated a proposal scheme in which the design points were generated from
the (evenly-spaced) percentiles of a beta distribution which was defined by two positive
shape parameters (a, b). In this article, we have investigated the use of the following lower
dimensional parameterisation schemes to generate the design points:
(a) ds = d1δ
(s−1), where d1 ≥ 0, δ > 1 (‘geometric scheme’);
(b) ds = d1 + δ × (s− 1), where d1 ≥ 0, δ > 0 (‘even spacing scheme’); and
(c) Percentiles of a Beta(a, b) distribution, scaled to [0,T] - the design space, where
a, b > 0 (‘beta scheme’).
An example of these schemes is provided in Figure 3.1.
Under these lower dimensional parameterisations of the design points, the Mu¨ller (1999)
algorithm searched over two design variables (d1, δ), or (a, b), depending on the scheme
that was used. This avoids the need to search for a large number of optimal design
40
points and provides substantial computational savings. These lower dimensional param-
eterisation schemes were chosen with particular design problems/applications in mind
(see Section 3.4), but alternative parameterisations may easily be incorporated into the
algorithm, depending on the user’s application.
3.3 Design Methodology
To solve the optimal design problems (equation (3.1)), we implemented the Metropolis-
Hastings MCMC algorithm presented by Mu¨ller (1999), which is described in Algorithm
3.1, to perform simulation from h(·). For both examples present in this paper, the value
of J = 10 was used. We found that this value of J provided us with sufficiently peaked
utility surfaces. In Line 4 of Algorithm 3.1, a proposal distribution q(·) may be selected
by the user. For the examples in this paper, a normal random walk was used for q(·). To
adapt Algorithm 3.1 for design problems that require a large number of design points to be
found, one simply uses one of the lower dimensional parameterisation schemes introduced
in Section 3.2 in Line 4 of Algorithm 3.1. Use of these lower dimensional parameterisations
are not restricted to the Mu¨ller (1999) MCMC algorithm, and one could use these schemes
with other algorithms such as the algorithm proposed by Amzal et al. (2006).
Algorithm 3.1: MCMC algorithm for Bayesian optimal design
1 Initialise - set an initial design d(1), simulate (θj ,yj) from p(θ,y|d(1)) = p(θ)p(y|d(1),θ)
for j = 1, ..., J
2 Compute U (1) =
∏J
j=1 U(d
(1),θj ,yj)
3 for i = 1 to iters do
4 Generate a candidate design d˜ from a proposal distribution q(·|di) or a lower
dimensional parameterisation scheme
5 Generate proposals for the parameters and simulate data (θ˜j , y˜j) from
p(θ,y|d˜) = p(θ)p(y|d˜,θ) for j = 1, ..., J
6 Compute U˜ =
∏J
j=1 U(d˜, θ˜j , y˜j)
7 Calculate the MH acceptance probability, a = min(1, A) where
A =
U˜ × q(d(i)|d˜)
U (i) × q(d˜|d(i))
when the proposals for (θ,y) come from the prior predictive distribution as above.
Here U (i) and d(i) are the current utility and design point values, respectively, and U˜
and d˜ are the proposed utility and design point values, respectively.
8 Set (d(i+1), U (i+1)) = (d˜, U˜) with probability a, and
9 (d(i+1), U (i+1)) = (d(i), U (i)) with probability 1− a.
10 end for
In this article we investigate Bayesian design criteria for efficient parameter estimation.
More specifically, the design criteria that we investigate are: the Kullback-Leibler diver-
gence between the prior and posterior, the inverse of the determinant of the posterior
variance-covariance matrix, and a response variance criterion presented by Solonen et al.
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(2012) (described below). Use of the Bayesian design criteria assumes that a Bayesian
analysis will be performed on any data that is generated from the experimental design
and involves integration over the parameter space, meaning that these design criteria are
not a function of θ. For all of the utility functions mentioned below, we are interested in
finding the optimal design d∗, that maximises the expected utility function U(d) over the
design space D, with respect to the unknown data y and model parameters θ. Since the
Bayesian utility functions U(d,y) do not typically have a closed form, we will use Monte
Carlo methods (described below) to obtain suitable estimates of these utility functions.
Here it is assumed that all parameters are equally important. If one were interested in
precisely estimating only a subset of these parameters, then one could modify the existing
utility functions, e.g., the Kullback-Leibler divergence between the parameters of interest,
or one could use alternative utility functions.
The Kullback-Leibler divergence (KLD) (Kullback and Leibler (1951)) between the prior
and posterior distributions is used as a design criterion when one is interested in max-
imising the expected information gain on the model parameters θ due to performing an
experiment at design points d. The KLD between the posterior and prior has commonly
been used in Bayesian experimental design (e.g., Bernardo and Smith (1994); Cook et al.
(2008); Drovandi et al. (2013); Huan and Marzouk (2012, 2013)) and its expression is
given by:
U(d,y) = Eθ|d,y(log p(θ|d,y)− log p(θ))
=
∫
θ
p(θ|d,y) log p(y|d,θ)dθ − log p(y|d)
where d are the design points and y is the data yielded by the experiment (see Friel and
Pettitt (2008)). To calculate the KLD, we used the approach given by Cook et al. (2008),
in which the prior is discretised by drawing Np values of θ from it. In our applications
we used Np = 10000 or Np = 20000, depending on the application. Importance sampling
is then used to approximate the posterior distribution, where the prior is the importance
distribution and the likelihood is used to calculate the importance weights. The following
is used to estimate the KLD:
Û(d,y) =
Np∑
i=1
p(y|d,θi)∑Np
l=1 p(y|d,θl)
log p(y|d,θi)− log 1
Np
Np∑
i=1
p(y|d,θi)
where p(y|d,θi)/
∑Np
l=1 p(y|d,θl) are the importance weights. The discretisation of the
prior was performed to facilitate the computation of the KLD. However, this estimator
would perform poorly when uninformative priors are involved.
If one is interested in maximising the (joint) posterior precision (or minimising the pos-
terior covariance) of all of the model parameters θ, then one could use the inverse of
the determinant of the posterior variance-covariance matrix of the model parameters as
the design criterion. The inverse of the determinant of the posterior variance-covariance
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matrix of the model parameters is also known as the ‘Bayesian D-posterior precision’
(Drovandi et al. (2013)) and is given by:
U(d,y) =
1
det(cov(θ|d,y)) .
This utility is estimated by finding the reciprocal of the determinant of the variance-
covariance matrix of the θ sample from the posterior. Importance sampling was again
used to approximate the posterior distribution to calculate this utility function. If one
were interested in maximising the precision of the marginal posterior distributions of the
model parameters, then one should use the trace in the above equation instead of the
determinant to obtain the Bayesian A-posterior precision. If the posterior distribution
is multimodal, then use of the determinant of the posterior variance-covariance matrix
utility function may be inappropriate and one should instead use the KLD utility function.
We will also investigate the utility presented by Solonen et al. (2012) where the next
design point is placed where the prior variance of the mean response is largest. Therefore,
one should use this utility function if interest lies in minimising the prior variance of the
mean response. The utility is calculated by bringing in the observations one-at-a-time.
The utility function is given by:
U(d,y) =
K∏
k=1
(σ2 + Varθ|y1:(k−1)(mk(θ))), (3.3)
where mk(θ) = E(yk|dk,θ) and K is the number of observations. The expression
Varθ|y1:(k−1)(mk(θ)) gives the variance of the mean response at dk, given measurements
y1:(k−1) at points d1:(k−1). The utility at dk is evaluated using a weighted variance,
where each simulated response is weighted based on the likelihood of previous simulated
measurements, p(y1:(k−1)|d1:(k−1),θ):
V̂arθ|y1:(k−1)(mk(θ)) =
Np∑
l=1
wl(mk(θl)−mk(θ))2,
where
mk(θ) =
Np∑
l=1
wlmk(θl)
and weights
wl ∝ p(y1:(k−1)|d1:(k−1),θl) =
k−1∏
m=1
p(ym|dm,θl).
The weights are normalised to sum to one.
3.4 Examples
Here we apply our proposed design approach to four examples. The first example is a toy
example which involves finding the optimal design points for a single regressor in a linear
model. The second example involves selecting sampling times for a memory retention
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exercise. The third example involves selecting the optimal blood sampling times for a
pharmacokinetic (PK) model. The fourth example is a heat transfer problem that was
also investigated by Solonen et al. (2012).
In the first two examples, we investigate the efficiency of the lower dimensional designs
compared to unrestricted optimal designs (i.e., designs which were found by searching
over n design variables and did not involve lower dimensional parameterisations). For the
third and fourth examples, we are unable to investigate the efficiency of the designs due
to the computational burden of finding the unrestricted designs.
The examples in this paper contain continuous design variables, but the approaches pre-
sented in this paper could be generalised for applications that require discrete design
variables. For design problems that involve discrete design variables, one would have
to choose a lower dimensional parameterisation that generates discrete values for the
proposed values of the design points (Line 4 of Algorithm 3.1).
All simulations were performed on a desktop PC with a single 3.33-GHz Intel Core i5
processor.
3.4.1 Example 1: Linear regression
To investigate the efficiency of the lower dimensional designs, as a toy example, we
considered a linear regression model with one design variable and n sampling points,
E[y] = β0 · 1 + β1x, where y |β, σ2 ∼ N(Xβ, σ2I). Here σ2 is known and I is the n× n
identity matrix. It was assumed that β|σ2 ∼ N(β¯, σ2R−1), where R is a known 2 × 2
precision matrix.
The KLD was used as the utility function, and for this simple linear model, a closed
form expression of the expected utility function is available: U(d) = det(XTX + R) (see
Chaloner and Verdinelli (1995)). For this example, the precision matrix was assumed to
be a 2× 2 identity matrix.
The design space was restricted to [0, 1] and numerical search algorithms (quasi-Newton)
were used to find the optimal designs. The ‘unrestricted optimal design’ was found in
which the numerical search algorithm searched over n design variables to find the optimal
designs, i.e., no lower dimensional parameterisations were used. The beta scheme was
then used to generate an n sampling point design, and the numerical algorithm searched
for the optimal beta parameters (a, b).
We considered a design problem consisting of 11 design points (n = 11). The optimal
unrestricted design consisted of 2 support points, (0, 1), with 5 replicates on 0 and 6
replicates on 1. The optimal values of the shape parameters for the beta scheme were
(a∗, b∗) = (0.0038, 0.0032), which gives a “bath tub curve” for the beta density and also
gave a two support point design with 5 replicates on 0 and 6 replicates on 1. Therefore,
for this simple example, the lower dimensional scheme was able to generate fully efficient
designs. However, for a more complex model, such as a nonlinear model, this may not
hold true.
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Figure 3.2: Mean response distributions for 100 simulated values of pt for the memory retention example.
3.4.2 Example 2: Memory Retention
For this application we use one of the models for memory retention presented by Cav-
agnaro et al. (2010), but have changed the design problem slightly to that of a static
design. In this hypothetical experiment, n trials are conducted, each of which assess
memory retention at a single time point, and the data are aggregated across the trials.
In each trial, the study subject is given a set of words to memorise, and after a particular
lag time, the participant is asked to recall the list of words. A binary outcome is observed
of whether or not the subject was able to correctly recall the initial list of words.
The model is given by:
pt = θ0(t+ 1)
−θ1 , (3.4)
where pt is the probability that the subject recalls the list of words at lag time t. The lag
times are the design variables and the experimental aim is to determine the optimal set
of lag times (across the experiments) for the purpose of parameter estimation. We are
interested in finding a static design, rather than an adaptive design. For simplicity, only
one lag time per trial was considered.
A fixed effects model is assumed. Uniform priors are assumed for the model parameters,
θ0 ∼ Unif(0.9, 0.95) and θ1 ∼ Unif(0.1, 2). These priors were chosen based on the MLEs
present in Rubin et al. (1999), and to enable the numerical integration (to calculate the
expected utility) to be performed with ease. The prior predictive curves are displayed in
Figure 3.2.
The KLD was used as the utility function. A very accurate approximation for the KLD
was obtained by using numerical quadrature to integrate over the parameter space to
obtain U(d,y). Since the response is binary, we were able to calculate the expected utility
U(d) exactly since it is possible to sum over all 2n possible responses (for a reasonably
small n).
The design space was restricted to [0, 1000] seconds, where the lag times must be separated
by a period of at least 10 seconds to enforce a separated design for illustrative purposes.
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Proposal scheme Optimal design Utility
function
value
Unrestricted d∗ = (3.67, 13.67, 23.67, 33.67, 43.67, 53.67, 63.67) 0.43
Beta scheme d∗ = (10.23, 20.23, 31.36, 44.40, 60.59, 82.54, 118.28), 0.42
(a∗, b∗) = (1.15, 18.38)
Even spacing scheme d∗ = (3.67, 13.67, 23.67, 33.67, 43.67, 53.67, 63.67) 0.43
(d∗1, δ
∗) = (3.67, 10)
Table 3.1: Optimal designs for the memory retention example.
Here we investigated 7 design points (n = 7). Numerical search algorithms (Nelder-Mead)
were used to find the optimal designs. Unrestricted optimal designs were found, as well as
designs generated by the beta and even spacing schemes. The geometric scheme was not
used for this example as it was unable to generate designs that conformed to the design
space restrictions.
For this example, the even spacing scheme was able to generate a fully efficient design, and
the beta scheme was able to generate a design that was 98% efficient. Whilst we have been
able to prove that these lower dimensional parameterisations are highly efficient for some
design problems, the lower dimensional parameterisations may not be quite so efficient
for other design problems and their efficiency is highly problem-dependent. Due to the
computational burden involved, we are unable to determine the optimal unrestricted (15
design point) designs for Examples 3 and 4 (Sections 3.4.3 and 3.4.4 respectively). Instead,
we take the high dimensional design space and project it onto a lower dimensional design
space, and hope that the design generated by the optimal lower dimensional parameters
is close to the optimal design.
3.4.3 Example 3: Sampling times for a PK study
Here we demonstrate our approach for the design problem of determining the optimal,
or near optimal, placement of blood sampling times for a simple PK model. PK studies
involve the administration of a specified quantity of a drug to an individual subject or
group of subjects, and investigate the absorption, distribution and elimination of the drug
and its metabolites (i.e., what the subjects’ body does to the treatment). The kinetics of
a drug cannot be directly observed in the study subjects. Instead, samples are taken from
biological fluids such as blood, plasma, saliva or urine at specific times and the amount
or concentration of drug and metabolites present in the sample are measured.
Compartmental models are commonly used to model the mean PK response of a subject,
or group of subjects, to the drug and are derived by solving a series of ordinary differential
equations that describe the time course of the drug’s disposition (see Gibaldi and Perrier
(1982)). Systematic and natural variation are present in the sample drug concentration
data, and so statistical models are constructed by incorporating error terms into the
compartmental model to account for this. These error terms are often heteroscedastic and
various approaches for modelling the error structures have been suggested in the literature
(e.g., Lunn et al. (2002); Davidian and Giltinan (2003)), most of which involve specifying
the error in terms of some variance parameter, say σ2, and a variance function g(θ,λ; t)
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which depends on the model parameters θ, dispersion parameters λ and sampling times t.
However, it is often difficult to accurately estimate PK parameters on an individual level,
since it is impossible to take a large number of samples from each of the study subjects,
and consequently only sparse individual samples are available. Thus, the planning of the
timing and number of samples is of critical importance, so as to gain accurate estimates
of the parameters but also prevent physical and mental strain on the study subjects.
For our motivating example, we chose to determine the (near) optimal blood sampling
times for a one-compartment, first-order absorption and elimination, fixed effects PK
model. This model does not account for individual variability. The model consists of
three parameters: the volume of distribution V, which is a theoretical volume that a
drug would have to occupy to provide the same concentration as is currently present in
the blood plasma (if the drug were uniformly distributed); the first-order absorption rate
constant ka; and the first-order elimination rate constant ke. If yt denotes the observed
concentration at time t following the administration of the drug, then the model may be
given by:
yt =
D
V
ka
ka − ke (exp(−ket)− exp(−kat)) · (1 + 1t) + 2t. (3.5)
It is assumed that a single fixed dose D = 400 units is administered at the beginning of
the experiment. It was also assumed that
log θ ∼ N

 log(1)log(0.1)
log(20)
 ,
 0.05 0 00 0.05 0
0 0 0.05

 ,
where θ = (ka, ke, V ), ka > ke, 1t ∼ N(0, σ2prop), σ2prop = 0.01, 2t ∼ N(0, σ2add), σ2add =
0.1 and t ∈ [0, 24]. The priors were obtained using similar values that were obtained
from other PK design studies in the literature (e.g., Duffull et al. (2012); McGree et al.
(2012a)) and from examining the mean response (Figure 3.3).
Here our design points d are the sampling times t. It is not practically feasible to take
more than one blood sample at a time (replication) in PK studies, and so restrictions were
placed on the lower dimensional parameterisations whereby the sampling times generated
must be at least 10-15 minutes apart.
This model assumes that the components of θ are independent with equal uncertainty of
prior specification. The values of the proportional and additive variance terms (variance
of 1t and 2t respectively) were chosen to give plausible models.
For the PK example, we investigated all three lower dimensional parameterisation schemes
mentioned in Section 3.2 (geometric, even spacing and beta schemes) and used these
schemes to generate 15 sampling times that occurred between 0 and 24 hours. The
Mu¨ller (1999) algorithm was used to search over two design variables, (d1, δ), or (a, b),
depending on the scheme which was used.
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Figure 3.3: Mean response distributions for 100 simulated values of y (the concentration) where the
variance-covariance matrix for θ is varied using the following values: (a) 0.01 · I, (b) 0.02 · I,
(c) 0.05 · I, and (d) 0.1 · I, where I is a 3× 3 identity matrix.
The utility function developed by Solonen et al. (2012) assumes a constant variance
(equation (3.3)). However, our PK model has a non-constant variance since the model
contains both additive and proportional error (which depends on the mean at time t). To
account for this heterogeneity, we generalised the utility function presented by Solonen et
al. (2012) by using the unconditional variance of the response rather than the variance
of the mean of the response. Our generalised utility function is given by:
U(d,y) =
K∏
k=1
Var(yk|y1:(k−1))
=
K∏
k=1
Eµk|y1:(k−1)(Var(yk|µk) + Var(µk))
=
K∏
k=1
(σ2add + σ
2
prop · Eµk|y1:(k−1)(µ2k) + Varµk|y1:(k−1)(µk)), (3.6)
where E(y|µ) = µ. The idea behind this generalised version of Solonen et al.’s (2012)
utility function is to place the next design point where the prior predictive variance of y is
largest. We will term this utility function the ‘prior predictive response variance’ utility.
In addition to this utility function, we also used the KLD between the prior and posterior
distributions, and the inverse of the determinant of the posterior variance-covariance
matrix.
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Figure 3.4: Two-dimensional contour plots of the expected utility surface (prior predictive response vari-
ance) for the various lower dimensional parameterisations for the PK example (a) Beta scheme,
(b) Even spacing scheme, and (c) Geometric scheme.
The optimal designs were found by searching for the bivariate mode of the multivariate
normal kernel smoothing density estimates of the design variables (see Cook et al. (2008);
Drovandi and Pettitt (2013)). The densities were estimated based on (thinned) samples
of the design variables obtained during the MCMC. Two-dimensional contour plots of
the thinned posterior samples of the design variables for the various lower dimensional
parameterisations that were generated using the prior predictive response variance as the
utility function are displayed in Figure 3.4. The marginal densities of the design variables
were also examined, but these were found to be misleading in some situations since the
joint densities were found to have a ‘banana’ shape. The utility function values for the
optimal designs (Tables 3.2, 3.3) were calculated using Monte Carlo integration (equation
(3.2)) with M = 10000.
For each of the different lower dimensional proposal schemes, it was found that the de-
signs were somewhat different (but not drastically different) across the different utilities,
(Figure 3.5; online figures are in colour). For the geometric scheme, the optimal designs
were approximately equivalent across the different utilities. Within each of the different
utility functions, the spread of the designs was somewhat similar, apart from the prior
predictive response variance design criterion. The beta scheme produced designs which
gave the highest utility function values (out of the three lower dimensional parameterisa-
tion schemes) for the KLD utility and the prior predictive response variance utility. The
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Design crite-
rion
Proposal
scheme
Utility function value
(95% CI)∗∗
Optimal design Run time
(hr)
Beta 3.13 (3.11, 3.15) (a∗, b∗) = (0.7, 1.2)
KLD Even
spacing
3.06 (3.04, 3.08) (d∗1, δ
∗) = (0.3, 1.6) 2
Geometric 3.01 (3.00, 3.03) (d∗1, δ
∗) = (0.94, 1.25)
Beta 13.5(4.42, 22.6)× 106 (a∗, b∗) = (0.8, 2.07)
1/det(posterior
var-cov)
Even
spacing
7.73(6.21, 9.25)× 106 (d∗1, δ∗) = (0.73, 1.13) 2
Geometric 23.90(4.33,43.47)× 106 (d∗1, δ∗) = (0.93, 1.25)
Beta 25.5(25.2,25.8)× 1014 (a∗, b∗) = (1.58, 3.8)
Prior pre-
dictive
response
variance
Even
spacing
3.94(3.93, 3.95)× 1014 (d∗1, δ∗) = (2.2, 0.8) 1
Geometric 7.02(6.82, 7.22)× 1014 (d∗1, δ∗) = (0.94, 1.25)
∗∗ The proposal schemes which produced the designs that gave the highest utility values have been boldfaced for each utility
function.
Table 3.2: Utility function values for the various proposal schemes for the PK example.
geometric scheme produced designs which gave the highest utility values for the inverse
of the determinant of the posterior variance-covariance matrix utility utility (Table 3.2).
To assess the validity of our lower dimensional parameterisation schemes, we also searched
for optimal designs for a three design (support) point problem using the Mu¨ller (1999)
algorithm, where the design variables were (d1, d2, d3), i.e., the three sampling times for
the PK study. This involved searching for three optimal sampling times which were
generated in the MH algorithm via normal random walks, and did not involve the use
of the lower dimensional parameterisation schemes. To obtain the multivariate mode of
(d1, d2, d3), we used the approach described by Drovandi and Pettitt (2012) which involved
the use of a multivariate Gaussian smoothing kernel (see, for example, Wand and Jones
(1994)) on the samples of the design variables from the MCMC runs (see also Cook et al.
(2008)).
Once these three sampling times were determined, 5 replicates were placed on each of
these support points. Since true replication is not practically feasible for a PK study,
these ‘replicates’ were separated by a time interval of 15 minutes (sampling times 15 and
30 minutes before the support point, and sampling times 15 and 30 minutes after the
support point). These designs were similar for the KLD and inverse of the determinant
of the posterior variance-covariance matrix, whereas the designs for the prior predictive
response variance differed somewhat from the other utility functions (Figure 3.5). The
utilities for both the three design point and replicate (15 design point) problems were
calculated (Table 3.3) and compared to utility values that were obtained using the three
lower dimensional parameterisation schemes (Table 3.2).
For all utility functions investigated, it was found that the fifteen sampling times that
were obtained via either the lower dimensional parameterisation schemes or by replication
gave higher utility values than the optimal three sampling times that were obtained,
as was expected. Also, for each of the utility functions, it was found that all of the
lower dimensional parameterisation schemes gave designs that produced higher expected
utility values than the designs that were obtained via replication. The simulations which
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Figure 3.5: Sampling times for the PK example generated under the three parameterisation schemes using
(a) the KLD, (b) the inverse of the determinant of the posterior variance-covariance matrix,
and (c) the prior predictive response variance as the utility function. Displayed in the top row
of each plot are the optimal replicate designs that were obtained by searching for three optimal
design points, using unrestricted proposals (i.e., no lower dimensional parameterisations), and
placing 5 replicates on each of these points.
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Design criterion No. design
points
Utility function value
(95% CI)
Optimal design Run time
(hr)
KLD 3 2.29 (2.28, 2.31) (d∗1, d
∗
2, d
∗
3) =
(1.54, 13.47, 16.66)
5
1/det(posterior var-
cov)
3 2.17(2.13, 2.20)× 105 (d∗1, d∗2, d∗3) =
(1.54, 13.47, 16.66)
5
Prior predictive re-
sponse variance
3 646.56 (640.25, 652.87) (d∗1, d
∗
2, d
∗
3) =
(2.71, 6.84, 15.08)
2
KLD
15
(replicates∗∗)
2.98 (2.96, 3.00)
1/det(posterior var-
cov)
15
(replicates∗∗)
5.26(4.93, 5.59)× 106
Prior predictive re-
sponse variance
15
(replicates∗∗)
3.32(3.31, 3.33)× 1013
∗∗ Once optimal designs were found for the unrestricted proposals for the 3 design point problem using the Mu¨ller (1999) algorithm,
5 replicates were placed on each of the support points and the utilities for the resulting 15 design point designs were calculated.
Table 3.3: Utility function values for a three design point problem, and for designs consisting of replicates
of the three optimal design points (15 design points), under various utility functions for the
PK example.
Utility function 1 U1(d,y) Utility function 2 U2(d,y) U2(dU1)/U2(d
∗) (95% CI)
KLD 1/det(posterior var-cov) 1.01 (0.99, 1.03)
Prior predictive response variance 1/det(posterior var-cov) 0.36 (0.35, 0.40)
1/det(posterior var-cov) KLD 0.95 (0.95, 0.95)
Prior predictive response variance KLD 0.84 (0.83, 0.84)
KLD Prior predictive response vari-
ance
0.00 (0.00, 0.00)
1/det(posterior var-cov) Prior predictive response vari-
ance
0.11 (0.11, 0.11)
Table 3.4: Comparison of the optimal designs for each utility function (U1(d,y)) evaluated at the other
utility functions (U2(d,y)) for the PK example.
made use of the lower dimensional parameterisation schemes were found to be much less
computationally intensive than simulations which searched for three design points.
A quantitative comparison of the optimal designs and utility functions was carried out,
in which the optimal design obtained from one utility function (e.g., KLD) was input into
another utility function (e.g., 1/det(posterior var-cov)) and the resulting utility function
value was compared to value of the utility function (e.g., 1/det(posterior var-cov)) evalu-
ated at its optimal design. This is similar to the idea of ‘D-efficiency’ present in classical
design. This quantitative comparison is given in Table 3.4 for the PK example:
Here ‘utility function 1’ is the utility function that the optimal design originally came
from, and ‘utility function 2’ is the ‘new’ utility function that the design is being input
into. U2(dU1) is the value of the ‘new’ utility function evaluated at the design that came
from utility function 1. U2(d
∗) is the value of utility function 2 evaluated at its optimal
design (from Table 3.3). The ratio of these quantities, U2(dU1)/U2(d
∗), is evaluated in
the third column of Table 3.4 to give a measure of efficiency of the design that was optimal
for another utility function.
For the majority of the utility functions, the designs that were optimal for one utility
function did not perform as well when input into another utility function (compared to
that utility function’s own optimal design). This is not surprising since the designs were
generated under different objectives. In particular, the optimal designs for KLD and the
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inverse of the determinant of the posterior variance-covariance matrix did not perform well
when input into the prior predictive response variance utility function. When the optimal
designs for the prior predictive response variance were input into the KLD and inverse
of the determinant of the posterior variance-covariance matrix utilities, it was found that
these designs did not perform as well as those utility functions’ optimal designs. The KLD
and inverse of the determinant of the posterior variance-covariance matrix utility functions
were approximately equally efficient at designing for precisely estimating parameters (the
KLD was slightly more efficient as indicated by the ratio values being just above 1). This
may indicate that the prior predictive response variance utility function does not perform
as well as the other utility functions for designing for efficient parameter estimation.
3.4.4 Example 4: Exothermic/Cooling study
For this application we use the same model as that which is presented by Solonen et al.
(2012), but have changed the design problem slightly.
A glass of liquid that has an initial temperature of T (0) is cooled or heated by water that
is at a temperature of Tw. The surrounding air has a temperature of Ta. The model for
the liquid temperature is given by
dT
dt
= −kwAw
Mc
(T − Tw)− kaAa
Mc
(T − Ta), (3.7)
where kw and ka are the heat transfer coefficients through glass and through the air-
liquid interphase, respectively; Aw and Aa are the areas of water-liquid and air-liquid
interfaces, respectively; c is the specific heat capacity; and M is the mass of liquid. We
placed a restriction on the prior design space where T (0) > Tw so that the mean response
function decreased with time (i.e., was a cooling curve). The observations are given
by the solution to equation (3.7), T (t), which is given by equation (3.8), plus normally
distributed, independent error with a constant variance σ2 = 0.33:
T (t) =
AaTaka − C1e−t(Aaka+Awkw)/Mc) +AwTwkw
Aaka +Awkw
, (3.8)
where C1 = −T (0)(Aaka + Awkw) + AaTaka + AwTwkw. The value of σ2 = 0.33 is the
same as that which was used by Solonen et al. (2012).
The purpose of the experiment is to estimate θ = (kw, ka). In Solonen et al.’s (2012) work,
the design problem was to determine the optimal T (0) and Tw values. Measurements of
the temperature were taken every two minutes, stopping at 20 minutes.
We extend the work of Solonen et al. (2012) by looking for ‘closer to optimal’ times
at which to take the 10 temperature measurements, rather than simply taking the mea-
surements at two minute intervals. Here the design parameters to be optimised are
d = (T (0), Tw, d1, δ), or d = (T (0), Tw, a, b), depending on the lower dimensional param-
eterisation that is used. The design space for the sampling times was extended from
[0, 1200] seconds to [0, 2000] seconds. The 10 sampling times were generated using the
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lower dimensional parameterisation schemes mentioned in Section 3.2 (geometric, even
spacing, and beta).
It was assumed that one set of measurements had already been taken at (T (0), Tw) =
(23, 5) and the parameter estimates that resulted from the MCMC simulations that fitted
the model to the data were used to construct the prior distribution for θ.
For this example, we investigated all three Bayesian utility functions discussed in Section
3.2. We used 20000 particles to estimate our utility functions via importance sampling.
The run time for these examples was approximately 0.5 hr when the mean response
variance utility was used (for each of the proposal schemes) and 1.5 hrs for when the
KLD and inverse of the determinant of the posterior variance-covariance matrix were
used as the utility functions.
For all three design criteria, and all three proposal schemes, the optimal temperatures
were found to occur at either extreme of the design space: (T (0), Tw) = (60, 4) (i.e.,
hot liquid, cold water). To reduce the computational time, we set (T (0), Tw) = (60, 4)
and re-ran the MCMC simulations to find the optimal designs for two design variables
(d1, δ) or (a, b), depending on the scheme that was used. Two-dimensional contour plots
of the thinned posterior samples of the design variables for the various lower dimensional
parameterisations that were generated using the mean response variance as the utility
function are displayed in Figure 3.6.
The sampling times generated by the different utility functions and proposal schemes
are given in Figure 3.7 (online figures are in colour), and the utility function values for
the different proposal schemes are given in Table 3.5. The utility function values for
the optimal designs (Table 3.5) were calculated using Monte Carlo integration (equation
(3.2)) with M = 20000.
For all three utility functions, the geometric scheme produced designs which gave the
highest utility values, followed by the even spacing scheme, and the beta scheme (which
gave the lowest utility values) (Table 3.5). The designs that resulted from each of the
lower dimensional parameterisation schemes were found to be quite similar across the
different utility functions, and produced higher utility function values than the original
sampling times used by Solonen et al. (2012) (where samples were taken every 2 minutes
from 0 to 20 minutes). Within each of the utility functions, the designs were somewhat
similar across the different lower dimensional parameterisations in that they were fairly
clustered and occurred around a similar region of the design space, with the beta scheme
giving a wider coverage than the other two schemes. None of the parameterisation schemes
generated designs that were spread over the entire design space.
A quantitative comparison of the optimal designs and utility functions was carried out in
the same manner as for Section 3.4.3.
For all of the utility functions, the designs that were optimal for one utility function did
not perform as well when input into another utility function (compared to that utility
function’s own optimal design). This is most noticeable when the optimal designs from
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Figure 3.6: Two-dimensional contour plots of the expected utility surface (mean response variance) for
the various lower dimensional parameterisations for the cooling example (a) Beta scheme, (b)
Even spacing scheme, and (c) Geometric scheme.
Design criterion Proposal
scheme
Log utility function value (95%
CI)∗∗
Optimal design
Even spacing 0.50 (0.50, 0.51) (d∗1, δ
∗) = (271.97, 34)
KLD Beta 0.45 (0.45, 0.46) (a∗, b∗) = (4.73, 14.14)
Geometric 0.54 (0.54, 0.55) (d∗1, δ
∗) = (205, 1.11)
Original design 0.35 (0.35, 0.36) NA
Even spacing 60.55 (60.55, 60.55) (d∗1, δ
∗) = (267.75, 36.44)
1/det(posterior
var-cov)
Beta 60.46 (60.46, 60.47) (a∗, b∗) = (4.72, 14.83)
Geometric 60.75 (60.75, 60.75) (d∗1, δ
∗) = (196.72, 1.12)
Original design 57.41 (57.40, 57.42) NA
Even spacing 3.45 (3.45, 3.45) (d∗1, δ
∗) = (288.89, 31.29)
Mean response
variance
Beta 3.34 (3.34, 3.34) (a∗, b∗) = (4.59, 14.14)
Geometric 3.73 (3.73, 3.73) (d∗1, δ
∗) = (219.58, 1.07)
Original design 3.34 (3.34, 3.34) NA
∗∗ The proposal schemes which produced the designs that gave the highest utility values have been boldfaced for each utility
function.
Table 3.5: Utility function values for the various proposal schemes and the original design used by Solonen
et al. (2012) for the cooling example.
Utility function 1 U1(d,y) Utility function 2 U2(d,y) U2(dU1)/U2(d
∗)
KLD 1/det(posterior var-cov) 0.94 (0.94,0.94)
Mean response variance 1/det(posterior var-cov) 0.95 (0.95, 0.95)
1/det(posterior var-cov) KLD 0.98 (0.98, 0.98)
Mean response variance KLD 0.88 (0.88, 0.89)
KLD Mean response variance 0.77 (0.77, 0.77)
1/det(posterior var-cov) Mean response variance 0.76 (0.76, 0.76)
Table 3.6: Comparison of the optimal designs for each utility function (U1(d,y)) evaluated at the other
utility functions (U2(d,y)) for the cooling example.
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Figure 3.7: Sampling times (in seconds) for the cooling example generated under the three lower dimen-
sional parameterisation schemes using (a) the KLD, (b) the (inverse of the) determinant of
the posterior variance-covariance matrix, and (c) the mean response variance as the utility
function.
the KLD and the inverse of the determinant of the posterior variance-covariance ma-
trix utilities were input into the mean response variance utility. This suggests that the
mean response variance utility was not as efficient at designing for precisely estimating
parameters as the other utilities were.
3.5 Discussion
In this paper we have introduced a method for solving Bayesian design problems which
require a large number of designs points to be found, through incorporation of lower
dimensional parameterisations into existing stochastic optimisation algorithms. These
lower dimensional parameterisations consisted of a few design variables, which were then
input into various functions to generate multiple design points. This approach was found
to have substantial computational savings since one simply has to search over a few
design variables, rather than a large number of design variables. Also, it was much easier
to obtain the multivariate mode for a few design variables than for a large number of
design variables. However, it should be stressed that the designs presented in this paper
are not optimal but near optimal, which is a compromise of the computational savings
achieved through these methods.
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Our approach is useful for design variables (e.g., sampling times) that require multiple
measures to be taken at specific points that are separated from one another in the design
space (although as shown in a toy example, the lower dimensional parameterisations can
produce simple replicated designs). This approach does not overcome the problem of
having a large number of different design variables (e.g., temperatures, pressures), and
further research should be conducted for solving this design problem.
The functions that were used in this paper to generate the designs were purely illustrative
for the examples chosen for this paper. There are many other functions and transforma-
tions available that one could choose to generate their design points and choice of an
appropriate function would depend on the application of interest. To determine which
function is most appropriate for a particular application, one could run several different
parameterisations in parallel on different CPUs and choose the function which gives rise
to the design with the highest utility.
We found that the beta proposal scheme, where the designs come from the (evenly-spaced)
percentiles of a beta distribution, gave quite flexible designs, and so this function may be
appropriate in many situations to generate a large number of design points. One could
also extend the beta proposal scheme to propose from a generalised beta distribution
(e.g., Sepanski and Kong (2007)), which may offer further flexibility in constructing the
designs. One could also include another design variable in the parameterisation of the
beta proposal scheme that determines the optimal percentiles of the beta distribution to
use, e.g., percentile = 100(
(
i
n
)α
) where α is an additional design variable to search over.
In our PK example, the designs which were generated by the lower dimensional parame-
terisations gave higher utility values than the replicate designs. This is useful since it may
not be feasible to take replicate designs for studies in which one is interested in determin-
ing the optimal sampling times. However, this may not always be the case and replicate
designs may be preferred in some applications. If replicate designs are practically feasible
for the experiment of interest, then one may wish to instead generate a large number
of design points based on the estimated weights of a continuous or approximate design,
which also falls into our framework of lower dimensional parameterisations. We will be
investigating this in future work.
A fixed number of sampling times were assumed for the examples used in this study,
so that we could demonstrate our methodology for generating many design points. The
number of sampling times used in this study may not be optimal and future studies
may wish to investigate the optimal number of design points for their applications. For
experiments where cost is of little importance and the utility function does not contain a
cost function, in general, the more design points there are the better.
Importance sampling did not perform particularly well (low effective sample sizes were
often obtained) when it was used to estimate the Bayesian utility functions (especially
for the KLD) for nonlinear models with a large number of observations. A large number
of samples (10000-20000) was required to ensure that the utility was well estimated. To
estimate a utility well, a certain number of samples is required. This number of samples
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may vary across the utilities. KLD is harder to estimate in general since it involves
the estimation of the evidence. The mean response variance utility may require less
importance samples since the utility is estimated by bringing in observations one-at-a-
time. For another paper we are investigating alternative methods for estimating Bayesian
utility functions, such as Laplace approximations.
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Chapter 4
Fully Bayesian Designs for Nonlinear Mixed Effects Models
ABSTRACT
In this paper, we present fully Bayesian experimental designs for nonlinear mixed effects
models, in which we develop simulation-based optimal design methods to search over both
continuous and discrete design spaces. Although Bayesian inference has commonly been
performed on nonlinear mixed effects models, there is a lack of research into performing
Bayesian optimal design for nonlinear mixed effects models that require searches to be
performed over several design variables. This is likely due to the fact that it is much more
computationally intensive to perform optimal experimental design for nonlinear mixed
effects models than it is to perform inference in the Bayesian framework. In this paper,
the design problem is to determine the optimal number of subjects and samples per subject,
as well as the (near) optimal urine sampling times for a population pharmacokinetic study
in horses, so that the population pharmacokinetic parameters can be precisely estimated,
subject to cost constraints. The optimal sampling strategies, in terms of the number of
subjects and the number of samples per subject, were found to be substantially different
between the examples considered in this work, which highlights the fact that the designs
are rather problem-dependent and can be addressed using the methods presented in this
paper.
KEYWORDS: Bayesian optimal design; Nonlinear mixed effects models; Population
design; Sampling strategies; Stochastic optimisation.
4.1 Introduction
4.1.1 Background
Nonlinear mixed effects models (NLMEMs) are commonly used to model data in which
heterogeneity exists between study subjects. For example, population pharmacokinetic
(PK) studies investigate the disposition of a drug within a large sample of subjects.
For an extensive overview of NLMEMs, as well as general theoretical developments and
examples, see Racine-Poon (1985) and Davidian and Giltinan (1995). NLMEMs require
the mean value of the population parameters to be estimated, as well as their inter-
individual variability. The experimental design, which is usually under the control of the
investigator, is responsible for determining the quality of the analyses of the data modelled
by the NLMEM. These models, which are also known as the population approach, can allow
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for a sparse sampling design where only a few data points are available per individual,
but a large number of individuals are included in the study. This is useful for studies
in which the experimenters are interested in collecting informative data to obtain precise
parameter estimates, but the number of samples per subject is limited due to ethical,
physiological, time or cost constraints.
As the use of NLMEMs for modelling data from population studies has increased, so has
the importance of optimally designing population studies so that accurate and precise
estimates of the population parameters can be obtained (e.g., Mentre´ et al. (1997); Retout
and Mentre´ (2003); Han and Chaloner (2004)). In this paper we are interested in (static)
experimental designs that are optimal for the estimation of the population parameters in
NLMEMs.
It is well known that the sampling times in a PK study can have a large impact on the pre-
cision and bias of parameter estimates (D’Argenio (1981)). However, there is contention
in the literature as to whether it is better to sparsely sample a larger number of individ-
uals, or to heavily sample a smaller number of individuals in population studies. Sheiner
and Beal (1983), Hashimoto and Sheiner (1991), and Jonsson et al. (1996) evaluate the
effect of altering the number of subjects, and the number and timing of blood samples in
PK studies on the precision and bias of the estimated parameter values. Sheiner and Beal
(1983), and Hashimoto and Sheiner (1991) recommend that designs which use more study
subjects, even if the majority are sparsely sampled, are preferable over designs which use
more sampling times on fewer individuals. Conversely, Jonsson et al. (1996) recommend
increasing the number of samples per subject, even if the total number of study subjects
is small, so that the parameter estimates are unbiased and precise. However, these stud-
ies only investigate the use of a small number of sampling times (up to three sampling
times), which were often fixed in their values and did not optimise a utility function over
the design space.
4.1.2 Bayesian Hierarchical Model Framework
In the Bayesian framework, mixed effects models are commonly constructed using hier-
archical models. These models account for the different levels of variability within and
between populations. The observable outcomes are modelled conditionally on certain
parameters, which are themselves assigned a probability distribution in terms of other
parameters which are known as hyperparameters.
Here we consider NLMEMs where the j-th observation of individual i, Yi,j , is given by:
Yi,j = f(φi,di,j) + i,j ,
where f(·) is a nonlinear mean function (which is the same for all individuals), φi is the
model parameter for individual i (i.e., the random effect), di,j is the experimental setting,
and the errors are independent and distributed i,j ∼ N(0, σ2). It is assumed that there
are n subjects involved in the study.
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A population distribution is specified for the individual parameter vectors φi, i = 1, ..., n:
φi ∼ MVN(λ,Ω),
where λ and Ω are the population mean and variance-covariance matrix respectively.
In this work we assume Ω is known. Racine-Poon (1985) provides guidance on prior
elicitation for unknown Ω. The population parameter (i.e., fixed effect) is denoted by φ.
We define θ = (φ,φ1:n), where φ1:n = (φ1, ...,φn). A log normal or inverse gamma prior
(with shape hyperparameters a0 and b0) may be used for the observational variance, σ
2.
Priors for the population parameters may also be specified as:
φ ∼ MVN(µ,Σ).
where µ is the prior mean for φ and Σ is the prior variance-covariance for φ. We specify
values for µ and Σ in this work, based on simulation studies.
4.1.3 Bayesian Optimal Design Theory
The Bayesian optimal design framework involves defining a prior distribution for the pop-
ulation parameter φ and a population model for the subject-specific parameter φ1:n; a
conditional sampling distribution p(yi|d,φi) for observing a new set of measurements yi
for individual i at the design points d, given parameter values φi; and a utility function
U(d,θ,y) that describes the reward that is obtained for taking measurements at design
points d, and observing the data y (where y = (y1, ...,yn)), assuming the model param-
eter values θ are known. In this work, we assume that measurements are taken at the
same design points d for all study subjects.
The optimal Bayesian design, d∗, maximises the expected utility function U(d) over the
design space D with respect to the future data y and model parameter θ:
d∗ = arg max
d∈D
E{U(d,θ,y)}
= arg max
d∈D
∫
Y
∫
Φ
∫
Φ1:n
U(d,θ,y)
n∏
i=1
{
p(yi|d,φi)p(φi|φ)dφi
}
p(φ)dφdy, (4.1)
where p(yi|d,φi) is the conditional likelihood, p(φi|φ) is the population distribution for
the random effects and p(φ) is the prior distribution for the fixed effects.
4.1.4 Likelihood Function Approximation for NLMEMs
Due to the nonlinearity, NLMEMs have no analytical expression for the observed data like-
lihood. The random effects must be integrated out from equation (4.1). There is a wealth
of literature on approaches for approximating the observed data likelihood to perform in-
ference for the population parameters. These methods include: first-order approximations
(Sheiner and Beal (1983)); first order conditional methods (Lindstrom and Bates (1990));
Gaussian quadrature (e.g., Davidian and Gallant (1993)); adaptive Gaussian quadrature
(e.g., Rabe-Hesketh et al. (2004)); Laplace approximations (e.g., Beal and Sheiner (2002));
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Markov chain Monte Carlo (MCMC) (e.g., Spiegelhalter et al. (1996)); Monte Carlo in-
tegration (e.g., Wakefield (1994)); and importance sampling (Geweke (1989)). From the
Bayesian perspective, the parameters φ1:n and φ have the same status, i.e., inference
for either φ1:n or φ are made using the posterior distribution. This is not the case for
frequentist inference where φ1:n are random variables and φ is a constant.
4.1.5 Bayesian Designs for NLMEMs
Classical design criteria often consist of scalar functions of the Fisher information matrix
(FIM), such as the determinant or the trace (e.g., Mentre´ et al. (1997); Retout and Mentre´
(2003)). Pseudo-Bayesian design criteria also consist of functions of the FIM, but also
average these functions over a “prior” for the model parameters to account for parameter
uncertainty (e.g., Pronzato and Walter (1985)). Once an expression for the likelihood has
been found one can then derive the FIM.
Bayesian design criteria are often based upon the expected gain in Shannon informa-
tion from the prior to posterior distribution (also known as ‘mutual information’ or the
‘Kullback-Leibler distance’) (e.g., Chaloner and Verdinelli (1995)). Other commonly-used
Bayesian design criteria are based on the spread of the posterior distribution, which may
be measured, for example, by the precision or entropy (e.g., Stroud et al. (2001)). When
the posterior distribution is found by simulation, it must be sampled from for each future
data set that is drawn from the prior predictive distribution, and so many thousands of
posterior distributions are often required to perform Bayesian experimental design. For
this reason, fully Bayesian experimental designs for NLMEMs are largely unexplored.
Han and Chaloner (2004) searched for Bayesian population designs for a HIV dynamics
study. They did not optimise over a continuous design space, but instead considered 8
fixed sampling schedules. The posterior predictive variance for two parameters was used
as the utility function, and MCMC was used to sample the posterior distribution for
each future dataset. Palmer and Mu¨ller (1998) implemented Bayesian optimal designs for
population models for determining the timing of stem cell collections in cancer patients.
The NLMEMs were estimated by MCMC simulation and a discrete set of designs were
searched over.
Stroud et al. (2001) fit NLMEMs to existing data relating to the PK of the anticancer
agent, paclitaxel, in patients and found (sequential) Bayesian designs for the subject-
specific parameters for the next patient. The design variable was the blood sampling
times and two utility functions were used: the posterior precision of the area under the
curve and the posterior precision of the time above a certain drug concentration. Each of
these utility functions also included a cost penalty (which penalised sampling times that
occurred after some pre-specified time) and were estimated using importance sampling. A
Metropolis-Hastings MCMC algorithm (e.g., Mu¨ller (1999)) was used to find the optimal
design.
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4.1.6 Contribution and Outline
In this paper, we present static, fully Bayesian designs for population parameters of
NLMEMs, in which we use simulation-based optimal design methods to search over both
continuous and discrete design spaces. In this paper, we define a ‘continuous design
space’ to be one in which the designs can take on any value in a pre-defined continuous
interval, rather than values from a fixed set of discrete values. Whilst previous studies
have found optimal Bayesian designs for NLMEMs by searching over a finite set of designs
(e.g., Han and Chaloner (2004); Palmer and Mu¨ller (1998)), to our knowledge, no studies
have searched over a continuous design space to find optimal static Bayesian designs for
NLMEMs. This work is motivated by a PK study conducted by McGree et al. (2012d)
which models the PK of an acepromazine metabolite in racing horses. Our design problem
consists of finding the optimal sampling times for the PK study, as well as the optimal
number of subjects to incorporate into the study, and the optimal number of samples to
take per subject. To our knowledge, no previous Bayesian experimental design studies
have addressed all of these issues (over a continuous design space). We are interested
in finding designs that maximise the posterior precision of the population parameters,
subject to cost constraints.
In Section 4.2 we describe the design methodology used in this work. In Section 4.3 we
obtain some results for a simple example that involves designing for a linear mixed effects
regression model. In Section 4.4 our PK case study is introduced and our design methods
are applied to the case study in Section 4.5. The article concludes with a discussion in
Section 4.6.
4.2 Bayesian Experimental Design Framework
Equation (4.1) does not usually have a closed form solution, and so numerical approxima-
tions or simulation methods are used to solve the maximisation and integration problem.
These include: numerical quadrature or Laplace approximations (Brockwell and Kadane
(2003); Ryan et al. (2014a)); prior simulation (Mu¨ller (1999)); MCMC simulation in an
augmented probability model (Mu¨ller (1999)); and sequential Monte Carlo (Amzal et al.
(2006)).
In this work, we use the approach implemented by Mu¨ller (1999) to solve equation (4.1).
This involves the use of MCMC which samples from the target distribution:
h(d,θ,y) ∝ U(d,θ,y)p(θ,y|d),
using a Metropolis-Hastings scheme. h(·) is constructed in such a way that the marginal
distribution h(d) is proportional to the expected utility, U(d). It is assumed that the
utility U(d,θ,y) is non-negative and bounded, and that h(·) is integrable and can be
normalised. The sample of simulated d may be used to provide an estimate of h(d) and
the joint mode of h(d), d∗, corresponds to the optimal design. The Metropolis-Hastings
scheme of Mu¨ller (1999) is described in Algorithm 4.1 and has been adapted for designing
for NLMEMs.
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Algorithm 4.1: MCMC algorithm for Bayesian optimal design for NLMEMs
1 Set an initial design d(1).
2 Draw φ ∼ p(φ), φi ∼ p(φi|φ), yi ∼ p(yi|d(1),φi), for i = 1, ..., n individuals.
3 Compute U (1) = U(d(1),θ,y), where y = (y1, ...,yn) and θ = (φ,φ1:n).
4 for j = 1 to iters do
5 Generate a candidate design d˜ from a proposal distribution q(·|dj).
6 Generate proposals for the parameters and simulate data:
7 φ˜ ∼ p(φ), φ˜i ∼ p(φi|φ˜), y˜i ∼ p(yi|d˜, φ˜i), for i = 1, ..., n individuals.
8 Compute U˜ = U(d˜, θ˜, y˜), where y˜ = (y˜1, ..., y˜n) and θ˜ = (φ˜, φ˜1:n).
9 Calculate the MH acceptance probability, a = min(1, A) where
A =
U˜ × q(d(j)|d˜)
U (j) × q(d˜|d(j)) .
Here U (j) and d(j) are the current utility and design point values, respectively, and U˜ and d˜ are the
proposed utility and design point values, respectively.
10 Set
(d(j+1), U (j+1)) = (d˜, U˜)
with probability a, and
(d(j+1), U (j+1)) = (d(j), U (j))
with probability 1− a.
11 end for
Simulation-based algorithms such as those presented by Mu¨ller (1999) have been found to
have slow convergence for situations where there are a large number (≥ 4) of design vari-
ables (e.g., Stroud et al. (2001); Amzal et al. (2006)). For our PK application of interest,
we are interested in searching for up to 15 sampling times. To ease the computational
burden of having to search for a large number of design points, we use a lower dimensional
parameterisation that reduces the design problem to one that involves searching over two
design variables. The lower dimensional parameterisation was used in Line 5 in Algorithm
4.1. The sampling times for the PK study (Sections 4.4 and 4.5) will be generated from
the evenly spaced percentiles of a Beta(a, b) distribution (see Ryan et al. (2014c)), scaled
to [0, 48] hours, where a, b > 0. Using this lower dimensional parameterisation, the Mu¨ller
(1999) algorithm searches over the two design variables (a, b), and once these optimal val-
ues are found, a large number of design points can be generated from the evenly-spaced
percentiles of the Beta(a, b) distribution. However, it must be noted that the designs
generated by this lower dimensional parameterisation are not optimal but near optimal,
which is a compromise of the computational savings achieved through these methods. We
chose this lower dimensional parameterisation as we have used it previously for designing
for fixed effects PK models (see Ryan et al. (2014c)) and found that it gave fairly flexible
designs that could be suitable for PK studies.
The convergence of the MCMC algorithm was carefully monitored (through examination
of autocorrelation plots, histograms and contour plots of the design variables, and trace
plots of the utility functions over the iterations). To determine the optimal designs, we
searched for the multivariate mode of the multivariate normal kernel smoothing density
estimates of the design variables (see Cook et al. (2008); Drovandi and Pettitt (2013)).
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4.2.1 Utility Function Estimation via Importance Sampling
Utility functions are problem-specific and incorporate the aims of an experiment. Bayesian
utility functions are often based on the posterior distribution p(θ|d,y). However, for
NLMEMs, the posterior does not have a closed form expression and numerical methods
are required for its approximation. We use a similar approach to Stroud et al. (2001) to
generate samples from the posterior distribution, via importance sampling, for use in the
Bayesian utilities.
Importance sampling is a commonly-used approach for approximating target distributions
(Geweke (1989)) (in this case, the posterior p(φ1:n,φ|d,y)). It involves choosing an
importance distribution g(·) from which it is easy to sample, and then weighting the
samples to account for any differences between the importance and target distribution.
The target and importance distributions should have the same support. Weighted discrete
approximations, {(φ,φ1:n)j ,Wj}Mpj=1, are produced (where Mp is the number of values or
particles used) from the target distribution, where
w(φ,φ1:n) =
{∏n
i=1 p(yi|d,φi)p(φi|φ)
}
p(φ)
g(φ,φ1:n)
are the importance weights, and Wj ∝ w((φ,φ1:n)j) are the normalised importance
weights,
∑Mp
j=1Wj = 1.
The prior distribution is commonly used as the importance distribution in Bayesian ex-
perimental design (e.g., Ryan et al. (2014c)), which reduces the importance weights to
the (conditional) likelihood function. We use the population distribution (for the random
effects) and the prior (for the fixed effects) as the importance distribution (g(φ,φ1:n) ={∏n
i=1 p(φi|φ)
}
p(φ)), which reduces importance weights to the conditional likelihood:
w(φ,φ1:n) =
n∏
i=1
p(yi|d,φi).
This is not to be confused with the marginal likelihood p(y1:n|d,φ) in which the random
effects have been integrated out. Note that the prior p(φ) for the fixed effects is relatively
informative for our application as it is based on the results from the analysis of previous
experiments.
To measure the efficiency of importance sampling, the effective sample size (ESS) is used,
where
ESS =
1∑
W 2j
, 1 ≤ ESS ≤Mp.
In this work we are only interested in the posterior distribution for the population pa-
rameters, and so we only use the samples of the subject-specific effects φ1:n to calculate
the importance weights and discard them thereafter. Our method for approximating the
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posterior distributions for the population parameters p(φ|d,y) is outlined in Algorithm
4.2.
Algorithm 4.2: Algorithm for approximating p(φ|d,y)
1 Draw {φj}Mpj=1 from p(φ).
2 for i = 1 : n do
3 Draw {φji}Mpj=1 from p(φi|φj), j = 1, ...,Mp
4 end for
5 {φj}Mpj=1 and {φj1:n}Mpj=1 are only drawn once at the beginning of Algorithm 4.1 (prior to line 1) and are
stored.
6 Weight wj =
∏n
i=1 p(y˜i|d˜,φji ), j = 1, ...,Mp.
7 Normalise wj to give W j , j = 1, ...,Mp.
8 The particle approximation to p(φ|d,y) is given by {φj ,W j}Mpj=1.
The utility functions can then be estimated using the weighted samples. Algorithm 4.2
(lines 6 - 8) is used in each iteration of Algorithm 4.1 (line 8, as well as line 3 at the
beginning of the algorithm) to calculate the utility function. For our applications, we will
use the determinant of the posterior precision matrix of the population parameters as the
utility function:
U(d,y) = det(prec(φ|d,y)).
For the example considered in Section 4.5, we set Mp = 100000 as this number of particles
provided reasonably stable (based on the effective sample size) and precise estimates of
the utility function.
4.3 Simple Illustrative Example: Linear Mixed Effects Model
We will begin with a simple example, in which we determine the optimal balance between
the number of subjects (n) and the number of samples per subject (nd), as well as the
optimal values for the predictor variable x, under certain conditions. The model is a
linear mixed effects model where the response for the i-th subject is given by:
yi = Xφ + Ziφi + i, i = 1, ..., n.
The observation vector y is of dimension N × 1 (where N is the total number of obser-
vations). X is the design matrix for the fixed effects (of dimension N × p) and Zi is the
design matrix for the i-th subject (of dimension nd × p). φ consists of the (p × 1) fixed
effects, with the prior φ ∼ MVN(0,Σ), where Σ is a known, p × p nonsingular matrix.
φ1:n consists of the (np× 1) random effects, with the subject-specific model:
(φ1, ...,φn)
T ∼ MVN(0,Ω),
where Ω is a known, np×np nonsingular matrix. It is assumed that the random effects are
independent. The residuals, i, are independently distributed with i ∼ MVN(0, Iσ2), i =
1, ..., n. Here we assume that σ2 is known. It is also assumed that the observational errors
i are independent of the fixed or random effects.
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For the linear mixed effects model, Sorensen and Gianola (2002) have derived an analytical
expression for the posterior density of the fixed effects and we will use their expression
for the posterior precision matrix to construct our Bayesian utility function. Since the
integrals in (4.1) can be computed analytically, all that is required is to perform the
optimisation to find the design which maximises the utility function.
We use a linear regression model of the following form:
yi,j = (φ0 + φi,0) + (φ1 + φi,1)xij + (φ2 + φi,2)x
2
ij + i,j ,
where i = 1, ..., n, j = 1, ..., nd. φ
T = (φ0, φ1, φ2) and φ
T
i = (φi,0, φi,1, φi,2).
We set Σ = diag(0.4, 0.3, 0.2); Ω = diag(0.2, 0.15, 0.12, 0.2, 0.15, 0.12, ..., 0.2, 0.15, 0.12),
where the number of repeats of the variances (0.2, 0.15, 0.12) for the three random effect
parameters depends on the number of subjects, n; and σ2 = 0.01.
The utility function is the (log) determinant of the posterior precision of the fixed effects:
U(d,y) = log(det(prec(φ|d,y)). (4.2)
In addition to precisely estimating the (fixed effects) model parameters, our design ob-
jectives also included a cost constraint. Since the posterior precision (of the fixed effects)
and cost penalty may not be on the same scale, equation (4.2) was used to find designs,
subject to a certain fixed maximum cost (Stigler (1971)).
The cost function penalised for the number of subjects in the study, and the total number
of measurements taken in the study:
C = csub · n+ csample · n · nd, (4.3)
where csub is the cost per subject, and was set to $50, and csample is the cost per sample,
and was set to $10. These values were arbitrarily chosen for illustrative purposes. The
cost function was used to determine the different combinations of the number of subjects
and samples per subject that could be included in the study for a fixed total cost. The
(log) determinant of the posterior precision was calculated for each of these combinations
and comparisons were made to see which yielded the highest value of the utility function.
The expression for the posterior precision of φ is given by:
prec(φ|d,y) = (X′V−1X + Σ−1σ2)σ−2, (4.4)
where V = ZΩZ′σ−2 + I (Sorenson and Gianola (2002)). Here, Z denotes the design
matrix for the random effects (of dimension N × np). If Ω = 0, then V = I. Note
that, although the posterior precision does not depend on y here, the posterior mean is
dependent on y. The designs d enter the utility function via the design matrices X and
Z, and therefore only the term X′V−1X in the right hand side of equation (4.4).
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No. Sub-
jects
No. samples
per subject
Total no.
samples
Optimal exact design for x†, ξ Utility function value
U(d)
9 3 27 ξ =
{
0 0.5 1
1 1 1
}
15.55
8 4 32 ξ =
{
0 0.5 1
1 2 1
}
15.47
7 5 35 ξ =
{
0 0.5 1
2 2 1
}
15.26
6 7 42 ξ =
{
0 0.5 1
2 3 2
}
14.77
5 10 50 ξ =
{
0 0.5 1
3 4 3
}
14.72
4 13 52 ξ =
{
0 0.5 1
4 6 3
}
14.27
Table 4.1: Optimal designs and utility function values for different combinations of the number of subjects
and the number of samples per subject for a fixed cost of $750. †Note that the weights for the
exact design (row 2 of ξ) correspond to the number of replicates that are to be taken on each
support point (row 1 of ξ) for 1 study subject. The sum of the weights is equal to the number
of samples that are to be taken per subject.
4.3.1 Results
For a fixed cost of $750, we investigated different combinations of the number of subjects
and the number of samples per subject, to determine the optimal balance between these
two quantities. We also searched over the design space for the predictor x, whose values
were restricted to occur between 0 and 1.
The optimal exact designs were found using the Mu¨ller (1999) algorithm with 10000
iterations. According to classical design theory, the D-optimal design for a quadratic
equation with three unknown fixed effects parameters should have three support points
- one at either end of the design space and one at the centre (e.g., Pukelsheim (1993);
Tan and Berger (1999)). Therefore, we decided to search over three predictor design
variables, (x1, x2, x3), which were the three support points, and two weights/integers for
an exact design (ω1, ω2), where ω3 = nd−(ω1+ω2). The weights determine the number of
replicates that are to be placed on each support point. Therefore, d = (x1, x2, x3, ω1, ω2).
We also searched over 4 predictor design variables, but found that one of these design
points was a replicate of one of the three support points.
Since an analytical expression of the utility function, U(d), was available, the mode could
easily be found by choosing the sample with the highest U(d) value. To simplify matters,
it was assumed that all subjects had the same number of observations at the same values
of the predictor variable x. The results are summarised in Table 4.1.
From Table 4.1 it can be seen that the optimal support points for the model occur at the
middle of the design space (0.5), and at either end (0 and 1). This is similar to results
obtained in the classical design literature (e.g., Pukelsheim (1993)). Preference for the
replicates was given to the centre (0.5) of the design space, followed by the start of the
design space (0).
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It can also be determined from Table 4.1 that, for this application of interest, it is prefer-
able to take a smaller number of samples from a larger number of individuals (rather than
heavily sample a smaller number of individuals). This is in agreement with Diggle et al.
(1994) who note that for a uniform correlation structure (of the errors), the addition of
one repeated measure within a subject conveys less information on the fixed effects than
the addition of an independent measure of a new study subject.
Prior Sensitivity
We are now interested in investigating the effect of the prior distribution for the fixed
effects and the model for the random effects on the optimal number of subjects and
samples per subject. We will begin by varying the prior for the fixed effects φ ∼ N(0, cΣ),
where we will use the values c = 0.1, 1, 2, 10, 100. As c → ∞, we would obtain the same
results as in a frequentist paradigm. The population model for the random effects is the
same as above. The same combinations of the number of subjects and samples per subject
were used as in Table 4.1, and we will use the optimal x values from this table.
From Figure 4.1, it can be seen that there does not appear to be any variation in the
optimal number of samples to take per subject as the prior variance for the fixed effects
changes. That is, the designs do not change with the prior variance for the fixed effects,
but the values of the utility function decrease as the prior variance increases. It appears
that it is more useful to take a smaller number of samples from a larger number of
individuals to precisely estimate the fixed effects, regardless of how precise our a priori
knowledge of these effects is, for a fixed (and somewhat precise) value for the population
variance of the subject-specific effects. This makes sense: since we already have precise
knowledge about the subjects and wish to precisely estimate the population parameters,
then we should incorporate more subjects into the study (even if they only have a few
samples taken), regardless of our level of knowledge of the population parameters. Also,
for a precise amount of knowledge of the population parameters (c = 0.1) there is less
variation in the utility values for the different combinations of the number of samples per
subject and number of subjects.
It is important to remember, with respect to our utility function (equation (4.4)), that
det(X′V−1X + Σ−1σ2) 6= det(X′V−1X) + det(Σ−1σ2).
This means that varying the prior variance of the fixed effects (cΣ) may slightly affect the
design when the determinant of the posterior precision is taken, where a smaller value of
c will have a larger impact on the design compared to a larger value of c. If the trace
of the posterior precision matrix were taken instead of the determinant, then varying the
prior of the fixed effects would have no impact on the design since the trace is a linear
function.
Now we investigate how changing the population variance of the subject-specific effects
alters the designs: φi ∼ N(0, kΣ), where k = 0.005, 0.05, 0.5, 1, 2, 20. For the fixed effects,
we will set the value of c to 10000, to give prior variance 10000Σ, which essentially gives
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Figure 4.1: Utility function value versus the number of samples per subject, for a fixed cost of $750, for
various values of the prior variance for the population parameters for: (a) c = 0.1, (b) c = 1,
(c) c = 2, (d) c = 10, and (e) c = 100.
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a frequentist analysis. If k ≈ 0, then Var(φi) ≈ 0, and we will obtain the fixed effects
frequentist result. We will investigate the same combinations of the number of subjects
and samples per subject as above, and use the optimal x values from Table 4.1.
From Figure 4.2, it can be seen that as the population variance of the subject-specific
effects increases, the optimal number of samples per subject decreases. That is, when
there is a large amount of variation in the values of the subject-specific effects, one should
focus on taking a small number of samples from a larger number of individuals, so that
precise estimates of the population mean parameters can be obtained. If there is little
variation in the subject-specific effects, then one should focus their resources on taking
a larger number of samples from a smaller number of subjects, as there is little benefit
from taking samples from more subjects to precisely estimate the population means.
An investigation into the sensitivity of the optimal design to the values chosen for the
cost per subject and cost per sample was conducted and is presented in Appendix A. It
is important to note that, although the same fixed total cost is obtained for the different
combinations in Table 4.1, the total number of observations taken is not the same for
each combination. In Appendix B, we assume that the same total number of observations
is taken (and that the costs per subject and sample are equivalent), and investigate the
‘best way’ to divide up these observations.
4.4 Case Study: Population Pharmacokinetics of HEPS in Horses
This case study is concerned with determining the optimal urine sampling times for a
population PK study of the acepromazine (ACP) metabolite 2-(1-hydroxyethyl)promazine
(HEPS) in racing horses. We are also interested in determining the optimal number of
horses to include in the study, and the optimal number of samples to take per horse
(subject to cost constraints). Our case study will be a retrospective study design which
makes use of the data collected and analysed by McGree et al. (2012d). We are interested
in re-designing the study to precisely estimate the mean PK parameters of the population
of horses.
In the study conducted by McGree et al. (2012d), 30mg of ACP was administered to 12
horses (geldings) and urine samples were taken at the following times: 2, 4, 6, 8, 12, 24,
36 and 48 hours after administration. The horses were trained to urinate to the sound of
a whistle. Plasma samples were also taken but are not of interest to the current study.
Here, we will re-design the urine sampling times from those used in McGree et al. (2012d)
so that accurate measures of PK parameters of interest can be obtained.
4.4.1 The model
We assume nd urine samples, t1, t2, ...., tnd , will be collected for n subjects. The cumulative
amount of HEPS in subject i’s urine at the j-th sampling time, yij , is modelled by:
Yij = f(φi, tj) + i,j , i = 1, ..., n; j = 1, ..., nd,
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Figure 4.2: Utility function value versus the number of samples per subject, for a fixed cost of $750, for
various values of the variance for the subject-specific parameters: (a) k = 0.005, (b) k = 0.05,
(c) k = 0.5, (d) k = 1, (e) k = 2, and (f) k = 20.
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where
f(φi, tj) =
D × FEi(Cli − Vi × ka − Cli × e−katj + Vi × ka × e
−Cli
Vi
tj )
Cli − Vi × ka ,
and independent i,j ∼ N(0, σ2add).
Here φi = (logCli, logFEi , log Vi) are the PK parameters for the i-th horse. Cl is the
clearance rate, FE is the fraction of HEPS that is excreted renally, and V is the volume
of distribution. In this model it is assumed that ka = 35.87 is a constant (as per McGree
et al. (2012d)) and D = 30000µg is the drug dose. This model assumes a first-order
absorption and elimination of the drug which is administered orally. The cumulative
amount of the drug in the urine increases over time until all of the drug is eliminated.
Only additive error, whose variance is given by σ2add, is present in the model. It was
assumed that σ2add ∼ N(1.2× 104, 3.1× 106) (based on McGree et al.’s (2012d) results).
The priors were obtained from the posterior results of McGree et al. (2012d), in which the
Bayesian model above was fitted to the data using MCMC. The population distribution
for the individual parameters φi, i = 1, ..., n, is specified as:
φi ∼ MVN(λ,Ω),
where λ = (logCl, logFE , log V ) are the population mean and Ω is the population
variance-covariance matrix. Ω is assumed to be known and was obtained from the results
of McGree et al. (2012d) and is given by:
Ω =
 0.0149 0.0034 −0.00370.0034 0.0146 −0.0027
−0.0037 −0.0027 0.0048
 .
The fixed effects are assumed to have a prior distribution λ ∼ MVN(µ,Σ), with known
mean and variance-covariance matrix:
µ =
 6.65−2.46
8.84
 and Σ =
 0.0076 −0.0030 0.0050−0.0030 0.0050 −0.0030
0.0050 −0.0030 0.0073
 .
The estimated posterior densities of λ = (logCl, logFE , log V ) that were obtained by Mc-
Gree et al. (2012d) are displayed in Appendix C. These posteriors were used as our prior
for the retrospective design by fitting a multivariate normal distribution to the MCMC
output of McGree et al. (2012d). Simulations from the prior predictive distribution for
the cumulative urine amounts of HEPS are displayed in Figure 4.3.
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Figure 4.3: Prior predictive curves of cumulative urine amount of HEPS (online version in colour).
No. Subjects No. samples per sub-
ject
Total no. of samples Fixed cost ($)
2 10 20 $3000
3 5 15
4 2 8
3 11 33 $5000
4 7 28
5 5 25
6 3 18
7 2 14
5 15 75 $10 000
8 7 56
12 3 36
Table 4.2: Different combinations of the number of subjects and the number of samples per subject for
various fixed total costs that were explored for the PK example.
4.5 Designs for Population PK Study
We now turn our attention to determining the optimal tradeoff between the number of
subjects and samples per subject, and the optimal sampling times for a PK study. The
methods discussed in Section 4.2 will be applied to the horse PK study introduced in
Section 4.4. Table 4.2 displays the combinations of the number of subjects and samples
per subject that are investigated for fixed total costs of $3000, $5000, and $10000.
The utility function is the determinant of the posterior precision of the population pa-
rameters and will be estimated using the procedure described in Section 4.2.1. We will
implicitly use equation (4.3) as the cost function, where csub is the cost per horse, and
was set to $500, and csample is the cost per sample, and was set to $100. These values
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were determined after consulting several horse PK experts. Separate MCMCs were run
for each of the combinations of the number of horses and number of samples per horse
(i.e., separate MCMCs were run in parallel for each line of Table 4.2).
4.5.1 Results
We search for the (near) optimal urine sampling times, which are restricted to occur
between 0 and 48 hours and use the lower dimensional parameterisation discussed in
Section 4.2. It was assumed that all of the horses were sampled at the same times
following the administration of the drug. The results of the sampling times that were
generated from the (evenly-spaced) percentiles of a Beta(a, b) distribution for the different
combinations of the number of subjects and samples per subject are displayed in Figure
4.4. The MCMC convergence diagnostics discussed in Section 4.2 were satisfied for all
simulations that were performed, and Appendix D displays the convergence diagnostics
for the MCMC simulations that were performed when n = 3 and nd = 11 (i.e., the “3
horses, 11 sampling times per horse” combination).
For each of the total fixed costs considered, it was found that it was preferable to heavily
sample a smaller number of subjects (see Figure 4.4). That is, if one is interested in
obtaining precise posterior distributions of the population (urine) PK parameters, then
one should heavily sample (10-15 samples per individual) a small number, say 2-5, of
individuals. From Figure 4.4, it can be seen that the more subjects included and samples
taken in the study the better, as expected, provided there is no upper limit to the cost of
the study (which would be rare in practice). However, these designs may not be suitable
in practice as it may be difficult or unethical to take a large number, say, 15 urine samples
from an individual within 48 hours. It should be noted that these conclusions are subject
to the cost ratios used in this study.
Our results are in agreement with Jonsson et al. (1996), but are in contrast to the results
obtained by Sheiner and Beal (1983), and Hashimoto and Sheiner (1991), who recommend
that designs that use a larger number of subjects that are sparsely sampled are preferable
over designs that use a smaller number of individuals that are heavily sampled. However,
their designs are not fully Bayesian and have different design objectives to those considered
in this paper. Also, these studies only consider up to three sampling times, which are
fixed in their values, and do not optimise the sampling times over the design space as we
have done here. These results highlight the fact that the optimal sampling strategy may
not be obvious and optimisation of the design problem is required using the methods we
have described.
The (near) optimal sampling times were evenly spread across the design space (see Figure
4.4). For a small number of sampling times, preference was given to sampling times that
spanned the central region of the design space (e.g., 10 - 40 hours, Figure 4.4). This is
the region of the PK curve where the increase in the cumulative amount of HEPS in urine
begins to progress at a slower rate and eventually asymptotes (see Figure 4.3). As the
number of sampling times increased, they were evenly spread out from the central region
of the design space to cover a greater region of the PK curve. The earliest and latest
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1.44 (1.44, 1.44) x 1010  
a = 0.3, b = 0.3             
1.45 (1.45, 1.45) x 1010
 a= 0.7, b = 0.7           
1.46 (1.46, 1.47) x 1010
a =0.7, b = 0.8            
4 horses, 2 sampling times
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1.46 (1.46, 1.46) x 1010
a = 0.4, b = 0.5           
1.46 (1.46, 1.47) x 1010
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1.47 (1.47,   1.48) x 1010
a=0.5, b = 0.6               
1.48 (1.47, 1.48) x 1010
a = 0.3, b = 0.4           
1.49 (1.48, 1.51) x 1010
a = 0.4, b = 0.5           
7 horses, 2 sampling times
6 horses, 3 sampling times
5 horses, 5 sampling times
4 horses, 7 sampling times
3 horses, 11 sampling times
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1.49 (1.49, 1.50) x 1010
a = 0.6, b = 0.7           
1.52 (1.50, 154) x 1010 
a = 0.7, b = 0.7           
1.54 (1.51, 1.56) x 1010
a = 0.7, b = 0.8           
12 horses, 3 sampling times
8 horses, 7 sampling times
5 horses, 15 sampling times
Figure 4.4: PK sampling times generated by the evenly spaced percentiles of a Beta(a,b) distribution, for
the various combinations of the number of horses and number of sampling times per horse, for
a fixed cost of (a) $3000, (b) $5000, and (c)$10000. The utility function values are displayed
next to the sampling times, along with the values for the shape parameters for the beta
distribution that was used to generate the sampling times.
77
sampling times occurred at 0.12 and 47.4 hours respectively, and were associated with
the 5 horses, 15 sampling times combination. These sampling times covered the majority
of the design space [0, 48] hours. For the majority of the population designs (where more
than 3 samples were taken), sampling continued after the cumulative amount of drug had
reached an asymptote.
It should be noted that there was little difference in the utility function values for the
different combinations of the number of subjects and samples per subject, for a fixed total
cost. In Figure 4.4(a) the utility function values ranged from 1.44 - 1.46, in Figure 4.4(b)
they ranged from 1.46 - 1.49, and ranged from 1.49 - 1.54 in Figure 4.4(c) (on average).
Therefore it is difficult to make strong statements on the optimal sampling strategies,
based on these results. Alternative priors for the fixed effects or models for the random
effects may produce utility surfaces that are less flat.
We also tried implementing Algorithm 4.1 to search for the optimal number of subjects,
number of samples per subject, and sampling times all at once, but this was found to be
too computationally intensive.
A prior sensitivity study was also conducted (in a similar fashion to Section 4.3.1) and
can be found in Appendix E. It was found that the designs did not vary when the prior
variance for the population parameters was altered (similar to Figure 4.1), and it was most
useful to heavily sample a smaller number of subjects. When the variation between the
subjects (population variance) was small, it was preferable to take more samples from a
smaller number of individuals, as there was little benefit from sampling a larger number of
individuals. When the variation between the subjects was larger, it was preferable to take
a smaller number of samples from more subjects, so that precise posterior distributions
of the population parameters can be obtained. This is similar to Figure 4.2.
4.6 Discussion
In this article we have discussed and presented methods that can be used to find optimal
fully Bayesian designs for mixed effects models, for both linear and non-linear models.
The design problem was to determine the optimal number of subjects, the optimal number
of samples per subject and the optimal predictor variable values (as in the linear model
example) or the near optimal sampling times for a PK study (nonlinear example), to
precisely estimate the model parameter of interest, subject to a cost constraint. Whilst the
computational methods used in this work are not novel, their adaptation and application
to find fully Bayesian static optimal designs for NLMEMs is new. Searches over a number
of different design variables (some of which had a continuous design space) were performed,
which also has not been previously implemented to find fully Bayesian static designs for
NLMEMs.
Population designs comprise of a set of elementary designs that are to be carried out
on groups of subjects. The elementary designs consist of several values of the design
variable (e.g., blood sampling times, treatment doses etc) that are to be performed on
each subject belonging to the design. The number of samples to be taken and the values of
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the design variable may differ between subjects within an elementary design, and between
the elementary designs. For simplicity, we assumed that all individuals in the examples
considered in this paper had the same number of measurements taken and were sampled at
the same experimental design. Previous simulation population PK studies (e.g., Sheiner
and Beal (1983); Jonsson et al. (1996)) have found that the precision and accuracy of
the parameter estimates are affected by the number of elementary designs, the number of
subjects per elementary design, and the number and allocation of the design points (e.g.,
sampling times). Therefore, our design set up (in terms of having one elementary design)
may not be optimal for population studies and future studies may wish to investigate the
use of different elementary designs for different groups of subjects. This is likely to be
very computationally intensive as many design variables would be involved.
In both the linear and nonlinear examples, we were also interested in determining the
optimal number of subjects and samples per subject, subject to a cost constraint. This
was achieved by searching over several different combinations of the number of subjects
and samples per subject that resulted in the same total fixed cost. We had adapted the
Mu¨ller (1999) algorithm to treat the number of subjects and the number of samples per
subject as design variables, so that the optimal number of subjects, samples per subject
and sampling times could be found simultaneously. However, one cannot search over a
large number of design variables using the Mu¨ller (1999) algorithm as it becomes too
computationally intensive to search over the joint space (d,θ,y) and to determine the
multivariate mode for the large number of design variables.
The results obtained in this study are dependent on the cost constraints and prior dis-
tributions used for the design problems, and for both examples, it is likely that different
sampling strategies would have been achieved if different cost constraints or prior distri-
butions were used. For the linear mixed effects model that was considered in this work,
it was found that it was more useful to take a small number of samples from a larger
number of individuals if one is interested in obtaining precise posterior distributions of
the population parameters. For the NLMEM example (PK study), it was found that it
was preferable to heavily sample a smaller number of individuals, so that precise posterior
distributions of the population PK parameters could be obtained. The differences in the
optimal sampling strategies between the two examples considered in this paper highlights
how problem-dependent optimal Bayesian designs for mixed effects models is, emphasising
the need for the optimisation methods presented in this paper (and references therein).
A lower dimensional parameterisation was used to reduce the computational burden of
searching over a large number of design points. The MCMC algorithm searched over the
two design variables (a, b), and once these optimal values are found, the design points
were generated from the evenly-spaced percentiles of the Beta(a, b) distribution, scaled to
[0, 48] hours. We have previously found the beta proposal scheme to be quite flexible in
generating designs, in that a wide variety of designs can be generated from this scheme
depending on the values of the shape parameters used (Ryan et al. (2014c)). This pa-
rameterisation could be extended to offer further flexibility by including another design
variable that determines the optimal percentiles of the beta distribution to use. It must
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be stressed that the designs generated by these lower dimensional parameterisations are
not optimal but near optimal.
In the examples considered in this paper, we were able to estimate the posterior density
(for use in the Bayesian utility functions) analytically, or via importance sampling. Future
studies that design for mixed effects models in a Bayesian framework should investigate al-
ternative methods for estimating the posterior density, such as adaptive Gaussian quadra-
ture (e.g., Rabe-Hesketh et al. (2004)) or Laplace approximations (e.g., Wolfinger (1993)),
which may prove to be computationally faster and more efficient. We found that impor-
tance sampling from the prior (fixed effects) and population distribution (random effects)
was somewhat computationally intensive as many importance samples (Mp = 100000)
were required to obtain reasonably stable (based on the ESS) and precise estimates of the
utility function.
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Supplementary Materials - Appendices
Appendix A - Cost Sensitivity Study for the Linear Mixed Effects Model Example
(Section 4.3.1)
To investigate the sensitivity of the optimal design to the values chosen for the cost per
subject and cost per sample, we varied these values from those used previously. A total
fixed cost of $750 was used, and we searched for the optimal number of subjects and
samples per subject, as well as the optimal values of x. The priors and model that
were given at the beginning of Section 4.3 of the main paper were used. The results are
summarised in Table 4.3.
Table 4.3 supports the results of Table 4.1 in the main paper, in that it is preferable to
take a small number of samples from a larger number of subjects, for this linear mixed
effects model and priors. The optimal designs are also similar to those in Table 4.1 (of
the main paper), in that 3 support points were found at 0, 0.5 and 1, and that preference
was given to the middle support point (0.5) followed by the first support point (0), as
indicated by the weights.
Appendix B - No Cost Constraint for the Linear Mixed Effects Model Example (Section
4.3.1)
It is important to note that, although the same fixed total cost is obtained for the different
combinations in Table 4.1 (of the main paper) and Table 4.3 (Appendix A), the total
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Cost per
subject
Cost per
sample
No. Sub-
jects
No. sam-
ples per
subject
Total no.
samples
Optimal exact design for x Utility
function
value U(d)
$30 $20 7 3 21 ξ =
{
0 0.5 1
1 1 1
}
14.89
6 4 24 ξ =
{
0 0.5 1
1 2 1
}
14.71
5 6 30 ξ =
{
0 0.5 1
2 3 1
}
14.49
4 7 28 ξ =
{
0 0.5 1
2 3 2
}
13.99
3 11 33 ξ =
{
0 0.5 1
3 5 3
}
13.48
2 17 34 ξ =
{
0 0.5 1
5 8 4
}
12.67
$100 $10 5 5 25 ξ =
{
0 0.5 1
2 2 1
}
14.38
4 8 32 ξ =
{
0 0.5 1
1 2 1
}
14.06
3 15 45 ξ =
{
0 0.5 1
5 6 4
}
13.58
Table 4.3: Optimal designs and utility function values for different combinations of the number of subjects
and the number of samples per subject for different costs per subject and per sample, for a
fixed total cost of $750 for the linear mixed effects model.
No. Subjects No. samples per sub-
ject
Optimal exact design for x Utility function value
U(d)
24 2 ξ =
{
0 1
1 1
}
15.93
16 3 ξ =
{
0 0.5 1
1 1 1
}
17.12
12 4 ξ =
{
0 0.5 1
1 2 1
}
16.58
8 6 ξ =
{
0 0.5 1
2 3 1
}
15.73
6 8 ξ =
{
0 0.5 1
2 4 2
}
15.11
4 12 ξ =
{
0 0.5 1
4 5 3
}
14.23
3 16 ξ =
{
0 0.5 1
5 7 4
}
13.61
2 24 ξ =
{
0 0.5 1
7 11 6
}
12.75
Table 4.4: Optimal designs and utility function values for different combinations of the number of subjects
and the number of samples per subject that result in a total number of 48 observations to be
taken.
number of observations taken is not the same for each combination. We will now assume
that 48 observations are taken in total and that the cost per individual and cost per
sample is equivalent, and will investigate the ‘best way’ to divide up these observations,
in terms of the number of subjects and samples per subjects. The results are summarised
in Table 4.4.
From Table 4.4, it appears that the best way to divide up 48 observations is to take 3
samples each from 16 individuals. This makes sense, as we are interested in precisely
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Figure 4.5: Estimated posterior densities of (a) logCl, (b) logFE , (c) log V , and (d) σ
2
add from the MCMC
simulations which fitted the model to the data for 12 horses.
estimating 3 population parameters, and so it is best to take 3 samples from a larger
number (say, 16) of individuals to learn about the population parameters. These results
are also in agreement with classical D-optimal designs in which p support points should
be used and N/p (here N = 48) subjects should be used (Atkinson and Donev (1992);
Tekle et al. (2007)).
Appendix C - Posterior Densities Obtained by McGree et al. (2012d) (Section 4.4)
The estimated posterior densities of φ = (logCl, logFE , log V ) and σ
2
add that were ob-
tained by McGree et al. (2012d) are displayed in Figure 4.5. These posteriors were used
as our prior for the retrospective design by fitting a multivariate normal distribution to
the MCMC output of McGree et al. (2012d).
Appendix D - MCMC Convergence Diagnostics (Section 4.5.1)
The convergence diagnostics for the MCMC simulations that were performed when n = 3
and nd = 11 (i.e., the “3 horses, 11 sampling times per horse” combination) are displayed
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Figure 4.6: MCMC convergence diagnostics where n = 3 and nd = 11: (a) autocorrelation plot for the
design variable a, (b) autocorrelation plot for the design variable b, (c) contour plot for the
design variables a and b, and (d) trace plot for the utility function.
in Figure 4.6.
From Figure 4.6, we can see that the MCMC simulations have converged.
Appendix E - Prior Sensitivity Study for PK Example (Section 4.5.1)
The sensitivity to the prior was investigated in a similar fashion to Section 4.3.1 of the
main paper. The prior for the fixed effects was varied
φ ∼ MVN(µ, cΣ),
where we will use the values c = 0.5, 1, 2 and 5. The values for µ and Σ are the same
as those defined in Section 4.4 of the main paper, and the same model was used for
the random effects as that which is given in Section 4.4 (of the main paper). The same
combinations of the number of subjects and samples per subject were used as in Table
4.2 (of the main paper) for the fixed cost of $5000, and we will use the optimal sampling
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Figure 4.7: Utility function value versus the number of samples per subject, for a fixed cost of $5000, for
various values of the prior variance for the population parameters: (a) c = 0.5, (b) c = 1, (c)
c = 2, and (d) c = 5. The solid line represents the utility function value and the dotted lines
are a 95% confidence interval.
times from Figure 4.4 (b) (from the main paper). The results are summarised in Figure
4.7.
From Figure 4.7, it appears that there is no variation in the optimal number of samples
per subject as the prior variance of the population parameters changes. This could be
due to the fact that the priors investigated in Figure 4.7 are still quite informative. It
appears that it is most useful to heavily sample a smaller number of subjects
There is variation in the utility function values where a higher utility function value was
obtained when a smaller prior variance was used for the fixed effects. This is similar to
Figure 4.1 (of the main paper). However, there is a computational efficiency effect present
in Figure 4.7 that was not present in Figure 4.1 (of the main paper), due to the fact that
importance sampling was used to estimate the posterior distribution for the NLMEM.
As the value of c increases, the efficiency of importance sampling decreases and more
particles are required to obtain reasonable estimates of the utility. Priors with a larger
value of c (larger prior variance) than those presented here were also investigated, but
resulted in poor estimates of the utility function (large standard errors), due to the poor
performance of importance sampling when using a diffuse prior.
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Now we will alter the value of the population variance of the subject-specific parameters
(i.e., the random effects model) to investigate sensitivity to the model, using
φi ∼ MVN(λ, kΩ)
where k = 0.01, 0.1, 1, 2, 10, and 20. The prior for the fixed effects will be the same as
in Section 4.4 of the main paper. The same combinations of the number of subjects
and samples per subject were used as in Table 4.2 (of the main paper) for the fixed cost
of $5000, and we will use the optimal sampling times from Figure 4.4 (b) (of the main
paper). The results are summarised in Figure 4.8.
From Figure 4.8 it can be seen that when there is a small amount of variation between
the subjects, it is preferable to take more samples from a smaller number of individuals,
as there is little benefit from sampling a larger number of individuals. When there is a
larger amount of variation between the subjects, it is preferable to take a smaller number
of samples from more subjects, so that precise posterior distributions of the population
parameters can be obtained. This is similar to Figure 4.2 (of the main paper). However,
the 95% confidence intervals are very large for k = 10 and k = 20, due to the fact that
the importance sampling was not as efficient for these larger values of k, and the ranges
of the mean utility function values vary substantially in Figure 4.8 (a) - (f).
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Figure 4.8: Utility function value versus the number of samples per subject, for a fixed cost of $5000, for
various values of the population variance for the subject-specific parameters: (a) k = 0.01, (b)
k = 0.1, (c) k = 1, (d) k = 2, (e) k = 10, and (f) k = 20. The solid line represents the utility
function value and the dotted lines are a 95% confidence interval.
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Chapter 5
Fully Bayesian Experimental Design for Pharmacokinetic Studies
ABSTRACT
Utility functions in Bayesian experimental design are usually based on the posterior dis-
tribution. When the posterior is found by simulation, it must be sampled from for each
future data set drawn from the prior predictive distribution. Many thousands of posterior
distributions are often required. A popular technique in the Bayesian experimental de-
sign literature which rapidly obtains samples from the posterior is importance sampling,
using the prior as the importance distribution. However, importance sampling from the
prior will tend to break down if there is a reasonable number of experimental observations
and/or the model parameter is high dimensional. In this paper we explore the use of
Laplace approximations in the design setting to overcome this drawback. Furthermore, we
consider using the Laplace approximation to form the importance distribution to obtain a
more efficient importance distribution than the prior. The methodology is motivated by a
pharmacokinetic study which investigates the effect of extracorporeal membrane oxygena-
tion on the pharmacokinetics of antibiotics in sheep. The design problem is to find 10
near optimal plasma sampling times which produce precise estimates of pharmacokinetic
model parameters/measures of interest. We consider several different utility functions of
interest in these studies, which involve the posterior distribution of parameter functions.
KEYWORDS:
Bayesian design; Importance sampling; Laplace appromixation; Pharmacokinetics; Utility
function
5.1 Introduction
5.1.1 Background
The selection of optimal conditions for conducting experiments is crucial to maximise
the worth of data, especially for situations in which experiments are costly and/or time-
consuming to conduct. Optimal experimental design aims to address these issues and may
be employed to achieve the experimental goals in a more rapid and economical manner.
Bayesian methodologies for optimal experimental design have become more prominent
in the literature (e.g., Mu¨ller (1999); Han and Chaloner (2004); Amzal et al. (2006);
Mu¨ller et al. (2006); Cook et al. (2008); Huan and Marzouk (2013)). For an introduction
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to Bayesian experimental design, see Chaloner and Verdinelli (1995). Bayesian optimal
design involves defining a utility function U(d,θ,y) that describes the worth (based on
the experimental aims) of choosing the design d from the design space D yielding data y,
with model parameter value θ. For example, the utility function could be the posterior
precision of some parameter of interest. A probabilistic model, p(θ,y|d), is also required.
This consists of a likelihood p(y|d,θ) for observing a new set of measurements y at the
design points d, given parameter value θ, and a prior distribution p(θ) for the parameter
θ.
The Bayesian optimal design, d∗, maximises the expected utility function U(d) over the
design space D with respect to the future data y and model parameter θ:
d∗ = arg max
d∈D
E{U(d,θ,y)}
= arg max
d∈D
∫
Y
∫
Θ
U(d,θ,y)p(θ,y|d)dθdy. (5.1)
The integration is performed over the sample space Y of the data, and the parameter
space Θ.
Unless the likelihood and prior are specifically chosen to enable analytic evaluation of
the integration problem, equation (5.1) does not usually have a closed form solution.
Therefore, numerical approximations or stochastic solution methods are required to solve
the maximisation and integration problem.
Bayesian optimal design methods should be employed when the experimenter wishes to
perform a Bayesian analysis on the data that is collected using the experimental design.
5.1.2 Pharmacokinetic Studies
Pharmacokinetic (PK) studies investigate the disposition of a drug following its admin-
istration to a subject or group of study subjects. PK studies generally assume that the
change in drug concentration over time can be described by a particular model, such
as a compartmental model. Compartmental models are usually derived by solving a se-
ries of ordinary differential equations and error terms are incorporated into the model
to account for any systematic or natural variation that may be present in the data. PK
studies are often interested in measures such as the area under the concentration-time
curve (AUC), maximum concentration (Cmax), time of maximum concentration (tmax),
elimination half-life (t1/2), clearance rate (CL), and volume of distribution (V) (e.g., Al-
derman et al. (1998); Stroud et al. (2001); Hiemenz et al. (2005); Saint-Marcoux et al.
(2005)).
During PK studies, one cannot directly observe the kinetics of the drug in the study
subjects, and so samples are instead taken from biological fluids such as blood, plasma
or urine. These samples are taken at specific times and the drug and metabolite concen-
trations are measured. The choice of plasma sampling times is highly important in PK
studies. One should avoid complex designs that require a large number of samples to be
taken from each study subject, since this would be costly and inconvenient for the study
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subjects. Thus, PK studies require the timing and number of samples to be carefully
planned, so as to gain accurate estimates of the parameters but also prevent physical and
mental strain on the study subjects, and reduce study costs.
Atkinson et al. (1993) found designs which minimised the variance of the AUC, Cmax, and
tmax estimates for an open one-compartmental PK model with first-order absorption input
and a constant variance term. Prior distributions were used to account for parameter
uncertainty. The designs found by Atkinson et al. (1993) were cθ-optimum and Dθ-
optimum designs, and were ‘pseudo’ Bayesian designs, since the utility functions were
based on the Fisher information matrix. We will extend the work of Atkinson et al.
(1993) to enable fully Bayesian designs to be found for several of these PK parameters of
interest.
5.1.3 Extracorporeal Membrane Oxygenation
Extracorporeal membrane oxygenation (ECMO) is a prolonged form of cardiopulmonary
bypass and involves the diversion of blood flow through a circuit located outside of the
body so that the blood may be oxygenated. ECMO is used as a final resort in critically
ill patients with potentially reversible respiratory failure to temporarily support the heart
and/or lungs. In 2009, during the worldwide H1N1 pandemic, ECMO was a vital treat-
ment modality for H1N1 patients requiring advanced ventilatory support (Davies et al.
(2009); Hui et al. (2010); Napolitano et al. (2009); Chang et al. (2010)), and has a reported
survival rate of approximately 50% when used in critically ill adults with respiratory fail-
ure (Brogan et al. (2009)). Despite the major benefits that ECMO can afford, it can also
induce a wide variety of PK changes in critically ill patients that are not fully understood,
and can lead to therapeutic failure or toxicity. Thus there is a need to understand the
PK of critically ill patients undergoing ECMO.
5.1.4 Contribution and Outline
Optimal Bayesian experimental design involves sampling from the posterior distribution
for many possible future data sets that are drawn from the prior predictive distribution.
Therefore, many thousands of posterior distributions are required, and fast methods for
approximating the posterior are necessary so that computation can be performed in a rea-
sonable amount of time. Importance sampling has commonly been used in the literature
to rapidly obtain samples from the posterior in the context of Bayesian experimental de-
sign (Kinas (1996); Cook et al. (2008); Dror and Steinberg (2008); McGree et al. (2012c);
Ryan et al. (2014c)), where the prior is used as the importance distribution. However,
importance sampling from the prior tends to break down and is inefficient if there is a
reasonable number of experimental observations since the posterior distribution can be
very different from the prior. Importance sampling is also inefficient if the model param-
eter is high dimensional. In this paper, we explore the use of the Laplace approximation
for calculating Bayesian utility functions to overcome this drawback. Furthermore, we
consider using the Laplace approximation to form the importance distribution to obtain
a more efficient importance distribution than the prior.
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The methodology is motivated by a PK study conducted by Shekar et al. (2013) which
investigates the effect of ECMO on the PK of antibiotics in sheep. Here we will re-
design their study to find 10 near optimal plasma sampling times which produce precise
estimates of pharmacokinetic model parameters/measures of interest. In the PK study
(Shekar et al. (2013)), healthy sheep had been administered the antibiotic, meropenem,
and also underwent ECMO treatment. PK measurements were taken both before the
sheep had undergone ECMO, and after ECMO treatment had commenced, to determine
the effect of ECMO on certain PK parameters of interest. We consider different utility
functions in these studies, which involve posterior distributions of these PK parameters.
Whilst the algorithms we have borrowed from the Bayesian inference literature are not
novel, to our knowledge, no previous works have investigated and compared the use
of importance sampling and Laplace approximations for estimating the posterior in a
Bayesian experimental design context. These estimates of the posterior are used to cal-
culate Bayesian utility functions, some of which were specifically developed for our design
problem of interest. Such a methodological investigation is necessary in order to advance
the experimental design literature so that optimal and fully Bayesian designs can be found
when there is a large number of sampling times. The importance of this methodological
development is highlighted by the ECMO application considered in this paper.
In Section 5.2 we introduce the motivating case study. Section 5.3 describes the utility
functions used in this paper and the methods we use for estimating them. Our design
methodology is outlined in Section 5.4 and our methods are applied to the case study in
Section 5.5. The article concludes with a discussion in Section 5.6.
5.2 Case Study: Determining Sampling Times for a Study
Investigating the Effects of ECMO on the PK of Meropenem in
Sheep
Our design problem is based on a PK study conducted by Shekar et al. (2013), in
which healthy sheep were used as their own controls. Baseline PK data for meropenem
(and other study drugs) were obtained from two healthy sheep, prior to commencing
(venovenous) ECMO. Once ECMO began, 500 mg of meropenem (and the other study
drugs) was infused over 30 minutes and blood samples were taken at 0, 15, 30, 45, 60, 90,
120, 180, 360, 480 and 720 minutes after the commencement of the drug infusion. These
blood samples were taken at the same time as the baseline PK measurements (when the
sheep were not on ECMO). Here we will be conducting a ‘retrospective study design’
using existing PK data, to determine whether the study design can be improved upon for
future studies.
It should be noted that our experimental design goal is to determine the 10 (near) optimal
blood sampling times that give rise to precise estimates of PK parameters of interest.
For reasons that will be clarified in Section 5.3, we are interested in using a somewhat
large number of sampling times, and are not concerned with reducing the number of
observations taken. If one were interested in reducing the resources involved in the study,
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due to time or cost constraints, then one could investigate the optimal number of design
points (e.g., Sheiner and Beal (1983); Dror and Steinberg (2008)).
The data is assumed to be modelled by a one-compartment infusion PK model with fixed
effects. This model does not account for individual variability since our motivating case
study only had data (which was very similar) available for two sheep. The model consists
of two parameters: the volume of distribution V, which is a theoretical volume that a
drug would have to occupy to provide the same concentration as is currently present in
the blood plasma (if the drug were uniformly distributed), and the first-order elimination
rate constant ke. If yt denotes the observed concentration at time t minutes following the
administration of the drug, then the model may be given by:
yt =
{
D
Tinf
1
keV
(1− e−ket) · (1 + t) if t ≤ Tinf
D
Tinf
1
keV
(1− e−keTinf )e−ke(t−Tinf ) · (1 + t) if t > Tinf ,
where t ∼ N(0, σ2prop), and t ∈ [0, 720] minutes.
Here the dose, D, is 500 mg, which was administered over a period of 30 minutes (Tinf =
30). Only proportional error t (and not additive error) is present in the model. That is,
the variance is not constant and depends on the mean concentration at time t. This error
structure gave a better fit to the data compared to models that contained only additive
error, both additive and proportional error, or exponential error. A Metropolis-Hastings
Markov chain Monte Carlo (MH MCMC) algorithm was used to fit the above model to
existing data for 1 of the sheep that underwent ECMO. The MCMC samples of the PK
parameters that resulted from fitting the data to the model (Figure 5.1 (a) and 5.1 (b))
were used as the prior distributions for the retrospective design:
θ ∼ MVN
{(
−3.26
8.99
)
,
(
0.0071 −0.0057
−0.0057 0.0080
)}
,
where θ = (log ke, log V ). Based on the MCMC samples (Figure 5.1 (c)), σ
2
prop was
assumed to follow a gamma distribution with mean 0.01 and variance 10−5. σ2prop was
considered a nuisance parameter that was independent of ke and V , and was not of interest
to estimate. The prior predictive curves of the data are displayed in Figure 5.2.
Here our design points d are the sampling times t (in minutes), and we are searching for
10 (near) optimal sampling times in addition to t = 0.
5.3 Bayesian Utility Functions and Their Estimation
In this article we investigate various design criteria that are concerned with the precise
estimation of PK parameters. These design criteria are Bayesian design criteria and
assume that a Bayesian analysis will be performed on any data that is generated from
the experimental design. Bayesian utility functions are typically a function of d and
y, but not θ. Equation (5.1) does not typically have a closed form. Therefore we will
use Monte Carlo methods and/or Laplace approximations (described in Section 5.3.2)
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Figure 5.1: Estimated posterior distributions of PK parameters of interest that resulted from the one-
compartment PK model being fitted to the data via MCMC simulations: (a) estimated pos-
terior density of log ke (continuous line) with the prior for design overlaid (dotted line), (b)
estimated posterior density of log V (continuous line) with the prior for design overlaid (dot-
ted line), (c) estimated posterior density of σ2prop (continuous line) with the prior for design
overlaid (dotted line), (d) estimated posterior density of Cmax, (e) estimated posterior den-
sity of the absolute difference in Cmax between sheep on ECMO and not on ECMO, and (f)
estimated posterior density of the log AUC. These posterior samples were used as priors for
our design problem of interest.
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Figure 5.2: Prior predictive curves of the 1 compartment infusion PK model (online version in colour).
to approximate the posterior distribution. Once an approximation of the posterior has
been obtained, it is typically straightforward to estimate the utility functions. For all of
the utility functions mentioned in Section 5.3.1, we are interested in finding the optimal
design d∗, that maximises the expected utility function U(d) over the design space D,
with respect to the unknown data y and model parameter θ.
5.3.1 Utility functions
Posterior Precision of the Peak Concentration Estimate
Pharmacologists are often interested in determining the maximum concentration of a drug
(Cmax) in patients during PK studies to ensure that patients are not exposed to toxic
concentrations (e.g., Alderman et al. (1998); Stroud et al. (2001); Saint-Marcoux et al.
(2005)). The posterior precision of the peak concentration estimate may be expressed as
follows:
U1(d,y) = {Var(φ1|d,y)}−1,
where φ1 represents Cmax. Cmax occurs at the time when the infusion of the drug is
complete (i.e., when t = Tinf ). The expression for Cmax may be given by:
φ1 = Cmax = y(Tinf ) =
D
Tinf
1
keV
(1− e−keTinf ). (5.2)
For our case study, we decided to look at the Cmax of meropenem for sheep receiving
ECMO treatment. The posterior distribution of Cmax that resulted from the MCMC fit
to the data is displayed in Figure 5.1 (d).
Posterior Precision of the Difference in Peak Concentration Estimates Between Sheep
on ECMO and not on ECMO
Since pharmacologists are interested in determining the effect of ECMO on the PK curve
(Shekar et al. (2013)), we decided to determine the (near) optimal design points which
maximise the precision of the estimate of the difference in the concentration-time curve
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peaks for sheep on ECMO versus sheep not receiving ECMO treatment. The posterior
precision of the difference in the peak concentration estimates between sheep on ECMO
and sheep not receiving ECMO treatment may be expressed as:
U2(d,y) = {Var(φ2|d,y)}−1,
where φ2 represents the absolute difference in the posterior peak concentrations for sheep
not on ECMO and sheep on ECMO. The peak concentrations were calculated using
equation (5.2), and then the absolute difference in the peaks was found:
φ2 = |Cmax2 − Cmax1 | =
∣∣∣∣ DTinf 1ke2V2 (1− e−ke2Tinf )− DTinf 1ke1V1 (1− e−ke1Tinf )
∣∣∣∣,
where θ1 = (log ke1 , log V1) are the PK parameters for when the (one) sheep was on
ECMO and θ2 = (log ke2 , log V2) are the PK parameters for when the (one) sheep was
not on ECMO. The prior for θ1 is given in Section 5.2. The prior for θ2 is:
θ2 ∼ MVN
{(
−3.59
8.94
)
,
(
0.0055 −0.0045
−0.0045 0.0062
)}
.
The parameters θ1 and θ2 are assumed to be independent a priori. The posterior dis-
tribution of the absolute difference in Cmax (between sheep on ECMO and sheep not on
ECMO) that resulted from the MCMC fit to the data is displayed in Figure 5.1 (e).
Posterior Precision of the (log) AUC Estimate
Pharmacologists are also interested in estimating the AUC for concentration-time curves
to determine the patients’ total exposure to a drug (e.g., Alderman et al. (1998); Stroud
et al. (2001); Hiemenz et al. (2005); Saint-Marcoux et al. (2005)). To enable an analytic
solution to be found for the precision of the posterior distribution of this parameter of
interest (when using Laplace approximations to approximate the posterior distribution),
we decided to instead look at the log AUC, which was closer to being normally distributed
a priori than the AUC (non-transformed).
Again, we can express the utility function as:
U3(d,y) = {Var(φ3|d,y)}−1,
where φ3 represents the log AUC. Since we have a (simple) one-compartment PK model,
we can find the log AUC analytically, by log AUC = logD − log ke − log V . Therefore,
φ3 = logD − log ke − log V.
For our case study, we decided to look at the log AUC of meropenem for sheep receiving
ECMO treatment. The posterior distribution of the log AUC that resulted from the
MCMC fit to the data is displayed in Figure 5.1 (f).
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Determinant of the Posterior Variance-covariance Matrix
If one is interested in designing for the precise estimation of the elimination constant log ke
and the volume of distribution log V , then one could use the inverse of the determinant
of the posterior variance-covariance matrix of the PK model parameters as the utility
function. The inverse of the determinant of the posterior variance-covariance matrix of
the model parameter is also known as the ‘Bayesian D-posterior precision’ (Drovandi et al.
(2013)) and is given by:
U4(d,y) =
1
det(Var(θ|d,y)) .
This utility is estimated by finding the reciprocal of the determinant of the variance-
covariance matrix of the θ sample from the posterior. For our case study, we looked
at precisely estimating log ke and log V for sheep receiving meropenem and on ECMO
treatment.
5.3.2 Methods for Estimating Utility Functions
Each of the above-mentioned utility functions requires the posterior distribution p(θ|d,y).
However, the posterior often does not have a closed form expression and so numerical
methods are required to sample from or approximate the posterior distribution. Each
possible future data set that is drawn from the prior predictive distribution requires cal-
culations of the posterior distribution, and so many thousands of posterior distributions
need to be considered. Hence, fast methods for obtaining the posterior distribution are re-
quired. In this paper we explore, compare and contrast importance sampling and Laplace
approximations for this purpose.
Importance Sampling
Importance sampling is a commonly-used approach for approximating target distributions
of interest (Geweke (1989)). It involves choosing an alternative distribution g(·) (the
importance distribution), from which it is easy to sample, then appropriately weighting
the samples to account for the discrepancy between g(·) and the target distribution.
Here the target distribution is the posterior p(θ|y,d). This produces weighted samples
{θk,Wk}Mpj=1, where Mp is the number of particles used to approximate p(θ|y,d), w(θ) =
p(y|θ,d)p(θ)
g(θ) are the importance weights, and Wk ∝ w(θk) are the normalised importance
weights,
∑Mp
k=1Wk = 1. The distributions p(θ|y,d) and g(·) should have the same support.
A common approach in Bayesian experimental design is to use the prior as the importance
distribution g(θ) = p(θ) (e.g., Cook et al. (2008); Dror and Steinberg (2008); Ryan et al.
(2014c)), and the importance weights are reduced to the likelihood function. However,
this can be very inefficient for diffuse priors (Chopin (2002)) or concentrated likelihoods,
which result here from having several observations in the design.
To measure the efficiency of importance sampling, the effective sample size (ESS) is used,
where
ESS =
1∑
W 2k
, 1 ≤ ESS ≤Mp.
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For this work, we have used the following importance sampling scheme to approximate
the posterior distribution. Let the utility function, which is the posterior precision of
some parameter of interest, φ(θ), be denoted by:
U(d,y) = {Var(φ(θ)|d,y)}−1.
The posterior variance can be computed using the following estimator (see Stroud et al.
(2001)):
V̂ar(φ(θ)|d,y) =
Mp∑
k=1
(φ(θk)− φ¯)2Wk,
where {θk}Mpk=1 ∼ p(θ) are samples drawn from the prior (i.e., the prior is used as the
importance distribution), and the importance weights are proportional to the likelihood
of the observed data,
wk ∝ p(y|θk,d), for k = 1, ....,Mp,
and the estimate of the posterior mean, φ¯, is given by
φ¯ =
Mp∑
k=1
φ(θk)Wk.
This approach was used to calculate the following utility functions: the posterior precision
of Cmax; the posterior precision of the difference in Cmax between sheep on ECMO and
sheep not on ECMO; and the posterior precision of the log AUC estimate.
To estimate the inverse of the determinant of the posterior variance-covariance matrix
of the PK parameters, variances and covariances were estimated based on this weighted
sample and used to form the variance-covariance matrix. For each of these utility func-
tions, the proportional variance σ2prop was only used to calculate the importance weights,
and was not one of the parameters of interest that we were designing to precisely estimate.
In our applications, the number of particles Mp was chosen to ensure that reasonably
stable (based on the ESS) and precise estimates of the utility were obtained. For each
iteration of the MCMC algorithm that was used (see Section 5.4.2), the Mp value was
increased until an ESS value of 1000 or more was obtained, so that the utilities could be
estimated using at least the equivalent of 1000 independent samples from the posterior.
We conducted a sensitivity analysis into this minimum value of the ESS, and found that
values less than 1000 tended to give less precise estimates of the utility and did not provide
a good exploration of the design space as the utility function would become ‘stuck’ at a
particular value during the search over the design space.
When the inverse of the determinant of the posterior variance-covariance matrix was used
as the utility function, a large number of samples was often required to ensure an ESS
value of 1000. However, an upper bound of Mp = 100 million had to be set, as larger
values than this caused memory storage issues. Therefore, some of the samples which were
used to calculate this utility function had an ESS value less than 1000. This highlights the
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difficulty of using the prior as the importance distribution for designs with a reasonable
number of observations.
Importance sampling from the prior is usually inefficient for large amounts of data since
the posterior distribution is very different from the prior. Although reducing the num-
ber of observations taken would improve the performance of importance sampling, this
lies outside the scope of the current study, as we are not concerned with time or cost
constraints. In this study, we are interested in comparing the performance of importance
sampling to other methods for approximating the posterior distribution (see below) for
design problems where (somewhat) large amounts of data are involved.
Laplace Approximation
It is widely known that Monte Carlo methods, such as importance sampling, may fail
in cases where large amounts of data are involved and/or the model parameter is high
dimensional (e.g., Bengtsson et al. (2008); Ryan et al. (2014c)). To overcome this, we
suggest the use of Laplace approximations to the posterior distribution of θ (suitably
parameterised), instead of importance sampling. Here the Laplace approximation assumes
a multivariate normal distribution for the posterior distribution of the parameter θ, as
well as log σ2prop. One simply uses a numerical search algorithm, such as a quasi-Newton
method, to estimate the posterior mode
(θˆ, log σˆ2prop) = arg maxθ∈Θ, log σ2prop∈Re log p(θ, log σ
2
prop|y,d),
and the posterior variance-covariance matrix (of θ) via the upper-left quadrant of −1
times the inverse of an estimate of the Hessian matrix evaluated at the (θˆ, log σˆ2prop) value.
The approximation can be used directly (as we do for the Bayesian D-posterior precision
utility) or samples can be drawn from this Gaussian approximation to estimate quantities
that are functions of the model parameters (e.g., Cmax). However, the estimated posterior
distribution obtained from the Laplace approximation may not accommodate the tails of
the posterior distribution, and so we investigate alternative methods to obtain better
coverage of the tails.
Importance Sampling with a More Informed Importance Distribution (“Combined
Approach”)
To improve the efficiency of the prior as the importance distribution (which may be too
diffuse), we considered the use of the Laplace approximation to form the importance
distribution. To obtain better coverage of the tails, we multiplied the variance-covariance
matrix that was obtained from the Laplace approximation by 2 and drew many samples
from the multivariate normal distribution, calculated quantities such as the AUC or Cmax,
and then weighted these samples by the importance weights. This approach may also
account for any non-normality in the posterior distribution. The importance weights
were calculated in a similar manner to importance sampling from the prior but with one
major difference: previously, the importance distribution g(θ) was the prior distribution,
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but for the combined approach, the importance distribution is the multivariate normal
density which resulted from the Laplace approximations.
Other Methods
Previous approaches, such as Han and Chaloner (2004), have used MCMC to approximate
the posterior distribution for the utility function calculations. However, Han and Chaloner
(2004) only investigated fixed designs and no optimisation was performed over the design
space. Whilst MCMC is useful and often appropriate for Bayesian data analysis, it
may not be suitable for optimal Bayesian experimental design as it is computationally
intensive to perform MCMC to approximate the posterior distribution for each of the
thousands of iterations required in the Bayesian experimental design algorithms. For
importance sampling, the precision of the algorithm can be controlled by using the ESS.
An ESS is more difficult to determine for MCMC; a burn-in period is required and so
it is more difficult to automate; and various tests are required to determine convergence
of the MCMC algorithm. For these reasons we did not investigate the use of MCMC
to approximate the posterior distributions required to perform Bayesian experimental
design.
We note that a multivariate t-distribution could be used in place of the multivariate
normal distribution for the importance distribution in the “combined approach” to ob-
tain a wider coverage of the tails. However, we found our approach (where the variance-
covariance matrix of the multivariate normal distribution is twice the value of the variance-
covariance matrix obtained from the Laplace approximation) to be sufficient for our moti-
vating application. It is important to note that use of the Laplace approximation relies on
the assumption that the posterior distribution of the parameter θ is reasonably well ap-
proximated by a multivariate normal distribution. If this assumption is not valid, then use
of Laplace approximations to estimate the posterior distribution may not be appropriate.
5.4 Design Methodology
5.4.1 Stochastic Optimisation
One of the most commonly-used stochastic algorithms for solving the maximisation and
integration problem (equation (5.1)) involves the use of Monte Carlo simulations to eval-
uate the integral(s) (equation (5.1)) (e.g., Mu¨ller (1999); Huan and Marzouk (2012)).
In the majority of situations, p(θ,y|d) is available for efficient random variable genera-
tion and the utility function can be evaluated point-wise using the simulated (θi,yi) for
i = 1, ...,M . The integral may then be approximated by using:
Uˆ(d) =
1
M
M∑
i=1
U(d,θi,yi). (5.3)
One can then use Uˆ(d) to find the optimal design, d∗ = arg max Uˆ(d), by using a suit-
able maximisation method (see Mu¨ller (1999)). However, straightforward Monte Carlo
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integration over (θ,y) for each design d can be computationally intensive for high dimen-
sional design problems since a large value of M is required to obtain reasonable accuracy
of the estimate of U(d).
Instead, Mu¨ller and colleagues (Clyde et al. (1996); Bielza et al. (1999); Mu¨ller (1999))
performed the integration using MCMC which sampled from the target distribution:
h(d,θ,y) ∝ U(d,θ,y)p(θ,y|d),
using a MH MCMC scheme. It was assumed that U(d,θ,y) satisfies the appropriate con-
ditions for h(·) to be positive and integrable over (D,Θ,Y). The probability distribution
h(·) is defined such that the marginal distribution of d is proportional to the expected
utility, U(d). The MCMC simulation focuses on sampling in areas of high expected utility
and discourages sampling in areas of low expected utility (see Mu¨ller (1999)). The sample
of simulated d may be used to provide an estimate of h(d) and the joint mode of h(d),
d∗, corresponds to the optimal design.
A ‘simulated annealing-type approach’ (see Van Laarhoven and Aarts (1987); Clyde et al.
(1996); Bielza et al. (1999); Mu¨ller (1999)) has also been suggested, in which a sample is
simulated from:
hJ(d,θ1, ...,θJ ,y1, ...,yJ) ∝
J∏
j=1
U(d,θj ,yj)p(θj ,yj |d).
The marginal hJ(d) is proportional to U
J(d), where J is an integer. As J increases, the
utility surface will become more peaked and simulations will cluster more tightly around
the mode.
Alternative simulation-based algorithms for maximising the expected utility, such as se-
quential Monte Carlo (see Amzal et al. (2006)), have also been proposed. However, we
found the MCMC approach of Mu¨ller and colleagues (Clyde et al. (1996); Bielza et al.
(1999); Mu¨ller (1999)) sufficient for sampling the design space for our design problems.
5.4.2 MCMC Algorithm
To solve the optimal design problems (equation (5.1)), we implemented the MH MCMC
algorithm presented by Mu¨ller (1999), which is described in Algorithm 5.1 in Appendix
A, to perform simulation from h(·). We found that J = 5 provided sufficiently peaked
utility surfaces for our design problems.
We note that the joint mode of h(d) needs to be found rather than the marginal modes
for each element of d as the latter may be very different from the former.
MCMC runs of 10 000 iterations were performed and the convergence of the algorithms
was carefully monitored (through examination of autocorrelation plots, histograms and
contour plots of the design variables, and trace plots of the utility functions over the
iterations). To determine the optimal designs, we searched for the multivariate mode of
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the multivariate normal kernel smoothing density estimates of the design variables (see
Cook et al. (2008); Drovandi and Pettitt (2013)).
5.4.3 Lower Dimensional Parameterisations
Here we use an approach from our previous work (Ryan et al. (2014c)) that reduces the
computational burden of searching for a large number of design points. This approach
involves the use of lower dimensional parameterisations that consist of a few design vari-
ables, which generate multiple design points. Using this approach, one simply has to
search over a few design variables, rather than searching for a large number of optimal
design points, thus providing substantial computational savings. The following lower
dimensional parameterisation schemes were used to generate the design points:
(a) ds = d1δ
(s−1), where d1 ≥ 0, δ > 1 (‘geometric scheme’);
(b) ds = d1 + δ × (s− 1), where d1 ≥ 0, δ > 0 (‘even spacing scheme’); and
(c) Percentiles of a Beta(a, b) distribution, scaled to [0,T] - the design space, where
a, b > 0 (‘beta scheme’).
Here d1 is the first design point, δ is a spacing parameter, (a, b) are positive shape pa-
rameters for a beta distribution, s is an index where s = 1, ..., nd and nd is the number of
design points. Under these lower dimensional parameterisations of the design points, the
Mu¨ller (1999) algorithm searched over two design variables (d1, δ), or (a, b), depending on
the scheme that was used. This avoids the need to search for a large number of optimal
design points and provides substantial computational savings. Also, it is much easier
to obtain the multivariate mode for a few design variables than for a large number of
design variables. However, it should be stressed that the designs generated by the lower
dimensional parameterisations are not optimal but near optimal, which is a compromise
of the computational savings achieved through these methods.
A typical experimental design for PK studies where the drug concentration-time profile
is thought to be modelled by a compartmental model is the geometric design (‘geometric
scheme’ above) (Atkinson et al. (1993)). We also decided to investigate the use of evenly-
spaced designs and designs which arose from the (evenly-spaced) percentiles of the beta
distribution as we thought that these schemes may give fairly flexible designs that could
be suitable for use in PK studies.
For comparative purposes, we also searched for optimal designs for a three design (sup-
port) point problem using the Mu¨ller (1999) algorithm, where the design variables were
(d1, d2, d3), i.e., the three sampling times for the PK study. This involved searching for
three optimal sampling times which were generated in the MH MCMC algorithm via nor-
mal random walks, and did not involve the use of the lower dimensional parameterisation
schemes. Once these three sampling times were determined, replicates were placed on
each of these support points so that a total of 10 design points were obtained (4 replicates
on d1, 3 replicates on d2, 3 replicates on d3). Since true replication is not practically
feasible for a PK study, these ‘replicates’ were separated by a time interval of 15 minutes.
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Following the dimension reduction of the design problem (to two design variables), a brute
force approach was also investigated, in which the expected utility was calculated using
Monte Carlo integration (equation (5.3)) and optimisation was performed by searching
over a grid of values for the design variables (e.g., Mu¨ller and Parmigiani (1995)). How-
ever, the brute force approach was found to be too computationally intensive and it was
difficult to determine an appropriate grid of values to encompass regions of high expected
utility for our applications of interest. Therefore, results will not be discussed for this
method.
All simulations were performed on an Intel Xeon Processor E5-2670 (2.66 GHz, 1 GB
RAM).
5.5 Results
The utility function values for the optimal designs (Figures 5.3 - 5.6) were calculated
using Monte Carlo integration (equation (5.3)) with M = 1000. The Monte Carlo sample
size was chosen to ensure that the 95% CIs were accurate to two decimal places. Figures
5.3 - 5.6 appear in colour in the online version of this article.
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Method for estimating utility
function
Utility function Run time
(minutes)a
Importance sampling U1 59
U2 362
U3 44
U4 85
Laplace approximation U1 2
U2 5
U3 2
U4 1
Combined approach U1 10
U2 91
U3 7
U4 23
Table 5.1: Run times for the different methods for calculating the utility functions for when the geometric
scheme is used to generate the designs. Here U1 = posterior precision of Cmax; U2 = Posterior
precision of the difference in Cmax for ECMO vs non-ECMO; U3 = posterior precision of log
AUC; and U4 = 1/det(posterior var-cov).
aThese run times are based on MCMC runs of 10
000 iterations.
In general, the estimates of the utility functions were quite similar across the three meth-
ods for calculating the utilities (see Figures 5.3 - 5.6). The run times for the different
utilities varied significantly across the three methods in most cases, with the Laplace ap-
proximation being the fastest, followed by the combined approach and then importance
sampling (from the prior). In particular, the run times for the posterior precision of
the absolute difference in peak concentration estimates for sheep on ECMO vs sheep not
on ECMO utility (U2(d,y)) were much slower for importance sampling compared to the
other methods. This is due to the fact that importance sampling required a larger number
of particles to provide a stable estimate of the utility. The importance sampling run time
for the Bayesian D-posterior precision utility could have been just as slow (if not slower)
if no upperbound on Mp was present.
For the posterior precision of Cmax and the posterior precision of the difference in Cmax
for ECMO vs non-ECMO utility functions, the designs were quite similar across the three
methods for estimating the utility functions. Sampling was mostly focused around the
peak concentration (the beta scheme and occasionally the replicate designs also sampled
beyond these times). For the posterior precision of the log AUC utility, the designs
mostly focused on sampling in areas where the concentration was non-zero, and were
quite similar across the three methods for estimating the utilities. However, the geometric
scheme covered a greater area of the concentration-time curve and also sampled where
the concentrations were approximately zero. The designs which were generated for the
inverse of the determinant of the posterior variance-covariance matrix utility function
were similar across the three methods and covered the majority of the sampling space.
The beta scheme produced the optimal designs for this utility, and the beta distribution
was in the shape of a ‘bath tub’ curve over the design space. The original sampling
times which were used by Shekar et al. (2013) were always outperformed by the optimal
designs that were found in this paper, for our utility functions of interest, highlighting
the importance of these methods for determining an optimal experimental design.
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Method UOrig (a, b) RU1 RU2 RU3 RU4
IS U1 (0.21, 6.55) - 0.91 (0.91, 0.92) 0.72 (0.71, 0.72) 0.09 (0.09, 0.10)
U2 (0.3, 6.2) 0.95 (0.94, 0.95) - 0.93 (0.93, 0.94) 0.03 (0.03, 0.04)
U3 (0.3, 3) 0.83 (0.83, 0.84) 0.98 (0.98, 0.99) - 0.04 (0.04, 0.05)
U4 (0.2, 0.1) 0.43 (0.43, 0.43) 0.82 (0.82, 0.82) 0.46 (0.45, 0.47) -
LA U1 (0.2, 3) - 0.93 (0.93, 0.94) 1.02 (1.01, 1.02) 0.02 (0.02, 0.02)
U2 (0.21, 6.55) 1.08 (1.07, 1.08) - 0.64 (0.63, 0.65) 0.01 (0.01, 0.01)
U3 (0.6, 10) 0.92 (0.91, 0.93) 0.84 (0.84, 0.85) - 0.01 (0.01, 0.01)
U4 (0.2, 0.2) 0.60 (0.60, 0.61) 0.57 (0.56, 0.58) 0.59 (0.59, 0.60) -
C U1 (0.2, 1.7) - 0.92 (0.92, 0.92) 1.03 (1.02, 1.03) 0.31 (0.31, 0.32)
U2 (0.3, 10) 1.07 (1.06, 1.07) - 0.90 (0.90, 0.91) 0.29 (0.29, 0.30)
U3 (0.6, 10) 1.02 (1.02,1.03) 0.91 (0.90, 0.91) - 0.29 (0.28, 0.30)
U4 (0.1, 0.1) 0.80 (0.80,0.81) 0.72 (0.72, 0.73) 0.99 (0.98, 0.99) -
Table 5.2: Comparison of the optimal beta proposal scheme designs for each utility function evaluated
at the other utility functions, across the different methods for calculating the utilities. UOrig
is the utility function that the beta scheme design originally came from; (a, b) are the values
of the shape parameters for the beta scheme; RU1 , RU2 , RU3 , and RU4 are the values of the
utilities (with 95% CI in brackets) evaluated at the beta scheme design which came from the
utility UOrig divided by the utility evaluated at its own beta scheme design (ratios). Here U1
= posterior precision of Cmax; U2 = Posterior precision of the difference in Cmax for ECMO
vs non-ECMO; U3 = posterior precision of log AUC; and U4 = 1/det(posterior var-cov); IS =
importance sampling; LA = Laplace approximation; and C = combined approach.
Contour plots of the posterior samples of the beta scheme design variables (a, b) for each
of the utility functions and methods of calculating the utilities are displayed in Figure 5.7
in Appendix B.
For each of the utility functions, the beta scheme was often found to perform quite well,
across the three methods for calculating the utilities. Therefore, it was decided to perform
a comparison of the (optimal) designs generated by the beta schemes across the different
utility functions and methods for calculating the utilities, to see how these designs differed.
A graphical comparison of the beta scheme designs is displayed in Figure 5.8 in Appendix
C.
A quantitative comparison was performed, in which the beta scheme design from one
utility function was input into the other three utility functions and their values were
calculated. A ratio was then calculated in which these utility function values were com-
pared to the values of those utility functions evaluated at their own beta scheme designs
(columns 4-7 in Table 5.2).
The majority of the utility functions performed quite well (as indicated by high ratios)
when designs from other utility functions were input. The exception to this was that when
the designs from the other three utilities were input into the inverse of the determinant of
the posterior variance-covariance matrix utility, low ratio values were obtained for all three
methods of estimating the utility. This is not surprising given how different the designs
obtained for the inverse of the determinant of the posterior variance-covariance matrix
utility were compared to the designs obtained for other utility functions (see Figures 5.3
- 5.6). These results suggest that this utility function is not robust to design objective
uncertainty, and if one is interested in precisely estimating all PK model parameters, then
one should specifically design the experiment to do so and not rely on other designs.
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5.6 Discussion
In this paper we have compared and contrasted three methods for calculating Bayesian
utility functions: importance sampling using the prior as the importance distribution;
Laplace approximations; and importance sampling using the Laplace approximation to
the posterior as the importance distribution. These approaches to calculating the utility
functions were incorporated into an MCMC algorithm which searched for the (near)
optimal design for a PK study, which required 10 plasma sampling times to be found.
Four Bayesian utility functions were used which focused on precisely estimating various
PK measures of interest and were functions of the PK parameters.
The optimal designs that were found differed substantially between the utility functions,
but were fairly similar between the different methods for calculating the utility functions
(for a given utility function). The posterior precision of Cmax, the posterior precision
of the difference in Cmax for ECMO vs non-ECMO, and the posterior precision of the
log AUC utility functions were found to be fairly robust to uncertainty in the design
objectives. However, the inverse of the determinant of the posterior variance-covariance
matrix utility was not found to be robust to design objective uncertainty. This means
that designs that are generated by other utility function should not be used if one is
interested in precisely estimating all PK parameters.
The Laplace approximation method was generally found to be the fastest of the three
methods. The combined approach was computationally faster than the importance sam-
pling (from the prior) approach since fewer samples of (θ,y) were required to obtain
stable and precise estimates of the utilities. When importance sampling was used to esti-
mate the utility functions, many importance samples were required to obtain reasonable
ESS values. Both the Laplace approximations and the ‘combined approach’ were able to
produce similar results to brute force importance sampling, but in a more timely manner.
This is of high importance when one is interested in designing experiments which involve
large amounts of data to be collected.
As an alternative to importance sampling, which can break down for large amounts of
data, we used Laplace approximations to calculate the Bayesian utility functions. The
use of each of these methods for approximating the posterior distribution is problem-
dependent. Previously, importance sampling from the prior has been used as a gold
standard (e.g., Cook et al. (2008); Ryan et al. (2014c)). However, if large amounts of
data are involved, then we do not recommend the use of importance sampling from the
prior distribution as this method was found to be computationally intensive, due to the
large number of particles required to obtain a reasonable ESS. The Laplace approximation
approach is useful when large amounts of data are involved, but its suitability depends on
whether it is reasonable to assume that the posterior distribution follows a multivariate
normal distribution. This could be a reasonable assumption in many design applications
where large amounts of data are involved and/or if the priors are reasonably informa-
tive. If the Gaussian assumption is not reasonable, then we do not recommend the use
of the Laplace approximation for estimating the posterior distribution. The “combined
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approach” could be used for a wider variety of design problems, as it corrects for some
non-normality in the Laplace approximation, and can be used for large amounts of data
since fewer particles are required in the importance sampling to obtain a reasonable ESS
(hence reducing the computational burden), due to the fact that the importance distri-
bution in the combined approach is guided by an approximation to the target (posterior
distribution). However, for a high degree of non-normality, the combined approach may
not be useful. Alternative methods for ‘fast’ posterior approximation should be investi-
gated, such as sequential Monte Carlo with a Liu West filter (Liu and West (2001)), or
adaptive importance sampling (e.g., Kinas (1996); Pennanen and Koivu (2006)).
To ease the computational burden of searching over a large number of design points, we
used lower dimensional parameterisations, which reduced the number of design variables
to search over from ten to two. We investigated three different schemes that would gen-
erate the 10 design points after values of the two design variables had been chosen. For
the most part, the designs generated by the lower dimensional schemes were quite differ-
ent. The schemes were chosen with our PK application in mind, but other functions or
transformations may be more suitable for different design problems. The beta proposal
scheme was found to be quite flexible in generating the designs, in that a wide variety of
designs could be generated from this scheme depending on the values of the shape param-
eters used, and so it may generally be a good lower dimensional scheme to use for a wide
variety of design problems. Additional flexibility could be obtained by including another
design variable in the parameterisation of the beta proposal scheme that determines the
optimal percentiles of the beta distribution to use. If one is unsure what lower dimen-
sional scheme may be most appropriate for their design problem, we recommend running
several different parameterisations in parallel on different CPUs (as we have done) and
choosing the scheme that generates the design with the highest utility value.
For all of the utility functions, we were able to find an alternative design that produced
higher utility function values than the design that was used by Shekhar et al. (2013).
This suggests that for the next sheep in the experiment the design could be adjusted, as
per the results in this paper, depending on the design objective. This also highlights that
substantial gains can be achieved if one has the flexibility of being able to adapt the design
for each new subject in light of the information obtained from previous subjects. Also,
the majority of the utility functions preferred early sampling times, which is practically
useful for our motivating study as it would reduce the duration of the study and hopefully
study costs.
The utility functions that we used in this study focused on precisely estimating one
(or two) PK measure(s) of interest. Future studies may wish to investigate the use of
compound design criteria which could focus on designing for the precise estimation of
several PK measures of interest.
A fixed, and somewhat large number of sampling times were employed for the examples
used in this work, so that the performance of importance sampling and Laplace ap-
proximations could be compared for approximating the posterior distribution when large
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amounts of data are involved. Investigation of the optimal number of sampling times was
outside the scope of this work. The number of sampling times used in this study may not
be optimal, particularly if there are cost constraints involved. It is likely that the increase
in the expected utility value would plateau after a certain number of observations. We
are currently conducting studies which investigate the optimal number of subjects and
samples per subjects in population PK studies, where there are cost constraints involved.
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Supplementary Materials - Appendices
Appendix A - MCMC algorithm for Bayesian optimal design (Section 5.4)
Algorithm 5.1: MCMC algorithm for Bayesian optimal design
1 Initialise - set an initial design d(1), simulate (θj ,yj) from p(θ,y|d(1)) = p(θ)p(y|d(1),θ)
for j = 1, ..., J
2 Compute U (1) =
∏J
j=1 U(d
(1),θj ,yj)
3 for i = 1 to iters do
4 Generate a candidate design d˜ ∼ q(·|di), propose (θ˜j , y˜j) ∼ p(θ,y|d˜) = p(θ)p(y|d˜,θ)
for j = 1, ..., J
5 If d˜ is not within the design space then reject the proposal and go to line 9
6 Compute U˜ =
∏J
j=1 U(d˜, θ˜j , y˜j)
7 Calculate the MH acceptance probability, a = min(1, A) where
A =
U˜ × q(d(i)|d˜)
U (i) × q(d˜|d(i))
Here U (i) and d(i) are the current utility and design point values, respectively, and U˜
and d˜ are the proposed utility and design point values, respectively.
8 Set (d(i+1), U (i+1)) = (d˜, U˜) with probability a, and
9 (d(i+1), U (i+1)) = (d(i), U (i)) with probability 1− a.
Appendix B - Expected utility surfaces for the various utility functions used in the
ECMO PK example (Section 5.5)
To determine the optimal designs, we searched for the bivariate mode of the multivariate
normal kernel smoothing density estimates of the design variables (see Cook et al. (2008);
Drovandi and Pettitt (2013)). The contour plots (Figure 5.7) were used to examine the
bivariate modes and to determine whether the MCMC algorithms had converged.
111
IS LA C
U1(d) a
b
0.2 0.4 0.6 0.8 1 1.2
4.5
5
5.5
6
6.5
7
7.5
8
8.5
a
b
0.1 0.2 0.3 0.4 0.5 0.6
1.5
2
2.5
3
3.5
4
4.5
a
b
0.1 0.2 0.3 0.4 0.5 0.6
0.5
1
1.5
2
2.5
U2(d) a
b
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
4
5
6
7
8
9
a
b
0.15 0.2 0.25 0.3 0.35 0.4
5.5
6
6.5
7
7.5
a
b
0.2 0.3 0.4 0.5 0.6 0.7
7
8
9
10
11
12
13
U3(d) a
b
0.2 0.3 0.4 0.5 0.6 0.7
1.5
2
2.5
3
3.5
4
4.5
a
b
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2
8
8.5
9
9.5
10
10.5
11
11.5
12
a
b
0.5 1 1.5 2
8
8.5
9
9.5
10
10.5
11
11.5
12
12.5
U4(d) a
b
0.1 0.2 0.3 0.4 0.5 0.6 0.7
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.22
a
b
0.15 0.2 0.25 0.3 0.35
0.1
0.2
0.3
0.4
0.5
0.6
a
b
0.06 0.08 0.1 0.12 0.14 0.16 0.18
0.06
0.08
0.1
0.12
0.14
0.16
0.18
Figure 5.7: Contour plots of the expected utility surface for the beta scheme, for the different utility
functions (rows) and three methods for calculating the utility functions (columns). Here U1
= posterior precision of Cmax; U2 = Posterior precision of the difference in Cmax for ECMO
vs non-ECMO; U3 = posterior precision of log AUC; and U4 = 1/det(posterior var-cov); IS =
importance sampling; LA = Laplace approximation; and C = combined approach.
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Appendix C - Comparison of designs from the beta proposal scheme for the ECMO PK
example (Section 5.5)
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From Figure 5.8, it can be seen that the designs that arose from the beta schemes varied
widely across the utility functions, and were somewhat different across the methods for
calculating the utility functions.
115
Chapter 6
Summary and Discussion of Future Directions of Research
In this chapter we summarise the results and novel contributions of the thesis, and suggest
areas for future research.
6.1 Summary
The aim of this thesis is to extend upon and advance methods for Bayesian experimental
design, particularly for complicated static design problems. The specific aims of this
thesis, as described in Chapter 1, are:
(a) To extend existing MCMC algorithms to solve static design problems which require
a large number of design points to be found through the development of proposal
distributions for the design points that rely on lower dimensional parameterisations
of the design points;
(b) To enable fully Bayesian static designs to be found for the collection of data that is
modelled by NLMEMs;
(c) To find efficient methods for estimating the posterior distribution for use in Bayesian
utility function calculation;
(d) To develop novel design criteria, based on the posterior distribution of some param-
eter of interest, which may be used to assist in the selection of optimal sampling
times;
(e) To apply the above-mentioned methods to case study data, to improve upon the
design of existing pharmacokinetic studies, demonstrate the effectiveness of the
methods, and evaluate their practical benefits for the pharmaceutical and drug
testing industries.
In Chapter 3 we proposed methods which may be used to solve design problems in which
one is interested in finding a large number of (near) optimal design points (for a small
number of different design variables). The approach involved the use of lower dimensional
parameterisations that consisted of a few design variables which generated a large num-
ber of design points. Using this approach, one simply has to search over a few design
variables (instead of searching over a large number of design variables), which provides
substantial computational savings and a more accurate determination of the mode of the
utility surface. This approach was incorporated into existing MCMC algorithms (e.g.,
Mu¨ller (1999)) which had previously been used to find optimal Bayesian designs for low
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dimensional design problems (up to four design variables). Our methodology was demon-
strated on a number of different applications, including the selection of sampling times
for pharmacokinetic and heat transfer studies, and involved nonlinear models.
In Chapter 4 we extended the work of Mu¨ller (1999) and Stroud et al. (2001) to find
fully Bayesian static designs for NLMEMs. This involved the use of simulation-based
optimal design methods to search over both continuous and discrete design spaces for
a number of different design variables so that optimal population designs for NLMEMs
could be found. Although Bayesian inference has commonly been performed on NLMEMs,
there has been a lack of research into performing Bayesian optimal design for NLMEMs
that require searches to be performed over several design variables. Previous approaches
have also found optimal Bayesian designs for NLMEMs by searching over a finite set of
designs, and to our knowledge, no other studies have searched over a continuous design
space to find optimal Bayesian static designs for NLMEMs. Our methods were used to
design for a horse population pharmacokinetic study, in which the design problem was to
determine the optimal number of subjects and samples per subject, as well as the (near)
optimal urine sampling times, so that the population pharmacokinetic parameters could
be precisely estimated, subject to cost constraints.
Utility functions in Bayesian experimental design are based on the posterior distribution.
When the posterior is found by simulation, it must be sampled from for each future data
set drawn from the prior predictive distribution, and so many thousands of posterior
distributions are often required. In Chapter 5 we compared and contrasted the use of
importance sampling and Laplace approximations to rapidly approximate the posterior
distribution for use in Bayesian utility function calculation. These methodologies were
used to solve design problems which involved a somewhat large amount of data. Impor-
tance sampling from the prior distribution tends to break down when there is a reasonable
number of experimental observations, and so Laplace approximations were used to over-
come this. We also considered using the Laplace approximation to form the importance
distribution to obtain a more efficient importance distribution than the prior, and to our
knowledge, this has not been previously implemented. The methodology was motivated
by a pharmacokinetic study which investigated the effect of extracorporeal membrane
oxygenation on the pharmacokinetics of antibiotics in sheep. The design problem was to
find 10 near optimal plasma sampling times which produced precise estimates of pharma-
cokinetic model parameters/measures of interest. We considered several different utility
functions, some of which were novel, which involved the posterior distribution of param-
eter functions.
6.2 Future Research
We believe the future of Bayesian experimental design lies in: (1) developing and imple-
menting fast methods for approximating the posterior distribution for use in Bayesian
utility functions, and fast computation of the Bayesian utility functions, as these are
the most computationally intensive components of Bayesian experimental design; and (2)
finding solutions to complex Bayesian experimental design problems, such as problems in
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which the likelihood is intractable or computationally prohibitive to calculate, or problems
with a large number of design points and design dimensions.
6.2.1 Fast Algorithms for Bayesian Experimental Design
MCMC and importance sampling have been found to be computationally intensive to
perform at each iteration of the optimisation algorithm that searches over the space
(d,θ,y), due to the large number of samples that are required to ensure that the Bayesian
utility is well estimated. In particular, importance sampling from the prior performs
poorly when large amounts of data are involved due to a low ESS (Ryan et al. (2014a)).
Adaptive importance sampling (e.g., Kinas (1996); Pennanen and Koivu (2006)) may
provide a faster method for approximating the posterior distributions, but is yet to be
explored for Bayesian experimental design.
Laplace approximations and numerical quadrature have been found to be fast alterna-
tives for approximating the posterior distribution in Bayesian design, and can be used
when large amounts of data are involved, but rely on the assumption that the posterior
distribution follows a multivariate normal distribution and also suffer from the “curse of
dimensionality”. INLA can also provide a fast method for approximating the posterior
distribution, but has not been used for Bayesian experimental design. VB methods are a
fast method for facilitating approximate inference for intractable posterior distributions,
but are yet to be used in a Bayesian experimental design context.
Drovandi and Pettitt (2013) and Hainy et al. (2013) have explored the use of ABC
rejection (see Beaumont et al. (2002)) within an MCMC framework to approximate the
posterior distributions for Bayesian utility functions for design problems in which the
likelihood function is intractable. Further use of ABC methods for posterior distribution
approximation should be explored in the experimental design context.
A few studies have investigated the use of SMC for approximating the necessary quan-
tities for Bayesian utility functions (e.g., Drovandi et al. (2013)), but its use has been
limited. Future studies should focus on extending previous approaches to allow for more
complicated design problems. SMC with a Liu West filter (Liu and West (2001)) could
offer a fast method for posterior approximation for Bayesian design problems.
Computational burden is a major obstacle in all Bayesian design problems for complex
models and must be overcome so that designs can be obtained efficiently and in real
time, and to broaden the applicability of Bayesian design methodology by making it more
accessible to practitioners, scientists and industry. This may be achieved through algo-
rithmic developments and the exploitation of current parallel computing technology (such
as graphics processing units or GPUs). Indeed, new parallel architectures are becoming
increasingly available to individual researchers, and will have a significant impact on
Bayesian experimental design. In order to take advantage of this increased power, com-
putational problems and approaches should be adapted from the current serial processing
paradigm to one that optimises algorithms for parallel processing. To our knowledge,
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there is no published, peer reviewed research on the use of GPUs in the derivation of a
Bayesian experimental design.
6.2.2 Finding Optimal Designs for Complex Models
The future of Bayesian experimental design also lies in solving complex or nonstandard
problems, such as problems in which the likelihood is intractable or computationally
prohibitive to evaluate, problems where the observed data likelihood cannot be evaluated
analytically, or problems with a large number of design points. Whilst sophisticated
inference techniques are available for Bayesian data analysis for complex data models,
corresponding methodology for deriving Bayesian experimental designs is severely lacking,
and it is important that the methods for inference are complemented with appropriate
experimental design methodologies that enable more informative data to be collected in
a more timely manner. Use of parallel computing technology may be required to ease
the computational burden of finding optimal Bayesian experimental designs for complex
models (such as mixed effects models).
Fully Bayesian experimental designs for NLMEMs are largely unexplored. Most of the
current work has focused on evaluating Bayesian utility functions for a fixed set of discrete
designs (e.g., Han and Chaloner (2004); Palmer and Mu¨ller (1998)) and selecting the
design that produces the highest utility value (i.e., no search over a continuous design
space is performed). In Chapter 4, we extended this by searching over a continuous design
space to determine (near) optimal sampling times for a horse population pharmacokinetic
study. Kim et al. (2013) find optimal sequential designs for population studies. Further
work on using SMC algorithms (Chopin (2002)) to search for optimal designs for mixed
effects models in the presence of model uncertainty is currently being conducted, so that
solutions to real-world design problems can be found. The main difficulty in finding
solutions to experimental design problems in which the data is modelled by mixed effects
models is that the observed data likelihood is unavailable in closed form for all but the
simplest examples.
6.2.3 Finding Optimal Designs for a Large Number of Design Variables
Better search algorithms are also required to find static designs. Many of the search
algorithms for obtaining optimal designs (e.g., Mu¨ller (1999); Amzal et al. (2006)) are
restricted to a small number of design variables (≤ 4), as these algorithms are compu-
tationally prohibitive for a large number of design variables (e.g., Bielza et al. (1999);
Mu¨ller (1999); Stroud et al. (2001); Cook et al. (2008)). MCMC is good at estimating
marginal distributions derived from (high dimensional) joint distributions but not good
at estimating joint distributions; a case of suffering from the “curse of dimensionality”.
Therefore estimating a joint multivariable mode is hard. Finding a joint mode analyt-
ically is easy. It is when the joint density is approximated by Monte Carlo samples it
becomes a hard problem.
In Chapter 3 we proposed the use of lower dimensional parameterisations to enable near
optimal designs to be found for problems that require a large number of design points.
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The lower dimensional parameterisations consisted of a few design variables, which were
optimised, and were then input into various functions to generate multiple design points.
This was found to have substantial computational savings, and it was much easier to
obtain the multivariate mode for a few design variables than for a large number of design
variables. We found that the beta proposal scheme, where the designs come from the
(evenly-spaced) percentiles of a beta distribution, gave quite flexible designs, and so this
function may be appropriate in many situations to generate a large number of design
points. One could also extend the beta proposal scheme to propose from a generalised
beta distribution (e.g., Sepanski and Kong (2007)), which may offer further flexibility in
constructing the designs. One could also include another design variable in the parame-
terisation of the beta proposal scheme that determines the optimal percentiles of the beta
distribution to use, e.g., percentile = 100(
(
i
n
)α
) where α is an additional design variable
to search over.
However, designs found using the methods proposed in Chapter 3 are not optimal but
near optimal, which is a compromise of the computational savings achieved. The approach
is only useful for design variables (e.g., sampling times/locations) that require multiple
measures to be taken at specific points that are separated from one another in the design
space. This approach does not overcome the problem of having a large number of different
types of design variables (e.g., temperatures, pressures), and further research needs to be
conducted for solving this design problem.
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