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The classical calculus of variations is extended in such a fashion as to 
account for Lagrangian functions that contain a finite number of func- 
tionals as arguments. These results are applied to two classes of problems 
in which the cost per unit time depends on the total allocation over a 
fixed interval, and the total allocation is linear functional of the process. 
All appropriate initial data and the total allocation are determined for 
problems in which the cost functional is to be stationarized such that 
the process starts and ends at specified times with specified values. The 
first class of problems considers only the simple stationarization. The 
second class of problems adjoins a law of evolution and control to the 
problems of the first class and seeks the stationarizing allocation in 
addition to the information required in the first class of problems. The 
effects of nonlinearity are pointed out, and it is shown that a singularity 
of the algebraic problem associated with the boundary conditions 
always results in a unique solution while the nonsingular case admits 
both the possibility of no solutions or of many solutions. 
I. INTRODUCTION 
Most stationarity problems involving functionals that are reparted in the 
literature involve a very particular kind of functional, namely, one of the form 
JiL(t,~(t),~(t)‘,...) dt. Now, it so happens that there is a large collection 
of problems in which one would like to stationarize “nonlocal functionals” 
of the form 
Such problems have received scant attention [l], however, since the classical 
calculus of variations can not be used. 
Two classes of interesting and physically significant nonlocal cost problems 
are presented. They are mastered by a simple and straightforward extension 
of the classical variational calculus so as to encompass the nonlocal natures of 
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the problems. The first class of problems involves stationarizing the non- 
local cost of an evolving process with an a priori given allocation but without 
a given law of evolution. The second class of problems involves stationarizing 
the nonlocal cost of an evolving process with a given law of evolution. In the 
first class of problems, we seek the initial data and the total allocation for the 
process so that it starts in a given state and ends in a given state at a given 
time. The second class of problems seeks the same information as that found 
for the first class and also requires the function which specifies the local 
allocation so that the nonlocal cost shall be stationary. A surprising feature 
of both problems is that the solutions are not unique in the nonsingular case, 
while the singular case always leads to a unique solution. 
2. STATEMENT OF THE PROBLEM 
We consider a class of processes that can be described by a single state 
variable y(t), where y(t) is of class Cl for all t in the closed interval I given by 
0 < t < T. It is convenient to consider y(t) as the distance along a C2 curve 
in a finite dimensional space, although this interpretation is not essential to the 
argument. 
Suppose that we are given a functionf(t) that specifies the allocation per 
unit time per unit y(t) that is required in order for y(t) to evolve in a desired 
fashion. By changingf(t), we obtain different problems in the class under 
consideration. The total required allocation over I is then given by 
K = yf(t)y(t) dt. 
0 
This allocation involves a cost per unit time that we designate by H(t, k). 
The peculiarity of the process under consideration is that the cost per unit 
time for the required allocation depends on the total allocation; it is nonlocal 
since K is nonlocal. Accordingly, we may view the function H(t, K) as deter- 
mining the cost per unit time in terms of a partitioning of the cost that 
accrues due to the total allocation K. The process involves a further cost that 
arises as a direct consequence of the evolution of y(t). We assume that the 
cost per unit time from this source is given by +p(t) (y(t)‘)“, where y(t)’ 
denotes the derivative with respect to t. The total cost per unit time is thus 
given by the nonlocal quantity 
c = w, 4 + Sp(t) (y(t)‘)“, 
662 BDELEN 
and hence the total cost for the process over the interval Z is given by the 
nonlocal cost functional 
j[y] = ,I c dt (2.3) 
for any Cl state variable r(t). 
Our problem is to start the process at a given value rl at t = 0 and to have 
it end up at a given value B at time T. \Ve wish to do this, however, in such a 
fashion that the cost is stationary in value with respect to all Cl processes that 
start at A at t = 0 and end up at B at t = T. Having accomplished this, we 
further require an explicit expression for the total allocation, K, and all relavent 
initial value information so that we can start the process and then forget 
about it since we would then know that it would end up at B at time T with a 
stationary cost. 
3. A PRECISE REFORMULATION 
We now give a more precise statement of the conditions under which we 
wish a solution of the problem posed in the previous section. 
We assume that f(t) is defined on the interval Z and is such that it 
is Riemann integrable on Z with 1 Srf(t) dt 1 < M1 < CO. Since y(t) is a Cl 
function on Z, it follows that the function 
g = f(t) r(t) (3.1) 
is defined and finitely integrable on I and k = srg dt is finite. 
The function H(t, k) is assumed to be such that GZ(t, k)/ak is a continuous 
function to t for all t in Z and that 
Q(k) = j, T 
T Wt, 4 dt 
(3.2) 
is a continuous function of k. Finally, we assume that p(t) is a Cl function on 
Z that is strictly positive. 
The problem to be solved is as follows. Find all k and all relavent initial data, 
for given p(t) andf(t) subject o the above conditions, such that y(t) stationarizes 
the functional 
/[rl = J;Cdtt C = f-W, 4 + &P@) (r(t)‘)” (3.3) 
with respect o all Cl functions on I such that 
Y(O) = 4, y(T) = B. (3.4) 
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The norm on the linear space of Cl functions defined on I is the standard one; 
4. THE STATIONARITY CONDITION 
The stationarity problem formulated in the previous Section does not fall 
within the domain of the classical calculus of variations since the Lagrangian 
function, C, contains integrals of y(t) as an argument. It is, however, directly 
amenable to treatment by the techniques of the nonlocal variational mechanics 
presented elsewhere [2]. The procedure is as follows. 
In the general nonlocal problem, we consider a Lagrangian functional of the 
form 
L =-w, r(t), r(t)‘, 4 
where k is itself a functional given by 
(4-l) 
,. T 
h = k(t) = j ~(4 7, Y(T), y(7)‘) dr. 
0 
Define {e 1 TV(v)},(t), th e 1 ocal Euler-Lagrnage operator, by 
(4.2) 
(4.3) 
where the v within the parenthesis designates that the partial derivatives 
with respect to y and y’ are to be computed by holding v constant. 
We next form the quantity iYL/i%. This yields a function oft since all of the 
arguments of L are functions of t. The quantity (aL/%) (7) is then obtained 
by replacing t by T in aL/i%. From the given function g(t, 7, y(7), y(r)‘) we 
form the function g* by the prescription 
g* = ‘q(T, t, y(t), YW). 
The nonlocal Euler-Lagrange operator is then defined by 
(4.4) 
(8 I L}, (t) = {e I L(k)), (t) + 16% (~1 {e Ig*I, (t) CIT. (4.5) 
We then have the following result. A necessary and sufficient condition for the 
stationarity of J[y] = j:L dt with respect to all choices of y(t) from the 
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space of Cl functions that assume given values at f = 0 and t = T is that y(t) 
satisfy the nonlocal Euler equations 
(8 1 L},(t) .= 0 (4.6) 
throughout the interval I. 
This result will now be applied to the present problem. It follows from 
(3.3) that the Lagrangian function is the function C, L = C, while (2.1) and 
(4.2) give 
so that 
.a 7, Y(4 Y(T)‘) = f(T) Y(T), (4.7) 
5* =f(t)r(+ (4.8) 
A straightforward calculation based on (3.3) and C = L gives us 
%L BC afqt, k) ZL(k) 
ak 5k 8k ’ 
s, = 0, 
;1L(k) 
- = p(t) y(t)‘, 
w 
(4.9) 
while (4.7) and (4.3) gives us 
{e I ‘?*I, (4 =f(Q (4.10) 
When all of the various terms are substituted into (4.5), we obtain 
E - 2 (P(t)y(t)t) + jr vftt) dT. (4.11) 
The necessary and suficient condition for the stationarity of the functional J[y] 
given by (3.3) is thus that y(t) satisfy the nonlocal Euler equation 
$ (f(t) r(t)) = Q(k) f (th (4.12) 
where quantity Q(k) is given by (3.2), and the boundary conditions 
y(0) = A, y(T) = B. (4.13) 
From the dynamics point of view, the result stated by (4.12) is hurestically 
appealing, for it shows that the evolution of the system is driven by the 
allocation function, f(t), with a weighting assigned by the quantity Q(k). 
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Since, for any given y(t) that satisfies (4.13), the quantity Q(k) is a constant, 
while (3.2) shows that Q(K) is the derivative of the total allocation cost, 
st H(t, K) dt with respect to the total allocation, k, the occurrence of Q(K) 
as a weighting is also heuristically acceptable. 
5. CALCULATIONS FOR THE SOLUTION 
A direct integration of (4.12) give us 
p(t)r(V = J-34 ,:,,d dr + 0~ (5-l) 
where 01 is to be determined by the conditions on the problem. It follows 
immediately from (5.1) that 
m = P(O) Y(O)‘* (5.2) 
and hence, since p(t) is strictly positive for all t in 1, we uniquely determine 
y(0)’ from knowledge of 01 and the given value p(O). It then follows from (4.12) 
that y(O)‘, and hence 01, together with the given initial data y(0) = .4 provides 
all relavent initial data. The relevant initial data problem is thus solved once 
we have determined the value of 0~. 
A further integration of (5.1) and use of the initial condition y(0) = 4 
gives us 
where all integrals are well defined and finite owing to the conditions imposed 
onf(t) and the fact that p(t) is strictly positive throughout I. An application 
of the terminal condition y(T) = B now gives 
We now have to use the fact that k is a known functional of y(t). When (5.3) 
is substituted into (2.1), we obtain 
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The system (5.4) and (5.5) are a pair of simultaneous equations for the deter- 
mination of the two quantities iy and k. These two quantities then determine 
the required information of the problem stated in Section 3. It is more 
convenient, however, to consider the system (5.4) and (5.5) as a system for the 
determination of 01 and L?(k). 
The algebraic aspects of solving (5.4) and (5.5) are most readily handled by 
introducing the following parameters: 
F = j’f (t) dt, (5.6) 
0 
where we have P > 0 since p(t) is a strictly positive function on I. 
The system (5.4) and (5.5) then assumes the simple form 
Pa +QR(k) = B -A, 
Ra + SC!(k) = k -F/l, 
We term the problem singular of the discriminent 
(5.7) 
A=Ps-RQ (5.8) 
vanishes; otherwise, the problem will be referred to as nonsingular. Since the 
parameters P, Q, R, and S are uniquely determined numbers, as follows from 
(5.6) and the fact that the functions p(t) andf(t) are given, the singularity 
or nonsingularity of the problem is immediately determinable. 
6. THE NONSINGULAR CUE 
We assume, in this Section the given functions p(t) andf(t) are such that 
A + 0, and hence we are in the nonsingular case. As an example in point, we 
have, for 
p(t) =f(t) = 1, P=T=F, &=R, s-f, 
and hence 
A=PS-RQ=+ 
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Since d # 0, the system (5.7) can be solved for 01 and Q(k). We thus have 
01 = A-l{S(B - A) - Q(k -F(A)} = p(0) y(O)‘, (6-l) 
when (5.2) is used, and 
Q(k) = UK - I’ (6.4 
where the quantities U and V are given by 
U = A-IP, V = A-l(A(PF - R) + RB}, (6.3) 
where sign(U) = sign(A) since P > 0. 
The interesting aspect of this problem now comes out, for we have shown 
that there is a solution to our problem whenever there is a solution of (6.2) 
for k. Now, from (3.2) and (6.2) we have 
i 
T aH(t, k) 
~ dt = UK - J-, 
0 ak 
(6.4) 
and hence, there is the possibility of several solutions for k. To each such 
solution for k we have a solution of our problem. This multiplicity of solutions 
is seen to arise from the nonlinear character of the cost function H(t, k). For 
instance, if H(t, k) = a(t) + b(t) k + 3 c(t) k2, then (6.4) gives us 
Q(k) = (=6(t) dt + k j= c(t) dt = UK - r, 
0 0 
and hence, with X = JOT b(t) dt, 2 = - Ji c(t) dt, we have 
provided U + Z # 0. If U + Z = 0, there is no solution. On the other hand, 
if H(t, k) = (ak*/2) + b sin(ck) th en Q(k) = T[bc cos(ck) + ak] and (6.4) 
gives 
Tak + Tbc cos(ck) = UK - L’. (6.5) 
Depending on the values of b, c, U and I’, (6.5) can have no solutions, one 
solution, a finite number of solutions, or an infinite number of solutions. 
For the case f(t) = p(t) = 1, (6.5) assumes the form 
Tuk + Tbc cos(ck) = 4 (A + B - 2k) 
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and the various possibilities can be analyzed in terms of the values of a and c. 
Summarizing, we have established the following results. Every value of k 
that satisfies the equation 
Q(k) = I_Tk - I, (6.6) 
where l’ and I- are given by (6.3), yields a y(t) given by (5.3) that renders J[y] 
stationary in value, and the relevant initial data is given by y(0) = A, 
y(0)’ = a/p(O) with olgiven bjl (6.1). 
St’henever there are multiple solutions to (6.6), we have the option of 
choosing a particular one. The obvious choice would be that for which the 
total allocation, k, is as small as possible. If we choose the smallest total 
allocation, then (6.1) determines the appropriate value of c( and hence of y(0)’ 
that yields the proper y(t) that renders the cost stationary. It should be 
carefully noted that (6.6) may have no (real) solutions, in which case there 
is no solution to the problem posed. 
7. THE SINGULAR CASE 
We now consider the singular case A = 0. From (5.8), we must have 
PS = RQ. We know that P > 0 since p(t) is strictly positive, and hence 
there are two possibilities RQ f 0 and RQ = 0. 
We first consider the situation where RQ f 0. It then follows from 
PS = RQ that S f 0 and hence we must have 
and the basic system of equations (5.7) becomes 
Pa +Qf?(k) = B -A, 
Ra -+ FL’(k) = k -FA. (7.2) 
Since the coefficient matrix of this system of equations is singular, the rank 
of the coefficient matrix must be the same as the rank of the augmented 
matrix if there is to be a solution. Since P > 0, the rank of the coefficient 
matrix is one, and hence we must have 
P B--4 B - -4 Q 
R k-F/I k-F-4 Rz =” 
P 
CONTROL WITH NONLOCAL COST 669 
that is, Pk - PF.4 = R(B - -4) and RQ(B - .4)/P = RQ - QFA. Since 
P > 0 and RQ # 0, the two equations are identical and hence we have 
k = R(B - -4) +F4 
P 1 , (7.3) 
so that k is uniquely determined in this case. With k given by (7.3) it is then 
easily seen that (7.2) gives the following determination of OL and hence 
Y(O)’ = 4PW 
B - A QG’(k) a=---* 
P P (7.4) 
In direct contrast with the nonsingular case, we always have a solution for the 
singular case in which RQ # 0, for k is uniquely determined by (7.3), 01 is 
determined uniquely by (7.4), and the required y(t) is given by (5.3). 
For the singular case in which RQ = 0, the fact that P > 0, and PS = RQ 
gives us S = 0. The basic system of equations (5.7) then becomes 
P,+Q!Z’(k)=B-A 
Rci=k-FA. (7.5) 
Since RQ = 0, we have either R = 0, Q = 0, or R = Q = 0. For R = 0, 
(7.5) gives us 
k =FA, 
o1 = B - A - QLJ(k) 
P 
-. 
For the case Q = 0, (7.5) gives us 
(7.6) 
k=FA+R(B--) B-A 
P ’ 
a=-. 
P (7.7) 
Finally, for the case R = Q = 0, (7.5) gives us 
k = FA4, 
B - A 
cd=-. 
P (7.8) 
Summarizing the above considerations, we have the following result. If 
A = 0, there exists a unique solution of the problem posed in Section 3. If 
A # 0, there exist as many solutions to the problem posed in Section 3 as there are 
real solutions of the equation 
Q(k) = UK - V. 
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8. INCLLISI~N OF A Law OF EVOLUTION 
The problem posed in Section 2 involves an ailocation and hence contains 
the intuitative notion of a control process. The posed process is, however, 
incomplete in two important aspects when viewed as a control process. The 
first of these is that we have specified no law for the evolution of the system, 
being contented with the stationarization of the cost of the process. This, in 
effect, gives us results which, though interesting in their own right, need have 
no revalence within a control context since it is not evident that we can alwavs 
exercise the needed control so as to generate the solution given in the previous 
sections, in particular, that y(t) should be given by (5.3). The second of these 
shortcomings is that (4.12) shows that it is always possible to start at y(O) = -4 
and end up at y( T) = B if we make no allocation at all; i.e., if we setf(t) = 0. 
We now recitfy this situation in a particular context in which interesting 
results obtain. 
IVe assume, that in the absence of allocation, the process evolves according 
to the law y(t)’ = ~ q(t) with a + 0. \I’ith the absence of allocation, we 
would then arrive at the state y(T) = -4 exp( - UT) at time T if we started in 
at t = 0 with y(O) = aJ. The absence of allocation thus precludes all but 
one terminal state of the process and hence we can not have the process 
arrive at the value B at time T with an arbitrary specification of B. 
\Vhen there is an allocation present, the law governing the evolution of the 
process is assumed to be given by 
r(t)’ = (f(t) - 4 r(t), a > 0. 63.1) 
The problem now assumes the following modified form. Find all h and all 
relavent initial data such that, fw given p(t), y(t) stationarizes the functional 
JLYI = J;Cdf> c = w, 4 + 4 p(t) (y(t)‘)” (8.2) 
with respect to all Cl functions y(t) on I such that 
Y(O) = 4 y(T) = B > A, r(t)’ = (f(t) - 4r(t), (8.3) 
and with respect to all allocation functions f (t) that are jinitely integrable on I. 
This problem falls within the domain of the nonlocal variational mechanics 
with constraints [2]. What has to be done is to stationarize the integral of 
E = fm 4 + i P(t) (YW + w rro> - (f(t) - 4 r(t)1 Q-4) 
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with respect to the triplet (y(t), h(t),f(t)). This means that we must have 
(8 I Eh (4 = y(t)’ - (f(t) - 4YP) = 0, (8.5) 
(8 I E}, (t) f - A(t) y(t) + Q(k) y(t) = 0, 63.6) 
(8 I El, (9 = - $ (or’) - W) + h(t) (a -f(t)) 
+ Q(k)f(t) =: 0. (8.7) 
If y(t) # 0 for all t in I, then (8.6) can be satisfied if and only if 
h(t) = Q(k), (8.8) 
and hence x(t) is a constant since Q(k) is independent of t. When (8.8) is 
substituted into (8.7) we obtain 
$ (~(4 Y(V) = a-Q(k). (8.9) 
and hence an integration results in 
~(0~0) = Wk) t + 01 
where 01 is to be determined. Setting t = 0 in (8.10) gives us 
(8.10) 
Y(O)’ = $) * (8.11) 
and hence (Y serves to determine the initial value of y(t)‘. 
We now multiply (8.5) by p(t) so as to obtain 
PO> r(t)’ = PW(4 r(t) -P(t) ~YW, (8.12) 
which is equivalent to (8.5) sinceP(t) is strictly positive. An elimination of the 
common term, p(t)y(t)’ between (8.10) and (8.12) gives us 
P(w(t) Y(t) - PW ar(t) = aw4 t + a? 
and hence we obtain 
f(t) = a + a + aWk) t 
PM r(t) 
for y(t) f 0. Accordingly, under satisfaction of the condition y(t) f 0, we 
have determined f(t) if we can obtain an independent determination of k. 
409/&3-‘4 
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Let us first determine -y(t). When (8.13) . is substituted into (8.5), we have 
(8.14) 
and hence an integration with the initial condition y(0) = A yields 
y(t) = -4 + Ii 1 [a + d-2(k) t] dt. 
- 0 PC0 
The condition y(t) = B then gives us 
B = -4 + a jIpG + A?(k) jrp+) dt. (8.16) 
We now have to use the condition k = jtf(t) y(t) dt. From (8.13) we 
obtain 
f(t) y(t) = ar(t) + a +p;;@) t , 
and hence (8.15) yields 
\ -T dt 
k=a.lT+ol, op(t) J 
-+aj:dtj:$( 
dt + CI Jo dt .,‘I & dT( . (8.17) 
If we set 
s 
T dt p= - 
0 PM ’ 
Q=.j%&dt 
R= 
J 
*T dt 
opo +4:dti:p~t 
S = a 
J 
‘rp+ dt + a” j’ dt .[I & dT 
0 
(8.18) 
the basic equations (8.16) and (8.17) become 
Pa + QQ(k) = B - -4 
RCY + %2(k) = k - a/IT. (8.19) 
This system is the same as that given by (5.7), and hence similar results are 
thus obtained as in the case without the specification of the law of evolution. 
It is for this reason that we have dealt with the first class of problems in 
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detail, even though they are not as physically reasonable as the present class 
of problems. In the present class, the discriminent is again given by 
A=PS-RQ. (8.20) 
For the case where p(t) = 1, we have P = T, Q = aT2/2, R = T + aT”/2, 
S = aT2/2 + a2T3/6, and hence A = - asT”/12. We thus have, if a = 1, 
the same value for A as for the class where there is no law of evolution but 
f(t) =p(t) = 1. 
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