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ON THE PARTITIONS WITH STURMIAN-LIKE REFINEMENTS
M. Kupsa 1 2, Sˇ. Starosta2
Abstract. In the dynamics of a rotation of the unit circle by an irrational
angle α ∈ (0, 1), we study the evolution of partitions whose atoms are finite
unions of left-closed right-open intervals with endpoints lying on the past tra-
jectory of the point 0. Unlike the standard framework, we focus on partitions
whose atoms are disconnected sets. We show that the refinements of these par-
titions eventually coincide with the refinements of a preimage of the Sturmian
partition, which consists of two intervals [0, 1 − α) and [1 − α, 1). In particu-
lar, the refinements of the partitions eventually consist of connected sets, i.e.,
intervals. We reformulate this result in terms of Sturmian subshifts: we show
that for every non-trivial factor mapping from a one-sided Sturmian subshift,
satisfying a mild technical assumption, the sliding block code of sufficiently
large length induced by the mapping is injective.
1. Main results
The dynamics given by a mapping T from a set X to itself is often described
using the coding of orbits of points with respect to some specific partition R of X .
This standard approach of symbolic dynamics involves an analysis of the evolution
of the partition R with respect to T , where by the evolution we mean the refining
sequence of partitions Rn for n ≥ 1, defined as follows:
Rn =
{
n−1⋂
k=0
T−kRk
∣∣∣∣∣ R0, . . . , Rn−1 ∈ R
}
\ {∅}.
The partition Rn is the common refinement of R and its preimages T−jR for all
integers j such that 1 ≤ j < n. We call Rn the n-th refinement of R.
Focusing on the dynamics of an irrational rotation of the unit circle, the most
studied partitions are those inducing Sturmian sequences. Given an irrational α ∈
(0, 1), the unit circle is the factor group X = R/Z, represented by the fundamental
domain [0, 1), and the rotation T is the transformation of X given by the formula
T (x) = (x + α) mod 1. The partition inducing Sturmian sequences consists of two
intervals P0 = [0, 1 − α) and P1 = [1 − α, 1). We call this partition Sturmian and
denote it by P , i.e., P = {P0, P1}.
The evolution of the partition P is closely related to combinatorial and other
properties of the Sturmian sequence obtained as a coding of the orbit of the point
0 with respect to P (for detailed study of Sturmian sequences see [Fog02], [Ku˚03]
or [MH40]). It is well known that the refinement Pn, for n ∈ N, consists of n + 1
intervals in which the points T−k(0), for 0 ≤ k ≤ n, divide the unit circle. The
Three lengths theorem, due to So´s ([So´s58]), claims that these intervals are of two
or three lengths. The theorem also describes these lengths in terms of convergents
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of α. Because of the trivial identity (Pm)n = Pm+n−1, the evolution of any
refinement Pm is covered by the mentioned results as well.
There is much less known about the evolution of other partitions. Combinato-
rial results for coding with respect to two-interval or finite-interval partitions with
arbitrary endpoints were obtained in [Did98], [Ale96] and [AB98].
In this paper, we would like to introduce another class of partitions whose evo-
lution can be surprisingly well described. The class consists of all partitions whose
elements are finite unions of right-closed left-open intervals with endpoints from the
set of preimages of the zero T−i(0) for i ∈ N. Although the endpoints are chosen in
a standard manner from the past trajectory of the point zero, the partitions stand
outside the classical framework of coding of rotations because, in our case, the
atoms of the partitions are usually disconnected sets. Partitions from this class are
closely related to the partition P, namely R belongs to the class if and only if R
is rougher than Pn for some n ∈ N (a complete definition follows in Preliminaries).
In other words, a partition from the class consists of the sets that belongs to the
algebra of sets generated by Pn, for some n (the sets are Pn-measurable). We call
these partitions Sturmian-measurable throughout the paper.
Since the partition P and its preimages T−j P, j ∈ N, generate the σ-field of
Borel subsets of the unit interval, the class of all Sturmian-measurable partitions
has the following interesting property; it is a dense set among all Borel partitions
with respect to Rokhlin distance or entropy distance. Our main result shows that
the refinements of any partition from the class coincide with the refinements of
some preimage of P .
In the following theorem, we introduce the main result of our paper. It con-
cerns the refinements of Sturmian-measurable partitions that are non-trivial, i.e.,
consisting of at least two sets.
Theorem 1. Let n ∈ N. If R is a non-trivial partition rougher than Pn, then
Rk = T−ℓPm =
(
T−ℓP
)m
, for some k, ℓ,m ∈ N such that ℓ < n.
In other words, Rk is the partition of the unit circle into a union of right-closed
left-open intervals whose endpoints are the preimages of zero T−i(0) for i ∈ N such
that ℓ ≤ i ≤ ℓ+m.
Let us notice that whenever the partition Rk equals
(
T−ℓP
)m
, then for i ∈ N
every higher refinement Rk+i equals the higher refinement
(
T−ℓP
)m+i
. In this
case, the sequences (Rk)k∈N and ((T
−ℓ P)m)m∈N have the same tail.
The least k such that the partition Rk is of the form described in Theorem 1
strongly depends on R. In the next theorem, we provide an upper bound for the
power k in terms of convergents of α. The continued fraction expansion of α is the
following:
α = [c1, c2, c3, . . . ] =
1
c1 +
1
c2 +
1
c3 + . . .
, ci ∈ N \ {0}.
The convergents of α are then pk
qk
where pk = ckpk−1 + pk−2, p0 = 0, p1 = 1 and
qk = ckqk−1 + qk−2, q0 = 1, q1 = c1. Denote rk = qk + qk−1 for k ≥ 1 and r0 = 1.
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Theorem 2. Let R be a Sturmian-measurable non-trivial partition. Let ℓ be the
largest positive integer and n the least positive integer such that R is rougher than
T−ℓPn. If k ∈ N such that rk−1 ≤ n < rk, then
Rrk+3+2rk−n−2 = T−ℓPrk+3+2rk−3 =
(
T−ℓP
)rk+3+2rk−3
.
Remark 3. The numbers ℓ and n in the statement of the last theorem are unam-
biguous. We will see this fact at the end of Section 2.2.
Let us notice that the theorem does not give the optimal answer when we look
for the minimal m such that Rm contains no disconnected set. It is neither optimal
when searching for the minimal m such that Rm is of the form T−i Pj for i, j ∈ N.
Indeed, when R equals Pn for some n, the optimal answer for both problems is
m = 1, whereas the theorem suggests a number greater than rk+3 + rk − 1.
In Section 4, we rephrase the results in terms of symbolic dynamics (see Propo-
sition 19), namely in terms of injectivity of a sliding block code of finite length
induced by a factor mapping from a Sturmian subshift to another subshift. We
show that for every non-trivial factor mapping from a Sturmian subshift, satisfying
a mild technical assumption, the sliding block code of sufficiently large length in-
duced by the mapping is injective. An immediate consequence of this result is the
fact, that the factor mapping itself is injective. Let us remark that the injectivity of
the factor mapping can be proved by making slight changes in the proof of Cantor
primarility of a two-sided Sturmian subshift given in ([Dur00]), see Proposition 18.
Nevertheless, we did not find a way to adapt this proof to pass from the injectivity
of the factor mapping to the injectivity of the induced sliding block codes in the
case of Sturmian subshift.
In Examples 1 and 2 we show that, in general, the injectivity of a factor mapping
from a subshift to another subshift does not imply the existence of an injective
sliding block code of finite length.
The interpretation of the main result in the frame of symbolic dynamics invokes
its own related problems and open questions, which are discussed in Section 5.
2. Preliminaries
Let X be a set and T : X → X be a mapping on it. A partition R of the
space X is a set of non-empty pairwise disjoint sets from X such that they cover
the whole set X , i.e., X =
⋃
R∈RR. We say that a partition R is finer than a
partition R′ (or equivalently we say that R′ is rougher than R) if every R ∈ R
is a subset of a set R′ ∈ R′. In other words, every set from R′ is a union of sets
from R. This relation, denoted by R > R′, forms a lattice structure on the set
of all partitions of X . The supremum of two partitions is denoted by ∨, it is also
called the join, and for two partitions R and R′ is defined as follows:
R∨ R′ = {R ∩R′ | R ∈ R, R′ ∈ R′} \ {∅}.
It is readily seen that Rn =
∨n−1
i=0 T
−iR for every partition R and every n ≥ 1.
Let a partition R be labeled by indices forming a set Σ, i.e., R = {Ri | i ∈ Σ}.
The labeling of the partition R can be described by the mapping φR : X → Σ,
where φR(x) = i if x ∈ Ri. The sequence (φR(T
ix))ni=0 is called the R-name of x
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of length n. We get
Rn = {Ru | u ∈ Σ
n} \ {∅}, where Ru =
n−1⋂
k=0
T−kRuk .
In other words, the partition Rn is the partition induced by the R-names of the
points from X of length n, i.e., two points from X are in the same set from Rn if
and only if they have the same R-name of length n.
For a given non-empty set A ⊂ X we denote the restriction to A of a partition
R by R|A, i.e., R|A = {R ∩ A | R ∈ R} \ {∅}. For i ≤ j, denote the following
family of sets:
Λ(A, i, j) = {T−mA | i ≤ m < j}.
If the sets in Λ(A, i, j) are pairwise disjoint, we call Λ(A, i, j) a Rokhlin tower(or
simply a tower). The set T−iA is called the base of the Rokhlin tower, T−(j−1)A
is called the top and j − i is the height of the Rokhlin tower. The set T−kA,
i ≤ k < j, is referred to as (k − i)-th level of the tower. We say that a word
u = u0u1 . . . uj−i−1 ∈ Σj−i is the R-code of the tower if
T−(j−1)+kA ⊂ Ruk , for every k such that 0 ≤ k < j − i.
Hence, the R-code of the tower equals the R-name of length j − i of any point
from the top of the tower.
Now, we introduce some notation which helps us to deal with R-names of the
points. For n ∈ N, a word (or block) of length n over a finite set Σ is any finite
sequence u = u0 . . . un−1 of elements from Σ. The set of all words of length n is
denoted by Σn, the length of u is denoted by |u|. The set of all words of all lengths
is denoted by Σ∗, i.e., Σ∗ =
⋃
n∈N Σ
n. For two words u, v ∈ Σ∗ we define their
concatenation, denoted simply by uv, as a word from Σ|u|+|v| such that (uv)i = ui
if i < |u|, and (uv)i = vi−|u| if |u| ≤ i < |u| + |v|. The concatenation of k copies
of a word u is denoted by uk. For u ∈ Σ∗, m,n ∈ N, m ≤ n ≤ |u|, we denote by
u[m,n) the subword of u given by the interval [m,n), i.e., u[m,n) ∈ Σn−m and
u[m,n)i = um+i, for every i such that 0 ≤ i < m− n.
The shift mapping S : Σ∗ → Σ∗ is defined by S(u) = u[1, |u|) for all u ∈ Σ∗.
The shift mapping extends to infinite sequences in the following way. Let ΣN
be the product space of countably many copies of a finite discrete space Σ. The
shift mapping S : ΣN → ΣN is defined by the following equality: (S(x))i = xi+1
for x = (xi)
+∞
i=0 ∈ Σ
N and i ∈ N. The mapping is continuous on ΣN and the pair
(ΣN, S) is a full shift. Given a closed S-invariant subset Γ ∈ ΣN (i.e., S(Γ) ⊂ Γ), the
pair (Γ, S) is a topological dynamical system called subshift, where S is considered
to be restricted to Γ.
A classical way to produce a subshift is the coding of an arbitrary mapping
T : X → X with respect to a finite partition of X . Let R = {Ri | i ∈ Σ} denote a
finite partition of X labeled by Σ. If ΦR : X → ΣN is a mapping which maps x to
its infinite R-name, i.e., ΦR(x) = (φR(T ix))
+∞
i=0 , then the mapping ΦR commutes
with T and S:
ΦR ◦ T = S ◦ ΦR.
In particular, the set ΦR(X) and its closure are both invariant under S. Hence
(ΦR(X), S) is a subshift.
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2.1. Sturmian partition. From now on, the mapping T is as given in Introduc-
tion, i.e., it is the rotation of the unit circle by an irrational angle α: T (x) =
(x + α) mod 1 for all x ∈ R/Z. Also recall that P is the partition consisting of
two sets P0 and P1, where P0 = [0, 1 − α) and P1 = [1 − α, 1). Although both
these objects depend on α, we do not explicitly state this dependence to ease the
notation.
As already stated, the mapping T and partition P define a Sturmian subshift
(ΦP([0, 1)), S). In this section, we state some results concerning our interest: some
specific refinements of the partition P .
It is well-known that the partition Pn consists of n + 1 intervals. The Three
lengths theorem (see [So´s58]) says that these intervals are of at most three lengths
and specifies the lengths in terms of convergents. In particular, it is shown that the
partition Prk−1, for k ∈ N, has intervals of just two lengths. In geometric proofs
of the Three lengths theorem, not only the lengths of intervals are determined, but
also their endpoints. A version of the theorem, which is needed later, is recalled as
Proposition 4. It is a special case of the description of intervals from Pn used in
the proof of the Three lengths theorem in [Ku˚03] (Theorem 4.45, p. 160).
Before stating this version of the theorem, we need some more notations. First,
let us notice that the numbers qkα−pk for k ∈ N form an alternating sequence and
their absolute values ηk = |qkα−pk| satisfy the implicit formula ηk = ηk−2−ckηk−1,
η0 = α, and η1 = 1 − c1α. Denote the following sequence of intervals in R/Z as
follows:
Ik =
{
[−ηk, 0) for k even,
[0, ηk) for k odd.
Proposition 4. Let k ∈ N. The partition Prk−1 consists of two Rokhlin towers
Λ(Ik, 0, qk−1) and Λ(Ik−1, 0, qk), i.e.
Prk−1 = Λ(Ik, 0, qk−1) ∪ Λ(Ik−1, 0, qk), for k ≥ 1.
Moreover,
T−(qk−1+sqk)Ik ⊂ Ik−1, for every s such that 0 ≤ s < ck+1.
We also sometimes say that the towers Λ(Ik, 0, qk−1) and Λ(Ik−1, 0, qk) form the
partition Prk−1.
We conclude this section with an iterative formula for R-codes of the towers
from the previous proposition.
Lemma 5. Let k ∈ N and R be a partition indexed by Σ. Let the R-codes of the
towers Λ(Ik, 0, qk−1) and Λ(Ik−1, 0, qk) exist and let u ∈ Σqk−1 be the R-code of
Λ(Ik, 0, qk−1) and v ∈ Σqk be the R-code of Λ(Ik−1, 0, qk). Then v and vck+1u are
the R-codes of the towers Λ(Ik+1, 0, qk) and Λ(Ik, 0, qk+1), respectively.
The proof of the lemma is a straightforward application of Proposition 4.
The previous lemma and proposition are illustrated in Figures 1, 2, 3 and 4 (for
k even, for an odd k the higher tower is on the left in our setting). The first three
figures depict the two towers Λ(Ik, 0, qk−1) and Λ(Ik−1, 0, qk), the first being always
on the left. Figure 1 shows the partition Prk−1 as two towers. Therein and in what
follows, we use a compact notation 〈n〉 := T−n(0). In Figure 2, the R-codes of the
towers are graphically presented. A level is labeled by the symbol a ∈ Σ if and only
if it is included in Ra. The word u = u0 · · ·uqk−1−1 is the R-code of Λ(Ik, 0, qk−1)
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and v = v0 · · · vqk−1 of Λ(Ik−1, 0, qk) Figure 3 shows the dynamics given by T . The
arrows indicate that each level, except the base, is mapped to the level below. In
accordance with the dynamics, the R-codes are written in the towers from the top
to the base. The arrows also show where the points from the base are mapped by
T . By Proposition 4 the right part of the base of the right tower of length ηk is
mapped to the top of the left tower. The rest of the base and the base of the left
tower must be mapped to the top of the right tower due to the injectivity of the
mapping T . Figure 4 illustrates two consecutive iterations of R-codes given by the
last lemma. (The figure is for k odd.)
〈qk〉 Ik 0
〈qk + 1〉 〈1〉
〈rk − 1〉 〈qk−1 − 1〉
Ik−1 〈qk−1〉
〈qk−1 + 1〉
〈2qk−1 − 1〉
〈qk−1〉 〈2qk−1〉
〈qk − 1〉 〈rk − 1〉
Figure 1. Rokhlin towers Λ(Ik, 0, qk−1) and Λ(Ik−1, 0, qk) form-
ing the partition Prk−1. (The figure is for k even.)
2.2. Sturmian-measurable partitions. Let us recall that a partition of [0, 1) is
Sturmian-measurable if it is a finite partition whose elements are finite unions of
right-closed left-open intervals with endpoints from the set of preimages of zero
T−i(0), i ∈ N. The class of all Sturmian-measurable partitions is closed under
taking preimages and joins. In particular, for all m ∈ N the partition Rm is
Sturmian-measurable whenever R is Sturmian-measurable.
For a partition R we define the set ∂R as the union of the boundaries of the
sets from R. In this definition we consider the topology of R/Z represented by the
fundamental domain [0, 1). The elements of ∂R are cutpoints of the partition R.
Put
C(R) = {i ∈ Z | T−i(0) ∈ ∂R}.
The numbers from this set are called cut-indices of R. The terminology follows the
fact that for Sturmian-measurable partition R, the set ∂R is the smallest set such
that the sets in R can be described as a finite union of intervals whose endpoints
belong to ∂R. Hence, the partition R cuts the circle just at the points from ∂R.
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uqk−1−1
0
uqk−1−2
u0
vqk−1
vqk−2
vqk−qk−1
vqk−qk−1−1
v0
Figure 2. R-codes of the towers forming Prk−1, word u =
u0 · · ·uqk−1−1 is the R-code of Λ(Ik, 0, qk−1), word v = v0 · · · vqk−1
is the R-code of Λ(Ik−1, 0, qk). (The figure is for k even.)
The cutpoints and cut-indices interplay with the lattice operations and the trans-
formation T in the following manner:
∂(R∨ R′) = ∂R∪ ∂R′, ∂(T−jR) = T−j(∂R),
C(R∨ R′) = C(R) ∪ C(R′), C(T−jR) = j + C(R),
for every integer j and partitions R and R′. In particular,
min( C(T−i(Rj)) = i+min( C(R)),
max( C(T−i(Rj)) = i+ j − 1 + max( C(R)),
for every i ∈ Z and j ∈ N.
Let us reformulate the assumption of Theorem 2 using cut-indices. Given a
Sturmian-measurable partition R, integers s,m ∈ N, the partition T−sPm is finer
than R if and only if the cut-indices of R belong to the interval [s, s + m]. If
R is non-trivial, the smallest interval containing all the cut-indices is the interval
[min( C(R)),max( C(R))]. Hence, among all pairs (s,m) such that T−sPm is finer
than R, there is a pair
(s′,m′) = (min( C(R)),max( C(R))−min( C(R))),
which maximizes the first coordinate and minimizes the second simultaneously.
Hence the largest ℓ and the least n introduced in Theorem 2 are uniquely determined
by the partition R. The number ℓ equals the minimal cut-index of R and n equals
the difference between the maximal and the minimal cut-index of R.
3. Proof of the main result
In this section we prove Theorem 2 by applying Proposition 6 which is stated
below. In the second part we prove the proposition itself using the analysis of a
periodic structure in R-codes. Let us notice, that the proposition is a special case
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u
v
〈qk〉
〈rk − 1〉
〈qk − 1〉 〈rk − 1〉
〈qk−1〉〈rk〉
T
T
Figure 3. Dynamics (given by T ) on the towers Λ(Ik, 0, qk−1) and
Λ(Ik−1, 0, qk). (The figure is for k even.)
Proposition 6. Let R be rougher than Prk−1 for some k ∈ N. If 0 and rk − 1
are cut-indices of R, then
Rrk+3+rk−1 = Prk+3+2rk−3.
Proof of Theorem 2. Let ℓ, n ∈ N and a partition R satisfy the assumptions of
Theorem 2, i.e., ℓ = min( C(R)), n = max( C(R)) −min( C(R)), and k ∈ N such
that rk−1 ≤ n < rk. Denote R
′ = T ℓ(Rrk−n). Thus, since R is finer than T ℓPm,
we get
R′ < T ℓ
((
T−ℓPn
)rk−n)
= T ℓ
(
T−ℓ (Pn)rk−n
)
= Prk−1.
In particular, R′ is Sturmian-measurable.
By the properties of cut-indices, mentioned in the previous section,
min( C(R′)) = −ℓ+min( C(R)) = 0,
max( C(R′)) = −ℓ+ rk − n− 1 + max( C(R)) = −ℓ+ rk − n− 1 + ℓ+ n = rk − 1.
Thus, the partition R′ satisfies the assumptions of Proposition 6. Applying the
proposition we get
T−ℓ
(
Prk+3+2rk−3
)
= T−ℓ
(
(R′)rk+3+rk−1
)
= T−ℓ
((
T ℓRrk−n
)rk+3+rk−1)
= Rrk+3+2rk−n−2.
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↓ u
↓ v
↓ vak+1
(a) R-codes of the
towers Λ(Ik, 0, qk+1)
and Λ(Ik+1, 0, qk)
forming Prk+1−1.
↓ vak+1u
↓ v
↓ (vak+1u)ak+2
(b) R-codes of
the two towers
Λ(Ik+2, 0, qk+1)
and Λ(Ik+1, 0, qk+2)
forming Prk+2−1.
Figure 4
To complete the proof we need to prove Proposition 6. 
3.1. Proof of Proposition 6. In the rest of this section we fix k ∈ N and a
partition R = {Ra, a ∈ Σ} satisfying the assumptions of Proposition 6, i.e., k ≥ 1,
R is rougher than Prk−1 and the indices 0 and rk − 1 are cut-indices of R.
Let us denote by u and v the R-codes of the towers Λ(Ik, 0, qk−1) and Λ(Ik−1, 0, qk)
respectively (see Figure 2). The condition on the cut-indices of R can be rephrased
into the following conditions on u and v:
• since the cutpoint 0 of R is the common endpoint of the bases of the towers,
the beginning of u and v differs, i.e., u0 6= v0;
• since the cutpoint T−(rk−1)0 is the common endpoint of the tops of the
towers, the end of u and v differs, i.e., uqk−1−1 6= vqk−1.
Put
w = vck+1u, w′ = (w)ck+2v, w′′ = (w′)ck+3w, z = w′′w′.
Applying Lemma 5 three times we get that w, w′ and w′′ are the R-codes of the
towers Λ(Ik, 0, qk+1), Λ(Ik+1, 0, qk+2) and Λ(Ik+2, 0, qk+3), respectively. It implies
that the words w and w′ are also the R-codes of the towers Λ(Ik+2, 0, qk+1) and
Λ(Ik+3, 0, qk+2). We have just described the R-codes of the towers which form
the partitions Prk+1−1, Prk+2−1 and Prk+3−1. Our aim is to use these R-codes to
describe R-names of length rk+3 of the points from distinct sets from P
rk+3+rk+1−2.
The key role throughout this section will be played by the word z, which is the R-
code of the tower Λ(Ik+3, 0, rk+3).
We divide the interval [0, 1) into several Rokhlin towers (see Figure 5) and sep-
arately analyze the R-names of length rk+3 of the points from distinct towers.
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A↓ w′
w′′ ↓
B
CD
E
〈qk+3〉 0 〈rk+3〉 〈qk+2〉
〈rk+3 − 1〉
〈qk+3 − 1〉 〈rk+3 − 1〉
〈rk+3 + rk − 2〉
Figure 5. Important parts of Prk+3+rk−2. (The figure is for k even.)
Put
A =Λ(I, 0, qk+2), B =Λ(K, 0, rk − 1), C =Λ(K, rk − 1, qk+3),
D =Λ(J, rk − 1, qk+3), E =Λ(J, 0, rk − 1),
where I = Ik+3, J = Ik+2 \ T−qk+2Ik+3 and K = T−qk+2Ik+3. The intervals I, J
and K are the bases of the towers A, E and B, respectively. For any of the towers
A,B,C,D and E, denote its union using the tilde over the letter, e.g., A˜ =
⋃
A.
According to the Three lengths theorem the partition Prk+3+rk−2 arises from
the partition Prk+3−1 by adding new cutpoints
〈j〉, for j such that rk+3 ≤ j ≤ rk+3 + rk − 2.
These points are illustrated by the vertical line between the towers B and E in
Figure 5. It implies that
Prk+3+rk−2 = A ∪B ∪ E ∪ Λ(Ik+3, rk − 1, qk+3).
For a point x ∈ [0, 1), denote the R-name of x of length rk+3 by x̂. In addition,
denote the addition and subtraction in the finite modular group Zrk+3 by ⊕ and ⊖.
For a word u ∈ Σrk+3 , put
Per(u) = {j ∈ Zrk+3 | uj = uj⊖|w′|}, σ(u) = urk+3−1u0u1 . . . urk+3−2u0 ∈ Σ
rk+3 .
Obviously, Per(σ(u)) = Per(u)⊕ 1.
To find Per(z) we need to compare z and σ|w
′|(z),
z = w′′w′ = (w′)ck+3 ww′ = (w′)ck+3 wwck+2v = (w′)ck+3 wck+2wv
= (w′)ck+3 wck+2vck+1uv,
σ|w
′|(z) = w′w′′ = w′(w′)ck+3w = (w′)ck+3w′w = (w′)ck+3 wck+2vw
= (w′)ck+3 wck+2vvck+1u = (w′)ck+3 wck+2vck+1vu.
One can see that the words coincide on first |z| − |v| − |u| positions. Since the
beginnings and ends of u and v differ, we get that the words above differ at positions
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|z| − 1 and |z| − |v| − |u|. Thus,
N ∩ [0, |z| − |v| − |u|) ⊆ Per(z)
and
{|z| − 1, |z| − |v| − |u|} ∩ Per(z) = ∅.
Lemma 7. If x ∈ A˜ ∪ B˜ ∪ C˜, i.e., x ∈ T−mI for some m ∈ [0, rk+3), then
x̂ = z[rk+3 −m− 1, rk+3)z[0, rk+3 −m− 1) = σ
m+1−rk+3(z).
In particular,
Per(x̂) = Per(z)⊕ (m⊕ 1⊖ rk+3).
Proof. First, let us prove that for x ∈ T−(qk+3−1)Ik+2, xˆ = z. Since T−(qk+3−1)Ik+2
is the top of the tower Λ(Ik+2, 0, qk+3), we get that the beginning of xˆ equals the
R-code of the tower, i.e.,
xˆ[0, qk+3) = w
′′ = z[0, qk+3).
Put y = T qk+3x. Surely, xˆ[qk+3, rk+3) equals the R-name of y of length qk+2.
Since y ∈ T (Ik+2), where Ik+3 is the base of the tower Λ(Ik+2, 0, qk+3), the point
y should be on the top of either of the towers Λ(Ik+3, 0, qk+2) and Λ(Ik+2, 0, qk+3).
In the former case, the R-name of y of length qk+2 equals w′. In the latter case,
the R-name equals the beginning of w′′ of length qk+2, i.e.,
xˆ[qk+3, rk+3) = w
′′[0, qk+2) = w
′.
Altogether, xˆ = w′′w′ = z.
We proceed with the proof of the lemma. Let x ∈ T−mI for some 0 ≤ m < qk+3.
Put y′ = Tm−(qk+3−1)x, y′′ = Tm+1x. Thus,
y′ ∈ T−(rk+3−1)I ⊂ T−(qk+3−1)Ik+2, y
′′ ∈ T (I) ⊂ T−(qk+3−1)Ik+2.
(For the last inclusion see the discussion below Proposition 4). We get that ŷ′ and
ŷ′′ equals z. As follows immediately from the definition,
x̂[0,m+ 1) = ŷ′[rk+3 −m− 1, rk+3) = z[rk+3 −m− 1, rk+3),
x̂[m+ 1, rk+3) = ŷ′′[0, rk+3 −m− 1) = [0, rk+3 −m− 1),
which concludes the proof. 
Lemma 8. If x is from E˜, i.e., x ∈ T−mJ , 0 ≤ m < rk − 1, then
x̂ = w′′[qk+3 −m− 1, qk+3)w
′′w′[0, qk+2 −m− 1)
and neither m⊕ |w′| nor m⊖ rk ⊕ 1 belong to Per(x̂).
Proof. Let x be from E˜, i.e., x ∈ T−mJ , 0 ≤ m < rk − 1. Then Tm−(rk+3−1)x
belongs to the top of the tower Λ(Ik+2, 0, qk+3) whose R-code is w′′. Hence, xˆ[0,m+
1) equals w′′[qk+3 −m − 1, qk+3). Since the point y = Tm+1x belongs to the top
of the tower Λ(Ik+2, 0, qk+3), yˆ equals z (see the proof of the previous proposition).
It implies that
xˆ[m+ 1, rk+3) = yˆ[0, rk+3 −m− 1) = z[0, rk+3 −m− 1)
= w′′ w′[0, qk+2 −m− 1, qk+3).
We proved the first part of the lemma.
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The equality above implies that x̂m is the last letter of w
′′. But w′′ ends with w
and w ends with u. So, xm is equal to the last letter of u. Moreover,
x̂[m+ 1,m+ |w′|+ 1) = w′′[0, |w′|) = w′ = wck+2v.
Thus, x̂m+|w′| equals the last letter of v and so differs from xm, i.e., (m⊕|w
′|) does
not belong to Per(x̂).
Since m < rk − 1 and rk < |w′′| = qk+2, we get
x̂m⊖rk⊕1 = x̂m+1+|w′′|+|w′|−rk = w
′
|w′|−rk
and
x̂m⊖rk⊕1⊖|w′| = x̂m+1+|w′′|−rk = w
′′
|w′′|−rk
.
However,
w′ = wck+2v =
|w′|−rk︷ ︸︸ ︷
wck+2−1vck+1 uv and w′′ = (w′)ck+3w =
|w′′|−rk︷ ︸︸ ︷
(w′)ck+3vck+1−1 vu.
Since rk = |u|+ |v|, x̂m⊖rk⊕1 equals the first letter of u and x̂m⊖rk⊕1⊖|w′| equals
the first letter of v. By the properties of u and v, the letters differ, i.e., (m⊖ rk⊕1)
does not belong to Per(x̂). 
Lemma 9.
• If x ∈ T−mI and y ∈ T−m
′
I for some 0 ≤ m < m′ < rk+3, then x̂ 6= ŷ.
• If x ∈ A˜ ∪ B˜ ∪ C˜ and y ∈ E˜, then x̂ 6= ŷ.
Proof. Let x ∈ T−mI and y ∈ T−m
′
I for some 0 ≤ m < m′ < rk+3. Since rk+3−rk
is greater than rk/2, then
0 < m⊖m′ < rk+3 − rk or 0 < m
′ ⊖m < rk+3 − rk.
Suppose that the former inequality holds. Then the number
m⊖ rk+3 = m
′ ⊕ (m⊖m′)⊖ rk+3
does not belong to Per(x̂), but belongs to Per(ŷ) (see Lemma 7). It implies that
x̂ 6= ŷ. By similar arguments, the latter of the above mentioned inequalities implies
that m′ ⊖ rk+3 does not belong to Per(ŷ), but belongs to Per(x̂). We get again
that x̂ and ŷ differ.
Let the group Zrk+3 be equipped with the “circle” distance d(i, j) defined as the
minimum of i⊖ j and j⊖ i. Let x ∈ A˜∪ B˜ ∪ C˜ and y ∈ E˜, i.e., y ∈ T−mJ for some
m < rk. By Lemma 7 we get that
diam
(
Zrk+3 \ Per(x̂)
)
≤ j ≤ rk,
and by Lemma 8 we deduce that
diam
(
Zrk+3 \ Per(ŷ)
)
≥ d(m⊕ |w′|,m⊖ rk ⊕ 1) = min(rk ⊖ 1⊕ |w
′|, 1⊖ rk ⊖ |w
′|).
Since rk + |w
′| ≤ rk+3 and |w
′| ≥ 2, we get
rk ⊖ 1⊕ |w
′| = rk − 1 + |w
′| > rk and
1⊖ rk ⊖ |w
′| = rk+3 + 1− rk − |w
′| > qk+3 + qk+2 − qk − qk−1 − qk+2
= qk+2 + qk+1 − qk − qk−1 ≥ qk+2 ≥ rk+1 > rk.
Thus, the diameters of the above mentioned sets differ. It implies x̂ 6= ŷ. 
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R′
E˜
∨
T−(rk−1)R′
T−(rk−1)E˜
=
Prk+3+2rk−3
Figure 6. Partitions R′, T−(rk−1)R′ and Prk+3+2rk−2.
Corollary 10. Partition Rrk+3 is finer than R′, where
R′ = {E˜} ∪ A ∪B ∪ Λ(J ∪K, rk − 1, qk+3).
Proof. The previous lemma shows that
Rrk+3 |X˜ \ D˜ > {E˜} ∪A ∪B ∪ C.
Since Rrk+3 < Prk+3+rk−2, the points in D˜ have the same R-names of length rk+3
as the points from the same level in C˜. More precisely, if x ∈ T−jJ , rk − 1 ≤ j <
qk+3, then x̂ = ŷ for any y ∈ T−mIk+2, in particular, x̂ = ŷ for any y ∈ T−jK. 
Proposition 11. Rrk+3+rk−1 = Prk+3+2rk−3.
Proof. Since R < Prk−1,
Rrk+3+rk−1 <
(
Prk−1
)rk+3+rk
= Prk+3+2rk−3.
The opposite inequality arises as follows:
Rrk+3+rk−1 = (Rrk+3)rk > Rrk+3 ∨ T−(rk−1)Rrk+3
> R′ ∨ T−(rk−1)R′ > Prk+3+2rk−3.
The first inequality is obvious, the second holds by the previous lemma. The last
inequality follows from the fact, that T−(rk−1)E˜ is a subset of the union (D˜ ∪ C˜),
where partition R′ separates each level, see Figure 6. 
Remark 12. We use the concept of refining Rokhlin towers over the intervals In for
n = k − 1, k, . . . , k + 3 to find R-names of suitable lengths for the points from the
unit interval. This approach is based on the same ideas that are behind two clas-
sical concepts: Rauzy induction and Bratelli-Vershik diagrams. Both notions were
originally introduced as a multiscale description of “low dimensional” dynamics
(not only the rotation), nevertheless, they can be adapted to provide a method for
generating the coding of the trajectories with respect to a certain partition. Rauzy
induction for rotations is used e.g. in [AFH99], Bratelli-Vershik diagrams for rota-
tions is described in [DDM00]. For reader’s convenience, let us briefly explain how
is our approach related to Rauzy induction.
Rauzy induction is based on the induction on a certain set and localization of
points by their times of the first entrance to this set. In this article, we in fact per-
form a Rauzy induction by inducing the original map T on the set J = In ∪ In+1
for n ≥ k, where k is the integer fixed in the beginning of section 3.1. By us-
ing the concept of Rokhlin towers, we do not recover a new two-interval exchange
transformation as in Rauzy induction, but we get a pair of towers where the dy-
namics on their basis corresponds to the dynamics obtained by Rauzy induction.
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The main difference of the two approaches is that the described Rauzy induction
(and its recursive repeating) allows us to easily determine R-names of the points
of the basis of the new towers, i.e., of interval J , while our approach gives eas-
ily the R-names of the points from the tops of the new towers, i.e., from the set
T−qn+1+1(In) ∪ T
−qn+1(In+1) (see lemma 5).
4. Symbolic Dynamics
In this section, we rephrase our main results in the terms of Sturmian subshifts
and related sliding block codes. We use the fact that a Sturmian subshift derived
from the rotation by an angle α arises as coding of the rotation with respect to the
partition P . We also show that in other subshifts the analogous proposition need
not hold.
4.1. Sturmian subshifts. A Sturmian subshift (Γ, S) is the coding of the rotation
with respect to the partition P, i.e.,
Γ = ΦP (X) ⊂ {0, 1}
N.
The topology on Γ is generated by the sets
[u]ℓ = {(xi)i∈N ∈ Γ | xi+ℓ = ui for every 0 ≤ i < |u|}, u ∈ {0, 1}
∗.
The set [u]ℓ, if it is nonempty, is called a cylinder of length n shifted by ℓ. The
partition of cylinders of length n shifted by ℓ is defined as follows:
[Σn]ℓ = {[u]ℓ | u ∈ Σ
n} \ {∅}.
The inverse mapping Φ−1P , applied as a set function on the subsets of Γ, has the
following properties:
(1) For every ℓ, n ∈ N, the mapping sends [Σn]ℓ bijectively onto T−ℓP
n, i.e.,
Φ−1P ([u]ℓ) = T
−ℓPu =
n−1+ℓ⋂
i=ℓ
T−iPui , for every u ∈ Σ
n.
(2) The mapping preserves the relation “to be rougher than”, i.e., if R < R′
for partitions of Σ, then Φ−1P (R) < Φ
−1
P (R
′).
It follows immediately that the following results hold.
Proposition 13. If n ∈ N and R is a nontrivial partition rougher than [Σn]0, then
there exist k, ℓ,m ∈ N such that ℓ < n and
Rk = [Σn]ℓ .
Proposition 14. Let R be a nontrivial partition rougher than [Σn]ℓ for some
ℓ, n ∈ N. Take ℓ the largest and n the least possible to satisfy the assumption. If
k ∈ N such that rk−1 ≤ n < rk, then
Rrk+3+2rk−n−2 =
[
Σrk+3+2rk−3
]
ℓ
.
These results can be also reformulated in terms of sliding block codes.
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4.2. Sliding block codes. In this section we mainly follow the terminology from
[Ku˚03] and [LM95]. Given a subshift (Γ, S) and m ∈ N, the language of Γ of length
m is the set of words defined as follows:
Lm(Γ) = {u[k, k +m) | u ∈ Γ, k ∈ N}.
For positive integers m and n and a mapping ψ from Lm(Γ) to a finite set ∆,
we denote by ψ∗n the mapping from Lm+n−1(Γ) to ∆n defined by the equality
(ψ∗n(u))i = ψ(uiui+1 . . . ui+m−1), 0 ≤ i < n, u ∈ L
m+n−1(Γ).
The mapping ψ is called a local rule of width m and ψ∗n is called the sliding block
code of length n induced by ψ. In the same way, the mapping from Γ to ∆N defined
by the equality
(ψ∗∞(u))i = ψ(uiui+1 . . . ui+m−1), 0 ≤ i < n, u ∈ Γ,
is the infinite sliding block code induced by ψ.
A homomorphism from a subshift (Γ, S) to a shift (∆N, S) is any continuous
mapping f : Γ→ ∆N that commutes with shift mappings, i.e., f ◦ S = S ◦ f . Since
the spaces Γ and ∆N are compact, every homomorphism f is uniformly continuous
and it is therefore equal to the infinite sliding block code ψ∗∞ for some local rule
ψ.
The main problem of this section is the relation of the injectivity of a local rule
and the injectivity of the induced homomorphism. The following lemma shows that
one direction follows from the definitions.
Lemma 15. Let (Γ, S) and (∆N, S) be subshifts, ψ : Lm(Γ) → ∆ be a local rule.
If for some n ∈ N the sliding block code ψ∗n is injective, then the sliding block
code ψ∗(n+ℓ) is injective for every ℓ ∈ N and the infinite sliding block code ψ∗∞ is
injective.
Proof. Let ψ : Lm(Γ) → ∆ be a local rule and n be a natural number such that
ψ∗n is injective.
Given ℓ ∈ N, suppose that words u and v from Lm+n+ℓ−1(Γ) have the same
image under ψ∗(n+ℓ) which we denote by w. Then for every i ≤ ℓ,
ψ∗n(u[i, i+m+ n− 1)) = w[i, i + n) = ψ∗n(v[i, i+m+ n− 1)).
Assuming injectivity of ψ∗n, we get that the words u[i, i+m+ n− 1) and v[i, i +
m + n − 1) are the same for every i ≤ ℓ. It implies that u = v. This proves that
ψ∗(n+l) is also injective.
The proof of injectivity of ψ∗∞ is analogous. 
Let us emphasize the part of the lemma which says that if a sliding block code
of some finite length is injective, then the infinite sliding block code is injective too.
A natural question is whether the converse holds.
If the subshift (Γ, S) is finite, i.e., Γ is finite, then the situation is simple and
the answer is affirmative. In the infinite case, an important role is played by the
minimality and the dependence of the local rule on the first coordinate.
For every positive natural number n ≥ 2, denote by gn the mapping from L
n(Γ)
to Ln−1(Γ) defined as the cut-off of the last letter, i.e., g(x) = x[0, n − 1). We
say that a local rule ψ from Lm(Γ) to ∆ is minimal if either m = 1, or there is
no local rule ψ′ from Lm−1(Γ) to ∆ satisfying the condition: ψ′ = ψ ◦ gm, i.e.,
ψ′(u) = ψ(u[0,m − 1)) for every u ∈ Lm(Γ). A local rule ψ : Lm(Γ) → L1(Γ)
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ignores the first letter if there exists a mapping ψ′ : Lm−1(Γ) → L1(Γ) such that
ψ = ψ′ ◦ S, i.e., ψ(u) equals ψ′(u[1,m)), for every u ∈ Lm(Γ).
A rule ignoring the first letter induces sliding block codes which ignores the
first letter as well. In other words, if ψ = ψ′ ◦ S, then for every n ∈ N we have
ψ∗n = (ψ′)∗n ◦ S and ψ∗∞ = (ψ′)∗∞ ◦ S. Since the mapping S is not injective, the
sliding block codes of all lengths and the infinite sliding block code are not injective
either.
The next two lemmas show the important role of minimal local rules.
Lemma 16. If ψ is a local rule of width m, then a local rule ψ′ of width m′ such
that m′ ≤ m induces the same homomorphism as ψ if and only if
ψ′(u[0,m′)) = ψ(u), for every u ∈ Lm(Γ).
In particular, given a local rule ψ, there exists just one minimal local rule ψ′ of
a smaller or equal width that induces the same homomorphism. The mapping ψ′ is
of minimal width among all mappings inducing the same homomorphism as ψ.
The proof is straightforward.
Lemma 17. Let Γ be infinite, ψ : Lm(Γ) → ∆ be a local rule of width m. If a
sliding block code of finite length induced by ψ is injective, then ψ is minimal.
Proof. Suppose that Γ is infinite, ψ is a non-minimal local rule of width m, n is
a positive natural number. Since ψ is not minimal, there exists a local rule ψ′ of
width m− 1 such that ψ = ψ′ ◦ gm. It is readily seen that for every natural number
n ∈ N we have ψ∗n = (ψ′)∗n ◦ gm+n−1. But the infiniteness of Γ does not allow
gm+n−1 to be injective. Hence, ψ
∗n is not injective either. 
In accordance with the previous discussion, we can restrict the above mentioned
question as follows:
Question 1. Let a minimal local rule ψ do not ignore the first letter. Does the
injectivity of the infinite sliding block code induced by ψ implies the injectivity of
the sliding block code of length n induced by ψ for some finite n ∈ N?
The answer to this question is negative: the following two examples, Example 1
and 2, are counterexamples. However, we will show that if we restrict ourselves to
Sturmian subshifts, then the answer is positive (see Proposition 19 below).
Example 1. Let Γ = {0, 1}N and ∆ = {0, 1, 2}. Let ψ : L2(Γ) → ∆ be the local
rule defined as follows:
ψ(11) = 0, ψ(10) = 0, ψ(01) = 1, ψ(00) = 2.
This rule is minimal and does not ignore the first letter. Let us remark that for
every x, y ∈ L2(Γ), ψ(x) = ψ(y) implies x[0, 1) = y[0, 1). By induction one can
easily prove that for every n ∈ N,
ψ∗n(x) = ψ∗n(y) =⇒ x[0, n) = y[0, n).
Hence, ψ∗∞(x) = ψ∗∞(y) implies x = y. We get that the infinite sliding block
code induced by ψ is injective. On the other hand, for every n ∈ N, x ∈ {0, 1}n,
the words x10 and x11 belong to Ln+2(Γ) and their images under ψ∗(n+1) are the
same. It implies that no sliding block code of finite length induced by ψ is injective.
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The previous example is simple and instructive, however, it is quite far from
Sturmian subshift, for which the answer is positive as already mentioned, from the
point of view of subword complexity and minimality. Therefore, we introduce the
next example of a subshift which is minimal and of low subword complexity.
Example 2. Let Γ be the Toeplitz subshift generated by a Toeplitz sequence given
as the limit of the following sequence of words (un) determined by
u1 = 00 and un+1 = un11un10un for n > 0.
Surely, all words 11, 10, 01 and 00 belong to the language of Γ. Hence, the local
rule ψ has the same domain as in Example 1. Therefore, the local rule is minimal
and does not ignore the first letter. In addition, the words un11 and un10 belong to
the language of Γ and have the same image under the sliding block code of length
n + 1 induced by ψ. Thus, the sliding block code of finite length induced by ψ is
never injective.
Let us remark that a Toeplitz sequence is of linear subword complexity, see
[CK97]. Hence, the examples show that injectivity of an infinite sliding block code
(i.e. the factor mapping from a subshift) does not imply the existence of an injective
sliding block code of finite length.
Before introducing the positive answer to Question 1 in the case of Sturmian
subshifts we would like to discuss a closely related fact about Cantor primarility
of the two-sided Sturmian subshift. The proof of this fact introduced in [Dur00]
shows slightly more, namely that any non-trivial factor mapping from a two-sided
Sturmian subshift to a dynamical system defined on a Cantor space is injective
(so the map is a conjugacy). The proof can be adapted for one-sided Sturmian
subshifts, but then a new technical assumption on the mapping appears. If we
focus on the factor mappings to a subshift, the claim and its proof is as follows.
Proposition 18. Let ψ∗∞ be a homomorphism from a (one-sided) Sturmian sub-
shift (Γ, S) to a (one-sided) subshift (∆N, S) induced by a minimal local rule ψ :
Lm(Γ)→ ∆. If ψ does not ignore the first letter, then the two following conditions
are equivalent:
• ψ∗∞ is not constant,
• ψ∗∞ is injective.
Proof. Since injectivity implies non-triviality, we only need to prove that there is
no minimal rule ψ such that ψ does not ignore the first letter and ψ∗∞ is neither
constant, nor injective. Let us assume such a rule ψ exists. We will now follow
the ideas in the proof of Proposition 11 in [Dur00]. For a (one-sided) Sturmian
subshift (Γ, S) there is a factor mapping γ from (Γ, S) to the rotation of the circle
([0, 1[, T ), where T (z) = (z +α) mod 1, such that every point from the circle has a
unique preimage except for the points T−n(0) with n ∈ N. Denote the set of these
points by O. The point T−n(0) has two preimages which we denote x(n) and y(n)
in such a way that the conditions S(x(n+ 1)) = x(n) and S(y(n+ 1)) = y(n) hold
for every n. The mapping ψ∗∞ is not injective, therefore, there are distinct points
x1 and x2 from Γ with the same image. We consider two cases.
First case, γ(x1) = T
k(γ(x2)) for some k ∈ Z. Without loss of generality, we
assume that k ≥ 0. By minimality, there is a sequence (ni)
+∞
i=0 of nonnegative
integers such that Sni(x1) and S
ni(x2) converges to the respective limits x3 and
x4, where x3 6∈ γ
−1(O). Since γ(x3) = γ(S
k(x3)), we get x3 = S
kx4. Hence,
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ψ∗∞(x4) = ψ
∗∞(x3) = ψ
∗∞(Skx4) = S
k(ψ∗∞(x4)). Since the Sturmian subshift
has no factor with a periodic point, we get k = 0 and γ(x1) = γ(x2). Hence,
without loss of generality, we can assume that x1 = x(n) and x2 = y(n) for some
n ∈ N. We get
ψ∗∞(x(0)) = ψ∗∞(Sn(x(n))) = ψ∗∞(Sn(y(n))) = ψ∗∞(y(0)).
The assumption that ψ does not ignore the first letter implies that the images of
x(0) and y(0) under the map ψ∗∞ must differ. It is a contradiction.
Second case, γ(x1) − γ(x2) mod 1 does not belong to the both-sided orbit of 0.
Let us define the mapping η from [0, 1[ to (∆N, S) as follows: η(z) = ψ∗∞(x(n))
if z = T−n(0) for some n ∈ N, and η(z) = ψ∗∞(γ−1(z)) otherwise. The map η
is continuous, whenever for every n ∈ N, ψ∗∞(x(n)) = ψ∗∞(y(n)). Given n ∈ N,
there are sequences (mi)
+∞
i=0 and (ni)
+∞
i=0 such that S
mi(x1) converges to x(n) and
Sni(x1) converges to y(n). We can suppose that S
mi(x2) and S
ni(x2) converges to
the limits x3 and x4, respectively. We get
γ(x3)− γ(x(n)) = γ(x1)− γ(x2) = γ(x4)− γ(y(n)) mod 1.
Hence, γ(x3) does not belong to the both-sided orbit of 0. Moreover, γ(x(n)) =
γ(y(n)). It implies that x3 and x4 coincide and
ψ∗∞(x(n)) = ψ∗∞(x3) = ψ
∗∞(x4) = ψ
∗∞(y(n)).
Hence, η is a non-constant continuous map from the unit circle into a totally dis-
connected space. This is a contradiction. 
Next proposition considers injectivity of a finite sliding block code and gives a
positive answer to Question 1. Having proved the previous proposition and Lemma
15, a natural strategy of the proof of Proposition 19 would be to prove that (2)
implies (1) (last two conditions are surely equivalent). Unfortunately, we did not
find an easy way to prove it in this way. Instead, we apply Proposition 14 to
prove that (4) implies (1). As a byproduct, we obtain another proof of Proposition
18. However, this proof is more complicated because it involves all the machinery
needed to prove Theorem 1.
Proposition 19. Let (Γ, S) be a Sturmian subshift, ψ∗∞ be the homomorphism
from (Γ, S) to a subshift (∆N, S) induced by a local rule ψ : Lm(Γ)→ ∆.
If the rule ψ is minimal and does not ignore the first letter, then the following
conditions are equivalent:
(1) ψ∗n is injective for some natural number,
(2) ψ∗∞ is injective.
(3) ψ∗∞ is not constant,
(4) ψ is not constant.
Proof. It is readily seen that the conditions above are ordered from the strongest
to the weakest, i.e. (1)⇒ (2)⇒ (3)⇒ (4). It suffices to prove that (4) implies (1).
Suppose that ψ : Lm(Γ) → ∆ is a non-constant minimal local rule that does not
ignore the first letter.
For a ∈ ∆, define Ra = (ψ∗∞)
−1
[a]. The set R = {Ra | a ∈ ∆} \ {∅} forms a
partition and for every n ∈ N, u ∈ ∆n, we get that the set Ru, defined in Section
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2, satisfies the following condition,
Ru =
n−1⋂
k=0
S−k
(
(ψ∗∞)−1 [uk]
)
=
n−1⋂
k=0
(ψ∗∞)−1
(
T−k[uk]
)
= (ψ∗∞)−1 [u]
=
⋃
{[v] ⊂ Γ | v ∈ Lm+n−1(Γ), ψ∗n(v) = u}.
In particular, Ru is a union of cylinders [v] from [Σ
m] for every u ∈ ∆∗. Hence,
R is rougher than [Σm]. Let ℓ be the largest and m′ the least possible integer such
that R is rougher than [Σm
′
]ℓ.
Since ψ does not ignore the first letter, there are two words u, v ∈ Lm(Γ) such
that u[1,m) = v[1,m) and ψ(u) 6= ψ(v). In particular, u0 6= v0. We get that u and v
are in the same set from [Σm−1]1, but they are not from the same set from R. Thus,
R is not rougher than [Σm]1. It implies that ℓ = 0. The minimality of the local rule
implies that there are two words u, v ∈ Lm(Γ) such that u[0,m− 1) = v[0,m− 1)
and ψ(u) 6= ψ(v). In particular, um−1 6= vm−1. We get that u and v are in the
same set from [Σm−1]0, but they are not from the same set from R. Thus, R is
not rougher than [Σm−1]0. It implies that m
′ = m.
By Proposition 14, there exists n ∈ N such that Rn = [Σm+n−1]. Hence, for
u ∈ ∆n, Ru is either empty, or equal to one cylinder from [Σ
m+n−1]. It implies that
there is at most one v ∈ Σm+n−1 such that ψ∗n(v) = u. Thus, ψ∗n is injective. 
Let us remark that the rule ψ mentioned in Example 1 can be restricted to a
Sturmian subshift and thus seemingly produce a counterexample to Proposition
19. However, it is not a counterexample since the local rule applied to a Sturmian
subshift has to be restricted to the words from the language and that means for
the Sturmian subshift that either 00 or 11 is not be taken into account. But then,
either the local rule ψ is not minimal (when 00 is not in the language), or it is
injective (when 11 is not in the language).
5. Open problems
The first problem concerns the rotation of the unit circle and the evolution of a
partition that consists of finite unions of intervals. We proved that if the endpoints
of the intervals belong to the past trajectory of the point zero, then the refinements
of the partition will eventually consist of connected sets, i.e., intervals. The question
is if it remains to be true if we omit the assumption on the endpoints of the intervals.
It is not difficult to see that it is not true in full generality. The counterexample
is the partition R into two sets [0, 1/4) ∪ [1/2, 3/4) and [1/4, 1/2) ∪ [3/4, 1). The
symmetry of the partition ensures that for every n ∈ N and every x ∈ [0, 1/4), there
exist set M and N from Pn such that M contains points x and x + 1/2 and N
contains the points x+1/4 and x+3/4. In particular,M and N are not connected.
By the same argument we can show that the counterexample is any non-trivial
partition R that is invariant under a rational rotation, where the invariance under
a rational rotation means that there exist a natural number m ≥ 2 such that for
every x ∈ [0, 1), the number (x + 1/m) mod Z belongs to the same set from R
as x does. As far as we know, it is not known whether Rn eventually consists
of connected sets (intervals) in the case when R is not invariant under a rational
rotation.
The second problem is related to the main result formulated in terms of sliding
block codes: for which subshifts can one give a positive to Question 1? In section
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4.2, we showed that for a certain high and low subword complexity subshifts the
answer is negative. Does it mean that only Sturmian subshifts and its factors admit
a positive answer? Might it be another characteristic of these subshifts? Or does
there exist other subshifts with this property? A good candidate might be another
coding of the rotation of the unit circle or some class of substitution subshifts.
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