Abstract
Introduction
Exploiting reuse is a powerful mechanism for improving the performance of computational systems in general. For relational database systems, it has been shown that identifying common subexpressions [22] and applying view materialization strategies [9] can yield sizable decreases in query execution time when processing multiple query batches. Nevertheless, when applications do not conform to the relational database model, especially where the developer can extend the database by adding application-specific processing capabilities and operators, the multiple query optimization techniques developed for relational databases cannot be applied directly. In this work, we refer to an instance of a data analysis operation as a query that processes input data via user-defined operations, generates intermediate results, and produces an output dataset.
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Specifically, we investigate performance improvements for multi-query workloads obtained by breaking the query processing into a chain of primitive operations. Two observations are central to our approach. The first one is that, in many data analysis applications, portions of the dataset domain is usually regarded as hot spots, meaning regions where most of the interesting phenomena are located. The second observation is that more sophisticated data analysis operations can frequently be defined in terms of simpler primitive operations via what we call functional decomposition. Furthermore, subsets of these primitive operations can be shared by many higher level operations, and, by extension, queries of different types.
In this context, we define functional primitives as the user-defined smallest data processing operations in a particular query execution schema that produce a temporary aggregate as a result. We approach the problem of identifying common subexpressions (or temporaries in our terminology) from an algorithmic perspective, in a similar way to that of Kang et al. [14] . However, Kang et al. restrict their domain to relational operators. In contrast to their work, we cannot decompose queries into well-defined, and preexistent primitives that can then be converted into low-level programs (the algorithms). This is because the data analysis applications we target do not in general lend themselves to being described as a pre-defined set of common primitives, due primarily to their inherent exploratory nature. Our ideas have many commonalities with other work, and we refer the reader to the technical report version of this paper where related research is discussed [4] .
We argue that using functional decomposition via primitive operations will often lead to improved system performance, since it exposes many potential optimization sites to the query planner: (1) intra-query parallelism can be exploited by running primitives on different machines or by executing multiple copies of a primitive [6, 7] , (2) data reuse can be increased between queries of the same type (i.e. queries using the same set of primitives with different query parameters), and (3) data reuse can be achieved between different query types (i.e. queries that use different combinations and subsets of the set of primitives). In the following sections, we elaborate on an approach for functionally decomposing data analysis queries to improve data and computation reuse. Our approach relies on a framework for the bottom-up construction of query processing chains based on primitive operations. We perform a quantitative case study on a satellite data processing application to evaluate the performance improvements that can be obtained through the functional decomposition of queries.
Case Study Application: Kronos
Remote sensing has become a very powerful tool for geographical, meteorological, and environmental studies. Advanced sensors attached to satellites orbiting the earth collect information from which a dynamic view of the surface of the planet can be extracted [23, 24] . The raw data gathered by satellite sensors can be post-processed to carry out studies ranging from monitoring land cover dynamics to estimating biomass and crop yield. Kronos [24] is a software system that provides on-demand access to raw data and user-specified data product generation. It has been built on the premise that typical queries dealing with remotely sensed data have a common processing model.
Kronos targets datasets composed of remotely sensed AVHRR GAC level 1B (Advanced Very High Resolution Radiometer -Global Area Coverage) orbit data [17] . The raw data is continuously acquired by multiple satellites. The volume of data for a single day is about 1GB. An AVHRR GAC dataset consists of a set of Instantaneous Field of View (IFOV) records organized according to the scan lines of each satellite orbit. Each IFOV record contains the reflectance values for 5 spectral-range channels. Each sensor reading is associated with a position (longitude and latitude) and the time the reading was recorded. Additionally, quality indicators are stored with the raw data.
When dealing with these datasets, queries can be as simple as visualizing the remotely sensed data for a given region using a particular cartographic projection [13] or as complex as statistically comparing a composite data product across two different time stamps [21] . A typical query specifies a three-dimensional bounding box that covers a region of the surface of the earth over a period of time. A composite image of the selected area is generated from input IFOV records whose coordinates fall into the query bounding box. Generating a composite image requires projecting the area onto a two-dimensional grid that represents the final twodimensional image and selecting the "best" sensor value that maps to each grid point. A scientist can choose the projection and composition functions that are most suitable for the study he/she is conducting. A correction algorithm for the IFOV records may also be part of the query processing, since many different techniques can be employed to eliminate inconsistencies in the data due to instrument drift, atmospheric distortion, and topographic effects [10] .
Kronos is an example of a data analysis application. Although it is designed and implemented for a specific type of remotely sensed data, it employs a processing structure that is common in many data analysis applications [6, 7, 8, 15] . Although we use Kronos in our case study, we have developed the techniques presented in this paper based on our experience with a range of data analysis applications targeted in our earlier work. Thus, we expect that these techniques can be applied to other applications.
Aggregation Operations, Data Reuse, and Functional Decomposition
For data analysis applications, an aggregation operation typically takes a collection of input tuples fitting some selection criteria and computes a tuple in the output dataset. For applications like Kronos, the selection criteria is usually temporal -all tuples for a particular time period are aggregated -and/or spatially/geographicallyoriented -all tuples that fall in a given spatial region (often described via an n-dimensional rectangle) are aggregated.
When multiple queries are submitted to the query processing system, the intermediate and final results (i.e. temporary and output datasets) from an aggregation operation carried out for a query can be cached for reuse by other queries. To optimize the execution of multiple queries, a system with limited resources should cache the aggregates with the highest utility, i.e., the ones that have a higher reuse potential [2] . Moreover, the system should implement mechanisms to maximize the usefulness of aggregates both while they are being computed and after they have been cached. In the remainder of this section, we describe two mechanisms for this purpose. Projection primitives target techniques for the transformation of intermediate and final results that are already in the cache in such a way that they can be reused for other queries. On the other hand, functional decomposition aims at breaking up the execution of a complex aggregation operation into sub-operations so that intermediate results generated by sub-operations can be cached to achieve greater data reuse.
Projection Primitives
Conventional data caching approaches require a complete and perfect match between the output to be computed and a previously computed aggregate. We introduce the notion of projection primitives that allow transforming an aggregate generated by a query so that it can be used to com-0-7695-1926-1/03/$17.00 (C) 2003 IEEE pletely or partially satisfy a new query. We call the use of such projection operations active semantic caching. With this mechanism, the system has a better chance to profit from data and computation reuse than with conventional caching.
Based on our experience with Kronos and other applications [2, 6, 8, 15] , we have identified four kinds of projection primitives based on the type of reuse they can leverage:
Dimensional (Spatio-temporal) Overlap Primitives: In applications dealing with multi-dimensional range queries, usually one of the clauses in the query meta-data gives the spatial and/or temporal coordinates of the region over which the query will perform a computation. A spatiotemporal (dimensional) projection primitive essentially performs a geometric translation and/or rotation on the cached data, in addition to clipping the n-dimensional region to conform to the predicate for the new query. The data product can be easily computed by simply extracting the relevant parts, if the cached aggregate completely subsumes the one being computed. Otherwise, the data product can only be partially computed, in which case the missing regions must be calculated from the input data or from other cached aggregates.
Composable Reduction Operations Primitives: Aggregation operations that implement generalized reductions [12] are commutative and associative, producing the same output value regardless of the order the input tuples are processed. A composable reduction operation primitive takes one or more temporaries with a finer-level aggregation 1 and transforms them into a coarser-level aggregation, coalescing multiple data points into a single new data point (see Figure 1 ). However, in order for such computation to generate correct results, a congruence relationship must exist between the cached aggregates and the one to be computed.
We define a congruence relationship as follows. Suppose for a set of tuples . As an example from satellite data processing, the maximum temperature per week cannot be computed from two-day aggregations since a day from the second week would be included in the fourth two-day aggregate.
Inductive Aggregation Primitives: Some aggregations can be described inductively, i.e., can also be computed from
by employing the inverse operation § . Here, T designates the inductive step or how much precision one desires for a computation.
An example of such a situation happens in virtual microscopy in which a lower resolution image can be produced from a higher resolution image by subsampling [3] . A projection primitive in these cases benefits from the fact that building
and F is cheaper than generating it from the input dataset. On the other hand, the refining process may require access to the input dataset, but the new aggregate can be computed faster if a previously computed aggregate from a prior inductive step is used.
Invertible Aggregation Primitives: Some aggregations are computed by applying functions to a single input tuple or to a collection of input tuples. Some of these functions may be algebraically or procedurally invertible. For example, in satellite data processing, atmospheric correction is often employed to account for atmospheric effects on remotely sensed data [10] and is performed by applying a function, for example, of the form Composition of Multiple Projection Primitives: Oftentimes, combinations of projection primitives can be used to transform a cached aggregate for reuse by another query. For instance, a dimensional projection primitive can be followed by a primitive for either composable reduction operations or inductive aggregation functions to produce the desired aggregate. In this case, the query plan states how an aggregate is manipulated in order to obtain the necessary set of transformations.
Overlap Functions
Related to each projection primitive is the issue of computing the amount of overlap between a cached aggregate and the aggregate sought by a query plan with respect to a particular projection primitive. That is, an estimate of how much reuse there is between the input to the projection primitive -the cached aggregate -and the output of the primitive -the sought aggregate. There is a one-to-one correspondence between each projection primitive and a function that can compute the amount of overlap. In general, the overlap function returns a value between 0 (no overlap) and 1 (full overlap). When the system is computing a query plan, the overlap function is used to rank cached aggregates in terms of how much they can help in computing the new aggregate required by the query being planned.
For dimensional projections, the overlap function computes a normalized value that measures how much of the desired aggregate can be computed from the cached one. This is accomplished by calculating the geometric overlap using two bounding boxes -one for the cached aggregate and one for the aggregate to be computed.
For composable reduction projections, the overlap function returns the congruence level, which is defined as the percentage overlap between the aggregation level of a cached aggregate and the aggregation level to be computed (e.g., an aggregate for days 1 and 2 has a 0.5 overlap with an aggregate for days 1, 2, 3 and 4 from the same year).
For inductive functions, the overlap function computes an index in terms of inductive distance. The distance is normalized based on the inductive step being searched for (e.g., an image with a resolution of 2 
Functional Decomposition
In many applications, the processing required to evaluate a query involves relatively complex operations that can be implemented from a set of primitive operations. We refer to an operation as primitive if it is an application-specific minimal and indivisible part of data processing. An example is the processing of satellite data, in which sensor data is first range-selected and subsampled, correction algorithms are applied to the data, an aggregation operation is performed, and, finally, a projection is carried out to yield the final query output, called a data product [13] .
A complex function can be defined as a composition of several primitive operations: , different algorithms can be chosen by a particular user query. For example, data correction (atmospheric correction) is an intermediary step in evaluating a Kronos query. Various researchers prefer different techniques for performing correction on raw sensor data [20, 24] . Therefore, a monolithic implementation effectively reduces the likelihood of identifying reusable aggregates even though some intermediate result could have been employed by other queries.
Based on this observation, we suggest the implementation of complex operations as a sequence of primitive operations: are intermediate temporary aggregates. When a complex operation is decomposed into a sequence of primitive operations, the query plan goes through a processing chain in which aggregates generated by a primitive in the chain are used as input to the next primitive. In essence, aggregates are materialized along the processing chain, in contrast to data elements being consumed, as in a relational database iterator-based pipelined processing chain [11] . In general, the decomposition approach has high potential to increase data reuse opportunities at the expense of requiring more space for caching intermediate aggregates and more bookkeeping.
Functional Decomposition and Data Reuse in Kronos
We can classify queries supported by Kronos into two main types based on the amount of processing they require: 2. High complexity: a 3D box specifying the region, time, compositing function, atmospheric correction algorithm, cartographic projection, and resolution. For these queries, the cartographic projection is applied to data that has been aggregated, calibrated, and corrected.
The decomposition of a high complexity query is displayed in Figure 2 . These two types of queries can be expressed as a combination of the following data processing primitives:
Range Selection: Retrieves the relevant IFOVs from raw AVHRR data (v ), given a uniform 2-dimensional grid and temporal coordinates. The output of this function is the selected raw data (' ).
Atmospheric Correction: Applies an atmospheric correction algorithm and modifies the relevant part of the selected raw data tuples (' ). This function is annotated with information about the correction algorithm.
Composite Generator: Generates a data product (w ) from the calibrated raw data (x ). The product generation consists of aggregating many IFOVs for the same spatial region and multiple temporal coordinates according to a particular aggregation criteria. The function is annotated with the aggregation criteria.
Subsampler: Converts the input data to a user-specified spatial resolution. The subsampling operation can be performed at different stages in the query processing chain. In Kronos, a discrete grid is computed based on the pixel resolution and only pixels falling within a fixed distance of the grid intersections are processed. Therefore, input to the subsampler primitive can be the raw data (v ), the selected raw data (' ), or a data product (w ). The output is the subsampled raw data (' y ) or data product (w y ). Cartographic Projection: Applies a mapping function that converts a uniform 2-dimensional grid (on the sphere) into a particular cartographic projection. Like the composite generator function, this function also is annotated with an algorithm. Input to this function can be selected raw data (' ), a data product (w ), or subsampled data (' 
Projection Primitives
The functional decomposition of Kronos queries, as described in the previous section, permits the deployment of various projection primitives that can leverage reuse opportunities during query execution as stated in Section 3.1.
The dimensional overlap projection primitive can be employed on the output of the Range Selection function to eliminate the data elements that fall outside the bounding box of a new query. The dimensional overlap primitive can also be used on the output of other functions. When a partial overlap is detected, the spatio-temporal range attribute can be repartitioned to automatically dispatch subqueries that compute the remaining parts of the new aggregate.
The invertible aggregation primitive can be used on the output of the Atmospheric Correction function. The original non-corrected information can be obtained by inverting the correction algorithm. The new correction algorithm can then be applied, avoiding retrieving the input data again.
Both the composable reduction operation primitive and the inductive aggregation primitive can be employed for the Composite Generator function. For composable reductions, the aggregation level across the two aggregates must be congruent. For inductive aggregations, an aggregate can be used as an initial partial result for computing a new temporary with additional temporal data aggregated from the raw input data.
The inductive aggregation primitive can be used for the Subsampler function to compute a lower resolution output from a higher resolution aggregate, as well as a higher resolution aggregate from a lower resolution aggregate by employing additional input data.
System Support
The runtime support for functional decomposition is implemented as an extension to the multiple query optimization (MQO) middleware we have developed [2, 3, 5] . The middleware provides a C++ class library for application developers to implement queries with user-defined processing operations. The runtime system consists of several services and employs a multithreaded execution environment in order to simultaneously execute multiple queries on a cluster of shared-memory multiprocessor machines. A more detailed description of the middleware infrastructure can be found in [3] .
Implementing a Query. The primary step in implementing a query consists of identifying the functional primitives that make up the query processing structure. In this work, we expect that the application developer will present to the system a functional description of the query type (or types) to be supported by the application. This assumption is also made by other frameworks that require the functional decomposition of complex computations [1, 7, 18, 19] .
The execution chain of a query type , referred to as a query graph. A vertex represents a function primitive and an edge corresponds to a data dependency between the two primitives sharing the edge. An edge is marked with a cacheable flag. If this flag is set, the output of the function primitive at the tail of the edge is cached by the system. In the query graph, a projection primitive can be viewed as a function primitive; hence, it can be represented by a vertex in the graph. A vertex is referred to as a sink, or output, vertex if it is the one that generates the output data product for the query. A source, or input, vertex is one that processes the input data elements selected by the query. In a topological sort of the query graph, the sink vertex is at the top level (i.e. level zero), whereas source vertices are the leaves of the query graph. An intermediate vertex at level uses a projection primitive, for decreasing the execution time by reusing a cached aggregate.
The middleware framework provides a C++ base class from which user-defined primitives can be derived. The base class has a virtual execute method that the application developer is expected to implement. This function takes the data to be processed and its meta-data information and produces an aggregate and meta-data information associated with it. The base class also provides two additional virtual methods, overlap and project, which must be implemented by the application developer. The project method implements the projection primitives that can be performed on cached aggregates to produce input for the corresponding primitive using one or more of the strategies discussed in Section 3.1. The overlap method must return the amount of overlap between a cached aggregate and a new query along with the type of the projection primitive(s) to be applied, as described in Section 3.2.
Caching Infrastructure. The system component that allows exploiting reuse opportunities is the active semantic caching infrastructure referred to as the Data Store. It employs a two-tier architecture that uses both main memory and secondary storage. The in-core cache implements ondemand lookup for reusable aggregates, while the persistent cache in secondary storage allows for maintaining cached aggregates across different invocations of the server. In this paper, we focus on in-core caching of aggregates.
When the server is started up, a fixed amount of memory is allocated to the in-core cache. A query interacts with the Data Store using a DataStore object, which provides functionality similar to the C library malloc function. When a query needs to allocate space from the Data Store, the size of the aggregate and the corresponding metadata information are passed as parameters to the alloc method of the DataStore object. This design ensures that all dynamically allocated memory is accounted for. The Data Store also provides a lookup method. It is used to determine whether a query/primitive can be computed entirely or partially using the aggregates stored in the cache. The lookup method calls the overlap method for each relevant cached aggregate and returns a reference to the object that has the greatest overlap with the query.
Query Planning and Execution. The runtime system can execute multiple queries simultaneously. The level of concurrency is limited by the number of processors that are available to the system. Each query is executed as a separate thread on a single processor -a query thread. If a query is described as a sequence of primitives, all the primitives are executed by the same processor. When all of the processors are busy, a new query received by the system is put into a waiting queue.
Query planning and execution is carried out in two steps. In the first step, a decision is made as to which query from the waiting queue is selected for execution. The second step determines the data reuse for the query and the set of subqueries that should be executed to generate the portions of the query result that cannot be generated from cached aggregates. In earlier work [5] , we developed methods for scheduling queries in the waiting queue for execution. We informally describe here the second step to determine reuse for functionally decomposed queries. The details of the algorithm can be found in [4] .
For a given query type If there is complete overlap, the output is computed from the cached aggregate by applying the appropriate projection primitive(s). If the cached aggregates can only be partially used to compute the primitive under evaluation, subprimitives are recursively scheduled for computation of the incomplete regions. On the other hand, if no overlap was detected, the primitive needs to be executed from scratch by computing it from input data. At this phase, there are two possibilities. If the primitive is a source vertex its processing only requires access to the raw input data. Otherwise the primitive is an intermediate vertex. In this case, the algorithm attempts to locate the required input data in the cache. If the input dataset is not found, the primitive at the next level needs to be recursively executed to generate it. In both cases, the input dataset will be available for final processing using a primitive-specific execute method. The method performs the computation necessary to generate the output dataset for a specific primitive from the input dataset.
As an example, consider plan
in Figure 3 . The runtime system starts query execution at the top level ( 
Experimental Evaluation
We present three collections of experiments: (1) a performance study of the benefits of functional decomposition, (2) an evaluation of the performance improvements obtained by employing all combinations of projection primitives when a medium-sized collection of queries is evaluated, and (3) an analysis of how each projection primitive behaves when overlaps of different types are observed. More extensive experimental results are reported in [4] . The experiments were run on a 24-processor SunFire 6800 Solaris 2.8 machine with 24GB of main memory. A dataset consisting of one month (January 1992) of AVHRR data was used, totaling about 30GB.
In order to evaluate the benefits of partitioning an application into primitives and to quantitatively measure the performance improvements, we investigated the system performance using a synthetic workload model. We employ a Table 1 . Transition probabilities variation of the Customer Behavior Model Graph (CBMG), which is a technique utilized, for example, by researchers analyzing performance aspects of e-business applications and website capacity planning [16] . A CBMG can be characterized by a set of T states, a set of transitions between states, and by an
, of transition probabilities between the T states. A typical query in Kronos employs all the primitives, from getting the raw data in the Range-Selection primitive to computing the final data product from the Composite Generator primitive. A query specifies a geographical region, a set of temporal coordinates (a continuous period of days), a resolution level (both vertical and horizontal), a correction algorithm (from 3 possibilities), and a compositing operator (also from 3 possibilities). Once a query is executed, the expected transitions from that query to the next one are given by one of the following operations: spatial movement, temporal movement, resolution increase or decrease, applying a different correction algorithm, or applying a different compositing operator.
For our experiments, we used the transition matrix in Table 1. Workload 1 was used for all the experiments and workload 2 was used specifically to help analyze the performance impact of functional decomposition. More details about the workload model can also be found in the technical report version of this paper [4] .
Evaluation of Functional Decomposition. Exposing reuse sites through functional decomposition can increase the likelihood that a query will be partially or completely computed from cached aggregates. The benefits of this technique are dependent on the workload the system is processing. In order to evaluate the effectiveness of functional decomposition, we have collected experimental results for the following configuration: 16 clients generating 4 queries each 2 and submitting them to the server running with a fixed cache size of 1GB and with two query threads 3 . We employed two different workloads with the transition probabilities described in Table 1 of its transitions driven by spatial movement, which means that a great deal of reuse across queries can occur at the compositing level (making caching at that level alone beneficial). On the other hand, workload 2 has most of its transitions changing the compositing and atmospheric correction methods, which requires reaggregating the data at the compositing level (making caching at that level not especially beneficial). Of particular interest in Figures 4 (a) and (b) is that caching at all levels improves performance much more than configurations in which only a single caching point was exposed. For the two workloads, caching at all levels achieves about a 30% decrease in average query execution time compared to the original version of Kronos. For workload 2, we see that caching only at the last primitive in the processing chain is not helpful, because very little reuse can occur at that level.
Evaluation of Combinations of Projection Primitives.
For this experiment, we employed a workload generated according to the transition probabilities for workload 1 depicted in Table 1 , consisting of 32 queries. In addition to testing all sixteen combinations of projection primitives, we also measured the performance of the original Kronos code. For a fair comparison, only a single query was executed at any given point in time for the active caching system (i.e. there was only a single query thread). The results in Figure 5 show that employing projection primitives is a main contributor to increasing the overall system throughput. In the figure, DIM stands for Dimensional Overlap, INV for Invertible Aggregation, COMP for Composable Aggregation, and IND for Inductive Aggregation. We should note that DIM and IND can be employed for the output of all Kronos functions, whereas COMP is suitable only for the output of Composite Generator and INV only for that of Atmospheric Correction. In the experiments, we observed that the performance increases provided by employing each projection function in isolation are much less than those obtained by combining multiple projection functions. As is seen in Figure 5 , combining functions enables greater reuse by making possible the use of other transformation functions.
Another interesting result from Figure 5 is that having all the optimizations turned on is not necessarily the best strategy, although it does produce about a 50% decrease in batch execution time compared to the original Kronos code. The configuration DIM-COMP-IND (all but Invertible Aggregation primitives are turned on) yields the overall best performance by a small margin. We attribute this result to the fact that the query execution algorithm employs a top-down greedy strategy that assumes that the higher an aggregate is in the execution chain (i.e. closer to a sink), the more profitable it is to have the aggregate employed for reuse. On the other hand, in Kronos the only situation in which the invertible aggregation function is employed is in the correction primitive. This primitive allows the runtime system to turn the corrected values back into the original input values, so that another correction method can be applied. In such a situation, if the input data is also in the cache (from the range-selection primitive), the strategy employed by the query execution algorithm is definitely more expensive than simply using the input data and applying the new correction method directly. Hence, this experiment shows that a cost model for evaluating the query plan is needed in order to assign weights to each possible optimization path.
Evaluation of Performance Improvement by Individual Projection Primitives. To understand how much each projection primitive contributes to decreasing the query execution time, we evaluated the system using queries specifically tailored to benefit from data reuse opportunities provided by a single projection primitive.
For spatio-temporal overlaps, we studied how the query execution time is affected when the system identifies a cached aggregate that can be used to partially or fully compute the query. The test query produces a 7-day composite for the continental United States that requires retrieving 258.5 MB of input data. We executed the query when the cache was empty and when aggregates that covered from one sixteenth up to half of the final query result were available in cache. For these queries, the decrease in execution time is proportional to the amount of overlap detected, minus a very small overhead.
In order to see how effective detecting inductive aggregation overlaps is, we used a query with the same attributes as the query for the spatio-temporal overlap experiment. However, we changed its resolution to 144 k @ per pixel. Each new query was answered by reusing the cached result generated by that query. For this situation, queries with resolution ratios of 16, 4, and 1, respectively, have an almost instantaneous response, since the cached composite only needs to be subsampled to yield the new query result. As the resolution ratio goes to 1/4 and 1/16, the improvement is less dramatic because a subquery needs to be generated and run to compute missing pixels, but some benefit from reuse is still observed.
For analyzing composable aggregation overlap, we employed a continental U.S. query, but one that generates an 8-day composite. We measured how long a query takes to execute, assuming the cache contains a partial match that is a 1-day, 2-day, or 4-day composite, with the rest of the query answered from input data. In this case, the drop in execution time was also proportional to the amount of detected overlap.
For Kronos, the only primitive that allows for invertible aggregation reuse is correction. To evaluate its benefits, we observed the performance improvements from inverting a result to produce the original input data (as opposed to retrieving the input data again) and then transforming the inverted values by applying a new correction method. We employed a query that computes a 7-day data product for the continental U.S. Assuming this result is available with a particular correction method, a query requiring the same composite but using a different correction method was submitted. We observed improvements between 60% and 75% comparing to computing the query from scratch. This result confirms that the extra computation required to apply a new correction method can be considerably less expensive than retrieving the input data from disk again.
Conclusions
Functional decomposition and automatic data and computation reuse strategies are the central contributions of this work. Functional decomposition enables greater data and computation reuse since decomposing the application improves the odds that a particular optimization can be employed. We have shown that these techniques can improve the performance of data analysis applications executing range queries when multiple query batches are submitted for evaluation. Our results also show that the extra software infrastructure required by the runtime system to optimize multiple query workloads only lightly impacts system performance for single query evaluations. More importantly, the performance improvements obtained for multiquery batches largely outweigh those overheads.
An important result of this work is that, although multiple overlap/project strategies can be employed, the relative benefits for using each strategy individually is highly dependent on the types of commonalities (data access patterns and computations to be performed) present in the workload. Moreover, providing a cost model to analyze potential optimization paths is an area of future research that can ensure that the best set of strategies is employed when considering all the possible data transformations and a given set of available cached aggregates.
Although not the central point of this work, the Kronos application showed the characteristics of an I/O bound application, especially under heavier workloads. Our middleware system is able to employ clusters of machines, as well as more decentralized Grid configurations. More sophisticated architectures can be utilized to improve the system throughput under such circumstances by aggregating the collective I/O bandwidth available across multiple nodes. We plan to undertake an experimental investigation of these complex scenarios in the near future.
