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1 Introduction
Cells are usually minute in size but complex in structure and dynamics. They are
the smallest known basic unit of life and are capable of existing on their own in the
form of a single cell organism such as amoeba. They can also exist as a group of
cells (as found in multicellular organisms such as slime molds) working together to
perform specific tasks towards the well being or detriment of the organism. They per-
form some cellular functions by responding to stimuli in their environment. Usually
by becoming polarised, moving, deforming (i.e a change in shape or size) and repo-
sitioning their intracellular organelles (Chen et al. 2000). Likewise in the absence of
external stimuli, cells in vitro are found to deform spontaneously (Biname´ et al. 2010;
Maeda et al. 2008). It is now well established that the cortical actin filaments play an
important part in both the spontaneous and migratory behaviour of cells, though the
series of events that lead to each may be different (Stephanou et al. 2004).
The migratory behaviour of cells plays a crucial role in many biological events
(e.g. physiological and pathological process (Le Clainche and Carlier 2008)) such as
immune response (Fleischer et al. 2007; Lauffenburgery and Horwitz 1996; Ridley
et al. 2003), wound healing, development of tissues (Xue et al. 2010), embryogenesis
(Clark 1996; Stephanou 2010), inflammation and the formation of tumour metastasis
(Lauffenburgery and Horwitz 1996; Ste´phanou et al. 2008). A significant amount of
work has been done in determining the migratory behaviour of cells. Most of this
work has been done through theoretical studies, laboratory experiments and mathe-
matical modelling of cell dynamics (Zaman et al. 2005). In the last few decades, a lot
of studies were carried out in order to aid the understanding of biochemical processes
of cell motility. These studies have improved our understanding of the order of events
and the identification of some key molecular components that are actively involved
in cell motility (Keren and Theriot 2008). Migration is the result of a cycle of mul-
tistep events (Xue et al. 2010) namely: protrusion of pseudopodia infront of the cell
body (the protrusion must be large for migration to be sustained), the formation of
new adhesion sites that connect the extracellular matrix to the actin cytoskeleton at
the protrusion regions (Le Clainche and Carlier 2008), the development of traction,
translocation of the cell body and the release of old adhesion sites at the rear of the
cell (Ananthakrishnan and Ehrlicher 2007; Gupton et al. 2005; Lauffenburgery and
Horwitz 1996). These events depend on the mechanical properties of the cells which
in turn are determined by the cytoskeleton and its associated proteins, cell struc-
tures as well as the surroundings with which the cells interact (Zhu et al. 2000). On
the contrary, less work has been done towards the understanding of the spontaneous
deformation of cells (Stephanou et al. 2004). Spontaneous deformation is found to
occur in both static and motile cells (Maeda et al. 2008). It has been hypothesised
that spontaneous deformation of a cell is caused by an internal pressure generated in
the cell cytoplasm as a result of the cortical actomyosin contraction. This pressure
is assumed to be sufficient in pushing the cell membrane outward at positions where
the membrane is not strongly linked to the cytoskeleton (Biname´ et al. 2010; Paluch
et al. 2005; 2006). It is clear that any work geared towards understanding the spon-
taneous dynamics of cells would aid shed more light on the mechanisms that govern
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cell dynamics and also improve understanding of the mechanisms and processes that
prompt a static cell to begin to migrate.
Most of the recent studies on cell migration have focused on the mechanisms of
cell-signalling that play a part towards the occurrence and sustenance of large-scale
cell polarity while little attention has been given to the study of the mechanical and
physical factors that engineer the large-scale coordination of cell dynamics (Keren
and Theriot 2008). By coupling the interactions among the various mechanical and
biochemical factors, a better understanding could be gained on the various cellular
processes that regulate cell movement (Okeyo et al. 2009). Although there has been
a considerable amount of work towards the study of the F-actin network dynamics,
it is not fully understood how the mechanical forces produced by actomyosin con-
tractility spatiotemporally control the F-actin flows and deformations (Okeyo et al.
2009). In Okeyo et al. (2009), it has been suggested that the mechanical forces origi-
nating from the actomyosin interactions are key to the occurrence of cell movement.
Actin is a polymer that can exist either in filamentous form (F-actin) or in monomet-
ric form (G-actin) (Chen et al. 2000) and F-actin is arranged in a paired helix of two
protofilaments (Ananthakrishnan et al. 2006). The actin cortex is made up of short
actin filaments that are arranged as a three-dimensional meshwork of approximately
50 nm (Ananthakrishnan et al. 2006) and underlies the cell membrane. The size of the
meshwork increases towards the interior of the cell to approximately 300 nm (Anan-
thakrishnan et al. 2006). Actin filament usually undergoes rapid polymerisation (into
F-actin) and depolymerisation (into G-actin) and this depends on physical or chem-
ical conditions that influence the cell (Pullarkat and Ferna´ndez 2007). Its network is
the most prevalent and dynamic protein in the cell cytoskeleton and plays an impor-
tant part in maintaining cell shape and locomotion (Pullarkat and Ferna´ndez 2007).
The aim of this work is to study cell deformations by considering both the me-
chanical and biochemical properties of the cortical network of actin filaments and
its concentration. In this study, we adopt the hypothesis that the filaments will either
push on the membrane when they polymerise in order to create more space for the
extension of actin filaments or pull on the membrane when they contract. Contraction
of the filaments occurs as a result of the interaction of actin with myosin which is a
protein found in the cytoplasm. As a result of the interaction between actin filaments
and myosin-II, stress fibres generate a contractile force that is used in cell locomo-
tion and control of cell shape (Bischofs et al. 2008; Senju and Miyata 2009). We also
assumed that the contraction of the network creates cytoplasmic flows throughout the
cell which increase the pressure in the cytoplasm and push the membrane outward at
locations where the membrane is not firmly linked to the actin network (Stephanou
et al. 2004).
Our model is a modification of a cytomechanical model by Stephanou et al.
(2004) which was an extension of an earlier model describing the actin cytogel by
Lewis and Murray (1991; 1992). In our model we focus on the polymerisation kinet-
ics of actin with regard to cell deformations as was done in Stephanou et al. (2004)
and Alt and Tranquillo (1995).
A two-dimensional (2D) approximation of the problem holds since the cell that
we consider is an in vitro cell adhering on a 2D substrate. In an experimental con-
dition the lamellipodial zone where the actin dynamics are taking place is very flat
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and can be considered 2D. In Stephanou et al. (2004) the description of the actin dy-
namics was restricted to a one-dimensional circular active layer of radius r in order
to avoid the problem involved in dealing with a free moving cell boundary with the
boundary parameterised using a 2D polar coordinate system. The limitation of the
polar coordinate system is its difficulty in describing the evolution of a domain as it
moves outside the origin of the polar coordinate. These limitations can be dealt with
by using a different computational model for its numerical approximation derived
based on for example, a level set method (LSM) (Sethian 1996), a boundary element
method (BEM) (Brebbia 1981; Crouch and Starfield 1983) or a finite element method
(FEM) (Madzvamuse et al. 2003; Reddy 1993; Zienkiewicz et al. 2005). BEM is an
efficient numerical tool that is very useful in the discretization of models where only
the surface is of interest (Hofreither et al. 2010). And it is computationally expensive
to obtain solutions in the interior of the domain. Also the application of the BEM to
second-order inhomogeneous partial differential equations and nonlinear problems
is much more difficult compared to the FEM (LaForce 2006). Mathematical models
that describe cell dynamics are usually non-linear in nature. FEM can be used easily
to approximate non-linear problems and can handle continuously deforming complex
geometries (Reddy 1993; Sadd 2005) and are thus perfect for modelling cell defor-
mations. The LSM is an efficient numerical technique that can be used to track the
motion of complex fronts as they evolve (Sethian 1996). The LSM method will not
be implemented here but we intend to use it in future studies to track splitting and
reconnecting cells.
In view of these, we develop in this paper a finite element model that is defined
in a 2D cartesian coordinate system. In Section 2 we introduce the model problem.
Nondimensionalization of the mathematical model is carried out in Section 3 in order
to reduce the number of model parameters. Furthermore, in this section we carry
out linear stability theory in order to identify key bifurcation parameters as well as
compute analytical solutions close to bifurcation points that will be used to validate
numerical results. We present the finite element numerical scheme for our model in
Section 4 and in Section 5 we present our findings and show that this model is able to
describe the intracellular actin dynamics and the resulting shapes and movements of
protrusion and retraction of the membrane. Furthermore we highlight key parameters
of the model that determine the cell membrane dynamics.
2 Model problem
Themodel problem for the actin dynamics is an extension of an existing mechanochem-
ical model which describes the actin cytogel (Lewis and Murray 1991; 1992). In the
cytogel model, sol/gel transition kinetics were considered, in our case we focus on
the polymerisation kinetics of actin as was done by Stephanou et al. (2004).
The network of actin filament is considered as a viscoelastic and contractile gel.
These properties are represented by stress tensors comprising a viscous σ v, elastic
σ e, contractile σ c components, plus an additional pressure component σ p. Actin is
supposed to move under diffusion and convective effects. We assume that at the in-
tracellular level, the cell complies to Newtonian dynamics such that inertial terms are
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negligible compared to viscous and elastic forces hence motion ceases as soon as the
forces are turned off (Lewis and Murray 1991; Purcell 1977).
We consider the kinetics of polymerisation and depolymerization of actin fila-
ments by assuming that the filaments either push on the membrane when they poly-
merise or pull on the membrane when tethered to it, by contracting. We also as-
sume that the contraction of the network creates cytoplasmic flows throughout the
cell which lead to an increased pressure. This pressure pushes the membrane out-
ward at locations where the membrane is not firmly linked to the actin network. Thus
the model consists of two coupled equations, a force balance equation (2.1a) that de-
scribes the mechanical properties of the network of interconnected actin filaments in
the cell cytoplasm and a reaction-diffusion equation (2.1b) that describes the concen-
tration of actin, its random movement via diffusion, convective and dilution effects
due to shape movement and its kinetics of polymerisation and depolymerization.
Let Ωt ⊂R2 be a simply connected bounded continuously deforming domain
representing the cell shape at time t ∈ I = [0,Tf ], Tf > 0 and ∂Ωt be the boundary
describing the cell. At any given point, x=(x(t),y(t))∈Ωt ⊂R2, let a= a(x(t), t) be
the F-actin concentration and u= (u(x(t), t),v(x(t), t))T be a vector of displacement
of the elements of the actin network at position x ∈Ω t at time t ∈ I. As a result of
cell movement we define β to represent the flow velocity of the elements of the actin
network andω n the normal velocity of the boundary. Furthermore denote n= (nx,ny)
the outward unit vector normal to the boundary. We note that by defining u to be a
vector of displacement of the elements of the actin network at position x ∈ Ω t at
time t ∈ I, the following system of equations describing the actin dynamics as given
by Stephanou et al. (2004) models both plasticity and viscoelasticity of the actin
network:
∇ · (σ v+σ e+σ c+σ p) = 0 in Ω t , t ∈ I, (2.1a)
∂a
∂ t
−Da∆a+∇ · (aβ )− ka(ac−a) = 0 in Ω t , t ∈ I, (2.1b)
u(x(t), t) = 0 for x ∈Ω t , t = 0, (2.1c)
a(x(t), t) = a0 for x ∈Ω t , t = 0, (2.1d)
β = ω n for x ∈ ∂Ω t , t ∈ I, (2.1e)
σ v ·n = σ e ·n = n.∇a = 0 for x ∈ ∂Ω t , t ∈ I, (2.1f)
where in (2.1a), σ v, σ e, σ c and σ p are the viscous, elastic, contractile and pressure
component stress tensors. These are defined as:
σ c = σ(a)I= ψa2e−a/asat I, (2.2)
σ v = µ1
∂ε
∂ t
+µ2
∂φ
∂ t
I, (2.3)
σ e =
E
1+ν
(
ε+
ν
1−2ν φI
)
, (2.4)
σ p =
p
1+φ
(
1+
2
pi
δ (l)arctana
)
I, (2.5)
where ε = 12 (∇u+∇u
T ) is the strain tensor, I is the identity tensor, φ = ∇ ·u is
the dilation, and µ1 and µ2 are the shear and bulk viscosities of the actin network
respectively. Finally E and ν are the Young’s modulus and Poisson ratio respectively.
The function σ(a) represents the contractile activity of the actomyosin network (see
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Fig. 2.1). In the above formulation, 2asat represents the saturation concentration of
F-actin.
In order to describe the pressure forces acting within the cell we make the follow-
ing assumptions. We assume that the initial domain is a unit disk which we denote
as Ω0 and that there exists a family of bijective mappings that maps the points ξ =
(ξx,ξy) of the initial domain to point x on the current domainΩ t . Let l :Ω t× I→R
and it’s corresponding function on the initial domain be lˆ : Ω 0× I → [0,1] where
lˆ(ξ , t) is the distance between the centroid and the point ξ in the initial domain with
lˆ(ξ , t) = l(x(ξ , t), t). The function p(a) := p1+φ
(
1+ 2pi δ (l)arctana
)
describes the
pressure force in different regions governed by the heavy-side function:
δ (l) =

1 if the point (x, t) with l(x(ξ , t), t) = lˆ(ξ , t) is such that
the distance ξ 2x +ξ 2y > 0.8 in the initial domain,
0 elsewhere.
(2.6)
This signifies that far from the membrane, only the osmotic component p/(1+ φ)
of the pressure force exists within the network and depends on the dilation φ . In
the vicinity of the membrane (i.e. where ξ 2x + ξ 2y > 0.8), a polymerisation-induced
pressure which depends on the local actin density reinforces the osmotic stress and
pushes the membrane out at regions where the filaments are not firmly linked to the
membrane (see Fig. 2.2 for a graphical illustration). δ (l) is used here to specify the
differences in pressure in the cell at the vicinity of the membrane and further away
from it. We have assumed that the polymerisation of actin, which happens predomi-
nately at the vicinity of the membrane, induces a pressure that reinforces the osmotic
pressure at the vicinity of the membrane. In (2.1b), ac is a constant parameter rep-
resenting the F-actin concentration at the chemical equilibrium. It differentiates the
states of polymerisation and depolymerization. The polymerisation rate is given by
ka and Da is a positive diffusion coefficient for F-actin. On the boundary, we take the
flow velocity of the actin network β = ω n := ∂u/∂ t. Here u is the displacement of
the actin network at any given point in space and is computed as the displacement
solution obtained from the force balance equation (2.1a). In the interior of the do-
main, we assume that β = ∂x/∂ t := ∂u/∂ t where ∂x/∂ t is the mesh velocity. Thus
we have a Lagrangian description of the domain evolution.
2.1 Initial and boundary conditions
We define the initial domain Ω 0, t = 0, to be a unit disk. We prescribe the initial
conditions for actin density a0 to correspond to random small perturbations around
the homogeneous steady state of the cell. This state biologically corresponds to the
cell condition right after mitosis (i.e. cell division) with the cell having a perfectly
circular shape. We assume that at the initial time, the cell is unstrained from its orig-
inal position. The boundary conditions in (2.1e) specify a zero flux boundary for the
reaction-diffusion equation (2.1b) and a stress free boundary for the force balance
equation (2.1a).
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Fig. 2.1: Function σ(a) describing the actomyosin network contractility. The contrac-
tility first increases in a parabolic way with the actin density until a critical density of
actin is reached after which the contractility begins to decrease exponentially. This is
due to compaction of the network which prevents further contraction. Here asat = 2.0
and ψ =1.0.
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Fig. 2.2: (Colour version online) A graphical and pictorial description of the varia-
tion of the function p(a) on a typical cell. In (a) the function p(a) is shown describing
the pressure force existing at the vicinity of the membrane. This force comprises of
a passive hydrostatic component and an active polymerization-induced force com-
ponent corresponding to the force applied by the growing filaments pushing on the
membrane to create the space required for their growth. In (b) a schematic illustration
of the variation of the function p(a) within a typical cell is shown, where l0 = 0.8.
Remark 2.1 We note that in a previous work by Stephanou et al. (2004), the dis-
placement u(x(t), t) was taken to be the displacement of the elements of the actin
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network from the original unstrained position. In this work, we compute the displace-
ment u(x(t), t) continuously given the previous positions of x ∈Ω t , at time t ∈ I.
This assumption implies that at each time t, the elastic forces in (2.1a) are negli-
gible and the viscous forces dominate. An advantage of this modification is that the
cell is no longer rigid but can translate, expand and contract.
3 Linear stability analysis of the model equations
In this section we carry out linear stability analysis of the mathematical model. But
first we non-dimensionalize the system of equations. This reduces the number of
parameters making the mathematical analysis afterwards more amendable.
3.1 Nondimensionalization
Let the length scale L be a typical radius of a cell. Substituting the following dimen-
sionless quantities into (2.1a) and (2.1b),
t˜ = tka, a˜= aac , u˜=
u
L , ∇˜= L∇, ∆˜ = L
2∆ , a˜sat = asatac ,
p˜= p 1+νE , φ˜ = φ , ε˜ = ε, µ˜i = µika
1+ν
E , ψ˜ = ψa
2
c
1+ν
E ,
β˜ = βkaL , d = D˜a =
Da
kaL2
,
(3.1)
results in
∇ ·
{
(µ1εt +µ2φtI)+
(
ε+ν ′φI
)
+ψa2e−a/asat I
}
−
∇ ·
{
p
1+φ
[
1+
2
pi
δ (l)arctan(a)
]
I
}
= 0,
∂a
∂ t −d∆a+∇ · (aβ ) = 1−a,
(3.2)
where ν ′ = ν1−2ν , ν 6= 0.5. In the above, we have dropped the tildes without any loss
of generality.
3.2 Parameter values
We assign numerical values to all the dimensional model parameters except p and ψ .
We note that we do not assign values to the pressure coefficient p and the contractile
coefficient ψ yet because we desire to choose their values such that the dispersion
relation will have a finite number of unstable modes. The dimensional parameter
values are displayed in Table 3.1.
Some of the parameter values are close to those available in the literature. In
Stephanou et al. (2004), a diffusion coefficientDa in the range 0.00962−0.134cm2/s
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Table 3.1: Dimensional parameters and their values as used in the mathematical
model except where it is specified otherwise.
Parameter Meaning Value Ref.
E Young’s modulus of the actin network 1.5 dyn/cm2 Estimated
ν Poisson’s ratio of the actin network 0.3 Estimated
Da Diffusion coefficient of actin 0.012 cm2/s Stephanou et al. (2004)
ka Polymerisation rate of the actin
network 0.03 s−1 Estimated
asat Saturation concentration of F-actin 1.4 normalised density Stephanou et al. (2004)
µ1 Shear viscosity of the actin network 96.15 dyn · s/cm2 Bausch et al. (1998)
µ2 Bulk viscosity of the actin network 250 dyn · s/cm2 Bausch et al. (1998)
l0 Specifies the vicinity of the membrane 80% of the cell radius Estimated
ac F-actin concentration at the chemical
equilibrium 1.0 normalised density Derived from model
Table 3.2: Non-dimensional parameters and their values as used in the nondimension-
alized mathematical model except where it is specified otherwise. These parameter
values were obtained from their dimensional counterpart by using (3.1).
Parameter Meaning Non-dimensional value
d Diffusion coefficient of actin 0.4
asat Saturation concentration of F-actin 1.4
µ1 Shear viscosity of the actin network 2.5
µ2 Bulk viscosity of the actin network 6.5
ψ Contractility coefficient of the actin network 62.4
p Pressure coefficient of the actin network 0.26
l0 Specifies the vicinity of the membrane 0.8
and an actin saturation concentration asat of 1.1 normalised density were used. Vis-
cosity of Fibroblast cells is given in Bausch et al. (1998) to be 200 dyn/cm2. Here
we choose the value of the shear viscosity to be 96.15 dyn · s cm2 and the value of the
bulk viscosity of the actin network µ2 = 250 dyn · s/cm2 to be larger than that of the
shear modulus. This is because F-actin are more resistant to compression than shear
(Barnhart et al. 2011).
Using (3.1), we obtain their corresponding non-dimensional parameter values as
displayed in Table 3.2. These non-dimensional parameter values will be helpful in the
isolation and study of the dynamics of any isolated wavenumber k2 > 0. Subsequently
we will compare solutions predicted by linear stability theory with those obtained
from numerical simulations.
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3.3 Linear stability analysis on a unit disc
We restrict linear stability analysis to be carried out on a static unit disk. The assump-
tion is that for time t = t0+n∆ t, t > t0 with n small, the deformed cell domain is still
very close to a unit disk. Hence linear analysis is valid on Ω t provided t << 1 and
Ω t ≈Ω 0. Here ∆ t is a small time step.
The steady state solution of (3.2) is as = 1, us = 0. We linearize the system of
equations (3.2) by considering the stability of the steady state to small perturbations
a= as+ aˆ, and u= us+ uˆ, where aˆ and uˆ are small variations from the steady state.
Substituting these into the nonlinear system (3.2) and neglecting all but the linear
terms results in the following linear system of partial differential equations:{
∇ ·
[
(µ1εt +µ2φtI)+(ε+ν ′φI)+σ ′(1)aI+ p(1−φ)I+ p 2pi δ (l)aI)
]
= 0,
∂a
∂ t −d∆a+∇ · (β )+a= 0,
(3.3)
where σ ′(1) = ∂σ(a)∂a
∣∣∣
a=as
. In the above equation, we have dropped the hats for the
sake of notational convenience. We now look for solutions to these linearized equa-
tions in the form of
a(x, t) = a∗ exp
(
λ t+ ik ·x
)
, u(x, t) = u∗ exp
(
λ t+ ik ·x
)
, (3.4)
where λ and k are respectively the growth rate (also known as an eigenvalue) and
the wave vector and a∗ and u∗ are constant. Substituting (3.4) into the linearized
system (3.3) gives the following linear system of algebraic equations (see for exam-
ple (Lewis and Murray 1991)),(
λ +dk2+1 λ ik
−ikσ ′(1)− ikp 2pi δ (l) µk2λ + k2(1+ν ′)− pk2
)(
a∗
u∗
)
= 0, (3.5)
where µ = µ1+ µ2 and k = |k|. The eigenvalues, λ are solutions of the polynomial
in λ given by the determinant of the matrix in (3.5) and is given by
k2
[
µλ 2+b(k2)λ + c(k2)
]
= 0, (3.6)
where b(k2) = µdk2+[1+ν ′+µ−σ ′(1)− p− 2
pi
pδ (l)],
and c(k2) = d[1+ν ′− p]k2+[1+ν ′− p].
Solving (3.6) results in the dispersion relation
λ (k2) =
−b(k2)±
√
b2(k2)−4µk2c(k2)
2µk2
. (3.7)
From the polynomial expression given in (3.6), it is obvious that the dispersion rela-
tion is indeterminate when k2 = 0. Thus in the linear stability analysis we shall only
consider k2 > 0. Instability will occur for some wavenumber k2 > 0 if the correspond-
ing λ (k2) has Re(λ )> 0. Below we use Routh-Hurwitz stability criterion (Edelstein-
Keshet 2005) to determine a sufficient condition on the coefficients of the polynomial
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(3.6) that would result in Reλ (k2)> 0 for some k2 > 0. A solution with Reλ (k2)> 0
for some k2 > 0 can exist if b(k2)< 0 or c(k2)< 0 or both (see Table 3.3).
Observe that c(k2) can either be positive or negative for all values of k2 > 0
depending on the value of p. In particular, if p> 1+ν ′ then c(k2) is negative for all
values of k2 > 0. b(k2) can take positive or negative values for some or all of k2 > 0
and this depends on how small or large p and σ ′(1) are when compared with the
other parameters in b(k2). Therefore instability can occur for some k2 > 0 if one of
the following conditions is satisfied:
1. b(k2)> 0 and c(k2)< 0 or
2. b(k2)< 0 and c(k2)> 0 or
3. b(k2)< 0 and c(k2)< 0 (see Table 3.3 for more detail).
Condition 1 and 3 above will have c(k2)< 0 for all k2 > 0. And the dispersion relation
will have an infinite range of unstable modes. Condition 2 can have a dispersion
relation with a finite range of unstable modes and shall be used in carrying out the
linear stability analysis. We now analyse b(k2)< 0 in detail. We have that
Table 3.3: Possibilities of stable and unstable modes to exist.
Possible conditions (k2 6= 0) Types of mode Sign of Re(λ )
b(k2)> 0 and c(k2)> 0 Stable modes for all k2 > 0. Negative
b(k2)> 0 and c(k2)< 0 Unstable modes will exist. Positive
b(k2)< 0 and c(k2)> 0 Unstable modes will exist. Positive
b(k2)< 0 and c(k2)< 0 Unstable modes will exist. Positive
b(k2) = µdk2+[1+ν ′+µ−σ ′(1)− p− 2
pi
pδ (l)] := µdk2+G < 0, (3.8)
where G := [1+ν ′+ µ −σ ′(1)− p− 2pi pδ (l)]. Observe that b(k2) is less than zero
for some k2 ifG takes negative values and µdk2 < |G|. Sufficient conditions for b(k2)
to take negative values for some k2 > 0 are:
(a) G= 1+ν ′+µ−σ ′(1)− p− 2pi pδ (l)< 0,
(b) µdk2 < |G|=
∣∣∣1+ν ′+µ−σ ′(1)− p− 2pi pδ (l)∣∣∣,
(c) k2crit ≥ k21,
where k2crit = |G|/µd is the value of k2 for which b(k2) is zero and k21 is the first
positive wavenumber. The last condition enforces that b(k2) is negative for at least
the first wavenumber, k21. From conditions 1 and 2 above, we require p or σ
′(1) to be
sufficiently large in order for b(k2)< 0 to exist for some k2 > 0, where
σ ′(1) :=
∂σ(a)
∂a
∣∣∣
a=1
= ψ
[
− 1
asat
e−
1
asat +2e−
1
asat
]
. (3.9)
From (3.9), we see that σ ′(1) is dependent on asat and also proportional to ψ (see
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Fig. 3.1: A plot of σ ′(1) against asat with ψ = 1.0.
Fig. 3.1). In particular, if asat = 0.5 then σ ′(1)= 0 and if 0< asat < 0.5 then σ ′(1)< 0
. When σ ′(1) < 0 then b(k2) < 0 will exist for some k2 > 0 only if p is sufficiently
large such that the three sufficient conditions for b(k2) < 0 are satisfied. Since zero-
flux boundary conditions are specified on the boundary ∂Ωt , we assume that satu-
ration concentration 2asat > ac = 1.0 where ac is the concentration of actin at the
chemical equilibrium and is also equivalent to the steady state solution. We carry
out a detailed analysis of the dispersion relation by considering the possibility of
b(k2)< 0 and c(k2)> 0 for some k2 > 0 to exist (see Appendix A) . The purpose of
the linear stability theory are two-fold: (a) to validate the numerical scheme and (b) to
identify key bifurcation parameters. We will show later that the numerical results are
consistent with predictions from the linear stability theory close to bifurcation points.
For brevity sake, we show below the predictions from linear theory and present the
analysis in Appendix A.
3.3.1 Predictions from linear theory
The wavenumber k2 are discrete. In Table 3.4, we give the values of ψ required by the
dispersion relation to isolate a couple of wavenumbers. Also in Fig. 3.2 and 3.3 we
show possible single and mixed modes that could evolve for bands of wavenumbers
given in Table 3.4.
4 The Moving grid finite element method
To approximate the mathematical model (2.1), we use the finite element method
(Johnson 1987; Strang and Fix 1988; Zienkiewicz 1977), a numerical method for
computing approximate numerical solutions of partial differential equations (PDE)
(Reddy 1993). The method is based on discretizing the domain into a set of finite el-
ements. The discretization process renders the PDE into a system of algebraic equa-
tions for the approximate solution which approximates the continuous problem (Sadd
2005).
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Table 3.4: A display of the values of ψ˜ (and their corresponding dimensional values
of ψ) required by the dispersion relation in order to isolate at least two unstable
wavenumbers.
Value of ψ˜ Value of ψ (dyn/cm2) wavenumbers isolated (i.e unstable)
62.439 72.045 k20,1, k
2
1,1
95.327 109.993 k20,1, k
2
1,1, k
2
2,1
131.869 152.157 k20,1, k
2
1,1, k
2
2,1, k
2
0,2
174.767 201.654 k20,1, k
2
1,1, k
2
2,1, k
2
0,2, k
2
3,1, k
2
4,1
270.094 311.647 k20,1, k
2
1,1, k
2
2,1, k
2
0,2, k
2
3,1, k
2
4,1, k
2
1,2, k
2
5,1
317.758 366.643 k20,1, k
2
1,1, k
2
2,1, k
2
0,2, k
2
3,1, k
2
4,1, k
2
1,2, k
2
5,1 k
2
2,2
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Fig. 3.2: (Colour version online) A surface plot of the vibration mode w1,1(r,θ) =
J1( j′1,1r)cosθ which corresponds to the lowest non-zero wavenumber k
2
1,1 on a unit
disk.
The moving grid finite element method (Madzvamuse et al. 2003) which we em-
ploy here is suitable for moving boundary problems where the domain of the problem
is continuously deforming in time. In this method, the nodes of the computational grid
are allowed to move. The nodal movement can be determined or prescribed by defin-
ing a function that describes the nodal movement (Madzvamuse et al. 2003). Here
the velocity of the grids are computed from the displacement solutions of the force
balance equation. The methodology of the moving grid finite element method and
details of the finite element derivations are given in Appendix B.
5 Numerical results
In this section we present results obtained from the numerical simulations of the finite
element scheme. We also validate the numerical results using predictions from linear
theory close to bifurcation points. Let t = n∆ t, where ∆ t and n denotes the time-step
size and number of time-steps respectively. The initial domain we consider is a unit
14 Uduak Z. George et al.
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Fig. 3.3: (Colour version online) Surface plots of selected eigenmodes for the bands
of wavenumbers displayed in Table 3.4.
diskΩ 0. We assume that at time 0< ts << 1 the domain evolution is negligible and
based on this assumption we are able to compare the finite element solutions to pre-
dictions from linear stability theory. The perturbations used in the initial conditions
will be dependent on the eigenmode we seek to excite. We subsequently show that the
finite element scheme gives numerical results that are consistent with those predicted
by linear stability theory. In all our simulations rnd denotes a randomly generated
number between 10−3 and 10−5.
5.1 Validating numerical results using linear stability theory close to bifurcation
points
In this section we validate the numerical results by comparing the numerical results
to those obtained by using linear stability theory close to bifurcation points.
5.1.1 Excitation of the eigenmode w1,1
We present the numerical results for actin concentration ah and the displacement
solutions uh in Fig. 5.1(b) and 5.1(c) respectively. These results are consistent with
those predicted by linear stability theory as given in Fig. 3.2. The initial conditions
used were 1.0009+rnd ∗sin(x), a finite element mesh with 2113 nodes was used and
∆ t = 1.0228×10−2. Numerical results in Fig. 5.1(b) and 5.1(c) were obtained after
2 and 4 time-steps respectively.
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(b)
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(c)
Fig. 5.1: (Colour version online) Surface plots of the numerical results for actin con-
centration ah and displacement solution uh. Parameter values used in the numerical
simulations are selected such that the lowest non-zero wavenumber k21,1 is excited.
(a) is the predicted solution for w1,1 from linear theory. (b) is the numerical result for
actin concentration ah while (c) is the numerical result for displacement solution uh .
5.1.2 Excitation of the eigenmode: −w0,2
Let us fix p˜ = 1.646 and ψ˜ = 38.24 respectively. For these parameter choices, the
dispersion relation again isolates the lowest non-zero wavenumber k21,1. The initial
conditions of the actin concentration are chosen to be equal to ac+ rnd ∗ cos(x). We
found that by choosing the perturbations in the initial conditions to be rnd ∗ cos(x),
we encouraged the excitation of the eigenmode−w0,2, where w0,2 is the lowest eigen-
mode. The numerical simulation results are shown in Fig. 5.2 for the actin concen-
trations ah and the displacement solutions uh. For the sake of the comparison of the
eigenmode w0,2 to the numerical solutions we present in Fig. 5.2(a) a plot of the
eigenmode w0,2.
In Fig. 5.2(c), we observe that the displacement solutions uh has its highest value
around the points where x2 + y2 = 0.8. These points correspond to the points where
δ (l) is discontinuous. From the linear analysis in Section A.1.1, we know that the
dispersion relations is discontinuous at the points where δ (l) is discontinuous. To
further illustrate the effect of the discontinuity of δ (l) on the numerical results, we
redefine δ (l) such that δ (l) = 1 on the boundary of the domain and zero elsewhere,
i.e.
δ (l) =
{
1 on the cell membrane (i.e the domain boundary),
0 elsewhere.
(5.1)
We use parameter values that are consistent with those displayed in Table 3.1 . The
numerical simulation with δ (l) defined as in (5.1) gives numerical results where the
displacement solution uh has its highest value around the boundary .
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Fig. 5.2: (Colour version online) Surface plots of the numerical results for the actin
concentration ah and the displacement solution uh showing the replication of the
eigenmode −w0,2. (a) is a surface plot of the eigenmode w0,2. (b) and (c) display the
simulation results of actin concentration ah and displacement solutions uh respec-
tively at time t = 3.61× 10−3. (d) displays the displacement solutions uh at time
t = 0.024 having no oscillations at the points of discontinuity. The initial conditions
used for actin concentrations are ac+ rnd ∗ cos(x).
5.2 Validating numerical results using linear stability theory far from bifurcation
points
Far from the bifurcation points of k21,1, we have the possibility of exciting mixed or
higher modes. Below we present the numerical results for actin concentration ah and
displacement solutions uh showing the excitation of mixed and higher modes.
5.2.1 Excitation of mixed and higher modes
The excitation of mixed modes and higher modes is possible if the value of ψ˜ is al-
lowed to vary while all other parameters value are fixed (see Table 3.4 for possible
values of ψ˜ and the corresponding number of modes the dispersion relation isolates).
We present in Fig. 5.3 and 5.4 the simulation results for actin concentration ah and
the displacement solutions showing the excitation of mixed and higher modes re-
spectively. All graphics were saved after no more than 15 time-steps. We present in
Table 5.1 the value of ψ used in the numerical simulations. A comparison of the
predicted solutions from linear theory (Fig. 5.3(a) and (d)) with the numerical re-
sults (Fig. 5.3(b)-(c) and Fig. 5.3(e)-(f)) show that the numerical scheme reproduces
results in close agreement to those predicted by linear stability theory for the mixed
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Table 5.1: Values of ψ and the initial conditions used for the excitation of mixed and
higher modes presented in Fig. 5.3.
Figure Value of ψ Initial conditions for the No. of nodes Time-step size
(dyn/cm2) actin concentration ∆ t
Fig. 5.3(b) and 5.3(c) 3.1×102 1.0+ ∣∣0.1cosx∣∣ 8321 1.0228×10−3
Fig. 5.3(e) and 5.3(f) 2.0×102 1.0+ ∣∣0.1sin2 y∣∣ 8321 1.0228×10−3
Fig. 5.4(b) and 5.4(c) 3.67×102 1.0+ ∣∣0.1sinxsiny∣∣ 8321 1.0228×10−3
Fig. 5.4(e) and 5.4(f) 1.1×102 1.0+ ∣∣ 20∑
i=1
0.1sinxsiny
∣∣ 2113 1.0228×10−2
and higher modes for the actin concentration.The displacement solutions are naturally
small with small amplitudes since they generate the velocity for the domain deforma-
tion. Hence we do not expect solution profiles corresponding to the displacement to
have high amplitudes compared the actin concentration profiles.
5.3 Numerical simulations of cell dynamics far away from bifurcation points
From now onwards, we will present the numerical experiments carried out in Sec-
tion 5.1 by considering the long time behaviour far away from the unit disk where
linear stability theory no longer holds.
The numerical results show that regions where there is a high actin concentra-
tion result in large cell deformations and movement. If the actin concentration is uni-
formly distributed, then cell deformation and movement is also uniform and isotropic.
In all our results, from now onwards, we only present 2D plots corresponding to the
actin concentration. The 2D plots corresponding to the displacement are either in (or
out of) phase with those of the actin concentration.
5.3.1 Cell evolution for the case where the eigenmode w1,1 is excited
In Fig. 5.5 we present numerical results computed with parameter values selected
such that w1,1 is excited initially (see Fig. 5.1). It can be observed that at the early
stages (t = 0.5114), Fig. 5.5(a)) the cell expands uniformly, with actin uniformly
distributed around the periphery (boundary) of the cell. Further growth ( t = 1.7183,
Fig. 5.5(b)), the cell moves in the positive x - direction and continues to expand. It is
clear that where there is a high actin concentration, the cell moves preferentially in
that direction. At time ( t = 3.365, Fig. 5.5(c)), the cell has translated and expanded
significantly and continues to do so. We present in 5.5(d) a plot of the area of the
cell against the number of time-steps demonstrating clearly cell expansion during
translation and in 5.5(e) we plot the index of polarity against the number of time
steps. The index of polarity is the ratio between the short axis and long axis of the
smallest ellipse in which the simulated cell is defined.
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Fig. 5.3: (Colour version online) Surface plots of the numerical results of the actin
concentration ah and displacement solutions uh having mixed modes excited together
with the reproduced solutions predicted from linear theory. (a) and (d) are the pre-
dicted solutions from linear theory for w0,2+ 2w2,1 and w3,1−w0,2− 3w2,1 respec-
tively. The numerical results reproduce the following modes: (b)-(c) w0,2 + 2w2,1,
(e)-(f) w3,1−w0,2−3w2,1. ψ is chosen as given in Table 5.1 such that mixed modes
are excited (refer to the list given in Table 3.4 for more detail on the eigenmodes
isolated by a dispersion relation depending on the value of ψ˜ and ψ).
5.3.2 Cell deformation for higher and mixed modes
Here we consider the cell deformation and cell movement for the cases when mixed
or higher modes are excited initially.
Cell deformation for the case when the mixed mode w2,1 is excited initially
In Fig. 5.6 we present numerical results with parameter values selected such that w2,1
is excited initially. In this plot we observe that as time increases the domain size is
increasing and protruding in 2 fronts but not translating. Actin density is highest at
the periphery where protrusion occurs. We present in Fig. 5.6(d) a plot of the area of
the cell against the number of time-steps. It is clear that the cell is expanding but its
centre of origin remains fixed. A plot of the index of polarity against the number of
time-step taken is given in Fig. 5.6(e).
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Fig. 5.4: (Colour version online) Surface plots of the numerical results of the actin
concentration ah and displacement solutions uh having higher modes excited together
with the reproduced solutions predicted from linear theory. (a) and (d) are the pre-
dicted solutions from linear theory for w4,1 and w2,1 respectively. The numerical re-
sults reproduce the following modes: (b) - (c) w4,1, and (e) - (f) w2,1. ψ is chosen as
given in Table 5.1 such that higher modes are excited (refer to the list given in Ta-
ble 3.4 for more detail on the eigenmodes isolated by a dispersion relation depending
on the value of ψ˜ and ψ).
Cell deformation for the case when w3,1−w0,2−3∗w2,1 is excited initially
The cell deformation for the case when the mixed mode w3,1 −w0,2 − 3 ∗w2,1 is
excited initially is shown in Fig. 5.7. We observe in this plot that the cell size is
increasing along the y-axis and protruding on two fronts. It is not translating and the
x-range is decreasing (i.e. in some parts of the domain the cell is contracting inwards).
After n= 130 time-steps ( t = 0.1329) actin concentration is still high at the regions
where protrusion occurs. In general the area of the cell is decreasing. A plot of the
index of polarity against the number of time-step taken is shown in Fig. 5.7(d).
Cell deformation for the case when the mixed mode w0,2−2∗w2,1 is excited
The cell deformation for the case when the mixed mode w0,2− 2 ∗w2,1 is excited is
presented in Fig. 5.8. In this figure, we observe that the size of the cell is increasing
along the y-axis and protruding on two fronts. It is not translating and the x-range is
decreasing (i.e. some parts of the cell domain are contracting). Initially actin is high
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Fig. 5.5: (Colour version online) (a) - (c) are graphical displays of the numerical
results of the actin concentration ah with ∆ t = 1.0228× 10−2. Blue signifies the
lowest values and red the highest values. Fig. 5.5(d) is a plot of the area of the cell
against the number of time-steps taken. It shows the area of the cell increasing with
the number of time-steps taken. (e) shows a plot of the index of polarity against
number of time steps.
in the middle region of the cell domain. After n = 50 time-steps (t = 0.0511) actin
concentration is high around the centroid and this is also observed to be the case after
n= 146 (t = 1.493) though the region of highest actin concentration decreases. A plot
of the index of polarity against the number of time-step taken is shown in Fig. 5.8(d).
Cell deformation for the case when the mode w4,1 is excited
The cell deformation for the case when the mixed mode w4,1 is excited is presented
in Fig. 5.9. From Fig. 5.9 we observe that the cell is increasing in size and actin con-
centration is highest at regions were protrusion is highest. We present in Fig. 5.9(d)
a plot of the area of the cell against the number of time-steps illustrating the increase
in cell area.
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Fig. 5.6: (Colour version online) (a) - (c) are graphical displays of the numerical
results of the actin concentration ah. A finite element mesh with 2113 nodes was
used, ∆ t = 1.0228×10−2. Blue signifies the lowest values and red the highest values.
(d) is a plot of the area of the cell against the number of time-steps taken. It shows
the area of the cell increasing with the number of time-step taken. (e) is a plot of the
index of polarity against the number of time-step taken.
5.4 Numerical investigation of the dynamics of parameter space (ψ˜, p˜)
On carrying out numerical simulations with parameter values selected from the pa-
rameter space (ψ˜, p˜) close to bifurcation points (see Fig. A.3(a)), we observed that
for some choices of (ψ˜, p˜) in the Hopf region close to the oscillatory region the
simulation result gives stationary solutions for actin chemical concentrations that are
consistent with those predicted for the eigenmode c1w0,1 when the initial conditions
used for actin concentrations are ac+ rnd ∗ cos(x). Fixing ψ˜ = 38.24 and decreasing
p˜ vertically from 1.75 to 0 we observe that the solutions of the actin concentration
reproduce the stationary solutions that are predicted for the eigenmode c1w0,1 for all
values of p˜ considered.
We note that the parameter p˜ can be chosen such that at regions close to the
boundary of the domain an oscillatory instability exists and further away from the
boundary a Hopf instability occurs. This is possible because of δ (l) in b(k2). In such
a case where an oscillatory instability exists close to the boundary and further away
from the boundary a Hopf instability occurs, numerical simulations give results that
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Fig. 5.7: (Colour version online) (a) - (c) are graphical displays of the numerical
results of the actin concentration ah. A finite element mesh with 8321 nodes was
used, ∆ t = 1.0228×10−3. Blue signifies the lowest values and red the highest values.
(d) is a plot of the index of polarity against the number of time-step taken.
are consistent with those predicted for the Turing space from linear theory for the
eigenmode c1w0,1 (results not shown).
We present below the simulation results of parameter spaces with initial condi-
tions for the actin concentrations equal to ac+ rnd ∗ cos(x) fixed. The observed dy-
namics of the cell where uniform expansion, uniform contraction and non-uniform
deformations of the cell. A finite element mesh with 8321 nodes was used with
∆ t = 6.0228×10−4.
Uniform cell expansion
If we choose the value of the pressure coefficient p˜ to be equal to 3.0 (with all other
parameter values staying unchanged as given in Table 3.2), we observe that the cell
deformations correspond to those obtained when c1w0,1 is excited.
From numerical simulations, we observed that the deformation of the cell is con-
sistent with those obtained when c1w0,1 is excited, provided b(k2) isolates only the
first non-zero unstable mode k21,1 and the initial conditions are chosen to be equal to
ac+ rnd ∗ cos(x).
We also observe that for fixed values of p˜ such that 0 < p˜ < 1.75 the dynam-
ics of the cell (corresponding to uniform expansions of the cell) is dependent on
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Fig. 5.8: (Colour version online) (a) - (c) are graphical displays of the numerical
results of the actin concentration ah. A finite element mesh with 8321 nodes was
used, ∆ t = 1.0228×10−3. Blue signifies the lowest values and red the highest values.
(d) is a plot of the index of polarity against the number of time-step taken.
the value of the contractile tonicity ψ˜ (refer to Fig. A.3(a) for a parameter space
plot (ψ˜ , p˜). An example is the following: Taking (ψ˜ , p˜) = (70.366,0.026) or (ψ˜ , p˜)
= (70.366,0.433) gives uniform cell expansions while (ψ˜ , p˜)= (3.033×104,0.026),
gives non-uniform cell deformations (results not shown). The simulation results show-
ing the actin concentration solutions with uniform expansions are shown in Fig. 5.11
for (ψ˜ , p˜) = (70.366,0.433). In Fig. 5.11(e) we present a plot of the area of the cell
against the number of time-steps taken to show the rate at which the area is increasing.
Uniform cell contraction
For the sake of numerical experiment, we allow p to take a negative value. By choos-
ing p˜ = −0.433 and ψ˜ = 70.366 we observe the cell contracting uniformly at posi-
tions that are equidistant from the centroid of the cell domain. And the concentration
of actin increases from the boundary to the centroid. We show in Fig. 5.12 the actin
concentration solutions at a time (a) t = 1.2046× 10−3, (b) t = 3.6137× 10−3, (c)
t = 0.0361 and (d) t = 0.5180. The initial conditions of actin concentration are still
equal to ac+ rnd ∗ cos(x).
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Fig. 5.9: (Colour version online) (a) - (c) are graphical displays of the numerical
results of the actin concentration ah with ∆ t = 1.0228× 10−3. Blue signifies the
lowest values and red the highest values. (d) is a plot of the area of the cell against
the number of time-steps taken. It shows the area of the cell increasing with the
number of time-step taken.
Non-uniform cell deformation
Non-uniform cell deformations occur if all parameter values in Table 3.2 stay un-
changed but ψ˜ is increased or by choosing parameter values ψ˜ and p˜ far away from
bifurcation points (refer to Fig. A.3(a) for a parameter space plot of (ψ˜, p˜)). Below we
give the parameter values and the simulation results for both cases were non-uniform
cell deformations occur. Here the initial conditions of actin concentration are given
by ac+ rnd ∗ cos(x).
– If all model parameter values are kept fixed as given in Table 3.2, taking increas-
ing values of ψ˜ results in non-uniform cell deformations. For example taking
ψ˜ = 1.04× 105, we observed from the numerical results that the cell deforms
non-uniformly and rapidly making it impossible to capture the solutions and the
numerical algorithm fails.
– If we choose ψ˜ and p˜ arbitrarily such that the parameter space (ψ˜, p˜) is very far
from bifurcation points (for example, ψ˜ = 7.8×103 and p˜= 0.026), we observe
non-uniform cell contraction with actin localised around the centroid of the cell
(see Fig. 5.13). In Fig. 5.13(d) we present a plot of the cell area. A plot of the
index of polarity against the number of time-step taken is given in Fig. 5.13(e).
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(a)
(b)
Fig. 5.10: (Colour version online) A graphical display of the finite element mesh. At
time t = 0.1636, the cell has deformed significantly but the finite element mesh is
still suitable for numerical computations and describes the domain properly. (b) is
the finite element mesh of the graphics given in (a) and has been enlarge for the sake
of clarity
– We recall that the simulation results presented in Fig. 5.13(e) was obtained for
p˜= 0.026 and ψ˜ = 7.8×103. Now if we decrease only ψ˜ such that ψ˜ = 1.3×103,
we observe cell deformations which agree qualitatively to those observed experi-
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Fig. 5.11: (Colour version online) Graphical display of the simulation results of the
actin concentration. Blue denotes the lowest values and red the highest. These results
were obtained at the following times: (a) t = 1.2046×10−3, (b) t = 3.6137×10−3,
(c) t = 0.0361, and (d) t = 0.5180. The numerical value of the contractile tonicity
ψ˜ = 70.366 and that of the pressure coefficient p˜= 0.433. (e) is a plot of the area of
the cell against the number of time-steps taken.
mentally (Senju and Miyata 2009). It can be observed that actin concentration is
high at the periphery of the cell boundary and is highest at regions were protru-
sions occur. In Fig. 5.14, we present the graphical display of the simulation results
of the actin concentration. A plot of the index of polarity against the number of
time-steps taken is given in Fig. 5.14(g). We can infer from these results that the
dynamics of the cell domain, the distribution of actin filaments are related to the
pressure coefficient p and the contractile tonicity ψ .
Comparison of Fig. 5.14(f) with experimental observations
The distribution of F-actin in cells has been well studied and epifluorescence images
are available in the literature. Fig. 5.15(a) shows an epifluorescence image of a Swiss
3T3 fibroblast cell obtained from (Senju andMiyata 2009). The fibroblast was stained
by the authors for F-actin after being allowed to spread for 1 hour. The epifluores-
cence image shows that F-actin is predominant at the cell periphery and is highest at
the regions were protrusions occur. The simulation results presented in Fig. 5.15(b)
are thus consistent with the experimental observations.
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(a) t = 1.2046×10−3
actin conc.
(b) t = 3.6137×10−3
actin conc.
(c) t = 0.0361
actin conc.
(d) t = 0.5180
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Fig. 5.12: (Colour version online) Graphical display of the simulation results of the
actin concentration. Blue denotes the lowest values and red the highest. These results
were obtained at the following times: (a) t = 1.2046×10−3, (b) t = 3.6137×10−3,
(c) t = 0.0361, and (d) t = 0.5180. The numerical value of the contractile tonicity
ψ˜ = 70.366 and that of the pressure coefficient p˜=−0.433. (e) is a plot of the area
of the cell against the number of time-steps taken.
Remark 5.1 (Key model parameters) Based on the linear stability analysis and
the numerical simulation results we are able to identify key parameters that control
cell deformations with respect to the model problem. The contractile tonicity ψ is
the bifurcation parameter and determines the transition from stable to unstable state.
The actin saturation concentration asat and the pressure coefficient were also found
to play a key role in cell deformations.
6 Numerical simulation on a realistic cell
Here we choose parameters such that they are consistent with those available in the
literature such that Young’s modulus E of the actin filament is 4000 dyn/cm2 (Dayel
et al. 2009), diffusion coefficient Da of the actin filament is 1.6×10−10 cm2/s (Lanni
and Ware 1984; Simon et al. 1988), the polymerization rate ka is 66/s (Watanabe
2010), the values of the poisson ratio ν , shear and bulk viscosities µ1 and µ2 respec-
tively are as given in Table 3.1. A cell of radius 10 µm (0.001 cm) is assumed. We
also assume that the pressure coefficient is 800 dyn/cm2 and the contractile tonicity
is 6.9×104 dyn/cm2. We note that for these choice of dimensional parameter values
the equivalent non-dimensional parameter values would have a dispersion relation
that isolates more than 7 wavenumbers inclusive of k24,1. We used an initial perturba-
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Fig. 5.13: (Colour version online) Graphical display of the simulation results of the
actin concentration. Blue denotes the lowest values and red the highest. These results
were obtained at the following times: (a) t = 1.2046×10−3, (b) t = 3.6137×10−3,
and (c) t = 0.0722. The numerical value of the contractile tonicity ψ˜ = 7.8× 103
and that of the pressure coefficient p˜ = 0.026. (d) is a plot of the area of the cell
against the number of time-steps taken. (e) is a plot of the index of polarity against
the number of time-steps for simulation results with contractile tonicity ψ˜ = 7.8×103
and the pressure coefficient p˜= 0.026.
tion for actin equal to |rnd sinxsiny| in order to bias the excitation of the mode w4,1.
The numerical simulation result gives protrusion on four fronts and is similar to the
result given in Fig. 5.9.
7 Conclusion and future work
This article presented detailed analytical and numerical studies of a mathematical
model describing cell deformation and cell movement. By taking into account both
the biochemical and biomechanical properties of the actin dynamics and filaments re-
sulted in a system of two partial differential equations: the first equation is a force bal-
ance equation describing the displacement of the cell generated by the actin filaments
and the second, a reaction-diffusion equation describing actin dynamics (Stephanou
et al. 2004).
In order to understand the behaviour of the system close to bifurcation points, a
detailed linear stability analytical theory was carried out. This enabled us to reduce
the number of parameter values within the system but more importantly, we were able
to identify two critical parameters underpinning the bifurcation process: the contrac-
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Fig. 5.14: (Colour version online) Graphical display of the simulation results of the
actin concentration. Blue denotes the lowest values and red the highest. The nu-
merical value of the contractile tonicity ψ˜ = 1.3× 103 and the pressure coefficient
p˜ = 0.026. (g) is a plot of the index of polarity against the number of time-steps for
simulation results with contractile tonicity ψ˜ = 1.3×103 and the pressure coefficient
p˜= 0.026.
tile tonicity and the pressure. The contractile tonicity was identified as the bifurcation
parameter that determines the transition from a stable homogeneous steady state to
non-uniform inhomogeneous solutions. Far away from the bifurcation points, linear
theory does not hold, thereby necessitating the use of novel numerical methods.
Unlike other previous studies (Alt and Tranquillo 1995; Stephanou et al. 2004),
we proposed a moving grid finite element method introduced in 2000 by (Madzva-
muse 2000) to study partial differential equations posed on complex evolving do-
mains. This numerical method is a natural candidate capable, not only of solving the
model system, but also of dealing with complex cell shape deformation and move-
ment. By using linear stability theory close to bifurcation points we validated our
numerical results which gave confidence in the applicability of the choice of the nu-
merical method. Far away from the bifurcation points, numerical solutions of the
model system produced a variety of scenarios of the cell deformation and cell move-
ment such as uniform cell expansion and contraction, and non-uniform cell defor-
mations (for example, cell protrusions). The numerical results clearly demonstrate
that regions with high actin concentrations result in large cell deformation and cell
movement in complete agreement with experimental observations (Senju and Miyata
2009). Equivalently, regions of the cell with large displacements result in high actin
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1.30! 0.18 mm/min (mean!SD, n=6). Another arc was
formed at 72min (arrows). Then, the two arcs were
joined at the position indicated by a grey arrowhead at
73min. At 76min, the arcs formed a circle, indicating
that they formed a circular bundle (Supplementary
Movie 1).
Figure 2B shows the enlarged view of the boxed region
in Fig. 2A. An arc was generated at the cell periphery
and flowed towards the nucleus (arrowheads). During
the process of transport, the vertical position of circular
bundles appeared to become higher, because they could
only be brought into focus at higher focus levels. This
result indicates that circular bundles were translocated
along the cytoplasmic side of the apical cell surface.
Stress fibres consist of myosin-II (1, 2), a-actinin
(1, 3, 4) and tropomyosin (5) and generate tension in a
myosin-II-dependent manner (8). We investigated the
myosin-II and a-actinin distribution in circular bundles
in the cells 1h after the plating (Fig. 2C). Circular
bundles contained myosin-II (arrow) and a-actinin (data
not shown), suggesting a role of these proteins as
bundling factors. On the other hand, myosin-II was
excluded from lamellipodia and existed in lamella as
previously reported (34–37). Thus, during the process of
the flow of the arc from the base of the lamellipodia to
the lamella, myosin-II seemed to be incorporated into
arcs (2).
To elucidate the structural relationship between
circular bundles and focal adhesions, we observed the
distribution of F-actin and vinculin (Fig. 2D). The left-
most panel (a) shows fluorescence staining of F-actin in
the cell that had been allowed to spread for 1 h. The
boxed region is magnified and shown in (b). As indicated
by arrowhead, circular bundles associated with dorsal
stress fibres (arrows) oriented in the radial direction.
We investigated the process of formation of dorsal stress
fibres in the cells expressing GFP-actin by epifluores-
cence and TIRF microscopy and found that dorsal stress
fibres formed at the cell periphery and elongated towards
the cell nucleus as in migrating cells (2). The elongation
rate of dorsal stress fibres before they were bound to
the arcs was 0.34! 0.15 mm/min (mean!SD, n=30).
Fig. 2. Formation and dynamics of circular bundles of
F-actin in Swiss 3T3 fibroblasts expressing GFP-actin.
(A) Successive images of Swiss 3T3 fibroblast expressing GFP-
actin. The top left panel represents the epifluorescence image at
67min after the plating. An arc was formed at the cell periphery at
68min and then underwent elongation (white arrowheads).
At 72min, another arc was formed (white arrow). At 73min, the
two arcs were joined together in the region indicated by grey
arrowhead. At 76min, circular bundles were formed by closure of
the joined arcs (grey arrow). Scale bar =20 mm. (B) Magnified image
of the boxed region in (A). An arc was formed at the cell periphery
(arrowhead) moved in the downward direction towards the
nucleus. At 75min, a new arc (arrow) was formed and moved in
the same direction. Scale bar= 10mm. (C) Epifluorescence images of
stained F-actin (left panel) and myosin-II (right panel) showed
localization of myosin-II along circular bundles (arrow). Scale
bar= 20mm. D: (a) Epifluorescence image of a Swiss 3T3 fibroblast
had been allowed to spread for 1h and then fixed and stained for
F-actin. Scale bar= 20mm. (b) Boxed region in (a) is magnified.
Circular bundles (arrowheads) are associated with dorsal stress
fibres (arrows). Scale bar =10 mm. (c) Fluorescence staining of
F-actin in the same cell was observed by TIRF microscopy. The
inset shows a magnified image of dorsal stress fibres indicated by
grey arrowhead. (d) Immunofluorescence staining of vinculin in the
same cell was observed by TIRF microscopy. The inset shows
a magnified image of vinculin indicated by grey arrow.
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Fig. 5.15: (Colour version online) (a) Epifluorescence image of a Swiss 3T3 fibrob-
last cell (Senju and Miyata 2009). F-actin is predominant at the cell periphery and
is highest at the region were protrusions occur. (b) A simulated cell deformation for
contractile tonicity ψ˜ = 1.3×103 and the pressure coefficient p˜= 0.026. The distri-
bution of F-actin in the simulated cell is in qualitative agreement with experimental
observations. Reproduced with permission from Senju and Miyata (2009), Oxford
University Press
conce trations. If the actin co centration is uniformly distributed, t en the cell either
expands or contracts uniformly and isotropically.
We summarise our observations as follows:
– The distribution of actin filaments is related to the pressure coefficient, p and the
contractile tonic ty ψ . Depending on the value of p, ψ the simulation results gave
rise to uniform expansion, uniform contraction or non-uniform cell deformations.
– For the cases were contractions occur, actin density was highest around the cen-
troid of the cell while for the cases were expansions occur actin density was high-
est around the cell periphery.
– For the case of non-uniform cell deformations actin density was predominant at
the periphery of the cell and was highest at regions with the highest curvature (see
Fig. 5.14). For ψ˜ = 7.8× 103 actin density was localized at the centroid of the
cell and the boundary was contracting non-uniformly (see Fig. 5.13).
– Actin filaments play a key part in cell deformations and such deformations are a
function of the contractile tonicity and an adequate counter pressure is required
in the cell to prevent it from shrinking as a result of the contractile forces.
– We assumed that the pressure in the cell was due to the contraction of the net-
work creating cytoplasmic flows throughout the cell thus increasing the pres-
sure and was reenforced by a polymerisation induced pressure at the vicinity
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of the cell boundary. We modelled this by introducing the heavy-side function
which allowed us to study the pressure-induced protrusion and actin filaments
polymerization-induced protrusion.
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Mathematical appendices
In these appendices we outline the mathematical aspects of the model that are stated in the main body of
the paper. In B, we derive the moving grid finite element method for both the force balance (FBE) (2.1a)
and the reaction-diffusion equation (RDE) (2.1a).
A Linear stability analysis
A.1 Eigenfunctions of the wave equation on a unit disc
A wavenumber k2 is the solution of the eigenvalue problem ∆w=−k2w, w 6= 0 with homogeneous Neu-
mann boundary condition i.e nˆ ·∇w = 0, where w are time-independent eigenfunctions of the linear sys-
tem of differential equation (3.3). In order to determine the value of k2, we use the separation of variables
method to solve for an eigenfunction w, w 6= 0 and a wavenumber k2 such that the eigenvalue problem is
well defined. We present the result in Remark A.1 (George 2011; Zachmanoglou and Thoe 1986).
Remark A.1 Consider a scalar function w such that ∆w= k2w, w 6= 0, on a diskΩ 0 = {(x,y) : x2+y2 ≤
R2} with homogeneous Neumann boundary condition. Then the discrete eigenvalues are given by (see
Appendix ?? for details).
k2m,n =
(
j′m,n/R
)2
, m= 0,1,2, · · · ; n= 1,2, · · · , (A.1)
with corresponding eigenfunctions, wm,n given by
wm,n(r,θ) =
{
J0( j′0,nr/R) if m= 0,
Jm( j′m,nr/R)ccosm(θ −θ1) if m> 0.
n= 1,2, · · · ,
for constants c and θ1. Here Jm is the mth Bessel function of the first kind and j′m,n is the nth positive zero
of J′m (except for j′0,1 = 0), where J
′
m denotes the derivative of the Bessel function Jm with respect to r.
Values of j′m,n are obtained from the ‘Handbook of Mathematical Functions with Formulas, Graphs,
and Mathematical Tables’ by Abramowitz and Stegun (Abramowitz and Stegun 1968). For the sake of
completeness, in Table A.1, we present some values of j′m,n for m= 0, · · · ,5 and n= 1, · · · ,4. We consider
Table A.1: Zeros of the derivative of Bessel functions of the first kind: j′m,n m = 0,
· · · , 5; n= 1, · · · , 4.
n j′0,n j
′
1,n j
′
2,n j
′
3,n j
′
4,n j
′
5,n
1 0.00000 1.84118 3.05424 4.20119 5.31755 6.41562
2 3.83170 5.33144 6.70613 8.01524 9.28240 10.51986
3 7.01558 8.53632 9.96947 11.34592 12.68191 13.98719
4 10.17346 11.70600 13.17037 14.58585 15.96411 17.31284
the lowest non-zero wavenumber k21,1 : = ( j
′
1,1/R)
2 and its corresponding vibration mode w1,1(r,θ) =
J1( j′1,1r/R)cosθ . Using MATLAB, we compute a surface plot of the vibration mode w1,1. The plot is
shown in Fig. 3.2. This plot will be useful in the comparison of the linear stability theory with the numerical
results. A way of checking the validity of the numerical results is to show that the numerical scheme
computes spatially inhomogeneous steady state solutions which coincides with those predicted by linear
stability theory close to bifurcation points (Madzvamuse 2000).
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A.1.1 Parameter values for c(k2)> 0 and b(k2)< 0 to exist for a finite number of
k2 > 0
Let us denote here the non-dimensional model parameters by a tilde to avoid confusing it with their di-
mensional counterpart. Here we assign values to p˜ and ψ˜ such that the dispersion relation isolates a finite
number of wavenumbers. We begin by noting the following:
– If c(k2)> 0, for some k2 > 0, then the value of the pressure coefficient p˜ should be chosen such that
the inequality p˜< 1+ν ′ is satisfied. If this inequality is satisfied then c(k2)> 0 for all wavenumbers
k2 (see (3.6) of the function c(k2)). Thus we will have to rely on b(k2) for the isolation of a finite
number of wavenumbers k2 (this is a result of the Routh-Hurwitz stability criteria that gives a sufficient
condition on the coefficients of the polynomial (3.6) that would result in Reλ (k2) > 0 for some
k2 > 0).
– We require b(k2) < 0 for some k2 > 0. Recall that earlier in Section 3.3 we outlined the sufficient
conditions for b(k2) < 0 for some k2 > 0. From these conditions we know that the value of b(k2)
depends primarily on the value of the pressure coefficient p˜ and the measure of the contractile tonicity
ψ˜ for fixed values of a˜sat .
Thus it is logical to use either p˜ or ψ˜ as the bifurcation parameter but we prefer to use ψ˜ as the bifurcation
parameter since there is no restriction on its value (note that p˜ has a restriction on its value since it is
required that p˜< 1+ν ′ for c(k2) to be positive for any k2 > 0).
Isolation of a finite range of unstable wavenumbers
Here we rely on b(k2) in order to produce a dispersion relation that isolates a finite range of unstable
wavenumbers. b(k2) is a linear function of k2. We begin with the study of the dispersion relation that
isolates the wavenumber k21,1 as its only unstable non-zero wavenumber. The wavenumber k
2
1,1 is isolated
by enforcing the following:
– b(k2)< 0 for k21,1 but greater than zero for all higher wavenumbers.
– p˜ < 1+ ν ′ (recall that enforcing this restriction on p˜ gives c(k2) > 0 for all wavenumbers k2 > 0).
Given a Poisson’s ratio ν := 0.3 then ν ′ = 0.75. Hence
p˜< 1+ν ′ = 1.75. (A.2)
Thus to satisfy the inequality (A.2) we assign a value to p˜= 0.26. Next we assign a value to ψ˜ such that the
three conditions for b(k2)< 0 as given in Section 3.3 are satisfied for only k21,1. Note that when the value
of ψ˜ is gradually increased from ψ˜ = 0 we obtain a Hopf bifurcation. If we continue to increase ψ˜ then
we get a transition from a Hopf instability to a Turing’s instability ( See Figure A.3(a)). A typical value of
ψ˜ such that a Turing instability occurs with k21,1 being the only non-zero wavenumber for which b(k
2)< 0
is ψ˜ = 62.4 (corresponding dimensional value using the scaling (3.1) is ψ = 72 dyn/cm2) irrespective
of the value of δ (l). A plot of b(k2) and the corresponding dispersion relation Reλ (k2) against k2 is
shown in Fig. A.1 for the case where δ (l) = 1. The plot of b(k2) and the corresponding dispersion relation
Reλ (k2) against k2 for the case where δ (l) = 0 is identical to that shown in Fig. A.1. We recall that it is
not possible to isolate only one non-zero wavenumber except for the case where k21,1 is isolated. For any
wavenumber greater than k21,1, we only have the choice of isolating the first 2 non-zero wavenumbers, the
first 3 non-zero wavenumbers, the first 4 non-zero wavenumbers and so on. For illustrative purposes we
present a plot in Fig. A.2 of b(k2) and the corresponding dispersion relation Re(λ ) against k2 where the
first 2 non-zero wavenumbers have been isolated. In validating the numerical results we consider first the
case where only k21,1 is isolated. The advantage of this is that we can easily compare the linear stability
theory with the numerical results without having to worry about the dynamics of mixed modes. Next we
consider the dynamics of higher modes and mixed modes. To isolate the first 2 non-zero wavenumbers as
shown in Fig. A.2, we carried on as we did for k21,1 but in addition we enforced another condition which
is that k22 < k
2
c < k
2
3 irrespective of the value of the heavy-side function δ (l) in b(k
2), where k2c is the
point when b(k2) = 0, k22 := k
2
2,1 and k
2
3 := k
2
0,1. See Table 3.4 for values of ψ˜ and the corresponding
band of wavenumbers it isolates (all other model parameter values remain fixed and their values are given
in Table 3.2). When a band of wavenumbers is linearly unstable, it is known that it becomes difficult to
determine which eigenmode will be excited and in such cases the initial conditions play a key role in
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determining which eigenmode is excited (Murray 1993). The principle of superposition (Zill and Cullen
2000) implies that any linear combination of eigenmodes is also a solution of the eigenvalue problem.
Hence when a band of wavenumbers is isolated by a dispersion relation, it is possible that instead of a single
mode being selected a linear combination of eigenmodes (i.e mixed modes) may evolve. In Section 5 we
present numerical results that shows the important role played by the contractile coefficient and the choice
of initial conditions on mode selection. For this purpose we present in Fig. 3.3 surface plots of possible
single and mixed modes that could evolve for bands of wavenumbers given in Table 3.4.
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Fig. A.1: (Colour version online) We present in (a) a plot of b(k2) < 0 when
k21,1 = 3.38994 is the only excitable wavenumber. In (b) we show its corresponding
dispersion relation Re λ . In both cases δ (l) = 1.
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Fig. A.2: (Colour version online) We present in (a) a plot of b(k2)< 0 when the first
2 non-zero wavenumbers k21,1 = 3.38994 and k
2
2,1 = 9.32838 are the only excitable
wavenumbers. In (b) we show the corresponding dispersion relation Reλ (k2). In both
cases δ (l) = 1.
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Earlier, we studied the dispersion relation with the value of the pressure coefficient p˜ fixed but the
contractility tonicity ψ˜ varied. Various other combinations of ψ˜ and p˜ are possible, hence we study below
the parameter space (ψ˜, p˜).
Parameter space
Here we keep all parameters given in Table 3.2 fixed except the pressure coefficient p˜ and the contractile
tonicity ψ˜ . We make a plot of the parameter space (ψ˜, p˜) showing spaces that lie in a region of Hopf
instability (Re(λ )< 0 and Imag(λ )> 0), oscillatory instability (Re(λ )> 0 and Imag(λ )> 0) or Turing
instability (Re(λ ) > 0 and Imag(λ ) = 0) (Cross and Hohenberg 1993; Moreo et al. 2010; Yang et al.
2002). This plot is presented in Fig. A.3(a) for the case where b(k2) has δ (l) = 1. Note that for δ (l) =
0 the parameter space plot is identical to that shown in Fig. A.3(a). In Fig. A.3(a) we observe that there
exists Hopf, oscillatory and Turing instability regions where all have a dispersion relation that isolates
k21,1 as the only non-zero wavenumber. The ash area (H) signifies the region of Hopf instability with a
dispersion relation that isolates k21,1 as the only unstable non-zero wavenumber. The region (dark blue)
preceding that of Hopf instability represents the region where the uniform steady state is always stable
for all wavenumbers k2. Immediately after the Hopf instability region we have a purple region (OS1)
where an oscillatory instability exists for k21,1. The green region is a Turing instability region and has a
dispersion relation that isolates k21,1 as the only unstable non-zero wavenumber. In the purple region (OS2)
an oscillatory instability exists for k22,1. The light blue region is also a Turing instability region and has a
dispersion relation that isolates the first two non-zero wavenumbers k21,1 and k
2
2,1. If we keep ψ˜ constant
say ψ˜ = 38.24, and then varying p˜ from 0 to 1.74, we observe (from the parameter space plot shown in
Fig. A.3(a) for δ (l) = 1) that there exists a transition from an oscillatory to a Turing instability. We make
another plot to illustrate better the transition from an oscillatory to a Turing instability for ψ˜ = 38.24 by
plotting the values of the real and imaginary parts of λ as p˜ varies from 0 to 1.74. This plot is shown in
Fig. A.3(b) and A.3(c) for δ (l) = 1 and δ (l) = 0 respectively. Alternatively, if we keep p˜ constant say ˜p=
0.8 and then vary ψ˜ from 30 to 60 then we obtain a transition from a stable region to Hopf instability region
to an oscillatory instability region and then finally to a Turing instability region for both the case where
δ (l)= 1 and δ (l)= 0, k2 > 0 (see Fig. A.3(a)). It is natural to wonder how the solution would behave say in
the case where ψ˜ = 38.24 and p˜ is varied from 0 to 1.74 such that a transition from an oscillatory instability
to a Turing instability occurs. We studied this numerically by finding the numerical approximation of the
model problem (2.1) using the finite element method along with the equivalent numerical value of p˜ which
we obtained from the scaling given in (3.1).
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Fig. A.3: (Colour version online) We present in (a) parameter space plot showing the
regions where instability exist for δ (l) = 1. The ash area (H) signifies the region of
Hopf instability with a dispersion relation that isolates k21,1 as the only unstable non-
zero wavenumber. The region (dark blue) preceding that of Hopf instability represents
the region where the uniform steady state is always stable for all wavenumbers k2.
Immediately after the Hopf instability region we have a purple region (OS1) where
an oscillatory instability exists for k21,1. The green region is a Turing instability region
and has a dispersion relation that isolates k21,1 as the only unstable non-zero wavenum-
ber. In the purple region (OS2) an oscillatory instability exists for k22,1. The light blue
region is also a Turing instability region and has a dispersion relation that isolates the
first two non-zero wavenumbers. And in (b) and (c) we show how the variation of p˜
results in a transition from an oscillatory instability to a Turing instability for ψ˜ =
38.24. In (b) δ (l) = 1 and (c) δ (l) = 0.
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B Moving grid finite element method
We begin by introducing the following functional spaces and norms.
B.1 Spaces and norms
Let 1≤ p< ∞, we define
Lp(Ω t) =
{
v(x, t)a measurable function :
∫
Ω t
|v(x, t) |p dΩ t < ∞ for x ∈Ω t , t ∈ I
}
and its corresponding norm
‖v(x, t)‖Lp(Ω t ) =
(∫
Ω t
|v(x, t) |p dΩ t
) 1
p
.
The set Lp(Ω t) is a Banach space. We define the following Hilbert space onΩ t , t ∈ I.
H1(Ω t) =
{
v(x, t) ∈ L2(Ω t), Dα v ∈ L2(Ω t), |α | ≤ 1
}
,
for every t ∈ I, where α = (α1,α2), |α |= α1+α2 and Dα represents the distributional derivative at every
time t ∈ I,
Dα v=
∂ |α |v
∂α 1x ∂α 2y
.
B.2 Reynolds transport theorem
Here we state the Reynolds transport theorem. This theorem shall be useful in the derivation of the weak
formulation for the RDE.
Theorem B.1 (Reynolds transport theorem) Let g(x, t) be a scalar function defined onΩ t and β be a flow
velocity field then
d
dt
∫
Ω t
g dΩ t =
∫
Ω t
(
Dg
Dt
+g∇ ·β
)
dΩ t (B.1)
A proof of this theorem can be found in (Madzvamuse 2000).
B.3 Weak formulation of the model problem
Here we derive the finite element weak formulation of the model problem. Before we begin, we simplify
the force balance equation (FBE) by decoupling it into a system of two differential equations; we do this by
substituting the values of σv, σe, σc and σp as given in (2.3) - (2.5) into the FBE (2.1a) and then decouple
the resulting equation. The decoupled system of differential equations of the FBE is thus:
∂
∂x
(
D11
∂ u˙
∂x
+D12
∂ v˙
∂y
)
+
∂
∂y
[
D33
( ∂ u˙
∂y
+
∂ v˙
∂x
)]
+
∂
∂x
(
C11
∂u
∂x
+C12
∂v
∂y
)
+
∂
∂y
[
C33
( ∂u
∂y
+
∂v
∂x
)]
=− ∂ f1
∂x
, (B.2a)
∂
∂x
[
D33
( ∂ u˙
∂y
+
∂ v˙
∂x
)]
+
∂
∂y
(
D12
∂ u˙
∂x
+D22
∂ v˙
∂y
)
+
∂
∂y
(
C12
∂u
∂x
+C22
∂v
∂y
)
+
∂
∂x
[
C33
( ∂u
∂y
+
∂v
∂x
)]
=− ∂ f2
∂y
, (B.2b)
Mathematical Modelling and Numerical Simulations of Actin Dynamics in the Eukaryotic cell 41
where f1 ≡ f2 =
[
p
1+φ
(
1+ 2pi δ (l)arctana
)
+ ψa2e−a/asat
]
, D11 =D22 = µ1+µ2, D12 ≡ D21 = µ2, D33
= µ1/2, C11 ≡ C22 = E(1−ν)(1+ν)(1−2ν) , C12 ≡ C21 = Eν(1+ν)(1−2ν) and C33 = E2(1+ν) .
B.3.1 Weak formulation of the FBE
In order to derive the weak formulation of the force balance equation (FBE), we multiply the system of
differential equations for the FBE (B.2) by a test function w(x, t) ∈ H1(Ω t), t ∈ I, and using Green’s first
identity we integrate the differential equation over the domainΩ t and apply the boundary condition. The
weak formulation is thus: Find u(x, t), v(x, t) ∈ H1(Ω t), t ∈ I such that∫
Ω t
∂w
∂x
(
D11
∂ u˙
∂x
+D12
∂ v˙
∂y
+C11
∂u
∂x
+C12
∂v
∂y
)
+
∂w
∂y
[
D33
( ∂ u˙
∂y
+
∂ v˙
∂x
)]
+
∂w
∂y
[
C33
( ∂u
∂y
+
∂v
∂x
)]
dΩ t =
∫
Ω t
w
∂ f1
∂x
dΩ t , (B.3a)
∫
Ω t
∂w
∂y
(
D12
∂ u˙
∂x
+D22
∂ v˙
∂y
+C12
∂u
∂x
+C22
∂v
∂y
)
+
∂w
∂x
[
D33
( ∂ u˙
∂y
+
∂ v˙
∂x
)]
+
∂w
∂x
[
C33
( ∂u
∂y
+
∂v
∂x
)]
dΩ t =
∫
Ω t
w
∂ f2
∂y
dΩ t , (B.3b)
for all w(x, t) ∈ H1(Ω t), t ∈ I. The integrals on the right hand side of the weak formulation (B.3) are
difficult to evaluate. To show this we write them out explicitly below.
∫
Ω t
w
∂ f1
∂x
dΩ t =
∫
Ω t
w
∂
∂x
[
p
1+φ
(
1+
2
pi
δ (l)arctana
)
+ψa2e−a/asat
]
dΩ t ,∫
Ω t
w
∂ f2
∂y
dΩ t =
∫
Ω t
w
∂
∂y
[
p
1+φ
(
1+
2
pi
δ (l)arctana
)
+ψa2e−a/asat
]
dΩ t ,
(B.4)
since f1 ≡ f2 = p1+φ
(
1+ 2pi δ (l)arctana
)
+ ψa2e−a/asat . In view of this, we state the following identities
which can be derived using the gradient and divergence theorems and are useful in the sequel in rewriting
the weak form in a computationally efficient form. Let r(x, t) and g(x, t) be scalar functions of classC0(Ω t)
defined inΩ t ⊂R2 and also let nˆ= (n1,n2) denote the outward unit vector normal to ∂Ω t for time t ∈ I.
Then the following identities holds
∫
Ω t
r
∂g
∂x
dΩ t =−
∫
Ω t
g
∂ r
∂x
dΩ t +
∫
∂Ω t
n1rg ds,∫
Ω t
r
∂g
∂y
dΩ t =−
∫
Ω t
g
∂ r
∂y
dΩ t +
∫
∂Ω t
n2rg ds.
(B.5)
We wish to treat the singularity in (B.4) before applying the identities given in (B.5). This singularity is as
a result of the presence of the heavy-side function in the integrand. At the region of discontinuity, the inte-
grand is infinite. We note that the identities given in (B.5) can only be applied to functions of classC0(Ω t).
To overcome this we split the integral (B.4) into three integrals at the region of discontinuity (Ambrosio
et al. 2000). And we obtain that
∫
Ω t
w
∂ f1
∂x
dΩ t =
∫
Ω 0t
w
∂ f1
∂x
dΩ t +
∫
Ω 1t
w
∂ f1
∂x
dΩ t +
∫
Ω jumpt
w
∂ f1
∂x
dΩ t ,∫
Ω t
w
∂ f2
∂y
dΩ t =
∫
Ω 0t
w
∂ f2
∂y
dΩ t +
∫
Ω 1t
w
∂ f2
∂y
dΩ t +
∫
Ω jumpt
w
∂ f2
∂y
dΩ t ,
(B.6)
where Ω 0t , Ω 1t are the regions in Ω t where δ (l) = 0 and 1 respectively. Ω
jump
t is the region in Ω t ⊂ R2
where the discontinuity exist. We note that at the region of discontinuity δ (l) = 0. The integral (B.4) when
written in the form (B.6) is continuous and we can apply the identities (B.5) to rewrite the weak form.
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We note that the weak form shall not be written in the split domain form for the sake of brevity Using the
identities (B.5) we can rewrite the weak form as follows. Find u(x, t), v(x, t) ∈ H1(Ω t), t ∈ I such that∫
Ω t
∂w
∂x
(
D11
∂ u˙
∂x
+D12
∂ v˙
∂y
+C11
∂u
∂x
+C12
∂v
∂y
)
+
∂w
∂y
[
D33
( ∂ u˙
∂y
+
∂ v˙
∂x
)]
+
∂w
∂y
[
C33
( ∂u
∂y
+
∂v
∂x
)]
dΩ t =−
∫
Ω t
f1
∂w
∂x
dΩ t
+
∫
∂Ω t
n1 f1w ds, (B.7a)
∫
Ω t
∂w
∂y
(
D12
∂ u˙
∂x
+D22
∂ v˙
∂y
+C12
∂u
∂x
+C22
∂v
∂y
)
+
∂w
∂x
[
D33
( ∂ u˙
∂y
+
∂ v˙
∂x
)]
+
∂w
∂x
[
C33
( ∂u
∂y
+
∂v
∂x
)]
dΩ t =−
∫
Ω t
f2
∂w
∂y
dΩ t
+
∫
∂Ω t
n2 f2w ds, (B.7b)
for all w(x, t)∈H1(Ω t), t ∈ I. Here n1 and n2 are the direction cosines of the outward unit vector, nˆ normal
to ∂Ω t for time t ∈ I (i.e n1 is the cosine of the angle between the positive x direction and the vector nˆ
and n2 is the cosine of the angle between the positive y direction and the vector nˆ). Since the test functions
we use are piecewise linear basis functions and their spatial derivatives are easy and straight forward to
compute, the weak formulation as expressed in (B.7) is a lot easier to compute compared to (B.3). We say
that u(x, t), v(x, t) is a weak solution of the FBE (2.1) if u(x, t), v(x, t) ∈ H1(Ω t) and (B.15) holds. Here
we have assumed that a(x, t) is known and is the solution of the reaction-diffusion equation (2.1b).
B.3.2 Weak formulation of the reaction-diffusion equation
Here we recall the reaction-diffusion equation (RDE) for the actin bio-chemical dynamics for completeness
and derive a finite element model for this equation. The reaction-diffusion equation for the actin bio-
chemical dynamics is:
∂a
∂ t
−Da∆a+∇ · (aβ )− ka (ac−a) = 0. (B.8)
By applying the product rule to the transport term in the RDE (B.8), we can rewrite the RDE as follows;
∂a
∂ t
−Da∆a+(∇a) ·β +a(∇ ·β )− ka (ac−a) = 0. (B.9)
We would like to represent the partial time derivative in the RDE (B.9) in terms of the material derivative.
In view of this, we introduce the material derivative of the actin concentration a. Let Da/Dt be a material
derivative, then the material derivative of the actin concentration a is defined as (Reddy 1993);
Da
Dt
=
∂a
∂ t
+(∇a) ·β . (B.10)
Upon substituting the material derivative (B.10) into (B.9), we obtain the following differential equation,
Da
Dt
−Da∆a+a
(
∇ ·β
)
− ka(ac−a) = 0. (B.11)
In order to obtain the weak formulation we multiply (B.11) by a test function w(x, t) ∈H1(Ω t), t ∈ I, and
integrate by parts:
∫
Ω t
[
w
Da
∂ t
+a w(∇ ·β )+Da∇a ·∇w+ kaa w
]
dΩ t =
∫
Ω t
kaacw dΩ t . (B.12)
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Using the product rule, the differential equation (B.12) can be rewritten as;∫
Ω t
[
D(aw)
∂ t
−aDw
∂ t
+aw(∇ ·β )+Da∇a ·∇w
]
dΩ t +
∫
Ω t
kaaw dΩ t
=
∫
Ω t
kaacw dΩ t . (B.13)
Using the Reynolds transport theorem (see Section B.2), we rewrite (B.13) such that the weak formulation
reads: Find a(x, t) ∈ H1(Ω t), t ∈ I such that
d
dt
∫
Ω t
aw dΩ t +
∫
Ω t
(Da∇a ·∇w + kaaw)dΩ t =
∫
Ω t
kaacw dΩ t
+
∫
Ω t
a
Dw
Dt
dΩ t , ∀ w ∈ H1(Ω t). (B.14)
B.3.3 Weak formulation of the coupled problem
The weak formulation of the coupled problem (2.1) is thus: Find a(x, t), u(x, t), v(x, t) ∈ H1(Ω t), t ∈ I
such that ∫
Ω t
∂w
∂x
(
D11
∂ u˙
∂x
+D12
∂ v˙
∂y
+C11
∂u
∂x
+C12
∂v
∂y
)
+
∂w
∂y
[
D33
( ∂ u˙
∂y
+
∂ v˙
∂x
)]
+
∂w
∂y
[
C33
( ∂u
∂y
+
∂v
∂x
)]
dΩ t =−
∫
Ω t
f1
∂w
∂x
dΩ t
+
∫
∂Ω t
n1 f1w ds, (B.15a)∫
Ω t
∂w
∂y
(
D12
∂ u˙
∂x
+D22
∂ v˙
∂y
+C12
∂u
∂x
+C22
∂v
∂y
)
+
∂w
∂x
[
D33
( ∂ u˙
∂y
+
∂ v˙
∂x
)]
+
∂w
∂x
[
C33
( ∂u
∂y
+
∂v
∂x
)]
dΩ t =−
∫
Ω t
f2
∂w
∂y
dΩ t
+
∫
∂Ω t
n2 f2w ds, (B.15b)
d
dt
∫
Ω t
aw dΩ t +
∫
Ω t
(Da∇a ·∇w + kaaw)dΩ t =
∫
Ω t
kaacw dΩ t
+
∫
Ω t
a
Dw
Dt
dΩ t , (B.15c)
for all w(x, t) ∈ H1(Ω t), t ∈ I.
B.4 Finite element spaces
LetΩ h,t , t ∈ I be a bounded domain triangulated by Th,t . Each triangular partition is known as an element
S. We use barycentric coordinates as the local coordinate system on the elements of the triangulation. Let
P¯ be a finite dimensional function space defined on S¯, where S¯ is a reference element:
S¯ :=
{
(λ1, . . . ,λ3) ∈R3; 0≤ λi ≤ 1,
3
∑
i=1
λi = 1
}
then there exist a one-to-one mapping λ S from S¯ to S. Let w(x(t)) be a finite element function on an
element S defined by a finite dimensional function space P¯ on a reference element S¯ and mapping λ S from
the reference element S¯ to S such that w(x(t)) = w¯(λ S(x(t))), where w¯ is defined on S¯. We define the space
X h(t) ⊂ H1(Ω t):
X h(t) =
{
w ∈C0(Ω t); w¯ ∈ P¯ for all S ∈Th,t , t ∈ I
}
.
44 Uduak Z. George et al.
B.5 Finite element discretization of the model
We discretize problem (B.15) using the classical Galerkin method. At each time t, t ∈ I, we discretizeΩ t
into a finite unstructured triangular partition Ω h,t of non-overlapping triangles, where h is the maximum
size of the largest triangle. Each triangular partition is known as an element S and the set of these finite
triangular elements is called a mesh and is denoted by Th,t . Therefore
Ω¯ h,t =
⋃
S∈Th,t
S.
The discretized problem (PS) of (B.15) reads: Find ah(x, t), uh(x, t), vh(x, t) ∈X h(t), t ∈ I such that∫
Ω h,t
∂wh
∂x
(
D11
∂ u˙h
∂x
+D12
∂ v˙h
∂y
+C11
∂uh
∂x
+C12
∂vh
∂y
)
+
∂wh
∂y
[
D33
( ∂ u˙h
∂y
+
∂ v˙h
∂x
)]
+
∂wh
∂y
[
C33
( ∂uh
∂y
+
∂vh
∂x
)]
dΩ t =−
∫
Ω h,t
f1
∂wh
∂x
dΩ t
+
∫
∂Ω h,t
n1 f1whds, (B.16a)∫
Ω h,t
∂wh
∂y
(
D12
∂ u˙h
∂x
+D22
∂ v˙h
∂y
+C12
∂uh
∂x
+C22
∂vh
∂y
)
+
∂wh
∂x
[
D33
( ∂ u˙h
∂y
+
∂ v˙h
∂x
)]
+
∂wh
∂x
[
C33
( ∂uh
∂y
+
∂vh
∂x
)]
dΩ t =−
∫
Ω h,t
f2
∂wh
∂y
dΩ t
+
∫
∂Ω h,t
n2 f2whds, (B.16b)
d
dt
∫
Ω h,t
ahwh dΩ t +
∫
Ω h,t
(Da∇ah ·∇wh + kaahwh)dΩ t =
∫
Ω h,t
kaacwh dΩ t
+
∫
Ω h,t
a
Dwh
Dt
dΩ t , (B.16c)
for all wh(x, t) ∈X h(t), t ∈ I. Let nde represent the total number of degrees of freedom of the nodes for
the finite element discretization. Also let the set{
ϕi(x, t), ϕi(x, t) ∈X h(t)⊂ H1(Ω t), i= 1, . . . ,nde
}
(B.17)
represent piecewise linear finite element nodal basis functions satisfying that
ϕi(x j, t) =
{
1 if i= j,
0 if i 6= j.
We seek to find the finite element numerical approximation ah(x, t), uh(x, t), vh(x, t) ∈X h(t) ⊂X (Ω t)
expressed as linear combinations of the linear nodal basis functions ϕi of the form
ah(x, t) =
nde
∑
i=1
ai(t)ϕi(x, t), uh(x, t) =
nde
∑
i=1
Ui(t)ϕi(x, t), vh(x, t) =
nde
∑
i=1
Vi(t)ϕi(x, t). (B.18)
Lemma B.2 (Transport property of basis functions) The finite element space on the discretized domain is
a space of continuous piecewise linear functions whose nodal basis functions have the following property;
Dϕ j
Dt
= 0. (B.19)
A proof of this theorem can be found in (Dziuk and Elliott 2007).
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Semi-discrete finite element model of the FBE
In order to write the semi-discrete finite element approximation of the FBE in block matrices form, we
substitute wh by the basis function ϕ j , ( j = 1, . . . , nde), uh and vh by their corresponding values as given
in (B.18) into (B.16a) and (B.16b), then the resulting semi-discrete system of algebraic equations can be
written in compact-matrix-vector form:[
[A11(t)] [A12(t)]
[A12(t)]T [A22(t)]
]{{ dUdt (t)}
{ dVdt (t)}
}
+
[
[B11(t)] [B12(t)]
[B12(t)]T [B22(t)]
]{{U(t)}
{V(t)}
}
=
{{F1(t)}
{F2(t)}
}
(B.20)
where
{{U(t)}
{V(t)}
}
are solutions of the finite element semi-discrete scheme (B.20). In (B.20) we denote by
{U(t)} = (U1(t), . . . ,Unde(t)) , {V(t)} = (V1(t), . . . ,Vnde(t)) ,
{ dU
dt (t)
}
=
(
dU1
dt (t), . . . ,
dUnde
dt (t)
)
and{ dV
dt (t)
}
=
(
dV1
dt (t), . . . ,
dVnde
dt (t)
)
vectors of the solutions and their derivatives. [Akl(t)], [Bkl(t)], (k, l =
1, 2) and F(t) := ({F1(t)},{F2(t)})T are time dependent stiffness matrices and generalised force vector
respectively.
The entries of the time dependent stiffness matrices and generalised force vector for (i, j = 1, . . .,
nde) are defined by
A11i j (t) :=
∫
Ω h,t
(
D11
∂ϕi
∂x
∂ϕ j
∂x
+ D33
∂ϕi
∂y
∂ϕ j
∂y
)
dΩ t ,
A22i j (t) :=
∫
Ω h,t
(
D33
∂ϕi
∂x
∂ϕ j
∂x
+ D22
∂ϕi
∂y
∂ϕ j
∂y
)
dΩ t ,
A12i j (t) := A
21
ji (t) =
∫
Ω h,t
(
D12
∂ϕi
∂x
∂ϕ j
∂y
+ D33
∂ϕi
∂y
∂ϕ j
∂x
)
dΩ t ,
with:
B11i j (t) :=
∫
Ω h,t
(
C11
∂ϕi
∂x
∂ϕ j
∂x
+ C33
∂ϕi
∂y
∂ϕ j
∂y
)
dΩ t ,
B22i j (t) :=
∫
Ω h,t
(
C33
∂ϕi
∂x
∂ϕ j
∂x
+ C22
∂ϕi
∂y
∂ϕ j
∂y
)
dΩ t ,
B12i j (t) := B
21
ji (t) =
∫
Ω h,t
(
C12
∂ϕi
∂x
∂ϕ j
∂y
+ C33
∂ϕi
∂y
∂ϕ j
∂x
)
dΩ t ,
and
F1j(t) := −
∫
Ω h,t
f1
∂ϕ j
∂x
dΩ t +
∫
∂Ω h,t
n1 f1ϕ j ds,
F2j(t) = −
∫
Ω h,t
f2
∂ϕ j
∂y
dΩ t +
∫
∂Ω h,t
n2 f2ϕ j ds.
For convenience’s sake, we denote
[A(t)] :=
[
[A11(t)] [A12(t)]
[A12(t)]T [A22(t)]
]
, [B(t)] :=
[
[B11(t)] [B12(t)]
[B12(t)]T [B22(t)]
]
,
{U(t)} :=
{{U(t)}
{V(t)}
}
,
{dU
dt
(t)
}
:=
{{ dUdt (t)}
{ dVdt (t)}
}
and {F(t)} :=
{{F1(t)}
{F2(t)}
}
.
And we rewrite the semi-discrete finite element model for the force balance equation (B.20) in the form
[A(t)]
{
dU
dt
(t)
}
+ [B(t)]{U(t)}= F(t). (B.21)
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Remark B.3 We note that some entries of the block matrices [A] and [B] are non-symmetric matrices.
These entries are [A12], [A12]T , [B12] and [B12]T . A square matrix, say X is a non-symmetric matrix if the
entries xi j of X, are such that
xi j 6= x ji.
Since some entries of the block matrices [A] and [B] are non-symmetric matrices then [A] and [B] are
non-symmetric block matrices.
Semi-discrete finite element model of the RDE
In order to write the semi-discrete finite element approximation of the RDE in matrix-vector form, we
substitute wh by the basis function ϕ j , ( j= 1, . . . , nde) and ah by its corresponding value as given in (B.18)
into (B.16c). Then we apply the transport property of basis functions as given in Lemma B.2 (the transport
property states that Dϕ j/Dt = 0). Upon applying the transport property of basis functions we obtain the
following semi-discrete system of algebraic equations which we have written in compact-matrix-vector
form;
d
dt
(
M(t){a(t)}
)
+
(
DaK(t)+ kaM(t)
)
{a(t)}= kaacH(t), (B.22)
where {a} = (a1, . . . , ande) are actin concentration solutions of the semi-discrete scheme (B.22).M, K, H
are time dependent mass matrices, stiffness matrices and force vector respectively.
The entries of the time dependent matrices and force vector are defined respectively as
Mi j(t) :=
∫
Ω h,t
ϕiϕ j dΩ t , Ki j(t) :=
∫
Ω h,t
∇ϕi ·∇ϕ j dΩ t , and H j(t) :=
∫
Ω h,t
ϕ j dΩ t .
B.5.1 Fully discrete scheme of the coupled problem
In order to obtain a fully discrete finite element model of the coupled problem, we consider a modified
implicit finite differentiation formula for the time integration of the semi-discrete finite element model of
the FBE and the RDE as given in (B.21) and (B.22) respectively. Thus the fully discrete finite element
model of the coupled problem is givenm by(
[A(tn)]+∆ t [B(tn)]
){U}n+1 = [A(tn)]{U}n+∆ tF(tn), (B.23a)
[
(1+∆ t ka)M(tn+1)+∆ t
(
DaK(tn+1)
)]{a}n+1 =M(tn){a}n+∆ t kaacH(tn), (B.23b)
where {U}n, {U}n+1 are the displacement solutions computed at time tn and tn+1 respectively. And {a}n,
{a}n+1 are the actin concentrations at time tn and tn+1 respectively. For the numerical implementation,
the initial data {U}0 and {a}0 are interpolated on the initial mesh Ω h,0. All integral are evaluated using
Gauss numerical quadrature (Reddy 1993). At each time t, t ∈ I, we assemble the finite elements to obtain
the system of linear algebraic equations (B.23). The system of linear algebraic equation (B.23a) is solved
using a generalised minimal residual method (GMRES) (Sadd and Schultz 1986) while that of (B.23b) is
solved using a conjugate gradient method (CG) with diagonal preconditioner (Hestenes and Stiefel 1952;
Saad 2003). The implementation of the numerical scheme was carried out in ALBERTA 2.0 1, a finite
element toolbox written in C language.
B.6 Numerical algorithm
The fully discrete coupled problem is solved iteratively. We present here a numerical algorithm for the
method.
1http:// www.alberta-fem.de
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Algorithm B.1 [Fully discrete scheme]
Initialise U0 and a0. Set the time-step size to ∆ t.
FOR n= 1, . . . ,TF with time-step size ∆ t DO
AssembleM(tn), H(tn), [A(tn)], [B(tn)] and F(tn).
Solve for {U}n+1 in (B.23a).
Compute the new domain from the value of {U}n+1
AssembleM(tn+1) and K(tn+1) on the new domain.
Solve for {a}n+1 in (B.23b).
END FOR
B.7 Computation of the evolution of the domain
In order to track the evolution of the domain accurately, we specify a Lagrangian kinematic description of
the domain. We assume that the displacement of the boundary of the domain occurs only in the direction
that is normal to its non-deformed position. The displacement of the domain boundary at any time t corre-
sponds to the solutions of the force balance equation U(x, t) at the boundary which in turn are dependent
on the local concentration of the actin filament a(x, t) at any particular space and time. The displacement
of the interior nodes of the mesh is chosen to be equal to the flow velocity β (i.e. β = x˙). On the boundary
we assume that β =ω n := ∂U/∂ t, where U is the displacement solution of the force balance equation.
Let Ω tn and Ω tn+1 be the domain at time t
n and tn+1 respectively. If we consider a time interval
[tn, tn+1] and assume that the spatial coordinates of Ω tn and Ω tn+1 are known. Then we can define a first
order linear approximation of the flow velocity as follows:
β (x, tn) =
x(tn+1)−x(tn)
∆ t
, (B.24)
where ∆ t = tn+1− tn defines the time-step. We define a linear approximation of the domain Ω tn+1 such
that
x(tn+1) = x(tn)+∆ tω n(x, tn). (B.25)
By substituting the above expression for β (x, tn) :=ω n(x, tn) into (B.25) and given Un+1 results in mesh
movement. where Un+1 is the displacement solution of the force balance equation at time tn (and specifies
the displacement of the domain at time tn). A Lagrangian kinematic description of the interior nodes of the
mesh is used thus (B.25) equally specifies the position of the interior nodes.
Remark B.4 We remark again that the computation of the displacement of the domain (as defined above)
is substantially different from that of Stephanou et al. (2004) model.
