In this paper various multiplicative models that are often used to analyse genotype-environment interaction are described and some of the statistical relationships between them are explored. It is shown that principal-component analysis can be seen as a natural generalization of the joint regression analysis. A set of maize data is used to exemplify these statistical models.
Introduction
The most popular method to explain genotypeenvironment interaction seems to be the use of the multiplicative model. This model was first used by Mooers in 1921 , as Westcott(1986 states, but Yates & Cochran (1938) appear in most of the literature as the first users and Finlay & Wilkinson (1963) , Eberhart & Russell (1966) , Perkins & Jinks (1968) as the authors who extended its use.
The common multiplicative model Using the same model and notation as used by Perkins & Jinks (1968) and Shukia (1972) in which t genotypes are tested in a randomized complete block design with r replications within each of s environments we have the model: where is the grand mean, d,(i-1, 2, ... t)the additive genetic contribition of the ith genotype, r, (j = 1, 2, . . . s) the additive environmental contribution of the jth environment, r1k the additive contribution of the kth block within the jth environment g the genotype environmental interaction of the ith genotype in the jth environment and ek is the residual variation contributed by the kth replicate of the ith genotype in the jth environment.
If we assume that blocks within environments, e and d are fixed effects so that:
and as usual E(ek)=0and V(e,,k)02 then model (1) can be expressed in terms of the means Y (the mean of r replicates of the ith genotype at the jth environment) as:
Observe that restriction (2) is necessary for model (3). Now if we assume the common multiplicative model:
g,1= bLrJ+
and if we let a+e11 wehave: 
The equality of all b's can be tested by calculating the Using the results of Mandel (1961), Shukla (1972) , showed that the appropriate test for all b, =0 is:
As regression estimators have known conditional variances this allows the hypothesis H0:b,= 0 to be tested for any genotype. This seems to be the main advantage of this method, but if regression estimators fail to explain genotype-environment interaction the fit can be improved by the bilinear approach.
The multiplicative model adjusted by least squares Gabriel (1978) shows that a better fit of model (5) Generalization of the multiplicative model If we consider that: (6) it is easily seen that model (5) is a particular case of model (6) whenf1= 1.
Model (6) can be fitted in the following way: in the first stage a linear fit of is made and then multiplicative terms are fitted by principal-component analysis. This is known not to be the least squares method (Gabriel, 1978) but this two-stage method can be useful to compare model (6) against model (5).
The sum of squares explained by two principal components is: SSTCr(A+.?L) (7) and the sum of squares of non-additivity in this method SSNA= SSTC -SSE -SSG ) and )L2 are the two largest eigenvalues in the singular value decomposition of the t X s order matrix W with elements
The main advantage of principal components in this case, as mentioned before, is its graphical representation, then if p is defined as above and P2 in a similar way by now referring to matrix W, the coordinates of the ith genotype in the plane Z1 -Z2 are: Z11'1p11W1, or in equivalent form Shukla (1974) 1 + b= qii/qm where is:
This graphical representation of genotypes has an advantage with that given by Westcott (1987) , it can be compared by its sum of squares with the common multiplicative model, the disadvantages of this approach is the inclusion of new parameters (f1: j = 1, 2, s) andthat inferential methods are not available. Another generalization of model (5) is given by In this model, if f1 = we have model (5). This model can be fitted by least squares (Gabriel, 1978) in two stages. In stage 1 a linear fit of p, d. and e1 is required and in stage 2, a bilinear fit of hf1 is made to the residuals from the linear fit.
An exact test of the bilinear term b1f1 is possible with percentage tables of eigenvalues of the Wishart matrix, for example the ones given by Johnson & Graybill (1972) or Krzanowsky (1979) . Unfortunately factor f is usually difficult to interpret.
Example
In this example we analyse the data given by Acosta (9 (1987) of 15 genotypes of maize in 13 environments in the north-west of Mexico. In each environment a randomized complete-block design with four replicates was used.
The mean yield (ton/ha) of genotypes in each environment is given in Table 1 and Table 2 shows the analysis of variance in which genotype-environment interaction is found to be significant at the a =0.05 level. The common multiplicative model adjusted by regression
The mean yield of genotypes and their regression coefficients are given in The exact test of the multiplicative model is given below the G-E interaction line in Table 2 , there it can be seen that both the multiplicative model and the deviations of regression are found to be significant at a = 0.05. In order to improve the adjustment, the bilinear fit was tried.
Multi'plicative model adjusted by least squares
After calculating matrix X with elements X,= Y,-Y, we obtain = 26.3670, =798.1848. In a similar way we obtain the rest of b, which are listed in Table 3 . It can be seen from Table 3 The hypothesis of equality of least squares coefficients is rejected but, as coefficients are very similar and SSNA is only 2% larger than that given by the regression approach, the gain is poor and we will try the generalization of a multiplicative model to improve the fit.
Generalization of the multiplicative model After calculating matrix W with elements W= Y-V., we obtain vectors p1 and P2, which are shown in Table Table 4 This sum of squares of non-additivity is 40% larger than that given by regression and least squares methods and it explains 36% of the sum of squares of the genotype-environment interaction.
We need the coordinates of genotypes for a graphical representation; for genotype 1 we have: Coordinates for the rest of the genotypes are calculated in a similar way (Table 3) observe the exceptional corresponding trends between means, coefficients and coordinates.
In Fig. 1 genotypes are represented by two principal components, the scale of component two is 2/11 times the scale of component one in order to take into account the difference in the sum of squares explained by these components. We can conclude that, in this example, the generalization of the multiplicative model is useful to explain genotype-environment interactions.
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