Abstract-This paper proposes two hybrid optimization methods based on Harmony Search algorithm (HS) and two diffe rent nature-inspired metaheuristic algorithms. In the first contribution, the combination was between the Improved Harmony Search (IHS) and the Particle Swarm Optimization (P SO). The second contribution merged the IHS with the Differential Evolution (DE) operators. The basic idea of hybridization was to ameliorate all the harmony memory vectors by adapting the PSO velocity or the DE operators in order to increase the convergence speed. The new algorithms (IHSPSO and IHSDE) have been compared to the IHS, DE, PSO and some other algorithms like DHS and HSDM. The DHS and HSDM are two existing algorithms, which use diffe rent hybridization concepts between HS and DE. All of these algorithms have been evaluated by different test Benchmark fu nctions. The results demonstrated that the hybrid algorithm IHSDE have the better convergence speed into the global optimum than the IHSPSO and the standard IHS, DE and PSO.
INTRODUCTION
In recent years, several researchers have devoted their attention to develop new optimization algorithms based on analogies with natural or behavioral phenomena. The field of nature-inspired metaheuristic algorithms was principally constituted by the evolutionary algorithms like Genetic Algorithm (GA) [7] and Diffe rential Evolution (DE) [14] , as well as the swarm intelligence algorithms like Particle Swarm Optimization (PSO) [9] , Bacterial Foraging Optimization (BFO) [11] , and so on [19] [20] [21] [22] [23] [24] [25] [26] [27] . These algorithms have demonstrated their power in solving global complex optimization problems among whom learning of artificial neural networks [1, 2] , Optimal Power Flow problem [16] , Power Electronic Circuit Design [18] , etc.
In 2001, the field extends to include the mimic algorithm, Harmony Search (HS), developed by Geem [6] . This new algorithm was inspired fr om jazz musical improvisation when a musician (=decision variable) plays (= generate) a note (= value) to find a perfect state of harmony (= global optimum) [6] .
978-1 -4799-1415-9/13/$3 1.00 20 Since its invention, (HS) has received considerable attentions. Its effectiveness and advantages have been demonstrated in a wide range of applications [5] , which directed research to fu rther improve its performance. Moreover, in order to improve the adjusting characteristic of HS algorithm, Mahdavi et al. [10] suggested evolving the parameters instead of being fixed during the iterations. The Improved Harmony Search algorithm (IRS) was applied in various standard engineering optimization problems.
Harmony Search (HS) is a phenomenon imitating an algorithm inspired by the improvisation process of musicians. The HS algorithm searches the solution area as a whole to find the optimum vector, which optimizes the objective function [6] . When the HS algorithm generates a new vector, it considers all of the existing vectors in the harmony memory with fe wer mathematical requirements. This fe ature makes the HS more flexible, the implementation easier and it is very versatile to combine HS with other metaheuristic algorithms [17] such as Diffe rential Evolution algorithm [14] and Particle Swarm Optimization algorithm [9] .
All these fa ctors pushed some researchers like Chakraborty et al. to propose hybridization between the HS and the differential evolution algorithm called the improved harmony search algorithm with differential mutation operator (DHS) [3] . In addition, Qin and Forbes presented the Harmony Search with Diffe rential Mutation Based Pitch Adjustment (HSDM) [12] .
In this context, some nature inspired meta-heuristic optimization algorithms such as PSO, DE and HS are adopted in this work. In the first phase, a new idea, which approximates the vectors of IHM to the swarm concept of PSO algorithm is introduced. In this case, at each iteration, a new position vector was computed for all individuals of the swarm to converge it to the global minimum. The IHSPSO algorithm inherited a new attribute named 'Velocity' and integrated it for the computation of the new vectors of harmony memory. In the second phase, the Diffe rential Evolution (DE) algorithm was chosen to implement their operators (mutation, crossover and selection) in IRS generation vectors. By applying these instructions, a wide variety of values were being available to guide the hybridized algorithm IRSPSO and IRS DE towards the optimal solutions with more efficiency and speed. This work considers only the single-objective optimization problems.
The remaining paper is organized as fo llows: Section 2 describes the original HS, the improved HS and the observed weakness of these algorithms. In section 3, the hybrid method based on the IHS and PSO is presented. The combination method between the IHS and DE algorithms is provided in Section 4. The set of some simulation results is the subject of Section 5. Finally, some concluding remarks are presented in Section 6.
II. HARMONY SEARCH (HS)
This section contains a description of the basic Harmony Search algorithm; the improved method and the weakness on witch based our hybridizations.
A. The Harmony Search algorithm
In order to understand the Harmony Search concept, some explications of the improvisation process by a skilled musician are the subject of this section. When a musician improvises a note usually fo llows one of the three rules: (1) playing a note fr om his memory, (2) playing a note beside a note fr om his memory, or (3) playing a note totally random of the sound and fe asible range. Similarly, the improvisation of harmony (vector) is essentially based on these rules. The steps in the procedure of harmony search are as fo llows [6] : 1) Step 1. Formulation of the problem and parameter settings. Thus, to apply the HS, the problems should be fo rmulated in the optimization environment, with the objective fu nction and the parameters must be defined with certain values. The HS algorithm parameters are [5, 6] • Number of Improvisations (NI) (that is, the maximum number of generations).
• FW or BW: the width of the fr et or bandwidth 2) Step 2. Initialize randomly the Harmony Memory (HM).
3)
Step 3. Improvise a new harmony.
4)
Step 4. Update the harmony memory.
5)
Step 5. Repeat step 3 step 4 until the satisfaction of the termination criterion.
B. The Improved Harmony Search (IHS)
In the Improved Harmony Search (IHS), Mahdavi [10] suggested that PAR increase linearly and FW decrease exponentially with iterations. Therefore, mathematic expressions were adapted into these parameters to fo llow the iteration change:
PAR=(P ARmax-P ARmin)l(MaxItr)
FW =fw max *exp(coej*currentIteration) (2) coef=log(fwminlfwmax)lMaxItr (3) C. The HS weakness
Most of the decision variables in the new harmony are selected fr om the other vectors stored in Harmony Memory. In addition, the new harmony vector may have the opportunity to take a place in the memory after its fitness test. Then, this vector might influence the convergence speed of the HS to the global optimum. In simulation results, we note that the HM is stable in most of the time: the memory matrix is changed one time every 75 iterations, in average. So it does not provide a large variety of values to the next improvisation. Therefore, the HS has a low probability of generating a good-quality of the new harmony vector.
To overcome this limitation in the HS, we have to incorporate a mechanism to create a wide variety of values in memory while respecting their allowable ranges. This mechanism must be dynamic, so that converges and indirectly guides the global algorithm to find its optimum. For these reasons, we try to inspire a new hybridization idea fr om other nature-inspired metaheuristic algorithms like Particle Swarm Optimization (PSO) and Diffe rential Evolution (DE) algorithms. The common idea of these algorithms is to provide a new population at each iteration not only completely different but also closer to the optimum.
The hybridization strategy is to simulate the HM vectors to the swarm particles performance of PSO and to the individuals' evolution of DE. Therefore, we try to apply a new set of instructions on all vectors in memory to have a dynamic memory that fly at each iteration towards the optimal solution. In addition, it improves the population and generates each time a better range of values for the next improvisation.
III. THE IHS HYBRlDlZED WITH PSO ALGORITHM
This section contains a description of the Particle Swarm Optimization algorithm (PSO) and the process of hybridization between IHS and PSO algorithms.
A. The Particle Swarm Op timization (P SO)
The particle swarm optimization (PSO) is a population based metaheuristic algorithm. It was developed by Kennedy and Eberhart in 1995 [9] . Simulating the behaviors of bird flocking, the mean idea of PSO is that individuals, called particles, interact with one another while learning fr om their own experience. The system is initialized randomly with a population of solutions and searches for optimal solution by updating generations. They share the global best and gradually they move into better regions of the problem space [9] . All of particles have positions and velocities which direct the flying of the particles. They evaluated by the fitness values which computed by the optimized fun ction.
The PSO algorithm requires primitive mathematical operators for updating the particles positions 'p' and velocities 'v' as shown below [8] :
V,t+ i = v/ + c1 * rand * (pbest i -P i) + c2 * rand * (g best I -P ,) (4)
At each iteration, every particle is updated by fo llowing two "best" values. The first one is the local best and called 'pbest'. It is the best fitness value achieved by the particle. The second "best" is the global best and called 'gbest' . It is the best fitness value obtained so far by any particle in the population.
B. The hy bridization between IHS and PSG
From the early works on PSO, it is known that PSO algorithm have fa st convergence behavior and characterized by its ability to perform very well in static and dynamic environments. The stochastic fa ctors and the dynamic aspects of particle velocities can guide the system to the right areas of research in the workspace.
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False Condition ?
In this hybridization, we integrate the terminology of the PSO algorithm in the HS in order to limit the search time for the optimum. For better results, we choose to apply the hybridization on the Improved Harmony Search algorithm instead of the basic version because of its better performance.
Indeed, we considered the memory vectors of IHS as particles of the swarm and the new memory values for new improvisation as the new positions reached by these particles. We added the 'velocity' parameter calculated for each particle according to the equation (4) announced in the PSO algorithm. For each iteration, we identified 'pBest' and 'gBest', which correspond to the current particles generation and calculated the new positions in relation to the calculated velocities (see Figure 1) .
IV. THE IHS HYBRIDIZED WITH DE ALGORlTHM
This section presents a general idea about the Diffe rential Evolution algorithm (DE) and describes the new hybridization strategy between IHS and DE algorithm.
A. Differential Evolution (DE)
The Differential Evolution algorithm (DE) was proposed by Price and Storn in 1995 [14] . Its remarkable performance and effective approach as a global optimization algorithm on wide variety of fields of engineering has been extensively explored [1, 2] . It is a simple and straightforward strategy based on three operators: mutation, crossover and replacement [4] .
• Mutation:
There exist different mutation strategies. In one of the simplest fo rms of DE-mutation, for each target vector of the current population, three distinct vectors are sampled randomly. Then, the vector difference of randomly sampled population members is scaled (by the control parameter F in the range [0.4, 1]) and added to the basis vector to produce a mutant vector.
• Crossover:
After the mutation, a crossover operation comes into play. The crossover is applied with certain probability controlled by the Crossover rate (Cr E [0, 1]). The crossover is a combination between the mutant vector and the target vector under consideration to generate a trial vector.
• Selection:
To keep the population size constant for fu ture generations, the next operation of the algorithm calls selection. The goal of selection is to keep the best vector for the next generation.
B. The hy bridization between IHS and DE
The Diffe rential Evolution was the second algorithm hybridized with IHS. It has very limited number of control parameters (Cr, F, and NP in classical DE). Although it used simple adaptation formulas for F and Cr without computational burden, it was a preferment and effective technique for solving optimization problems.
In order to build an impact solution that covers the weakness fo und in the IHS, we applied the operators of mutation, crossover and selection on all vectors of memory. In fa ct, this treatment is designed to be made each iteration to change memory vectors fr om one generation to another and add the dynamic aspect to our algorithm. The vectors resulting fr om this treatment form a new range of values much closer to the global optimum for the fu ture improvisation (see Figure 2) .
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The IHS algorithm which is hybridized with DE (IHSDE) showed a better behavior than the one hybridized with PSO (IHSPSO) (see table II) . As a consequence, the IHSDE was adapted as the best hybridized algorithm in this work.
V. EXPERlMENTS
The performance of IHSDE is evaluated and compared to the IHS, DE, PSO and IHSPSO using 25 tests Benchmark fun ctions (table I) There are also two stopping criteria are applied:
• The maximum number of fu nction iterations IS reached. Here, it is set to 50000 times.
• The difference of objective fu nction values between the best solution fo und so far and the global optimal solution (i.e., error fu nction value is smaller than 10, 1 0 ).
The optimization performance is quantitatively measured by the mean value and standard deviation of the best fitness achieved when an algorithm terminates over 10 runs and the spent time or number of fu nction evaluations. An optimization algorithm is regarded as successfully solving the problem once it achieves the closest fitness to the global optimum fa ster.
B. Results
To compare the optimization performances of HS, IHS, DE, PSO, IHSPSO and IHSDE in terms of the mean value and standard deviation of the best mean as well as the number of evaluations over 10 runs (TABLE I) , 25 test Benchmark fu nctions were tested. For each fu nction, bold fo nts in TABLE II, show which algorithm works more efficient and gives the best results. In this comparative study, our goal is to minimize the time to reach the global optimum respecting the given margin of error. So, we considered the algorithm that is closest to the global optimum for a minimum number of evaluations as the best.
The techniques of mutation, crossover and selection of DE which adapted to IHS, accelerates the convergence of the algorithm and provides a guided sequence of steps. Therefore, the new algorithm IHSDE made the minimum number of evaluations (reduced time) to converge toward the global optimum in the most of cases (see TABLE II ). The IHSDE usually demonstrates superior performances compared to IHS, DE, PSO and IHSPSO on test functions except for few cases.
In the second level, the IHSPSO was given competitive results at those of IHSDE and even sometimes better.
In the literature, there are other algorithms that have hybridization between HS and DE like DHS [3] and HSDM [12] . To evaluate IHSDE, it was compared with these algorithms with respect to each of 5 tests Benchmark functions (TABLE I In this table, the value in bold fo nts, which corresponds to the IHSDE shows that this algorithm reaches the best result in this comparison. The IHSDE proved its superiority for all existing algorithms and showed great performances with the 5 test benchmark fu nctions. These results emphasize the strategy allowed for hybridization in this study.
VI. CONCLUSIONS
In this paper, different metaheuristic algorithms have been studied such as Harmony Search HS, Particle Swarm Optimization PSO and Diffe rential Evolution DE. A new hybridization search procedure inspired by evolution concept and swarm behavior was developed. This hybridization has combined The Improved HS with PSO to result IHSPSO and with DE to result IHSDE. These algorithms are tested by the benchmark fu nctions (CEC 2005 ) and compared with each other and some other algorithm fr om the literature. The experimental results demonstrate that the hybridized Harmony Search algorithm IHSDE shows more efficiency and performing to reach the global optimum more rapidly.
