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Functions of locally bounded variation on Wiener spaces
Masanori Hino
Graduate School of Engineering Science, Osaka University
hino@sigmath.es.osaka-u.ac.jp
We introduce the concept of functions of locally bounded variation on
abstract Wiener spaces and study their properties. Some nontrivial ex-
amples and applications to stochastic analysis are also discussed.
1. Introduction
Functions of bounded variation (BV functions) on abstract Wiener spaces
were first studied in [5; 6] for their applications in stochastic analysis, but
recently BV functions on infinite dimensional spaces have attracted atten-
tion for a variety of reasons. In this paper, we newly introduce the space
˙BV loc of functions of locally bounded variation (local BV functions) on
the abstract Wiener space (E,H, µ). Needless to say, there could be sev-
eral ways of localizing the concept of bounded variation. In this article,
we adopt the ideas in the theory of (quasi-)regular Dirichlet forms, which
are suitable for application to stochastic analysis. Indeed, we show that a
Dirichlet form of type
Eρ(f, g) = 1
2
∫
E
〈∇f,∇g〉H ρ dµ
associated with a nonnegative function ρ in ˙BV loc with some extra assump-
tions provides a diffusion process that has the Skorokhod representation
(Theorem 10). This result is regarded as a natural generalization of [6,
Theorem 4.2], where ρ is assumed to be a BV function instead. We also
consider the classical Wiener space on Rd as E and provide a sufficient
condition for an open set O of Rd so that the indicator function of the set
of all paths staying in the closure O is a local BV function. Accordingly, we
can construct the (modified) reflecting Ornstein–Uhlenbeck process with
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the Skorokhod representation on the set of paths staying in O under a
rather weak condition on O. This is a study related to another paper [9],
in which a sufficient condition was given for the above-mentioned indicator
function to be a BV function on either pinned path spaces or one-sided
pinned spaces.
The remainder of this paper is organized as follows. In Section 2, we
introduce the concept of local BV functions on a Wiener space and study
their properties. In Section 3, we provide a sufficient condition for a class
of indicator functions to be local BV functions.
2. The space ˙BV loc on Wiener spaces
Let (E,H, µ) be an abstract Wiener space. That is, E is a separable Banach
space, H is a separable Hilbert space densely and continuously embedded
in E, and µ is a Gaussian measure on E that satisfies∫
E
exp
(√−1l(z))µ(dz) = exp (−|l|2H/2) , l ∈ E∗.
Here, we regard the topological dual of E, E∗, as a dense subspace of H by
the natural identification H∗ ≃ H. The inner product and the norm of H
are denoted by 〈·, ·〉H and | · |H , respectively. We set
FC1b =
{
u : E → R
∣∣∣∣ u(z) = f(l1(z), . . . , lm(z)), l1, . . . , lm ∈ E∗,f ∈ C1b (Rm) for some m ∈ N
}
and define FC1b (E∗) as the set of all linear combinations of H-valued func-
tions u(·)l on E with u ∈ FC1b and l ∈ E∗ ⊂ H. For u ∈ FC1b , ∇u
denotes the H-derivative of u, which is an H-valued function on E that is
characterized by the identity
〈∇u(z), l〉H = lim
ε→0
(u(z + εl)− u(z))/ε, l ∈ E∗ ⊂ H ⊂ E.
In the same way, ∇u is defined for u ∈ FC1b (E∗) as an H ⊗ H-valued
function on E.
Let (X,X , ν) be a measure space and let Y be a separable Hilbert space
with norm | · |Y . For p ∈ [1,+∞], we denote by Lp(X → Y ; ν) the space of
all Y -valued Lp-functions on (X,X , ν) with the norm defined as
‖f‖Lp(ν) =


(∫
X
|f(x)|pY ν(dx)
)1/p
, p ∈ [1,+∞),
ν -ess sup
x∈E
|f(x)|Y , p = +∞.
2
As usual, two functions that are equal a.e. are identified. If X = E or
ν = µ or Y = R, we often omit these symbols from the notation. In
particular, Lp and ‖ · ‖p represent Lp(E;µ) and ‖ · ‖Lp(µ), respectively. For
p ∈ [1,+∞), the closure of FC1b (resp. FC1b (E∗)) with respect to the norm
(‖ · ‖pp + ‖∇ · ‖pp)1/p will be denoted by D1,p (resp. D1,p(H)). The operator
∇ extends to a continuous map from D1,p to Lp(E → H). Let ∇∗ denote
the adjoint operator of ∇. This is regarded as a bounded operator from
D
1,p(H) to Lp for p ∈ (1,∞). We note that both ∇ and ∇∗ have the
local property in the sense that, if f ∈ D1,2 (resp. G ∈ D1,2(H)) satisfies
f = 0 (resp. G = 0) µ-a.e. on some measurable set A, then ∇f = 0 (resp.
∇∗G = 0) µ-a.e. on A. See, e.g., [11, Propositions 1.3.16 and 1.3.15] for the
proof.
Let L(logL)1/2 denote the set of all real-valued µ-measurable functions
f on E such that f(0 ∨ log |f |)1/2 ∈ L1. For ρ ∈ L(logL)1/2, define
V (ρ) = sup
{∫
E
(∇∗G)ρ dµ G ∈ FC1b (E∗), |G(z)|H ≤ 1 for every z ∈ E
}
(≤ +∞).
The function space BV on E is defined as
BV = {ρ ∈ L(logL)1/2 | V (ρ) <∞}.
A function in BV is called a BV function or a function of bounded variation.
We remark that the following inequality holds for p ∈ (1,+∞] and ρ ∈
BV ∩ Lp. ∫
E
(∇∗G)ρ dµ ≤ V (ρ)‖G‖∞, G ∈ D1,q(H), (1)
where q is the conjugate exponent of p.
For a function space C on E and a µ-measurable subset A of E, CA
denotes the space of all functions in C vanishing µ-a.e. on E \ A, and Cb
denotes the set of all bounded functions in C. Moreover, CA,b denotes
CA ∩ Cb.
For ξ ∈ L1, F ξ denotes the support of the measure |ξ| · µ. For ξ ∈ L1
with ξ ≥ 0 µ-a.e., we define a bilinear form (E ,FC1b ) on L2(F ξ, ξ · µ) by
Eξ(f, g) = 1
2
∫
E
〈∇f,∇g〉H ξ dµ, f, g ∈ FC1b .
The set of all ξ such that (E ,FC1b ) is closable on L2(F ξ; ξ ·µ) is denoted by
QR. For ξ ∈ QR, the closure of (E ,FC1b ), denoted by (Eξ,Fξ), is a quasi-
regular Dirichlet form on L2(F ξ; ξ · µ) (see, e.g., [12] and [5, Theorem 2.1]
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for the proof). The space Fξ is regarded as a Hilbert space by using the
inner product (f, g) 7→ Eξ(f, g)+∫
F ξ
fg ξ dµ. The associated capacity Capξ
is then defined as
Capξ(A) = inf
{
Eξ(f, f) + ‖f‖2L2(ξ·µ)
f ∈ Fξ and f ≥ 1 ξ · µ-a.e. on
some open set including A
}
for A ⊂ F ξ. The concept “Eξ-quasi-everywhere” (Eξ-q.e.) is based on this
capacity. An increasing sequence {Fk}∞k=1 of closed sets in F ξ is called
an Eξ-nest if limk→∞ Capξ(F ξ \ Fk) = 0. It is known that {Fk}∞k=1 is
an Eξ-nest if and only if ⋃∞k=1FξFk is dense in Fξ. In this situation, the
set Sξ of all smooth measures is described as the totality of all positive
Borel measures ν on F ξ such that ν charges no set of zero capacity Capξ
and there exists an Eξ-nest {Fk}∞k=1 such that ν(Fk) < ∞ for all k. A
function f on E is called Eξ-quasi-continuous if there exists an Eξ-nest
{Fk}∞k=1 such that f |Fk is continuous on Fk for every k. Any function
f ∈ Fξ has an Eξ-quasi-continuous modification f˜ . When ξ ≡ 1, we write
E , F , and Cap instead of Eξ, Fξ, and Capξ, respectively. We note that
F = D1,2. For a subset A of E, eA denotes the equilibrium potential of
A with respect to (E ,F): that is, eA attains the infimum of {E(f, f) +
‖f‖22 | f ∈ D1,2 and f˜ ≥ 1 E-q.e. on A}, which is equal to Cap(A) (cf. [7,
Theorem 2.1.5]). Henceforth, we will always assume that eA is E-quasi-
continuous by itself. Any G ∈ D1,2(H) also has an E-quasi-continuous
modification G˜ (cf. [2, Chapter VII, Theorem 1.3.1]).
One of the fundamental properties of BV functions is given by the fol-
lowing theorem.
Theorem 1 (cf. [6, Theorem 3.9]). For ρ ∈ BV , there exists a positive
finite measure ν on E and an H-valued Borel function σ on E such that
|σ|H = 1 ν-a.e., and for every G ∈ FC1b (E∗),∫
E
(∇∗G)ρ dµ =
∫
E
〈G, σ〉H dν. (2)
The measure ν belongs to S|ρ|+1. If ρ ∈ QR in addition, then ν|E\F ρ = 0
and ν|F ρ ∈ Sρ. Also, ν and σ are uniquely determined in the following
sense: if ν′ and σ′ are another pair satisfying (2) for all G ∈ FC1b (E∗),
then ν = ν′ and σ = σ′ ν-a.e.
We now introduce some localized function spaces.
Definition 2. Let ρ be a real-valued µ-measurable function on E.
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(i) For p ∈ [1,+∞], we say ρ ∈ L˙ploc if there exists an E-nest {Fk}∞k=1 such
that ρ · 1Fk ∈ Lp for every k ∈ N.
(ii) We say ρ ∈ ˙BV loc if there exists an E-nest {Fk}∞k=1 and {ρk}∞k=1 ⊂ BV
such that ρ = ρk µ-a.e. on Fk for every k ∈ N.
The following are some properties of ˙BV loc.
Theorem 3. For ρ ∈ L˙2loc, the implications (a)⇔ (b)⇐ (c) hold.
(a) ρ ∈ ˙BV loc.
(b) There exists an E-nest {Fk}∞k=1 and positive numbers {ck}∞k=1 such that
for every k ∈ N, ρ · 1Fk ∈ L2 and∫
E
ρ∇∗Gdµ ≤ ck‖G‖∞, G ∈ D1,2(H)Fk,b.
(c) There exists an E-nest {Fk}∞k=1 and {fm}∞m=1 ⊂ D1,1 such that for
every k ∈ N, (fm − ρ) · 1Fk converges to 0 in L1 as m → ∞ and
‖(∇fm) · 1Fk‖1 is bounded in m.
Unlike the case of finite-dimensional spaces, we must take care with the
localized test functions on E. Indeed, except for the zero function there are
no functions f in FC1b such that f vanishes outside a bounded set. This is
why we introduce D1,2(H)Fk,b in the theorem above.
For the proof of Theorem 3, we introduce some lemmas.
Lemma 4. Let {Fk}∞k=1 be an E-nest. Then, there exists another E-nest
{F ′k}∞k=1 and functions {ϕk}∞k=1 ⊂
⋃∞
n=1 D
1,2
Fn
such that for any k, F ′k ⊂ Fl
for some l ≥ k, ϕk is E-quasi-continuous, 0 ≤ ϕk ≤ 1 on E, ϕk = 1 on F ′k,
and limk→∞ E(ϕk, ϕk) = 0.
Proof. We denote E \ Fk by F ck , etc. Take an increasing sequence
{n(k)}∞k=1 of natural numbers such that Cap(F cn(k)) < 2−k for every k.
There exists an E-nest {Fˆl}∞l=1 such that eF cn(k) is continuous on each Fˆl for
every k (cf. [7, Theorem 2.1.2]). For k ∈ N, let ϕk = 1 ∧ 2(1− eF c
n(k)
) and
Fˇk = {ϕk = 1}. Since Fˇ ck = {eF cn(k) > 1/2},
Cap(Fˇ ck ) ≤ E(2eF cn(k), 2eF cn(k)) + ‖2eF cn(k)‖22 = 4Cap(F cn(k)) < 2−k+2.
Define F ′k =
⋂∞
l=k(Fˇl ∩ Fˆl ∩ Fn(l)). Then, {F ′k}∞k=1 is a nondecreasing
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sequence of closed sets and
Cap((F ′k)
c) = Cap
((
∞⋃
l=k
Fˇ cl
)
∪ Fˆ ck ∪ F cn(k)
)
≤
∞∑
l=k
Cap(Fˇ cl ) + Cap(Fˆ
c
k ) + Cap(F
c
n(k))
≤ 2−k+3 + Cap(Fˆ ck ) + Cap(F cn(k)),
which converges to 0 as k → ∞. Furthermore, E(ϕk, ϕk) ≤
4E(eF c
n(k)
, eF c
n(k)
) < 2−k+2 → 0 as k →∞.
Lemma 5. Let p ∈ (1,+∞] and q denote the conjugate exponent of p.
(i) Let f ∈ BV ∩ Lp and g ∈ D1,qb . Then, fg ∈ BV and V (fg) ≤
V (f)‖g‖∞ + ‖f∇g‖1.
(ii) Let f ∈ BV and g ∈ D1,qF,b for some µ-measurable set F ⊂ E. If
f · 1F ∈ Lp, then fg ∈ BV ∩ Lp and V (fg) ≤ V (f)‖g‖∞ + ‖f∇g‖1.
Proof. (i) Let {Tt}t>0 be the Ornstein–Uhlenbeck semigroup on E. For
t > 0, Ttf ∈ D1,p, thus (Ttf)g ∈ D1,1 and
‖∇((Ttf)g)‖1 ≤ ‖∇(Ttf)‖1‖g‖∞ + ‖(Ttf)∇g‖1
≤ e−tV (f)‖g‖∞ + ‖(Ttf)∇g‖1,
from, e.g., [6, Proposition 3.6]. Since limt→0(Ttf)g = fg in L
1 and
limt→0(Ttf)∇g = f∇g in L1(H), Theorem 3.7 of [6] completes the proof.
(ii) For n ∈ N, let fn = (−n) ∨ (f ∧ n). From [6, Corollary 3.8],
fn ∈ BV and V (fn) ≤ V (f). By the assumption and (i), fng ∈ BV ∩ Lp,
‖fng‖p ≤ ‖fg‖p, and
V (fng) ≤ V (fn)‖g‖∞ + ‖fn∇g‖1 ≤ V (f)‖g‖∞ + ‖f∇g‖1,
which is bounded for each n. Since limn→∞ fng = fg in L
1, the claim
follows.
Lemma 6. For ρ ∈ ˙BV loc ∩ L˙2, there exists an E-nest {Fk}∞k=1 and func-
tions {ρk}∞k=1 in BV ∩ L2 such that ρ = ρk on Fk for every k ∈ N.
Proof. There exist an E-nest {Fk}∞k=1 and {ρk}∞k=1 ⊂ BV such that for
every k, ρ · 1Fk ∈ L2 and ρ = ρk on Fk. Take the E-nest {F ′k}∞k=1 and the
functions {ϕk}∞k=1 in Lemma 4. From Lemma 5, the assertion is true by
taking {F ′k}∞k=1 and {ρϕk}∞k=1 as {Fk}∞k=1 and {ρk}∞k=1, respectively.
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Proof of Theorem 3. (a)⇒(b): Take the E-nest {Fk}∞k=1 and {ρk}∞k=1 ⊂
BV ∩ L2 as in Lemma 6. Let k ∈ N and take G ∈ D1,2(H)Fk,b. Since
∇∗G = 0 µ-a.e. on E \ Fk,∫
E
ρ∇∗Gdµ =
∫
E
ρk∇∗Gdµ ≤ V (ρk)‖G‖∞,
where the last inequality follows from (1). Thus, (b) holds.
(b)⇒(a): Take the E-nest {F ′k}∞k=1 and the functions {ϕk}∞k=1 as in
Lemma 4. For k ∈ N, take l ∈ N such that ϕk ∈ D1,2Fl and let ρk = ρϕk.
Then, ρk ∈ L2 and ρk = ρ on F ′k. Moreover, for any G ∈ FC1b (E∗),∫
E
ρk∇∗Gdµ =
∫
E
ρϕk∇∗Gdµ
=
∫
E
ρ{∇∗(ϕkG) + 〈∇ϕk, G〉H} dµ
≤ cl‖ϕkG‖∞ + ‖ρ · 1Fl‖2‖∇ϕk‖2‖G‖∞
≤ (cl + ‖ρ · 1Fl‖2‖∇ϕk‖2)‖G‖∞.
Therefore, ρk ∈ BV .
(c)⇒(b): We may assume that ρ · 1Fk ∈ L2 for every k. For M > 0,
define ΦM (t) = (−M) ∨ (t ∧ M) for t ∈ R. Then, for k ∈ N and G ∈
D
1,2(H)Fk,b,∫
E
ΦM (fm)∇∗Gdµ =
∫
E
〈∇(ΦM (fm)), G〉H dµ
≤ ‖(∇fm) · 1Fk‖1‖G‖∞ ≤ ck‖G‖∞,
where ck := supm∈N ‖(∇fm) · 1Fk‖1 <∞. Since ∇∗G ∈ L2,
lim
m→∞
∫
E
ΦM (fm)∇∗Gdµ =
∫
E
ΦM (ρ)∇∗Gdµ.
Since limM→∞(ΦM (ρ)− ρ) · 1Fk = 0 in L2,
lim
M→∞
∫
E
ΦM (ρ)∇∗Gdµ =
∫
E
ρ∇∗Gdµ.
Therefore, we have
∫
E
ρ∇∗Gdµ ≤ ck‖G‖∞.
The following are some basic lemmas that are used later.
Lemma 7. The following claims hold.
(i) For ρ ∈ L∞, F |ρ|+1 = D1,2 and their norms are equivalent.
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(ii) Let ρ ∈ QR ∩ L∞ and {Fk}∞k=1 be an E-nest. Then, D1,2|F ρ is con-
tinuously embedded in Fρ and there exists c > 0 such that Capρ(A) ≤
cCap(A) for any A ⊂ F ρ. In particular, {Fk ∩ F ρ}∞k=1 is an Eρ-nest.
Moreover,
⋃∞
k=1D
1,2
Fk,b
|F ρ is dense in Fρ.
Proof. We prove only the last claim of (ii). It suffices to prove that for any
function f ∈ FC1b , f |F ρ can be approximated by elements of
⋃∞
k=1 D
1,2
Fk,b
|F ρ
in Fρ. Since ⋃∞k=1 D1,2Fk,b is dense in D1,2, there exists {fn}∞n=1 in⋃∞k=1 D1,2Fk,b
such that fn converges to f in D
1,2. Then, fn|F ρ converges to f |F ρ in
Fρ.
Lemma 8. Let {Fk}∞k=1 be an E-nest. Let ν and ν′ be E-smooth measures
on E such that ν(Fk) <∞ and ν′(Fk) <∞ for every k ∈ N. Let σ and σ′
be H-valued Borel functions on E such that |σ|H = 1 ν-a.e. and |σ′|H = 1
ν′-a.e. If
∫
E
〈G˜, σ〉H dν =
∫
E
〈G˜, σ′〉H dν′ for every G ∈
⋃∞
k=1 D
1,2(H)Fk,b,
then ν = ν′ and σ = σ′ ν-a.e.
Proof. Let ξ = ν + ν′ and γ = σ dνdξ − σ′ dν
′
dξ . Then,
∫
E
〈G˜, γ〉H dξ = 0
for every G ∈ ⋃∞k=1D1,2Fk,b. Taking a uniformly bounded sequence {Gn}∞n=1
from
⋃∞
k=1D
1,2
Fk,b
such that 〈G˜n, γ〉H → |γ|H ξ-a.e. as n → ∞, we obtain
γ = 0 ξ-a.e. Therefore, |σ|H dνdξ = |σ′|H dν
′
dξ
ξ-a.e. Since |σ|H = 1 ν-a.e.,
|σ|H dνdξ = dνdξ ξ-a.e. Similarly, |σ′|H dν
′
dξ =
dν′
dξ ξ-a.e. Then,
dν
dξ =
dν′
dξ ξ-a.e.,
which implies ν = ν′. The identity σ = σ′ ν-a.e. follows from γ = 0 ξ-a.e.
and ν = ν′.
Theorem 9. For ρ ∈ ˙BV loc ∩ L˙2, there exist an H-valued Borel function
σ on E, an E-smooth measure ν on E, and an E-nest {Fk}∞k=1 such that
ρ · 1Fk ∈ L2 and ν(Fk) <∞ for every k ∈ N, |σ|H = 1 ν-a.e., and∫
E
ρ∇∗Gdµ =
∫
E
〈G˜, σ〉H dν for every G ∈
∞⋃
k=1
D
1,2(H)Fk,b, (3)
where G˜ denotes an E-quasi-continuous modification of G. The pair ν and
σ is uniquely determined in the following sense: if another pair ν′ and σ′
with some E-nest satisfies the conditions above, then ν = ν′ and σ = σ′
ν-a.e.
If ρ ∈ QR ∩ L∞ in addition, then ν|E\F ρ = 0 and ν|F ρ ∈ Sρ.
Proof. Take an E-nest {Fk}∞k=1 and {ρk}∞k=1 ⊂ BV ∩ L2 as in Lemma 6.
From Theorem 1, for each k, there exist an H-valued Borel function σk on
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E and an E-smooth finite measure νk on E such that |σk|H = 1 νk-a.e. and∫
E
ρk∇∗Gdµ =
∫
E
〈G, σk〉H dνk (4)
for every G ∈ FC1b (E∗). By approximation, (4) holds for G ∈ D1,2(H)b
with 〈G, σk〉H replaced by 〈G˜, σk〉H .
Take an E-nest {F ′k}∞k=1 and functions {ϕk}∞k=1 as in Lemma 4. For
k ∈ N, let n(k) denote a number such that ϕk ∈ D1,2Fn(k) . We may assume
that {n(k)}∞k=1 is an increasing sequence. Then, for l ≥ k,
ϕk · νn(k) = ϕk · νn(l) and σn(k) = σn(l) (ϕk · νn(k))-a.e. (5)
Indeed, for any G ∈ D1,2(H)b, we have ϕkG ∈ D1,2(H)Fn(k),b and∫
E
ϕk〈G˜, σn(k)〉H dνn(k) =
∫
E
ρn(k)∇∗(ϕkG) dµ
=
∫
E
ρn(l)∇∗(ϕkG) dµ
=
∫
E
ϕk〈G˜, σn(l)〉H dνn(l).
Thus, (5) follows from Lemma 8. Therefore, we can define σ and ν so that
σ = σn(k) on F
′
k and ν|F ′k = νn(k)|F ′k for k ∈ N, and ν(E \
⋃∞
k=1 F
′
k) = 0.
Then, the conditions described in the theorem are satisfied with {Fk}∞k=1
replaced by {F ′k}∞k=1.
Suppose that another ν′, σ′, and an E-nest {F ′′k }∞k=1 satisfy the required
conditions. Applying Lemma 8 to the E-nest {Fk ∩F ′′k }∞k=1, we obtain that
ν = ν′ and σ = σ′ ν-a.e.
Lastly, suppose ρ ∈ QR ∩L∞ in addition. Let l ∈ E∗ and g ∈ D1,2Fk,b for
some k ∈ N. Letting G = g(·)l in (3), we obtain∫
F ρ
(∂lg + g · l(·))ρ dµ =
∫
E
g˜〈l, σ〉H dν. (6)
Denote the left-hand side of (6) by I(g). Then, I provides a bounded
functional on Fρ as well as on D1,2. From the observation that I(g) does not
change if g is replaced by (−M)∨ (g∧M) with M = µ -ess sup |g ·1Fk |, the
inequality I(g) ≤ ‖g|F ρ‖L∞(ρ·µ)|l|Hν(Fk) holds. Then, from Lemma 7 and
[8, Theorem 2.18], there exists a unique νl ∈ Sρ such that I(g) =
∫
F ρ
g˜ dνl
for all g ∈ ⋃∞k=1 D1,2Fk,b. From the uniqueness of the integral representation
of I(g) as a functional on D1,2, we conclude that (〈l, σ〉H · ν)|E\F ρ = 0 and
(〈l, σ〉H ·ν)|F ρ = νl ∈ Sρ. Because l is arbitrary, we deduce that ν|E\F ρ = 0
and ν|F ρ ∈ Sρ.
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We will denote ν and σ in the theorem above by ‖Dρ‖ and σρ, respectively.
Theorem 10 (Skorokhod representation). Let ρ ∈ ˙BV loc ∩QR∩L∞.
Then the sample path of the diffusion processMρ = (Xt,Mt, Pz) associated
with (Eρ,Fρ) admits the following expression as a sum of three E-valued
continuous additive functionals.
Xt(ω)−X0(ω)
=Wt(ω)− 1
2
∫ t
0
Xs(ω) ds+
1
2
∫ t
0
σρ(Xs(ω)) dA
‖Dρ‖
s (ω), t ≥ 0. (7)
Here, A‖Dρ‖ is a real-valued positive continuous additive functional associ-
ated with ‖Dρ‖ via the Revuz correspondence. Moreover, for Eρ-q.e. z ∈ F ρ,
{Wt}t≥0 is the {Mt}-Brownian motion on E under Pz.
Proof. The proof is provided along the same lines as those of [6, Theo-
rem 4.2] and [5, Theorem 3.2] with the use of [4, Theorem 6.1] instead
of [4, Theorem 6.2] (or [5, Theorem 2.2]). We define {Wt}t≥0 so that (7)
holds. Then, {Wt}t≥0 is an E-valued continuous additive functional with
the same defining and exceptional sets as A‖Dρ‖. Take the E-nest {Fk}∞k=1
in Theorem 9. Let l ∈ E∗ and consider the identity
l(Xt)− l(X0) = l(Wt)− 1
2
∫ t
0
l(Xs) ds+
1
2
∫ t
0
〈l, σρ(Xs)〉H dA‖Dρ‖s .
We note that l(·)|F ρ ∈ Fρ. From (3), the identity
Eρ(l(·), g) = 1
2
∫
F ρ
gl(·)ρ dµ− 1
2
∫
F ρ
g˜〈l, σρ〉H d‖Dρ‖
holds for g ∈ ⋃∞k=1D1,2Fk,b. Take a nest {F ′k}∞k=1 and functions {ϕk}∞k=1
as in Lemma 4. For any g ∈ FρF ′k,b with k ∈ N, there exist {gn} ⊂⋃∞
m=1D
1,2
Fm,b
such that {gn} are uniformly bounded and gn|F ρ converges
to g in Fρ as n → ∞. Since E(gnϕk, gnϕk)1/2 ≤ E(gn, gn)1/2‖ϕk‖∞ +
E(ϕk, ϕk)1/2‖gn‖∞, ‖gnϕk‖2 ≤ ‖gn‖∞‖ϕk‖2, and (gnϕk)|F ρ → g in
L2(ρ · µ), the Cesa`ro means of a certain subsequence of {(gnϕk)|F ρ}∞n=1,
which are all elements of D1,2Fl,b|F ρ for some l, converges to g in Fρ. A
further suitable subsequence of their Eρ-quasi-continuous modifications
converges Eρ-q.e. from [7, Theorem 2.1.4]. Therefore, the above iden-
tity holds for g ∈ ⋃∞k=1 FρF ′k,b, where g˜ is interpreted as an Eρ-quasi-
continuous modification of g. From [4, Theorem 6.1], the Fukushima de-
composition of l(Xt) − l(X0) is given by the sum of M lt := l(Wt) and
N lt := −12
∫ t
0
l(Xs) ds +
1
2
∫ t
0
〈l, σρ(Xs)〉H dA‖Dρ‖s . Moreover, the quadratic
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variation of {M lt} is equal to {t|l|2H}. From [6, Lemma 4.1], we conclude that
{Wt}t≥0 is the E-valued Brownian motion, which completes the proof.
3. Indicator functions in ˙BV loc
In this section, we provide some nontrivial examples of functions in ˙BV loc.
Let d ∈ N and T > 0. We consider the classical d-dimensional Wiener space
as (E,H, µ): that is,
E = {w ∈ C([0, T ]→ Rd) | w(0) = 0},
H =
{
h ∈ E h is absolutely continuous and
∫ T
0
|h˙(s)|2Rd ds <∞
}
,
and µ is the Wiener measure on E. For a subset A of Rd, A (resp. ∂A)
denotes the closure (resp. boundary) of A, and Ac denotes Rd \ A. Define
some subsets of E as follows:
ΞA = {w ∈ E | w(t) ∈ A for all t ∈ [0, T ]},
ΘA = {w ∈ E | w(t) ∈ A for some t ∈ [0, T ]},
∂ΞA =
{
w ∈ E w(t) ∈ A for all t ∈ [0, T ] and
w(s) ∈ ∂A for some s ∈ [0, T ]
}
,
∂′ΞA =
{
w ∈ E w(t) ∈ A for all t ∈ [0, T ] and w(s) ∈ ∂A
for some unique s ∈ [0, T ]
}
.
We note that ∂ΞA is the topological boundary of ΞA in E with the uniform
topology. A sufficient condition for 1ΞA to belong to BV was given in [13;
9]. Here, we provide a sufficient condition for 1ΞA to belong to
˙BV loc.
For x ∈ Rd and r ≥ 0, we write B(x, r) and B(x, r) for {z ∈ Rd |
|z−x|Rd < r} and {z ∈ Rd | |z−x|Rd ≤ r}, respectively. Let O be a proper
open subset of Rd such that 0 ∈ O. For y ∈ ∂O, we define δ(y) ∈ [0,+∞]
as
δ(y) = sup{r ≥ 0 | there exists z ∈ Oc such that O ∩B(z, r) = {y}}.
From [9, Theorem 5.1], 1ΞO ∈ BV if the uniform exterior ball condition
inf
y∈∂O
δ(y) > 0 (8)
holds. In order to describe a weaker condition which ensures that 1ΞO ∈
˙BV loc, we introduce the Riesz (and logarithmic) capacities on R
d. For a
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Borel set A of Rd, let P(A) denote the set of all Borel probability measures
on A. For β ≥ 0, the β-capacity Capβ(A) of A is defined as
Capβ(A) =
(
inf
λ∈P(A)
∫∫
A×A
gβ(|x− y|Rd)λ(dx)λ(dy)
)−1
,
where gβ(t) = t
−β for β > 0 and g0(t) = log(t
−1 ∨ e). For β < 0, we define
Capβ(A) = 1 for A 6= ∅ and Capβ(∅) = 0. These are Choquet capacities.
For β ≥ 0, let H β(A) denote the β-dimensional Hausdorff measure of
A ⊂ Rd. It is known that, if a Borel set A of Rd satisfies H β(A) < ∞,
then Capβ(A) = 0 (see, e.g., [3, §1, Theorem 1]).
For r > 0, a closed subset Σr of R
d is defined as
Σr = {y ∈ ∂O | δ(y) < r}. (9)
Denote
⋂
r>0 Σr by Σ. The following is the main theorem of this section.
Theorem 11. Suppose that
Capd−4 (Σ) = 0. (10)
Then, 1ΞO ∈ ˙BV loc ∩ QR. In particular, the conclusion of Theorem 10
holds with ρ = 1ΞO . Moreover, Cap
1Ξ
O (∂ΞO \ ∂′ΞO) = 0.
Remark 12.
(i) The set ΞO coincides with the closure of ΞO in E.
(ii) If d ≥ 4 and there exists a sequence of Borel subsets {Bn}∞n=1 of Rd
such that
⋃∞
n=1Bn = R
d and H d−4(Σ ∩ Bn) < ∞ for every n ∈ N,
then (10) holds.
(iii) Since infz∈∂O δ(z) > 0 implies Σ = ∅, the uniform exterior condition (8)
implies condition (10).
(iv) The diffusion {Xt} associated with (Eρ,Fρ) for ρ = 1ΞO is regarded
as the modified reflecting Ornstein–Uhlenbeck process on ΞO; the term
“modified” is added since the domain Fρ is defined as the closure of
smooth functions and it is not clear whether Fρ is the maximal domain.
(v) The fact that Cap
1Ξ
O (∂ΞO \ ∂′ΞO) = 0 implies that the measure
‖D1ΞO‖ concentrates on ∂′ΞO, which means that the process {Xt}
reflects only at ∂′ΞO in view of (7).
Example 13. Let ϕ : [1, 2)→ R+ be a convex function such that ϕ(1) = 0
and ϕ(t) > 0 for t ∈ (1, 2). Suppose d ≥ 4 and consider an open subset O
of Rd that is defined by
O = B(0, 2)\{(x1, . . . , xd) ∈ Rd | xd ∈ [1, 2) and ϕ(xd)2 ≥ x21+ · · ·+x2d−1}.
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Then Σ = {(0, . . . , 0, 1)} and H d−4(Σ) <∞. Therefore, 1ΞO ∈ ˙BV loc from
Theorem 11 and Remark 12 (ii). It is likely that 1ΞO /∈ BV in general, but
I have no proof to offer at the moment.
The capacity Capd−4 is involved in Theorem 11 for the following reason.
From Theorem 1.1 of [10] and the arguments in Section 7 in that paper, for
a ∈ (0, T ] and M > 0, there exists a constant C > 0 depending only on a
and M such that, for any closed set A in B(0,M) ⊂ Rd,
C−1 Capd−4(A) ≤ P({Zs(t) ∈ A for some (s, t) ∈ [a, T ]× [a, T ]})
≤ C Capd−4(A),
where ({Zs}s≥0,P) is the Ornstein–Uhlenbeck process on E with initial
distribution µ. This implies the following property.
If a closed subset A of Rd\{0} satisfies Capd−4(A) = 0, then
Cap(ΘA) = 0.
(11)
In particular, since 0 /∈ Σ, condition (10) implies
Cap(ΘΣ) = 0. (12)
For the proof of Theorem 11, we provide some quantitative estimates
as in [13; 9]. We define a Lipschitz continuous function q on Rd by
q(x) = inf
y∈Oc
|x− y|Rd − inf
y∈O
|x− y|Rd , x ∈ Rd.
For r ≥ 0, set Or = {x ∈ Rd | q(x) > r}. Note that O0 = O and
{q(x) ≥ 0} = O.
Let W = C([0,∞) → Rd) and B(W ) be the Borel σ-field of W .
Let {Pˆx}x∈Rd be the probability measures on W such that the coordi-
nate process {ωt}t≥0 is the d-dimensional Brownian motion starting at x
under Pˆx for each x ∈ Rd. For t ≥ 0, let Fˆt denote the σ-field gen-
erated by {ωs | s ∈ [0, t]}. For an {Fˆt}-stopping time τ , define Fˆτ as
{A ∈ B(W ) | A ∩ {τ ≤ t} ∈ Fˆt for all t ≥ 0}. We denote the integral with
respect to Pˆx by Eˆx. For s > 0, the shift operator θs : W → W is defined
by (θsω)t = ωs+t, t ≥ 0.
The following claims (Lemma 14–Proposition 17) are slight modifica-
tions of those in [9].
Lemma 14. Let x ∈ O and choose y ∈ ∂O such that q(x) = |x − y|Rd .
Suppose that δ(y) > 0. Let δ ∈ (0, δ(y)) and take z ∈ Oc such that B(z, δ)∩
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O = {y}. Let Cδ = (d − 1)/(2δ) and Rt = |ωt − z|Rd for ω = {ωt} ∈ W .
Then, for each u > 0,
{Rt ≥ δ for all t ∈ [0, u]} ⊂ {Rt ≤ q(x) + δ + Cδt+ St for all t ∈ [0, u]}
up to a Pˆx-null set. Here, St is the 1-dimensional Brownian motion under
Pˆx starting at 0 that is defined by
St(ω) =
d∑
i=1
∫ t
0
ω
(i)
s − z(i)
Rs
dω(i)s , ωs = (ω
(1)
s , . . . , ω
(d)
s ), z = (z
(1), . . . , z(d)),
up to the {Fˆt}-stopping time inf{t ≥ 0 | Rt = 0}.
Proof. Define σ = inf{t ≥ 0 | Rt = 0}. Note that R0 = |x−z|Rd = q(x)+δ
Pˆx-a.e. By virtue of Itoˆ’s formula,
Rt = q(x) + δ +
∫ t
0
d− 1
2Rs
ds+ St on {t < σ} Pˆx-a.e.
Therefore, the assertion holds.
Proposition 15. In the same situation as in Lemma 14, for every u > 0,
Pˆx
[
inf
t∈[0,u]
q(ωt) ≥ 0
]
≤
(
d− 1
δ(y)
+ u−1/2
)
q(x).
Proof. Take δ ∈ (0, δ(y)). From Lemma 14,
Pˆx [Rt ≥ δ for all t ∈ [0, u]] ≤ Pˆx [q(x) + δ + Cδt+ St ≥ δ for all t ∈ [0, u]] .
Let r > q(x) and define η = inf{t ≥ 0 | Cδt+St ≤ −r}. The law of η under
Pˆx is given by
Pˆx[η ∈ dt] = 1(0,∞)(t) r√
2pit3
exp
(
−(r + Cδt)
2
2t
)
dt+ (1− e−2Cδr)δ∞(dt),
where δ∞ is the delta measure at ∞ (see, e.g., [1, p. 295]). Then, we have
Pˆx
[
inf
t∈[0,u]
q(ωt) ≥ 0
]
≤ Pˆx [Rt ≥ δ for all t ∈ [0, u]] ≤ Pˆx[η > u]
=
∫ ∞
u
r√
2pit3
exp
(
−(r + Cδt)
2
2t
)
dt+ 1− e−2Cδr
≤
∫ ∞
u
r√
2pit3
dt+ 2Cδr =
√
2
pi
r√
u
+ 2Cδr.
Letting r → q(x) and δ → δ(y), we obtain the claim.
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For r > 0, define an {Fˆt}-stopping time τr by τr = inf{t ≥ 0 | ωt 6∈ Or}.
Let Pˆ rx be the law of τr under Pˆx. The following lemma is the same as [9,
Lemma 3.2], so the proof is omitted.
Lemma 16. Pˆ rx ([0, t]) is differentiable in t on (0,∞) and there exists a
constant Cˆ1 > 0 independent of x, r and t such that
d
dt Pˆ
r
x ([0, t]) ≤ Cˆ1t−1.
For a closed subset A of Rd, a stopping time σA is defined as σA = inf{t ≥
0 | ωt ∈ A}. For r > 0, let
Ar = {x ∈ Rd | B(x, r) ∩ Σr 6= ∅}, (13)
where Σr is defined in (9).
Proposition 17. For γ > 0, u > 0, r ∈ (0, γ], and x ∈ O, the inequality
Pˆx
[
0 ≤ inf
t∈[0,u]
q(ωt) ≤ r, σAγ > u
]
≤
(
d− 1
γ
+ Cˆ2u
−1/2
)
r (14)
holds with Cˆ2 = 4Cˆ1 + 2.
Proof. Denote (d − 1)/γ by C′γ . If x ∈ Aγ , (14) is trivial since the left-
hand side is 0. Suppose x ∈ O \ (Or ∪ Aγ). Then, q(x) < r ≤ γ. Take
y ∈ ∂O such that |x− y|Rd = q(x). Because x /∈ Aγ and q(x) < γ, y does
not belong to Σγ : that is, δ(y) ≥ γ. From Proposition 15,
Pˆx
[
0 ≤ inf
t∈[0,u]
q(ωt) ≤ r
]
≤
(
d− 1
δ(y)
+ u−1/2
)
q(x) ≤ (C′γ + u−1/2)r.
Next, suppose x ∈ Or \Aγ . Then,{
0 ≤ inf
t∈[0,u]
q(ωt) ≤ r
}
=
{
τr ≤ u, 0 ≤ inf
t∈[0,u−τr]
q((θτrω)t)
}
⊂
∞⋃
k=1
{
2−ku < u− τr ≤ 2−k+1u, 0 ≤ inf
t∈[0,2−ku]
q((θτrω)t)
}
∪ {τr = u}.
From Lemma 16, Pˆx[τr = u] = 0. From the strong Markov property and
Proposition 15,
Pˆx
[
2−ku < u− τr ≤ 2−k+1u, 0 ≤ inf
t∈[0,2−ku]
q((θτrω)t), σAγ > u Fˆτr
]
≤ 1{2−ku<u−τr≤2−k+1u} · Eˆx
[
Pˆωτr
[
0 ≤ inf
t∈[0,2−ku]
q(ωt)
]
;ωτr ∈ ∂Or \Aγ
]
≤ 1{2−ku<u−τr≤2−k+1u} · (C′γ + (2−ku)−1/2)r
≤ 1{2−ku<u−τr≤2−k+1u} · (C′γ + ((u− τr)/2)−1/2)r.
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Therefore,
Pˆx
[
0 ≤ inf
t∈[0,u]
q(ωt) ≤ r, σAγ > u
]
≤ rEˆx[C′γ + ((u− τr)/2)−1/2; τr ≤ u]
≤ rC′γ + r
(u
4
)−1/2
Pˆx[τr ≤ u/2] + r
∫ u
u/2
(
u− s
2
)−1/2
Cˆ1s
−1 ds
(from Lemma 16)
≤ rC′γ + 2ru−1/2 +
2Cˆ1r
u
∫ u
u/2
(
u− s
2
)−1/2
ds
= rC′γ + 2ru
−1/2 + 4Cˆ1ru
−1/2.
This completes the proof.
Lemma 18. Let {Bn}∞n=1 be a decreasing sequence of closed subsets of Rd.
If Capd−4 (
⋂∞
n=1Bn) = 0, then Cap(ΘBn) converges to 0 as n→∞.
Proof. From (11), Cap(Θ⋂∞
n=1 Bn
) = 0. For ε > 0, take a compact subset
F of E such that Cap(E \ F ) < ε. Since {ΘBn ∩ F}∞n=1 is a decreasing
sequence of compact sets,
lim
n→∞
Cap(ΘBn ∩ F ) = Cap(Θ⋂∞n=1 Bn ∩ F ) = 0.
Therefore,
lim
n→∞
Cap(ΘBn) ≤ lim
n→∞
Cap(ΘBn ∩ F ) + Cap(E \ F ) ≤ ε.
Since ε > 0 is arbitrary, we obtain the claim.
Proof of Theorem 11. Recall the definition of Ar in (13). We note that
∞⋂
k=1
A1/k = Σ. (15)
From Proposition 17 and (12),
µ(ΞO \ ΞO) = Pˆ0
[
inf
t∈[0,T ]
q(ωt) = 0
]
≤ lim
n→∞
Pˆ0
[{
inf
t∈[0,T ]
q(ωt) = 0
}
∩ {σA1/n > T}
]
+ µ(ΘΣ)
= 0.
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That is, 1ΞO = 1ΞO µ-a.e. Since 1ΞO is a lower semicontinuous function,
1ΞO ∈ QR (cf. [5, p. 230]).
For k ∈ N, let Bk denote the closure of Ac1/k, and let Fk = ΞBk . Then,
{Fk}∞k=1 is an E-nest from (12), (15), and Lemma 18. Since A1/(k+1) ⊂ Bck,
ΘA1/(k+1) ⊂ E \ Fk for each k. Let h(w) = inft∈[0,T ] q(w(t)) for w ∈ E and
χ(t) = (0 ∨ t) ∧ 1 for t ∈ R. For m ∈ N, let fm(w) = χ(mh(w)) for w ∈ E.
Then, fm ∈ D1,1 and fm converges to 1ΞO in L1 as m→∞. Moreover, for
k ∈ N and m ≥ k + 1,
‖(∇fm) · 1Fk‖1 ≤
∫
Fk
m · 1{0≤h≤1/m} dµ
≤ mµ ({0 ≤ h ≤ 1/m} \ΘA1/(k+1))
≤ (k + 1)(d− 1) + Cˆ2T−1/2 (from Proposition 17).
Therefore, supm∈N ‖(∇fm) · 1Fk‖1 < ∞ for each k ∈ N. From Theorem 3,
we conclude that 1ΞO ∈ ˙BV loc.
The identity Cap
1Ξ
O (∂ΞO \ ∂′ΞO) = 0 is proved in a similar way to
the proof of [9, Theorem 2.4]. We provide details for the readers’ conve-
nience. Take an E-nest {F ′k}∞k=1 and functions {ϕk}∞k=1 obtained by ap-
plying Lemma 4 to the E-nest {Fk}∞k=1 defined above. For s ∈ (0, T ), we
define a closed set Vs by
Vs =
{
w ∈ E inf
t∈[0,s]
q(w(t)) = 0 and inf
t∈[s,T ]
q(w(t)) = 0
}
.
Then, ∂ΞO \ ∂′ΞO ⊂
⋃
s∈(0,T )∩Q Vs. Fix s ∈ (0, T ) and define a map
f : E → R2 by
f(w) =
(
inf
t∈[0,s]
q(w(t)), inf
t∈[s,T ]
q(w(t))
)
.
Fix k ∈ N and take l ∈ N such that ϕk ∈ D1,2Fl . Let ε > 0. Henceforth, C
denotes an unimportant positive constant independent of ε that may vary
line by line. Take a smooth function g on [0,∞) such that
g(t) =


1 t ∈ [0, e−2/ε],
−3ε log t− 4 t ∈ [e−14/(9ε), e−13/(9ε)],
0 t ∈ [e−1/ε,∞),
and −3ε/t ≤ g′(t) ≤ 0 for all t > 0. We define a function ζ : R2 → R by
ζ(x, y) =
√
x2 + y2 and set ι = g ◦ ζ. Since ι ◦ f is a bounded H-Lipschitz
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continuous function, it belongs to D1,2b . Let η = (ι ◦ f)ϕk + eE\F ′k ∈ D1,2.
Then, η ≥ 1 µ-a.e. on some open set including Vs. Since (ι ◦ f)ϕk ∈ D1,2Fl ,
E1ΞO (η|ΞO , η|ΞO)
≤ 2E1ΞO (((ι ◦ f)ϕk)|ΞO , ((ι ◦ f)ϕk)|ΞO) + 2E
1Ξ
O (eE\F ′k |ΞO , eE\F ′k |ΞO)
≤ 2
∫
ΞO∩Fl
|∇(ι ◦ f)|2H dµ+ 4E(ϕk, ϕk) + 2E(eE\F ′k , eE\F ′k).
Denoting the gradient operator on R2 by ∇R2 , we have∫
ΞO∩Fl
|∇(ι ◦ f)|2H dµ =
∫
ΞO∩Bl
|〈(∇f)(w), (∇R2 ι)(f(w))〉R2|2H µ(dw)
≤ C
∫
ΞO∩Bl
|(∇R2 ι)(f(w))|2R2 µ(dw)
= C
∫
{(x,y)∈R2|x≥0,y≥0}
|∇R2 ι|2R2 d(f∗(µ|ΞO∩Bl ))
=: I1.
In the first line, 〈·, ·〉R2 denotes a pairing between elements in H ⊗ R2 and
in R2 that takes values in H. We note that
|∇R2 ι|2R2 = (∂ι/∂x)2 + (∂ι/∂y)2
= (g′ ◦ ζ(x, y))2 x
2
x2 + y2
+ (g′ ◦ ζ(x, y))2 y
2
x2 + y2
= (g′ ◦ ζ(x, y))2 .
By letting ψ = (ζ ◦ f)∗(µ|ΞO∩Bl ), we obtain
I1 = C
∫ ∞
0
g′(r)2 ψ(dr) ≤ 9Cε2
∫ e−1/ε
e−2/ε
r−2 ψ(dr) =: I2.
We now have
Ψ(r) := ψ([0, r]) = (f∗(µ|ΞO∩Bl ))(ζ
−1([0, r]))
= µ
[{
w ∈ ΞO∩Bl inft∈[0,s] q(w(t))
2 + inf
t∈[s,T ]
q(w(t))2 ≤ r2
}]
≤ µ
[{
w ∈ ΞO\A1/(l+1)
0 ≤ inft∈[0,s] q(w(t)) ≤ r,
0 ≤ inft∈[s,T ] q(w(t)) ≤ r
}]
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≤ Eˆ0
[
Pˆωs
[
0 ≤ inf
t∈[0,T−s]
q(ωt) ≤ r, σA1/(l+1) > T − s
]
;
0 ≤ inf
t∈[0,s]
q(ωt) ≤ r, σA1/(l+1) > s
]
.
From Proposition 17, if r ≤ 1/(l + 1), this expectation is dominated by
((d− 1)(l + 1) + C(T − s)−1/2)rPˆ0
[
0 ≤ inf
t∈[0,s]
q(ωt) ≤ r, σA1/(l+1) > s
]
≤ ((d− 1)(l + 1) + C(T − s)−1/2)((d− 1)(l + 1) + Cs−1/2)r2
= Cr2.
Thus, for ε ≤ 1/ log(l + 1),
I2 = 9Cε
2
∫ e−1/ε
e−2/ε
r−2 dΨ(r)
= Cε2
{[
Ψ(r)
r2
]e−1/ε
e−2/ε
+
∫ e−1/ε
e−2/ε
2Ψ(r)
r3
dr
}
≤ Cε2
(
C +
∫ e−1/ε
e−2/ε
C
r
dr
)
= Cε2(1 + 1/ε).
Therefore,
Cap1ΞO (Vs) ≤ E1ΞO (η|ΞO , η|ΞO) + ‖η|ΞO‖2L2(µ|Ξ
O
)
≤ 2
∫
ΞO∩Fl
|∇(ι ◦ f)|2H dµ+ 4E(ϕk, ϕk) + 2E(eE\F ′k , eE\F ′k)
+ 2Ψ(e−1/ε) + 2‖eE\F ′k‖22
≤ Cε2(1 + 1/ε) + 4E(ϕk, ϕk) + 2Cap(E \ F ′k) + Ce−2/ε.
By letting ε→ 0 and then k →∞, we obtain Cap1ΞO (Vs) = 0. Therefore,
Cap
1Ξ
O (∂ΞO \ ∂′ΞO) ≤
∑
s∈(0,T )∩Q
Cap
1Ξ
O (Vs) = 0.
Remark 19. In this section, we considered only one-sided pinned path
spaces as the underlying space for simplicity. However, the general idea of
the argument is also valid for pinned path spaces, as discussed in [9].
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