Online Appendix

A. Proof of Proposition 1
We begin by showing that  
exist for all ( ). Now,  has density for each , so does Φ  as defined in (6).
Since Φ  has a density,  0  exists if  0  does. Moreover, the RHS of (11) preserves differentiability, so that if  0 has a density, so does   . Therefore  0 exists for all ( ). Then   () must solve for  the first-order condition to the problem in (12):
The unknowns (   ) must satisfy (8), (12) 
The relation in (13) is a map from a set of function  0 into itself. If  is differentiable so is  , which is defined in (8). The FOC reads
Now (8) implies that
, implying that
Finally using the envelope theorem in (9) and updating to  + 1 yields
This is the Bellman equation to be solved for  0  (). Finally, the standard contraction mapping argument for continuous functions applies when  is bounded and (15) holds. That completes the proof.
B. Proof of Proposition 2
and (18). Next, if (19) and (20) are correct, then lifetime utility in (8) simplifies to
It remains to be shown that in the Bellman equation (8), the solution for  of the FOC is then given by (17), and that the firm's objective is strictly concave in  With the substitution from (20) and (46), (8) reads
where (48) after substituting for the assignment in (17). For any  ∈ [0 1], the SOC holds in that the RHS of (47) is concave in  because  is linear in  while and  and  are strictly concave in  Hence, (42) holds for any as long as  ≤ 1. Evaluating the RHS of (47) at  =  and noting that  ¡ 1 (8) evidently holds for all ( ). Therefore we can just solve the FOC (48) for the one unknown, . 
Finally, since we derived  directly, it remains to be shown that (13) and (14) are consistent with the claim of Proposition 2.
C. Proof of Proposition 3
Eq. (23) 
) both converge to zero. Then the first and third terms on the RHS of (14) converge to zero, and only the second term stays positive. Therefore (13) reads
In the Cobb-Douglas case (21), it reads 
D. Proof of Proposition 4
With  as in (21),
and therefore the law of motion for  in (11) becomes
Now in (6) and (7), Φ is log normal and therefore if   is log normal,   () is log linear with given in (29). Thus, since  is log normal, if   is log normal, so is  +1 . Thus, if  0 is log-normal,   remains log-normal for all , and is fully described by its first two moments. Deriving (30).-To keep notation as simple as possible, we shall omit the  subscript from  and  Letting  ∼  (0 1),
because  = ,  =  and (since 
This proves (38) Since  ( ) =  1−   , evolves as follows:
We integrate both sides over  to get , (30) . (53) Deriving (31).-The evolution of   does not depend on    Taking the variance of both sides of (52) we get the difference equation for  2  :
Therefore this is the variance of conditional on  and (31) follows. Deriving ( 32).-That BGP value of   solves the equation  =  2 () which, since
  The unique positive solution for  (after rearrangement and then division by ) is
Therefore, for  ∈ (0 1], we have (32). This completes the proof of Proposition 4 E. Deriving (34) and (35) Conditional on
Computation of the solution for  () to (13) We want to solve the following integral
We will show next how to compute each line separately. First some equations we shall use the following equations
This last equation then implies
Finally, Bayes rule implies
Since the posterior of  is log-normal, we have that for any constant
For the first term, using that
where the second line uses equation (57) with  = . Then
We move now to the second line, i.e., line (55). We start with the inside integral. Z
, where   is the standard deviation of  at date  Now to compute the integral outside we have Z
Next, we now take the derivative with respect to  but keep the assignment function
Finally, using the function for   () line (55) reads
where
Notice that +1 has in it a   component, i.e., the expectation of at date .
Last, we need to solve for (56). This part cannot be done analytically since we have the term  0 +1 () which is the function we have to find. We write it here as line (56) = (1 − ) − So far, (54) + (55) ≈  − (1 − ). We consider the last term now. We look for a fixed point in which the wage is linear in its argument () = , the result reported in (22) for the economy with no noise. Then, (56) 
the solution to which reads
The code delivers lim   →0  0 () ≈ 05853 ∀. This is very close to the analytical result in (22) for the economy with no noise.
