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1. Introduction
In [2] T. Coquand obtained a constructive proof of the following theorem [6,7].
Theorem 1 (Traverso–Swan–Coquand). Let k be a positive integer. A reduced ring A is seminormal if and only
if the canonical map PicA → PicA[X1, . . . , Xk] is an isomorphism.
Recently we have obtained in a joint paper with H. Lombardi an algorithmic proof for the “if
part” in the one variable case [1]. The “only if part” is based on a Schanuel’s example. In this paper,
using the same philosophy as in [1], we give a direct algorithmic proof of the following corollary of
Theorem 1.
Corollary 2. If a ring A is seminormal then so is A[X].
Combined with [1] (i.e., Theorem 1 when k = 1), this gives an algorithm for Theorem 1 by induc-
tion on k.
We recall [6] that a ring A is seminormal if when b2 = c3 then there exists a ∈ A such that b = a3
and c = a2. A seminormal ring is reduced.
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of B containing A such that if x ∈ B, x2 ∈ A1 and x3 ∈ A1 then x ∈ A1.
A reduced zero-dimensional ring (often called von Neumann regular) is a slight generalization
of a ﬁeld. For any element x there exists a quasi-inverse y: x2 y = x and xy2 = y. Then ex = xy is
idempotent and 1− ex generates the annihilator of x.
Lemma 3. If A is a reduced ring then A has a reduced zero-dimensional extension C⊇ A.
Remark. If A is an integral domain, then it suﬃces to get C its fraction ﬁeld.
Fact 4. Let us start with an arbitrary reduced ring A contained in a reduced zero-dimensional ring C.
Assume that we have f2, f3 ∈ A[X] with f 32 = f 23 . Then there exists f ∈ C[X] such that f 2 = f2 and
f 3 = f3.
Proof. This is clear if C is a ﬁeld since f can be obtained as the Euclidean quotient of f 3 by f 2.
In the general case, the result is also true because a reduced zero-dimensional ring behaves like a
ﬁeld in any computation, up to the fact we have to replace the disjunction “u = 0 or u is invertible”
(each time this kind of disjunction appears in an algorithm) by the splitting of C′ as C′  C′/〈eu〉 ×
C′/〈1− eu〉, where eu is the idempotent annihilator of u. In C′/〈eu〉, u is invertible, and in C′/〈1− eu〉,
u = 0. 
Context: Let C be a ring and f = a0+a1X+· · ·+ad Xd polynomial in C[X]. Let A be the ring generated
by the coeﬃcients of f 2 and f 3. Let B be the ring generated by the coeﬃcients of f . We denote by A1
the seminormal closure of A in B.
It is clear from Lemma 3 and Fact 4 that Corollary 2 is a consequence of the following more precise
statement.
Theorem 5. Within Context we get A1 = B. More precisely there are ﬁnitely many elements c1, . . . , cm ∈ B
such that c2i+1, c
3
i+1 ∈ A[c1, . . . , ci] (i ∈ {1, . . . ,m − 1}) and B= A[c1, . . . , cm].
In Section 3 we explain how to get algorithmically Theorem 5. In Section 2 we give some prelimi-
nary lemmas for this construction.
2. Preliminary lemmas
Lemma 6.Within Context, the coeﬃcients of f are integral over A. So B is ﬁnite as an A-module.
Proof. Indeed, if u is a coeﬃcient of f , it follows from f × f = f 2 ∈ A[X] that u2 is integral over A.
This is a consequence of Kronecker’s theorem [3–5] that states that if P1P2 = Q ∈ A[X] then any
product u1u2, where ui is a coeﬃcient of Pi , is integral over the ring generated by the coeﬃcients
of Q . This implies that u is integral over A. 
Lemma 7. Let c ∈ B and m ∈N such that cn ∈ A1 for any nm, then c ∈ A1 .
Proof. For example let m = 24 = 16. We have: since c16 and c24 ∈ A1 then c8 ∈ A1, since c18 and c27
∈ A1 then c9 ∈ A1, and so on for any n  8, an ∈ A1. Brieﬂy we can pass from 24 to 23. In the same
way we pass from 23 to 22, and from 22 to 2. Thus c2 and c3 ∈ A1, so c ∈ A1. 
Lemma 8. If t ∈ A and t f ∈ A[X] then there exists k ∈N such that tkB⊆ A.
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di be the degree of an integral dependence relation of ai . Then B =∑Aaδ , with aδ = aδ00 . . .aδdd , 0
δi < di (δ means δ0, . . . , δd and aδ is a pure notation). If t f ∈ A[X] and ∑(di − 1) = k, then tkaδ =
(ta0)δ0 · · · (tad)δd · tk−
∑
δi with k −∑ δi  0. So tkaδ ∈ A. Thus tkB⊆ A. 
Lemma 9. If a ∈ A and amB⊆ A for some m ∈N, then aB⊆ A1 .
Proof. For b ∈ B we have (ab)mB ⊆ A. This implies that (ab)n ∈ A1 for any nm. Applying Lemma 7,
we get aB⊆ A1. 
Lemma 10. Let a ∈ B and  ∈N such that a f ∈ A[X], then √aB⊆ A1 .
Proof. This follows from Lemmas 8 and 9. 
Fact 11. Let C ⊆ B be two rings and J an ideal of B. Then C + J is a ring, J is an ideal of C + J ,
C∩J is an ideal of C, and the isomorphism of C-modules (C+J )/J  C/(C∩J ) is an isomorphism
of rings.
Lemma 12.With Lemma 10 hypotheses, we have A+ √aB⊆ A1 . Let J =
√
aB,
A˜= (A+J )/J ⊆ A1/J and B˜= B/J ,
then A1/J is the seminormal closure of A˜ in B˜.
Proof. Let C be the seminormal closure of A˜ in B˜. We write C = A2/J with J ⊆ A2 as a subring
of B/J . It is clear that A1 ⊆ A2. Let x ∈ A2 and assume ﬁrst that x¯2, x¯3 ∈ A˜. Then x2, x3 ∈ A1, so x ∈ A1.
Reasoning inductively, we replace A by A[x]. Since any element in C can be reached in a ﬁnite number
of steps, we see that A2 = A1. 
The concrete consequence of Lemma 12 for our computation is that, whenever we ﬁnd an a ∈ B
such that a f ∈ A[X] for some integer , we are allowed to replace A and B by A˜ and B˜. Indeed, it is
clear that hypotheses of Context remain true for these rings, and if forthcoming computations show
that the seminormal closure of A˜ in B˜ is equal to B˜, Lemma 12 says that A1 = B.
In short “we are allowed to continue the computation modulo J ”.
3. Proof of Theorem 5
Within Context, we consider f as being of formal degree d. Let f = a0 + a1X + · · · + ad Xd be a
polynomial with formal degree d. We have
f 2 = a20 + 2a0a1X + · · · + a2d X2d = b0 + b1X + · · · + b2d X2d,
and
f 3 = a30 + 3a20a1X + · · · + a3d X3d = c0 + c1X + · · · + c3d X3d.
First remark that a20,a
3
0 ∈ A and a40a1 = b0c1 − b1c0 ∈ A.
Let i  1. The coeﬃcients bi+1 and ci+1 can be written as follows
bi+1 = 2a0ai+1 + αi, ci+1 = 3a20ai+1 + βi,
where αi and βi are sums of terms of the form s
∏
j a
m j
j , 0 j  i,
∑
j m j  3, s ∈N.
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a40ai+1 = b0ci+1 − c0bi+1 − (b0βi − c0αi) where b0ci+1 − c0bi+1 ∈ A.
For example with d 4, we have
f = a0 + a1X + a2X2 + a3X3 + a4X4 + · · · ,
f 2 = a20 + 2a0a1X +
(
2a0a2 + a21
)
X2 + (2a0a3 + 2a1a2)X3
+ (2a0a4 + 2a1a3 + a22
)
X4 + · · ·
= b0 + b1X + b2X2 + b3X3 + b4X4 + · · · ∈ A[X],
f 3 = a30 + 3a20a1X +
(
3a20a2 + 3a0a21
)
X2 + (3a20a3 + 6a0a1a2 + a31
)
X3
+ (3a20a4 + 6a0a1a3 + 3a21a2 + 3a0a22
)
X4 + · · ·
= c0 + c1X + c2X2 + c3X3 + c4X4 + · · · ∈ A[X].
Then b2 = 2a0a2 + a21 (α1 = a21), c2 = 3a20a2 + 3a0a21 (β1 = 3a0a21),
b0β1 − c0α1 = 2a30a21 = 2b0b1 ∈ A, and so a40a2 ∈ A.
It follows that b3 = 2a0a3 + 2a1a2 (α2 = 2a1a2), c3 = 3a20a3 + 6a0a1a2 + a31 (β2 = 6a0a1a2 + a31),
b0β2 − c0α2 = 4a30a1a2 + a20a31 ∈ A, and so a140 a3 ∈ A.
We need the following lemma.
Lemma 13. Let nk be deﬁned inductively by n1 = n2 = 4, n3 = 14 and for k > 3 nk = 4+ 3nk−1 . Then
1. ank0 ak ∈ A for all k 0,
2. nk  16× 3d−3 − 2.
Proof. We reason by induction on k. Suppose that ank0 ak ∈ A. Since αk and βk are sums of terms of
the form s
∏
j a
m j
j , 0  j  k, 0 mj  3, s ∈ N, we get a3nk0 αk , a3nk0 βk ∈ A. Thus a3nk+40 ak+1 ∈ A (as
bk+1 = 2a0ak+1 + αk , and ck+1 = 3a20ak+1 + βk).
For the second point we have nk  nd = 16× 3d−3 − 2. 
Conclusion: When we consider the case of f with formal degree d, the constant coeﬃcient of f ,
a0, verify a
nd
0 · B ⊆ A. This gives a ﬁrst approximation of A1 by A′ = A+
√I where I is the ideal of B
generated by the constant coeﬃcient of f . Since we are allowed to continue the computation modulo
J = √I , we ﬁnish the algorithm by induction on d.
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