Abstract. We prove the existence of a large class of one parameter families of solutions to the EinsteinEuler equations that depend on the singular parameter ǫ = v T /c (0 < ǫ < ǫ 0 ), where c is the speed of light, and v T is a typical speed of the gravitating fluid. These solutions are shown to exist on a common spacetime slab M ∼ = [0, T ) × T 3 , and converge as ǫ ց 0 to a solution of the cosmological PoissonEuler equations of Newtonian gravity. Moreover, we establish that these solutions can be expanded in the parameter ǫ to any specified order with expansion coefficients that satisfy ǫ-independent (nonlocal) symmetric hyperbolic equations.
Introduction
Einstein's general relativity is presently the most accurate theory of gravity. To completely determine the gravitational field, the Einstein field equations must be solved. These equations are extremely complex and outside of a small set of idealized situations, they are impossible to solve directly. However, to make physical predictions or understand physical phenomena, it is often enough to find approximate solutions that are governed by a simpler set of equations. The prime example of this is Newtonian gravity which approximates general relativity very well in regimes where the typical velocity of the gravitating matter is small compared to the speed of light. Indeed, Newtonian gravity successfully explains much of the behavior of our solar system and is a simpler theory of gravity that is less difficult to solve. By generalizing Newtonian gravity to the cosmological setting [25] , it appears that the Newtonian theory can accurately describe gravity on all scales except in regions near compact neutron stars or black holes [9, 13] .
Although Newtonian gravity is quite accurate, there are many situations where more accuracy is required and general relativistic effects must be included. The post-Newtonian expansions were developed as a method to include relativistic corrections to Newtonian gravity such as gravitational lensing effects, and energy loss through gravitational radiation. The goal of the post-Newtonian expansions is to approximate solutions to the Einstein field equations by a series expansion in the small parameter ǫ = v T c where c is the speed of light and v T is a typical speed associated with the gravitating matter. A number of formal calculational schemes for computing the post-Newtonian expansions have been developed and are widely used in both the asymptotically flat and cosmological settings [1, 5, 7, 8, 10, 19, 28, 29] . These post-Newtonian computational schemes are one of the most important techniques in general relativity for calculating physical quantities for the purpose of comparing with experiment. Implicitly, they rely on the assumption that there actually exists solutions to the Einstein equations that admit post-Newtonian expansions to a certain order. This leaves open the question of existence of the post-Newtonian expansions. In view of the importance of the post-Newtonian expansions, this is a question of considerable interest.
The main difficulty in determining when, and in what sense, the post-Newtonian expansions approximate a relativistic solution is that the region of validity for the post-Newtonian expansions is where ǫ = v T /c is close to zero. Therefore to understand the post-Newtonian expansions, solutions of general relativity must be examined in the limit that ǫ ց 0. In this limit the Einstein field equations become singular as the field equations contain terms of the form 1/ǫ that become unbounded as ǫ ց 0. The first person to overcome this difficulty and establish the existence of the 0 th order post-Newtonian expansion (i.e. the Newtonian limit) without any special assumptions such as spherical symmetry was Rendall in [24] . In this paper, Rendall established the existence of a large class of one-parameter families of solutions to the Einstein-Vlasov equations that converge as ǫ ց 0 to solutions of the Poisson-Vlasov equations of Newtonian gravity. Using a different method based on techniques pioneered and developed by Klainerman, Majda, Kreiss, and Schochet [14, 15, 26, 27 ] to study singular limits of first order symmetric hyperbolic systems, we established a similar result for the Einstein-Euler equations [20] and subsequently generalized it to prove the existence of solutions to the Einstein-Euler equations that admit post-Newtonian expansions to the 1 st order [21] . We also note that an improvement to at least the 2 nd post-Newtonian order is possible using the results of [22] .
In this article, we adapt the methods of [20, 21] to the cosmological setting. We recall that the Einstein-Euler equations, which govern gravitating perfect fluids, are given by
where
with ρ the fluid density, p the fluid pressure, v i the fluid four-velocity normalized by v i v i = −c 2 , c the speed of light, and G the Newtonian gravitational constant. As shown in [20] , these equations, upon suitable rescaling, can be written in the form In this formulation, the fluid four-velocity v i , fluid density ρ, fluid pressure p, the metric g ij , and the coordinates (x i ) i = 0, . . . , 3 are dimensionless. In this article, we restrict ourselves to cosmological spacetimes of the form 1 M = [0, T ) × T 3 , and we will always use x = (x I ) I = 1, 2, 3 to denote the standard periodic coordinates (with period 1) on the torus
The coordinate x 0 will parametrize the interval [0, T ) and t = x 0 /v T will denote an absolute Newtonian time coordinate. By a choice of units, we can and shall set v T = 1, in which case t = x 0 . The main aim of this article is to present a proof that establishes the existence of a large class of one-parameter family of solutions (g ǫ ij , v i ǫ , ρ ǫ , p ǫ ) 0 < ǫ < ǫ 0 to the Einstein-Euler equations (1.1) that (i) exist on a common spacetime slab M = T 3 × [0, T ), and (ii) can be expanded in the parameter ǫ to any finite order ℓ ∈ Z ≥0 with expansion coefficients that are ǫ-independent. For a precise version of this statement, see Theorem 1.1 below. To agree with standard terminology, we will say that these solutions admit a (ℓ/2) th order (cosmological) post-Newtonian expansion. In light of the significant and well-known difficulties that are encountered at both the formal and rigorous level in trying to develop post-Newtonian expansions on asymptotically flat spacetimes beyond the order 2.5 [23] , it is somewhat surprising that these difficulties are absent in the cosmological setting. On asymptotically flat spacetimes, the problems that occur in the higher order post-Newtonian expansions are often attributed to the reaction of gravitational radiation with itself and matter. The analysis contained in this paper shows that this is not the complete story as the these effects are also present in the cosmological setting, but do not cause similar difficulties 2 .
1 The results of this article can be extended to other interesting spacetimes. A general discussion of spacetimes that admit Newtonian limits or post-Newtonian expansions will be presented in an upcoming paper. 2 We will address this discrepancy more thoroughly in a separate article.
In the cosmological setting, the simplest one-parameter family of solutions that admits a post-Newtonian expansion to any order 3 is the FLRW dust solution given by (g
and a(t) satisfies the equation
As is well known, the differential equation (1.7) can be integrated explicitly to give
, and µ(t) = 2
, where a 0 = a(0) and µ 0 = µ(0) are positive constants 4 . In this article, we will, for simplicity, always assume an adiabatic equation of state of the form
where f : R >0 → R >0 is an analytic function that satisfies f ′ (ρ) > 0 for all ρ > 0. Even though the FLRW dust solution (1.3)-(1.8) does not arise from an equation of state of the form (1.9), it plays the role of defining a Newtonian background that is essential for analyzing the limit ǫ ց 0 and generating the ǫ-expansion. The role of the FLRW solution is easiest to see at the 0 th order where it is used to define the cosmological Poisson-Euler equations
of (cosmological) Newtonian gravity. We note that these equations agree with the Newton-Cartan field equations for a gravitating fluid formulated in adapted coordinates [17, 25] .
The cosmological Poisson Euler equations can be brought into a more familiar form by introducing Galilei coordinates [17, 25] . This is done as follows:
denote the covering space, we define a diffeomorphism onM by
3 This is an exceptional solution. Generically, it will only be possible to expand dynamical solutions to a fixed finite order in ǫ. 4 With these choices, the big bang occurs at "time" t = − q
Lifting the cosmological Poisson-Euler equations toM , and then pulling back by ψ shows that
Defining a Newtonian potential byΦ =Φ 4 + 1 6 To understand the limit ǫ ց 0, we use a slight variation of the approach using in [20] and replace the metric g ij and the fluid velocity v i with new variables that are compatible with the limit ǫ ց 0. The new gravitational variableū ij is defined by
where 
From these formulas it is not difficult to see thatū ij and w i are equivalent to the metric g ij and the fluid four-velocity v i , respectively, for ǫ > 0 and are well defined at ǫ = 0. Following [20, 21] , these variables combined with a harmonic gauge can be used to cast the EinsteinEuler equations into a singular (nonlocal) symmetric hyperbolic system of the form
This equation has the necessary structure that is required to use the results of [14, 15, 26] to study the limit ǫ ց 0, and to use Kreiss' bounded derivative principle [4, 16, 27 ]to generate ǫ-expansions. The beauty of Kreiss' bounded derivative principle is that it reduces the problem of generating ℓ th order expansions in ǫ to that of constructing initial data for which the time derivatives (∂ p t W )| t=0 are bounded as ǫ ց 0 for p = 1, 2, . . . , ℓ + 1. This process of choosing such initial data is called initialization. Thus the existence problem for the post-Newtonian expansions is replaced by the problem of establishing the existence of initial data that can be properly initialized. The main technical result of this paper is to construct a large class of initial data for the Einstein-Euler equations that can be initialized to any order. The method for constructing this data is based on a technique introduced by Lottermoser in [18] who was the first person to prove the existence of a one-parameter family of initial data that depends analytically on ǫ and converges to the expected Newtonian initial data as ǫ ց 0.
It is worthwhile to note that initializing the data to arbitrary order does not seem to be possible in the asymptotically flat case although it is possible for low orders [12, 21] . In any case, initializing the data, whenever possible, provides a constructive method for generating initial data that has minimal initial gravitational radiation to an accuracy that is governed by the order of the ǫ-expansion. This is certainly a significant improvement over other ad-hoc methods for choosing initial data that have been previously used in the literature.
1.1. Notation. Before stating the main result of this article, we first introduce a number of function spaces. Given a finite dimensional vector space V , we let H s (V ) denote the standard Sobolev space of V -valued maps on T 3 . When V = R, we just write H s . The only two vector spaces that will be used in this article are R N and the space of symmetric matrices
denote the standard L 2 inner product, we denote the projection operator onto the L 2 orthogonal complement of the constant function 1 by
any basis for V , we use the projection (1.24) to definē
We also define the standard hyperbolic evolution spaces
and write X T,ℓ,s if V = R. Finally, given two Banach spaces X, Y and a open set U ⊂ X, we let C ω (U, Y ) denote the set of analytic maps f : U → Y . Theorem 1.1. Suppose ℓ ∈ Z ≥0 , s > 3/2 + ℓ + 3, C s is the constant appearing in the inequality (2.77), 
Φ} is the unique solution to the Poisson-Euler equations (1.10)-(1.12) with initial data 0 ρ| t=0 = µ 0 +ρ and 
where the expansions are convergent in
An important point not explicitly stated in the above Theorem but follows from the proof is that for p = 1, 2, . . . , ℓ the equations satisfied by coefficients
can be derived by assuming a harmonic gauge (2.18) and substituting the expansions of Theorem 1.1 (vii) in the EinsteinEuler equations (1.1) and collecting terms together of the same order in ǫ up to order ℓ. It is this fact that guarantees that the expansions of Theorem 1.1 (vii) coincide with the post-Newtonian expansions of order ℓ/2.
As a final remark, all of the results of this article can be adapted to include a cosmological constant Λ. The basic changes needed to be made include replacing the stress energy tensor (1.2) by
and replacing the FLRW equations (1.5) and (1.7) by
, and a ′′ (t)
As shown in [3] , the inclusion of a positive cosmological constant guarantees the long time existence of small perturbations of the constant density solution { 0 ρ = µ,
Poisson-Euler equations (1.10)-(1.12). The importance of the long time existence of solutions is that it is a necessary ingredient of any analysis of a lower bound on the time of validity of the post-Newtonian expansions as a function of ǫ. We plan to address this problem of determining a lower bound on the time of existence of the post-Newtonian expansions in the near future.
The Einstein-Euler equations
2.1. Reduced Einstein Equations. In order to derive a suitable symmetric hyperbolic system for the gravitational field equations, we introduce new coordinates related to old ones by the rescalinḡ
and let∂ i = ∂ ∂x i . In the new coordinates, the spacetime metricḡ ij and the FLRW metrich ij (see (1.3)) are given bȳ
respectively, where J j i is defined in (1.22) . For latter use, we record the non-zero independent components of the Christoffel symbolsγ k ij and the curvatureR ijkl of the metrich ij :
As discussed in the introduction, we take the symmetric 2-tensorū ij as our primary gravitational variable where
and
Observe that the metric can be recovered from theū ij by the formula
Substituting (2.7) in to the standard formula for the Christoffel symbols gives
where (ĝ ij ) = (ĝ ij ) −1 andD k is theh ij covariant derivative. Using this formula, the Einstein tensorḠ ij of the metricḡ ij is given by (2.10)
To fix the gauge, we set
For ǫ > 0, it is clear from (2.5) that this is equivalent tō
and this is easily seen to be equivalent to the harmonic coordinate condition With these variables, we have thatD
In particular, this implies that
and henceĝ 
For their definition, the reduced Einstein equations (2.29)-(2.31) require that the matrixĝ ij is invertible. For fixed − 2/(3µ 0 ) < τ 0 < 0 and τ 1 > 0, it is clear from (1.8) that
This implies that the set
is open and contains the origin (r ij ) = 0, and moreover, that the reduced Einstein equations (2.29)-(2.31) are well defined for all t ∈ (τ 0 , τ 1 ) and (ǫu ij ) ∈ V τ0,τ1 . 
Next, we observe that the operator
projects into subspace orthogonal to the fluid velocityv
Applying this operator to project (2.36) into components parallel and orthogonal tov i yields, after using the relations (2.33)-(2.35), the following system
As discussed in the introduction, we need to introduce a new fluid four-vector by (2.39)
T allows us to write the system (2.37)-(2.38) as
Next, a straightforward calculation using (2.7) and (2.9) shows that
where the maps m ij , ℓ j i , q 0 , q 1 , and q j 0 are analytic in all their variables provided that t ∈ (τ 0 , τ 1 ) and (ǫu ij ) ∈ V τ,τ1 . Using these expressions, we can decompose
49) 
A short calculation shows that (2.53) 4ǫ
where again the map S ij 0 is analytic in all variables provided that t ∈ (τ 0 , T 0 ) and (ǫu ij ) ∈ V τ0,τ1 . In addition to Φ ij , we will also need the time derivativė
Using (2.37)-(2.38) to replace the time derivatives of ρ and w i in favor of spatial derivatives, we find that
Differentiating (2.58) with repsect to t while using (2.53) and (2.55), we find that 
64) 
and 
We also recall the well-known Multiplication Lemma. 
This lemma shows that the bilinear map (2.76)
is continuous, and hence analytic, provided that s 1 , s 2 ≥ s 3 ≥ 0 and s 3 < s 1 + s 2 − 3/2. In particular, H s is a Banach algebra for s > 3/2 which implies that there exists a constant C s > 0 such that
This can be used to prove the following important proposition concerning analytic maps. For a proof, see Proposition 3.6 of [11] . 
The first step in establishing well-posedness is to show that the maps Φ andΦ are well-defined and analytic. 
that satisfies (2.52) and
Proof. First we observe that for a fixed R > 0, the Born series
the Multiplication Lemma 2.2, and the invertibility of the Laplacian ∆ :H s+2 →H s show that there exists an ǫ 0 > 0 such that the map (2.78)
is well defined and analytic. Also, by Lemma 2.1 and Proposition 2.3, we see that (shrinking ǫ 0 if neccessary) the map (2.79)
is well-defined and analytic. The proof then follows directly from composing the two analytic maps (2.78)-(2.79), i.e.
which is again analytic by Lemma 2.1. 
that satisfies (2.54) andΦ
Proof. The proof follows from a routine adaptation of the proof of Lemma 2.4.
Next, we introduce the space
Lemma 2.6. Suppose R > 0 and s > 3/2. Then there exists an ǫ 0 > 0 such that the maps
Proof. Follows directly from Proposition 2.3 and Lemmas 2.1, 2.4, 2.5.
With the analyticity of the maps F 0 , F 1 established, local existence, uniqueness, and continuation of solutions to the nonlocal symmetric hyperbolic system (2.61) follow from standard arguments (see for example [30] , Chapter 16). In particular, we can apply the local existence results of Schochet [26, 27] (see also [14, 15] ) to obtain the existence of solution to (2.61) on spacetime regions of the form D = [0, T ) × T 3. Initialization 3.1. Constraint equations. In order to solve the initial value problem for the Einstein equations, we must first construct initial data that satisfies the following constraint equations on the initial hypersurface defined by t = 0: A short calculation using (2.1)-(2.2) shows that the harmonic condition (3.2) is equivalent to
Using formulas (2.7) and (2.10)-(2.17), it is not difficult to verify that the gravitational constraint equations (3.1) do not involve second order time derivatives. In fact, using (3.4)-(3.5), the top derivative terms can be expanded aŝ
where f 0 and f 1 are analytic in all of their variables, and f 2 is linear in (∂ K ∂ Lū ij , ∂ Kū ij , ∂ tū ij ). Together, (2.7), (2.10)-(2.17), (2.53), and (3.6) show that the constraint equations (when evaluated at t = 0) can be written as
where for any R > 0 there exists an ǫ 0 > 0 such that the maps f α (α = 2, 3, 4) are analytic in all their variables provided |ǫ| < ǫ 0 , and |ū ij | < R, f j 2 is linear in (∂ K ∂ Lū ij , ∂ Kū ij , ∂ tū ij ), and f j 2 is quadratic in (∂ tū ij , ∂ Kū ij ). Also, an easy calculation using (2.7) shows that (3.3) takes the form (3.8)
where the map f 0 is analytic provided |ǫ| < ǫ 0 , |ū ij | < R, and |w I | < R.
IJ-components of the reduced Einstein Equations.
The IJ-components of the FLRW wave operator acting onū ij are given bȳ
A calculation involving the harmonic conditions (3.4)-(3.5), and formulas (2.7), (2.11)-(2.17), (2.19), (2.53), (3.9) shows that the IJ-components of the reduced Einstein equations can be written as
where for any R > 0 there exist an ǫ 0 > 0 such that the maps p α (α = 0, 1, 2, 3) are analytic in all variables provided −τ 0 < t < τ 1 , |ǫ| < ǫ 0 , and 
where for any R > 0 there exists an ǫ 0 > 0 such that the maps q α , q i α (α = 0, 1) are analytic in all variables provided τ 0 < t < τ 1 , |ǫ| < ǫ 0 , |ū ij | < R, and |w 0 | < R, and q 1 , q
3.4. Higher order time derivatives. As discussed in the introduction, Kreiss's bounded derivative principle requires us to calculate higher order time derivatives ofū ij , ρ, and w i . The fact that the constraint equations must be satisfied complicates this task, and we find it advantageous to introduce the following rescaled variables:
ρ =ρ ℓ , and ∂ 
We also defineũ 
Gathering all of the maps (3.27)-(3.37) together, we define
We also define
Proposition 3.1. Suppose ℓ ∈ Z ≥0 , s > 3/2 + ℓ, R > 0, C s is the constant from the inequality (2.77), δ = µ 0 /(2C s ) and set 
Since the map k(r) = 1/(1 + r/µ 0 ) is in C ω ((−µ 0 , µ 0 ), R), it follows from Proposition 2.3 that the map
is well defined and analytic for δ = µ 0 /(2C s ). With this map well defined, we can recover w I from z 3.5. Initialization to an arbitrary order. We are now ready to prove that there exists a large class of initial data that can be initialized to an arbitrary order. 
Proof. We first establish that given aθ ℓ ∈ X s R,δ,ℓ , the equation Ξ ℓ | ǫ=0 = 0 has a solution. 
Proof. To begin, we consider the fixed datã
∞,δ,ℓ . Next, we note that Ξ| ǫ=0 = 0 reduces to (see (3.27)-(3.37))
are all analytic for δ = µ 0 /(2C s ). Having constructed a solution to Ξ ℓ | ǫ=0 = 0, we will use the implicit function theorem to find solutions to Ξ ℓ = 0 for ǫ > 0. However, to apply the implicit function theorem, we must first establish that the partial derivative of Ξ ℓ with respect to η ℓ is an isomorphism. Then from (3.27)-(3.37), it is not difficult to see that the equation
is equivalent to the following system: 
