SVD is a model for the simulation of vegetation dynamics across large spatial extents. The core component is a deep neural network (DNN) which predicts the transitions between vegetation states for each simulated cell (cell size currently set to 100m). The DNN itself can be trained with data from different sources, for instance from simulation modeling or remote sensing. Section S2 provides more details on the specific setup and training of the network used in this study. For the description in S1 we assume that a fully trained network is already available.
S1: A scalable model of vegetation transitions
SVD is a model for the simulation of vegetation dynamics across large spatial extents. The core component is a deep neural network (DNN) which predicts the transitions between vegetation states for each simulated cell (cell size currently set to 100m). The DNN itself can be trained with data from different sources, for instance from simulation modeling or remote sensing. Section S2 provides more details on the specific setup and training of the network used in this study. For the description in S1 we assume that a fully trained network is already available.
The SVD model is a standalone software that integrates the Deep Learning framework TensorFlow (Abadi et al. 2016) for DNN inference, i.e. the process of applying a trained model with new data. The core model is programmed in C++, which not only provides high flexibility and performance but also allows a full technical integration of the core libraries of TensorFlow into the framework. The model is designed with a particular focus on performance: it makes heavy use of parallel processing, facilitating the multicore architecture of modern CPUs and offloads the DNN inference to a graphical processing unit (GPU) whenever possible. In addition, the model is memory efficient, as the state of a simulated cell is fully described by only a few values (currently 16 bytes). Consequently, SVD can simulate large areas >10 7 ha on standard workstations, processing millions of ha per second. SVD is published under an open source license and available at GitHub (https://github.com/SVDmodel/SVD). 
S2: Deep neural network training Training data
This section describes the training of the DNN used in the application described in the main text. We used the individual based forest landscape and disturbance model iLand (Seidl et al. 2012 ) to generate training data for the DNN. We applied iLand to Kalkalpen National Park (KANP) in the Austrian Alps. The landscape with a size of 20,850 ha is located in the northern front range of the Alps (N47.47°, E14.22°) and ranges from 385 m to 1,963 m a.s.l.
It encompasses three of the most important forest types of Central Europe, that is, European beech (Fagus sylvatica (L.)) forests, Norway spruce (Picea abies (L.) Karst.) forests, and mixed forests of Norway spruce, silver fir (Abies alba (Mill.)), and European beech. More details to the study landscape can be found in Thom et al. (2016) and Thom, Rammer & Seidl (2016 . In order to generate training data for the DNN, we simulated forest dynamics at KANP starting from the current landscape composition (2013) Figure S1 ), and was defined as the average share of each species in these neighborhoods. In addition, we derived annual values for selected ecosystem attributes for each from iLand. The attributes used in this study were live tree carbon (C) and D, the exponent of the Shannon index for alpha-diversity (based on basal area shares of tree species on a given cell).
Training data for the DNN was generated from the raw simulation output of iLand (Table   S2 
Network structure
We used TensorFlow (Abadi et al. 2016) and the top-level Python library Keras (https://keras.io/) for defining the DNN architecture as well as for network training. The architecture of the DNN was a feed forward neural network with 1.33 Mio trainable parameters that integrated concepts from natural language processing ( Figure S2) . The DNN merged different types of inputs (see Table S2 ) and jointly trained state transitions (S*) and time until transition (ΔR) as response variables. The final layer for both response variables was a Softmax classification layer (i.e., providing a probability distribution over 10 and 1418
classes, respectively). The initial Embedding layer ( We used categorical cross-entropy as the loss function for both output layers and calculated the total loss as a weighted sum (state: 0.66, time: 0.33). After evaluating different activation functions, we selected the Exponential Linear Unit (Clevert, Unterthiner & Hochreiter 2015) which showed slightly better performance than rectified linear units or self-normalizing linear units (Klambauer et al. 2017) .
We use the ADAM optimizer (Kingma & Ba 2014 ) and a simple scheme to reduce the learning rate after three consecutive epochs without progress by a factor 0f 0.5 from 0.001 to 0.00001. The training of the final network took approximately three hours on a single workstation (Intel i5-6600 CPU, Nvidia GTX-1070 GPU). The final network structure and parameters were stored for later use in SVD applications.
Figure S3. Visualization of the state space learned by the Embedding layer (t-SNE algorithm). t-SNE is a dimension reduction technique (the original embedded space has 16 dimensions). Each dot indicates a single state (N=1418), colors denote the "structure" dimension (height class).

Results of the training and experiments
The DNN was able to predict vegetation transitions accurately over a wide range of climatic (e.g., mean annual temperatures from 3.5 to 13° Celsius) and edaphic conditions. The achieved classification accuracy (categorical cross entropy) was 0.86 for both the future state and time until state transition. More insightful than the raw accuracy information is top-K accuracy: This is the fraction of examples for which the network predicted either the correct label ("Correct") or the correct label was within the top K predicted classes (Table S3 ). In this context it is important to note that the simulated vegetation transitions include a degree of random variation due to the stochasticity of the underlying PBM. Nonetheless, the final DNN was very well able to reproduce PBM-simulated transition pathways: For 97.1% of the examples in the validation data set (which were not used for DNN training), the "correct" target state was in the top-3 predicted states (from 1418 possible states). The prediction of ΔR was more challenging, most likely because the exact time of a state transition is less predictable than the eventual target state. Nonetheless, in 91.2% of the cases, the correct year was in the top-3 predicted years. 
Effect of spatial context
In the underlying process based model iLand the simulated transitions depend not only on the vegetation state and the environmental conditions experienced on a given cell, but are also influenced by neighboring cells, e.g. due to an influx of seeds. SVD incorporates spatial context information: For example, the DNN might learn that a transition to a state with higher oak share is more likely, if oak is already present in neighboring cells. We tested the relevance of spatial context by training DNN variants with and without spatial context information, and compared their performance regarding prediction accuracy metrics. The version with spatial context used all available information as described in the previous section (i.e., the species distribution in the local and intermediate neighborhood ( Figure S1) as well as the distance to the nearest seed source outside of the boundary of the simulated area), while the version without spatial context lacked both types of information. Figure S4 shows that the DNN was able to extract meaningful information from the spatial context information, and that including this data improved the DNN predictions. We also analyzed whether disregarding spatial context information translates into different vegetation patterns in the dynamic simulations with SVD. Figure S5 indicates that while the broad spatial patterns (e.g., areas dominated by beech or Norway spruce) persisted in both variants, the results without spatial context showed much higher local variation/ noise. 
Simulating vegetation transitions
The following figures compare the simulated species composition in SVD with the results of the process-based model iLand for all four climate scenarios considered. 
