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Abstract
In this paper, we give some properties of the zeros of d-symmetric d-orthogonal polynomials and we localize these zeros on
(d + 1) rays emanating from the origin. We apply the obtained results to some known polynomials. In particular, we partially solve
the conjecture about the zeros of the Humbert polynomials stated by Milovanovic´ and Dordevic´ [G.V. Milovanovic´, G.B. Dordevic´,
On some properties of Humbert’s polynomials, II, Ser. Math. Inform. 6 (1991) 23–30]. A study of the eigenvalues of a particular
banded Hessenberg matrix is done.
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1. Introduction
Location and properties of zeros of special families of polynomials are the subject of many works (see for
instance [21,23,28,36,41]). More attention is devoted to orthogonal polynomials [11,38,42] and their extensions
[17,32,33]. In this paper, we are interested in d-orthogonal polynomials, d being a non-negative integer (see for in-
stance [5–7,13,15,16,29,44,46]). These polynomials are a particular case of multiple orthogonality (see for instance [1,
2,4,12,27,37,43]) which has many applications in various domains of mathematics as analytic number theory, approx-
imation theory, special functions theory, and spectral theory of operators.
Recently, it was proved that there exists a closed relationship between the 2-orthogonality and the birth and death
process [47]. Also, Frobenius–Padé approximants for series of d-orthogonal polynomials were studied in [31].
The d-orthogonality is defined with a d-dimensional vector as follows.
Let P be the linear space of polynomials with complex coefficients and let P ′ be its algebraic dual. We denote by
〈u,f 〉 the effect of the linear functional u ∈ P ′ on the polynomial f ∈ P . A polynomial sequence {Pn}n0 in P is
called a polynomial set (PS, for shorter) if and only if degPn = n for all non-negative integers n.
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is called a d-orthogonal polynomial set (d-OPS, for shorter) with respect to the d-dimensional functional U =
t (u0, u1, . . . , ud−1) if it fulfills for each integer k ∈ {0,1, . . . , d − 1}:{ 〈uk,PmPn〉 = 0 if m > nd + k, n 0,
〈uk,PnPnd+k〉 = 0, n 0. (1.1)
For d = 1, we meet the well-known notion of orthogonality.
Some properties of the zeros of particular families of d-OPSs were given (see for instance [6,45]). Our purpose in
this paper is to study the zeros of d-OPSs with d-symmetry as an additional property where d-symmetry is defined as
follows.
Definition 1.2. (See [6,30].) A PS {Pn}n0 is called d-symmetric if it fulfills
Pn(ωdz) = ωndPn(z) where ωd = exp
(
2iπ/(d + 1)). (1.2)
When d = 1, the sequence {Pn}n0 is symmetric.
Note here, that the symmetry behavior of this notion is the same as the one of m-fold symmetry, for m = d + 1,
already used in the theory of univalent functions (see for instance [18,39]).
In this paper, there are three sections. In Section 2, we prove that all zeros of each d-symmetric d-OPS are simple
and lie on (d + 1) rays emanating from the origin with possible exception of a multiple zero in the origin (Theo-
rem 2.2). Section 3 deals with the applications of the obtained results. In fact, in Section 3.1, we study the zeros of
some known d-symmetric d-OPSs. In particular, for the Humbert polynomials, we partially solve the conjecture about
the zeros of these polynomials stated by Milovanovic´ and Dordevic´ [35]. In Section 3.2, we determine the links be-
tween the d-symmetric d-OPS and a particular banded Hessenberg matrix with entries only on the extreme diagonals
and we localize the eigenvalues of this matrix on an (r + 1)-star in the complex plane.
2. Main result
Let {Pn}n0 be a symmetric orthogonal PS. Then it satisfies a recurrence relation of the form
Pn+2 − xPn+1 + γn+1Pn = 0, γn = 0, n 0.
Among the known results about the zeros of {Pn}n0, we recall the following [11,38,42]:
(a) If x is a zero of Pn, then (−x) is also a zero of Pn.
(b) 0 is a simple zero of Pn if and only if n is odd.
(c) If γn > 0, for all n 1, then P2n+j has n distinct positive real number zeros, j = 0,1.
(d) If γn < 0, for all n 1, then P2n+j has n distinct imaginary zeros, j = 0,1.
(e) The zeros of Pn and Pn−1 interlace.
Our purpose is to generalize these results to d-symmetric d-OPS. For this, we recall the following
Lemma 2.1. (See [14].) Let {Pn}n0 be a d-OPS. Then the following statements are equivalent:
1. {Pn}n0 is d-symmetric.
2. {Pn}n0 satisfies a (d + 1)-order recurrence relation of the form{
Pn+d+1(z) = zPn+d(z) − γn+1Pn(z), n 0 (γn+1 = 0),
Pn(z) = zn, 0 n d. (2.1)
Throughout this paper we are interested in d-symmetric d-OPS satisfying Eq. (2.1) with γn > 0, n 1 (for γn < 0,
n 1 see Remark 2.3 below).
890 N. Ben Romdhane / J. Math. Anal. Appl. 344 (2008) 888–897Theorem 2.2. Let {Pn}n0 be a d-OPS satisfying Eq. (2.1) with γn > 0, n  1. Then, for each n  1 and j =
0,1, . . . , d, it follows that
(a) If z is a zero of Pn(d+1)+j , then ωkdz, k = 1, . . . , d, are also zeros of Pn(d+1)+j , where ωd = exp(2iπ/(d + 1)).
(b) 0 is a zero of Pn(d+1)+j of multiplicity j .
(c) (d + 1) consecutive polynomials do not vanish simultaneously.
(d) Pn(d+1)+j has n distinct positive real number zeros denoted by xn,j ;s , s = 1, . . . , n.
(e) The zeros of {Pn(d+1)+j }0jd are interlaced xn,0;1 < xn,1;1 < · · · < xn,d;1 < xn,0;2 < · · · < xn,d;2 < · · · <
xn,0;n < · · · < xn,d;n.
For d = 1, we rediscover the results obtained for the symmetric OPSs.
The proof is inspired by a method due to He and Saff [23].
Proof. From the d-symmetry property of Pn(d+1)+j and Eq. (2.1) we deduce (a)–(c).
Put Pn,j (x) = Pn(d+1)+j (x) and γn,j = γn(d+1)+j . It follows from (2.1) that⎧⎨
⎩
P0,j (x) = xj , 0 j  d,
Pn,0(x) = xPn−1,d (x) − γ(n−1),1Pn−1,0(x), 1 n,
Pn,j (x) = xPn,j−1(x) − γ(n−1),j+1Pn−1,j (x), 1 j  d.
(2.2)
We observe that limx→+∞ Pn,j (x) = +∞.
Now, we proceed to prove that Pn,j satisfies (d) and (e). For this, we divide our proof into three steps.
Step 1. For n = 1, we have
P1,0(x) = xP0,d (x) − γ0,1P0,0(x),
P1,j (x) = xP1,j−1(x) − γ0,j+1P0,j (x), 1 j  d.
So, P1,j (x) = xj (xd+1 −∑j+1k=1 γ0,k) and x1,j ;1 = (∑j+1k=1 γ0,k) 1d+1 , j = 0, . . . , d . Note that P1,0(0) < 0,
0 < x1,0;1 < x1,1;1 < · · · < x1,d;1. (2.3)
Then, for n 2, one can easily verify that (d) and (e) are deduced from the following
sgn
(
Pn,0(0)
)= (−1)n, (2.4)
xn−1,d;s < xn,0;s+1, s = 1, . . . , n − 1, (2.5)
xn,j ;s < xn−1,j ;s , j = 0, . . . , d, s = 1, . . . , n − 1, (2.6)
0 < xn,j−1;s < xn,j ;s , j = 1, . . . , d, s = 1, . . . , n, (2.7)
where sgn(x) designs the sign of x.
Next, we proceed by induction on n 2 to prove (2.4)–(2.7).
Step 2. For n = 2:
(i) For j = 0, we have P2,0(x) = xP1,d (x) − γ1,1P1,0(x). Recall that P2,0(0) = −γ1,1P1,0(0) > 0, and
P2,0(x1,0;1) = x1,0;1P1,d (x1,0;1) < 0,
P2,0(x1,d;1) = −γ1,1P1,0(x1,d;1) < 0,
because 0 < x1,0;1 < x1,d;1 from Eq. (2.3). Then there exist a zero of P2,0 between 0 and x1,0;1 and a zero between
x1,d;1 and ∞ since lim+∞ P2,0(x) = +∞.
More precisely we have
0 < x2,0;1 < x1,0;1 < x1,d;1 < x2,0;2. (2.8)
(ii) For j = 1, we have P2,1(x) = xP2,0(x) − γ1,2P1,1(x). Note that
N. Ben Romdhane / J. Math. Anal. Appl. 344 (2008) 888–897 891P2,1(x2,1;1) = −γ1,2P1,1(x2,0;1) > 0,
P2,1(x1,1;1) = x1,1;1P2,0(x1,1;1) < 0,
P2,1(x2,0;2) = −γ1,2P1,1(x2,0;2) < 0,
because 0 < x2,0;1 < x1,1;1 < x2,0;2 by Eqs. (2.3) and (2.8). Thus there exist a zero of P2,1 between x2,0;1 and x1,1;1
and a zero between x2,0;2 and ∞ since lim+∞ P2,1(x) = +∞. Furthermore,
0 < x2,0;1 < x2,1;1 < x1,1;1,
x2,0;2 < x2,1;2.
(iii) Fix j , 1 j  d − 1, and assume that
0 < x2,0;s < x2,1;s < · · · < x2,j ;s , s = 1,2,
x2,j ;1 < x1,j ;1.
We show that these properties hold for the zeros of P2,j+1. We have
P2,j+1(x) = xP2,j (x) − γ1,j+2P1,j+1(x),
then
P2,j+1(x2,j ;1) = −γ1,j+2P1,j+1(x2,j ;1) > 0,
P2,j+1(x1,j+1;1) = x1,j+1;1P2,j (x1,j+1;1) < 0,
P2,j+1(x2,j ;2) = −γ1,j+2P1,j+1(x2,j ;2) < 0,
because 0 < x2,j ;1 < x1,j+1;1 < x2,j ;2 by our assumption and Eq. (2.8). So there exist a zero of P2,j+1 between x2,j ;1
and x1,j+1;1 and a zero between x2,j ;2 and ∞ since lim+∞ P2,j+1(x) = +∞. Furthermore,
0 < x2,j ;1 < x2,j+1;1 < x1,j+1;1,
x2,j ;2 < x2,j+1;2.
We have therefore proved that Eqs. (2.4)–(2.7) are satisfied with n replaced by 2.
Step 3. Now, for fixed n  2, we assume that the zeros of Pn,j satisfy Eqs. (2.4)–(2.7) and we will show that these
properties hold for n replaced by n + 1. For this, we proceed by induction on j = 0,1,2, . . . , d, and we use the same
technics as in Step 2.
(i) For j = 0, we have Pn+1,0(x) = xPn,d(x) − γn,1Pn,0(x). Then sgn(Pn+1,0(0)) = sgn(−γn,1Sn,0(0)) =
sgn(−1)n+1 and Eq. (2.4) holds with n replaced by n + 1. Also, for 1 s  n,
sgn
(
Pn+1,0(xn,0;s)
)= sgn(xn,0;sPn,d(xn,0;s))= sgn(−1)n+s+1,
sgn
(
Pn+1,0(xn,d;s)
)= sgn(−γn,1Pn,0(xn,d;s))= sgn(−1)n+s+1,
because 0 < xn,0;s < xn,d;s < xn,0;s+1 (s = 1, . . . , n − 1) from the assumption on n. Then there exist a zero
of Pn+1,0 between 0 and xn,0;1, a zero between xn,d;s and xn,0;s+1, and a zero between xn,d;n and ∞ since
limx→+∞ Pn+1,0(x) = +∞. More precisely, we have
0 < xn+1,0;1 < xn,0;1 < xn,1;1,
0 < xn,d;s < xn+1,0;s+1 < xn,0;s+1, 1 s  n − 1,
xn,1;n < xn,d;n < xn+1,0;n+1. (2.9)
We deduce that Eq. (2.5) holds with n replaced by n + 1, and Eq. (2.6) holds with n replaced by n + 1 and for j = 0.
(ii) For j = 1, we have Pn+1,1(x) = xPn+1,0(x) − γn,2Pn,1(x). Then, for s = 1, . . . , n,
sgn
(
Pn+1,1(xn+1,0;s)
)= sgn(−γn,2Pn,1(xn+1,0;s))= sgn(−1)n+s ,
sgn
(
Pn+1,1(xn,1;s)
)= sgn(Pn+1,0(xn,1;s))= sgn(−1)n+s+1,
Pn+1,1(xn+1,0;n+1) = −γn,2Pn,1(xn+1,0;n+1) < 0,
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of Pn+1,1 between xn+1,0;s and xn,1;s , s = 1, . . . , n, and a zero between xn+1,0;n+1 and ∞ since
limx→+∞ Pn+1,1(x) = +∞. Consequently, we have
0 < xn+1,0;s < xn+1,1;s < xn,1;s , s = 1, . . . , n,
xn+1,0;n+1 < xn+1,1;n+1,
then Eqs. (2.6) and (2.7) hold with n replaced by n + 1 and for j = 1.
(iii) Fix j , 1 j  d − 1, and assume that
xn+1,j ;s < xn,j ;s , s = 1, . . . , n, (2.10)
0 < xn+1,0;s < xn+1,1;s < · · · < xn+1,j ;s , s = 1, . . . , n + 1. (2.11)
We show that these properties hold for the zeros of Pn+1,j+1. We have
Pn+1,j+1(x) = xPn+1,j (x) − γn,j+2Pn,j+1(x).
Since 0 < xn+1,j ;s < xn,j+1;s < xn+1,j ;s+1 (from Eqs. (2.7)–(2.11)), we see that, for s = 1, . . . , n,
sgn
(
Pn+1,j+1(xn+1,j ;s)
)= sgn(−γn,j+2Pn,j+1(xn+1,j ;s))= sgn(−1)n+s ,
sgn
(
Pn+1,j+1(xn,j+1;s)
)= sgn(Pn+1,j (xn,j+1;s))= sgn(−1)n+s+1,
Pn+1,j+1(xn+1,j ;n+1) = −γn,j+2Pn,j+1(xn+1,j ;n+1) < 0.
Then there exist a zero of Pn+1,j+1 between xn+1,j ;s and xn,j+1;s , s = 1, . . . , n, and a zero between xn+1,j ;n+1 and ∞
since limx→+∞ Pn+1,j+1(x) = +∞. Consequently, we have
0 < xn+1,j ;s < xn+1,j+1;s < xn,j+1;s , s = 1, . . . , n,
xn+1,j ;n+1 < xn+1,j+1;n+1.
Then Eqs. (2.6) and (2.7) hold with n and j replaced, respectively, by n + 1 and j + 1.
Combining (i)–(iii), we have shown that Eqs. (2.4)–(2.7) hold with n replaced by n+1 which finishes the proof. 
Remark 2.3. If {Pn}n0 satisfies Eq. (2.1) with γn < 0, for all n > 0, we can deduce the localization of the zeros of
Pn by proceeding as follows.
Let Rn(z) = exp(−inπ/(d + 1))Pn(z exp(iπ/(d + 1))). Then, by virtue of Eq. (2.1), {Rn}n0 satisfies{
Rn(z) = zn, 0 n d,
Rn+d+1(z) = zRn+d(z) − (−γn+1)Rn(z), 0 n. (2.12)
By applying Theorem 2.2 to {Rn}n0 and (−γn) we obtain the location of the zeros of Pn.
In particular, for d = 1, we obtain again that the zeros of each symmetric orthogonal PS {Pn}n0, with γn < 0,
n 1 are imaginary.
3. Applications
3.1. Some d-symmetric d-OPSs
In this subsection, we apply our results to localize the zeros of some known d-symmetric d-OPSs.
3.1.1. Chebyshev d-OPS of the second kind {Un(., d)}n0
The Chebyshev d-OPSs of the second kind are an extension of the Chebyshev polynomials of the second kind.
They satisfy the following recurrence relation [15]{
Un(z, d) = zn, 0 n d,
Un+d+1(z, d) = zUn+d(z, d) − bUn(z, d), b = 0, 0 n. (3.1)
If b > 0, by virtue of Theorem 2.2, Un(d+1)+j (., d) has n positive real number zeros. In the particular case d = 1, we
meet again that the zeros of the Chebyshev polynomials of the second kind are real.
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The Chebyshev d-OPSs of the first kind are generated by
1 − dbtd+1
1 + btd+1 − zt =
∞∑
n=0
Tn(z, d)t
n, b = 0. (3.2)
These polynomials are obtained as an extension of the Chebyshev polynomials of the first kind. They were introduced,
for d = 2 in [16] and for d  1 in [9]. They were studied before by He and Saff [23], and Eiermann and Varga [19]
as a particular family of the Faber polynomials. Recently, it was shown [10] that these polynomials are exactly the
d-symmetric Faber d-OPS. {Tn}n0 satisfies the following recurrence relation{
Tn(z, d) = zn, 0 n d,
Tn+d+1(z, d) = zTn+d(z, d) − (d + 1)δn,0bTn(z, d), b = 0, 0 n. (3.3)
So they are a particular case of Eq. (2.1) with γn = b, n 1. Then Tn(d+1)+j (., d) has n distinct positive real number
zeros for b > 0.
This result was first given in [19,23] and it was shown that these zeros are located on [0, (d + 1)b] and attracted by
(d + 1)b.
For the particular case d = 1 and b = 1, we obtain again that the zeros of the Chebyshev polynomials of the second
kind are real and located on [−2,2].
3.1.3. The Gould–Hopper polynomials
These polynomials are generated by
exp
(
xt − t
d+1
d!(d + 1)2
)
=
∞∑
n=0
Hn(x, d)t
n.
They were first introduced in [22]. Then they were investigated by Douak [13] as a generalization of the Hermite
polynomials into d-OPS. They were called Hermite type d-OPS. They satisfy the following recurrence relation
⎧⎨
⎩
Hn(x, d) = xn, 0 n d,
Hn+d+1(x, d) = xHn+d(x, d) − (d + 1)−1
(
n + d
d
)
Hn(x, d), 0 n.
Thus γn = (d + 1)−1
(
n+d
d
)
> 0. By Theorem 2.2, Hn(d+1)+j has n distinct positive real number zeros. In particular,
for d = 1, the zeros of the Hermite polynomials are real.
3.1.4. q-Analogies of generalized Hermite’s polynomials
The polynomials {hn,m(.;q)}n0 are generated by [40]
e1(xt)
em(qtm/[m]) =
∞∑
n=0
hn,m(x;q) t
n
[n]! ,
where 0 < q < 1, [n]α = 1−qαn1−qα , [n]1 = [n], [n]α! = [n]α[n − 1]α · · · [1]α , [0]α! = 1, and the q-exponential function
eα(x) is defined by eα(x) =∑∞n=0 xn[n]α ! .
It was shown that {hn,m(.;q)}n0 satisfies the following recurrence relation
⎧⎨
⎩
hn,m(x;q) = xn, 0 nm − 1,
hn+1,m(x;q) = xhn,m(x;q) − [n]![n − m + 1]!q
n−m+2hn−m+1,m(x;q), m − 1 n.
Then {hn,m(.;q)}n0 are (m−1)-symmetric (m−1)-orthogonal with γn > 0. By virtue of Theorem 2.2, hnm+j,m has
n distinct positive real number zeros.
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These polynomials are generated by [8]
exp
(
atd+1
)
eμ(xt) =
∞∑
n=0
P (d+1)n (x;a,μ)
tn
γμ(n)
,
where (μ,d) ∈ {0} ×N∗ or (μ,d) ∈ (]−1/2,+∞[\{0}) × (2N+ 1)
eμ(x) =
∞∑
n=0
xn
γμ(n)
,
with
γμ(2m + ) = 22m+m!
(
μ + 1
2
)
m+
,  = 0,1, (3.4)
where (a)n = Γ (a+n)Γ (a) . {P (d+1)n (.;a,μ)}n0 is a d-symmetric d-OPS satisfying the following recurrence relation⎧⎪⎨
⎪⎩
P
(d+1)
n (x;a,μ) = xn, 0 n d,
P
(d+1)
n+d+1(x;a,μ) = xP (d+1)n+d (x;a,μ) +
a(d + 1)γμ(n + d)
γμ(n)
P
(d+1)
n (x;a,μ), 0 n.
Then for a > 0 and by virtue of Theorem 2.2, P (d+1)nm+j (;a,μ) has n distinct positive real number zeros.
3.1.6. Humbert polynomials {Πλn,m}n0
Humbert [26] defined a class of polynomials by the generating function
(
1 − mxt + tm)−λ =
∞∑
n=0
Πλn,m(x)t
n, m ∈N, λ > −1/2.
Particular cases of these polynomials are Gegenbauer polynomials [20]
Cλn(x) = Πλn,2(x)
and Pincherle polynomials [26]
℘n(x) = Π−1/2n,3 (x).
Milovanovic´ and Dordevic´ considered a subclass of the Humbert’s polynomials defined by [34]
Pλn,m(x) = Πλn,m(2x/m).
Their generating function is given by
(
1 − 2xt + tm)−λ =
∞∑
n=0
Pλn,m(x)t
n.
Particular cases are known:
• Horadam polynomials [24]: (λ)n
n! (2x − 1)n = Pλn,1(x).
• Gegenbauer polynomials [20]: Cλn(x) = Pλn,2(x).
• Horadam–Pethe polynomials [25]: Pλn+1(x) = Pλn,3(x).
In [35], Milovanovic´ and Dordevic´ considered the family {Q(m,q,λ)N (t)}N0 defined by
Pλn,m(x) = (2x)qQ(m,q,λ)N (t),
where n = mN + q , N = [n/m], 0 q m − 1 and t = (2x)m.
Numerical experiments for N  15 and m 8 suggested them to state the following conjecture.
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Next, we use our results to prove the first part of this conjecture. In fact, the corresponding monic polynomials
Pˆ λn,m satisfy the recurrence relation [34]⎧⎪⎨
⎪⎩
Pˆ λn,m(x) = xn, 0 nm − 1,
Pˆ λn+m,m(x) = xPˆ λn+m−1,m(x) −
(n + m − 1)!
2mn!
(n + mλ)
(λ)m
Pˆ λn,m(x), 0 n.
We deduce that, {Pˆ λn,m}n0 are (m − 1)-symmetric (m − 1)-orthogonal, with γn = (n+m−1)!2mn! (n+mλ)(λ)m > 0, λ > −1/2.
Then Pˆ λNm+q,m has N distinct positive real number zeros and the other zeros are obtained by rotations. Since
Pλn,m(x) = (2x)qQ(m,q,λ)N (t), t = (2x)m, we deduce that all zeros of Q(m,q,λ)N (t) are positive real and simple.
3.2. Banded Hessenberg matrix
Next, we use our main result to study the eigenvalues of a banded Hessenberg matrix with entries only on the
extreme diagonals:
Hn =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 0 1
. 0 0 1
. . 0 . .
. . . . .
0 . . . .
γ1 0 0 0 1
γ2 0 . . .
. . . . .
. . . . .
. . . . 1
γn−d 0 . . . 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
For this, we use the recurrence relation (2.1) to construct, for n > d , the following system:{−xPr−1 + Pr = 0, 1 r  d,
γr−dPr−d−1 − xPr−1 + Pr = 0, d + 1 r  n. (3.5)
If x0 is a zero of Pn, then the above system can be viewed as a homogeneous linear system which unknowns are
Pr(x0); 0 r  n − 1. The determinant of this system is null since, otherwise, P0(x0) = 0.
Thus, the system (3.5) can be also written in the matrix equation as
HnP = x0P,
where
P = t(P0(x0),P1(x0), . . . ,Pn−1(x0)).
Then the eigenvalues of the matrix Hn are the zeros of Pn.
By Theorem 2.2, we have:
1. If γn > 0, n 1, then the eigenvalues of Hn are localized on an (r + 1)-star in the complex plane
Γj =
{
x exp
(
2ijπ/(d + 1)), x  0}, j = 0, . . . , d.
This result was first obtained by Aptekarev et al. [3] by means of the genetic sum’s representation for the moments
of operator.
2. If γn < 0, n 1, then the eigenvalues of Hn are localized on an (r + 1)-star in the complex plane
Γj =
{
x exp
(
i(2j + 1)π/(d + 1)), x  0}, j = 0, . . . , d.
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Hn =
⎛
⎜⎜⎜⎝
0 1
γ1 0 1
γ2 0 1
. . .
γn−1 0
⎞
⎟⎟⎟⎠ ,
then we meet the following well-known results [38]:
(i) If γn > 0, n 1, then the eigenvalues of Hn are real.
(ii) If γn < 0, n 1, then the eigenvalues of Hn are imaginary.
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