Finding the solution of single measurement vector (SMV) problem with an unknown block-sparsity structure is considered. Here, we propose a sparse Bayesian learning (SBL) algorithm simplified via the approximate message passing (AMP) framework. In order to encourage the block-sparsity structure, we incorporate a parameter called Sigma-Delta as a measure of clumpiness in the supports of the solution. Using the AMP framework reduces the computational load of the proposed SBL algorithm and as a result makes it faster. Furthermore, in terms of the mean-squared error between the true and the reconstructed solution, the algorithm demonstrates an encouraging improvement compared to the other algorithms.
INTRODUCTION
The SMV problem is a set of linear noisy measurements from a sparse signal x and is modeled as y = Ax + e, where x ∈ R N is the signal of interest to be reconstructed and e denotes the noise. In this model, A ∈ R M ×N is a known sensing matrix with M N . In some practical applications the non-zero entries of the sparse signal x appear in clusters, so they more or less clump together. This feature has been referred to as block-sparsity in the literature [1] [2] [3] [4] [5] [6] . One example is magnetoencephalography, which seeks the locations where most brain activities are produced. Such activities exhibit contiguity i.e., they occur in localized regions [3] .
For the purpose of promoting the recovery performance of the SMV problem with an unknown block-sparsity framework, Zhang and Rao proposed a sparse Bayesian learning (SBL) algorithm that incorporates intra-block correlation (correlation structure in each block) [2] . In this model, they defined a Gaussian-distributed prior with zero-mean and the covariance that depends on the multiplication of a nonnegative scaling parameter followed by a covariance matrix for each block. Such blocks are assumed to be uncorrelated with each other. In order to simplify the model, reduce the complexity, and suppress the overfitting of the parameters in the model, they further considered the same underlying covariance matrix with different scaling parameters for the blocks as a prior. This matrix is updated via the expectation-maximization (EM) algorithm. In [5] , a hierarchical Bayesian approach was proposed to deal with the block-sparse multiple measurement vectors (MMVs) problem. In this case, a prior is incorporated which encourages both contiguity and sparsity in the solution. This prior is based on the parameter referred to as Sigma-Delta (ΣΔ), which is a measure of contiguity over the supports of the solution. The Sigma-Delta parameter is defined as follows
where s is the support learning vector of the solution and has binary values with "1" denoting the active entry of x. The prior on This work is supported by the Grant NASA NNX13 AD 39 A.
s depends on the term e −α(ΣΔ)s where α > 0. The larger the weight α is, the more clumpy the solution becomes. Experimental receiver operating curves (ROC) indicate that the performance of the algorithm was satisfactory and encouraging. However, the runtime of the algorithm was not fast. In [6] , we proposed the SDsRandOMP algorithm which is essentially a sparse version of RandOMP [7] and incorporates the Sigma-Delta parameter to encourage the block-sparsity. This algorithm is almost greedy-based in which the behavior of Sigma-Delta is modeled by a Gamma distribution with (ΣΔ)s ∼ Γ(1, θ). Although this algorithm is faster than the SBLs, it requires more information i.e., noise variance.
Recently, research in this area has turned to reducing the computational complexity of their algorithms while preserving the success in the support recovery at a high rate. Such work includes using approximate message passing (AMP) and the expectationmaximization (EM) for the hyperparameters of the SBL algorithms [8] [9] [10] . The AMP is essentially a simplified version of the message passing where the number of messages to be propagated is reduced based on Taylor series approximation, averaging over the messages passed to the same node, and the central limit theorem [8, 9] . In this case, Al-Shoukairi and Rao incorporated the AMP to their earlier SBL model for both the SMV and MMV problem to reduce the runtime of their algorithms [8] . They avoided imposing a Bernoulli-Gaussian prior on the solution vector and instead simply used a zero-mean Gaussian prior. This simplification causes all the distributions on the factor graph to become Gaussian and results in fewer computations when using message passing.
In this paper, we propose a new SBL algorithm for the blocksparse SMV problem based on the AMP-SBL algorithm proposed in [8] . For this purpose, we use our measure of clumpiness over the supports of the solution (Sigma-Delta) proposed in [5, 6] to the AMP-SBL. We refer to our new algorithm as AMP-B-SBL where "-B-" denotes the block-sparsity. To demonstrate the performance of our algorithm, we compare the proposed algorithm with two other algorithms in terms of the normalized mean-squared error between the true and the reconstructed solution. Furthermore, to show the of behavior of the algorithm in the signal reconstruction, a random block-sparse case scenario for the SMV has been made. Since it benefits from the AMP, this algorithm turns out to be faster than our previously proposed SBLs [5, 6] .
AMP-B-SBL FOR SOLVING SMV
In order to solve for the SMV problem with an unknown blocksparsity structure, we combine our measure of clumpiness of the solution (Sigma-Delta) proposed in [5, 6] with the AMP-SBL algorithm introduced in [8] . Here, we define the Sigma-Delta as 
where T is a predetermined threshold. The function b(., .) in (2) returns a binary value and is defined as follows
In our previous SBL model [5] we did not have such soft thresholding (3), and regardless of having a very small or large value on xn, the corresponding support sn became active (sn = 1). In contrast, here we simply discard such small values by setting the corresponding sn = 0 because such xp does not have considerable contribution in our measurements. In order not to discard important portions of the signal of interest, we set the threshold T to a small value. Based on the assumption that the solution vector x is sparse, we consider an i.i.d. zero-mean Gaussian prior on the components of x. The variance on xn is defined as αn which accounts for learning the block-sparsity structure in the solution. These distributions are defined below.
where (ΣΔ)| b(xn,.)=1 is the Sigma-Delta evaluation of the supports of x in case where sn is forced to be active, θ1 is the emphasizing parameter on our measure of clumpiness, and θ2 is the prior variance on the variance of the variable xn. The rationale behind assuming this prior on αn is described in Table 1 , in which cte denotes a constant value. As an example of Table 1 , consider the case where forcing either sn = 0 or sn = 1 does not make any change in the evaluation of Sigma-Delta. In this case, though it promotes the clumpiness in the solution, it discourages the solution to be sparse as we do this a couple of times. Therefore, αn needs to be decreased.
According to the defined prior distributions in (4), the joint probability distribution of our model becomes
where the measurement noise is assumed to be e ∼ N (0, σ 2 IN ). Under this model, all the distributions of the joint, conditional, and posterior densities become Gaussian. Therefore, we only need to pass the mean and variance of the messages rather than computing and propagating the full actual messages. The factor graph of our model for the block-sparse SMV (B-SMV) problem is illustrated in Fig. 1 . In the graphical model Fig. 1 , the large cir- cle nodes represent the random variables of interest, the shaded squares show the function nodes, the small shaded circles are the observations, and the small unshaded circles denote the hyperparameters [11] . Since this main layer of our algorithm is the same as the one introduced in [8, 10] , here we use the same notations as [8] . Such function nodes shown in Fig. 1 are defined as follows
Notice that our proposed algorithm adds an additional layer to [8] by incorporating the prior (4) in order to encourage the block-sparsity. This change in the model does not appear in the factor graph Fig. 1 . We now describe our reasoning behind the proposed model for the B-SMV problem. As a prior knowledge, we expect the solution vector x to be sparse. Therefore in order to encourage the sparsity, we assume a zero-mean Gaussian distribution for x with the variance αn, n = 1, 2, ..., N on its components. The supports of the solution are then specified by the binary function b(., T ) where T is a predetermined threshold. In other words, based on the threshold we discard the small-valued components of x from being considered as the support of the solution. The smaller αn is, the higher probability it provides to xn removed from the supports. Based on our previous results in [5, 6] , we observed that having more clumpy supports in the solution causes higher value of α and vice versa. Therefore, here we made the mean of our Gaussian prior on αn be proportional to the term
Below, we represent the message that propagates from each function node to a variable node and vice versa of Fig. 1 . The derived messages in (7)- (9) are the same as those derived in [8, 12] .
• Message from a function node to a variable node: • Message from a variable node to a function node:
where c nl (under the large-system-limit) is approximated by [12] c nl cn :
cmn.
Using the fact that we have already normalized the sensing matrix A with respect to its columns, we can further approximate
Therefore,
• Estimating the posterior on xn:
Mg m→xn .
After simplification, we obtain [8] P (xn|y) ∝ N (xn; μn, νn),
amnzmn( αn cn + αn ), and νn = cnαn cn + αn .
Below, we provide the update rules for the hyperparameters of our algorithm using the expectation-maximization (EM) algorithm. As was mentioned earlier, since we add a layer to the AMP-SBL algorithm to account for the block-sparsity structure, the update rules become different from [8] . We start with describing the update rule for the variance αn of xn. Notice that as a prior we consider x is xn ∼ N (0, αn), ∀n = 1, . . . , N. Let us define
• Update rule for αn:
Hence we solve for αn in
A solution among all the three possible roots for (12) which minimizes (11) is the update rule for αn at the next iteration.
• Update rule for σ 2 :
where μ x|− := [μ1, . . . , μN ] T and Σ x|− := diag{ν1, . . . , νN }, and Σ x|− is an N × N diagonal matrix.
• Update rule for θ2:
Finally, based on the AMP algorithm in [8] , our AMP-B-SBL is described as follows. The stopping condition of the algorithm can be based on a predetermined number of iterations or convergence of the solution to a tight bound.
AMP-B-SBL Algorithm for the block-sparse SMV problem:
• Definitions 
= 0 which is the minimizer of
Updating the noise variance σ 2 :
Updating the variance of α:
In the above algorithm, the hyperparameter θ1 is a tuning parameter. Since we use Gaussian message passing modeling, it is faster than the conventional SBL modeling. In other words, it provides a trade-off between the exactness of the SBLs and the fast runtime of the greedy-based algorithms. 
SIMULATION RESULTS
In this section, we demonstrate the performance of our algorithm compared to two versions the SBL algorithm borrowed from [13] and the approximate message passing SBL (AMP-SBL) [8] . For simulation purposes, the elements of vector xnp are drawn i.i.d. from Gaussian distribution with zero-mean and variance σ 2 x = 1, where xnp denotes a non-sparse solution vector. The supports of the solution are binary and randomly drawn from a Bernoulli distribution in such a way to have a random block-sparsity structure. The true block-sparse solution is then constructed from x = s • xnp, where "•" denotes the Hadamard product. The sensing matrix A is 100 × 200 and is randomly drawn from N (0, 1) and then it is normalized with respect to its columns. The elements of the noise component are drawn from emn ∼ N (0, σ 2 n ). We vary σ 2 n to illustrate the performance over different SNRs. The measurement vector y is 100 × 1 and is computed from y = Ax + e. We evaluate the performance of the proposed algorithm using the normalized mean-squared error defined as
wherex and x denote the estimated solution and the true blocksparse solution, respectively. In Fig. 2 , we generate 100 different SMV problems with the aforementioned features and then average over the obtained results. All of the compared algorithms in this figure are set to 1000 iterations. In this figure, we set σ 2 x = 1 and change the noise variance σ 2 n for evaluating the performance at different SNRs. In the legend of Fig. 2 , "AMP-B-SBL" and "AMP-SBL" denote our algorithm and the algorithm proposed in [8] , respectively. Also, "Trad.-SBL" and "Fast-SBL" are the traditional SBL and the EM-based fast version of the traditional SBL, respectively [13] . The term λ is the emphasis parameter on the sparsity over the error term, and rsp is defined as the sparsity level divided by the length of the original signal i.e., rsp = Ksp/N . We chose Ksp in such a way that on the overage rsp 0.2. It can be seen from Fig. 2 that the normalized mean-squared error for both Trad.-SBL and Fast-SBL are the same for the same SNR values and almost remain constant as the SNR varies. Our algorithm shows less NMSE compared to those algorithms and also compared to the AMP-SBL. The reason that our algorithm works better than the AMP-SBL is due to the fact that the AMP-B-SBL accounts for the unknown block-sparsity in the solution.
We now apply AMP-B-SBL to a specific example. In this case, we randomly generated a block-sparse signal and the corresponding set of measurements as described earlier. In Fig. 5 and Fig. 6 we demonstrate the comparison between the true and the estimated solution of AMP-B-SBL algorithm for our case scenario. It can be seen from Fig. 5 that at the lower SNR, our algorithm could almost successfully find the active entries of the solution. There are also some false supports found by the algorithm and those caused the estimated amplitudes of the solution differ from the true ones. According to Fig. 6 , the performance of the algorithm for SNR=25[dB] is satisfactory in terms of both the support detection and the non-zero amplitudes of the true solution. Based on Fig. 6 , although the AMP-B-SBL also found some other supports which are not in the true solution, those false supports clumped together and have very small amplitudes. Such clumpiness is due to the fact that the AMP-B-SBL encourages the Sigma-Delta measure of the solution to be small. Finally, in Fig.  7 and Fig. 8 we show the support recovery of our example as it is being updated for the SNRs of 10 [dB] and 25 [dB], respectively. 
CONCLUSION
We proposed a new algorithm for solving the block-sparse SMV problem. By assuming Gaussian distributions for all the variables, we were able to use the factor graph which only needs to propagate the mean and variance of the full messages. We further reduced the computational load of the problem using the approximate message passing. We showed that dependence of the solution variances on Sigma-Delta encourages the solution to have a block-sparsity structure and also reduces the normalized mean-squared error between the true and the estimated sparse signal.
