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This paper develops an order-theoretic generalization of Blok and Pigozzi’s notion of an
algebraizable logic. Unavoidably, the ordered model class of a logic, when it exists, is
not unique. For uniqueness, the deﬁnition must be relativized, either syntactically or
semantically. In sentential systems, for instance, the order algebraization process may be
required to respect a given but arbitrary polarity on the signature. With every deductive
ﬁlter of an algebra of the pertinent type, the polarity associates a reﬂexive and transitive
relation called a Leibniz order, analogous to the Leibniz congruence of abstract algebraic
logic (AAL). Some core results of AAL are extended here to sentential systems with a
polarity. In particular, such a system is order algebraizable if the Leibniz order operator
has the following four independent properties: (i) it is injective, (ii) it is isotonic, (iii) it
commutes with the inverse image operator of any algebraic homomorphism, and (iv) it
produces anti-symmetric orders when applied to ﬁlters that deﬁne reduced matrix models.
Conversely, if a sentential system is order algebraizable in some way, then the order
algebraization process naturally induces a polarity for which the Leibniz order operator
has properties (i)–(iv).
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Logic and algebra
Algebra, in its strict sense, concerns sets equipped with operations (and no relations); its atomic formulas are therefore
equations. From this point of view, the demand that a logic possesses an algebraic semantics is nontrivial. Unlike the demand
for a matrix semantics, it can fail—even in logics susceptible to the Lindenbaum–Tarski construction. Of course, numerous
deductive systems do admit an algebraic semantics, but this on its own does not motivate the algebraic perspective in
logic. Indeed, a familiar criticism of ‘algebraic’ logic comes to mind—that algebraic models and syntax are sometimes too
similar for the former to throw really interesting light on the latter. The criticism has less sting when it comes to our
understanding of families of logics, as opposed to isolated systems. Here, algebraic methods have been instrumental in
providing deep insights.1 In most such applications, the role of algebra is not conﬁned to the provision of models. An
implicit algebraic notion of equivalence for pairs of deductive systems is simultaneously at work, and it interacts with the
formation of extensions, facilitating a large-scale transference of meta-logical data.
E-mail address: raftery@ukzn.ac.za.
1 Among intermediate and modal logics, this is borne out, for instance, by the classiﬁcation of systems with various interpolation or deﬁnability properties
[23], the resolution of decision problems involving admissible rules [64], and the determination of degrees of incompleteness (see [14,37,62] and their
references). More recently, for substructural logics, the persistence of properties like cut elimination has been illuminated by algebraic characterizations,
advancing the traditionally non-algebraic ﬁeld of proof theory [15]. Also, meta-logical demands sometimes reduce to algebraic properties of a categorical
nature. Then, category equivalences in the algebraic domain become bridges for the immediate transfer of important information from one family of logics
to another—perhaps in a different signature—in the absence of a direct syntactic translation (see [25,26] for some contemporary examples).0168-0072/$ – see front matter © 2012 Elsevier B.V. All rights reserved.
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to mean more than the possession of an algebraic semantics. Although soundness and completeness theorems (in two
directions) are to be expected, they do not suﬃce for algebraization. Nowadays, a deductive system is said to be algebraizable
if it is fully equivalent—in a well-understood sense—to the equational consequence relation of a class of pure algebras (with
a common signature). This concept has evolved from the analysis of [10], and the precise deﬁnition of ‘equivalent’ will be
recalled in Section 4. Instead of focussing on Lindenbaum algebras, it associates with each deductive system an algebra
of theories that is not merely a lattice; it captures the structure of substitution in the form of operations on theories, and
it asks that the theory algebras of two equivalent systems be isomorphic in the usual algebraic sense. This allows us to
forget such data as the shapes of formulas, while retaining a faithful picture of deductive relationships and the passage to
extensions. By a remarkable result of abstract algebraic logic, recounted in Theorem 4.3, every such equivalence is induced
by a well-behaved pair of syntactic translations.
Moreover, a purely algebraic invariant in the theory of equivalence—called the Leibniz operator—leads to a classiﬁcation
of all deductive systems, not only the algebraizable ones. It makes the falsiﬁcation of properties like algebraizability more
practical, and the resulting classes of systems are suitably stable (see [17,22,60]). Because equivalence and the Leibniz
operator have nothing to do with any choice of semantics, they remind us that algebraic methods yield more than just
algebraization.
1.2. Order
As it happens, many non-algebraizable logics still have a semantics consisting of algebras with a partial order, and order-
theoretic analogues of algebraizability are of interest. The important concept of interpolation is an obvious motivating factor.
Semantic accounts of deductive interpolation properties (applying to expressions like α  β) are already available in a setting
that includes all algebraizable logics [19]. But implicative interpolation properties (for expressions like  α → β) cannot be
characterized to the same degree of generality, unless our semantic vocabulary includes a pertinent order relation.
In any departure from purely algebraic models, we must guard against generalizations that are ad hoc, unstable or too
specialized. Because the notion of equivalence mentioned in 1.1 is purely algebraic, the following deﬁnition (essentially
from [57]) recommends itself, and it is the main topic of this paper:
a deductive system is order algebraizable if it is equivalent to the inequational consequence relation |K of a class K of
partially ordered similar algebras.
In |K , an inequation α  β is regarded as a consequence of {αi  βi: i ∈ I} iff the possibly inﬁnite sentence
∀x((&i∈Iαi(x) βi(x))⇒ α(x) β(x))
is true in K. Intrinsic characterizations of order algebraizability will be provided too, but the deﬁnition’s appeal to a purely
algebraic form of equivalence is a safeguard against idiosyncrasy.
1.3. Outline of results
A concise summary of this paper’s results is presented here. Readers can alternatively skip to Section 2, as nothing in
the sequel will depend on the present subsection.
Because the equality relation is a partial order, all algebraizable systems are order algebraizable. The Lambek calculus
and the intensional fragments of linear and relevance logic are examples of order algebraizable systems that are not alge-
braizable. But the concept of order algebraization is not redundant in algebraizable logics (see below). Sequent calculi are
often order algebraizable in a simple manner (see Theorem 5.7) and, partly for this reason, we shall be more concerned
here with sentential logics, a.k.a. Hilbert systems.
Every order algebraizable sentential system is equivalential, i.e., something resembling a well-behaved bi-conditional (↔)
is deﬁnable in the system. The converse is false, so the central concept of this paper is genuinely new. Indeed, certain
fragments of Anderson and Belnap’s Entailment logic E cannot be order algebraized in any way, despite being equivalential
(Theorem 7.7). This follows from an intrinsic characterization of the order algebraizable sentential systems, viz. Theorem 7.1.
The characterization in 7.1 is useful as a means of conﬁrming order algebraizability, but it not readily falsiﬁable, because
of its syntactic nature. It suﬃces for the aforementioned fragments of E, owing to the simplicity of their signatures. For
richer equivalential systems, we cannot hope to disprove order algebraizability without ﬁrst characterizing it intrinsically
in model-theoretic terms. The ideal solution would be a characterization in terms of the Leibniz operator, analogous to the
ones for algebraizability [10] and for other meta-logical properties [17,58]. But no useful characterization of this kind is
known.
A related problem is that an order algebraizable system may be equivalent to multiple inequational consequence re-
lations. This contrasts with the uniqueness of the equivalent model class for an algebraizable logic, which follows from
special properties of the equality relation [10]. If we want a unique ordered model class, we must relativize the idea of
order algebraization, either syntactically or semantically.
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These formulas feature prominently in the characterization from Theorem 7.1, but they are not uniquely determined by 
and there seems to be no canonical way to choose them in general. Treating them as a syntactic parameter, we say that
a system is ρ-order algebraizable if ρ(x, y) witnesses its equivalence with some inequational consequence relation. In this
case, on each reduced matrix model 〈A, F 〉 of , a partial order is deﬁned by a  b iff ρ A(a,b) ⊆ F , and F is in turn
deﬁnable in the language of 〈A,〉. The deﬁnitions of  and F essentially invert each other, and the resulting structures
〈A,〉 constitute a class K such that  and |K are equivalent.
As one might hope, a ρ-order algebraizable system is algebraizable iff the above relation  is equationally deﬁnable
over the corresponding class K (Theorem 7.12). The most obvious instance is the deﬁnition of x  y by x = x ∧ y, given
a deﬁnable semilattice structure. In practice, however, ρ is not redundant in the algebraizable case. For example, in the
context of implicative interpolation, the common variables of α and β seldom coincide with those of α and α ∧ β .
As a semantic alternative to ﬁxing ρ , we may consider polarities on a signature. In most natural logics, the axioms and
rules suggest a polarity for the basic connectives. Usually, ¬ is ‘negative’, while ∧ and ∨ are ‘positive’ in both arguments,
and → is negative in the ﬁrst argument but positive in the second. Any polarity M determines a quasi-order (i.e., a reﬂexive
transitive binary relation) on each matrix model 〈A, F 〉 of a sentential system . In fact, M and the -ﬁlter F induce several
quasi-orders on A, but we single out one, denoted by AM(F ), which we call the (extended) M-Leibniz order of F . The
name derives from the Leibniz congruence Ω A F , which identiﬁes elements of A having the same deﬁnable properties in
the ﬁrst order equality-free language of 〈A, F 〉. Analogously, aAM(F )b turns out to mean that b has every deﬁnable M-
positive property enjoyed by a, while a has every deﬁnable M-negative property possessed by b. A different order-theoretic
counterpart of the Leibniz congruence was introduced by Pałasin´ska and Pigozzi in [51]; the deﬁnitions will be compared
in Section 12. For related literature, see [49,52,32,54,16].
Although  determines which sets F are ﬁlters, the constructions of AM(F ) and Ω A F from F do not depend on any
feature of  other than its signature. The analogy with the Leibniz congruence goes further: ‘polar’ sentential systems 〈,M〉
can be classiﬁed usefully by transparent properties of the operator M(·). For instance, given a polarity M , we may ask: is
there a set ρ(x, y) of binary formulas such that in all matrix models 〈A, F 〉 of , we have
aAM(F )b iff ρ A(a,b) ⊆ F?
We prove that this is the case iff the M-Leibniz order operator is isotonic on the -ﬁlters of all algebras and commutes with
the inverse image operator of any algebraic homomorphism (Theorem 9.10). Polar sentential systems with this property
will be called directional; they are analogous to the equivalential systems mentioned earlier, which have a comparable
characterization. We also characterize the directional systems for which the set ρ can be chosen ﬁnite (Theorem 9.14).
We shall say that a polar sentential system 〈,M〉 is truth inequational if it has a set of pairs of unary terms 〈τ, τr〉 such
that in all matrix models 〈A, F 〉, the inequations τ(x) τr(x) deﬁne the designated elements, i.e., we have
a ∈ F iff τ A (a)AM(F ) τ Ar (a) for all 〈τ, τr〉.
We prove that 〈,M〉 is truth inequational iff the M-Leibniz order operator is completely ⊆-reﬂecting on the -ﬁlters of all
algebras (Theorem 10.4). This extends the characterization of (non-polar) truth equational systems in [58].
Putting these facts together, we can characterize the order algebraizable polar sentential systems purely in terms of the
Leibniz order operator given by the polarity (Theorem 11.2). For many systems  with a conventional implication → and
a conventional polarity M , it turns out that 〈,M〉 is {x → y}-order algebraizable iff the operator M is injective on the
-ﬁlters of all algebras (Corollary 11.3). This can be used to show, for instance, that the full system E is not {x → y}-order
algebraizable. It is an open question whether E can be order algebraized in some other way. Analogous questions arise for
various quasi-normal modal logics, as well as dynamic and tense logics.
2. Inequational consequence relations
A consequence relation on a set A is a binary relation  from subsets of A to elements of A satisfying the two postulates
below, for all B ∪ C ∪ {a} ⊆ A:
• if a ∈ B then B  a (monotonicity);
• if B  a and C  b for all b ∈ B , then C  a (transitivity).
We say that  is ﬁnitary if it satisﬁes the next postulate as well:
• if B  a then B ′  a for some ﬁnite B ′ ⊆ B .
If B,C ⊆ A and a,a1, . . . ,an ∈ A, then
B  C stands for ‘B  c for all c ∈ C ’, while  C abbreviates ∅  C ,
B  C stands for ‘B  C and C  B ’, and
B,a1, . . . ,an  a stands for B ∪ {a1, . . . ,an}  a.
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the same signature are said to be similar. An algebraic language, comprising an algebraic signature and a disjoint inﬁnite set
of variables, is assumed to be given. It will remain ﬁxed throughout the discussion, and all algebras considered are assumed
to have its type, unless we say otherwise. Variables will be denoted by x, y, z or w , possibly with indices.
Let Tm denote the absolutely free algebra generated by the variables, and End Tm the set of endomorphisms of Tm.
Terms (a.k.a. sentential formulas) are elements of Tm, and substitutions are elements of End Tm.
Consider a class K of partially ordered similar algebras. Each member 〈A,〉 of K comprises an algebra A and a partial
order  of the universe A of A. No compatibility between  and the operations of A is assumed.
Deﬁnition 2.1. The inequational consequence relation |K of K is the relation from sets of (formal) inequations to single
inequations that is deﬁned as follows:
Σ |K α  β iff for every 〈A,〉 ∈ K and every homomorphism f from Tm to A,
if f (μ) f (ν) for all (μ ν) ∈ Σ, then f (α) f (β).
If we identify inequations with ordered pairs, then |K is a consequence relation on Tm× Tm. It is substitution-invariant
in the sense that for all h ∈ End Tm and for any set of inequations Σ ∪ {α  β},
• if Σ |K α  β then {h(μ) h(ν): (μ ν) ∈ Σ}|K h(α) h(β).
Clearly,
|K x x and x y, y  z |K x z,
but the anti-symmetry law ∀x ∀y((x y & y  x) ⇒ x= y) is not generally expressible in |K .
Given a partially ordered algebra A= 〈A,〉, if
{αi  βi: i ∈ I} |{A} α  β,
then we say that A satisﬁes the (formal) quasi-inequation
{αi  βi: i ∈ I} | α  β,
or that this expression is valid in A. Here, I is not assumed ﬁnite.
Example 2.2. A commutative residuated po-monoid (brieﬂy, a CRPM) is a structure 〈A,〉, with A = 〈A; ·,→,1〉, where
(i) 〈A,〉 is a partially ordered set,
(ii) 〈A; ·,1〉 is a commutative monoid (i.e., 1 ∈ A and · is a commutative and associative binary operation on A, with
a ·1= a for all a ∈ A),
(iii) for all a,b, c ∈ A, if a b then a · c  b · c, and
(iv) for all a,b ∈ A, max{c ∈ A: a · c  b} exists and is equal to a → b.
The joint content of (iii) and (iv) could be put more succinctly as follows:
(iii′) for all a,b, c ∈ A, we have c  a → b iff a · c  b.
Note that 1 need not be the greatest element of 〈A;〉. The order  need not be equationally deﬁnable in A, but every
CRPM satisﬁes the following quasi-inequations:
x y =|| 1 x→ y;
1 x=|| x→ x x; hence also
x y =|| (x → y) → (x→ y) x→ y.
Every partially ordered abelian group satisfying (iii) is a CRPM in which a → b is a−1 ·b, hence a−1 is a → 1.
Notation. Given a set Q of quasi-inequations (in our ﬁxed algebraic language), PModQ shall denote the class of all partially
ordered algebras that satisfy all of the quasi-inequations in Q. Note that PModQ normally excludes many models of Q that
are not anti-symmetric.
J.G. Raftery / Annals of Pure and Applied Logic 164 (2013) 251–283 255Deﬁnition 2.3. A class K of partially ordered similar algebras will be called an ordered model class if K = PModQ for some
set Q of quasi-inequations.
Certain questions now arise naturally. For instance, under what constructions is PModQ closed? And can ordered model
classes be characterized in terms of natural closure operators?
The class operator symbols I , S and P shall denote closure under isomorphic images, substructures and direct products,
respectively. Recall that a substructure of a partially ordered algebra 〈A,〉 is any pair of the form 〈B, ∩(B × B)〉 where
B is a subalgebra of A. The direct product of a family 〈Ai,i〉, i ∈ I , of partially ordered algebras is 〈∏i∈I Ai,〉, where, for
a,b ∈∏i∈I Ai , we have a b iff (a(i)i b(i) for all i ∈ I).
Given a cardinal m, a structure is said to be m-generated if its pure algebra reduct is generated by a set with at most m
elements. For any class K of similar structures, we deﬁne
Um(K) := {A: everym-generated substructure ofA belongs to K}.
We also deﬁne
U := U |Var|, where Var is the set of variables of our language.
The following lemma is easily veriﬁed.
Lemma 2.4. For any set Q of quasi-inequations, the class PModQ is closed under U , I , S and P .
A class K of similar structures is called a UISP-class if it is closed under U , I , S and P . The smallest such class containing
K is UISP(K), and we always have
K ⊆ ISP(K) ⊆ UISP(K) ⊆ ISPPU (K),
where PU denotes closure under ultraproducts. Lemma 2.4 shows that PMod |K is a UISP-class, so UISP(K) ⊆ PMod |K . In
fact, these two classes are equal. This follows from the next result, which adapts [8, Thm. 8.1]. It is an analogue of Birkhoff’s
H-S-P theorem.
Theorem 2.5. If a class K of partially ordered similar algebras is closed under U , I , S and P , then K = PMod |K .
Thus, the ordered model classes are exactly the UISP-classes of partially ordered similar algebras.
Proof. Let K be closed under U , I , S and P , and let A= 〈A,〉 ∈ PMod |K . We need to show that A ∈ K. Since PMod |K
is closed under S , and since K is closed under U , we may assume that A is |Var|-generated. Thus, there exists a surjective
homomorphism f : Tm → A. Deﬁne
 := {〈α,β〉 ∈ Tm× Tm: f (α) f (β)},
so  ∩ −1 is ker f (the congruence kernel of f ). Whenever
{αi  βi: i ∈ I}|K α  β,
if {〈αi, βi〉: i ∈ I} ⊆  then 〈α,β〉 ∈ , because A ∈ PMod |K . Thus, for each 〈α,β〉 ∈ (Tm× Tm) \ , we have{
μ ν: 〈μ,ν〉 ∈ }  |K α  β,
so there exist Bαβ = 〈Bαβ,αβ 〉 ∈ K and a homomorphism gαβ : Tm → Bαβ such that gαβ(μ)αβ gαβ(ν) for all 〈μ,ν〉 ∈ 
but gαβ(α)αβ gαβ(β). Let B = 〈B,′〉 be the direct product of all these Bαβ , and let g : Tm → B be the homomorphism
induced by the gαβ . Note that B ∈ K, because K is closed under P . For all μ,ν ∈ Tm, we have
f (μ) f (ν) iff 〈μ,ν〉 ∈ 
iff gαβ(μ)αβ gαβ(ν) for all 〈α,β〉 ∈ (Tm× Tm) \ 
iff g(μ)′ g(ν). (†)
Since  and ′ are anti-symmetric, it follows that ker f = ker g , so the map k : f (μ) → g(μ) (μ ∈ Tm) is a well-deﬁned
embedding of A into B . Moreover, (†) shows that the image of A under k is a substructure of B. Thus, A ∈ K, because K is
closed under I and S . 
If a class of similar structures is closed under I, S and PU then it is closed under Um for all inﬁnite cardinals m, because
every structure can be embedded into an ultraproduct of ﬁnitely generated substructures of itself.
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if |K is ﬁnitary then UISP(K) is closed under ultraproducts, i.e., UISP(K) = ISPPU (K).
This is essentially well known. The ﬁrst assertion is proved by standard ultraproduct techniques; the converse follows
from Łos’ Theorem and Theorem 2.5.
Every algebra can be considered as a partially ordered algebra, with the equality relation as its (redundant) partial order.
Thus, Deﬁnition 2.7 below is a specialization of Deﬁnition 2.1.
Deﬁnition 2.7. The equational consequence relation |K of a class K of similar algebras is the relation from sets of (formal)
equations to single equations that is deﬁned as follows:
Σ |K α ≈ β iff for every homomorphism f from Tm to an algebra A ∈ K,
if f (μ) = f (ν) for all (μ ≈ ν) ∈ Σ, then f (α) = f (β).2
3. Deductive systems
Deﬁnition 3.1. A sentential (deductive) system—or a Hilbert system—over our given language is a consequence relation  on
Tm that is substitution-invariant in the sense that for any set of terms Γ ∪ {ϕ},
• if Γ  ϕ then h[Γ ]  h(ϕ) for all h ∈ End Tm.
This deﬁnition clearly encompasses all familiar Hilbert-style propositional logics. Despite appearances, it also encom-
passes ﬁrst order (predicate) logic, provided that the latter is re-formulated suitably: see [10, Appendix C].
The basic ‘formulas’ of a sentential system are just terms. The non-sentential consequence relations in Deﬁnitions 2.1
and 2.7 have basic formulas α  β and α ≈ β , respectively, where α,β ∈ Tm. In a Gentzen system, the basic formulas are
sequents of terms, e.g.,
α1, . . . ,αm  β1, . . . , βn, (††)
so in the place of Γ  ϕ , we may have rules of the form
γ 11 , . . . , γ
1
m1  β11 , . . . , β1n1 · · · γ k1 , . . . , γ kmk  βk1, . . . , βknk
α1, . . . ,αm  β1, . . . , βn .
In fact, the numerator may contain inﬁnitely many sequents in general. It is assumed that whenever a sequent of terms is
a formula of a Gentzen system, then so is any other sequent of terms with the same shape. (The shape of (††) is 〈m,n〉.)
A Gentzen system is then a substitution-invariant consequence relation on its set of formulas where, for all h ∈ End Tm,
h(α1, . . . ,αm  β1, . . . , βn) means h(α1), . . . ,h(αm) h(β1), . . . ,h(βn).
Equational and inequational consequence relations are obviously special Gentzen systems. A sentential system is essen-
tially a Gentzen system in which the only permitted sequent shape is 〈0,1〉. If we think of a shape 〈m,n〉 as an (m+n)-ary
predicate symbol, then sequents may be regarded as atomic ﬁrst order formulas
rmn (α1, . . . ,αm, β1, . . . , βn) := α1, . . . ,αm  β1, . . . , βn.
This analogy suggests the following general deﬁnition of a deductive system, adopted for instance in [49,50,56].
Deﬁnition 3.2. Let R be a set, disjoint from our algebraic language L, where each element of R has a speciﬁed ﬁnite positive
rank. Let L(R) denote the ﬁrst order language (without equality) whose predicate symbols are the elements of R and whose
function symbols are the operation symbols of L.
An R-formula over L is an atomic formula of L(R), i.e., an expression r(α1, . . . ,αn), where r ∈ R and α1, . . . ,αn ∈ Tm,
with n = rank r.
2 It is often asserted that a class of similar relational structures is axiomatizable by possibly inﬁnite implications iff it is closed under I , S , and P . See
for instance [69] and the sources cited there. In claims of this sort, there is normally a tacit assumption that the variables of the language form a proper
class, as opposed to an inﬁnite set; this eliminates the class operator U from results like Theorem 2.5. But to incorporate that assumption without running
into foundational diﬃculties, we would need to complicate the deﬁnition of a deductive system given in Section 3. This is done for instance in [6,19]; it
will not be done here. More signiﬁcantly, Theorem 2.5 differs from other variants of Birkhoff’s Theorem in the following respect: the anti-symmetry law is
imposed on all models in 2.5, and it is not expressible by axioms of the kind to be modeled. We still get a Birkhoff-like theorem in this situation, because
equality is deﬁnable in the equality-free ﬁrst order language of any reﬂexive and anti-symmetric relation. (The transitivity of partial order plays no role in
the proof of Theorem 2.5.)
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the sense that for any set Γ ∪ {ϕ} of R-formulas,
• if Γ  ϕ then h[Γ ]  h(ϕ) for all h ∈ End Tm,
where h(r(α1, . . . ,αn)) always means r(h(α1), . . . ,h(αn)).
From now on, a deductive system shall mean an R-deductive system for some R as in Deﬁnition 3.2. The non-associative
Lambek (sequent) calculus is an example of a deductive system that is not a Gentzen system of the kind discussed above.
This calculus distinguishes, for instance, between α, (β,γ )  ϕ and (α,β),γ  ϕ . Our main focus, however, will be on
[in]equational consequence relations and sentential systems.
Unspeciﬁed formulas of a deductive system  will be denoted by single lower case Greek letters, regardless of shape. The
theorems of  are the formulas ϕ such that  ϕ (i.e., ∅  ϕ). For instance, in Deﬁnition 2.1, the formula β  β is a theorem
of |K , for any β ∈ Tm; note that β itself is not a formula of this deductive system. An extension of an R-deductive system is an R-deductive system ′ over the same algebraic language, where  ⊆ ′ . In this case we also call  a subsystem
of ′ .
The ﬁnitary deductive systems  are just those that can be axiomatized by some formal system of axioms and ﬁnitary
inference rules [38]. This means that Γ  α holds just when there is a proof (a.k.a. a derivation) of α from Γ , i.e., a ﬁnite
sequence of formulas terminating with α, each item of which belongs to Γ or is a substitution instance of an axiom or
of the conclusion of an inference rule, where in the last case, the same substitution turns the premises of the rule into
previous items in the proof. There is an analogous characterization of arbitrary deductive systems, involving possibly inﬁnite
well-ordered proofs.
4. Equivalence of deductive systems
When a deductive system is equivalent, in a suﬃciently strong sense, to another system of a simpler or better-understood
kind, we often take advantage of this fact and work with the latter system. We therefore need a precise account of equiva-
lence.
Suppose  is a deductive system.
Deﬁnition 4.1. A set T of formulas of  is called a theory of  (or a -theory) provided that whenever Γ  α and Γ ⊆ T
then α ∈ T .
Intersections of theories are theories again, so the set of all -theories becomes a complete lattice when ordered by
inclusion. The theory generated by a set Γ of formulas is
CnΓ := {α: Γ  α}.
Thus, T is a theory iff CnT = T . Also,
Γ  α iff Cn{α} ⊆ CnΓ,
so  can be recovered from its lattice of theories 〈Th;∩,∨〉. But the lattice operations do not express the substitution-
invariance of , which amounts to this:
whenever T is a theory of , then so is h−1[T ], for every substitution h.
Consequently,  is better represented by an algebra of theories
〈
Th;∩,∨,h−1 (h ∈ End Tm)
〉
which is a lattice with extra unary operations h−1 indexed by the set of all substitutions h. (The direct image h[T ] of a
theory T is not generally a theory.)
If we can think of a deductive system as an algebra, then it is natural to declare two such systems equivalent when they
are isomorphic as algebras. In other words, we have the following deﬁnition of Jónsson [7,8].
Deﬁnition 4.2. Two deductive systems (with the same language) are equivalent if there is a lattice isomorphism Λ between
their lattices of theories such that
Λ
(
h−1[T ])= h−1[Λ(T )]
for all theories T and substitutions h.
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the two systems, 1 and 2 say, have the same connective symbols, we should bear in mind that the formulas of 1 may
be very different from those of 2. For example, 1 may be a sentential system and 2 a Gentzen system, such as an
[in]equational consequence relation. The function Λ in Deﬁnition 4.2 is called an equivalence. Despite its apparently abstract
character,
any equivalence between deductive systems is induced by deﬁnable translations.
This is put more precisely in Theorem 4.3 below. The following are examples of (pairs of) deﬁnable translations. In each
case, the speciﬁcations apply to arbitrary terms α, β , etc.{
τ : α {α ≈ 1}
ρ : α ≈ β {α → β,β → α}{
τ : α {α}
ρ : α1, . . . ,αn  α {αn → (· · · → (α2 → (α1 → α)) · · ·)}{
τ : α1, . . . ,αn  α {(α1 · . . . ·αn) α}
ρ : α  β {α  β}.





)= h[τ (α)] for every substitution h.
This means that τ is determined by its action on ‘atoms’ (such as variables in the case of a sentential system) and that the
formulas to which the atoms are sent explicitly deﬁne the action of τ on all formulas.3 We shall abbreviate
⋃
γ∈Γ
τ (γ ) as τ [Γ ], and {α: τ (α) ⊆ Γ } as τ−1[Γ ].
The next result is the main theorem on equivalence. It follows from [27, Sec. 8], which generalizes both [10, Thm. 3.7(ii)]
and [8, Thm. 5.5].
Theorem 4.3. Deductive systems 1 and 2 are equivalent iff there are deﬁnable translations τ and ρ such that the following hold for
all appropriate values of the meta-variables:






In this case, an equivalence Λ from 1 to 2 is given by
Λ : T1 → Cn2τ [T1] = ρ−1[T1] (T1 ∈ Th1).
By the symmetry of equivalence, the conjunction of (1) and (2) could be replaced by that of






3 More precisely, suppose 1 is an R-deductive system and 2 an S-deductive system over the same algebraic language, where R and S are possibly
different systems of predicate symbols. Let τ be a deﬁnable translation from R-formulas to sets of S-formulas. Each ‘atom’ has the form r(x), where r ∈ R
and x= x1, . . . , xn are distinct variables, with n = rank r. Then τ (r(x)) is a set of S-formulas, say
τ
(
r(x))= {sri(αri1(x), . . . ,αrikri (x)): i ∈ Ir}.
Here {sri : i ∈ Ir} is a family of not necessarily distinct elements of S , where each sri has rank kri , and each αri j ∈ Tm. As the notation αri j(x) indicates, the
variables occurring in each αri j must be among x, as a consequence of the deﬁnability of τ . To verify this, consider a substitution h that ﬁxes x and sends
all other variables to x1, and use the fact that r(x) = r(h(x1), . . . ,h(xn)). It follows similarly from the deﬁnability of τ that for any β = β1, . . . , βn ∈ Tm,
τ
(
r( β))= {sri(αri1( β), . . . ,αrikri ( β)): i ∈ Ir}
(use a substitution that sends xi to βi for i = 1, . . . ,n). That is to say, the τ -images of the ‘atoms’ r(x) explicitly deﬁne the τ -images of all 1-formulas
when τ is deﬁnable.
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sense that each τ (α) is a ﬁnite set of 2-formulas. In this case, however, 2 need not be ﬁnitary (see Footnote 5), although
it will be ﬁnitary if a ﬁnite reverse translation ρ can also be found. Finitarity aside, several important meta-logical properties
are preserved by equivalence—see [6,11,19].
5. Order algebraizability
The following deﬁnitions now arise naturally.
Deﬁnition 5.1. Let  be a deductive system.
(i) (See [57].)  is order algebraizable if it is equivalent to the inequational consequence relation |K of a class K of partially
ordered similar algebras.4
(ii) (See [7,8,11].)  is algebraizable if it is equivalent to the equational consequence relation |K of a class K of similar
algebras.
(iii)  is elementarily [order] algebraizable if it is equivalent to a ﬁnitary [in]equational consequence relation, i.e., if we can
choose K closed under ultraproducts.
An algebraizable deductive system  is equivalent to the equational consequence relation of a unique UISP-class K, which
will be called its equivalent UISP-class. In this case the translations τ and ρ in Theorem 4.3 are unique up to inter-derivability
in |K and , respectively, so the whole algebraization process is unique (cf. [10]). If  is elementarily algebraizable then its
equivalent UISP-class is a quasivariety, called its equivalent quasivariety.5
Examples 5.2. Classical and intuitionistic propositional logic are elementarily algebraizable, and so are the normal modal
logics (when formulated as deductive systems, with modus ponens and necessitation as the inference rules). In all of these
cases, the relationships (1)–(4) take the following forms, where the respective values of K are the varieties of Boolean
algebras, of Heyting algebras, and of modal algebras with the appropriate postulates:
Γ  α iff {γ ≈ 1: γ ∈ Γ } |K α ≈ 1; (1)
α ≈ β =||K α ↔ β ≈ 1; (2)
Σ |K α ≈ β iff
{
μ ↔ ν: (μ ≈ ν) ∈ Σ}  α ↔ β; (3)
α  α ↔ 1. (4)
Here α ↔ β abbreviates (α → β) ∧ (β → α). In the classical and modal cases, α → β should be interpreted as β ∨ ¬α.
The normal modal system S4 is algebraized by the variety of interior algebras (a.k.a. closure algebras), that is, Boolean
algebras with an extra unary operation  satisfying 1≈ 1 and (x∧ y) ≈x∧y and x≈x≈ x∧x.
Examples 5.3. Linear logic, relevance logic and the full Lambek calculus are elementarily algebraizable as well. Their equiv-
alent varieties consist of residuated lattice-ordered groupoids with additional operations and/or properties. When these
‘substructural’ logics are considered as Gentzen systems, their algebraizability is witnessed by
τ : α1, . . . ,αn  α {(α1 · . . . ·αn) ∨ α ≈ α},
ρ : α ≈ β {α  β,β  α}.
The corresponding Hilbert systems are algebraized using
τ : α {α ∧ 1≈ 1},
ρ : α ≈ β {α ↔ β}.
In other words, the translations differ from those in Examples 5.2 in that all expressions of the form ϕ ≈ 1 need to become
ϕ ∧ 1 ≈ 1, whence (4) becomes α  (α ∧ 1) ↔ 1. This change is due to the loss of the weakening axiom  x → (y → x).
4 The version of this deﬁnition in [57] makes the ostensibly stronger demand that K should be an ordered model class. But this demand is redundant,
because Theorem 2.5 shows that UISP(K) is always an ordered model class, and Lemma 2.4 shows that |UISP(K) = |K .
5 B. Herrmann [33,34] and others have given examples of algebraizable ﬁnitary sentential systems that are not elementarily algebraizable. Conversely,
an elementarily algebraizable sentential system need not be ﬁnitary [59]. Blok and Pigozzi’s monograph [10] and the related papers [11,56,63] approached
algebraizability by focussing on deﬁnable translations in the ﬁrst instance, rather than on equivalence as a pure isomorphism between theory algebras.
Some ﬁniteness assumptions in these papers have been dropped here; they are also dropped in [7,8,17,22,27,53]. A different general approach to algebraic
logic is taken in [3], where semantic notions are included in the deﬁnition of a logical system.
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The system RMt from relevance logic is algebraized by the variety of Sugihara monoids, i.e., distributive lattice-ordered
idempotent CRPMs with an involution (see Example 2.2 and [1]).
Trivially, every algebraizable deductive system is order algebraizable. In fact, each of the systems in Examples 5.2 and 5.3
is order algebraizable in several ways:
Examples 5.4. (1) Intuitionistic propositional logic is equivalent to the inequational consequence relation of the class of all
structures 〈A,〉 where A is a Heyting algebra and  is deﬁned, for instance, in one of the following ways:
(i) a b iff a = a∧ b; τ : α {1 α}; ρ : α  β {α → β};
(ii) a b iff a = b; τ : α {1 α}; ρ : α  β {α ↔ β};
(iii) a b iff b = a∧ b; τ : α {α  1}; ρ : α  β {β → α}.
Notice that (iii) is the dual of (i).
(2) The system RMt is order algebraized by ordered Sugihara monoids in the same three ways as well as the following
three (and their duals):
a b iff τ : α ρ : α  β
(iv) a = a ·b [:= ¬(a → ¬b)] {α → α  α} {α ↔ (α ·β)}
(v) b = a+ b [:= (¬a) → b] {α → α  α} {β ↔ (α + β)}
(vi) b = (a ↔ b) → b {α → α  α} {β ↔ ((α ↔ β) → β)}.
Even if we disregard dual and degenerate cases, options (i), (iv), (v) and (vi) are truly different.6
Thus, the uniqueness of the equivalent UISP-class doesn’t carry over from the algebraizable to the order algebraizable
case, unless we relativize the latter.
Deﬁnition 5.5. Let ρ be a set of binary formulas of a deductive system , and K a class of partially ordered algebras.
If ρ and some τ witness the equivalence of  and |K (in the sense of Theorem 4.3), then we say that K ρ-order
algebraizes .
If this is the case for some such K, we say that  is ρ-order algebraizable and that UISP(K) is the ρ-ordered model class
of .
Here we are identifying a set of binary formulas with the deﬁnable translation that it induces, e.g., ρ = {x → y} in
option (i) of Example 5.4(1). This makes sense in view of the discussion preceding Theorem 4.3 (including Footnote 3). The
last piece of terminology in Deﬁnition 5.5 is justiﬁed below.
Lemma 5.6. Let ρ and ρ ′ be sets of binary formulas of a deductive system , and let K and K′ be classes of partially ordered algebras.
(i) If K and K′ both ρ-order algebraize , then |K and |K′ are equal, whence UISP(K) = UISP(K′).
(ii) If ρ(x, y)  ρ ′(x, y), then  is ρ-order algebraizable iff it is ρ ′-order algebraizable. In this case, the ρ- and ρ ′-ordered model
classes of  are the same.
(iii) If K ρ-order algebraizes  then, up to inter-derivability in |K , there is only one deﬁnable translation τ related to , ρ and |K
as in the statement of Theorem 4.3.
Proof. All three parts of the lemma follow easily from items (3) and (4) after Theorem 4.3, using the substitution-invariance
of  and Theorem 2.5. (Theorem 2.5 is not used in the proof of (iii).) 
For Gentzen systems that treat 〈1,1〉-shaped sequents, there is an obvious canonical choice of ρ , viz.
ρ : α  β {α  β}.
For this translation, the ρ-order algebraizable Gentzen systems were characterized as follows in [57, Cor. 14.9].
6 In each of (i), (iv), (v) and (vi),  is a semilattice order on every Sugihara monoid. (The semilattice operations in (iv) and (v) are well known;
associativity of the operation (x ↔ y) → y was pointed out in [66].) Sugihara monoids satisfy τ (α) ⇔ α → α ≈ α for all four choices of τ ,, whence the
claims embodied in (iv), (v) and (vi) follow easily from the connection between these algebras and RMt established in (i). But the four orders are distinct
even on the 3-element Sugihara monoid.
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contain distinct sets of 〈1,1〉-shaped sequents and the derivable rules of  include
x x
x y y  z
x z
x y y  x α(x, μ) β(x, μ)
α(y, μ) β(y, μ)
for all formulas α,β and μ = μ1, . . . ,μn (with n+ 1= rankα = rankβ).
For order algebraizable sentential systems, there seems to be no plausible notion of a ‘canonical ρ ’. From now on, we
conﬁne our attention to sentential systems.
6. Matrix models
An intrinsic characterization of the order algebraizable sentential systems was stated in [57, Cor. 14.7] (as a corollary of
a more general result about Gentzen systems). In Theorem 7.1, we shall give a neater and more direct proof than the one
implicit in [57]. First, we need a few semantic concepts.
A (sentential) matrix is a pair 〈A, F 〉 comprising an algebra A and a subset F of A. The elements of F are said to be
designated in 〈A, F 〉. For any set of terms Γ ∪ {ϕ}, we say that 〈A, F 〉 validates the rule 〈Γ,ϕ〉, and we write Γ 〈A,F 〉 ϕ ,
provided that for every homomorphism f : Tm → A,
if f [Γ ] ⊆ F , then f (ϕ) ∈ F .
A matrix model of a sentential system  is a matrix 〈A, F 〉 that validates every derivable rule of , i.e.,
whenever Γ  ϕ, then Γ 〈A,F 〉 ϕ.
In this case we also say that F is a -ﬁlter of A. In the presence of an axiomatization of , the -ﬁlters of A are just the
subsets that contain all A-interpretations of the axioms and are closed under the inference rules. Arbitrary intersections
of -ﬁlters are -ﬁlters again, so the set FiA of all -ﬁlters of A becomes a complete lattice FiA when ordered by
inclusion. The -ﬁlter of A generated by a subset X of A will be denoted by FgA X . Notice that the -ﬁlters of Tm are just
the theories of .
Deﬁnition 6.1. A matrix 〈A, F 〉 is said to be reduced if no congruence on A makes F a union of congruence classes, except
for the identity congruence.
Thus, 〈A, F 〉 is reduced iff it is model-theoretically simple—i.e., it is impossible to map A onto an algebra B with a
homomorphism that preserves and reﬂects the subset F , unless we use a map that is an isomorphism.
Notation. Mod∗() shall denote the class of all reduced matrix models of the system .
It turns out that the derivable rules of  are just the rules validated by the reduced models:
Theorem 6.2. (See [70].) For any set Γ ∪ {ϕ} of terms of a sentential system , if Γ 〈A,F 〉 ϕ for all 〈A, F 〉 ∈ Mod∗(), then Γ  ϕ .
This abstract result gives the right information in all familiar cases. For example, if  is classical [resp. intuitionistic]
propositional logic then Mod∗() turns out to be exactly the class of all matrices 〈A, {1}〉, where A is a Boolean [resp.
Heyting] algebra whose top element is 1. The reduced matrix models of the ·,→,1 fragment of linear logic are all pairs
〈A, {a ∈ A: 1 a}〉 where 〈A,〉 is a CRPM with identity 1 (see Example 2.2).
The proof of Theorem 6.2 turns on the fact that every matrix 〈A, F 〉 can be mapped onto a reduced matrix by an
algebraic homomorphism that preserves and reﬂects F (hence the reduced matrix and 〈A, F 〉 validate the same rules).
Indeed, consider
h : 〈A, F 〉 → 〈A/Ω A F ,h[F ]〉,
where Ω A F is the largest congruence θ for which F is a union of θ -classes, and h : a → a/Ω A F (a ∈ A). This congruence
always exists, and the target matrix is always reduced. It follows that
a matrix 〈A, F 〉 is reduced iff Ω A F = idA ,
where idA denotes the identity relation {〈a,a〉: a ∈ A} of A.
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γ A(a,c) ∈ F iff γ A(b,c) ∈ F .
[When introducing a term γ , if we denote it as γ (x, z) then x, z is understood to be a ﬁnite sequence of distinct variables,
including all that occur in γ . By γ A(a,c), we really mean f (γ ), where f : Tm → A is a homomorphism mapping x, z to
a,c, respectively. In Lemma 6.3, the elements c needn’t be distinct, and they may include a,b.]
In [9], Blok and Pigozzi called Ω A F the Leibniz congruence of F , alluding to Leibniz’ proposal that two entities are equal
if they have the same properties. According to Lemma 6.3, Ω A F identiﬁes the elements of A that have the same properties
deﬁnable in the ﬁrst order equality-free language of 〈A, F 〉. The unary predicate realized by F is regarded here as a ‘truth’
predicate.
Deﬁnition 6.4. The maps F → Ω A F (F ∈ FiA), taken over all algebras A, constitute the Leibniz congruence operator of ,
usually abbreviated as the Leibniz operator. (We omit the superscript in Ω A when A = Tm.)
Remark 6.5. For an algebraizable sentential system , the Leibniz operator T → ΩT deﬁnes the only equivalence Λ from
the theories of  to those of an equational consequence relation [10,8]. In this case, if K is the equivalent UISP-class of ,
then the |K-theories are just the congruences θ of Tm such that Tm/θ ∈ K.
Theorem 6.6. Let ρ be a set of binary terms of a sentential system . Then the following conditions are equivalent:
(i) for every reduced matrix model 〈A, F 〉 of , the binary relation on A deﬁned by ρ A(a,b) ⊆ F is reﬂexive and anti-symmetric;
(ii)  ρ(x, x), and for every term γ (w, z) in which x and y do not occur,
ρ(x, y) ∪ ρ(y, x) ∪ {γ (x, z)}  γ (y, z);
(iii) for any -ﬁlter F of any algebra A,
Ω A F = {〈a,b〉 ∈ A × A: ρ A(a,b) ∪ ρA(b,a) ⊆ F}.
[In (i) and (iii), ρ A(a,b) abbreviates {ρ A(a,b): ρ ∈ ρ}.]
Proof of Theorem 6.6. (i) ⇒ (ii): Let 〈A, F 〉 ∈ Mod∗() and a,b ∈ A. By (i), ρ A(a,a) ⊆ F , and if ρ A(a,b) ∪ ρ A(b,a) ∪
{γ A(a,c)} ⊆ F , for γ (w, z) ∈ Tm and c ∈ A, then a = b (by anti-symmetry), so γ A(b,c) ∈ F . Then (ii) follows from The-
orem 6.2.
(ii) ⇒ (iii): Let F ∈ FiA and a,b ∈ A, so ρ A(a,a) ⊆ F , because  ρ(x, x). Therefore, if a ≡Ω A F b then ρ A(a,b) ∪
ρ A(b,a) ⊆ F , because F is a union of Ω A F -classes. Conversely, if ρ A(a,b) ∪ ρ A(b,a) ⊆ F then, for every term γ (w, z)
and for all c ∈ A, we have γ A(a,c) ∈ F iff γ A(b,c) ∈ F , by (ii). In this case a ≡Ω A F b, by Lemma 6.3.
(iii) ⇒ (i) holds because, whenever 〈A, F 〉 ∈ Mod∗(), then Ω A F = idA . 
Corollary 6.7. Let ρ be a set of binary terms of a sentential system . Then the relation ρ A(a,b) ⊆ F deﬁnes a partial order of A for
every reduced matrix model 〈A, F 〉 of  iff the following three conditions hold:
(i)  ρ(x, x);
(ii) ρ(x, y) ∪ ρ(y, z)  ρ(x, z);
(iii) ρ(x, y) ∪ ρ(y, x) ∪ {γ (x, z)}  γ (y, z) for all terms γ (w, z) in which x and y do not occur.
This motivates the following deﬁnition.
Deﬁnition 6.8. If conditions (i)–(iii) of Corollary 6.7 hold, then we call ρ a set of semi-equivalence formulas for .
7. Characterization and examples
We can now prove:
Theorem 7.1. The following conditions on a sentential system  are equivalent:
(i)  is order algebraizable;
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 ρ(x, x); (5)
ρ(x, y) ∪ ρ(y, z)  ρ(x, z); (6)







: τ ∈ τ} (8)
for all terms α, β , μ;
(iii)  has a set ρ of semi-equivalence formulas and there is a family τ of pairs of unary terms τ = 〈τ(x), τr(x)〉 such that (8) holds.
In this case,  is ρ-order algebraizable, for any ρ as in (ii) or (iii).
Proof. (i) ⇒ (ii): Suppose  is equivalent to |K , where K consists of partially ordered algebras, and let τ and ρ be as in
Theorem 4.3. Then ρ(x y) is a set of binary terms ρ(x, y) and, as already noted, we may identify this set with ρ itself.
Since |K x x, item (3) after Theorem 4.3 shows that  ρ(x, x) for all ρ ∈ ρ , i.e., (5) holds. Properties (6) and (7) follow
similarly, and (8) amounts to item (4) after Theorem 4.3. Note that (7) relies on the anti-symmetry of the structures in K.
(ii) ⇒ (iii): Suppose ρ and τ witness (5)–(8). We need to show that
ρ(x, y) ∪ ρ(y, x) ∪ {γ (x, z)}  γ (y, z) (9)
for all terms γ (w, z) not involving x, y. So, let γ (w, z) ∈ Tm be as described. For each τ ∈ τ , it follows from (8) and
substitution-invariance that
γ (x, z)  ρ(τ(γ (x, z)), τr(γ (x, z))),
while one instance of (7) is
ρ(x, y) ∪ ρ(y, x) ∪ ρ(τ(γ (x, z)), τr(γ (x, z)))  ρ(τ(γ (y, z)), τr(γ (y, z))),





γ (y, z)), τr(γ (y, z))): τ ∈ τ}  γ (y, z).
Then (9) follows, by the monotonicity and transitivity of .
(iii) ⇒ (i): Assuming (iii), we must produce a class K of partially ordered algebras such that  is equivalent to |K . For
each 〈A, F 〉 ∈ Mod∗() and a,b ∈ A, we deﬁne
aF b iff ρ A(a,b) ⊆ F .
Then F partially orders A, by Corollary 6.7, since ρ is a set of semi-equivalence formulas for . Let
K = {〈A,F 〉: 〈A, F 〉 ∈ Mod∗()}.
We prove that  is equivalent to |K . By (8) and Theorem 4.3, it suﬃces to show that for any set Σ ∪{α  β} of inequations,{
μ ν: 〈μ,ν〉 ∈ Σ}|K α  β iff
⋃{
ρ(μ,ν): 〈μ,ν〉 ∈ Σ}  ρ(α,β). (10)
Now, by deﬁnition of K, the left hand side of (10) holds iff⋃{
ρ(μ,ν): 〈μ,ν〉 ∈ Σ} 〈A,F 〉 ρ(α,β)
for all 〈A, F 〉 ∈ Mod∗(). This in turn is equivalent to the right hand side of (10), by Theorem 6.2, so the proof is com-
plete. 
Note that (9) is strictly stronger than (7), unless we assume (8). But (7) is more immediately interpretable as a set of
quasi-inequations. The statement of Theorem 7.1 shows that every extension of a ρ-order algebraizable sentential system is
ρ-order algebraizable. The proof yields the following information as well:
Theorem 7.2. Let  be a ρ-order algebraizable sentential system.
(i) For any -ﬁlter F of an algebra A,
Ω A F = {〈a,b〉 ∈ A × A: ρ A(a,b) ∪ ρ A(b,a) ⊆ F}.
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{〈A,F 〉: 〈A, F 〉 ∈ Mod∗()},
where, for each reduced matrix model 〈A, F 〉 of  and all a,b ∈ A, we deﬁne aF b iff ρ A(a,b) ⊆ F . In particular:
(iii) The algebra reduct class of the ρ-ordered model class for  is independent of the choice of ρ .7
(iv) For any algebra A, the map
F → ρ−1[F ] := {〈a,b〉 ∈ A × A: ρ A(a,b) ⊆ F}
is injective on the set FiA of all -ﬁlters of A.
Proof. Item (i) follows from Theorems 6.6 and 7.1. To prove (ii), note ﬁrst that {〈A,F 〉: 〈A, F 〉 ∈ Mod∗()} is a UISP-class.
This follows easily from (i), because a matrix model 〈A, F 〉 of  is reduced iff Ω A F = idA . Then (ii) follows from the proof
of Theorem 7.1, because the ρ-ordered model class of  is unique (for ρ), by Lemma 5.6(i). Clearly, (iii) follows from (ii).
Also, (iv) is implicit in Theorem 4.3, but we shall make it explicit, as it will be important in the sequel. Let τ be as in
Theorem 7.1. Let F and G be -ﬁlters of an algebra A, and a ∈ A. Then








: τ ∈ τ}⊆ F (by (8))
iff
{〈




: τ ∈ τ}⊆ ρ−1[F ].
Likewise, a ∈ G iff {〈τ A (a), τ Ar (a)〉: τ ∈ τ } ⊆ ρ−1[G]. So, if ρ−1[F ] = ρ−1[G] then F = G . 
Theorem 7.2(iv) asserts that the truth predicate of  is implicitly deﬁnable in the ρ-ordered models of . Condition (8)
says, more strongly, that this predicate is inequationally deﬁnable by the formulas τ(x) τr(x), τ ∈ τ .8
The next corollary is a special case of [57, Thm. 7.1] (which also generalizes [10, Thm. 2.17]).
Corollary 7.3. Let K be the ρ-ordered model class of a ρ-order algebraizable sentential system , and let τ be as in (8). Let X be
any axiomatization of , i.e.,  is the smallest deductive system containing the postulates in X (see the conclusion of Section 3). Then


















τ(γ ) τr(γ ): γ ∈ Γ
} | τ ′(α) τ ′r (α)
such that τ ′ ∈ τ and Γ  α belongs to X.
Example 7.4. The implicational fragment BCI of Hilbert-style linear logic is axiomatized by
(B)  (x→ y) → ((z → x) → (z → y)) (prefixing)
(C)  (x→ (y → z)) → (y → (x→ z)) (exchange)
(I)  x→ x (identity)
(MP) x, x→ y  y (modus ponens).
It is known that BCI is not algebraizable [10].
Theorem 7.5. BCI and its extensions are order algebraizable.
7 This instantiates a general result about equivalent deductive systems—see for instance [57, Thm. 11.17]. Thus, with reference to Examples 5.4, every
order algebraization of intuitionistic propositional logic must involve Heyting algebras (with various orders) and every order algebraization of RMt must
involve ordered Sugihara monoids.
8 More can be said about the function ρ−1[·]. If K ρ-order algebraizes  and F is a -ﬁlter of an algebra A, then ρ−1[F ] is a K-quasi-order of A, i.e.,
a binary relation  on A for which 〈A,〉 satisﬁes all quasi-inequations that hold in K. The K-quasi-orders of A are closed under arbitrary intersections
and the map F → ρ−1[F ] is a lattice isomorphism from FiA onto the lattice of K-quasi-orders of A. The inverse isomorphism sends a K-quasi-order 
to {a ∈ A: τ A (a) τ Ar (a) for all τ ∈ τ }, where τ is the deﬁnable translation related to , ρ and |K as in Theorem 4.3 (whose uniqueness was given in
Lemma 5.6(iii)). All of this is easily veriﬁed; for a more general result with a converse, see [57, Thm. 12.1].
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ρ(x, y) = {x→ y} and τ (x) = {〈x → x, x〉}.
The ρ-ordered model class of BCI consists of all {→,}-subreducts of CRPMs: see Example 2.2 and, for instance, [67].
(A subreduct of a structure A is a substructure of the indicated reduct of A.) Analogous conclusions hold for the fragments
of linear logic that also express any combination of fusion, the identity constant and negation (classical or intuitionistic). The
fragments with → and at least one of ∧,∨ are already algebraizable (cf. Example 7.13(2)). In the Lambek calculus and the
relevance logics R and Rt , all fragments with implication are likewise order algebraized by appropriate classes of residuated
structures, using similar translations.
Any reasonable notion of order algebraizability should encompass these examples. To this extent, the present notion
is not unduly strong. It remains to show that it is not too weak. Recall that our concept of a partially ordered algebra
does not include any tonicity assumptions, i.e., it is not required that operations should preserve or reverse order in any
of their arguments. This gives Deﬁnition 5.1(i) an absolute character, but it may suggest that every logic with a set of
semi-equivalence formulas can be order algebraized in at least one way. We proceed to refute this.
Example 7.6. Let E denote Anderson and Belnap’s system of Entailment (see [1,2]). The implication fragment E→ of E is
axiomatized by
(B)′  (x→ y) → ((y → z) → (x→ z)) (suffixing)
(W)  (x→ (x→ y)) → (x→ y) (contraction)
(C)−  ((x→ x) → y) → y (specialized assertion)
and (MP). The theorems of E→ include (I) and (B). The implication–negation fragment E→,¬ of E is axiomatized by the
postulates of E→ , together with
 (x→ ¬y) → (y → ¬x) (contraposition)
 (¬¬x) → x (double negation)
 (x→ ¬x) → ¬x.
The implication–conjunction fragment E→,∧ of E is axiomatized by the postulates of E→ , the axioms
 (x∧ y) → x  ((x → y) ∧ (x→ z)) → (x→ (y ∧ z))
 (x∧ y) → y  (((x → x) ∧ (y → y)) → z) → z
and the inference rule
(Ad) x, y  x∧ y (adjunction).
The full system E is axiomatized in the signature →,∧,∨,¬ by the postulates for E→,¬ and for E→,∧ as well as the
following:
 x→ (x∨ y)  ((x → z) ∧ (y → z)) → ((x∨ y) → z)
 y → (x∨ y)  (x∧ (y ∨ z)) → ((x∧ y) ∨ z).9
It is well known that every theorem of E is provable in the modal logic S4, provided that each of its subformulas of the
form β → γ is interpreted in S4 as (γ ∨ ¬β).
In each of the systems from Example 7.6, {x → y} is a set of semi-equivalence formulas in the sense of Deﬁnition 6.8.
It was shown in [10] that E and E→ are not algebraizable. We can now prove a stronger negative result for E→ , E→,¬ and
E→,∧:
Theorem 7.7. E→ , E→,¬ and E→,∧ are not order algebraizable.
Proof. First suppose that E→,¬ is ρ-order algebraizable, so ρ and some τ witness Theorems 7.1 and 7.2. It follows from (8)
that ρ = ∅, because E is consistent, being a subsystem of classical logic. Since the rules ¬¬x  x are derivable in E→,¬ ,
9 Relevance logicians normally use E to symbolize only the set of theorems of this system, but E stands here for the full set of derivable rules axiomatized
by the given postulates, including (MP) and (Ad). Similarly for E→ and the other systems. The pertinent separation theorems are proved in [41,45,47,48];
see [1, p. 322] also.
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property for E→,¬ .
A term ρ(x, y) in ρ cannot be a variable or the negation of a variable, because ρ(x, x) is a theorem of E→,¬ . So, each
ρ(x, y) in ρ has the form αρ(x, y) → βρ(x, y) or ¬(αρ(x, y) → βρ(x, y)) for some at-most-binary terms αρ,βρ .
Consider the Boolean algebra 〈A;∧,∨,¬〉 depicted below. If we deﬁne 1 = 1 and 0 = u = v = 0, then
〈A;∧,∨,¬,,1〉 is an interior algebra. For a,b ∈ A, deﬁne a → b = (b ∨ ¬a). Then 〈A;→,∧,∨,¬,1〉 satisﬁes α ≈ 1
for every theorem α of E (by the remarks about S4 in Examples 5.2 and 7.6). In particular, each axiom of E→,¬ takes the


















Let A = 〈A,→,¬〉. The sets F = {1,u} and G = {1, v} are both closed under modus ponens (for →), so they are E→,¬-
ﬁlters of A. For all a,b ∈ A, we have a → b,¬(a → b) /∈ {u, v}, so because of the form of each ρ ∈ ρ ,
ρ A(a,b) ⊆ F iff ρ A(a,b) = {1} iff ρ A(a,b) ⊆ G.
Thus, ρ−1[F ] = ρ−1[G], so ρ−1[·] is not injective on FiE→,¬ A. This contradicts Theorem 7.2(iv), and we may conclude that
E→,¬ is not order algebraizable. Clearly, the argument also shows that E→ is not order algebraizable.
Finally, suppose E→,∧ is ρ-order algebraizable. The rules x, y  x∧ y are derivable in E→,∧ , so we can arrange that no
term in ρ has the form α ∧β , hence every term in ρ has the form α → β . Since F and G are closed under adjunction, they
are E→,∧-ﬁlters of the algebra 〈A;→,∧〉. Thus, as shown above, ρ−1[·] is not injective on FiE→,∧〈A;→,∧〉, a contradiction.
So, E→,∧ is not order algebraizable. 
This proof exploits the poverty of the signatures →,¬ and →,∧, so its arguments do not establish whether the full
system E is order algebraizable. Clearly, however, they do establish the following:
Theorem 7.8. E is not ρ-order algebraizable whenever ρ(x, y) consists of conjunctions of formulas of the form α → β or of the form
¬(α → β). In particular, E is not {x→ y}-order algebraizable.
Remark 7.9. The syntactic characterization in Theorem 7.1(ii) is symmetrical in the following sense: if it holds, then it
remains true after we replace each ρ(x, y) in ρ by ρ(y, x), provided that we also replace τ by {〈τr, τ〉: 〈τ, τr〉 ∈ τ } (cf.
Examples 5.4). Notably, the postulate {x} ∪ ρ(x, y)  y is absent from Theorem 7.1, and it cannot follow from the other
postulates, because it disturbs this symmetry. (More explicitly, see Section 13.) On the other hand, if ρ is as in Theorem 7.1
and we replace it by
ρ ′ := ρ ∪ {ρ(y, x): ρ(x, y) ∈ ρ}
in (5)–(7), then (5)–(7) remain true and, in addition,
ρ ′(x, y)  ρ ′(y, x); (11)
{x} ∪ ρ ′(x, y)  y; (12)







: τ ∈ τ}  x (14)







: τ ∈ τ}
holds as well.
Deﬁnition 7.10. A sentential system  is said to be protoalgebraic if it has a set ρ ′ of binary terms such that  ρ ′(x, x) and
(12) hold. If ρ ′ can be chosen so that (13) holds too (for all α) then  is said to be equivalential and ρ ′ is called a set of
equivalence formulas for . (These deﬁnitions originate in [9] and [55], respectively.)
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ρ ′ of binary terms is a set of equivalence formulas for a sentential system  iff, for every matrix model 〈A, F 〉 of  and any
a,b ∈ A, we have
a ≡Ω F b iff ρ ′ A(a,b) ⊆ F (15)
(see [71] or [17, Thm. 3.1.2]). It follows that every sentential system has at most one set of equivalence formulas, up to
inter-derivability.
Proposition 7.11.
(i) A sentential system has a set of semi-equivalence formulas iff it is equivalential.
(ii) A ﬁnitary sentential system has a ﬁnite set of semi-equivalence formulas iff its class of reduced matrix models is closed under I , S,
P and PU (i.e., it is axiomatizable by strict universal Horn sentences with equality).
(iii) Every order algebraizable sentential system is equivalential (and in particular, protoalgebraic).
(iv) If μ is a set of equivalence formulas for a ρ-order algebraizable sentential system , then μ(x, y)  ρ(x, y) ∪ ρ(y, x).
Proof. (i) Let ρ be a set of binary terms of a sentential system . By the characterization involving (15), ρ(x, y) ∪ ρ(y, x)
is a set of equivalence formulas for  iff the equivalent conditions of Theorem 6.6 hold. This takes care of the forward
implication. Conversely, any set of equivalence formulas for  is also a set of semi-equivalence formulas for .
(ii) follows immediately from (i) and [17, Thm. 3.2.1(2)].
(iii) follows from (i) and Theorem 7.1.
(iv) follows from Remark 7.9, by the uniqueness of equivalence formulas. 
The converse of Proposition 7.11(iii) is false, because E→ , E→,¬ and E→,∧ are equivalential. Indeed, {x → y, y → x} is a
set of equivalence formulas for all three systems. This illustrates the strength of Deﬁnition 5.1(i), particularly in the light of
7.11(ii). A key difference between E-fragments and their order algebraizable neighbours is that we can derive
x  (x → x) → x (16)
in BCI and even in the Hilbert-style Lambek calculus (reading → as \) but this rule is not derivable in E. In all of these
systems, (x → x) → x  x is derivable, so where (16) applies, it forces the truth predicate to be deﬁned by the inequation
x → x  x in the {x → y}-ordered models. But the truth predicates of the E-fragments are not inequationally deﬁnable at
all—despite the fact that the reduced matrix models of E→,∧ are enriched semilattices.
Theorem 7.12. Let  be a ρ-order algebraizable sentential system, with ρ-ordered model class K. Then the following conditions are
equivalent:
(i)  is algebraizable;
(ii) K has an equationally deﬁnable partial order, i.e., there is a family κ of pairs of binary terms κ = 〈κ(x, y), κr(x, y)〉 such that for
all 〈A,〉 ∈ K and a,b ∈ A,
a b iff
(
κ A (a,b) = κ Ar (a,b) for all κ ∈ κ
);







κ(x, y), κr(x, y)
)∪ ρ(κr(x, y), κ(x, y)));
(iv) for every algebra A, the Leibniz operator is injective on FiA, i.e., if F and G are -ﬁlters of A with Ω A F = Ω AG, then F = G;
(v) the Leibniz operator is injective on the theories of .
Proof. Let ρ ′(x, y) = ρ(x, y) ∪ ρ(y, x), so ρ ′ is a set of equivalence formulas for . Let Kalg = {A: 〈A, F 〉 ∈ Mod∗()
for some F }. By Theorem 7.2(ii), Kalg is the class of all algebra reducts of structures in K.
It is well known that (iv) and (v) are equivalent in all protoalgebraic sentential systems [18], while (i), (iv) and (v) are
equivalent in all equivalential systems (see [10] or [17, Cor. 4.5.6]). The equivalence of (ii) and (iii) is obvious from the
deﬁnition of a ρ-ordered model class. So, it suﬃces to show that (i) implies (ii) and that (iii) implies (iv).
(i) ⇒ (ii): Let  be algebraizable. Then Kalg is also the equivalent UISP-class of  (see [10] or use Theorem 7.2(ii) again
in a different way). Let μ and ν be the respective deﬁnable translations from |Kalg to  and back that witness Theorem 4.3
(where 1 is ). Then μ is a set of equivalence formulas for , so μ(x, y)  ρ ′(x, y), by Proposition 7.11(iv). Thus, x 
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which 〈A, F 〉 is reduced and, for any a,b ∈ A,
a b iff ρA(a,b) ⊆ F , (18)
by Theorem 7.2(ii). Consequently, for any a,b ∈ A,













)= νAr (ρA(a,b)) for all ν ≈ νr ∈ ν and ρ ∈ ρ.
This proves (ii).
(iii) ⇒ (iv): Let τ be as in Theorem 7.1, and κ as in (iii). Let F , G be -ﬁlters of an algebra A, with a ∈ A. Now a ∈ F
iff ρ A[τ A(a)] ⊆ F (by (8)) iff ρ ′ A[κ A[τ A(a)]] ⊆ F (by (iii)) iff κ A[τ A(a)] ⊆ Ω A F (by Theorem 7.2(i)). Likewise, a ∈ G iff
κ A[τ A(a)] ⊆ Ω AG . Thus, when Ω A F = Ω AG , then F = G . 
Examples 7.13. (1) An extension of BCI is algebraizable if its theorems include the mingle axiom  x → (x → x). This can
be deduced from Theorems 7.5 and 7.12, because in the {x → y}-ordered model class of such an extension, the order is
equationally deﬁnable as follows:
a b iff (a → b) → (a → b) = a → b.
(Recall that the ordered models are subreducts of CRPMs—see Example 2.2.)
(2) The →,∧ fragment of linear logic is algebraizable. Indeed, it is {x → y}-order algebraizable in essentially the same
way that BCI is, and of course, in the ordered models, we have a b iff a = a∧ b.
Deﬁnition 7.14. Given a class K of similar algebras with a constant 1, the 1-assertional logic of K is the sentential system
K,1 in which
Γ K,1 α iff {γ ≈ 1: γ ∈ Γ } |K α ≈ 1.
Proposition 7.15. For any class K of similar algebras with a constant 1, the following conditions are equivalent:
(i) K,1 is algebraizable;
(ii) K,1 is order algebraizable;
(iii) K,1 is equivalential.
Proof. By Proposition 7.11(iii), it suﬃces to prove that (iii) implies (i). Regardless of (iii), for any theory T of K,1 and any
α ∈ Tm, we have α ∈ T iff α ≡ΩT 1. This can be deduced from Lemma 6.3 (or see [12, Prop. 6.1] or [13, Prop. 4.3.2]). It
follows immediately that Ω is injective on the theories of K,1. Then, by (iii), K,1 is algebraizable, as observed in the proof
of Theorem 7.12. 
Examples 7.16. The algebraizable 1-assertional logics include all extensions of the Lambek calculus with weakening, as well
as all orthomodular logics. In each of these cases, there is a constant term 1 and at least one deﬁnable connective → such
that the system is {x→ y}-order algebraizable and, in the ordered models, a b iff a → b = 1. Many systems of fuzzy logic
are extensions of the Lambek calculus with weakening.
Examples 7.17. (See [42,43,17].) Proposition 7.11(iii) rules out order algebraizability for several well-known protoalgebraic
systems that have a semantics consisting of ordered algebras, but which are known to fail the test of equivalentiality
(unlike E). The examples include all orthologics that are not orthomodular, and most quasi-classical modal logics.
For any modal logic L, we use LMP to denote the sentential system in the same signature axiomatized by the theorems
of L together with the inference rule x, y ∨ ¬x  y. If L is a normal modal logic then LMP is said to be quasi-normal. All
extensions of the weakest quasi-normal modal logic KMP are equivalential, with {n((x ∨ ¬y) ∧ (y ∨ ¬x)): n ∈ ω} as a
set of equivalence formulas. For these systems, {x ∨ ¬y, y ∨ ¬x} is not a set of equivalence formulas, because the rule
x ∨ ¬y, y ∨ ¬x  x ∨ ¬y is underivable even in S4MP. (Consider the matrix 〈〈A;∧,∨,¬,,1〉, {1,u}〉 from the proof
of Theorem 7.7, and set 〈x, y〉 = 〈u,1〉.) Thus, S4MP and its subsystems cannot be {y ∨ ¬x}-order algebraizable. The proof
of Theorem 7.7 is easily extended to show that S4MP is not {(y ∨ ¬x)}-order algebraizable, nor is it algebraizable. This
doesn’t preclude the possibility that S4MP is order algebraizable in some unexpected way, but the likelihood is reduced by
Theorem 7.12, and similarly for the full system E.
Some ‘sub-intuitionistic’ logics are not even protoalgebraic, despite having a rudimentary conditional and ordered models.
In particular, Visser’s propositional logic VPL (see [68,4]) is not protoalgebraic [65]. Nor is the ∧,∨,¬,0,1 fragment IPC∗ of
intuitionistic propositional logic [10]. So, these systems are certainly not order algebraizable.
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set of equivalence formulas, no ﬁniteness properties for  need follow from this [59]. We therefore include a result that
guarantees some ﬁniteness conditions.
Theorem 7.18. Let  be a sentential system whose signature is ﬁnite, and K a strictly elementary UISP-class of partially ordered
algebras. Suppose that some ﬁnite translations τ and ρ witness the equivalence of  and |K as in Theorem 4.3 (so  is ρ-order
algebraized by K).
Then  is ﬁnitary and ﬁnitely axiomatizable.
Proof. Since K is elementary, it is closed under ultraproducts, hence |K is ﬁnitary, by Theorem 2.6. Therefore,  is ﬁnitary,
as the translations τ and ρ are both ﬁnite. Then, because K is also a UISP-class, it is PModQ for some set Q of ﬁnite quasi-
inequations, by Theorem 2.5. Since K is strictly elementary, Q itself can be chosen ﬁnite, by the Compactness Theorem of
ﬁrst order logic.
Let Y be the ﬁnite set of all rules
⋃
i∈I ρ(αi, βi)  ρ(α,β) such that ρ ∈ ρ and {αi  βi: i ∈ I} | α  β belongs to Q. Let
ρ ′(x, y) = ρ(x, y) ∪ ρ(y, x). Each of (5), (6), (8) and (12) is a ﬁnite set of postulates; let Z be the union of these sets. For
each basic connective α, with n = rankα, and for each j ∈ {1, . . . ,n} and ρ ∈ ρ , we add to Y∪ Z the postulates
ρ ′(x, y)  ρ(α(z1, . . . , z j−1, x, z j+1, . . . , zn),α(z1, . . . , z j−1, y, z j+1, . . . , zn));
ρ ′(x, y) ∪ {α(z1, . . . , z j−1, x, z j+1, . . . , zn)}  α(z1, . . . , z j−1, y, z j+1, . . . , zn).
The resulting ﬁnite set X axiomatizes a sentential system ′ in which all instances of (9) (and therefore of (7)) are
derivable. This follows by induction on the complexity of γ . (We rely here on (12) and both of the displayed postulate
schemes, because modus ponens for ρ is not guaranteed.) By Theorem 7.1, τ and ρ witness the equivalence of ′ and |K′
for some class K′ of partially ordered algebras. It follows easily from Corollary 7.3 and (13) that K and K′ satisfy the same
quasi-inequations, i.e., |K = |K′ . But the pair τ , |K [resp. τ , |K′ ] uniquely determines  [resp. ′], by condition (1) of
Theorem 4.3. So,  = ′ , hence  is ﬁnitely axiomatized by X. 
In the production of X, the step involving the Compactness Theorem is non-constructive. Clearly, that step can be avoided
if the initial ﬁrst order axiomatization of K consists of the anti-symmetry law and ﬁnitely many ﬁnite quasi-inequations.
To conclude this section, we touch brieﬂy on the question: how might the study of a logic be affected by the discovery
that it is order algebraizable?
Clearly, we should expect the role of algebraic homomorphisms in the theory of algebraization to be assumed by order
preserving homomorphisms between ordered algebras. In a ρ-order algebraizable system , for instance, an expression
Γ  α is an admissible rule (i.e., its addition to any axiomatization of  produces no new theorems) iff every ρ-ordered




τ(γ ) τr(γ ): γ ∈ Γ
} | τ ′(α) τ ′r (α) for all τ ′ ∈ τ ,
where τ is the essentially unique translation from Theorem 7.1. The homomorphism in this statement must preserve the
order (but need not reﬂect it). This criterion is capable of resolving certain questions of admissibility (and structural com-
pleteness) in fragments of Rt , for instance, where the order is not equationally deﬁnable and the passage to all of Rt
disturbs the meaning of admissibility. Some of these questions seem resistant to syntactic treatment; the details can be
found in [61].
For logics that are algebraizable or lattice-based, implicative interpolation properties are often characterized by demands
like super-amalgamation, see [23,39]. In the absence of lattice connectives and algebraizability, signiﬁcant interpolation
theorems can still be found (e.g., [44]), and order algebraizable logics are a promising framework for their abstraction.
Results in [36] offer hope that implicative interpolation phenomena will be reﬂected intelligibly in the behaviour of order
preserving maps between ordered algebras. A natural question is whether/when such order-algebraic characterizations can
be chosen categorical (for the reasons mentioned in Footnote 1), but this topic awaits future development.
8. Polarities
Let ∗ be a symbol that does not belong to our set of variables, Var. A unary polynomial form α is a term (in our ﬁxed
algebraic signature) whose apparent variables belong to Var ∪ {∗}. In this case, we often denote α as α(∗, z), where z is a
ﬁnite sequence of variables including all those (other than ∗) that occur in α. Note that ∗ is itself a unary polynomial form.
Deﬁnition 8.1. A polarity (for our algebraic language) is an ordered pair M = 〈M+,M−〉, where M+ ∪ M− consists of unary
polynomial forms.
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and Pigozzi [51]. Preferred polarities often pack into M+ enough unary polynomial forms that are order preserving in an
intended interpretation, and into M− enough that are order reversing. Although this is the paradigm of [51], we shall need
to be equally concerned here with the following kind of polarity:
Deﬁnition 8.2. Let ρ be a set of binary terms of a sentential system . Let M+ρ be the set of all unary polynomial forms
α(∗, z) such that whenever x, y, z are distinct variables, then
ρ(x, y) ∪ {α(x, z)}  α(y, z).
Let M−ρ be the set of all unary polynomial forms α(∗, z) such that whenever x, y, z are distinct variables, then
ρ(x, y) ∪ {α(y, z)}  α(x, z).
We shall refer to Mρ := 〈M+ρ ,M−ρ 〉 as the ρ-polarity of .
Example 8.3. Let  be the ·,→,1 fragment of linear logic, let ρ(x, y) be {x → y} and let CRPM be the class of all CRPMs
from Example 2.2. Now CRPM ρ-order algebraizes , the reverse translation being α {1 α}. So, M+ρ [resp. M−ρ ] consists
of all α(∗, z) such that all CRPMs satisfy
∀x, y, z((x y & 1 α(x, z))⇒ 1 α(y, z)) [resp. ∀x, y, z((x y & 1 α(y, z))⇒ 1 α(x, z))].
When α(∗, z) ∈ M+ρ , it need not follow that CRPM satisﬁes
∀x, y, z(x y ⇒ α(x, z) α(y, z)).
For instance, ∗ → ∗ belongs to M+ρ , because CRPMs satisfy ∀y(1 y → y), but they need not satisfy ∀x∀y(x y ⇒ x→ x
y → y). We shall say more about this phenomenon in Section 12.
A unary polynomial of an algebra A is a function p : A → A such that for some unary polynomial form α(∗, z) and some
c ∈ A, we have
p(a) = αA(a,c) for all a ∈ A.
Let M be a polarity for the signature of an algebra A. We use M+(A) [resp. M−(A)] to denote the set of all unary
polynomials of A induced by forms in M+ [resp. in M−].
Now let  be a binary relation on A.
Deﬁnition 8.4. We say that  is M-compatible with a subset F of A provided that, for all a,b ∈ A,
if a b and p ∈ M+(A) and p(a) ∈ F , then p(b) ∈ F ; while
if a b and q ∈ M−(A) and q(b) ∈ F , then q(a) ∈ F .
Note that in this case, if ∗ ∈ M+ , then F is upward closed with respect to .
Recall that a quasi-order is a binary relation that is reﬂexive and transitive.
Deﬁnition 8.5. Given a polarity M and a subset F of an algebra A, the (extended) M-Leibniz order of A induced by F is the
largest quasi-order of A that is M-compatible with F . We denote it by AM(F ), omitting the superscript when A = Tm.
[The adjective ‘extended’ will be suppressed in the sequel, but its purpose is to distinguish AM(F ) from an ‘M-Leibniz
order AM(F )’ deﬁned in [51]. The latter will be discussed in Section 12.]
To see that AM(F ) always exists, one veriﬁes that the transitive closure of the union of all quasi-orders of A that are
M-compatible with F is itself M-compatible with F , hence it is the largest such object. For future reference, it is convenient
to state the following simple fact as a theorem.
Theorem 8.6. Let M be a polarity, F a subset of an algebra A, and a,b ∈ A. Then aAM(F )b iff both of the following are true:
for all p ∈ M+(A), if p(a) ∈ F then p(b) ∈ F ;
for all q ∈ M−(A), if q(b) ∈ F then q(a) ∈ F .
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so it is contained in AM(F ). But it also contains AM(F ), because AM(F ) is M-compatible with F . 
Thus, aAM(F )b means that b has every deﬁnable ‘M-positive’ property that a has, while a has every deﬁnable ‘M-
negative’ property that b has—where ‘deﬁnable’ refers to the ﬁrst order equality-free language of 〈A, F 〉. This fact motivates
the name ‘Leibniz order’ (cf. the remarks after Lemma 6.3).
Deﬁnition 8.7. A polar sentential system 〈,M〉 consists of a sentential system  and a polarity M for the signature of . The
maps F →AM(F ) (F ∈ FiA), taken over all algebras A, are said to constitute the (extended) Leibniz order operator M of, or brieﬂy, the M-Leibniz order of .
Lemma 6.3 and Theorem 8.6 show that if M+ and M− both contain all unary polynomial forms then the operators Ω
and M coincide. So, M is a generalization of Ω .
Lemma 8.8. Let 〈,M〉 be a polar sentential system, and F a -ﬁlter of an algebra B .
(i) For any algebraic homomorphism h : A → B , the set h−1[F ] is a -ﬁlter of A and h−1[BM(F )] ⊆ AM(h−1[F ]). The reverse
inclusion holds if h is surjective.
(ii) For any subalgebra A of B , we have (A × A) ∩BM(F ) ⊆AM(A ∩ F ).
The proofs are straightforward.
Deﬁnition 8.9. Let 〈,M〉 be a polar sentential system.
(i) We say that the Leibniz order operator M commutes with homomorphic inverse images provided that, for any algebraic
homomorphism h : A → B and any -ﬁlter F of B , we have h−1[BM(F )] =AM(h−1[F ]) (even if h is not surjective).
(ii) We say that M is isotonic on (the -ﬁlters of) an algebra A provided that, for any -ﬁlters F , G of A, if F ⊆ G then
AM(F ) ⊆AM(G).
(iii) We say that M is continuous on (the -ﬁlters of) an algebra A provided that, for every ⊆-directed family {Fi: i ∈ I} of
-ﬁlters of A, if ⋃i∈I F i ∈ FiA, then AM(⋃i∈I F i) =⋃i∈I AM(Fi).
(iv) We say that M is globally isotonic [resp. globally continuous] if it is isotonic [resp. continuous] on all algebras.
For ﬁnitary , the caveat ‘if ⋃i∈I F i ∈ FiA’ is redundant in (iii).
Lemma 8.10. Let 〈,M〉 be a polar sentential system. Then the M-Leibniz order operator is isotonic on an algebra A iffM commutes
with arbitrary intersections of -ﬁlters of A.





i∈I F i). This follows as soon as we notice that
⋂
i∈I AM(Fi) is M-compatible with
⋂
i∈I F i . 
Lemma 8.11. Let 〈,M〉 be a polar sentential system. Then M commutes with homomorphic inverse images iff, for every matrix
model 〈B, F 〉 of  and every subalgebra A of B , we have AM(A ∩ F ) = (A × A) ∩BM(F ).
Proof. For the forward direction, apply the deﬁnition to the inclusion homomorphism from A into B . Conversely, if
h : A → B is a homomorphism and F ∈ FiB then, by assumption, h[A]M (h[A] ∩ F ) = (h[A] × h[A]) ∩ BM(F ). This makes
it easy to verify that AM(h−1[F ]) ⊆ h−1[BM(F )] (using Theorem 8.6). The reverse inclusion is given by Lemma 8.8(i). 
9. Directional systems
In an order algebraization process, ﬁxing a polarity amounts to ﬁxing the orders AM(F ) on the algebras in an intended
model class (derived from matrices). It is the semantic counterpart of ﬁxing a set ρ of binary terms, with a view to making
the process unique. This will be demonstrated below.
Deﬁnition 9.1. Let 〈,M〉 be a polar sentential system. We say that 〈,M〉 is directional, or that  is M-directional, if there
exists a set ρ of binary terms such that for every matrix model 〈A, F 〉 of  and all a,b ∈ A, we have
aAM(F )b iff ρ A(a,b) ⊆ F .
In this case, if the set ρ can be chosen ﬁnite, we say that 〈,M〉 is ﬁnitely directional.
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that an extension of an M-directional system is still M-directional, with the same ρ as witness, because AM(F ) depends on
M, A and F , but not on .
Recall that the ρ-polarity Mρ was introduced in Deﬁnition 8.2.
Theorem 9.2. Let 〈,M〉 be a polar sentential system and ρ a set of binary terms of , such that
(i)  ρ(x, x);
(ii) M ⊆ Mρ , in the sense that M+ ⊆ M+ρ and M− ⊆ M−ρ ;
(iii) for each ρ ∈ ρ , there is a variable z with ρ(z,∗) ∈ M+ or ρ(∗, z) ∈ M− .
Then 〈,M〉 is directional, with ρ as witness.
Proof. Let 〈A, F 〉 be a matrix model of  and let a,b ∈ A. By (i), we have ρ A(a,a) ∪ ρ A(b,b) ⊆ F .
Suppose aAM(F )b and let ρ ∈ ρ . If ρ(z,∗) ∈ M+ , then it follows from ρ A(a,a) ∈ F that ρ A(a,b) ∈ F (because AM(F ) is
M-compatible with F ). If ρ(∗, z) ∈ M− , then it follows from ρ A(b,b) ∈ F that ρ A(a,b) ∈ F . So, ρ A(a,b) ⊆ F , by (iii).
Conversely, suppose ρ A(a,b) ⊆ F . Let p ∈ M+(A). Then p ∈ M+ρ (A), by (ii), so there exist a unary polynomial form
α(∗, z) ∈ M+ρ and elements e ∈ A such that p(c) = αA(c, e) for all c ∈ A. Now ρ(x, y) ∪ {α(x, z)}  α(y, z), by deﬁnition of
M+ρ (where we choose x, y, z distinct). So, if p(a) = αA(a, e) ∈ F , then p(b) = αA(b, e) ∈ F , because ρ A(a,b) ⊆ F . Similarly,
if q ∈ M−(A) and q(b) ∈ F then q(a) ∈ F . Thus, aAM(F )b, by Theorem 8.6. 
Theorem 9.3. Let 〈,M〉 be a polar sentential system that is directional, with ρ as witness. Then
(i)  ρ(x, x), and ρ(x, y) ∪ ρ(y, z)  ρ(x, z);
(ii) M ⊆ Mρ ;
(iii) ρ(z,∗) ∈ M+ρ and ρ(∗, z) ∈ M−ρ , for every ρ ∈ ρ (and all variables z);
(iv) 〈,Mρ〉 is also directional (with ρ as witness);
(v) M and Mρ coincide, i.e., for every matrix model 〈A, F 〉 of  and all a,b ∈ A, we have aAM(F )b iff aAMρ (F )b;
(vi) Mρ is the largest polarity M ′ for which M and M′ coincide.
Proof. (i) follows from Theorem 6.2, because AM(F ) is always a quasi-order.
(ii) Let α(∗, z) ∈ M+ , and let 〈A, F 〉 be a matrix model of . Suppose ρ A(a,b) ∪ {αA(a, e)} ⊆ F , where a,b, e ∈ A. Then
aAM(F )b, because ρ witnesses the directionality of 〈,M〉. Consequently, αA(b, e) ∈ F , because AM(F ) is M-compatible
with F . Thus, by Theorem 6.2,
ρ(x, y) ∪ {α(x, z)}  α(y, z) (whenever x, y, z are distinct),
i.e., α(∗, z) ∈ M+ρ . This shows that M+ ⊆ M+ρ . Similarly, M− ⊆ M−ρ .
(iii) follows from the second assertion in (i) (using substitution-invariance).
(iv) follows from (i), (iii) and Theorem 9.2 (substituting Mρ for M in 9.2).
(v) follows from (iv), because ρ witnesses the M-directionality of  as well.
(vi) Note that M and M′ coincide iff ρ witnesses the directionality of 〈,M ′〉, in which case M ′ ⊆ Mρ , by (ii). 
From Theorem 9.3 and its proof, we obtain:
Corollary 9.4. Let ρ be a set of binary terms of a sentential system . Then the following conditions are equivalent.
(i) There exists a polarity M such that 〈,M〉 is directional, with ρ as witness.
(ii)  ρ(x, x), and ρ(x, y) ∪ ρ(y, z)  ρ(x, z).
(iii) 〈,Mρ〉 is directional, with ρ as witness.
Theorem 9.5. Given a sentential system , let X be the set of all sets ρ(x, y) of binary terms such that
 ρ(x, x), and ρ(x, y) ∪ ρ(y, z)  ρ(x, z),
and let Y be the set of all polarities M for which 〈,M〉 is directional.
If we identify ρ with ρ ′ whenever ρ(x, y)  ρ ′(x, y), and identify M with M ′ whenever M and M′ coincide, then there is a
bijection from the resulting factor set of X to that of Y, given by [ρ] → [Mρ ].
Moreover, every element of [ρ] witnesses the directionality of 〈,M〉 for all M ∈ [Mρ ].
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Theorem 6.2, and the last claim follows easily from the deﬁnitions. 
Suppose  and ρ satisfy the equivalent conditions of Corollary 9.4. Then Mρ is the largest polarity in its own equivalence
class, by Theorem 9.3(vi). In fact, Mρ is inconveniently large for practical work, but Theorems 9.2 and 9.3 allow us to replace
it by a smaller polarity that induces the same Leibniz order operator. For instance:
Example 9.6. (Cf. Example 7.6.) Consider the signature →,∧,∨,¬ of E, and let ρ(x, y) = {x → y}. By Corollary 9.4, E is
Mρ -directional, with ρ as witness, because  x→ x and x→ y, y → z  x→ z are derivable in E. But if we choose
{x→ ∗} ⊆ M+ ⊆ {∗, x → ∗, x∧ ∗,∗ ∧ y, x∨ ∗,∗ ∨ y};
M− ⊆ {¬∗,∗ → y}, and M = 〈M+,M−〉,
then M is equivalent to Mρ in the sense that M and Mρ coincide (i.e., E is M-directional, with ρ as witness). This follows
from Theorems 9.2 and 9.3(v), because ρ(x,∗) = {x → ∗} ⊆ M+ and M+ ⊆ M+ρ and M− ⊆ M−ρ (as is easily veriﬁed). For all
p ∈ M+(Tm) and q ∈ M−(Tm), the rules
x→ y  p(x) → p(y), and x→ y  q(y) → q(x)
are also derivable in E, but the corresponding claim for Mρ is false (cf. Example 8.3).
From Corollary 9.4 and Theorem 7.1, we obtain:
Corollary 9.7. If ρ is a set of semi-equivalence formulas for a sentential system  (in particular, if  is ρ-order algebraizable), then
〈,Mρ〉 is directional, with ρ as witness.
On the other hand, a directional polar sentential system need not possess a set of semi-equivalence formulas. For in-
stance:
Examples 9.8. (Cf. Examples 7.17.) In Visser’s propositional logic VPL, the rules  x → x and x → y, y → z  x → z are
derivable, so VPL is Mρ -directional, for ρ = {x → y}. But, as we noted earlier, VPL is not equivalential, so it has no set of
semi-equivalence formulas, by Proposition 7.11(i).
On similar grounds, the smallest quasi-classical modal logic does not possess a set of semi-equivalence formulas, despite
being Mρ -directional, with ρ = {y ∨ ¬x}.
By Theorem 9.5 and Corollary 9.7, the essentially different ways of order algebraizing a sentential system  (if any) are
in one-to-one correspondence with certain essentially different polarities M that can be imposed on the signature of . The
latter can be classiﬁed by transparent properties of M , and this leads to a smooth generalization of the ‘Leibniz hierarchy’
of [22]. Until further notice, our objective will be to isolate the properties of the Leibniz order operator that are needed for
order algebraizability—as well as for some analogous conditions, beginning with directionality itself.
Deﬁnition 9.9. Given a polar sentential system 〈,M〉 and distinct variables x, y, we denote by T xy the smallest -theory
T such that xM(T ) y.
The existence of T xy follows from Theorem 8.6. The main result of this section is the following characterization of
directionality.
Theorem 9.10. A polar sentential system 〈,M〉 is directional iff the Leibniz order operator M is globally isotonic and commutes
with homomorphic inverse images.
Proof. Necessity follows easily from the deﬁnition of directionality. Conversely, suppose M is globally isotonic and com-
mutes with homomorphic inverse images. Let x, y be distinct variables and let g be the substitution that ﬁxes y and sends
all other variables to x. We deﬁne
ρ(x, y) := g[T xy].
Observe that for any -theory T , we have
xM(T ) y iff T xy ⊆ T . (19)
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isotonic on -theories.
Let 〈A, F 〉 be a matrix model of  and let a,b ∈ A. Let h : Tm → A be a homomorphism such that h(x) = a and h(y) = b.
Then
ρ A(a,b) = ρA(h(x),h(y))= h[ρ(x, y)]= hg[T xy]. (20)





We need to show that aAM(F )b iff ρ A(a,b) ⊆ F .
Now a = hg(x) and b = hg(y), so aAM(F )b iff x (hg)−1[AM(F )] y iff xM((hg)−1[F ]) y (by (21)) iff T xy ⊆ (hg)−1[F ] (by
(19)) iff hg[T xy] ⊆ F iff ρ A(a,b) ⊆ F (by (20)). 
Corollary 9.11. If ρ witnesses the directionality of a polar sentential system 〈,M〉 then T xy = Cnρ(x, y).
This follows from the deﬁnitions, using the isotonicity of M as in (19).
A (non-polar) sentential system  is protoalgebraic iff the Leibniz congruence operator Ω is globally isotonic. It is
equivalential iff, in addition, Ω commutes with homomorphic inverse images (see [17] and its references). Since M gener-
alizes Ω , this shows that the condition on homomorphisms in Theorem 9.10 cannot be dropped. The next result shows that
we can’t drop isotonicity either.
Proposition 9.12. Let 〈,M〉 be a polar sentential system, where M+ ∪ M− consists of polynomial forms α(∗) without parameters
(such as ∗, ¬∗, ∗ → ∗, ∗, etc.) Then
(i) M commutes with homomorphic inverse images, but
(ii) if ∗ ∈ M+ and x  y then M is not isotonic on Tm.
Proof. (i) Let 〈B, F 〉 be a matrix model of , and A a subalgebra of B . Using Theorem 8.6, we can easily show that
AM(A ∩ F ) ⊆ (A × A) ∩ BM(F ), because the polynomial forms in M+ ∪ M− have no parameters. Then the result follows
from Lemmas 8.8(ii) and 8.11.
(ii) Obviously, Cn∅ ⊆ Cn{x}. Also, xM(Cn∅) y, by Theorem 8.6 and the substitution-invariance of , because all forms
in M+ ∪ M− are parameter-free. Suppose x  y. Then y /∈ Cn{x}, although x ∈ Cn{x}. So, if ∗ ∈ M+ , then x M(Cn{x}) y,
because M(Cn{x}) is M-compatible with Cn{x}. In this case, M(Cn∅)M(Cn{x}). 
Theorem 9.10 is an intrinsic characterization, as it appeals only to objects uniquely determined by 〈,M〉. And because
it makes no existential demands about special classes of models (or terms), it is more readily falsiﬁable than the deﬁnition
of directionality. This is illustrated by the next example, which extends [10, Thm. 5.13].
Example 9.13. Recall that IPC∗ denotes the non-protoalgebraic ∧,∨,¬,0,1 fragment of the Hilbert-style intuitionistic propo-
sitional calculus IPC. This system coincides with the 1-assertional logic of the variety PCDL of pseudo-complemented
distributive lattices [10]. In the signature of IPC∗ , let
M+ = {∗, x∧ ∗,∗ ∧ x, x∨ ∗,∗ ∨ y} and M− = {¬∗}.
Let A ∈ PCDL be the algebra based on the 4-element pseudo-complemented chain 0 < a < b < 1, so ¬0= 1 and ¬a = ¬b =
¬1 = 0. Now F = {1} and G = {b,1} are IPC∗-ﬁlters of A, because they are IPC-ﬁlters of the full Heyting algebra whose
{∧,∨,¬,0,1}-reduct is A. It is not hard to see that AM(F ) is the union of {〈b,a〉} and the given total order on A. But
b AM(G)a, because ∗ ∈ M+ and b ∈ G , while a /∈ G . Thus, AM(F )  AM(G), despite the fact that F ⊆ G . Since M is not
isotonic on A, it follows from Theorem 9.10 that 〈IPC∗,M〉 is not directional.
Theorem 9.14. A polar sentential system 〈,M〉 is ﬁnitely directional iff the Leibniz order operator M is globally continuous and
commutes with homomorphic inverse images. (See Deﬁnitions 9.1 and 8.9(iii), (iv).)
Proof. Necessity follows easily from the deﬁnitions and the fact that a ﬁnite subset of the union of a ⊆-directed family of
sets is always a subset of some member of the family.
Conversely, assume that M is globally continuous (hence globally isotonic) and commutes with homomorphic inverse
images. Like any theory, T xy is the union of the ⊆-directed family T of all ﬁnitely generated -theories T ⊆ T xy . Therefore,
by continuity, M(T xy) = ⋃T∈T M(T ). Since xM(T xy) y, it follows that xM(CnΓ ) y for some ﬁnite Γ ⊆ T xy . Then
T xy ⊆ CnΓ , by the minimality of T xy , so T xy = CnΓ . Thus, for any -theory T , we have
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because M is isotonic on Tm. Now ρ(x, y) := g[Γ ] is ﬁnite, where g is as in the proof of Theorem 9.10, and that proof
shows that ρ witnesses the directionality of 〈,M〉. (Where we previously invoked (19), we use (22) instead, noting that
(20) holds when we replace T xy by Γ .) 
Remark 9.15. The proof of Theorem 9.10 shows that if M commutes with homomorphic inverse images but is only assumed
to be isotonic on the theories of , then 〈,M〉 is still directional. Similarly, in the statement of Theorem 9.14, continuity on
theories could replace global continuity.
10. Truth inequationality
We now consider possibly non-directional systems 〈,M〉. Here the meaning of M need not be determined by any
binary terms ρ , but M is still deﬁned.
Deﬁnition 10.1. Let 〈,M〉 be a polar sentential system. We say that the truth predicate of  is M-inequationally deﬁnable (or
brieﬂy that 〈,M〉 is truth inequational) provided that there exists a family τ of pairs of unary terms τ (x) = 〈τ(x), τr(x)〉
such that, for every matrix model 〈A, F 〉 of  and every a ∈ A, we have
a ∈ F iff (τ A (a)AM(F ) τ Ar (a) for all τ ∈ τ ).
Note that this property persists in extensions of .
Proposition 10.2. Let  be a sentential system that is ρ-order algebraizable. Then 〈,Mρ〉 is truth inequational.
Proof. By Corollary 9.7,  is Mρ -directional, with ρ as witness, so the result follows from condition (8) in Theorem 7.1,
using the τ whose existence is asserted there. 
Deﬁnition 10.3. Given a polar sentential system 〈,M〉, we say that M is completely inclusion reﬂecting on (the -ﬁlters of)







F i ⊆ G.
The main theorem of this section is the following characterization of truth inequationality. It extends a characterization
of truth equational non-polar systems proved in [58].
Theorem 10.4. A polar sentential system 〈,M〉 is truth inequational iff M is completely inclusion reﬂecting on the -ﬁlters of all
algebras.
Proof. From left to right is easy. Conversely, suppose M is globally completely inclusion reﬂecting. Fix a variable x and let
 be the intersection of all M(T ) such that T is a -theory with x ∈ T . Let kx be the substitution sending all variables
to x, and deﬁne




: τ ∈ τ}, say.
Let 〈A, F 〉 be a matrix model of , with a ∈ A. It remains to prove:
Claim. a ∈ F iff (τ A (a)AM(F ) τ Ar (a) for all τ ∈ τ ).
(⇒) Suppose a ∈ F and τ ∈ τ , so 〈τ(x), τr(x)〉 = 〈kx(α(x, z)),kx(β(x, z))〉 for some〈
α(x, z), β(x, z)〉 ∈ . (23)
Let p ∈ M+(A). So, there exist γ (∗, y) ∈ M+ and c ∈ A such that
p(b) = γ A(b,c) for all b ∈ A.
To avoid interpretational clashes, let w be a sequence of variables of the same length as y, in which x, z do not occur. Then
the function p1 : Tm → Tm, deﬁned by
p1(μ) = γ (μ, w) for all μ ∈ Tm,
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x and p1(α(x, z)), hence
x, p1
(
α(x, z))  p1(β(x, z)), i.e.,
x, γ
(
α(x, z), w)  γ (β(x, z), w).




)  γ (τr(x), w) (24)
(because k agrees with kx on α(x, z) and on β(x, z)).
Now suppose p(τ A (a)) ∈ F . Since a ∈ F and γ A(τ A (a),c) = p(τ A (a)) and F ∈ FiA, it follows from (24) that p(τ Ar (a)) (=
γ A(τ Ar (a),c)) ∈ F . Similarly, if q ∈ M−(A) and q(τ Ar (a)) ∈ F , then q(τ A (a)) ∈ F . Thus, by Theorem 8.6, τ A (a)AM(F ) τ Ar (a),
as required.






by Lemma 8.8(i). That is,
⋂{M(T ): {x} ⊆ T ∈ Th} ⊆M((hkx)−1[F ]). Since M is completely inclusion reﬂecting on Tm,
it follows that
Cn{x} ⊆ (hkx)−1[F ].
In particular, x ∈ (hkx)−1[F ], i.e., a = hkx(x) ∈ F , as required. 
The proof of Theorem 10.4 actually shows the following:
Corollary 10.5. A polar sentential system 〈,M〉 is truth inequational iff M is completely inclusion reﬂecting on the theories of .
Clearly, if M is completely inclusion reﬂecting on the -ﬁlters of an algebra, then it is also injective on these ﬁlters.
Theorem 10.6. 〈E,M〉 is not truth inequational, for M as in Example 9.6.
Indeed, Example 9.6 shows that E is M-directional, with ρ = {x → y} as witness. So, for any matrix model 〈A, F 〉 of E,
the relations AM(F ) and ρ−1[F ] coincide. The argument for Theorem 7.7 shows that ρ−1[·] is not always injective on E-
ﬁlters, and this can be used to ﬁnish the proof of Theorem 10.6. But the following direct proof of 10.6 better illustrates the
concepts currently under discussion:
Proof. Let A′ = 〈A;→,∧,∨,¬〉 be the algebra in the proof of Theorem 7.7, and let  be the partial order of A induced by
the lattice operations. The sets F = {u,1} and G = {v,1} are E-ﬁlters of A′ . For a,b ∈ A, we have
a b iff a → b = 1 iff a → b = 0. (25)
Since F and G are upward closed with respect to , and since each unary polynomial in M+(A′) [resp. M−(A′)] preserves
[resp. reverses] , it follows that  is M-compatible with F and with G . We show that it is the largest quasi-order with
either of these properties. We need only prove maximality, because we know that in both cases the largest quasi-order M-
compatible with the ﬁlter exists. So, let a,b ∈ A with a b, and let ′ be any quasi-order of A extending  such that a′ b.
Then, by (25), a → a = 1 ∈ F ∩ G but a → b = 0 /∈ F ∪ G . Since x→ ∗ ∈ M+ , this shows that ′ is not M-compatible with F ,
nor with G . Thus, A′M (F ) and A
′
M (G) are both just , and so the Leibniz order operator M is not injective on the E-ﬁlters
of A′ . A fortiori, M is not completely inclusion reﬂecting on FiEA′ , so the truth predicate of E is not M-inequationally
deﬁnable, by Theorem 10.4. 
For a polar sentential system 〈,M〉, even if M is globally injective, i.e., one-to-one on the -ﬁlters of all algebras, it
need not be completely inclusion reﬂecting on all algebras. This can be inferred from [58, Example 2 or 3] (because M
generalizes Ω). On the other hand:
Corollary 10.7. Let 〈,M〉 be a polar sentential system such thatM is isotonic on the theories of . Then 〈,M〉 is truth inequational
iff M is globally injective, iffM is injective on the theories of .
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view of Corollary 10.5. Suppose T ∪ {T ′} is a set of -theories such that ⋂T∈T M(T ) ⊆ M(T ′). As M is isotonic, it




















Then, by injectivity, T ′ ∩⋂T =⋂T , i.e., ⋂T ⊆ T ′ , as required. 
11. Order algebraizable polar systems
Theorem 11.1. Let 〈,M〉 be a directional polar sentential system such that
ρ(x, y) ∪ ρ(y, x) ∪ ρ(α(x, μ),β(x, μ))  ρ(α(y, μ),β(y, μ))
for all α,β, μ ∈ Tm, where ρ is as in Deﬁnition 9.1. Then the following conditions are equivalent:
(i)  is ρ-order algebraized by {〈A,AM(F )〉: 〈A, F 〉 ∈ Mod∗()}.
(ii)  is ρ-order algebraizable.
(iii) 〈,M〉 is truth inequational.
(iv) The Leibniz order operator M is globally injective.
(v) The Leibniz order operator M is injective on the theories of .
Proof. (i) ⇒ (ii) is trivial.
(ii) ⇒ (iii): Since ρ witnesses the directionality of 〈,M〉, it follows from Theorem 9.3(v) that M and Mρ coincide.
Then (iii) follows from (ii) and Proposition 10.2.
(iii) ⇒ (i): Let τ witness the truth inequationality of 〈,M〉. So, for every matrix model 〈A, F 〉 of  and every a ∈ A, we
have
a ∈ F iff (τ A (a)AM(F ) τ Ar (a) for all τ ∈ τ ),
hence
















: τ ∈ τ},
by Theorem 6.2. Now (i) follows from the assumptions and Theorems 9.3(i), 7.1 and 7.2(i).
(iii) ⇔ (iv) ⇔ (v) follows from Corollary 10.7, because M is globally isotonic (by directionality and Theorem 9.10). 
Condition (i) of Theorem 11.1 implies that the M-Leibniz order is anti-symmetric on the reduced models of , i.e., that, for
all 〈A, F 〉 ∈ Mod∗() and a,b ∈ A, if aAM(F )b and bAM(F )a then a = b (whence AM(F ) is a partial order of A). The order
algebraizable polar systems can now be characterized purely in terms of the Leibniz order, as follows:
Theorem 11.2. Let  be a sentential system. Then the following two conditions are equivalent.
(i) There exists a polarity M such that the Leibniz order operator M commutes with homomorphic inverse images and is globally
injective, globally isotonic and anti-symmetric on the reduced models of .
(ii)  is order algebraizable, i.e., it is ρ-order algebraizable for some set ρ of binary terms.
Moreover:
(iii) If (i) holds then we can choose ρ in (ii) so that M and Mρ coincide and {〈A,AM(F )〉: 〈A, F 〉 ∈ Mod∗()} is the ρ-ordered
model class of .
(iv) If (ii) holds, then (i) holds for M = Mρ .
Proof. If we assume (i), then 〈,M〉 is directional, with some set ρ of binary terms as witness, by Theorem 9.10. So, by
Theorem 9.3(v), M and Mρ coincide, while the anti-symmetry assumption and Theorem 6.6 ensure that Theorem 11.1
can be applied. Then Theorem 11.1 and the injectivity assumption deliver (ii), as well as (iii).
Conversely, assume (ii). By Corollary 9.7 and Proposition 10.2, 〈,Mρ〉 is directional, with ρ as witness, and truth in-
equational. So, Theorem 9.10 and Corollary 10.7 give the global isotonicity and injectivity of Mρ , and its commutativity
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(iii) ⇒ (i) in Theorem 11.1 gives the anti-symmetry of M , so we have established (i) and (iv) of the present theorem. 
The conditions on M in Theorem 11.2(i) are independent. Even when M and Ω are required to coincide, independence
of the ﬁrst three conditions is well known, and in this case M is trivially anti-symmetric on reduced models. On the other
hand, the smallest quasi-classical modal logic has the ﬁrst three properties but not the last when we choose material
implication for ρ and Mρ for M . (To verify the ﬁrst three properties, use Examples 9.8, Theorem 9.10 and Corollary 10.7,
taking {〈1, x〉} for τ when it comes to injectivity. We have already noted that this logic is not order algebraizable, so the
anti-symmetry condition must fail.)
For practical purposes, we state a corollary of Theorems 11.1 and 9.2.
Corollary 11.3. Let 〈,M〉 be a polar sentential system and ρ a set of binary terms such that
 ρ(x, x);
ρ(x, y) ∪ {p(x)}  p(y) for all p ∈ M+(Tm);
ρ(x, y) ∪ {q(y)}  q(x) for all q ∈ M−(Tm);
ρ(x, y) ∪ ρ(y, x) ∪ ρ(α(x, μ),β(x, μ))  ρ(α(y, μ),β(y, μ))
for all α,β, μ ∈ Tm, and assume that for each ρ ∈ ρ , there is a variable z with ρ(z,∗) ∈ M+ or ρ(∗, z) ∈ M− .
Then  is ρ-order algebraizable iff the Leibniz order operator M is globally injective.
Theorem 11.2 remains true if we replace isotonicity by continuity in (i) and at the same time demand in (ii) that ρ can
be chosen ﬁnite. In the proof, we simply use Theorem 9.14 instead of Theorem 9.10. Also, it suﬃces to require injectivity
and isotonicity [or continuity] on theories: see Remark 9.15. This applies to the injectivity condition in Corollary 11.3 as well.
12. Tonicity of operations
Given a polarity M , an M-order of an algebra A is a quasi-order of A preserved by the functions in M+(A) and reversed
by those in M−(A).
In [51], Pałasin´ska and Pigozzi deﬁne the ‘M-Leibniz order AM(F )’ of a matrix 〈A, F 〉 as the largest M-order of A for
which F is upward closed.
Like the extended M-Leibniz order AM(F ) of Deﬁnition 8.5, the relation AM(F ) always exists. Clearly, an M-order that
makes F upward closed is M-compatible with F , so we always have
AM(F ) ⊆AM(F ).
Proposition 12.1. Let ρ witness the directionality of a polar sentential system 〈,M〉, where ∗ ∈ M+ . Suppose that for all p ∈
M+(Tm) and q ∈ M−(Tm),
ρ(x, y)  ρ(p(x), p(y)), and ρ(x, y)  ρ(q(y),q(x)). (26)
Then for every matrix model 〈A, F 〉 of , the relation AM(F ) is the largest M-order of A for which F is upward closed, i.e., AM(F ) =
AM(F ).
Proof. Note that F is upward closed with respect to AM(F ), because ∗ ∈ M+ . Also, since ρ witnesses the M-directionality
of , the conditions in (26) make AM(F ) an M-order of A. Therefore, AM(F ) ⊆AM(F ). 
Recall that when the hypotheses involving (26) hold for M and ρ , they may fail for Mρ , as in Example 9.6. In fact, we
need not resort to unwieldy polarities like Mρ in order to exhibit a ρ-order algebraizable system 〈,M〉 with a reduced
matrix model 〈A, F 〉 where AM(F ) is not an M-order of A. The next example demonstrates this. It is a modal system
contained in S4, with a simple and natural polarity.
Example 12.2. Let  be the subsystem of S4 axiomatized by the classical tautologies and
x, x → y  y
x↔ y x↔y (extensionality)
x→ y,x y
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nens, extensionality and the tautologies ensure that {x↔ y} is a set of equivalence formulas for . Then, using Theorem 7.1,
we can easily verify that  is ρ-order algebraizable, with τ = {〈1, x〉}. (Actually,  is algebraizable, by Theorem 7.12, since
x→ y  (x→ y) ↔ 1.)


















By Theorem 7.2(i), Ω A F = {〈a,b〉 ∈ A × A: a ↔ b = 1} = idA , so 〈A, F 〉 is reduced. Now deﬁne M by
M+ = {∗,∗, x → ∗, x∧ ∗,∗ ∧ y, x∨ ∗,∗ ∨ y}; M− = {¬∗,∗ → y}.
Note that M ⊆ Mρ . (The last postulate of  says that ∗ ∈ M+ρ .) Therefore, 〈,M〉 is directional, with ρ as witness, by
Theorem 9.2. So, for all a,b ∈ A,
aAM(F )b iff ρ A(a,b) ⊆ F iff a → b = 1,
i.e., AM(F ) is the natural order  shown in the Hasse diagram. This is not an M-order, because ∗ ∈ M+ and 0 < 1, while0 and 1 are incomparable. So, AM(F ) and AM(F ) do not coincide.
It is easy to see that AM(F ) is the order-disjoint union of two chains, viz. 0 < c and d < 1. Indeed, this union is an
M-order for which F is upward closed, and it has no proper extension with the same properties.
The emphasis on M-orders in [51] is consistent with Dunn’s ‘gaggle theory’ and with the literature on canonical ex-
tensions, e.g., [20,21,28–30]. The deﬁnitions in [51] lead—by a nontrivial argument—to the statement of Theorem 8.6 for
polarities that are closed, in a suitable sense, under composition, and that have ∗ ∈ M+ [51, Thm. 2.7]. A polarity of the
form Mρ need not be closed in this sense (even if ∗ ∈ M+). It will be closed if  has a deduction-detachment theorem with
ρ as the set of deduction terms.10
The proofs of Theorems 9.10 and 9.14 can withstand reasonable changes in the deﬁnition of M , provided that there
is still a smallest -theory T for which xM(T ) y. In particular, 9.10 and 9.14 remain true when we replace M by the
relation M . The proofs of Theorem 10.4, Corollary 10.7 and their consequences in Section 11 are not similarly robust. In
the present paper, the deﬁnitions involving polarities are justiﬁed primarily by the unrestricted versions of Theorems 10.4
and 11.2 that they produce. Obviously, Corollary 11.3 can be combined with Proposition 12.1 to give a result about the
operator M . (We need only add (26) and ∗ ∈ M+ as hypotheses in 11.3 and replace M by M in the conclusion.)
13. Modus ponens and upward closure
In Remark 7.9, we deduced from symmetry considerations that there are ρ-order algebraizable sentential systems  in
which modus ponens for ρ is underivable, i.e.,
{x} ∪ ρ(x, y)  y.
In any such case, there is a polarity M for which the ρ-ordered model class of  consists of structures 〈A,AM(F )〉, by
Theorem 11.2. The failure of modus ponens shows that in some of these models, the ﬁlter F is not upward closed with
respect to AM(F ). Consequently, although M can be chosen in many different ways, it cannot be chosen such that ∗ ∈ M+ .
This is why we have resisted ∗ ∈ M+ as a permanent orientation-ﬁxing assumption.
The above argument does not provide a concrete counter-example. Certain sub-intuitionistic logics—such as the system
VPL in Examples 7.17 and 9.8—have an implication-like connective that fails to satisfy modus ponens, but these systems are
typically not order algebraizable. An explicit {x → y}-order algebraizable sentential system violating modus ponens for →
10 In more detail, if f = α(∗, z) and g = β(∗, w), we deﬁne f ◦ g = α(β(∗, w), z). A polarity M is closed if for all f , g ∈ M+ and h,k ∈ M− , we have
f ◦ g,h ◦ k ∈ M+ and f ◦ h,h ◦ f ∈ M− . Every polarity M is contained in a smallest closed polarity M . The orders AM (F ) and AM (F ) coincide for all
matrices 〈A, F 〉. The statement of [51, Thm. 2.7] is the same as that of Theorem 8.6, except that ∗ ∈ M+ is tacitly assumed and AM (F ) replaces AM (F ),
while p ∈ M+(A) and q ∈ M−(A) replace p ∈ M+(A) and q ∈ M−(A), respectively.
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same way as this fragment.
Deﬁnition 13.1. A commutative residuated po-semigroup—brieﬂy a CRPS—is deﬁned just like a CRPM (see Example 2.2), except
that its underlying semigroup is not assumed to have an identity element.
By dropping the identity element, we lose the connection with linear logic outlined in Example 8.3. Recall that the
reduced matrix models of the ·,→,1 fragment of linear logic are all pairs 〈A, {a ∈ A: 1 a}〉 where 〈A,〉 is a CRPM with
identity 1. In every CRPM, we have 1  a iff a → a  a. This suggests a way to turn a CRPS 〈A,〉 into a matrix 〈A, F〉,
i.e., we deﬁne
F = {a ∈ A: a → a a}.
The next result combines observations in [5,35,46].
Theorem 13.2. For any CRPS A = 〈A; ·,→,〉, the following conditions are equivalent:
(i) F is upward closed in 〈A;〉 and for all a,b ∈ A,
a b iff a → b ∈ F; (27)
(ii) (a → a) → b b for all a,b ∈ A;
(iii) a a · (b → b) for all a,b ∈ A;
(iv) A may be embedded into some CRPM.
In any order algebraization process, some variant of (27) is needed, but upward closure of F turns out to be a luxury.
To see this, let K be the class of all CRPSs 〈A,〉 such that the following two consequences of (ii) are true for all a,b ∈ A:
(a → a) → a = a, (28)(
(a → b) → (a → b))→ b b. (29)
Thus, K includes the CRPS-reducts of all CRPMs, and their substructures. Note that K is axiomatized by ﬁnitely many strict
universal Horn sentences with equality. In particular, K is closed under I , S , P and PU , so it is a UISP-class. Deﬁning F as
above, we can show:
Fact 13.3. (27) holds in all structures belonging to K.
Proof. In a CRPS, we have x → (y → z) = y → (x → z), as well as x  y → z iff y  x → z (by the associativity and
commutativity of ·); also → is order reversing in its ﬁrst argument (because · preserves ). Let 〈A,〉 ∈ K with a,b ∈ A. If
a b then
a · ((a → b) → (a → b))= a · (a → ((a → b) → b))
 (a → b) → b (b → b) → b = b (by (28)),
so (a → b) → (a → b)  a → b, i.e., a → b ∈ F . Conversely, if a → b ∈ F , then a  ((a → b) → (a → b)) → b  b, by
(29). 
Let  be the consequence relation of the class
K∗ := {〈A, F〉: 〈A,〉 ∈ K},
i.e., the rules derivable in  are just those that are validated by all the matrices in K∗ (in the sense of Section 6). Then 
is a sentential deductive system, and by Theorem 4.3, it is equivalent to |K , the translations being τ = {〈x → x, x〉} and
ρ = {x→ y}. (We rely here on (27).) This shows that
Fact 13.4.  is ρ-order algebraizable, and K is its ρ-ordered model class.
Fact 13.5. K∗ = Mod∗().
Proof. If 〈A,〉 ∈ K, then F ∈ FiA, by deﬁnition of , and Ω A F = idA , by (27) and Theorem 7.2(i). Conversely, suppose
〈A, F 〉 ∈ Mod∗() and deﬁne F on A by aF b iff a → b ∈ F . Then 〈A,F 〉 ∈ K, by Theorem 7.2(ii), and FF = F , by (28),
so 〈A, F 〉 ∈ K∗ . 
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This follows from Theorem 7.18. The axiomatization of  supplied by the proof of 7.18 can be replaced with one that is
shorter and more recognizable. Using the labels from Example 7.4, the axioms are (B), (C), (I),
 ((x → x) → x) → x
 [((x → y) → (x→ y)) → y] → y
 x→ (y → (y · x))
 (x → (y → z)) → ((y · x) → z)
and the inference rules are
x→ y, y → z  x→ z
x, x → y, y → x  y.
Without relying on any particular axiomatization, we can show:
Fact 13.7. x, x→ y  y.
Proof. The chain 0 < 1 < 2 < 3 becomes the order reduct of a CRPS 〈A,〉 if we deﬁne · and → as follows11:
· 0 1 2 3
0 0 0 0 0
1 0 1 2 2
2 0 2 2 2
3 0 2 2 3
→ 0 1 2 3
0 3 3 3 3
1 0 1 3 3
2 0 0 3 3
3 0 0 2 3
Notice that 〈A,〉 satisﬁes (28) and (29), so it belongs to K. Therefore,
F = {a ∈ A: a → a a} = {1,3}
is a -ﬁlter of A, and 〈A, F〉 is a reduced matrix model of , by Fact 13.5. Now F is not upward closed, i.e., it is not
closed under modus ponens. Indeed, 1 ∈ F and 1→ 2= 3 ∈ F but 2 /∈ F . Thus, modus ponens is not a derivable rule of
.12 
14. Problems
Problem 14.1. In Theorem 9.14, are the assumptions on M independent? Speciﬁcally, if M is continuous, must it commute
with homomorphic inverse images?
For a non-polar sentential system , the Leibniz congruence operator Ω is continuous iff  has a ﬁnite set of equivalence
formulas in the sense of Deﬁnition 7.10. Thus, Ω commutes with homomorphic inverse images whenever Ω is continuous
(see [17] and its references). Problem 14.1 asks whether the corresponding result for M is also true. The theory T xy is
more opaque than its counterpart in the case of equivalential logics, and this seems to prevent imitation of the argument.
In this connection:
Problem 14.2. Does the theory T xy in Deﬁnition 9.9 have an intelligible syntactic characterization (not assuming direction-
ality)?
Pałasin´ska and Pigozzi solved an analogous problem in [51], but their analysis was based on different deﬁnitions (as
explained in Section 12).
Problem 14.3. Is E order algebraizable? Is S4MP order algebraizable?
11 Associativity of · can be veriﬁed quickly by noticing that it agrees with the minimum operation of  on {0,2,3}, while its restriction to {0,1,2} is the
fusion operation of the 3-element Sugihara monoid. Therefore, any potential failure of the associative law must involve both 1 and 3. It cannot involve 0, as
0 is absorptive, so it cannot involve 2, as 2 is absorptive except in relation to 0. This leaves six cases, in all of which both sides of the law take the value 2.
12 It would take no extra effort to arrange here that  is algebraizable, with equivalence formulas {x → y, y → x}, rather than merely {x → y}-order
algebraizable. It suﬃces to add the postulate a · a  a (i.e., a  a → a) in the deﬁnition of K. This gives K an equationally deﬁnable order, just as in
Example 7.13(1). The operation · on A is idempotent, so we still have 〈A,〉 ∈ K.
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logics that are equivalential. (This includes all quasi-normal modal logics weaker than S4MP, as well as many dynamic and
tense logics—see [17, Ch. 3].) The problem highlights the current absence of any general method that could be expected to
settle it negatively. I conjecture that the full system E cannot be order algebraized in any way. But, even if the syntactic
arguments in the proof of Theorem 7.7 can be extended to conﬁrm this, that would be less satisfying than a readily falsi-
ﬁable ‘ρ-free’ and ‘M-free’ characterization of order algebraizability, applicable in principle to other logics of the kind just
mentioned. In particular:
Problem 14.4. Is order algebraizability characterized by a tangible property of the Leibniz congruence operator? If not, can
it be characterized transparently in terms of any other operator of an absolute kind?
The Leibniz congruence operator can be generalized to arbitrary deductive systems, and it is then invariant under equiv-
alence, i.e., ΩT = ΩΛT for all Λ and T as in Deﬁnition 4.2. In this framework, Ω remains injective on the theories of all
algebraizable systems (cf. [11]). Gyuris [32, Ch. 4] points out that some inequational consequence relations have nontrivial
automorphisms Λ (when considered as algebras of theories, as in Section 4). It follows that no operator on the theories of
deductive systems can be both invariant under equivalence and injective on the theories of all order algebraizable systems.
This makes it harder to imagine a satisfying positive answer to Problem 14.4.
Problem 14.5. Which order algebraizable systems are fragments of algebraizable systems?
No exceptions are known at present. A solution may need to involve completions of po-sets with operations.
Problem 14.6. Which equivalential systems have an order algebraizable extension with the same set of theorems?
The extension of E→ (or E→,¬) by the rule x  (x → x) → x is order algebraizable in essentially the same way that
the Lambek calculus is, and the corresponding extensions of E and of E→,∧ are algebraizable [41]. In all of these cases,
the extension has the same theorems as the original system [31, p. 30], [40]. The rule of necessitation x  x is similarly
admissible in quasi-normal modal logics, and its addition to any of these systems induces algebraizability.
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