The results of numerical simulations of sorption is corroborated with experiments. The effect of distributed damage on moisture flow is studied. The effect of moisture isotherm hysteresis is considered in modeling. Experimentally obtained modeling parameters for mortar and concrete are reported. The simulations well agree with experiments at early stages of moisture ingress.
Introduction
The rate of freeze-thaw deterioration, chemical attack, corrosion of reinforcement, and many other deleterious processes in concrete structures are strongly dependent on the rate of moisture ingress. The rate of moisture ingress is heavily influenced by the degree of saturation and the presence of damage. Concrete, during its service life, is rarely saturated and some degree of damage is often present (e.g. due to freeze-thaw) [46] . Distributed damage in concrete significantly increases the rate and the amount of moisture ingress [17, 72, 73, 24, 1] . While unsaturated moisture transport in concrete material has been studied (e.g. [23, 33, 37, 21] ), limited research exists on unsaturated moisture transport in damaged con-crete [35, 69, 39, 75, 76, 19] . Specifically, modeling studies on unsaturated moisture transport in damaged cementitious material are very scarce [63, 20, 7, 11] . In this paper, we investigate the accuracy of the classical model (including hysteresis) for simulating unsaturated water absorption in damaged mortar and concrete.
The majority of the previous studies on moisture transport in damaged cementitious material were experimental in nature. These studies have shown that, for example, chloride migration (as tested by Rapid Chloride Permeability Testing) increases in concrete after subjecting concrete to compressive loading above 75% of its compressive strength [54, 68] ; found that water permeability generally increases with damage [1] ; found that discrete cracks have a significant effect on water permeability [53] ; found that chloride penetration increases in damaged samples, irrespective of the presence of mineral admixtures [45] ; found that the permeability of discrete cracks increases proportional to the cube of the crack opening displacement in specimens. They also showed that the use of fiber reinforcement increases the crack tortuosity. In a recent study, the effects of distributed damage on mass transport was shown to be dependent on the mechanisms of transport considered ( [18] ).
The previous experimental studies have offered significant insights as to the effect of damage on the mass transport properties of damaged cement-based material. While a significant amount of experimental data for damaged cement-based materials are available in the literature, the numerical simulation of unsaturated moisture flow in damaged cement-based material is not well studied. In contrast, numerous studies have simulated moisture flow in undamaged materials (e.g. [25, 59, 47, 41, 4] ). Numerical simulations are of significant interest since many service-life prediction models need to account for the effects of damage -characteristics which significantly affect moisture flow in concrete structures ( [57] ).
Recent examples studying moisture flow simulations in damaged cementitious material include the followings. Grassl [20] developed a lattice model, modeling 2D fractured materials, to simulate moisture flow in concrete with distributed cracks. Pour-Ghaz et al. [47, 48] compared simulations of unsaturated moisture flow from saw-cuts, an idealized crack, to X-ray radiography images. Van Belleghem et al. [63] compared flow regimes from numerical simulations of unsaturated moisture flow in discrete cracks with X-ray images, showing good comparison between the numerical model and X-ray images. These numerical investigations demonstrated the feasibility of numerical simulations of unsaturated moisture flow in cement-based materials. However, neither the effects of varying degrees of damage in the form of distributed cracks nor the effect of moisture retention hysteresis have been studied.
The classical model describing unsaturated mass transport in porous media is Richards' equation ( [52] ), modeling capillary suction. Richards' equation has been identified as a valid model for mass transport in building materials [71] . Analytical solutions to Richards' equation have been developed for simple geometries [8, 44, 43, 70] . Analytical solutions are generally feasible in simple geometries subjected to simple boundary conditions. Practical applications, however, often requires numerical solution to Richards' equation using, for example, the Finite Element Method. The Finite Element Method solutions of Richards' equation have been used previously to analyze unsaturated moisture transport in concrete (e.g. [63, 47, 48] . However, these studies investigated cementitious material with discrete cracks. Therefore the feasibility of using classical isothermal unsaturated moisture transport to model moisture ingress and moisture hysteresis in mortar and concrete with distributed damage remains an open question.
Numerical methods

General
In this paper, moisture absorption is modeled using the Richards' Equation (Eq. (1)) [52] for unsaturated moisture flow. Eq. (1) is the classical governing differential equation for isothermal unsaturated flow
where K ¼ KðhÞ (mm/hour) is the unsaturated hydraulic conductivity, h (mm 3 /mm 3 ) is the volumetric moisture content, h (mm) is the capillary suction, x i (mm) is the spatial coordinate (i,j = 1, 2, 3 for three dimensional space) and d ij is the Kronecker Delta function which accounts for the gravitational effect. Eq. (1) is generally solved using a numerical methods such as finite element method.
In this work we have used a commercially available software (HYDRUS 3D) for this purpose and the details of modeling methods are discussed in Section 2.4.
Material model
The unsaturated hydraulic conductivity (K) in Eq. (1) is a function of capillary suction (i.e., K ¼ KðhÞ). Experimental measurements of unsaturated hydraulic conductivity are generally difficult and time consuming. These measurements are especially challenging for cement-based materials due to the fine pore size distribution resulting in high capillary suction at low water contents [47, 48] . Alternatively, the unsaturated hydraulic conductivity can be expressed as a product of the saturated hydraulic conductivity, K s , and the relative hydraulic conductivity, 0 < K r < 1:0 (i.e., K ¼ K s K r ). Such a model, commonly used in soil physics, has been shown to well-represent the unsaturated hydraulic conductivity in cement-based materials [59, 50, 55] . The value of K s can be experimentally measured using Darcy's law. The relative hydraulic conductivity is related to water content and capillary suction by Mualem's model [38] (Eq. (2))
where 0 6 H 6 1:0 is the effective material saturation, and h s and h r are the saturated moisture content and the residual moisture content, respectively. In this work, h s is experimentally obtained for each degree of damage and h r ¼ 0 [47, 48] . Further discussion of determining h s is provided in Section 2. I is an empirical parameter which has been described as accounting for tortuosity and connectivity of pores [38] . Mualem proposed I ¼ 1 2 as an optimal value for 45 undisturbed soils; however, he noted that values for I can take positive or negative values. Values for soil have been shown to range from À8.83 to 100 [56, 74, 58] . Kosugi argued that I has no physical significance and should be interpreted as a fitting parameter ( [28] ). Values of I for cementitious materials and especially for damaged cementitious materials are not readily available [59] . reported values of À3.0 and 35.2 for mortar and concrete, respectively [50] . concluded that the values of I can take positive or negative values, but are generally negative.
It should be noted that the choice of h r = 0 is mainly for convenience since it does not introduce a significant modeling error and does not require elaborate measurements. In theory, the value of h r should correspond to the water content of the material at equilibrium with 11% relative humidity. This condition results in the formation of a monolayer of physically adsorbed moisture on calcium silicate hydrate [2, [13] [14] [15] , which can be only achieved under extreme drying conditions. In this work, we choose h r = 0 following [47, 48] to also avoid inconsistency in modeling between mortar and concrete since the actual value of h r for concrete is unknown for our materials.
In this study, values of I are estimated by model training using maximum likelihood approach [29] . For such an approach the data need to be split into two sets: training and validation set. In this study only limited supply of experimental data is available. In such situations, using cross-validation methods may provide more accurate solutions of I. However, cross-validation methods can be very computationally expensive due to the computational cost of moisture transport simulations. We therefore use the maximum likelihood least squares fitting approach by splitting the experimental data into training and validation set using random number generators. Training set consisted of 33% of the data and validation set consisted of 67% of the entire data. Note that the training set was not used in comparison of the simulations and experiments results in Section 4 of this paper (only validation set was used). More information on the maximum likelihood least squares fitting approach can be found in [29] .
To integrate Eq. (2), the effective saturation should be expressed as a function of capillary suction (i.e., H ¼ HðhÞ). Different models for H ¼ HðhÞ have been developed [27, 6] . The model proposed by [65, 64] is used in this study and is shown in Eq. (4)
where a and n are fitting parameters (a, inversely proportional to the mean pore diameter (mm À1 ) and n (non-dimensional) is the curve shape parameter). These fitting parameters are obtained by fitting Eq. (4) to experimentally obtained water retention curves using the least squares method [29] . In the case of cement-based materials, instead of water retention, H ¼ HðhÞ, it is more common to measure the sorption isotherm of material (i.e., H ¼ HðRHÞ, RH = relative humidity). The sorption isotherm can then be converted to retention curve using Kelvin-Laplace Equation (Eq. (5)) [47, 30, 16, 5] :
where R (J K À1 mol À1 ) is universal gas constant, T (K) is the temperature, M (kg/mol) is the molecular mass, and g is the gravitational constant (9.81 m/s 2 ). We would like to point out here that an alternate form of Eq. (5) may be written in terms of surface tension, c (N/m), and capillary radius, r (m):
is the density of water. This form is useful when the capillary radius is required.
Material model with moisture retention hysteresis
The procedure for determining moisture retention curves described above is valid for both drying and rewetting of the material. However, moisture retention curves obtained using an initially-saturated specimen do not consider the effects of hysteresis. While the assumption that the parameter n remains unchanged during hysteresis has been shown to be an acceptable approximation [42, 26] , the re-wetting hydraulic parameters a w and h w s should be separately determined for the hysteresis model.
Since obtaining adsorption isotherms generally requires significant experimental time due to diffusion and dissolution of trapped air, which may be impractical in many cases, we use an analytical expression for a w and experimental data to determine h w s . In addition, we approximate that the saturated hydraulic conductivity, K s , and tortuosity-pore connectivity parameter, I, remain the same in both drying and re-wetting. Such approximations regarding the parameters K s and I may result in overestimation of initial sorptivity, as the magnitude of saturated hydraulic conductivity often decreases after drying [61, 3, 36] . Unfortunately, historydependent data for K s and I in damaged cementitious material are nonexistent.
The re-wetting parameter a w is physically related to the mean pore diameter after the first drying cycle. In porous materials, a w is generally larger than in the first drying case (i.e. a w > a), which is largely due to air-entry into the pore system. a w = 2a is commonly accepted as a first approximation [26] and is used herein.
The saturated moisture content of a re-wetting material is less than that of the initial saturation (i.e. h s > h w s Þ due to the presence of air in large pores. Here we determine h w s using experimental absorption data (from the sorption test, discussed in Section 3.6). The sorption measurements beyond 90 days show negligible mass gain of the samples and, as such, it is assumed here that h w s is equal to the saturated moisture content after 90 days of rewetting. While this rough approximation may lead to slight underestimation of the saturated moisture content of the rewetting material, it was found to be suitable for the hysteresis model presented. Ingress is defined as, i ¼ Vw A , where V w (mm 3 ) and A (mm 2 ) are the volume of absorbed water and cross-sectional area of the absorbing specimen, respectively. If assumed to be in a completely saturated state,
where V s is the volume of the specimen. By rearranging, we obtain the expression for the rewetting volumetric saturated moisture content: h w s ¼ iA V s . The use of hydraulic parameters h w s and a w have significant implications on the moisture retention curves of the re-wetting material. To illustrate this, Fig. 1 shows drying and rewetting moisture retention curves for concrete and mortar with the highest degrees of damage. We note that the initial drying curves shown in Fig. 1 were determined by using Eq. (5) to convert RH to h from the desorption isotherms. Then the complete curve was plotted by determining the fitting parameters in Eq. (4) using the experimental data. The rewetting curves were then determined for the same materials using a w = 2a and h w
Numerical simulation and experimental corroboration
In this work, a commercially available Finite Element Software, HYDRUS 3D, was used [60] . The sorption test was simulated by modeling water sorption in a 100 mm Â 25 mm cylinder. Zeroflux boundary conditions were applied to all surfaces except the bottom surface were the sample was in contact with water. The boundary condition at the bottom surface was saturated boundary condition. Uniform initial moisture content, h i , were considered in this study; values for h i were experimentally obtained and are tabulated in Section 4. It should be noted that the specimens used for sorption measurement were conditioned according to ASTM C1585, which does not guarantee a uniform initial moisture distribution. Achieving a uniform initial moisture distribution requires long-term conditioning, on the order of a few years [9] . Therefore, in this work the simplifying assumption of uniform initial moisture condition was considered. The discussion of the effect of conditioning can be found in [9] .
Finite element modeling consisted of tetrahedron elements with a maximum dimension of 1.0 mm. The finite element model was solved in terms of moisture content. The material parameters determined using the methods discussed in Sections 2.2 and 2.3 (reported in Tables 2 and 3, Section 4.2) were input directly into the HYDRUS 3D.
Materials and methods
Materials
Both mortar and concrete were used. Table 1 reports the mixture proportions for concrete and mortar. It should be noted that the mixture proportions reported in Table 1 are for saturated surface dry (SSD) fine and coarse aggregates. No air entraining agent was used. Entrapped air is taken in this work as a part of the open porosity. The open porosity of the hardened material can be taken as the volumetric moisture content at saturation as discussed in [22] . In this work, the volumetric moisture content at saturation was experimentally measured. For both materials, cylindrical samples with dimensions 200 mm Â 100 mm (100 mm diameter) were cast. All specimens were cut into disks (25 mm Â 100 mm) after 24 h of sealed curing and then were stored for 12 months in lime saturated water. This was done to ensure uniform saturation, minimize leaching, and to uniformly mature the specimens. More detailed discussion of the benefits of lime-saturated curing may be found in [62] .
Freeze-thaw loading
Specimens were subjected to freeze-thaw loading in an aircooled chamber to induce different degrees of damage following the procedure in [32] . To keep the specimens saturated during test-ing, they were wrapped in water-saturated cloth and sealed in a thin plastic sheet. To obtain a similar degree of damage in mortar and concrete, different temperature profiles and number of cycles were used in each material.
In concrete, the freeze-thaw cycle lasted 12 h. Each cycle consisted of a 2-h cooling period from 20 to À23°C, a 4-h rest period at À23°C, a 2-h heating period from À23 to 20°C, and a 4 h rest period at 20°C. A maximum of 5 cycles were used in concrete.
In freeze-thaw loading of mortar, each cycle was 4 h, including a cooling period from 21 to À35°C and a heating period to 21°C. A maximum of 25 cycles was used in mortar. Concrete specimens with five different degrees of damage (10, 21, 29, 36, and 47%) and mortar specimens with three different degrees of damage (18, 30 , and 48%) were prepared. The method of quantifying damages is provided in the next section.
Quantifying damage due to freeze-thaw
The degree of damage after a given number of freeze-thaw cycles was quantified using the change in dynamic elastic modulus using active acoustic emission similar to [51, 18, 32] . Active acoustic emission describes a method in which a series of acoustic pulse (four discrete pulses in this work) is sent by an acoustic emission sensor and is captured by another sensor (pitch-catch). Then, the . Acoustic emission sensors with a peak frequency of 375 kHz were used. Sensors were installed on opposite sides of 25 mm thick disk specimens, the perimeter of which were slightly trimmed tangent to the edge to properly install the sensors. Disk specimens were then placed on a layer of acoustic mat on a rigid, stainless steel frame. Damage was estimated based on the wave travel time in undamaged and damaged specimens and calculating the relative elastic modulus:
where E t is the dynamic elastic modulus after freeze-thaw damage, E 0 is the initial dynamic elastic modulus (before freeze-thaw damage), t t is the signal transmission time after freeze thaw, and t 0 is the signal transmission time before freeze-thaw damage. In Eq. (6), the change in density of the damaged material is considered negligible.
Desorption isotherm
3.4.1. Concrete Specimens, with different degrees of damage, were conditioned at five relative humilities (50%, 65%, 75.3%, 85.1%, and 93.6%). The concrete specimens had an average mass of 52.5 g and an average thickness of 5.64 mm. The specimens were cut from the center of cylinder using a precision tile wet-saw before freeze-thaw loading. The RH values were selected from standard salt solutions: NaCl 2 (75.3% RH), KCl (85.1% RH), and KNO 3 (93.6% RH) following the work by [10] , except for the 50% and 65% RH where environmental chambers were used to fill intermediate RH values. Specimens were conditioned using saturated salt solutions, except for the 50% and 65% RH where environmental chambers were used to fill intermediate RH values. Equilibrium at a given relative humidity was defined as a change in mass less than 1.0 mg in one month. A total of three replicate specimens were used for each degree of damage (a total of 108 samples for all degrees of damage and RH). The total time required to reach equilibrium for all the samples and complete all measurements was approximately 9 months. Note that measurements were performed simultaneously. It was found that the time to reach equilibrium (regardless of the RH increment) was shorter for materials with higher degrees of damage. This may be, in part, attributed to higher porosity and higher pore connectivity of materials with a higher degrees of damage.
Mortar
To measure desorption isotherm of mortar specimens with different degrees of damage, an automated sorption analyzer was utilized. Small samples (0.5-1.5 mm thick, weighing 50-100 mg) were used; these samples were cut with a precision Scanning Electron Microscope wet-saw operating at 120 rpm with 5g of added mass to ensure the samples were not damaged during cutting. We note that this careful procedure was especially important at high degrees of damage, when the material had a degraded strength. These samples, with an average dimension of approximately 1 mm well represented the bulk material in absorption simulations. A discussion of the effect of sample size is provided in Section 4. In the sorption analyzer, mass of the specimens were monitored while the relative humidity was sequentially dropped from 97.5% to 0% RH, with a 5% RH decrease between each successive step after reaching equilibrium. Equilibrium was defined as a mass change less than 0.001 mg within 15 min. This criterion was previously developed, tested, and validated in the comprehensive studies by [67, 66, 10, 49] .
Saturated hydraulic conductivity
The saturated hydraulic conductivity (K s ) measurements were performed using an in-house developed equipment shown in Fig. 2 . The details of the saturated hydraulic conductivity test can be found in [18] . Measurements were performed on initially saturated 25 mm thick disks. It is important to note that the specimens were never dried. A total of three replicates were used for concrete and a total of four replicates were used for mortar at each degree of damage.
Water sorption
Sorptivity test describes the water absorption by capillary suction. To measure the amount of absorbed water by the specimen, the specimen was placed in contact with water and the mass of the specimen is monitored over time. In this work, water absorption was carried out following ASTM C1585; however, experiments were carried out up to 90 days rather than the specified 7 day testing duration. The specimen conditioning according to ASTM C1585 requires drying of the specimen at 50°C. It is assumed that this drying did not induce further damage, since no large temperature gradients are present across the sample in this procedure.
Prior to the experiments, the perimeter of the specimens was sealed using epoxy. To avoid contamination of circular crosssectional surfaces with epoxy, they were covered with pieces of paper during the application of epoxy.
Scanning Electron Microscope
Specimens analyzed by a scanning electron microscope were oven dried at 50°C for 48 h. To minimize cracking that may result from polishing and cutting, the specimens were penetrated with ultralow viscosity epoxy under a high-pressure vacuum pump (0.015 mmHg). The epoxy-conditioned specimens were then oven cured at 50°C for 10 h followed by cutting and polishing with carbide sandpaper. The polishing consisted of sanding with low-grit to progressively higher grit sandpaper (60, 120, 240, 320, 400, 600, 800 and 1200 grit) and half-micron diamond suspension. The backscattered mode was used for SEM imaging with pressure and accelerating voltage of 30 Pa and 20 kV, respectively.
Results and discussion
Freeze-thaw damage visualization and detection
SEM images for six degrees of damage are shown in Fig. 3 , the left column shows SEM images of concrete and the right column shows SEM images of mortar. These images are provided to visualize damage in the materials. In the images shown, it is clear that freeze-thaw damage is distributed across the cement paste phase, although some fractures are observed along the aggregate boundaries. As damage increases, the fractures become interconnected and wider in both mortar and concrete. In Fig. 3 , fracture widths, in all degrees of damage, are below 25 lm. However, pore sizes, for cement paste in general, range from nanometers to approximately 0.05 lm [34] . The mortar specimen sizes used in this work for obtaining desorption isotherms are, at a minimum 100-2500 times larger in dimension than the distributed pore or fracture systems. Consistent with representative volume element (RVE) size discussed by [40] , the specimen sizes used for desorption isotherms of mortar are much larger than the microstructure, and therefore, well-represent bulk material properties. By the same argument, the use of desorption analyzer was deemed inappropriate for measuring desorption isotherms of concrete due to the large aggregate sizes. Indeed, the concrete specimens tested here had aggregates with a maximum size of 19 mm, resulting in a much larger RVE size than mortar.
The damage shown in the material depicted in Fig. 3 was quantified using the change in elastic properties using active acoustic emission methods. In Fig. 4 , the measured degrees of damage using active emission for both mortar and concrete are reported. The error bars in Fig. 4 represent standard deviation. The degree of damage in mortar and concrete increases linearly with the number of freeze-thaw cycles. Fig. 5a and b show the measured desorption isotherms for mortar and concrete specimens, respectively. The desorption isotherms of mortar have a higher number of data points and a wider range of RH values, as compared to that of concrete, since they were measured using an automated sorption analyzer.
Material parameters
For both materials the isotherms shift upward with increased damage, indicating damage increases porosity over a wide range [18] . The van Genuchten model (Eq. (4)) was fit to these isotherms, after converting them to water retention curves using Eq. (5) . The van Genuchten model parameters for mortar and concrete are reported in Tables 2 and 3 respectively. The values for saturated hydraulic conductivity (K s ), saturated moisture content (h s ), empirical parameter I, and the rewetting parameters (h w s and a w ) are also reported in Tables 2 and 3. In Tables 2 and 3 ''C" and ''M" stand for concrete and mortar respectively, and the number following these letters indicates the degree of damage.
We would like to point out here that while Mualem [38] proposed the parameter I to account for tortuosity and pore connectivity, such a physical interpretation may be only meaningful if I P 0 in the classical model of unsaturated hydraulic conductivity [12] . In this study, using the approach described in Section 2.2, satisfactory results were found for negative values similar to the works in [59, 50, 56, 74, 58] .
In addition to I, the saturated hydraulic conductivity (K s ) and open porosity (h s ) have significant effects on the sorptive behavior of cement-based materials. In particular, K s considerably influences initial sorptivity. K s is shown in Fig. 6a to increase with the degree of damage in both mortar and concrete. Fig. 6b shows that h s increases with damage, similar to the increase of porosity observed in desorption isotherms. 
Simulation of unsaturated moisture transport in mortar
Results of the experimental measurements and numerical simulations of water absorption of mortar with different degrees of damage are compared in Fig. 7 . Simulations of water absorption using the material model without hysteresis (from the desorption isotherm) and the proposed material model including hysteresis are included. The results are presented as volume of water (mm 3 ) absorbed per water absorbing surface (mm 2 ) of the sample versus square root of time (day 1/2 ). The results were compared for the first 90 days. Note that for each degree of damage, simulation results are compared with experimental results from two samples.
In Fig. 7 , for all degrees of damage, the results of simulations of water absorption in mortar compare well with experimental results at early stages of water absorption. In simulations where hysteresis is considered, early-stage results more closely match experimental results. The slope of the first linear portion of the experimental and numerical results, initial sorptivity, is calculated and plotted as a function of degree of damage in Fig. 8. Fig. 8 confirms that the results of simulation for the initial stages of water absorption agree well with experimental results, particularly in simulations where hysteresis is considered.
In Fig. 7 , at later stages of water absorption, simulation results deviate from the experimental results. The deviation increases with damage level. As the damage increases, a sharp ''knee point" appears in both experimental and numerical results. There is, however, a distinct difference between the numerical and experimental results after the knee point. In simulated results the sharp transition marks the transition from unsaturated to saturated state of the sample while in experimental results the specimen continues to absorb water after the knee point. In experimental results, the knee point marks transition from capillary suction to air diffusion and dissolution mechanism of water absorption [17, 18] . Since Richards' Equation does not account for air diffusion and dissolution mechanisms, in simulation results (Fig. 7) , the specimen continues to absorb water with capillary suction until saturation [31] . However, in experimental results, the specimen continues to absorb water after the knee point, largely due to the effects of air diffusion and dissolution mechanisms. 
Simulation of unsaturated moisture transport in concrete
Results of the experimental measurements and numerical simulation of water absorption in concrete with different degrees of damage are compared in Fig. 9 . Simulation results considering hysteresis are also reported. Similar to the results for mortar specimens, the results are compared for the first 90 days. Note that for each degree of damage, simulation results are compared with experimental results from two samples.
The results in Fig. 9 are similar to the results presented in Fig. 7 . At early stages of water absorption, the simulation and experimental results agree well while they diverge at later stages of water absorption. Simulations considering moisture hysteresis are shown to more closely match experimental results in both late-and earlystages of moisture. This is largely due to the improved estimation (relative to using drying data) of saturated moisture content after drying. Fig. 10 , similar to Fig. 8 , compares the initial sorptivity calculated from experimental and numerical results. Again, Fig. 10 confirms that the results of simulation for the initial stages of water absorption agree well with experimental results. Considering the effect of hysteresis in the simulations significantly improves the estimation of initial sorptivity at higher degrees of damage.
Discussion of unsaturated moisture absorption modeling using the classical isothermal model
Simulation of moisture ingress using Richards' Equation only describes the physics of capillary suction. For cementitious material with distributed damage, the accuracy of simulation results is highly dependent on the experimentally obtained isotherms and hydraulic parameters. In particular, the value of saturated hydraulic conductivity and open porosity significantly affect the simulation results. The advantages of using the simulation techniques presented in this paper are (i) the material parameters are directly measured using well-researched and well-developed experimental techniques, (ii) simulation of moisture absorption using Richards' Equation requires relatively few modeling parameters, and (iii) the material model considering hysteresis does not require the adsorption isotherm -the acquisition of which may require considerable experimental time.
However, the simulation techniques presented herein have some limitations. The simple moisture hysteresis model does induce some uncertainty, since modeling parameters do not originate from the adsorption isotherm. Moreover, in the modeling approach used here, ''homogenized" material parameters are used which account for the overall contribution of matrix and fractures, and therefore, this model neglects direct simulation of matrix-fracture moisture transfer. While early-stage simulation results were generally satisfactory, neglecting matrixfracture interaction and air diffusion/dissolution lead to the divergence of simulation results from experimental results in late-stages of water absorption where hysteresis is not considered. To improve simulation results at late-stages of water absorption, especially at high levels of saturation and damage, the feasibility of advanced models such as dual-permeability or dual-porosity should be studied. Furthermore, models for airdiffusion and dissolution may improve simulations of late-stage moisture absorption. 
Conclusion
In this work, a classical isothermal unsaturated moisture transport model was used to simulate moisture ingress in mortar and concrete with a wide range of damage. In the material model where hysteresis was not considered, material parameters were obtained from experimental measurements. For the material model accounting for hysteresis, material parameters were developed based off experimental and analytical means. The results indicate that, for all levels of damage, the classical isothermal unsaturated moisture transport model well simulates the early stages of moisture ingress in mortar and concrete where capillary suction is the underlying mechanism. At later stages where air diffusion and dissolution mechanisms as well as matrix-fracture interaction play a more significant role, the results of simulations excluding the effects of hysteresis, deviate from experimental measurements. In contrast, results of late-stage water absorption in simulations considering hysteresis more closely match experimental results. The use of more advanced material models might be necessary to obtain more accurate results at later stages of water absorption.
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