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standard computational constructs like logic gates, directed propagation of information, etc. In addition, we have demonstrated the potential of dynamic circuit creation by physically encoding differential equations and generating quantitative solutions for heat diffusion [24] [25] and mutation of normal cells into cancer cells. 26 The molecular assembly functions similarly to the graph paper of von Neumann, where excess electrons move like colored dots on the surface, driven by variation of free energy that leads to emergent computing. [27] [28] [29] [30] The assembly processes ~300 dots at a time, whereas the fastest processors today operate only one bit/dot at a time per channel.
Realization of a DDQ computing grid Then the desired conducting/logic states 0, 1, 2 or 3 are written by applying a pulse of -1.6, 1, 1.3 or 1.6 V tip bias respectively for 5-10 µs at ~300 K. State 3 appears as a brighter sphere in the STM image due to having an additional trapped electron than in state 1. State 2's brightness is between that of state 1s and state 3s as it has a more elongated prolate-shape than state 0. Fig. 1c shows detection of four states. The STM image is represented by a 2D map (matrix) of states 0, 1, 2, and 3, which are denoted by blue, green, yellow, and red balls respectively (Fig. 1d ).
The connecting region between two neighboring DDQs with more than 60% of the peak tunneling current observed on the molecules is considered as a wire, which is represented by a solid line in Figs. 1e and 1f. Thus, we get a circuit where one molecule is connected to a distinct number of neighboring molecules with which it interacts at a time. This interaction is referred to as one-to-many interaction at a time in this article.
The neighborhood of a molecule or CA cell varies from 2 to 6 in the eight molecular circuits possible in the top monolayer. Continuous scanning of the bi-layer by changing the tip bias from -2 V to +2 V in a loop reveals eight distinct circuits (Fig. 1g) . In a matrix, if states 0 or 2 are in excess of 60% within ~20 nm 2 area, the DDQs prefer to reassemble into a circuit of Type 7 or 2 respectively. If the number of state 1s are more than 50% or the number of state 3s are more than 30 % in a ~20 nm 2 area, then a circuit of Type 1 or 5, respectively, is created (Figs. 1f, g ). As we write a matrix, depending on the concentration of excess electrons (state 1s and 3s), DDQs in some part of the matrix region re-orient to the nearest energetically favorable circuit. Hence, for every new input matrix, a unique arrangement of several circuit-domains is created automatically (Fig. 1g,   Movie 3 ). Thus the density of free electrons in an input pattern, the transformed circuit and the logic state transport rules are correlated.
Switching of an entire molecular arrangement as a function of applied bias has been reported for different molecules (SI b). [19] [20] [21] [22] [23] However, the co-existence of multiple circuits side-by-side, as demonstrated in Fig. 1g , has not been observed. Due to weak inter-layer coupling (Fig. 1b) and strong coupling among surface molecules, the top monolayer relaxes almost independently. This leads to the survival of multiple circuits.
Therefore, excess electrons supplied to the assembly via states 1 and/or 3 find themselves in a potential surface of valleys and hills; 5 this triggers their spontaneous motion to minimize the free energy. Since the encoding process re-defines the mode of interaction of DDQs with their neighbors, the excess electrons do not move randomly, but rather they follow well-defined rules (SI c). In particular cases, the spontaneous evolution of the input matrix requires an additional trigger by scanning the surface at -0.98 V. All states of the entire logic pattern are erased to state 0 by scanning the surface at -1.6 V, and it is possible to use the same surface repeatedly for pattern evolution.
Logic state transport rules
We have identified the following seven categories of rules ( Fig. 2) The order of relative circuit areas for an input pattern determines the order of execution of Rules. The algorithms used to program these rules in our simulator are described in the online text (SI h).
Conventional CA computing
Writing, erasing and retrieving information: In Fig. 3a we demonstrate the sequential writing of a state 1 matrix on a state 0 surface. The states are stored as static information until spontaneous pattern evolution is triggered externally. By scanning the surface at -1.68 V one can reset all molecules to state 0, thus erasing the information. To retrieve information the surface is scanned at ~0.2 V (Figure 1d ).
Directed propagation of Information:
To send a complex information packet in a particular direction, we need to write additional states 1s and/or 3s so that an electron density gradient is created along the desired direction of propagation ( 
Mimicking two distinct natural phenomena
Biological computers like our brain do not have logic gates yet they solve complex problems. During computation, the encoded information pattern in the neurons dynamically modulates the neural architecture and continuously evolves to reach a collective solution. Theoretically, by tuning input patterns and CA rules, we can solve several problems without using any logic gates. 34 Here we mimic two natural events in the molecular CA matrix by tuning input patterns and effective CA rules. We encode two distinct input patterns that evolve over time in such a way that the transport of free electrons (or logic states) follows the essential features of diffusion [24] [25] for one input pattern and follows the evolution of cancer cells 26 for the other input pattern. We have also emulated the pattern evolution in a simulator. The global features of the experimental patterns are in reasonably good agreement with the simulated patterns (SI e).
In the diffusion process, a blue ball (state 0) denotes a normal material. When it accepts one electron, it turns to green (state 1). Two excess electrons turn blue to red (state 3). When electrons leave, green and red balls relax to state 2s, which are yellow (Fig. 5a ). To create a directional flow, we write a pattern of straight-lines each composed of alternating state 3 and state 1 so that they form a group and move as a single unit (Fig.   5b ). The direction of flow is controlled by the potential gradient of states in the background. 24, 25 For free energy minimization, the linear arrangement tries to bend into a circular shape, but as it begins to move, the coupling breaks. The broken parts follow the potential gradient independently (Movie 5). We calculate the concentration variation and the rate of electron flow as described in the Method Section and plot them in Fig. 5a . A linear relation suggests a diffusion process; its slope D (2 nm 2 /min) is the electron diffusion coefficient. Fig. 5b shows that gradually over time states 1 and 3 spread homogeneously on the surface. From Fig. 5c we get flux Depending on the input pattern, the fusion of two state 1s into one state 3 may also dominate. When cancer spreads in tissues, it may leave a trace of chromosomal instability (CIN) or state 2. In theory, the inactivation of TSGs follows three successive differential equations. 26 The solution for the third equation (see Methods section) provides the number of cancer cells (state 3s) produced, which in our CA grid is the count of new red balls generated (N3). N3 depends on the cell population, N, in a tissue compartment (Fig.   6b ). We write state 1s in the form of two concentric rings so that they neither converge nor diverge (Fig. 6c) . Thus, an artificial tissue boundary CG is established, wherein N is the total number of DDQs inside CG. We tune u 1 by switching some of the state 0s to state 1s inside CG between every two scans, whereas u 2 is decided by the system itself.
We change N by modifying the separation between the two rings while keeping the inner ring unchanged. Here, the half-life t 1/2 for state 3 is the duration for which N3 is increased to 2N3. We plot average t 1/2 values for different values of N in Fig. 6a . A similar feature between half-life t 1/2 vs. N plot in Fig. 6a and the kinetics of cancer 26 suggests a consistent encoding of a two rate controlled phenomenon in the CA grid. Fig. 6c shows that, at a very low population (N < 290), when the two rings are less than 3 nm apart, the inner ring stabilizes by rearranging the states after which both the rings merge. In this case, almost every collision between two state 1s produces a state 3, and N3 varies with time as ~ 4t 2 (Fig. 6b) During realization of diffusion and cancer growth on a 24×27 molecular-matrix, changes in the STM image contrast at 300 DDQ sites reveal that the Rules are executed at least at 300 sites simultaneously. 18 Cancer may evolve naturally in real tissue of ~ 10 9 cells in ~ 100 years, and heat diffuses in metals at a speed of ~ 100 km/s. However, in a molecular assembly, ~600 cells mutate in 6 minutes, and heat diffuses ~10 nm in 5 minutes. By writing an input matrix, we can tune the grids Δx and hence Δt, and solve several differential equations similar to conventional methods.
Outlook
In order to realize a CA that can carry out a wide variety of computational tasks, it is necessary to obtain a sufficient level of control on the transition state dynamics. The DDQ CA in this article provides an intriguing avenue to achieve such control while still relying on a relatively small and simple molecule. It is not only the interactions of the molecules in the DDQ CA but also the subtle formation of circuits in the molecular toplayer that count in facilitating transitions between states. The evolution of circuits is dependent on an easy-to-control parameter: the charge density in an area. These circuits Fig. 5a ).
In a unit cell, φ is the ratio of total excess electrons Q ( 
Correlating Cancer cell Evolution parameters with the assembly features:
We have three coupled differential equations and two variables: states 1 and 3. Since state 1s can not be generated spontaneously, we encode state 1s using STM between two scans at a rate of Fusion of two state 1s to create a state 3 (left); breaking of state 3 to create two state 1s (right). 
