We report on an improved measurement of the value of the strong coupling constant as at the Z ° peak, using the asymmetry of the energy-energy correlation function. The analysis, based on second-order perturbation theory and a data sample of about 145 000 multihadronic Z ° decays, yields as (Mzo) = 0 118 + 0.001 (stat.) + 0.003 (exp. syst. ) _+°:~(theor. syst. ), where the theoretical systematic error accounts for uncertainties due to hadronization, the choice of the renormalization scale and unknown higher-order terms. We adjust the parameters of a second-order matrix element Monte Carlo followed by string hadronization to best describe the energy correlation and other hadronic Z ° decay data. The t~s result obtained from this second-order Monte Carlo is found to be unreliable if values of the renormalization scale smaller than about 0.15 Ecru are used in the generator.
Introduction
The energy-energy correlation function ,~EEC(~ ) [ 1 ] has been one of the most widely used variables for the measurement of the strong coupling constant c~s in e+e -annihilations [2] [3] [4] [5] [6] . It is defined in terms of the angle gij between two particles i and j in a multihadronic event: 
Ei and Ej are the energies of particles i and j; E~is is the sum over the energies of all observed particles in the event; AZ is the angular bin width. The distribution is summed over all events in the sample under study, as indicated. The normalization is such that the integral of ~EEC(X) from )C = 0 ° to Z = 180° is unity. Two-jet events contribute to 27EEC at values ofx near 0 ° and 180 °. The contributions forz ~ 0 ° arise from correlations between particles in the same jet while the contributions for ;~ ~ 180 ° arise from correlations between particles in the opposing jets. For events with three or more jets, the ,~EC distribution is populated at X ~ 0 ° and at central values of Z-The height of 27EEC for the central values is thus a measure of the rate of hard, acolinear gluon radiation and of as.
Because of the energy weighting, the region around g = 0° is primarily populated by the highest-energy jet in an event: relative to these jets the radiated gluon jets usually appear in the opposite hemisphere, corresponding to Z > 90 o. This suggests the introduction of the asymmetry distribution 27AEEC (Z) [ 1 ] around the value Z = 90°, defined by
• ~AEEC0~) = ,~EEC(180 ° --Z) --'~V'EEC(~) • (2) The subtraction in (2) leads to cancellation of the two-jet component and of theoretical and experimental errors which contribute symmetrically to 27EEC. Therefore 27AEEC has smaller systematic uncertainties than 27EEC. Note that the two-jet component is not useful for a determination of as to second order. In contrast to other measures of as such as jet rates, energy correlations are entirely inclusive and do not require a definition of jets. They are thereby free of theoretical ambiguities related to the so-called jet recombination scheme [7] . Furthermore, the 27AEEC distribution at second order has been shown to be essentially independent of the choice of the renormalization scale [3] [4] [5] [6] . In contrast, the as results from many other distributions show a strong dependence on this scale. This leads to the expectation that ZAEEC should provide one of the most accurate measurements of as from e+e -annihilations at the Z ° energy, before extensions to the second-order theory become available for jet rates and other quantities. In this letter, we report on a measurement of as using the energy correlation asymmetry at the Z ° peak, performed with the multihadronic data sample of OPAL. This is an update of our previous study of energy correlations [3] . Improved understanding of detector performance and increased data statistics lead to a reduction on the error of as (Mzo) relative to what was obtained in this earlier publication.
Data sample
A detailed description of the OPAL detector is given in ref. [8 ] . The detector elements most relevant for this analysis are a large-volume central tracking detector and an electromagnetic calorimeter composed of lead glass blocks. The tracking chamber provides up to 159 measured space points and close to 100% tracking efficiency for the detection of charged tracks in the polar angle region ]cos0] < 0.92; the average angular resolution which is currently achieved is about 0.1 mrad in the plane perpendicular to the beam axis and better than 10 mrad in the direction which includes it. Energy deposits in the electromagnetic calorimeter ("clusters") are measured for over 98% of the solid angle with the calorimeter. Each lead glass block subtends approximately 40 mrad × 40 mrad.
The trigger and multihadronic event selection are discussed in refs. [9, 10] . For this analysis, additional criteria were applied in order to eliminate poorly measured tracks and to obtain well-contained events. Charged tracks were accepted if they originated from within 5 cm of the interaction point in the direction perpendicular to the beam pipe and from within 25 cm in the direction along it. Each charged track was required to have a transverse momentum with respect to the beam direction of more than 150 MeV/c and at least 40 measured space points. Clusters were accepted if they had over 200 MeV of energy and were spread over at least two lead glass blocks. Hadronic events were required to contain at least five charged tracks which satisfied the above criteria and a polar angle 0thrust for the thrust axis, defined using the accepted charged tracks and clusters, which satisfied ]COS0thrust ] < 0.9. In about 1% of the events, a charged track was reconstructed with a momentum value larger than the beam energy: if this momentum value was larger than 60 GeV/c, the event was rejected. Starting from a data sample of about 6.5 pb -1, corresponding to approximately 145 000 multihadronic events collected by OPAL in 1990, we obtained 128032 events after application of these cuts. The average center-of-mass energy, Ecru, was 91.3 GeV. Only charged tracks and clusters which satisfied the above criteria were used for the subsequent analysis.
For the systematic studies which are discussed below, we also selected data samples using either charged tracks only or calorimeter clusters only. For the sample based on charged tracks only, the same track and event selections as given above were used, leading to 134 148 events. For the sample based on calorimeter clusters only, the same cluster and event selections as given above were used except that eight accepted clusters were required to be present in an event instead of five charged tracks: this yielded 126 674 events.
Energy correlation measurements
The measured energy correlation distribution and its asymmetry are shown in fig. 1 ; the numerical values are given in table 1. The distributions have been unfolded for detector acceptance and resolution and for initial-state photon radiation using a bin-by-bin correction procedure which is described in ref. [3] . For the measurements, both charged tracks and clusters are used. The bin widths of 1 ° are considerably larger than the limit of the experimental angular resolution.
The unfolded Z~AEEC is derived from the unfolded SEEC; this yields smaller statistical fluctuations than the case when the unfolded asymmetry distribution is obtained by correcting the measured one directly. The bin-by-bin correction constants are derived from the Jetset parton shower model [11 ] , version 7.2, with Lund string hadronization, in conjunction with a detailed simulation of the OPAL detector [ 12 ] . The parameter values of Jetset have been adjusted by OPAL to describe global event shape measurements [13 ] . This model, used in conjunction with simulation of the detector, provides an excellent description of the energy correlation measurements before the corrections are applied, making it appropriate for the calculation of the correction constants. Except for the first few bins, for which the corrections are about 20%, the values of the corrections lie between 0.93 and 1.09.
The statistical errors of the ,¢~EEC and "~AEEC distributions have strong bin-to-bin correlations because of the jet structure of the events. To evaluate these errors, we therefore generated ten different samples of Monte Carlo events, each with the same statistics as the data sample. The statistical error was set equal to the rms deviation which was observed, for each bin. Two sources of systematic uncertainty were considered: ( 1 ) the error due to imperfections in the simulation program and in event reconstruction and (2) the model dependence of the correction factors. The error due to imperfections in the simulation of the detector and event reconstruction was estimated by calculating the unfolded ZAEEC distribution using only charged track measurements and comparing this to the corresponding result obtained using only clus- ter measurements: the error was defined to be the full difference between these two. The error due to the model dependence of the correction procedure was determined by using a mock data sample generated with the Herwig shower model [ 14] , version 5.0, with detector simulation, and then applying the same Jetset derived correction constants that are applied to the data. Herwig, in contrast to Jetset, uses a cluster mechanism to describe hadronization. The Herwig parameter values have also been adjusted by OPAL to describe the global characteristics of multihadronic Z ° decays, using the technique presented in ref. [ 13 ] #l. The difference between the unfolded
#1
For Herwig version 5.0, we find QCDLAM=0.20, VG-CUT=0.06, VQCUT=0.48 and CLMAX=3.5 for the main parameters which control the momentum distribution of particles; these parameter values, which are now the default ones of Herwig, lead to essentially the same description of global event shape distributions and mean Herwig "data" distribution and the Herwig distribution constructed at the generator level with the same parameter set was taken to be the systematic error introduced by the correction procedure, bin-by-bin. The two sources of systematic errors were added in quadrature to define the total systematic error. The largest source of uncertainty was from the comparison of the cluster and charged track measurements: this error was generally two to four times larger than the other considered uncertainties. Shown in figs. 1 a, b, in comparison to the data, are the hadron level predictions of Herwig and the Cojets [ 15 ] parton shower model, version 6.12. Cojets employs an independent model for quark and gluon hadronization and so provides a third alternative to describe this process, which differs from the string charged multiplicity in Z ° decays as do the parameter set presented for Herwig version 3.4 in ref. [ 13 ] . Table 1 Continued. The parameter values of Cojets have been tuned by its author [ 16 ] to describe global event shape measurements of OPAL. Quark and gluon jets have identical properties for this version of Cojets and the model does not describe OPAL measurements of the string effect [ 17 ] or quark-gluon jet differences [ 18 ] . It is seen that Cojets also does not describe the ZAEF.C distribution well, for X values smaller than about 40 °. Herwig also shows an important discrepancy with the energy asymmetry data, for values of X larger than about 40 °. Jetset, in contrast, agrees very well with our measurements; we do not include the Jetset curve in figs. 1 a, b as it would obscure the presentation of our data. The excellent agreement of Jetset with the energy correlation measurements is visible in figs. I c, d, which shows the deviation of the model predictions from the data in units of standard deviation, for 27EEC and --YAEEC, respectively. The standard deviation is defined using the full statistical and systematic errors of the data points. The Jetset curve is essentially always within one standard deviation of the data points; Herwig and Cojets show much larger deviations from the data.
Measurement of a~s(Mzo)
To determine as, the measured 2?EEC distribution is corrected for the effects of hadronization; the corrected • ~AEEC distribution is derived from the corrected 27EEC, as before. The integral of~'AEEC between 30 ° and 90 ° is then calculated and compared to the predictions of second-order perturbation theory. We employ two different strategies to correct for hadronization; one makes use of a parton shower and the other of a second-order matrix element Monte Carlo.
(i) The data are corrected to the level of quarks and gluons using the Jetset parton shower model, with a cutoffon the perturbative evolution of Q0 = 1 GeV/c 2, where Q0 is the effective virtual mass of the partons. The data so corrected are compared to the second-order analytic formula of Kunszt and Nason [7 ] , valid for massless partons corresponding to Q0 ~ 0 GeV/c 2. A renormalization scale It = Mz0 is used for the argument of as (It) in the theoretical formula. The 1 GeV/c 2 difference between the parton virtuality of the theory and corrected data is small compared to the scale of the jet energies and is not expected to be important; thus experiment and theory use a consistent definition of the parton state in this comparison #2. Since the corrections do not include #2 The mean number ofpartons (rip) which are present at the end of the perturbative shower has sometimes been used in the literature to measure the consistency between the parton shower and second-order calculations: however, (np) depends on details of the Monte Carlo algorithms, i.e., (np) is about 9.2 in Jetset and 6.7 in Herwig in hadronic Z ° decays, for similar values of the parton shower cutoff. the effects of unknown higher-order terms, the goodness of description of the data by the theory -and the consistency found between this measurement and other measurements of as -is a test of the adequacy of the second-order calculations, as is discussed in ref. [7 ] . The Jetset parton shower model provides a very good description of the global characteristics of hadronic events in e + e-annihilations over a wide range of center-of-mass energies, using an energy independent parameterization of the hadronization [ 13 ] . This implies that the hadronization corrections obtained from this model are reliable. To obtain the corrected data in this strategy using a parton shower, the unfolding is applied from the level including detector effects to the parton level, in one step, without use of the hadron level corrected measurements of fig. 1 .
(ii) The data are corrected to the parton level using a second-order matrix element Monte Carlo. The ERT second-order equations [ 19] -available as a non-default option in Jetset -are used, with Lund string hadronization for the quarks and gluons. The model parameters are tuned to describe hadron level measurements before the corrections are calculated. The value of the renormalization scale is again chosen to be It = Mz0 to correspond to the choice above (see also the discussion in section 4.4). Resolvable parton jets #3 are defined using the ymin value Ymin = 0.01, which is the minimum scaled pair mass mij allowed for two partons i and j through the relation (mij/Ecm) 2 > Ymin. The value of Ymin ---0.01 is favored by experimental studies at PEP and PE-TRA and is the recommended value for studies at LEP [20] . The corrected measurements are compared to the theoretical expectation derived from the same second-order Monte Carlo, without hadronization. Thus, again, the definition of the parton state is consistent between the theory and the corrected data; in this case it corresponds to a level of parton virtuality of Q0 ~ 9 GeV/c 2, because of the non-zero value chosen for Ymin-In this second strategy to es-#3 The need to introduce parton jet resolution criteria for the analysis based on the second-order Monte Carlo is an artifact of the Monte Carlo method, because it is necessary to have a positive value of the total cross section for two-, three-and four-jet production, individually, and is not related to any property of the energy correlation distributions themselves.
timate the hadronization corrections, the corrections are assumed to include a large part of the unknown higher-order terms, which are approximated by the phenomenological hadronization model in this case. In this sense, this strategy presents an extreme choice relative to the first, parton shower based strategy. For this second strategy, the data are corrected to the parton level starting with the hadron level corrected measurements shown in fig. 1 . This two-step correction procedure has the advantage that the detector and hadronization corrections are separated. We thereby avoid a possible bias pointed out in ref. [21 ] , which can be introduced when a second-order Monte Carlo is used both to unfold for detector effects and to determine cm. We next present the details of these two different analyses. Our final result for c~s will be based on the strategy which uses the parton shower corrections because of the excellent description of the data that is obtained with this model. For this same reason, the parton shower strategy will be used to evaluate most of the systematic uncertainties, including the experimental one. The result which is based on corrections from the second-order Monte Carlo will be used to determine the systematic error on as due to the unknown higher-order perturbative terms. The solid curve in fig. 2 shows the prediction of the Kunszt and Nason second-order formula. The theoretical results are shown as a function of the scale parameter A~--g of strong interactions. We relate A~--g to as (Mz0) using the second-order expression given in ref. [22] . The intersection of the theoretical curve with the data values defines the measurement of A~--g. Also shown in fig. 2 are theoretical curves derived from the second-order calculations of Falck and Kramer [23] and of Richards, Stifling and Ellis [24] . These last two calculations will be discussed in section 4.3. The results presented in this section are based on the Kunszt-Nason formula.
Method using analytic formula
From fig. 2 we extract the following: (i) A~--g = 220 + 9 MeV (stat.), using the Jetset corrected data value based on both charged tracks and clusters;
(ii) a systematic error on A~--g, due to imperfections in the detector simulation or event reconstruction, of 25 MeV, defined to be the maximum of the difference between the three A~-g values obtained with Jetset corrections: based on charged track measurements only, cluster measurements only or on both.
We perform a similar analysis to the one shown in fig. 2 to evaluate the following additional systematic uncertainties on A~--g:
(iii) an error of 22 MeV, obtained by changing the hadronization parameters of Jetset before correcting the data, using the one standard deviation limits given in ref. [ 13 ] , and taking the maximum of the difference between the resulting values of A~--g and the value of 220 MeV quoted above #4 ;
(iv) an error of 20 MeV obtained by using lower limits of X = 22 ° and X = 38 ° for the integral of 27AEEC, instead of the value ofx = 30 ° used for fig. 2 , and taking the maximum of the difference which is found for A~--g relative to 220 MeV.
The systematic uncertainty labeled (iii) in the above list is our definition of the error associated with the hadronization correction. We do not use Herwig or Cojets to evaluate this uncertainty because these two models describe the energy asymmetry data poorly, as discussed above. It is seen from fig. 2 that Herwig and Cojets yield A~--g values of 170 + 8 and 93-4-7 MeV, respectively (statistical errors only), should they nonetheless be used for this correction. We view these Herwig and Cojets derived results as unrealistic. If the lower limit used for the integral of Z~AEEC is increased from 30 ° to 45 °, to correspond to the region of the measured energy correlation asymmetry distribution which is best described by Cojets (figs. lb, d), the A~-g result from Herwig increases to about 230 MeV, while the results from Jetset and Cojets remain the same as quoted above, to within the errors. 
Method using matrix element Monte Carlo
The results from the analysis which uses the secondorder matrix element Monte Carlo for the hadronization corrections are summarized in fig. 3 . This figure is constructed like fig. 2 : the data points labeled ( 1 ), (2) and (3) show the measured value of the ,~AEEC distribution after it is corrected to the parton level and integrated from 30 ° to 90 ° . In this case the data are not displayed as horizontal bands but for specific values of A~-g, corresponding to different choices of A~-g used to calculate the Monte Carlo corrections, as discussed below. The theoretical prediction -derived from the second-order Monte Carlo -is shown by the solid line, as a function of A~-g. Also shown is #4 The data are corrected for hadronization starting from the hadron level data of fig. 1 ; we change the parameters PARJ (21) and PARJ(41) by +hr as given in Before calculating the hadronization correction, the parameters of the second-order Monte Carlo were optimized to describe hadron level data. The optimization procedure was similar to that presented in ref. [ 13 ] . The overall X 2 value between the model and data for the eight global event shape distributions discussed in ref. [13] was minimized. In addition, the mean charged multiplicity (nch) was constrained to lie in the interval between 21.0 and 21.8 ,s. The parameter values which we obtained are given in the third column of table 2; in particular we find A~--g = 280 MeV. We denote this parameter set as ERT-MC-1. The resuiting X 2 values between the ERT-MC-1 model and the event shape data from ref. [ 13] are listed in the #5 A recent measurement of this quantity by OPAL is (nch) = 21.4 4-0.4 [25] . third column of table 3, along with the model result for (rich>. The data point labeled ( 1 ) in fig. 3 shows the measured, integrated value of the ZAEEC distribution which is obtained after applying hadronization corrections from the ERT-MC-I model. Through comparison with the theoretical curve, a value A~-g ~ 330 MeV is extracted from this analysis (cf. the dashed lines in fig. 3 ). We therefore retune the second-order Monte Carlo, using the same procedure as before, but this time with A~-g fixed at 330 MeV. The result from this second iteration of model tuning is shown by the point labeled (2) in fig. 3 : we now obtain A~--g = 350 MeV (cf. the dotted lines in fig. 3 ). Repeating the tuning procedure a third time, with A~-g fixed at 350 MeV, yields the point labeled (3) in fig. 3 : again we obtain A~-g = 350 MeV. We take this to be the final result from this second-order Monte Carlo method to derive the hadronization corrections. This leads to (v) an error on A~--g of + 130 MeV, defined by the difference between the result found using hadronization corrections and theoretical predictions from the second-order Monte Carlo, relative to the result found using the parton shower Monte Carlo and analytic calculations; this is taken to be the uncertainty due to the unknown higher-order perturbative terms.
The parameter values from this final iteration of model tuning -denoted ERT-MC-2 -are given in the fourth column of table 2; the resulting 2 2 values with the event shape data and the result for (rich) are listed in the fourth column of table 3. The solid curves in figs. 4a, b show the predictions of the second-order model with this final parameter set in comparison to the measured ZEEC and 27AEEC distributions at the hadron level; a good description is obtained for both distributions. This is emphasized in figs. 4c, d, which show the deviation of the model predictions from the data, defined as in figs. l c, d. For ,a~AEEC , the tuned model ERT-MC-2 always remains within one standard deviation of the data points, except for a small region between Z ~ 15° and Z ~ 28°. For ymin = 0.0 l, as used in the Monte Carlo calculation, the transition between two-and three-jet production occurs for Z ~-, 25°, which perhaps explains the deviation from the data in this region.
The different values of A~-g found for the ERT-MC-1 and ERT-MC-2 parameter sets can be explained as follows. The second-order Monte Carlo with the scale g = Mz0 for as (#) does not provide a good description of the two-jet re#on of global event shape variables in Z ° hadronic decays, because the Ymin value of 0.01 suppresses soft and colinear radiation relevant for this region. When the second-order model is tuned using global event shapes and (nch) only (third column of tables 2 and 3), the two-jet region is emphasized because of its large bin statistics: the two-jet region contains little information about as and there is no reason to expect a meaningful result for A~--g since this region is not well described by the calculations. When A~-g is fit using the energy correlation asymmetry (fourth column of tables 2 and 3), a different value of A~--g is obtained; this second value is more meaningful because it is based on a variable which is sensitive to gluon radiation and yields a good description of that variable. From fig. 3 it is seen that the experimental measurement, given by the corrected • ~AEEC distribution integrated from 30 ° to 90 °, is quite insensitive to the value of A~-g used to calculate the correction, i.e., the data points labeled (1), (2) and (3) are all consistent with each other to within their errors. This is a necessary condition in order for this method based on the second-order Monte Carlo to be sensible.
Scale uncertainty and other theoretical errors
There are two additional sources of systematic uncertainty which we consider before summarizing our result for as. Both these errors are of theoretical origin: (1) disagreements between the results of different theoretical groups for the second-order coefficient of "~AEEC and (2) the dependence of as on the choice of the renormalization scale.
Besides the Kunszt-Nason calculation, other second-order calculations have been presented for the energy-energy correlation asymmetry. The different theoretical predictions for the second-order coefficient are not in complete agreement with each other, as was pointed out in our earlier study [ 3 ] . The reasons for this lack of agreement are not well understood. Shown in fig. 2 in comparison to the Kunszt-Nason result are the results of Falck and Kramer [23] and of Richards, Stifling and Ellis [24] . The Richards et al. result, like the Kunszt-Nason one, is valid for Ymin = 0. Falck and Kramer introduce a definition for jets before calculating the energy correlation distribu- Table 2 The main parameters of the ERT second-order Monte Carlo with Lund string hadronization, in Jetset version 7.2, which control the momentum distribution of hadrons. For the parameter set ERT-MC-I, A~-g, aq and a were fit to global event shape distributions and the mean charged multiplicity (rich). For ERT-MC-2, A~-g was fixed to fit to the energy correlation asymmetry and then trq and a were fit as for ERT-MC-I. The parameter set ERT-MC-3 was obtained like ERT-MC-2, except that a small value was used for the renormalization scale variable x u. The three parameters x~, Ymin and b were kept fLxed at the values indicated. fig. 2 , Ymin = 0.0001. Since this Ymin value is small, corresponding to a parton virtual mass of Q0 ~ 1 GeV/c 2, it may be compared directly to the other calculations and to our data in fig. 2 . In ref.
[ 3 ], we also considered the second-order calculation of Ali and Barreiro [26] . The Ali-Barreiro result was found to be intermediate to the Kunszt-Nason and Richards et al. ones and so we do not explicitly include it here. In fig. 3 fig. 3 . We therefore define (vi) an error on AR-g of + 55 MeV and -20 MeV, to be the uncertainty of AR-ff due to disagreement between different second-order theoretical calculations. This is a relatively large error compared to the other uncertainties.
If the exact perturbative expression for 27A~EC were available to all orders, the as result would be independent of the choice of the renormalization scale #. Since the theory is available up to second order only, a scale dependence can, in principle, be present. The solid curve in fig. 5a shows the A~-g value which is derived from the Kunszt-Nason formula as the value of the renormalization scale variable xz =_ #/Ecm is changed from xu = 1 to xz = 0.08. The result for xu = 1 corresponds to the analysis presented in section 4.1; the A~--g values shown for other choices of xz are obtained by repeating the analysis of fig. 2 using different scales. The resulting X 2 per degree of freedom (DOF) between data and theory is indicated at selected points along this curve by numerical values. These Z 2 values are calculated using the measured, differential 27AEEC distribution, corrected for hadronization using the parton shower in the angular range between 30 ° and 90°: not all bin-by-bin systematic errors have been included for the Z 2 calculation, which explains the relatively large values for z2/DOF. It is seen that the quality of the fit, as measured by the X 2/DOF, remains essentially unchanged for 0.2 < x~ < 1.0: the fit value of A~-ff varies between 220 and 175 MeV in this range. We do not consider values of xg smaller than about 0.2 because of the larger z2/DOF. We therefore define (vii) an error on A~--~ of -45 MeV, given by the maximum deviation of A~-ff which is observed for changes in the scale between 0.2 < xu < 1.0, relative to the result found for x~ = 1, to be the uncertainty of A~-g due to the dependence on the choice of the scale #. This dependence of A~-g on the choice of the renormalization scale is considerably smaller than what is observed for other variables, such as the jet rates, using this same second-order theory (see, e.g., refs. [27, 28] ).
In fig. 5a , we include the results obtained with the 
The second-order ERT calculation in Jetset for small scale values
To second order, the "~AEEC distribution receives contributions from three-and four-parton jet states. The four-jet cross section is present at leading order only and is positive in all regions of phase space. The three-jet cross section has both leading and next-toleading order terms, which for a given Ymin value can be opposite in sign; therefore the differential three-jet cross section can be negative in some regions of phase space. A negative value of the matrix element implies that there are important missing higher-order corrections; were the theory available to all orders, the differential cross section would be positive everywhere. As the value of the renormalization scale is varied, the relative importance of the leading and next-toleading order terms changes, so that a large portion of the three-jet cross section could, in principle, be negative for certain choices of the scale. These considerations apply equally to analytic and Monte Carlo calculations. The Monte Carlo result is unreliable if the matrix element is negative, however, because the matrix element is interpreted to be a probability for event generation in the Monte Carlo method. In the ERT Monte Carlo calculation in Jetset, the contribution from the region with negative cross section is ignored. The contribution from the region with positive cross section is then rescaled by a constant factor to conserve the overall three-jet rate [29] .
To understand the anomalous behavior of the Monte Carlo curve shown in fig. 5a for scale values smaller than xu ,~ 0.15, we therefore examined its three-and four-patton jet cross sections for different choices of the scale **6. We discovered that with Ymin = 0.01 and A~-g ~ 200 MeV, as in our analysis, the differential three-jet matrix element could be negative in a substantial region of phase space. The solid curve in fig. 5b shows the value of the three-jet matrix element, integrated over the region of phase space where it is negative, divided by the integral over the region where it is positive, as a function of the scale **6 We thank T. Sj6strand for his help in the analysis presented in the remainder of this section.
factor x~. In the notation used in this figure, M3 denotes the differential three-jet cross section while/2-and t2 + are the phase space regions with negative and positive values of Ms, respectively. The ERT Monte Carlo in Jetset with Ymin ----0.01 and A~-g = 200 MeV was used to obtain this curve; similar results can be expected from the analytic formulae. It is seen that there is a finite region with negative three-jet cross section even for x~ = 1: the region with negative cross section contributes about 1% of the total three-jet rate in this case. For x~ ~ 0.04, this fraction has risen to be about 15%. The dashed curve in fig. 5b shows the value of the energy correlation asymmetry, denoted A, after it is weighted by the matrix element M3 and integrated over the region where Ms is negative, divided by the corresponding quantity from the region where M3 is positive. Thus this ratio shows the relative contribution of the regions with M3 < 0 and M3 > 0 to the overall asymmetry value. For both the numerator and the denominator, A is given by the integral of the XAEEC distribution between 30 ° and 90 ° as for the rest of our analysis. For values of x~ larger than about 0.15, the region with negative cross section contributes less than 10 -2 to the total three-jet asymmetry, as shown: it can be expected that the analytic and Monte Carlo results would be in agreement for this region. For values of x~ smaller than about 0.15, the relative contribution from the region with negative cross section is large, however: the analytic and Monte Carlo calculations can be expected to disagree in this case, since the asymmetry for M3 < 0 is ignored in the Monte Carlo treatment as noted above. We have also checked the contribution of the four-jet cross section for different values of the scale. With xu ~ 0.04, for example, we find the total asymmetry value from the Monte Carlo, given by the sum of the three-and four-jet contributions, to be about a factor of three larger than the analogous result which includes the region with M3 < 0. This explains why the Monte Carlo fits the data with a very small value of A~g relative to the analytic calculations, for values of xu smaller than about 0.15. We thus conclude that the anomalous behavior of the Monte Carlo curve shown in fig. 5a for small scale values is because of its inappropriate handling of the negative three-jet cross section and that the Monte Carlo calculation of,~AEEC is not reliable for values ofx~ smaller than about 0.15, ifYmin is used at its recommended value [20] of 0.01.
Despite this problem, which precludes its use for quantitative studies of as under the conditions noted above, the ERT Monte Carlo in Jetset with a small scale value is found to provide a good general parameterization of the Z ° hadronic decay data when used in conjunction with a string hadronization model. This is discussed in the appendix.
Final result for as
Our final result for A~--g is A~-g = 220 + 9 (stat. so that the accuracy of our c~s measurement is 5.5%. The largest uncertainty is the theoretical one due to the unknown higher-order terms. For this final result, we have not included the discrepancy between the different theoretical calculations, given by item (vi) in section 4.3, so as to allow our result to be better compared to other experiments [4, 5, 30] . If this last error is included in quadrature, we obtain A~--g = 220 -63 + 147 MeV or as (Mz0) = 0.118 +0.010 which represents an as -0.006' measurement with 6.8% accuracy. In our previous study of the energy correlation asymmetry, we obtained as(Mz0) = 0.117 5:0.009 [3] . The smaller error for the present work is due to reduced statistical and experimental systematic uncertainties. The result presented here is also more precise than the as result we obtained using jet rates, which was as(Mzo) = 0.118 5:0.008 [28] . All these as results are fully consistent with each other: the difference between the measurements is much smaller than their quoted errors because of common systematic uncertainties.
Summary and conclusions
In this letter we have presented an analysis of energy correlations in hadronic Z ° decays, performed by the OPAL Collaboration. From the asymmetry in the energy-energy correlation function, we obtain 220 +136 MeV A~-g = -60
and as (Mzo) n 11 t/ +0-009
v.
• L ~ -0.005
for the scale parameter and coupling constant of strong interactions, respectively, evaluated at the Z ° peak. This measurement represents a more precise result than our previously published measurements of as, using energy correlations [ 3 ] and jet rates [28 ] , while being fully consistent with these earlier studies. This updated measurement is also consistent with the as results obtained by other experiments at the Z ° energy [5, 6, 30] . The main source of error for our final result is the uncertainty due to the unknown, higher than second-order corrections. Therefore a reduction in the error of as from energy correlations, at the Z ° energy, will most likely require the incorporation of new theoretical elements such as extensions to the second-order theory. The second largest source of error (not included in the final result) is the disagreement between different second-order calculations for the next-to-leading order term. As a by-product of the as measurement, we have examined the predictions of the second-order ERT calculation in the Jetset Monte Carlo. This calculation is found to yield a negative three-jet matrix element in a substantial region of phase space, if a small value of the renormalization scale is used in conjunction with ymin = 0.01 to define resolvable jets. For the energy correlation asymmetry, the as result is reliable only for scale values larger than about/~ = 0.15Ecru, if Ymin = 0.01. For smaller values of the scale in the generator, the extracted value of as will be biased towards a lower result. jet rate calculations. One approach to possibly minimize the importance of the unknown higher-order terms is to use a small value for the renormalization scale #. It is interesting to see how well a secondorder Monte Carlo with a small value of the scale # can reproduce the global properties of multihadronic Z ° decays including the energy correlation data.
The second-order ERT model in Jetset was therefore retuned using the procedure discussed in section 4.2, with the scale value x~ -#/Ecm = 0.0447; this is the default value in Jetset if an optimized scale is selected. Again, we employed the recommended Ymin value of 0.01 [20] . The value of A~-g was obtained by fitting to the integral of the corrected ZAEEC distribution, as in fig. 3 , with hadronization corrections calculated from the Monte Carlo with the optimized scale. An iterative procedure identical to that presented in fig. 3 was employed. The parameter values obtained are listed in the fifth column of table 2; this parameter set is denoted ERT-MC-3. The resulting value of (rich)and the ~2 values with the global event shape data from ref. [13 ] are given in the fifth column of table 3. A much better overall description of the data is obtained relative to the model for which xu = 1 (ERT-MC-2). The overall Z 2 value for 109 bins of data drops from about 2200 for x# = 1 to 399 for x~ = 0.0447, as shown in table 3. This decrease in the overall Z 2 value is primarily due to a better description of the two-and four-jet event regions. The predictions of the ERT-MC-3 model for the energy correlation data are shown in fig. 4 by the dashed lines: in contrast to the case of the global event shape variables, about an equally good description is obtained both for this model and for that with xu = 1 (solid lines), as is more clearly visible from figs. 4c, d. We include in fig. 4 and in table 3 the results obtained from the same second-order ERT Monte Carlo in Jetset, using the parameter set of de Boer, Fiirstenau and K6hne [32] (ERT-MC-BFK), which also employs ymin = 0.01 and xu = 0.0447. We do not obtain as good a description of the multihadronic Z ° decay data as we do using the ERT-MC-3 set presented above.
The interpretation of the good description of data obtained with the ERT-MC-3 parameter set is not completely clear, given that the three-jet matrix element is negative in a substantial region of phase space for this model (cf. the points indicated by stars in fig. 5b ). The A~-g result obtained with this calculation is, as a consequence, biased toward low values: for x~ = 0.0447 we obtain A~-~ = 150 MeV from the Monte Carlo curve in fig. 5a (compared to A~-g = 130 MeV for the ERT-MC-3 parameter set), which is smaller than the lower limit permitted by our measurement (section 4.5). We note that this low value is very similar to the ,~AEEC result published in ref. [4] , which is based on the same ERT Monte Carlo with xu = 0.0447 and Ymin = 0.01. The ERT-MC-3 model nonetheless provides a good general parameterization of the data. Parton shower models such as Jetset, Herwig and Cojets yield overall )(2 values for the distributions listed in table 3 which are two to three times smaller [ 13, 16] than what is obtained for the ERT-MC-3 model, however.
