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Neste trabalho, as transformadaswaveletsão utilizadas para recodificar e explorar sinais musi-
cais. A idéia central do trabalho é mostrar que a reordenaçãodequada dos coeficientes provenientes
das análises possibilita não somente recodificar de modo econômico o sinal como também transitar
por sonoridades distintas. Ou seja, relaciona-se o posicionamento dos coeficienteswavelets, dentro
de cada nível de multiresolução, com a geração de diferentestimbres. Uma vez definido o ordena-
mento dos coeficientes, duas formas de determinação de seus valores são exploradas. Na primeira
forma, essas curvas ascendentes de coeficientes são aproximadas por uma função polinomial de grau
p, levando a representações econômicas do sinal musical. Já no segundo modelo, os coeficientes de
um sinal distinto (chamado sinal de base) são ordenados de forma ascendente. São então reordena-
dos através das posições equivalentes do sinal original, também chamado de alvo, permitindo a sua
reobtenção e também o trânsito entre as duas sonoridades envolvidas. Os resultados deste trabalho
destacam a grande importância que o posicionamento dos coeficientes exercem na sonoridade com
relação aos seus valores. Com os experimentos realizados, foi possível constatar que valores apro-
ximados de coeficientes, corretamente dispostos no tempo, geram timbres alvos diversos de forma
satisfatória. As análises dos resultados são feitas por metodologias diversas e pela audição dos arqui-
vos de áudio gerados, que acompanham o texto em cd. Por fim, umadiscussão sobre os resultados
obtidos é realizada e uma proposta de continuação da pesquisa é sugerida, baseada em grupos de
permutações como forma de síntese.
Palavras-chave: Representação de Sinais Musicais,Wavelets, Síntese de Som.
Abstract
Musical signals are encoded and represented using wavelet transforms. Starting upon wavelet
analysis, the main research idea is to show how an adequate re-ordination of wavelet coefficients
makes possible to decode the signal economically and also toobtain different sonorities. Moreover,
iv
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we relate a specific set of wavelet coefficients from each multi-resolution level to generate new tim-
bres. Given re-ordination procedures, two forms to determine their values are explored. First one,
coefficient curves in ascendent order are approximated by a polynomial function of degreep that
leads to an economic representation of musical signals. In the second approach, coefficients from
another signal (named "base"signal) are ordinated in ascendent order also. After they are re-ordinate
across the positions of the original signal, called "target"signal. The results of this research highlight
the great importance of the wavelet coefficient’s order to manipulate timbre. Experiments presented
here showed that coefficients with approximated values and corre tly disposed in time, can be used to
generate target timbres in a satisfactory way. The analysisof the results were done by different metho-
dologies and by listening to the sound examples from the CD attached to this dissertation. Finally,
a discussion of research aims is presented and a proposal forfurther work based on Mathematical
Group of Permutation is projected as a way to develop a new synthesis method.
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Can One Hear the Shape of a
Drum?
Mark Kac
A frase acima foi título de um artigo publicado em 1966 por Mark Kac, noThe American Mathe-
matical Monthly, onde o autor, através de um estudo sobre as soluções da equação diferencial das
ondas, expõe a seguinte questão: é possível, dados os auto-valores e auto-vetores associados a uma
solução desta equação, determinarmos a geometria da membrana vibrante? Em outras palavras, é
possível ouvir a forma de um tamborim? Podemos, sem muita formalidade, afirmar que a mesma
composição espectral pode ser obtida através de diferentesformas, portanto a questão psicoacústica
jamais poderá ser resolvida por um método único de análise. Axperiência musical não pode ser
atrelada a nenhum método de análise. Estamos diante de um conceito muito importante que é a sono-
ridade de uma forma, de um instrumento, elemento chave para acri ção musical, como Kac mesmo
escreve em seu trabalho: "soluções desta forma são de especial interesse tanto para os matemáticos
quanto para os músicos". Desta forma, esta questão serve de mtáfora para o trabalho que se segue,
onde abordaremos a utilização de uma ferramenta matemáticacom o objetivo de melhor entender e
representar sinais musicais.
A representação no domínio da freqüência de sons periódicosfoi e tudada por muitos cientis-
tas, tais como Ohm, Helmholtz e Hermann. De acordo com os estudos de Ohm, as mudanças de
fase, mesmo alterando a forma de onda, não participam da nosspercepção sonora. Já Helmholtz
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2 Introdução
desenvolveu um método de análise harmônica com ressonadores acústicos onde a representação de
um sinal é feita por somas de senóides. Estes primeiros estudos concluíram que a audição humana é
incapaz de perceber mudanças de fase e que o timbre é exclusivamente determinado pelo espectro.
Muito dos estudos desenvolvidos nesta área devem-se particul rmente ao ferramental matemático
desenvolvido por Joseph Fourier (1768-1730). A transformada de Fourier, embora desvinculada ini-
cialmente do contexto musical, possibilitou a exploração das i éias de Helmholtz e o embasamento
matemático da noção de componentes harmônicos.
Em 1946, Dennis Gabor, conhecido pela descoberta do princípio da holografia, escreveu um ar-
tigo fundamental onde ele explicitamente define a representação tempo-freqüência de um sinal. Um
ponto essencial desta teoria é a existência de uma relação recíproca entre o sinal no tempo e sua
representação tempo-freqüência [Arfib, 1991]. Esta nova abord gem foi aplicada à transformada de
Fourier, levando a uma representação tempo-freqüencial deum sinal, ou seja, com o trabalho de
Gabor tornou-se possível a análise da evolução temporal do espectro de freqüências.
No final da década de 1950 e através de toda a década de 1960, noslaboratórios da Bell, em
New Jersey - EUA, um grupo de pesquisadores incluindo-se Maxthews, John Pierce e Jean-
Claude Risset começou a explorar o computador como um novo instrumento musical, o elemento
fundamental que iria inserir as teorias matemáticas sobre análise e síntese sonora no contexto musical.
Em 1963, Mathews escreveu: "não há limitações teóricas paraa performance de um compu-
tador como uma fonte de sons musicais, em contraste à performance de instrumentos conhecidos.
Atualmente, as possibilidades da computação musical são limitadas principalmente pelo custo com-
putacional e pelos nossos conhecimentos de psicoacústica"[Mathews, 1963]. Após mais de quarenta
anos, esta frase continua totalmente atual. Embora a questão de processamento tenha sido suprida em
muitas aplicações, o entendimento psicoacústico permanece como grande limitação nos sons gerados
pelo computador, dentro do contexto musical.
Desde então, modelos para a geração sonora vêm sendo criadosatravés de inúmeros caminhos,
todos orientados pela obtenção de resultados sonoros que sejam capazes de expressar experiências
musicais desejadas. A descrição do que ouvimos ou desejamosouvir passa inevitavelmente pelo
entendimento psicoacústico e de conceitos complexos e cheios d sutilezas, como timbre e formas de
representá-lo.
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Recentemente, podemos notar a atenção que a comunidade científica vem dando, em diversas
áreas, para o novo ferramental matemático proposto pela teori wavelet. As aplicações são inúmeras,
da geofísica à medicina, passando com grande potencial pelaárea musical. A transformadawave-
let surge como uma nova ferramenta capaz de possibilitar análises com boa resolução em ambos os
domínios, tempo e freqüência, sendo uma ferramenta apropriada para inspeções finas de transientes
e elementos que são essenciais para um melhor entendimento das características sonoras de um ins-
trumento. Sua flexibilidade e robustez permitem representar sin is musicais de forma extremamente
eficaz. Esta será a ferramenta de engenharia utilizada nestadis ertação, pela qual propomos um novo
caminho para se obter uma sonoridade desejada: a partir dos coeficientes gerados pela transformada
wavelete suas permutações.
1.1 Motivação
Dentre os processos de criação sonora musical, podemos notar que intenção de imitar caracte-
rísticas naturais de instrumentos acústicos está sempre pres nte. A completa reprodução pode nem
sempre ser o objetivo principal dos métodos de síntese. Porém, características como inarmonicidade,
vibratos, ruídos, distorções provenientes da propagação das ndas no ar, e muitas outras, são elemen-
tos que motivam o processo. Ou seja, como qualificar a relevância dessas características ou como
manipulá-las frente à criação de um novo som musical são questões profundamente subjetivas cujas
iniciativas de resposta acabam recorrendo a análises de sons acústicos.
A questão de como estabelecer um método eficaz e robusto, que seja capaz de suprir as necessi-
dades musicais nas suas diversas vertentes, dá origem a uma busca tecnológica na qual inserem-se as
transformadas de Fourier,waveletse outras ferramentas matemáticas que são de vasta aplicaçãon
representação de sinais.
A alta dimensionalidade do espaço sonoro traz consigo um amplo universo de informações, com
diferentes estruturas, onde a noção de timbre e sonoridade éfundamental. Porém, tratando-se de
um espaço de tão alta dimensionalidade e complexidade é natural imaginar a existência de redun-
dâncias. Alguns efeitos conhecidos, como mascaramentos, curvas deloudnesse outros fenômenos
psico-acústicos, são provas dessas redundâncias. Para analis r tais fenômenos, precisamos de uma
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ferramenta poderosa, capaz de atuar como um "telescópio"onde a cada nova escala, novos detalhes
são revelados.
A análise em multi-resolução por transformadaw veletsé uma técnica com a qual é possível
visualizar um sinal em diferentes escalas, com diferentes níveis de detalhes espectrais, como um
telescópio matemático. A sua implementação pode contribuir para a reprodução de atributos sonoros
desejáveis, como análise de transientes, descontinuidades, modulações e outras características que
não são observáveis através das transformadas de Fourier, comumente empregadas nestas tarefas. As
novas possibilidades de síntese geradas por esta ferramenta são inúmeras e as possibilidades de gerar
sons musicais vem sendo ampliadas.
1.2 Objetivos
No presente trabalho, propomos um modelo que, através da análise em multi-resolução pela trans-
formadawavelet, nos permite trafegar pelas características psicoacústicas de sons distintos, de forma
a investigar a relação entre seus timbres, destacando semelhanças e diferenças em suas composições
representada pelos coeficienteswavelet. Desta forma, buscamos os seguintes objetivos:
• Realizar um estudo da literatura recente dos processos de análise e síntese de sinais musicais,
assim como da ferramenta de engenharia envolvida, que são astransformadaswavelets.
• Executar a análise em multi-resolução entre pares de sons distintos a fim de detectar proprie-
dades relativas aos seus coeficientes, que possibilitem transitar entre suas sonoridades, identifi-
cando semelhanças e diferenças.
• Gerar novos sons a partir de um modelo proposto a partir dos estudos realizados através da
análise em multi-resolução.




A síntese sonora é um campo onde o processamento digital de sinais tem um papel chave. Nas
últimas décadas, testemunhou-se a explosão dos sintetizadores com a definição e a incorporação do
protocolo MIDI (Musical Instrument Digital Interface), tornando possível a integração entre sistemas
digitais dedicados, como os próprios sintetizadores, e mais recentemente entre eles e o computador.
Este campo de pesquisa acabou se espalhando por diversas outras áreas. Hoje podemos encontrar
sistemas que são capazes de sintetizar sons nas mais diversas aplic ções de multimídia e entreteni-
mento, como efeitos sonoros e musicais de jogos, toques de telefon s celulares e alarmes, geração
sonora para realidade virtual como forma de terapia, dentreoutras. Quase todas as pessoas hoje
utilizam no seu dia-a-dia alguma forma de síntese sonora.
As técnicas antigas de síntese ao invés de desaparecerem, estão s ndo trazidas de volta com a
ajuda de novas técnicas de processamento de sinais digital.A exemplo disso, temos muitos sinte-
tizadores, que foram construídos através de implementações analógicas, sendo implementados em
softwarenos últimos anos [Bonada & Serra, 2007].
As aplicações daswavelets, por sua vez, estão tomando espaço e mostrando ser eficazes nas mais
diversas áreas.
Dentro do processo de representação de sinais e síntese, Xavi r Serra estabelece?? que no seu
desenvolvimento devem ser considerados alguns compromisss, tais como:
Qualidade sonora: relacionada à riqueza do som, um som de qualidade seria um sompróximo a
sons naturais enquanto um som pobre seria um som facilmente prc bido como sintético e
simples.
Flexibilidade: capacidade do método em obter variações do material sonoro com a variação de seus
parâmetros.
Generalidade: a possibilidade de uma técnica gerar qualquer timbre.
Esforço computacional: quantidade de recursos computacionais necessários para a ge ção do ma-
terial sonoro.
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As waveletspermitem a criação de modelos de síntese que preenchem todosestes requisitos de
forma eficiente. A representação permite uma boa qualidade sonora e com economia de recursos
computacionais, pois os algoritmos são de baixo custo computacional. São altamente flexíveis, pois
podem ser implementadas através de bancos de filtros digitais ortogonais e/ou biortogonais com re-
construção perfeita, sem aproximações, podendo explorar asíntese de cada nível de multi-resolução
de forma separada e depois reconstruir o sinal de áudio sem perdas. Todos estes fatores somados per-
mitem uma generalidade ampla na geração de timbres diversos, seja no aprimoramento de técnicas
consagradas, como síntese aditiva, ou na proposição de novos mét dos.
Dessa forma, a aplicação desta ferramenta na proposição de nvos horizontes dentro do cenário
de síntese de sons está bem focada e na direção das tendênciasatuais.
1.4 Estruturação da dissertação
Neste primeiro capítulo, apresentamos uma breve introduçãsobre o tema e também os aspectos
que motivaram este trabalho, com seus objetivos e justificativas.
Após esta introdução, destacaremos no segundo capítulo um panorama geral de como os métodos
de síntese sonora vêm se desenvolvendo com o passar dos anos ecomo as novas ferramentas de
análise, mais diretamente a transformadawavelet, estão contribuindo na expansão conceitual e no
domínio de técnicas mais avançadas de processamento de sinal apl c das a métodos consagrados,
como síntese aditiva, subtrativa e granular.
No terceiro capítulo, um panorama geral das principais propriedades matemáticas necessárias
para a compreensão do ferramental que constitui a teoriawaveletserá apresentado, através de uma
revisão breve da literatura deste tópico.
No quarto capítulo, uma descrição detalhada do modelo de repr s ntação de sinais musicais pro-
posto é realizada. Nele, as etapas dos dois processos utilizados para a obtenção dos coeficientes
waveletssão dissecados. Para cada uma das vertentes do modelo, um diagrama de blocos completo é
exposto. Os capítulos 2 e 3 servem de base teórica para o modelo. Caso o leitor esteja familiarizado
com esta teoria, é possível uma leitura direta do capítulo 4.
Os resultados ficam a cargo do quinto capítulo, onde os experimentos realizados durante a pes-
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quisa são apresentados e avaliados.
Por fim, o último capítulo apresenta as conclusões e reflexõessobre o desenrolar pleno do trabalho
e as projeções para futuros desenvolvimentos.
Capítulo 2
Síntese Sonora: Análise e Representação de
Sinais Musicais
What Would We Like to See Our
Music Machines Capable of
Doing?
Xavier Rodet
Parece-nos intuitivo imaginar que a idéia de síntese sonoraé re lizar umamímesesda sonoridade
dos instrumentos musicais. Desenvolver um método no qual o resultado sonoro aproxima o som des-
ses instrumentos. Pode-se também imaginar uma outra vertente, a qual se desenvolveu grandemente
nos últimos anos, com o objetivo de gerar novas sonoridades.Ou eja, a criação de novos sons.
Os processos de análise e representação aliados aos métodosde processamento digital de sinais
se constituem nas bases deste estudo, assim como o cerne do uso de ambientes computacionais para
simulação e criação de material novo. Neste contexto o computador configura-se como um novo
instrumento musical.
A epígrafe que incia este capítulo foi título de um artigo publicado noComputer Music Journal
em 1991, onde alguns pesquisadores, dentre eles Xavier Rodet, Mill r Pucket, Jean-Claude Rissset,
discutem o papel da máquina na assistência às atividades musicais. No artigo, algumas delas são ci-
tadas: ouvir, modelar, reconhecer, transcrever, assistênc a composicional e composição algorítmica.
Nos dias de hoje com o atual desempenho computacional podemos processar em tempo real, amos-
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trar e reproduzir sons, também em tempo real, e o mais excitante: produzir novos sons, que podem
ser totalmente sintéticos ou gerados através de manipulações de sons acústicos gravados e armaze-
nados na memória do computador. Naquela época discutiam-senovos métodos de implementação
emhardware, o emprego de redes neurais como nova técnica para a computação musical e o começo
da utilização daswaveletsno cenário musical. Hoje, olhando para o que se produziu nestes anos,
podemos ter uma visão retroativa deste campo de pesquisa de forma a situar melhor o nosso trabalho.
Tendo esta proposta, o presente capítulo se divide em 2 seções principais:Timbre e Sonoridade
onde alguns trabalhos representativos da literatura são revisitados; eSínteseonde descrevemos um
panorama que aborda, inicialmente, métodos consagrados até nos aproximarmos das recentes inova-
ções que se configuram como estado da arte envolvido na revitalização desta área de conhecimento.
Ao final deste capítulo conduzimos o leitor às bases que motivaram a utilização daswaveletscomo
ferramenta na expansão do domínio da representação e síntese de sinais sonoros e musicais desta tese.
2.1 Timbre e Sonoridade
A criação de novos sons por meio da tecnologia passa por uma infinidade de conceitos e conheci-
mentos e se faz necessário o emprego de diversas técnicas. Nocaso da análise e síntese de sons, com
direcionamento musical, necessitamos de entender a estruturação sonora, procurar ferramentas que
possibilitem detectar quais características são de maior relevância para os compositores e músicos e
então buscar métodos de representação e implementação. Paralelamente, a compreensão dos fenô-
menos psicoacústicos envolvidos é um objetivo complexo e des jável, motivando muitos trabalhos
voltados às questões subjetivas como timbre, sonoridade e suas formas de representação e quantifica-
ção.
Ao contrário de outras propriedades sonoras, como altura ouloudness, o timbre não pode ser
diretamente ligado somente a uma dimensão física. Seu reconh imento é um fenômeno cognitivo
que resulta da interação de muitos atributos e do peso perceptual de cada um deles que, muitas vezes,
não é mensurável [De Poli & Prandoni, 1997]. Desta forma, apresentar uma definição consistente
para timbre é uma tarefa árdua e mais complexo ainda é desenvolv r um modelo computacional
satisfatório. A título de exemplo, aAssociação Americana de Padrõesem 1965 formulou a seguinte
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definição: "timbre é um atributo de sensação através do qual um ouvinte pode julgar dois sons, com
mesma intensidade e altura, diferentes". Apesar da aparente simplicidade tal definição ainda perdura
em compêndios renomados, o que mostra que há uma defasagem conceitual que deve ser expandida
e estudada.
Schaeffer [Schaeffer, 1966] trata os dois termos títulos desta seção, timbre e sonoridade, de forma
distinta. Ele definesonoridadecomo um atributo qualitativo e abstrato distintivo de um som, que lhe
garante identidade. Em relação ao termotimbre, refere-se às características acústicas que permitem
uma associação do som com suas bases físicas, a sua materialidade e concretude. O timbre é o atributo
que garante a identificação da fonte via propriedades acústicas. O conceito de sonoridade de Schaeffer
inclui e expande a noção do senso comum de timbre, ao tratar o som como uma entidade autônoma.
As bases do raciocínio de Schaeffer estão vinculadas a um ponto de vista fenomenológico, ou seja,
além da materialidade descrita por parâmetros físicos quantificáveis, o som é um fenômeno por si
só no qual fatores psicológicos, culturais, dentre outros,atuam e suportam a experiência auditiva de
cada indivíduo.
A notação tradicional tem as suas bases numa representação que prioriza, de forma cartesiana, a
distribuição de notas pelo tempo. Muitos compositores usaram ltura, duração e intensidade de forma
elaborada, mas o timbre parece ter participado, por anos, apenas implicitamente do processo compo-
sicional. Há uma complexidade em apriendê-lo de forma eficaze criativa. Um dos primeiros fatores
que levou à expansão do espaço timbrístico foi o desenvolvimento das técnicas de orquestração.
Dentre os diversos tratados de orquestração, os de compositores românticos como Hector Berlioz,
ao explorarem os limites da orquestra, abriram as portas para um mundo novo. Outras abordagens
mais recentes, especialmente a visão impressionista de Claude Debussy, ao considerar o timbre como
parte da expressão musical, passa a articular o discurso musical nas transformações inerentes de
blocos sonoros. Como numa pintura, a noção de cor passa a fazer part da paleta composicional.
Arnold Schönberg e a escola de Vienna ampliaram o papel do timbre na música. No pós-guerra, os
compositores comumente articularam este atributo como elemento de destaque na estética musical
[Hourdin et al., 1997]. Recentemente, no início da década de1980, nasceu uma escola francesa de
composição denominada "espectralismo"ou "música espectral"onde o timbre passa a ser o mais proe-
minente fator de organização dos processos composicionais[Barriere, 1994]. Para Barriere, o timbre
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constitui-se na própria metáfora que engendra o projeto criativo.
Em contrapartida, inúmeros pesquisadores de diversas áreas como música, engenharia, matemá-
tica, física e psicologia foram atraídos pelo estudo do timbre. Este esforço de pesquisa investiga
propriedades capazes de possibilitar a representação sonora, de forma menos abstrata, mais analítica
e mensurável. Os primeiros estudos são creditados a HermannHelmholtz (1863) que obteve resulta-
dos pioneiros, mas limitados. Os resultados de seu estudo apontaram para uma modelagem do timbre
fortemente ancorada na noção de série harmônica. Na realidade, como mencionaremos a seguir, a
distribuição harmônica das componentes espectrais é uma aproximação sendo que a grande maioria
dos sons musicais tem, em algum grau, componentes inarmônicas. Depois da primeira síntese digital
feita por Max Mathews em 1958, ficou claro que o timbre não dependia somente da sua distribuição
espectral, mas também da fase e de outras propriedades temporais desconhecidas.
Nas análises feitas por Jean-Claude Risset de sons de trompee [Risset, 1965], ele descobriu uma
importante propriedade. Para sons de instrumentos de sopro, do naipe dos metais, a proporção entre
os parciais do espectro sonoro aumenta com a intensidade. Esta descoberta revelou que características
espectrais e temporais são inseparáveis.
Outros trabalhos idealizaram um espaço de representação tridimensional para o timbre, atribuindo
a cada uma das dimensões espaciais uma característica física audível. Dois trabalho pioneiros se
destacam: [Grey, 1977, Grey & Gordon, 1978]. Neles, Grey representou, na figura 2.1, o julgamento
psicoacústico subjetivo de similaridade timbristica, a partir de uma população de indivíduos com
formação musical.
A partir deste oceano de possibilidades, alguns métodos utilizados em sistemas de extração de
conteúdo timbrístico foram empregados na busca de características mais definidas e delimitadas. No
trabalho de Sandell [Sandell, 1995] dois sons se fundem gerando um terceiro. Tal propriedade está
diretamente relacionada à distribuição espectral dos doisson envolvidos. Ou seja, essa fusão depende
da proximidade entre os centróide espectrais. Quanto menora diferença, maior a noção de amálgama
timbrístico.
Os estudos pioneiros de Grey [Grey & Gordon, 1978] iniciarama trajetória de uma área do co-
nhecimento denominada de Sonologia. Neste campo, estuda-se a interação entre modelos acústi-
cos/matemáticos e psicoacústica. Aproximadamente vinte anos pós essa publicação, De Poli e
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Fig. 2.1: Espaço timbrísico tridimensional proposto por Grey [Grey, 1977]
Prandoni em [De Poli & Prandoni, 1997] apresentaram resultados por eles denominados de mode-
los sonológicos. A partir de métodos de processamento de sinais de fala e representação de dados
como redes neurais e análise de componentes principais (PCA), eles reduziram a complexidade da re-
presentação. Num sistema de coordenadasas características principais do timbre estão representadas
por vetores que descrevem algumas qualidades do timbre musical de forma analítica sem, necessari-
amente, relacioná-las a uma avaliação subjetiva do ouvinte.
Nesta mesma direção, outro trabalho sobre representação foi desenvolvido por Loreiro et al
em [Loureiro et al., 2004]. Por meio de análises de componentes principais (PCA) e mapas auto-
organizáveis, eles representaram trajetórias em um espaçotimbrístico as quais foram definidas a
partir de coordenadas descritas por três componentes principais (PCA). Desta forma, uma seqüência
de notas executadas por uma clarineta, foi utilizada para trç r as trajetórias apresentadas na figura
2.2. Segundo os autores, a criação de subespaços espectrais, utilizando-se de todos os sons possíveis
de um instrumento, possibilita uma representação compactara toda a sua paleta timbrística.
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Fig. 2.2: Espaço de representação timbral proposto por [Loureir et al., 2004]. Nesta figura, cada eixo corres-
ponde a um componente principal.
Outros trabalhos interessantes foram realizados com o auxílio de novas ferramentas, como é o caso
dos trabalhos de Su e Jeng [Su & Jeng, 2001], que utilizando-se a transformadawavelet, propuseram
um novo método para reconhecimento de acordes musicais, baseando-se em um modelo de audição
humana por bancos de filtros. Já Kostek et al [Kostek et al., 2002, Kostek et al., 2005] propõem um
sistema descritor que se baseia na extração de característias que são úteis no reconhecimento de sons
musicais ao juntar análiseswaveletscom redes neurais.
A partir de bases psicoacústicas, Spiegelberg [Spiegelberg, 2002] desenvolve um novo método
de análise musical vinculado ao estudo das articulações e transientes de fragmentos musicais. Se-
gundo o autor, sua pesquisa serve de suporte para estudos musicológicos focados não só em análises
timbrísticas, mas também em psicologia da performance, análise e performance propriamente.
2.2 Síntese Sonora
Todos estes estudos estão alinhados de forma prática a dois objetiv s: conhecer e representar me-
lhor elementos sonoros de forma a refinar o processo de expressão musical. O processo, pelo qual
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um compositor passa, ao imaginar um som, desvenda-lo dentrode uma infinidade de sons existentes,
desenvolver um processo simples para obtê-lo, selecionar as tecnologias e softwares para sua criação
e então empregá-lo como desejado nutre-se completamente deste binômio análise e representação.
Nesta seção serão abordados alguns métodos de síntese tradicion l que foram revitalizados nos últi-
mos anos através do emprego de novas tecnologias. Informações complementares sobre os métodos
tradicionais de síntese, não abordados aqui, podem ser obtidas pelo leitor em [De Poli, 1983].
O primeiro método de síntese de grande impacto foi a síntese aditiva, que fez uso direto das idéias
propostas por Helmholtz e foi comumente implementada baseando-se na transformada de Fourier,
onde osciladores senoidais foram empregados na constituição de um espectro de freqüências. Po-
rém, as primeiras implementações resultaram em material sonoro por vezes questionadas nas suas
aplicações musicais. Estudos mais aprofundados e que propunham modelos não harmônicos foram
desenvolvidos por Risset [Risset, 1965], dentre outros. Revisitar e reformular métodos consagrados
como este, têm sido uma prática recorrente durante os últimos an s.
O Spectral Modeling Synthesis(SMS), de Serra e Smith [Serra & Smith, 1989], incorpora um mo-
delo de detecção de picos espectrais que sofistica a representação do envelope de cada parcial, assim
como um modelo estocástico de representação dos transientes, denominado resíduo, dando origem a
um processo de síntese aditiva revitalizada, figura 2.3. Ainda, Bélltran em [Beltran & Beltran, 2003]
utilizando um banco de filtro porwaveletsde Morlet que refina o SMS, incrementando ainda mais o
processo de síntese aditiva, figura 2.4.
Os trabalhos realizados por Evangelista e seu grupo de pesquisa em tecnologia so-
nora, sofisticaram ainda mais os modelos de síntese, incluindo modelos aditivos frac-
tais [Polotti & Evangelista, 2007], modelagem física [I. Testa et al., 2004], com o emprego
das transformadas [?, Evangelista, 1993, Evangelista, 1996, Evangelista & Cavaliere, 1998a,
Evangelista & Cavaliere, 1998b], permitindo a representação de modelos inarmônicos de forma al-
tamente satisfatória1.
Aliados à síntese aditiva, ou por métodos não-lineares de síntese comowaveshaping
[Lebrun, 1979], modulação em anel [De Poli, 1983] ou modulação em freqüência [Chowning, 1971],
bancos de filtros porwaveletspodem ser empregados para esculpir o espectro sonoro. Nestecon-
1Os resultados sonoros podem ser conferidos emhttp://staffwww.itn.liu.se/~giaev/ST_giaev.
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Fig. 2.4: Fluxograma do método de síntese proposto por [Beltran & Beltran, 2003].
texto, um dos subprodutos do nosso trabalho foi um processador de sinais que se utilizou de um
banco de filtros desenvolvidos a partir dewaveletsde Morlet. Como resultado apresentado em
[Luvizotto & Costa, 2007, Luvizotto et al., 2007], obtivemos uma ferramenta capaz de explorar tanto
a resolução em freqüência como a temporal. Trata-se de um processador formado por um detector de
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fundamentais aliado a um banco de filtros. A fundamental do sinal de entrada é detectada e o banco
de filtros é sintonizado de modo a atenuar ou acentuar cada umadasn primeiras parciais, conforme
o usuário desejar. Os parâmetros são ajustados através de controles deslisantes como ilustrado em
2.5. A figura 2.6 mostra a representação do espectro de Fourier em cascata de uma nota D2 de um
piano, onde somente a fundamental está presente. Todas as outras parciais foram eliminadas através
do banco de filtro .
Podem-se vislumbrar muitas aplicações para este processador. Por exemplo, é possível aplicar a
curva da evolução temporal das fundamentais de um sinal de fala m um solo de guitarra, escolhendo-
se as parciais que irão ser alteradas a partir da afinação da fala. A sonoridade resultante preserva a
variação tonal e rítmica vocal assim como as características originais do solo através da manipulação
espectral executada pelos filtroswavelets.
Fig. 2.5: Representação esquemática do processador harmônico proposto em [Luvizotto & Costa, 2007].
Técnicas de síntese com formas de ondas fixas, produzem sons estáticos. Uma característica
fundamental de um som musical é a sua evolução timbrística temporal. Uma forma alternativa de
representar um sinal sonoro pode ser traçada através de uma seqüência de sons elementares, de du-
rações constantes que o constitui analogamente a um filme, noqual uma imagem em movimento é
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Fig. 2.6: Representação do espectro via sonograma da nota D2de um piano, onde somente a fundamental está
presente, obtido através do banco de filtros desenvolvido por [Luvizotto & Costa, 2007].
produzida por uma seqüência de fotos.
Esta abordagem em música levou às técnicas da síntese granular [Roads, 1978] que obtiveram
especial atenção da comunidade científica nas décadas de 1980 90. Esses sons elementares são
os chamadosgrãos. Esta abordagem foi inicialmente proposta pela teoria da auição do físico Dennis
Gabor [Gabor, 1947b, Gabor, 1947a] que se referiu a um grão com Quanta Sonoro, e postulou que
qualquer som poderia ser descrito pela teoria granular ou quântica. Esta visão, a qual incorpora um
modelo temporal ao som, oferece um modelo mais completo que aabordagem atemporal das análises
de Fourier. Ela também sugere uma interpretação alternativa das decomposições e recomposições
por wavelets. Por esta abordagem, aswaveletsseriam os grãos e os valores dos coeficientes associ-
ados a intensidade com que cada grão participa do processo. Arepresentação final do sinal depende
da waveletescolhida como grão, dos coeficientes e também da disposiçãotemporal destes coefici-
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entes. Podemos criar diferentes sons a partir dos mesmos grãos e coeficientes através de diferentes
ordenações [Evangelista, 1991].
Os grãos podem ser produzidos por um simples oscilador ou poroutros métodos, com durações
variáveis na ordem de 5-50 ms. Há duas formas de se implementar um sintetizador granular. A
primeira, é organizar os grãos em quadros, como em um filme. A cada quadro, os parâmetros de
todos os grãos são atualizados, como na figura 2.7. Esta foi a abordagem adotada por Xenakis, que
também foi o primeiro compositor a explicar, em seu livroFormalized Music[Xenakis, 1971], uma
teoria composicional para a teoria sonora dos grãos. Aplicações em tempo real foram desenvolvidas
por Barry Truax em [Truax, 1988] em consonância com esta abord gem desenvolveu-se toda uma



















5 ms < ∆t < 20 ms
Fig. 2.7: Organização granular por quadros, como adotada por Xenakis em [Xenakis, 1971].
A segunda forma de organização envolve espalhar os grãos comuma máscara, que cerca uma
região temporal com freqüência e amplitudes particulares [Roads, 1978]. Assim, os grãos são orga-
nizados em eventos, para o quais Roads usou doze parâmetros para caracterizar:
1. Tempo inicial.
2. Duração.
3. Forma de onda inicial.
4. Curva de variação da forma de onda (taxa de transferência de uma senóide para um pulso de
banda limitada).
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5. Freqüência central inicial.
6. Curva de variação da freqüência.
7. Largura de banda.
8. Curva de variação da largura de freqüência.
9. Densidade inicial dos grãos.
10. Amplitude inicial.
11. Curva de variação da amplitude.
Em um evento, os grãos são espalhados randomicamente através da densidade inicial e de sua
curva de variação. Uma vez que os grãos são organizados destaforma, torna-se possível variar os
parâmetrosen masse, ou misturar grãos com diferentes parâmetros para criar nuvens de espectro
sonoro [Roads, 1978].
Uma grande variedade de formas de ondas podem ser usadas dentro dos grãos, de simples senói-
des, passando por sinais modulados em freqüência até formasde ondas gravadas de sons naturais,
como no caso das paisagens sonoras [Truax, 1996]. Uma vez queos grãos são obtidos de sons do
meio ambiente, eles podem ser recombinados com diferentes espaçamentos, ordens e até misturados
utilizandos-se grãos de diversas fontes para compor texturas inéditas ou o que é chamado de paisagens
sonoras artificiais.
Como foi apontado na introdução deste capítulo, seu objetivo, ao recapitular os métodos de síntese
vigente e fazer um apanhado histórico, foi mostrar que certos pr blemas que surgiram no desenvol-
vimento da síntese de som podem ser atacados através do ferramental derivado da teoria dewavelets.
Então, para avançar no estudo proposto para esta dissertação, fazemos a seguinte divisão: a) teoriza-
ção daswaveletsonde se apontam algumas das principais propriedades matemáticas envolvidas a ser
apresentada no capítulo a seguir; b) descrição do modelo de repr sentação abordado no capítulo 4.
Capítulo 3
Teoria Wavelet
3.1 Uma breve introdução histórica
Separar um fenômeno complicado em vários outro mais simplespara então estudá-lo, é uma
abordagem padrão em diversas áreas da ciência. As análiseswav letfaz uso desta idéia, pois en-
volve a representação de funções quaisquer em termos de blocos c nstrutivos básicos, de forma fixa,
porém em diferentes escalas e posições. Muitos dos trabalhos foram realizados nos anos de 1930.
Uma investigação da história da matemática nos revela diferent s origens para a análisewavelet
[Meyer, 1993].
Em matemática abstrata, é sabido há algum tempo que técnicasbaseadas em séries e transfor-
madas de Fourier podem não ser adequadas para a representação de muitos problemas. A primeira
menção ao que hoje chamamos dewaveletapareceu em 1909, no apêndice da tese doutoramento de
A. Haar, que enquanto trabalhava na construção de bases parare resentar funções integráveis qua-
draticamente, chegou a primeirawaveletortogonal da qual se tem notícia. Uma outra propriedade
desejável dawaveletde Haar é o suporte compacto, porém infelizmente ela não é continuamente
diferenciável, o que de alguma forma limita sua aplicação.
Na década de 1930, vários grupos independentes trabalharamn representação de funções usando
funções bases com escala variável. O físico Paul Levy, ao investigar os movimentos Brownianos
constatou que as bases de Haar eram mais eficientes no estudo de pequenos detalhes, de alta comple-
xidade, no movimento Brawniano [Grapes, 1995].
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Outros importantes estudos, também datados nos anos de 1930, foram realizados por Littlewood,




| f(t) |2 dt (3.1)
O cálculo produzia diferentes resultados se a energia estives e concentrada em alguns pontos ou
distribuída sobre um grande intervalo. Este resultado perturbou os cientistas porque indicava que a
energia poderia não ser conservada. Os pesquisadores descobriram então uma função que podia variar
em escala e conservar a energia funcional. A teoria desenvolvida levou o nome de Littlewood-Paley.
Nas décadas de 1950 e 1960, estes desenvolvimentos forneceram as bases teóricas ao desen-
volvimento de poderosas ferramentas para o estudo de outrostópicos, como soluções de equações
diferenciais parciais e equações integrais [Jawerth & Sweldens, 1994] . Calderón abordou em seus
trabalhos a decomposição atômica, introduzindo a identidade e Calderón, uma decomposição de um
operador de identidade.
No começo dos anos de 1980, Strömberg descobriu as primeiraswaveletsortogonais, na tenta-
tiva de melhor compreender os espaços de Hardy, assim como outros espaços usados para medir o
tamanho e a suavidade de funções [Strömberg, 1981]. Apesar disto, o sistema introduzido por Yves
Meyer em 1985 recebeu maior reconhecimento, sendo conhecido como base de Meyer.
Yves Meyer e seu grupo de colaboradores chegaram a grandes resultados sobre a teoria de
Calderón-Zygmund, em particular a representação deLittlewood-Paleye perceberam que estas téc-
nicas poderiam levar a uma concepção unificada de muitos resultados da análise harmônica, e mais:
que poderiam substituir as séries de Fourier em aplicações numéricas [Jawerth & Sweldens, 1994].
Através dessas pesquisas foi possível relacionar as váriasteorias - da decomposição de
Littlewood-Paley à identidade de Calderón. Grossman e Morlet em 1984 sugeriram, pela primeira
vez, o termowaveletpara os blocos construtivos básicos, e o que antes era conhecido por teoria de
Littlewood-Paley, passava a ser chamado de teoriawavelet.
Em 1985, Stephane Mallat deu aswaveletsum salto adicional através de seus trabalhos em proces-
samento digital de sinais. O autor descobriu algumas relaçõs entre filtros QMF (Quadrature Mirror
Filter), algoritmos piramidais e baseswaveletsortogonais. Em 1986, Mallat e Meyer desenvolveram
a teoria da análise em multi-resolução, que proporcionou uma explanação satisfatória para todas essas
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construções, e disponibilizou uma ferramenta para a construção de outras bases [Daubehies, 1992].
Por volta de 1988, Ingrid Daubechies, utilizando os trabalhos de Mallat, extendeu o trabalho
de Haar, construindo sua própria família de wavelets ortogonais, com suporte compacto e contínua,
possibilitando uma análise e síntese mais eficiente do que a obtida com outros sistemas (como o de
Haar).
Desde então o número de contribuições teóricas e práticas nocampo daswaveletsvêm crescendo
amplamente ano após ano, assim como a difusão de seu uso em inúmeras áreas, com grande enfôque
em processamento digitais de sinais.
3.2 Transformada Wavelet Contínua
As wavelets, como o próprio nome sugere, são obtidas através de dilatações e contrações da
waveletmãeψ(t) ∈ L2(R) com média nula:
∫ +∞
−∞
ψ(t)dt = 0; (3.2)
O objetivo principal é representar funções∈ L2(R) através da decomposição no espaço gerado
pelawaveletmãe. Uma família dewaveletsé gerada pelaψ(t) através de dilatações, por meio de um









A transformada contínuawavelet(CWT) def ∈ L2(R) no tempob e escalaa é definida por



















onde∗ denota o complexo conjugado.







ψ(t)dt = 0, temos queψ̂ é a função de transferência de um filtro passa-
faixa. A convolução da equação 3.5 calcula a transformadawaveletatravés de filtros passa-faixas
dilatados [Mallat, 1998]. Da mesma forma que a transformadaenj nelada de Fourier, a transformada
waveletpode medir a evolução temporal dos transientes freqüenciais do sinal. Isto requer o uso de
umawaveletanalítica complexa, a qual separa os componentes de amplitude e fase, possibilitando
medir as freqüências instantâneas do sinal [Kroland-Martinet, 1988]. Em contraste, aswaveletsreais
são freqüentemente utilizadas para detectar abruptas transições no sinal.
Para que umawaveletmãeψ(t) possa dar origem a uma família de wavelets,exige-seque
[Kroland-Martinet, 1988]:
• ψ(t) seja absolutamente integrável:
∫ +∞
−∞
| ψ(t) | dt <∞ (3.8)
• tenha energia finita:
∫ +∞
−∞
| ψ(t) |2 dt <∞ (3.9)







Esta última condição foi provada pela primeira vez em 1964 pelo matemático Calderón, por um
enfoque distinto. Posteriormente, Grossmann e Morlet provaram o mesmo resultado para a área de
processamento de sinais. O teorema de Calderón, Grossmann eMorlet, da onde sai a condição acima,
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e sua prova podem ser encontrados em [Mallat, 1998]. Para garantir que a integral do sinal seja finita
ψ̂(0) tem que ser nulo, o que explica o motivo pelo qual asw veletsdevem ter média nula. Na prática,
esta última condição implica que a wavelet oscila, integra-se zero e possui valor DC nulo.
Além destas propriedades, outras podem ser desejadas ou exigidas das famílias wavelets para
que sejam úteis em aplicações específicas na área de processamento digital de sinais e na análise de
espaços funcionais. Abaixo, relacionam-se tais propriedad s[Faria, 1997].
• possuírem certo grau de regularidade (suavidade)
• serem nulas no infinito
• possuírem um certo número de momentos nulos10
• que sejam funções de classeCk (0 < k <∞)
• que tenham suporte compacto, no tempo e na frequência
Satisfeita a condição de admissibilidade, é possível recuperar a funçãof(t) através deW(a, b)













A constanteCψ é a constante de Calderón.
3.2.1 A função escalaφ
QuandoWf (a, b) é conhecido somente paraa < a0, a recuperação def envolve informações
complementares sobreWf(a, b) paraa > a0. Isto é obtido através da introdução de umafunção
escalaφ que é um "acúmulo"dewaveletsem escalas maiores que 1. O módulo de sua transformada








A função escala pode então ser interpretada como sendo a resposta ao impulso de um filtro passa-




















= f ∗ φ̃a(t) (3.14)
3.2.2 Transformada Wavelet Discreta
Sejaf(t) um sinal contínuo no tempo, uniformemente amostrado em intervalosN−1 sobre [0,1].
Sua transformada wavelet só pode ser calculada em escalasN−1 < s < 1. No cálculo discreto, é
mais fácil normalizar a distância de amostragem para 1 e considerar o sinal dilatadof(t) = f(N1t).
Uma mudança de variável na transformada contínua wavelet 3.4 mostra que [Mallat, 1998]:
Wf (u, s) = N
−1
2 W (Nu,Ns) (3.15)
Para simplificar a notação, vamos considerarf e denotar porf [n] = f(n) o sinal discreto de
tamanhoN . Sua transformadawaveletdiscreta é calculada através de escalass = aj , coma = 2
1
ν ,
que provêν escalas intermediárias em cada oitava[2j, 2j+1).
Sejaψ(t) umawaveletcujo suporte está incluído em[−K/2, K/2]. Para2 ≤ aj ≤ NK−1, a









Tratandof [n] eψj [n] como sinais periódicos de tamanhoN , a transformada discreta pode ser cal-
culada através de uma convolução circular por meio do algoritm de transformada rápida de Fourier
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paran ∈ [−N/2, N/2], também calculada através de convolução circular comf [n] por meio de FFT.
3.2.3 Escala Versus Freqüência
A "freqüência instantânea"é freqüentemente considerada como um modo de introduzir depen-
dência freqüencial ao longo do tempo. Dado um sinal com espectro amplo, as freqüências instan-
tâneas contribuem com diferentes componentes espectrais ao decorrer do tempo na sua composição.
Para uma maior precisão temporal, é necessário uma representação tempo-freqüência bidimensional
G(ω, t) do sinalf(t) composto pelas características espectrais de cada instante. A transformada de
Fourier foi inicialmete adaptada por Gabor [Gabor, 1947b] com esse propósito, definindoG(ω, t)
da seguinte maneira. Considere um sinalf(t) e assuma-o estacionário quando visto através de uma










chamada detransformada enjanelada de Fourier, conhecida por STFT do inglêsShort Time Fourier
Transform.









comα > 0, como função janela passa-baixasφ(t) . Assim, 3.20 é também conhecido na literatura
como transformada de Gabor.
As análises através da STFT dependem criticamente da janelautiliz daφ(t) que pode ser vista,
no domínio da freqüência, como uma janela-freqüencialφ̂(ω) capaz de percorrer todo o eixo de
freqüências de forma que a janela passa-baixaφ(t) pode ser usada como um filtro passa-faixa. Mais
precisamente, enquanto a função temporal modulada
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ejω0tφ(t− b) (3.21)




e−jbωφ̂(ω − b) (3.22)
em função deω localiza o espectro (ou transformada de Fourier)f̂(ω) do sinal próximo aω = ω0
[Chui, 1997], ou seja, a STFT pode ser vista como um banco de filtros modulado [Portnoff, 1980].
Através desta interpretação dual, podemos traçar uma relação entre a resolução no do domínio do
tempo e no domínio da freqüência. Assumindo o valor2∆φ̂ como sendo a largura RMS da função
janela freqüencial̂φ(ω) e 2∆φ como a duração RMS da janela temporalφ(t), pelo princípio da





a igualdade acima garante-se somente quandoφ(t) é dada por 3.20. Em outras palavras, qualquer fun-
ção janela não pode ter área menor que 2 e qualquer função Gaussiana é uma janela-tempo freqüencial
ótima (ou menor) [Chui, 1997] .
A equação 3.23 garante que uma boa resolução temporal leva a um localização ineficientes no
domínio da freqüência e vice-versa. A figura 3.1 mostra a janela tempo-freqüência correspondente a
funçãoψ(t) em várias localizações tempo-freqüênciaisb, ω0. Observe que a área da janela é sempre
dada por4∆φ∆φ̂.
Já na transformada wavelet aφ(t) deve necessariamente ser uma função passa-faixa, ao invés de
passa-baixa, dado que seu valor DC tem obrigatóriamente queser nulo. E ainda a largura de sua
janela temporal é dada por2a∆ψ e aumenta conforme o fator de escala> 0 diminui. No caso das




∆ψ̂+ = 4∆ψ∆ψ̂+ . (3.24)
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Fig. 3.1: Representação da relação tempo-freqüência na STFT.
Esta janela automaticamente muda seu tamanho para se adaptar às freqüências do sinal analisado
[Chui, 1997], como representado nas figuras 3.2 e 3.3.
Fig. 3.2: Representação da relação tempo-freqüência na CWT.
Similaridades entre a Transformada de Fourier e a Transformada Wavelet: A transformada
discreta de Fourier (DFT) estima a transformada de Fourier de uma função através de um número
finito de pontos dela amostrados. As propriedades da DFT são basicamente as mesmas da transfor-
mada de Fourier. Ainda, a formula para a transformada inversa pode ser facilmente calculada através
da transformada direta pelo fato da estreita semelhança entre as duas expressões. O cálculo da DFT é
feito através do algoritmo de FFT [Oppenheim et al., 1999].
Tanto a transformada discreta de Fourier (DFT) quanto a transformada discretawaveletsão opera-
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Fig. 3.3: Um outra forma de representação da CWT, com escaloname to diádico, ou seja, coma variando por
potência de dois.
dores lineares que geram uma estrutura de dados contendolog2n segmentos de vários comprimentos,
usualmente de tamanhos2n.
As propriedades matemáticas das matrizes envolvidas, também são similares. A matriz da trans-
formada inversa, tanto para a DFT quanto para a DWT é a transposta da original. Como resultado,
ambas transformações podem ser vistas como a rotação de um espaço de função para um domínio
diferente. Para a DFT este novo domínio contém funções basesque ão senos e cossenos. Para a
transformada wavelet, este novo domínio contém funções bases wavelets[Grapes, 1995]. Ambas
transformadas são localizadas em freqüência, o que as tornam ótimas ferramentas para análises es-
pectrais.
Diferenças entre a Transformada de Fourier e a TransformadaWavelet: A diferença mais no-
tável entre esses dois tipos de transformadas é que as wavelets são funções localizadas no tempo,
enquanto senos e cossenos não. Ou seja, na STFT uma única janela é utilizada para todas as freqüên-
cias, portanto, a resolução da análise é a mesma em todos os locais d plano tempo-freqüência.
Já na transformadawaveletas janelas são variáveis. Por exemplo, no caso de isolar uma descon-
tinuidade de um sinal, funções base de suporte bem pequeno são ideais. Por outro lado, para se obter
detalhes sobre a distribuição de freqüências mais baixas, funções bases com suporte mais amplo são
desejáveis. A transformadawaveletoferece este recurso, possibilitando análises finas em ambos os
domínios [Grapes, 1995].
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3.2.4 Análise em Multi-resolução
Existem pelo menos suas maneiras de abordar a teoriawavelets: uma é através das transformadas
contínuas, visto na seção 3.2 e outra através deAnálise em Multi-Resolução. As análises em multi-
resolução (MRA) possibilitam decompor um sinalf(t), com t ∈ R, em aproximações sucessivas
de resolução cada vez menor, numa sequência de processos de filtrag m consecutivos. Na MRA
duas funções são utilizadas: awaveletψ e a função de escalaφ, que são ortogonais entre si. A
funçãowaveleté utilizada para gerar um filtro passa-altas que dá origem aoscoeficientes de detalhe;
a função de escala, com oscilações em baixas freqüências, é utilizada para criar um filtro passa-
baixas responsável pelos coeficientes de aproximação. Tanto a waveletquanto a função escala são
filtros QMF e possibilitam a perfeita reconstrução do sinal [Miner & Caudell, 2002]. Nos próximos
itens, apresenta-se a teoria da multiresolução para sinaiscontínuos, porém igualmente válida para
sinais discretos.
3.2.5 A função escala e os subspaçosVn
A análise em multi-resolução deL2(R) é definida como uma seqüência de subespaços fechados
Vn deL2(R), n ∈ Z, com as seguintespropriedades[Jawerth & Sweldens, 1994, Chui, 1997]:
1. ... ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ ...
2. f(t) ∈ Vn ⇔ f(2t) ∈ Vn+1
3. f(t) ∈ Vn ⇔ f(t+ 12n ) ∈ Vn , para todon inteiro.
4. o conjunto
{φ(t− k) : k = 0,±1, ...}
de translações inteiras deφ(t) é umaBase de Rieszde V0 = Vφ,0 := Vφ, e os subespaços









n=−∞ Vn = {0}
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Vamos fazer algumas simples observações sobre as definiçõesacima.
Sejaφ( t
2










para alguma seqüência{pk} de tal forma que a expressão do lado direito de 3.25 esteja emL2, segue
a definição [Chui, 1997, Mallat, 1989].
Definição 3.2.1Se uma funçãoφ(t) ∈ L2 satisfaz 3.25 e é estável, entãoφ(t) por definição é cha-
mada de função escala e{pk} em 3.25 sua correspondente seqüência bi-escalar.
Se uma funçãoφ(t) satisfaz a relação bi-escalar da definição 3.2.1, consideran o s escalasa






e é imediato que a coleção de funções {φn,k | k ∈ Z } forma uma base de Riesz (estável) do
espaçoVn [Jawerth & Sweldens, 1994]. Ainda, (coma = 2−n, onden é um inteiro) paran = n1 e
n = n2 onden1 < n2, em 3.26 um sinal numa escala de menor resolução2−n1 pode ser representado
através de uma escala de resolução mais fina2−n2, o que leva a seqüência de espaços aninhados
... ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ ..., descrita acima. A função escalaphi(t) gera uma MRA do espaço de
energia finitaL2.
Em muitas aplicações não é preciso utilizar a função escala em si, ao invés pode-se somente
trabalhar diretamente com a seqüência{pk}, descrito pelo teorema seguir [Chui, 1997].
Teorema 3.2.2Sejaφ(t) uma função escala com a seqüência bi-escalar{pk} como na definição
3.2.1, e sejafn(t) ∈ Vn, tal que... ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ .... Entãofn(t) ∈ Vn+1 e as seqüências de
coeficientes
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Pelo teorema 3.2.2 é possível constatar que o cálculo decn+1 através decn é muito eficiente,
especialmente quando a seqüência {pk} é finita. Isto requer apenas duas operações, umupsample
seguido por uma convolução.
3.2.6 A funçãoWavelet e o Espaço dos DetalhesWn
Sejaφ(t) uma função escala (passa-baixas) que gera uma MRA
{0} ← ... ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ ...→ L2 (3.30)
doL2. Para cada inteiron, desde queVn−1 seja um subespaço próprio deVn, temos um subespaço
não trivial complementarWn−1 deVn relativo àVn−1. Ou seja,Wn−1 ⊂ Vn e
Vn = Vn−1 +Wn−1, Wn−1 ⊥ Vn−1 (3.31)
Usaremos a notação [Chui, 1997]
Vn = Vn−1 ⊕Wn−1 (3.32)
onde o símbolo⊕ denota soma direta. Em outras palavras, cada elemento deVn+1 pode ser
escrito, de forma única, como a soma de um elemento deVn e e um elemento deWn. Entretanto, os
subespaçosWn não são necessariamente únicos, existem várias formas de complementarVn emVn+1
.
Assim, através de 3.30, o espaçoL2 pode ser decomposto como uma soma ortogonal dos subes-
paçosWn, de forma que
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Fig. 3.4: Representação da soma direta dos espaçosVn e seus complementaresWn na decomposição por






Se uma funçãoφ(t) gera uma base de Riesz, então é possível obter [Chui, 1997], apartir dela,
outra funçãoφ⊥(t), tal que a família
{φ⊥(t− k) : k = 0,±1, ...} (3.34)
seja ortonormal.
Observe que seφ(t) gera uma MRA{Vn} deL2, entãoφ⊥(t) também a gera. Seja{pk} sua











gera os subespaços complementares ortogonaisWn relativos a MRA descrito em 3.30, como
aponta o seguinte teorema:
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Teorema 3.2.3Sejaφ(t) uma função escala que gera uma MRA{Vn} deL2, e sejaφ⊥(t) sua or-
tonormalização. Seja também,{pk} a seqêncua bi-escalar deφ⊥(t) eψ(t) como definido em 3.36,





é uma base ortonormal do espaço de energia finitaL2 [Chui, 1997].
Estes resultados demonstram o potencial da ferramenta no sentido que podemos representar qual-
quer sinal, de forma exata e sem aproximações, em sucessivasfaix de freqüências, com ótima
representação, e com larguras de banda que diminuem por um fator diádico. Através da projeção do
sinal nas funções escalaφ obtemos os coeficientes de aproximação. E pela projeção do sinal na base
ψj,k obtemos os coeficientes referentes aos detalhes. O espectroé analisado conforme ilustrado na
figura 3.5.
De acordo com o que foi dito no capítulo 2, exploramos aqui a parte matemática necessária para
a compreensão da teoria envolvida no modelo que será expostoadiante. Nos próximo dois capítulos












Fig. 3.5: Espectro de freqüências dividido em faixas diádicas, através da análise em multiresolução (MRA).
Capítulo 4
Descrição do Modelo Proposto
4.1 Introdução
Com o objetivo de expandir as aplicações em síntese sonora apresentadas no capítulo 2 e de-
senvolver um modelo computável a partir da sistemática apresentada no capítulo 3, apresentamos a
seguir um modelo de manipulação de baseswaveletsque possibilita a geração de novos timbres a
partir da permutação de um mesmo conjunto de coeficientes.
As análiseswaveletsneste trabalho foram realizadas de forma investigativa dando origem a um
novo mecanismo de representação de sinais musicais capaz detransitar por distintas sonoridades,
através de um modelo simples. O foco está voltado à destacadaimportância que o posicionamento
dos coeficienteswaveletsexerce na caracterização timbrística de sons musicais.
Mais especificamente, o modelo se baseia nas análises em multiresolução pela transformada dis-
cretawavelets. A representação de sonoridades distintas é dada a partir dereordenações que são feitas
em um mesmo grupo de coeficientes, extraídos de um som base ou através de uma aproximação por
função polinomial. Ou seja, estamos relacionando o posicionamento dos coeficientes com geração de
timbres diversos. Vamos à descrição técnica do modelo.
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4.1.1 Análise em Multiresolução das Amostras
Tipicamente instrumentos musicais têm as freqüências fundamentais de suas notas contidas na
faixa entre 27.5 Hz e 4186 Hz1. Uma representação eficiente de instrumentos com esta tessitura pelas
análises em multiresolução requer uma implementação que cubra todo o espectro de freqüências, e
ainda que seja capaz de isolar em faixas espectrais distintas o maior número de parciais do sinal.
Esta necessidade interfere diretamente no número de níveiso qual o sinal deve ser decomposto.
Como podemos notar na figura 4.1, dois sons ilustrativos com fundamental em 50 Hz e outro com
fundamental em 80 Hz estão divididos em cinco níveis de multiresolução e, na figura 4.2, em oito
níveis. Na primeira ilustração, vemos que, para o som com fundamental em 50 Hz, na faixa de
freqüência do nível cinco de aproximação estão contidos seus quinze primeiros harmônicos. E para
o som de 80 Hz, os oito primeiros harmônicos. Desta forma, a localização do conteúdo espectral do
sinal fica prejudicada, pois várias parciais estão aninhadas numa mesma faixa de freqüência.
Já na figura 4.2, onde são adotados oito níveis, os harmônicosde ambos os sons ficam melhor
localizados. No oitavo nível de detalhes temos somente as fundamentais, 50 Hz e 80 Hz, assim como
nos níveis seguintes uma distribuição mais segregada das parciais.
Desta forma, escolhemos fazer a decomposição em oito níveis. A faixa de freqüência do oitavo
nível de aproximação, o mais grave, termina em 93,75 hertz, suficiente para localizamos com efici-
ência o espectro de notas de baixa freqüência. Nos experimentos análises que se seguirão, para
cada amostra, serão gerados ao todo nove vetores de coeficient s, sendo oito relativos aos níveis de
detalhes e um relativo ao oitavo nível de aproximação.
As waveletsescolhidas foram as da família Daubechies, com 16 momentos nul paraψ(t). Esta
família é ortogonal, de suporte compacto, comwaveletsnão simétricas e maior número de momentos
nulos para um dado suporte. Os filtros associados são de fase mínima [Daubehies, 1992], figura 4.3.
O tamanho dos vetores depende da taxa de amostragem e da duração do arquivo de áudio utiliza-
dos. Para cada segundo de áudio, com taxa de amostragem de 48 kHz, cada vetor do primeiro nível
de detalhes possui aproximadamente 24 mil coeficientes, o segundo nível aproximadamente 12 mil
coeficientes e assim por diante, decaindo por um fator diádico i.e, seS é o número total de amostras
do arquivo de áudio que será analisado, o númeroN (n) de coeficientes de cada níveln é dado por:


















































































Som com Fundamental em 50 Hz Som com Fundamental em 80 Hz





Sejax um sinal de áudio, representado através de suas amostras temporais. Como explicado
anteriormente no capítulo 3, os níveis de detalhes são obtidos através da projeção do sinal na base
que gera o subespaçoWn. Igualmente para os níveis de aproximação, no subespaçoVn.
Desta forma,w(n)x é o vetor dos coeficientes da projeção do sinalx na basewaveletψj,k(t) que



























































































Som com Fundamental em 50 Hz Som com Fundamental em 80 Hz
Fig. 4.2: Exemplo de análise em multiresolução com oito níveis e suas respectivas bandas de freqüências .
geraWn. Analogamente para o caso dos níveis de aproximação ondev
(n)
x é o vetor dos coeficientes
da projeção do sinalx na baseφ, que gera a análise em multiresolução emVn.
De modo geral, neste trabalho o que se busca é modelar o vetorw(n)x resultando em um outro vetor
aproximadow(n)s obtido de duas formas diferentes, como descrito a seguir.
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Função de escala phi















Filtro passa-baixas de decomposição




Filtro passa-baixas de recomposição




Filtro passa-altas de decomposição




Filtro passa-altas de recomposição
Fig. 4.3:Waveletde Doubechie 16 e seus filtros de decomposição e recomposição.
4.2 Manipulação dos Coeficientes
O modelo proposto está baseado nas permutações dos coeficient swaveletsde cada níveln de
resolução. Estas operações são realizadas a partir da seguinte definição.
Definição 4.2.1Dadow(n) = (w(n)1 , w
(n)
2 , ...., w
(n)
N ), de acordo com o apêndice A existe uma matriz
de permutaçãoP (n) tal que:
P (n)w(n) = u(n) (4.2)
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ondeu(n) = (u(n)1 , u
(n)
2 , ..., u
(n)




2 ≤ ... ≤ u
(n)
N .
Então, dado o vetorw(n)x de coeficienteswaveletsde detalhes do níveln, do sinal amostrado de






Nosso objetivo agora é usar esta matriz para manipular um outro ve oru(n)y de coeficientes orde-
nados de base, provenientes de uma aproximação polinomial ou de um outro sinal.
Isto significa que estamos transferindo a ordenação do vetoru(n)x , proveniente daP
(n)
x , para um





ondew(n)s é o sinal de saída relativo ao níveln de detalhes.
4.2.1 Notação Utilizada
Na tabela 4.1 dispomos, de forma a facilitar a consulta, a notçã empregada para as variáveis
utilizadas no modelo, com suas descrições.
Tab. 4.1: Varíaveis utilizadas na descrição do modelo.
Notação Descrição da Variável
x Sinal de entrada
w
(n)
x Vetor com os coeficientes de detalhes do níveln dex
u
(n)
x Vetor com os coeficientes de detalhes ordenados do níveld x
w
(n)
s Vetor de saída do modelo.
P
(n)
x Matriz de permutação associada ao níveln de detalhes do sinalx
4.3 Visão Geral do Modelo
Consideramos inicialmente um sinal musicalx, representado por seus coeficienteswaveletsem
oito níveis de detalhe, conforme discutimos anteriormente.
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Sejaw(n)x o vetor de coeficientes don-ésimo nível de detalhes do sinal musicalx. Consideremos
a reordenação de seus coeficientes, de modo a produzir um novovetoru(n)x ordenado como exposto
na definição 4.2.1.
Desse modo, cada nível de representação do sinalx pode ser decomposto em dois aspectos: de
um lado, a informação relativa à permutaçãoP (n)x . Do outro lado, a função monotônicaf (n) ∼ u(n)x .
f (n) : N → R f (n)(k) ∼ u(n)x (k) (4.5)
parak = 1, 2, ...N .
O modelo proposto neste trabalho é baseado na observação de que o primeiro aspecto descrito
acima é fundamental na representação do sinal musical, ao pass que o segundo aspecto pode ser
aproximado de diversas maneiras. Em outras palavras, um sinal musical pode ser modelado atra-
vés das permutações associadas a cada nível de representação cujos coeficientes são aproximados
por f (n). Tais aproximações podem ser obtidas por maneiras diversas. Analogamente, para o caso
dos coeficientes de aproximação por uma funçãog(n). Nas próximas seções, duas alternativas de
aproximação serão propostas.
4.4 Ordenação dos Coeficientes
A ordenação dos coeficientes é a parte mais importante do process . Aplicada nível a nível, ela
cumpre dois objetivos principais. O primeiro é o de simplificar a representação. Somente assim,
podemos aproximar os valores dos coeficientes de base por umafunçãof (n) simples.
Com os coeficientes na ordenação original, essas curvas são muito complexas, pois são a projeção
do sinal na basewaveletreferente á faixa de freqüência em que se situa aquele nível‚de complexidade
muito semelhante a própria forma de onda da região de freqüência em questão. O segundo objetivo é
obter a matriz de permutaçãoP (n)x .
Na prática, a operação de ordenação é feita através das matrizes de transposição definidas no
apêndice A e de forma que as posições originais são guardadasem um vetor de posição. Assim, é
possível, posteriormente, efetuar de forma rápida e efetiva a reordenação dos coeficientes, sem que
seja necessário trabalhar diretamente com a matriz de permutaçãoP de alta dimensão. Desta forma,
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contornamos o problema de esforço computacional imposto pela alta dimensionalidade das matrizes
de permutação.
4.5 Formas de Aproximação dos Coeficientes de Base
Nesta seção, iremos descrever as duas formas simples utilizadas para obtenção dos coeficientes
que serão utilizados como elementos-base do processo de representação musical do sinal alvo. Pri-
meiramente, descreveremos a aproximação por meio de uma função polinomial cujo interesse maior
reside em recodificar um sinal musical de forma econômica. Posteri rmente, um modelo baseado
em sons amostrados será apresentado. Seu destaque está na possibilidade de transitar por diversos
sons, conforme os sons alvo e base escolhidos. Este segundo modelo visa prover aos músicos, tanto
da área de performance quanto compositores, novas possibilidades de manipulação sonora, não pri-
mando pela redução informacional e sim por viabilizar a criação de novos timbres e texturas sonoras.
Ainda, ambos os modelos podem ser refinados ou transformadosatravés do dispositivo residual, da
seção 4.7, no qual características de um terceiro som podem ser i plantadas.
4.5.1 Modelo por Aproximação Polinomial
Neste modelo, os coeficientes do vetoru(n)x são aproximados por uma função polinomial e utili-
zados como base. Ou seja,u(n)x (k) ∼ fn(k) = u(n)y (k). As aproximações são realizadas por meio de
uma função polinomial de graup, refinada pelo método dos mínimos quadrados. Ou seja
u(n)x (k) ∼ fn(k) = αpkp + αp−1kp−1 + αp−2kp−2 + . . .+ α0 (4.6)
parak = 1, 2, ....N .
O sistema de equações 4.6 pode ser reescrito, na forma matricial, por:
u(n)x = Kθ
(n) (4.7)
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Os coeficientesθ(n) podem ser obtidos, através do método dos mínimos quadrados,resultando
em:
θ(n) = (KTK)−1KTu(n)x . (4.9)
A matriz quadrada(KTK)−1KT é chamada depseudo inversadeK. Desta forma, obtemos o
vetor colunaθ(n) que contém os coeficientes do polinômio. Para obter esta aproximação, utilizamos
somente o som alvo. A escolha do grau do polinômio depende do sinal alvo. Como veremos no capí-
tulo 5, sons com um comportamento espectral mais regular, como a clarineta, podem ser aproximados
de forma satisfatória por um polinômio de grau 5. Já para o piano, cujos transientes são acentuados e
seu espectro mais complexo, precisamos aumentar o grau do polinômio para 9.
A escolha do grau do polinômio pode ser feita de várias maneirs. Uma forma eficiente é esta-
belecer uma medida de distância entre as curvas, que esteja atrelad a um certo padrão de qualidade
psicoacústica, para cada tipo de instrumento. Assim, torna-se possível adequar a relação entre a
qualidade sonora e a economia de dados, obtida pela representação, conforme o objetivo sonoro final.





ondeu(n)y (k) = fn(k), que é a função de aproximação polinomial como discutido acim .
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4.6 Modelo a Partir de Coeficientes de Sons Amostrados
Neste modelo, os valores dos coeficienteswaveletsbaseu(n)y são de um segundo sinal de áudio
y. A sonoridade obtida é caracterizada pela matriz de permutaçãoP nx . Assim, saída do modelo por





ondeu(n)y são os coeficienteswaveletsdo níveln do sinal amostradoy.
Ajuste de Energia
As permutações propõem reordenações que alteram as características timbrísticas presentes em
cada nível. Porém, as energias originais das faixas de freqüência envolvidas são conservadas. Na
constituição da sonoridade global, os valores dos ganhos dessas bandas são cruciais. Ou seja, após
permutarmos os coeficientes, devemos corrigir as energias de cada nível, de forma a re-equilibrar as
contribuições timbrísticas de cada uma delas para o sinal desaí a.
O ajuste é feito através de um fator de correção, calculado através da relação entre as energias














para os níveis do sinaly.






Os coeficientesGn são aplicados a cada um dos vetores resultantes da reordenação dos coeficien-
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tes basew(n)s e funcionam como um fator de ganho. Essas correções são aplicadas somente no modelo
por sons amostrados. As duas próximas seções apresentadas são aplicadas em ambos os modelos de
aproximação dos coeficientes. Elas estão relacionadas à reconstrução do sinal.
4.7 Etapa Residual
Após a construção do sinal através das permutações, podemosmanipular diferenças entre o sinal
original e o sinal representado através de um modelo residual. Esta etapa consiste em detectar quais
coeficientes aproximados são mais distintos, com relação aosin l alvo. Estes coeficientes, que deno-
minamos de resíduos, são os possíveis responsáveis pelas dif renças psicoacústicas entre o sinal alvo
e o sinal gerado pelo modelo. Caso o objetivo seja reproduziro sinal alvo, podemos substituir esses
coeficientes detectados pelos seus correspondentes do som alvo.
Mas, extrapolando esta aplicação, podemos utilizar estas trocas na criação de novos timbres. Atra-
vés da inserção de coeficientes de outros sons, como veremos no capítulo 5, podemos atribuir novas
características timbrísticas à sonoridade alvo, expandindo as possibilidades de geração de material
musical.
Existem várias maneiras de detectar semelhanças ou diferenças tre os sinais gerado e original.
Uma delas se dá através do cálculo da diferença em módulo entre o vetorCs, gerado a partir da
concatenação dos níveis do sinal de saída e o vetorCx, gerado a partir da concatenação dos níveis do
sinal de entrada.
Efetuando-se ordenaçãodecrescente2 desta diferença através da matriz de permutaçãoQ, b-
temos as posições dosR coeficientes mais distintos. Desta forma, podemos substituí-los e então
reordená-los através deQ, nas posições originais. Assim, estamos substituindo osR coeficientes
mais distintos, entre o som alvo e o permutado, por outros coeficientes que podem ser pegos do som
alvo ou de um terceiro sinal.
Esta operação não é mais realizada nível a nível, pois estamoextraindo as informações da conca-
tenação dos níveis. Assim as diferenças são tratadas globalmente, e não mais de forma estratificada
como no caso das permutações. Estas trocas nos possibilitam:
2A ênfase aqui é dada, pois, nos processos anteriores, utilizamos a ordenação crescente.
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• determinar osR possíveis coeficientes responsáveis pela diferenciação entre as duas sonorida-
des.
• uma exploração sonora entre as principais diferenças timbrísticas dos dois sons envolvidos.
Através da recriação dos arquivos de áudio correspondentes, podemos escutar essas diferenças
de sonoridade tanto dos coeficientes que foram retirados, como dos coeficientes que foram
inseridos.
• utilizarN coeficientes extraídos de um terceiro sinal ao invés do alvo,com o objetivo de inserir
novas características ao sinal permutado.
O último item realça a idéia mais atrativa do ponto de vista musical, i.e, interpretar as trocas como
um parâmetro de controle de sonoridade. O númeroR de coeficientes que serão substituídos fica
a cargo da criatividade musical do usuário. A sua variação altera as características psicoacústicas,
criando novas texturas e sensações sonoras.
Após as trocas, os coeficientes concatenados são finalmente colocados em suas posições originais
e submetidos à transformadaw veletinversa. Esta é a saída de áudio que será gravada em um arquivo
wave.
O modelo baseado na aproximação por função polinomial está ilu trado pelo diagrama da figura
4.4. Já o modelo por sons amostrados está representado pelo diagrama da figura 4.5.




























Fig. 4.4: Diagrama completo do modelo polinomial.




































Neste capítulo, apresentaremos alguns dos resultados obtidos a partir do modelo proposto no ca-
pítulo 4. Através dos experimentos que se seguem, avaliamoso p tencial do método discutido neste
trabalho, destacando algumas de suas diversas formas de aplicação. Seja através da criação e repre-
sentação sonora pela fusão de materiais diversos, ou pela recodificação econômica de sinais musicais.
Neste sentido, os sinais utilizados foram escolhidos visando abranger algumas das principais carac-
terísticas presentes e desejáveis no cenário musical.
Dentre os sinais escolhidos estão: (1) a clarineta que possui um comportamento espectral bem
determinado, com predominância dos harmônicos ímpares e com transientes suaves; (2) o piano, ins-
trumento predominantemente harmônico, com transientes mais acentuados que os da clarineta, com
caráter levemente percussivo; (3) um trecho rítmico dedrum’n bassexecutado por uma bateria ele-
trônicaRoland TR8080; e (4) um baixo sintético, com mesmo estilo e andamento da bateria. As
amostras foram extraídas dos pacotes de sons do aplicativoLogic AudiodaApple, devido à alta quali-
dade das gravações e dos instrumentos empregados (pianoStei waypor exemplo). Foram utilizadas
com taxa de amostragem de 48 KHz e 16 bits.
Os experimentos se iniciam pelo modelo polinomial, explorando o potencial ecônomico da re-
presentação. Já nas seções seguintes, utilizamos os mesmossons como material para o modelo por
coeficientes amostrados. Nesta parte, os coeficientes da clarienta foram utilizados como base na re-
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presentação do piano e da bateria eletrônica. Os coeficientes mpregados na parte residual foram
extraídos da amostra do baixo sintético.
Os resultados do trabalho são apresentados de duas formas. Primeiro, através dos arquivos de
áudio gerados, que estão no CD que acompanha a dissertação. Segundo, pelo próprio texto, por meio
dos espectros dos arquivos que constam no CD e de tabelas que contêm os valores das distâncias
euclidianas entre as curvas produzidas. Todos os experimentos são apresentados através desta mesma
estrutura. Assim, o leitor pode navegar pelos resultados deforma prática e rápida.
5.2 Representação Através do Modelo por Aproximação Polino-
mial
Vamos começar a apresentação dos resultados pelos experimentos r alizados através do modelo
por aproximação polinomial. A primeira subseção traz a representação do som de clarineta. Posteri-
ormente, exploramos o modelo através de sons de piano. E, porfim, terminamos esta seção com os
sons de bateria.
5.2.1 Representação de Som Clarineta
A aproximação dos valores de seus coeficientes foi feita por um polinômio de grau 5. A figuras
5.1 e 5.2 mostram as curvas dos níveis 4 e 7, respectivamente.1
Pela inspeção dos gráficos, é possível constatar que a funçãoaproxima de forma satisfatória os
valores dos coeficientes. Uma segunda forma de avaliar a qualidade sonora é por meio dos valores
das distâncias euclidianas entre.
Para o cálculo das distâncias as curvas foram normalizadas.Isto é, todos os coeficientes foram
divididos pelo máximo elemento em módulo dentre eles, o que não altera a relação entre as cur-
vas. Desta forma, tivemos uma variação de valores que ficou entre -1 a 1 e pudemos comparar as
distâncias, para todos os níveis.
1Por questões de diagramação e organização do texto, colocamos apenas as curvas referentes a alguns níveis para os
experimentos. As demais curvas podem ser encontradas no CD que acompanha o texto.
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Fig. 5.1: Curva proveniente da ordenação ascendente do nível de detalhes 4 da nota D3 da clarineta e sua
aproximação por um polinômio de grau 5.




















Fig. 5.2: Curva proveniente da ordenação ascendente do nível de detalhes 7 da nota D3 da clarineta e sua
aproximação por um polinômio de grau 5.
























Na tabela 5.1 estão os valores das distâncias para todos os níveis para o D3 da clarineta.
Para visualizar o espectro, utilizamos a representação em cascata da transformada enjanelada de
Fourier. Nas figuras 5.3 e 5.4 estão os espectros do sinal original e final do D3, representado pelo
54 Experimentos
Vetores Comprimento Freq. Dist
Dc1 48015 24000 0.0105
Dc2 24023 12000 0.0256
Dc3 12027 6000 0.019
Dc4 6029 3000 0.0205
Dc5 3030 1500 0.0252
Dc6 1530 750 0.0192
Dc7 780 375 0.0215
Dc8 405 187.5 0.0333
Ac8 405 93.75 0.0763
Tab. 5.1: Distâncias euclidianas entre as curvas ordenadasdos níveis originais e aproximados, para o exemplo







































Fig. 5.3: Representação em cascata do espectro da nota D3 original da clarineta.
As diferenças entre os espectros são praticamente imperceptíveis, o que pode ser constatado atra-
vés da audição das amostras que estão no CD2
2Uma lista com a disposição das faixas do CD encontra-se no apêndice B, com um texto explicativo, referente às
amostras, figuras e tabelas.






































Fig. 5.4: Representação em cascata do espectro da nota D3 da clarineta gerada pelo modelo por aproximação
polinomial.
5.2.2 Representação de Som de Piano
A complexidade das envoltórias espectrais deste instrumento afeta diretamente as formas das
curvas ordenadas de seus coeficienteswavelets. Para aproximá-las, utilizamos uma função polinomial
de grau 9. A nota escolhida foi um C4, e as curvas dos níveis 5 e 6estão nas figuras 5.5 e 5.6.





















Fig. 5.5: Curva proveniente da ordenação ascendente do nível de detalhes 5 da nota C4 do piano e de sua
aproximação por um polinômio de grau 9.
Pela inspeção dos gráficos, é possível constatar que a funçãoaproxima de forma satisfatória os
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Fig. 5.6: Curva proveniente da ordenação ascendente do nível de detalhes 6 da nota C4 do piano e de sua
aproximação por um polinômio de grau 9.
valores dos coeficientes do piano. A tabela 5.2 contém os valores das distâncias entre as curvas
ordenadas para todos os níveis do C4.
Vetores Comprimento Freq. Dist
Dc1 48015 24000 0.0106
Dc2 24023 12000 0.0181
Dc3 12027 6000 0.016
Dc4 6029 3000 0.0155
Dc5 3030 1500 0.0148
Dc6 1530 750 0.0145
Dc7 780 375 0.0122
Dc8 405 187.5 0.0259
Ac8 405 93.75 0.0297
Tab. 5.2: Distâncias euclidianas entre as curvas ordenadasdos níveis originais e aproximados, para o exemplo
da nota alvo C4 do piano.
A representação da sonoridade do piano é mais sensível, com relação aos valores dos coeficientes,
do que a da clarineta. Comparando as tabelas 5.1 e 5.2 constatamos que, no geral, as distâncias estão
menores para o piano. Porém, podemos ouvir algumas granulações mais na representação do seu
sinal, quando comparado ao da clarineta. Estas granulaçõessão visíveis através da visualização do
espectro via sonograma das figuras 5.7 e 5.8. Uma melhor representação pode ser obtida aumentando
o grau do polinômio empregado na aproximação, porém com custo omputacional maior.
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Fig. 5.7: Representação via sonograma da nota C4 original dopian .
Fig. 5.8: Representação via sonograma da nota C4 do piano gerada pelo modelo por aproximação polinomial.
5.2.3 Representação de um Trecho Rítmico Executado por Bateria
Nesta subseção utilizamos o modelo proposto para reproduziois compassos de um trecho rít-
mico dedrum’n bass, executado por uma bateria eletrônicaRoland TR808. As amostras utilizadas
são de seis segundos, tempo necessário para os dois compassos.
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As possibilidades de representação do modelo foram exploradas o extremo. Pois, as amostras
envolvidas são extremamente complexas, com sons inarmônicos e om envelopes espectrais e tempo-
rais de grandes variações. A figura 5.9 traz o gráfico do envelope temporal do som alvo, que ilustra
bem a riqueza rítmica que motiva o experimento.












Fig. 5.9: Envelope temporal, em dB, do sinal da bateria.
Nas figuras 5.10 e 5.11 estão representadas as curvas provenientes das ordenações dos coeficientes
do sinal da bateria e sua aproximação para os níveis 7 e 8 de detalhes.
Quanto maior a presença de transientes no sinal, maior a concentração de energia na faixa de
freqüência responsável pelos ataques. Isto significa que alguns poucos coeficientes, que estão nos
níveis relativos àquela faixa de freqüência, oscilam com grandes amplitudes. Como conseqüência,
as curvas provenientes das suas ordenações têm extremos acentuados e as regiões centrais, próximas
do eixoy, com valores próximos de zero. No som da bateria, os transiente são extremos. Por este
motivo, para aproximar seus coeficientes de forma satisfatória, precisamos elevar o grau do polinômio
para 11. Caso contrário, as oscilações causadas pelo grau baixo do polinômio implicariam na perda
da definição dos ataques. Para exemplificar, figura 5.12 traz aaproximação do mesmo nível 7 de
detalhes por uma função polinomial de grau 3.
Os valores das distâncias euclidianas entre as curvas originais e aproximadas estão na tabela 5.3.
E nas figuras 5.13 e 5.14 estão os sonogramas do sinal originale do sinal representado pelo
modelo. É possível notar que no sonograma do sinal original há uma maior ocorrência de listras
5.2 Representação Através do Modelo por Aproximação Polinomial 59





















Fig. 5.10: Curva proveniente da ordenação ascendente do nível de detalhes 7 do sinal da bateria e de sua
aproximação por um polinômio de grau 11.





















Fig. 5.11: Curva proveniente da ordenação ascendente do nível de detalhes 8 do sinal da bateria e de sua
aproximação por um polinômio de grau 11.
horizontais claras (aproximadamente 0 dB), o que indica a presença de pausas no sinal. Já no sinal
representado pelo modelo, essas listras não aparecem. Istoestá relacionado ao surgimento de um
pouco de ruído, gerado pelas aproximações.
Na seção seguinte, apresentaremos os resultados obtidos através do modelo por coeficientes de
sons amostrados.
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Fig. 5.12: Curva proveniente da ordenação ascendente do nível de detalhes 7 do sinal da bateria e de sua
aproximação por um polinômio de grau 3.
Vetores Comprimento Freq. Dist
Dc1 48015 24000 0.0178
Dc2 24023 12000 0.0151
Dc3 12027 6000 0.0179
Dc4 6029 3000 0.0226
Dc5 3030 1500 0.026
Dc6 1530 750 0.0199
Dc7 780 375 0.018
Dc8 405 187.5 0.0139
Ac8 405 93.75 0.0109
Tab. 5.3: Distâncias euclidianas entre as curvas ordenadasdos níveis originais e aproximados, para o exemplo
da bateria.
5.3 Representação Através do Modelo por Coeficientes de Sons
Amostrados
5.3.1 Coeficientes Extraídos da Clarineta
Neste experimento, aproximamos os coeficientes base pela nota G#3 da clarineta. Utilizaremos
com alvo duas notas distintas, também da clarineta. Os alvossão: um D3 e um E4, notas extremas da
regiãochalumeau.
Nas figuras de 5.15 a 5.16 estão representadas as curvas provenientes das ordenações dos coefici-
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Fig. 5.13: Representação via sonograma do espectro do trechoriginal executado pela bateria.
Fig. 5.14: Representação via sonograma do espectro do trechexecutado pela bateria gerado pelo modelo por
aproximação polinomial.
entes do D3 e do G#3, dos níveis 6 e 8 de detalhes. Os gráficos estã organizados da seguinte forma:
nas linhas sólidas estão as curvas ordenadas do D3 e nas linhas pontilhadas as curvas do sinal base
G#3; em vermelho estão as curvas geradas pelo ajuste de energia dos coeficientes base. Analoga-
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mente, para as figuras 5.17 e 5.18, correspondentes aos níveide detalhes 5 e 7 da nota E4. Estes
níveis foram escolhidos pela relevância espectral dessas not , nestas faixas de freqüência.






















Fig. 5.15: Curva proveniente da ordenação ascendente do nível de detalhes 6 das notas D3 e G#3 da clarineta.






















Fig. 5.16: Curva proveniente da ordenação ascendente do nível de detalhes 8 das notas D3 e G#3 da clarineta.
Para os experimentos com coeficientes provenientes de sons amostr dos, foram calculados três
valores de distância para cada nível, com as seguintes nomenclaturas:
• Dist: entre as curvas ordenadas do alvo e da base;
• DistG: entre as curvas ordenadas do alvo e as curvas obtidaspelo ajuste de energia do som base;
• DistN: entre as curvas ordenados do alvo e a curvas finais, com asN = 4000 trocas.
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Fig. 5.17: Curva proveniente da ordenação ascendente do nível de detalhes 5 das notas E4 e G#3 da clarineta.






















Fig. 5.18: Curva proveniente da ordenação ascendente do nível de detalhes 7 das notas E4 e G#3 da clarineta.
As distâncias foram calculadas através da expressão 5.1. Osvalores para exemplo D3 e E4 estão
dispostos na tabela 5.4 e 5.4, respectivamente.
Pelos gráficos das figuras 5.15 a 5.18 podemos perceber que há uma forte semelhança entre as
curvas originais e as curvas finais, resultante do processo de ajuste de energia, para cada níveln. Isso
confere para os demais níveis, tanto para o D3 como para o E4. Ou seja, os coeficientes da nota G#3
constituem uma boa aproximação para as duas notas alvo do experimento. Desta forma, a partir da
permutaçãoPn adequada é possível transitar por essas duas notas, e por conseqüê cia, pela região
chalumeautoda. Caso o intuito seja a completamimesisdo sinal de entrada, podemos ainda tratar as
pequenas diferenças por meio do modelo residual, como apresentado a seguir.
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Vetores Comprimento Freq. Dist DistG DistN
Dc1 48015 24000 0.078 0.00579 0.00579
Dc2 24023 12000 0.102 0.0106 0.0106
Dc3 12027 6000 0.132 0.0112 0.0112
Dc4 6029 3000 0.0867 0.0267 0.0225
Dc5 3030 1500 0.11 0.0618 0.00524
Dc6 1530 750 0.2 0.0654 0.00661
Dc7 780 375 0.512 0.0491 0.0074
Dc8 405 187.5 0.282 0.0229 0.013
Ac8 405 93.75 0.0331 0.0197 0.0153
Tab. 5.4: Distâncias euclidianas entre os coeficientes dos níveis ordenados para o exemplo das notas D3 alvo
com G#3 base. Ambas da clarineta
Vetores Comprimento Freq. Dist DistG DistN
Dc1 48015 24000 0.0654 0.0119 0.0119
Dc2 24023 12000 0.0582 0.0111 0.0111
Dc3 12027 6000 0.167 0.0117 0.0117
Dc4 6029 3000 0.214 0.0543 0.0218
Dc5 3030 1500 0.0941 0.0345 0.00662
Dc6 1530 750 0.334 0.011 0.011
Dc7 780 375 0.173 0.0211 0.0102
Dc8 405 187.5 0.62 0.00263 0.00263
Ac8 405 93.75 0.054 0.00311 0.00311
Tab. 5.5: Distâncias euclidianas entre os coeficientes dos níveis ordenados para o exemplo das notas E4 alvo
com G#3 base.
Para o tratamento dos resíduos precisamos antes estabelecer um ritério de troca para os coe-
ficientes. Aqui, o objetivo foi a reprodução idêntica do sinal alvo. Então, o critério utilizado foi a
comparação psicoacústica objetivando, com umN pequeno, obter a melhor qualidade sonora da saída
em relação à entrada. Os testes psicoacústicos foram realizados pelo autor, em um estúdio apropriado,
com um sistema de referência de alta fidelidade em sala com reverberação e resposta de freqüência
adequadas.
As trocas efetuadas pelo modelo residual aproximam ainda mais as curvas finais das originais,
representadas pelo alvo. Podemos verificar estas aproximação através da comparação entre as duas
últimas colunas das tabelas 5.4 e 5.5.
As figuras 5.19 e?? mostram que coeficientes foram trocados para as notas D3 e E4,r specti-
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Fig. 5.19: Posição dosN = 4000 coeficientes trocados para a nota D3.




















Fig. 5.20: Posição dosN = 4000 coeficientes trocados para a nota E4.
vamente. Nestas figuras a numeração das posições do vetor de ceficientes original é feita a partir
dos níveis correspondentes às freqüências mais baixas - nível oito de aproximação, em seguida nível
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oito de detalhes, sete de detalhes, consecutivamente até o nível um de detalhes (ver a figura 4.2 onde
os níveis de freqüência mais baixa encontram-se na parte inferior do diagrama). No eixox estão as
posições ordenadas dos coeficientes e no eixoy suas posições originais. A partir destas figuras, é
possível saber a posição e o nível de cada um dosR coeficientes mais distintos substituídos pelos
originais.
De forma geral, em instrumentos harmônicos as trocas estão concentradas nas primeiras posições
do vetor de coeficientes original concatenado. Nos sons predominantemente harmônicos, como a
clarineta, a maior parte da energia está concentrada nas primeiras parciais, e portanto o conteúdo de
maior relevância do sinal está focado nesta região. Desta forma, é natural que as maiores discrepân-
cias ocorram nas primeiras posições.
No caso do D3, as mudanças estão concentradas de forma mais acentuada nos níveis de detalhes
cinco, seis, sete, oito e oito de aproximação. Já para o caso do E4, pela tabela 5.5 vemos que os
níveis sete e oito de detalhes não sofreram alteração no valor de distância após as trocas. Podemos
constatar esse fato pelo gráfico da figura 5.19. Na faixa de 0 até aproximadamente 1000, das posições
originais, não houve nenhum ponto trocado. Isto acontece porque nesta faixa de freqüência não há
nenhum componente espectral desta nota, que tem sua fundametal em em 271.2 Hz e se encontra
no sétimo nível de detalhes. As trocas estiveram em níveis mais altos devida a distância entre sua
fundamental e a do G#3.
Como forma de visualização do espectro, utilizamos a represntação em cascata da transformada
enjanelada de Fourier. Nas figuras 5.3, 5.21 e 5.22 temos a nota D3 original, permutada e com asN
trocas, respectivamente. Analogamente para para o E4, nas figuras 5.23, 5.21 e 5.22.
As diferenças entre os espectros são extremamente sutis, o que pode ser também constatado atra-
vés da audição das amostras que estão no CD. Algumas granulações pequenas estão presentes, porém
após as trocas estas diferenças ficam praticamente imperceptíveis.
5.3.2 Instrumentos Distintos
Ao utilizarmos como nota alvo um instrumento distinto ao da nota base, verificamos de forma
acentuada que as mudanças na sonoridade estão fortemente relacionadas com o posicionamento dos
coeficientes. Ao aplicarmos uma permutação adequada a base,con tituída pelos coeficientes da clari-






































Fig. 5.21: Representação em cascata do espectro da nota D3 reproduzida através das permutações dos coefici-






































Fig. 5.22: Representação em cascata do espectro da nota D3 daclarineta reproduzida através das permutações
dos coeficientes da nota G#3 também da clarineta, com 4000 coeficientes trocados pelos seus respectivos do
som alvo.
neta, transitamos pelos timbres de piano e bateria, mudandocompletamente as características sonoras













































































Fig. 5.24: Representação em cascata do espectro da nota E4 reproduzida através das permutações dos coefici-
entes da nota G#3, ambas da clarineta em Bb.
Clarineta e Piano
Nesta parte dos experimentos, utilizamos como som alvo um som de piano C4, e como som base
o mesmo G#3 da clarineta em Bb. O objetivo foi confrontar o modelo na geração de sons harmônicos,
porém com transientes mais acentuados que os da clarineta, som base no processo descrito. A figuras
5.26 e 5.27 mostram os níveis ordenados de detalhes 6 e 7 destas amostras.






































Fig. 5.25: Representação em cascata do espectro da nota E4 daclarineta reproduzida através das permutações
dos coeficientes da nota G#3 também da clarineta, com 4000 coeficientes trocados pelos seus respectivos do
som alvo.






















Fig. 5.26: Curva proveniente da ordenação ascendente do nível de detalhes 6 das notas C4 do piano e G#3 da
clarineta.
A tabela 5.6 apresenta os valores para as distâncias euclidianas, da mesma forma como exposto
anteriormente, comN = 4000. O valor deN aqui também foi escolhido de forma experimental,
variando a cada tentativa até a obtenção de um valor coerentedo ponto de vista psicoacústico, já
utilizando-o como parâmetro livre, para criação da sonoridade.
O gráfico da figura 5.28 mostra quais coeficientes foram trocados. No eixox estão as posições
ordenadas de 1 aN e no eixoy as posiçõesoriginaisocupadas no vetor de coeficientes. Através desta
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Fig. 5.27: Curva proveniente da ordenação ascendente do nível de detalhes 7 das notas C4 do piano e G#3 da
clarineta.
Vetores Comprimento Freq. Dist DistG DistN
Dc1 48015 24000 0.0863 0.00431 0.00431
Dc2 24023 12000 0.147 0.00626 0.00626
Dc3 12027 6000 0.14 0.042 0.0411
Dc4 6029 3000 0.092 0.0485 0.0321
Dc5 3030 1500 0.297 0.0315 0.00634
Dc6 1530 750 0.396 0.0708 0.00339
Dc7 780 375 0.394 0.112 0.00314
Dc8 405 187.5 0.603 0.0435 0.0177
Ac8 405 93.75 0.0874 0.0872 0.0235
Tab. 5.6: Distâncias euclidianas entre os coeficientes dos níveis ordenados para o C3 do piano como nota alvo
e com o G#3 da clarineta como base.
figura e da tabela 5.6 notamos que as mudanças foram realizadas de forma estratificada nos quatro
primeiros níveis, posição máxima em 19452 e freqüência máxia de 3000 Hz. Ou seja, conforme o
N aumenta no eixox, as posições dos coeficientes trocados são maiores.
Nas figuras de 5.29 a 5.31 estão os espectros dos sinais originais e gerados pelo modelo, para
a nota C4 do piano. Nota-se que nas altas freqüências, do sinal gerado, há uma pequena perda de
resolução.
5.3 Representação Através do Modelo por Coeficientes de SonsAmostrados 71


























































Fig. 5.29: Representação em cascata do espectro da nota C4 original do Piano.
5.3.3 Clarineta e Bateria
Aqui os experimentos foram realizados através da mesma notaG#3 da clarineta, porém a amostra







































Fig. 5.30: Representação em cascata do espectro da nota C4 dopiano reproduzida através das permutações dos






































Fig. 5.31: Representação em cascata do espectro da nota C4 dopiano reproduzida através das permutações dos
coeficientes da nota G#3 da clarineta, com 4000 coeficientes trocados pelos seus respectivos do som alvo.
nica. Os resíduos foram extraídos de um excerto melódico, também do mesmo estilo e andamento,
executado por um baixo sintético. Aqui utilizamos amostrascom seis segundos, tempo necessário
para os dois compassos.
O foco central deste experimento esteve voltado para a exploraçã do modelo na criação de novas
sonoridades. Ao exploramos o modelo residual, pudemos avaliar o potencial sonoro do modelo,
5.3 Representação Através do Modelo por Coeficientes de SonsAmostrados 73
gerado pela fusão das características psicoacústicas envolvidas. O resultado foi uma composição
sonora extremamente interessante do ponto de vista musical.
As figuras 5.32, 5.33 e 5.34 correspondem às curvas dos ordenamentos dos níveis 6, 7 e 8. No
geral, as curvas são bem distintas. Isto confere a sonoridade resultante uma mistura das características
espectrais correspondentes as diferenças de cada som envolvido.





















Fig. 5.32: Curva proveniente da ordenação ascendente do nível de detalhes 6 do trecho executado pela bateria
e da nota G#3 da clarineta.






















Fig. 5.33: Curva proveniente da ordenação ascendente do nível de detalhes 7 do trecho executado pela bateria
e da nota G#3 da clarineta.
A tabela 5.7 apresenta os valores para as distâncias euclidianas, da mesma forma como exposto
anteriormente, porém aqui comN = 12000. O objetivo das trocas foi produzir uma sonoridade
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Fig. 5.34: Curva proveniente da ordenação ascendente do nível de detalhes 8 do trecho executado pela bateria
e da nota G#3 da clarineta.
diferente, composta por elementos da bateria, clarineta e do baixo utilizado como material de extração
dos coeficientes residuais.
Vetores Comprimento Freq. Dist DistG DistN
Dc1 48015 24000 0.0746 0.0462 0.0462
Dc2 24023 12000 0.0968 0.0606 0.0645
Dc3 12027 6000 0.0653 0.0469 0.0513
Dc4 6029 3000 0.0561 0.0545 0.0563
Dc5 3030 1500 0.138 0.0831 0.0353
Dc6 1530 750 0.262 0.0722 0.0457
Dc7 780 375 0.54 0.122 0.0671
Dc8 405 187.5 0.184 0.175 0.114
Ac8 405 93.75 0.249 0.301 0.0713
Tab. 5.7: Distâncias euclidianas entre os coeficientes dos níveis ordenados para a bateria como alvo, com o
G#3 da clarineta como base e com os coeficientes residuais extraídos do som de baixo sintético.
O gráfico da figura 5.35 mostra quais coeficientes foram trocados. As trocas foram realizadas de
forma bem esparsa, porém com forte concentração nas primeiras 2000 posições. Este fato se deve a
grande concentração de energia existente na região grave dabateria, devido ao bumbo. As correções
de energia, realizadas nos níveis do sinal da clarineta, nãocorrigem totalmente essas diferença, como
podemos observar nas figuras 5.32, 5.33 e 5.34.
E por fim, as figuras 5.36, 5.37 e 5.38 trazem os espectros do sinal da bateria original, do baixo e
da composição do sinal resultante, produzido pelo modelo.
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Fig. 5.35: Posição dosN = 12000 coeficientes trocados para a composição da sonoridade envolv d a bateria,
clarineta e baixo sintético.
Fig. 5.36: Representação via sonograma do espectro da bateria.
Neste capítulo apresentamos alguns dos resultados obtidosa ravés do modelo proposto no capí-
tulo 4. Pudemos avaliar seu potencial, destacando algumas de suas formas de aplicação. Dentre elas,
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Fig. 5.37: Representação via sonograma do espectro do baixo.
Fig. 5.38: Representação do espectro, via sonograma, da sonoridade produzida através das permutações dos
coeficientes da nota G#3 da clarineta, com alvo na bateria eletrônica e com 12000 coeficientes trocados pelos
seus respectivos do baixo sintético.
exploramos a criação e representação sonora pela fusão de materiais diversos e também a recodifica-
ção econômica de sinais musicais. No capítulo que se segue, faremos as conclusões e as projeções
para o futuro deste trabalho.
Capítulo 6
Conclusão
Nesta dissertação, realizamos um estudo sobre a representação de sinais musicais, para propor um
método eficaz e robusto, capaz de suprir necessidades técnicas nas diversas vertentes apresentadas no
capítulo 2. A partir do que foi exposto, desenvolveu-se um estudo onde elaboramos um método de
representação de sinais musicais por transformadaswavelets. O uso dewaveletsfoi estratégico porque
através desta ferramenta pudemos tratar os transientes sonoro e sua evolução temporal com acuidade.
Esta possibilidade de atuar sobre as componentes estáveis do sinal e seus transientes representou um
avanço no tratamento de sinais musicais.
A questão de fundo deste trabalho foi qualificar a relevânciade características dinâmicas do sinal
como inarmonicidade, vibratos, ruídos, distorções provenientes da propagação das ondas no ar dentre
outras que motivaram esta pesquisa. Outro ponto foi como manipulá-las, frente à possibilidade de
síntese de um som musical. Este entorno gerou questões subjetivas que têm o potencial de encontrar
soluções nas análises de sons acústicos. Assim, é necessária uma ferramenta poderosa, capaz de atuar
como um "telescópio"onde, a cada nova escala, novos detalhes do f nômeno sonoro são revelados.
O estudo do nosso modelo foi desenvolvido a partir de quatro vetores qualitativos propostos por
Serra: qualidade sonora, flexibilidade, generalidade e esforço computacional, como exposto no capí-
tulo 2. Estes vetores representam um objetivo amplo. Porém,a partir deste ponto de vista, buscamos
soluções para explorar um subconjunto deste universo. A partir dessas considerações, desenvolvemos
os capítulos desta dissertação, descritos abaixo.
Nos três capítulos iniciais, expusemos o estudo da literatura recente dos processos de análise e sín-
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tese de sons musicais, assim como da ferramenta de engenharia envolvida, que são as transformadas
wavelets. Com esta revisão, ampliamos o entendimento teórico sobre oassunto abordado e situamos
os pontos teóricos para um possível desenvolvimento deste trabalho, cujo escopo foi a representação
de sinais musicais.
No capítulo 4, apresentamos a descrição do modelo estudado,por duas vertentes diferentes. A pri-
meira, foi implementada utilizando-se de aproximação polinomial, refinada com aplicação do método
dos resíduos quadráticos. Descrita na seção 4.5.1, esta técnica permite recodificar sinais musicais de
forma econômica, através da aproximação polinomial do conjunto de coeficientes do nível de reso-
luçãowavaletn. A segunda técnica desenvolvida baseou-se na permutação dos c eficientes de sons
amostrados para gerar uma nova representação. Este método nos permitiu gerar sonoridades ricas,
com alto grau de variabilidade e riqueza espectral, provenientes da fusão de vários elementos sonoros
que foram representados pelos níveis de detalhes da transformadawavelets.
No decorrer da pesquisa, alguns problemas foram encontrados, como a alta dimensionalidade
do espaço representado pelos coeficienteswavelets, a qual uma questão delicada que contornamos.
Frente a este problema, observamos que trabalhar diretamente com as matrizes de permutação seria
inviável computacionalmente. A solução adotada foi utilizar vetores de posição, comN entradas,
associados às matrizesN × N . Estes vetores descreveram a posição original ocupada por cada co-
eficiente do som alvo. Desta forma, reduzimos o número de operaçõ s realizadas e o consumo de
memória.
Um outro problema encontrado, foi a notação matemática. Trabalh mos com três arquivos de
áudio, analisados em oito níveis de resoluçãowaveletde onde resultam vetores de detalhes e de apro-
ximação. Dentro do modelo, esses vetores foram manipuladosatravés de ordenações e reordenações,
pela permutação adequada, e tiveram seus coeficientes trocados utilizando-se do método de resíduos.
Desta forma, necessitamos de vários descritores para as variáveis e índices. No modelo final, obtive-
mos uma notação simplificada a qual acreditamos conter o rigor matemático necessário ao escopo do
problema.
É necessária a realização de mais testes psicoacústicos para avaliar a extensão dos resultados,
com sujeitos músicos e também não treinados. Para sons gerai, que não são gerados por instrumen-
tos musicais, poderemos explorar relações subjetivas. Porexemplo, aplicar a dinâmica de um som
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natural como o da água em um som de piano, avaliando como as características destes dois sinais são
entrelaçadas no resultado sonoro.
Os resultados expostos no capítulo 5 apresentaram a funcionalidade do dispositivo. Dentre os
quesitos desejáveis para um método de representação e síntese, os resultados podem ser comparados
com os critérios anteriormente mencionados:
Qualidade sonora: as amostras criadas através de ambos os modelos, polinomial ou por sons amos-
trados, ficaram extremamente condizentes ao som original, preservando suas principais carac-
terísticas sonoras. A fusão da bateria eletrônica com o baixo sintético do experimento da seção
5.3.3 demonstrou o potencial criativo do trabalho. Este julgamento psicoacústico poderá ser
realizado pelo leitor através da comparação entre os sinaisoriginais e o gerado pelo método.
Além dos exemplos incluídos no texto da dissertação, há no cdem anexo à dissertação várias
outras amostras, geradas a partir de sons e aproximações distintas.
Flexibilidade: a matrizP de permutação demonstra a capacidade de transferência de sonoridade
por um processo de transformação linear. São operações simple , que permitem transitar por
sonoridades distintas de forma flexível e imediata.
Generalidade: podemos representar qualquer sinal musicala p rtir de coeficientes aproximados.
Estas aproximações podem ser feitas por um polinômio simples ou por qualquer outro sinal,
com boa qualidade sonora. É uma conseqüência da flexibilidade obtida com as matrizes de
permutação, que permite apontar para qualquer alvo sonoro,demonstrando a generalidade do
processo de representação.
Tempo computacional: os protótipos foram implementados noambienteMatlab. Os algoritmos de
análise em multi-resolução são extremamente rápidos, com baixo custo de processamento.
A forma inédia pela qual esta pesquisa abordou o problema da representação de sinais musicais,
mostrou-se robusta e capaz de suprir inúmeras necessidadesapontadas no capítulo 2. Ressalta-se
a possibilidade de recodificar sinais, transitar pelas características psicoacústicas de sons distintos,
investigar a relação entre seus timbres e gerar material composicional novo.
As projeções para o desenvolvimento técnico deste trabalhosinalizam para engendrar, de forma
mais profunda, as permutações obtidas no processo. Toda permutação está aliada a grupos cíclicos e,
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do ponto de vista matemático, são estruturas conhecidas e passíveis de um estudo mais aprofundado.
A aplicação importante que resultaria desta investigação seria descobrir quais seriam os grupos cícli-
cos que mais se adaptariam à síntese desejada a partir de um modelo acústico. Além disso, a análise
de outros tipos de sinais poderia ser considerada à luz do procedimento aqui apresentado.
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Para uma melhor compreensão da descrição do modelo, faz-se necessário a apresentação de dois
teoremas e um corolário que formaliza o conceito de permutação. Vamos à eles.
Definição A.0.1 Sejav = (v1, v2, ..., vN) deN entradas, então existe uma matriz quadradaN ×N
(denominada Matriz de Transposição)T (i,k), tal que:




e wk = vk, se k 6= i, j
(A.2)
Teorema A.0.2
(T (i,k))2 = Id (A.3)
ou seja,
(T (i,k))−1 = T (i,k) (A.4)
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Teorema A.0.3 Toda matriz de permutaçãoN × N pode ser fatorada em uma seqüência finita de
matrizes de transposição.
Como conseqüência dos teoremas acima, temos o seguinte corolário.
Em particular, pelos teoremas acima, podemos ordenar um vetor qualquer através de uma permu-
tação. Operacionalmente, pelo teorema A.0.3 podemos obteruma ordenação qualquer aplicando uma
seqüência finita de matrizes de transposição. Por exemplo:
(
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Apêndice B
Organização das Faixas do CD que
Acompanha o Texto
B.1 Faixas
As faixas do CD de áudio estão organizadas de acordo com a ordem na qual os exemplos são
apresentados no texto da dissertação. Vamos a elas.
B.1.1 Representação Através do Modelo por Aproximação Polinomial
1. D3 Clarineta - Original
2. D3 Clarineta - Permutado
3. C4 Piano - Original
4. C4 Piano - Permutado
5. Drum’n Bass- Original
6. Drum’n Bass- Permutado
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B.1.2 Representação Através do Modelo por Coeficientes de Sons Amostradol
7. D3 Clarineta - Original
8. G#3 Clarineta - Original
9. D3 Clarineta - Permutado
10. D3 Clarineta - Permutado e com 4000 coeficientes trocadospel som alvo D3.
11. E4 Clarineta - Original
12. G#3 Clarineta - Original
13. E4 Clarineta - Permutado
14. E4 Clarineta - Permutado e com 4000 coeficientes trocadospel som alvo D3 da Clarineta.
15. C4 Piano - Original
16. G#3 Clarineta - Original
17. C4 Piano - Permutado
18. C4 Piano - Permutado e com 4000 coeficientes trocados peloom alvo C4 do Piano.
19. Drum’n Bass- Original
20. G#3 Clarineta - Original
21. Drum’n Bass- Permutado
22. Drum’n Bass- Permutado e com 12000 coeficientes trocados pelo som de Baixo Sintético.
Para acessar o conteúdo relativo aos dados, abra a pasta "AmostrasTese". Lá estão todos os
exemplos, com os áudios de cada nível de decomposição de todos os exemplos que constam no texto,
figuras e tabelas em formato LATEX.
