In this paper, we propose an inexact Uzawa method with variable relaxation parameters for iteratively solving linear saddle-point problems. The method involves two variable relaxation parameters, which can be updated easily in each iteration, similar to the evaluation of the two iteration parameters in the conjugate gradient method. This new algorithm has the advantage over most existing Uzawa-type algorithms: it is always convergent without any apriori estimates on the spectrum of the preconditioned Schur complement matrix, which may not be easy to achieve in applications. The rate of the convergence of the inexact Uzawa method is analysed. Numerical results of the algorithm applied for the Stokes problem and a purely linear system of algebraic equations are presented.
Introduction
The major interest of this paper is to solve the inde nite system of equations A B B t 0 x y = f g ; (1.1) where A is a symmetric and positive de nite n n matrix, and B is an n m matrix with m n. We assume that the global coe cient matrix In recent years, there is a fast growing interest in preconditioned iterative methods for solving the inde nite system of equations like (1. 18] , and the references therein. The main merit of these Uzawatype algorithms is that they preserve the minimal memory requirement and do not need actions of the inverse matrix A ?1 . 1 LetÂ andĈ be two positive de nite matrices, which are assumed to be the preconditioners of the matrices A and C = B t A ?1 B respectively. And let R l denote the usual l-dimensional Euclidean space. For any l l positive de nite matrix G, we use kxk G to denote the G-induced norm, namely kxk G = (Gx; x) 1=2 for all x 2 R l . Then the standard inexact Uzawa algorithm can be described as follows ( proper scalings of the preconditionersÂ andĈ. This "preprocessing" may not be easy to achieve in some applications.
To avoid the proper estimate of the generalized eigenvalues ofĈ with respect to B tÂ?1 B, the Uzawa-type algorithm proposed in 3] introduced a preconditioned conjugate gradient (PCG) algorithm as an inner iteration of (1.4), and proved that when the number of the PCG iteration is suitably large this Uzawa-type algorithm converges. However, it is subtle in implementations to determine when to terminate this inner iteration.
The preconditioned minimal residual method studied in 19] is always convergent, but needs some good knowledge of the smallest eigenvalues of the matricesĈ ?1 (B tÂ?1 B) and A ?1 A to achieve a practical convergence rate. Without a good apriori estimate on the smallest eigenvalues of these two preconditioned matrices, the condition number of the (global) preconditioned system may be still very large even if the condition numbers of the 
The parameters ! i and i above can be computed e ectively, similar to the evaluation of the two iteration parameters in the conjugate gradient method. It will be shown that our algorithm always converges provided the preconditionerÂ for A is properly scaled so that the eigenvalues of A ?1Â are bounded by one. It is very interesting to know whether this is a technical assumption or a necessary assumption, to which we still do not have a de nite answer. But the numerical experiments of Section 4 seem to imply that the proposed algorithm converges even when this assumption is violated. Furthermore, it is important to remark that the algorithm is always convergent without any assumption or apriori information on the spectrum of the preconditioned Schur complement, namelyĈ ?1 (B t A ?1 B) orĈ ?1 (B tÂ?1 B), this seems to be a big advantage of our algorithm over most existing inexact Uzawa algorithms. The rest of the paper is arranged as follows. In Section 2, we describe the algorithm and its convergence results, which indicate that the algorithm converges with an optimal rate (independent of mesh sizes) if the preconditioned matricesÂ ?1 A andĈ ?1 (B t A ?1 B) orĈ ?1 (B tÂ?1 B) are well-conditioned. The analysis of convergence rates will be given in Section 3. In Section 4, we apply the proposed algorithm for solving the Stokes problem and a linear system of purely algebraic equations.
Algorithm and main results
We start with some illustration about how to choose the relaxation parameters ! i and i in (1.5)-(1.6). Both parameters should not be determined by the standard steepest descent method unless the action of A ?1 is allowed.
Let (x; y) be the true solution of the saddle-point problem (1. .2) may cause the corresponding algorithm (1.5)-(1.6) to diverge, especially when ! i is very small. This has been con rmed by our numerical experiments. Also we will see from the subsequent analysis that the factor ! ?1 i in (2.2) needs to be corrected appropriately to guarantee the convergence.
With the above preparations, we are now ready to formulate a new inexact Uzawa algorithm. Without loss of generality, from now on we will always assume that > 0, and the preconditionerÂ for A is properly scaled so that (Âz; z) (Az; z); 8z 2 R n : (2.6) The numerical experiments of Section 4 indicate that Algorim 2.1 may still converge when the condition (2.6) is violated. But our convergence proof will make use of this assumption, and it is still an open question whether the convergence of Algorithm 2.1 is guaranteed even without this assumption.
The following two theorems state the main results of the paper and their proofs will be given in Section 3. apriori estimate or requirement on the spectrum of the preconditioned matrixĈ ?1 C or C ?1 H. This seems to be a big advantage over most existing inexact Uzawa-type algorithms for saddle-point problems. In general it would be very expensive to compute a good upper or lower bound for the eigenvalues of these matrices even C and H are well-conditioned.
3 Analysis of the convergence rate This section will focus on the proofs of our main results of the paper stated in Theorem 2.1 and Theorem 2.2. Unless otherwise speci ed, the notation below will be the same as those de ned in Section 2. In our subsequent proofs we will often use the following well-known inequality (u; u) (u; u) (Gu; u) (G ?1 u; u) 4 The desired lower bound of ! i is a direct consequence of (2.8) and the de nition of ! i .
On the other hand, it follows from (3. 
Numerical experiments
In this section, we apply Algorithm 2.1 proposed in Section 2 to solve the two-dimensional generalized Stokes problem and a system of purely algebraic equations. Let be the unit square in R 2 , and L 2 0 ( ) be the set of all square integrable functions with zero mean values on , and H 1 ( ) be the usual Sobolev space of order one on . The space H 1 0 ( ) consists of those functions whose traces vanish on the boundary of .
Our rst example is the generalized Stokes problem whose variational formulation reads thus the matrixÂ ?1 A is well-conditioned, and so is the matrix B tÂ?1 B. In this case, we can chooseĈ = I. However, it is still very expensive to obtain a good upper and lower bound on the eigenvalues of the matrix B 8  638  203  35  39  41  46  16  154  44  36  41  42  46  32  153  45  36  40  42  46 One can verify using ( The preconditionersÂ = (â ij ) n n andĈ = (ĉ ij ) n m are de ned bŷ a ij = i + 2; i = j; 0; otherwise;ĉ ij = (i 2 + 3)=200; i = j; 0; otherwise:
The right-hand side vectors f and g are taken such that the exact solution is (x; y) t =
(1 1 1) t . The assumption (2.6) is violated again with this example. But Algorithm 2.1 still converges well, see the numbers of iteration listed in Table 2 . Here, the relative error is taken to be the same as in the previous example. Table 2 200 150  15  15  15  17  19  38  400 300  16  16  16  17  18  38  800 600  17  17  17  18  18  38 It is interesting to note that Algorithm 1.1 diverges for this purely algebraic system with the same preconditioners.
We have tried again the preconditioned minimum residual method (cf 17, 19] ) to solve this purely algebraic system, and its convergence is still slow. For example, it takes a few thousand iterations to reach the tolerance for n = 200 and m = 150.
For these numerical examples, the preconditioned minimum residual method seems to converge not well, although the condition numbers of the "local" preconditioned matriceŝ A ?1 A andĈ ?1 (B tÂ?1 B) orĈ ?1 (B t A ?1 B) are not very large. The main reason for this slow convergence is that the condition number of the global preconditioned system is still very large, which depends also on the ratio min = 0 min (see 19] ). Here min and 0 min denote respectively the minimal eigenvalues ofÂ ?1 A andĈ ?1 (B tÂ?1 B). This problem can not be solved directly using the preconditioned minimum residual method unless some reasonable estimates on min and 0 min can be achieved. To further illustrate this dependence, we
