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Abstract
In this paper, the feasible type SQP method is improved. A new SQP algorithm is presented to solve the nonlinear inequality
constrained optimization. As compared with the existing SQP methods, per single iteration, in order to obtain the search direction,
it is only necessary to solve equality constrained quadratic programming subproblems and systems of linear equations. Under some
suitable conditions, the global and superlinear convergence can be induced.
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1. Introduction
In this paper, we consider the following nonlinear programming problem (NLP):
min f (x),
s.t. gj (x)0, j = 1, 2, . . . , m, (1.1)
where f, gj : Rn → R(j = 1 ∼ m) are continuously differentiable functions.
A point x is said to be a stationary point of (1.1), if it is feasible and satisﬁes the equalities
∇f (x) +
m∑
j=1
j∇gj (x) = 0,
j gj (x) = 0, j = 1 ∼ m. (1.2)
Furthermore, if the vector  = (1, . . . , m)T is nonnegative, the point x is said to be a KKT point associated with
(1.1), and  is said to be the corresponding KKT multiplier vector.
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Since the late 1970s, due to superlinear convergence rate, the sequential quadratic programming (SQP) methods are
currently considered among the most effective methods for solving nonlinear programming problems with inequality
constraints [1,4,6,7,11,12]. For an excellent survey of SQP algorithms, see [2].
SQP algorithms generate iteratively the main search direction d0 by solving the following quadratic programming
subproblem:
min ∇f (x)Td + 12dTHd,
s.t. gj (x) + ∇gj (x)Td0, j = 1, 2, . . . , m, (1.3)
where H ∈ Rn×n is a symmetric positive deﬁnite matrix.
Denote the feasible set for (1.1) by
X = {x ∈ Rn | gj (x)0, j = 1, . . . , m}.
In [13], feasible sequential quadratic programming (FSQP) algorithms are presented to construct a feasible points
sequence of (1.1). As it is pointed out in [10], feasible iterates are desirable for algorithm and its application because
• the QP subproblems (1.3) are always consistent, i.e., a feasible solution to (1.3) always exists;
• the objective function may be used directly as a merit function in the line search;
• the optimization process may be stopped after a few iterations, yielding a feasible point.
So, it is very important to develop the FSQPmethods, see [3,14,9]. Generally, in order to obtain the restoring feasible
descent direction which assures the global convergence and the high-order direction which avoids Maratos effect, the
FSQP algorithms require solving two or three QP subproblem like (1.3) with inequality constraints in single iteration.
In addition, it is also a hot topic to solve the QP problem like (1.3) in the ﬁeld of optimization. There exist a lot
of algorithms to solve the problem (1.3). By using the idea of active constraints set, some algorithms solve step by
step a series of corresponding QP problems with only equality constraints to obtain the optimum solution to the QP
subproblem (1.3). Obviously, it is simpler to solve the equality constrained QP problem than to solve the QP problem
with inequality constraints.
In [18], another SQP algorithm is presented to solve general nonlinear programs with mixed equality and inequality
constraints. Compared with most conventional SQP methods, this algorithm is merely necessary to solve QP subprob-
lems with only equality constraints, and it is a superior numerical method due to its new computation of penalty weights
and adequate efﬁcient numerical experiments.
For the problem (1.1) without equality constraints, the algorithm in [18] deﬁnes an exact penalty function
(x; u) = f (x) +
m∑
j=1
u
j
max{0, gj (x)}
and obtains the error d0 in the K-T conditions by solving the following quadratic problemwith only equality constraints:
min ∇f (x)Td + 12dTHd,
s.t. ∇gj (x)Td = 0, j ∈ A ⊆ {1, 2, . . . , m}, (1.4)
where the so-calledworking setA ⊆ {1, 2, . . . , m} is suitably determined. Then the search direction d and themultiplier
estimates  are obtained by solving another QP subproblem with only equality constraints:
min ∇f (x)Td + 12dTHd,
s.t. hj (x) + ∇gj (x)Td = 0, j ∈ A, (1.5)
where hj (x) is deﬁned according to themultiplier vector of the subproblem (1.4). If d=0 and 0, the algorithm stops.
Otherwise, given new penalty weights u˜, the stepsize  was obtained by combining backtracking with interpolation.
Finally, a better point x is generated
x = x + d.
However, unlike conventional SQPmethods, from (1.5), it cannot guarantee, during iterations, that the corresponding
approximating multipliers are nonnegative, that is to say, it holds that x is a KKT point of (1.1), only when d = 0 and
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0. Thereby, if d = 0, but 0 does not hold, the algorithm in [18] will not implement successfully, because there
is no method to remedy this bad case.
Further, there is a rather strong hypothesis H2: for all x ∈ (0), which is the suitable extension of the feasible set,
for example, (0) = {x ∈ Rn | gj (x)0, j = 1 ∼ m} for some 0 > 0, the matrix (∇gj (x), j ∈ L) is of full rank,
where L = {j | 0gj (x)0}. Generally, for the problem (1.1), the general LICQ condition at the point x is deﬁned
as follows: if x is a feasible point, then the matrix (∇gj (x), j ∈ {j | gj (x) = 0}) is of full rank; if x is not a feasible
point, then the matrix (∇gj (x), j ∈ L(x)) is of full rank, where L(x) = {j | gj (x) = 0 or gj (x) = maxi gi (x)> 0}.
Obviously, the hypothesis H2 in [18] is stronger than the general LICQ condition.
In addition, if we look back, we can ﬁnd that [15] has the similar idea which is merely necessary to solve systems of
linear equations instead of QP subproblem with inequality constraints. There, a QP-free algorithm is proposed to solve
the problem (1.1), in which, the main search direction d0 is generated by solving the following linear system:
Hd0 + ∇xL(x, 0) = 0,
j∇gj (x)Td0 + 0j gj (x) = 0, j = 1 ∼ m, (1.6)
where L(x, ) = f (x) +∑mj=1 j gj (x) is the Lagrangian function, H an estimate of the Hessian of L, x the current
estimate of a solution x∗, = (j , j = 1, . . . , m) ∈ Rm and 0 estimates of the KKT multiplier vector associated with
x∗. Making some modiﬁcations to the direction d0, it is obtained the global convergence as well as the superlinear
convergence. However, in order to assure that x is a KKT point of (1.1) in the case of d0 = 0 (like the SQP type
algorithms), it requires that the initial point and all iterated points must be interior points.
Although, [17] presents another QP-free algorithm to solve (1.1), where the linear system includes only the nearly
active set as inequality constraints, and interior iterated points are avoided, this algorithm is based on a complex exact
penalty function to deal with the inequality constraints. Moreover, there it is necessary to hold an additional posteriori
assumption A3 which involves the behavior of the constraint functions outside the feasible set.
In this paper, a feasible sequential equality constrained quadratic programming (short for FSECQP) algorithm is
presented to solve the problem (1.1). The proposedmethod is motivated from the algorithm in [18]. Let the approximate
active set L of (1.1) at x, which contains the active set, satisfy that the matrix AL(x) is of full rank, where AL(x) =
(∇gj (x), j ∈ L).
Consider the following QP subproblem:
min ∇f (x)Td + 12dTHd,
s.t. aj (x) + ∇gj (x)Td = 0, j ∈ L. (1.7)
Let d0 be the unique solution of (1.7) at x, and 0 be the corresponding multiplier. Unlike [18], we deﬁne a suitable
vector a(x) = (a
j
(x), j ∈ L) in the left-hand side of the constraints of (1.7), which guarantees to hold that if d0 = 0,
then x is a KKT point of (1.1), that is to say, if d0 = 0, then it holds that 00. As to the computation of the vector
a(x), please see the algorithm in Section 2. Unlike [18], in order to avoid to deﬁne the exact penalty function, which
causes the complicated deﬁnition of the penalty weights and the profound theoretical analysis, we revise the direction
d0 to obtain a feasible descent direction d of the objective function f by solving systems of linear equations. In order
to avoid Maratos effect, we propose the following modiﬁed method: let A1L ∈ R|L|×|L|, which is nonsingular, be the
matrix whose rows are maximal linearly independent rows subset of AL, and A2L ∈ R(n−|L|)×|L| be the matrix whose
rows are the remaining n − |L| rows of AL, i.e., for some suitable index sets E = {1, . . . , n}, E1 ⊆ E,E2 = E\E1.
We denote that
AL
(
A1L, j ∈ E1
A2L, j ∈ E2
)
,
and, consider the following |L| × |L| system of linear equations:
(A1L)
Td = −‖d0‖e − gL(x),
where
 ∈ (2, 3), e = (1, . . . , 1)T ∈ R|L|, gL(x) = (gj (x + d0), j ∈ L).
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Let s ∈ R|L| be the solution, deﬁne the Maratos correction direction d˜ ∈ Rn as follows:
d˜ = (d˜j , j = 1, . . . , n), d˜j =
{
sj , j ∈ E1,
0, j ∈ E2.
Under some suitable assumptions, global convergence is obtained as well as the superlinear convergence rate. In the
end, some limited numerical experiments are given to show that the algorithm is effective.
The plan of the paper is as follows: in Section 2, the algorithm is proposed. In Section 3, we show that the algorithm
is globally convergent. The superlinear convergence rate is analyzed in Section 4. Finally, in Section 5, some numerical
experiments are implemented.
2. Description of algorithm
The active constraints set of (1.1) is denoted as follows:
I (x) = {j ∈ I | gj (x) = 0}, I = {1, 2, . . . , m}. (2.1)
Now, the algorithm for the solution of the problem (1.1) can be stated as follows.
Algorithm A. Step 0. Initialization: Given a starting point x0 ∈ X, and an initial symmetric positive deﬁnite matrix
H0 ∈ Rn×n. Choose parameters 0, 	, 
 ∈ (0, 1),  ∈ (0, 12 ), > 2,  ∈ (2, 3), 0< 0j , j = 1 ∼ m. Set k = 0;
Step 1. Computation of an approximate active set Jk:
Step 1.1. Let i = 0, k,i = 0;
Step 1.2. Set
Jk,i = {j ∈ I | −k,igj (xk)0}, Ak,i = (∇gj (xk), j ∈ Jk,i). (2.2)
IfAk,i is not of full rank, then set i= i+1, k,i = 12 k,i−1, and go to Step 1.2; Otherwise, let Jk =Jk,i , Ak =Ak,i, ik = i,
and go to Step 2;
Step 2. Computation of the vector ak which is important for the criterion of the KKT point:
Step 2.1. Reorder the rows of Ak by ﬁnding its a maximal linearly independent rows subset, and denote
Ak
(
A1k
A2k
)
,
where A1k , which is invertible, is the matrix whose rows are |Jk| linearly independent rows of Ak , and A2k is the matrix
whose rows are the remaining n − |Jk| rows of Ak . Correspondingly, let ∇f (xk) be decomposed as ∇f1(xk) and
∇f2(xk), i.e.,
∇f (xk)
(∇f1(xk)
∇f2(xk)
)
.
Step 2.2. Solve the following system of linear equations:
A1ku = −∇f1(xk). (2.3)
Let ak = (akj , j ∈ Jk) ∈ R
|Jk | be the unique solution;
Step 3. Computation of the direction dk0 : Solve the following equality constrained QP subproblem at xk:
min ∇f (xk)Td + 12dTHkd,
s.t. gj (xk) + ∇gj (xk)Td = −min{0, akj }, j ∈ Jk.
(2.4)
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Let dk0 be the KKT point of (2.4), and bk = (bkj , j ∈ Jk) be the corresponding multiplier vector. If dk0 = 0, STOP.
Otherwise, CONTINUE;
Step 4. Computation of the feasible direction with descent dk which guarantees the global convergence:
Step 4.1. Solve the following equality constrained QP subproblem at xk:
min ∇f (xk)Td + 12dTHkd,
s.t. gj (xk) + ∇gj (xk)Td = −‖dk0‖, j ∈ Jk.
(2.5)
Let dk1 be the KKT point of (2.5), and k = (kj , j ∈ Jk) be the corresponding multiplier vector. If ∇f (xk)Tdk1 < 0, set
dk = dk1 , and go to Step 5;
Step 4.2. Compute dk2 and pk(pkj , j ∈ Jk) by solving the following linear system in (d, p):(
Hk Ak
MkA
T
k Gk
)(
d
p
)
=
(−∇f (xk)
0
)
, (2.6)
where Gk = diag(gj (xk), j ∈ Jk),Mk = diag(kj , j ∈ Jk). If dk2 	= 0, set sk = dk2 . Go to Step 4.4. Otherwise, let
jk ∈ Jk , such that
pk
jk
= min{pkj , j ∈ Jk} (2.7)
and set J k = Jk\{jk};
Step 4.3. Compute dk2 and pk by solving the following linear system in (d, p)(
Hk Ak
MkA
T
k Gk
)(
d
p
)
=
(−∇f (xk)
0
)
, (2.8)
where Ak = (∇gj (xk), j ∈ J k),Gk = diag
(
gj (x
k), j ∈ J k
)
,Mk = diag(kj , j ∈ J k). Set sk = d
k
2;
Step 4.4. Establish a convex combination of dk1 and sk , 
k and pk , respectively:
dk = kdk1 + (1 − k)sk, k = kk + (1 − k)pk ,
k =
⎧⎨
⎩
1, ∇f (xk)Tdk10.8∇f (xk)Tsk,
0.2∇f (xk)Tsk
∇f (xk)T(sk − dk1 )
, ∇f (xk)Tdk1 > 0.8∇f (xk)Tsk
; (2.9)
Step 5. Computation of the high-order revised direction d˜k which avoids Maratos effect:
Step 5.1. Obtain sk by solving the following |Jk| × |Jk| system of linear equations:
(A1k)
Ts = −‖dk‖e − g˜k , (2.10)
where g˜k = (gj (xk + dk), j ∈ Jk), e = (1, . . . , 1) ∈ R|Jk |.
Step 5.2. According to the transformation of Ak , deﬁne
d˜k
(
sk
0
)
,
i.e., it holds that
ATk d˜
k = (A1k)Tsk + (A2k)T0 = (A1k)Tsk .
If ‖d˜k‖> ‖dk‖, set d˜k = 0;
Step 6. The line search: Compute tk , the ﬁrst number t in the sequence {1, 12 , 14 , 18 , . . .} satisfying
f (xk + tdk + t2d˜k)f (xk) + t∇f (xk)Tdk , (2.11)
gj (x
k + tdk + t2d˜k)0, j ∈ I ; (2.12)
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Step 7. Update: Obtain Hk+1 by updating the positive deﬁnite matrix Hk using some quasi-Newton formulas:
k+1j =
{
min{max{kj , ‖dk0‖}, }, j ∈ Jk,
1
2
k
j , j ∈ I\Jk.
(2.13)
Set xk+1 = xk + tkdk + t2d˜k , and k = k + 1. Go back to Step 1.
Remarks.
• Firstly, in Step 1.2, if Jk = ∅, then xk is a strict feasible interior point of (1.1), in addition, Ak and ak will have no
deﬁnition. Here, AlgorithmA will be very simple, since Steps 2, 4, 5 will not proceed, and dk0 in Step 3 and dk, d˜k
in Step 6 can be computed by
dk = dk0 = −H−1k ∇f (xk), d˜k = 0,
which is equivalent to the quasi-Newton method to unconstrained optimization. Thus, it has no effect on the global
convergence and the superlinear convergence rate of AlgorithmA.
• Secondly, if m?n, that is to say, the number of constraints is much bigger than the variable dimension, such that
|Jk| = n (Obviously, according to H 3.3, it is impossible to have |Jk|>n, else the number of linear independent
vectors would be greater than n in the space Rn.). Here Ak ∈ Rn×n is nonsingular, and we might as well denote that
Jk is the set of some indices such that Ak = (∇gj (xk), j ∈ Jk) and |Jk| = n. So, it is not necessary to decompose
Ak and ∇f (xk), and the high-order revised direction d˜k in Step 5.2 is equal to sk directly.
3. Global convergence of algorithm
In this section, ﬁrstly, it is shown that Algorithm A given in Section 2 is well-deﬁned, that is to say, it is possible
to execute all the steps deﬁned above. For this reason, we make the following general assumptions and let them hold
throughout the paper:
H 3.1. the feasible set is nonempty, i.e., X 	= ;
H 3.2. the functions f (x), gj (x)(j = 1 ∼ m) are two-times continuously differentiable;
H 3.3. ∀x ∈ X, the vectors {∇gj (x), j ∈ I (x)} are linearly independent.
Lemma 3.1. For any iteration, there is no inﬁnite cycle in Step 1. Moreover, if {xk}k∈K → x∗, then there exists a
constant > 0, such that k,ik, for k ∈ K, k large enough.
Proof. For the ﬁrst statement, suppose that the desired conclusion is false, that is to say, there exists some k, such that
there is an inﬁnite cycle in Step 1, then we know, ∀i = 1, 2, . . ., that Ak,i is not of full rank, i.e., it holds that
det(ATk,iAk,i) = 0, i = 1, 2, . . . , (3.1)
and by (2.2), we know that Jk,i+1 ⊆ Jk,i . Since there are only ﬁnitely many choices for Jk,i ⊆ I , it is sure that
Jk,i+1 ≡ Jk,iLk for i large enough. From (2.2) and (3.1), with i → ∞, we have
Lk = I (xk), det(ATI (xk)AI (xk)) = 0.
This is a contradiction to H 3.3, which shows that the ﬁrst statement is true.
For the second statement, Suppose that the desired conclusion is false, too, i.e., there exists K ′ ⊆ K(|K ′| = ∞),
such that
k,ik → 0, k ∈ K ′, k → ∞.
Let Lk = Jk,ik−1. From the deﬁnition of k,ik , it holds, for k ∈ K ′, k large enough, that
det(AT
Lk
ALk ) = 0, −2k,ikgj (xk)0, j ∈ Lk . (3.2)
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Since there are only ﬁnitely many choices for sets Lk ⊆ I , it is sure that there exists K ′′ ⊆ K ′(|K ′′| = ∞), such that
Lk ≡ L, for k ∈ K ′′, k large enough. Denote A = {∇gj (x∗) | j ∈ L}, then, let k ∈ K ′′, k → ∞, from (3.2), it holds
that
det(ATA) = 0, gj (x∗) = 0, j ∈ L ⊆ I (x∗).
This is a contradiction to H 3.3, too, which shows that the second statement is true. 
According to Lemma 3.1, it is obvious that (2.3)–(2.6), (2.8) and (2.10) are solvable in every iteration.
According to Theorem 3.2 in [19], we have the following result.
Lemma 3.2. For the direction sk computed in Steps 4.2 or 4.3, it holds that
∇f (xk)Tsk < 0, ∇g
j
(xk)Tsk0, j ∈ I (xk). (3.3)
Lemma 3.3. For the QP subproblem (2.4) at xk , if dk0 =0, then xk is a KKT point of (1.1). If dk0 	= 0, then dk computed
in Step 4 is a feasible direction with descent of (1.1) at xk .
Proof. If dk0 = 0, we have, from (2.4), that
∇f (xk) + Akbk = 0,
gj (x
k) + min{0, akj } = 0, j ∈ Jk , (3.4)
i.e.,
∇f1(xk) + A1kbk = 0, ∇f2(xk) + A2kbk = 0,
gj (x
k) = 0, akj 0, j ∈ Jk . (3.5)
Thereby, from (2.3), the fact A1k is nonsingular implies that
bk = ak0.
In a word, we get that
∇f (xk) + Akbk = 0,
gj (x
k) = 0, bkj 0, j ∈ Jk, gj (xk)< 0, j ∈ I\Jk , (3.6)
which shows that xk is a KKT point of (1.1).
If dk0 	= 0, then from (2.5), it is easy to see that dk1 	= 0. If dk = dk1 , then we have
∇f (xk)Tdk < 0,
gj (x
k)Tdk = −‖dk0‖< 0, j ∈ I (xk) ⊆ Jk .
Otherwise, from Lemma 3.2 and (2.9), we have that
∇f (xk)Tdk0.8∇f (xk)Tsk < 0, ∇g
j
(xk)Tdkk∇gj (xk)Tdk1 = −k‖dk0‖< 0, j ∈ I (xk). (3.7)
Thereby, dk is a feasible direction with descent of (1.1) at xk . 
Lemma 3.4. The line search in Step 6 yields a stepsize tk = ( 12 )i for some ﬁnite i = i(k).
Proof. It is a well-known result according to Lemma 3.3. 
The above discussion has shown the well-deﬁnition of AlgorithmA.
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In the sequel, the global convergence of Algorithm A is shown. For this reason, we make the following additional
assumption.
H 3.4. {xk} is bounded, which is the sequence generated by the algorithm, and there exist constants ba > 0, such
that a‖y‖2yTHkyb‖y‖2, for all k and all y ∈ Rn.
Since there are only ﬁnitelymany choices for sets Jk ⊆ I (except some ﬁnite cases of the quasi-Newtonmethod to un-
constrained optimization), and the sequence {dk0 , dk1 , d˜k, ak, bk} is bounded, we assume that there exists a subsequence
K, such that
xk → x∗, Hk → H∗, dk0 → d∗0 , dk1 → d∗1 , d˜k → d˜∗, ak → a∗, bk → b∗,
Jk ≡ J 	= ∅, k ∈ K , (3.8)
where J is a constant set.
Theorem 3.5. The algorithm either stops at the KKT point xk of the problem (1.1) in ﬁnite number of steps, or generates
an inﬁnite sequence {xk} any accumulation point x∗ of which is a KKT point of the problem (1.1).
Proof. The ﬁrst statement is easy to show, since the only stopping point is in Step 3. Thus, assume that the algorithm
generates an inﬁnite sequence {xk}, and (3.8) holds. According to Lemma 3.3, it is only necessary to prove that d∗0 = 0.
Suppose by contradiction that d∗0 	= 0. Then, it is easy to see that d∗1 is the sole solution of the following quadratic
problem:
min ∇f (x∗)Td + 12dTH∗d,
s.t. gj (x∗) + ∇gj (x∗)Td = −‖d∗0‖, j ∈ J.
(3.9)
So, imitating the proof of Lemma 3.3, it is obvious that d∗ is well deﬁned, and it holds that
∇f (x∗)Td∗ < 0, ∇gj (x∗)Td∗ < 0, j ∈ I (x∗) ⊆ J . (3.10)
Thus, from (3.10), it is easy to see that the stepsize tk obtained in Step 6 are bounded away from zero on K, i.e.,
tk t∗ = inf{tk, k ∈ K}> 0, k ∈ K . (3.11)
In addition, from (2.11) and Lemma 3.3, it is obvious that {f (xk)} is monotonous decreasing. So, according to
assumption H 3.2, the fact that {xk}K → x∗ implies that
f (xk) → f (x∗), k → ∞. (3.12)
So, from (2.11), (3.10), (3.11), it holds that
0 = lim
k∈K(f (x
k+1) − f (xk)) lim
k∈K(tk∇f (x
k)Tdk) 1
2
t∗f (x∗)Td∗ < 0, (3.13)
which is a contradiction. Thus, x∗ is a KKT point of (1.1). 
4. The rate of convergence
Now we discuss the convergent rate of the algorithm, and prove that the sequence {xk} generated by the algorithm
is one-step superlinearly convergent. For this purpose, we add some stronger regularity assumptions.
H 4.1. The second-order sufﬁciency conditions with strict complementary slackness are satisﬁed at the KKT point x∗
and the corresponding multiplier vector u∗. u∗ satisﬁes that u∗j , j = 1 ∼ m.
Under assumption H 4.1, we know that the KKT point x∗ is isolated. Like analysis in [15], we might as well assume
that the entire sequence {xk} converges to the KKT point x∗.
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By the way, if x∗ is an interior point, then for k large enough, that Algorithm A will eternally become the quasi-
Newton method to unconstrained optimization. Obviously, this method is superlinearly convergent. In the sequel, we
might as well assume that x∗ is not an interior point of (1.1), i.e., I (x∗) 	= ∅.
Lemma 4.1. It holds, for k large enough, that
Jk ≡ I (x∗)I∗, dk0 → 0, ak → uI∗ = (u∗j , j ∈ I∗), bk → (u∗j , j ∈ I∗).
Proof. Prove dk0 → 0, k → ∞.
According to the proof of Theorem 3.5, the fact that xk → x∗(k → ∞) implies that it is true.
Prove Jk ≡ I∗.
On one hand, from Lemma 3.1, we know, for k large enough, that I∗ ⊆ Jk . On the other hand, if it does not hold that
Jk ⊆ I∗, then there exist constants j0 and > 0, such that
g
j0
(x∗) − < 0, j0 ∈ Jk .
So, according to dk0 → 0 and assumption A2, it holds, for k large enough, that
gj0(x
k) + ∇gj0(x∗)Tdk0 − 12< 0 − min{0, akj }, (4.1)
which contradicts with (2.4) and the fact j0 ∈ Jk . So, Jk ≡ I∗( for k large enough).
Prove that ak → u
I∗ = (u∗j , j ∈ I∗), bk → (u∗j , j ∈ I∗).
Denote A∗ = (∇gj (x∗), j ∈ I∗). Reorder the rows of A∗, and mark
A∗
(
A1∗
A2∗
)
,
where A1∗, which is invertible, is the matrix whose rows are |I∗| linearly independent rows of A∗, and A2∗ is the matrix
whose rows are the remaining n − |I∗| rows of A∗. Correspondingly, let ∇f (x∗) be decomposed as ∇f1(x∗) and
∇f2(x∗), i.e.,
∇f (x∗)
(∇f1(x∗)
∇f2(x∗)
)
.
The fact Jk ≡ I∗ implies that
A1k → A1∗, ∇f1(xk) → ∇f1(x∗), k → ∞. (4.2)
In addition, since x∗ is a KKT point of (1.1), it is evident that
∇f (x∗) + A∗uI∗ = 0, uI∗ = −(A1∗)−1∇f1(x∗). (4.3)
Thereby, from (2.3), (4.2), and (4.3), it holds that
ak → u
I∗ , k → ∞.
While, from (2.4), the fact that dk0 → 0 implies that
∇f (xk) + Hkdk0 + Akbk = 0, bk → −(A1∗)−1∇f1(x∗) = uI∗ .
The claim holds. 
Lemma 4.2. For k large enough, (dk, k) obtained in Step 4 satisﬁes:
dk ≡ dk1 , ‖dk‖ ∼ ‖dk0‖, k → u∗I∗ (4.4)
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and
∇f (xk) + Hkdk + Akk = 0,
gj (x
k) + ∇gj (xk)Tdk = o(‖dk‖2), j ∈ I∗. (4.5)
Proof. From ak → u
I∗ = (u∗j , j ∈ I∗) and the conditions with strict complementary, we know, for k large enough,
that akj > 0, j ∈ I∗, thereby, from (2.4), it holds, for k large enough, that
Hkd
k
0 + Akbk + ∇f (xk) = 0,
gj (x
k) + ∇gj (xk)Tdk0 = 0, j ∈ I∗. (4.6)
From (2.5), it holds, for k large enough, that
Hkd
k
1 + Akk + ∇f (xk) = 0,
gj (x
k) + ∇gj (xk)Tdk1 + ‖dk0‖ = 0, j ∈ I∗. (4.7)
Denote
dk1 = dk0 + dk, k = bk + k .
According to (4.6), (4.7), it holds that
Hkd
k + Akk = 0,
∇gj (xk)Tdk = −‖dk0‖ = o(‖dk0‖2), j ∈ I∗, (4.8)
i.e.,
(dk)THkd
k + (ATkdk)Tk = 0,
ATkd
k = o(‖dk0‖2).
So, it is easy to see that ‖dk‖ = o(‖dk0‖). Thereby, we have
‖dk1‖ ∼ ‖dk0‖, dk1 → 0, k → ∞ (4.9)
and imitating the proof of Lemma 4.1, it holds that k → u∗I∗ , k → ∞. According to the conditions with strict
complementary, we know, for k large enough, that kj > 0, j ∈ I∗. So, from (4.7), (4.9), it holds that
∇f (xk)Tdk1 = − (dk1 )THkdk1 −
∑
j∈I∗
kj∇gj (xk)Tdk1
= − (dk1 )THkdk1 +
∑
j∈I∗
kj gj (x
k) + O(‖dk0‖)
 − (dk1 )THkdk1 + O(‖dk0‖)< 0.
So, from Step 4.1 and (4.9), it holds that
dk ≡ dk1 , ‖dk‖ ∼ ‖dk0‖, dk → 0, k → ∞,
and (4.5) holds. 
The above mentioned result is important to prove that the algorithm is superlinearly convergent. Eqs. (4.5) shows,
for k large enough, that the direction dk ≡ dk1 has some Newton-like properties with fast convergence. Of course, for
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the direction dk computed by (2.9) with the combination of dk1 and sk , imitating the proof of Lemma 4.2, we have that
‖dk‖ ∼ ‖dk0‖, k → u∗I∗ ,
∇f (xk) + Hkdk + Akk = 0,
gj (x
k) + ∇gj (xk)Tdk = o(‖dk‖), j ∈ I∗. (4.10)
Thereby, in [20, Theorem 1.3.2], it is easy to prove the superlinear convergence rate. So, for k large enough, the direction
dk computed by (2.9) has some Newton-like properties with fast convergence, too.
Lemma 4.3. For k large enough, d˜k obtained in Step 5 satisﬁes:
‖d˜k‖ = O(‖dk‖2). (4.11)
Proof. From (4.5), it holds that
gj (x
k + dk) = gj (xk) + ∇gj (xk)Tdk + O(‖dk‖2) = O(‖dk‖2), j ∈ I∗,
i.e., ‖g˜k‖ = O(‖dk‖2). While  ∈ (2, 3), and A1k is invertible, so, it is evident that
‖d˜k‖ = O(‖dk‖2).
The claim holds. 
In order to obtain superlinear convergence, a crucial requirement is that a unit stepsize is used in a neighborhood of
the solution. This can be achieved if the following assumption is satisﬁed.
H 4.2. Let
‖Pk(Hk − ∇2xxL(x∗, u∗))dk‖ = o(‖dk‖),
where
Pk = En − Ak(ATk Ak)−1ATk , ∇2xxL(x∗, u∗) = ∇2f (x∗) +
∑
j∈I
u∗j∇2gj (x∗).
Obviously, from Lemma 4.1, it is easy to see that the assumption H 4.2 is equivalent to
‖Pk(Hk − ∇2xxL(xk, bk))dk‖ = o(‖dk‖),
where
∇2xxL(xk, bk) = ∇2f (xk) +
∑
j∈I∗
bkj∇2gj (xk).
Lemma 4.4. For k large enough, tk ≡ 1.
Proof. It is only necessary to prove that
f (xk + dk + d˜k)f (xk) + ∇f (xk)Tdk , (4.12)
gj (x
k + dk + d˜k)0, j ∈ I . (4.13)
Firstly, we prove that (4.13) are true. For j ∈ I\I∗, from the facts gj (x∗)< 0, xk → x∗, dk → 0, and Lemma 4.3,
it is clear that gj (xk + dk)0.
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For j ∈ I∗, expanding gj (xk + dk + d˜k) around xk + dk , we obtain
gj (x
k + dk + d˜k) = gj (xk + dk) + ∇gj (xk + dk)Td˜k + O(‖d˜k‖2)
= gj (xk + dk) + ∇gj (xk)Td˜k + O(‖dk‖ · ‖d˜k‖).
In addition, from (2.10), it holds that
ATk d˜
k = (A1k)Tsk = −‖dk‖e − g˜k ,
i.e.,
gj (x
k + dk) + ∇gj (xk)Td˜k = −‖dk‖, j ∈ I∗. (4.14)
In view of  ∈ (2, 3), so (4.13) holds for any j ∈ I .
Then, we prove that (4.12) holds. Denote
sf (xk + dk + d˜k) − f (xk) − ∇f (xk)Tdk
= ∇f (xk)T(dk + d˜k) + 12 (dk)T∇2f (xk)dk − ∇f (xk)Tdk + o(‖dk‖2).
While, from (4.5), we have
∇f (xk)Tdk = −(dk)THkdk −
∑
I∗
kj∇gj (xk)Tdk ,
∇f (xk)T(dk + d˜k) = −(dk)THkdk −
∑
I∗
kj∇gj (xk)T(dk + d˜k) + o(‖dk‖2),
gj (x
k) + ∇gj (xk)Tdk = o(‖dk‖2), j ∈ I∗.
From (4.14), we have
gj (x
k) + ∇gj (xk)Tdk + ∇gj (xk)Td˜k + 12 (dk)T∇2gj (xk)dk = o(‖dk‖2), j ∈ I∗,
i.e.,
−
∑
j∈I∗
kj∇gj (xk)T(dk + d˜k) =
∑
j∈I∗
kj gj (x
k) + 1
2
(dk)T
⎛
⎝∑
j∈I∗
kj∇g2j (xk)
⎞
⎠ dk + o(‖dk‖2).
So, it is clear that
s = (− 1)(dk)THkdk + 12 (d
k)T∇2xxL(xk, k)dk +
∑
j∈I∗
(1 − )kj gj (xk) + o(‖dk‖2)

(
− 1
2
)
a‖dk‖2 + 1
2
(dk)T(∇2xxL(xk, k)dk − Hk)dk + (1 − )
∑
j∈I∗
kj gj (x
k) + o(‖dk‖2).
Denote A∗ = (∇gj (x∗), j ∈ I∗), P∗ = En − A∗(AT∗A∗)−1AT∗ , then Pk → P∗. Let
dk = P∗dk + yk, yk = A∗(AT∗A∗)−1AT∗dk ,
then, we have
yk = A∗(AT∗A∗)−1(A∗ − Ak)Tdk + A∗(AT∗A∗)−1ATk dk ,
‖yk‖ = o(‖dk‖) + O
⎛
⎜⎝
⎛
⎝∑
I∗
g2j (x
k)
⎞
⎠1/2
⎞
⎟⎠ .
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Thereby, it can be seen that
sa
(
− 1
2
)
‖dk‖2 + 1
2
((dk)TP∗ + yTk )(∇2xxL(xk, k) − Hk)dk + (1 − )
∑
I∗
bkjgj (x
k) + o(‖dk‖2)
= a
(
− 1
2
)
‖dk‖2 + o(‖dk‖2) + (1 − )
∑
I∗
kj gj (x
k) + o
⎛
⎜⎝
⎛
⎝∑
I∗
g2
j
(xk)
⎞
⎠1/2
⎞
⎟⎠ .
According to
 ∈ (0, 12 ) , kj → u∗j > 0, j ∈ I∗,
it holds, for k large enough, that s0, i.e., (4.12) is true. 
In view of (4.5), Lemma 4.4 and in [5, Theorem 5.2] or in [20, Theorem 1.3.2], we may obtain the following theorem:
Theorem 4.5. Under all above-mentioned assumptions, the algorithm is superlinearly convergent, i.e., the sequence
{xk} generated by the algorithm satisﬁes that
‖xk+1 − x∗‖ = o(‖xk − x∗‖).
5. Numerical experiments
In this section, we carry out some limited numerical experiments based on the algorithm. The code of the proposed
algorithm is written by using c + + programming language.
In the implementations, it is chosen at random some parameters as follows: 
=0.5, =0.25, =0.4, =2.25, =1
and H0 = I , the n × n unit matrix. Hk is updated by the BFGS formula [16]. In the implementation, the stopping
criterion of Step 1 is changed to
If ‖dk0‖10−8, STOP.
This algorithm has been tested on some problems from [8], where no equality constraints are present, and a feasible
initial point is provided for each problem. The results are summarized in Table 1. For each test problem, No. is the
number of the test problem in [8], NIT the number of iterations, EQPs the number of the total times solving the quadratic
programming subproblem with only equality constraints (includes linear systems), NF the number of evaluations of
the objective functions, NG the number of evaluations of scalar constraint functions, FV the ﬁnal value of the objective
function, and CPU the total time taken by the process (unit: millisecond). A CPU-time of 0 simply means execution
time below 10ms (or 0.01 s).
Table 1
The detail information of numerical experiments
No. NIT EQPs NF NG FV ‖dk0‖ CPU
012 13 58 13 87 −29.999999999993464 7.32977343733428e − 09 0
024 5 22 5 30 −0.0553670877053677 5.62829818802092e − 09 0
030 24 102 24 260 0.9999999294713206 5.60463029627805e − 09 0
043 33 141 33 254 −43.999999999999253 5.47351153583687e − 09 10
066 18 75 18 625 0.5181632741794526 8.32783267538641e − 09 0
076 23 101 23 274 −4.6818181802837143 8.12402185266974e − 09 10
093 53 220 53 960 135.09200001334704 0 56
100 45 187 45 462 680.63005730510128 8.59513369232745e − 09 25
110 15 62 15 236 −45.778469707446374 0 62
113 95 388 95 2640 24.306209068180312 0 55
118 83 409 83 7530 664.82045000001272 8.01207956435674e − 09 530
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