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RESUMO 
Esta tese analisa a aplicação de um modelo de representação sonora de integração espectro-
temporal, fundamentado em pesquisas neurofisiológicas do sistema auditivo humano, para a 
segmentação automática de registros musicais. A pesquisa aqui reportada enfoca o repertório 
de músicas em que a convenção de notas musicais (i.e. a nota como o elemento mínimo da 
construção musical) é substituída pelo uso de sons com características espectrais e temporais 
diversas. A representação do sinal acústico obtida através desse modelo foi usada como 
entrada para um algoritmo de segmentação musical, proveniente da área de Recuperação da 
Informação Musical (do inglês, Music Information Retrieval, MIR), que é baseado na 
identificação de intervalos temporais com alto grau de auto-similaridade. Para avaliarmos o 
desempenho do modelo auditivo neurofisiológico para a tarefa de segmentação musical 
comparamos seus resultados com a segmentação manual das partituras das músicas 
analisadas, bem como comparamos estatisticamente o resultado dessas análises com as 
obtidas através de outros modelos de representação espectral instantânea ou espectro-temporal 
encontrados na literatura de MIR. As músicas selecionadas para os experimentos analíticos 
foram Innermost Man do compositor russo Dmitri Kourliandski, e Pression, do compositor 
germânico Helmut Lachenmann. Nossos resultados mostram que o modelo de representação 
sonora espectro-temporal embasado em conhecimentos de neurofisiologia teve melhor 
desempenho para o procedimento de segmentação automática da forma musical do que os 
demais modelos de representação sonora avaliados. A Tese é dividida da seguinte maneira: o 
capítulo 1 apresenta o escopo do trabalho, nossos objetivos, pressupostos teóricos e 
terminologias adotadas. O capítulo 2 contém a revisão bibliográfica de áreas do conhecimento 
que interseccionam este trabalho, a saber: métodos de análise para músicas contendo sons 
com variedade de características espectro-temporais; metodologias de segmentação 
automática de música; uma breve revisão sobre a fisiologia do sistema auditivo humano 
focando em aspectos importantes para os modelos de computacionais utilizados; uma breve 
contextualização sobre as obras utilizadas nos experimentos analíticos e os respectivos 
compositores. O capítulo 3  descreve os métodos computacionais de análise de áudio 
empregados em nosso trabalho, e nosso design experimental. O capítulo 4 mostra a 
segmentação manual e automática das obras musicais selecionadas, bem como as avaliações 
estatísticas dos resultados do algoritmo de segmentação da forma musical em função dos 
modelos de representação sonora utilizados. No capítulo 5 discutimos os resultados e 
projeções para continuidade da pesquisa. 
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ABSTRACT 
This thesis presents an analysis of the use of spectro-temporal representation of sounds, 
grounded on auditory neurophysiologic researches, to automatic segmentation of musical 
recordings. It focuses on the analysis of music in which the musical note concept (i.e the 
musical note as the minimum element of music construction) is replaced by sounds with a 
variety of spectral and temporal configurations. The sound representation yield by these 
models were used as input for a music segmentation algorithm, a standard method from the 
Music Information Retrieval (MIR) area, based on the identification of temporal intervals 
with high levels of self-similarity. To evaluate our results we compared them with manual 
segmentations of music scores, as well as analyzed statistics of this comparison against the 
ones obtained by segmentation process using other spectro-temporal or instantaneous spectral 
models. The musical works selected to our analytical experiments were: Innermost Man, by 
the Russian composer Dmitri Kourliandski, and Pression, by the German composer Helmut 
Lachenmann. Our results show that the spectro-temporal sound representation based on 
neurophysiological knowledge had a better performance for the task of automatic 
segmentation of musical form than the other sound representation models evaluated. This 
thesis is divided as follows: Chapter 1 presents our objectives, theoretical assumptions, and 
adopted terminology. Chapter 2 contains a bibliographical review of areas that intersect this 
work: analytical works of music containing sounds with diversity of spectro-temporal 
configurations; methods for automatic segmentation of musical form; a brief revision on the 
physiology of the human auditory system focusing on important aspects related to the 
computer models adopted; a brief contextualization on the works used in our experiments as 
well its related composers. Chapter 3 describes our computational methods for audio analysis, 
and our experimental design. Chapter 4 shows the manual and automatic segmentation of the 
selected works, as well the statistical evaluation of the results yield by the segmentation 
algorithm regarding the sound representation models applied. In Chapter 5 we discuss our 
results and projections to future works. 
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1. INTRODUÇÃO 
O objetivo deste trabalho é investigar a aplicação de modelos de análise sonora 
baseados em pesquisas neurofisiológicas e que integram as características espectrais e 
temporais do fenômeno acústico para processos de segmentação automática de registros 
musicais. O enfoque analítico é especificamente direcionado ao repertório de músicas em que 
a convenção de notas musicais é substituída pelo uso de sons com características espectrais e 
temporais diversas.  
O conceito nota musical está associado com um fenômeno específico da 
percepção auditiva: a percepção de alturas. A identificação de alturas pelo sistema auditivo 
ocorre em resposta para três características do sinal acústico: 1) para a distribuição energética 
espectral com picos de magnitude estacionários e em relação aproximadamente harmônica, no 
caso de sons com espectro de frequência complexos; 2) à frequência de oscilação de ondas 
senoidais estacionárias; 3) à frequência de iteração periódica de trens de pulsos. (MOORE, 
2006, p.195-231) 
Na cultura ocidental, a tradição musical predominante baseia-se no conceito de 
notas musicais como o elemento mínimo da estruturação musical. Esta tradição 
historicamente desenvolveu um aparato de notação gráfica, a partitura, que essencialmente é 
uma representação bidimensional que especifica alturas em função do tempo. A partitura 
propiciou o desenvolvimento de estruturas de organização sonora complexas e baseadas na 
representação dos elementos perceptivos do som que foram tomados como primeira 
importância (alturas, durações e níveis de intensidade). Para fins musicológicos, da partitura 
de obras é possível extrair informações em diversos níveis como a forma,  a estruturação, a 
linguagem,  o estilo,  dentre outros. 
Entretanto, para esse trabalho, nos interessa um tipo específico de repertório que 
tem como unidade sonora mínima sons com quaisquer características espectrais e temporais. 
E dentre essa ampla gama de características possíveis, o som com altura definida é apenas 
uma delas. Alguns trabalhos de musicologia recentes discutem as características desse tipo de 
repertório, como os realizados por Landy (2007, 2008) e Solomos (2013). Uma delas é que 
para esse repertório não há uma convenção notacional para descrever todas as qualidades 
sonoras que podem estar em jogo na organização musical de cada peça. Portanto, a análise das 
estruturas sonoras de uma obra fundamenta-se, principalmente, nas gravações de áudio e 
usualmente é embasada pela escuta treinada do analista ou por tecnologias de análise e 
representação de áudio.  
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Nesse contexto, nosso trabalho, inserido na área de computação musical, investiga 
a aplicação de conhecimentos científicos e tecnológicos atuais em procedimentos analíticos 
automatizados que possam auxiliar em trabalhos musicológicos desse repertório.  
São inúmeros os estilos, gêneros e linguagens musicais que atualmente inserem-se 
neste grupo de obras que, no contexto da música ocidental, são frutos das transformações do 
fazer musical ocorridas desde o início do século XX. Contudo, para compor o corpus 
analítico-experimental em nossa pesquisa, elencamos algumas obras e fundamentamos nossas 
decisões em três critérios: o primeiro, arbitrário e pessoal, é a escolha de obras do repertório 
de música de concerto do século XX e XXI; o segundo, prático, é a escolha, dentre o 
repertório supracitado, de obras que possuam algum tipo de notação gráfica que sirva como 
base para avaliação dos resultados do procedimento de análise automática que é o nosso 
objeto de pesquisa; o terceiro, também prático, é que as obras escolhidas se enquadrem no 
design experimental descrito no subcapítulo 3.5 desta tese. Resumidamente, nosso design 
experimental prevê a análise de duas obras: supomos que a primeira delas induzirá o 
algoritmo de análise a altos índices de acerto, independente da medida de áudio utilizada. 
Dessa maneira avaliamos a pertinência do procedimento analítico automatizado selecionado. 
Para a segunda obra pressupomos que haverá um desempenho menos robusto do algoritmo de 
análise e com o qual poderemos comparar as medidas de áudio, ou seja um caso com maior 
ambiguidade analítica. As obras escolhidas foram Innermost Man do compositor russo Dmitri 
Kourliandisky, e Pression  do compositor germânico Helmut Lachenmann. Uma breve 
contextualização sobre as obras e os respectivos autores é apresentada no subcapítulo 2.6, e 
descrições mais detalhadas, com enfoque na aplicação experimental, são apresentadas no 
Capítulo 4.   
Nossa pesquisa avalia o potencial informativo de medidas que integram as 
características espectrais e temporais dos sons, as quais chamamos de medidas espectro-
temporais. Em específico, enfocamos a aplicação de um modelo computacional do 
processamento neurofisiológico do sistema auditivo humano (CHI; RU; SHAMMA, 2005; 
SHAMMA, 2003).  
 Para delimitar nosso campo de estudo e avaliar o potencial informativo dessas 
medidas, focamos nossa investigação para uma tarefa de análise musical específica: a 
segmentação da forma musical. Para esse trabalho entendemos o conceito de forma musical 
em sua acepção mais simples e tradicional que é a segmentação de uma obra em unidades de 
coesão sonora-musical, ou seja, que delimitam suas seções. Então, aplicamos um método de 
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segmentação automática (FOOTE, 2000) proveniente da área de Recuperação da Informação 
Musical (do inglês: Music Information Retrieval, MIR) e comparamos os resultados obtidos 
com o uso das medidas espectro-temporais ou espectrais instantâneas como entrada do 
algoritmo, medindo a correspondência delas em relação às segmentações da forma musical 
realizadas manualmente a partir das partituras. 
Portanto, esse trabalho se encontra na intersecção de três áreas de conhecimento:  
! análise de músicas feitas com sons com características espectrais e temporais 
diversas;  
! recuperação da informação musical; 
! modelos neurofisiológicos de representação sonora. 
 
1.1 Termos e definições: partituras descritivas versus partituras prescritivas 
Por não se tratarem de músicas baseadas no conceito de notas musicais, as 
partituras do repertório selecionado usam, em maior ou menor proporção, recursos de notação 
não convencionais para garantir a reprodução da composição musical, seja pela descrição 
aproximada dos sons que devem ser emitidos pelo intérprete (partituras descritivas), ou seja 
pela prescrição dos mecanismos de emissão dos sons que devem ser realizados pelos 
intérpretes (partituras prescritivas). Essa dicotomia partitura descritiva versus partitura 
prescritiva (KANNO, 2007; SEEGER, 1958) é utilizada nessa tese quando tratarmos das 
notações das peças analisadas no Capítulo 4.  Sendo partituras descritivas notações musicais 
que procuram representar as qualidades perceptivas dos sons requeridos, e partituras 
prescritivas notações musicais que prescrevem as ações dos intérpretes para a emissão dos 
sons requeridos.  
1.2 Sobre MIR e análise de músicas de sons não redutíveis ao conceito de nota musical 
A área Recuperação de Informação Musical (com acrônimo MIR, do inglês, 
Music Information Retrieval) é um campo da engenharia que tem como objetivo analisar e 
organizar arquivos digitais com conteúdo musical. Alguns dos principais objetivos específicos 
em MIR são: desenvolver métodos para transcrição automática de música (KLAPURI; 
DAVY, 2006), organizar grandes bases de dados com arquivos musicais (TZANETAKIS; 
COOK, 2002), desenvolver tecnologia musical, como automatização de processamento 
computacional de áudio e de equipamentos relacionado a música (RAFII; PARDO, 2009),  
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interação homem-máquina ligada à música (BROSSIER, 2006), novas abordagens 
musicológicas (COLLINS, 2010), dentre outros.  
Um dos aspectos que deve se ter em mente quando empregam-se técnicas de MIR 
para análise musical é que boa parte dessas técnicas são orientadas para reconhecer no áudio 
padrões musicais pré-estabelecidos, de acordo com teorias musicais coerentes ao repertório 
analisado (e.g. harmonia tonal,  contraponto tradicional, canções com repetição de refrão, etc).  
Sabendo que muito do valor artístico agregado à música de concerto do século XX 
e XXI  é justamente a inovação e a diferenciação das obras em relação às convenções 
musicais, as técnicas MIR desenvolvidas para esse repertório são inerentemente mais restritas 
para um pequeno grupo de obras em que certas convenções são válidas. Ainda mais fundo, 
como observam Klien, Grill e Flexer (2012, p.156), para muitos dos casos de obras de nosso 
repertório alvo, o cerne da estruturação musical é a desconstrução de certos parâmetros 
tradicionais de percepção musical, os quais subsidiam o desenvolvimento de muitas das 
ferramentas MIR atuais. Por exemplo, a percepção de uma altura específica e seu 
discernimento em meio a um ruído, ou o ponto em que um material sonoro parece se segregar 
em dois objetos perceptivos. Questões essas que são fundamentadas em pesquisas 
psicoacústicas (BREGMAN, 1990; FASTL; ZWICKER, 2007) e que tornam o uso de 
ferramentas MIR ainda mais dependente de conhecimentos prévios sobre o funcionamento 
dos algoritmos e de interpretações dos resultados.  
Nesse sentido é que a aplicação de ferramentas MIR para análise do repertório de 
concerto do século XX e XXI, incluindo o conjunto de obras que enfocam a diversidade de 
material sonoro, que é nosso repertório alvo, deve ser entendida como um complemento 
ferramental, uma possibilidade técnica que pode ser adequada ou não. Benefícios advém de 
processos de representação e anotação automática de música, como observam Klien Grill e 
Flexer (2012, p.155):  
Anotação automática proverá ao musicólogo uma visão imparcial do 
material sonoro, com a qual sua própria experiência de escuta pode 
ser medida, ou vice-e-versa. Este processo pode prover compreensão 
sobre o funcionamento dos algoritmos de anotação, sobre a 
composição analisada, e mesmo sobre o comportamento de escuta do 
próprio analista. Nós conjecturamos que a anotação automática ou 
semiautomática abrirá novos caminhos para a análise musical por 
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acelerar significativamente os processos de anotação, bem como por 
estabilizar os parâmetros de análise e os resultados. 1 
Frisamos que cabe ao analista ou musicólogo o julgamento de sua pertinência e a 
interpretação dos resultados.  
1.3  Motivação  
A motivação para nosso trabalho provém dos conhecimentos gerados por 
pesquisas neurofisiológicas das últimas duas décadas que mostram que o sistema auditivo 
humano realiza a decomposição espectro-temporal do sinal acústico em uma das regiões 
corticais relacionadas com o processamento auditivo: o córtex auditivo primário. Os 
neurônios dessa região agem como filtros que respondem seletivamente para certas 
características espectrais e temporais do sinal acústico (KOWALSKI; DEPIREUX; 
SHAMMA, 1996a, 1996b).  
  Assumimos o pressuposto de que a organização sonora em música está 
intrinsecamente relacionada com as características da percepção auditiva humana e, portanto, 
modelos teóricos-científicos sobre a percepção e a fisiologia auditiva podem prover caminhos 
para identificar, no áudio, informações sonoras correspondentes às utilizadas nos processos de 
organização musical. As estruturas cocleares do sistema auditivo periférico humano são 
responsáveis pela conversão da onda acústica para uma representação espectral (PICKLES, 
2012) que está estreitamente ligada com os parâmetros perceptivos que são as bases da 
linguagem musical tradicional, como por exemplo a distinção de alturas e registros, e por 
consequência a elaboração de estruturas de combinação de alturas como acordes e texturas 
polifônicas. Similarmente, a decomposição espectro-temporal realizada no sistema auditivo 
central pode ter relação direta com convenções e práticas de organização sonora relacionadas 
aos atributos perceptivos do som que são de interesse para a análise do repertório alvo de 
nossa pesquisa. 
 Ademais, esses modelos analíticos espectro-temporais são uma maneira de se 
organizar os dados presentes nos modelos espectrais para que se tornem mais informativos. 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
1!Automated annotation will provide the musicologist with an unemphatic view of the sonic material, against 
which his or her own listening experience can be measured and vice versa. This process in itself can provide 
insight regarding the workings of the annotation algorithms, the analysed composition and indeed the analyst’s 
own listening behaviour. We envisage automated or semi-automated annotation to insight regarding the 
workings of the annotation algorithms, the analysed composition and indeed the analyst’s own listening 
behaviour. We envisage automated or semi-automated annotation to break new ground in musical analysis by 
significantly accelerating the process of annotation as well as stabilizing the analysis’ parameters and results.!
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Tal qual ocorre na análise espectral provida pela Transformada de Fourier, que decompõem e 
organiza as periodicidades contidas em uma função temporal unidimensional, as 
transformadas espectro-temporais utilizadas nesse trabalho decompõem e organizam a 
informação temporal de um espectrograma (i.e. uma sequência de informações espectrais em 
função do tempo), evidenciando os padrões temporais periódicos associados com frequências 
ou bandas espectrais específicas. Esses padrões estão associados com fenômenos acústicos 
como modulações de frequência e amplitude, com correlatos perceptivos como o vibrato e a 
rugosidade (FASTL; ZWICKER, 2007, p.257-264) . 
 Considerando que boa parte do repertório da música de concerto dos séculos 
XX e XXI trabalha consciente e meticulosamente sobre a organização temporal de 
componentes espectrais do som, nossa suposição é que a análise utilizando-se de modelos 
espectro-temporais pode trazer resultados interessantes nos procedimentos analíticos 
computacionais direcionados para esse repertório, contribuindo no desenvolvimento de um 
aparato analítico novo.  
 Pesquisas anteriores mostraram que o modelo de análise sonora baseado no 
sistema auditivo central provê resultados eficientes para classificar timbres de instrumentos 
musicais isolados, com uma acurácia de 98,7%, independentemente da altura, registro, ou 
modo tocar os instrumentos (PATIL et al., 2012).  Nossa motivação e objetivo é avaliar o 
potencial desses modelos diretamente para a análise de áudio com conteúdo musical. 
1.4 Contribuições da tese 
Os modelos de representação sonora baseados na resposta do sistema auditivo 
central tem sido usados na literatura em aplicações tecnológicas relacionadas, principalmente, 
com processamento de voz em aplicações para restauração de áudio (CHI; SHAMMA, 2004), 
redução de ruído em sinais com conteúdo de voz (MESGARANI; SHAMMA, 2007), 
discriminação e classificação de voz (MESGARINI; SHAMMA; SLANEY, 2006). 
A principal contribuição de nossa pesquisa é propor a aplicação dos modelos de 
representação sonora baseados na resposta do sistema auditivo central no que tange os 
processos computacionais para análise musical, especificamente para analisar obras que se 
estruturem em função da heterogeneidade espectro-temporal dos sons que as compõe.   
Uma segunda contribuição de nossa pesquisa são as análises das obras Pression 
de Helmut Lachenmann (LACHENMANN, 1980) e Innermost Man (KOURLIANDSKI, 
2002) de Dmitri Kourliandski, compositores com uma produção relativamente recente (pós 
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segunda metade do século XX) e que possuem pouco material bibliográfico a respeito da 
análise de sua obra (especialmente o segundo deles), se comparado a produção bibliográfica 
acerca da obra de compositores mais consagrados.  
Outra contribuição dessa tese são os experimentos discutidos nos Capítulos 4 e 5 
que comparam a aplicação do modelo sonoro da resposta do sistema auditivo central com 
outras medidas espectrais instantâneas e espectro-temporais usuais na área de MIR, sob o 
contexto da tarefa de segmentação musical automática. Os nossos resultados foram 
promissores. As medidas que propomos tiveram melhor desempenho do que as demais, 
indicando que esse modelo pode prover informação útil em aplicações para análises 
computacionais do tipo de repertório musical que abordamos.  
O Capítulo 3 dessa tese contém uma das contribuições do nosso trabalho em que 
fazemos uma explicação extensiva dos métodos computacionais empregados, utilizando de 
um número considerável de descrições textuais e representações gráficas, com o intuito 
didático de tonar o texto mais acessível aos leitores sem formação específica em métodos 
matemáticos e computacionais. O intuito desse esforço pedagógico é fomentar o uso e a 
discussão sobre os métodos computacionais na área de musicologia.   
Ainda no Capítulo 3 outra contribuição é a proposição de uma nova medida de 
áudio (especificamente descrita no subcapítulo 3.1.2.3) baseada na redução estatística dos 
dados gerados pelo modelo espectro-temporal do sistema auditivo central que, como as outras 
medidas utilizadas na nossa pesquisa, tem sua performance avaliada para a tarefa de 
segmentação musical.  
1.5 Organização da tese 
Essa tese é dividida da seguinte forma:  
! No Capítulo 2 realizamos breves revisões bibliográficas para contextualização 
dos assuntos que circunscrevem nosso trabalho, a saber: métodos de análise de 
música relacionadas com músicas feitas de sons heterogêneos espectro-
temporalmente; técnicas MIR para segmentação da forma musical; 
embasamento sobre o sistema auditivo; e uma introdução sobre as peças e os 
respectivos compositores escolhidos como objetos de análise nos 
experimentos.  
! No Capítulo 3 apresentamos os métodos computacionais utilizados em nossos 
experimentos. Conforme discutido no subcapítulo 1.2 sobre a importância do 
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entendimento do funcionamento dos métodos MIR para sua aplicação, 
assumimos a reponsabilidade didática que essa tese tem em fazer uma ponte 
entre áreas e por isso optamos por uma descrição extensiva dos métodos 
usados. Esse capítulo se subdivide em 4 tópicos: métodos para extração das 
medidas de áudio; método de segmentação musical; procedimentos de 
comparação e avaliação dos resultados; exposição de nosso design 
experimental.  
! No Capítulo 4  apresentamos nossos resultados experimentais em que 
aplicamos os algoritmos de segmentação musical para a análise das músicas: 
Innermost Man do compositor russo Dmitri Kourliandski; Pression do 
compositor germânico Helmut Lachenmnann.  
! No Capítulo 5 apresentamos a discussão final e as projeções futuras deste 
trabalho.  
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2. REVISÃO BIBLIOGRÁFICA 
2.1 Análise musical: o caso da música acusmática 
A maior parte dos textos de análise musical citados nesse subcapítulo tratam do 
repertório de música eletroacústica acusmática, pois esse gênero apresenta um problema 
peculiar na medida em que o suporte de criação e de performance são o mesmo e não há 
qualquer outro tipo de representação resultante ou de intermediação, salvo alguns esboços 
composicionais deixados pelos compositores, ou, em alguns casos, partituras de escuta e de 
difusão sonora. Diferente do que acontece, por exemplo, com a música instrumental que, 
mesmo ao prescrever ações dos intérpretes para obtenção de sons não usuais, deixam indícios 
gráficos úteis para a atividade analítica. Por isso, nos últimos anos existe um número 
significativo de pesquisas acadêmicas que discutem os problemas relacionados à atividade 
analítica desse repertório e também propõem novas metodologias.  Tais discussões no campo 
da música acusmática podem ser valiosas para todos os outros gêneros de música que se 
estruturam sobre sons de características espectro-temporal diversas, visto que elas provêm 
maneiras de representar e analisar o conteúdo sonoro das obras.  
Importantes autores ligados à música eletroacústica, como Pierre Schaeffer 
(1966,1973), Michel Chion (1983) e Denis Smalley (1986, 1997, 2007) adotaram um ponto de 
vista fenomenológico para descrever a dinâmica espectro-temporal de sons complexos. A 
tipo-morfologia desenvolvida por Schaeffer no Traité des Objets Musicaux (e sumarizada por 
Michel Chion no seu Guide des objets sonores), bem como a espectro-morfologia de Smalley 
(1986, 1997, 2007) são métodos de classificação sonora fundamentados numa escuta analítica 
livre de relações indiciais com fontes sonoras e de significações semânticas; uma escuta 
focada apenas na análise perceptual das características dos sons, a partir do ponto de vista 
perceptual do sujeito que escuta. Esse método de escuta analítica é denominado por Schaeffer 
(1966) de escuta reduzida. Para caracterizar os sons ou um conjunto deles, esses autores 
elaboram um vocabulário particular de descrições que, em última instância, pode estar 
relacionado ao comportamento do espectro de frequências dos sons ou com a sua dinâmica no 
tempo. No seu solfejo do objeto sonoro Schaeffer propõe as categorias tipologia e morfologia 
como critérios complementares de classificação sonora. A morforlogia schaefferiana descreve 
qualidades sonoras como: massa, harmonicidade do timbre, dinâmica, granulosidade, perfil 
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melódico, allure2 e perfil de massa (CHION, 1983). E a tipologia classifica a morfologia de 
acordo com algum critério, por exemplo, massa / feitura (facture); duração / variação; 
equilíbrio / originalidade.  
Ampliando as categorias Schaefferianas, Smalley (1986,1997,2007) propõe uma 
série de categorias analíticas para a escuta e classificação sonora, como por exemplo: 
classificações do espectro de frequências; classificações do envelope dinâmico (morfologia); 
classificação de movimentos (dinâmicas) sonoros; funções estruturais; classificação de 
espacialidade ou difusão do som no espaço acústico. Associado a cada uma dessas classes 
analíticas, Smalley introduz uma extensa taxonomia de comportamentos sonoros. Para citar 
algumas delas: nó, ruído e nota, para a classificação espectral; tipos de ataque, iteração, 
granulosidade e estado eflúvio, como exemplos de morfologias sonoras; divergência, 
convergência, dilatação, oscilação, rotação, como exemplos de tipos de movimentos; dentre 
muitos outros termos associados a estas ou outras classes analíticas. As abordagens com base 
na fenomenologia introduzidas Schaeffer e Smalley são mais propostas de metodologia para 
audição/organização musical do que taxonomias rígidas para classificar os sons. E segundo 
Smalley (1997, p. 107): “Espectromorfologia não é uma teoria composicional ou método, mas 
uma ferramenta descritiva baseada na percepção auditiva.”3  
Boa parte dos trabalhos em análise da música eletroacústica apoia-se em propostas 
de descrições sonoras morfológicas baseadas nas postulações teóricas de Schaeffer (1966) e 
Smalley (1986, 1997, 2007), no uso dos espectrogramas como suporte visual analítico, ou em 
transcrições e anotações gráficas, por vezes, balizadas por programas computacionais 
dedicados para essas tarefas.  
Um exemplo de notação gráfica da morfologia sonora é o trabalho do musicólogo 
Lasse Thoresen que desenvolveu uma complexa notação simbólica para transcrição e análise 
de música eletroacústica a partir das ideias de Schaeffer e Smalley (THORESEN; HEDMAN, 
2007, 2009, 2010). As Figuras 2.1 e 2.2, respectivamente, contém exemplos de algumas das 
notações simbólicas de Thoresen e de sua aplicação na análise da música Les objets obscurs 
do compositor Åke Parmerud.  
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
2! ! A acepção de Schaeffer para o termo Allure designa um “vibrato generalizado” ou um movimento 
característico do som ouvido (DACK; NORTH, 2006).!
3! “Spectromorphology! is! not! a! compositional! theory! or! method,! but! a! descriptive! tool! based! on! aural!
perception.”!
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Figura 2.1 - Tabela de símbolos desenvolvida por Lasse Thoresen para alguns tipos espectro-
morfológicos. FONTE: (THORESEN; HEDMAN, 2007) 
Figura 2.2 - Transcrição do início da peça Les objets obscurs do compositor Åke Parmerud realizada 
por Thoresen e Hedman. FONTE: (THORESEN; HEDMAN, 2010) 
 
Outras abordagens de representação sonora fundamentam-se no uso de recursos 
tecnológicos como, por exemplo, espectrogramas aliados às representações gráficas e análises 
de manuscritos e planejamentos dos compositores (SIMONI, 2006). Esse tipo de metodologia 
N The open diamonds will be used for whisper-like,
quasi-pitched sounds.
N Empty square note heads will be used for
‘unvoiced’ complex sound objects (thus hhh-
sounds, broad bandwidths of white noise, etc., as
opposed to a filled square for drum sounds, clicks
etc.).
The intermediary category placed in the column on the
right diagrammatic axis will be termed composite sound
objects (these would correspond to a Schaefferian
category in his ‘external morphology’, called compose´,
i.e. distinct and successive elements; Schaeffer 1966a:
464–6; Chion 1983: 140). This category contains several
subcategories, moving from relatively simple cases
towards increasingly complicated objects. The simpler
cases would, for example, consist of a pair of sounds,
such as a grace note added to (or inserted into) a main
note, or a trill or mordent. Moving towards greater
unpredictability, we can add more notes, let them be
more diversified in sound spectrum, and/or let the
iteration pulse become increasingly irregular. I see no
reason to create a detailed conceptual structure contain-
ing various subcategories of composite objects, as the
character of the composite object in question will be
adequately rendered by an appropriate combination of
graphic symbols. However, the need arises for a
notational tool to describe degrees of irregularity, and
such a tool will be presented shortly.
The open void on the left side of the diagram is filled
with sounds called stratified objects (these would
correspond to a Schaefferian category in his ‘external
morphology’ called composite, i.e. bjects with distinct
and simultaneous elements; Schaeffer 1966a: 464–6;
Chion 1983: 140). These are sustained sounds that show
different degrees of internal differentiation. The simplest
case is a sustained sound with a prominent harmonic.
From there on we proceed to increased spectral
differentiation, inclusion of elements of contrasting
sound spectrum, eventually spectral fluctuations with
increasingly irregular pulse, until we arrive at the
vacillating object. As was the case with the other
intermediary category, the exact nature of the object
may be shown through the graphic notation.
4. TYPOLOGIES OF DURATION AND OF
REGULARITY
As the consideration of duration was removed from
Schaeffer’s original design, and the concept of a gradual
transition between different degrees of regularity was
introduced into the intermediary categories, some
additional signs and definitions will be needed. I have
earlier worked out an analysis of ‘types of velocities’,
features ofwhichwill nowbe selected for inclusion in the
spectromorphological analysis.
4.1. Types of velocity and duration
N Gesture time. The central category of velocity/
duration is equivalent to the duration’s character-
istic of Schaeffer’s tenues forme´s. These are sounds
long enough to have an onset phase, a sustained
part and an ending, while short enough to be
integrated aurally into strings of sounds that can
be appreciated as a whole.
Figure 3. Typology – expanded diagram.
134 Lasse Thoresen
sound-characters ‘B’, ‘C’, ‘D’, ‘E’ and ‘F’ are
presented as fragmented points over a continuous,
long background, deriving from the resonance of ‘A’.
> Form-field 2 begins with ‘A’ again. The tonic
accumulation (sound-character ‘H’) is introduced
as a new event. Shorter versions of ‘A’ are echoed
Figure 10. Spectromorphological transcription, Les objets obscurs, 3rd section, with analysis.
90 Lasse Thoresen with the assistance of Andreas Hedman
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conta com ferramentas computacionais específicas, como o software Acousmographe4 
desenvolvido pelo GRM (Group de Recherche Musicale), ou programas de computadores 
dedicados para peças musicais específicas (CLARKE, 2005, 2009; COUPRIE, 2008; HIRST, 
2006). O sítio de internet do GRM contém uma seção chamada Portraits Polychrome5 
(GAYOU, 2006) dedicada às análises multimídias e interativas de músicas eletroacústicas 
que, até o momento, conta com análise de obras dos compositores: Bernard Parmegiani, Denis 
Smalley, Luc Ferrari, Francis Dhomont, Jean Claude Risset, Pierre Schaeffer, Michel Chion, 
Gilles Racot, Ivo Mallec, François Bayle, John Chowning, Jacques Lejeune, Max Mathews e 
Eliane Radigue.  
A Figura 2.3 mostra um exemplo de software desenvolvido por Clarke (2009) 
para análise interativa da obra Mortous Plango, Vivos Voco de Jonathan Harvey. 
 
Figura 2.3: Interface do software de análise interativa de da peça obra Mortous Plango, Vivos Voco de 
Jonathan Harvey desenvolvido por Michael Clarke. FONTE: (CLARKE, 2009). 
 
Abordagens interdisciplinares para obtenção de ferramentas para representação 
sonora também são usadas em trabalhos analíticos. Nesse contexto, a notação automática 
(computacional) de música eletroacústica é discutida teoricamente por Klien, Grill e Flexer 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
4 Disponível do sítio http://www.inagrm.com/accueil/outils/acousmographe 
5 http://www.inagrm.com/accueil/collections/portraits-polychromes!
is the first of the new directions, acousmatic music, that I am going to focus on here, and for this I am analysing a 
classic of the acousmatic repertoire: Wind Chimes (1987) by Denis Smalley.   
So what will be different about this analysis? What needs to be done to make the interactive aural approach suitable for 
an acousmatic work like Wind Chimes? 
Firstly, five years on from starting my analysis of Mortuos Plango, both my own thinking and the technical possibilities 
have advanced considerably and many of the techniques I used previously can be refined or extended in significant 
 
Figure1: An interactive exercise from the analysis of Mortuos Plango, Vivos Voco 
ways.  For example, Jitter is used in the software I am going to demonstrate shortly, extending the capabilities of 
Max/MSP significantly. 
In terms of the works themselves, whilst there are similarities in some respects between Mortuos Plango and Wind 
Chimes there are also many differences, technically and aesthetically, and also simply in terms of practicalities, and 
these differences require some change of emphasis in the analytical software.  Whilst both works have become classic 
reference points in the development of electroacoustic music and whilst both are notable for the sheer beauty of their 
sound worlds, the composers arrived at these achievements in very different ways. 
Jonathan Harvey took a spectralist approach to his sound materials.  He analysed the spectrum of the bell and the voice 
and used the data from these nalyses, especially the bell, to structure every aspect of the work.  Eve ything was 
precisely planned and documented (even if there was room for intuitive revision later), and although the technology and 
software he used is now obsolete it was relatively clear how these processes could be recreated.  Technically and 
analytically there was a very precise and well-documented basis from which to begin.  The composer’s charts and data 
provided enough information to describe virtually every aspect of the piece, almost algebraically. 
Denis Smalley (1986) was first publishing his theories f spectromorphology at around the time of writing Wind 
Chimes in 1987.  But although he was thinking deeply about issues of shape and structure, his approach to his materials 
was intuitive rather than analytical, and his approach to the technology often one of experimentation, albeit very 
carefully considered and documented.  He carefully noted the settings for each process and the source materials used, 
and frequently he added comments on the usefulness of the results on cards used to index the materials.  However, few 
of the source sounds are still in existence and with those that do it is often not clear what their relationship is to the data 
cards.  Smalley used the software that was then in Studio 123 at GRM to generate most of the transformations in the 
work: software that is now obsolete (although a partial emulation exists and in some respects the software is similar to 
GRM tools today).  The work was not pre-planned, it took shape as the composer worked with the materials.  Unlike the 
Harvey work, it was not crucial to his concept of the work to control exactly what each process did to the sound in a 
theoretical sense and with the original software no longer available it can be hard to reconstruct the way the work was 
put together.  Even the composer himself is unsure of many of the precise details. 
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(2012) que apresentam métodos técnicos baseados em análises por matrizes de auto-
similaridade aplicadas às medidas extraídas dos áudios das peças Wind Chimes de Denis 
Smalley e Turenas de John Chowning. Park e colaboradores apresentam estudos sobre a 
aplicação de técnicas MIR para análise de música eletroacústica (PARK et al., 2010), 
utilizando suas próprias ferramentas (PARK; LI; WU, 2009). Mills (2008) usa um modelo 
computacional do sistema auditivo periférico para identificar sons percussivos em processos 
de análise automática de música eletroacústica.  
Nosso trabalho se encaixa no contexto das abordagens interdisciplinares. 
Propomos a aplicação de métodos MIR em conjunto com um modelo computacional da área 
de neurofisiologia da audição com o intuito de  realizar a segmentação automática da forma 
musical de obras que se estruturem sobre um conjunto de sons com diversidade de 
características espectro-temporais. A tarefa de segmentação automática de música é discutida 
nos subcapítulos seguintes.  
2.2 Segmentação automática musical 
A segmentação automática de música é um dos campos de pesquisa da área de 
Recuperação da Informação Musical. Os métodos para segmentação automática são 
algoritmos computacionais que recebem como entrada o sinal de uma gravação musical e 
produzem informação sobre a localização dos pontos de seccionamento da forma musical. 
Esses métodos partem do pressuposto de que o sinal acústico com conteúdo musical é 
altamente estruturado e, diferentemente dos processos de segmentação de fala nos quais pode-
se recorrer a um dicionário e estruturas de linguagem previamente apreendidas, a estrutura 
musical, apesar da inegável presença de certas convenções, surge da repetição ou 
transformação sistemática de seu conteúdo (DANNENBERG; GOTO, 2009).  
Paulus, Müller e Klapuri (2010), assim como Dannenberg e Goto (2009) realizam 
uma ampla revisão dos métodos de segmentação e análise estrutural na literatura. Paulus, 
Müller e Klapuri (2010) identificam três tipos de procedimentos algorítmicos para 
segmentação estrutural de músicas: pela novidade, pela homogeneidade, e por repetição.  
Os Procedimentos baseados em novidade valem-se do pressuposto de que a 
organização da forma musical pode ser descrita como uma sucessão de momentos de 
estabilidade de certos parâmetros sonoros. A ideia por trás do método é identificar os instantes 
de mudança entre essas configurações, que delimitam as seções musicais. Os procedimentos 
padrões (FOOTE, 2000; JENSEN, 2007; KAISER; PEETERS, 2013a, 2013b; LARTILLOT 
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et al., 2013) primeiramente extraem medidas do áudio representativas das características 
sonoras importantes para a estruturação musical com as quais constrói-se uma matriz de auto-
similaridade6.  Sobre essa matriz aplicam-se procedimentos para obtenção de uma função 
temporal, na qual os picos denotam as transições entre períodos de alta similaridade sonora.   
Os procedimentos baseados em homogeneidade partem do mesmo pressuposto do 
anterior. Entretanto, usam métodos de agrupamento (clusterização)7 sobre as medidas do 
áudio para delimitar as seções formais. As aplicações de diversas técnicas foram propostas 
nesse sentido, como Modelos Ocultos de Markov (AUCOUTRIER; SANDLER, 2001; GAO; 
MADDAGE; LEE, 2003; LEVY; SANDLER, 2008); K-means combinados com Modelos 
Ocultos de Markov (PEETERS; LA BURTHE; RODET, 2002); agrupamentos probabilísticos 
baseados em histogramas das medidas sonoras (ABDALLAH et al., 2005, 2006;  LEVY; 
SANDLER; CASEY, 2006; LEVY; SANDLER, 2008).  
Os procedimentos baseados em repetição assumem que haja na organização 
musical procedimentos explícitos de repetição de estruturas, como por exemplo refrãos e 
estrofes em canções, ou repetições em formas clássico-barrocas, por exemplo, no rondó. Para 
identificar essas repetições no áudio, assim como é feito no procedimento de novidade, 
primeiramente extraem-se as medidas do áudio que sejam representativas da organização 
musical e com elas constrói-se uma matriz de auto-similaridade. Regiões de alta similaridade 
paralelas à diagonal da matriz indicam repetições de estruturas formais. Os métodos 
empregados visam realçar e identificar essas regiões na matriz de auto-similaridade 
(AUCOUTURIER; SANDLER, 2002; GOTO, 2003; MÜLLER, 2007; MÜLLER; KURTH, 
2007;  PEETERS, 2007).  
Nesse trabalho utilizamos um procedimento de segmentação baseado em novidade 
(FOOTE, 2000). A descrição precisa do método é apresentada no subcapítulo 3.2, dedicado à 
metodologia experimental. Consideramos que a ideia de sucessão de momentos de 
estabilidade sonora é abrangente o suficiente para representar a organização da forma musical 
de uma parcela significativa de nosso repertório alvo, ainda que seja limitada, haja visto que 
uma das características da música de concerto do século XX e XXI é justamente a inovação 
sobre padrões musicais pré-estabelecidos. As duas músicas escolhidas para os procedimentos 
experimentais correspondem aos pressupostos de concepção do método de segmentação 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
6!O conceito de matriz de auto-similaridade é adotado em nossa metodologia de pesquisa e descrito 
detalhadamente no subcapítulo 3.2.1!
7!Clusterização é um método não-supervisionado para classificação de dados (sem classes pré-definidas) que 
reúne os dados em grupos (ou classes) de acordo com alguma medida de similaridade. !
31!
!
musical. Ou seja, nelas a forma musical é determinada por momentos de estabilidade de certas 
características sonoras. Dessa maneira, podemos medir o desempenho das  (o quão 
informativas são as) medidas de áudio espectro-temporais baseadas no modelo do sistema 
auditivo central em comparação às demais medidas usuais em MIR e no contexto de análise 
do repertório de músicas feitas de sons diversos em suas características espectrais e temporais.  
2.3 Segmentação automática de músicas de sons não redutíveis ao conceito de nota 
musical 
Na literatura de segmentação musical automática, até onde vai nosso 
conhecimento, apenas os trabalhos desenvolvidos por Klien, Grill e Flexer (2012) e Park, Li e 
Wu (2009) dedicam-se à segmentação de músicas estruturadas sobre sons variados espectral e 
temporalmente, especificamente para segmentação de música eletroacústica acusmática. Há 
ainda o trabalho de Collins (2013) que sugere a segmentação de músicas do gênero noise com 
base na aplicação de um procedimento baseado em novidade sobre medidas da entropia 
espectral do sinal de áudio. Entretanto, o autor não se estende no assunto, focando em seu 
artigo na análise de semelhança entre músicas desse gênero. 
Klien, Grill e Flexer (2012) comparam o resultado de procedimentos de 
segmentação baseado em novidade e homogeneidade (vide seção 2.2) com as segmentações 
das músicas Wind Chimes de Denis Smalley e Turenas de John Chowning realizadas por 
musicólogos especialistas (CLARKE, 2010; POTTIER, 2005).  Nesse contexto, os autores 
propõem o uso da medida de áudio denominada de Padrões de Flutuação introduzida por 
Palmpalk (2001) (PALMPALK; RAUBER; MERKEL, 2002) em seu trabalho sobre 
classificação musical através da descrição de aspectos rítmicos. Os Padrões de Flutuação são 
baseados em estudos psicoacústicos desenvolvidos por Fastl (1982) sobre a percepção de 
flutuação de amplitude do estímulo acústico. Em trabalho anterior, Grill (2012) mostra que os 
padrões de flutuação são medidas eficientes para  classificar sons texturais (i.e. sons com 
características estáveis, homogêneos e complexos que são mais apreendidos estatisticamente 
do que através dos detalhes de seus componentes), que condizem com as características 
sonoras das músicas eletroacústicas analisadas. Em sua análise, os autores comparam os 
resultados obtidos com os Padrões de Flutuação com os obtidos através do MFCC (vide 
subcapítulo 3.1.1.3 para a definição do MFCC).  
 Park, Li e Wu (2009) apresentam a segmentação automática baseada em 
procedimento de homogeneidade de duas obras acusmáticas: Machine Stops do próprio autor, 
Park, e Riverrun, de Barry Truax. A análise é realizada como demonstração no contexto de 
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um artigo que apresenta um conjunto de ferramentas computacionais desenvolvido pelos 
autores para a análise de música eletroacústica.   
 Em linha com o trabalho de Klien, Grill e Flexer (2012) e Park, Li e Wu 
(2009), nossa pesquisa enfoca a segmentação automática de obras musicais de sons 
heterogêneos em suas caraterísticas espectrais e temporais, introduzindo a aplicação de uma 
medida de áudio espectro-temporal baseada em modelos neurofisiológicos do sistema 
auditivo (detalhada no subcapítulo 3.1.2). Diferentemente dos autores supracitados, optamos 
por analisar obras instrumentais em que as partituras são nossas fontes de informação para 
comparação dos resultados de segmentação.  
2.4 Medidas de áudio 
As medidas de áudio, também denominadas na literatura por features, ou 
descritores, são dados extraídos do sinal de áudio que visam ser mais informativos do que 
somente a digitalização e amostragem do sinal e sua representação em formas de onda 
(valores de amplitude em função do tempo) para realizar tarefas computacionais de análise de 
conteúdo musical. Essas medidas são o primeiro passo para os processos de análise musical 
automática da área de Recuperação da Informação Musical, pois são elas que fornecem os 
dados de entrada dos algoritmos.  
A escolha da medida de áudio é condicionada pelo contexto e o tipo de 
informação requerido para a tarefa a ser realizada. Por exemplo, a extração de padrões 
harmônicos requer medidas que evidenciem as alturas perceptivas no áudio analisado ou a 
distribuição espectral (CHEN et al., 2012); a extração de padrões rítmicos regulares requer 
medidas que evidenciem a periodicidade da dinâmica da modulação de energia do sinal, ou do 
início de determinados elementos sonoros (HAINSWORTH, 2006). Entretanto, há uma ampla 
gama de medidas de áudio baseada em análises estatísticas do sinal de áudio no domínio 
temporal ou espectral que podem ser significativas dependendo do contexto que são 
empregadas. Peeters (2004) apresenta uma taxonomia e descrição de um grande conjunto de 
medidas de áudio usualmente empregadas na área de Recuperação de Informação Musical.  
 Para nossa pesquisa diferenciamos dois tipos de medidas de áudio: as 
espectrais instantâneas, medidas da distribuição da energia espectral para um intervalo de 
tempo definido (número de amostras do sinal de áudio); e as espectro-temporais, medidas que 
analisam a periodicidade da modulação energética de cada componente espectral para um 
intervalo de tempo definido.  
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 A contribuição do nosso trabalho é justamente introduzir e avaliar o 
desempenho de uma medida espectro-temporal baseada em modelos fisiológicos da audição 
no contexto da segmentação automática do obras estruturadas com sons heterogêneos em suas 
características espectrais e temporais. Para isso, realizamos experimentos analíticos sobre 
duas obras que possuam essas característica (Innermost Man e Pression), sob o contexto de 
um procedimento de segmentação automática musical de acordo com o design experimental 
proposto no subcapítulo 3.5.  Propomos também uma nova medida, detalhada no subcapítulo 
3.1.2.3, a qual é derivada da redução estatística da representação espectro-temporal advinda 
do modelo adotado. No próximo subcapítulo há uma breve revisão sobre o sistema auditivo 
humano que fundamenta teoricamente tanto as medidas de áudio com base neurofisiológica 
que propomos aqui para a utilização em procedimentos de análise musical, quanto as medidas 
de fundamentação psicoacústicas utilizadas pela pesquisa em MIR.   
2.5 Breve revisão sobre a anatomia e funcionalidade do sistema auditivo 
Com o intuito de embasar o leitor sobre os conhecimentos em fisiologia da 
audição, os quais fundamentam algumas da medidas de áudio descritas no Capítulo 3, 
apresentamos nesse subcapítulo uma breve revisão sobre a anatomia e funcionalidade do 
sistema auditivo humano. As descrições abaixo são simplificadas e focadas apenas nas 
estruturas anatômicas que têm ligação direta com as medidas de áudio descritas no Capítulo 
3, ou que são necessárias para compreensão do sistema auditivo de uma maneira geral. 
Referências mais detalhadas sobre o sistema auditivo humano e os fenômenos psicoacústicos 
encontram-se nos trabalhos de Pickles (2003, 2012), Lopez-Poveda, Palmer e Meddis (2010), 
Waren, (2008), Moore (2006), Fastl e Zwicker (2007), Pressnitzer, Cheivegné, McAdams e 
Collet, (2005). 
O sistema auditivo humano é dividido em duas estruturas principais: 1) o sistema 
auditivo periférico; e 2) sistema auditivo central (BENTO; MINITI; MARONI, 2008; 
PICKLES, 1998). Nos subcapítulos seguintes detalhamos a anatomia e funcionalidade dos 
componentes fisiológicos dessas duas macroestruturas anatômicas.  
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2.5.1 O sistema auditivo periférico 
 
O sistema auditivo periférico (vide Figura 2.4) é composto pelo ouvido externo, 
ouvido médio e ouvido interno. Os mecanismos de propagação das ondas acústicas no ouvido 
externo e no ouvido médio acarretam filtragens, intensificação e atenuação de determinadas 
bandas de frequência do estímulo sonoro. Por exemplo, efeitos combinados entre a orelha e o 
canal auditivo (nomeado de meato acústico na Figura 2.4) causam padrões de ressonância 
para frequências próximas de 2.5KHz. No ouvido médio certas estruturas agem como 
transformadores de impedância acústica, isto é, da energia mecânica transmitida do tímpano, 
que é a membrana de recepção do impulso mecânico na cóclea, à janela oval, a entrada pela 
qual a onda mecânica se propaga para a cóclea. A própria diferença de área entre o tímpano e 
a janela oval é o principal transformador de impedância do sinal acústico, seguido da 
influência causada pelo conjunto de ossículos que liga essas duas estruturas. Outro exemplo 
de efeito acústico relacionado ao sistema auditivo é o causado pela ação dos músculos do 
ouvido médio que são ligados aos ossículos. Quando enrijecidos, esses músculos atenuam as 
regiões espectrais de baixas frequências das ondas sonoras (PICKLES, 2003). Os padrões de 
atenuação e ressonância no ouvido externo e médio são um dos fenômenos responsáveis pela 
sensação de loudness (termo da área para a sensação de intensidade sonora) descrita na 
psicoacústica e que é modelado em nossos experimentos na medida de áudio chamada 
Espectrograma Psicoacústico (vide subcapítulo 3.1.1.4).  
A cóclea (vide figura 2.5) é o principal órgão do ouvido interno. Ela apresenta 
uma forma espiralada e é internamente dividida em três dutos separados por membranas, são 
eles: a escala coclear, a escala timpânica e a escala vestibular. Seu volume é principalmente 
preenchido por fluídos que propagam as ondas mecânicas ao longo de seu comprimento. 
Interno à cóclea, o órgão de Corti, localizado sobre a membrana basilar (membrana que 
separa a escala coclear da escala timpânica), é responsável pelo primeiro mapeamento 
tonotópico do estimulo acústico, ou seja, determinadas bandas de frequências do estímulo 
acústico são mapeadas em áreas desse órgão. Nesse estágio o estímulo acústico, 
unidimensional no domínio do tempo, é convertido em uma representação bidimensional do 
espectro de frequências em função do tempo, que é relativa às áreas da membrana basilar que 
entram em ressonância com bandas de frequências específicas. A distribuição frequencial na 
membrana basilar é organizada do agudo ao grave, respectivamente, da base ao ápice da 
escala coclear. Tal fenômeno ocorre porque as propriedades mecânicas da membrana basilar 
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variam ao longo de sua extensão. No ápice da cóclea a membrana é mais delgada e solta, 
propiciando a ressonância com frequências baixas; na base da cóclea a membrana é espessa e 
rígida, produzindo ressonâncias em frequências altas. Observamos que, caso a membrana 
basilar fosse homogênea, a ressonância com o estímulo acústico se propagariam por toda sua 
extensão, independentemente da frequência do estímulo. A tonotopia da membrana basilar 
favorece também a percepção de sons simultâneos com alturas distintas. Entretanto, há um 
limite perceptivo para a percepção da diferença entre alturas que está ligado ao padrão de 
resposta da membrana basilar. Um som  senoidal causa ressonância num segmento de 
aproximadamente 1.5mm de comprimento da membrana basilar ao redor do ponto de maior 
amplitude de ressonância. Esta região é chamada de banda crítica e define os limite da 
diferenciação perceptiva de alturas simultâneas. Ou seja, dentro de uma mesma banda crítica 
dois estímulos com frequências distintas não são percebidos separadamente. As bandas 
críticas explicam alguns fenômenos como o mascaramento frequencial simultâneo (o motivo 
pelo qual alguns sinais não são ouvidos com a presença de outros) (FASTL; ZWICKER, 
2007, p.149-173; PICKLES, 2003, p.65-126), e atributos perceptivos qualitativos como a 
rugosidade (FASTL; ZWICKER, 2007, p.257-264). Com dimensão constante ao longo da 
membrana basilar, o âmbito frequencial relativo à área das bandas críticas aumenta 
exponencialmente em direção às frequências altas. Como descrito no trabalho de Yang Wang 
e Shamma (1991)  esse comportamento pode ser analogamente interpretado por modelos 
matemáticos que utilizam uma série de filtros passa-faixa assimétricos, com Q constante e 
parcialmente sobrepostos. Entretanto, abaixo dos 800Hz o mapeamento logarítmico da 
membrana basilar é distorcido, se tornando progressivamente linear, especialmente abaixo de 
500Hz em que apresenta largura de banda aproximadamente constante em  100Hz 
(GREENWOOD, 1961).  
Em nossas medidas de áudio, as bandas críticas e o fenômeno de mascaramento 
frequencial simultâneo são modelados no cálculo do Espectrograma Psicoacústico descrito 
do subcapítulo 3.1.1.4 e em sua medida psicoacústica correlata, a escala mel, que é utilizada 
para o cálculo do MFCC descrito no subcapítulo 3.1.1.3. Já a atuação da cóclea como um 
banco de filtros passa-faixas é modelada em uma das etapas da medida Espectrograma 
Auditivo descrita no subcapítulo 3.1.2.1. Entretanto, nas demais medidas espectrais 
instantâneas (subcapítulos 3.1.1.1 3.1.1.2, 3.1.1.3, 3.1.1.4) a decomposição do sinal temporal 
em bandas de frequências é realizada pelo cálculo matemático da Transformada de Fourier 
(descrito no subcapítulo 3.1.1.1).  
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Contidas no órgão de Corti, as células ciliadas são responsáveis pela transdução 
da onda mecânica propagada pelo fluído coclear (a endolinfa) para impulsos elétricos. A área 
de uma banda crítica (1.5mm) compreende aproximadamente 1200 células ciliadas. As 
células ciliadas são células que, como o próprio nome diz, possuem feixes de cílios 
(chamados de estereocílios), conectados à sua membrana celular em uma das extremidades, e 
a outra extremidade se encontra imersa na endolinfa ou em contato com a membrana tectorial 
(vide Figura 2.5).  
O processo de transdução de onda mecânica para pulsos elétricos ocorre quando 
os feixes de estereocílios das células ciliadas são deslocados pelo movimento propagado pela 
membrana basilar, abrindo canais iônicos para entrada de íons K+ que despolarizam as 
células e alteram o potencial elétrico de suas membranas. Isto abre canais de íons de Ca++ na 
membrana celular que desencadeiam a geração de uma diferencia de potêncial intracelular e 
estimulam a liberação de neurotransmissores (PICKLES, 2003). Existem dois grupos de 
células ciliadas anatômica e funcionalmente diferentes: as células ciladas internas e externas.  
As células ciliadas internas são as principais responsáveis pela conversão e 
transmissão do estímulo acústico, tal qual descrito acima. Elas não são diretamente ligadas à 
membrana tectorial e o deslocamento de seus estereocílios é realizado pelo movimento da 
endolinfa que preenche o canal. As diferenças físicas entre os meios de propagação da onda 
mecânica geram filtragens no sinal que são dependentes da geometria do canal, da 
viscosidade da endolinfa, da elasticidade e resistência da base dos cílios bem como da 
dissipação de energia do material dos cílios (SHAMMA et al., 1986).   
As células ciliadas externas são conectadas à membrana tectorial. As alterações 
de potencial de suas membranas celulares desencadeiam vibrações nessas células em fase 
com a frequência do estímulo acústico. As vibrações dessas células são propagadas de volta 
para a membrana basilar gerando um sistema retro-alimentativo de amplificação (FASTL; 
ZWICKER, 2007, p. 31-35; PICKLES, 2003, p. 59-77).  
Algumas das propriedades do processo de transdução do sinal mecânico para o 
sinal elétrico realizado pelas células ciliadas são modelados na medida de áudio 
Espectrograma Auditivo descrita no 3.1.2.1, por exemplo, a filtragem do sinal causada pelo 
acoplamento entre estereocílios e a endolinfa, a compressão não-linear causada pela resposta 
da conversão em diferença de potencial nas células ciliadas, e também a filtragem do sinal 
causada pelo vazamento de íons pela membrana celular das células ciliadas que retarda a 
resposta do sinal causando um padrão de filtragem passa-baixas.  
37!
!
Os neurotransmissores emitidos pelas células ciliadas atingem os receptores nas 
membranas do nervo auditivo gerando potenciais de ação que são convertidos em trens de 
impulsos elétricos estocásticos, propagados pelo nervo auditivo até as estruturas do sistema 
auditivo central. Dessa maneira o sinal mecânico tonotópicamente decomposto e 
transformado em sinal elétrico no órgão de Corti é transmitido ao sistema auditivo central 
pelo nervo auditivo que é formado por fibras de neurônios paralelas. No nervo auditivo o 
âmbito entre o limiar e a saturação de atividade em cada fibra é limitado entre 30dB e 40dB e 
as flutuações de frequência nas fibras são abaixo de 4KHz a 5 KHz devido ao efeito de 
filtragem ‘passa-baixas’ causado pelo fenômeno de vazamento iônico das membranas das 
células ciliadas, descrito anteriormente. Acima desse limiar, o nervo auditivo responde à 
presença de uma frequência particular no sinal sonoro proveniente das células ciliadas 
aumentando a taxa de disparos (YANG; WANG; SHAMMA, 1991).  
Encontram-se no nervo auditivo e em outras estruturas do sistema auditivo 
central, redes de inibição lateral que aumentam a seletividade tonotópica no trajeto do 
sistema auditivo. Essas redes de inibição lateral são formadas por neurônios que ao serem 
excitados liberam neurotransmissores inibitórios para os neurônios de fibras paralelas. Dessa 
forma produz-se um reforço da seletividade frequencial dos nervos e estruturas do trajeto 
auditivo no sistema nervoso central (vide Figura 2.6) (KRAL; MAJERNIK, 1996; PICKLES, 
2012, p.276-277). A rede de inibição lateral é característica de todos os circuitos neurais 
perceptivos e ela tem a função de produzir reforço e seletividade dos canais de transmissão 
sináptica. Em suma, sua função é sintonizar melhor os sistemas perceptivos como, por 
exemplo, o reforço de contraste e percepção de bordas causado no sistema visual (COREN, 
1991).  Esse efeito das redes de inibição lateral no sinal auditivo é modelado em uma das 
etapas para o cálculo do Espectrograma Auditivo descrito no subcapítulo 3.1.2.1. 
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Figura 2.4 - Anatomia do sistema auditivo periférico humano (FONTE: SOUZA, 2010, p.16; 
adaptação apud. BEAR; CONNORS; PARADISO, 2002). 
  
 
Figura 2.5 – à esquerda: corte transversal da cóclea. Assinalado pelo quadrado branco está o órgão de 
Corti, sobre a membrana basilar que separa o ducto coclear da rampa timpânica. À direita: ampliação 
da região do órgão de Corti (FONTE: SOUZA, 2010, p. 17; adaptação apud. PURVES et al., 2004). 
 
 
 
 
Figura 1. Diagrama esquemático do ouvido humano (Adaptado de BEAR, CONNORS & 
PARADISO, 2002) 
   
 
  A orelha interna dos mamíferos é formada por uma estrutura espiralada 
denominada cóclea. A cóclea humana possui aproximadamente 9 mm de 
diâmetro na sua porção basal e altura variando entre 5 - 7 mm (DIMOPOULOS 
e MUREN, 1990). Na cóclea está alojado o epitélio transdutor do sistema 
auditivo, cuja função é transformar a energia mecânica das ondas sonoras em 
atividade elétrica neural para informar o cérebro de eventos auditivos na 
periferia (YEHOASH e ALTSCH LER, 2003). A cóclea possui um pouco 
menos de três voltas em forma de uma estrutura cônica semelhante a uma 
concha de caracol (cochlea em latim). Estas espiras são estruturas tubulares 
localizadas em torno do modíolo, cheias de um fluido viscoso e subdividas 
interiormente em escala vestibular, escala média e escala timpânica (ver Figura 
2) (KANDEL, SCHWARTZ & JESSEL, 2000; AIRES, 2008). O líquido presente 
na escala vestibular e na escala timpânica é chamado de perilinfa e possui uma 
composição química semelhante ao líquido cefalorraquidiano. O fluido 
armazenado na escala média é chamado de endolinfa, com composição 
semelhante ao líquido intracelular (KOEPPEN e STANTON, 2009). 
 
Figura 2. Desenho esquemático da cócle  e estruturas com onentes (Adaptado de PURVES et 
al., 2004). 
 
 
 A membrana b silar (MB), quando e move em re posta à propagação 
da onda mecânica pela cóclea, deflagrada pelo movimento do estribo sobre a 
janela oval, causa o deslocamento dos cílios localizados na parte apical das 
células ciliadas auditivas (ver Figura 2) (para revisão ver BEAR, CONNORS & 
PARADISO, 2002). As células ciliadas são classificadas em internas e externas 
(para revisão ver KANDEL, SCHWARTZ & JESSEL, 2000). As células ciliadas 
internas são os receptores auditivos propriamente ditos enquanto as células 
ciliadas externa  funcion m como um amplificador cocle r (KOLB & 
WHISHAW, 2002). O perfil de deformação da membrana basilar da cóclea 
reflete a complexidade da onda sonora incidente (HEINE, 2004). As células 
ciliadas, tanto internas quanto externas são inervadas por fibras do oitavo par 
de nervos cranianos, que constitui o nervo vestíbulo-coclear, responsável por 
enviar as informações transduzidas pelas células ciliadas aos neurônios do 
sistema nervoso central (SANTEE & VALE, 2006). 
 
 
1.2 Origem Embriológica do Sistema Auditivo Periférico 
O meato auditivo deriva do ectoderma, da primeira fenda faríngea. O 
pavilhão auditivo surge da fusão de seis montículos auriculares, três anteriores 
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2.5.2 O sistema auditivo central 
O sistema auditivo central produz padrões de atividade neural que estão 
associados aos atributos temporais e espectrais do som. O estímulo neural é transmitido 
através de um complexo de estruturas do sistema nervoso central (vide Figura 2.6) até o 
córtex auditivo, a primeira região do córtex a receber o estímulo auditivo e que fica 
localizada no lóbulo temporal.  
 
Figura 2.6 - Anatomia do sistema auditivo central em vista posterior da cabeça. As flechas 
vermelhas mostram os sentidos dos estímulos neuronais segundo Shamma e Micheyl (2010). Os 
pontos vermelhos indicam regiões neurais do sistema auditivo e as linhas azuis um aproximação 
do trajeto auditivo. Anatomicamente, a cóclea é localizada no ouvido interno; o núcleo coclear e o 
núcleo olivar superior são localizados no tronco encefálico, o colículo inferior é localizado no 
mesencéfalo; o núcleo geniculado medial localiza-se no tálamo; por fim, os córtices auditivos 
primário e secundário são regiões corticais adjacentes localizadas no lóbulo temporal. 
 
As funções desempenhadas pelas estruturas neurais do sistema auditivo central 
não são tão compreendidas quanto as dos órgãos do sistema auditivo periférico. Segundo 
Elhilali (2004), acredita-se que no colículo inferior (CI) (vide Figura 2.6) as informações 
acústicas convergem pela primeira vez. De acordo com a autora, “o CI parece agir tanto 
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como estágio de integração como “painel de controle” para as áreas sensórias auditivas, como 
também nas integrações multimodais de mais alto nível. Ele também cumpre um papel na 
audição binaural e, portanto, na localização sonora.”8 Consequentemente, as estruturas 
neurais posteriores na via auditiva, localizadas no tálamo e no córtex, como, por exemplo, o 
núcleo geniculado medial e o córtex auditivo primário, são entendidas como regiões 
responsáveis pela extração de características, agrupamento e reconhecimento do estruturas na 
informação proveniente do CI.  Nelken (2004) sugere que o córtex auditivo primário é 
responsável pela separação de objetos da imagem auditiva, isto é, o reconhecimento de fontes 
sonoras em uma mistura de sons. Ele assume essa hipótese pois considera que estudos 
anteriores demonstraram que muitas características dos objetos auditivos, possivelmente, são 
extraídas em estágios anteriores ao córtex auditivo primário, como por exemplo, a 
seletividade para modulação de frequência apresentada pelos neurônios do tálamo (ZHANG; 
SCHREINER; MERZENICH, 2003) e os mecanismos de percepção de alturas no núcleo 
coclear (BRAUN, 1999).   
Segundo estudos que mediram as respostas neurais exclusivamente da região do 
córtex auditivo primário em mamíferos (KOWALSKI; DEPIREUX; SHAMMA, 1996a, 
1996b), as células do córtex auditivo primário agem como filtros seletivos de algumas 
características da representação espectral gerada pela cóclea. Os neurônios dessa região 
disparam quando recebem estímulos caracterizados por uma determinada frequência central, 
determinada largura de banda em torno da frequência central, determinada fase (ou assimetria 
da banda espectral), e velocidade de modulação temporal da amplitude desses componentes 
da envoltória espectral. Essa seletividade complexa é denominada na literatura da área de 
campo de resposta espectro-temporal ― em inglês spectro-temporal response (ou receptive) 
field (STRF). Em outras palavras, os neurônios da região do córtex auditivo primário são 
seletivos para estímulos sonoros contendo determinadas características de modulação 
espectro-temporal observáveis na representação frequência-tempo de um espectrograma. Esse 
é o principal artifício que utilizamos em nosso estudo analítico, modelado pela medida de 
áudio Modelo do Córtex Auditivo (vide subcapítulo 3.1.2.2). 
Para testar e realizar experimentos que medem a resposta espectro-temporal do 
córtex auditivo, foram desenvolvidos estímulos sonoros chamados de ripples. (KLEIN ET 
AL., 2000) Além de apresentarem seletividade tonotópica, as células do córtex auditivo 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
8!The IC appears to act both as an integrative station as well as a switchboard to higher auditory and multi-
modal sensoryareas. It also plays a key role in binaural hearing and thus insound localization 
41!
!
primário apresentam também alta seletividade no que tange aos âmbitos restritos dos 
parâmetros dos ripples. Por isso, esses estímulos possibilitam uma medida otimizada da 
resposta desses neurônios. Os Ripples são sons ruidosos constituídos de centenas de ondas 
senoidais densamente distribuídas ao longo de um eixo frequencial logarítmico em uma larga 
banda. A amplitude dos sons senoidais que os compõe é modulada por outra onda senoidal 
gerando, portanto, uma envoltória espectral também senoidal. De acordo com Shamma 
(2001), os parâmetros de controle de um ripple são: “nível de intensidade geral; razão de 
contraste (a amplitude da envoltória senoidal); densidade de picos espectrais (o intervalo 
entre picos Ω ) em unidades de ciclos por oitavas [grifo nosso: a largura de banda dos picos 
da envoltória espectral]; o movimento constante para direita ou esquerda dos picos em ciclos 
por segundo (Hz).9” Densidade (Ω) também é designada em muitos textos do grupo como 
escala; e o movimento (ω) como taxa ou velocidade.  
Os neurônios do córtex auditivo primário são seletivos a ripples gerados por 
parâmetros específicos. Por exemplo, células seletivas para ripples com baixa densidade de 
picos (baixo Ω) e alta velocidade de modulação (alto ω) têm sua resposta limitada a uma faixa 
frequencial estreita em torno da frequência central e com alta assimetria de banda em relação 
a frequência central (a frequência central é determinada de acordo com a seletividade 
tonotópica da célula).  
Segundo Chi, Ru e Shamma (2005): 
 a partir de uma perspectiva funcional, a rica variedade de 
campos de resposta espectro-temporal encontradas no córtex 
auditivo primário implica que cada neurônio age como um filtro 
seletivo à modulação do espectrograma de entrada [grifo 
nosso: entenda espectrograma como o sinal decomposto em 
frequência pelas estruturas da cóclea], especificamente 
ajustados a um âmbito particular de resolução espectral 
(também denominada de escalas) e um âmbito limitado de 
modulação temporal (ou taxas)10.   
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
9 overall level; contrast ratio (or the amplitude of the sinusoidal envelope); spectral peak density (or spacing 
between the peaks Ω) in units of octave-1; and the constant leftward or rightward peak drift speed in cycles s-1 
(or Hz) 
10! From a functional perspective, the rich variety of STRFs found in AI implies that each STRF acts as a 
modulation selective filter of its input spectrogram, specifically tuned to a particular range of spectral 
resolutions (also called scales) and a limited range of temporal modulations (or rates).  
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Os campos de resposta espectro-temporal das células do córtex auditivo primário 
são a base para o modelo de transformada espectro-temporal que adotamos em nossa 
pesquisa, que chamamos de Modelo do Córtex Auditivo, cuja implementação computacional 
como medida de áudio é descrita no subcapítulo 3.1.2.2, e sobre a qual propomos uma medida 
de áudio baseada em sua redução estatística no subcapítulo 3.1.2.3. 
2.6 Contextualização sobre os compositores e as obras analisadas 
 Como o título sugere, esse subcapítulo realiza uma introdução sobre os 
compositores e as obras selecionadas  para nossos experimentos. Visto que o objetivo dessa 
tese não é musicológico, a intenção desse subcapítulo não é prover informações detalhadas, 
mas apenas uma breve contextualização. A escolha das obras Innermost Man de Dmitri 
Kourliandski e Pression de Helmut Lachenmann como objeto de análise em nossos 
experimentos justifica-se por sua adequação ao repertório alvo de nossa pesquisa, e aos 
requisitos do design experimental determinado no subcapítulo 3.5. Este último especifica a 
seleção de peças que, contendo sons com variedade de configurações espectrais e temporais, 
apresentam característica de organização da forma musical condizentes com os pressupostos 
bases do algoritmo de segmentação musical adotado (descrito no subcapítulo 3.2), ou seja, 
que sua segmentação formal seja decorrente de momentos de estabilidade de um conjunto de 
parâmetros sonoros, porém cada peça introduzindo diferentes graus de complexidade para a 
análise computacional para que desse modo possamos comprovar a pertinência do algoritmo, 
bem como analisar o desempenho das medidas de áudio propostas em nossa pesquisa. As 
descrições detalhadas das características das obras no que concerne os objetivos 
experimentais são mostradas no Capítulo 4 dedicado aos experimentos analíticos de 
Innermost Man e Pression. 
2.6.1 Innermost Man de Dmitri Kourliandski 
 De acordo com a biografia na página do próprio compositor11 na rede mundial 
de computadores, bem como em um catálogo de compositores atuais12: Dmitri Kourliandski, 
nascido em Moscou em 1976, graduou-se no conservatório de Moscou onde estudou flauta 
com Danill Kharkeyevich de 1991 à 1995, e posteriormente composição com Leonid Bobylev 
de 1997 à 2002, com quem seguiu estudos de pós-graduação entre 2002 à 2006. Desde 2001 é 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!
11!http://www.kourl.ru/!
12!http://www.composers21.com/compdocs/kourliad.htm!
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professor de instrumentação no conservatório de Moscou. Kourliandski também é fundador e 
diretor artístico da Academia Internacional de Jovens Compositores na cidade Tchaikovsky, 
co-fundador do Structural Resistence group (StRes), e, desde 2013, é diretor musical do  
Stanislavsky Electrotheatre. Desde 2003, suas obras tem recebido prêmios internacionais de 
composição e são tocadas internacionalmente.   
Dentre as obras de Kouliandski se encontram composições instrumentais  para 
orquestra, grupos de câmara, instrumentos solistas, 3 operas, música para filme, obras 
eletrônicas, além de obras conceituais ou de instrumentação aberta. O catálogo completo de 
obras do compositor pode ser visto em sua página pessoal na rede mundial13. Uma das 
características da estética musical em grande parte da obra de Kourliandski é a exploração de 
sonoridades instrumentais ruidosas e não convencionais, passível de serem associadas com o 
concretismo instrumental germânico e podendo ser entendida como exemplo de música que 
opera com elementos sonoros não redutíveis ao conceito de nota musical, no contexto da 
música de concerto atual. 
Innermost Man (KOURLIANDSKI, 2002) é uma composição de 2002 para 
soprano e 4 grupos instrumentais. Essa obra recebeu o premio  Gaudeamus de composição no 
ano de 2003. A obra utiliza fragmentos de textos retirados das obras Chevengur e The 
Foundation Pit do romancista russo Andrei Platonov. Os textos são recitados pela soprano na 
obra de Kourliandiski em russo14, entretanto o compositor disponibiliza no preâmbulo da 
partitura traduções para o inglês15: 
The man is not a mind but a body packed with passionate tendons, 
blood-filled canyons, hills, openings, pleasures and oblivion. (extraído 
de Chevengur – tradução não publicada de R. e E. Chandler – Apud. 
KOURLIANDSKI, 2002). 
A huge naked man, puffed up from the wind and his own grief, was 
dying but by little bit, as his life went by. (extraído de The Foundation 
Pit – tradução R. Chandler e G. Smith, Harvill, 1996, Apud. 
KOURLIANDSKI, 2002). 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
13!!ver!nota!de!rodapé!numero!11!
14!Omitimos!o!texto!original!em!russo!dessa!tese!pelo!fato!de!desconhecermos!a!lingua.!!O!original!pode!ser!
consultado!na!partitura!de!Innermost)Man.!
15!Por!se!tratar!de!um!texto!artístico!e!a!versão!em!inglês!já!ser!uma!tradução!do!original,!optamos!por!não!
traduzir!!para!o!português.!
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A man obtained himself from somewhere by his own solitary force. 
(extraído de Chevengur – tradução não publicada de R. e E. Chandler 
– Apud. KOURLIANDSKI, 2002).  
Innermost Man é uma peça para soprano e um grande conjunto instrumental 
(flauta, clarone, trompete, trompa, trombone, percussão, piano, acordeão, violino, viola, 
violoncelo e contrabaixo) que utiliza de discurso textural para sua estruturação. 
Sumariamente, o discurso musical da peça é baseado em blocos de texturas musicais/sonoras 
(três tipos para ser mais preciso) altamente dissemelhantes que se justapõem ou sobrepõem. 
Dois dos tipos texturais são compostos de sons ruidosos provenientes de modos de tocar não 
convencionais dos instrumentos musicais. Os momentos de alternância entre os tipos de 
texturas são bastante evidentes na partitura e notáveis durante a audição da peça. Essas 
características fazem de Innermost Man condizente com os requisitos experimentais para o 
primeiro tipo de obra delimitado no subcapítulos 3.5, que pressupõe a escolha de obra em que 
as mudanças de características sonoras relativas às divisões formais da peça sejam evidentes 
na partitura, e que possivelmente isso se reflita no áudio das gravações.  Mais detalhes sobre 
Innermost Man são providos no subcapítulo 4.1 em que a peça é objeto de análise. 
 
2.6.2 Pression de Helmut Lachenmann 
 Helmut Lachenmann é um compositor germânico, nascido em 1935 na cidade 
de Stuttgart, e um dos principais nomes da vanguarda alemã desde o final da década de 1960. 
Foi aluno do compositor italiano Luigi Nono, o qual conheceu nos cursos de verão de 
Darmstadt na década de 1950, e que segundo o próprio compositor exerceu grande impacto 
em sua produção e ideologia artística (LACHENMANN, 1999, 2004). A ideologia socialista e 
a contraposição aos costumes da sociedade burguesa têm um grande valor na produção de 
Lachenmann orientando suas obras a evitar as convenções dos costumes da música de 
concerto do passado (LACHENMANN, 1980b).  
Nesse contexto, Lachenmann propõe uma estética musical baseada no uso de 
materiais sonoros rejeitados pelo valor de beleza burguesa, implicando no uso não 
convencional dos instrumentos sinfônicos que traz para o primeiro plano sons ruidosos e sons 
usualmente entendidos como proveniente de erros de execução. Em função disso, há na 
música de Lachenmann a preocupação com o desenvolvimento de um nova exploração 
gestual do intérprete sobre o corpo do instrumento. Lachenmann chama essa postura estética 
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de concretismo instrumental (com explícita referência à musique concrète francesa). Segundo 
Heathcote (2010, p.332) , “a intenção de Lanchenmann é de conceber sons instrumentais 
como resultado de processos mecânicos e aparentemente não musicais”16 e segundo Ornig 
(2012, p.13), Lachenmann “evita estruturas de hierarquia clássicas como priorizar a obra 
sobre a performance e as tradições composicionais sobre o som puro”17,18. Existem diversos 
textos publicados pelo próprio compositor ou musicólogos acerca de seu modo de pensar a 
composição musical (GRELLA-MOZEJKO, 2005; HEATHCOTE, 2003; HOCKINGS, 1995 
2005; LACHENMANN, 1980b, 1983, 2004a; PACE, 1998a, 1998b), entretanto, não é do 
escopo desse trabalho adentrar no debate musicológico sobre a produção de Lachenmann, do 
qual apenas selecionamos a obra Pression para nossos experimentos computacionais, por 
atender aos requerimentos de nosso design experimental (vide subcapítulo 3.5). 
A obra Pression (LACHENMANN, 1980a) de 1969, para violoncelo solo, é a 
primeira incursão de Lachenmann na ideia do concretismo instrumental, sendo esta peça parte 
de uma série de três composições para instrumentos solistas em que Lachenmann explora de 
maneira aprofundada sua recém formulada ideia de concretismo instrumental, após uma 
produção influenciada pela estética serialista vigente na época. As outras duas peças são: Dal 
niente (Intérieur III) (1970) para clarinete solo, e Guero (1970) para piano solo. Como Ornig 
(2012) disserta sobre sua experiência na interpretação de Pression:  
 
Em Pression, o violoncelo como a fonte sonora que 
conhecemos, é eliminado, então o violoncelo como instrumento 
tradicional com todas as suas conotações e história é em um 
nível apagado por esse método de composição. A respeito disso 
podemos dizer que Lachenmann liberou não apenas os sons, 
mas também o instrumento e o performer do peso da história do 
violoncelo. Por um lado, isso pode ser visto como uma 
estratégia similar ao processo de abstração da fonte sonora de 
Schaeffer para criar algo novo. Por outro lado, o cerne da 
abordagem de Lachenmann em sua musique concrète 
instrumental é a real revelação da fonte sonora – das 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
16!“…!Lachenmann’s!intention!is!to!conceive!of!instrumental!sounds!as!result!of!mechanical,!apparently!
unmusical!processes.”!!
17! “...! avoids! classical! hierarchical! structures! such! as! prioritizing! work! over! performance! and! compositional!
traditions!over!pure!sound”!
18!Por!“som!puro”!entendemos!que!a!autora!refereXse!a!sons!com!alturas!definidas,!isto!é,!notas!musicais.!
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verdadeiras qualidades materiais e energias físicas do som. A 
fonte é o próprio instrumento, e as qualidades do som resultam 
do conflito material entre violoncelo, arco, madeira e cordas. A 
ação de tocar com todos os atributos físicos e energias do 
instrumentista agora constitui o material da obra.19  
 
Como descrito acima, a abordagem estética-musical de Lachenmann para 
Pression faz dessa obra, no contexto da música de concerto atual, uma música de sons não 
redutíveis ao conceito de nota musical. O discurso musical em Pression é baseado em 
instruções ao intérprete sobre a execução de determinados gestos no violoncelo, em sua 
maioria não convencionais do repertório tradicional para o instrumento, e que resultam em 
sons ruidosos e também não convencionais. Na partitura da peça, grupos de gestos são 
explorados em trechos distintos, que provavelmente tem resultados sonoros com 
características distintas. Entretanto, a composição de Lachenmann usa recursos de escrita que 
geram  ambiguidade nos momentos de transições entre os materiais gestuais que se 
estabelecem por um determinado período. Isso faz com que essa peça se enquadre no segundo 
tipo de obra, segundo o design experimental definido no subcapítulo 3.5, que pressupõe a 
seleção de uma obra em que os momentos de transições formais sejam menos precisos, 
induzindo o algoritmo de segmentação a possíveis erros. Mais detalhes sobre Pression são 
providos no capítulo 4.2 dedicado à sua análise.  
 
  
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
19!“In Pression the cello as the sound source we know is eliminated, so the cello as a traditional instrument with 
all its connotations and history is on one level erased through this compositional method. In this respect, we can 
say that Lachenmann has liberated not only the sounds, but also the instrument and the performer from the 
weight of the history of the cello. On the one hand, this can be seen as a strategy similar to Schaeffer’s 
abstraction of the sound source in order to create something new. On the other hand, the core of Lachenmann’s 
approach in his musique concrète instrumentale is the actual revelation of the sound source – the very material 
qualities and physical energies of the sound. That source is the instrument itself, and the qualities of the sound 
result from the material conflict between cello, bow, wood and strings. The act of performing with all the 
physical attributes and energies of the performer now constitutes the material of the work”.!
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3. METODOLOGIA 
Esse capítulo contém a metodologia para segmentação automática de áudio e para 
a análise dos dados resultantes. Trazendo conhecimentos específicos sobre técnicas de 
computação e matemática da área de engenharia de áudio, o texto busca ser conceitualmente 
acessível para leitores de outras áreas, especialmente para um público de músicos e 
musicólogos. Para este fim, usamos um número considerável de descrições textuais e 
representações gráficas. Mesmo as técnicas comuns de processamento de sinais, como a 
Transformada de Fourier, que usualmente são simplificadas em exposições metodológicas na 
área de engenharia de áudio e computação musical, aqui são conceitualmente mais 
elaboradas.  
A metodologia computacional se divide em três etapas principais: 
I) Extração de medidas do áudio. 
II) Segmentação musical automática. 
III) Comparação e ordenação dos resultados. 
Na etapa de extração de medidas de áudio, as gravações são processadas por 
modelos analíticos que reforçam características sonoras relevantes para a segmentação da 
forma musical. Os dados extraídos são funções temporais usadas no processo algorítmico de 
segmentação musical automática que localiza pontos de transição entre segmentos de 
constância de valores das medidas de áudio. Finalmente, na etapa de comparação e ordenação, 
os resultados são comparados com as segmentações manuais das músicas analisadas baseadas 
na partitura. Para isso extraímos medidas comparativas e os resultados são ordenados de 
acordo com os índices de comparação, ou de acordo com análises estatísticas desses índices. 
No fim do capítulo discutimos o design experimental da pesquisa aqui apresentada.  
3.1 Cálculo das medidas de áudio 
Ao analisarmos músicas em que todo e qualquer som pode ser utilizado como 
elemento de sua construção, os parâmetros analíticos devem ser suficientemente abrangentes 
para não excluírem informações que caracterizam qualidades sonoras perceptivas importantes 
para a estruturação musical. 
Motivados por estudos sobre a fisiologia auditiva humana (KOWALSKI; 
DEPIREUX; SHAMMA, 1996a, 1996b; CHI; RU; SHAMMA, 2005; SHAMMA, 2003) optamos por 
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medidas de áudio correlatos às representações sonoras identificadas em diferentes estágios de 
processamento auditivo humano. São elas: as medidas espectrais instantâneas, correlatas aos 
sinais gerados no sistema auditivo periférico; e as medidas espectro-temporais do som, que 
descrevem o comportamento temporal dos componentes espectrais, e são correlatas aos sinais 
gerados no sistema auditivo central. 
Em nossos experimentos utilizamos 14 medidas de áudio como possíveis entradas 
do algoritmo de segmentação. A Figura 3.1 mostra a relação entre os algoritmos dessas 
medidas. Existem dois tipos principais de algoritmos: os algoritmos usuais na área de MIR, 
baseados em modelos matemáticos (especificamente na Transformada de Fourier) e 
psicoacústicos, relacionados no diagrama esquerdo da Figura 3.1; e os baseados em modelos 
neurofisiológicos que matematicamente operam com filtragens temporais ao invés da 
Transformada de Fourier, relacionados no diagrama direito da Figura 3.1.  
 
Figura 3.1 – Relação entre os algoritmos das medidas de áudio utilizadas em nossas pesquisa. As 
medidas são às bases para a geração das medidas consecutivas nos respectivos diagramas. Medidas 
designadas por quadrados azuis são medidas espectrais instantâneas e medidas designadas por 
quadrados vermelhos são medidas espectro-temporais.  
 Vale ressaltar que algumas das medidas de áudio utilizadas são reduções de 
dimensionalidade de outras medidas, a saber: as medidas Contorno Espectral  e Contorno 
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Espectro-temporal que operam por redução estatística dos dados das respectivas medidas 
anteriores nos diagramas da Figura 3.1; e as combinações de Taxa, Escala, e Frequência, que 
são dimensões do Modelo do Córtex Auditivo e foram isoladas como medidas independentes.  
 Nos subcapítulos seguintes descrevemos os algoritmos das 14 medidas de 
áudio utilizadas organizando-as pelo tipo de algoritmo de acordo com a Figura 3.1.  
3.1.1 Medidas de áudio com fundamentação em modelos matemáticos e  psicoacústicos 
No subcapítulos seguintes descrevemos os cinco tipos de medidas de 
fundamentação em modelos matemáticos e psicoacústicos: 
1) O Espectrograma de Fourier: medida espectral instantânea gerada através da análise 
de Fourier.  
2) O Contorno Espectral: medida espectral instantânea obtida pela redução estatística 
do Espectrograma de Fourier. 
3) Os Coeficientes Cepstrais por Banda da Escala MEL (doravante denominados nesse 
trabalho pela sigla MFCC – do inglês, Mel Frequency Cepstral Coeficients): medida 
espectral instantânea obtida pela análise da envoltória espectral de Espectrogramas 
de Fourier filtrados de acordo com a escala psicoacústica Mel. 
4) O Espectrograma Psicoacústico: medida espectral instantânea gerada a partir da 
alteração de um Espectrograma de Fourier por modelos psicoacústicos. 
5) Os Padrões de Flutuação, medidas espectro-temporais proveniente de aplicação de 
conhecimentos em psicoacústica para técnicas MIR. Adotamos também uma redução 
de dimensionalidade dos Padrões de Flutuação que denominamos de Espectro de 
Flutuação.  
3.1.1.1 Espectrograma de Fourier 
O texto a seguir explica as Séries de Fourier e a Transformada de Fourier de 
maneira simplificada. Uma visão aprofundada pode ser vista na publicação de Oppenheim e 
Schafer (2010).  
A Transformada de Fourier é um método analítico matemático derivado da Série 
de Fourier. Essa segunda parte do pressuposto de que qualquer função temporal periódica 
pode ser descrita como a somatória de uma série de funções periódicas simples (senoidais) 
infinitas, em relação harmônica (isto é, a frequência de cada função é um múltiplo inteiro da 
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função com menor frequência), com diferentes fases20 e amplitudes. A Figura 3.2 ilustra esta 
ideia: 
Figura 3.2 -  Exemplo de decomposição de um sinal periódico complexo em funções bases senoidais 
com sua respectivas fases e amplitudes. 
As frequências atribuídas às funções senoidais formam uma progressão aritmética: !!×!1!, !!×!2!, !!×!3!, !!×!4!, !!×5!, !!×!!6!, !!×!7!, !!×!8!… 
Assumindo, por exemplo, a frequência mais baixa como 50 Hz, teríamos a série 
de frequências dos componentes da Série de Fourier.  
50 , 100 , 150 , 200 , 250 , 300 , 350 , 400 ... (Hz) 
Como pode ser observado na definição acima, as Séries de Fourier associam uma 
sequencia de componentes, cada um com sua frequência, fase e amplitude. Portanto é uma 
representação discreta de uma função ondulatória periódica. 
Uma função senoidal com quaisquer valores de amplitude e fase pode ser descrita 
pela soma ponderada entre uma função seno e uma função cosseno com a mesma frequência e 
diferentes amplitudes. Nas Séries de Fourier o que temos são funções seno e cosseno 
multiplicadas por coeficientes e somadas. A Figura 3.3 ilustra esta relação como uma onda 
senoidal pode ser composta de uma soma ponderada de senos e cossenos .  
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
20!A fase é o valor inicial de uma função senoidal.!!!
!
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Figura 3.3 – Três exemplos de funções senoidais com diferenças de fase e amplitude obtidas da soma 
ponderada das funções seno e cosseno. 
Portanto, tomando as funções trigonométricas seno e cosseno como bases para a 
Séries de Forier, basta saber seus coeficientes de multiplicação para se obter a fase e a 
amplitude de cada componente senoidal do espectro. Para isso,  calcula-se o produto interno21 
entre a função analisada e as bases seno e cosseno para cada período múltiplo inteiro do 
menor período da função analisada. De forma simplificada, o produto interno pode ser 
interpretado como uma medida de ortogonalidade, isto é, nesse caso podemos dizer que ele 
quantifica a similaridade entre a função analisada com as funções seno e cosseno. Assim, o 
resultado obtido é uma série de pares de coeficientes que são atribuídos para as funções seno e 
cosseno para cada período múltiplo no Espectro de Fourier. As Figuras 3.4 e 3.5 ilustram essa 
operação para os componentes senoidais com frequência 1Hz e 12Hz respectivamente, sobre 
um sinal arbitrário de duração de 1 segundo. 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
21!O!produto!interno!é!calculado!com!a!integral!do!produto!entre!duas!funções.!A integral ( !)!é a operação 
que soma todos os pontos de uma função contínua. Seu correlato no domínio discreto é a somatória ( !).!
52!
!
 
Figura 3.4 – Esquema ilustrando o cálculo dos coeficientes do parcial de 1Hz para um sinal arbitrário 
de 1 segundo de duração. 
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Figura 3.5 –  Esquema ilustrando o cálculo dos coeficientes do parcial de 12Hz para um sinal 
arbitrário de 1 segundo de duração. 
!
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Os coeficientes das séries de Fourier são então dados por:  !! = ! 2! ! ! ! cos! 2!.!. !!!!!! .!" 3.1 !! = ! 2! ! ! ! sen! 2!.!. !!!!!! .!"  
Em que  n é o índice dos coeficientes, t é o tempo do sinal, e P é o período do 
sinal periódico. 
Os coeficientes da Série de Fourier podem ser interpretados como as coordenadas 
cartesianas da posição inicial de uma função senoidal. Portanto, o ângulo e o raio (as 
coordenadas polares) dessa representação são correspondentes à fase ! e a amplitude A do 
parcial senoidal. Graficamente, utiliza-se uma representação instantânea de uma função 
senoidal chamada fasor na qual o período da função senoidal é representado por um círculo 
concêntrico na origem do gráfico (vide Figura 3.6). 
A conversão das coordenada cartesianas para polares é feita através de duas 
equações trigonométricas: ! = !!! + !! 3.2 ! = arctan !!   
!
!
Figura 3.6 – À esquerda, um fasor representando a posição inicial a partir dos coeficientes da Figura 
3.5. À direita, uma representação temporal da função senoidal reconstituída a partir dos coeficientes da 
Figura 3.5. 
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A representação gráfica do espectro de frequências de um sinal sonoro utiliza 
apenas as amplitudes dos parciais em função dos valores de frequência, pois a percepção 
auditiva humana não interpreta a informação de fase.  A Figura 3.7 mostra o espectro do sinal 
analisado nas Figuras 3.4 e 3.5 que tem a maior parte de sua energia concentrada entre 0Hz e 
50Hz. 
!
Figura 3.7 – Espectro de frequência do sinal usado como exemplo nas Figuras 3.4 e 3.5. 
 
Por outro lado, a Transformada de Fourier é uma operação matemática que 
decompõe um sinal periódico e estacionário em um domínio contínuo. Em outras palavras, 
enquanto que nas Séries de Fourier os índices dos coeficientes são valores do conjunto dos 
números dos Naturais, ℕ, por exemplo: 1, 2 , 3 , 4, 5, ...,!∞. Na Transformada de Fourier, os 
índices dos coeficientes são números do conjunto dos números reais, ℝ, por exemplo, todas as 
frações e números irracionais entre −∞!! +∞.   
Dentre as propriedades da Transformada de Fourier que a diferem das Séries de 
Fourier destacamos: a possibilidade de representar uma função (sinal, no caso de áudio) não 
periódica num domínio contínuo de frequências, isto é, os coeficientes não são 
necessariamente múltiplos de um período fundamental (menor período), mas sim a função (ou 
sinal), não necessariamente periódica, é convertida do domínio do tempo, contínuo, para o 
domínio de frequência, também contínuo, representado por um conjunto não enumerável (dos 
infinitos valores possíveis em ℝ) de funções periódicas senos e cossenos.   
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O cálculo dos coeficientes da Transformada de Fourier são dados por:  !! = !2! ! ! cos! 2!. !. !!!!! .!" 3.3 !! = !2! ! ! sen! 2!. !. !!!!! .!"  
em que !! representa frequência em Hz. 
A implementação do cálculo da Transformada de Fourier em dispositivos 
computacionais difere do modelo matemático. Os computadores atuais trabalham com valores 
discretos, o que faz necessário realizar amostragens dos sinais contínuos.  A Transformada de 
Fourier que se aplica para esse caso é denominada de Transformada de Fourier Discreta 
(DFT – do inglês Discrete Fourier Transform). Uma implicação importante da transformada 
no domínio discreto é que existe uma frequência máxima do sinal que é determinada pela 
metade do valor da taxa de amostragem22, pois são necessários no mínimo duas amostras para 
representar um ciclo. Esta propriedade é chamada de teorema de Nyquist. A Figura 3.8 ilustra 
no gráfico intermediário a amostragem discreta de 1000 pontos para um sinal de 1 segundo, 
ou seja, a frequência/taxa de amostragem é de 1000Hz, e a frequência máxima amostrada 
(frequência de Nyquist) é de 500Hz. O gráfico inferior ilustra o mínimo de duas amostras 
(asteriscos em vermelho) para obter-se um período de onda.  
Uma segunda implicação da Transformada de Fourier Discreta é que o espectro de 
frequências está num domínio discreto, assim como o sinal do qual ele deriva. Isto é, os 
coeficientes resultantes formam um conjunto de valores numeráveis que dividem o âmbito 
espectral até a frequência de Nyquist. O resultado dessa operação pode ser interpretado como 
um banco de filtros passa-banda em que as frequências centro são múltiplos do período 
relativo à duração do sinal analisado. Visto que para tornar essa operação computacional 
viável o sinal analisado necessita ser finito e, portanto, o componente espectral com menor 
frequência terá o valor da frequência como o inverso da duração do sinal (lembrando que a 
duração é o mesmo que o menor período possível no sinal finito, ou seja, o inverso da menor 
frequência). A resolução espectral, isto é,  o número de componentes que divide o espectro de 
frequências até a frequência de Nyquist, é igual a metade do número amostras do sinal 
analisado.  
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
22!Taxa de amostragem é a frequência com que o sinal é amostrado e convertido em números. Usualmente essa 
conversão é feita por um dispositivo chamado conversor analógico-digital.!!
!
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Figura 3.8 – Gráfico superior: representação de um sinal contínuo com duração de 1 segundo. 
Gráfico intermediário: representação discreta com taxa de amostragem em 1000Hz do mesmo 
sinal do gráfico superior. Gráfico inferior: exemplo de amostragem mínima (2 amostras em 
vermelho) para representação de um ciclo/período de uma onda senoidal (amostragem na 
frequência Nyquist igual a metade da taxa de amostragem). 
Matematicamente, a operação da Transformada de Fourier no domínio discreto 
difere da transformada no domínio contínuo pelo uso da somatória dos pontos da função 
dividida pelo número total de pontos, ao invés da integral dividida pelo tempo do sinal. Sendo 
os coeficientes expressos pelas seguintes equações: 
!! = ! 2! ! x n cos!!!!!!! 2!. !.!!  3.4 
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!! = ! 2! ! x n !sen 2!. !.!!!!!!!!!   
 
para as quais k é igual ao número do parcial, N é o número do total de amostras, n é a amostra 
atual, e x(n) é o sinal/função analisado na amostra n.  
Esse modelo de cálculo da Transformada de Fourier pressupõe que o sinal 
analisado seja estacionário (frequências e amplitude são constantes). No entanto, a técnica 
acima é insuficiente para descrever sinais sonoros que carregam uma alta dinâmica de 
mudança espectral em função do tempo. Para resolver esse problema utiliza-se a 
Transformada de Fourier de Tempo Curto também designada como Transformada de 
Fourier de Termo Curto (STFT – do inglês: Short-Term/Time Fourier Transform).  
Nessa técnica, o sinal é dividido em pequenos segmentos de mesmo tamanho nos 
quais o espectro possa ser considerado constante. Para cada segmento calcula-se a 
Transformada de Fourier. Essa abordagem também pode ser entendida como uma janela (uma 
função que é não nula para apenas um curto período de tempo ou número de amostras) que 
multiplica o sinal e se desloca em função do tempo. A cada deslocamento uma Transformada 
de Fourier é computada. Com isso, três parâmetros são acrescentados à Transformada: 
1)  O tamanho da janela de análise, em unidades de medida de tempo ou número 
de amostras;  
2) A função que compõe a janela.  
3) O passo que a janela se desloca ao longo do eixo temporal, em unidades de 
medida de tempo ou número de amostras.  
A Figura 3.9 ilustra o procedimento da Transformada de Fourier de Tempo Curto. 
Um sinal discreto de 72000 amostras é multiplicado por uma janela Hanning de 20000 
amostras que se desloca 10000 amostras a cada iteração do algoritmo (gerando uma 
intersecção de 50% entre os quadros de análise). Em seguida, o espectro de energia por 
frequência de cada janela é calculado pela Transformada de Fourier. Por clareza de ilustração, 
a Figura 3.9 mostra apenas os 1000 primeiros parciais desses espectros que contém a maior 
parte da energia desse sinal. 
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Figura 3.9 – Ilustração do processo de análise de uma amostra de áudio dividida em janelas do 
sinal como é realizado em uma Transformada de Fourier de Tempo Curto. 
Matematicamente, introduz-se a janela de análise nas equações de cálculos dos 
coeficientes através da multiplicação do sinal por uma função de janelamento  que geralmente 
é associada a uma função como a Hanning, Hamming, Gaussiana, dentre outras. O resultado é 
uma representação bidimensional contendo os pares de coeficientes em função da frequência 
e do tempo. A Transformada com janelamento é dada  então pelas funções: !!(!,!) = !2! ! ! ! ! − ! cos! 2!. !. !!!!! .!" !!(!,!) = !2! ! ! ! ! − ! sen! 2!. !. !!!!! .!" 
3.5 
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Ou para a operação em domínio discreto: 
!!(!,!) = ! 2! ! ! ! ! ! −! cos! 2!. !.!!!!!!!!!  3.6 !!(!,!) = ! 2! ! ! ! ! ! −! sen! 2!. !.!!!!!!!!!   
Existe um problema de resolução intrínseco para a Transformada de Fourier 
Discreta de Tempo Curto: como a resolução espectral na Transforma de Fourier Discreta é 
igual a metade do número de amostras do sinal analisado, as janelas de curta duração (que 
englobam poucas amostras) resultam em espectros com baixa resolução de frequência. 
Aumentar a duração da janela de análise aumenta a resolução espectral, mas diminui a 
resolução temporal da transformada, pois mais conteúdo espectral (com possíveis modulações 
temporais) é incluído na Transformada de cada janela.  Portanto, a duração da janela de 
análise é um parâmetro que deve ser ajustado de acordo com as características do sinal, e com 
o que se pretende observar no sinal analisado. Quanto menor for a janela de análise, maior 
será a resolução temporal e menor será a resolução espectral. E o inverso é também 
verdadeiro. 
O espectrograma é uma representação visual obtida a partir dos dados gerados 
pela Transformada de Fourier Discreta de Tempo Curto. Nele as magnitudes espectrais 
obtidas a cada janela de análise são concatenadas em um gráfico bidimensional de frequência 
por tempo, no qual a energia é representada pela cor das células da matriz. Esta representação 
é habitualmente utilizada como ferramenta em atividades musicais por ser de fácil 
interpretação. O sistema auditivo é sensível à distribuição de energia no espectro frequencial e 
opera uma decomposição espectral similar à Transformada de Fourier (vide subcapítulo 
2.5.1).  A Figura 3.10 ilustra como os dados espectrais de cada janela de análise são dispostos 
em um espectrograma. 
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Figura 3.10 – Ilustração da disposição dos espectros de cada quadro (ou janela) de análise para um 
espectrograma composto de 31 quadros de 1024 amostras, resultando em 512 parciais de resolução 
espectral. 
Por ser um procedimento canônico para análise de sinais, a Transformada de 
Fourier é implementada na maioria dos programas computacionais da área, bem como em 
aplicativos em áreas afins (como processamento de áudio para música). Em via de regra, os 
programas utilizam a Transformada Rápida de Fourier (FFT – do inglês: Fast Fourier 
Transform) que nada mais é do que uma implementação computacional otimizada da 
Transformada de Fourier Discreta. Em nosso trabalho usamos o espectrograma gerado pela 
FFT como uma das medidas de áudio e o nomeamos de Espectrograma de Fourier. 
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3.1.1.2 Contorno Espectral 
 O Contorno Espectral é a combinação de duas medidas de áudio bem 
conhecidas na área de MIR passíveis de interpretações bastante intuitivas: o Centroide e o 
Desvio Padrão Espectral (Peeters, 2004). Elas são reduções estatísticas de um espectro de 
frequências que usualmente é calculado através da Transformada de Fourier. A combinação 
desses momentos estatísticos pode ser interpretado como a redução da energia espectral para 
uma distribuição gaussiana em que o centro da curva é representado pelo valor do centroide, 
em Hertz, e a abertura da curva pelo desvio padrão. A Figura 3.11 ilustra essa ideia utilizando 
o espectro do 5º quadro de análise do espectrograma da Figura 3.10.   
 
Figura 3.11 – Ilustração da interpretação das medidas Centroide e Desvio Padrão Espectral como 
parâmetros de uma curva gaussiana para a qual o espectro de frequências de um som é reduzido.   
 
O centroide é calculado considerando o espectro como uma distribuição em que as 
frequências são os valores e as amplitudes as observações. Sendo, ! ! !!!!(!) , 
respectivamente, a frequência e a amplitude do iésimo componente espectral, e N o número de 
componentes, o Centroide Espectral é definido como:  
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!!! = ! ! ! !(!)!!!! !(!)!!  3.7 
E o Desvio Padrão Espectral, é a média quadrática do desvio da distribuição em 
relação ao Centroide, dada por:  
!! = ! ! ! − !!! ! !!(!)!!!! !(!)!!!!  3.8 
O cálculo do Centroide e do Desvio Padrão Espectral geram um par de valores 
que pode ser obtido a cada janela de análise de uma Transformada de Fourier de Tempo 
Curto, gerando assim uma função temporal bidimensional. Essa função é a medida que 
utilizamos em nossos experimentos, o Contorno Espectral. Ela pode ser interpretada como a 
redução do espectrograma para uma curva gaussiana, ou mesmo como um filtro passa-bandas, 
que varia os parâmetros de frequência central e largura da curva (ou da banda do filtro) em 
função do tempo. A Figura 3.12 ilustra essa interpretação.     
 
Figura 3.12: Ilustração da interpretação das medidas Centroide e Desvio Padrão Espectral extraídas 
de um espectrograma (gráfico inferior) em um gráfico de formas bidimensional (gráfico intermediário) 
em que o centroide espectral corresponde ao ponto central da forma em vermelho para cada valor da 
abscissa e o desvio padrão espectral é corresponde a largura da forma em torno dos valores centrais. 
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As funções do Centroide e do Desvio Padrão Espectral são mostradas no gráfico superior, 
respectivamente nas curvas azul e verde. 
 
 
3.1.1.3 MFCC 
Os MFCC, (do inglês, Mel Frequency Cepstral Coeficients)  (KLAPURI; DAVY, 
2006, p. 25-27) são apontados nos testes realizados por Pires (2011) como a medida que provê 
melhores resultados em procedimentos computacionais para a análise da forma e estrutura 
musical a partir de gravações. Os MFCC são coeficientes que compõe a análise cepstral de 
um espectro filtrado por bandas da escala mel.  
A escala mel (STEVENS; VOLKMANN; NEWMAN, 1937) mapeia um espectro 
de frequências equidistantes em Hertz para uma escala de frequências perceptivas 
equidistantes. Essa escala foi construída a partir dos resultados de experimentos 
psicoacústicos sobre a percepção humana de alturas23.  O termo “mel” deriva da palavra 
“melodia” (em inglês melody), indicando que a escala é correlata à percepção de alturas.  
A Figura 3.13 mostra a curva logarítmica resultante do mapeamento da escala em 
Hertz para a escala mel segundo a Equação 3.9. !!"# = 2595! log!" !700+ 1  3.9 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
23 O termo ‘altura’ provem da teoria musical e tem o mesmo significado do que ‘frequência perceptiva’.!!
!
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Figura 3.13 – Curva gerada pela função de mapeamento da escala em Hertz para a escala mel. 
O espectro mel é obtido através da filtragem da energia contida no espectro de 
Fourier por um banco de filtros equidistantes na escala mel e formados por funções 
triangulares. Os valores equidistantes na escala mel resultam em valores exponencialmente 
espaçados no espectro em Hertz. As energias dos parciais do Espectro de Fourier contidas em 
cada filtro são ponderadas por uma função triangular e somadas. A Figura 3.14 ilustra um 
banco de filtros mel na escala de frequência em Hertz (de 0Hz a 8000Hz), e portanto 
exponencialmente espaçados.  
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Figura 3.14 – Banco de filtros Mel (triangulares) para  o âmbito de 0Hz a 8000Hz 
O espectro dividido em bandas da escala mel é submetido a uma análise cepstral.  
A análise cepstral é um procedimento de análise da envoltória espectral através da 
Transformada de Fourier, supondo que a envoltória espectral pode ser descrita como uma 
soma de funções periódicas simples com frequências em relação harmônica, isto é, múltiplos 
inteiros de um valor mínimo. Os dados resultantes, os coeficientes cepstrais, compõem um 
espectro de energia chamado cepstrum que descreve a energia dos componentes senoidais de 
modulação da energia espectral (BOGERT; HEALY; TUKEY, 1963; KLAPURI; DAVY, 
2006, p.25). Especificamente para calcular os MFCC utiliza-se a Transformada Cosseno 
Discreta (DCT – do inglês Discrete Cossine Transform ) ao invés da Transformada de 
Fourier, que nada mais é do que o cálculo de apenas o coeficiente da função cosseno (ver 
Equação 3.3) da Transformada de Fourier (KLAPURI; DAVY, 2006, p.27). A Figura 3.15 
ilustra o procedimento de cálculo dos MFCC. 
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Figura 3.15 – Processo de obtenção dos Coeficientes Cepstrais por Banda Mel (MFCC). 
A definição da DCT é dada pela fórmula:  
!"#! ! = ! ! ! !"#! !! !! ! − !12!!!!  3.10 
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A Transformada Cosseno Discreta concentra a maioria da informação do sinal nos 
primeiros componentes de baixa frequência. Por causa dessa propriedade utilizamos apenas os 
13 primeiros componentes em nossos experimentos.  
Se implementado em quadros de análise, o MFCC descreve a  evolução temporal 
do envelope espectral de um som. Os coeficientes mais baixos indicam as energias das 
modulações lentas do envelope (de baixa frequência) e os coeficientes altos as energias das 
modulações rápidas (de alta frequência) (vide Figura 3.16). A representação temporal dos 
MFCC foi utilizada em nossa pesquisa.  
!
FIGURA 3.16 – Gráfico bidimensional obtido com os MFCC extraídos de quadros de análise do 
mesmo áudio utilizado para calcular os MFCC da Figura 3.15. Nesta representação observa-se a 
dinâmica temporal da modulação do envelope espectral que é perdido na análise atemporal anterior.  
3.1.1.4 Espectrograma Psicoacústico 
Com base em extrapolações matemáticas de resultados obtidos em experimentos 
psicoacústicos, o Espectrograma Psicoacústico mimetiza a resposta de frequência do sistema 
auditivo periférico. Três fenômenos são computados no modelo que utilizamos24: 
• O contorno de loudness igualitário (do inglês: equal loudness contour): um modelo 
da percepção de intensidade sonora em função da frequência para tons puros 
(senoidais) (FASTL; ZWICKER, 2007, p.203-205; MOORE, 2006, p. 128-131). 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
24 A computação do Espectrograma Psicoacústico em nosso trabalho foi feita através dos algoritmos da 
biblioteca para o programa Matlab: MIRtoolbox 1.6.1 (LARTILLOT, 2014). 
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• A filtragem do espectro em unidades da escala Bark (GREENWOOD, 1961; 
ZWICKER, 1961): muito similar à escala Mel, a escala Bark difere dela apenas por 
usar unidades baseadas em bandas críticas (vide subcapítulo 2.5.1). A escala Bark 
contém 24  bandas críticas que acima de 500Hz aproximam uma escala logarítmica: 
com largura de banda de 1/6 de oitava para as frequências centro acima 1000Hz; e 
abaixo de 500Hz aproximam uma escala linear, com larguras de bandas de 100Hz. 
Por convenção, a escala Bark mapeia valores fixos para as frequências centro e 
limítrofes das bandas críticas dividindo  o comprimento da membrana basilar em 24 
segmentos. Entretanto, como salientamos no subcapítulo 2.5.1, bandas críticas são 
formadas em torno da frequência de um estímulo específico dentro do âmbito 
contínuo de resposta da membrana basilar. 
• Função de mascaramento: a função de mascaramento (designada por Schroeder e 
colaboradores (1979) como função de espalhamento25) modela o mascaramento 
espectral simultâneo entre bandas críticas vizinhas (vide subcapítulo 2.5.1 para a 
definição de mascaramento). Vale observar que a divisão do espectro em bandas pela 
escala Bark subentende o mascaramento simultâneo para parciais dentro de uma 
mesma banda crítica.  
 
No cálculo do Espectrograma Psicoacústico, primeiramente, calcula-se a energia 
de cada parcial do espectro de Fourier elevando suas amplitudes ao quadrado, o que ressalta 
os picos espectrais e diminui a amplitude do ruído. Em seguida, o espectro de energia é 
ponderado pela função de loudness igualitário modelada de acordo com a Equação 3.11 
(TERHARDT, 1979): 
!"#$%&'' ! = !10!"#$%&''!"(!)!"   3.11 
!
Em que, !"#$%&''!" ! = ! −3,64 !!"""!!.! + 6,5 exp −0,6 !!""" − 3,3 ! − 0,001!! 3.6!! 
 
e !  é a frequência em Hertz de cada componente espectral. A curva de loudness igualitário é 
definida em unidades de decibéis (SPL), e depois convertida para valores de energia. 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
25 Do inglês, spreading 
!
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A função de loudness igualitário modela a sensação de intensidade sonora em 
função de valores de frequência para um tom puro (senoidal) que é causada por filtragens 
aplicadas no sinal acústico pelo ouvido externo e médio (vide subcapítulo 2.5.1), e foi 
deduzida de dados psicoacústicos obtidos experimentalmente (FLETCHER; MUNSON, 1933; 
MOORE, 2006, p. 128-131). A Figura 3.17 ilustra o procedimento de cálculo do espectro 
ponderado pela função de loudness igualitário. 
!
Figura 3.17 – Gráficos de cima para baixo ilustram o procedimento de cálculo do espectro ponderado 
pela função de loudness igualitário. 
 
Após a multiplicação pela função de loudness igualitário, os parciais do espectro 
resultante são agrupados por bandas da escala Bark com as seguintes frequências limites em 
Hertz, segundo Zwicker e Fastl (1999, p. 159): 100, 200, 300, 400, 510, 630, 770, 920, 1080, 
1270, 1480, 1720, 2000, 2320, 2700, 3150, 3700, 4400, 5300, 6400, 7700, 9500, 12000, 
15500; e a energia dos parciais em cada banda é somada para obtenção do espectro Bark. O 
gráfico superior da Figura 3.18 ilustra o espectro Bark resultante do mapeamento em bandas 
críticas do gráfico inferior da Figura 3.17.  
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Finalmente, os padrões de mascaramento entre bandas críticas são calculados pela 
convolução da função de mascaramento  com o espectro de energia por bandas Bark 
(SCHROEDER; ATAL; HALL, 1979) (Equação  3.12). A função de mapeamento é dada em 
decibéis (dB/SPL) e em seguida convertida para níveis de intensidade sonora.  
 ! ! = !10!!"(!)!"   
Em que,  !!" ! = !!15,81+ 7,5 ! + 0,474 − 17,5 1+ ! + 0,474 ! !.!!!"!! 
3.12 
e a variável  ! é o índice de cada banda da escala Bark.  
Se  analisada no domínio espectral, a convolução com a função de mascaramento  
representa um banco de filtros passa-faixa, conforme é ilustrado no gráfico intermediário da 
Figura 3.18. As funções de mascaramento apresentam formato aproximadamente triangular e 
assimétrico em torno da frequência centro da banda crítica, tendo efeito maior para as bandas 
superiores do que para as inferiores. Cada uma delas, em unidades de decibéis possuem 
inclinação de +25dB/banda-crítica para a metade anterior (bandas inferiores) e -10/dB/banda-
crítica para metade posterior (bandas posteriores). Quando convertidas para valores de energia 
apresentam formato triangular com quebras em ângulos maiores próximas à base, sendo 
funções convergindo, em seu aspecto global, assintóticamente a zero. O gráfico inferior da 
Figura 3.18 ilustra o espectro resultante da convolução entre o espectro Bark com a função de 
mascaramento . 
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Figura 3.18 – Gráfico superior: espectro Bark obtido do espectro do gráfico inferior da Figura 3.17; 
gráfico intermediário: banco de filtros que representa a resposta frequencial da função de 
mascaramento; gráfico inferior: espectro Bark derivado da aplicação da função de mascaramento sobre 
o espectro Bark do gráfico superior.  
 
Para obtenção do Espectrograma Psicoacústico aplicam-se os mesmos cálculos 
para cada quadro da Transformada de Fourier Discreta. A Figura 3.19 mostra os 
espectrogramas resultantes de cada passo do cálculo do Espectrograma Psicoacústico.  
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Figura 3.19 – Espectrogramas de cada passo (de cima para baixo) do procedimento para obtenção do 
Espectrograma Psicoacústico. 
3.1.1.5 Padrões e Espectro de Flutuação 
Os Padrões de Flutuação são medidas espectro-temporais introduzidas por 
Palmpalk (2001) (PALMPALK; RAUBER; MERKEL, 2002) e baseadas em pesquisas 
psicoacústicas desenvolvidas por Terhardt (1968) e Fastl (1982) sobre a percepção da 
intensidade de modulação de amplitude de ruídos de banda-larga.  
Segundo os experimentos de Fastl (1982), a percepção de intensidade de 
modulação de amplitude (assumindo uma função de modulação senoidal) varia de acordo com 
a frequência de modulação. Seus resultados indicaram que ela é mais intensa por volta de 4Hz 
e decai gradualmente até a frequência de 15Hz. Fastl chama esse fenômeno perceptivo de 
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intensidade de flutuação. A Figura 3.20 ilustra a relação entre a percepção de intensidade de 
flutuação e a frequência de modulação.  De acordo com Zwicker e Fastl (2007, p.257):  
“por volta de 15Hz, outro tipo de sensação, a rugosidade, 
começa a aparecer. Ela atinge seu máximo em frequências de 
modulação próximas a 70Hz e decresce em frequências de 
modulações superiores. Com o decréscimo da rugosidade, a 
sensação de três tons separados aumenta. Esta sensação é 
pequena para frequências de modulação próximas de 150Hz; ela 
cresce fortemente, entretanto, para frequências de modulação 
superiores.”26  
Fastl (1982) também constata que o aumento da amplitude de modulação (i.e. a 
proporção entre som modulado e som não modulado) e da intensidade sonora refletem no 
aumento da percepção de intensidade de flutuação.  
!
Figura 3.20 – Curva de percepção de intensidade de modulação em função da frequência de 
modulação de energia. 
 
 
 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
26 As about 15Hz, another type of sensation, roughness, starts to increase. It reaches its maximum near 
modulation frequencies of 70Hz and decreases at higher modulation frequencies. As roughness decreases, the 
sensation of hearing three separate audible tones increases. This sensation is small for modulation frequencies 
near 150Hz; it increases strongly, however, for larger modulation  frequencies.  
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Fastl modela em uma equação a curva de intensidade de flutuação (Equação 3.13). 
!"#$ !!"# = !! ∆!!!"#4!" + ! 4!"!!"# 3.13 
Em que !!"# é a frequência de modulação de  amplitude e ∆!  é a diferença 
entre a energia máxima e mínima de modulação, isto é, a amplitude de modulação.  
Posteriormente, Palmpalk (2001) deriva uma medida de análise espectro-temporal 
baseado no conceito de intensidade de flutuação. Palmpalk interpreta a oscilação de energia 
de cada banda crítica de um espectro sonoro como uma combinação de senóides. Com base 
nesse princípio, ele extrai, via Transformada de Fourier, a energia de modulação de amplitude 
de cada banda crítica e as pondera pela função de intensidade de flutuação. O espectro 
frequencial dividido em banda críticas é obtido de acordo com o modelo do espectrograma 
psicoacústico (vide subcapítulo 3.1.1.4.). O resultado é uma matriz de energia espectro-
temporal em que as dimensões são: o índice das bandas críticas (frequências), e a frequência 
de modulação temporal (frequências de flutuação) (vide Figura 3.21, gráfico superior ), que é 
denominada de Padrões de Flutuação. Algoritmicamente os Padrões de Flutuação podem ser 
extraídos de segmentos do espectrograma (janelas espectro-temporais27) gerando uma 
representação bidimensional em função do tempo que permite uma análise da evolução 
temporal dos Padrões de Flutuação em uma música. Além disso, em nosso trabalho, 
utilizamos uma versão reduzida dos dados em que somam-se os valores entre bandas críticas 
para obter-se uma função da energia de modulação por frequência de modulação, o que 
chamamos de Espectro de Flutuação (vide Figura 3.21, gráfico inferior). A Figura 3.22 ilustra 
o processo de cálculo dos Padrões de Flutuação.  
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
27!Usamos uma janela quadrada para o cálculo dos Padrões de Flutuações em função do tempo.  !
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Figura 3.21 – Gráfico superior: Padrões de Flutuação extraídos do áudio de uma voz humana. Gráfico 
inferior: redução de dimensionalidade do gráfico superior pela soma dos valores de energia em função 
das bandas Bark, resultando em uma função de energia de modulação por frequência de modulação. 
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Figura 3.22 – Ilustração do processo de cálculo dos Padrões de Flutuação. Esta figura ilustra o 
procedimento para a 10ª das bandas Bark. O mesmo processo é aplicado a todas elas.   
 
Na aplicação realizada por Palmpalk, a análise de Fourier das modulações 
temporais são realizadas no âmbito de 0Hz a 10Hz e calculadas em quadros de 6 segundos do 
espectrograma, sem interpolação. O objetivo da pesquisa de Palmpalk é identificar padrões 
rítmicos periódicos da música tradicional (pulso e subdivisões métricas) para classificar 
gêneros musicais e organizar base de dados. O processo de análise rítmica desenvolvido por 
Palmpalk propõe mais passos algorítmicos que são específicos para a detecção de padrões 
rítmicos. Entretanto, estas etapas de análise rítmica não são adequadas aos objetos de análise 
em nosso trabalho por não haver explicita periodicidade de eventos nas músicas escolhidas e, 
portanto, não implementamos as etapas seguintes adotadas por Palmpalk. Por outro lado, Grill 
(2010) mostrou que os Padrões de Flutuação provêm bons resultados como parâmetros para 
classificação de texturas sonoras, e posteriormente, junto aos seus colaboradores (KLIEN; 
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GRILL; FLEXER, 2012), mostrou duas aplicações para análise macro-estrutural da forma de 
peças acusmáticas, aplicação esta que está em linha com nossos objetivos.   
3.1.2 Medidas de áudio com fundamentação em modelos neurofisiológicos 
Utilizamos três tipos de medidas de fundamentação neurofisiológicas que são 
descritas nos subcapítulos seguintes: 
1) O Espectrograma Auditivo: medida espectral instantânea gerada por modelos 
fisiológicos do sistema auditivo periférico.   
2) O Modelo do Córtex Auditivo, medida espectro-temporal proveniente de 
pesquisas neurofisiológicas sobre o sistema auditivo central. Utilizamos 
também reduções dessa medida por realizar combinações das 3 dimensões 
que a compõem: Escala, Taxa,  Frequência.  
3) O Contorno Espectro-temporal, medida espectro-temporal proposta por nós 
que realiza uma redução estatística dos dados do Modelo do Córtex Auditivo. 
3.1.2.1 Espectrograma Auditivo 
O cálculo do Espectrograma Auditivo28 tem como objetivo mimetizar filtragens e 
distorções eletromecânicas realizadas por estruturas do sistema auditivo periférico sobre o 
sinal acústico. Segundo Elhilali (2004, p. 13), este é “um modelo computacional 
fundamentado em extensivos dados neurofisiológicos dos estágios do processamento auditivo 
periféricos em mamíferos” (LYON; SHAMMA, 1996; YANG; WANG; SHAMMA, 1992)29. 
Este modelo reproduz apenas alguns efeitos do ouvido interno, mais especificamente dos 
órgãos e estruturas da cóclea e dos nervos auditivos, omitindo as filtragens infligidas pelas 
estruturas do ouvido externo e médio no sinal acústico, além do mascaramento gerado pelo 
comportamento da membrana basilar.  
Segundo Ru (2001) o modelo é dividido em três estágios: análise, transdução e 
redução. O estágio de análise é responsável pela decomposição do sinal acústico em bandas 
de frequência espaçadas logaritmicamente, como ocorre na membrana basilar. O estágio de 
transdução modela a resposta da transformação da onda mecânica em potencial elétrico 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
28 Para o cálculo do Espectrograma Auditivo utilizamos o algoritmo wav2aud.m  (código para o software 
Matlab) da biblioteca computacional NSLtools desenvolvida pelo grupo do Neural Systems Lab da Universidade 
de Maryland .!!
29 “... a computational model that is grounded on extensive neurophysiological data from mamalian peripheral 
stages of auditory processing.” (ELHILALI, 2004, p. 13). 
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intracelular que ocorre nas células ciliadas. A etapa de redução mimetiza a inibição de 
atividade de fibras neurais contíguas observada no nervo auditivo que, como resultado, 
aumenta a seletividade frequencial das fibras (vide subcapítulo 2.5.1). Esse fenômeno é 
chamado de redes de inibição lateral (SHAMMA, 1998). A formalização matemática desse 
modelo de processamento do sistema auditivo periférico é descrita pelo sistema de equações:  
            !! !, ! = ! ! ∗ ℎ !; !!  
 !!! !, ! = !! !!!! !, ! ∗ !(!)                                3.14  !! !, ! = max !!!! !, ! , 0 ∗ !(!; !!)  
Em que * denota convolução no domínio do tempo, !!o tempo em segundos e ! 
valores de frequência em Hertz.  
Abaixo descrevemos sucintamente o cálculo e implementação computacional 
deste sistema. 
O modelo computacional do estágio de análise !! !, !  (Equação 3.14) generaliza 
a característica logarítmica da maioria da extensão da membrana basilar (ignorado as 
características de resposta linear abaixo de 500Hz) e modela a resposta da membrana basilar 
como uma Transforma Wavelet composta de um banco de 128 filtros passa-faixas Q-
constante altamente assimétricos  (Q=4)30 e parcialmente sobrepostos, sendo que a inclinação 
da curva de atenuação das frequências abaixo da frequência central (de 6 a 12 dB/oitava) é 
muito menor do que a curva de atenuação das frequências acima da frequência central (de -50 
a -500 dB/oitava) (RU, 2001). Os filtros são igualmente espaçados dentro de um âmbito de 
5.3 oitavas (24 filtros por oitava)31 e sobre um eixo logarítmico de frequências (ELHILALI, 
2004). O sinal acústico é convoluído em paralelo com cada um dos 128 filtros resultando em 
128 sinais com banda espectral limitada. A Figura 3.23 mostra a resposta em frequência do 
banco de filtros coclear . 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
30  O que implica que a largura de banda do filtro com atenuação de -3dB é de ¼ do valor da frequência central.  
31! A escolha de 24 filtros por oitavas é justificada pelos autores do algoritmo de cálculo do Espectrograma 
Auditivo como uma resolução espectral suficiente para representar estímulos sonoros musicais (1/4 de tom).!
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Figura 3.23 – Resposta em frequência do banco de filtros coclear. Gráfico superior: resposta dos 128 
filtros concatenados. Gráfico inferior: respostas do filtros 1 à 121 de dez em dez, junto a resposta do 
último filtro (128), para melhor visualização das curvas.  
 
O estágio de transdução !! !, !  (vide Equação 3.14) modela em três etapas a 
transformação da onda mecânica em potencial elétrico intracelular que ocorre nas células 
ciliadas (ELHILALI, 2004; MESGARANI, 2005; RU, 2001). Nesta etapa, para cada canal 
resultante da filtragem do sinal na etapa de análise aplica-se:  
1) um filtro passa-altas calculado com uma derivada temporal dos filtros 
espectrais !!!! !, ! ! (i.e, subtração entre amostras consecutivas no sinal digital) 
que modela a resposta do acoplamento do fluido coclear com os estereocílios; 
2) uma compressão instantânea não-linear modelada por uma curva quasi-
sigmoide ! .  (Equação 3.14) que simula a compressão e retificação de meia-
onda gerada pelos canais iônicos (SHAMMA et al., 1986; YANG; WANG; 
SHAMMA, 1991): !!!!!!!!!!!! ! = 11+ !!!!" 3.15 
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Em que ! é o sinal proveniente do filtro coclear ! , e ! é o fator de não 
linearidade (parâmetro do algoritmo). A Figura 3.24 exemplifica a resposta da 
função para ! = 0.2 . 
!
Figura 3.24 – Resposta da função de compressão não-linear que mimetiza o efeito da compressão 
gerada pelos canais iônicos nas células ciliadas.   
 
 3) um filtro passa-baixas w(·) (Equação 3.14) que modela o efeito do vazamento 
iônico das membranas das células ciliadas agindo como um filtro para frequências 
acima de 4000Hz (RU, 2001).   
Estes três fenômenos fisiológicos são descritos no subcapitulo 2.5.1 dessa tese.  
Finalmente, o estágio de redução !! !, !  (Equação 3.14), realizado em três etapas, 
simula uma rede de inibição lateral: calcula-se a diferença entre os canais consecutivos de 
filtragem, em seguida aplica-se uma retificação de meia-onda (em que valores negativos são 
fixados em zero) e uma integração numa pequena janela do sinal μ(t;$τ), com tempo constante τ (filtragem passa-baixas). Essa rede de inibição lateral detecta descontinuidades na resposta 
ao longo do eixo tonotópico do conjunto de nervos auditivos, o que induz a um reforço da 
seletividade do banco de filtros conforme é observado no núcleo coclear (ELHILALI, 2004).  
As Figuras 3.25 e 3.26 mostram, passo a passo, os efeitos dos processamentos de 
sinais para obtenção  do espectrograma auditivo.  
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Figura 3.25 – Espectrogramas relativos às etapas de análise (membrana basilar) e transdução (células 
ciliadas) do modelo auditivo periférico.  
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Figura 3.26 – Espectrogramas relativos à etapa de redução do modelo auditivo periférico. 
 
Observa-se que as operações sobre o espectrograma gerado pelo banco de filtros, 
além de resultarem em esperadas variações na distribuição da energia do espectrograma, 
causam expansões e compressões do âmbito energético do sinal. De todas as possíveis 
características observáveis neste processo, destacamos a importância dos processos 
intermediários entre a compressão não-linear e a inibição lateral que contribuem para o 
reforço e diferenciação dos componentes espectrais; bem como das etapas de retificação de 
meia-onda (compressão não-linear das células ciliadas e retificação do nervo-auditivo) que 
mimetizam a característica sempre positiva dos pulsos elétricos neurais e tornam os 
espectrogramas similares aos obtidos pela Transformada de Fourier e, portanto, de 
interpretação mais intuitiva.   
Por mérito de comparação, a Figura 3.27 mostra dois espectrogramas gerados 
através da Transformada de Fourier para o mesmo som utilizado nas Figuras 3.25 e 3.26, mas 
gerados por métodos diferentes para obtenção da escala frequencial logarítmica que é presente 
no Espectrograma Auditivo. No gráfico superior é feito o mapeamento da energia dos  
componentes espectrais da Transformada de Fourier, antes em escala frequencial aritmética, 
para âmbitos logarítmicos (também 24 componentes por oitava);  no gráfico inferior aplica-se 
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a Transformada Q Constante (BROWN, 1991) que opera a Transformada de Fourier (a 
decomposição do sinal em coeficientes ) sobre uma escala frequencial logarítmica. A 
Transformada Q Constante preserva com mais acuidade a distribuição energética em 
frequências extremas. 
Nota-se que através da Transformada de Fourier, há menos definição das 
pequenas modulações temporais do espectro em relação ao espectrograma auditivo. Esta 
informação é importante para a obtenção dos dados espectro-temporais relativos ao 
processamento realizado pelo sistema auditivo central, cuja implementação do modelo 
computacional é detalhada no subcapítulo 3.1.2.2, a seguir. 
!
Figura 3.27 – Espectrograma em escala frequencial logarítmicas obtidos via Transformada de Fourier 
para o mesmo som analisado nos gráficos das Figuras 3.25 e 3.26. 
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3.1.2.2 Modelo do Córtex Auditivo 
O modelo do sistema auditivo central adotado para estre trabalho é 
exclusivamente baseado em estudos sobre o córtex auditivo primário. Não se trata de uma 
mimese dos processos fisiológicos, mas sim de uma generalização da resposta do sinal neural 
usando técnicas canônicas de processamento de sinais. Conforme foi afirmado por Elhilali 
(2004), considerando que as funcionalidades do córtex auditivo primário são muito pouco 
conhecidas, a noção simplista dessa região como “detectora de características” não é de todo 
errônea.  Este modelo é deduzido dos resultados de experimentos que mediram as respostas 
neurais na região do córtex auditivo primário em mamíferos (KOWALSKI; DEPIREUX; 
SHAMMA, 1996a, 1996b) para estímulos sonoros que maximizam sua resposta (os ripples, 
vide subcapítulo 2.5.2). Vale ressaltar que o modelo é uma simplificação da resposta das 
células corticais que exibem um comportamento mais complexo e dinâmico (FRITZ et al., 
2003; FRITZ et al., 2010; FRITZ; ELHILALI; SHAMMA, 2007; SHECHTER; DEPIREUX; 
2010). Entretanto, a generalização do modelo faz viável a aplicação tecnológica deste 
conhecimento científico. 
Segundo Mesgarini (2005), o modelo computacional do córtex auditivo primário 
“é matematicamente equivalente a uma transformação bidimensional por wavelets do 
Espectrograma Auditivo, com uma wavelet mãe espectro-temporal semelhante a uma função 
Gabor de duas dimensões”32. A Figura 3.28 exemplifica graficamente a composição do filtro 
bidimensional espectro-temporal que modela os campos de recepção espectro-temporal das 
células do córtex auditivo primário.  
Um método similar às wavelets seria operar uma Transformada de Fourier 
bidimensional aplicada ao espectrograma, o que seria relativo a decompor espectralmente (em 
uma combinação de senóides) as variações temporais de energia de componentes cepstrais.  
Contudo, segundo Shamma (2003), a decomposição espectral realizada por wavelets inclui a 
informação de fase e é local ao invés de global. Isto é, ela decompõe o Espectrograma 
Auditivo em faixas de frequência espectral para extrair delas medidas de periodicidade, ao 
invés de analisar o conteúdo espectral todo, como aconteceria com uma possível 
Transformada de Fourier.  
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
32 is mathematically equivalent to a two-dimensional affine wavelet transform of the auditory spectrogram, with 
a spectro-temporal mother wavelet resembling a 2-D spectro-temporal Gabor function 
!
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Figura 3.28 –  (1) resposta no domínio do tempo e da frequência de um filtro bidimensional espectro-
temporal. Os gráficos laterais demonstram a composição do filtro pela combinação de um filtro 
temporal e um filtro espectral. (2) A magnitude da resposta desse filtro pode ser associada a uma 
coordenada no eixo escala-taxa.  
 
Os parâmetros dos filtros são: a largura de banda do filtro no domínio da 
frequência, designada como Escala (Ω) , e a frequência de modulação temporal de resposta 
máxima, designada como Taxa (!). Para representação gráfica desta transformada, esses 
parâmetros podem compor um eixo de coordenadas em que são associados com valores de 
magnitude da resposta dos filtros espectro-temporais [vide Figura 3.28, gráfico (2)].   
A resposta dos filtros simula a seletividade dos neurônicos do córtex auditivo 
primário para o contorno espectral, representado pela largura e assimetria de banda espectral; 
e para a oscilação energética de cada banda. Ou seja, seus campos de resposta espectro-
temporal. No modelo computacional, a assimetria da resposta neural é representada pela fase 
da modulação temporal. Isto é, a modulação temporal é interpretada como o movimento 
oscilatório dos componentes do parâmetro Escala (componentes da envoltória espectral). A 
direção deste movimento (movimento ascendente ou descendente dos componentes ao logo 
do eixo de frequências do envelope espectral) representa a assimetria observada no córtex 
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auditivo primário. Isso pode ser observado na resposta do gráfico (1) da Figura 3.28 e na 
assimetria do filtro temporal (função abaixo do gráfico (1) da Figura 3.28). 
Para o cálculo do modelo computacional realiza-se a convolução entre o 
Espectrograma Auditivo e os filtros bidimensionais resultantes de cada combinação entre dois 
vetores33 que definem os valores de Escala e de Taxa respectivamente. O conjunto das 
respostas multi-escalar e multi-taxa do banco de filtros é o resultado do Modelo do Córtex 
Auditivo. Isto é, uma série de espectrogramas filtrados e indexados por valores de Escala e 
Taxa. A Figura 3.29 ilustra esse procedimento.  
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
33 A acepção do termo ‘vetor’ empregada aqui vem da computação que pode ser interpretado como uma lista de 
valores numéricos.!!
!
88!
!
!
Figura 3.29 – Gráfico superior: Espectrograma Auditivo. Conjunto de gráficos inferiores: respostas 
dos filtros espectro-temporais e dos espectrogramas filtrados por eles. Em cada gráfico, o retângulo da 
esquerda mostra a resposta do filtro espectro-temporal para o parâmetros indicados nos gráficos: 
escala Ω, em ciclos por oitava (c/o); taxa !, em Hertz (Hz). Os retângulos à direita mostram o 
espectrograma resultante das filtragens do Espectrograma Auditivo do gráfico superior pelos 
respectivos filtros. Apesar de omitidas, as dimensões dos espectrogramas de resposta também são 
idênticos ao de origem: tempo (abscissa) por frequência (ordenada).  
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 Logo, a resultante dessa transformação é uma matriz de 4 dimensões, sendo elas: 
frequência em Hertz; Taxa (velocidade e direção de modulação) em Hertz; Escala (largura de 
banda dos componentes derivados da decomposição do envelope espectral) em ciclos por 
oitava; e tempo em segundos. Outra maneira de interpretar estes dados é entender o resultado 
como uma sequência de matrizes tridimensionais de frequência por Escala por Taxa, e que 
descrevem as propriedades espectro-temporais de cada janela de análise em função do tempo 
(vide Figura 3.30).  
 
Figura 3.30 – Esquema de representação da análise sonora realizada pelo Modelo do Córtex Auditivo. 
FONTE: (Mesgarani, 2009). 
Os detalhes da formalização matemática do Modelo do Córtex Auditivo serão 
omitidos do corpo desse texto e colocados no Apêndice I desta tese. A implementação 
computacional do Modelo do Córtex Auditivo que utilizamos foi o da biblioteca NSLTools 
desenvolvida pelo grupo da Neural System Laboratory da Universidade de Maryland34. Eles 
foram extensivamente descritos em publicações científicas (CHI; RU; SHAMMA, 2005; 
DEPIREUX; SIMON; SHAMMA, 1998; ELHILALI, 2004; MESGARINI, 2005; RU, 2001; 
SHAMMA, 2003; WANG; SHAMMA, 1994; dentre muitos outros).   
Além do Modelo do Córtex Auditivo completo, em nossa pesquisa utilizamos um 
conjunto de dados derivados de processos de reduções de dimensionalidade deste, que foram 
calculados pela média dos valores de amplitude em função de uma ou mais dimensões dos 
dados. Por exemplo, a média da amplitude em função dos valores de frequência resultam em 
dados tridimensionais de Escala por Taxa por tempo que podem ser representados como uma 
série de planos bidimensionais de Escala por Taxa em função do tempo, exemplificado na 
Figura 3.31. Note que na Figura 3.31 não há quadrante inferior dos gráficos, pois não existem 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
34 A implementação para o programa Matlab pode ser obtida em: 
http://www.isr.umd.edu/Labs/NSL/Software.htm!
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valores de escala negativos no modelo do córtex auditivo. A Figura 3.31 apresenta o gráfico 
de Escala por Taxa para 4 valores temporais (0.125s, 0.25s, 0.375s, 0.5s) e foi obtida do 
mesmo espectrograma mostrado nas Figuras 3.22 e 3.28.  
 
 
Figura 3.31 –  Gráficos de escala por taxa dos instantes 0.125s, 0.25s, 0.375s, 0.5s, extraídos do 
espectrograma auditivo mostrado nas Figuras 3.22 e 3.28.  
 
Além desta redução, também isolamos os parâmetros de Escala ou Taxa em 
função do tempo, pela redução de um deles, obtendo apenas um vetor unidimensional em 
função do tempo; bem como a combinação de frequência-taxa e frequência-escala em função 
do tempo pela redução da escala e taxa respectivamente.  
Vale ressaltar que algumas dessas combinações de dimensões do Modelo do 
Córtex Auditivo são medidas espectrais instantâneas e outras espectro-temporais, visto que é 
o parâmetro Taxa que contém a informação temporal do modelo. Logo, as medidas espectro-
temporais obtidas com o modelo do córtex auditivo são: 
• O Modelo do Córtex Auditivo completo (escala-taxa-frequência) 
• Escala-taxa  
• Frequência-taxa 
• Taxa 
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E as medidas espectrais instantâneas obtidas das reduções dimensionais são: 
• Escala-frequência  
• Escala 
Todas elas estão em função do tempo.  
3.1.2.3 Contorno Espectro-temporal 
 A medida Contorno Espectro-temporal é uma proposição nossa inspirada nos 
procedimentos de redução estatística espectral empregados em MIR descritas subcapítulo 
3.1.1.2. Para o Contorno Espectro-temporal propomos a redução estatística do Modelo do 
Córtex Auditivo (subcapítulo 3.1.2.2).  
A obtenção do Contorno Espectro-temporal é baseada no cálculo do centroide e 
do desvio padrão de cada uma das três dimensões do Modelo do Córtex Auditivo (Escala, 
Taxa e frequência) resultando em um vetor de 6 valores por janela de análise. Esses valores 
modelam os dados de cada uma das dimensões do Modelo do Córtex Auditivo como 
distribuições gaussianas com centros nos respectivos valores de centroide e aberturas da curva 
determinados pelos respectivos valores de desvio padrão. 
Uma interpretação gráfica dessa redução é pensar em um espaço tridimensional, 
um cubo, em que os eixos são os parâmetros Taxa, Escala, frequência, tal qual é ilustrado na 
Figura 3.30; e os dados são reduzidos para um objeto oval tridimensional inserido nesse 
espaço. As coordenadas da posição do centro do objeto oval é dado pelos valores de 
centroide, e suas dimensões, altura, largura e profundidade, são dadas pelos valores de desvio 
padrão dos parâmetros acima mencionados. Essa é uma função temporal em que, 
graficamente, o objeto oval, interno ao cubo, altera sua posição e dimensões em função do 
tempo, representando a evolução dos padrões espectro-temporais de um som. A Figura 3.32 
ilustra essa representação com a análise de um som em 4 instantes diferentes, visto que, por se 
tratar de uma representação tridimensional, não é possível representar a evolução temporal em 
um mesmo gráfico.   
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Figura 3.32 –  Ilustração para interpretação da medida Contorno Espectro-temporal como um volume 
oval determinado no espaço tridimensional de Taxa, Escala, frequência. A figura mostra 4 instantes de 
um som analisado. O instante da análise no tempo é mostrado no título ‘Tempo’ acima do gráfico. Os 
âmbitos dos parâmetros são: Taxa entre -32 e 32 Hz; Escala entre 0 e 8 ciclos/oitava; e frequência de 0 
a 128 bandas de filtragem espectral. 
  
 O cálculo do contorno espectro-temporal aplica as fórmulas de centroide e 
desvio padrão (vide subcapítulo 3.1.1.2) para cada um dos três parâmetros do Modelo do 
córtex auditivo. Seja ! um dos parâmetros !,!,! da medida de áudio Modelo do Córtex 
Auditivo; !, ! os outros dois parâmetros restantes dessa medida; !!!,!!, os números de 
dimensões dos parâmetros !, ! respectivamente; !(!, !) a amplitude do modelo no ponto !(!, !); o centroide cortical de cada um dos três parâmetros podendo ser atribuídos à variável ! é definido como: !! = ! !(!, !)!(!, !)!!!!!!!!!! !(!, !)!!!!!!!!!!  3.16 
e o desvio padrão para cada um dos três parâmetros atribuídos à ! é definido como: 
!! = ! [! !, ! − !!]!!(!, !)!!!!!!!!!! !(!, !)!!!!!!!!!!  3.17 
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3.2 Segmentação 
O processo de segmentação é a etapa do algoritmo que utiliza os dados das 
medidas de áudio para encontrar os pontos de alteração de estado sonoro na música, que 
segundo o modelo analítico adotado, são relativos as seções da divisão da forma musical. 
 O processo de segmentação é dividido em três etapas: A) a construção de uma 
matriz de auto-similaridade: um método muito utilizado na área de Recuperação da 
Informação Musical para análise da forma musical, (DANNENBERG; GOTO, 2009; 
PAULUS; MÜLLER; KLAPURI, 2010;  PIRES, 2011) que compara elementos de uma 
sequência de dados identificando padrões de semelhanças e diferenças. B) A função de 
novidade (FOOTE, 2000) que analisa a matriz de auto-similaridade com o intuito de extrair 
pontos de maior contraste entre os segmentos da matriz. C) identificação de picos da função 
de novidade. Essas etapas são descritas a seguir.  
3.2.1  Matriz de auto-similaridade 
Dada uma série de dados ! = (!!!, !!!,… ! ,!!!)!!em que ! é o número de 
elementos da série, a matriz de auto-similaridade ! é obtida computando-se a similaridade 
entre todos os pares de dados de  !!(equação 3.18). 
           ! !, !! = ! !! ,!! !!!!!"#"!!!, ! ∈ (1,… ,!) 3.18 
  
Em que ! !! ,!!  é uma função que mede a similaridade entre os pares de dados.  
Em nosso trabalho, as séries de dados são séries temporais em que os elementos 
são vetores de medidas de áudio extraídas pelos algoritmos apresentados no subcapítulo 3.1. 
Utilizamos duas funções de similaridade: a distância euclidiana; e a similaridade de cosseno.  
Dado dois vetores de dados com o mesmo número ! de elementos: A=(!!,!!!,… ,!!!) e B = (!!, !!!,… , !!!), a distância euclidiana ! !,!  e a similaridade de 
cosseno  ! !,!  são respectivamente definidas como:  
! !,! = !! (!! − !!!)!!!!!  3.19 
! !,! = ! !!!!!!!!!!!!!!! !! !!!!!!! ! 3.20 
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A distância euclidiana mede a distância entre dois pontos no espaço euclidiano. A 
similaridade de cosseno resulta no cosseno do ângulo entre dois vetores. O resultado da 
distância euclidiana é sempre positivo, sendo 0 quando os vetores são idênticos e números 
maiores indicam maior dissimilaridade entre os vetores, com o âmbito variando 
proporcionalmente com a magnitude dos valores dos vetores. A similaridade cosseno tem 
resultados entre -1 e 1, sendo 1 para vetores idênticos, -1 para o extremo oposto, e 0 indica 
ortogonalidade (independência) dos vetores. A magnitude absoluta dos vetores não interfere 
no resultado da similaridade de cosseno, sendo apenas o perfil, isto é, a proporção entre os 
valores dos elementos dos vetores, o fator que interfere na resposta do algoritmo 
(LARTILLOT et al., 2013). Essa propriedade pode ser desejável para medidas em que a 
magnitude absoluta não é importante. No caso de medidas espectrais ou espectro-temporais, 
ela pode inibir a identificação de diferenças de dinâmica entre seções.  Nossas analises 
utilizam 1− ! !,! !como resultado da similaridade de cosseno, para garantir que o valor de 
máxima similaridade sejam iguais para ambos os métodos. Logo, a ortogonalidade na 
similaridade de cosseno passa a ser igual a 1, e o oposto igual a 2. Vale ressaltar que essas 
funções não são utilizadas em conjunto, mas uma por vez em diferentes funcionamentos do 
algoritmo. Posteriormente,  para ambos os métodos, os valores da matriz de auto-similaridade 
são normalizados entre 0 e 1, e,  para que os valores de similaridade sejam as máximas, 
calcula-se 1− !! !, !! , mantendo a escala linear, ou !−!(!,!) ,  para uma matriz em escala 
exponencial. A matriz anterior, em que as máximas indicam dissimilaridade e as mínimas 
similaridades, também é chamada na literatura de matriz de auto-dissimilaridade 
(LARTILLOT et al., 2013). 
A Figura 3.33 ilustra a criação da matriz de auto-similaridade (regiões A, B, C, D) 
e sua representação gráfica usual (região E). Note que a matriz é simétrica devido a repetição 
de combinações de pares da série [e.g. (d1,d2) e (d2,d1)]. A linha diagonal é inteira de valores 
1, pois é a comparação de cada vetor com ele mesmo [e.g. (d1,d1) ,(d2,d2), etc]. Para séries 
temporais, esta linha representa o eixo temporal. Regiões de valores baixos (negras) em torno 
do eixo diagonal representam segmentos temporais de alta similaridade interna. Ou seja, no 
caso de nossas análises musicais, essas são regiões que mantém constância de características 
sonoras e, provavelmente, indicam seções musicais. 
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Figura 3.33– (A) série de vetores de medidas. (B) funções de similaridade. (C) matriz de auto-
dissimilaridade. (D) normalização da matriz e inversão dos valores em escala linear ou exponencial. 
(E) representação gráfica da matriz de auto-similaridade. Os valores da célula entre 0 e 1 são 
mapeados em escala de tons de cinza do branco ao preto.  
 
 
3.2.2  Curva de novidade 
Baseada na observação da formação de regiões de alta similaridade em torno da 
diagonal da matriz de auto-similaridade, a curva de novidade elaborada por Foote (2000) 
“representa a probabilidade em função do tempo da presença de transições entre estados 
sucessivos, indicadas por picos, bem como sua importância relativa, indicada pela magnitude 
dos picos35”(LARTILLOT, 2014, p. 16).   
A ideia por trás do método é que transições entre diferentes estados são 
caracterizadas na matriz por segmentos quadriculados formados por dois quadrados de alta 
similaridade alinhados à diagonal e vizinhos de quadrados de baixa similaridade (regiões de 
comparação entre os dois estados sucessivos que se forem diferentes entre eles formam essa 
região de baixa similaridade vizinha).  
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
35!  “represents the probability along time of the presence of transitions between successive states, indicated by 
peaks, as well as their relative importance, indicated by the peak heights”.  
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Foote (2000) propõe o cálculo de correlação entre uma matriz de transição 
quadrada K, que denomina de kernel e porta uma característica “quadriculada”(vide Figura 
3.34), com segmentos de mesma dimensionalidade ao longo da diagonal da matriz de auto-
similaridade ! ! +!, ! +!  em que  !  é a posição na diagonal da matriz, e M é o tamanho 
das dimensões da matriz quadrada. A Figura 3.34 ilustra essa ideia.  
!
Figura 3.34–  Kernel para detecção de transições (matriz pequena no canto superior esquerdo) é 
correlacionado com segmentos da matriz de auto-similaridade ao longo do eixo diagonal. Nessa figura 
o medida de similaridade entre 0 e 1 é representada em transições de cores frias (tons de azul e verde) 
para cores quentes (tons de amarelo e vermelho).  
 
 
 Neste modelo, a composição do kernel é feita através de uma matriz binária !!(4,4) é representada como:  !! = 1 11 1 0 00 00 00 0 1 11 1  3.21 
 
 Que pode ser definida como: !!!!!!!!!!!!!!!!!(!, !) = ! 1, ! < !!!!! < !!; !! > !!! > !!!!0, ! < !!!!! > !!; !! > !!! < !!!  3.22 
 
 Foote (2000) sugere a multiplicação da matriz binária por uma função 
gaussiana bidimensional que faz com que valores gradualmente próximos às extremidades 
tendam a zero. Essa medida pressupõe a possibilidade de transição gradual entre os segmentos 
na matriz de auto-similaridade. A função gaussiana bidimensional pode ser definida como:  
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! !,!,!, ! = !!!(!!!)!!(!!!)!!!!!  3.23 
Em que ! é a largura da curva, e ! é o centro da curva, x e y, são as dimensões. 
Então, o kernel K resultante da multiplicação é definida como: ! !, ! = !!! !, ! !(!, !,!, !) 3.24 
 A Figura 3.35 ilustra o formato da matriz resultante para uma matriz com ! = 50 (dimensões 50 x 50), ! = !/2, ! = !/2 e . 
 
!
Figura 3.35 – Kernel resultante da combinação entre a matriz binária e a função gaussiana 
bidimensional. 
   
A função de novidade !(!) é então obtida da medida de correlação entre o kernel 
e regiões consecutivas da diagonal da matriz de similaridade (Equação 3.25). 
! ! = ! ! !, ! !(! + !!!!!
!
!!! , ! + !) 3.25 ! ! !é uma função temporal unidimensional em que o picos podem ser 
interpretados como a probabilidade de presença de transição e a magnitude dos picos sua 
importância relativa. Como dito anteriormente, ! é a posição na diagonal da matriz de auto-
similaridade. A função de novidade pode ser calculada na diagonal da matriz a cada !!!"#$%&'!!,! ! , !"!!"#!! > 1 , o que faz com que a frequência de amostragem da função 
de novidade seja menor do que a da matriz.  
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É importante notar que esse método de Foote (2000) impõe um tamanho fixo para 
os segmentos formais. Isto é, ele pressupõe que os segmentos formais tenham tamanho M 
constante, o que no caso de análises musicais é um pressuposto provavelmente falso. 
Portanto, a escolha do parâmetro M deve ser cuidadosa para que ele maximize a identificação 
dos segmentos. Muito abaixo da duração média dos segmentos da música analisada, a função 
de novidade pode atribuir picos para transições entre elementos locais de menor importância 
para a segmentação da forma musical. Muito acima da duração média, a função de novidade 
deixará de identificar, ou terá menor magnitude para os momentos de transição formais de 
fato.  
3.2.3  Seleção de picos 
 Em nosso trabalho,  os picos da função de novidade indicam possíveis 
transições entre seções da forma musical. O próximo passo do algoritmo é selecionar esses 
picos e associá-los com  suas respectivas posições temporais no áudio analisado.  
 Primeiramente o âmbito da função é normalizado entre 0 e 1 pela divisão da 
função pelo seu valor máximo. Em seguida, o algoritmo de seleção de picos faz uma 
varredura na função de novidade buscando por máximos e mínimos locais, dada uma janela 
de amostras W que percorre o eixo amostral da função.   
As máximos locais são selecionados como posições de segmentação quando a 
diferença entre os mínimos locais anterior e posterior a eles é maior do que 0.1.  
O tempo dos picos selecionados em relação à duração do áudio é obtido  
multiplicando sua posição na função de novidade pelo tempo do passo das janelas de análise 
das etapas anteriores. Por exemplo, uma análise de Fourier de passo (hopsize) de 0.1 segundos 
(10 Hz) resulta em uma matriz de auto-similaridade com a mesma amostragem. Se o passo  ! 
da função de novidade for igual a 3 (vide subcapítulo 3.2.2 acima), cada amostra dura 0.1 x 3 
= 0.3 segundos. Sendo o pico detectado, por exemplo, a 100ª amostra da função de novidade, 
seu valor temporal em relação ao áudio é de 0.3 x 100 = 30 segundos. Vale ressaltar que os 
tempos de segmentação obtidos são aproximados em relação ao momento da real transição 
entre seções musicais devido ao efeito passa-baixa das janelas aplicadas nas etapas anteriores 
do algoritmo.  
O resultado do algoritmo de seleção de picos, e portanto do algoritmo de 
segmentação do áudio, é uma lista de valores temporais da posição dos picos selecionados que 
indicam os momentos de transições entre seções do áudio analisado.  
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3.3  Resumo e aplicação do algoritmo 
A Tabela 3.1 resume o processo de segmentação em etapas consecutivas de 1 à 4 
(coluna esquerda da tabela) e as variáveis paramétricas de cada etapa (coluna central da 
tabela). Na etapa de extração de medidas (1), além da escolha da medida, cada medida 
implica na escolha de um certo número de parâmetros os quais organizamos como sub-
parâmetros (ou seja, os parâmetros das medidas de áudio) na terceira coluna da tabela.   
 
Processos Parâmetros Sub-parâmetros 
1) Extração de 
medidas 
Espectrograma de Fourier 
 
Ou  
 
Contorno espectral 
Tamanho da janela (window size) 
Passo da janela (hopsize) 
tipo de janela 
Pontos de FFT (FFTsize) 
Espectrograma psicoacústico Tamanho da janela (window size) 
Passo da janela (hopsize) 
tipo de janela 
Pontos de FFT (FFTsize) 
Espectrograma auditivo Tamanho da janela 
Fator não-linear de compressão 
MFCC Tamanho da janela (window size) 
Passo da janela (hopsize) 
tipo de janela 
Resolução da FFT (FFTsize) 
Padrões de flutuação:  
 
Ou 
 
Espectro de flutuação 
Tamanho da janela (window size) 
Passo da janela (hopsize) 
tipo de janela 
Pontos de FFT (FFTsize) 
Âmbito de frequência de modulação. 
Modelo cortical:  
escala-taxa-frequência 
escala-taxa 
taxa-frequência 
escala-frequência 
escala 
taxa 
 
Ou  
 
Contorno espectro-temporal 
Tamanho da janela 
Fator não-linear de compressão 
Vetor de valores de escala 
Vetor de valores taxa 
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2) Matriz de  
    auto-similaridade 
Escala da Matriz: linear / exponencial 
Função de similaridade: cosseno / euclidiana 
3) Curva de 
novidade 
M: dimensão do kernel  K 
4) Seleção de picos 
Tabela 3.1 – Resumo do processo de segmentação. Coluna à esquerda: etapas do processo; coluna 
central: parâmetros por etapas; coluna à direita, sub-parâmetros por medida. 
 
 Em nossos experimentos, para cada arquivo de áudio, o algoritmo foi aplicado 
com todas as combinações paramétricas possíveis segundo as listas de valores definidas na 
Tabela 3.2. Parâmetros comuns como, por exemplo, os associados a Transformada de Fourier, 
são unificados em uma única lista que é aplicada a todas as medidas que os incluem. Antes 
das análises, os áudios, orginalmente em 2 canais (estéreo), foram reduzidos para 1 canal 
(monaural) e normalizados.  
 
Tipo de medida Todas especificadas na tabela X.1 
Tamanho da janela de análise   1   (s) 2 (s) 
Passo da janela espectral (porcentagem 
sobre o valor da janela) 
50% 100%  
Tipo de janela Hamming 
Resolução da transformada de Fourier 32768(p/ janela = 
1s)  
131072 (p/ janela = 
2s) 
Fator não-linear (espectrograma 
auditivo) 
0.1 
Tamanho da janela espectro-temporal  2  (s)  
Âmbito de frequência de modulação. 0 – 32 (Hz) 
Vetor de valores de escala [0,25  0,3536  0,5  0,7071  1  1,4142  2  
2,8284  4  5,6569  8] (ciclos/oitava) 
Vetor de valores de taxa +/- [0,25     0,353 0,5 0,707  
11,414   2 2,828   4 5,656  8 11,313 
16    22,627 32] (Hz), para janela de 
análise de  1  segundos.  
Ou 
+/- [0,125 0,176 0,25 0,353 0,5 
0,707    1 1,414   2 2,828   4 
5,656   8       11,313  16    22,627 32] 
(Hz), para janela de análise de  2  
segundos.  
Escala da matriz de auto-similaridade linear  exponencial 
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Função de similaridade similaridade cosseno   distância euclidiana 
M (dimensão do kernel K) 128(amostras) 64(amostras) 32(amostras) 
Tabela 3.2 -  Valores associados aos parâmetros usados nos experimentos analíticos deste trabalho.  
Na coluna esquerda são especificados os parâmetros, na coluna direita são especificados valores 
associados. Valores passíveis de permutação são divididos em sub-colunas; vetores de valores 
associados com unidades são especificados entre colchetes; âmbitos de valores são especificados com 
os valores mínimo e máximo separados por traço; unidades de medidas são especificadas entre 
parênteses.  
 
 
3.4 Metodologia de comparação dos resultados 
3.4.1 Contagem 
 O processo de segmentação resulta em uma lista de posições temporais em que 
são encontrados os momentos de transição entre dois estados de constância das medidas 
espectrais ou espectro-temporais. Para cada iteração do algoritmo sob diferentes combinações 
paramétricas, uma listas de valores é gerada.  
 As listas de pontos da segmentação automática são comparadas com listas de 
pontos de segmentações manuais realizadas pelo autor36. A comparação é feita por um 
algoritmo que mede a diferença entre todos elementos das duas listas,  classifica e contabiliza 
a relação entre os pontos de segmentação: 
 
• Pontos de segmentação automática com diferenças abaixo de um limiar 
(definido como parâmetro) para apenas um ponto da lista de segmentação 
manual são computados no saldo de positivos. 
•  Pontos de segmentação automática com diferença abaixo do limiar para dois 
(ou mais) pontos de segmentação manual são computadas tanto no saldo de 
pontos ambíguos, como no saldo de positivos.  
• Pontos de segmentação automática sem nenhuma correspondência na lista de 
pontos de segmentação manual (diferença acima do limiar) são computados 
no saldo de falso-positivos.  
• Caso dois pontos de segmentação automática tenham diferenças abaixo do 
limiar para um mesmo ponto de segmentação manual, o saldo na lista de 
repetições de positivos é incrementado e o elemento com maior diferença 
abaixo do limiar é incluído na lista de repetições, enquanto o elemento de 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
36 O processo de segmentação manual é descrito para cada música analisada no Capítulo 4.  
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menor diferença é incluído na lista de positivos, e o saldo de positivos 
também é incrementado. 
 
O procedimento de comparação exige que se estabeleça uma tolerância para a 
diferença temporal na classificação dos elementos das listas como positivos ou falsos-
positivos, visto que há o efeito das janelas de análise do processamento do algoritmo que 
geram imprecisão para os valores temporais dos picos da função de novidade em relação aos 
momentos exatos no áudio. Para isso determinamos um valor de limiar no algoritmo de 
contagem e classificação dos elementos das listas de segmentação automática.  Esse valor de 
limiar de comparação foi definido, para cada gravação, como a metade do menor valor da 
diferença entre elementos sucessivos da lista de pontos de segmentação manual. O valor 
resultante é arredondado para o número inteiro inferior mais próximo. Sendo Sm a  lista de 
pontos de segmentação manual, e i  a posição dos elementos na lista, esta operação é definida 
como:  
!"#(!) = ! "# min!(!! ! + 1 − !!! ! !)2  3.26 
  
A Figura 3.36 ilustra o procedimento de comparação entre elementos da lista de 
pontos de segmentação  manual e automático.  A linha horizontal indica o tempo enquanto as 
linhas verticais solidas são os pontos de segmentação. Linhas verticais acima da linha 
temporal horizontal representam pontos de segmentação manual enquanto que as linhas 
verticais abaixo da linha horizontal representam pontos de segmentação manual. Linhas 
verticais tracejadas entre as setas horizontais indicam o âmbito (duração) do parâmetro limiar 
relacionado com cada ponto de segmentação manual. Em azul estão indicados os pontos de 
segmentação que contam no saldo de positivos, e em vermelho os que não contam no saldo de 
positivos. Pontos ambíguos, além de serem adicionados ao saldo de positivos também são 
adicionados ao saldo de ambíguos.  
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Figura 3.36 – Ilustração do procedimento de classificação dos pontos de segmentação automática 
como positivos, falsos-positivos, repetições ou positivos ambíguos, de acordo com a proximidade com 
os pontos de segmentação manual.  
3.4.2 Medidas de comparação 
Como resultado, o algoritmo de comparação possui 4 fatores de contagem: 
positivos, falsos-positivos, repetições, e ambíguos.   
Duas medidas de segunda ordem são extraídas dos fatores de contagem, as que 
chamamos de medidas de comparação:  
• a diferença entre  positivos e falsos positivos;   
• a razão entre positivos e o total de pontos não repetidos, ou seja, a 
porcentagem de positivos em relação ao total, excluindo as repetições. 
Essas medidas quantificam a correlação entre os procedimentos de segmentação 
automática e manual.  
Por ser uma proporção, a medida razão é insensível ao número de detecções para 
a qual a medida diferença é um bom sinalizador. Porém esta última não sinaliza a presença de 
falsos-positivos. Por esse motivo observamos essas duas medidas para avaliação  dos 
resultados 
3.4.3 Tabelas de comparação 
Geramos três tipos de tabelas que comparam os resultados entre as medidas de 
áudio: 
I) Para o primeiro tipo de tabela, os melhores resultados de cada medida são 
selecionados com base na seguinte ordem de importância das medidas 
comparativas: maior diferença, maior razão, e, por último, o menor número 
de repetições é critério de desempate. Em seguida, os melhores resultados por 
medidas de áudio são ordenados sob os mesmo critérios em uma tabela.   
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II) O segundo tipo de tabela obedece à mesma lógica do tipo I. Entretanto, a 
ordem de importância das medidas comparativas é invertida: maior razão, 
maior diferença, e, por último, o menor número de repetições é critério de 
desempate. 
III) O terceiro tipo de tabela é criado a partir de análises estatísticas da medida 
comparativa diferença para cada medida de áudio. Calcula-se a média, o 
desvio padrão, e a obliquidade dos valores de diferença para os resultados de 
cada medida de áudio, em seguida os resultados estatísticos por medida são 
ordenados em uma tabela de acordo com os valores de média.  
IV) O quarto tipo de tabela obedece à mesma lógica do tipo III, entretanto as 
estatísticas são calculadas em função da medida comparativa razão.   
 
A média !, desvio padrão !,!e obliquidade !!de um conjunto de valores ! com N  
elementos , são definidas respetivamente como:  ! = ! !(!)!!!!!  3.27 
! = ! (! ! − !)!!!!!! ! − 1  3.28 
! = !! (! ! − !!)!!!!! !!  3.29 
Esses três momentos estatísticos modelam os dados como uma distribuição de 
probabilidades em que a média é o valor central da curva, o desvio padrão é a abertura da 
curva, que é uma gaussiana caso a obliquidade seja igual a 0. Caso a obliquidade seja 
negativa, a distribuição é assimétrica com maior âmbito para os valores negativos e maior 
densidade da distribuição concentrada nos valores positivos. Caso a obliquidade seja positiva 
essa relação se inverte. A Figura 3.37 ilustra as curvas de distribuição com valores de 
obliquidade negativa e positiva. 
No contexto de nossa pesquisa, bons resultados estatísticos contém médias altas, 
baixos desvios padrões, e valores positivos de obliquidade. 
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Figura 3.37 – Exemplo de curvas de distribuição com valores de obliquidade diferentes de zero. O 
gráfico à esquerda contém uma curva com valor de obliquidade negativo e o gráfico à direita contém 
uma curva com valor de obliquidade positivo.  
 
3.4.4 Resumo da metodologia de comparação dos resultados  
 A Figura 3.38 mostra um esquema que resume as etapas de análise dos dados 
dos resultados de segmentação. 
 
Figura 3.38 – Esquema das etapas de análise dos dados de segmentação para geração das tabelas. 
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 Vale ressaltar que as tabelas do tipo I e II contém todos os valores da etapa de 
contagem, bem como as medidas comparativas, e  as tabelas do tipo III e IV contém os 
valores dos três momentos estatísticos. 
 
3.5  Design experimental 
 
 De uma maneira geral, as validações dos procedimentos de MIR são realizadas 
testando o desempenho dos algoritmos para análise de uma grande base de dados musical em 
que os parâmetros de organização musical sob análise são previamente anotados para todas as 
músicas por analistas humanos37. Os resultados dos algoritmos são então comparados 
estatisticamente para todo esse banco de dados de anotações (KAISER; PEETERS, 2013a; 
PIRES, 2011). 
 Para o  tipo de repertório de nossa pesquisa (música feita de sons não redutíveis 
ao conceito de nota, no contexto da música de concerto dos séculos XX e XXI) não existe um 
grande banco de dados de anotação manual para o qual podemos avaliar o desempenho das 
medidas espectro-temporais com base neurofisiológica propostas para a segmentação 
automática.  É importante a ressalva de que nem ao menos existir um grande banco de dados 
para esse tipo de repertório faz sentido, considerando que uma de suas características é 
justamente a procura por ambiguidades das relações musicais que difere do repertório alvo 
mais frequente em pesquisas MIR em que, por exemplo, a forma musical é bastante evidente e 
recorrente, como nos casos de canções em que estrofes e refrãos são bem delimitados. Logo, a 
elaboração e o uso das ferramentas analíticas automáticas em nossa pesquisa tem um outro 
intuito, conforme discutimos no subcapítulo 1.2. 
 Sendo assim, para avaliarmos as medidas de áudio propostas elaboramos um 
outro tipo de design experimental: os resultados das segmentações automáticas são 
comparados com segmentações manuais realizadas pelos próprios pesquisadores, baseadas 
nas partituras das músicas analisadas que, assumimos que, contém informações suficientes 
para determinarmos os segmentos formais das obras segundo o planejamento dos 
compositores. Sob essa condição avaliamos duas músicas que satisfazem os casos abaixo: 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!
37!Página da competição MIREX 2015 ligada ao congresso em MIR com informação sobre base de dados com 
anotação de segmentação formal: http://www.musicir.org/mirex/wiki/2015:Structural_Segmentation#Collections!
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• Uma música em que através da análise da partitura supõem-se que o resultado 
de segmentação automática será muito próximo do manual 
independentemente da medida de áudio utilizada.  
• Uma música em que através da análise da partitura supõe-se que o resultado 
da segmentação automática será próximo do manual mas haverão variações 
de desempenho dependentes da medida de áudio utilizada, visto que a música 
apresenta casos de ambiguidade.  
O primeiro caso é elaborado para avaliar principalmente a pertinência da escolha 
do algoritmo de segmentação para o repertório analisado. Para isso é necessário escolher uma 
música em que as seções formais estejam muito bem delimitadas e evidentes na partitura.  E 
que sugira que existam mudança de características tanto espectrais quanto espectro-temporais 
nos momentos de transição entre seções formais.  
O segundo caso provê os resultados mais informativos para o objetivo de nossa 
pesquisa. Para ele é necessário escolher uma música em que haja estabilidade das 
características espectrais e espectro-temporais em janelas temporais largas, supondo-se que o 
algoritmo de segmentação seja capaz de detectar as transições entre elas. Entretanto, é 
necessário que haja um certo grau de ambiguidade e complexidade de organização, supondo 
que, por isso, haverão falsos-positivos e as diferenças de resultados sejam dependentes das 
características sonoras evidenciadas pelas medidas de áudio.  
Comparando esses dois casos pode-se avaliar o potencial informativo das medidas 
de áudio para o repertório analisado.  
Estando Definido este design experimental, escolhemos as seguintes obras para o 
primeiro e segundo casos, respectivamente:  
• a obra Innermost Man (2002), do compositor do compositor grego Dmitri 
Kourliandski; 
• a obra Pression (1969), do compositor germânico Helmut Lachenmann. 
Os resultados analíticos experimentais, bem como o detalhamento das 
características das peças escolhidas, são apresentados no capítulo seguinte.   
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4. RESULTADOS!
 
4.1  Experimento analítico com Innermost Man de Dmitri Kourliandski 
 
Innermost Man (2002) foi concebida pelo compositor russo Dmitri Kourliandski 
para soprano e quatro grupos instrumentais sobre textos, especificamente três frases, retiradas 
da obras Chevengur e The Foundation Pit do romancista russo Andrei Platonov. 
O grupos instrumentais em Innermost Man são: I) flauta e clarone; II) trompa em 
fá, trompete em Si bemol e trombone; III) percussão, piano e acordeão; IV) violino, viola, 
violoncelo e contrabaixo.  
Resumidamente, o discurso da peça é textural, e em um primeiro momento é 
baseado na alternância entre duas texturas sonoras: uma rarefeita com sons breves em 
dinâmica forte ( f ) (vide Figura 4.1), a outra textura é densa com sons sustentados em 
dinâmica fortississímo ( ffff ) (vide Figura 4.2).  A partir de aproximadamente a segunda 
metade da peça, Kourliandski introduz uma terceira textura que é polifônica e imitativa sobre 
uma curta melodia repetida em pianíssimo  ( pp ) (vide Figura 4.3). Esta nova textura 
permanece estática e sobreposta à alternância das duas texturas anteriores. Ela se inicia como 
uma melodia na soprano e que, pouco a pouco, é imitada pelos demais grupos instrumentais. 
A partitura (KOURLIANDSKI, 2002) mistura notação prescritiva e descritiva. A 
textura polifônica é escrita em notação descritiva tradicional. Os sons não convencionais são 
notados com símbolos que substituem as cabeças de notas, como quadrados, losangos, cruzes, 
triângulos, ou mesmo círculos (convencionais nas cabeças de notas) mas com um traço os 
transpassando em diagonal, ou com outro círculo vazado circunscrevendo a cabeça da nota. 
Ou ainda há outros símbolos que acompanham as notas.  
O significado dos símbolos é apresentado na bula prévia à partitura. Em alguns 
casos, os símbolos indicam descrições sonoras como: “o mais agudo o possível”, ou “ muito 
grave com a voz (não uníssono) – quasi “rosnando”; outras vezes prescrição de ações como 
“expire dentro do instrumento (ruído de ar apenas, dedilhado da nota mais grave)”, ou 
“pressione o bocal com os dentes”; e para a percussão eles apenas indicam os instrumentos a 
serem tocados.  Ou seja, cada símbolo designa um som para cada instrumento. Os símbolos se 
repetem entre instrumentos, mas com instruções (e consequentemente sons resultantes) 
diferentes.  
A notação rítmica e métrica da peça é simples. Do começo ao fim a peça é notada  
em compasso 4 por 4, com semínima indicada em 60,5 BPM sem alteração de andamento. As 
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subdivisões de semínimas são sempre constantes para cada grupo instrumental.  São elas:  I – 
duínas;  II – septinas;  III – tercinas ; IV e soprano – quintinas. O efeito dessa sobreposição 
constante de subdivisões rítmicas é o de evitar a sensação de pulso na textura resultante, ainda 
que a notação métrica sirva como um marcador de contagem temporal que possibilita a 
sincronização do efetivo instrumental.  
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Figura 4.1 – Exemplo da textura rarefeita de sons breves em Innermosta Man. 
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Figura 4.2 – Exemplo da textura densa de sons sustentados em Innermost Man. 
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Figura 4.3 – Exemplo da textura polifônica em Innermost Man, aqui sobreposta à textura rarefeita 
(vide Figura 4.1) e no inicio de sua progressiva inserção nos grupos instrumentais (momento de 
entrada no grupo I). 
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4.1.1 Identificação da forma musical na partitura de Innermost Man  
 Innermost Man é dividida em 15 seções explicitadas na partitura 
(KOURLIANDISKI, 2002) por divisões em barras de compasso duplas e marcadas com letras 
do alfabeto de A à N a partir da segunda seção (primeira barra dupla).     
 Formalmente a peça pode ser dividida em duas grandes partes. A primeira, da 
seção inicial à seção E, é caracterizada pela alternância das duas texturas referidas acima [ 
textura rarefeita com sons breves em dinâmica forte ( f ) e textura densa com sons 
sustentados em dinâmica fortississímo ( ffff )], e sua mudança é associada com a mudança 
de seção. Na segunda grande parte, essa estrutura de alternância permanece, entretanto, ela é 
sobreposta com uma textura polifônica que se inicia com uma linha melódica na soprano e 
gradativamente é repetida pelos outros grupos instrumentais até que tome todo o contingente 
instrumental quando a peça termina.  As transições entre texturas de sons breves e de sons 
sustentados são sempre súbitas, desde o começo da peça. A Tabela 4.1 resume a forma da 
peça em função das texturas sonoras.  
  
Seção  Textura musical 
Inicial Rarefeita f 
A Densa  ffff  
B Rarefeita   f  
C Densa  ffff  
D Rarefeita   f  
E Densa  ffff  
F Rarefeita   f   + polifonia  pp  (soprano) 
G Densa  ffff  + polifonia pp  (soprano) 
H Rarefeita   f  + polifonia pp  (soprano e grupo I) 
I Densa  ffff   + polifonia pp  (soprano e grupo I) 
J Rarefeita   f  + polifonia pp  (soprano, grupo I e IV) 
K Densa  ffff  + polifonia pp   (soprano, grupo I e IV) 
L Rarefeita   f  + polifonia pp  (soprano, grupo I, II e IV) 
M Densa  ffff  + polifonia pp  (soprano, grupo I, II e IV) 
N Polifonia pp  (soprano, grupo I, II , III e IV) 
Tabela 4.1 – Resumo da forma musical: seções e suas texturas musicais 
Para os dois tipos de seção iniciais (rarefeita e densa), o conteúdo sonoro de uma 
delas é invariante ao longo de suas repetições. Isto é, por instrumento, um grupo de sons é 
associado a cada tipo de seção. Por instrumento, os sons desses grupos são permutados ao 
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longo das respectivas seções. A Tabela 4.2  resume o conteúdo sonoro por tipo de seção e 
instrumento, de acordo com as instruções da bula.  
Tipo de seção Instrumentos Descrição dos sons 
Textura 
rarefeita de sons 
breves em   f   
flauta  Golpe de língua (posição em Dó) 
ruído de chaves (qualquer chave) 
Expirar dentro do instrumento (ruído de ar 
apenas, posição em Dó) 
Expirar dentro do instrumento (ruído de ar 
apenas, posição em Dó), com frulato 
clarone Golpe de língua na nota mais grave 
Pressionar o bocal com os dentes 
Expirar dentro do instrumento (ruído de ar 
apenas, posição da nota mais grave) 
Expirar dentro do instrumento (ruído de ar 
apenas, posição da nota mais grave), com frulato 
ruído de chaves (qualquer chave) 
trompa, 
trompete e 
trombone 
golpear o bocal com a mão 
Expirar dentro do instrumento (ruído de ar 
apenas) 
Expirar dentro do instrumento (ruído de ar 
apenas), com frulato 
Tocar a nota mais grave possível 
Tocar a nota mais aguda possível 
percussão tamborim 
tambor 
Gran cassa 
woodblock 
chocalho 
piano Pizzicato nas cordas muito agudas 
Glissando rápido e breve nas cordas muito 
agudas 
Glissando rápido nas teclas pretas sem pressiona-
las (sem tocar notas) 
Pizzicato nas cordas muito agudas antes das 
tarrachas 
Glissando rápido e breve nas cordas muito 
agudas antes das tarrachas 
acordeão  Cluster em registro muito grave 
Cluster em registro médio 
Cluster em registro muito agudo 
Ruído de chaves (glissando rápido nas chaves 
sem som) 
Ruído de ar 
soprano Recitação do texto sussurrando 
violino, 
viola e 
Golpear o corpo do instrumento com a mão 
col legno battuto 
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violoncelo Rápido glissando ao longo das cordas (pressionar 
todas as cordas com as unhas e glissar 
rapidamente ao longo) 
altíssimo sul ponticello (com arco) 
Pizzicato atrás do cavalete  
contrabaixo Harmônicos naturais extremamente agudos 
Pizzicato com a mão esquerda 
Textura densa 
de sons 
sustentados em  
ffff  
flauta Tocar com embocadura de instrumentos de 
metais, posição de Dó. Passar as pontas dos 
dedos envolta das chaves ressonantes para deixa-
las parcialmente abertas em diferentes lados 
causando glissandos e multifônicos acidentais  
Forte overblow em posição de Dó. Passar as 
pontas dos dedos envolta das chaves ressonantes 
para deixa-las parcialmente abertas em diferentes 
lados causando glissandos e multifônicos 
acidentais 
clarone acorde grave, alterar a pressão e posição dos 
lábios (“mastigar o bocal”) 
acorde agudo, alterar a pressão e posição dos 
lábios (“mastigar o bocal”) 
Trompa, 
trompete e 
trombone 
muito grave e com voz (não cantar uníssono) – 
quase rosnando. Gradualmente mudar a 
articulação (o – u – a – i – e ...) 
Vibração dos lábios comprimidos em distância 
aproximada de 1cm do bocal. Gradualmente 
mudar a articulação (o – u – a – i – e ...) 
Percussão Tocar prato suspenso com arco. Mudar o ângulo 
e pressão do arco para obter diferentes alturas. 
piano Esfregar as cordas em registro muito grave com 
uma barra de madeira após um ataque incisivo. 
acordeão Cluster em registro muito grave. Rotacionar a 
mão no registro determinado (cluster dinâmico) 
Cluster em registro muito agudo. Rotacionar a 
mão no registro determinado (cluster dinâmico) 
soprano Ruído gutural grave ( fonema M) 
Ruído gutural agudo (também possível inalando) 
( fonema A) 
Violino, 
viola, 
violoncelo e 
contrabaixo 
ruído grave de esfregar arco (ao longo das duas 
cordas graves) 
ruído agudo de esfregar arco (ao longo das duas 
cordas agudas altíssimo sul ponticello) 
Tabela 4.2 – Descrição do conteúdo sonoro de Innermost Man por seção e por instrumento de acordo 
com a partitura (KOURLIANDSKI, 2002) 
 
 Nota-se que na seção de sons sustentados sempre existe uma indicação de 
alteração gestual com o intuito de obter sons variantes ao longo do tempo.  
116!
!
 A textura polifônica é baseada na repetição da sequência de notas mostrada na 
Figura 4.4 
 
 
Figura 4.4 – Sequência de notas que compõe a melodia repetida da textura polifônica em Innermost 
Man. 
 
Como a melodia da polifonia se inicia na voz da soprano na seção F, os textos de 
Andrei Platonov (vide subcapítulo 2.6.1) são recitados apenas nas seções: inicial, B e D, 
sendo que nas seções de sons sustentados A, C e E, a soprano emite sons guturais com 
fonemas fixos (vide Tabela 4.2, acima). Cada uma das três frases é recitada em uma dessas 
seções.  
A peça dura 150 compassos, duração aproximada de 9:30 min segundo nota na 
partitura, e as durações das seções são descritas na Tabela 4.3. 
 
Seção  numeração dos 
compassos dos 
inícios de seção 
Duração em 
número de 
compassos 
Inicial 1 10 
A 11 11 
B 22 9 
C 31 12 
D 43 8 
E 51 13 
F    64    7 
G 71 7 
H 78 13 
I 91 8 
J 99 12 
K 111 9 
L 120 11 
M 131 10 
N 141 10 
Tabela 4.3 -  Duração em número de compassos das seções de Innermost Man 
Nota-se que há uma estrutura simétrica nas durações das seções, da seção inicial à 
M, isto é, nas seções que alternam as texturas de sons staccato e sons sustentados (visto que a 
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seção N é o fim do processo em que textura polifônica é gradativamente substitui as anteriores 
no contingente instrumental, ou seja, o momento em que todos os instrumentos a tocam).  
Devido a clareza formal da peça, simplicidade de estruturas (alternância entre 
tipos de texturas), clareza de delimitação entre seções (sempre cortes súbitos), e ao alto grau 
de contraste entre o conteúdo das seções no que concerne a dinâmica das texturas e os tipos de 
materiais sonoros, consideramos que esta peça se adeque ao primeiro tipo de obra delimitado 
no design experimental descrito subcapitulo 3.5.  
 Supomos que tanto os componentes espectrais, ou espectro-temporais, e mesmo a 
energia total do sinal de áudio, devem passar por uma evidente mudança de características 
entre  as seções da peça, fazendo com que o algoritmo de segmentação automática identifique 
os momentos de transição independentemente da medida de áudio utilizada.  
 
4.1.2 Segmentação manual da gravação de Innermost Man 
 
A gravação utilizada para análise de Innermost Man foi: 
 
• Interpretação de Alexei Vinogradov (regência), Maria Bulgakova (soprano), e 
Moscou Contemporary Music Ensemble. Gravado durante a Gaudeamus 
Muziekweek, 2003, Utrecht. Midia CD digital: Dmitri Kourliandski: Negative 
Modulations. Selo: col legno Digital, 2014. 
 
Nossa segmentação manual do áudio em relação à divisão da forma musical na 
partitura resultou na lista de tempos de segmentação que pode ser vista na Tabela 4.4. 
Os pontos de segmentação usados para a comparação com a segmentação 
automática são o valores de A à N na Tabela 4.4, pois o início e o fim da peça não são 
transições entre estados sonoros. Portanto são um total de 14 pontos de segmentação manual. 
A fim de ilustração, a Figura 4.5 compara graficamente as proporções entre as 
durações das seções na partitura, segundo o número de compassos, e na gravação.  
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Seção  Tempo de 
segmentação da 
gravação em 
segundos 
Durações das 
seções em 
segundos 
Inicial 0 30,23 
A 30.23 39,78 
B 70.01 27,69 
C 97.70 42,71 
D 140.41 24,10 
E 164.51 48,96 
F ....213.47 .....26,93 
G 240.40 29,10 
H 269.50 56,05 
I 325.55 33,85 
J 359.40 51,62 
K 411.02 38,52 
L 449.54 50,49 
M 500.03 44,80 
N 544.83 48.17 
Duração 593. - 
Tabela 4.4 – Pontos de segmentação e durações das seções na gravação de áudio de Innermost Man 
baseada nas seções da partituras. 
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Figura 4.5 – Comparação gráfica entre as proporções das seções na partitura e na gravação de áudio 
de Innermost Man 
 
 
4.1.3 Segmentação automática de Innermost Man 
 
 
Na Tabela 4.5 são listados e ordenados os melhores resultados de comparação por 
medida de áudio. A sub-tabela superior toma a medida comparativa diferença como primeira 
importância para a ordenação. A sub-tabela inferior toma a medida comparativa razão como a 
medida de primeira importância para a ordenação.  
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Tabela 4.5 – Lista ordenada dos melhores resultados de comparação entre segmentação automática e 
manual por medidas de áudio. Na sub-tabela superior as medidas comparativas usadas para 
organização dos dados são, em ordem de prioridade: diferença (vermelho), razão (laranja), repetição 
(azul). Na subtabela inferior a medida razão (vermelho) tem maior prioridade como critério de 
organização, seguido da diferença (laranja), e repetição (azul).  
 
A Tabela 4.6 mostra a análise estatística das medidas de comparação para cada 
medida de áudio.   
Medida diferença razão positivos falsos2positivos repetição ambíguos
1 Contorno&espectro+temporal 14 1 14 0 0 0
2 Modelo&do&córtex&auditivo 14 1 14 0 0 0
3 Escala 14 1 14 0 0 0
4 Escala&por&Frequência 14 1 14 0 0 0
5 Espectro&de&flutuação 14 1 14 0 0 0
6 Espectrograma&de&Fourier 14 1 14 0 0 0
7 Espectrograma&psicoacústico 14 1 14 0 0 0
8 Padrões&de&flutuação 14 1 14 0 0 0
9 Taxa 14 1 14 0 0 0
10 Taxa&por&escala 14 1 14 0 0 0
11 Taxa&por&frequência 14 1 14 0 0 0
12 MFCC 13 0,933 14 1 0 0
13 Contorno&espectral 13 0,933 14 1 1 0
14 Espectrograma&auditivo 3 0,714 5 2 0 0
Medida diferença razão positivos falsos2positivos repetição ambíguos
1 Contorno&espectro+temporal 14 1 14 0 0 0
2 Modelo&do&córtex&auditivo 14 1 14 0 0 0
3 Escala 14 1 14 0 0 0
4 Escala&por&Frequência 14 1 14 0 0 0
5 Espectro&de&flutuação 14 1 14 0 0 0
6 Espectrograma&de&Fourier 14 1 14 0 0 0
7 Espectrograma&psicoacústico 14 1 14 0 0 0
8 Padrões&de&flutuação 14 1 14 0 0 0
9 Taxa 14 1 14 0 0 0
10 Taxa&por&escala 14 1 14 0 0 0
11 Taxa&por&frequência 14 1 14 0 0 0
12 MFCC 12 1 12 0 0 0
13 Contorno&espectral 11 1 11 0 0 0
14 Espectrograma&auditivo 2 1 2 0 0 0
InnermostCManCC(limiarC=6s)C2COrdenaçãoCbaseadaCpelaCmedidaCrazão
InnermostCManCC(limiarC=6s)C2COrdenaçãoCbaseadaCpelaCmedidaCdiferença
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Tabela 4.6 – Análise estatística dos resultados por medida de áudio. Na tabela à esquerda as 
estatísticas são calculadas sobre a medida comparativa diferença, e na tabela à direita são calculadas 
pela medida comparativa razão. Os valores e medidas são ordenados de acordo com os dados da 
média (segunda coluna), de forma decrescente. 
 
Para  Innermost Man optamos por fixar um valor de limiar de diferença temporal 
em 6 segundos ao invés do algoritmo, definido na Equação 3.25,  usado para as demais 
gravações. Essa mudança foi adotada pois o valor de limiar resultante da Equação 3.25 foi 
igual a 12 segundos, o que consideramos excessivo para essa obra, visto que as transições 
entre seções não deveriam gerar ambiguidades.  
Como o esperado, a segmentação automática de Innermost Man teve um alto grau 
de correlação com a segmentação manual da obra. Na Tabela 4.5, dez das quatorze medidas 
de áudio tiveram 100% de correlação e identificaram todos os 14 pontos de segmentação. 
Apenas as medidas espectrais MFCC, Contorno Espectral e Espectrograma Auditivo tiveram 
desempenho inferior. 
Com algumas exceções, os resultados se reproduzem na Tabela 4.6. As medidas 
espectrais e espectro-temporais derivadas do Modelo do Córtex Auditivo tiveram melhor 
desempenho médio. Isso indica que elas possuem maior robustez para a variação dos 
parâmetros do algoritmo de segmentação o que também é confirmado pelo baixo desvio 
padrão dos resultados na Tabela 4.6. 
Dentre as medidas derivadas do Modelo do Córtex Auditivo, as que incluem a 
dimensão de frequência espectral tiveram pior desempenho. Dessa maneira, o resultado ruim 
gerado pelo Espectrograma Auditivo teve impacto negativo no desempenho das medidas 
combinadas a ele. Supomos que o resultado ruim do Espectrograma Auditivo é devido ao 
Medidas'Espectrais'/'''
Espectro/temporais
'média desvio'
padrão'
obliquidade' Medidas'Espectrais'/'''
Espectro/temporais
'média desvio'
padrão'
obliquidade'
Escala 12,417 2,422 +2,413 Escala 0,927 0,098 +2,528
Taxa3por3escala 11,813 3,305 +2,904 Taxa3por3escala 0,898 0,122 +2,138
Taxa 10,500 5,363 +2,233 Taxa 0,861 0,168 +1,376
Padrões3de3flutuação 8,854 6,277 +0,936 Espectro3de3flutuação 0,737 0,368 +1,222
Espectro3de3flutuação 8,417 6,195 +0,829 Padrões3de3flutuação 0,726 0,358 +1,290
Escala3por3Frequência 3,625 14,638 +2,114 Escala3por3Frequência 0,725 0,272 +0,474
Taxa3por3frequência 3,521 14,603 +2,177 Taxa3por3frequência 0,719 0,264 +0,460
Modelo3do3córtex3auditivo 3,396 13,588 +2,099 Modelo3do3córtex3auditivo 0,713 0,259 +0,502
Espectrograma3psicoacústico 2,500 8,944 +1,375 MFCC 0,656 0,270 +0,328
Espectrograma3de3Fourier 1,854 16,876 +2,270 Espectrograma3de3Fourier 0,628 0,392 +0,483
MFCC +1,021 17,554 +1,936 Espectrograma3psicoacústico 0,595 0,345 +0,547
Contorno3espectral +1,208 8,220 +1,655 Contorno3espectro+temporal 0,531 0,244 0,109
Contorno3espectro+temporal +2,438 12,573 +3,144 Contorno3espectral 0,481 0,247 0,015
Espectrograma3auditivo +4,354 5,510 +1,004 Espectrograma3auditivo 0,363 0,222 0,484
Innermost'Man
Medida'avaliada:'diferença Medida'avaliada:'razão
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pequeno âmbito espectral que a implementação abrange. Entretanto, é notório que esse 
espectrograma é a mesma fonte de informação para as medidas que tiveram os melhores 
resultados: Escala e Taxa. Dentre as medidas espectrais instantâneas, a Escala, apesar de 
conceitualmente similar ao MFCC, apresenta resultados melhores. Isso se deve, 
provavelmente, ao fato de que o MFCC é global, isto é, mede a energia dos componentes 
senoidais da decomposição da envoltória espectral em todo âmbito de frequência espectral. Já 
a medida Escala, derivada no Modelo do Córtex Auditivo, é local, isto é, mede a energia de 
componentes da envoltória espectral para diferentes faixas de frequência espectral.  
Da mesma maneira, o Contorno Espectro-temporal apresenta os valores de média 
baixos, apesar de estar entre os melhores desempenhos na Tabela 4.5. Isso mostra que essa 
medida é altamente suscetível à variação paramétrica do algoritmo, alcançando desempenho 
ótimo para apenas poucas combinações paramétricas, o que é corroborado pelo seu alto valor 
de desvio padrão na Tabela 4.6, bem como é alto para as medidas espectrais de uma forma 
geral.  
Vale apontar que, conforme indicado nos experimentos de Klien, Grill e Flexer 
(2012), os Padrões de Flutuação tiveram desempenho melhor do que o MFCC. 
Acrescentamos também que, no resultado para a análise de Innermost Man, o Espectrograma 
de Fourrier e o Espectrograma Psicoacústico obtiveram resultados próximos ao MFCC. Essas 
medidas não foram utilizadas nos experimentos de Klien, Grill e Flexer.  
 A fim de identificar possíveis padrões de detecção de falsos-positivos,  a 
Figura 4.6 mostra o histograma das medidas de áudio: Escala, que apresentou o melhor 
desempenho; Espectrograma Auditivo, que apresentou o pior desempenho; e Contorno 
Espectro-temporal, que apresentou um dos piores desempenhos médios, mas alto desvio 
padrão. 
Nos gráficos da Figura 4.6, os picos azuis ordenados alfabeticamente de A ao N, 
correspondem aos positivos (isto é, picos correspondentes aos pontos de segmentação 
manual) e sua nomenclatura corresponde às seções para as quais eles  marcam o início. Os 
picos vermelhos correspondem aos falsos-positivos. A magnitude dos picos indica o número 
de detecções acumuladas para todas as combinações paramétricas do algoritmo, fixando 
apenas as medidas espectrais ou espectro-temporais correspondentes a cada gráfico.  
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Figura 4.6 – Histogramas por medidas de áudio dos pontos de segmentação automática para todas as 
combinações paramétricas do algoritmo. Os picos relativos aos pontos de segmentação positivos 
(azuis) marcam os inícios das seções musicais de acordo com a segmentação manual de Innermost 
Man. 
  
Na Figura 4.6 fica evidente a robustez proporcionada pela medida de áudio Escala 
(gráfico superior), pois a maioria dos pontos de segmentação do algoritmo são positivos, ou 
seja, se igualam a algum ponto de segmentação manual. Isso denota que para a análise de 
Innermost Man os componentes da envoltória espectral foram mais informativos do que os 
componentes espectro-temporais ou do que os do espectro frequencial, quase que 
invariavelmente às alterações de parâmetros do algoritmo de segmentação. Nota-se que o 
Espectrograma Auditivo (gráfico inferior) apresenta um alto número de falsos-positivos na 
primeira metade da música e que também se igualam em magnitude com os picos positivos. 
Tal comportamento é sinal de recorrente falhas no processo de segmentação. Na segunda 
metade da peça, a permanência da textura polifônica faz com que o número de positivos 
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relacionados ao Espectrograma Auditivo decaia, mostrando a insuficiência da medida para 
detectar alterações parciais na configuração espectral.   
No histograma do Contorno Espectro-temporal (gráfico central), o decaimento no 
número de picos no final da peça é justificado pelo mesmo motivo assumido acima para os 
resultados do Espectrograma Auditivo. Entretanto, o baixo número de positivos e  o 
comparativamente igual número de falsos-positivos nas seções iniciais, em que a alteração da 
textura é mais evidente (pois não há a textura polifônica permanente  e sobreposta) faz supor 
que o elemento sonoro na música que foi mais significativo para essa medida é o contraste 
entre  conteúdo espectral de alturas definidas da textura polifônica e o ruidoso das demais 
texturas. A textura de alturas definidas é mais sobressaliente em sobreposição com a textura 
rarefeita do que com a textura densa, que mascara a textura polifônica. Ou ainda, pode-se 
interpretar que a influência da dimensão frequencial do Modelo do Córtex Auditivo sobressai 
sobre a influência das medidas exclusivamente corticais (Escala e Taxa), tal qual observamos 
nas outras medidas derivadas do Modelo do Córtex Auditivo que preservam a dimensão de 
frequências espectrais. De qualquer maneira, a baixa ocorrência da maioria dos picos 
positivos, combinada com a baixa ocorrência de  falsos-positivos, corrobora com o alto 
desvio-padrão dos resultados dessa medida de áudio, pois mostra que a maioria dos positivos 
são selecionados para poucas combinações paramétricas.   
 
4.2 Experimento analítico com Pression de Helmut Lachenmann 
Lachenmann recorreu a uma notação prescritiva em Pression (LACHENMANN, 
1980a). Em uma nota de instrução no cabeçalho da partitura ele esclarece que a notação dessa 
obra é uma guia para as ações do intérprete sobre o instrumento. No início de cada sistema da 
partitura o compositor desenha parte do corpo do violoncelo onde tradicionalmente estaria 
uma clave e, ao invés de um pentagrama, há um espaço em branco limitado por duas linhas 
horizontais dentro do qual o compositor anota os movimentos do intérprete sobre o corpo do 
instrumento. Lachenmann usa gráficos e instruções textuais para detalhar as ações do 
instrumentista: linhas e setas que indicam os movimentos das mãos do instrumentista e do 
arco sobre o violoncelo, desenhos que demonstram a posição do arco e das mãos sobre o 
corpo do instrumento, notas musicais com cabeças em diversos formatos que indicam 
diferentes modos de tocar o instrumento (por exemplo, raspar ou percutir), linhas que indicam 
as cordas do violoncelo como uma tablatura, anotações textuais e também pentagramas com 
notas musicais quando há passagens com alturas definidas. 
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A notação de Pression é ritmicamente precisa. Os eventos gestuais são notados 
através de figuras rítmicas provenientes da notação musical tradicional, e movimentos 
contínuos são notados proporcionalmente pelo comprimento de linhas. Lachenmann também 
divide o espaço de representação metricamente de forma proporcional. Pequenas marcas 
verticais no limite superior do espaço de notação gestual segmentam a partitura e indicam a 
duração de uma semínima. No início da partitura, o valor temporal de cerca de 66 pulsos por 
minuto (BPM – beats per minute) é atribuída à semínima (vide Figura 4.7). Existem dois 
trechos de exceções do rigor métrico empregado por Lachenmann: a) no terceiro sistema da 
terceira página de Pression o espaço de notação não corresponde à duração de sessenta 
segundos indicada ao trecho (vide Figura 4.8); b) e no quarto compasso do primeiro sistema 
da sétima página o compositor indica uma fermata de 10 segundos (vide Figura 4.9); 
 
Figura 4.7 – Trecho inicial da partitura de Pression. 
 
Figura 4.8 – Terceiro sistema da terceira página de Pression. Na primeira metade (região com quatro 
semínimas em fff com continuidade de duração indicadas por linhas horizontais escuras), a duração 
não obedece a proporção das marcações de semínimas com cortes transversais a borda superior, mas 
sim, Lachenmann pede a duração de 60 segundos para esse trecho. 
 
Figura 4.9 – Primeiro sistema da sétima página de Pression. 
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Sobre o conteúdo espectral dos sons em Pression, existem indícios explícitos dele 
apenas quando Lachenmann escreve notas com alturas definidas utilizando recursos de 
notação tradicional descritiva. Para outros eventos é possível imaginar que um leitor que 
conhece bem o violoncelo poderia intuir a resposta acústica do instrumento, de modo a  
realizar um solfejo do conteúdo sonoro para ações não convencionais sobre o corpo do 
instrumento. Não há uso frequente de uma convenção notacional para representação sonora, 
com exceção de algumas poucas indicações de alturas na partitura de Pression. A primeira 
delas, na primeira página, é uma indicação de  scordatura (Figura 4.10). 
 
Figura 4.10 – Scordatura de Pression 
 
Ao longo da partitura os elementos com alturas definidas estão: na sétima e 
oitavas páginas da partitura, os quais contém as mesmas notas emitidas com cordas solta 
(portanto, as mesmas notas da scordatura apresentada acima) mais a nota Ab3 (Lá bemol 3) e 
instruções textuais de como produzir variações micro-tonais sobre a nota Db3 (Ré bemol 3), 
essas estão no primeiro sistema da oitava página; e na página 9, último sistema da peça, onde 
há uma indicação de pizzicato sforzato com as três notas G2-Db3-F3 (Sol 2, Ré bemol 3, Fá 
3: cordas I, II, III soltas). Ou seja, quase todo material com altura definida precisamente 
indicado na partitura é relacionado ao uso de cordas soltas.  
Em alguns trechos da partitura é possível intuir, baseado em conhecimento prévio 
sobre a técnica instrumental do violoncelo, que certas ações resultarão em sons com alturas 
definidas. Por exemplo, os modos de tocar col legno battuto sobre as cordas soltas, no final do 
último sistema da página 4 e em toda a página 5,  ou com legno battuto com harmônicos, no 
último sistema da página 8 e em toda a página 9, resultarão em sons com alturas definidas 
quando a madeira do arco percutir as cordas do violoncelo. Contudo, o compositor optou por 
não definir alturas nesses trechos. Há apenas uma indicação da posição do golpe do arco sobre 
a corda e essa relaciona-se com um controle do registro do som resultante. 
4.2.1 Identificação da forma musical na partitura de Pression 
 A partitura contém 341 marcações de semínima que, em andamento de 66 BPM, 
conforme o indicado na partitura, totalizam 307,4 segundos ou 5:07 minutos. Adicionamos a 
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este valor temporal mais 1 minuto, conforme a indicação na página quatro da partitura, para 
obtermos uma duração total estimada da peça de um pouco mais de 6:07 minutos, (‘um pouco 
mais’ considerando também as fermatas e tempos ad libitum indicados).  
Para segmentar a partitura de Pression definimos o seguinte critério:  
! A permanência de um conjunto de instruções gestuais, ou seja, a permanência 
de um conjunto de instruções para os tipos de ações para o intérprete. 
Aplicando esse critério realizamos uma inspeção na obra e identificamos 12 
seções, as quais nomeamos de A B C D E F G H I J K L.  A Tabela 4.7 mostra os pontos de 
início das seções na partitura analisada. Nela, a segunda, terceira, quarta e quinta coluna 
identificam respectivamente na partitura: o número de página, o sistema contado de cima para 
baixo, a semínima do sistema indicado, e a subdivisão da semínima. A última coluna indica 
pontos da partitura em que essa convenção métrica notacional é transgredida. A Tabela 4.8 
mostra as durações das seções em semínimas. A Tabela 4.9 relaciona os tipos de gestos às 
seções da partitura, ou seja, descreve o grupo de gestos que são permanentes durante um 
trecho da partitura e por isso identificam uma seção, segundo o critério adotado acima. 
Seção Página sistema semínima Subdivisão excepcionalidade 
A 2 1 1 - - 
B 3 2 5 2 /4 - 
C 3 4 5 3 / 3 - 
D 4 2 1 - - 
E 4 3 - - Após trecho com indicação de 
60 segundos de duração. 
F 4 4 - - último gesto do sistema após 
trecho de aparente duração 
livre que sucede 4 semínimas 
G 6 1 - - Do início do primeiro sistema 
(sem marcações de semínima) 
H 6 3 10 - - 
I 7 1 1 - - 
J 8 1 1 - - 
K 8 2 1 - - 
L 8 3 1 8 / 8 - 
Tabela 4.7 – Pontos dos inícios da seções de Pression acordo com a segmentação da partitura baseada 
na notação de tipos de gestos. 
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Tabela 4.8 – Seções de Pression com suas respectivas durações em semínimas segundo a 
segmentação baseada nos gestos notados. 
 
Seção Duração 
(semínimas) 
Frações 
A 39,25 39 + 1 semicolcheia (0.25) 
B 18,41 17 + 2 tercinas (0.66) + 1 colcheia pontuada 
(0.75) 
C 13,33 13 + 1 tercina (0.33) 
D 68,5 14 + 54.5  (1min a 66 BPM) 
E 9 Não se aplica 
F 35,5 35 + 1 colcheia (0.5) 
G 30 Não se aplica 
H 12 Não se aplica 
I 75 Não se aplica 
J 18 Não se aplica 
K 12,875 12 semínimas + 7 fusas (0.125) 
L 68,125 68 semínimas + 1 fusa.  
Seções  Tipos de Gestos 
A • Raspar o arco sobre o cavalete (arcada ordinária) 
• esfregar as cordas com o dedo 
• esfregar as cordas com as unhas 
B • esfregar o arco com a mão segurando-o contra o cavalete 
• Raspar o arco sobre o cavalete ( arcada ordinária ) 
C • raspar o arco em sentido perpendicular às cordas com muita pressão 
(segurando o arco com as duas mãos) 
D • arcada com muita pressão sobre as cordas depois do cavalete  
• pizzicato nas cordas depois do cavalete 
E • golpe de mão-esquerda contra as cordas seguidos de raspagem em vai-
e-vem da palma da mão contra as cordas. 
• golpe col legno contra o cavalete. 
• arcada sobre o cavalete 
• golpe da mão esquerda contra o corpo do violoncelo  
• pizzicato na corda IV após o cavalete 
F • posicionamento do arco entre as cordas e o corpo do instrumento 
• ricochete col legno nas cordas 
• ricochete da crina contra o corpo do violoncelo e cavalete 
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Tabela 4.9 – Seções de Pression descritas pelo conteúdo dos tipos de gestos 
  
Em  cada uma das seções, Lachenmann desenvolve o discurso musical de 
Pression combinando e permutando os gestos nos grupos listados na Tabela 4.9 além de 
variá-los parametricamente. Por exemplo, nos gestos de raspagem das cordas o compositor 
escreve o sentido e a duração do movimento, como na seção A em que essa informação é 
representada por linhas ascendentes e descendentes no plano de representação (vide Figura  
4.7). Na seção F, gestos de ataque em ricochete col legno nas cordas e da crina do arco no 
corpo do instrumento são indicados em diferentes regiões do corpo do instrumento (vide 
Figura 4.11).  
 
 
G • ataque com arco e mãos sobre as cordas 
• esfregar transversalmente (vai-e-vem) as cordas com mão esquerda e 
com o arco 
• arco sobre estandarte (tocar) 
• esfregar com a mão esquerda o corpo do violoncelo. 
• arco sobre corda IV após o cavalete (movimento de ida e volta do 
cavalete ao estandarte) 
• raspar cordas com mão e unhas. 
H • arco sobre corda IV após o cavalete (movimento de ida e volta do 
cavalete ao estandarte) 
• esfregar transversalmente (vai-e-vem) as cordas com mão esquerda e 
com o arco. 
• raspar cordas com mão e unhas. 
I • arco sul ponti cello abafando e liberando a vibração das cordas com o   
polegar abaixo das cordas 
• glissando ascendente-descendente sobre a corda IV 
J • tocar com arco ordinário cordas duplas (III e II) em uníssono.  
• Sutil movimento da mão esquerda para variação microtonal da corda III 
K • Idem H 
L • ataque col legno sobre as cordas 
• raspar col legno as cordas 
• raspar os dedos da mãos esquerda sobre as cordas 
• pizzicato de mão esquerda 
•  ataque col legno + ressonância de harmônicos 
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Figura 4.11 -  Segundo sistema da quarta página de Pression. O quadrante superior indica as cordas a 
serem tocadas, representadas por linhas horizontais. O segundo quadrante de cima para baixo 
corresponde à ponte do violoncelo, e o terceiro quadrante de cima para baixo corresponde ao corpo do 
violoncelo na região abaixo das cordas entre o espelho e o cavalete. Cabeças de notas quadradas 
indicam golpes com a crina do arco e cabeças de notas em losangos indicam golpes com a madeira do 
arco (col legno).  
 
É importante ressaltar que algumas das transições entre seções tem certo grau de 
ambiguidade, isto é, a mudança de um grupo de gesto para outro não é precisamente 
localizada em um ponto da partitura. Lachenmann, muitas vezes recorre a materiais que 
funcionam como ‘pontes’ formais, que não se incluem completamente no conjunto de gestos 
da seção anterior ou da seção posterior a eles. Algumas vezes essas pontes incluem apenas 
alguns elementos dessas seções vizinhas, e outras vezes introduzem novos elementos locais 
que não se repetem ou transformam posteriormente. Isso gera ambiguidade suscetível à 
interpretação do analista. Pode-se classificar essas estruturas de transição como parte da seção 
anterior ou posterior, ou como elemento formal independente. Em nossa segmentação 
localizamos 6 desses elementos formais de transição. Dois deles definimos como seções 
independentes (já listadas nas Tabelas 4.7, 4.8, e 4.9 como seção E e seção H), e outros quatro 
deles interpretamos como elementos de marcação ou transição entre seções (nomeados como 
T1, T2, T3, T4). Os seis elementos são: 
  
! T1: rápida retomada (duração: 1 semínima)  do gesto de raspagem nas cordas 
com as unhas no fim da seção C como ponte para a seção D. Localização na 
partitura: página 4, sistema 1, marcação de semínima 9.  
! Seção E completa pode ser considerada como elemento de transição entre as 
seções D e F, porém decidimos considera-la como seção independente devido à 
sua duração e consequente sustentação de um mesmo padrão gestual particular 
(ataques, como golpe das mãos sobre o corpo ou cordas do violoncelo, 
pizzicato, seguidos gestos sustentados, como arcada sobre  cavalete ou esfregar 
alternadamente com a mão o corpo do violoncelo) 
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! T2: Material inicial da seção G (golpes de mão sobre as cordas seguido de 
raspagem alternada da mão sobre as cordas). Esse material foi considerado 
como elemento de corte e marcação do início da seção G, porque fragmentos 
de sua composição gestual (raspagem alternada da mão sobre as cordas) são 
reiterados pontualmente durante a seção G. Localização na partitura: página 6, 
sistema 1, primeiro 2 grupos de semínimas (grupos de 4 e 3).  
! Seção H completa pode ser considerada como elemento de transição entre a 
seção G e I devido a sua relativa curta duração. Entretanto, decidimos 
considera-la como seção por apresentar material novo (arcada contínua nas 
cordas após o cavalete com mudança de posição, sobreposta a raspagem de 
unhas sobre as cordas descontinuadas). 
! T3: Elemento (glissando ascendente-descendente) do final da seção I.  O 
consideramos marcação da transição para a seção J, por estar sobreposto aos 
elementos predominantes a da seção I. Localização na partitura: página 7, 
sistema 4, 2º ao 6º grupo de 3 semínimas.  
! T4: Elemento (ataque col legno do arco sobre as cordas) seguido de glissandos 
de harmônicos no início da seção L. O consideramos como elemento de 
corte/marcação do início da seção L por sua reapresentação variada no decorrer 
desta seção que é a mais heterogênea em relação aos materiais de toda a 
música. Localização na partitura:  página 8, sistema 3, dois primeiro grupos de 
3 semínimas.  
Observando as características dos elementos descritos acima nota-se que existem 
dois elementos recorrentes de marcação de transição entre seções: I) um golpe fortíssimo (no 
corpo ou nas cordas do violoncelo) seguido de um elemento sustentado (raspagem no corpo 
ou nas cordas do violoncelo, ou glissando), que pode ser encontrado nas seções E, T2 e T4;  
II) um gesto longo e sustentado, pianíssimo, com modulação paramétrica (sendo ele: 
raspagem do arco sobre corpo ou cordas do violoncelo em conjunto com alteração da posição 
do arco, ou da posição da mão esquerda sobre as cordas) que pode ser encontrado nas seções 
H, e T3.  
Resumidamente, os elementos T1, T2 , T3 e T4 bem como as seções E e H são os 
elementos da estrutura da forma de Pression que apresentam ambiguidade, e por isso 
implicam em maior complexidade de análise e maior chance de erro do algoritmo de 
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segmentação, conforme estabelecemos como diretriz de escolha da obra segundo o design 
experimental descrito no subcapítulo 3.5. 
4.2.2 Segmentação manual das gravações de Pression 
Para a análise do áudio da gravações de Pression utilizamos as gravações de 
quatro interpretações de Pression:  
 
• Interpretação de Michael Bach, gravação de 1991. Mídia: CD. Álbum: Helmut 
Lachenmann : Chamber Music, 2013. Selo: cpo. 
• Interpretação de Walter Grimmer, gravação de 1991. Mídia: CD. Álbum:  
Helmut Lachenmann: Alegro Sostenuto – Pression -  Interieur III - Interieur I, 
2011. Selo: Essential Media Group LLC. 
• Interpretação de Pierre Strauch, 1992. Mídia: CD. Álbum: Helmut 
Lachenmann: Wiegenmusik – Pression – Dal Niente -  Allegro sostenuto, 1999. 
Selo: Classics Jazz France.  
• Interpretação de Lauren Radnofsky, 2012. Mídia: CD. Álbum: Helmut 
Lachenmann: Zwei Gefühle and Solo Works, 2012. Selo: mode.  
  As doze seções definidas pela segmentação manual da partitura de Pression 
(vide subcapítulo 4.2.1) foram usadas para definir as segmentações manuais das gravações de 
áudio através da escuta das gravações acompanhada da leitura da partitura. Os pontos de 
segmentação dos áudios para cada gravação são mostrados na Tabela 4.10 
 Bach Grimmer Radnofsky Strauch 
A 0 0 0 0 
B 37,4 55,35 42,90 60,06 
C 56,56 70,85 66,65 85,49 
D 72 95,31 85,80 108,59 
E 166,13 168,21 158,63 181,82 
F 182,60 184,44 173,88 202,14 
G 238,20 236,21 226,48 248,47 
H 276,15 273,17 279,08 292,29 
I 287,18 283,57 294,81 307,64 
J 388,08 372,25 392,79 407,14 
K 408,69 399,72 428,21 432,35 
L 424,18 414,16 445,54 448,29 
Duração 513 495 538 514 
Tabela 4.10 – Pontos de segmentação em unidades de segundos dos arquivos de áudio de acordo com 
as seções determinadas através da análise das seções da obra realizadas pela partitura. Linhas 
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determinam as seções e colunas as gravações referenciadas pelos sobrenomes dos respectivos 
intérpretes. A última linha mostra a duração total de cada gravação, também em segundos.  
 
Existem diferenças para as proporções de durações das seções entre as gravações, 
bem como em comparação ao modelo da partitura. Há ainda diferença da duração das 
interpretações em relação ao tempo estimado da partitura de pouco mais de 6:07 minutos 
(vide subcapítulo 4.2.1). Sendo a média de duração das gravações de 8:35 minutos. A de 
Walter Grimmer é a mais breve, com 8:15 minutos. E a de Lauren Radnofsky é a mais longa, 
com 8:58 minutos. Isso representa para as interpretações gravadas de Pression um acréscimo 
de mais de 1/3 da duração prevista de acordo com a partitura.  
A título de ilustração, a Figura 4.12 mostra uma comparação gráfica das 
proporções entre as seções determinadas na partitura e suas respectivas posições nas 
gravações. As diferenças de proporção são mais acentuadas na primeira metade da peça, 
principalmente entre as seções A à D. A gravação de Michael Bach é a que possui proporções 
mais próximas da segmentação da partitura.  
 
Figura 4.12 – Gráfico de proporções entre as seções segmentadas pela partitura e suas respectivas 
segmentações nas gravações.  Cada coluna representa uma das mídias (partitura ou gravações). O 
tempo é mostrado no eixo vertical de baixo para cima. Os segmentos coloridos representam as seções 
da peça de acordo com os dados nas tabelas 4.8 e 4.10. 
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4.2.3 Segmentação automática de Pression 
 As Tabelas 4.11 e 4.12 mostram os melhores resultados ordenados para cada 
medida de áudio, em sub-tabelas organizadas de cima para baixo, respectivamente, para as 
gravações de Michael Bach, Walter Grimmer, Lauren Radnofsky e Pierre Strauch. Para a 
Tabela 4.11, a medida de primeira importância para a ordenação dos resultados é a diferença 
entre positivos e falsos-positivos (em vermelho), seguido da razão entre positivos e a 
totalidade de pontos não repetidos como medida de segunda importância (em laranja), e da 
repetição de positivos como medida de terceira importância (em azul). Para a Tabela 4.12, a 
ordenação é feita com base nas seguintes medidas comparativas em ordem de importância: 
razão (em vermelho), diferença (em laranja) e repetição (azul). 
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Tabela 4.11 – Resultados de segmentação para as quatro gravações e por medidas espectrais ou 
espectro-temporais ordenadas pelo melhor desempenho de acordo com as seguintes medidas de 
comparação em ordem de importância: diferença (em vermelho), razão (em laranja), e repetição (em 
azul).  
Medida diferença razão positivos falsos2positivos repetição ambíguos
1 Escala&por&Frequência 7 0,818 9 2 0 0
2 Taxa&por&frequência 7 0,818 9 2 0 0
3 Modelo&do&córtex&auditivo 6 0,800 8 2 0 0
4 Taxa&por&escala 5 0,778 7 2 0 0
5 MFCC 4 1 4 0 0 0
6 Contorno&espectroDtemporal 4 0,833 5 1 0 0
7 Escala 4 0,750 6 2 0 0
8 Espectro&de&flutuação 4 0,750 6 2 0 0
9 Padrões&de&flutuação 4 0,750 6 2 0 0
10 Espectrograma&psicoacústico 3 0,800 4 1 0 0
11 Contorno&espectral 3 0,714 5 2 0 0
12 Espectrograma&de&Fourier 3 0,714 5 2 0 0
13 Taxa 3 0,714 5 2 0 0
14 Espectrograma&auditivo 2 0,667 4 2 0 0
Medida diferença razão positivos falsos2positivos repetição ambíguos
1 Escala&por&Frequência 6 0,875 7 1 0 0
2 Modelo&do&córtex&auditivo 6 0,800 8 2 0 0
3 Espectrograma&de&Fourier 5 0,778 7 2 0 0
4 Taxa&por&escala 5 0,778 7 2 0 0
5 Taxa&por&frequência 5 0,778 7 2 0 0
6 Padrões&de&flutuação 5 0,727 8 3 1 0
7 MFCC 4 1 4 0 0 0
8 Contorno&espectroDtemporal 4 0,833 5 1 0 0
9 Espectrograma&psicoacústico 4 0,833 5 1 0 0
10 Contorno&espectral 4 0,700 7 3 0 0
11 Escala 3 0,800 4 1 0 0
12 Taxa 3 0,800 4 1 0 0
13 Espectrograma&auditivo 2 1 2 0 0 0
14 Espectro&de&flutuação 2 0,667 4 2 0 0
Medida diferença razão positivos falsos2positivos repetição ambíguos
1 Espectro&de&flutuação 6 0,800 8 2 0 0
2 Espectrograma&de&Fourier 5 0,857 6 1 0 0
3 MFCC 5 0,857 6 1 0 0
5 Padrões&de&flutuação 5 0,692 9 4 0 0
4 Espectrograma&auditivo 4 0,833 5 1 0 0
6 Contorno&espectroDtemporal 4 0,750 6 2 0 0
7 Taxa&por&frequência 4 0,700 7 3 0 0
8 Escala 3 0,800 4 1 0 0
9 Escala&por&Frequência 3 0,800 4 1 0 0
10 Espectrograma&psicoacústico 3 0,800 4 1 0 0
11 Taxa 3 0,800 4 1 0 0
12 Taxa&por&escala 3 0,800 4 1 0 0
13 Modelo&do&córtex&auditivo 3 0,714 5 2 0 0
14 Contorno&espectral 2 0,625 5 3 0 0
Medida diferença razão positivos falsos2positivos repetição ambíguos
1 Taxa&por&frequência 6 0,875 7 1 0 0
2 Escala 6 0,75 9 3 0 0
3 Contorno&espectroDtemporal 5 1 5 0 0 0
4 Espectrograma&de&Fourier 5 1 5 0 0 0
5 Contorno&espectral 5 0,7778 7 2 0 0
6 Modelo&do&córtex&auditivo 5 0,7778 7 2 0 0
7 MFCC 4 1 4 0 0 0
8 Escala&por&Frequência 4 0,75 6 2 0 0
9 Espectrograma&psicoacústico 4 0,75 6 2 0 0
10 Taxa&por&escala 4 0,7 7 3 0 0
11 Espectro&de&flutuação 3 0,7143 5 2 0 0
12 Padrões&de&flutuação 3 0,7143 5 2 0 0
13 Taxa 3 0,6364 7 4 0 0
14 Espectrograma&auditivo 2 1 2 0 0 0
D.DPIERREDSTRAUCHD(limiarD=D7s)
ResultadosDdasDmedidasDcomparativas
ResultadosDdasDmedidasDcomparativas
C.DLAURENDRADNOFSKYD(limiar=D7s)
ResultadosDdasDmedidasDcomparativas
A.DMICHAELDBACHDD(limiarD=D5s)
ResultadosDdasDmedidasDcomparativas
B.DWALTERDGRIMMERD(DlimiarD5s)
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Tabela 4.12 – Resultados de segmentação para as quatro gravações e por medidas espectrais ou 
espectro-temporais ordenadas pelo melhor desempenho de acordo com as seguintes medidas de 
comparação em ordem de importância: razão (em vermelho), diferença (em laranja), e repetição (em 
azul). 
Medida diferença razão positivos falsos2positivos repetição ambíguos
1 MFCC 4 1,000 4 0 0 0
2 Contorno,espectro1temporal 4 0,833 5 1 0 0
3 Modelo,do,córtex,auditivo 4 0,833 5 1 0 0
4 Taxa,por,frequência 4 0,833 5 1 0 0
5 Escala,por,Frequência 7 0,818 9 2 0 0
6 Espectrograma,psicoacústico 3 0,800 4 1 0 0
7 Taxa,por,escala 3 0,800 4 1 0 0
8 Escala 4 0,750 6 2 0 0
9 Espectro,de,flutuação 4 0,750 6 2 0 0
10 Padrões,de,flutuação 4 0,750 6 2 0 0
11 Espectrograma,de,Fourier 2 0,750 3 1 0 0
12 Taxa 2 0,750 3 1 0 0
13 Contorno,espectral 3 0,714 5 2 0 0
14 Espectrograma,auditivo 2 0,66667 4 2 0 0
Medida diferença razão positivos falsos2positivos repetição ambíguos
1 MFCC 4 1 4 0 0 0
2 Espectrograma,de,Fourier 3 1 3 0 0 0
3 Espectrograma,auditivo 2 1 2 0 0 0
4 Escala,por,Frequência 6 0,875 7 1 0 0
5 Modelo,do,córtex,auditivo 5 0,857 6 1 0 0
6 Contorno,espectro1temporal 4 0,833 5 1 0 0
7 Espectrograma,psicoacústico 4 0,833 5 1 0 0
8 Escala 3 0,800 4 1 0 0
9 Padrões,de,flutuação 3 0,800 4 1 0 0
10 Taxa 3 0,800 4 1 0 0
11 Taxa,por,escala 3 0,800 4 1 0 0
12 Taxa,por,frequência 3 0,800 4 1 0 0
13 Contorno,espectral 4 0,700 7 3 0 0
14 Espectro,de,flutuação 2 0,667 4 2 0 0
Medida diferença razão positivos falsos2positivos repetição ambíguos
1 Taxa,por,frequência 3 1 3 0 0 0
2 Espectrograma,de,Fourier 5 0,857 6 1 0 0
3 MFCC 5 0,857 6 1 0 0
5 Espectrograma,auditivo 4 0,833 5 1 0 0
4 Espectro,de,flutuação 6 0,800 8 2 0 0
6 Escala 3 0,800 4 1 0 0
7 Escala,por,Frequência 3 0,800 4 1 0 0
8 Espectrograma,psicoacústico 3 0,800 4 1 0 0
9 Taxa 3 0,800 4 1 0 0
10 Taxa,por,escala 3 0,800 4 1 0 0
11 Contorno,espectro1temporal 4 0,750 6 2 0 0
12 Padrões,de,flutuação 4 0,750 6 2 0 0
13 Modelo,do,córtex,auditivo 3 0,714 5 2 0 0
14 Contorno,espectral 2 0,625 5 3 0 0
Medida diferença razão positivos falsos2positivos repetição ambíguos
1 Contorno,espectro1temporal 5 1 5 0 0 0
2 Espectrograma,de,Fourier 5 1 5 0 0 0
3 MFCC 4 1 4 0 0 0
5 Modelo,do,córtex,auditivo 2 1 2 0 0 0
4 Espectro,de,flutuação 2 1 2 0 0 0
6 Espectrograma,auditivo 2 1 2 0 0 0
7 Espectrograma,psicoacústico 2 1 2 0 0 0
8 Padrões,de,flutuação 2 1 2 0 0 0
9 Taxa,por,frequência 6 0,875 7 1 0 0
10 Contorno,espectral 5 0,77778 7 2 0 0
11 Escala 6 0,75 9 3 0 0
12 Escala,por,Frequência 4 0,75 6 2 0 0
13 Taxa,por,escala 4 0,7 7 3 0 0
14 Taxa 3 0,63636 7 4 0 0
D.DPIERREDSTRAUCHD(limiarD=D7s)
ResultadosDdasDmedidasDcomparativas
ResultadosDdasDmedidasDcomparativas
C.DLAURENDRADNOFSKYD(limiarD=D7s)
ResultadosDdasDmedidasDcomparativas
A.DMICHAELDBACHD(limiarD=D5s)
ResultadosDdasDmedidasDcomparativas
BD.DWALTERDGRIMMERD(limiarD=D5s)
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As Tabelas 4.11 e 4.12 tem resultados divergentes. Enquanto que na Tabela 4.11 
as medidas espectro-temporais apresentam melhores resultados, na Tabela 4.12 as medidas 
espectrais instantâneas predominam entre os melhores resultados. Isso indica que, dentre as 
melhores performances do algoritmo, as medidas espectrais instantâneas apresentaram menos 
resultados falsos-positivos, porém deixaram de indicar pontos de segmentação positivos. Já as 
medidas espectro-temporais tiveram o resultado oposto: indicaram um maior número de 
pontos de segmentações positivos em detrimento da supressão de falsos-positivos, e 
consequente piora na proporção entre eles. 
As Tabelas 4.13 e 4.14 mostram análises estatísticas dos resultados de 
segmentação para cada medida de áudio. A Tabela 4.13 contém estatísticas para a medida 
comparativa diferença, e a Tabela 4.14 para a medida comparativa razão.  
 
Tabela 4.13 – Análise estatística dos resultados por medida espectro-temporal ou espectral instantânea 
para as quatro gravações. As estatísticas são calculadas sobre a medida comparativa diferença. Os 
valores e medidas são ordenados de acordo com os dados da média (segunda coluna), de forma 
decrescente.  
 
Em ambas as Tabela 4.13 e 4.14, as médias melhores (primeiras linhas de cada 
sub-tabela)  são aproximadas dos valores que representam igualdade entre detecções de 
Medidas'Espectrais'/'''
Espectro/temporais
'média desvio'
padrão'
obliquidade' Medidas'Espectrais'/'''
Espectro/temporais
'média desvio'
padrão'
obliquidade'
Taxa$por$frequência 0,854 5,735 72,358 Padrões$de$flutuação 70,667 4,596 73,052
Modelo$do$córtex$auditivo 0,146 4,802 72,353 Escala$por$Frequência 71,146 9,748 73,298
Taxa$por$escala 70,958 7,098 72,765 Taxa$por$frequência 71,688 9,770 72,934
Taxa 71,438 5,787 73,064 Espectrograma$de$Fourier 71,979 8,704 73,354
Escala 71,604 6,561 72,108 Taxa 72,250 6,899 72,075
Espectrograma$psicoacústico 71,917 6,136 72,366 Modelo$do$córtex$auditivo 72,479 11,080 72,621
Padrões$de$flutuação 73,458 7,817 72,272 Escala 72,792 7,155 71,799
Escala$por$Frequência 73,708 11,715 72,918 Espectrograma$psicoacústico 72,833 5,770 71,880
Espectro$de$flutuação 73,792 7,113 71,328 Espectrograma$auditivo 72,917 4,052 71,802
Espectrograma$de$Fourier 73,813 8,100 73,393 Taxa$por$escala 73,833 10,013 71,986
Espectrograma$auditivo 74,292 4,807 71,199 MFCC 75,646 11,457 72,224
Contorno$espectro7temporal 76,521 14,415 73,058 Espectro$de$flutuação 76,313 8,721 72,164
Contorno$espectral 78,729 9,856 71,576 Contorno$espectro7temporal 77,333 16,228 72,878
MFCC 710,188 13,700 71,656 Contorno$espectral 710,542 11,185 71,802
Medidas'Espectrais'/'''
Espectro/temporais
'média desvio'
padrão'
obliquidade' Medidas'Espectrais'/'''
Espectro/temporais
'média desvio'
padrão'
obliquidade'
Padrões$de$flutuação 71,313 4,655 71,228 Espectrograma$de$Fourier 71,167 5,138 72,423
Espectro$de$flutuação 72,000 6,236 72,115 Escala 71,417 6,838 72,265
Espectrograma$psicoacústico 72,500 4,347 71,164 Espectro$de$flutuação 71,958 5,585 73,017
Espectrograma$de$Fourier 72,813 8,970 73,012 Modelo$do$córtex$auditivo 72,063 5,200 72,084
Contorno$espectro7temporal 73,125 11,511 72,518 Taxa$por$escala 72,708 7,973 72,306
Modelo$do$córtex$auditivo 73,188 7,734 72,223 Padrões$de$flutuação 72,750 7,268 72,168
Taxa$por$frequência 73,313 7,241 71,726 Espectrograma$auditivo 72,792 3,066 71,054
Escala 73,521 7,635 71,761 Taxa 73,021 6,756 72,618
Escala$por$Frequência 73,771 8,543 71,678 Espectrograma$psicoacústico 73,042 7,680 72,601
Espectrograma$auditivo 74,188 4,858 70,967 Taxa$por$frequência 73,146 6,408 71,595
Taxa$por$escala 75,375 7,166 71,544 Escala$por$Frequência 73,583 8,018 71,446
Taxa 75,438 6,684 71,359 Contorno$espectro7temporal 73,667 9,982 73,466
MFCC 77,000 10,782 71,400 Contorno$espectral 74,979 7,892 71,124
Contorno$espectral 78,667 9,561 71,358 MFCC 77,958 12,534 71,750
C.''Lauren'Radnofsky'(medida:'diferença) D.'Pierre'Strauch'(medida:'diferença)
Medida'avaliada':'Diferença
A.''Michael'Bach'(medida:'diferença) B.''Walter'Grimmer'(medida:'diferença)
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positivos e falsos-positivos (0.5 para a medida razão e 0 para a medida diferença). Ou seja, 
50% de semelhança entre segmentação automática e segmentação manual. O melhor resultado 
está na Tabela 4.14(A) com 60% de semelhança. Isso denota  que houve menor robustez do 
algoritmo para as variações paramétricas, apesar de que os melhores resultados para 
configurações paramétricas específicas mostrados nas Tabelas 4.11 e 4.12 estão entre 80% a 
87.5%, para a Tabela 4.11, e em 100% segundos os melhores resultados da Tabela 4.12.  
Como é esperado em nosso design experimental, Pression apresenta mais 
ambiguidade para o algoritmo de segmentação, conforme mostram os resultados médios das 
análises acima.  
 
Tabela 4.14 – Análise estatística dos resultados por medida espectro-temporal ou espectral instantânea 
para as quatro gravações. As estatísticas são calculados sobre a medida comparativa razão. Os valores 
e medidas são ordenados de acordo com os dados da média (segunda coluna), de forma decrescente. 
 
Segundo a Tabela 4.14, as medidas relacionadas ao Modelo do Córtex Auditivo 
obtiveram melhores resultados na correlação com a segmentação manual de Pression, 
seguidas do MFCC, das medidas espectrais instantâneas e dos Padrões de Flutuação. Os 
desvios padrão seguem aproximadamente a mesma ordem que os valores da média, sendo que 
as medidas de áudio com menores desvios padrão, são, na maioria, associadas com as 
Medidas'Espectrais'/'''
Espectro/temporais
'média desvio'
padrão'
obliquidade' Medidas'Espectrais'/'''
Espectro/temporais
'média desvio'
padrão'
obliquidade'
Taxa$por$frequência 0,600 0,158 60,877 Escala$por$Frequência 0,574 0,173 60,383
Taxa$por$escala 0,562 0,156 60,425 Taxa$por$frequência 0,555 0,168 60,510
Taxa 0,540 0,143 60,230 Modelo$do$córtex$auditivo 0,554 0,188 60,326
Escala 0,520 0,140 60,106 Taxa 0,500 0,171 60,273
Escala$por$Frequência 0,501 0,171 60,270 Taxa$por$escala 0,495 0,193 60,277
Modelo$do$córtex$auditivo 0,475 0,260 60,895 Escala 0,491 0,165 60,084
Contorno$espectro6temporal 0,436 0,164 0,549 MFCC 0,460 0,168 0,780
Espectrograma$psicoacústico 0,425 0,238 60,764 Contorno$espectro6temporal 0,441 0,165 0,023
MFCC 0,388 0,187 1,578 Padrões$de$flutuação 0,436 0,266 60,749
Padrões$de$flutuação 0,385 0,237 60,358 Espectrograma$de$Fourier 0,436 0,288 60,360
Espectro$de$flutuação 0,369 0,245 60,140 Espectrograma$psicoacústico 0,355 0,242 60,152
Espectrograma$de$Fourier 0,353 0,211 60,385 Espectrograma$auditivo 0,313 0,214 0,497
Contorno$espectral 0,353 0,152 0,497 Contorno$espectral 0,310 0,119 0,768
Espectrograma$auditivo 0,304 0,172 60,031 Espectro$de$flutuação 0,253 0,180 0,130
Medidas'Espectrais'/'''
Espectro/temporais
'média desvio'
padrão'
obliquidade' Medidas'Espectrais'/'''
Espectro/temporais
'média desvio'
padrão'
obliquidade'
Contorno$espectro6temporal 0,535 0,172 60,596 Escala 0,518 0,147 0,188
Escala 0,485 0,141 0,154 Contorno$espectro6temporal 0,491 0,198 0,681
Escala$por$Frequência 0,476 0,154 60,233 Taxa$por$escala 0,489 0,129 60,215
Taxa$por$frequência 0,472 0,158 0,477 Escala$por$Frequência 0,474 0,152 60,074
MFCC 0,439 0,166 0,653 Taxa$por$frequência 0,462 0,130 0,719
Taxa$por$escala 0,427 0,135 0,969 Taxa 0,460 0,103 60,154
Modelo$do$córtex$auditivo 0,426 0,176 60,575 Espectrograma$de$Fourier 0,452 0,309 60,096
Taxa 0,417 0,131 1,216 MFCC 0,432 0,187 1,275
Padrões$de$flutuação 0,411 0,257 60,582 Contorno$espectral 0,407 0,204 60,099
Espectro$de$flutuação 0,408 0,269 60,349 Modelo$do$córtex$auditivo 0,400 0,234 60,326
Espectrograma$de$Fourier 0,405 0,273 60,250 Padrões$de$flutuação 0,397 0,259 60,346
Espectrograma$psicoacústico 0,386 0,212 60,462 Espectrograma$psicoacústico 0,396 0,261 60,131
Contorno$espectral 0,368 0,108 0,274 Espectro$de$flutuação 0,395 0,255 60,311
Espectrograma$auditivo 0,257 0,229 0,648 Espectrograma$auditivo 0,330 0,204 0,278
A.''Michael'Bach
C.''Lauren'Radnofsky'
B.''Walter'Grimmer'
D.'Pierre'Strauch'
Medida'avaliada':'Razão
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melhores médias. A obliquidade não apresenta padrões gerais associados às medidas de áudio, 
entretanto, elas informam localmente (para cada medida de áudio) sobre a assimetria da 
distribuição. Por exemplo, os altos valores de obliquidade do MFCC condizem com o fato de 
que, apesar dessa medida ter média inferior aos resultados do Modelo do Córtex Auditivo, ela 
apresenta melhores resultados sob configurações paramétricas específicas do algoritmo de 
segmentação, como pode ser visto nas Tabelas 4.11 e 4.12.  Vale ressaltar que a Tabela 4.14 
está associada à medida comparativa razão, que apesar de sinalizar a robustez da medida, não 
dá indícios sobre o número de pontos de segmentação.   
Na Tabela 4.13, obtivemos resultados menos regulares comparativamente com a 
Tabela 4.14. Apesar das medidas espectro-temporais serem predominantes entre os melhores 
resultados da média, ao menos uma medida espectral instantânea também apresenta resultado 
significativo. Outras particularidades são que os Padrões e o Espectro de Flutuação estão 
entre as medidas de melhor desempenho, e as medidas de redução estatística (Contorno 
Espectral e Espectro-temporal) estão, na maioria das vezes, entre os piores resultados, com 
exceção para a sub-tabela 4.13(C) relativa à gravação de Lauren Radnofsky.  O MFCC tem 
média baixa, mas alto desvio padrão (que também corrobora com os bons resultado na Tabela 
4.11) evidenciando que essa medida sofre maior impacto da variação dos parâmetros do 
algoritmo de segmentação. Na Tabela 4.13 todos os valores de obliquidade são negativos 
indicando que o âmbito de valores abaixo da média é maior do que o âmbito acima da média 
e, logo, que uma pequena parcela de combinações paramétricas do algoritmo apresentaram 
bons resultados. 
Resumidamente, segundo os resultados obtidos nas Tabelas 4.11 à 4.14, 
observamos que:  
• De maneira geral as medidas derivadas do Modelo do Córtex Auditivo tiveram 
melhor desempenho.  
• Diferentemente da análise de Innermost Man a dimensão espectral do Modelo 
do Córtex Auditivo não acarretou piora no desempenho das medidas 
combinadas, ainda que o desempenho do Espectrograma Auditivo tenha sido 
ruim.  
• O MFCC apresentou baixa identificação de picos positivos, e pouca robustez 
para variação de configuração paramétrica do algoritmo.  
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• As medidas Padrão e Espectro de Flutuação, bem como as medidas espectrais 
instantâneas podem apresentar um alto índice de detecção positivos, mas 
também são suscetíveis a altos índices de falsos-positivos.  
• A medida proposta por nós, o Contorno Espectro-temporal, apresenta um baixo 
índice de detecção de falsos-positivos, mas detecta poucos positivos.  
 
Com o intuito de analisar as configurações dos picos de segmentação detectados,  
a Figura 4.13 mostra o histograma dos resultados de segmentação para cada gravação e cada 
qual com as medidas de áudio que obtiveram a melhor média de resultados, segundo das 
Tabelas 4.13 e 4.14. Para os casos em que os melhores resultados entre as tabelas não 
coincidem, selecionamos a medida de áudio que esteja melhor posicionada em ambas as 
tabelas. Portanto, para as medidas relativas à gravação de Lauren Radnofsky foi escolhido o 
Contorno Espectro-temporal, que se encontra na primeira e quinta posição; e para a gravação 
de Pierre Strauch foi escolhida a medida Escala, que se encontra na primeira e segunda 
posição. 
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Figura 4.13 – Histogramas da segmentação para cada gravação com as medidas com melhores 
resultados segundo as Tabelas 4.10 e 4.14 
 
 
Nos gráficos da Figura 4.13, os picos azuis ordenados alfabeticamente do B ao L 
correspondem aos positivos (isto é, picos correspondentes aos pontos de segmentação manual) 
e sua nomenclatura corresponde as seções para as quais eles  marcam o início. Os picos 
vermelhos correspondem aos falsos-positivos. A variação dos picos azuis na abscissa é devido 
as diferenças de proporções das durações das seções em cada interpretação de Pression (vide 
Tabela 4.10 e Figura 4.12). A magnitude dos picos indica o número de detecções positivas 
acumuladas para todas as combinações paramétricas do algoritmo, fixando apenas as medidas 
espectrais ou espectro-temporais correspondentes a cada gráfico.  
É notório que certos pontos de segmentação são mais recorrentes em muitas das 
configurações paramétricas do algoritmo e, portanto, são indícios de uma alteração sonora 
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mais significativa causada pela mudança dos tipos gestuais em Pression, por exemplo, os 
picos positivos E, H, J e K.  
O pico positivo G é bastante expressivo apenas para a gravação de Walter 
Grimmer, e A e B o são para a gravação de Lauren Radnofsky, o que pode denotar diferentes 
ênfases nas interpretações que alteraram o resultado sonoro significativamente, ou mesmo 
denotar a influência dos processos de gravação no som resultante. 
As siglas V1, V2, V3, V4 e V5 na Figura 4.13 nomeiam picos falsos-positivos tão 
salientes quanto, ou em alguns casos mais do que, os picos de segmentação considerados 
positivos, e que estão presentes nos gráficos das quatro gravações, e portanto, são 
independentes de diferenças interpretativas das peças. Tal característica mostra que existem 
significativas alterações de estados sonoros que não são correspondentes às mudanças de tipos 
gestuais da partitura, e são possivelmente orientadas pelas alterações paramétricas dos tipos 
de gestos. V4 nomeia uma região com dois picos, para os quais existe apenas um pico 
correspondente no gráfico relativo à gravação de Michael Bach. 
Através da análise da partitura em conjunto à análise auditiva das gravações, 
detectamos as alterações gestuais correspondentes a esses picos (Tabela 4.15).  
Pico negativo Localização na 
partitura 
Descrição da alteração gestual 
V1 página 2, sistema 1, 7ª 
marcação de semínima 
Pausa do gesto inicial: raspagem 
contínua do arco sobre e cavalete. E 
simultânea  alteração de um segundo 
gesto sobreposto: raspar as unhas em 
umas das cordas -> raspar a unha em 
duas cordas.  
V2 página 4, sistema 3, 
trecho com marcação 
para durar 1 segundo 
Momento de longa sustentação do 
gesto da seção D: arcada com muita 
pressão sobre as cordas depois do 
cavalete. Alteração consiste no uso 
desse gesto de forma segmentada, 
entre pausas, para sua sustentação 
durante 1 segundo.  
V3 Página 6, sistema 1, 2ª 
marcação do grupo de 3 
semínimas.  
Início de um gesto predominante na 
seção G: tocar com arco sobre 
estandarte, após gesto de ruptura 
inicial: golpe com a mão sobre as 
cordas seguido de raspagem em 
movimento alternado (‘vai-e-vem’). 
V4 Página 7, sistema 3, 1ª 
semínima; e sistema 4, 2º 
grupo de  3 semínimas.  
O primeiro pico é ‘resultante da 
alteração de corda a ser tocada pelo 
arco (material da seção I). Há uma 
drástica alteração de registro da nota 
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resultante para a região grave.  
O segundo pico é resultante da entrada 
do glissando em arco que realiza uma 
ponte, um gesto de passagem, para a 
próxima seção para a seção J. 
V5 Página 9, sistema 3, 1º 
grupo de 3 semínimas 
Som sobressaliente, em fortíssimo, 
mas isolado. É obtido com a 
combinação de 2 gestos físicos: 
ricochete do arco col legno sobre as 
cordas justaposto de um pizzicato em 
três cordas soltas com harmônicos 
gerados pelo contato permanente da 
madeira do arco com as cordas.  
Tabela 4.15 – Identificação dos gestos correspondentes às alterações sonoras detectadas como falsos-
positivos na Figura 4.13. 
 
Os picos V1, V2 , e o primeiro pico de V4 correspondem com momentos de 
alteração sonora causadas por alterações paramétricas dos gestos, que são consequências do 
desenvolvimento do material da respectiva seção. Por exemplo: sustentação versus 
segmentação do gesto, para V2 e V1 (vide Tabela 4.15); mudança de registro espectral para o 
primeiro pico de V4.  
Já o pico V3, o segundo pico de V4 , e o pico V5 mostram elementos 
gestuais/sonoros introduzidos como demarcação de segmentos da forma. Por exemplo, V3 
indica o inicio do material desenvolvido na seção G após um gesto de ruptura que marca a 
mudança entre seções (elemento T2 descrito no subcapítulo 4.2.1). A Figura 4.13 mostra que 
esse pico na curva de novidade é mais recorrente para as gravações de Michael Bach e Lauren 
Radnofsky, enquanto que para as análises das gravações de Walter Grimmer e Pierre Strauch 
o pico na curva de novidade gerado pelo gesto de introdução/ruptura é mais recorrente. 
É interessante notar que as medidas de áudio associadas às gravações de Bach e 
Radnofsky na Figura 4.13 preservam os componentes temporais da dimensão Taxa do Modelo 
do Córtex Auditivo, enquanto que nas medidas associadas às análises da gravações de 
Grimmer e Strauch esses componentes foram removidos.  Tal característica é coerente pois o 
gesto de introdução da seção tem alta taxa de modulação temporal (pizzicatos e raspagem 
alternada no corpo do violoncelo), enquanto que o material seguinte é um pedal estático 
(arcada contínua sobre o estandarte) e sua principal característica é definida pela distribuição 
espectral, o que justifica a diferença nas recorrência dos picos G e V3, indicada no parágrafo 
anterior.  
O material relativo ao segundo pico de V4 é também uma ponte de passagem 
entre as seções I e J  (elemento T3 descrito no subcapitulo 4.2.1) em que o parâmetro de um 
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gesto é modulado até atingir o ponto de início do material seguinte (vide Tabela 4.15). V5 
consiste em um gesto isolado, uma marcação que anuncia o final da peça. 
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5. DISCUSSÃO E PROJEÇÕES FUTURAS 
Na pesquisa reportada nessa tese, investigamos a aplicação de uma medida de 
áudio espectro-temporal baseada em estudos neurofisiológicos do sistema auditivo humano 
para segmentação automática de música, especificamente para o repertório de músicas feitas 
com sons não redutíveis ao conceito de nota musical. Denominamos essa medida de áudio em 
nosso trabalho de Modelo do Córtex Auditivo da qual também derivamos medidas espectrais 
instantâneas e espectro-temporais baseadas na redução de dimensionalidade da medida 
original, bem como em uma proposição nossa de redução estatística (número de parâmetros) 
do Modelo do Córtex Auditivo. Comparamos os resultados dessas medidas com a aplicação 
de medidas espectrais instantâneas e espectro-temporais encontradas em trabalhos da área de 
MIR. Para isso aplicamos um algoritmo de segmentação para  a análise de duas músicas 
instrumentais do repertório supracitado: Innermost Man, para soprano e 4 conjuntos 
instrumentais do compositor Dmitri Kourliandsky; e Pression, para violoncelo do compositor 
Helmut Lachenmann. Os resultados das segmentações automáticas foram confrontados com 
segmentações manuais das obras com base nas partituras.  
Em suma, as contribuições trazidas por nossa pesquisa são:  
• a proposição da aplicação de uma medida de áudio espectro-temporal baseada 
em um modelo da resposta do sistema auditivo central, especificamente da 
resposta das células do córtex auditivo primário; 
• a proposição de uma medida de áudio baseada na redução estatística do 
modelo acima; 
• um primeiro experimento comparativo sobre a aplicação dessas medidas que 
mostraram resultados promissores, sob o contexto da segmentação automática 
de música feita com sons não redutíveis ao conceito de nota musical; 
• duas análises musicais de duas peças do repertório de música de concerto pós 
segunda metade de século XX.  
• Um texto de explicação extensiva, com ênfase didática, sobre os métodos 
computacionais empregados na tese. 
Segundo nossa metodologia e design experimental detalhados no Capítulo 3, a 
primeira obra analisada foi usada como validação do algoritmo, pois consideramos tratar de 
um caso simples, em que todas as medidas apresentariam bons resultados, de acordo com os 
pressupostos de concepção do algoritmo. A segunda obra foi usada como o caso mais 
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informativo para comparação de desempenho entre medidas de áudio, pois a obra escolhida 
apresenta maior complexidade e ambiguidade em relação aos pressuposto de concepção do 
algoritmo de segmentação automática. 
Nossos resultados, detalhados no Capítulo 4, indicam que, como suposto 
inicialmente,  a medida de áudio Modelo do Córtex Auditivo e suas derivações tiveram 
melhores resultados para a tarefa de segmentação automática. Para a análise da gravação de 
Innermost Man as medidas derivadas do Modelo do Córtex Auditivo que incluíram a 
dimensão de frequência espectral tiveram desempenho baixo, o que não ocorreu para as 
análises de Pression. Uma justificativa plausível para essa constatação é que a distribuição de 
energia no espectro de frequências é mais significativo na estruturação da forma em Pression 
do que em Innermost Man. As dimensões Escala e Taxa isoladamente não associam 
diretamente a energia do sinal com valores de frequência espectral e, portanto, quando essa 
informação não é associada à segmentação formal das obras, como no caso de Innermost 
Man,  torna-se ruído informacional que reduz a acurácia do algoritmo.  
Nossos resultados sugerem que a afirmativa de Klien, Grill e Flexer (2012), que 
mostram que os Padrões de Flutuações são mais informativos do que os MFCC (Pires, 2011), 
é dependente das características da obra musical analisada. Para a análise de Innermost Man 
nossos resultados corroboram com os de Klien, Grill e Flexer (2012), entretanto para a análise 
de Pression os contradizem. Isso sugere que, para Innermost Man, a modulação de amplitude 
dos componentes espectrais é mais informativa do que a energia de componentes da 
envoltória espectral (MFCC). Os resultados da segmentação de Pression mostram que o 
MFCC apresentou melhor desempenho principalmente no que concerne a proporção entre 
positivos e falsos-positivos. Ainda que a média de identificação de positivos (minimizando os 
falsos-positivos, isto é, a medida comparativa diferença) seja maior para os Padrões de 
Flutuação, os resultados para configurações paramétricas ótimas do algoritmo usando o 
MFCC superam os Padrões de Flutuação.  
Esses resultados demostram que as dimensões: frequência espectral, envoltória 
espectral, e coeficientes espectro-temporais (de modulação de energia do espectro) têm 
relevância diferenciada para cada música analisada. Ou seja, a determinação da forma musical 
pode estar associada com o controle desses componentes sonoros em maior ou menor 
proporção.  Isso sugere que a análise e a ponderação dos principais componentes espectrais e 
espectro-temporais previamente à aplicação do algoritmo de segmentação pode ampliar os 
resultados positivos para casos de músicas com maior complexidade estrutural, como em 
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Pression. Se esse recurso for aplicado para a medida de áudio Modelo do Córtex Auditivo, que 
em nossas pesquisa mostrou melhor desempenho, isso significa automatizar o processo de 
redução de dimensionalidade, eliminando parcialmente do método a necessidade de escolha 
da medida de áudio (a não ser para outros estudos de avaliação de medidas de áudio). A 
implementação desses procedimentos e testes é um dos interesses de continuidade dessa 
pesquisa. 
É interessante observar que a medida de áudio Espectrograma Auditivo teve 
sistematicamente o pior desempenho dentre as medidas espectrais instantâneas, ainda que as 
medidas derivadas dela (o Modelo do Córtex Auditivo e suas reduções) tenham tido os 
melhores desempenhos. Atribuímos o desempenho ruim ao pequeno âmbito de frequências ao 
qual a implementação do espectrograma auditivo recorre. Contudo, o bom desempenho do 
Modelo do Córtex Auditivo mostra que os componentes espectro-temporais (Taxa) e a 
decomposição da envoltória espectral (Escala), mesmo relacionados a uma pequena faixa 
espectral, são altamente informativos. Uma das possíveis etapas de continuidade dessa 
pesquisa é aumentar o âmbito de frequências do Espectrograma Auditivo que pode levar a 
resultados ainda melhores para o Modelo do Córtex Auditivo, ainda que isso implique em 
considerável aumento do processamento computacional.  
A medida proposta por nós, o Contorno Espectro-temporal, teve desempenho, na 
maioria das vezes, abaixo da medida sobre a qual o calculamos, o Modelo do Córtex 
Auditivo. Isso mostra que os detalhes da configuração espectro-temporal dos sons são mais 
informativos do que seus aspectos gerais. Independente dos resultados por nós obtidos nesse 
estudo,  o desenvolvimento de diferentes medidas extraídas a partir do Modelo do Córtex 
Auditivo, dedicadas a tarefas específicas, é um campo de pesquisa a ser explorado visto que, 
para determinados fins, a extração de certas características da representação espectro-temporal 
pode ser mais informativa do que o modelo completo.  
Outro campo de continuidade da pesquisa reside em criar alternativas para a 
metodologia de segmentação musical que se baseia na identificação de regiões de estabilidade 
de parâmetros sonoros, o que faz dela imprópria para a aplicação em obras com outros tipos 
de organização da forma musical, por exemplo, obras em que os elementos sonoros 
contribuam para a criação de perfis de evolução dos parâmetros sonoros, ou obras em que 
haja uma polifonia de elemento sonoros de características distintas. Tais casos dependem da 
elaboração de outros tipos de algoritmos de análise. Além disso, uma investigação sobre o 
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impacto das medidas espectro-temporais nesses contextos, e principalmente da medida 
Modelo do Córtex Auditivo, é um campo de investigação ainda não explorado.  
Procedimentos de anotação automática aplicados à música que não se estrutura 
sobre o conceito de nota musical, bem como à música de concerto dos séculos XX e XXI, são 
um campo de investigação pouco explorado em comparação às pesquisas em MIR, e com 
grande potencial de impacto para a comunidade relacionada a esta prática musical. Para 
aumentar o impacto social dessas pesquisas é necessário tornar as ferramentas tecnológicas 
mais acessíveis. Nesse sentido, é preciso desenvolver técnicas para diminuir o número de 
parâmetros dos algoritmos bem como deixá-los mais intuitivos, sem que haja necessidade de 
conhecimento aprofundado sobre o modus operandi  dos programas para se fazer  uso correto 
deles. Outra frente de trabalho é a produção de programas com interfaces gráficas intuitivas, 
ou códigos que funcionem como partes independentes (plugins) que possam ser associados a 
projetos maiores. Por fim, as interfaces de visualização para os dados extraídos dos modelos 
analíticos também são um campo de desenvolvimento interessante para os métodos de análise 
semiautomáticos, fortalecendo processos de reavaliação e direcionamento tanto das análises 
computacionais quanto as interpretações dos analistas sobre o conteúdo musical.  
 
 
!.
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APÊNDICE I - Definição do Modelo do Córtex Auditivo 
 
O presente texto especifica a formulação matemática da medida de áudio Modelo 
do Córtex Auditivo, introduzida no subcapítulo 3.1.2.2 desta tese.  O texto abaixo é uma 
tradução da descrição do modelo matemático feita por Mesgarani (2005, pp.5-7).  
 “Especificamente, o modelo do córtex auditivo empregado aqui é 
matematicamente equivalente a uma Transformada wavelet bidimensional do espectrograma 
auditivo, com uma wavelet mãe espectro-temporal semelhante a uma função de Gabor 
espectro-temporal  bidimensional. Computacionalmente, este estágio o conteúdo de 
modulação espectral e temporal do espectrograma auditivo via um banco de filtros seletivo a 
modulações (wavelets) centralizados em cada frequência ao longo do eixo tonotópico. Cada 
filtro é ajustado (Q=1) para um âmbito de modulações temporais, também referidas como 
taxas ou velocidas (rate or velocities) (w em Hz) e modulações espectrais, também referidas 
como densidades ou escalas (densities or scales) (Ω, !"!!"!#$%/!"#$%$). (...) 
Nós assumimos uma banco de STRF seletivos a direção ( Spectro-temporal 
Response Fields – a resposta de um impulso espectro-temporal de Gabor, ou wavelet) que são 
funções reais formados pela combinação de duas funções complexas de tempo e frequência. 
Isto é consistente com resultados de experimentos fisiológicos que mostram que a maioria dos 
STRF no córtex auditivo primário possui a propriedade de separabilidade  por quadrante 
(quadrant separability).  !"#$! = !ℜ{!!"#$ !; ! ,! ∙ !!"#$% !; !Ω,! } A.1 !"#$! = !ℜ{!!"#$∗ !; ! ,! ∙ !!"#$% !; !Ω,! }  
Em que, ℜ denota a parte real, * o conjugado complexo, !!e Ω a velocidade (taxa) 
e a densidade espectral (escala) parâmetros dos filtros, e ! e ! são as fases características que 
determinam o grau de assimetria ao longo do tempo e da frequência, respectivamente. As 
funções !!"#$ !!! !"#$% são sinais analíticos (um sinal que não tem componentes de frequência 
negativos) obtidos de ℎ!"#$ !!!ℎ!"#$%: 
 
!!"#$ !; ! ,! = !ℎ!"#$ !; ! ,! + ! !ℎ!"#$ !; ! ,!  A.2 
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!!"#$% !; !Ω,! = !ℎ!"#$% !; !Ω,! + !!ℎ!"#$% !; !Ω,!   
Em que ∙ denota a transformada de Hilbert. ℎ!"#$!!!ℎ!"#$% respostas espectrais e 
temporais de impulso definidas pela função base senoidalmente interpolada  ℎ!(∙) (segunda 
derivativa de uma função Gaussiana) e ℎ! ∙  (função Gamma), e suas transformadas Hilbert:  ℎ!"#$ !; ! ,! = !ℎ! !; ! !"#$ + !ℎ!"#$ !; ! !"#$ A.3 ℎ!"#$% !; !Ω,! = !ℎ! !; !Ω !"#$ + !ℎ!"#$% !; !Ω !"#$  
As respostas de impulso para diferentes escalas e taxas são dadas por dilatação: ℎ! !; ! = ! ℎ!(!") A.4 ℎ! !; !Ω = !Ωℎ!(Ωf)  
Então, a resposta espectro-temporal para um espectrograma de entrada!! !, !  é 
dada por:  !!(!, !;!,!;!,!) != !!(!, !) !∗!,! !!"#$!(!, !;!,!;!,!) A.5 !!(!, !;!,!;!,!) != !!(!, !) !∗!,! !!"#$!(!, !;!,!;!,!)  
em que ∗!,! denota  convolução em relação a ambos !!!!!.  É útil computar a resposta 
espectro-temporal !±(∙) em termos de magnitude e fase dos filtros seletivos pra movimentos 
ascendentes (+) ou descendentes (-). Para isso, os filtros espaciais ou temporais ℎ!"#$ e ℎ!"#$% 
podem ser equivalentemente expressados na forma analítica baseada em wavelets ℎ!" ∙ !!!ℎ!" ∙ , como: ℎ!" !; ! = !ℎ! !; ! + ! !ℎ! !; !  A.6 ℎ!" !; !Ω = !ℎ! !; !Ω + !!ℎ! !; !Ω   
A resposta complexa para os filtros seletivos a movimentos ascendentes ou 
descendente, !!(∙) e !!(∙) é então definida como: 
 !!(!, !;!,!) != !!(!, !) ∗!" [ℎ!"∗ (!;!)ℎ!"(!;!)] A.7 !!(!, !;!,!) != !!(!, !) ∗!" [ℎ!"(!;!)ℎ!"(!;!)]  
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em que * denota o conjugado complexo. A resposta cortical para todas as fases características ! e ! podem ser facilmente obtidas  de !!(∙) e !!(∙) como se segue:  !!(!, !;!,!;!,!) = |!!|!"#(∠ !! !− ! − !) A.8 !!(!, !;!,!;!,!) = |!!|!"#(∠ !! + ! − !)  
Em que  | ! ∙ ! | denota a magnitude e  ∠! ∙! a fase. A magnitude e a fase !!(∙) e !!(∙)  
tem interpretação física: em qualquer tempo t  para todos os STRFs ajustado para o mesmo 
(!,!,!), aqueles com simetria!! = !! ∠ !! + ∠ !! !!! = !! ∠ !! − !∠ !!  têm a máxima 
resposta ascendente e descendente de !!! !!! !!!! .  (...) 
 (...). Todos os parâmetros deste modelo são derivados de dados fisiológicos de 
animais  e dados psicoacústicos de humanos.  
 Diferentemente de medidas (de áudio) convencionais, têm múltiplas escalas de 
resolução de tempo e espectral.  Algumas respondem para mudanças rápidas outras são 
ajustadas para padrões de modulação lentos.”  $
 
