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Abstract—In non-destructive testing and evaluation,
microwave-based synthetic aperture radar (SAR) imaging
have shown great potential in the detection of defects on buried
objects such as pipes. However, due to pipe curvature and high
standoff distance when inspecting an insulated pipe, the useful
defect information used to characterise the pipe image is lost as
a result of low signal-to-noise ratio (SNR) resulting in a blurred
and unfocused image. In this paper, we proposed a robust
microwave-based SAR imaging using autofocus range-Doppler
algorithm (RDA) for the inspection of an insulated pipe.
Singular value decomposition (SVD) is used to mitigate the
effect of the insulation layer by removing dominant singular
values that characterise the insulation layer, and the autofocus
RDA is designed to refocus the SAR image using RDA residual
refocusing. SNR, improvement factor (IF) and squared error
(SE) are used to evaluate the qualitative image information of
the defect on the pipe. Experimental results showed the efficacy
of the method in detecting defects on an insulated pipe, in
particular, a significant reduction in the noise content of the
image compared to the known SAR Omega-k algorithm. It was
found that the autofocus RDA gave higher values of SNR and
IF (3 dB and 6 dB) compared to the Omega-k algorithm (-1 dB
and 2 dB) respectively.
Index Terms—Autofocus RDA, image reconstruction, improve-
ment factor, pipeline inspection, signal-to-noise ratio (SNR),
singular value decomposition (SVD), Synthetic Aperture Radar
(SAR).
I. INTRODUCTION
IN the transportation of oil and natural gas, pipelines arethe most efficient and economical way used to transport
fluid across the globe. It provides an alternative transportation
system that is easier and more effective than the conventional
methods of using vehicles [1]. However, as the number of
pipelines increases, the pipes become vulnerable to attack
by both internal and external defects, third-party damage
and manufacturing flaws especially when the pipes are either
insulated or buried underground [2]. This may lead to leakages
threatening the development of the national economy, lives and
properties. To forestall the occurrence of these leakages, regu-
lar inspections of pipelines are needed to ensure the health and
safety of the pipes. These inspections are normally carried out
using non-destructive testing and evaluation (NDT&E) [3]. In
the area of NDT&E, a range of inspection methods are avail-
able for pipeline integrity that include ultrasonic technique
[4] [5], pulsed eddy current [6] [7], magnetic flux leakage
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(MFL) [8] [9], and electromagnetic acoustic transducers [10].
While tremendous progress has been made on mainline piping
systems, which are conventionally piggable, a key difficulty
facing pipeline integrity personnel has been the ability to
inspect and gather data on pipelines that are unpiggable or
hard to navigate due to the smaller size of the pipes usually
installed in the cities. Inspection tools must navigate these
lines and accurately measure the size and specific location
of all defects. In such areas, surface inspection of the pipes is
employed. Microwave NDT&E technique is one of the popular
methods for pipeline surface inspection using methods such as
ground penetration radar (GPR) [11], synthetic aperture radar
(SAR) [12]. They are non-contact inspection methods and have
since become hotspots in the pipeline industry because of its
simplicity, high detection efficiency and most of them do not
require an excitation source [13].
For the inspection of an insulated pipe, the pipe curvature
and high standoff distance are among the major challenges that
need to be mitigated; otherwise, the defect information is lost
making the pipe image to be blurred and unfocused. Regarding
the pipe curvature, a robust technique is needed for the
inspection as the surface of the insulated pipe is no longer flat.
This is because for the same inspection angle in the specimen,
the full skip distance of the probes will always be bigger in a
pipe than in a flat plate and it increases with a decrease in the
pipe diameter. As for the insulated pipe, the additional layer
increases the standoff distance making the defect character-
isation difficult. Several methods were proposed to compen-
sate for these challenges quantitatively and qualitatively [3].
Quantitative analysis uses inverse methods that are generally
nonlinear to get the electrical and mechanical distribution,
size, shape and location of the defect. Successive iterations are
used to linearize the nonlinear inverse problem using different
approximation methods such as Gauss-Newton method [14],
distorted Born iteration [15], and sparsity regularisation [16].
The drawbacks of these techniques include computational time
to achieve an optimised solution and the complexity of the
method. In qualitative analysis, the reflectivity information is
used to get a qualitative image of the defects. In most cases,
the technique uses migration-based algorithms for the defect
image reconstruction performed either in time domain (time
shift) or frequency domain (phase shift). Microwave imaging
method using chirp scaling, frequency-wavenumber (ω − k),
range-Doppler algorithm (RDA), and matched filter are all
qualitative imaging methods [17]. In [18], a two-dimensional
microwave imaging of irregular shaped metal targets to obtain
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the full 2-D geometry of the target was proposed. The method
uses the X-band frequency range for the near-field target
imaging.
Despite the aforementioned developments in microwave
non-destructive imaging method, there are few microwave
SAR techniques used in layered media to appropriately com-
pensate for the pipe curvature and high standoff distance
introduced by the insulation layer. In [11], a robust adaptive
detection method for buried pipes using GPR was proposed to
enhance the signal of interest and reduces the layer contribu-
tion. This reduces the probability of false arm (PFA). In [19],
a new microwave radar imaging prototype has been developed
for inspecting wood material. It is based on a set of custom
antennas positioned in proximity to the sample, and a hardware
design to reconstruct tomographic maps of a wooden slab or
a tree trunk. The data inversion has been obtained by using
a two-step procedure combining a qualitative approach, with
a quantitative approach based on an inexact-Newton method.
In [3], a robust method was proposed to compensate for
the electrical, physical and inhomogeneous properties of the
layer using two approaches of piecewise SAR (PW-SAR) and
Wiener filter-based SAR (WL-SAR). PW-SAR was used to
account for the electrical and physical properties of the layer
while WL-SAR was used to account for multiple reflections
and signal attenuation of the electromagnetic signal as a result
of the inhomogeneity of the layer. Both approaches use the
ω − k algorithm and the targeted application was to detect
rebar embedded in a layered media. The approaches imaged
the rebar showing the worn out areas. However, when tiny
defects/cracks need to be detected, ω − k algorithm as used
in [3] may not be a good choice because the Stolt mapping
(SM) interpolation used in ω−k algorithm amplifies the noise
content and the small motion error in the raw data and this
brings an extra RCM-error [20]. Also, the sample used in
[3] is rebar and therefore, the method does not consider the
curvature and defect shape which need to be considered in
pipeline inspection.
To address the problems of ω−k algorithm’s limitation, this
paper proposed a new approach using SVD-autofocus RDA
SAR-based microwave imaging for pipeline inspection under
an insulation media. SVD has been used previously in GPR
to improve the SNR of the SAR images by decomposing
the image into several Eigen-images [21]. It has also been
used in through-the-wall radar imaging (TWRI) to remove
the wall clutter and to detect behind-the-wall targets from B-
scan images [22]. In [23], an SVD-based method was used to
mitigate the wall clutter in the image based on the fact that the
wall reflections reside in the first Eigen-images and the target
reflections span several Eigen-images. Based on the insulation
layer structure and the curvature characteristics of the pipe,
singular value decomposition (SVD) is used to suppress the
effect of the insulation layer, and autofocus range-Doppler
algorithm (RDA) is designed to refocus the SAR image. The
method proves to be robust for inspecting insulated pipe to
reveal the qualitative image of the defect shape and location.
This is because the RDA residual refocusing ensures that the
inherent noise in the raw data is compensated, eliminates the
effect of the pipe curvature and not amplified as with the
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Fig. 1. Block diagram microwave SAR imaging for pipeline inspection using
autofocus range-Doppler algorithm.
case of SM interpolation used in the ω − k algorithm. The
method also reduces the system complexity as well as the
processing time of the reconstructed pipe image compared to
other approaches such as the ones used in [3].
The remaining part of the paper is organized as follows:
Section II describes the system and methods for autofocus
RDA SAR-based pipeline inspection. In Section III, the results
and discussion are presented based on experimental validation
of the approach. The conclusion and future work are presented
in Section IV.
II. SYSTEM AND METHODS FOR AUTOFOCUS RDA
SAR-BASED PIPELINE INSPECTION
This section introduces the microwave-based SAR system
configuration, the influence of the insulation layer, and the
SVD-RDA method to reconstruct the image of the insulated
pipe. The SVD is used to mitigate the effect of the insulation
layer, and autofocus RDA is designed to refocus the SAR
image using RDA residual refocusing.
A. Design of Microwave NDT based SAR System
The design of the microwave-based SAR system using
autofocus RDA follows the procedure shown in Fig. 1. It
started with the raw data acquisition from the vector network
analyser (VNA) in spatial domain. The sensor used is an
open-ended waveguide (OEW) operating at X-band, Ku-band
and K-band. For the signal processing, the received signal
is converted to frequency domain (spectral domain). SVD is
used to suppress or mitigate the effect of the insulation layer,
and the output of the SVD is then refocused using RDA. The
combination of SVD-RDA is termed autofocus RDA because
the focusing is automatically done in these two processes.
The SAR image is formed by taking the product of the range
profile with the corresponding cross-range profile. To evaluate
the performance of the technique against other known SAR
techniques, the SNR, improvement factor (IF) and square error
are used to show the strength of the autofocus RDA in dealing
with the pipe curvature and high standoff distance.
For the microwave SAR system configuration, the choice
for the operational mode of the SAR geometry depends on
the targeted application [24]. In our previous work in [12],
broadside target was developed for a point target on a flat
surface as shown in Fig. 2 (a). In the model, the SAR system
moves along the cross-range axis (u-axis) from position −L
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Fig. 2. Microwave SAR system configuration (a) flat surface, (b) curved surface.
to +L. The cross-range axis is parallel to the ground along the
range axis (y-axis), and the target is buried under an insulation
layer. An OEW is used as the transmit/receive antenna to
transmits the signal s(t) towards the target at a position of
(u0, y0). The signal gets refracted/reflected by the insulation
layer while the remaining part of the signal penetrates through
it reaching the target. The signal is then reflected by the target
characterised by the target reflectivity coefficient αm. The
insulation layer is assumed to be homogeneous with uniform
dielectric constant, and the signal is transmitted perpendicular
to the tangent surface of the insulation layer. The received
signal can be modelled using plane wave Fresnel transmis-
sion/reception coefficient obtained from Maxwell’s equations
[22]. The received signal can be expressed as
srm(t) = αmst(t− τm(u, y)) (1)
srm(t) =αmxr(ty − τm(u, y))ejpiKr(ty−τm(u,y))2
xu
(
tu − u0
V
)
e
−j4pi
λ τm(u,y)
(2)
where αm is the reflectivity coefficient, st is expressed in
terms of the envelopes of the transmitted signal in range
(xr(.)) and cross-range axis (xu(.)), V is the radar radial
velocity, Kr is the range wave number, λ is the wavelength
and, τm(um, ym) is the time delay between the transmitter to
the target and back at the receiver and is given by
τm(u, y) =
2Rm,air
c
+
2
√
Rm,wall
c
+
2Rm,target
c
(3)
where Rm,air, Rm,wall and Rm,target are the range with
respect to air, wall and the target,  is the dielectric constant
of the insulation layer and c is the speed of light.
The distances Rm,air, Rm,wall and Rm,target can be esti-
mated using
Rm,air =
yair
cos(θair(u0,y0))
Rm,wall =
ywall
cos(θwall(u0,y0))
Rm,target =
ytarget
cos(θtarget(u0,y0))

(4)
where yair is the standoff distance between the antenna and the
insulation layer, ywall is the thickness of the insulation layer
and ytarget is the distance between the wall and the target.
The reflection coefficient αm taken into account the dielec-
tric constant is given by [22]
αm =
ρ(1− e−2j
√
kmywall)
1− ρ21− e−2j√kmywall (5)
where km = wm/c defined the wave number and ρ is the local
Fresnel reflectivity coefficient given by
ρ =
1−√
1 +
√

(6)
In the case of pipeline inspection where the layer is curved
and not flat as shown in Fig. 2(b), the derivation for the model
thus far has to be modified. The surface (i.e. the insulation
layer) is curved along the pipe and we assumed that there
is no any layer between the insulation and the pipe (target);
hence, ytarget becomes zero. The same modelling used for the
flat surface can then be applied since Rm,air and Rm,wall are
unique for each position. The only variables that are affected
are the yair and ywall which will be compensated as will be
shown later. The same formulation therefore holds and the
target layer is eliminated. Thus, for the signal modelling of
the curved surface, the following relationships are obtained:
τm(u, y) =
2Rm,air
c +
2Rm,wall
c
Rm,air =
yair
cos(θair(u0,y0))
Rm,wall =
ywall
cos(θwall(u0,y0))

(7)
The received signal is (2) is then converted to frequency
domain using discrete Fourier transform (DFT) at a given SAR
position m using
Srm(fu, fy) =αmXr
(
fr
Kr
)
Xu
(
fr − fdc
Ku
)
e
−jpi
 f2r
Kr
+
2pifu(u0+uc)
V
4piRm
λ Θ(fu,fy)
 (8)
where fu is the cross-range Doppler frequency, fr is the range
frequency, fdc is the Doppler centroid frequency, Rm is the
superposition of Rm,air and Rm,wall, Ku is the cross-range
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FM rate and Θ(fu, fy) is the phase of a single sinusoid given
by
Θ(fu, fy) =
√(
1 +
fr
fu
)2
− sin2 θ forfr ∈
[
−W
2
,
W
2
]
(9)
where W is the bandwidth of the signal and θ is the squint
angle.
To image the pipe under an insulating layer, a stepped
frequency signal is utilised by transmitting monochromatic
signal with frequencies equispaced based on the available
bandwidth defined by
ωm = ω0 + (ω0 + ∆ω) + ...+ (ω0 +m∆ω) for m = 1, ...M
(10)
where ω0 is the start frequency, ∆ω is the step size and (ω0 +
m∆ω) is the stop frequency.
Different approaches exist that can be used to form the
image of the pipe such as back-projection algorithm [25],
ω − k algorithm [3], beamforming [26], compressed sensing
[27], and MUSIC-LSE [12]. However, as we are operating
within the near-field region where a tiny defect needs to be
detected on the reconstructed pipe image under insulation, the
acquired SAR raw data need to be pre-processed and refocused
before the reconstructing the pipe image. This requires a robust
signal processing approach to deal with the curvature of the
pipe and high standoff distance introduced by the insulation
layer resulting in signal attenuation. The insulation layer can
be suppressed using SVD by first identifying the insulation and
the pipe signal subspaces. It then projects the SAR signal onto
subspace that is orthogonal to the insulation subspace. RDA
is then used to refocus the resultant data from SVD using
RDA residual refocusing, and its effectiveness will be shown
later. At first, the detection problem due to pipe curvature,
high standoff distance, and the insulation layer are discussed
in the next section followed by the proposed solution.
B. Influence of Pipe Insulation Layer and SVD Mitigation
In this study, a steel pipe sample of length 600 mm
and diameter of 50 mm is insulated using a Climaflex
Branded closed-cell Polyethylene with a thickness of 40 mm
curved around the pipe. Three types of defect orientation are
considered namely vertical, horizontal and circular. Detecting
these kinds of defects on an insulated pipe pose challenges
during the inspection. This is because the insulation layer
introduces an additional standoff distance coupled with the
curvature of the surface, thereby attenuating the transmitted
signal before reaching the pipe. As a result, the useful
information used to characterise the defect on the pipe are
lost making the image to be blurred and unfocused. To
address this challenge, the insulated pipe is decomposed into
two subspaces namely the insulation subspace and the pipe
subspace using their eigenvalues based on SVD. SVD is a
valuable tool used in signal processing to analyse the image
quality and the independent information that characterise the
unknown components in the presence of noise [28]. This is
done by finding the optimal matrix decomposition in a least
square sense which groups the maximum signal energy into
singular values according to their energies [29]. The SVD
projection enables us to know the singular values that belong
to the insulation subspace and those that belong to the pipe
subspace. Using these features, the insulation layer effect can
be suppressed/mitigated.
To apply SVD on the acquired SAR raw data, the received
signal in (10) is rearranged in matrix form to get (full details
can be found in our previous work in [30]- [32])
Srm = αmΥΦ+NN (11)
where NN is the additive white Gaussian noise (AWGN),N ∼
(0, σ2ω), and
Φ =

e−jpi(
2Rm
c−V fufy−1)
...
e−j2Npi(
2Rm
c−V fufy−1)
 (12)
Υ =
 (Qk,rS(r + 1))1,1 · · · (Qk,rS(r + 1))1,2N... . . . ...
(Qk,rS(r + 1))N,1 · · · (Qk,rS(r + 1))N,2N

(13)
Qk,r =

− 12jtan
(
pi(k+r)
2
)
, for k = r
1
2j
1
tan(−pi(k−r)2 )
, for k 6= r
− j2
[
tan
(
−pi(k−r)2
)
+ tan
(
pi(k+r)
2
)]
,
for k + r = even
j
2
[
1
tan(−pi(k−r)2 )
+ 1
tan(pi(k+r)2 )
]
,
for k + r = odd
(14)
For the given received signal in (11) Srm ∈ Rmn with
m > n, the SVD of Srm can be found by decomposing the
received signal into subspaces given by
Srm = U
∑
V H =
n∑
i=1
uiσiv
H
i (15)
where U = (u1, u2, . . . un) and V = (v1, v2, . . . vm)
are the left and right singular vectors of Srm,
∑
=
diag(σ1, σ2, . . . , σn) is a rectangular matrix that contains the
singular values of Srm arranged in the form σ1 > σ2 > . . . >
σn > 0), and H is the Hermitian transpose.
Equation (15) decomposes the received signal into its sin-
gular values and singular vectors. The insulation subspace is
spanned by the first singular vector that is associated with a
given singular value, while the remaining singular values are
considered as subspace distortion. This subspace distortion is
characterised by a distortion index as defined in [22] and it is
adopted in this paper. Using the distortion index, the effect of
the insulation can be eliminated. However, despite mitigating
the effect of the insulation layer using the singular values of
the SVD, the reconstructed image pipe is unfocused making
the image to be blurred mainly because the signal is attenuated
(noisy) at high standoff distance and the curvature nature of
the pipe. To address this problem, autofocus RDA is used to
focus the resultant raw data after SVD before reconstructing
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the image of the pipe. The approach is discussed in the next
section.
C. Autofocus RDA SAR-Based Image Processing
RDA is one of the most widely used algorithms in SAR data
processing to obtain high-resolution images. This is due to its
simplicity and can accommodate different range parameters
independent of the radar transmitted signal [33]. In this study,
RDA is adopted because of its accuracy/efficiency/generality
trade-offs compared to other existing SAR algorithms. In
comparison to the ω − k algorithm, when tiny defects/cracks
need to be detected, the SM used in ω−k algorithm amplifies
the small motion error bringing an additional RCM-error in
the image. However, RDA does not suffer from these problems
although, it is relatively slow compared to the ω−k algorithm
and cannot be used when large squint angles are involved.
This is not a problem for our case since the inspection is done
in the near-field region. Three main stages are used in the
implementation of the RDA namely range compression and/or
focusing, range cell migration (RCMC) and azimuth or cross-
range focusing. In the range compression, the property similar
to pulse compression is used i.e. h(t) ∗ h∗(−t). For the SAR
raw data in (2), the range compression is applied to the raw
data in a similar way. In our case, the acquired SAR raw data is
in the spatial domain and the range compression is performed
in this domain. It is then converted to the frequency domain
using DFT as shown in (8), (11) and (15). Therefore, this
stage is adopted from the previous section. The next stage is
the RCMC and this is done to correct the migration associated
with the image as a result of the movement of the sensor which
normally gives a hyperbola shape.
To perform RCMC, since the phase of the received signal
largely depends on the phase of the single sinusoid as shown
in (11), the phase has to be matched to refocus the image.
Equation (3) can be expressed in terms of Taylor’s series as
Θ(fu, fy) =
√(
1 +
fr
fu
)2
− sin2 θ
≈ cos θ + fr
cos θfc
− sin
2 θ
2 cos3 θf2c
f2r
(16)
From (16), the third term in f2c is what is responsible for the
range migration making the pipe image curved and unfocused.
To account for this migration, a frequency compensation term
is introduced given by
φr =
Rm
c
(
fu
fu,m
)2
fr (17)
Using the compensation term, the new vector of the received
signal with RMC is formed as
Srm(fu, fy)RMC = Srm(fu, fy).ej2piφr (18)
After RCMC, the cross-range (azimuth) focusing is per-
formed using the phase of the single sinusoid given by
φcr =
2Rm
λ
√
1−
(
fu
fu,m
)2
+
uc
V
fu
 (19)
Fig. 3. Flowchart of the SAR autofocus RDA imaging.
The final received signal after completing RDA becomes
Srm(fu, fy)final = Srm(fu, fy).ej2piφr .ej2piφcr (20)
Using (20), an RDA residual focusing is performed auto-
matically and this ensures that any blurring contains in data
is alleviated before forming the final image. This is done by
using the RDA to correct any residual range curvatures and
residual phase. The focused SAR image is formed by taking
the IDFT of (20) to get
ISAR = F−1 {Srm(fu, fy)} (21)
The flowchart of the autofocus RDA is shown in Fig.
3 and the entire microwave SAR imaging procedure is as
summarised in Fig. 1.
III. RESULTS AND DISCUSSION
In this section, the proposed microwave-based SAR imaging
using the autofocus RDA for pipeline inspection described in
Section II is tested and validated through experiments. The
set-up for the experiment is discussed with all the values and
assumptions made presented. XY scanner is used to scan the
insulated pipe and the raw data collected is then processed
using the SVD-autofocus RDA technique. The technique is
validated using performance measures of SNR, IF and SE and
the results are compared with the known ω − k algorithm
technique. Two set of experiments were carried out to show
the effectiveness of the approach in compensating for the
pipe curvature and high standoff distance introduced by the
insulation layer. The technique is also extended to imaging
of 3D pipe as this reveals more information about the defect
shape and location.
A. Experimental Setup and Sample Description
To demonstrate the effectiveness of the autofocus RDA
technique for pipeline inspection, an experimental study is
carried out to validate the method using the experimental
set-up shown in Fig. 4. The measurement set-up consists of
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(a) (b) (c)
Fig. 4. Overall experimental setup (a) Schematic design. (b) Picture of experimental setup.(c) Steel pipe sample.
an E8363B VNA from Agilent Technologies with frequency
range of 10 MHz to 40 GHz, three OEWs with operating
frequency ranges within X-band (8.2 − 12.4 GHz), Ku-band
(12.4 − 18 GHz) and K-band (18 − 26.5 GHz). The VNA is
connected the OEW at one end via an RF cable of length 3
m at port one, while at the other end, it is connected to a
workstation PC via a general purpose interface bus (GBIP).
The OEW is attached to an XY scanner which scans over
the pipe sample using C scanning pattern as shown in Fig.
4. The VNA uses sweep-frequency measurement to evaluate
the sample from the complex signal reflection of the pipe. The
SAR raw data acquired from the VNA contains the magnitude
and phase of the microwave reflection coefficient known as S11
parameter and the results obtained are analysed in MATLAB.
The remaining design parameters used for the experiment are
set to the following values: Number of points is 1601; scanning
area 150 mm x 150 mm; step size of 2 mm. The sample is
made up of a steel pipe sample of length 600 mm and 50
mm in diameter. The sample has defects/cracks of different
sizes and orientations. Two defects on the pipe are used, a
vertical crack with a width of 4 mm and a circular defect
with a diameter of 10 mm. The pipe is insulated from the
outer surface using an insulation layer that is made up of a
Climaflex Branded closed-cell Polyethylene with a thickness
of 40 mm curved around the pipe, with a thermal conductivity
of 0.034 W/Mk at 0◦C and temperature range of -45 to 105
◦C [34]. Two set of experiments were carried out one to show
the effect of the pipe curvature at high standoff distance and
the other to study the SVD mitigation on an insulated pipe
and they are discussed in the next section.
B. Influence of Pipe Curvature and High Standoff Inspection
Using the experimental setup shown in Fig. 4, the experi-
ment was carried out by scanning the steel pipe sample using
raster scan controlled through the MATLAB programme. As
explained earlier, OEW was used as the sensor because it
offers a relatively wider bandwidth which is needed to achieve
a finer range and cross-range resolution [35]. Three OEWs
were used and the image obtained were compared to choose
the best frequency range for our application. It is important
to point out that OEW may present practical challenges of
antenna radiation pattern, directivity, antenna-to-air-match and
the pipe curvature when used for pipeline inspection. The first
three challenges can be addressed using the methods described
in [3] and the same approach was adopted in our work.
For the pipe curvature, it is addressed through RDA residual
focusing performed automatically on the raw data to focus
(a) (b)
(c)
Fig. 5. Reconstructed images of the defect on the pipe (a) X-band image of
the pipe, (b) Ku-band image of the pipe, (c) K-band image of the pipe.
the curvature of the pipe image. To show the performance of
the autofocus RDA approach, the defect sample was scanned
using the X-band, Ku-band and the K-band OEWs. The raw
data in spatial domain is then collected from the complex
reflection coefficients defined by the S11 parameter calibrated
based on the aperture of the waveguide. The raw data is then
focused by subtracting the mean of the spatial sample from
the original spatial sample. This ensures that the mismatch
as a result of the high standoff distance is reduced thereby
focusing the raw data collected. The resultant raw data is
then processed using RDA and this addressed the challenge
in dealing with the pipe curvature and at this stage, only the
steel pipe was scanned without the insulation. The case of the
insulated pipe and its effects on the reconstructed image will
be presented later. Using the defective sample shown in Fig.
4(c), the reconstructed pipe image at a standoff distance of
40 mm for X-band, Ku-Band and the K-band are shown in
Fig. 5. From the processed SAR image using RDA, it can be
seen that both the images from the three different bands used
successfully detected the defects on the pipe image. However,
the K-band gives a higher-resolution image compared to the
X-band and the Ku-band and therefore, it is used for the rest
of the experiment. The shape and location of the defect can
also be measured from the reconstructed image.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 6. Reconstructed pipe images (a) RDA at d = 40 mm, (b) ω− k at d = 40 mm, (c) RDA at d = 60 mm, (d) ω− k at d = 60 mm, (e) RDA at d = 80
mm, (f) ω − k at d = 80 mm, (g) RDA at d = 100 mm, (h) ω − k at d = 100 mm.
To show the strength of the RDA approach over ω − k
algorithm as used in [3] in detecting defects at high standoff
distances, the standoff distance is varied from 40 mm, 60 mm,
80 mm and 100 mm and the resultant images are shown in
Fig. 6. Also, since only the pipe is present, the SVD mitigation
is not needed in this case. From the images presented, at a
lower standoff distance of 40 mm and 60 mm, both algorithms
reconstructed the image of the pipe showing the defects on it.
However, RDA gives high-resolution images compared to the
ω − k algorithm. When the standoff distance was increased
to 80 mm and 100 mm, the sharpness/resolution of the
image decreases for both algorithms. However, the autofocus
RDA still reconstructed the pipe image with the defects areas
whereas the defects information were lost for the case of the
ω − k algorithm. This is because the SM interpolation used
in the ω − k algorithm amplifies the noise content and the
small motion error in the raw data which add an extra RCM-
error in the pipe image owing to the high standoff distance.
Whereas, the autofocus RDA, the extracted features of the
defect was refocused using RDA residual refocusing. This
ensures that the defect information is maintained even at high
standoff distances. Therefore, for tiny defects detection and
characterisation, RDA will be a better choice compared to
the ω − k algorithm. Moreover, the ω − k algorithm can be
used along with other improvement methods but this normally
comes with additional complexity and increase computation
time of the algorithm as used in [3]. To further evaluate the
quality of the defects on the pipe images at different standoff
distances presented in Fig. 6, the SNR and IF of the images
were computed for both the RDA and the ω − k algorithm.
The SNR and the IF of the image are computed using
SNR = 20log10
∣∣∣∣µpipeσpipe
∣∣∣∣ (22)
IF = 10log10
(
DCRinsulation
DCRnoinsulation
)
(23)
where µpipe is the mean and σpipe is the standard deviation
of the pipe image, DCRinsulation, and DCRnoinsulation are
the DCRs of the pipe image with and without the SVD
suppression. The DCR of the pipe image can be calculated
from
DCR =
Pc
Pd
∑
u,y∈Ωd |ISAR(u, y)|
2∑
u,y∈Ωc |ISAR(u, y)|
2 (24)
where Pd and Pc are the numbers of pixels in the defect and
the clutter regions respectively, Ωd is the defect region, and
Ωc is the clutter region defined by the entire pipe image but
excluding the defect region.
The sensitivity of the defected pipe in relation to the one
without defect can be quantified using the SE defined by
ESE =
M∑
m=1
N∑
n=1
(ISAR(um, yn)− ISAR,0(um, yn))2 (25)
where M and N represent the number of pixels around defect
area, ISAR and ISAR,0 are the intensities of the image for the
pipe with and without defect respectively.
Using (22), (23) and (25), the SNR, IF and SE of the
reconstructed pipe images in Fig. 6 were computed and their
values at different standoff distances were plotted as shown
in Fig. 7. From the figure and for the SNR and IF, it can be
observed that lower standoff distances give higher SNR and
higher IF for both the RDA and the ω − k algorithm. The IF
values for ω−k algorithm are higher 12 dB compared to RDA
with 10 dB. This can be attributed to the low noise content in
the data and this is where ω−k algorithm works best, but the
IF of RDA is still closer to that of the ω − k algorithm. As
the standoff distance increases, the sharpness of the image as
shown by the SNR and the IF values decreases significantly.
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Fig. 7. Performance evaluation for the pipe images at different standoff distances (a) SNR plot, (b) IF plot, (c) SE plot, (d) SVD of the insulated pipe.
However, the IF values of the RDA is higher than that of the
ω− k algorithm achieving 6 dB as against 2 dB for the ω− k
algorithm. This is mainly because the RDA suppressed the
noise content of the image better than the ω−k algorithm. For
the case of the SE, at a lower standoff distance of 40 mm, the
error in the intensity on the pipe image is relatively high with a
value of 9.2 mm2 and 9 mm2 for RDA and ω−k respectively.
This can be attributed to the fact that the sensor is closed to the
pipe sample thereby affected by the near-field effect. As the
standoff distance increases, the error reduces significantly to a
minimum value of 0.1 mm2 for RDA and 0.5 mm2 for ω− k
at a standoff distance of 60 mm. At standoff distance of 80
mm and above, the error is still less for the RDA with a value
of 0.2 mm2, while it suddenly increases for ω−k to a value of
0.7 mm2 and this is because of the SM error amplification in
the ω − k algorithm. Therefore, for defect detection at higher
standoff distance, RDA offers better performance compared
to the ω − k algorithm. When an insulation layer is added,
the decrease in SNR and IF values become more pronounced
because the standoff distance increases thereby reducing the
intensity and sharpness of the image. This effect is studied in
the next section.
C. Validation of the SVD Mitigation for Pipeline Inspection
under Insulation Media
Building on the imaging technique discussed in section III,
an insulation layer with a thickness of 40 mm is used to cover
the pipe, and this makes the system a multi-layer problem.
The standoff distance from the OEW to the insulation layer
is 60 mm making the total standoff distance to be 100 mm.
With the additional layer and standoff distance, the experiment
was carried out and the results processed and presented in
Fig. 8 for the case of RDA only. The results for the ω − k
algorithm were not shown because the defect information is
already lost even without the insulation as shown in Fig. 6
(h). From the pipe image in Fig. 8(a), it can be seen that
the defects information are completely lost and only the pipe
can be seen from the image. This is because, the reflections
from the insulation layer, the high standoff distance, and the
ringing effects dominate and obscure the defects on the pipe
which make the signal attenuated. To suppress this effect,
looking at the SCs of the SVDs of the pipe image shown
in Fig. 9, it can be seen that the singular values of the
insulation layer are higher than that of the pipe. This is because
considering the pipe model system design, since the pipe is
insulated, the reflections from the insulation layer are relatively
stronger compared to the reflections from the pipe. Therefore,
(a) (b)
(c) (d)
(e) (f)
Fig. 8. Reconstructed images of the defect on the pipe (a) all SCs, (b)
suppressing the first SC, (c) suppressing the first 2 SCs, (d) suppressing the
first 3 SCs, (e) suppressing the first 4 SCs, (f) suppressing the first 5 SCs.
the insulation layer returns mostly lie in the subspace that
is spanned by the singular vectors which characterised the
dominant singular values. To suppress its effect, the singular
vectors that are associated with the dominant singular values
are discarded before forming the image. Hence, the singular
vectors that are associated with the dominant singular values
are discarded before forming the image. The image in Fig. 8(a)
is formed with all the singular values of the image while the
images in Fig. 8(b-f) is formed by removing the first, second,
third, fourth and fifth singular values. It can be seen that as
the singular values are suppressed (removed), the defects on
the pipe image becomes visible. The first singular value is
dominant among the singular values of the SVD. Therefore
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TABLE I
SNR, IF AND SE VALUES OF THE DEFECT MEASUREMENT FROM THE PIPE
IMAGES.
Method SNR (dB) IF (dB) SE (mm2)
Non-insulated Pipe 3 6 4.2
Insulated pipe −14 −12 60
First SC removal −8 −8 35
2nd SCs removal −4 −5 16
3rd SCs removal −2 −1 8
4th SCs removal 0 2 7
5th SCs removal 1 4 6
(a) (b)
(c) (d)
Fig. 9. 3D pipe image reconstruction (a) SVD-ω− k without insulation, (b)
SVD-RDA without insulation,(c) SVD-ω− k with insulation, (d) SVD-RDA
with insulation.
suppressing it, makes the defect to become visible but the
pipe image is still unfocused because of the residuals from
the other non-dominant singular values. From the values of
the SVDs presented in Fig. 9, the first four singular values are
the dominant singular values and that is why after suppressing
them, the defect is clearly visible and the image obtained is
comparable with the case when no insulation is used. To
evaluate the performance of the SVD suppression used in Fig.
8 in comparison to the case without any insulation, the SNR,
IF and the SE measurements are used and their computed
values are summarised in table I. However, in this case for
the SE in (25), ISAR and ISAR,0 stand for the intensities of
the image for the insulated and non-insulated pipe respectively.
From table I, it can be seen that the reconstructed pipe image
without insulation gives the best SNR and IF compared to all
cases of the insulated pipe and this is expected because there
is no any layer in between the sensor and the pipe. For the
case of the insulated pipe with all the SCs used, the IF value
is closed to zero because the defect area cannot be seen as
a result of the insulation. As the dominant SCs are removed,
both the SNR and the IF values increases because the defects
area becomes more visible and the case of when the first five
SCs are removed achieved comparable performance in relation
to the case of the pipe without insulation. For the case of
the SE values, as the SCs are removed from first SCs to the
5th SCs, the values reduce significantly tending towards the
value of the case of the pipe without insulation. This shows
the effectiveness of the approach in suppressing the effect of
the insulation layer. Thus, it can be concluded that using the
approach of SVD-RDA, the technique can be used to detect
tiny defects on insulated pipes and the results are comparable
to the case when no insulation is used.
D. 3D Pipeline Inspection under an Insulation Media
In 3D imaging of the pipe, the same raster C-scan for the
2D imaging is used. The 2-D scanning is done along the
horizontal and vertical directions to reveal the characteristics
of the pipe under the insulation layer. The height of the
pipe is added to form the 3-D image. The image using the
SVD-RDA approach is formed and for comparison purpose,
SVD - ω − k algorithm image is also formed and the results
are shown in Fig. 10. Fig. 10 (a-b) are the images of the pipe
without the insulation layer while Fig. 10 (c-d) is the one
with the insulation layer. In both cases, the standoff distance
used is 100 mm and from the images presented, it can be
seen that for the case when only the pipe was scanned, both
approaches reconstructed the pipe image with the SVD-RDA
revealing the defects clearer than the SVD-ω − k approach.
For the case of the insulated pipe, the information about pipe
curvature and the defects were completed lost for the case of
ω − k algorithm based on the reason explained in section III.
For the case of SVD-RDA, the pipe curvature and defects
were maintained and can be clearly seen from the image.
In terms of performance, the SNR and IF values remain the
same as previously computed for the 2D images, i.e. the
SVD-RDA approach gave higher SNRs and IF compared
to the ω − k algorithm for both cases of the insulated and
non-insulated pipe. However, the SNR and IF values decrease
for the insulated pipe which is expected because of the layer
added by the insulation.
To conclude, our approach is compared with the existing
state-of-art within the area of microwave imaging and it is
summarised in table II. It can be clearly seen that the proposed
approach outperformed most of the current methods in terms
defect detection and evaluation, mitigating the insulation by
improving the SNR, and exhibit superior features at a high
standoff distance. However, the approach is slow compared to
other methods and this area needs to be improved in future
work.
IV. CONCLUSION
The paper proposed a new technique of autofocus RDA
SAR-based microwave imaging for pipeline inspection under
an insulated media. Based on the challenges posed by the
pipe curvature and high standoff distance introduced by the
insulation layer, SVD and autofocus RDA were developed
to mitigate their effect and reconstructed the defects area
on the pipe. SVD was used to mitigate the effect of the
insulation layer by removing the dominant singular values that
characterise the insulation layer, and autofocus RDA to refocus
the reconstructed pipe image using RDA residual refocusing.
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TABLE II
PROPOSED METHOD COMPARISON WITH STATE-OF-THE-ART IN MICROWAVE IMAGING SYSTEMS.
Method
Operating
frequency
Image
quality
Defect
detection
SNR
improvement
Scanning
distance
Computation
time
PW-SAR and WL-SAR [3] X-band
High image
resolution Medium
Very good at
near field
Very good for
near field Slow
Robust adaptive GPR [11] K-band
High image
resolution No
Good at
far field
Good for
far field Slow
Subspace projection [21] 2 - 3 GHz
High image
resolution No
Very good at
far field
Very good for
far field Fast
CS-SAR imaging [32] 2.25 GHz
High image
resolution No
Medium at
far field
Good for
far field Fast
Proposed approach K-band
High image
resolution High
Very good at
near field and
good for
far field
Very good for
near field and
good for
far field
Slow
Experimental validation was carried out to show the strength
of the RDA technique compared to the well-known ω − k
algorithm in dealing with the pipe curvature and standoff
distance. The SNR, IF and SE were used as performance
measures to evaluate the performance of the SVD suppression
and the qualitative defect information of the reconstructed pipe
image. The IF in terms of DCR were used to study the point
at which all the dominant singular values were suppressed and
used as the point to form the pipe image. It was found that
the autofocus RDA gave higher values of SNRs and IFs (3 dB
and 5 dB) compared to the ω− k algorithm (-1 dB and 2 dB)
respectively. The SE is used to measure the sensitivity of the
defect on the pipe, and the results obtained shows that RDA is
less sensitive to noise compared to the ω− k algorithm as the
standoff distance increases. This shows the robustness of the
autofocus RDA in inspecting inspected pipes at high standoff
distance by retaining the defect information and focusing the
image.
In future work, the technique will be extended to inspect
pipes at far-filed or near-far-field region suitable for inspecting
buried pipes underneath the ground. Also, as the signal is
sparse, the sparsity can be used to reduce the computation
time thereby improving the image resolution of the pipe.
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