We study the following variant of the bin covering problem. We are given a set of unit sized items, where each item has a color associated with it. We are given an integer parameter k ≥ 1 and an integer bin size B ≥ k. The goal is to assign the items (or a subset of the items) into a maximum number of subsets of at least B items each, such that in each such subset the total number of distinct colors of items is at least k. We study both the offline and the online variants of this problem. We first design an optimal polynomial time algorithm for the offline problem. For the online problem we give a lower bound of 1 + H k−1 (where H k−1 denotes the (k − 1)-th harmonic number), and an O(k)-competitive algorithm. Finally, we analyze the performance of the natural heuristic FIRST FIT.
satellites, each having its own capacity. Each client is interested in getting a total bandwidth of B units. The provider needs to allocate each served client at least this requested bandwidth. In order to make the usage of communication network more reliable, in case of failures in some satellites, the bandwidth supplied to each customer needs to be coming from at least k different sources. The provider thus allocates some units of bandwidth from each satellite, so that a failure in up to k − 1 satellites would still keep each served client connected, that is, the number of satellites with nonzero bandwidth given to each client has to be at least k. The goal is to maximize the number of served clients, without exceeding the capacity of the satellites.
In the CLASS CONSTRAINED BIN COVERING PROBLEM OF UNIT SIZED ITEMS (CCBC) we are given a set of unit sized items I = {1, 2, . . . , n} where each item has a color associated with it. The color of item i is denoted by c i (i.e., if i and j have the same color then c i = c j ). The set of items of one color is called a color class. We are also given (non-negative) integer parameters k and B ≥ k. A feasible solution of profit m is a partition of I into subsets S 1 , . . . , S m+t such that for each i = 1, 2, . . . , m the following two conditions hold: |S i | ≥ B (i.e., the items of S i have a total size of at least B) and S i has items from at least k color classes (i.e., | j ∈S i c j | ≥ k). Note that we do not require these properties from S m+1 , . . . , S m+t and these sets do not count toward the goal function. We say that a bin is covered if both it has at least B items, and items of at least k color classes. Note that we assume throughout this paper that B ≥ k since otherwise we let B = k without changing the problem.
The goal of CCBC is to find a feasible solution that maximizes the number of valid subsets m in the partition. We denote by q the total number of colors in the instance. We note that if q = n, or if B = k = 1, the resulting problem is equivalent to the bin covering problem of identical sized items, which can be easily solved by packing B items to each bin (except for at most one invalid bin). Therefore we assume B ≥ 2 and q < n.
In our possible application, the satellites correspond to colors, the clients to bins, the served clients to covered bins, and the capacity of a satellite is the number of unit sized items of its color. Hence the scenario we describe is equivalent to CCBC. For an algorithm A, we denote its profit by A as well. The profit of an optimal offline algorithm (that in the case of comparison to online algorithms, knows the complete sequence of items) is denoted by OPT. For maximization problems, the (asymptotic) competitive ratio of an algorithm A is the infimum R ≥ 1 such that for any input, OPT ≤ R · A + c, where c is a constant independent of the input.
Related work Packing problems attract much attention for many years [6, 7, 9, 10, 12] . Shachnai and Tamir [18, 19] suggested a model of packing with unit sized colorful items into (identical) integer sized bins. Each color represents a class of items, and each bin of size B has a given number of compartments, k ≤ B, and thus can accommodate items only of this given number of colors. They call this problem class-constrained bin packing. They studied the offline problem in [18] and designed a dual polynomial time approximation scheme for constant values of q (which as in CCBC, denotes the total number of distinct colors in the input), that is, an algorithm that given ε > 0 finds in polynomial time, a packing into OPT bins of size (1 + ε)B, where OPT is the minimum number of bins of size B required to pack all items. The problem is NP-hard for k = 2 [14, 17] and NP-hard in the strong sense for k ≥ 3 [14] (these papers study a throughput version of the class-constrained bin packing). The online variant is studied in [19] , where two algorithms of competitive ratio 2 were introduced, and a matching lower bound (for some types of instances) was given. The generalization of the packing problem with items of arbitrary size was studied in [20] . A different model of packing colorful unit sized items was studied in [16] .
The standard bin covering problem of unit sized items (CCBC where k = 1) can be solved trivially in both the offline and the online scenarios. The more general bin covering problem, with arbitrary sizes of items, was first investigated in [1, 2] . Assman et al. [2] proved that the greedy algorithm (that simply keeps putting items into the same bin until it is covered and then moves on to the next bin) has a competitive ratio of 2. In the same paper, offline algorithms with approximation ratios 3 2 and 4 3 , respectively, were presented. Csirik and Totik [11] proved that in fact the greedy algorithm is a best possible on-line algorithm, since no on-line algorithm can have a worst case competitive ratio that is strictly smaller than 2.
The offline, standard bin covering problem was later studied by Csirik, Johnson and Kenyon [8] , who designed an APTAS. Jansen and Solis-Oba [15] showed an AFPTAS for this problem. This settled the complexity of the problem, since it is clearly NP-hard.
We finally mention variants of packing and covering, that are related to class constrained problems, which are cardinality constrained bin packing (see e.g. [3, 5] ) and cardinality constrained bin covering [13] . In these problems, a parameter p is given, where each bin must contain at most p items, in packing problems, and at least p items, in covering problems. These problems are the special case of class constrained problems where any two items have distinct colors, and p = k.
Paper outline In Sect. 2, we consider the offline version of CCBC and we show that it is polynomially solvable. Note the difference with its dual, i.e., the packing problem, which is NP-hard in the strong sense for k ≥ 3 and NP-hard for k = 2 [14, 17] . In Sect. 3 we turn our attention to the online problem where the items arrive one by one revealing their color and are to be packed by the algorithm before any future items arrive. For this problem we design a competitive algorithm, and provide a lower bound on the competitive ratio of any (deterministic or randomized) online algorithm. More precisely, we start by showing that the FIRST FIT algorithm is exactly B-competitive for all fixed values of k ≥ 2. Then, we show that any (deterministic or randomized) online algorithm has a non-constant competitive ratio of at least 1 + H k−1 where for every integer m, H m = 1 + For fixed values of B we show that the lower bound remains (log k). Finally, we present the main result of this paper, that is an O(k)-competitive (deterministic) algorithm for the online problem. We conclude this paper in Sect. 4 by discussing some directions for future research.
The Offline Problem
In this section we discuss how to solve the offline problem in polynomial time. We note that the encoding of the offline problem is as follows: we are given a set C of q colors, for each of these colors we have the number of items of this color. For color c ∈ C we denote the number of items of color c by n c . We require that our polynomial time algorithm is polynomial in the input length of this (compact) representation. That is, polynomial in q and c∈C log n c ≥ log c∈C n c = log n.
We first show an algorithm which guesses the value of OPT via binary search as explained later. Let o be an integer number such that 0 ≤ o ≤ n. Denote by C 1 = {c ∈ C : n c ≥ o} and by C 2 = C \ C 1 . Denote by S 2 the total number of items of color in C 2 .
Lemma 1 Assume that o ≤ OPT. Then the following two conditions hold:
Proof Condition 1 holds due to the following. Each covered bin needs at least B items, so in total there need to be at least B · OPT items, and thus n ≥ B · OPT ≥ B · o. To see that Condition 2 holds, note that each covered bin must be allocated items of at least k − |C 1 | color classes from the items of colors in C 2 (because each such bin may have up to |C 1 | colors from C 1 ). Since there are OPT such bins, we have
, and the claim follows.
Claim 1 Assume that
Proof Follows from the fact that B, k − |C 1 | and o are integers.
We next show that the combination of the two conditions of Lemma 1 is not only necessary but in fact sufficient to ensure that a solution of value o exists, and can be found efficiently. Proof We show how to construct a solution that covers o bins. We first place the items of C 2 in the o bins such that for each color c ∈ C 2 and each bin, the bin has at most one item of color c, and also each bin has at least S 2 o items. Note that such allocation of items to bins can be computed in a round-robin fashion (where the items of each color are allocated consecutively).
Lemma 2 Given a value
We note that for a fixed value of o, using O(q) operations, we can find an encoding of such an allocation to bins, where this encoding indicates for each color the (cyclic) interval of bins that contains items of this color. By the second part of Claim 1, we conclude that each resulting bin has items of at least k − |C 1 | colors.
Then, we continue to allocate the items of colors in C 1 in a round-robin fashion, specifically, we continue the process from the bin that was supposed to get the next item at the time in which the previous allocation was stopped. Once again, the items of each color are allocated to a consecutive set of bins. We note that since each color c of C 1 has at least o items, then each bin will have at least one item of color c, and therefore each bin will have items of at least k colors. Moreover, by the first part of Claim 1, at the end of the allocation of the items, each bin will have at least B items, and therefore this allocation creates a solution that covers o bins. To conclude that we found a polynomial time algorithm for constructing the solution, we note that (similarly to the previous case) the allocation of the items of a color c ∈ C 1 can also be identified by the cyclical consecutive interval of bins that contain We next show how to find the maximum value of o, that satisfies both conditions that are shown to be necessary and sufficient due to Lemmas 1 and 2.
We create an array Q of size q to store the values n c , and sort the numbers in a non-decreasing order of the values. This step can be implemented using O(q log q) operations. In one scan of the array, we create an array Q of length q + 1, with the prefix sums of Q. This step can be implemented using O(q) operations. Each prefix sum corresponds to a fixed partition into C 1 and C 2 such that if c 1 ∈ C 1 (P ) and c 2 ∈ C 2 (P ), then n c 2 < n c 1 .
For a given partition, P = (C 1 (P ) : C 2 (P )), we can find the maximum number of bins that can be covered, OPT P as follows. By Lemma 1, we have OPT P ≤ n B and OPT P ≤
, where S 2 (P ) denotes the total number of items in color classes of C 2 (P ). On the other hand, by Lemma 2, any value o that satisfies both conditions admits a feasible solution of this value. Therefore we have OPT P = min{ n B ,
We create the values OPT P of all q + 1 partitions (using O(q) operations for all these values) and pick the maximum value.
The output is the allocation of items for the partition P which maximizes OPT P , which can be created using O(q) operations, as established in Lemma 2. Note that the construction of Lemma 2, which we use here, is algorithmically required only for obtaining the final solution.
This gives a total of O(q log q) operations. The running time of the algorithm is in fact influenced by n, since each operation takes O(log n) time, given the size of input numbers. Thus, this algorithm would result in running time of O(q log q · log n), taking both the number of operations, and the time of each operation, into account.
Therefore, we established the following theorem.
Theorem 1
There is an O(q log q · log n) time algorithm that solves (optimally) the offline version of CCBC.
The Online Problem
In this section, we study the online problem. We start by defining and analyzing several reasonable algorithms that are all natural variants of the FIRST FIT algorithm. The last variant, which has the best performance is exactly B-competitive even for k = 2. Typically, FIRST FIT type algorithms have a relatively good performance for packing and covering problems, including the packing problem that is dual to CCBC (see [19] ). This raises the question whether it is possible to get an improved upper bound for CCBC, using a different algorithm. In Sect. 3.2 we show that any online algorithm has a non-constant competitive ratio. More precisely we show a lower bound of 1 + H k−1 = (log k) on the competitive ratio where for every integer m, H m = 1 + 
Algorithm FIRST FIT (FF)
We start by considering the FIRST FIT (FF) algorithm, and showing that it performs poorly even if k = 2 (note that if k = 1 then FF is optimal).
The simplest way to define FF is as follows. Assign a new item to the first bin that is not covered yet. This algorithm is not competitive. The following example shows that a reasonable definition of FF should not keep packing items into bins that have enough items, unless these additional items have different colors. Let N be a large integer. We first have N(B − k + 1) items, all of color class 1. Our algorithm assigns all these items to one bin, since it is not covered. Next, for 2 ≤ i ≤ k, there are N items of color class i. After the arrival of these items, the first bin becomes covered, but no additional bin can be covered, since all additional bins would contain items of at most k − 1 color classes (actually, only one additional bin is created). An optimal solution would create N identical bins, each of which with B − k + 1 items of color class 1, and one item of each other color class. This leads to the following possible alternative definition of FF. An item x of color c is packed into the first bin that is not covered, where x can contribute towards covering this bin. This can happen either if the bin contains less than B items, or if the bin does not contain an item of color c.
Another reasonable definition of a FF type algorithm is the following algorithm FF (1) . When a new item of color c arrives, we allocate it to the first uncovered bin that either contains less than B items, or contains at least B items, but does not contain an item of color c. If no such bin exists, we pack it in a new bin.
Note that FF(1) never packs an item into a new bin if it has a bin that contains less than B items. In the Appendix, we prove the following theorem.
Theorem 2 The competitive ratio of FF(1) is exactly
Algorithm FF(2) is a modification of FF(1) that takes into account the fact that if a bin already has at least one item, but is lacking t ≤ k − 1 colors, then in order to get covered, it must receive at least t additional items of other colors, and thus if a bin received a total of k − t colors and it is filled by B − t items, an additional item of one of the colors that are already packed in this bin would not be helpful towards covering the bin, and therefore in this case we do not see the bin as suitable for the item. For a bin that contains at least one item, we define the notion of being useful for adding an item of color c to the bin as follows. If the bin is covered, that is, it contains at least B items of at least k colors, then clearly adding an additional item is not useful. If the bin contains items of at most k − t colors, for some 1 < t < k, and c is one of these colors, then adding the new item is useful if the number of items is no larger than B − t − 1, and otherwise, not useful. In any other case (an uncovered bin that does not contain an item of color c, or an uncovered bin that already contains items of k different colors), the packing is useful. The algorithm is defined as follows. When a new item of color c arrives, we allocate it to the first bin for which adding the new item would be useful. If no such bin exists, we pack it into a new bin. (2) The optimal solution has exactly BN covered bins. Each such bin has B − k + 1 items of color k + 1, one item of the BN items of each of the colors k + 2, k + 3, . . . , 2k − 1, and one item of just one of the colors 1, . . . , k (in total, there are BN items of these colors). The ratio between the value of the two solutions is exactly B, and since N can be arbitrary large, we conclude that the asymptotic competitive ratio of FF(2) is at least B.
Theorem 3 The competitive ratio of FF
It remains to show the upper bound. Note that FF(2) never packs more than B items in one bin.
By definition of FF (2), an item is packed into a new bin only after all other bins have a total of at least B − k + 1 items each. Moreover, we show that a bin that contains B − t items for some 0 ≤ t < k contains items of at least k − t colors. This can be proved by induction on k − t. If k − t = 1, B − t = B − k + 1 ≥ 1, and thus it contains items of at least one color. Assume that the claim is true for k − t = s. k − t increases to s + 1 when a new item is assigned. If the bin already contains s + 1 colors, we are done. Otherwise, FF(2) assigns a new item into a bin with B − t items and k − t colors. This is done only if the new item has a different color from the previous items in this bin.
We show that every bin that contains at least k colors, except for possibly the last bin ever opened, is covered. Assume that bin i has items of k colors but is not covered, and is not the last bin ever opened. Let B − d be the number of items in bin i at the time that the next bin receives the first item. At this time, by our claim, bin i already has items of k − d different colors. By definition of FF (2) , since an item is assigned to bin i , bin i has exactly k − d colors at this time. Since it eventually has at least k colors, it means that it receives d additional items, and thus becomes covered.
Let j be the index of the first bin (in the order in which bins were opened) that has less than k colors. If no such bin was opened, and j bins were opened in total, by our claim, FF(2) has at least j − 1 covered bins, with B items each, and at most B items in bin j , therefore, OPT ≤ j and FF(2) ≥ j − 1, which gives a ratio of at most 2 if j ≥ 1. If j = 1 then FF(2) = OPT.
By our claim, all bins 1, . . . , j − 1 are covered. The proof in this case is similar to the proof for FF(1). We have FF(2) = j − 1, and bins j, j + 1, . . . have items of at most k − 1 distinct colors. Thus each bin of any optimal solution has at least one item from one of the first j − 1 bins, and there are at most B(j − 1) such items, therefore OPT ≤ B(j − 1).
Lower Bound
In this section we show that any online algorithm has an unbounded competitive ratio if k can grow to infinity. Consider an online algorithm. Since the input consists of one of these k scenarios, we can assume without loss of generality that at the end of the first phase the algorithm has bins of several types. The first type is bins with B − 1 items, and at least one representative of each color 1, 2, . . . , k − 1. We denote the number of these bins by y. For every j = 1, 2, . . . , k − 1, there can be bins with exactly one item from each of (exactly) j colors (we denote the number of bins of this type for each value of j by x j ). To show that we may assume that no other types of bins need to be considered, note first that we can allow the variables y, x 1 , . . . , x k−1 to be rational (but non-negative), rather than integral. We may also assume that a bin which contains i items, contains min{i, k − 1} colors, since this is the maximum number of colors that such a bin can contain, and assuming the largest possible number of colors for each bin may only help the algorithm. Since the number of colors at this time is only k − 1, every bin must receive at least one additional item, thus we may assume that no bin contains more than B − 1 items. Now assume that the algorithm created a bin with B − r items, such that 1 < r ≤ B − k. We replace it by two fractions of bins, one is a 
Theorem 4 The competitive ratio of any deterministic online algorithm is at least 1 + H k−1 = (log k). Moreover, given a fixed value of B > k, the competitive ratio of any online algorithm is at least
where (1) holds by counting the number of elements in the first phase, (2) holds by the performance guarantee in case scenario 1 holds, (3) holds for all i by the performance guarantee in case the (i + 1)-th scenario holds. We sum up all the constraints (3) together with B − k times constraint (2) . In the resulting inequality we get that the left hand side is equal to the left hand side of (1) and therefore we obtain the following:
and so R ≥ Proof We note that the proof of Theorem 4 holds also for randomized algorithms. The variables y and x i can denote the expected number of bins rather than the exact number. We can apply Yao's principle [21] (see also Chap. 8.3.1 in [4] ). Yao's principle states that given a probability measure, defined over a set of input sequences, a lower bound the competitive ratio of any online algorithm (for a maximization problem) is implied by a lower bound on the ratio between the expected value of an optimal solution divided by the expected value of a deterministic algorithm (both expectations are taken with respect to the probability distribution defined for the random choice of the input sequence).
In order to apply this method for any B ≥ k, we choose the first scenario with probability 
Algorithm COLOR&SIZE (CnS)
In this section, we consider the case B ≥ 2k and design an algorithm of competitive ratio of O(k) for this case. If B < 2k, it is possible to use FF(2), which has a competitive ratio of at most 2k.
Our algorithm is based on an online partition of the items into color items and size items. The first set of items is denoted by C and the second set is denoted by S. Afterwards we pack the items using the FIRST FIT algorithm into a joint set of bins, but the two types of items are packed independently of each other and even obliviously of the contents of the bins with respect to the other type of items. For items of S, the FIRST FIT algorithm packs an item in the first bin which contains less than B items of S. If no such bin exists, a new bin is opened. Note that an open bin may contain zero items of S, if it was opened to accommodate some item of C. The FIRST FIT algorithm packs an item of C into the first bin that has items of C of at most k − 1 different colors, provided that the color of the current item is different from all the colors of items of C that the bin contains. If no such bin exists, a new bin is opened.
Note that it is possible to define the packing of items of S so that every bin would contain B − k such items rather than B such items. Since a bin must contain at least k items of C to be covered, this would result in a sufficient number of items in a covered bin. However, since we assume B ≥ 2k, this may only change the competitive ratio by a constant multiplicative factor, and therefore for simplicity, we analyze the algorithm in which each covered bin receives B items of S.
It remains to describe the online partition of the items into the sets C and S. Algorithm COLOR&SIZE (CnS) has an integer parameter p that we will select afterwards. Each color is assigned an index by the algorithm, according to its appearance order in the sequence. That is, a color is assigned index i if items of i − 1 different colors appeared in the sequence before the 1st appearance of this color. Assume now that a new item that arrives, is the j -th item of color i. If one of the following conditions holds, the item belongs to C, and otherwise to S. The first condition is i mod p = 0 and j mod p = 0 and the second condition is i mod p = 0 and j mod p = 1. Thus, the very first item belongs to the set C.
Claim 2 Given the input that contains at least p 2 items, the ratio of the numbers of items in C and
Proof First note that in a sequence of the first p 2 items there is at least one item of S. This holds since if there are at least p colors, then already the first item of color p is defined to be an item of S. Otherwise, there are at most p − 1 colors and in this case there is at least one color with at least p items, and this color has an item in S. Therefore, the ratio in the claim is well-defined.
We first show that (p − 2)|S| ≤ |C|. We partition a subset of C into subsets of at least p − 2 items, and each subset is assigned to some item of S, so that every item of S is assigned some subset of items of C.
We partition the colors into blocks of p consecutive colors. For every block that contains p colors, we consider the first item of each color. Out of these items, the first p − 1 are in C and the last one is in S. From these p − 1 items of C, we create a set and assign it to belong to the item of S. If there exists a block with less than p colors, the first items of its colors remain unassigned. We removed the first item of every color and thus we are left with colors which have more than one item.
The items of each color are now sequences of items of C, some of which are followed by an item of S. We put every subset of items of C that appear consecutively in a set, and assign it to belong to the item of S that appears after them in the same color. If there is no such item in S, these items of C remain unassigned. The subsets that are followed by an item of S in the sequences are of size p − 2 (if they are items of indices 2, . . . , p − 1 of some color whose first item is in C), or otherwise of size p − 1.
Since every item of S was assigned at least p − 2 items of C, and the sets of such items of C are disjoint, the claim follows.
We next show that |C| ≤ 2p(p − 1)|S|. We make a list of the items, such that we first write down the items of the first color, then the items of the second color and so on, for each color, the items are sorted according to their arrival order. In this list it suffices to show that there is no set of p(p − 1) + 1 consecutive items that are all in C. Assume the contrary, so there exists a set of p(p − 1) + 1 consecutive items of C. Note that after p − 1 items of this list, if there is no item of S, it means that we must have moved to a new color (as for colors that start with an item of C, the p-th item is in S). Starting from the beginning of this list and after at most p(p − 1) items we considered at least p colors, and out of them, at least p − 1 complete lists of colors, we must reach a color whose first item is in S.
Consider the bins that algorithm CnS creates with less than k colors of items of C. Let C 1 , C 2 , . . . , C s be the sets of colors of the items of C in these bins (when ordered according to the order of the bins).
Claim 3 We have
Moreover, the set of bins containing k items of C is a consecutive set of bins. If it is non-empty, it starts from the first bin ever opened.
Proof We prove the first part of the claim. Assume by contradiction that for some t we do not have C t+1 ⊆ C t . There is an item of C of a color c / ∈ C t that is assigned to the bin with the set of colors C t+1 . By definition of the FIRST FIT rule, this can only happen if |C t | = k, which is not the case, contradiction. Assume now that there exists a bin j that received less than k colors, while bin j + 1 received k colors. Similarly to the first part of the claim, since bin j + 1 receives at least one item of C of a color that bin j does not have, we get a contradiction to the action of the algorithm.
Note that the items of S are assigned to bins consecutively, the first B items of S to the first bin, the next B items of S to the next bin etc. Therefore the set of bins containing B items of S is a prefix of the bins. By Claim 3 we find that the set of bins containing k items of C is a prefix of the bins as well. Since one of these prefixes may be longer than the other, we need to consider these two cases.
We first consider the case where the prefix of bins with k items of C is longer than the prefix of bins with B items of S. That is, there is a bin (in the output of CnS) that has t items of S where 0 ≤ t < B and exactly k items of C. In this case CnS = |S| B and OPT is at most the total number of items divided by B. This amount is ≤ (CnS + 1)(2p 2 − 2p + 1). In the remaining case we can assume that every bin of CnS with k items of C has exactly B items of S. We define C to be the subset of C of all items whose color does not belong to C 1 . Similarly we define S as the subset of S of all items whose color does not belong to C 1 . Since each bin of the optimal solution must contain at least one item whose color is not in C 1 (as |C 1 | ≤ k − 1), we conclude that OPT ≤ |S | + |C |.
We next argue that CnS ≥ |C | k . This is so because the number of covered bins in the solution returned by CnS is exactly the number of bins that have k items of C. If a bin has k items of C , then it is clearly covered by CnS. Since each item of C contributes to one of the covered bins, we conclude that the number of covered bins is at least |C | k and hence |C | ≤ k · CnS.
Proof We use the additive constant of k − 1 as a way to make up deleted colors. We consider this as a global budget.
We apply a similar proof to the proof of the first part of Claim 2. We partition all colors (including the colors of C 1 ) into blocks of p consecutive colors, and assign the subsets of C to items of S exactly as in that proof. That is, for every block with exactly p colors, we assign the set of first items of the p − 1 first colors to the item of S which is the first item of the p-th color of this block. Each other item of S receives a subset of items of C of the same color. Thus, when the C 1 colors are removed, the only case where an item of S was not removed while the subset of items of C assigned to it was changed, is the case where all these items are each a first item of some color. Thus, the number of items of C removed in this way without an item of S they were assigned to, is at most the number of removed colors, i.e., at most k − 1. Hence this claim follows.
We conclude that in this case OPT 
We conclude that the competitive ratio of CnS is at most max{2p 2 − 2p + 1,
Then p ≥ 3 and p−1 p−2 ≤ 2, so the second term in the maximum is at most 2k (but is approximately k for large k). The first term in this case is smaller than k. Otherwise, we use p = 5, and get the competitive ratio of at most max{41, 140/3} = O (1) . The competitive ratio is therefore O(k). Note that the additive constant in all cases is O(k). Hence we established the following.
Note that our results for the online algorithms hold for any value of B, including large values. When B is of the same order as the size of k, one can hope to get better competitive ratios. This line of research is also left for future investigation.
Appendix: Proof of Theorem 2
To show the lower bound consider the following sequence consisting of four parts. Let N be a large integer and fix the value of k. The first part is BN items of color 1. At the end of this part FF (1) The ratio between the value of the two solutions is exactly B + k − 1, and since N can be arbitrary large, we conclude that the asymptotic competitive ratio of FF (1) is at least B + k − 1.
It remains to show the upper bound. By definition, a bin can receive additional items after it has B items only if it receives an item of a new color that this bin does not have, and this can only happen k − 1 times. Therefore, no bin contains more than B + k − 1 items.
If all created bins are covered, if there are j bins, there are at most j (B + k − 1) < 2jB items (using k ≤ B), and the competitive ratio is at most 2, since OPT < 2j and FF(1) = j .
Otherwise, let j ≥ 1 be the index of the first bin (in the order in which bins were opened) that was created but is not covered. If bin j contains less than B items, then by definition of FF(1), bin j + 1 does not exist. In this case, consider bins 1, . . . , j − 1, that contain at most B + k − 1 items each. In total, there are at most (j − 1)(B + k − 1) + B − 1 ≤ (2B − 1)(j − 1) + B − 1 ≤ (2j − 1)B − j items (using k ≤ B). For j ≥ 2, this gives at most 3(j − 1)B items. Therefore OPT ≤ 3(j − 1), whereas FF(1) = j − 1. In this case, the competitive ratio is at most 3. If j = 1, there are less than B items, and FF(1) = OPT = 0.
In the case that bin j has at least B items, and since it is uncovered, it has items of at most k − 1 distinct colors. Denote the set of colors in bin j by C . Any later bin, j > j can only have items of colors from C , otherwise FF(1) would have assigned an item of an additional color to bin j . Thus, since any bin of an optimal solution must have items of at least k colors, it must have at least one item from bins 1, . . . , j − 1 of FF(1). As we saw, the number of items in these bins is at most (j − 1)(B + k − 1) and thus OPT ≤ (j − 1)(B + k − 1). Since FF(1) = j − 1, the ratio follows.
