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Abstract
The problem of generating the set of all n-ary rational probabilities by arbitrary +nite subsets
of Boolean functions for each n¿ 2 is considered. A criterion for the possibility of such a
generation is obtained in the class of all Boolean functions. ? 2003 Elsevier B.V. All rights
reserved.
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1. Statements of main results
We use the following notation:
N is the set of natural numbers;
(x1; : : : ; xn) is the greatest common divisor of numbers x1; : : : ; xn;
’(n) is the number of elements in the set {1; : : : ; n − 1} that are relatively prime
with n (Euler’s function);
‖˜‖ is the weight of a binary tuple ˜∈{0; 1}k , i.e., the number of unit components
in the tuple ˜;
Bki is the ith level of the unit cube {0; 1}k , i.e., the set of all tuples in {0; 1}k of
weight i;
|A| is the number of elements in the set A.
Let ˜=(1 : : : k) be an arbitrary binary tuple in {0; 1}k ; and let 1; : : : ; k be some
numbers in the interval (0; 1). We put
P˜(1; : : : ; k) = (1)1 : : : (k)k ;
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where
() =
{
; if  = 1;
1− ; if  = 0:
Let f(x1; : : : ; xk) be a Boolean function. If f ≡ 0, then denote by N(f) the set of
all tuples in {0; 1}k at which the function f is equal to 1; de+ne P{f(1; : : : ; k)} as
follows:
P{f(1; : : : ; k)}=
∑
˜∈N(f)
P˜(1; : : : ; k):
The value P{f(1; : : : ; k)} is one of the basic notions in the structural theory of
probabilistic automata. It is the probability of taking the value 1 at the exit of a
functional element that computes the function f(x1; : : : ; xk) provided that the inputs of
this element are independent Boolean random variables such that the probability for
the random code of a variable xi to be equal to 1 is i, 16 i6 k.
Let H be a set of numbers from the interval (0; 1). A number a∈ (0; 1) is said
to be generated by H if there exists a Boolean function f(x1; : : : ; xk) such that a =
P{f(1; : : : ; k)} for some 1; : : : ; k in H . By [H ] we denote the set of all numbers
generated by the set H . Note that if f(x) = x, then P{f()}=  for each ∈ (0; 1).
Therefore, H ⊆ [H ]. A set A ⊆ (0; 1) is said to be generated by the set H if A ⊆ [H ].
A set H is called closed if H = [H ]. An important direction of research in the +eld of
the synthesis of converters for probability distributions is studying various aspects of
generating numerical sets by given systems of numbers. In particular, [14,7] consider
problems of approximately generating numbers by one-element sets and by sets of
binary rational numbers of specialtype. In [16,8] the complexity aspects of realization
of Boolean functions that simulate Boolean random codes were investigated.
Since this notion of generating is rather hard to study, a natural approach is to
consider certain narrow closed classes of numbers that are everywhere dense in the
interval (0; 1). The simplest examples of such classes are given by some sets of rational
numbers. In particular, for each natural n¿ 2 we can consider the set of all n-ary
rational numbers from the interval (0; 1), i.e., the set{
a=
m
nr
∣∣∣ 0¡a¡ 1; m; r ∈N} :
We denote this set by G[n]. It is easy to see that if 1; : : : ; k ∈G[n], then
P{f(1; : : : ; k)}∈G[n]. Thus, the set G[n] is closed. The main disadvantage of the
above de+nition of the set G[n] is that the sets G[n1] and G[n2] can coincide for dif-
ferent n1 and n2. However, we can describe all the numbers for which this coincidence
takes place. To this end, we denote by I[n] the set of all prime divisors of n.
Claim 1. Let n1; n2 ∈N and n1; n2¿ 2. Then
(a) G[n1] ⊆ G[n2] if and only if I[n1] ⊆ I[n2];
(b) G[n1] = G[n2] if and only if I[n1] =I[n2].
Thus, the set G[n] is uniquely de+ned by the set I[n].
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It seems that such a generation of rational numbers was +rst studied by Skhirhladze
[13]. In that paper, the probabilistic switching networks, which can be considered as
a special case of Boolean functions, were studied as converters of probability distribu-
tions. It is shown that the sets G[2] and G[3] are generated by the systems { 12} and
{ 13 ; 23}, respectively, in the class of probabilistic switching networks. Thus, the sets
G[2] and G[3] are 1nitely generated, i.e., are generated by their +nite subsets. Further
research in this area was carried out by Salimov in [9,11,12]. In particular, he proved
the following important result in [11].
Theorem 2. Let n∈N; n¿ 2; I[n]={p1; : : : ; pk}; and H={1=p1; : : : ; (p1−1)=p1; : : : ;
1=pk ; : : : ; (pk − 1)=pk}. Then G[n] = [H ].
From this result it immediately follows that for each n the set G[n] is +nitely gen-
erated in the class of all Boolean functions. Another proof of Theorem 2 can be found
in [3]. The study of generating rational numbers by probabilistic switching networks
was continued in [1,4]. It was proved that the set G[n] is +nitely generated in the
class of all probabilistic switching networks for all composite numbers n, and also
for n = 5, and for n = 7. The same question for prime n greater than 7 remains
open.
Inspite of the fact that the generating +nite system of numbers for sets G[n] in
Theorem 2 is rather simple, it remains unknown how optimal, in this or that sense,
this system is. So, it seems interesting to describe all generating +nite subsets for G[n]
and, in particular, to +nd criteria of completeness for an arbitrary +nite subset in G[n].
In the present paper, we give a simple criterion of completeness for an arbitrary +nite
subset in G[n] for each n. In the important case of prime numbers, the formulation and
proof of the criterion are simpler than in general. Therefore, we formulate the criterion
for this case as a separate theorem.
Theorem 3. Let p be a prime number; H = {m1=pr1 ; : : : ; ms=prs} be a 1nite set of
irreducible fractions from G[p]; d = (m1(pr1 − m1); : : : ; ms(prs − ms)) for s¿ 2; and
d= m1(pr1 − m1) for s= 1. Then [H ] = G[p] if and only if d6 2.
In the general case our criterion is formulated as follows.
Theorem 4. Let n be a natural number greater than 1; H = {m1=n1; : : : ; ms=ns} be a
1nite set of irreducible fractions from G[n]; d = (m1(n1 − m1); : : : ; ms(ns − ms)) for
s¿ 2; and d = m1(n1 − m1) for s = 1. Then [H ] = G[n] if and only if the following
two conditions are ful1lled:
(a) for each p∈I[n] there is a number in {n1; : : : ; ns} divisible by p;
(b) d6 2.
The proofs of Theorems 3 and 4 are given in Sections 3 and 4, respectively.
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2. Auxiliary results
First recall the following well-known interrelation between this way of generating
numbers and the repetition-free superposition of Boolean functions.
Claim 5. Let f(x1; : : : ; xn); g1(x1; : : : ; xk(1)); : : : ; gn(x1; : : : ; xk(n)) be Boolean functions;
and let
h(x(1)1 ; : : : ; x
(1)
k(1); : : : ; x
(n)
1 ; : : : ; x
(n)
k(n))
=f(g1(x
(1)
1 ; : : : ; x
(1)
k(1)); : : : ; gn(x
(n)
1 ; : : : ; x
(n)
k(n))):
Then for each (1)1 ; : : : ; 
(1)
k(1); : : : ; 
(n)
1 ; : : : ; 
(n)
k(n) ∈ (0; 1) the relation
P{h((1)1 ; : : : ; (1)k(1); : : : ; (n)1 ; : : : ; (n)k(n))}
=P{f(P{g1((1)1 ; : : : ; (1)k(1))}; : : : ;P{gn((n)1 ; : : : ; (n)k(n))})}:
holds.
The proof of Claim 5 consists in immediately checking the equality contained in it,
and is omitted. A formal proof of this fact can be found, for example, in [2].
Corollary 6. For each set H ⊆ (0; 1) the equality [[H ]] = [H ] holds.
Thus, this closure operation on numeric sets with respect to such a generation of
numbers is well de+ned from the viewpoint of standard properties of the closure op-
eration.
Consider the function f@(x)= Lx of the logical negation. It is clear that P{f@()}=
1−  for each ∈ (0; 1). Therefore, the following claim is valid.
Claim 7. If M is a closed set and ∈ (0; 1); then ∈M if and only if 1− ∈M .
From this fact and Corollary 6, we obtain
Corollary 8. If H ⊆ (0; 1) and ∈ (0; 1); then ∈ [H ] if and only if 1− ∈ [H ].
The similar symmetry of numbers  and 1−  take place also for generating sets.
Claim 9. Suppose H ⊆ (0; 1) and ∈ (0; 1); then [H ∪ {}] = [H ∪ {1− }].
Proof. Let a be an arbitrary number in [H ∪{}]; i.e.; a=P{f(1; : : : ; k)} for a func-
tion f(x1; : : : ; xk) and some 1; : : : ; k in H ∪ {}. Without loss of generality; we may
assume that 1 = · · ·=i = and i+1; : : : ; k ∈H; where 06 i6 k. Then; from Claim
5 we see that a = P{f′(′1; : : : ; ′k)}; where f′(x1; : : : ; xk) = f( Lx1; : : : ; Lxi; xi+1; : : : ; xk);
′1 = · · ·= ′i = 1− ; and ′i+1 = i+1; : : : ; ′k = k . Therefore; a∈ [H ∪ {1− }]. Thus;
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[H ∪ {}] ⊆ [H ∪ {1 − }]; and by the symmetry between  and 1 −  we have
[H ∪ {1− }] = [H ∪ {}].
For the logical multiplication f&(x1; x2)=x1x2, since P{f&(1; 2)}=12 for each
1; 2 ∈ (0; 1), we similarly obtain
Claim 10. Suppose M is a closed set of numbers and 1; 2 ∈M ; then 12 ∈M .
The following two known number-theoretic facts (see, e.g., [15]) will be used later:
Theorem 11 (Euler’s Theorem). If (a; m) = 1 and m¿ 1; then
a’(m) ≡ 1 (modm):
Claim 12. If (n; m) = 1 and x ranges over a complete system of residues modulo m;
then nx + b; where b is an integer; also ranges over a complete system of residues
modulo m.
From Claim 12 it immediately follows that if (n; m)=1, then there exists an integer
x such that nx ≡ 1 (modm). This implies
Corollary 13. If n and m are natural relatively prime numbers; then the equation
nx + my = 1 is solvable in integers.
Corollary 13 can easily be extended to the case of arbitrary pairs of natural numbers.
Corollary 14. If n and m are natural numbers and d=(n; m); then there exist integers
x and y such that nx + my = d.
The proof of necessity of the criteria from Theorems 3 and 4 is based on the
following lemma.
Lemma 15. Suppose H = {m1=n1; : : : ; ms=ns} is a 1nite set of irreducible fractions in
the interval (0; 1); d= (m1(n1 −m1); : : : ; ms(ns −ms)) for s¿ 2; and d=m1(n1 −m1)
for s= 1. Then; G[n1]* [H ] whenever d¿ 2.
Note that a similar statement for the case of one-element generating sets was proved
in [10].
Proof of Lemma 15. It is easy to see that if d¿ 2; then either d has a prime divisor
at least 3 or d is a power of 2 and is; therefore; divisible by 4. Hence; we can choose
a divisor q¿ 3 of d that is either a prime number or is equal to 4; i.e.; q is a power of
a prime number in any case. From this and the facts that (m1; n1−m1)= · · ·=(ms; ns−
ms)=1 and all numbers m1(n1−m1); : : : ; ms(ns−ms) are divisible by q; we obtain that
for each i=1; : : : ; s either mi or ni−mi is divisible by q. Therefore; for each i=1; : : : ; s
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either mi=ni or 1− mi=ni = ni − mi=ni has the numerator divisible by q. Thus; without
loss of generality; we can assume by Claim 9 that all numbers m1; : : : ; ms are divisible
by q. Let m=n be a fraction in [H ]. Then there is a Boolean function f(x1; : : : ; xt) such
that m=n=P{f(m′1=n′1; : : : ; m′t =n′t)} for some m′1=n′1; : : : ; m′t =n′t ∈H . Denote m′i by m′(1)i ;
and n′i − m′i by m′(0)i ; 16 i6 t. We see that m=n= m′=n′1 : : : n′t ; where
m′ =
∑
(1 ;:::;t)∈N(f)
m′(1)1 : : : m
′(t)
t : (1)
We now consider two cases.
(a) Suppose f(0; : : : ; 0)=0. Then it is clear that there is a factor m′(1)i =m
′
i divisible by
q in each summand m′(1)1 : : : m
′(t)
t in (1). Therefore, each summand in (1) is divisible
by q, so that m′ is also divisible by q. Since none of the numbers n′1; : : : ; n
′
t can be
divisible by q, it follows that m is divisible by q.
(b) Suppose f(0; : : : ; 0) = 1. Then by Claim 5 we have
P
{
Lf
(
m′1
n′1
; : : : ;
m′t
n′t
)}
= 1−P
{
f
(
m′1
n′1
; : : : ;
m′t
n′t
)}
= 1− m
n
=
n− m
n
and Lf(0; : : : ; 0) = 0:
Hence, arguments similar to those in the case f(0; : : : ; 0) = 0, yield that n − m is
divisible by q.
Thus, for each fraction m=n from [H ] either m ≡ 0 (mod q) or m ≡ n (mod q). We
choose a natural number r such that nr ¿q. Since q − 1¿ 2, it follows that among
the numbers 1; : : : ; q−1 there is a number m′′ that does not belong to the residue class
of nr modulo q (i.e., to the set of numbers that are congruent nr modulo q). Since
m′′ is not in a residue class of 0 modulo q as well, we see that m′′=nr ∈ [H ]. Hence,
G[n1]* [H ].
The main fact used in proving the suOciency of the hypotheses in Theorems 3 and
4 is the following
Lemma 16. Let l=n be an irreducible fraction in the interval (0; 1). Then for each
 ¿ 0 there exists K( )∈N such that for each integer k¿K( ) each fraction mn−k
such that  6mn−k6 1−  and m is divisible by l(n− l) belongs to the set [{l=n}].
Proof. If l=n=1=2; then the statement of the lemma follows immediately from Theorem
2. Let l=n =1=2. Since; by Claim 9; [mn−k ]= [1−mn−k ] ; we assume; without loss of
generality; that l=n¿ 1=2; i.e.; l¿n− l. In this case;
∞∑
j=0
(
n− l
l
)j
=
1
1− (n− l)=l =
l
2l− n6 l: (2)
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Let  ¿ 0. For K( ) we choose a number such that each k that is at least K( ) satis+es
the following two inequalities:
k¿ lmax(2; n− l); (3)
(
l
n
)k
¡
 
l(n− l) : (4)
Without loss of generality; we assume that k¿ 3.
Let us consider an arbitrary fraction mn−k that satis+es the conditions of the lemma.
By m′ denote the integer m=(l(n− l)). Note that for each binary tuple ˜ = (1 : : : k)
from {0; 1}k the relation
P˜
(
l
n
; : : : ;
l
n
)
=
(
l
n
)
1
: : :
(
l
n
)
k
=
l‖˜‖(n− l)k−‖˜‖
nk
holds. For convenience, by m(˜) denote the value nkP˜(l=n; : : : ; l=n), which is equal to
l‖˜‖(n−l)k−‖˜‖. By m′(˜) denote the value m(˜)=(l(n−l)), which is equal to l‖˜‖−1(n−
l)k−‖˜‖−1. It is clear that if ˜ =(0; : : : ; 0) and ˜ =(1; : : : ; 1) then m′(˜) is integer.
Similarly, if f(x1; : : : ; xk) is a Boolean function then we set m(f)=nkP{f(l=n; : : : ; l=n)}
and m′(f) = m(f)=(l(n− l)). Obviously, if f ≡ 0 then
m′(f) =
∑
˜∈Nf
m′(˜): (5)
Thus, if f(0; : : : ; 0)=f(1; : : : ; 1)=0 then m′(f) is an integer. Furthermore, due to the
formula for the calculation of m′(˜), equality (5) can be written as
m′(f) =
k∑
i=0
|N(f) ∩ Bki |li−1(n− l)k−i−1: (6)
The formula (6) can be generalized as follows. Let f′(x1; : : : ; xk) and f′′(x1; : : : ; xk) be
Boolean functions, and let #i = |N(f′′) ∩ Bki | − |N(f′) ∩ Bki |, i = 0; 1; : : : ; k. Then it
immediately follows from (6) that
m′(f′′) = m′(f′) +
k∑
i=0
#ili−1(n− l)k−i−1: (7)
Let us construct a sequence a0; a1; : : : ; ak−2 of numbers from the set {0; 1; : : : ; l − 1}
such that for each i = 0; 1; : : : ; k − 2 the congruence
m′ ≡
i∑
j=0
ajlj−1(n− l)k−j−1 (mod li): (8)
holds. The numbers ai from this sequence will be de+ned by induction on i. We set
a0 = 0. It is evident that the relation (8) holds for i = 0 in this case. Let us suppose
that for some r ∈{0; 1; : : : ; k − 3} we have found a0; a1; : : : ; ar so that the relation (8)
holds for i = r. Then the number m′ −∑rj=0 ajlj−1(n− l)k−j−1 is divisible by lr . By
br denote the integer (m′−
∑r
j=0 ajl
j−1(n− l)k−j−1)=lr . Since (l; n− l)= 1, it follows
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that (l; (n− l)k−r−2)= 1. Therefore, according to Claim 12, in the complete system of
residues {0; 1; : : : ; l− 1} modulo l there is a number ar+1 such that the congruence
ar+1(n− l)k−r−2 ≡ br (mod l)
is valid. If we multiply both sides and the modulus of this congruence by lr , then we
obtain a relation that is equivalent to (8) for i = r + 1. Thus we can +nd all numbers
a1; : : : ; ak−2 of the required sequence.
Since, by (3), for each i=1; : : : ; k−2 we have ai6 l6 k6 ( ki )=|Bni |, it follows that
we can construct a Boolean function f0(x1; : : : ; xk) such that |N(f0)∩Bk0|= |N(f0)∩
Bkk−1|= |N(f0) ∩ Bkk |= 0 and |N(fi) ∩ Bki |= ai, 16 i6 k − 2. By (6), we have
m′(f) =
k−2∑
i=1
aili−1(n− l)k−i−1: (9)
Then, using (8) for i= k−2 and a0 =0, we obtain that m′(f0) ≡ m′ (mod lk−2). From
(9), (2), (4), and the inequality (n − l)=l¡ 1, we obtain the following upper bound
on the value P{f0(l=n; : : : ; l=n)}:
P
{
f0
(
l
n
; : : : ;
l
n
)}
=
l(n− l)
nk
m′(f0) =
l(n− l)
nk
k−2∑
i=1
aili−1(n− l)n−i−1
6
l(n− l)
nk
k−2∑
i=1
li(n− l)n−i−1 = l
k−1(n− l)2
nk
k−2∑
i=1
(
n− l
l
)k−i−2
=
lk−1(n− l)2
nk
k−3∑
j=0
(
n− l
l
)j
6
lk−1(n− l)2
nk
∞∑
j=0
(
n− l
l
)j
6
(
l
n
)k
(n− l)2¡  
l(n− l) (n− l)
2 =
n− l
l
 ¡  6
m
nk
:
Hence,
m′(f0) =
nk
l(n− l)P
{
f0
(
l
n
; : : : ;
l
n
)}
¡
nk
l(n− l) ·
m
nk
= m′: (10)
Starting from the function f0, we construct a +nite sequence of Boolean functions
f0; f1; : : : ; ft of k variables that are equal to 1 at the tuples of the levels Bk1 ; : : : ; B
k
k−2
only and are such that for each i, 16 i6 t, the relations
m′(fi) ≡ m′ (mod lk−2); (11)
m′(fi)6m′(fi−1) + klk−2 (12)
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hold. We construct fi’s by induction on i = 0; 1; : : : ; t + 1. For i = 0 the required
function f0 is already constructed. Suppose that we have constructed a function fi−1
that satis+es the required conditions. If in each level Bk1 ; : : : ; B
k
k−2 there are less than
l tuples at which fi−1 is equal to 0, then we set ft = fi−1 and thus complete the
construction of the required sequence. Suppose that there are levels from {Bk1 ; : : : ; Bkk−2}
that contain at least l tuples where the function fi−1 is equal to 0. Among these levels
we choose a level that contains tuples of the least weight. Suppose that Bkv(i) is such a
level. We sequentially construct functions fv(i)i ; : : : ; f
k−2
i of k variables that are equal
to 1 at tuples from levels Bk1 ; : : : ; B
k
k only, and for each j= v(i); : : : ; k − 2 the relations
m′(fji ) ≡ m′ (mod lj); (13)
m′(fji )6m
′(fj−1i ) + l
j(n− l)k−j−1; (14)
where fv(i)−1i =fi−1, hold. The function f
v(i)
i can be constructed in the following way.
We choose a subset C that contains l tuples from the set Biv(i) ∩N( Lf i−1). We set
N(fv(i)i ) =N(fi−1) ∪ C. Then, using (7), we get
m′(fv(i)i ) =m
′(fi−1) + |C| · lv(i)−1(n− l)k−v(i)−1
=m′(fi−1) + lv(i)(n− l)k−v(i)−1:
Thus, the function fv(i)i satis+es both (14) and (since (11) is valid for the function
fi−1) the relation (13). Suppose that for some j∈{v(i + 1); : : : ; k − 2} the functions
fv(i)i ; : : : ; f
j−1
i satisfying (13) and (14) have been already constructed. By b denote the
integer (m′−m′(fj−1i ))=lj−1. Since by (3) we have |N(fj−1i )∩Bkj |+ |N( Lf
j−1
i )∩Bkj |=
|Bkj |= ( kj )¿ k¿ 2l, it follows that either |N( Lf
j−1
i )∩Bkj |¿ l or |N(fj−1i )∩Bkj |¿ l.
Suppose |N( Lfj−1i )∩Bkj |¿ l. Since (l; (n− l)n−j−1)=1, it follows from Claim 12 that
in the complete system {0; 1; : : : ; l−1} of residues modulo l there is a number a′ such
that the congruence
a′(n− l)n−j−1 ≡ b (mod l)
is valid. By multiplying both sides and the modulus of this congruence by lj−1, we
obtain
m′(fj−1i ) + a
′lj−1(n− l)n−j−1 ≡ m′ (mod lj): (15)
We choose a subset C′ that contains a′ tuples from the setN( Lf
j−1
i )∩Bkj . PutN(fji )=
N(fj−1i ) ∪ C′. Using (7), we obtain
m′(fji ) = m
′(fj−1i ) + a
′lj−1(n− l)n−j−1:
Thus, from (15) and the inequality a′6 l we see that the constructed function fji
satis+es relations (13) and (14).
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Let l|N(fj−1i ) ∩ Bkj |¿ l. By Claim 12, in the complete system of residues {−(l−
1);−(l− 2); : : : ; 1; 0} there is a number a′′ modulo l such that the congruence
a′′(n− l)n−j−1 ≡ b (mod l)
is valid. This implies, as in the previous case, that
m′(fj−1i ) + a
′′lj−1(n− l)n−j−1 ≡ m′ (mod lj): (16)
In the set N(fj−1i ) ∩ Bkj we choose an arbitrary subset C′′ that contains |a′′| tuples.
We set N(fji ) =N(f
j−1
i ) \ C′′. Using (7) and (16), we obtain
m′(fji ) =m
′(fj−1i )− |a′′|lj−1(n− l)n−j−1
=m′(fj−1i ) + a
′′lj−1(n− l)n−j−1 ≡ m′ (mod lj):
Furthermore, it is clear that m′(fji )6m
′(fj−1i ). Thus, in this case the function f
j
i also
satis+es (13) and (14).
We set fi = fk−2i . Then by (13), the function fi satis+es the relation (11) for
j = k − 2. Using (2) and (3), by (14) we also obtain
m′(fi)6m′(fi−1) +
k−2∑
j=v(i)
lj(n− l)k−j−1
= m′(fi−1) + lk−2(n− l)
k−2∑
j=v(i)
(
n− l
l
)k−j−2
= m′(fi−1) + lk−2(n− l)
k−v(i)−2∑
j=0
(
n− l
l
)j
6m′(fi−1) + lk−2(n− l)
∞∑
j=0
(
n− l
l
)j
6m′(fi−1) + lk−2(n− l)l6m′(fi−1) + klk−2:
Thus, fi satis+es (12). Note that v(i− 1)6 v(i) and if v(i− 1)= v(i), then |N( Lf i)∩
Bkv(i)|¡ |N( Lf i−1) ∩ Bkv(i−1)|. So, the sequence f0; f1; : : : ; ft will necessary terminate.
We next show that
m′6m′(ft) + klk−2: (17)
For this purpose we consider a Boolean function f′t(x1; : : : ; xk) such that N(f
′
t) =
N(ft) ∪ Bkk−1. From (7), it follows that
m′(f∗t ) = m
′(ft) + |Bkk−1|lk−2 = m′(ft) + klk−2:
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From the construction of f′t , it follows that |N( Lf
′
t)∩Bkk−1|=0 and |N( Lf
′
t)∩Bki |¡l
for i = 1; : : : ; k − 2. From this fact, combined with (6), (2), and (4), we obtain
m′( Lf
′
t) = |N( Lf
′
t) ∩ Bk0|
lk−1
n− l +
k−1∑
i=1
|N( Lf′t) ∩ Bki |li−1(n− l)k−i−1
+ |N( Lf′t)∩Bkk |(n− l)k−1=l¡
lk−1
n− l +
k−2∑
i=1
li(n− l)k−i−1 + (n− l)
k−1
l
6 lk−1 +
k−2∑
i=1
li(n− l)k−i−1 + (n− l)k−1 =
k−1∑
i=0
li(n− l)k−i−1
= lk−1
k−1∑
i=0
(
n− l
l
)k−i−1
¡lk−1
∞∑
i=0
(
n− l
l
)i
6 lk
= nk
(
l
n
)k
¡nk
 
l(n− l) :
Thus,
P
{
Lf
′
t
(
l
n
; : : : ;
l
n
)}
=
l(n− l)
nk
m′( Lf
′
t)¡ :
Hence, by Claim 5 we have
P
{
f′t
(
l
n
; : : : ;
l
n
)}
= 1−P
{
Lf
′
t
(
l
n
; : : : ;
l
n
)}
¿ 1−  ¿ m
nk
:
Therefore,
m′(ft) + klk−2 = m′( Lf
′
t) =
nk
l(n− l)P
{
f′t
(
l
n
; : : : ;
l
n
)}
¿
m
l(n− l) = m
′:
Let S be the subset of all functions fi in the sequence {f0; f1; : : : ; ft} such that
m′6m′(fi) + klk−2. From (17) it follows that ft ∈ S, and the set S is not empty.
Therefore, we can choose a function from S with the minimal ordinal number. Denote
this number by i∗; we now show that
m′(fi∗)¡m′: (18)
If i∗=0, then the inequality (18) follows immediately from (10). Assume that i∗¿ 0.
Since i∗ is the minimum ordinal number of the functions from S, we see that fi∗−1 ∈ S.
Thus m′(fi∗−1)+klk−2¡m′. Combining this with (12) for i= i∗, we get (18). Hence,
m′(fi∗)¡m′6m′(fi∗) + klk−2;
i.e.,
0¡m′ − m′(fi∗)6 klk−2: (19)
And from (11), we have m′−m′(fi∗) ≡ 0 (mod lk−2). Put d=(m′−m′(fi∗))=lk−2. From
(19), it follows that 0¡d6 k. Therefore, we can choose a subset D that contains d
tuples from Bkk−1.
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By fˆ denote a Boolean function of k variables such thatN(fˆ)=N(fi∗)∪D. From
(6), we obtain
m′(fˆ) = m′(fi∗) + dlk−2 = m′(fi∗) +
m′ − m′(fi∗)
lk−2
lk−2 = m′:
Therefore,
P
{
fˆ
(
l
n
; : : : ;
l
n
)}
=
l(n− l)
nk
m′ =
m
nk
:
Thus, mn−k ∈ [{l=n}]. Lemma 16 is proved.
Corollary 17. Suppose that l=n is an irreducible fraction in the interval (0; 1). Then
each fraction mn−k from G[n]; where m is divisible by l(n − l); belongs to the set
[{l=n}].
Proof. This statement follows from Lemma 16 and the fact that each fraction mn−k
can be represented in the form mnK( )−k =nK( ); where  =min(m=nk ; 1− m=nk).
3. Proof of Theorem 3
Lemma 18. Let p be a prime number; M a closed set of numbers; m1; m2 ∈N; and
(m1; p) = (m2; p) = 1. Suppose also that each fraction mp−r from G[p]; where m is
divisible by m1 or by m2; belongs to the set M . Then each fraction mp−r from G[p];
where m is divisible by (m1; m2); belongs to the set M.
Proof. Suppose that mp−r is an arbitrary fraction from G[p]; where m is divisible by
(m1; m2). We choose natural numbers r1 and r2 such that pr1 ¿m1m2; r2¿ r; and r2
is divisible by ’(m1). Since mpr1+r2−r is divisible by (m1; m2); it follows by Corollary
14 that there are integers c1; c2 such that
mpr1+r2−r = c1m1 + c2m2; (20)
it is obvious that we can choose c2 from the set {1; : : : ; m1}. Therefore;
0¡c2m26m1m2¡pr1 : (21)
From (20); we have
pr1+r2 ¿mpr1+r2−r ¿ c1m1¿mpr1+r2−r − pr1¿pr1+r2−r − pr1¿ 0:
Thus; c1m1=pr1+r2 ∈G[p] and; according to the conditions of the lemma; we have
c1m1=pr1+r2 ∈M . Let us consider a fraction (c1m1 + pr1 )=pr1+r2 . Since
0¡c1m1 + pr1 ¡mpr1+r2−r + pr16 (m+ 1)pr1+r2−r6prpr1+r2−r = pr1+r2 ;
it follows that c1m1 + pr1 =pr1+r2 ∈G[p]. Consequently;
1− c1m1 + p
r1
pr1+r2
=
pr1+r2 − pr1 − c1m1
pr1+r2
∈G[p]:
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Since r2 is divisible by ’(m1) and (p;m1) = 1; Euler’s theorem implies that pr2 − 1
is divisible by m1. Thus pr1+r2 − pr2 − c1m1 = pr1 (pr2 − 1)− c1m1 is divisible by m1.
Then from the hypothesis of the lemma we readily have
1− c1m1 + p
r1
pr1+r2
∈M:
Therefore; by Claim 7; we get (c1m1 + pr1 )=pr1+r2 ∈M . Similarly; from (21) and the
hypothesis of the lemma it follows that c2m2=pr1 ∈M . Let us consider a Boolean
function f+(x; y; z) = x Lz ∨ yz. It is easy to verify that
P{f+(x; y; z)}= x(1− z) + yz:
From this fact and (20); we have
P
{
f+
(
c1m1
pr1+r2
;
c1m1 + pr1
pr1+r2
;
c2m2
pr1
)}
=
c1m1
pr1+r2
(
1− c2m2
pr1
)
+
c1m1 + pr1
pr1+r2
· c2m2
pr1
=
c1m1 + c2m2
pr1+r2
=
mpr1+r2−r
pr1+r2
=
m
pr
:
Since
c1m1
pr1+r2
;
c1m1 + pr1
pr1+r2
;
c2m2
pr1
∈M
and the set M is closed; we conclude that m=pr ∈M .
Corollary 19. Let s¿ 2; p be a prime number; M be a closed set of numbers; and
m1; : : : ms be natural numbers such that (m1; p)= · · ·=(ms; p)=1. Suppose that each
fraction mp−r from G[p]; where m is divisible by any of mi; i = 1; : : : ; s belongs to
M. Then each fraction mp−r from G[p]; where m is divisible by (m1; : : : ; ms); belongs
to the set M.
This statement follows immediately from Lemma 18 by induction on s.
Lemma 20. Suppose p is a prime number; H = {m1=pr1 ; : : : ; ms=prs} is a 1nite set of
irreducible fractions from G[p]; d = (m1(pr1 − m1); : : : ; ms(prs − ms)) for s¿ 2; and
d=m1(pr1 −m1) for s=1. Then each fraction mp−r from G[p]; where m is divisible
by d; belongs to [H ].
Proof. It is clear that for each i = 1; : : : ; s each fraction mp−r from G[p] can be
represented as mprik−r=pr
k
i ; where k = r=ri. Therefore; from Corollary 17; we have
that for each i = 1; : : : ; s each fraction mp−r from G[p]; where m is divisible by
mi(pri − mi); belongs to the set [H ]. By Corollary 6 the set [H ] is closed. Thus; the
statement of Lemma is obvious for s= 1 and follows from Corollary 19 for s¿ 2.
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Corollary 21. Suppose p is a prime number; H = {m1=pr1 ; : : : ; ms=prs} is a 1nite set
of irreducible fractions from G[p]; d=(m1(pr1 −m1); : : : ; ms(prs −ms)) for s¿ 2; and
d= m1(pr1 − m1) for s= 1. Then if d6 2; then G[p] ⊆ [H ].
Proof. If d = 1; then the statement follows immediately from Lemma 20. Let d = 2.
Then from the relation (d; p)=1 it follows that p =2. Therefore; p is an odd number.
Consequently; each fraction m=pr from G[p] or a fraction 1− m=pr = pr − m=pr has
an even numerator and; by Lemma 20; belongs to [H ]. Therefore; by Corollary 8 both
of these fractions belong to [H ]. Thus; we have G[p] ⊆ [H ] in this case .
It remains to note that the suOciency of conditions of Theorem 3 follows immedi-
ately from Corollary 21. The necessity of these conditions follows from Lemma 15.
4. Proof of Theorem 4
In proving Theorem 4, we use the following generalization of Lemma 18.
Lemma 22. Let n1; n2; m1; m2 be natural numbers such that n1; n2¿ 1 and (m1; n1) =
(m1; n2) = (m2; n2) = 1. Let 06  ¡ 1=2; and suppose M is a closed set of numbers
that contains each fraction m=nr1¡ 1−  from G[n1]; where m is divisible by m1; and
each fraction m=nr2 from G[n2]; where m is divisible by m2. Then each fraction m=n
r
1
from G[n1]; where  ¡m=nr1¡ 1 −  and m is divisible by (m1; m2); is contained in
M.
Proof. Let m=nr1 be an arbitrary fraction from G[n1]; where m is divisible by (m1; m2);
 ¡m=nr1¡ 1 −  . We choose natural numbers r1 and r2 that are divisible by ’(m1)
and satisfy the inequalities m1m2¡n
r2
2 ¡n
r1−r
1 . Since mn
r1−r
1 is divisible by (m1; m2);
it follows from Corollary 14 that there are integers c1; c2 such that
mnr1−r1 = c1m1 + c2m2; (22)
and it is obvious that we can choose c2 from the set {1; : : : ; m1}. Consequently;
0¡c2m26m1m2¡n
r2
2 ¡n
r1−r
1 : (23)
Hence c2m2=n
r2
2 ∈G[n2]; and the hypothesis of the lemma implies that c2m2=nr22 ∈M .
From (22) and (23); we get
06 (m− 1)nr1−r1 = mnr1−r1 − nr1−r1 ¡c1m1¡mnr1−r1 :
Therefore;
0¡
c1m1
nr11
¡
mnr1−r1
nr11
=
m
nr1
¡ 1−  ;
i.e.; 0¡c1m1=n
r1
1 ¡ 1−  ; and by the hypothesis of the lemma we have c1m1=nr11 ∈M .
From (22) and (23) it also follows that
mnr1−r1 ¡c1m1 + n
r2
2 ¡mn
r1−r
1 + n
r1−r
1 = (m+ 1)n
r1−r
1 :
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Therefore;
 ¡
m
nr1
=
mnr1−r1
nr11
¡
c1m1 + n
r2
2
nr11
¡
(m+ 1)nr1−r1
nr11
=
m+ 1
nr1
6 1:
Thus;
 ¡
c1m1 + n
r2
2
nr11
¡ 1; or 0¡ 1− c1m1 + n
r2
2
nr11
¡ 1−  :
Since r1 and r2 are divisible by ’(m1) and (m1; n1) = (m1; n2) = 1; it follows from
Euler’s theorem that nr11 ≡ 1 (modm1); nr22 ≡ 1 (modm1). Hence; nr11 − nr22 is divisible
by m1. Thus; n
r1
1 − nr22 − c1m1 is divisible by m1 and; by the hypothesis of the lemma
again; we obtain
1− c1m1 + n
r2
2
nr11
=
nr11 − c1m1 − nr22
nr11
∈M:
Thus; by Claim 7; we have (c1m1 + n
r2
2 )=n
r1
1 ∈M . Let us consider a Boolean functions
f+ that was de+ned in the proof of Lemma 18. Recall that
P{f+(x; y; z)}= x(1− z) + yz:
Using (22); we obtain
P
{
f+
(
c1m1
nr11
;
c1m1 + n
r2
2
nr11
;
c2m2
nr22
)}
=
c1m1
nr11
(
1− c2m2
nr22
)
+
c1m1 + n
r2
2
nr11
c2m2
nr22
=
c1m1 + c2m2
nr11
=
mnr1−r1
nr11
=
m
nr1
:
From this; the fact that the numbers c1m1=n
r1
1 ; (c1m1 + n
r2
2 )=n
r1
1 ; and c2m2=n
r2
2 belong to
the set M; and the set M is closed; we obtain that m=nr1 ∈M .
Lemma 23. Let n1; n2; m1; m2 be natural numbers such that n1; n2¿ 1 and (n1; n2) =
(m1; n1)= (m2; n2)= 1; Suppose that M is a closed set of numbers that contains each
fraction m=nr1 from G[n1]; where m is divisible by m1; and each fraction m=n
r
2 from
G[n2]; where m is divisible by m2. Then M contains each fraction m=nr1 from G[n1];
where m is divisible by (m1; m2).
Proof. Let m=nr1 ∈G[n1]; and let m be divisible by (m1; m2). We divide the set of all
prime factors of the number m1 into two groups: the +rst group contains all factors
that are not divisors of n2; the second group contains the divisors of n2. By m′1 and m
′′
1
denote the product of all factors from the +rst and the second groups; respectively. Note
that m1=m′1m
′′
1 ; (m
′
1; n2)=1; and that m
′′
1 is a divisor of n
k
2 for a suOciently large natural
k. We choose a natural number k2 such that k2¿ k and m2n1=n
k2
2 ¡min(m=n
r
1; 1−m=nr1).
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Then we have
m2n1
nk22
¡
m
nr1
¡ 1− m2n1
nk22
=
nk22 − m2n1
nk22
: (24)
We show that each fraction m′=nr
′
1 from G[n1] such that
m′
nr′1
¡
nk22 − m2n1
nk22
and m′ is divisible by m′1(n
k2
2 − m2n1) belongs to the set M . Let
0¡
m′
nr′1
¡
nk22 − m2n1
nk22
(25)
and m′ = cm′1(n
k2
2 − m2n1); where c∈N. Then
m′
nr′1
=
cm′1n
k2
2
nr′1
nk22 − m2n1
nk22
=
cm1d
nr′1
nk22 − m2n1
nk22
; (26)
where d=nk22 =m
′′
1 ∈N. Since; by (24); the fraction m2n1=nk22 belongs to the set G[n2]; the
hypothesis of the lemma yields m2n1=n
k2
2 ∈M . Thus; by Claim 7; the set M also contains
the fraction (nk22 − m2n1)=nk22 . From (25) and (26) it follows that 0¡cm1d=nr
′
1 ¡ 1.
Therefore; by the hypothesis; we have cm1d=nr
′
1 ∈M . Thus; from (26) and Claim 10;
we see that m′=nr
′
1 ∈M . Since m′1 is a divisor of the number m that is relatively prime
with n1; and (n1; n2) = 1; it follows that (m′1; n1) = 1 and (n
k2
2 − m2n1; n1) = 1. Thus;
(m′1(n
k2
2 −m2n1); n1) = 1. Furthermore; since (m′1; n2) = (n1; n2) = (m2; n2) = 1; we have
(m′1(n
k2
2 −m2n1); n2)=1. Hence; (m′1(nk22 −m2n1); n1)=(m′1(nk22 −m2n1); n2)=(m2; n2)=1;
so that M contains each fraction
m′
nr′1
¡ 1− m2n1
nk22
from G[n1]; where m′ (m2n1=nk22 ) is divisible by m
′
1(n
k2
2 − m2n1); and each fraction
m′=nr
′
2 from G[n2]; where m
′ is divisible by m2. Using Lemma 22; we obtain that M
contains each fraction m′=nr
′
1 from G[n1] such that
m2n1
nk22
¡
m
nr1
¡ 1− m2n1
nk22
and m′ is divisible by (m′1(n
k2
2 − m2n1); m2). Since (m2; n2) = 1 and m′′1 divides the
number nk2; it follows that (n
k2
2 −m2n1; m2)=(m′′1 ; m2)=1. Thus; (m′1(nk22 −m2n1); m2)=
(m′1; m2) = (m
′
1m
′′
1 ; m2) = (m1; m2). This fact along with (24) imply that m=n
r
1 ∈M .
Corollary 24. Let s¿ 2; and natural numbers n1; : : : ; ns; m1; : : : ; ms be such that n1; : : : ;
ns ¿ 1; (m1; n1) = · · ·= (ms; ns) = 1; (n1; n2) = · · ·= (n1; ns) = 1. Furthermore; suppose
M ⊆ (0; 1) is a closed set and for each i = 1; : : : ; s the set M contains each fraction
m=nri from G[ni]; where m is divisible by mi. Then M contains each fraction m=n
r
1
from G[n1]; where m is divisible by (m1; : : : ; ms).
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The validity of this statement follows immediately from Lemma 23 by induction on s.
Proof of Theorem 4. Necessity. Suppose that (a) is not ful+lled; i.e.; for some p from
I[n] there is no fraction with a denominator divisible by p in the set H . It means
that all fractions from H belong to the set G[nˆ]; where nˆ=
∏
q∈I[n]\{p} q. Taking into
account that the set G[nˆ] is closed; we get that [H ] ⊆ G[nˆ]. However; by Claim 1;
we have G[nˆ] ⊂ G[n]; and thus [H ] ⊂ G[n]. The necessity of (b) follows immediately
from Lemma 5.
Su7ciency. Suppose that (a) is ful+lled. Let us consider an arbitrary p∈I[n].
Without loss of generality, we assume that the numbers n1; : : : ; nt , where 16 t6 s,
are divisible by p, and the numbers nt+1 : : : ; ns are relatively prime with p. We set
d′=(m1(n1−m1); : : : ; mt(nt−mt)) for t¿ 2 and d′=m1(n1−m1) for t=1. Since for each
i = 1; : : : ; t each fraction mp−r from G[p] can be presented in the form m(ni=p)r=nri
when required, it follows by Corollary 17 that for each i=1; : : : ; t each fraction mp−r
from G[p], where m is divisible by mi(ni−mi), belongs to the set [H ], which is closed
due to Corollary 6. Therefore, for t¿ 2, we obtain by Corollary 19 that [H ] contains
each fraction mp−r from G[p], where m is divisible by d′. Let us show that [H ]
contains each fraction mp−r from G[p], where m is divisible by d. Note that if t = s
then d = d′. Suppose t ¡ s. Then, by Corollary 17, for each i = t; : : : ; s each fraction
m=nri from G[ni], where m is divisible by mi(ni − mi), belongs to the set [H ]. In this
case we have (p; nt+1)= · · ·=(p; ns)= 1. Thus, we can apply Corollary 24 and check
that in this case [H ] contains each fraction mp−r from G[p], where m is divisible by
(d′; mt+1(nt+1 − mt+1); : : : ; ms(ns − ms)) = d.
Let d6 2. Then, arguing as in the proof of Corollary 24, we obtain that G[p]∈ [H ].
Thus, for each p∈I[n] the set [H ] contains all fractions 1=p; : : : ; p− 1=p from G[p].
Since the set [H ] is closed, it follows by Theorem 2 that G[n] ⊆ [H ]. Finally, since
the set G[n] is closed, we have G[n] = [H ].
5. Conclusion
Note that, since each number is generated by a +nite subset of numbers from a
generating set, this criterion of completeness can be easily formulated for the case of
in+nite generating subsets too.
Lately, much attention was focused on the complexity aspects of the simulation of
Boolean random variables. One of the most informative notions of complexity of a
random variable is the minimum number of input random codes that are needed its
implementation. In terms of generating numbers this notion corresponds to the de+nition
of the complexity of generating a number as the minimal possible number of variables
in a function that generate this number. A number of results on the complexity of
generating rational numbers by converters of probabilistic distributions from diRerent
classes was obtained by the author in [4–6]. The problem of obtaining bounds on the
complexity of generating numbers from these sets for +nite generating systems arises
naturally in connection with the characterization of all +nite generating subsets from
the sets G[n] given in the present paper.
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The author is grateful to O.B. Lupanov for valuable remarks on this work.
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