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Let d be a prehomogeneous dimension vector for a quiver Q .
There is an action of the product Gl(d) of linear groups on the
vector space rep(Q ,d) of representations of Q with dimension
vector d, and there is a representation T with a dense Gl(d)-
orbit in rep(Q ,d). We give a construction for a dense subset FQ ,d
of the variety ZQ ,d of common zeros of all semi-invariants in
k[rep(Q ,d)] of positive degree, and we show that this set is stable
for big dimension vectors, i.e. FQ ,N·d = {X ⊕ T N−1: X ∈ FQ ,d}.
Moreover, we show that the existence of a dense orbit in ZQ ,d
depends on a quiver Q ⊥ such that the category of representations
of Q ⊥ is equivalent to the right perpendicular category T⊥ .
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We ﬁx an algebraically closed ﬁeld k and a quiver Q with a ﬁnite set of vertices Q 0 = {1, . . . ,n}
and a ﬁnite set Q 1 of arrows α : tα → hα , where tα and hα denote the tail and the head of α,
respectively. A representation X of Q consists of a family {X(i): i ∈ Q 0} of ﬁnite dimensional k-
vector spaces and a family {X(α) : X(tα) → X(hα): α ∈ Q 1} of k-linear maps. A morphism f : X → Y
between two representations of Q is a family { f (i) : X(i) → Y (i): i ∈ Q 0} of k-linear maps satisfying
f (hα) ◦ X(α) = Y (α) ◦ f (tα) for all α ∈ Q 1. The vector space of morphisms from X to Y will be
denoted by Hom(X, Y ).
For a ﬁxed dimension vector d ∈ NQ 0 , we consider the vector space
rep(Q ,d) =
∏
α∈Q 1
Mat(dhα × dtα ,k)
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i=1 Gl(di,k). The algebraic group Gl(d) acts on rep(Q ,d) by conjugation
(
(g1, . . . , gn)  X
)
(α) = ghα ◦ X(α) ◦ g−1tα ,
and we get an induced action of Gl(d) on the coordinate algebra k[rep(Q ,d)], given by (g · f )(X) :=
f (g−1 X), for g ∈ Gl(d), f ∈ k[rep(Q ,d)] and X ∈ rep(Q ,d). The algebra k[rep(Q ,d)]Gl(d) of invariant
polynomials under this action has been determined in [13] for ﬁelds of characteristic 0 and in [9] for
ﬁelds of arbitrary characteristic, and it is trivial if Q does not contain oriented cycles.
We consider the algebra SI(Q ,d) of semi-invariant polynomial functions on rep(Q ,d), which
is the algebra k[rep(Q ,d)]Sl(d) of polynomial functions invariant under the action of the group
Sl(d) =∏ni=1 Sl(di,k), product of special linear groups. This algebra has been much studied in the
last three decades (see [2] for a recent review), however the null cone ZQ ,d (see [5,8] for a deﬁni-
tion), which is the set of common zeros of all polynomials in SI(Q ,d) without constant term, has
ﬁrst been studied (in 2004) by Chang and Weyman [6], in the special case where the quiver Q is of
Dynkin type An .
Recall that a dimension vector d is called prehomogeneous if there exists a representation T with
dimension vector d, such that its Gl(d)-orbit is open (for the Zariski topology) in rep(Q ,d). Such a
representation T is unique up to isomorphism since there is at most one open orbit in rep(Q ,d),
and is characterized by Ext(T , T ) = 0 [18]. Let T =⊕ri=1 T λii be a decomposition of T where the
direct summands Ti are indecomposable and pairwise non-isomorphic. Riedtmann and Zwara proved
in [16] the existence of an integer N such that the variety ZQ ,d is irreducible, provided λi  N for all
i = 1, . . . , r.
The aim of this paper is to give some conditions about the existence of a Gl(d)-orbit which is
dense in ZQ ,d, and to give a construction, as a direct sum of indecomposables, for a representa-
tion X lying in this orbit. We will only consider dimension vectors d which are prehomogeneous,
since in the non-prehomogeneous case, we cannot guarantee that the variety ZQ ,N·d is irreducible,
for N big.
In [19], Schoﬁeld gives a construction for semi-invariants, and as a consequence, the variety ZQ ,d
can be characterized as follows: let T⊥ be the full subcategory of rep(Q ), called the right perpendicular
category, whose objects A satisfy
Hom(T , A) = 0 = Ext(T , A).
The support of a representation X is the full subquiver of Q whose vertices are {i ∈ Q 0: X(i) = 0}.
We assume that the support of T is all of Q . Therefore, the category T⊥ is equivalent to the cate-
gory rep(Q ⊥) of representations of a quiver Q ⊥ having n − r vertices and not containing oriented
cycles [19]. Let S ′r+1, . . . , S ′n be the simple objects of T⊥ . Then we have
ZQ ,d =
{
X ∈ rep(Q ,d): Hom(X, S ′j) = 0, j = r + 1, . . . ,n}.
We will see that the existence of a dense orbit in ZQ ,d depends on this quiver Q ⊥ . Recall that
a (non-oriented) tree is a connected quiver whose underlying graph does not contain any cycle. We
say that a tree is admissible if it has no subquiver of type D˜m , m  4, with the following orienta-
tion
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If ZQ ,d = Gl(d)  X is the closure of the Gl(d)-orbit of X , we say that the representation X is generic
in ZQ ,d. Moreover, if X ⊕
⊕r
i=1 T
mi
i is generic in ZQ ,d′ for any non-negative integers m1, . . . ,mr ,
where d′ = d+∑ri=1mi dim Ti , we say that the representation X is stable. The orbit of a stable rep-
resentation is called a stable orbit.
Theorem 1.1. Let Q be a ﬁnite quiver and let T1, . . . , Tr be pairwise non-isomorphic indecomposable repre-
sentations of Q such that the support of T1 ⊕ · · · ⊕ Tr is all of Q and Ext(Ti, T j) = 0 for any i, j ∈ {1, . . . , r}.
Assume that the quiver Q ⊥ is a disjoint union of admissible trees. Then there are integers v1, . . . , vr such
that if λi  vi for all i = 1, . . . , r and d =∑ri=1 λi dim Ti , the null cone ZQ ,d is the closure of one stable
Gl(d)-orbit.
It will become clear that a generic representation X in ZQ ,d is stable if and only if Ext(T , X) =
0= Ext(X, T ).
Example 1.2. If Q is the quiver
1 2
3
4
and d= λ
(
1 1
2
1
)
with λ 3, we have ZQ ,d = Gl(d)  X for the stable representation X = Z ⊕ T λ−31 ,
where Z is the direct sum of indecomposables
k
1
0
0
k
1
k
0
0
k
1⊕ k
1
k
0
0
0
0⊕ k
0
0
0
0
k
1⊕ k
0
0
k
1
0
0⊕ k
0
0
k
1
k
1⊕ k
1
k
and where T1 is the following indecomposable representation:
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0
)
k
(
0
1
)
k2
(1 1 )
k
If λ = 2, the variety ZQ ,d has two irreducible components of codimension 3 in rep(Q ,d). If λ = 1,
the variety ZQ ,d is irreducible of codimension 2. It is the closure of one Gl(d)-orbit, but this orbit is
not stable.
The aim of this paper is also to give a construction for this stable representation X . Of course, if
the quiver Q is of inﬁnite representation type, i.e. Q is not a disjoint union of Dynkin quivers of type
An , Dn , E6, E7 and E8 [10], it may happen that the null cone ZQ ,d cannot be written as the closure
of one Gl(d)-orbit, even if the integers λi are very big. In this case, we need inﬁnitely many orbits to
describe ZQ ,d. Our construction still works in this case and it gives us a family of representations of
Q which is dense in ZQ ,d.
Example 1.3. We consider the following quiver:
Q = 1 3
4
6
5 2
We put T1 = P1 and T2 = P2, where Pi ∈ rep(Q ) denotes the projective indecomposable represen-
tation attached to the vertex i of Q . Thus the dimension vector of T = T λ11 ⊕ T λ22 , λ1, λ2  1, is
d = λ1
(
1 1 1
1
0 0
)+ λ2( 0 0 11 1 1). The category T⊥ = {X ∈ rep(Q ): Hom(P1, X) = 0 = Hom(P2, X)} =
{X ∈ rep(Q ): X(1) = 0= X(2)} is equivalent to the category rep(Q ⊥), where the quiver
Q ⊥ = 3
4
6
5
is a non-oriented cycle. We can prove that (this is a special case of a construction given in Section 3)
ZQ ,d is not the closure of one Gl(d)-orbit, for any positive integers λ1, λ2. In fact, if λ1, λ2  2, we
have
ZQ ,d =
⋃
μ∈k∗
Gl(d) 
(
Dμ ⊕ S1 ⊕ S2 ⊕ S4 ⊕ S6 ⊕ T λ1−21 ⊕ T λ2−22
)
,
where Si is the simple representation of Q corresponding to the vertex i, and where
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1
0
) k2
(
1 0
0 μ
0 0
)
(
1 0
0 1
0 0
)
k3
k3
k2(
0 0
0 1
1 0
)
(
0 1
0 1
1 1
)
k(
1
0
)
We will also discuss the following question: how big are the integers v1, . . . , vr which appear in
Theorem 1.1? We must have vi  N for all i = 1, . . . , r, if we want to guarantee that the variety ZQ ,d
is irreducible. It has been proved in [17] that this integer N can be chosen to be quite small in case
Q is a disjoint union of Dynkin or Euclidean quivers. Indeed, we can choose N = 3 if Q is a disjoint
union of Dynkin quivers, and N = 2 if Q is a disjoint union of Dynkin quivers of type A. The integer
N may be very large if Q is a wild quiver.
We have a similar result:
Theorem 1.4. Let Q be a disjoint union of Dynkin quivers and d be a dimension vector for Q . We write d =∑r
i=1 λi dim Ti , where the Gl(d)-orbit of the representation T =
⊕r
i=1 T
λi
i is open in rep(Q ,d) and where
the representations Ti are indecomposable and pairwise non-isomorphic. Then, if λi  3 for all i = 1, . . . , r,
the null cone ZQ ,d is the closure of one stable Gl(d)-orbit.
Moreover, in the particular case where Q is a disjoint union of Dynkin quivers of type A, the same holds if
the condition λi  2, i = 1, . . . , r, is satisﬁed.
The following example shows that the integers v1, . . . , vr may be very large if there is no condition
on the quiver Q .
Example 1.5. We consider the following quiver Q with n 2 vertices:
1
αn−1
α2 αn
α3
2 3 · · · n− 1 n
and the dimension vector d = λ
(
1
1 1 ··· 1 1
)
= λdim P1, with λ  1. For a representation Y in
rep(Q ,d), we have Y ∈ ZQ ,d iff det(Y (αl)) = 0 for all l = 2, . . . ,n. Therefore, the variety ZQ ,d is
irreducible of codimension n − 1 in rep(Q ,d), for any choice of λ  1, and we may choose N = 1.
However, the null cone ZQ ,d is the closure of one stable orbit iff λ  n − 1. And then, as follows
from a construction in Section 3, a stable representation X in ZQ ,d is given by the direct sum of
indecomposables
X = P2 ⊕ Z2 ⊕ P3 ⊕ Z3 ⊕ · · · ⊕ Pn ⊕ Zn ⊕ Pλ−(n−1)1 ,
where
Z2 = k
1
0 1
1
0 k · · · k k
, . . . , Zn = k
1
1 0
1
k k · · · k 0
This example shows also that the integers v1, . . . , vr can be arbitrary large, even if N = 1.
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We will keep the following notations and assumptions throughout the paper.
We ﬁx an algebraically closed ﬁeld k and a ﬁnite quiver Q . A vertex of Q which is the head of
no arrow in Q 1 is called a source, and a vertex which is the tail of no arrow is called a sink. A path
π in Q of length l(π) =m is a sequence α1α2 · · · αm of m arrows in Q 1 such that tαi = hαi+1 for all
i = 1, . . . ,m − 1 (i.e. αm−→ · · · α2−→ α1−→). We deﬁne t(π) = tαm and h(π) = hα1 to be the tail and the
head of π , respectively. We denote by εi the trivial path at the vertex i ∈ Q 0. A non-trivial path π
such that t(π) = h(π) is called an oriented cycle.
Assume that Q does not contain oriented cycles. For any vertex i ∈ Q 0, the projective inde-
composable Pi is deﬁned by Pi( j) =⊕kπ , where π ranges over all paths in Q from i to j, and
Pi(α)(π) = απ for any path π : i → j and any arrow α : j → l. A path π : i → j deﬁnes a morphism
θπ : P j → Pi , given by sending a path ρ : j → l to ρπ : i → l.
We denote by rep(Q ) the category of representations of Q . It is an abelian category of global di-
mension at most 1. The only possibly non-trivial extension group Ext1 will be denoted by Ext (see [11,
18]). The dimension vector of a representation X of Q is the vector dim X = (dim X(1), . . . ,dim X(n))
in N n . We ﬁx representations T1, . . . , Tr of Q , which are indecomposable, pairwise non-isomorphic
and satisfy Ext(Ti, T j) = 0 for all i, j ∈ {1, . . . , r}. We choose positive integers λ1, . . . , λr , and we put
T =⊕ri=1 T λii and d = dim T . We suppose that the support of T is all of Q (we can always consider
the support of T instead of Q ). We have Ext(T , T ) = 0, thus the orbit Gl(d)  T is open in rep(Q ,d).
Note that the support of a representation having an open orbit never contains oriented cycles. (For an
oriented cycle j1
α1−→ j2 → ·· · → jt αt−→ j1 assume d j1 = min{d ji : i = 1, . . . , t} = 0. The non-constant
polynomial f (X) = det(X(αt) ◦ · · · ◦ X(α1)), X ∈ rep(Q ,d), is invariant under the action of Gl(d), and
it is constant on closures of Gl(d)-orbits. If there is an open Gl(d)-orbit in rep(Q ,d), f is constant on
rep(Q ,d), hence a contradiction.)
Riedtmann and Zwara showed that there is a positive integer N (which depends on the quiver Q
and on the representations T1, . . . , Tr ) such that ZQ ,d is an irreducible variety of codimension n−r in
rep(Q ,d), for any dimension vector d=∑ri=1 λi dim Ti satisfying λi  N for all i = 1, . . . , r. It follows
that we may always assume, taking the integers λi big enough, that the set ZQ ,d+∑ri=1mi dim Ti is an
irreducible variety, for any non-negative integers m1, . . . ,mr .
We recall that a representation X is generic in ZQ ,d if Gl(d)  X = ZQ ,d , and a representation
X ∈ ZQ ,d is stable if X ⊕
⊕r
i=1 T
mi
i is generic in ZQ ,d′ for any non-negative integers m1, . . . ,mr ,
where d′ = d+∑ri=1mi dim Ti .
Remark 2.1. For any quiver Q and any dimension vector v for Q , the codimension in rep(Q ,v) of the
Gl(v)-orbit of a representation A ∈ rep(Q ,v) is given by the formula [18]:
codimGl(v)  A = dimExt(A, A).
As a consequence, if λi  N for all i = 1, . . . , r, a representation X is generic in ZQ ,d iff X ∈ ZQ ,d
and dimExt(X, X) = n− r.
Lemma 2.2. Assume λi  N for all i = 1, . . . , r. Then, a generic representation X in ZQ ,d is stable iff
Ext(X, T ) = 0= Ext(T , X).
Proof. We chose positive integers m1, . . . ,mr and put d′ = d +∑ri=1mi dim Ti . The variety ZQ ,d′ is
irreducible of codimension n − r in rep(Q ,d′). It follows that the representation X ′ := X ⊕⊕ri=1 Tmii
is generic in ZQ ,d′ iff n − r = dimExt(X ′, X ′) iff n − r = dimExt(X, X) + dimExt(
⊕r
i=1 T
mi
i , X) +
dimExt(X,
⊕r
i=1 T
mi
i ) iff Ext(X, T ) = 0= Ext(T , X). 
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In this section we introduce the tools we need to construct a dense subset of ZQ ,d. Let ET be the
full subcategory of rep(Q ) whose objects A satisfy
Ext(A, T ) = 0= Ext(T , A).
Note that Ext(A, T ) = 0 and Ext(T , A) = 0 are open conditions on rep(Q ,d).
For A ∈ ET , we denote by trA the trace of T in A, i.e., the sum of the images of all maps from T
to A, and we set A = A/trA. Note that A lies in T⊥ , since from the exact sequence
0→ trA → A → A → 0
we get the long exact sequence
0→ Hom(T , trA) → Hom(T , A) → Hom(T , A)
→ Ext(T , trA) → Ext(T , A) → Ext(T , A) → 0,
where the ﬁrst map is an isomorphism and Ext(T , A) = 0 = Ext(T , trA). (The last equality holds be-
cause there is a surjective morphism
⊕r
i=1 T
ai
i → trA, for some integers a1, . . . ,ar , and Ext(T , T ) = 0.)
Lemma 3.1. Let A, B be in ET . Then Ext(A, trB) = 0, Hom(trA, B) = 0, and the following two sequences are
exact:
0→ Hom(A, B) → Hom(A, B) → 0
→ Ext(A, B) → Ext(A, B) → Ext(trA, B) → 0,
0→ Hom(A, trB) → Hom(A, B) → Hom(A, B)
→ 0→ Ext(A, B) → Ext(A, B) → 0.
Proof. There is a surjective morphism
⊕r
i=1 T
bi
i → trB , for some integers b1, . . . ,br , and we have
Ext(A,
⊕r
i=1 T
bi
i ) = 0. Thus we obtain Ext(A, trB) = 0. Similarly, there is a surjective morphism⊕r
i=1 T
ai
i → trA, moreover we have Hom(
⊕r
i=1 T
ai
i , B) = 0, thus Hom(trA, B) = 0. 
We recall a construction introduced in [4] by Bongartz. Let kQ be the quiver algebra of Q , viewed
as a projective representation of Q . We put
ei := dimExt(Ti,kQ ),
i = 1, . . . , r, and we choose an exact sequence
0 → kQ → M →
r⊕
i=1
T eii → 0
such that the induced map
Hom
(
Tl,
r⊕
T eii
)
→ Ext(Tl,kQ )i=1
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sequence, up to isomorphism, and that Ext(T ⊕ M, T ⊕ M) = 0. Therefore T ⊕ M is a tilting module,
and has n non-isomorphic indecomposable direct summands [4]. The direct sum TB = Tr+1 ⊕ · · ·⊕ Tn
of the direct summands of M which are not isomorphic to T1, . . . , Tr will be called the Bongartz
completion of T . Note that the indecomposables Tr+1, . . . , Tn lie in ET .
The following proposition is proved in [19].
Proposition 3.2. T r+1, . . . , Tn are representatives for the indecomposable projectives in T⊥ .
We ﬁx an equivalence of categories
H : rep(Q ⊥) ∼−→ T⊥.
The set of vertices of Q ⊥ will be denoted by {r + 1, . . . ,n}, in such a way that the projective inde-
composable T j of T⊥ corresponds to the projective indecomposable P⊥j of rep(Q
⊥), i.e., H(P⊥j ) ∼= T j
for all j = r + 1, . . . ,n.
Let A, B1, . . . , Bs be pairwise non-isomorphic indecomposable representations of Q . We denote
by add(B1 ⊕ · · · ⊕ Bs) the full subcategory of rep(Q ) consisting of representations Y such that Y ∼=
Bb11 ⊕ · · · ⊕ Bbss for some integers b1, . . . ,bs .
Deﬁnition 3.3. A map f : A →⊕sl=1 Bbll is a source map from A to add(B1 ⊕ · · · ⊕ Bs) provided
(1) any map from A to some Bl factors through f ,
(2) if α ◦ f has property (1) for an endomorphism α of ⊕sl=1 Bbll , then α is an automorphism.
It is easy to see that source maps exist and that they are unique up to isomorphism, i.e., if f1 : A →⊕s
l=1 B
bl
l and f2 : A →
⊕s
l=1 B
b′l
l are two source maps from A to add(B1 ⊕ · · · ⊕ Bs), then b′l = bl for
all l = 1, . . . , s, and there is an automorphism α of ⊕sl=1 Bbll with f1 = α ◦ f2.
We consider, for every j = r + 1, . . . ,n, a source map
g j : T j → T++j
from T j to add(T ). The following proposition is proved in [15]:
Proposition 3.4. If the support of T is Q , the source map g j is injective, for j = r + 1, . . . ,n.
We denote by Z j the cokernel of g j , thus we have an exact sequence
0→ T j → T++j → Z j → 0,
where T++j is some representation in add(T ), j = r + 1, . . . ,n. Note that Z j lies in ET (by property
(1) of the source map g j), and that Z j = 0 since there is a surjective map from add(T ) to Z j . The
following facts are essentially proved in [15]:
Lemma 3.5. Let j,k be in {r + 1, . . . ,n}. Then we have:
(1) Ext(Z j, Zk) = 0,
(2) Ext(T j, Zk) = 0,
(3) dimExt(Z j, S ′k) = dimHom(T j, S ′k) = δ j,k,
(4) dimEnd(Z j) = 1.
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indecomposable and pairwise non-isomorphic. Therefore, the direct sum Z := T1 ⊕ · · · ⊕ Tr ⊕ Zr+1 ⊕
· · · ⊕ Zn is a tilting module.
Deﬁnition 3.7. We denote by G the functor from ET to T⊥ , where G(A) = A for all objects A of ET
and where the morphism G( f ) : G(A) → G(B) is given by the surjective map
Hom(A, B) → Hom(A, B) ∼= Hom(A, B)/Hom(A, trB),
for all objects A, B of ET and all morphisms f : A → B .
Deﬁnition 3.8. We denote by I ⊆ rep(Q ) the ideal generated by the representations T1, . . . , Tr, Zr+1,
. . . , Zn , i.e., the ideal of all morphisms which factor through some representation in add(Z ).
Proposition 3.9. The functor G : ET → T⊥ is isomorphic to the quotient functor ET → ET /I .
Proof. a) It is clear that the functor G is full and k-linear, since for any A, B objects of ET , the map
GA,B : Hom(A, B) → Hom
(
G(A),G(B)
)
,
ϕ → G(ϕ)
is surjective and k-linear.
b) Let A ∈ ET be indecomposable. We show that
G(A) = 0 ⇐⇒ A ∼= B for some B ∈ {T1, . . . , Tr, Zr+1, . . . , Zn}.
If A ∼= B for some B in add(Z), it is clear that G(A) = 0. Conversely, if G(A) = 0, we put Y :=
T1 ⊕· · ·⊕ Tr ⊕ Zr+1 ⊕· · ·⊕ Zn ⊕ A, and we have Ext(Y , Y ) = 0. Indeed, there is a surjective morphism
U → Y for some U ∈ add(T ) and we have Ext(Y ,U ) = 0. Therefore, Y is a tilting module and A must
be isomorphic to one of the ﬁrst n direct summands of Y .
c) Let A, B ∈ ET and ϕ ∈ Hom(A, B). We show that
G(ϕ) = 0 ⇐⇒ ϕ ∈ I.
If ϕ lies in I , it is clear by b) that G(ϕ) = 0.
If G(ϕ) = 0, then ϕ factors through trB . It is easy to check that trB lies in ET . (Apply Hom(T , ·)
and Hom(·, T ) successively to the exact sequence
0 → trB → B → B → 0.)
We have G(trB) = 0, therefore trB lies in add(Z).
d) Let Y be in T⊥ . We show that there exists a representation Y˜ in ET such that G(Y˜ ) ∼= Y .
For each i ∈ {1, . . . , r} we put μi = dimExt(Y , Ti) and we choose an exact sequence
0 →
r⊕
i=1
Tμii
f−→ Y˜ → Y → 0
such that the induced map Hom(
⊕r
i=1 T
μi
i , Tl) → Ext(Y , Tl) is surjective, for all l = 1, . . . , r. This im-
plies Ext(Y˜ , T ) = 0. We have Ext(T , Y˜ ) = 0, since Ext(T ,⊕ri=1 Tμii ) = 0 = Ext(T , Y ). This proves that
S. Materna / Journal of Algebra 324 (2010) 2832–2859 2841Y˜ lies in ET . Since Y lies in T⊥ , the induced map Hom(T ,
⊕r
i=1 T
μi
i )
f∗−→ Hom(T , Y˜ ) is an isomor-
phism. This characterizes trY˜ as
⊕r
i=1 T
μi
i . Therefore we have G(Y˜ ) = Y˜ /trY˜ ∼= Y and the functor G is
dense. 
Lemma 3.10. Let A, B ∈ ET be indecomposable representations of Q such that G(A) ∼= G(B) = 0. Then we
have A ∼= B.
Proof. If G(A) and G(B) are isomorphic in the category T⊥ , then A and B are isomorphic in the
quotient category ET /I . It follows that there are morphisms f ∈ Hom(A, B) and g ∈ Hom(B, A) with
g ◦ f − 1A ∈ I(A, A). Since A is indecomposable, any endomorphism h ∈ Hom(A, A) is either an iso-
morphism or else nilpotent. But the vector space I(A, A) does not contain any isomorphism, otherwise
the identity 1A would factor through some Y ∈ add(Z), and therefore we would have G(A) = 0. Thus
the map g ◦ f − 1A is nilpotent, and this implies that g ◦ f is an isomorphism. Replacing A by B and
repeating the same argument, we show that f ◦ g is an isomorphism as well. 
Remark 3.11. The map A → G(A) induces a bijective map G from the set of isoclasses of indecom-
posable representations in ET which are not isomorphic to some Ti, i = 1, . . . , r, or to some Z j ,
j = r + 1, . . . ,n, to the set of isoclasses of indecomposable representations in T⊥ . For an indecom-
posable representation Y ∈ T⊥ , we choose an indecomposable representation F (Y ) ∈ ET such that
G(F (Y )) ∼= Y . For a direct sum of indecomposables Y =⊕l Yl , we put F (Y ) :=⊕l F (Yl).
Remark 3.12. We have F (T j) ∼= T j , for all j = r + 1, . . . ,n.
Remark 3.13. Since the representation Z = T1 ⊕ · · · ⊕ Tr ⊕ Zr+1 ⊕ · · · ⊕ Zn is a tilting module, the
set {dim T1, . . . ,dim Tr,dim Zr+1, . . . ,dim Zn} is a basis of Qn . (Indeed, the condition Ext(Z , Z) = 0
implies that these n dimension vectors are linearly independent in Zn [18].) Let X, Y be in ET with
dim X = dim Y . Then it is easy to prove that X ∼= Y iff G(X) ∼= G(Y ).
As a consequence, for any X ∈ ET , we can write
X ∼= F (G(X))⊕ r⊕
i=1
T aii ⊕
n⊕
j=r+1
Z
a j
j ,
and the representation F (G(X)) has no direct summand in add(Z). Moreover, we have
dim F
(
G(X)
)= dimG(X) + r∑
i=1
li dim Ti
for some non-negative integers li  dimExt(G(X), Ti), i = 1, . . . , r. Indeed, replace Y by G(X) in
the part d) of the proof of Proposition 3.9. We have Y˜ ∼= F (Y ) ⊕ B for some B ∈ add(Z). Since
Hom(Z j, Y ) = 0, Z j cannot be a direct summand of B , otherwise Z j would be a direct summand
of
⊕r
i=1 T
μi
i . Therefore, B lies in add(T ). In particular, using Remark 3.12, we have
dim T j = dim T j +
r∑
i=1
l j,i dim Ti
for some non-negative integers l j,i .
The following proposition shows that if X ∈ ET satisﬁes dim X = d, where d =∑ri=1 λi dim Ti is
the dimension vector deﬁned in Section 2, the integers ar+1, . . . ,an are determined by the dimension
vector of G(X):
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j = r + 1, . . . ,n, and let the exact sequence
0→
n⊕
j=r+1
T
c j
j →
n⊕
j=r+1
T
b j
j → G(X) → 0
be a minimal projective presentation of G(X) in the category T⊥ (we set b j = c j = 0 if G(X) = 0). Then we
have a j = b j − c j for all j = r + 1, . . . ,n.
Proof. The set {dim T1, . . . ,dim Tr,dim Zr+1, . . . ,dim Zn} is a basis of Zn . We will compute the
dimension vector of X in Zn modulo W , where W is the free group of rank r generated by
dim T1, . . . ,dim Tr . We have dim T j + dim Z j = dim T++j ∈ W and dim T j ≡ dim T j modulo W , for
all j = r + 1, . . . ,n. Therefore we have
dim F
(
G(X)
)≡ dimG(X) = n∑
j=r+1
(b j − c j)dim T j
≡
n∑
j=r+1
(b j − c j)dim T j
≡ −
n∑
j=r+1
(b j − c j)dim Z j mod W
and
0 ≡ dim X ≡ dim F (G(X))+ n∑
j=r+1
a j dim Z j mod W .
But the set {dim Z j: j = r + 1, . . . ,n} induces a basis of Zn/W . 
Proposition 3.15. Let X be in ET , and let
0→
n⊕
j=r+1
T
c j
j
ϕ−→
n⊕
j=r+1
T
b j
j → G(X) → 0
be a minimal projective presentation of G(X) in the category T⊥ . Then, for all j = r + 1, . . . ,n, we have
dimExt(Z j, X) = dimHom
(
T j,G(X)
)= n∑
l=r+1
(bl − cl)dimHom(T j, T l)
and
dimHom
(
X, S ′j
)= 1 ⇐⇒ b j = 1.
S. Materna / Journal of Algebra 324 (2010) 2832–2859 2843Proof. By Lemma 3.1, for j = r + 1, . . . ,n, we have
Ext(Z j, X) ∼= Ext
(
Z j,G(X)
)
,
Hom
(
T j,G(X)
)∼= Hom(T j,G(X)).
In a similar way we show that
Hom
(
X, S ′j
)∼= Hom(G(X), S ′j).
Applying Hom(·,G(X)) to
0→ T j → T++j → Z j → 0,
we obtain the exact sequence
0 = Hom(T++j ,G(X))→ Hom(T j,G(X))
→ Ext(Z j,G(X))→ Ext(T++j ,G(X))= 0,
and thus we have Hom(T j,G(X)) ∼= Ext(Z j,G(X)). This proves the ﬁrst equality.
The second equality follows from the exact sequence
0→ Hom
(
T j,
n⊕
l=r+1
T cll
)
→ Hom
(
T j,
n⊕
l=r+1
T bll
)
→ Hom(T j,G(X))→ Ext
(
T j,
n⊕
l=r+1
T cll
)
= 0.
Consider the exact sequence
0→ Hom(G(X), S ′j)→ Hom
(
n⊕
l=r+1
T bll , S
′
j
)
ϕ∗−→ Hom
(
n⊕
l=r+1
T cll , S
′
j
)
→ · · ·.
Since ϕ is radical, ϕ∗ is the zero map and we have
Hom
(
G(X), S ′j
)∼= Hom( n⊕
l=r+1
T bll , S
′
j
)
∼= kb j . 
Deﬁnition 3.16. We denote by S the set of sources of Q ⊥ and we put
w j :=
∑
l∈S
dimHom(T j, T l),
j = r + 1, . . . ,n. We deﬁne the dimension vector e for Q by:
e=
∑
j∈S
dim T j.
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Proposition 3.17. Let X be in ET such that dim X = d, dimHom(X, S ′l) = 1 for all l = r + 1, . . . ,n. Then the
following conditions are equivalent:
(1) dimG(X) = e,
(2) dimExt(Z j, X) = w j for all j ∈ Q ⊥0 \ S .
Proof. Let X be in ET , and let
0→
n⊕
j=r+1
T
c j
j
ϕ−→
n⊕
j=r+1
T
b j
j → G(X) → 0
be a minimal projective presentation of G(X). The map ϕ is radical, thus c j = 0 for all j ∈ S . Assume
that the representation X satisﬁes dim X = d and dimHom(X, S ′l) = 1, l = r + 1, . . . ,n. By Propo-
sition 3.15, we have b j = 1, j = r + 1, . . . ,n, and by Proposition 3.14, we have 0  c j  1 for all
j ∈ Q ⊥0 \ S . Using Proposition 3.15, with j ∈ Q ⊥0 , we obtain
dimExt(Z j, X) =
n∑
l=r+1
(bl − cl)dimHom(T j, T l)
=
∑
l∈S
dimHom(T j, T l) +
∑
l∈Q ⊥0 \S
(1− cl)dimHom(T j, T l)
= w j +
∑
l∈Q ⊥0 \S
(1− cl)dimHom(T j, T l).
If j ∈ S , then dimHom(T j, T l) = δ j,l , where δ is the Kronecker delta. We have proved:
(a) dimExt(Z j, X) = w j = 1, if j ∈ S ,
(b) dimExt(Z j, X) w j + 1− c j , if j ∈ Q ⊥0 \ S ,
(c) dimExt(Z j, X) = w j for all j ∈ Q ⊥0 \ S ⇐⇒ c j = 1 for all j ∈ Q ⊥0 \ S ,
and Proposition 3.17 follows. 
4. A Dense Family in ZQ ,d
We keep the same notations and assumptions. We have a sincere prehomogeneous dimension
vector d =∑ri=1 λi dim Ti , and we recall that there is a positive integer N such that ZQ ,d is an
irreducible variety of codimension n − r in rep(Q ,d), provided λi  N for all i = 1, . . . , r. From now
on, we assume λi  N . We need the following well-known corollaries of Chevalley’s theorem [7].
Lemma 4.1. Let A be a representation of Q and v ∈ N Q 0 be a dimension vector for Q . Then the maps
rep(Q ,v) → N deﬁned by:
X → dimHom(A, X),
X → dimExt(A, X),
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X → dimExt(X, A)
are upper semicontinuous.
Recall that if V is a variety, then a function f : V → Z is upper semicontinuous if the set {x ∈ V :
f (x)m} is open in V for all m ∈ Z.
Deﬁnition 4.2. We denote by FQ ,d the set of representations X in rep(Q ,d) satisfying the following
conditions:
(1) Ext(T , X) = 0= Ext(X, T ),
(2) dimHom(X, S ′j) = 1, j ∈ Q ⊥0 ,
(3) dimG(X) = e.
We recall that e is the dimension vector for Q deﬁned by e=∑ j∈S dim T j , where S is the set of
sources of Q ⊥ .
Proposition 4.3. The set FQ ,d is open in ZQ ,d .
Proof. It is clear that the ﬁrst condition is an open condition on rep(Q ,d), and thus an open con-
dition on ZQ ,d, too. Since we have Hom(X, S ′j) = 0 for all X ∈ ZQ ,d and all j ∈ Q ⊥0 , the second
condition is an open condition on ZQ ,d . Therefore, by Proposition 3.17 and its proof, the three condi-
tions together give an open condition on ZQ ,d . 
Of course, the set FQ ,d may be empty. We will prove that there are integers v1, . . . , vr such that
FQ ,d is not empty if λi  vi for all i = 1, . . . , r.
Deﬁnition 4.4. The dimension vector
e⊥ :=
∑
j∈S
dimQ ⊥ P
⊥
j ∈ N n−r,
which is the sum of the dimension vectors of the projective indecomposables corresponding to the
sources of Q ⊥ , will be called the source-vector associated to Q ⊥ . We denote by s = #S the number
of sources of Q ⊥ . We deﬁne the varieties
MQ ⊥,e⊥ =
{
Y ∈ rep(Q ⊥,e⊥): Hom(Y , S⊥j ) = 0, j ∈ Q ⊥0 }
and
M′
Q ⊥,e⊥ =
{
Y ∈ rep(Q ⊥,e⊥): dimHom(Y , S⊥j )= 1, j ∈ Q ⊥0 }.
In Section 5 we will prove that the varieties MQ ⊥,e⊥ and M′Q ⊥,e⊥ are non-empty. We recall that
the functor H : rep(Q ⊥) ∼−→ T⊥ is an equivalence of categories such that H(P⊥j ) ∼= T j for all j ∈ Q ⊥0 .
Remark 4.5. Let Y be a representation in M′
Q ⊥,e⊥ . It follows from the proof of Proposition 3.14 that
there are integers v1(Y ), . . . , vr(Y ) such that
dim
(
F
(
H(Y )
)⊕⊕
j∈S
Z j
)
=
r∑
i=1
vi(Y )dim Ti .
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XY := F
(
H(Y )
)⊕⊕
j∈S
Z j ⊕
r⊕
i=1
T λi−vi(Y )i
lies in FQ ,d.
Deﬁnition 4.6. We denote by S the semi-simple representation of Q with dim S = e, and we put
hi := dimExt(S, Ti), i = 1, . . . , r. We denote by t1, . . . , tr the integers satisfying the following linear
equation in Zn ,
r∑
i=1
ti dim Ti =
∑
j∈S
(
dim T++j − dim trT j
)
,
and we deﬁne
vi :=max{N,hi + ti}
for all i = 1, . . . , r.
Proposition 4.7. Assume λi  vi for all i = 1, . . . , r, and let Y be a representation in M′Q ⊥,e⊥ . Then we have
λi  vi(Y ) for all i = 1, . . . , r, and the representation
XY := F
(
H(Y )
)⊕⊕
j∈S
Z j ⊕
r⊕
i=1
T λi−vi(Y )i
lies in FQ ,d .
Proof. The semi-simple representation S ∈ rep(Q ,e) lies in the closure of every Gl(e)-orbit of
rep(Q ,e), thus we have dimExt(A, Ti)  dimExt(S, Ti) for all A ∈ rep(Q ,e) [14]. Let Y be in
M′
Q ⊥,e⊥ . We have dim H(Y ) =
∑
j∈S dim T j = e, and thus, by Remark 3.13,
dim F
(
H(Y )
)= dim H(Y ) + r∑
i=1
li(Y )dim Ti,
for some integers li(Y ) dimExt(H(Y ), Ti) dimExt(S, Ti) = hi , i = 1, . . . , r. We compute
r∑
i=1
vi(Y )dim Ti = dim
(
F
(
H(Y )
)⊕⊕
j∈S
Z j
)
=
∑
j∈S
dim T j +
r∑
i=1
li(Y )dim Ti +
∑
j∈S
dim Z j
=
∑
j∈S
dim T j −
∑
j∈S
dim trT j +
r∑
i=1
li(Y )dim Ti +
∑
j∈S
dim Z j
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j∈S
dim T++j −
∑
j∈S
dim trT j +
r∑
i=1
li(Y )dim Ti
=
r∑
i=1
ti dim Ti +
r∑
i=1
li(Y )dim Ti
=
r∑
i=1
(
ti + li(Y )
)
dim Ti,
and thus we obtain vi(Y ) = ti + li(Y ) vi for all i = 1, . . . , r. 
Corollary 4.8. Assume λi  vi for all i = 1, . . . , r. Then FQ ,d is dense in ZQ ,d and we have
ZQ ,d = Gl(d) 
{
XY : Y ∈ M′Q ⊥,e⊥
}
.
Proof. Since we have λi  vi  N for all i = 1, . . . , r, the variety ZQ ,d is irreducible. The set FQ ,d
is non-empty and open in ZQ ,d, hence it is dense. Moreover, for any X in FQ ,d, the representation
Y = H−1(G(X)) lies in M′
Q ⊥,e⊥ , where the functor H
−1 is a quasi-inverse of H , and we have X ∼= XY .
Therefore, by Proposition 4.7,
FQ ,d = Gl(d) 
{
XY : Y ∈ M′Q ⊥,e⊥
}
. 
Proposition 4.9.We assume λi  vi for all i = 1, . . . , r. Let Y be in M′Q ⊥,e⊥ and consider the representation
XY = F
(
H(Y )
)⊕⊕
j∈S
Z j ⊕
r⊕
i=1
T λi−vi(Y )i .
Then we have
dimExt(XY , XY ) = dimExt(Y , Y ) + s,
where s = #S .
Proof. Combining Lemma 3.1 and the fact that Z j = 0, j = r + 1, . . . ,n, we get Ext(F (H(Y )),⊕
j∈S Z j) = 0. Applying Proposition 3.15 and Lemma 3.1 again, we compute
dimExt(XY , XY ) = dimExt
(
F
(
H(Y )
)
, F
(
H(Y )
))+ dimExt(⊕
j∈S
Z j, F
(
H(Y )
))
= dimExt(H(Y ), H(Y ))+ dimExt(⊕
j∈S
Z j, H(Y )
)
= dimExt(Y , Y ) + dimHom
(⊕
j∈S
T j, H(Y )
)
= dimExt(Y , Y ) + s. 
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(1) The null cone ZQ ,d is the closure of one stable Gl(d)-orbit.
(2) There is a representation X of Q with an open Gl(d)-orbit in ZQ ,d .
(3) There is a representation Y of Q ⊥ with an open Gl(e⊥)-orbit in MQ ⊥,e⊥ .
Proof. By Lemma 2.2, a representation X ∈ ZQ ,d is stable iff X lies in ET and satisﬁes dimExt(X, X) =
n − r. If there is a representation X in ZQ ,d such that the orbit Gl(d)  X is open in ZQ ,d, then X
lies in FQ ,d, and we have X ∼= XY for some Y ∈ M′Q ⊥,e⊥ . By Proposition 5.1, the varieties MQ ⊥,e⊥
and M′
Q ⊥,e⊥ are irreducible of codimension n − r − s in rep(Q ⊥,e⊥). Therefore, by Remark 2.1,
for any representation Y ∈ M′
Q ⊥,e⊥ , we have: MQ ⊥,e⊥ = Gl(e)  Y iff dimExt(Y , Y ) = n − r − s iff
dimExt(XY , XY ) = n − r iff ZQ ,d = Gl(d)  XY . 
5. The variety MQ ⊥,e⊥
To simplify the notations, we will write in this section Q instead of Q ⊥ , and e will denote
the source-vector associated to Q . Therefore we have e =∑i∈S dim Pi and MQ ,e = {X ∈ rep(Q ,e):
Hom(X, Si) = 0, i ∈ Q 0}, where S is the set of sources of Q , Pi is the projective indecomposable and
Si is the simple representation of Q attached to the vertex i ∈ Q 0, respectively. Recall that Q is a
ﬁnite quiver containing no oriented cycles. We will assume that Q is connected with #Q 0  2.
Deﬁnition 5.1. We put P :=⊕i∈Q 0 Pi , R :=⊕i∈Q 0\S Pi , and we deﬁne the morphism ψ ∈ Hom(R, P )
by
ψ :=
∑
α∈Q 1
θα.
(The morphism θα : Phα → Ptα , α ∈ Q 1, is deﬁned in Section 2.) We put
X := cokerψ.
Remark 5.2. It is clear that ψ is injective and radical, thus the representation X lies in M′Q ,e =
{Y ∈ rep(Q ,e): dimHom(Y , Si) = 1, i ∈ Q 0}. Therefore, the sets M′Q ,e and MQ ,e are not empty.
Proposition 5.3. The variety MQ ,e is irreducible and its codimension in rep(Q ,e) is equal to #Q 0 − #S .
Proof. If Y lies in MQ ,e , for every i ∈ Q 0 there is a surjective morphism Y → Si , and it is easy to
see that there is an epimorphism Y → S , where S :=⊕i∈Q 0 Si . By [16], the variety
MQ ,e =
{
A ∈ rep(Q ,e): ∃ epimorphism A → S}
is irreducible.
Let Y be in rep(Q ,e). If i ∈ S , the condition Hom(Y , Si) = 0 is always satisﬁed. If i ∈ Q 0 \ S , we
denote by j1
α1−→ i, . . . , js αs−→ i all arrows of Q ending at the vertex i. (The vertices j1, . . . , js need
not be distinct.) The matrix (Y (α1)| · · · |Y (αs)) is a square matrix and we have Hom(Y , Si) = 0 iff its
determinant is zero. If i′ = i is another vertex in Q 0 \ S , the two equations det(Y (α1)| · · · |Y (αs)) = 0
and det(Y (α′1)| · · · |Y (α′s′ )) = 0 have no common variables, thus the codimension of MQ ,e in rep(Q ,e)
is given by #Q 0 − #S . 
Corollary 5.4. Let Q be a quiver, e the source vector associated to Q and Y ∈ MQ ,e . Then the following
conditions are equivalent:
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(2) dimExt(Y , Y ) = #Q 0 − #S ,
(3) dimEnd(Y ) = #Q 0 .
Proof. We only have to show that the last two conditions are equivalent. We assume that Y lies in
M′Q ,e , and using a minimal projective presentation of Y , we obtain an exact sequence
0→ Hom(Y , Y ) → Hom(P , Y ) → Hom(R, Y ) → Ext(Y , Y ) → 0.
Thus we have
dimEnd(Y ) − dimExt(Y , Y ) = dimHom(P , Y ) − dimHom(R, Y )
=
∑
j∈S
dimHom(P j, Y ) = #S. 
We recall from Section 1 that an admissible tree is a tree which has no subquiver of type D˜m ,
m 4, with the following orientation
a1 a2
a3
a4
.
.
am−1
am am+1
This orientation for D˜m will be called the critical orientation.
From now on, we assume that Q is an admissible tree. In particular, Q is connected and does not
contain any cycle. Thus we may associate a level to every vertex of Q in the following way.
We ﬁx a vertex i0. For i ∈ Q 0, there is only one (non-oriented) path from i to i0, and we deﬁne the
height of i relative to i0 to be the number of arrows contained in this path in the direction from i to i0
minus the number of arrows in the opposite direction. Let b0 be a vertex such that its height relative
to i0 is minimal. For each i ∈ Q 0 we deﬁne the level of i to be the height of i relative to b0. It is a
non-negative integer and it will be denoted by L(i). We have L(b0) = 0. For every m ∈ N we put Lm =
{i ∈ Q 0: L(i) = m} and p = p(Q ) = max{m ∈ N : Lm = ∅}. We deﬁne the sets LSm := {i ∈ Lm: i /∈ S}
and LBm := {i ∈ Lm: i /∈ B}, where B is the set of sinks of Q .
There is a ﬁrst obvious decomposition of X :
X =
p⊕
m=1
Xm ⊕
⊕
b∈B
Pb,
where the representation Xm is given by the exact sequence
0 → Vm ψm−→ Wm → Xm → 0,
where Vm :=⊕i∈LS Pi , Wm :=⊕i∈LB Pi , and where ψm is the restriction of ψ to Vm .m−1 m
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(1) dimExt(Xn+1, Xn) = #(LSn ∩ LBn ) for all n = 1, . . . , p − 1,
(2) Ext(Xm, Xn) = 0 for all n,m ∈ {1, . . . , p} with m = n+ 1.
Proof. Applying Hom(·, Xn) to
0→ Vm ψm−→ Wm → Xm → 0,
we obtain the long exact sequence
0→ Hom(Xm, Xn) → Hom(Wm, Xn) ψ
n
m−→ Hom(Vm, Xn)
→ Ext(Xm, Xn) → 0,
where ψnm is the linear map(
Xn(α)
)
α∈Q 1,tα∈Lm :
⊕
i∈LBm
Xn(i) →
⊕
j∈LSm−1
Xn( j).
We have
dimExt(Xm, Xn) = dimHom(Vm, Xn) − rankψnm,
dimHom(Vm, Xn) = dimHom(Vm,Wn) − dimHom(Vm, Vn).
If m > n + 1, we have Hom(Vm, Xn) = 0, and thus Ext(Xm, Xn) = 0.
If m = n + 1, then ψnm = 0 and we obtain:
dimExt(Xn+1, Xn) = dimHom(Vn+1, Xn)
= dimHom(Vn+1,Wn)
=
∑
i∈LSn
∑
j∈LBn
dimHom(Pi, P j)
= #(LSn ∩ LBn ).
For m n, we will show that the map ψnm is surjective.
Assume m = n. Since Xn is given by the exact sequence
0 →
⊕
i∈LSn−1
Pi
ψn−→
⊕
j∈LBn
P j → Xn → 0,
where ψn =∑α∈Q 1,hα∈LSn−1 θα , the rank of the linear map
ψnn =
(
Xn(α)
)
α∈Q 1,tα∈Ln :
⊕
i∈LBn
Xn(i) →
⊕
j∈LS
Xn( j)n−1
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∑
i∈LSn−1(Hi − 1), where Hi denotes the number of arrows α ∈ Q 1 with hα = i.
On the other hand, we see that
dimHom(Vn, Xn) = dimHom(Vn,Wn) − dimHom(Vn, Vn)
=
∑
i∈LSn−1
dimHom(Pi,Wn) −
∑
i∈LSn−1
dimHom(Pi, Pi)
=
∑
i∈LSn−1
Hi − #LSn−1,
thus the map ψnn is surjective.
Now assume m < n. Let l be in LSm−1, and denote by β1 : b1 → l, . . . , βv : bv → l all arrows in Q 1
ending at l. Since m < n, the linear map
Xln :=
(
Xn(β1), . . . , Xn(βv)
) : v⊕
i=1
Xn(bi) → Xn(l)
is an isomorphism. Therefore, the map(
Xln
)
l∈LSm−1 :
⊕
l∈LSm−1
⊕
β∈Q 1,hβ=l
Xn(tβ) →
⊕
l∈LSm−1
Xn(l)
is an isomorphism as well. If Xn(b) = 0, b ∈ LSm , there is at most one arrow starting at b, otherwise
the quiver
Ln : • •
Ln−1 : •
...
Lm : b
β
Lm−1 : l l′
is a subquiver of Q , and this contradicts our assumptions. We may assume Xn(tβ) = 0 for all β ∈ Q 1
with hβ ∈ LSm−1, therefore the vector spaces
⊕
i∈LBm Xn(i) and
⊕
l∈LSm−1
⊕
β∈Q 1,hβ=l Xn(tβ) are equal,
and ψnm is the isomorphism (X
l
n)l∈LSm−1 . 
Corollary 5.6. Assume that Q is an admissible tree. Then the Gl(e)-orbit of X is open in MQ ,e .
Proof. Using Corollary 5.4, it is enough to show that dimExt(X, X) = #Q 0 − #S . From
0 → R → P → X → 0
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0→ Hom
(
X,
⊕
b∈B
Pb
)
→ Hom
(
P ,
⊕
b∈B
Pb
)
→ Hom
(
R,
⊕
b∈B
Pb
)
→ Ext
(
X,
⊕
b∈B
Pb
)
→ 0
and we have Hom(X,
⊕
b∈B Pb) ∼= End(
⊕
b∈B Pb) ∼= Hom(P ,
⊕
b∈B Pb), thus dimExt(X,
⊕
b∈B Pb) =
dimHom(R,
⊕
b∈B Pb) =
∑
b∈B dimHom(Pb, Pb) = #B. (We use that Pb is simple projective.)
Using the last proposition, for X =⊕pm=1 Xm ⊕⊕b∈B Pb , we obtain
dimExt(X, X) = dimExt
(
X,
⊕
b∈B
Pb
)
+
p−1∑
m=1
#
(
LSm ∩ LBm
)
= #B + #(Q 0 \ (S ∪ B))
= #Q 0 − #S. 
Remark 5.7. Theorem 1.1 follows from Corollary 5.6 and Corollary 4.10.
Remark 5.8. If Q if one of the following quivers, then MQ ,e is not the closure of one Gl(e)-orbit.
a1 a2 b1 b2 c1 c2 c3
a3 a4 b3 c4
b4 b5 b6 c5 c6
Indeed, for the ﬁrst quiver, a representation Y ∈ rep(Q ,e) lies in MQ ,e iff Y ∼= Pa3 ⊕ Pa4 ⊕ C for
some representation C with dimension vector
(
1 1
1 1
)
. We have dimEnd(Y ) = dimHom(Pa3 ⊕ Pa4 , Y )+
dimEnd(C) = 4+ dimEnd(C) > 4.
For the second quiver, if a representation Y ∈ rep(Q ,e) lies in MQ ,e , then Y ∼= Pb4 ⊕ Pb5 ⊕ Pb6 ⊕D
for some representation D with dimension vector
(
1 1
2
1 1 1
)
. We have dimEnd(Y ) = dimHom(Pb4 ⊕
Pb5 ⊕ Pb6 , Y ) + dimEnd(D) = 6+ dimEnd(D) > 6.
A similar argument holds for the third quiver.
Remark 5.9. If Q contains a quiver D˜l with critical orientation as a subquiver, we have Ext(Xm, Xn) = 0
for some m n and the Gl(e)-orbit of X is not open in MQ ,e .
Indeed, consider the quiver
L2 : 1
α
2
β
L1 : 3γ δ
L0 : 4 5
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in MQ ,e , but it is given by the morphism
φ = θα + θβ + θγ + θδ + θδα :
5⊕
i=3
Pi →
5⊕
i=1
Pi .
The next step in this section is to decompose X into a direct sum of indecomposables, since our
aim is also to give a construction, as a direct sum of indecomposables, for a stable representation
in ZQ ,d.
For any level m ∈ {1, . . . , p}, we deﬁne the following relation: for a pair of vertices a1,a2 ∈ LBm , we
write a1 ∨ a2 iff there is a vertex b ∈ Lm−1 and arrows α1,α2 ∈ Q 1 such that tαi = ai , hαi = b, i = 1,2.
Of course ∨ is symmetric and reﬂexive. We extend ∨ by transitivity to an equivalence relation on LBm .
We denote by Lm the set of equivalence classes [l] in LBm . We put
∇[l] := {i ∈ Lm−1: ∃α ∈ Q 1, tα ∈ [l], hα = i}.
Note that ∇[l] is non-empty, l ∈ LBm . We obtain the following decomposition of the representation Xm:
Xm =
⊕
[l]∈Lm
Xm,[l],
where the representation Xm,[l] is the quotient
Xm,[l] =
(⊕
j∈[l]
P j
)
/
(
ψm,[l]
(⊕
i∈∇[l]
Pi
))
.
The map ψm,[l] =∑α∈Q 1,tα∈[l] θα is the restriction of ψ to ⊕i∈∇[l] Pi .
Example 5.10. Consider the following admissible tree:
L2 : a1 a2 a3
L1 : b1 b2
L0 : c1
We have X = X1,[b1] ⊕ X2,[a1] ⊕ Pb2 ⊕ Pc1 , where [a1] = {a1,a2,a3}, [b1] = {b1}, X1,[b1] = Sb1 , and
k k k
X2,[a1] = k2 0
k2
Proposition 5.11. Let m ∈ {1, . . . , p} and [l] ∈ Lm. Then the representation Xm,[l] is indecomposable and non-
projective.
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0→
⊕
i∈∇[l]
Pi
ψm,[l]−−−→
⊕
j∈[l]
P j → Xm,[l] → 0.
By Proposition 5.5, we have Ext(Xm,[l], Xm,[l]) = 0, and we obtain the exact sequence
0→ Hom(Xm,[l], Xm,[l]) → Hom
(⊕
j∈[l]
P j, Xm,[l]
)
→ Hom
( ⊕
i∈∇[l]
Pi, Xm,[l]
)
→ Ext(Xm,[l], Xm,[l]) = 0.
We compute
dimHom(Xm,[l], Xm,[l]) = dimHom
(⊕
j∈[l]
P j, Xm,[l]
)
− dimHom
( ⊕
i∈∇[l]
Pi, Xm,[l]
)
= dimHom
(⊕
j∈[l]
P j,
⊕
h∈[l]
Ph
)
− dimHom
(⊕
j∈[l]
P j,
⊕
h∈∇[l]
Ph
)
− dimHom
( ⊕
i∈∇[l]
Pi,
⊕
h∈[l]
Ph
)
+ dimHom
( ⊕
i∈∇[l]
Pi,
⊕
h∈∇[l]
Ph
)
= #[l] − 0− #A[l] + #∇[l] = 1,
where A[l] = {α ∈ Q 1: tα ∈ [l]}. The last equality follows from the fact that the subquiver of Q con-
sisting of the vertices j ∈ [l] ∪ ∇[l] and the arrows α ∈ A[l] is a connected tree. Therefore Xm,[l] is
indecomposable.
Moreover, since the map ψm,[l] is radical, it is not a section and the exact sequence
0→
⊕
i∈∇[l]
Pi
ψm,[l]−−−→
⊕
j∈[l]
P j → Xm,[l] → 0
does not split. Therefore, the representation Xm,[l] is non-projective. 
6. A sharp bound on the integers v1, . . . , vr
In this section we prove Theorem 1.4.
We assume that Q is a connected Dynkin quiver, and λi  3 for all i = 1, . . . , r. Therefore, the
variety ZQ ,d is irreducible [17]. (Note that in the particular case where Q is a Dynkin quiver of
type An , we only need the condition λi  2 for all i = 1, . . . , r, if we want to guarantee that ZQ ,d is
irreducible.) Since Q is of ﬁnite representation type [10], there exists a representation X ∈ ZQ ,d such
that its Gl(d)-orbit is dense in ZQ ,d. Moreover, every dimension vector for Q is prehomogeneous. We
will prove that the set
W := {A ∈ ZQ ,d: Ext(A, T ) = 0 = Ext(T , A)}
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in W , thus its Gl(d)-orbit is stable by Lemma 2.2. We deﬁne the sets
W1 :=
{
A ∈ ZQ ,d: Ext(T , A) = 0
}
and
W2 :=
{
A ∈ ZQ ,d: Ext(A, T ) = 0
}
.
Since ZQ ,d is irreducible, it is enough to prove that the open sets W1 and W2 are both non-empty.
We will use the following lemma.
Lemma 6.1. Let i ∈ {1, . . . , r} and j ∈ S . Assume that any non-zero morphism T j → Ti factors through Tl , for
some l ∈ S , l = j. Then Ti is not a direct summand of T++j .
Proof. Let i ∈ {1, . . . , r}, j ∈ S , and f : T j → Ti be a non-zero morphism. By assumption, there is
some l ∈ S , l = j, such that f factors through Tl . Since j and l are two different sources of Q ⊥ ,
we have Hom(T j, T l) = 0, thus any morphism T j → Tl factors through trTl ∈ add(T ). Moreover, since
Hom(Tl, Ti) = 0, we have Hom(Ti, Tl) = 0 [1, IX.1.1], and thus Ti cannot be a direct summand of trTl .
This proves that any non-zero morphism T j → Ti factors through some representation in add(T1 ⊕
· · ·⊕Ti−1⊕Ti+1⊕· · ·⊕Tr). Therefore, there exists a morphism T j → T c11 ⊕· · ·⊕T ci−1i−1 ⊕T ci+1i+1 ⊕· · ·⊕T crr
which satisﬁes property (1) of a source map from T j to add(T ) (see Section 3). Thus, by property (2),
Ti cannot be a direct summand of T
++
j . 
Proposition 6.2. The set W1 is not empty.
Proof. Using Remark 4.5, we choose a representation Y ∈ M′
Q ⊥,d⊥ and we obtain a representation
X = H(Y ) ⊕
⊕
j∈S
Z j ⊕
r⊕
i=1
T λi−ui(Y )i
in W1, provided ui(Y ) λi for all i = 1, . . . , r. (We consider here the representation H(Y ) instead of
F (H(Y )), since we do not need the condition Ext(X, T ) = 0.) The dimension vector of the representa-
tion H(Y ) ⊕⊕ j∈S Z j is the following vector
r∑
i=1
ui(Y )dim Ti =
∑
j∈S
dim T++j −
∑
j∈S
dim trT j .
We have
⊕
j∈S T
++
j
∼=⊕ri=1 T bii for some integers b1, . . . ,br , and it suﬃces to show bi  3 for all
i = 1, . . . , r.
a) First we assume that the Dynkin quiver Q is of type An . We will show that in this case we
have bi  2 for all i = 1, . . . , r.
A path U0 → U1 → ·· · → Um in the Auslander–Reiten quiver ΓQ is called sectional if Ul−1 is
not the Auslander–Reiten translate of Ul+1, for l = 1, . . . ,m − 1. Let i ∈ {1, . . . , r}. Since Q is a
Dynkin quiver of type An , there are at most two maximal sectional paths in ΓQ ending at the ver-
tex Ti . Let j ∈ S . If Hom(T j, Ti) = 0, the representation Ti is not a direct summand of T++j . Assume
Hom(T j, Ti) = 0. Since Ext(Ti, T j) = 0 and Q is of type An , there is a unique path in ΓQ from T j
to Ti , and this path is sectional [1, IX.6.4]. By Lemma 6.1, this sectional path contains at most one
vertex Tl , l ∈ S , such that Ti is a direct summand of T++l . This shows bi  2.
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and assume, for a contradiction, that bi  4. Since Q is of ﬁnite representation type, we have
dimHom(T j, Ti)  1 for all j = r + 1, . . . ,n (This is a straightforward computation using the Tits
form associated to the quiver Q , compare with [17], 3.3.) As a consequence, if Ti is a direct sum-
mand of T++j , for some j ∈ S , its multiplicity is only 1. Therefore, there are at least 4 distinct vertices
j1, . . . , j4 ∈ S such that Ti is a direct summand of T++jl .
By Lemma 6.1, if l ∈ {1, . . . ,4}, there is a non-zero morphism T jl → Ti which does not factor
through T j , for any j ∈ S \ { jl}.
Recall that the direct sum
⊕n
h=1 Th is a tilting module. Let us consider the tilted algebra
B = End
(
n⊕
h=1
Th
)
and its associated bound quiver (Q B , I). The vertices h of Q B correspond bijectively to the indecom-
posable representations Th , h = 1, . . . ,n, and there is an arrow β : h1 → h2 in Q B iff h1 = h2 and there
is a non-zero morphism Th2 → Th1 which does not factor through Th3 , for any h3 ∈ {1, . . . ,n}\ {h1,h2}
(see [1, II.3 and VI.3] for more details). It follows that for each l = 1, . . . ,4, there exists a path
i → ·· · → jl in Q B , which does not go through any vertex jl′ , l′ ∈ {1, . . . ,4}, l′ = l. Therefore, Q B
has to contain a quiver of the following type as a subquiver:
•
• • • •
•
• ... •
• •
•
...
...
• • • •
•
...
•
• • •
•
...
•
...
•
• •
We see that in each case, the quiver Q B contains an Euclidean quiver of type D˜m as a subquiver.
Moreover, by construction, there is no zero relation on this subquiver. Therefore, the algebra B is of
inﬁnite representation type by [12]. (Indeed, comparing with [3, 4.1], we can see the algebra B as a k-
category containing a tame concealed algebra of type D˜m as a subcategory.) But this is a contradiction,
since any tilted algebra of Dynkin type is of ﬁnite representation type [1, VIII.3.2]. 
Proposition 6.3. The set W2 is not empty.
Proof. There is a duality D : rep(Q ) → rep(Q op) between the category of representations of Q and
the category of representations of the opposite quiver Q op [1], and we have dim DT = dim T = d.
Since Q op is a connected Dynkin quiver (of the same type as Q ), Proposition 6.2 holds in
rep(Q op) and we obtain a representation X in Wop1 := {Y ∈ ZQ op,d: ExtQ op(DT , Y ) = 0}. We have
Ext(DX, T ) = 0, and using a dual description of ZQ ,d [19,17], it is easy to see that the representation
DX lies in W2. 
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In this section, we give a method for constructing a stable representation X in ZQ ,d, as a direct
sum of indecomposables.
Let Q be a quiver and d be a prehomogeneous dimension vector for Q . We determine inde-
composable pairwise non-isomorphic representations T1, . . . , Tr of Q such that Ext(Ti, T j) = 0 for
all i, j ∈ {1, . . . , r}, and d =∑ri=1 λi dim Ti , for some positive integers λ1, . . . , λr . We assume that all
hypotheses of Theorem 1.1 are satisﬁed. Then, we do the following steps:
(1) Determine the category T⊥ .
(2) Determine the quiver Q ⊥ and the set S of its sources.
(3) Construct a generic representation Y in M′
Q ⊥,e⊥ (i.e. the Gl(e
⊥)-orbit of Y is dense in MQ ⊥,e⊥ ),
as a direct sum of indecomposables Y =⊕l∈L Yl .
(4) For each l ∈ L, determine the indecomposable representation H(Yl) of Q corresponding to the
representation Yl of Q ⊥ , via the equivalence of categories H : rep(Q ⊥) ∼−→ T⊥ .
(5) For each l ∈ L, construct the indecomposable representation F (H(Yl)).
(6) Construct the representations Z j , j ∈ S .
(7) Compute the integers vi(Y ), i = 1, . . . , r.
(8) Put
X =
⊕
l∈L
F
(
H(Yl)
)⊕⊕
j∈S
Z j ⊕
r⊕
i=1
T λi−vi(Y )i .
Example 7.1. Let Q be the quiver
1 2
3
4
and d = λ
(
1 1
2
1
)
= dim T1 with λ  3. We denote by τ the Auslander–Reiten translate. The
Auslander–Reiten quiver ΓQ is the following quiver:
P1 τ−P1 I1
P2 τ−P2 I2
P3 τ−P3 I3
P4 S3 I4
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1 0
1
1
0 1
1
0
1 0
0
0
0 1
1
1
1 0
1
0
0 1
0
0
0 0
1
1
1 1
2
1
1 1
1
0
0 0
0
1
0 0
1
0
1 1
1
1
The double frame corresponds to the representation T1 = τ−P3, and we have T = T λ1 . The non-
dotted frames correspond to the indecomposable representations in T⊥: P1, P2 and S3. Since n− r =
4− 1 = 3, the quiver Q ⊥ has three vertices. There are only three indecomposable representations in
T⊥ , up to isomorphism, thus Q ⊥ has no arrow. We can write Q ⊥0 = S = {2,3,4}. The source vector
associated to Q ⊥ is e⊥ = (1 1 1 ). Therefore, there is only one representation in M′
Q ⊥,e⊥ , and it
corresponds to
⊕3
l=1 H(Yl) = P1 ⊕ P2 ⊕ S3 ∈ rep(Q ). Since Ext(H(Yl), T1) = 0, we have F (H(Yl)) =
H(Yl), l = 1,2,3. The representations Z j , j ∈ S , are given by the exact sequences
0→ P1 → T1 → Z2 → 0,
0→ P2 → T1 → Z3 → 0,
0→ S3 → T1 → Z4 → 0,
thus we have Z2 = τ−P1, Z3 = τ−P2, Z4 = I4. We have used three copies of T1 to construct⊕ j∈S Z j ,
and none to construct F (H(Y )), thus we have v1(Y ) = 3. Finally, we put
X = P1 ⊕ P2 ⊕ S3 ⊕ τ−P1 ⊕ τ−P2 ⊕ I4 ⊕ T λ−31 ,
and we obtain ZQ ,d = Gl(d)  X .
If λ < 3, we do not have enough copies of T1 to construct the representation X . In fact, if λ = 2,
the variety ZQ ,d has two irreducible components of codimension 3 in rep(Q ,d):
Gl(d)  (P1 ⊕ P2 ⊕ S3 ⊕ I3)
and
Gl(d) 
(
P3 ⊕ τ−P1 ⊕ τ−P2 ⊕ I4
)
.
If λ = 1, the variety ZQ ,d is irreducible of codimension 2. It is the closure of the Gl(d)-orbit of P3⊕ I3,
but this orbit is not stable, since the representation P3 ⊕ I3 is not in ET .
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