Polynomial perturbations of bilinear functionals and Hessenberg matrices  by Bueno, M.I. & Marcellán, F.
Linear Algebra and its Applications 414 (2006) 64–83
www.elsevier.com/locate/laa
Polynomial perturbations of bilinear functionals
and Hessenberg matrices
M.I. Bueno ∗, F. Marcellán
Departamento de Matemáticas, Universidad Carlos III de Madrid, Avenida Universidad,
30, 28911 Leganés, Spain
Received 21 January 2004; accepted 14 September 2005
Available online 3 November 2005
Submitted by H. Schneider
Abstract
This paper deals with symmetric and non-symmetric polynomial perturbations of symmetric
quasi-definite bilinear functionals. We establish a relation between the Hessenberg matrices
associated with the initial and the perturbed functionals using LU and QR factorizations. More-
over we give an explicit algebraic relation between the sequences of orthogonal polynomials
associated with both functionals.
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1. Introduction
Given a linear functional S in the linear space P of polynomials with real coef-
ficients, let us consider the Hankel matrix M = (µi+j )∞i,j=0, where µn = S(xn).
This is the Gram matrix of standard moments associated with the bilinear functional
L(p, q) := S(pq) in terms of the canonical basis {xn}n∈N. If the leading principal
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submatrices of M are non-singular [5], S is said to be quasi-definite. Moreover, there
exists a sequence of monic polynomials {Pn} orthogonal with respect to S, i.e.,
(1) deg(Pn) = n, n  0,
(2) S(PnPm) = Knδn,m, Kn /= 0, n,m  0.
Every sequence of polynomials orthogonal with respect to a quasi-definite linear
functional satisfies a three-term recurrence relation,
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x), n  1, γn /= 0, (see[5]).
The previous recurrence relation can be rewritten as
xvp = Jvp,
where vp = [P0(x) P1(x) P2(x) · · ·]t , and
J =


β0 1 0 0 · · ·
γ1 β1 1 0 · · ·
0 γ2 β2 1 · · ·
...
...
...
...
.
.
.

 .
The matrix J is said to be the Monic Jacobi matrix associated with {Pn} (or with S).
Notice that the tridiagonal matrix J is associated with the operator multiplication by x
with respect to the monic orthogonal family {Pn}. This matrix gives some information
about analytic properties of the sequence {Pn}, for example the distribution of the zeros
of the polynomials as well as certain asymptotic properties.
Given a quasi-definite linear functional S, consider the linear functional S˜ := πS
defined by (πS)(p) := S(πp), where π and p denote polynomials. The functional
πS is said to be a polynomial perturbation of the linear functional S. This kind
of perturbation was first considered by Christoffel in 1858—he used a polynomial
of degree one as π . This is the reason why this particular perturbation is known as
Christoffel transformation in the literature of orthogonal polynomials (see [3,13,14]).
It is also called Darboux transformation without parameter in the framework of bi-
spectral problems and evolution equations (see [7,9]). Darboux transformations were
rediscovered in the 1990s because of their multiple applications in several areas, e.g.
quantum mechanics [10], theory of non-linear integrable systems [11], computation
of Gauss quadratures with multiple free and fixed knots [6], bispectral transformations
in orthogonal polynomials [7,8], and so on.
Let us consider the matrix interpretation of the Christoffel transformation. Given
the monic Jacobi matrix associated with a linear functional S and the corresponding
sequence of monic orthogonal polynomials {Pn}, if α ∈ R and Pn(α) /= 0 for every n,
then the unique LU factorization J − αI = LU of J − αI exists, where L denotes
a lower triangular and bidiagonal matrix with ones in the main diagonal, and U
denotes an upper triangular and bidiagonal matrix. The matrix J1 = UL + αI is a
new tridiagonal matrix, that is, the Jacobi matrix associated with the sequence of
polynomials orthogonal with respect to the Darboux transform S˜ = (x − α)S of S.
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While the matrix interpretation of the polynomial perturbation (x − α)S is given in
terms of the LU factorization, the matrix interpretation of the polynomial perturbation
x2S is given in terms of the QR factorization. In [1], it is proven that a single step
of the QR method applied to the Jacobi matrix of an orthogonal polynomial system
associated with a positive definite linear functional S corresponds to finding the Jacobi
matrix of the orthogonal polynomial system associated with x2S.
Let us consider now a general bilinear functional L defined in the linear space
of polynomials with real coefficients. The corresponding Gram matrix of standard
moments is given by (ML)i,j = µi−1,j−1, i, j  1, where µi,j = L(xi, xj ). If the
leading principal submatrices of ML are non-singular, L is said to be quasi-definite. In
such a situation there exists a sequence of polynomials {Pn} orthogonal with respect
to L. In this case, {Pn} does not satisfy a three-term recurrence relation anymore.
Examples of such a kind of orthogonal polynomials have been considered in [2,4].
The matrix associated with the operator multiplication by x is a lower Hessenberg
matrix. We will refer to it as the Hessenberg matrix associated with L.
The aim of this paper is to define polynomial perturbations of a symmetric quasi-
definite bilinear functional that extend the definitions given in the linear case as well
as to give an algebraic relation between the Hessenberg matrices associated with the
original and the perturbed functional.
The structure of the paper is the following. In Section 2 we present some basic
concepts related with symmetric bilinear functionals and the corresponding Hessen-
berg matrices. In Section 3 we study the non-symmetric polynomial perturbations
of a symmetric quasi-definite bilinear functional. In particular, we show that the
Hessenberg matrix associated with the bilinear functional L˜(p, q) := L((x − α)p, q)
can be obtained by the application of a Darboux transformation without parameter
to the Hessenberg matrix associated with L. Explicit algebraic relations between the
sequences of polynomials orthogonal with respect to L and L˜ are also obtained. In
Section 4 we present the symmetric polynomial perturbations of symmetric quasi-defi-
nite bilinear functionals. In particular we study the functional L˜ given by L˜(p, q) =
L(xp, xq). We prove that this functional extends the definition of x2S, when S is a
linear functional. In the positive definite case, we find the corresponding Hessenberg
matrix by the application of one step of the infinite QR algorithm to the Hessenberg
matrix associated with the original functional. When the original functional is only
quasi-definite a similar transformation is obtained in terms of the hyperbolic QR
factorization.
2. Symmetric bilinear functionals and Hessenberg matrices
In this section we give some basic concepts related with symmetric bilinear func-
tionals and the corresponding Hessenberg matrices, that will be useful in the next
sections.
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Definition 2.1. Let L : P × P → R be a function such that
(1) L(p + p˜, q) = L(p, q) + L(p˜, q),
(2) L(λp, q) = λL(p, q),
and such that the two previous properties also hold for the second argument. Then, L
is said to be a bilinear functional.
Definition 2.2. The bilinear functional L is said to be symmetric if
L(p, q) = L(q, p).
In the other case, we say that L is non-symmetric.
Definition 2.3. Given a bilinear symmetric functional L, consider the canonical basis
of polynomials {xn}, and let X = [1, x, x2, . . .]t . Then, the standard moments asso-
ciated with L are µn,m = L(xn, xm) and the Gram matrix ML defined by (ML)i,j =
µi−1,j−1, i, j  1, is said to be the matrix of standard moments associated with L. If
the moments are computed in terms of another basis {Pn} different from the canonical
one, then the modified moments un,m are obtained, where
un,m = L(Pn, Pm).
The matrix ML,P defined by
(ML,P )i,j = ui−1,j−1, i, j  1
is said to be the matrix of modified moments associated with L with respect to
{Pn}.
Definition 2.4. A symmetric bilinear functional L is said to be quasi-definite (L
generates a pseudo-inner product) if the corresponding matrix of standard moments
ML is quasi-definite, i.e., the leading principal submatrices of ML are non-singular.
A symmetric bilinear functional L is said to be positive definite (or an inner product)
if the leading principal minors of ML are positive.
Definition 2.5. Given a symmetric bilinear functional L, a sequence of monic poly-
nomials {Pn} is said to be orthogonal with respect to L if
(1) deg(Pn) = n for every n  0,
(2) L(Pn, Pm) = Knδn,m, Kn /= 0.
A weaker property than the previous one is defined below.
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Definition 2.6. Given a bilinear functional L defined on the space of polynomials
with real coefficients, a sequence of polynomials {Pn} is said to be left orthogonal
with respect to L if
(1) deg(Pn) = n for every n  0.
(2) L(Pn, xm) = Knδn,m with Kn /= 0 for m  n.
Remark 2.7. An equivalent definition for right orthogonal polynomials is possible.
It is enough to replace condition (2) by
L(xm, Pn) = Knδm,n with Kn /= 0, m  n.
Proposition 2.8. Assume that L is a symmetric quasi-definite bilinear functional.
Then there exists a sequence of polynomials {Pn} orthogonal with respect to L.
Proof. Let
Pn = det


µ00 µ10 . . . µn0
µ01 µ11 . . . µn1
. . . . . . . . . . . .
µ0,n−1 µ1,n−1 . . . µn,n−1
1 z . . . zn


be a polynomial associated with L. It is straightforward to prove that if L is quasi-
definite, then Pn is a polynomial of degree n and
L(Pn, zj ) = det


µ00 µ10 . . . µn0
µ01 µ11 . . . µn1
. . . . . . . . . . . .
µ0,n−1 µ1,n−1 . . . µn,n−1
µ0j µ1j . . . µnj

 .
Thus, from elementary properties of determinants and taking into account that L is
quasi-definite, it follows that
L(Pn, zj ) =
{
0 for 0  j  n − 1,
Kn /= 0 for j = n. 
Definition 2.9. Given a symmetric quasi-definite bilinear functional L and the corre-
sponding sequence of orthogonal polynomials {Pn}, consider the semi-infinite lower
Hessenberg matrix H such that
xvp = Hvp, (2.1)
where vp = [P0(x), P1(x), . . . , Pn(x), . . .]t. H is said to be the Hessenberg matrix
associated with {Pn}.
Lemma 2.10. Let L be a symmetric quasi-definite bilinear functional and let {Pn}
be the corresponding sequence of monic orthogonal polynomials, then
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L(vp, vtp) = Dp,
where Dp is a non-singular diagonal matrix.
In the particular case when L is positive definite, there exists a sequence of ortho-
normal polynomials {P˜n}. Observe that in this case, L(vP˜ , vtP˜ ) = I , where I denotes
the identity matrix.
3. Non-symmetric perturbations of symmetric bilinear functionals
Consider a symmetric quasi-definite bilinear functional L. Next we consider the
following perturbations of L:
• The perturbed functional is bilinear but non-symmetric. This situation appears if
we perturb just one of the arguments of L, that is, if we consider the functional L˜
given by either
L˜(p, q) := L(π p, q) or L˜(p, q) := L(p, πq),
where π denotes a polynomial. We can also obtain a non-symmetric bilinear func-
tional when we multiply both arguments of L by different polynomials, i.e.,
L˜(p, q) := L(π1 p, π2q).
We will refer to this kind of perturbations as non-symmetric polynomial perturba-
tions of L.
• The perturbed functional is bilinear and symmetric. That is the case if we, for
example, multiply both arguments of L by the same polynomial,
L˜(p, q) := L(πp, πq).
We will refer to this kind of perturbations as symmetric polynomial perturbations.
In this section we study non-symmetric perturbations of symmetric bilinear func-
tionals in which only one of its arguments is modified.
Let L be a symmetric quasi-definite bilinear functional. We consider the following
standard cases:
L˜1(p, q) := L((x − α)p, q), (3.1)
where α ∈ R, and
L˜2(p, q) := L(p, (x − α)q). (3.2)
Notice that both functionals extend in a natural way the polynomial perturbation
(x − α)S, where S is a linear functional, to general bilinear functionals. If L can be
expressed in terms of a linear functional, then
L˜1(p, q) = L((x − α)p, q) = S((x − α)pq) = (x − α)S(pq).
The same happens if we consider L˜2.
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Remark 3.1. Observe that the bilinear functionals L˜1 and L˜2 are non-symmetric
in general. Let us consider an example. Assume that L is the following symmetric
bilinear functional [2]
L(p, q) :=
∫
R
pq dµ0 +
∫
R
p′q ′ dµ1.
Consider α = 0. Then the functionals L˜1 and L˜2 defined as in (3.1) and (3.2) are both
non-symmetric:
L˜1(p, q) = L(xp, q) =
∫
R
xpq dµ0 +
∫
R
(p + xp′)q ′ dµ1 /= L˜1(q, p),
L˜2(p, q) = L(p, xq) =
∫
R
xpq dµ0 +
∫
R
p′(q + xq ′) dµ1 /= L˜2(q, p).
In the sequel, we analyze the perturbation that generates L˜1 from L and we find an
algebraic relation between the Hessenberg matrices associated with both of them.
Similar results are obtained for the other case. Let {Pn} be the sequence of monic
polynomials orthogonal with respect to L and let H be the corresponding Hessenberg
matrix. We also assume that Pn(α) /= 0, for all n.
Lemma 3.2. Let L˜1(vp, vtp) be the matrix of modified moments (Definition 2.3) asso-
ciated with L˜1 with respect to {Pn}. Then,
L˜1(vp, vtp) = (H − αI)Dp,
where Dp := L(vp, vtp).
Proof. Taking into account the definition of L˜1,
L˜1(vp, vtp) = L((x − α)vp, vtp).
From (2.1), we deduce that (x − α)vp = (H − αI)vp. Then,
L˜1(vp, vtp) = L((H − αI)vp, vtp) = (H − αI)Dp. 
Since L˜1 is a non-symmetric functional, there is not a sequence of monic polynomials
orthogonal with respect to L˜1. However, the next proposition shows that there exists
a sequence of monic polynomials left orthogonal with respect to L˜1.
Proposition 3.3. The sequence of monic polynomials {Rn} given by
Rn(x) =
Pn+1(x) − Pn+1(α)Pn(α) Pn(x)
x − α
is left orthogonal with respect to L˜1.
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Proof
(1) It is obvious that deg(Rn) = n for n  0.
(2) If 0  k < n, then
L˜1(Rn, xk) = L((x − α)Rn, xk) = L
(
Pn+1(x) − Pn+1(α)
Pn(α)
Pn(x), x
k
)
.
Since {Pn} is orthogonal with respect to L, from the above expression we
deduce
L˜1(Rn, xk) = 0 for 0  k < n.
(3) On the other hand,
L˜1(Rn, xn) = −Pn+1(α)
Pn(α)
L(Pn, xn) /= 0. 
Let H1 be the Hessenberg matrix associated with {Rn}. Next we establish an algebraic
relation between the Hessenberg matrices H and H1. Notice that, since {Pn} and {Rn}
are monic polynomial bases, there exists a lower triangular matrix L with ones in the
main diagonal such that
vp = Lvr, (3.3)
where vr = [R0(x), R1(x), . . . , Rn(x), . . .]t . In the following proposition we prove
that L is also the lower triangular factor obtained from the LU factorization without
pivoting of the Hessenberg matrix H associated with {Pn}.
Proposition 3.4. Let L be a symmetric quasi-definite bilinear functional and let {Pn}
be the corresponding sequence of monic orthogonal polynomials. Consider the func-
tional defined in (3.1) as well as the sequence of left orthogonal polynomials given
in Proposition 3.3. Let L be the lower triangular matrix with ones in the main dia-
gonal given by (3.3). Then, H − αI = LU, where U denotes a non-singular upper
triangular matrix.
Proof. From Lemma 3.2,
(H − αI)Dp = L˜1(vp, vtp) = L˜1(Lvr , vtrLt) = LL˜1(vr , vtr )Lt.
Therefore,
H − αI = LL˜1(vr , vtr )LtD−1p .
Notice that
(1) Lt is an upper triangular matrix.
(2) The matrix L˜1(vr , vtr ) is also an upper triangular matrix, since {Rn} is left
orthogonal with respect to L˜1 and L˜1(Rn, Rk) = 0 if 0  k < n.
(3) D−1p is a diagonal matrix.
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Then, if
U := L˜1(vr , vtr )LtD−1p , (3.4)
the main result follows. The matrix U is a non-singular matrix since L˜1(vr , vtr ), Lt
and D−1p are non-singular matrices. 
Remark 3.5. Observe that the LU factorization of H − αI exists since Pn(α) /= 0,
for all n. Moreover, it is easy to prove that U is an upper bidiagonal matrix taking
into account that H − αI is lower Hessenberg.
The next theorem shows that the matrix H1 can be obtained as the Darboux trans-
form without parameter and with shift α of H .
Theorem 3.6. If H − αI = LU denotes the LU factorization without pivoting of
H − αI, then,
H1 = UL + αI.
Proof. Taking into account Definition 2.9
L˜1((x − α)vr , vtr ) = L˜1((H1 − αI)vr , vtr ) = (H1 − αI)L˜1(vr , vtr ). (3.5)
On the other hand, considering (3.3)
L˜1((x − α)vr , vtr ) = L˜1((x − α)L−1vp, vtpL−t )
= L−1L˜1((x − α)vp, vtp)L−t . (3.6)
From Lemma 3.2,
L−1L˜1((x − α)vp, vtp)L−t = L−1(H − αI)2DpL−t . (3.7)
Then, comparing (3.5) and (3.6), and replacing (3.7), we get
(H1 − αI)L˜1(vr , vtr ) = L−1(H − αI)2DpL−t .
Finally, taking into account the LU factorization of H − αI and (3.4), we get
H1 − αI = L−1(H − αI)2U−1 = L−1LULUU−1 = UL. 
A finite version of Theorem 3.6 is given below. We use the following notation:
Given a matrix A, (A)n denotes the leading principal submatrix of order n of A.
Theorem 3.7. If (H − αI)n = LnUn denotes the LU factorization without pivoting
of (H − αI)n, then
(H1)n−1 = (UnLn)n−1 + α(I)n−1,
i.e., the leading principal submatrix of order n − 1 of H1 is the leading principal
submatrix of order n − 1 of UnLn + α(I)n.
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Proof. Consider the unique LU factorization of H − αI .
H − αI =


h11 − α h12 · · · 0 0 · · ·
h21 h22 − α · · · 0 0 · · ·
...
...
...
...
...
...
hn1 hn2 · · · hnn − α hn,n+1 · · ·
hn+1,1 hn+1,2 · · · hn+1,n hn+1,n+1 − α · · ·
...
...
...
...
.
.
.


=


1 0 · · · 0 0 · · ·
l21 1 · · · 0 0 · · ·
...
...
...
...
...
...
ln1 ln2 · · · 1 0 · · ·
ln+1,1 ln+1,2 · · · ln+1,n 1 · · ·
...
...
...
...
.
.
.


×


u1 h12 · · · 0 0 · · ·
0 u2 · · · 0 0 · · ·
...
...
...
...
...
...
0 0 · · · un hn,n+1 · · ·
0 0 · · · 0 un+1 · · ·
...
...
...
...
.
.
.


.
If we reverse the order of the factors L and U , then we get
H1 − αI =


u1 h12 · · · 0 0 · · ·
0 u2 · · · 0 0 · · ·
...
...
...
...
...
...
0 0 · · · un hn,n+1 · · ·
0 0 · · · 0 un+1 · · ·
...
...
...
...
.
.
.


×


1 0 · · · 0 0 · · ·
l21 1 · · · 0 0 · · ·
...
...
...
...
...
...
ln1 ln2 · · · 1 0 · · ·
ln+1,1 ln+1,2 · · · ln+1,n 1 · · ·
...
...
...
...
.
.
.


.
74 M.I. Bueno, F. Marcellán / Linear Algebra and its Applications 414 (2006) 64–83
It is obvious that
(H1)n − α(I)n = UnLn + hn,n+1 ·


0 0 · · · 0
0 0 · · · 0
...
...
...
...
ln+1,1 ln+1,2 · · · ln+1,n

 .
Thus, (H1)n − α(I)n and UnLn differ only in the last row. Then, deleting the last row
and column of the matrices appearing in both sides of the previous expression, we
obtain the result. 
Along this section we have considered non-symmetric polynomial perturbations
of a symmetric quasi-definite bilinear functional when the polynomial that multiplies
one of its arguments has degree one. It is obvious how to extend such results to
the general case where the polynomial π has a higher degree. It is enough to take
into account that, given a symmetric quasi-definite bilinear functional L, if {Pn}
denotes the sequence of monic polynomials orthogonal with respect to L and H is
the Hessenberg matrix associated with {Pn}, then
π(x)vp = π(H)vp,
where π(H) is a matrix polynomial obtained by replacing the variable x in π(x) by
H . Moreover, if deg(π) = s, then it can be considered the sequence {Rn} given by
Rn(x) = Pn+s(x) +
∑n+s−1
i=n an,iPi(x)
π(x)
,
where the coefficients an,i are chosen so that the zeros of π are also zeros of the
polynomial in the numerator. In such a case, {Rn} is left (right) orthogonal with
respect to the perturbed functional if the perturbation modifies the first (the second)
argument of the functional L.
The non-symmetric polynomial perturbations of a symmetric quasi-definite bilin-
ear functional L when both arguments are perturbed as
L˜(p, q) := L((x − α)p, (x − β)q), α, β ∈ C, α /= β
are not studied because they are neither left quasi-definite nor right quasi-definite.
4. Symmetric perturbations of symmetric bilinear functionals
Given the symmetric quasi-definite bilinear functional L, we study the standard
perturbation
(x2L)(p, q) = (xp, xq). (4.1)
Again, the expression given in (4.1) is a natural extension to bilinear functionals of
the perturbation of linear functionals given by x2S,
(x2L)(p, q) = L(xp, xq) = S(x2pq) = (x2S)(pq).
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In the sequel, we distinguish between symmetric positive definite bilinear functionals
and symmetric quasi-definite bilinear functionals.
4.1. The symmetric functional x2L when L is positive definite
Let L be a symmetric positive definite bilinear functional and let {P˜n} be the
corresponding sequence of orthonormal polynomials. Let H˜ be the semi-infinite lower
Hessenberg matrix associated with {P˜n}.
Proposition 4.1. The bilinear functional x2L is a symmetric positive definite bilinear
functional.
Proof. Consider the vectorX = [1, x, x2, . . .]t . Then the matrix of standard moments
Mx2L associated with x2L is given by
Mx2L = (x2L)(X,Xt) = L(xX, xXt) = M(−1,−1)L ,
i.e., Mx2L is obtained by deleting the first row and column of the matrix of standard
moments associated with L. Since ML is a positive definite matrix, the matrix Mx2L
is also positive definite. 
Let {Q˜n} be the sequence of polynomials orthonormal with respect to x2L and
let H˜1 be the semi-infinite Hessenberg matrix associated with {Q˜n}. Next we find an
algebraic relation between H˜1 and H˜ . Let us consider the unique factorization
H˜ = L˜G˜, (4.2)
where L˜ is a lower triangular matrix and G˜ is an orthogonal and lower Hessenberg
matrix. In more familiar terms, G˜tL˜t is the unique QR factorization of H˜ t , which
exists since H˜ is irreducible. Let us mention that the orthogonal Hessenberg matrices
of order n are uniquely determined by n parameters, the so-called Schur parameters
[12].
Theorem 4.2. Taking into account the notation introduced above
(1) v˜p = L˜v˜q ,
(2) H˜1 = G˜L˜.
Proof. Since v˜p and v˜q are ordered by increasing degree, there exists a unique non-
singular lower triangular matrix L̂ such that
v˜p = L̂v˜q . (4.3)
Taking into account that (x2L)(v˜q , v˜tq) = I , where I denotes the semi-infinite identity
matrix, from (4.3) we get
(x2L)(v˜p, v˜tp) = (x2L)(L̂v˜q , v˜tqL̂t) = L̂(x2L)(v˜q , v˜tq)L̂t = L̂L̂t. (4.4)
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On the other hand, since L(v˜p, v˜tp) = I , we obtain
(x2L)(v˜p, v˜tp) = L(xv˜p, xv˜tp) = L(H˜ v˜p, v˜tpH˜ t) = H˜L(v˜p, v˜tp)H˜ t
= H˜ H˜ t = L˜(G˜G˜t)L˜t = L˜L˜t. (4.5)
Because of the uniqueness of the Cholesky factorization, from (4.4) and (4.5) we
deduce
L̂ = L˜.
Moreover,
H˜1 = H˜1(x2L)(v˜q , v˜tq) = (x2L)(H˜1v˜q , v˜tq) = (x2L)(xv˜q, v˜tq)
= (x2L)(xL˜−1v˜p, v˜tpL˜−t ) = L˜−1H˜ (x2L)(v˜p, v˜tp)L˜−t
= G˜(L˜L˜t)L˜−t = G˜L˜, (4.6)
which proves the result. Notice that we have proven that if H˜ t = QR denotes the
unique QR factorization of H˜ t , then H˜ t1 = RQ. 
4.2. Explicit algebraic relation between the sequences {P˜n} and {Q˜n}
Next we give an explicit algebraic relation between the sequences {P˜n} and {Q˜n}
associated with L and x2L, respectively. Let {Tn}∞n=1 be the sequence of polynomials
given by G˜v˜p. Since G˜ is a lower Hessenberg matrix, deg(Ti(x)) = i for all i  1.
If vt = [T1(x), T2(x), T3(x), . . .]t , then
xv˜p = H˜ v˜p = L˜G˜v˜p = L˜vt .
Taking into account (1) in Theorem 4.2, the following result follows
vt = xv˜q . (4.7)
Moreover, since vt = G˜v˜p, from (4.7) we obtain the following explicit algebraic
relation between the sequences {P˜n} and {Q˜n}:
xv˜q = G˜v˜p. (4.8)
Therefore, the factors L˜ and G˜ given in (4.2) are the matrices that determine the
algebraic relations between the sequences {P˜n} and {Q˜n}, since v˜p = L˜v˜q and xv˜q =
G˜v˜p.
4.3. The symmetric bilinear functional x2L when L is quasi-definite
This case is essentially close to the positive definite case but it requires ideas less
familiar than QR and Cholesky factorizations. We will use hyperbolic QR factoriza-
tion and triangular factorization.
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The Gram–Schmidt process applied to the columns of a non-singular matrix X
produces the columns of an orthogonal matrix Q such that X = QR, where R is
an upper triangular matrix with positive main diagonal. When the standard inner
product is replaced by the “indefinite inner product” given by , 〈x, y〉 := xty,
then the Gram–Schmidt process yields an alternative factorization: the hyperbolic
QR factorization. We have not found any references about this kind of factorization
for semi-infinite matrices. This is the reason why we include the following definition
and results.
Definition 4.3. Let T be a semi-infinite upper Hessenberg matrix, and let  =
diag(±1) be a semi-infinite signature matrix. We say that
T = Q˜πR (4.9)
is the hyperbolic QR factorization of T with respect to  if Q˜ is a semi-infinite -
orthogonal matrix, i.e., it satisfies Q˜tQ˜ = , R is a semi-infinite upper triangular
matrix with positive main diagonal, and π is a permutation matrix.
Remark 4.4. In the previous definition, if we denote by Q the matrix Q˜π , then
T = QR, and Q satisfies QtQ = ̂, where ̂ is another signature matrix uniquely
determined by T and . Moreover, T tT = Rt̂R.
Below we include a theorem that gives conditions for the existence of the hyper-
bolic QR factorization of a semi-infinite upper Hessenberg matrix.
Lemma 4.5. Let M be a symmetric matrix such that all its leading principal subma-
trices are non-singular. Then, the (unique) triangular factorization of M exists, that
is,
M = LDLt,
where L is a lower triangular matrix with ones in the main diagonal, and D is a
diagonal matrix. Moreover, M can be expressed in the following way:
M = L|D|1/2|D|1/2Lt,
where  = diag(±1) is a signature matrix and |D|1/2 denotes the diagonal matrix
given by (|D|1/2)i,i = |Di,i |1/2, i  1. We will refer to the matrix  as the tri-signa-
ture matrix associated with M.
Definition 4.6. Let  be a signature matrix. If we denote by i+() and i−() the
cardinality of the sets {()i,i : ()i,i = 1} and {()i,i : ()i,i = −1}, respectively,
then we define the inertia of  as
inert() := {i+(), i−()}.
Theorem 4.7. Let T be a semi-infinite non-singular upper Hessenberg matrix, and
let  be a signature matrix. The hyperbolic QR factorization of T with respect to 
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exists if and only if all the leading principal submatrices of T tT are non-singular
and inert() = inert(̂), where ̂ is the tri-signature matrix associated with T tT .
Proof
(1) Assume that the hyperbolic QR factorization of T with respect to  exists.
Then,
T tT = Rtπ tQ˜tQπR = Rt˜R,
where ˜ is a signature matrix. For all n  1, the leading principal submatrix of
order n of Rt˜R satisfies
(Rt˜R)n = (R)tn(˜)n(R)n.
Therefore,
det((Rt˜R)n) = ±det2((R)n) /= 0.
(2) We assume now that all the leading principal submatrices of T tT are non-
singular. Then, the (unique) triangular factorization of T tT exists and we
get
T tT = LDLt = L|D|1/2̂|D|1/2Lt.
Consider the matrix
Q˜ = T L−t |D|−1/2. (4.10)
Then,
Q˜tQ˜ = |D|−1/2L−1T tT L−t |D|−1/2 = ̂.
Since inert()= inert(̂), there exists a permutation matrixπ such thatπ t̂π =
. Then, we get
(π tQ˜t)(Q˜π) = .
Multiplying (4.10) by π on the right, we obtain
Q := Q˜π = T L−t |D|−1/2π,
which implies that
T = Qπ tR
with R = |D|1/2Lt . 
The following result is obtained in a straightforward way from the previous theorem.
Corollary 4.8. Let T be a semi-infinite non-singular upper Hessenberg matrix, and
let  be a signature matrix. All the leading principal submatrices of T tT are non-
singular if and only if there exists an upper triangular matrix with positive main
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diagonal R, and a matrix Q such that T = QR, where QtQ = ̂ and ̂ is the
tri-signature matrix associated with T tT .
We will refer to this factorization as the pseudo-hyperbolic QR factorization of T .
In the sequel, we consider a quasi-definite symmetric bilinear functional L. Let
{Pn} be the sequence of monic polynomials orthogonal with respect to L, and let H
be the semi-infinite Hessenberg matrix associated with {Pn}. Consider the bilinear
functional x2L given in Definition 4.1.
Unlike what happens in the positive definite case, L being quasi-definite does
not imply, in general, that x2L is a quasi-definite bilinear functional. For instance,
assume that the leading principal submatrix of order 3 of the matrix of standard
moments associated with L is
(ML)3 =

1 2 02 0 0
0 0 1

 .
It is obvious that (ML)3 is a non-singular matrix while the matrix obtained by deleting
its first row and column
[
0 0
0 1
]
is singular. Therefore, L must satisfy an extra con-
dition so that x2L is quasi-definite. It is easy to prove that a necessary and sufficient
condition for x2L being quasi-definite is that the matrix M(−1,−1)L is quasi-definite.
However, this condition involves the matrix of standard moments. Later on we will
give another condition on the matrix H to assure that the functional x2L is quasi-defi-
nite. In the sequel, we denote by {Qn} the sequence of monic polynomials orthogonal
with respect to x2L, and H1 denotes the corresponding Hessenberg matrix, assuming
that the functional x2L is quasi-definite.
In the quasi-definite case, the key for the connection between the bilinear function-
als L and x2L is the (unique) triangular factorization of (x2L)(vp, vtp) = HDpH t ,
where Dp = L(vp, vtp), given by
HDpH
t = LDLt. (4.11)
Let us assume that all the leading principal submatrices of HDpH t are non-singular
so that its triangular factorization exists.
Theorem 4.9. Using the notation given above, for a quasi-definite and symmetric
bilinear functional L,
(1) vp = Lvq,
(2) H1 = L−1HL.
Proof. Since the entries of vp and vq are monic polynomials and they are ordered by
increasing degree, there exists a non-singular lower triangular matrix L˜ with ones in
the main diagonal and such that
vp = L˜vq . (4.12)
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Taking into account orthogonality properties (x2L)(vq, vtq) = Dq is diagonal and
(x2L)(vp, vtp) = (x2L)(L˜vq, vtqL˜t) = L˜(x2L)(vq, vtq)L˜t = L˜DqL˜t. (4.13)
On the other hand,
(x2L)(vp, vtp) = L(xvp, xvtp) = L(Hvp, vtpH t) = HDpH t. (4.14)
Because of the uniqueness of the triangular factorization, from (4.11), (4.13), and
(4.14), we deduce that L˜ = L and D = Dq , which proves the first result.
On the other hand,
H1Dq = H1(x2L)(vq, vtq) = (x2L)(H1vq, vtq) = (x2L)(xvq, vtq)
= (x2L)(xL−1vp, vtpL−t ) = L−1(x2L)(xvp, vtp)L−t
= L−1H(x2L)(vp, vtp)L−t = L−1H(LDqLt)L−t
= L−1HLDq. (4.15)
Since Dq is non-singular, the second result is proven. 
In order to recover a QR like transformation, we write
Dp = |Dp|1/2p|Dp|1/2, Dq = |Dq |1/2q |Dq |1/2, (4.16)
where p = sign(Dp), and q = sign(Dq).
The tool for the connection between the matrices H and H1 is the pseudo-hyper-
bolic QR factorization of |Dp|1/2H t with respect to p. From Corollary 4.8, this
factorization exists if all the leading principal submatrices of
(|Dp|1/2H t)tp|Dp|1/2H t = HDpH t
are non-singular.
Proposition 4.10. If all the leading principal submatrices of HDpH t are non-singu-
lar, the pseudo-hyperbolic QR factorization of |Dp|1/2H t with respect to p exists.
Moreover,
|Dp|1/2H t = QR,
where QtpQ = q and R = |Dq |1/2Lt.
Proof. The existence of the pseudo-hyperbolic QR factorization of |Dp|1/2H t with
respect to p is guaranteed by Corollary 4.8. Consider this factorization
|Dp|1/2H t = QR. (4.17)
Then, taking into account that Q is orthogonal with respect to p and the triangular
factorization of HDpH t , we get
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LDqL
t = HDpH t = RtQtpQR.
Considering (4.16) and Corollary 4.8, we deduce that R = |Dq |1/2Lt and
QtpQ = q . 
The previous theorem allows us to obtain H1 from H by the application of a
QR-like transformation.
Theorem 4.11. Given a symmetric quasi-definite bilinear functional L as well as
the quantities defined above, if all the leading principal submatrices of HDpH t are
non-singular, then
H = LG, H1 = GL,
where G := |Dq |1/2Qt|Dp|−1/2.
Proof. Using transposition in (4.17), we get
H = L|Dq |1/2Qt|Dp|−1/2 = LG.
From Theorem 4.9,
H1 = L−1HL = GL. 
Notice that the matrix G is orthogonal with respect to Dp, that is,
GDpG
t = |Dq |1/2Qt|Dp|−1/2Dp|Dp|−1/2Q|Dq |1/2
= |Dq |1/2QtpQ|Dq |1/2 = |Dq |1/2q |Dq |1/2 = Dq.
As an immediate consequence of the previous results we obtain a necessary and
sufficient condition for x2L to be quasi-definite.
Corollary 4.12. Let L be a symmetric quasi-definite bilinear functional and let H be
its corresponding Hessenberg matrix. Then, the symmetric bilinear functional x2L
is quasi-definite if and only if all the leading principal submatrices of HDpH t are
non-singular.
Next proposition gives also necessary and sufficient conditions for x2L to be
quasi-definite.
Proposition 4.13. Let L be a symmetric quasi-definite bilinear functional and let
{Pn} be the sequence of monic polynomials orthogonal with respect to L. Then, the
symmetric bilinear functional x2L is quasi-definite if and only if DETn /= 0 for all
n  1, where
DETn =
n∏
i=1
diP
2
n (0) + dn+1DETn−1
with DET0 = 1 and di = L(Pi, Pi) for all i  1.
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Proof. It is obvious that, for all n  1,
(HDpH
t)n = Hn(Dp)nH tn + dn+1etnen,
where dn+1 = (Dp)n+1,n+1 and en = [0, . . . , 1] ∈ R1×n. Then, considering some
determinant properties,
det
(
(HDpH
t)n
) = det(Hn(Dp)nH tn) + dn+1det((HDpH t)n−1),
where det
(
(HDpH
t)0
) = 1. Taking into account that det((H)n) = (−1)nPn(0) and
that di = L(Pi, Pi),
det((HDpH t)n) =
n∏
i=1
diP
2
n (0) + dn+1det((HDpH t)n−1).
Then denoting DETn := det((HDpH t)n), and taking into account Corollary 4.12,
the result follows. 
Finally, notice that the following explicit algebraic relations between the sequences
{Pn} and {Qn} can be obtained from Theorem 4.11
vp = Lvq and xvq = Gvp.
4.4. The symmetric bilinear functional x2nL
The results obtained in the previous subsections can easily be generalized. Let L
be a symmetric quasi-definite bilinear functional. It is obvious that the best way to
define the symmetric bilinear functional x2nL is
(x2nL)(p, q) := L(xnp, xnq). (4.18)
Remark 4.14. The definition of x2nL, for n  1, is a natural extension of the defini-
tion of x2nS, where S denotes a linear functional.
It is easy to prove that x2nL is a positive definite bilinear functional if L is also
positive definite. On the other hand, if L is quasi-definite, it is necessary to consider
an additional condition so that x2nL is a quasi-definite functional.
Assume that H and H1 denote, respectively, the Hessenberg matrix associated with
L and x2nL. If L is positive definite and (Hn)t = GtLt denotes the QR factorization
of (Hn)t , then
Hn1 = L−1HnL and (Hn1 )t = LtGt. (4.19)
A similar result is obtained in the quasi-definite case.
The definition in (4.18) can be used to give a general definition of the symmetric
bilinear functional πL, where π denotes an even polynomial. In the linear case, if S
denotes a linear functional and τ(x) = ∑ni=0 αixi , then
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(τS)(p) =
n∑
i=0
αi(x
iS)(p).
Therefore, as an extension of the above result, if π(x) = ∑mi=0 αix2i , it seems to
be natural to define
(πL)(p, q) :=
m∑
i=0
αi(x
2iL)(p, q).
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