Abstract. Simple pictures under everyday viewing conditions evoke impressions of surfaces oriented in depth. These impressions have been studied by measuring the slants of perceived surfaces, with probes (rotating arrowheads) designed to respect the distinctive character of depicted scenes. Converging arguments indicated that the perceived orientation of the probes was near theoretical values. A series of experiments showed that subjects formed well-defined impressions of depicted surface orientation. The literature suggests that perceived objects might be 'flattened', but that was not the general rule. Instead, both mean slant and uncertainty fitted models in which slant estimates are derived in a relatively straightforward way from local relations in the picture. Simplifying pictures tended to make orientation estimates less certain, particularly away from the natural anchor points (vertical and horizontal). The shape of the object affected all aspects of the observed-object/percept relationship. Individual differences were large, and suggest that different individuals used different relationships as a basis for their estimates. Overall, data suggest that everyday picture perception is strongly selective and weakly integrative. In particular, depicted slant is estimated by finding a picture feature which will be strongly related to it if the object contains a particular regularity, not by additive integration of evidence from multiple directly and indirectly relevant sources.
Introduction
New techniques make it possible to map the spatial structure of perceived surfaces (Stevens 1983; Bulthoff and Mallot 1990; Todd et al 1996) . There has been particular interest in surfaces conveyed by pictorial stimuli (Stevens and Brooks 1987; Koenderink et al 1992 Koenderink et al , 1994 Koenderink et al , 1996b . This paper extends that interest to situations where picture perception contrasts sharply with viewing a real scene: the pictures are defined by a few lines with at most simplified shading, and viewing is unrestricted. It is convenient to call the medium everyday line depiction.
As in the work of Stevens, Todd, Koenderink, and others, the basic attribute measured was orientation in depth. The central aim was to find models based on the geometry of projection that effectively summarise the perceived orientation of depicted surfaces. Stimuli were orthogonal projections of regular objects, which lend themselves to geometric modelling.
Psychological issues in everyday depiction
Everyday depiction is a medium in its own right, not a poor approximation to static monocular object perception. It is practically important because it is so widely used. It is theoretically interesting because it suggests that visual processes can be adapted in nonobvious ways. In particular, it seems to involve distinctive ways of partitioning these processes. That point has been made in terms of both input and output characteristics.
On the input side, it has been proposed that pictorial perception involves partitioning information from a patterned surface P into two streams. One relates to the surface itself; the other relates to a structure that we say P is a picture of (Gibson 1971; Hagen 1974; Kennedy 1974) . The second will be called the reference structure. Broadly speaking, it projects to the picture, and is as regular as that allows it to be. The existence of two streams implies cue conflict, but the criticism levelled against creating cue conflict to study nonpictorial perception does not apply (Koenderink et al 1996a) : not much that happens in perceptual laboratories is less artificial than presenting ordinary pictures in ordinary ways.
On the output side, pictorial perception has a qualitatively distinct result. Schlossberg (1941) described it in terms of two 'modes'. The 'plastic' mode is qualitatively like seeing objects which are physically present. Impressions of depth have an immediacy which led Ames (1925) to call them stereoscopic. The mode is facilitated by reducing information for the picture surface. In contrast, the pictorial mode proper occurs in the presence of rich information for the picture surface. The depicted scene does not appear to occupy the same real space as the observer, and impressions of depth might be described as nominal: observers can describe relations in depth, but they lack phenomenal immediacy.
Most quantitative studies of 'pictorial depth' have features which favour a plastic mode. These include features of presentation, such as reduced monocular viewing, and also features of the task-eg requesting judgments of apparent depth is an incentive to form as plastic an impression as possible. As a result, there is a shortage of information that clearly relates to perceived surfaces in everyday picture perception.
In this paper everyday line depiction is explored in the light of issues raised by related literatures and pilot studies. The literature raises a wide range of issues, but they can be grouped under the headings of flattening, feature-based operations, uncertainty, scale type, and reference structure. A brief summary of work on each of these concepts follows.
Experiments with pictorial stimuli often show that percepts are 'flattened' relative to the reference structure, as if they were a compromise between the 3-D shape suggested by information for the reference structure, and the 2-D shape specified by information for the image surface (Attneave and Frost 1969; Yickers 1971; Attneave 1972; Bulthoff and Mallot 1990; Koenderink et al 1994) . That fits the appealing theory that the visual system tends to combine evidence additively (Dosher et al 1986; Bulthoff and Mallot 1990) .
It is not obvious whether flattening effects extend to everyday depiction. Most evidence of them comes from studies which at least may involve a plastic mode, and there are reasons to be wary of extrapolating. In everyday use, pictures of cubes seem to evoke impressions of cubes, not flattened parallelepipeds. That is consistent with a few studies where orientation has been measured with everyday presentation (Cowie 1982; Davies et al 1996) . It is also consistent with a natural way of conceptualising the pictorial mode, that it involves sharp separation between scene-related and surfacerelated streams. The issue can only be resolved empirically.
The phrase 'feature-based operations' is introduced as an umbrella term for procedures that use selected relationships in the image to estimate relationships in the structure it represents. Many ideas in Gibsonian and cue theory come under that heading, but the potential range is much wider, as will be seen. Feature-based operations may give exact or approximate results depending on the features selected and the operations used to derive estimates from them.
Feature-based operations are an issue on two levels. First, if there are discrepancies between perceived and reference structures, the natural alternative to accounts based on flattening is that vision uses feature-based operations which are approximate rather than exact-a point made by Attneave (1972) . Second, feature-based operations pose a design problem because subjects are sometimes able to work out that questions about 3-D structure can be recast as questions about 2-D image features and their relationships. If experimental tasks are meant to tap impressions of 3-D structure, it is critical to be sure that they cannot be transformed in that way. That turns out to be surprisingly difficult.
Geometry draws attention to a range of feature-based operations which are potentially relevant to orientation. That theme is taken up in the next section, on geometric models.
Uncertainty is the logically obvious outcome of presenting stimuli which contain limited information about the reference structure-as Vickers (1971) pointed out.
Impressionistically, it seems that simple depiction may produce two types of uncertainty: an individual's impression may not specify the properties of depicted objects very precisely, and different observers may form noticeably different impressions. Studies in which restricted viewing has been used support the second conjecture (Koenderink et al 1992 (Koenderink et al , 1994 but not the first (Vickers 1971; Koenderink et al 1996a) . Both possibilities are studied here.
Scale type is an issue because it is not clear that impressions of surface attributes are fully metric (Reichel et al 1995; Todd and Norman 1995) . It is particularly unsafe to assume they are in pictorial space, with its characteristic 'nominal' quality. A natural alternative will be called the 'categorical' hypothesis. It is that responses are based on a small number of (presumably fuzzy) categories-in the simplest case, 'roughly vertical' and 'roughly horizontal'. Pilot data suggested that the hypothesis might fit at least some subjects, and it certainly offers an alternative against which to test the intuition that perceived orientation is continuous.
The role of reference structure is related to other issues. If discrepancies between perceived and reference structure are due to flattening, then the natural assumption is that they will be relatively independent of the reference structure. However, if judgments about different structures were made by picking out different features, and applying different transformations, then different reference structures might behave quite differently. There is some evidence-albeit from restricted viewing-that reference structure may have substantial effects (Attneave 1972; Koenderink et al 1994) . That suggests it is critical to study a range of structures.
Geometric models of depiction
Ideally, a model of picture perception should accept descriptions of pictures as input, and output descriptions of what they appear to represent. It is natural to approach that ideal by way of an analogy between picture perception and the geometric task of finding structures that (a) project to the picture, and (b) are rich in qualitative regularities, such as right angles, parallels, and symmetries involving equal angle pairsempirically, equalities of length appear to be less important. It is unlikely that geometric methods of finding those structures will correspond exactly to visual processes-the last section indicates as much-but they are an interesting first approximation, and often suggest operations that might match visual performance better.
The approach suits line drawings because it leads to techniques that can predict in detail what individual drawings will appear to represent, whereas most alternatives make weaker types of prediction. In essence, they look for the 'best' combination of qualitative regularities allowed by the picture. Variations on the theme include a proposal by Perkins (1971 Perkins ( , 1976 ) that the visual system finds structures containing the maximum number of qualitative regularities allowed by the picture; and IO, a working model which finds promising combinations of regularities by looking for clusters of features that cohere around a simple set of axes (Cowie and Perrott 1993) . Both predict perceived structure in a substantial range of cases.
The concept of a reference structure reflects that background. It refers to the 'best' configuration-in terms of qualitative regularities-that projects to the picture in question. It is not critical here to decide between the variant formulations because the pictures are such that any reasonable approach gives the same result, ie that the reference structure is the configuration used to make the picture (with some qualifications in the last experiment).
The focus here is the task of recovering the orientation of surfaces in depth, given a prior hypothesis that lines represent a particular kind of regular element. The task is potentially central to the recovery of structure in depth, because, geometrically, settling orientation could underpin inferences about properties such as relative depths, lengths, and angles in the object. It has been suggested that vision exploits that coupling (Cowie 1988; Cowie and Perrott 1993) , but there is also evidence that information about orientation is only partially integrated with other depth-related descriptors (Bulthoff and Mallot 1990; Johnston and Passmore 1994) . Again, the issue is not critical here: it relates to significance of the task to be studied, not to its intrinsic properties.
Only orthogonal projection will be considered. It is defined by the fact that lines of projection are parallel to each other and at right angles to the picture surface. Unlike the most familiar depth cues available in line drawings, which rely on perspective (linear perspective, texture perspective, relative size, etc), methods based on qualitative regularities not only apply when projection is orthogonal, but they are generally simplest in that context. They tend to leave a sign ambiguity corresponding to the Necker reversal, but that can often be handled by taking account of convexity, occlusion, and height in the field (see Cowie and Perrott 1993) .
The orientation in depth of a plane surface S is described in terms of three axes placed on S at an arbitrarily chosen point P. Curved surfaces are described similarly, but there S is the plane which touches the surface at P, and orientation changes as P moves across the surface. Figure 1 illustrates the relevant relationships in orthogonal projection. Two of the axes lie on the surface S. One, the line of zero slant, is parallel to the picture plane. The other, the line of steepest slant, is at right angles to the line of zero slant. Its name reflects the fact that it recedes from the picture surface more quickly than any other line that lies in S and passes through P. The third axis is at right angles to S (and hence to the other axes).
There are two standard terms for the parameters that specify these axes. Slant parameters describe the angle between one of the axes and its projection in the picture, and tilt parameters describe the angle between the projection of an axis and a cardinal direction in the picture. Each has two forms, which are trivially interchangeable in geometry, but not in psychology (because percepts need not be geometrically consistent). Figure 1 . Describing and recovering surface orientation. The slant of the surface S may be described by the angle of surface slant or the angle of normal slant; and it can be recovered accurately using the 'flanking angles' A x and A 2 , or approximately using the intrasurface angle A 3 .
Context often makes it obvious which is meant, but qualifiers will be used to distinguish them when necessary. 'Surface slant' is the angle between the line of steepest slant in S and its projection in the picture; and 'normal slant' is the angle between the normal to S and its projection in the picture. Similarly, 'surface tilt' describes the orientation of the image of the line of zero slant, and 'normal tilt' describes the orientation of the images of the other two axes (these are both at 90° to the image of the line of zero slant).
The main experimental technique here measured normal slant: two secondary techniques measured surface slant. Wherever possible, reports describe what was actually measured, though transformations are sometimes needed for comparison. Tilt was not used as a variable, partly for economy and partly because of doubts about what measures would mean (see below).
Two geometric methods of recovering reference slant are particularly valuable. One, due to Attneave and Frost (1969) , applies when three lines in a picture are assumed to represent three edges or axes which are at right angles to each other. In that case
where F x and F 2 are the 'flanking angles' that lie on either side of the line representing the edge at right angles to S-eg in figure 1 the 'flanking angles' A x and A 2 give the slant of S. The second method applies when an ellipse is assumed to represent a circle slanted in depth. In that case sin (normal slant) = minor axis of ellipse/major axis of ellipse.
The sign of normal slant is indeterminate in both cases, reflecting the Necker ambiguity that is characteristic of orthogonal projection. These core methods can be applied in a wide range of cases by using appropriate constructions. Surface slants in regular solids can be often recovered by locating the projections of their natural axes, assuming that the axes are mutually at right angles, and applying Attneave and Frost's formula to the obtuse angles between them. That is the procedure used by IO (Cowie and Perrott 1993) . Similarly, the slants of many 2-D structures can be found by identifying the projections of points which must lie on the circumference of a circle related to the reference structure. For instance, the slant of a square can be recovered by considering the 'inscribed circle', which touches the midpoints of the sides (see the appendix for details). Similar techniques apply to any equilateral polygon. Knowing that lines represent a rectangle is not enough in and of itself to recover orientation; but, if its proportions are known, the information can be used to construct the projection of a square, and from there the standard procedure applies. Similar points apply to related figures, such as isosceles triangles.
Associated with these methods is a variety of 'shortcuts'. Two types can be distinguished (though there is no sharp cutoff)-approximations and recastings.
A paradigm example of an approximation has been considered by Attneave (1972) and Clement (1996) . Slant can be estimated by a linear function of intrasurface angle (AT, in figure 1 ). The simplification involved can be described either in the picture domain or in the scene domain. In the picture domain, it ignores information from the 'flanking angles' (A x and A 2 in figure 1 ). In the scene domain, it amounts to assuming that the situation is symmetrical, in the sense that the edges represented by L, and L 2 meet the picture surface at equal angles (differences between the flanking angles effectively signal departures from that kind of symmetry). There are many rules of that general type.
Recasting occurs when a viewer realises that a task concerned with orientation in depth can be reduced to conscious judgments about relations in the picture surface. Obviously, tasks intended to measure tilt can often be recast as requests to set key lines in the picture parallel or at right angles-which is a key reason why tilt was not measured. Another example arises when we ask whether a parallelogram and an ellipse could represent a rectangle and a circle with the same slant and tilt. Assume for simplicity that their centres coincide. The question can be answered by a purely 2-D test. Imagine the ellipse is expanded or contracted (uniformly in all directions) until it touches one corner of the parallelogram. If it touches the other three corners at the same instant, the answer is yes; otherwise, it is no. People are unlikely to apply that rule consciously, but it expresses a similarity of 2-D shape that may well be grasped without being articulated explicitly.
People's ability to recast is an interesting topic in its own right. However, recasting is not the same as forming a perceptual impression of a surface oriented in depth. The focus of this paper is whether people behave as if they had a perceptual impression of a surface oriented in depth, and the tasks used here are designed to resist solution by other routes.
Experiments
Experiments explored two ways in which the geometry outlined above might be adapted to explain perceived slant in everyday line depiction of geometric objects-one based on the proposition that cue integration leads to flattening, the other on the proposition that approximate feature-based operations are used to estimate slant. It is convenient to call those approaches flattening-based and feature-based, respectively. The first two experiments assessed potential measurement techniques in the light of issues associated with picture perception. The selected techniques were then used to study variations, in reference structure and in the cues present, that might differentiate the approaches. Results were compared to predictions and models based on the two approaches. Uncertainty in the form of intrasubject variability is reported throughout; intersubject differences are considered at the end with the use of data from all the experiments.
General method
The experiments used a common paradigm. This section gives its main features. Variations on the pattern are described in specific method sections, and the appendix gives technical details.
The same subjects took part throughout, so that individual differences could be studied. Thirteen people completed the experiments, two staff in the School of Psychology at Queen's University and eleven respondents to an advertisement for paid subjects (eight students and three members of the public). None of the subjects was familiar with the theory behind the study. One subject's data were excluded, for reasons explained in section 3.2.
A Macintosh Centris computer was used to generate and present stimuli. Subjects were invited to sit in front of the screen as they normally would: they were neither restricted, nor told how to view it. They made responses via the computer keyboard.
Each trial showed an image of a test object. Superimposed on one surface, which will be called the target surface, was a projection of a second object, which will be called a probe. In most experiments, different trials showed the same test object in different orientations, and the perceived slant of the same target surface was measured for each orientation.
Perceived slant was measured by asking subjects to set the probe in a specified relationship to the target surface. Two probes were used: a rotating arrow, which subjects adjusted until it appeared to be at right angles to the surface; and an ellipse, which they adjusted until it appeared to represent a circle lying on the surface. Figure 2 illustrates the two types.
The main independent variable will be called reference slant-this is slant at the probed position on the test object. Since the main task was setting a normal to the target surface, it is generally expressed as normal slant. The main dependent variable will be called observed slant. For the arrow, it is the (inferred) angle between the shaft of the arrow and the picture surface. For the ellipse, it is the (inferred) surface slant of the projected circle. When it is necessary to identify these explicitly they will be called, respectively, arrow-shaft slant (usually an estimate of normal slant for the target surface) and circle-surface slant (usually an estimate of surface slant for the target surface).
Probes were preset correctly with respect to tilt. As in figure 1 , the reference line of zero slant was always horizontal, and the projection of the normal to the reference surface was vertical. Correspondingly, arrow probes were set with the central shaft in the sagittal plane, and its image vertical; and ellipses were set with one axis horizontal and the other vertical.
The unit of design was a module of seventy trials with a single test object, covering a range of reference slants from 0° to 90°. There were blocks oTTtTtfials at the 'key slants' 15°, 30°, 45°, 60°, and 75°, plus 20 trials at randomly chosen orientations. The spread of observations at a key slant gives a measure of uncertainty. Presentation order was randomised within each module.
The experiments are described below in logical order. Their running order differed in that experiment 2 was run first (to avoid starting with an atypical version of the task).
Probes for measuring depicted orientation
The arrow probe was designed because of reservations about applying existing techniques in this context. This section summarises the issues and describes the new probe. Some probes may be described as 'extrapictorial', since the adjustable structure is perceived as occupying the same space as the observer rather than a typical pictorial space-for example, Attneave and Frost (1969) had subjects set a binocularly viewed rod at right angles to a surface in a monocularly viewed picture. Applying those probes to the pictorial mode creates a logical problem. The result of perceiving the picture in the ordinary way does not belong in the same domain as the probe, and requiring the two to be made commensurable is quite likely to alter the process it is meant to measure.
Probes which assess perceived depth directly have been used (Bulthoff and Mallot 1990) . Slant could be inferred from depth measurements, but it is arguable whether these probes belong to the same domain as the result of ordinary picture perception, and even in a plastic mode they are less sensitive than orientation-based probes (Koenderink et al 1996b) . Stevens (1983) introduced an intrapictorial probe which has been widely used (eg Clement 1996) . It consists of a line in the picture surface which is adjusted to appear normal to the depicted surface. It specifies normal tilt. Slant can be inferred with certain assumptions, but they are not safe in a situation where flattening is expected. For instance, if flattening conserves equality of depth (ie points at equal depths in the unflattened interpretation are at equal depths in the flattened one), it is invisible to Stevens's technique.
A second intrapictorial probe was introduced by Mingolla and Todd (1986) and has been used extensively. Its basic form (used by is an ellipse which the subject can adjust until it appears to represent a circle lying on the surface under study. More often used is an enhanced form which consists of a projection of a disc, with a rod passing through its centre and at right angles to it: subjects set the rod at right angles to the probed surface.
Ellipse probes are useful, but they are subject to two doubts. First, projections of circles are rich in 2-D relationships which could be matched to relationships in a probed picture, giving the impression that 3-D relationships are perceived when they are not. The introduction gave one example; another appears later. Second, the surface of the circle is set parallel to the surface being probed. If both are subject to flattening, then the effects will cancel and data will appear to show correct perception. Probes like Attneave's, which are set normal to the probed surface, avoid that problem: flattening on the probe should add to flattening on the probed surface.
Those considerations suggest criteria for a new probe: (i) it should be intrapictorial; (ii) it should provide both parameters of orientation; (iii) it should be set normal to the target structure; (iv) it should minimise opportunities for responding on the basis of 2-D relationships.
The 'arrow' probe was designed to satisfy those criteria. It consists of a central shaft flanked by three congruent triangles. The short side of each triangle meets the top of the shaft at 90° and the other triangles at 120°, forming an 'arrowhead' structure, which rotates continuously about the shaft.
That arrangement allows both structure from motion and structure from contour processes to specify the orientation of the shaft. It also offers few obvious ways of recasting the experimental task. Because the fins are 120° apart, there is no position where projected angles in the probe match the projected angles between the edges in the structures studied here. Even if there were, the fact that the probe is constantly moving would make comparison difficult. Most of the structures probed are the same height, which raises the possibility of matching the projected height of the object to the projected length of the shaft. That was precluded by varying shaft length randomly from trial to trial.
An attractive strategy is to use two probes-one an ellipse (where raw measurements might be expected to underestimate flattening) and one normal to the target surface (where raw measurements might be expected to overestimate flattening). The two should define boundaries between which true slant lies. The first two experiments explored that approach.
Stimuli
In general, the target image was made by rotating a model of an object which started in a canonical position, with the target surface on top. The vertical axis of the object was 36 cm long (with two exceptions described in the relevant method sections). The model was rotated twice, first through an angle R v about the vertical (y) axis and then through an angle R x about the x axis (a horizontal line in the plane of the screen). The image was a parallel projection of the resulting structure. Note that R x is equal to reference normal slant. R x was determined by the design. R v was varied randomly, so that blocks of stimuli with the same R x were not identical.
The ellipse probes consisted of black outlines. The length of the horizontal axis was chosen at random for each trial, in the range 6-18 mm. The other was varied by using cursor keys, up to expand and down to reduce. That form of the probe suits the two-probe strategy suggested above, because it is reasonably clear how flattening may affect it.
The outer edges of the arrow probe met the bottom of the shaft at an angle of 9.5°. The length of the shaft was chosen at random for each trial, in the range 18 -36 mm. The image of the arrow was a parallel projection of the lines defining the central shaft and the edges of the fins. Initial probe slant was set at random for each trial. Subjects adjusted it using the up cursor key to send the top of the probe back into the screen and the down cursor key to pull it forward.
Programs were written in QuickBasic and compiled. Probe movement was achieved by redrawing parts of the picture over the last probe before drawing a new one. That was sufficient to produce good motion in these displays. The arrow probe generally rotated at about 15 revolutions min -1 , but this slowed while subjects were adjusting it. Exceptions are mentioned where it is relevant.
Derived descriptions
Several descriptions were derived automatically from each subject's raw data for each module. They are summarised here: the appendix gives more detail where necessary. (a) Local uncertainty, key block means, and mean-slant plots. These were based on key blocks. Because erratic responses occurred in pilot studies, the top and bottom observed slant measures in each block were trimmed. Key block mean was the mean of the remaining measures, and local uncertainty was their standard deviation. These provided the basic data for analyses of variance. Graphs of key block means against reference slant will be called mean-slant plots. (b) Smooth fit functions. These were smooth curves fitted to the plot of observed slant against reference slant for each module, by a method described in the appendix. (c) Depth index. This describes the net flattening (or inflation) of the pictorial 'world' defined by the stimuli in a particular module. Its value is 1 if the pictorial 'world' equals the reference world in depth, less if it is flattened, and more if its depth is inflated. The appendix describes how it was calculated: essentially it involves integrating the smooth fit function. (d) Best-binary-fit functions. These tested for the bicategorical response pattern suggested by the 'categorical hypothesis'. A 'step'-two horizontal lines joined by a vertical-was fitted to the plot of observed slant against reference slant for each module. The height of each horizontal was the mean value of observed slant on that side of the step. The position of the step was chosen to minimise the mean squared vertical distance between data points and the horizontals. (e) Binary/linear regressions. These used best-binary-fit functions (see above) and reference slant to predict observed slant. The regressions were applied automatically to each subject's data for each module. They had two uses. If reference slant contributes, that suggests impressions of orientation are not simply bicategorical. If the binary function contributes, that suggests the plot of observed against reference slant is not linear; specifically, there is a relatively level section near at least one extreme.
Briefing and practice
The first three subjects were given extended briefings when they began the experiments. That procedure was stopped because subjects grasped the tasks quickly, and found extended explanations confusing. The only persistent difficulties involved Necker reversals of the arrow probe. Subjects who noticed reversals were told that they did not affect the recording of results, and were shown ways of controlling them.
The first two experiments were preceded by familiarisation with the task, with the aid of modified programs which provided feedback after each trial. The aim was to ensure that subjects understood the task, not to shape their responses. Feedback consisted of two numbers: the probe slant the subject had set and the reference value. Subjects were told to practice until their errors stabilised. That was usually achieved within a few dozen trials. Feedback was not given during the experiments, but most subjects were curious about their performance, and they were given enough general information to maintain motivation between experimental sessions.
Experiment 1: Side views of probes
The aim of this experiment and the next was to identify techniques which provide credible estimates of perceived slant in target surfaces. The strategy was to show that results involving different tasks and structures cohered in ways that would only be expected if the structures to be used as probes were perceived as having slants close to the reference values.
The task in this experiment was to set a side view of the angle between the picture surface and a feature of the probe. Figure 3 shows examples of the stimuli. The left-hand side of each showed a probe-ellipse or arrow-in front of a larger backboard. Subjects adjusted the picture on the right of the screen until it appeared to be a side view of the structure consisting of probe and backboard. This right-hand picture consisted of a fixed vertical line representing a side view of the backboard and a variable line which, subjects were told, represented a side view of either the circle or the central axis of the arrow. The top and bottom of this variable line were always level with the top and bottom of the probe in the test image (as they need to be if it is a side view of the probe), and the bottom of the variable line was always connected to the middle of the fixed line. Subjects adjusted the orientation of the variable line by moving the top end towards the backboard or away from it, using cursor keys.
The 'side-view' task is a useful validator because it reflects the definition of slant directly, whereas other techniques rely on assumptions about the perceived slants of probes. Its main limitation is that it depends on a transformation equivalent in effect to an imaginary shift of viewpoint. Results depend on the accuracy of that transformation as well as the accuracy of immediate perception, and if they were far from theoretical values, it would be impossible to tell where the problem lay. But if results are close to theoretical values, the only likely explanation is that both the transformation and immediate perception are accurate-particularly if that conclusion converges with conclusions based on other techniques.
Method
There were two experimental sessions, one for each probe. Each formed a standard module of 70 trials. The procedure was as described in section 2.
Subjects practised with both probes, and then decided which to use first by tossing a coin. They then carried out the experiments unsupervised. 
Results
Unless otherwise specified, descriptions refer to the twelve 'core' subjects. Reasons for rejecting one subject's data are mentioned at the end of this section. Side views of both probes were set quite accurately, as figure 4a shows. Binary/linear regressions (with reference slant and best binary fit used to predict each individual's responses in each module) confirm that impression. The contribution of reference slant was significant in every case, with t 69 > 4.6, p < 0.0001 in all but one. However, the best-binary-fit functions also contributed. With the ellipse probe, the contribution of best binary fit was significant for all subjects, usually with t 69 > 2.9, p < 0.005. With the arrow, its contribution was significant for three subjects, two with 0.01 < p < 0.05.
ANOVAs based on key block means confirmed that the probes were not equivalent. There was an interaction between probe type and reference slant (F 444 =6.5, p = 0.0003). For ellipses, observed slant changed rapidly in the mid-range and slowly at the extremes. For arrows, change accelerated from the low zone (probe near vertical) to the high (probe near horizontal).
Local uncertainty showed similar 'inverted U' patterns for both probes, peaking in mid-range, as shown in figure 4b .
Depth indices are shown in figure 4c. There was no net flattening for either probe. With the arrow probe, depth indices were quite evenly distributed about the reference value and quite close to it. Depth values for ellipse probes were greater than either the values for arrow probes (t n = 2.55, p = 0.027) or the reference value (/,, = 2.82, p = 0.017).
The reason for excluding a subject's data is summarised by the binary/linear regressions. She showed no significant effect of reference slant in the regression involving ellipse probes, and her responses to arrow probes showed the 'categorical' pattern of gravitation towards roughly vertical and roughly horizontal (resulting in a very strong binary contribution). It was judged impossible to be sure that she had understood the side-view task. Because data from it were used to interpret the other experiments, that doubt would have affected them also. It was therefore decided (before analysing the later experiments) to drop her data.
Discussion
Results suggest that the side-view technique is unlikely to be subject to systematic bias. If it were, it would be necessary to assume (a) that the arrow stimuli, in particular, were also subject to a perceptual bias, and (b) that the biases associated with them and the side-view task were very nearly equal and opposite. That is conceivable, but it implies an unlikely coincidence. Barring that coincidence, the data show that everyday line depiction can generate impressions of slant that are well defined and reasonably close to reference values. For the arrow probes, agreement with reference values was close. The regressions indicate that most subjects' responses were almost linearly related to reference slant, and the average of the depth indices was close to the reference value. Data for the ellipses showed systematic discrepancies, though they were not large. The mean-slant plot had the sigmoidal shape which suggests the categorical hypothesis-a point confirmed by the binary/linear regressions. That is not strong evidence for the hypothesis, but it illustrates why it is worth taking seriously.
Flattening was not in evidence. For arrows, the average depth index was close to the reference value; and for ellipses, it indicated depth inflation. It is an additional problem for flattening-based accounts that what appears to be the less informative of the two stimulus types gave the greater depth indices.
Both types of stimulus seem broadly suitable for use as probes, but the arrow probe has the advantage that its behaviour is more transparent. An additional advantage was only registered after the experiment. With ellipses, a simple recasting strategy gives the correct setting. It is to adjust the line until its length equals the horizontal axis of the ellipse. Subjects were asked whether they had noticed that relationship. None of them had. However, the problem underlines the point that ellipse probes tend to allow recasting.
Intersubject differences were mentioned in the introduction. Data confirm that they are an issue. In particular, the binary/linear regressions indicate that some subjects showed signs of a bicategorical response pattern, even if most did not.
Experiment 2: Comparing probes on shaded pictures
This experiment extended the strategy of converging operations. Arrow and ellipse probes were applied to pictures of cubes, providing a check of agreement between the probes, and of the way both related to a third regular structure.
Cubes were chosen because they seem relatively likely to generate strong and predictable impressions of slant. They were also shaded, for the same reason: it produces stimuli which seem likely to evoke impressions of slant that are well-defined and close to reference values.
Method
The stimuli followed the pattern described in section 2 and illustrated in figure 2. Three different grey levels were used for the cubes, one for each visible face, with the lightestwhich is the target face-on the top. Subjectively, that kind of shading appears to strengthen impressions of solidity. Geometrically, its effect is to remove information for flatness that is present in a pure line drawing (because all its regions are of equal brightness). Another constraint flows from the assumption that objects tend to be lit from above: the fact that the lightest region is on top favours assuming that it represents a relatively horizontal surface.
Subjects completed one module of 70 trials for each probe. The procedure was as described in section 2. Figure 5 a shows key block means for observed slant. The axes follow the usual pattern for arrows. The x axis shows reference normal slant, and the y axis shows the corresponding observed value, observed arrow-shaft slant. An inversion is needed to put ellipse data on the same scale: the y values used for ellipse data were (90° -circle surface slant), which may be called circle normal slant. Equivalent inversions were used for ellipse probes throughout the experiment.
Results
Applying ANOVA to block means showed a highly significant effect of reference slant (^4,44 = 251, p < 0.0001) and no effect of probe type. In binary/linear regressions, the contribution of reference slant was significant with p < 0.0001 for all subjects in both modules; but again linearity was not perfect, and varied between individuals. Best-binaryfit functions contributed significantly (/? < 0.05) in five cases for the ellipse probe, six for the arrow.
The measures used above have to be treated with caution. Response measures describe the reference slant of the probe, and experiment 1 suggests that perceived and reference probe slant are not identical. Substitution offers a natural response to that problem. For each response made by an observer O, the raw value was replaced by the setting O made in the side-view task, when the probe image there matched the one O produced in this experiment. The inserted values were obtained from the smooth-fit functions for the side-view task. Statistics were then recomputed with these new values. Figure 5b shows key block means based on the substituted values. Visually, the main effect is to lower some points on the ellipse function-ie to suggest a more nearly horizontal surface for those stimuli. However, ANOVA gave the same pattern as with the raw data, with no significant effects involving the probes.
Depth indices showed a related pattern. Raw depth indices based on ellipse probes averaged 0.89, significantly below the reference value (t n = 2.56, p = 0.027). Substitution raised the value to 1.15 (not significantly above the reference value). The corresponding values for arrows were both close to the reference value (1.05 and 1.03, respectively).
Raw results suggested that the two probes might give different patterns of local uncertainty. Figure 5c shows mean uncertainties for key blocks. The interaction between probe and orientation was marginal (F 4M = 2.36, p = 0.068). The corresponding effect after substitution was negligible (F 444 = 1.027, p = 0.404).
Discussion
Data show that a range of propositions support each other. If the side-view task is valid, then both probes evoke impressions of slant that are well-defined and strongly related to the reference value. If that is true of the probes, then the cubes also evoke impressions of slant that are well-defined and close to reference values. The converse implications also hold, so that none of the propositions can be rejected without rejecting the rest. That mutual support strongly suggests that the propositions are all true, and hence that perceived slant in all the pictures used so far-arrows, ellipses, and cubes-is close to the reference value.
The different measures that have been used cohere reasonably well. That is a useful indication that the notion of measuring perceived slant under these conditions makes sense. It also suggests that the cost of continuing to use several probes may outweigh the benefits-particularly since the use of arrow and ellipse appears not to provide the kind of bounding one might hope for. If a single measure is to be used, there are four options: using results from ellipse or arrow probes, in raw or substituted form.
Experiment 1 argues against relying on raw results from either probe, but there is a counterargument to consider. Figure 5a shows a close match between ellipse and arrow data. Hence if the probes were subject to biases, they would seem to have been equal and opposite (since flattening of the arrow should lead to underestimates of target surface slant, and flattening of the ellipse should lead to overestimates of target surface slant). That seems unlikely, so there is a case for assuming that bias was zero, and taking probe settings at face value.
The weakness of that argument is that it avoids one implausibility by accepting another. It implies that the pictures which were chosen as probes escaped bias, whereas other, comparably regular pictures-the cubes-did not. Also, the agreement among raw results from the different probes is partial-strong for means, but less so for depth and local uncertainty. Those points undercut the case for taking orientation data at face value.
If substituted results are used, a choice of probes has to be made. Substituted results from ellipses have the attraction of implying that perceived slant in cubes was close to reference values across most key blocks (see figure 5b) . But that leads to a familiar kind of difficulty: there is no obvious reason why pictures of cubes should escape bias when the probes do not.
Substituted results from ellipses raise two more problems. First, the adjustments based on the side-view task are quite large. That puts a heavy burden on the accuracy of the side-view measurements, and it is not clear that they support it. Second, substitution might be expected to factor out intersubject variability which is due to different perceptions of the probe. In the case of the ellipse, substitution has the opposite effect: it raises the standard deviations of mean settings for the first and last key blocks from 3.4 and 8.2 respectively to 5.9 and 10.5.
Substituted results from arrows are left as the best single measure. Using them avoids assuming that the probe is exempt from bias, but the adjustments made to allow for bias are generally modest. Their effect on cube data is small, but it does shift means towards the reference values (which makes intuitive sense). Also, in contrast to ellipses, substitution tends to reduce intersubject variability: the standard deviations of mean settings for the first and last key blocks fall from 11.9 and 6.5 respectively to 4.5 and 6.0.
For those reasons, and others discussed after experiment 1, substituted results from the arrow probe were adopted as the primary measure in the following experiments.
Experiment 3: Pictorial detail and models of performance
In the remaining studies the selected measure was used to study the functions that govern perceived slant. The two main approaches to explaining discrepancies between reference and observed slant-flattening-based and feature-based-were used to suggest (a) variables that may affect perceived slant functions-mainly the range of cues available and the form of the reference object; and (b) models that could be matched to the data.
In each experiment a possible approach to inducing flattening was examined. The approach in this case was reducing the shaded stimuli of the previous experiment to pure outlines. Removing shading would be expected to induce flattening, because (a) it introduces information for flatness (since it leaves all regions with the same brightness), and (b) it removes information associated with the assumption that lighting comes from above.
In addition to shaded and pure-outline stimuli, an intermediate 'grey-backed' type was used to check whether differences between the others could reflect presentational factors (such as brightness or contrast) rather than information for structure in depth. Also controlled for was the possibility that interactions might occur if the probe were much more or much less realistic than the target picture. As a result, minimal and enhanced versions of the probe were developed to match the main types of target. Their construction is described in section 5.1. Figure 6 shows a selection of the resulting figures. The extremes show the natural combinations: a shaded cube with an enhanced arrow, and a minimal display with both components defined purely by thin lines. The centre panel shows a less natural combination: the grey-backed cube and the enhanced arrow.
The key question for a feature-based approach is whether there are approximate methods of estimating slant whose output matches the data. A range of candidates will be considered in that role after the results have been summarised. It is convenient to call them models, though strictly speaking they range from ideas that could be used in modelbuilding, to programs that use parameters derived from individual pictures to generate slant estimates.
(a) (b) (c) Figure 6 . Examples of probe/target object combinations in experiment 3: (a) line probe and line target; (b) mixed (grey-backed target and enhanced probe); (c) enhanced probe and shaded target object.
Method
Procedure was as in the previous experiment apart from minor differences. There was no feedback program, but a preliminary program generated brief instructions and a random order for the modules in the experiment. The experiment followed a factorial design defined by the three types of target and two types of probe.
The shaded cubes were as in the previous experiment, and the line cubes were defined by 1-pixel black lines on a white screen. Both shaded and 'grey-backed' stimuli were drawn on a square bounded by a black border and coloured light grey, but the grey-backed stimuli were defined purely by black lines on that grey ground.
The minimal version of the probe was defined by thin (1-pixel) lines. The enhanced version consisted of thick (3-pixel) black lines with a thin white centre. They were drawn in two stages to give an impression of occlusion. If the top of the arrow was tilted towards the observer, the lines which form the shaft and the long outer edges of the fins were drawn first, followed by the short top edges of the fins-so that these top edges occluded parts of the others. The two parts were drawn in the opposite order if the top of the arrow was tilted away from the observer, giving the opposite sense of occlusion.
There was an anomaly in probe speed (because of differences between the computers used for program development and testing). In four modules the probe rotated at the usual rate (about 15 revolutions min -1 ), but when the enhanced probe was presented with the minimal and shaded pictures, it rotated about twice as fast. Hence, with one exception, enhancement of the probes was twofold, with increased speed as well as self-occlusion. Figure 7a shows mean-slant plots. Binary /linear regressions confirmed the strength of the basic relationship between reference and observed slant: the linear contribution was significant in every module (with/? < 0.001 for all but three). The binary contribution was significant in about two-thirds of the modules, though generally much weaker than the linear contribution.
Results
ANOVA showed no significant effect of object presentation on key block means, but settings were affected by probe type, mainly in the lower half of the range (^444 =3.1, p -0.024). The enhanced probes were apparently less flattened than the minimal probes, and may not have been flattened at all. Raw settings with the enhanced probe were compared to the best available estimate of perceived orientation, viz the values produced by substitution in experiment 2. The key block means differed by 0.9°, 3.6°, -1.0°, 1°, and 0.5°, respectively-suggesting that the enhanced probe was unbiased or subject to slight depth inflation.
There was no indication that probe speed affected responses. The interaction which would have indicated an effect of speed on mean orientation (object x probe) was far from significance (F 2 22 = 0.61, p = 0.55). Local uncertainty measures generally formed inverted Us. ANOVAs were structured to exploit that pattern. The 60° key block was discarded so that the others could be set in a 2 x 2 structure which reflected the symmetry of the data. One factor split the blocks into upper and lower halves (reference normal slant ^ 45° and reference normal slant < 45°). The other, centrality, split each half into an outer block (15° or 75°) and a central block (30° or 60°).
Analysis on that pattern showed a weak centrality effect (F { u =4.89, p = 0.049) and a strong interaction between object type, probe type, and centrality (F 2 22 = 6.62, p -0.006). The interaction was followed up with a separate analysis for each probe type. With the enhanced probes, only a centrality effect was significant (F ]U = 5.90, p = 0.033). With the minimal probes, there was a significant interaction between object type and centrality (F 2^22 = 4.44, p = 0.024). There were no significant effects involving the 'half factor. Figure 7b summarises the relevant trends. The heavy line shows data for all enhanced probes. The combination of line probe and line cube gave higher central uncertainty than any other (confirmed by Newman -Keuls tests on the second interaction, p < 0.05). There were suggestions of a second pattern involving uncertainty at the extremes: particularly, the combination of line probe and grey background gave an almost flat uncertainty profile. In the same set of a posteriori tests, that was the only combination which showed no centrality effect.
Probe speed appears not to have affected uncertainty. The probes which differed from each other in speed were the enhanced probes, and they gave similar patterns of uncertainty.
Models
Three types of model are of interest. Geometric details are in the appendix where appropriate.
Model 1: Orientation zones.
The 'orientation-zones' hypothesis is that estimates may reflect more than one mechanism, each dominating a different part of the orientation range. It is suggested by regions of different slope in the mean-slant plots, and by interactions in the uncertainty data, which are hard to explain unless different factors affect uncertainty in different parts of the range. Additional indicators support specific versions of the hypothesis.
The categorical hypothesis is a strong version of the 'orientation-zones' idea. The binary /linear regressions indicate that some individuals tend to respond bicategorically, but not all.
A weak version of the idea is that qualitative information is available at extreme slants, and keeps estimates within reasonable limits (such as 0°-90°). That is consistent with well-known ideas about extreme slants (eg Jolicoeur 1992), and offers a simple explanation for the observed fall in local uncertainty at both extremes. The simulations below use a simple version of the strategy by resetting obviously unreasonable estimates-to 90° if they would be above 90°, to 0° if they would be below 0°.
Model 2: Intrasurface angle.
It has been proposed that perceived slant of a surface may be estimated directly from the intrasurface angle. Figure 7c shows the outputs of three simulations which use that strategy. The highest mean-slant estimates are produced by using a linear function of intrasurface angle, and the lowest by using a trigonometric transformation which estimates normal slant correctly if the flanking angles are equal. The intermediate line involves a construction which is discussed below. They are all scaled to begin at 0° and end at 90°. These models do not fit the data particularly well, but they share two features with it: a convex mean-slant plot, and an asymmetrical error profile, peaking below 45°.
Strategies based on intrasurface angle make a prediction which leads to a statistical test. As R v departs from 45°, the intrasurface angle moves towards 90°: so if the visual system ignores the flanking angles, high values of \R Y -45° | should be associated with high values of observed normal slant. That prediction was tested with regressions with the use of two variables, reference normal slant and \R Y -45°|, to predict observed normal slant for each subject's data set from the whole experiment. The contribution of reference slant was highly significant in every case. The contribution of \R Y -45°| was highly significant (p < 0.005) for three subjects, marginal for three (0.01 < p < 0.05), and not significant (p > 0.1) for six. Tests were one-tailed, and the trend was in the expected direction in all but one (nonsignificant) case.
Thus the tendency to base estimates directly on intrasurface angle seems to be an individual matter-not the norm, but strong in some subjects.
Model 3:
Foreshortening ratio. Mean-slant plots recall the graph of sine against angle. That suggests another feature-based operation: the visual system may find relationships in the picture which are related to the sine of reference normal slant, and estimate slant by applying a linear transformation to parameters derived from them. Kennedy (1992, 1993) introduced the term 'foreshortening ratio' to describe a parameter which bears that relationship to reference slant. The particular index they used, projected upon true length, measures the foreshortening of an edge. It is easy to extract, in the special case they considered, oblique projection of a cube. It is also possible to extract foreshortening ratios related to surface slant in orthogonal projection, as will be shown below.
The lines marked with squares in figure 7d show the output of a model which uses foreshortening ratio in a rational way. It estimates slant as a linear function of foreshortening ratio, with constants chosen to optimise objective accuracy. Note that observed responses play no part in the derivation: it is purely theoretical. Values beyond 0° or 90° are replaced as discussed above. Superimposed on model output is the empirical curve from the experiment. It is striking that a purely theoretical function matches the data so well. This collective approach to a statistical optimum is intriguingly like the result of learning rules that suit neural architecture.
The uncertainty data can be modelled numerically by having a random-error term rise as foreshortening ratio falls. The curve shown in figure 7d illustrates the result. It falls at low values of reference normal slant because negative estimates are corrected to zero. It is a fair approximation to the overall distribution of uncertainty, though the peak is too close to 0°.
Two distinct types of principle might underlie such a pattern. Uncertainty at any given orientation may increase with the range of intrasurface angles that can occur at that orientation. Alternatively, low uncertainty may be associated with picture features that viewers regard as similar in shape to the object features they represent. That might be called 'the closer the better' principle. Here, it would mean that uncertainty fell as the target surface and its projection became more similar. The evidence here does not distinguish between these two possibilities.
As noted earlier, there are links among the models which have been described. Two points illustrate that theme particularly clearly.
Attneave and Frost's formula represents a trigonometric method of recovering foreshortening from images of rectangular corners. However, the task can also be described geometrically, in terms of fitting an ellipse to a projected corner. That formulation exposes a close connection between the use of intrasurface angle (as in model 2) and foreshortening.
To recover foreshortening ratio correctly, the ellipse is positioned so that the short axis is aligned with the images of edges that are normal to the probed surface, and either (i) its long axis ends on the edges which bound the projected corner, and it passes through the point of the projected corner (as in figure 8a) ; or (ii) the ellipse touches all four corners of the projected surface P (as in figure 8b)-if P is assumed to be a parallelogram. In either case, the foreshortening ratio is the short-to-long-axis ratio of the fitted ellipse.
A simple change gives a measure based directly on intrasurface angle: the short axis is aligned with the bisector of the intrasurface angle, as in figure 8c , without reference to the other lines at the corner. In that case, the short-to-long-axis ratio is a measure of intrasurface angle. Using that as an indicator of slant gives the curves marked with circles in figure 7c . The difference between that curve and the boxed curve in figure 7d is effectively that the former orients the ellipse as if the edges forming the angle were symmetrical (ie at equal angles to the picture surface), whereas the latter uses evidence of asymmetry if it is available.
The second example of linkage is that type 2 and 3 models could dominate different orientation zones. The plain lines in figure 7d illustrates the point. They show the output of a hybrid model which uses the ratio shown in figure 7c unless a measure of asymmetry (derived from the picture) exceeds a threshold, in which case the full foreshortening ratio is calculated. That has most effect when R x is small (hence the lowered uncertainty at low R x values). The output is scaled by the use of regression as for the full foreshortening ratio model. The result is a mean-slant plot similar to full foreshortening models, and a rather better model of observed uncertainty. Figure 8 . Foreshortening ratio can be estimated by fitting an ellipse to the projection of a vertex and taking its short-to-long-axis ratio. True foreshortening ratio is given either by arrangement (a), which uses only angular information to position the ellipse, or by (b), which uses the positions of other vertices. Arrangement (c) gives an approximate measure based on intrasurface angle only.
Discussion
As in the previous experiments, reference values were a remarkably good first approximation to observed slant judgments. Improving on that approximation is easier for some aspects of the data than others.
Mean-slant data were captured naturally and reasonably accurately by models using feature-based operations. Conversely, mean slant did not fit natural expectations based on cue-integration theory. Flattening was not apparent overall, and despite the additional information for flatness in pure outline cubes, their mean slants were indistinguishable from those of shaded cubes. The correspondence was extremely close: on averaging over probe types, the largest difference at any key slant was under 1.5°. One might argue that the test is weakened by the crudeness of the lighting model, but that has no bearing on the key result, which is that results from the pure outline cubes were close to the reference values. That is consistent with the finding of Koenderink et al (1996a) that contour alone gives highly effective impressions of surface layout under reduced viewing. The other cue variations had similarly little effect on mean slant. The effects of probe enhancement were significant, but small. Insofar as it is possible to judge, the differences in probe speed seem to have made no difference.
Feature-based approaches also provide some insight into intersubject differences: there are indications that they reflect different, but related ways of using features.
The attribute which is affected by pictorial detail is local uncertainty. The effect does not contradict feature-based models, but additional premises are needed to explain it.
A neat account is that the uncertainty data reflect two discrete forms of processing, which might be called submodes. They differ mainly in the mid-range because the same distinctive, low-variability mechanisms usually operate at the extremes. The minimal combination-line cube and line arrow-engages a submode characterised by high central uncertainty. However, one reasonably well developed part of a picture (an enhanced probe or a shaded drawing) is enough to engage a submode with lower uncertainty. That idea is consistent with the finding of Koenderink et al (1996a) that, under reduced viewing, variability was not affected by the change from shaded to outline presentation.
The evidence of a reduced centrality effect in the grey-backed pictures is not statistically compelling, but if it is real, then matters may be more complicated. The issue is reconsidered later in the light of additional evidence.
Experiment 4: Spheres
This experiment and the next focused on varying the form of the reference object. Target stimuli in this experiment were pictures of spheres. The natural prediction from a featurebased approach is that they will show different observed slant functions from cubes, because they do not offer the features proposed as relevant to judging slant in cubes.
Shading was manipulated again. It could conceivably affect smooth-curved surfaces more than cubes: shading tends to be more informative with curved surfaces, and it is known to affect the perception of related surfaces under reduced viewing (Bulthoff and Mallot 1990; . Two levels of rendering were considered. In the line condition, form was conveyed by the sphere outline (a circle) and equilateral triangles scattered at random orientations across its surface [giving texture of the kind used by Todd and Akerstrom (1987) ]. In principle, the slant of each triangle can be recovered (eg by fitting an ellipse-see the section on geometric modelling). In the lit condition, that was supplemented by brightness variation simulating light from above on a rough surface. Figure 9 shows the two types.
Enhanced probes were used in both cases: single-colour probes could not have been seen easily against the complex background of these target pictures.
(a) (b) Figure 9 . Stimuli used in experiment 4: (a) line sphere and (b) lit sphere.
Method
In contrast to previous experiments, only one image of the probed object was used per module. Reference slant was manipulated by varying the point where the probe touched the image. Since the shaft of the probe was always in the sagittal, probe position was restricted to points on the vertical line of symmetry in the image of the sphere (the 'Greenwich meridian'). Probe positions were also restricted to the upper half of the sphere, so that the range of reference-probe orientations was exactly as in the previous experiments.
The radius of the spheres was equal to the height of the polyhedra used elsewhere. They contained two sets of cues to orientation.
The lighting cue in the lit sphere was created by generating vertical light rays from random points on a horizontal sheet above the sphere, and placing a white point wherever a light ray struck the sphere surface. This gives a subjectively compelling lighting effect without photometric control of grey levels.
The line sphere was represented by black lines on a grey ground of the kind used in the previous experiment. The probe was drawn with 1-pixel black lines within broad (3-pixel) white lines, giving a contrast between probe and background for both spheres. Both probes rotated at about 8 revolutions min -1 , the fastest rate that could be achieved with these pictures. Figure 10a shows key block means. Binary/linear regressions were run as before. For every subject, the contribution of reference slant was highly significant both modules. The binary fit function also contributed significantly in about two-thirds of the modules, confirming that the pattern was not purely linear.
Results
Enhancement had a marginal effect on slant (F ]U = 4.61, p = 0.055), with the surface of the lit sphere generally closer to vertical. Depth indices tended to be above the reference value in both cases, and significantly so for the line sphere (mean = 1.53, t u = 2.24, p = 0.047).
Perceived slant appears to change slowly at the extremes and rapidly in mid-range. Figure 10b presents the data in a form which clarifies what the trend means. It shows a plot of the object cross-sections implied by the slant values (these are a by-product of finding the depth index). Matches with the reference object are generally good, but cross-sections are too nearly vertical close to the equator, and there is a long region of near constant slope approaching the north pole.
To confirm that slant changed distinctively, the two spheres were compared to the two matching cubes from the previous experiment (shaded and grey-backed, with enhanced probes) with respect to change across the central zone (30° ^ reference normal slant ^ 60°). Observed slant changed more quickly in the central zone for spheres (F lu = 17.76, p = 0.002). It also changed slightly more slowly in the enhanced version of each structure (F ]u = 5.38, p = 0.04).
As before, enhancement affected uncertainty (figure 10c). A significant interaction between picture type and reference slant (F 4 44 = 6.5, p = 0.0003). Newman-Keuls a posteriori tests showed that uncertainty was significantly higher for the line sphere at a reference slant of 45° than for any other key block (p < 0.01), recalling the pattern found in the last experiment.
The mean-slant plots for spheres also recall the mean-slant plot for ellipses in experiment 1. In fact, lit sphere and ellipse were within 1.1° of each other for four of the five key blocks. That is puzzling because the natural match involves an inversion, transforming the ellipse data from the surface-slant measures shown in figure 4 into normal slant. In fact, applying that 'correction' reduces the similarity, as figure lOd shows.
A natural explanation is that there is a close relationship between matching a piece of the sphere's surface and matching a circle at right angles to it. That would make sense if subjects made their judgments by first estimating the slant of a great circle running through the tip of the arrow-call that the implied circle. It is easy to recover surface slant given the implied circle, but not actually necessary: subjects could simply respond by setting the probe in the plane of the circle, so that it points through the centre of the sphere.
Models
Slant judgments in spheres cannot be based on the features proposed for cubes. That is consistent with the fact that the two types of object gave rise to significantly different mean-slant plots. However, closely related models can be applied.
The simplest option to state is an 'orientation-zones' hypothesis, proposing that, outside the mid-range, estimates gravitate towards extreme reference points ('roughly vertical' and 'roughly horizontal'). But although it is simple to state, that proposal invokes three unspecified mechanisms, one for the mid-range and one for each extreme. As with cubes, more specific models offer reasonable fits to the data. Four main types are relevant.
6.3.1 Model 4: Projected latitude. The slant of the implied circle is related to the distance from the centre of the sphere image to the tip of the arrow, relative to the radius of the image-call that projected latitude. It equals the foreshortening ratio for the implied circle, and the cosine of reference normal slant for the sphere. Figure 11a shows the output of a model which uses projected latitude as a linear estimator of reference normal slant for the sphere, as previous models used foreshortening. Change is slow Figure 11 . Outputs of alternative models for spheres: (a) simple projected latitude; (b) equivalent models, using regularisation and the cube of foreshortening ratio, superimposed on observed mean slant and uncertainty (shown shaded).
at low reference values (near the 'pole'), and accelerates as the probe approaches the 'equator'-reversing the pattern in previous models. That matches the slow change in subjects' slant estimates at reference values.
Of the principles linked to uncertainty in cubes, only 'the closer the better' principle applies here. It suggests that uncertainty should be lowest when the projection of the implied circle is most nearly circular. That is the basis of the lower line in figure 11a , which is broadly consistent with the pattern of the data.
Model 5:
Foreshortening from lighting. The lit sphere offers another feature which integrates into the framework being considered: the density of light spots in a given patch is inversely proportional to the foreshortening ratio associated with it. It makes sense to suppose that subjects used that indicator in a way that reduced the long 'polar plateau' which tended to occur with the line spheres (as figure 10b shows) , but at the cost of increased variability (which is reasonable if the variable encouraged subjects to distinguish among near-horizontal regions).
The effect of lighting has another interpretation. found that the nearest point shifted towards the one which is most directly illuminated. Here, that would mean the 'north pole' came nearer, and the 'polar plateau' shortened-which is what happened.
The ideas introduced so far handle the polar regions of the spheres reasonably well, but the 'equatorial' regions (where reference normal slant is high) present two difficulties. Observed slant appears to change slowly near the equator, whereas the obvious indicators change relatively rapidly there. Also, they do not explain the low uncertainty which is observed near the equator. There is no compelling a priori explanation for these features of the data. However, reasonable a posteriori modifications to model 4 give fair fits to the data. Two are worth noting.
Model 6: Projected latitude plus regularisation.
A natural reading of the dataparticularly as shown in figure 10b-is that estimates which already imply a nearvertical surface may be 'captured' and pulled further towards the vertical. That is in line with the well-known procedure of 'regularisation' (Poggio et al 1985) , which builds in biases towards preset reference points-in this case, towards a vertical surface. The appendix gives details of a model of that kind. Initial estimates are as in model 4. They then determine how strongly any given patch is 'pulled' towards a vertical position. Figure lib shows the resulting performance.
Model 7: Powers of projected latitude.
A natural option within a feature-based system is to base estimates on a power of a parameter extracted from the picture. That can produce objectively better estimates of reference slant than a linear function of the parameter. In the case of projected latitude, using the cube of the basic parameter as a predictor leads to a model with exactly the same output as the previous one (ie it is the same plot in figure lib) . The appendix demonstrates that the models are fully equivalent.
These models make a general point. It is inherent in feature-based methods that a transformation has to be applied to parameters derived from the picture in order to give an estimate of slant. The choice of transformation can have rather surprising effectsincluding effects which it would be natural to interpret in terms of adjustment towards the picture surface.
Discussion
Conclusions in this experiment parallel conclusions in the last. Reference slant remains a good first approximation. Flattening was not in evidence, and manipulating cues had little effect on mean slant. The effect of shading on mean slant was stronger for spheres than for cubes, but it was still small. The similarity of data from circles and spheres is a tentative indication that texture was not a major factor either, except insofar as it indicated that the outer contour should be taken as an image of a sphere (3-D) rather than a circle (2-D). However, reducing cues did raise uncertainty in the mid-range, even more markedly than before.
These data contrast sharply with Bulthoff and Mallot's (1990) data from reduced viewing. Their subjects matched spheroids specified by monocular cues with binocularly specified spheroids. Stimuli where monocular cues specified a sphere were matched with binocularly specified structures that were flattened by about 50%, whether the monocular cues were shading, texture, or a combination of both. Comparison is imperfect because the tasks are different, but the prima facie conclusion is that integrative mechanisms which produce flattening in reduced viewing are bypassed in the pictorial mode.
The kind of feature-based modelling which applied to cubes can also be applied here. Qualitatively, it offers a way of explaining differences between slant plots for spheres and slant plots for cubes, and similarities between the slant plots for spheres and the slant plots for ellipses in experiment 1. Quantitatively, it allows slant plots to be modelled reasonably accurately, with the aid of assumptions that are a posteriori, but not unnatural.
Experiment 5: Flattening and relative goodness
Flattening has not been observed so far, but informal examples suggest that it does occur in the pictorial mode-notably in pictures of smooth irregular objects (Koenderink et al 1994) , texture gradients (Phillips 1970; Vickers 1971; Newman et al 1973) , and objects positioned so that their projection in the picture is regular (Attneave 1972) . This experiment was designed to establish whether flattening does indeed occur in some cases, and if so, what its form suggests about the underlying mechanisms.
There appears to be a simple reason why the cases above might contrast with the stimuli studied so far. It is that regular objects resist flattening-or more specifically, flattening tends to be weak when the reference structure is 'good' relative to other structures which project to the picture. Five reference structures were chosen on that basis. They are shown in figure 12 , from highest to lowest relative goodness. The first three were a cube, a symmetrical trapezoid, and the frustum of a pyramid. The fourth will be called an anvil. Like the frustum, its side faces are four identical trapezia, but they slope outwards as they narrow. The fifth was a square. The pictures were line drawings, since that is the style where flattening seems most likely to occur.
Of these stimuli, pictures of cubes are relatively 'good' because the same structure maximises symmetries, right angles, and length equalities. The next three offer alternatives to the reference structure because the faces represented by trapezia may be either rectangular or symmetrical. Global symmetry favours the reference structure in all three, but in the case of the anvil it is of a type that the visual system has difficulty registering (Cowie 1982) . The picture of a square is also a projection of an infinite range of rectangles. Only equalities of length make the square the 'best' option, and they seem to have a secondary status in 'goodness'.
The extreme stimuli, cubes and the squares, are also of interest for another reason: there are roughly comparable data from a study involving reduced viewing (Attneave 1972 ).
Method
Method was as in experiment 3 except for the stimulus characteristics described above. Probes rotated as fast as calculation and redrawing allowed, at about 60 revolutions min" 1 .
Results
There were marked differences between objects, with three groupings emerging-cube, tapering objects (trapezoid and frustum), and objects with low relative goodness (anvil and square). Key block means showed a strong main effect of object (F 444 = 13.2, p < 0.0001). It is illustrated in figure 13a . Broadly, the less relatively good the stimulus, the more nearly vertical the probed surface tended to be. Depth indices differed accordingly (^4,44 = 14.15, p < 0.001). Newman-Keuls tests show that depth indices for the anvils and squares differed at p < 0.01 from all others, and t tests show that they both differed from the reference depth (/ n = 4.7, p = 0.0007; and t u = 3.6, p = 0.005, respectively) .
Differences between object types also appeared in the binary /linear regressions. The linear component contributed significantly in 59 of the 60 modules, almost always with/? < 0.005, but the binary contribution varied with object. Cubes, anvils, and squares were similar: in each, the binary contribution was significant for about two-thirds of the subjects. The proportion was halved for the tapering objects, and, graphically, meanslant plots were strikingly straight for these stimuli-even more so when unsubstituted scores were plotted.
For the stimuli with low relative goodness, the best simple approximation to the observed mean-slant plots is the continuous curve in figure 13a , which uses foreshortening ratios based on intrasurface angle (as in figure 7c ). As in experiment 3, regressions with \R y -45°| as a second predictor were used to test for strategies based directly on intrasurface angle. For each subject, two regressions were carried out, one for the trapezoid and frustum, which appear not to fit the 'intrasurface angle' curve, and the other for the anvil and square, which do. In the anvil/square regressions, the contribution of \R y -45°| was significant in nine subjects, and close to significance in a tenth, with p < 0.002 in six cases. The tapered objects gave a pattern more like experiment 3: the contribution of \R y -45°| was significant in five subjects, only twice strongly. All the regressions showed significant effects of R x (p ^ 0.0001).
Local uncertainty was analysed with the same 2x2 grouping of key blocks as in experiment 3. Figure 13b illustrates the results. There was a main effect of centrality (F { n = 13.97, p = 0.003) and an interaction between shape and centrality (F 4 44 = 3.31, p = 0.019). The interaction reflects a significant simple effect of object in the outer blocks
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3.63, p = 0.012). It arose because the cube gave rise to high local uncertainty in those blocks. Figure 13c provides a comparison of data from the cubes and squares with the most nearly comparable data from Attneave's (1972) study with reduced viewing. Overall, the patterns are strikingly close. Attneave's data tend to be closer to the reference value for squares, but that may be because they excluded trials where subjects reported an impression of a flat (2-D) structure.
Discussion
Data confirm that flattening-like effects sometimes occur in the pictorial mode, and that they may be at least loosely linked to low relative goodness. Certainly there are few obvious alternatives to the 'relative goodness' proposal. Flattening is not ensured by the fact that the reference structure is planar-as shown by the ellipses in experiment 1; or that it is curved, as shown by the spheres in experiment 4. Conversely, the fact that the reference structure is a polyhedron-even a regular polyhedron-does not guarantee lack of flattening, as shown by the anvil data.
The details of the effect suggest feature-based operations rather than integration. Slope estimates seem to have been based relatively directly on intrasurface angle, ignoring the inequalities in the picture (of angle for the anvils, and of length for the squares) which indicated that the edges in the probed surface were at unequal angles to the picture surface. That conclusion is supported by several aspects of the datathe existence of flattening, the broad shape of the mean-slant plots, and the regressions which show that estimates diverged from reference values as asymmetry increased.
The feature-based account is compatible with the apparent link between flattening and relative goodness. It makes sense that the visual system should default to simple approximations when it lacks clear grounds for deciding which features should be used as a basis for slant estimates. It is not self-evident that default approximations must lead to flattening rather than depth inflation, but it would not be surprising if they tended to be conservative, in the sense of assuming that picture and depicted object were relatively similar.
In contrast, the comparison with Attneave's (1972) data poses a distinct problem for the idea that flattening is due to integration. This experiment provided far richer information for a flat picture surface than Attneave's did. Comparisons are imperfect, but difference appears to have had little effect on perceived slant. That suggests any effect of cue integration is weak, and makes it difficult to believe that it is crucial for the contrast between cubes and squares.
In summary, directional misjudgment of slant certainly occurs in the pictorial mode. But on the available evidence, the best explanation seems to be that it reflects the relationships that the visual system selects as a basis for slant estimates, rather than a compromise between evidence for the picture surface and evidence for the reference object.
Two secondary points worth noting
First, the tapered objects showed distinctively linear mean-slant plots. The fact that the arrow itself is a tapering structure suggests an explanation: subjects may have responded by equalising some pictorial correlate of slant in probe and target. That would produce linearity by bypassing the transformations required to recover slant as such from its pictorial correlates. The idea is a posteriori, but could easily be tested by using probes with different shapes.
Second, the uncertainty data for all but one of the objects were broadly like data for the line cube and probe in experiment 3. Paradoxically, the exception was the cube itself. It showed similar uncertainty at extreme and central orientations as the greybacked stimuli in experiment 3. Recurrence of that pattern indicates that it should be taken seriously. It appears to reinforce the suspicion that the visual system has distinct strategies for handling extreme orientations, and suggests that quite subtle factors determine when they are actually invoked.
Both subordinate points underline a recurring attraction of feature-based accounts. Various aspects of performance suggest a collection of related operations rather than a single, uniform procedure. Feature-based accounts offer a framework in which that kind of pattern is to be expected. That attraction is particularly clear in the context of intersubject differences.
Individual differences
Evidence of intersubject differences has been noted throughout. This section draws it together.
As a broad summary, subjects differed along three dimensions-speed of response, consistency, and function shape. Measures associated with a given dimension correlated with each other, but not with measures in other categories. Speed was measured by mean time to complete a module in experiments 3 and 5 (times were most stable there because they involved multiple modules). The fact that it did not correlate strongly with other measures indicates that speed/accuracy trade-offs were not a major issue. 'Consistency' refers to two main variables, root-mean-square error (error being |reference slant -observed slant|) and local uncertainty in the central key blocks (reference slant = 30° and 45°). 'Function shape' refers to a cluster of variables linked to the shape of the mean-slant plot, mainly net depth, local uncertainty in the extreme key blocks (reference slant of 15° and 75°), and the departure from linearity indicated by the binary/linear regressions (reflected in measures such as the number of modules where the binary component contributed with p < 0.005-call that 'binary count'). Apart from speed, measures were averaged over the 14 modules in which arrow probes have been used.
That kind of description can be used to show the scale of differences in subjects' competence with pictures. Table 1 presents contrasting cases. They are probably the most extreme subjects overall, but as the range data show, not the most extreme in all respects. On average, A 3 's estimates departed from reference slant by 50% more than C 2 's. C 2 showed lower uncertainty throughout. His responses bore a more nearly linear relation to reference slant, as shown by 'binary count'. A 3 's mean depth index was closer to the reference value, but the standard deviation shows that her depth indices in individual modules were often far from the reference value, whereas C 2 's never were. None of that was because A 3 took less care. On the contrary, C 2 responded in half the time-under 5 s per trial as against nearly 10 s.
That evidence suggests large perceptual differences. For C 2 , the pictures conveyed an accurate, easily accessed impression of the reference object. For A i9 recovering information was painstaking, uncertain, and approximate. Differences of that order are practically important.
Function shape is the most theoretically interesting of the dimensions. To explore it, a summary profile was formed for each subject, by averaging key block mean and uncertainty values from sets of modules which generally gave qualitatively similar data. The sets were (i) the side-view task with arrows, (ii) the six cubes from experiment 3, (iii) the two spheres, (iv) the trapezoid and frustum, (v) the anvil and square.
The summary profiles will be considered in two stages. The first deals with the broad types of profile that occurred, and their relationships to possible mechanisms. The second shows that the approach leads to statistically robust models.
Initially three groups of subjects were distinguished: A-four subjects with binary counts over 7; B-four subjects with binary counts of 1 or less; and the rest. Groups A and B were reasonably homogeneous in terms of their summary profiles. The rest were split into two subgroups, C and D, each containing two subjects with similar and distinctive profiles. Figure 14a shows average summary profiles for groups A and C. Group A subjects showed strongly convex mean-slant plots with polyhedra (including cubes). That is characteristic of strategies which rely directly on intrasurface angle. The regressions relating their responses to \R V -45°| reinforce that interpretation: 7 of the 12 were significant with p < 0.005 (the remaining subjects produced 5 comparable relationships from 24 analyses). In the spheres, where there is no intrasurface angle to use, cross-section plots (of the kind shown in figure lib) showed a zone of near-vertical slope running from the equator up to quite high latitudes, and a zone of near-horizontal slope running from there up to the pole-ie responses appear to have been all but categorical.
The natural conclusion is that these subjects tended to use rather coarse approximations, based on intrasurface angle in one case and projected latitude in the other. Interestingly, they had the longest mean response time of the groups. That suggests the use of approximations was not associated with a fast, shallow strategy. It is more likely to have involved a deliberate attempt to base responses on clearly identifiable features in the picture.
Group C subjects showed the two lowest rms error measures, and their only strong correlations with \R Y -45°| involved the stimuli with low relative goodness. Profile shape suggests subtler feature-based strategies: it is well explained by assuming that they used relationships proportional to the sine of reference normal slant throughout, as table 2 confirms. Figure 14b shows average summary profiles for groups B and D. Group D subjects showed concave mean-slant plots, and local uncertainty skewed towards the upper end of the slant range. That pattern was unexpected, but it has a natural explanation. Estimates based on the cosine of reference normal slant produce concave plots (see figure 11a ). In the case of cubes, that pattern would be produced by responses based on the projected length of the edge normal to the probed surface (assuming that uncertainty follows 'the closer the better' principle). That is closely related to the edge foreshortening measure noted by Kennedy (1992, 1993) . It makes sense that the cosine-like pattern is less marked in other stimuli: the analogues of edge length there are less obvious. Responses to those stimuli suggest a mix between cosine-based strategies and others like those of groups A and C.
Group B subjects produced mean-slant plots with a narrowed range, and uncertainty varied relatively little with reference slant. They tended to respond quickly (only one overlapped group A subjects range of times). They were also poor at the side-view task. That complicates interpretation of their other modules, but the main features are not artifacts of substitution. To reinforce that point, their uncertainty data are shown unsubstituted. Their unsubstituted mean-slant plots have an even narrower range than those shown in the figure.
These patterns are not easy to explain in full, but a possible factor (related to an observation by Attneave) is that responses tended to regress to the mean. High uncertainty at extreme slants would then be explained along the lines which have been proposed earlier-the subjects were slow to engage operations geared to extreme views. 
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The idea that responses form a few broad patterns translates into statistical models. A stepwise regression was applied to each subject's summary profile. Three geometric predictors were included-reference normal slant, its sine, and its cosine-along with three 'object 1 terms, each indicating a uniform shift in observed slant values for one component of the profile relative to the component associated with cubes (which acted as a reference point). Table 2 shows the coefficients associated with terms included in the models. In a few cases one component appeared to break a pattern which governed the rest, and there a second analysis which excludes that component is shown. Generally, though, the table shows that the approach which has been developed supports simple but robust statistical models of individual data. Individual differences have been described elsewhere, particularly by Koenderink et al (1992 Koenderink et al ( , 1994 , but the data here suggest more wide ranging effects. The differences appear to be qualitative, not only quantitative, as Koenderink et al argue theirs are; and differences in the use of binocular information, which they regard as critical, seem unlikely to be directly relevant.
In this respect as in others, feature-based accounts provide a framework which naturally accommodates the data. They suggest that it makes sense to find diversity across subjects; and they also provide at least some explanation for the particular types of profile that occur.
Conclusion
The data support a number of pragmatic generalisations about the perception of slant when drawings of regular objects are viewed in the ordinary way, binocularly and without viewpoint restrictions. First and foremost, mean perceived slant corresponded well to reference values in most of the stimuli. Enhancing line drawings by adding other cues affected mean slant very little, but it did increase the consistency of subjects' estimates, particularly at intermediate slants. Differences between subjects were large. Some people appear to have seen something close to the reference structure quickly and reliably. For others, reconstructing 3-D shape from lines on a screen was a difficult puzzle, never fully mastered. It seems critical to recognise that this is an area where small samples may be profoundly unrepresentative.
It is unlikely that those findings were due to misleading measurement techniques. No probe is foolproof, and there is a case for using the arrow probe in conjunction with others (as in experiment 2). However, the arrow probe is logically quite transparent, and it has been well validated. It offers few opportunities to respond by matching correlates without actually establishing impressions of slant. The use of substituted values makes it harder to argue that systematic misperception of the arrow itself led to unexpected results, such as the finding that depth inflation was as likely as flattening.
At a theoretical level, the most satisfying hypothesis is that subjects used a family of relationships which may be called 'slant-from-structure cues'-ie they generally estimated slant by homing in on a single feature which is related to slant if the depicted object contains a particular kind of regularity; extracting an appropriate parameter; and applying a transformation which yields a slant estimate. The form of the final transformation appears to be linear or perhaps polynomial, not the trigonometric form that would be needed to give geometrically exact estimates. That framework supports explanations both for the shapes of individual mean-slant plots, and for the way they varied across subjects and reference objects.
Two kinds of feature have been considered in some detail: angles in the projections of rectangular structures, and projected latitude in circles and spheres. Each can be used in more or less sophisticated ways. There are indications of others: projected length and taper cues, and separate strategies for extreme views. The natural assumption is that these are only some members of a family which is large and probably open-ended. It makes sense to suppose that the use of slant-from-structure cues is learned, and some features of the data reinforce that view.
The hypothesis emphasises the role of selection. It implies that from a multitude of angles, lengths, and ratios, viewers select a much smaller number to serve as slantfrom-structure cues. The selection depends on an assessment of the regularities an object contains-for instance, whether three lines represent edges which meet at right angles, or whether an ellipse represents a circle. Other factors-involving the stimulus, the individual, and the context-appear to determine which potentially relevant features are used, and which transformation is applied. As noted in the introduction, the literature contains proposals about the way some of these selections are made, but clearly the issue is one that invites development.
Conversely, the experiments show very little sign of cue integration-either integration of cues for the reference object with cues for the picture surface, or integration of different cues for the reference object. That contrasts with the strong evidence of integration that has been found with related stimuli, for example, with Bulthoff and Mallot's spheroids. It is conceivable that the difference is due to the measures involved-that slant judgments are less subject to integration than other judgments, such as depth and global profile. However the most obvious explanation is that Bulthoff and Mallot's study created a strongly plastic mode, and that the absence of integration here is a feature of the pictorial mode.
That conclusion is consistent with an extensive qualitative discussion of flattening by Willats (1997) . He describes flattening of art pictures in terms of the relative salience of two distinct types of awareness: awareness of a marked surface and awareness of a tridimensional scene. The two compete for selection rather than being 'averaged' into a sort of bas-relief.
It is a convenient summary to say that the perception of the pictures here appears to be strongly selective and weakly integrative. That kind of account fits many aspects of the data. It also suggests an explanation for the distinctive quality of pictorial space, which is that attributes that are conspicuous by their absence in the pictorial modeobserver-centred representations of depth, and the impression that structures occupy the same, real space as the observer-depend critically on the integrative processes that picture perception apparently bypasses. None of that proves that the account is right, but it is well worth taking seriously.
APPENDIX

Formulae and models
Standard equations (eg Fleming and Varberg 1989) can be used to recover orientation in ellipses, and hence in regular polygons. The equation of an ellipse with its centre at (0,0) is of the form Ax 2 + Bxy-V Cy 2 = 1. The coefficients A, B, and C are easy to recover given three points on the ellipse (if two points are diametrically opposite, only one counts as one of the three). Then tilt is given by cot (2 x tilt) = (A -C)/B. Tilt angle can be used to rotate the original points into a position where the axes of the ellipse are vertical and horizontal. The equation of an ellipse in that position is of the form x 2 ja + y 2 /b = 1. The parameters a and b can be recovered from two of the rotated points, and sin (slant) = (b/a) ]/2 . Given a parallel projection of a square, it is easy to find the projections of the centre (where the diagonals intersect), and of three points on the inscribed circle-the midpoints of two sides, and a point where the circle cuts a diagonal (it is l/\/2 of the way from the centre to the corner). The algebra described above can then be used to recover the description of the inscribed circle. If tilt is prespecified-eg by way of a normal to the surface-only the last stage is needed, and that requires only two points: that underlies the constructions in figure 8 .
The function of the 'depth index' is to describe how much the pictorial 'world' defined by the stimuli in a module has been flattened (or inflated). The measure takes a natural form: it specifies the depth of a structure constructed by setting surface patches one in front of the other, with the slant of each patch being specified by an empirical slant estimate, and its vertical extent by an additional rule. The vertical extent rule used here is defined by the requirement that, if observed slant equals reference slant, the patches should form a meridian on the surface of a sphere. The resulting depth index d is 
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Slant is normal slant or its analogue in the case of arrows in the side-view experiment. The index has a value of 1 if reference values and estimates coincide, less if the 'world' of perceived surface patches as a whole is flattened, and more if its depth is inflated.
Both depth estimation and substitution use a smooth function summarising the relationship between observed and reference slant. It has to avoid biases which could affect depth estimates. A technique adapted from machine vision meets the requirement. An initial rough estimate was modified by two alternating operations: smoothing, which pulls each point towards the same height as its neighbours; and stretching, which pulls it towards data points. Smoothing consisted of averaging (over a window of five points on either side of the one being smoothed). In stretching, each data point pulled the fitted point with the same reference slant value 0.05 of the distance towards it, and the five points on either side were affected by progressively weaker pulls. The process terminated when change per cycle fell below a preset threshold. Constants were chosen in preliminary tests to give visually appropriate fitted lines, but their exact values were not critical. The models to be described involved four core operations: (1) they generated a sample of stimuli with the same distribution as the experimental stimuli; (2) they extracted relevant parameters from each of the simulated stimuli; (3) they applied the relevant operations to these parameters to arrive at a slant estimate; (4) those which could generate estimates outside the range 0°-90° replaced them with estimates at the relevant extreme (0° or 90°).
