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1. Motiva´cio´
Az uto´bbi e´vek technolo´giai fejlo˝de´se u´j kih´ıva´sokat teremtett az adatto¨mo¨r´ıte´s e´s adat-
tova´bb´ıta´s tere´n. U´j to¨mo¨r´ıte´si elja´ra´sokra van szu¨kse´g a ha´lo´zati kommunika´cio´ tere´n, ahol a
to¨mo¨r´ıtett adatot to¨bb felhaszna´lo´nak kell eljuttatni, akik ku¨lo¨nbo¨zo˝ kapacita´su´ csatorna´kon
keresztu¨l kapcsolo´dnak egyma´shoz. A vesztese´ges csomagkapcsolt ha´lo´zatokban az elo˝fordulo´
csomagveszte´sek a hagyoma´nyos to¨mo¨r´ıte´si algoritmusok komoly teljes´ıtme´nycso¨kkene´se´t
eredme´nyezhetik. A kommunika´cio´ sora´n egyre nagyobb teret kapnak a kis ke´sleltete´st
ige´nylo˝ alkalmaza´sok, illetve ezzel pa´rhuzamosan - ku¨lo¨no¨sen a mobil eszko¨zo¨k elterjede´se´vel
- egyre nagyobb az ige´ny a kis sza´mı´ta´sige´nyu˝ ko´dolo´ e´s deko´dolo´ elja´ra´sok sze´lesko¨ru˝ el-
terjede´se´re. A kutata´s sora´n a modern adatto¨mo¨r´ıte´s elme´leti e´s gyakorlati proble´ma´it
vizsga´ltam, elso˝sorban a kis komplexita´su´, kis ke´sleltete´su˝, adapt´ıv elja´ra´sokra koncentra´lva.
Ez uto´bbiak egyre fontosabbak lesznek a jo¨vo˝ben, hiszen a kommunika´cio´ mindinka´bb mobil
ko¨rnyezetben to¨rte´nik, e´s ennek hata´sa´ra a ha´lo´zati ko¨rnyezet a jo¨vo˝ben egyre va´ltoze´ko-
nyabba´ va´lik.
Mivel az adattova´bb´ıta´s mino˝se´ge a to¨mo¨r´ıte´sen k´ıvu¨l jelento˝s me´rte´kben fu¨gg az a´tvitel
sora´n felmeru¨lo˝ hiba´k kiku¨szo¨bo¨le´se´to˝l, azok hata´sa´nak minimaliza´la´sa´to´l, ez uto´bbiak is igen
nagy jelento˝se´ggel b´ırnak, tova´bba´ egyre fontosabba´ va´lhatnak a jo¨vo˝ben az u´n. egyu¨ttes
csatorna- e´s forra´sko´dok, melyek az a´tviteli csatorna hiba´za´si jellemzo˝it figyelembe ve´ve op-
timaliza´lja´k a forra´sko´dot (azaz a to¨mo¨r´ıto˝ algoritmust). Mindezek alapja´n a kutata´s sora´n
mind a hagyoma´nyos vesztese´gmentes adatto¨mo¨r´ıte´s egyes ke´rde´seit, mind a kis ke´sleltete´su˝
univerza´lis, adapt´ıv vesztese´ges to¨mo¨r´ıte´s ke´rde´seit vizsga´ltam. Ez uto´bbina´l a hagyoma´nyos
ko´dok mellett a csomagkapcsolt ha´lo´zatok csomagveszte´seinek hata´sa´t kiku¨szo¨bo¨lo˝ to¨bbszo¨-
ro¨s le´ıra´su´ illetve to¨bbszo¨ro¨s felbonta´su´ ko´dokat is vizsga´ltam. Az a´tvitel jav´ıta´sa e´rdeke´ben
fontos ke´rde´s, hogy a to¨mo¨r´ıtett adatok milyen u´tvonalon jutnak el a forra´sto´l a vevo˝ig;
erre a kora´bbiakna´l hate´konyabb, robusztus adapt´ıv u´tvonalva´laszta´si elja´ra´sokat dolgoztunk
ki. Az adapt´ıv elja´ra´sok ha´ttere´ben az univerza´lis predikcio´ teru¨lete´n szu¨letett eredme´nyek
a´llnak, melyek ko¨zu¨l to¨bbet e kutata´s sora´n dolgoztunk ki. Ve´gezetu¨l egy specia´lis pre-
1
dikcio´s proble´ma´ra is megolda´st adtunk, mely – egyebek mellett – alkalmazhato´ bizonyos
szenzorha´lo´zatok ada´su¨temeze´se´re is.
A kidolgozott algoritmusok teljes´ıtme´nye´re minden esetben elme´leti korla´tokat adtunk.
Ezek jelento˝s re´sze az individua´lis sorozatok predikcio´ja´nak elme´lete´n alapul, ahol a pre-
dika´lando´ sorozat esete´n nem e´lu¨nk semmilyen sztochasztikus felteve´ssel, ı´gy az anal´ızis
a´ltala´ban
”
legrosszabb eset” t´ıpusu´. Mindez azt eredme´nyezi, hogy a kidolgozott mo´dszerek
igen robusztusak. (Ugyanakkor sztochasztikus felteve´sek mellett a ko¨zo¨lt algoritmusok ter-
me´szetesen jav´ıthato´k, a´m ez csak akkor igaz, ha a felteve´sek a gyakorlatban is teljesu¨lnek.
A proble´ma igazi megolda´sa a ke´t megko¨zel´ıte´s o¨tvo¨ze´se lenne, mely sora´n mindent model-
lezu¨nk, amit tudunk, a rosszul modellezheto˝ dolgok hata´sa´t pedig a legrosszabb eset felteve´s
mellett vizsga´lna´nk – ez azonban tu´lmutat a jelen pa´lya´zat keretein.)
Az ala´bbiak re´szletesebben kifejtem a ku¨lo¨nbo¨zo˝ teru¨leteken ele´rt eredme´nyeket.
2. Blokk-Markov-forra´sok szimbo´lumalapu´ vesztese´g-
mentes to¨mo¨r´ıte´se
Az entro´piako´dola´s alkalmaza´sa´val jelento˝s sa´vsze´lesse´g takar´ıthato´ meg mind a hagyoma´-
nyos, mind a ha´lo´zati forra´sko´dola´s sora´n. Kı´se´rletek alapja´n megfigyelheto˝, hogy a minden-
napokban hozza´fe´rheto˝, ba´jtos alapon mu˝ko¨do˝ to¨mo¨r´ıte´si mo´dszerek (pl. zip, bzip) rosszul
mu˝ko¨dnek akkor, ha a forra´s nem ba´jtalapu´ - ugyanakkor ezen elja´ra´sok bitalapu´ imple-
menta´cio´i jo´l mu˝ko¨dnek ba´jtos e´s nem ba´jtos forra´sok esete´n is.
A kutata´s sora´n megmutattuk, hogy a bitalapu´ to¨mo¨r´ıte´s teljes´ıtme´nye bizony´ıthato´an jo´:
Elo˝bb egy explicit formula´t adtunk egy blokk-Markov-forra´s (azaz a forra´s blokkjai Markov
tulajdonsa´gu´ak) e´s az azt modellezo˝ magasabb rendu˝, szimbo´lumalapu´ Markov-forra´s diver-
genciara´ta´ja´ra, e´s megmutattuk, hogy ez exponencia´lisan gyorsan 0-hoz tart, ahogy a mo-
dell rendje no˝. Ennek seg´ıtse´ge´vel bebizony´ıtottuk, hogy blokk-Markov-forra´sok to¨mo¨r´ıte´se
esete´n a ko´dola´s sora´n haszna´lt szimbo´lumalapu´ Markov-modell rendje´nek no¨vele´se´vel a
ko´dola´s redundancia´ja exponencia´lis sebesse´ggel eltu˝nik (az exponens a forra´s jellemzo˝ibo˝l
meghata´rozhato´).
Ennek ko¨vetkezte´ben a bitalapu´ mo´dszerek - ku¨lo¨no¨sen, mivel gyakran kis komplexita´ssal
implementa´lhato´k - jo´ alternat´ıva´t jelenthetnek a ba´jtalapu´ ko´dolo´kkal szemben. A te´ma´bo´l
egy folyo´iratcikket ke´sz´ıtettu¨nk, mely az IEEE Transactions on Information Theory-ban
jelent meg [J1].
3. Univerza´lis predikcio´, ido˝ben va´ltozo´ teljes´ıtme´nyu˝
szake´rto˝k kombina´la´sa
Az individua´lis sorozatok elo˝rejelze´se (az univerza´lis predikcio´) tere´n ismert alapveto˝ eredme´-
nyek azt mondja´k ki, hogy – megfelelo˝, a´ltala´nos felte´telek mellett – le´teznek olyan on-
line predikcio´s algoritmusok, amelyek tetszo˝leges sorozat esete´n majdnem olyan jo´l tudnak
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becsu¨lni, mint az adott sorozatot legjobban elo˝rejelzo˝ szake´rto˝ egy adott ve´ges oszta´lybo´l.
Ezen algoritmusok teljes´ıtme´nye (pl. ha a becsle´s pontossa´ga´t me´ro˝ vesztese´gfu¨ggve´ny
korla´tos, e´s minden le´pe´sben minden lehetse´ges akcio´ teljes´ıtme´nye´ro˝l informa´cio´t kapunk)
N szake´rto˝ esete´n T ido˝ alatt csupa´n O(
√
T lnN)-nel marad el a legjobb szake´rto˝ tel-
jes´ıtme´nye´to˝l (azaz pl. hosszu´ ta´von ele´ri annak a´tlagos teljes´ıtme´nye´t), pl. [7, 3, 16, 9, 4].
Az a te´ny, hogy a korla´t a szake´rto˝k sza´ma´nak logaritmusa´to´l fu¨gg, leheto˝ve´ teszi e´rtelme-
sen nagy szake´rto˝oszta´lyok alkalmaza´sa´t. A standard algoritmusok komplexita´sa azonban
to¨bbnyire a szake´rto˝k sza´ma´val ara´nyos, azaz ezek nagy szake´rto˝oszta´lyok esete´n nem alkal-
mazhato´k.
Ugyanakkor, ha a szake´rto˝k oszta´lya bizonyos struktu´ra´val rendelkezik, sokszor leheto˝se´g
ny´ılik az algoritmusok hate´kony implementa´la´sa´ra. Az egyik legismertebb ilyen pe´lda az u´n.
tracking proble´ma, amikor ido˝ben va´ltozo´ szake´rto˝kkel akarunk versenyezni, azaz olyan meta-
szake´rto˝kkel, akik ku¨lo¨nbo¨zo˝ ido˝intervallumokban ma´s e´s ma´s (alap-) szake´rto˝ tana´csait
ko¨vethetik [8, 17]. Ez a megko¨zel´ıte´s jo´l modellezi azt a helyzetet, amikor a predika´lando´
sorozat tulajdonsa´gai ido˝ben va´ltoznak. Ma´s struktura´lt szake´rto˝oszta´lyokra pe´lda to¨bbek
ko¨zo¨tt az, amikor a szake´rto˝k do¨nte´si fa´kkal [12, 11] vagy e´ppen gra´fokkal jellemezheto˝k
[15], de ide tartozik az a kora´bbi eredme´nyu¨nk is, amikor a szake´rto˝k oszta´lya egy adott
szintsza´mu´ skala´rkvanta´lo´k halmaza [5].
A kutata´s sora´n olyan mo´dszereket dolgoztunk ki, amelyek a fenti ke´t struktura´lt prob-
le´ma elo˝nyeit o¨tvo¨zve kis komplexita´ssal ke´pesek megoldani a tracking feladatot struktura´lt
alap-szake´rto˝oszta´ly esete´n u´gy, hogy mind a trackingben, mind az alapstruktu´ra´ban rejlo˝
komplexita´scso¨kkente´st kihaszna´lja´k [J3] (hasonlo´ mo´dszereket dolgoztak ki kora´bban a
szakaszonke´nt staciona´rius, memo´riamentes forra´sok vesztese´gmentes to¨mo¨r´ıte´se teru¨lete´n
[19, 14, 13], azonban a mi eredme´nyu¨nk sok szempontbo´l a´ltala´nosabb, pl. ezekben a cik-
kekben mindig a logaritmikus vesztese´gfu¨ggve´nyt vizsga´lja´k, mı´g a mi eredme´nyeink vesz-
tese´gfu¨ggve´nyek igen a´ltala´nos oszta´lyaira teljesu¨lnek). A kidolgozott mo´dszer elo˝nye, hogy
akkor is hate´konyan mu˝ko¨dik, ha a szake´rto˝oszta´ly me´rete ido˝ben no˝.
Fix me´retu˝ szake´rto˝oszta´ly mellett az algoritmus komplexita´sa ne´gyzetes az optima´lis
konvergenciasebesse´g ele´re´se esete´n, ugyanakkor leheto˝se´g van linea´ris komplexita´s ele´re´se´re
a konvergenciasebesse´g cso¨kkente´se mellett. A tova´bbi kutata´s sora´n sikeru¨lt az algoritmus
komplexita´sa´t jelento˝sen cso¨kkenteni, amely ı´gy a linea´ris komplexita´st csupa´n egy loga-
ritmikus faktorral haladja meg, e´s a konvergenciasebesse´g is csak logaritmikus faktorokkal
romlik [A]. A mo´dszert le´ıro´ folyo´iratcikk [JS2] elke´sz´ıte´se folyamatban van, e´s va´rhato´an
a´prilis folyama´n keru¨l beku¨lde´sre.
4. Univerza´lis, kis ke´sleltete´su˝ - kis komplexita´su´ vesz-
tese´ges adatto¨mo¨r´ıte´s
A fentiekben ismertetett univerza´lis predikcio´s technika´k seg´ıtse´ge´vel u´j mo´dszereket dolgoz-
tunk ki individua´lis sorozatok vesztese´ges to¨mo¨r´ıte´se´re, melyeket a [J3] cikkben publika´ltunk
a te´ma legjelento˝sebb szakfolyo´irata´ban, az IEEE Transactions on Information Theory-ban.
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Az individua´lis sorozatok te´mako¨re´ben nem tesszu¨k fel, hogy az informa´cio´forra´s egy bi-
zonyos sztochasztikus modell szerint viselkedik - a ce´l olyan algoritmusok kidolgoza´sa, me-
lyek minden lehetse´ges forra´ssorozatra jo´l mu˝ko¨dnek algoritmusok egy referenciaoszta´lya´hoz
ke´pest (ez jo´l modellezi azon valo´s helyzeteket, amikor nem tudjuk elo˝re, hogy milyen t´ıpusu´
adatok e´rkeznek, azaz tetszo˝leges adatok to¨mo¨r´ıte´se´re fel kell ke´szu¨lni).
Az elso˝ kidolgozott mo´dszer aszimptotikusan ugyanolyan jo´ to¨mo¨r´ıte´st tesz leheto˝ve´,
mint a forra´ssorozathoz illesztett legjobb skala´rkvanta´la´si elja´ra´s, mely sora´n az alkalma-
zott kvanta´lo´ to¨bbszo¨r va´ltozhat, leheto˝ve´ te´ve az alkalmazkoda´st egy ido˝ben va´ltozo´ visel-
kede´su˝ forra´shoz. A mo´dszer kis komplexita´ssal implementa´lhato´, a konvergenciasebesse´g
enyhe cso¨kkene´se a´ra´n a sza´mı´ta´sige´ny ido˝ben linea´rissa´ teheto˝. (Az irodalomban kora´bban
ele´rheto˝ kis komplexita´su´ mo´dszerek csupa´n egy fix skala´rkvanta´lo´ teljes´ıtme´nye´vel vette´k
fel a versenyt [5], e´s fontos proble´make´nt meru¨lt fel kis komplexita´su´, praktikus algoritmusok
terveze´se e´rtelmes, elegendo˝en nagy szake´rto˝oszta´lyokra [18].)
Hasonlo´ eredme´nyeket sikeru¨lt ele´rni a ha´lo´zati kvanta´la´s teru¨lete´n is, ahol aszimpto-
tikusan ugyanolyan jo´ to¨mo¨r´ıte´st e´rhetu¨nk el - linea´ris komplexita´s mellett - mint a leg-
jobb ido˝ben va´ltozo´, intervallum cella´kkal rendelkezo˝ to¨bbszo¨ro¨s felbonta´su´ illetve to¨bbszo¨ro¨s
le´ıra´su´ kvanta´la´si algoritmusok. A mo´dszert kiterjesztettu¨k tetszo˝leges korla´tos ke´sleltete´su˝,
ve´ges memo´ria´ju´ ko´dcsala´dokra is, a´m itt az egyszeru˝ implementa´cio´ a´ltala´ban nem oldhato´
meg.
A kidolgozott univerza´lis kvanta´la´si mo´dszerek ha´ttere´ben az a´ll, hogy a terveze´si fel-
adatot – megfelelo˝ diszkretiza´la´si le´pe´sek mellett – visszavezetju¨k a (ko¨rmentes) ira´ny´ıtott
gra´fban valo´ legro¨videbb u´t kerese´se´nek proble´ma´ja´ra, majd az ı´gy definia´lt struktura´lt
szake´rto˝oszta´lyra alkalmazzuk a tracking feladatra kidolgozott predikcio´s mo´dszeru¨nket.
Megjegyzendo˝, hogy a diszkretiza´la´s miatt a szake´rto˝oszta´ly me´rete ido˝ben no˝, e´s ez mo-
tiva´lta a tracking proble´ma hate´kony megolda´sa´t nagy, struktura´lt szake´rto˝oszta´lyokra.
5. Adapt´ıv u´tvonalva´laszta´s
A ha´lo´zati kommunika´cio´ sora´n igen fontos, hogy a csomagokat kis ke´sleltete´ssel illetve
vesztese´ggel tova´bb´ıtsuk, melyet jelento˝s me´rte´kben ta´mogat a megfelelo˝ u´tvonalva´laszta´s. A
gyakorlatban nehe´zse´get jelent, hogy egy csomo´pont a´ltala´ban nem ismeri az ege´sz ha´lo´zatot,
csupa´n az a´ltala ku¨ldo¨tt csomagok ke´sleltete´se´ro˝l/vesztese´ge´ro˝l van informa´cio´ja.
A to¨mo¨r´ıte´shez hasonlo´an az u´tvonalva´laszta´s is megfogalmazhato´ egy szekvencia´lis do¨n-
te´si feladatke´nt (minden csomaghoz u´j utat kell va´lasztani). Ennek megfelelo˝en, a kora´bbi-
akhoz hasonlo´an az individua´lis sorozatos keretet alkalmaztuk, azaz olyan u´tvonalva´laszta´si
algoritmusokat dolgoztunk ki, melyek a ha´lo´zat tetszo˝leges viselkede´se esete´n (aszimptoti-
kusan) optima´lisan viselkednek (egy szake´rto˝oszta´lyhoz ke´pest). Ba´r ez a megko¨zel´ıte´s tu´l
konzervat´ıvnak tu˝nhet a standard ha´lo´zatok esete´n, amikor az egyes linkeken a forgalom
csupa´n lassan va´ltozik, de komoly le´tjogosultsa´ga van pe´lda´ul ad-hoc ha´lo´zatokban (ahol az
o¨sszeko¨ttete´sek mino˝se´ge aka´r pillanatro´l pillanatra va´ltozhat), vagy aka´r a leheto˝ legjobb
mu˝ko¨de´s biztos´ıta´sa´ban szolga´ltata´smegtagada´s-t´ıpusu´ (denial of service) ta´mada´sok esete´n.
U´j helyzet azonban a 3. re´szben ismertetett proble´ma´hoz ke´pest, hogy egy-egy do¨nte´s
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uta´n csupa´n a va´lasztott u´t (akcio´) teljes´ıtme´nye´ro˝l kapunk informa´cio´t, a to¨bbiro˝l nem.
Ez a szoka´sos algoritmusok teljes´ıtme´nye´t jelento˝sen cso¨kkenti a kora´bban ismertetett u´n.
teljes informa´cio´s esethez ke´pest: a standard (u´n. bandita-) algoritmusok a legjobb szake´rto˝
teljes´ıtme´nye´ne´l N szake´rto˝ esete´n a´tlagosan aka´r O(
√
N lnN/T )-vel rosszabb teljes´ıtme´nyt
nyu´jthatnak T ido˝ alatt [1]. Mivel a szake´rto˝k sza´ma a legro¨videbb u´t proble´ma esete´n
tipikusan exponencia´lisan nagy a feladat (a gra´f) me´rete´ben, ebben az esetben a standard
algoritmusok alkalmaza´sa´t nem csak a komplexita´s, hanem a gyenge teljes´ıtme´ny is ga´tolja.
Ennek a proble´ma´nak a megolda´sa´ra ke´sz´ıtettu¨nk egy olyan algoritmust, amelynek extra
vesztese´ge a legjobb u´te´hoz ke´pest nem az utak sza´ma´ban, hanem a gra´f me´rete´ben poli-
nomia´lis, az a´tlagos extra vesztese´g az ido˝ben tova´bbra is optima´lis O(T−1/2) nagysa´grendu˝,
tova´bba´ az algoritmus hate´konyan megvalo´s´ıthato´ (a kora´bbi kis komplexita´su´ algoritmu-
sokna´l a konvergenciasebesse´g rosszabb, O(T−1/3) [2] vagy O(T−1/4) [10] volt). A megolda´s
alapja az az e´szreve´tel, hogy mivel az egyes utak ko¨zo¨sen haszna´lnak bizonyos linkeket, eze´rt
egy u´t teljes´ıtme´nye´ro˝l nyert informa´cio´ informa´cio´val szolga´l ma´s utak teljes´ıtme´nye´ro˝l is.
A fenti algoritmus felte´telezi, hogy a linkenke´nti ke´sleltete´sek ismertek, azonban bizonyos
ko¨ru¨lme´nyek ko¨zo¨tt (pe´lda´ul csomagveszte´s vizsga´lata esete´n) realisztikusabb azt felte´telezni,
hogy csupa´n a csomag teljes u´tja´ra vonatkozo´ mino˝se´gi parame´tereket ismerju¨k. Erre az
esetre kidolgoztunk egy olyan mo´dszert, melynek teljes´ıtme´nye ele´ri a kora´bban publika´lt leg-
jobb hasonlo´ algoritmuse´t (mely a ha´lo´zat tetszo˝leges viselkede´se esete´n bizonyos e´rtelemben
optima´lis teljes´ıtme´nyt nyu´jt [2]), ugyanakkor a mi algoritmusunk koncepciona´lisan e´s imple-
menta´cio´s szempontbo´l is le´nyegesen egyszeru˝bb. Kidolgoztuk tova´bba´ a fenti algoritmusok
hate´kony trackinges va´ltozata´t is, amikor nem a legjobb fix u´tvonal, hanem a legjobb ido˝ben
(lassan) va´ltozo´ u´tvonal teljes´ıtme´nye´t akarjuk ele´rni.
Az adapt´ıv u´tvonalva´laszta´si algoritmusok teru¨lete´n ele´rt eredme´nyeinket a [C1, JC]
konferencia´kon, illetve a te´ma egyik vezeto˝ folyo´irata´ban, a Journal of Machine Learning
Research-ben publika´ltuk [J2].
6. Szekvencia´lis on-line la´dapakola´si proble´ma
A kutata´s utolso´ fa´zisa´ban a klasszikus la´dapakola´si proble´ma egy szekvencia´lis va´ltozata´t
vizsga´ltuk. Ebben az esetben a ta´rgyak egyenke´nt e´rkeznek, e´s mielo˝tt egy ta´rgy me´rete´t
megtudjuk, el kell do¨ntenu¨nk, hogy a ta´rgyat az e´ppen nyitott la´da´ba tesszu¨k, vagy az
aktua´lis la´da´t beza´rjuk, e´s nyitunk egy u´j, u¨res la´da´t. Ha egy ta´rgy nem fe´r be, akkor
elve´sz, tova´bba´ ha egy la´da´t beza´runk, akkor az ott megmarado´ u¨res helyet is vesztese´gke´nt
ko¨nyvelju¨k el. A feladat az, hogy adott ido˝ alatt minima´lis vesztese´get e´rju¨nk el.
Ez a feladat to¨bb ku¨lo¨nbo¨zo˝ u¨temeze´si proble´ma´na´l is felmeru¨lhet. Egy e´rdekes pe´lda bi-
zonyos specia´lis szenzorha´lo´zatok ada´su¨temeze´se. A szenzorok me´re´seket ve´geznek, a me´re´si
eredme´nyeket pedig va´ltozo´ szo´hosszu´sa´ggal to¨mo¨r´ıtik, e´s a memo´ria´jukban ta´rolja´k (ha van
ele´g szabad hely). Az eredme´nyeket fix me´retu˝ frame-ek elku¨lde´se´vel kommunika´lja´k, a´m –
mivel memo´ria´juk korla´tozott – csupa´n egy frame-nyi adatot ke´pesek ta´rolni. Mivel a szenzor
energiaella´ta´sa is korla´tos, minimaliza´lnia kell a fo¨lo¨slegesen elku¨ldo¨tt adatok mennyise´ge´t
(ezek a kito¨ltetlen adatokat a frame-ekben), ugyanakkor a leheto˝ legto¨bb me´re´si eredme´nyt is
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tova´bb´ıtaniuk kell. Ko¨nnyen la´thato´, hogy annak eldo¨nte´se, hogy egy szenzor mikor ku¨ldjo¨n
el egy frame-et, analo´g azzal, hogy mikor nyissunk u´j la´da´t a szekvencia´lis la´dapakola´si
feladatban.
A feladat nehe´zse´ge´t az adja, hogy a standard predikcio´s feladatokto´l elte´ro˝en itt a vesz-
tese´gfu¨ggve´nynek memo´ria´ja van, e´s az a´llapotte´r ve´gtelen. Kidolgoztunk egy algoritmust,
melynek a´tlagos teljes´ıtme´nye le´nyege´ben ugyanolyan jo´, mint a legjobb algoritmuse´ egy
ve´ges referenciaoszta´lybo´l. Egy terme´szetesen ado´do´ referenciaoszta´ly a ku¨szo¨b-strate´gia´k
oszta´lya, melyek akkor nyitnak u´j la´da´t, ha a rendelkeze´sre a´llo´ u¨res hely egy korla´tna´l kisebb.
Ezen referencia-algoritmusoszta´ly esete´n bebizony´ıtottuk, hogy algoritmusok egy igen nagy
oszta´lya´ban nem le´tezik univerza´lisan jo´ algoritmus minden ta´rgysorozatra. Ugyanakkor
mutattunk egy algoritmust, amely univerza´lisan jo´ teljes´ıtme´nyt nyu´jt akkor, ha a ta´rgyak
me´rete legala´bb kis me´rte´kben ve´letlen. Az eredme´nyeket le´ıro´ folyo´iratcikket ma´rciusban
ku¨ldtu¨k be a Journal of Machine Learning Research-ho¨z [JS1], illetve egy re´szu¨ket kora´bban
publika´ltuk a [C2] konferencia´n. Jelento˝se´gu¨ket no¨veli, hogy tudoma´sunk szerint ez az
elso˝ publika´lt nem-trivia´lis proble´ma memo´ria´val rendelkezo˝, ve´gtelen a´llapotteru˝ vesztese´g-
fu¨ggve´nyek esete´re.
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