We elaborate the idea behind Markov chain Monte Carlo (MCMC) methods in a mathematically comprehensive way. Our focus is on simplicity. We give an elementary proof for the Perron-Frobenius theorem and a convergence theorem for Markov chains. Subsequently we briefly discuss the well-known Gibbs sampler and the MetropolisHastings algorithm. Only basic knowledge about matrix multiplication, convergence of real sequences and stochastic is required.
Introduction
With sampling we refer to the task of generating random numbers according to a given distribution. The distributions arising in practice are often complicated or not available in closed form. Therefore, direct and exact sampling approaches may not be available. In this case, we can rely on approximate sampling methods like Markov Chain Monte Carlo (MCMC).
Let π be a distribution over a finite state space S, i.e. π s ≥ 0 for all s ∈ S and s∈S π s = 1. Independent samples from π (so-called i.i.d. samples) can be used universally to approximate expectations w.r.t. π. Let z 1 , ..., z m be a set of such samples and f :
The strong law of large numbers even justifies that with increasing m the l.h.s. of Equation (1) converges to the r.h.s. .
A simple example for f is the indicator function 1{s ∈ A} over events A ⊆ S. It is one if the condition in the brackets is true and zero otherwise. Its expectation yields the probability of A s∈S π s1 {s ∈ A} = s∈A π s An approach to gain i.i.d. samples from π is the inversion method. Therefore, we apply an arbitrary ordering to the state space such that S = {s 1 , s 2 , ..., s k }. Thereafter we generate a uniform random number u over [0, 1] and obtain the sample s i with i = argmin i=1,...,k k i=1 π s < u . Even though, this is guarantied to work for any choice of π, its computation is often not feasible and this is where approximate schemes like MCMC come into play.
A Markov chain on a finite state space is defined through an initial state s 0 ∈ S and a transition kernel P. P is a positive function over S × S such that s∈S P zs = 1 for all z ∈ S. Thus, P zs can be understood as a distribution w.r.t. s, but conditioned on z.
The Markov chain starts in state s 0 and then evolves according to P in an iterative fashion. The distribution of the first link in the chain is P s 0 s w.r.t. s and given the first link s 1 the distribution of the second link is P s 1 s and so forth. This can potentially be continued infinitely long. If we consider P as a quadratic matrix (a stochastic matrix ), the distribution of the n-th link is nothing more than the n-fold matrix product of P, i.e.
We also refer to Markov chains by a sequence of random variables X = (X 0 , X 1 , X 2 , ...), whereby the distribution of X i given X i−1 = z is determined by P zs . We can set P(X 0 = s 0 ) = 1, however, X 0 may also follow a non deterministic distribution. Probabilities w.r.t.
random variables are expressed through the distribution P, e.g.
for all A ⊆ S, whereby the sign | indicates conditioning, i.e. P(
The foundation of MCMC sampling is that under some circumstances Markov chains converge towards their unique invariant distribution regardless of their initial state. Thus, by simulating such a chain for a longer while we obtain an approximate sample of π. MCMC methods provide schemes to build Markov chains with a predefined unique and invariant distribution π.
There is a tremendous number of scientific articles and books about MCMC available.
I recommend Bishop and Mitchell (2014) for a vivid introduction without mathematical proofs.
The Gibbs sampler is a primal MCMC method. It builds a Markov chain by decomposing π into simpler conditional versions. This facilitates sampling of complex joint distributions, but is somewhat restricted in its ability to explore S. However, this strategy is employed intensively in more sophisticated MCMC algorithms as well.
The well-known Metropolis-Hastings algorithm is capable of incorporating user defined proposal distributions. They enable the exploration of the state space in any desired fashion.
That way, the Metropolis-Hastings algorithm even allows us to explore only parts of the state space accurately w.r.t. π, which enables sampling of conditional versions of π.
Convergence of Markov chains over finite state spaces
Here we the consider the line-by-line convergence of certain finite Markov chains and try to convey a correct mathematical foundation for MCMC sampling. In order to understand this section, only very basic knowledge is required.
Let S be a finite state space and P be the transition kernel of a Markov chain X = (X 0 , X 1 , X 2 , ...) that starts with an arbitrary but fixed s 0 ∈ S, i.e. P(X 0 = s 0 ) = 1. For convenience, but without loss of generality in this section we set S = {1, ..., k}.
In the following we consider P as a matrix over [0, 1] k×k and any distribution over S as a row vector in [0, 1] k . P and therewith also X are called irreducible if for every j, i ∈ S there exists an n > 0 such that (P n ) ji > 0. This means that, regardless of the state we are just in, every state can possibly be reached sometime. We say that a distribution π over S is an invariant distribution of P if π t P = π t or equivalently k j=1 π j P ji = π i . Thus, invariance states that transitioning according to P doesn't affect the law of π.
The following theorem (Frobenius et al., 1912) has been known for over a hundred years now. It is usually stated in a more general context and its proof appears to be fairly complicated. Here we give a simplified edition of this theorem and provide an easy proof.
Lemma 1 (Perron-Frobenius Theorem). An irreducible stochastic matrix P has a unique invariant distribution π.
Proof. Since any stochastic matrix has a right eigenvector with corresponding eigenvalue 1, it also has such a left eigenvector. If this eigenvector has only non-negative or non-positive entries, through normalizing we can immediately derive π from it.
Let us assume that we have an eigenvector x with negative entries x i for i ∈N and non-negative entries x i for i ∈ N. The following applies i∈N
This shows that all P ij and P ji are zero for i ∈ N and j ∈N . Thus, the state space is divided into two classes with no possible transitions in between, which means that the Markov chain is not irreducible. Since negative and positive entries imply reducibility, we conclude that irreducibility implies that any 1-eigenvector has either non-positive or non-negative entries.
Let us assume that there is another invariant distribution π ′ = π. In order to be a stochastic vector not all components of π can be either larger or smaller than the components of π ′ . Thus, π − π ′ must have positive and negative entries. However, π − π ′ is a left eigenvector (with eigenvalue 1) of P and thus, P can't be irreducible, which contradicts the existence of π ′ .
An irreducible stochastic matrix is called aperiodic if there exists an N such that P n has solely positive entries for all n > N. This means that, regardless of the state we start in, in the long run it is always possible to reach any other state immediately.
The following convergence theorem forms the foundation for all MCMC sampling methods on finite spaces. The generalization for non-finite spaces closely resembles this approach, but is mathematically far more complex. Its proof is a simplification of a proof that can be found in Koenig (2005) .
Lemma 2. If P is irreducible and aperiodic with invariant distribution π, then lim
Proof. We consider the Markov chain Z = (Z 0 , Z 1 , ...) with transition kernel P and initial distribution π, i.e. P(Z 0 = s) = π s for all s ∈ S. Let T be the first n were X n = Z n and Y n = 1{n ≤ T }X n + 1{n > T }Z n . Consider an arbitrary path i 0:n ∈ S n+1 and let X 0 = i 0 , we define p i 0:n = n j=1 P i j−1 i j and observe that
) is a Markov chain with transition kernel P.
Choose N in such a way that P N has solely positive entries.
Since α > 0 we conclude
This shows that both chains will meet at the same state at some point with probability one.
Given a distribution π, MCMC methods usually seek an irreducible and aperiodic transition kernel P with invariant distribution π. Thus, it is possible to sample approximately from π by simulating the corresponding Markov chain for a longer while. The last sample within this chain is then considered as a single approximate sample from π. In particular, this procedure is considered to be independent of the state it is started in.
In this section, we have developed a minimal set of lemmas and proofs deployed on a minimal environment (finite state spaces) in order to demonstrate the basic idea behind MCMC. We have proven that the repeated multiplication of an irreducible and aperiodic transition Matrix to itself converges line by line to its unique invariant distribution.
The Gibbs Sampler
The Gibbs sampler (Geman and Geman, 1984 ) is a primal MCMC sampling algorithm which is based on a decomposition of the objective distribution into conditional versions.
It is mainly used to sample from the joined distribution of a set of random variables.
Thereby each step involves sampling from a single random variable given the remaining random variables conditioned on the last sample. Now we assume that S = V m , with a finite space V. Our goal is to sample from a distribution π over S. We draw independent samples from π in a step wise manner. In step i, given the sample s ∈ S from the last step i − 1, we choose j = (i mod k) + 1 and sample from the transition kernel π s j which is defined through However, the irreducibility and aperiodicity of the corresponding Markov chain relies on π. For example, assume that S = {0, 1}
2 and π (0,0) = π (1,1) = 0. In this case we can never get from (1, 0) to (0, 1) and thus, the chain is not irreducible. A case where irreducibility and aperiodicity are guarantied to be met is when π is positive. This example reveals the disadvantage of the Gibbs sampler: We are not free in traversing the state space, which might impair or even hinder convergence.
The detailed balance condition
Now we introduce a sufficient condition for a Markov chain to have a given distribution π as an invariant distribution. It is called the detailed balance condition and greatly facilitates the invariance proofs for MCMC algorithms.
Definition 1. The transition kernel P preserves the detailed balance condition w.r.t. π if
for all s, z ∈ S.
If P preserves the detailed balance condition w.r.t. π, π is an invariant distribution of P since s∈S π s P sz = π z s∈S P zs = π z . The opposite implication does not generally hold.
The Metropolis-Hastings algorithm
In the following we want to elaborate the well-known Metropolis-Hastings algorithm. It is an MCMC sampler that traverses through the state space by means of a user defined proposal. Characteristic for this sampler is that each proposed value undergoes an acceptreject step which decides whether the proposed value or the previous sample is chosen to be the next sample. This acceptance step alone secures the detailed balance of this Markov
Chain and thus, gives the user great freedom in designing proposals. A primal version was first published in Metropolis et al. (1953) and then extended in Hastings (1970) .
The Metropolis-Hastings algorithm requires the user to provide a transition kernel P which is referred to as the proposal. In step i, given a sample s, we propose a new sample z according to P and accept it with probability a sz = min 1, π z P zs π s P s,z
whereby we agree that dividing by zero yields ∞. The new sample is than either z if we have accepted or s if not.
This describes a Markov chain with invariant distribution π, which can be shown by checking the detailed balance condition for s, z ∈ S with s = z π s a sz P sz = min π s P sz , π z P zs = π z a zs P zs
There is nothing to show if s = z.
The irreducibility and aperiodicity of this Markov chain has to be met by the acceptance probability together with the proposal. Equation (2) shows, that we can only perform a transition from s to z if the corresponding backward transition is also feasible, more precisely, if π z P z,s is positive. In the most extreme case this could mean that we apply an irreducible and aperiodic proposal, but the resulting Metropolis-Hastings kernel will never move away from the initial state.
