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Abstract
The Arabic language is a morphological rich
language, posing many challenges for infor-
mation extraction (IE) tasks, including Named
Entity Recognition (NER), Part-of-Speech
tagging (POS), Argument Role Labeling
(ARL) and Relation Extraction (RE). A few
multilingual pre-trained models have been
proposed and show good performance for
Arabic, however, most experiment results are
reported on language understanding tasks,
such as natural language inference, question
answering and sentiment analysis. Their
performance on the IE tasks is less known,
in particular, the cross-lingual transfer capa-
bility from English to Arabic. In this work,
we pre-train a Gigaword-based bilingual
language model (GigaBERT) to study these
two distant languages as well as zero-short
transfer learning on the information extraction
tasks. Our GigaBERT model can outperform
mBERT and XLM-Rbase on NER, POS and
ARL tasks, with regarding to the per-language
and/or zero-transfer performance. We make
our pre-trained models publicly available at
https://github.com/lanwuwei/GigaBERT
to facilitate the research of this field.
1 Introduction
Recently, the pre-trained models (Peters et al.,
2018; Devlin et al., 2019; Yang et al., 2019) have
greatly improved performance for many NLP
tasks, making “pre-training and fine-tuning” a
new paradigm in this field. In addition to En-
glish language, these pre-trained models have
enabled advances for many other languages,
including AraBERT for Arabic (Antoun et al.,
2020), CamemBERT for French (Martin et al.,
2019), ERNIE for Chinese (Sun et al., 2019)
and etc. Instead of costly pre-training lan-
guage model for every langauge, Google releases
a multilingual BERT (mBERT)1 for 104 lan-
guages, but it shows lower performance compared
to single-language pre-trained models. Some
other multilingual pre-training models further im-
prove the mBERT performance, for example,
XLM (Lample and Conneau, 2019) introduces
translation language model with bitext; XLM-R
(Conneau et al., 2020) optimizes the BERT model
and increases size of the pre-training data. How-
ever, all these pre-trained models focus on the
downstream evaluations of ‘high-level’ natural lan-
guage understanding (NLU) tasks, such as natu-
ral language inference, paraphrase identification,
question answering, sentiment analysis, etc. Very
few of them are evaluated on the ‘low-level’ in-
formation extraction tasks, such as Named En-
tity Recognition (NER), Part-of-Speech tagging
(POS), Argument Role Labeling (ARL) and Rela-
tion Extraction (RE). Especially for morphologi-
cally rich languages (e.g., Arabic), where the lan-
guage varieties pose many challenges for these pre-
training models. The Arabic language has almost
no shared scripts with English, which creates an-
other challenge for cross-lingual transfer.
To address the above problems, we pre-train a
bilingual language model primarily based on Giag-
word data (GiagBERT) for Arabic and English IE
tasks, and systematically compare our pre-trained
models with existing AraBERT (ElJundi et al.,
2019), mBERT (Devlin et al., 2019) and XLM-
R (Conneau et al., 2020). We find that the pre-
trained models can do well for ‘low-level’ informa-
tion extraction tasks, as well as the zero-shot trans-
fer, even they are distant English and Arabic lan-
guages. Our bilingual GiagBERT performs better
than mBERT and XLM-Rbase (both support more
than 100 languages) on NER, POS and ARL tasks,
demonstrating that multilingual PTM actually sac-
1
https://github.com/google-research/bert/blob/master/multilingual.md
rifices per-language performance. Our GigaBERT
also outperforms monolingual AraBERT and po-
tentially provides a good resource for Arabic NLP
research.
2 Related Work
2.1 Monolingual Pre-training Models
There are only two publicly available pre-
trained models for Arabic language: hUL-
MonA (ElJundi et al., 2019) and AraBERT
(ElJundi et al., 2019). The hULMonA is based on
the AWD-LSTM architecture (Merity et al., 2017)
and pre-trained with 600K Wikipedia articles,
which shows state-of-the-art performance on
Arabic sentiment analysis task. Recently, this
model was outperformed by AraBERT model,
a pre-trained Arabic BERT on large-scale news
corpus as well as the Wikipedia data. Not only
in sentiment analysis, the AraBERT also shows
SOTA performance in question answering and
named entity recognition.
2.2 Multilingual Pre-training Models
Several multilingual pre-trained models have been
proposed to handle tens or over a hundred of
languages within one model, where Arabic lan-
guage is also included. The LASER model
(Artetxe and Schwenk, 2019) utilizes the parallel
data of 93 languages and pre-trains a BiLSTM
based encoder-decoder, where the BiLSTM en-
coder is used for downstream evaluations. Similar
to LASER, the MASS (Song et al., 2019) model
also has a encoder-decoder framework, but utilizes
both encoder and decoder for improving genera-
tion tasks. The mBERT (Devlin et al., 2019) is
pre-trained on the Wikipedia dump of 104 lan-
guages with 12-layer Transformer (Vaswani et al.,
2017) encoder. Compared to mBERT, the XLM
model (Lample and Conneau, 2019) pre-trained
BERT with only 15 languages (Arabic included),
and has a Transition Language Model (TLM) ob-
jective in addition to improve the performance.
Recently, XLM-R model (Conneau et al., 2020)
shows that pre-training on large-scale high-quality
data leads to significant performance gains for a
wide range of cross-lingual transfer tasks. It also
shows that the multilingual pre-trained models can
performa better than single-language without sac-
rificing per-language performance.
3 Bilingual Language Model: GigaBERT
Our GigaBERT is based on BERT, a Bidirec-
tional Transformer Encoder with Masked Lan-
guage Model (MLM) and Next Sentence Predic-
tion (NSP) pre-training objective (Devlin et al.,
2019), but use a different setup for pre-training
data selection, vocabulary set construction, sub-
word units segmentation and hyper-parameters. In
order to better understand the effects of different
factors, we propose three versions of GigaBERT
with varied pre-training data source and vocabu-
lary setup (Table 1).
Architecture All three versions of GigaBERT
use the BERTbase configurations: 12 attention
layers, each layer has 12 attention heads and
768 hidden dimensions. The max position em-
beddings have 512 and the hidden dimension of
feed forward layer is 3072. The mBERT and
XLM-Rbase (Conneau et al., 2020) also have the
same BERTbase architecture, which can be fairly
compared with our GigaBERT.
Pre-training data We use the fifth edition
of English Gigaword (LDC2011T07) and Ara-
bic Gigaword (LDC2011T11) for pre-training
GigaBERT-v0. We flatten2 the raw Gigaword
data and split English sentences with modified
Stanford CoreNLP tool (Manning et al., 2014) and
Arabic sentences with period, exclamation mark,
and question mark. In addition, we add Wikipedia
dump processed with WikiExtractor3 for bet-
ter coverage in GigaBERT-v1 and GigaBERT-v2.
Since the pre-training data is unbalanced for two
languages, we augment the Arabic part by two
ways: (1) up-sample the Arabic data by repeating
the Wikipedia data five times and the Gigaword
data three times; (2) add the Arabic shuffled Os-
car data (Ortiz Sua´rez et al., 2019), a large-scale
multilingual dataset obtained by language identi-
fication and filtering of the Common Crawl cor-
pus. These two ways are used in GigaBERT-v1
and GigaBERT-v2 respectively.
Vocabulary The vocabulary size is critical to
the pre-training performance, as it affects the sub-
word granularity and model parameters directly.
Considering that our pre-training data has at most
∼10B tokens, while the original English BERT
model has 30k vocabulary size for ∼3B tokens,
the mBERT and XLM-R has about 5k and 10k sub-
words for Arabic in their vocabulary respectively,
2https://github.com/nelson-liu/flatten_gigaword
3
https://github.com/attardi/wikiextractor
Models
Training Data Vocabulary Configuration
source #tokens (en / ar) tokenization size cased architecture #parameters
AraBERT News – / 2.5B SentencePiece 64k no BERTbase 136M
mBERT Wiki 2.5B / 153M WordPiece 110k yes BERTbase 172M
XLM-Rbase CommonCrawl 55.6B / 2.9B SentencePiece 250k yes BERTbase 270M
XLM-Rlarge CommonCrawl 55.6B / 2.9B SentencePiece 250k yes BERTlarge 550M
GiagBERT-v0 Giga 3.6B / 1.1B SentencePiece 50k yes BERTbase 125M
GigaBERT-v1 Giga, Wiki 6.1B / 1.3B WordPiece 50k yes BERTbase 125M
GigaBERT-v2 Giga,Wiki,Oscar 6.1B / 4.3B WordPiece 50k no BERTbase 125M
Table 1: Configuration comparisons for AraBERT (ElJundi et al., 2019), mBERT (Devlin et al., 2019), XLM-
RoBERTa (Conneau et al., 2020) and GigaBERT (this work).
we decided to use 50k for our vocabulary size.
For GigaBERT-v0, we segment the data using Sen-
tencePiece (Kudo and Richardson, 2018) with un-
igram language model. We build 30k cased En-
glish sub-words and 20k Arabic sub-words, then
merge them to construct 50k bilingual vocabu-
lary.4 For GigaBERT-v1 and GigaBERT-v2, we
did not distinguish Arabic and English sub-word
units, instead, we train a unified 50k vocabulary
with WordPiece model.5 The vocabulary is cased
for GigaBERT-v1 and uncased for GigaBERT-v2.
Pre-training objective Following the original
BERT model (Devlin et al., 2019), we use the
Masked Language Modeling (MLM) and the Next
Sentence Prediction (NSP) to pre-train our Giga-
BERT. During MLM, 15% of the tokens are ran-
domly masked out, the model is trained to predict
the masked tokens with the rest of tokens. The
NSP task is just to distinguish whether two sen-
tences are continuous segments or not.
Hyper-parameters We pre-train GigaBERT
with batch size of 1024 sentences and max se-
quence length of 128 for 1.2 million steps. We
use Adam optimizer with learning rate of 1e-4 and
warmup steps of 10k. The number of predictions
per sentence is set to 20. We use whole word
mask for GigaBERT-v0 and regular mask mech-
anism for GigaBERT-v1 and GigaBERT-v2.
4 Evaluation
We use named entity recognition, part-of-speech
tagging, argument role labeling and relation ex-
traction as downstream tasks for evaluating pre-
4633 sub-words are shared by both languages, we add dif-
ferent UNK symbols to compose 50k vocabulary.
5We use the implementation of
Hugging Face’s tokenizers library:
https://github.com/huggingface/tokenizers
trained models. All the evaluations follow the
same fine-tuning procedure: the original sentences
are fed into pre-trained model, then we extract the
necessary hidden representations (i.e., all token
representations for NER and POS, the argument
span for ARL, and the entity span for RE) and ap-
ply linear classification. We evaluate performance
for each language as well as the zero-shot transfer
from English to Arabic, where the model is trained
in English training set and evaluated in Arabic de-
velopment and test set.
4.1 Downstream Tasks
Named Entity Recognition (NER) We use the
nested named entity recognition dataset from ACE
2005 (LDC2006T06), where the train, dev and test
examples for English are 7634, 1005, 1095 respec-
tively, while for the Arabic part are 2683, 322, 238
respectively.6 The evaluation metric is based on F1
score.
Part-of-Speech Tagging (POS) The POS tag-
ging dataset is from Universal Dependencies (UD)
Treebanks v1.4 (Nivre et al., 2016), where the
train, dev and test examples for English are 12543,
2002, 2077 respectively, while for the Arabic part
are 6174, 786, 704 respectively. The evaluation
metric is based on accuracy.
Argument Role Labeling (ARL)We use ACE
2005 dataset (LDC2006T06) for ARL task and
randomly split train/dev/test for both languages,
where the train, dev and test examples for English
are 12836, 1340, 1681 respectively, while for the
Arabic part are 6301, 908, 862 respectively. The
evaluation metric is based on F1 score.
Relation Extraction (RE) The dataset for RE
6The Arabic train/dev/test is randomly split by ourselves
while the English split is from official release.
Models
NER POS ARL RE
en ar en→ ar en ar en→ ar en ar en→ ar en ar en→ ar
AraBERT - 78.6 - - 97.6 - - 81.6 - - 88.1 -
mBERT 80.3 72.9 31.1 97.0 97.3 50.4 77.1 73.5 57.5 84.5 84.1 70.7
XLM-Rbase 81.0 72.9 42.2 97.8 97.6 59.5 74.1 77.5 68.5 84.1 87.6 76.1
GigaBERT-v0 79.1 76.6 37.9 95.9 97.5 54.1 75.1 70.1 61.6 83.1 68.2 49.5
GigaBERT-v1 82.8 72.9 36.4 97.1 96.6 52.2 77.7 70.4 58.0 86.3 74.4 55.6
GigaBERT-v2 82.5 75.2 48.2 97.2 97.8 53.4 79.2 75.4 66.4 86.2 79.9 70.1
GigaBERT-v3 83.4 83.1 48.3 97.1 97.8 54.7 76.4 83.5 68.9 86.6 87.7 76.4
XLM-Rlarge 85.8 84.8 50.4 97.3 97.8 61.2 78.1 82.3 74.0 85.4 88.1 78.8
Table 2: Downstream evaluations for AraBERT (ElJundi et al., 2019), multilingual BERT (Devlin et al., 2019),
XLM-RoBERTa (Conneau et al., 2020) and GigaBERT (this work). All models use BERTbase architecture except
the XLM-Rlarge. The GigaBERT-v3 is continued pre-training of GigaBERT-v2 for extra 100k steps with 512 max
sequence length.
task is also from ACE 2005 (LDC2006T06). We
randomly split train/dev/test for both languages,
where the train, dev and test examples for English
are 13761, 1365, 1619 respectively, while for the
Arabic part are 7500, 1080, 874 respectively. The
evaluation metric is F1 score.
4.2 Experimental Setup
Pre-training We use the original BERT imple-
mentation7 in our experiment. We deploy Ten-
sorFlow version 1.5 and TPU v2-8 in Google
Cloud Platform, and set up storage buckets for
data access. Based on the performance of down-
stream evaluation tasks, the best checkpoints are
selected at around 1 million steps. We continue
pre-training the best version of GigaBERT with
max sequence length 512 for extra 100k steps.
Fine-tuning We run extensive grid search to find
best hyper-parameters for each pre-trained model,
the main hyper-parameters we explored are batch
size (8, 16, 32), learning rate (1e-5, 2e-5, 3e-5,
5e-5, 1e-4, 2e-4), and the number of fine-tuning
epochs (3, 7, 10).
4.3 Results and Analysis
We report performance for these IE tasks of each
language as well as the zero-shot transfer perfor-
mance in Table 2. As pre-training data increases
from GigaBERT-v0 to GigaBERT-v2, the perfor-
mance on downstream tasks improves. In partic-
ular, adding Oscar data in GigaBERT-v2 is more
effective than up-sampling in GigaBERT-v1. Our
7
https://github.com/google-research/bert
GigaBERT-v2 performs best among all three ver-
sions, which also outperforms mBERT on NER,
POS and ARL, and XLM-Rbase on NER. Some
training examples the in RE dataset are out of 128
max sequence length for pre-trained GigaBERT,
which will be truncated during fine-tuning and
causing low performance in the RE task. There-
fore we select the best GigaBERT-v2 and continue
pre-training it for extra 100k steps with max se-
quence length 512 to create GigaBERT-v3 in Table
2. The GigaBERT-v3 has the best performance on
NER, ARL and RE among all the pre-trained mod-
els with BERTbase architecture. We find that the
zero-shot performance for every task is at least 10
points lower than per-language performance, the
NER and POS tasks have even 30 points lower, in-
dicating a large improvement space on the cross-
lingual capability for pre-trained models. As for
the per-language case, the AraBERT outperforms
mBERT and XLM-Rbase, but still has lower per-
formance than our GigaBERT-v3, especially for
the NER and ARL task, which indicates the poten-
tial usefulness of our GigaBERT for Arabic NLP
study. The performance gap between GigaBERT-
v3 and XLM-Rlarge comes from the model size and
data size, given the limited compute resources, we
leave the GigaBERT pre-training with BERTlarge
architecture for future works.
5 Conclusion
We pre-trained a bilingual GigaBERT for Ara-
bic and English and conducted a focused study
of pre-trained models for IE tasks. The down-
stream evaluations show that our GigaBERT out-
performs state-of-the-art multilingual pre-trained
models (mBERT and XLM-Rbase) and the mon-
loingual AraBERT on named entity recognition,
part-of-speech tagging and argument role label-
ing. Our pre-trained GigaBERT provides a good
resource for Arabic natural language processing
and the cross-lingual transfer study between En-
glish and Arabic.
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