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Abstract: Low Density Parity Check (LDPC) codes are employed in several standards and systems, due to their 
Shannon limit approaching ability. However, in order to satisfy the communication systems’ requirements at the 
aspects of error correction ability, computing complexity, decoding latency, hardware source consumption and 
power consumption under different application circumstances, the Belief Propagation (BP) algorithm used for 
decoding LDPC codes needs to be further investigated and improved. In this survey, authors summarize several 
different Beyond-BP algorithms from the aspects of motivation, methodology, complexity and performance. 
Moreover, this survey also discusses the optimization of decoding algorithms for iterative receive system, which can 
provide a reference for further investigation on this topic. 
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1  引言  
低密度奇偶校验(Low Density Parity Check, 







DVB-S2 标准[3]，Wi-Fi 802.11 标准[4]，WiMax 802.16
标准，近地空间与深空通信标准[5]等。而 2016 年里
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用来对 LDPC 码进行译码[2,6]。迄今为止，BP 算法
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成为一种重要的 LDPC 码译码方法。这是由 BP 算
法以下几个特点所决定的：(1)BP 译码算法计算复
杂度与 LDPC 码的码长成线性关系，较 ML 算法相
比明显降低了计算复杂度；(2)当 LDPC 码码长足够























性能带来显著的改善，以此为面向 5G 的 LDPC 码
译码算法的研究工作提供些许思路。 
2  LDPC 码的表示与标准 BP 算法 
二元LDPC码可以由一个M N× 稀疏的校验矩
阵H 来表示。而此时该 LDPC 码的码率则为R =  
( )/N M N− 。而对于任意一个校验矩阵，都存在一
个 Tanner 图[7]与之相对应。借助于 Tanner 图，人
们能够更直观地理解 BP 算法迭代过程。以图 1 为
例，图中圆圈表示变量点与H 中的列相对应，方块
表示校验点与H 中的行相对应，变量点与校验点之
间的连线则称为边与H 中的 1 相对应，而每个节点
连接边的总数则称为该点的度。 
在本文中，所有的算法都是工作于对数域上。
这里首先给出一些与算法相关符号的说明。 ( )chL j 为
关于第 j 个变量点的信道初始对数似然值(Log- 
Likelihood Ratio, LLR); ( , )cL i j 为第 i 个校验点向
第 j 个变量点传递的 LLR 值； ( , )vL j i 为第 j 个变量
点向第 i 个校验点传递的 LLR 值； ( )vL j 为关于第 j
个变量点的后验 LLR 值； ( )ic \ jN 为与第 i 个校验 
 
图 1  Tanner 图与 BP 译码算法 
点相连接的除去第 j 个变量点后的其他邻居变量点
的集合； ( )jv \ iN 为与第 j 变量点相连接的除去第 i
个校验点后的其他邻居校验点的集合。 
系统采用 BPSK 调制，令与第 j 个变量点相对
应的来自信道的变量为 jy 。BP 译码中节点 LLR 值
的计算方法与迭代停止法则如下： 
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(3)变量点 jv 向校验点 ic 传递的 LLR 值计算： 
N ( )\
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(4)关于 jv 的后验 LLR 值计算： 
N ( )
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∈
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(5)译码码字的判定与译码迭代终止法则： 
其他







             (5) 
根据式(5)得到译码后的码字 lV 。如果对于校验









[8]中提出的概率域上的 Q-ary BP 算法，而文献[9]
提出了对数域 Q-ary BP 算法。虽然 Q-ary BP 算法
能够提供最优的译码性能，但是该算法具有很高的
计算复杂度，这制约了多元 LDPC 码在实际中的应
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用。因此如何降低多元 LDPC码译码算法的复杂度，
引起了众多学者的关注。 
扩展 Min-Sum(Extended Min-Sum, EMS)算 
法[10]，Min-Max 算法[11]以及基于网格的 EMS(Trellis 
base EMS, T-EMS)算法[12]一方面能有效地降低译
码复杂度，但另一方面也造成了纠错性能的下降。






(Iterative Soft Reliability Based MLgD, ISRB- 
MLgD) 算 法 与 基 于 硬 可 靠 度 的 迭 代 MLgD 















侧面为多元 LDPC 码的译码研究提供帮助。 
3  译码性能优化的 Beyond-BP 算法 















3.1.1 基于环形结构的加权 BP 算法  文献[17]首先
就置信信息累加现象进行了研究，并提出了一种树
型加权 BP(Tree ReWeighted BP, TRW-BP)算法，
来加强 BP 译码算法的纠错能力。此算法的核心思
想是通过计算 Tanner 图上成对节点间的边在扩展
树上出现的概率(Edge Appearance Probabilities, 
EAPs)，并将运算结果作为加权值作用于 LLR 值的
更新操作中。 
 但 EAPs 的计算实质上是一个多维优化问题，
本身具有相当高的计算复杂度。因此为避免 EAPs
的计算，归一化加权 BP(Uniformly ReWeighted BP, 
URW-BP)算法被学者们所提出[18]。该算法用一个预
先确定的值 ρ，来代替 EAPs 作为加权值参与变量
点 LLR 计算，即如式(6)，式(7)所示。 
ch
( )








  (6) 
ch
( )








            (7) 
需要注意的是，ρ的取值直接影响着 URW-BP
算法的译码性能。通过仿真发现，在加性高斯白噪
声(Additive White Gaussian Noise, AWGN)信道上
采用 URW-BP 算法对码率为 1/2 码长为 504 bit 的
二元(3,6)规则 LDPC 码进行译码时，不同的 ρ值对
于算法译码效果具有影响。正如图 2 可见，存在一
个最优 ρ值使得 URW-BP 算法具有最小的误比特







值可变的加权 BP(Variable FAP-BP, VFAP-BP)算 
 
图 2 不同的 FAPs 值对于 URW-BP 算法的影响 1) 
                                                        
 1)本文中除了图 9 曲线引用自文献[52]，其余的性能曲线皆是笔者实
际仿真得到 
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法被提出来[19,20]。该算法根据 LDPC 码校验点的度
分布以及校验点的连接关系动态地分配加权值。 
图 3 是对数域 BP(Log-BP)算法，URW-BP 算
法与 VFAP-BP 算法对规则以及非规则 LDPC 码在
AWGN 信道上进行译码时的 BER 曲线图。这里规
则 LDPC 码依旧采用码率为 1/2，码长为 504 bit
的(3,6)LDPC 码为代表。而具有相同码率与码长的
不规则 LDPC 码则选用原模图 AR4JA 码[21]作为基
础矩阵，通过 PEG 算法[22]得到对应的校验矩阵。所
有译码算法的最大迭代次数是 30 次。由图 3 可见，
VFAP-BP 算法对 LDPC 码进行译码时具有更好的
BER 表现。这是因为 VFAP-BP 算法较 URW-BP
算法更多地注意到了校验点之间的差异性。但是由
于 VFAP-BP 算法在译码操作前需要对 LDPC 码进
行环长的计算，所以算法的复杂度略有上升。 
 
图 3 多种译码算法对规则和非规则 LDPC 码进行译码的 BER 曲线 
3.1.2 基于陷阱集的 Beyond-BP 算法  考虑到深空
通信系统、数据存储系统以及光纤通信系统等要求
数据在传输过程中具有极低误比特率 ( BER < 
1010− )。但是由于 LDPC 码中一种特殊的环形结构
——陷阱集的存在，将导致译码算法错误地板的出
现 [23 26]− 。 
为了便于理解，首先给出陷阱集的定义： 
定义 1  陷阱集假定H 是一个M N× 的 LDPC
码的校验矩阵，其对应的 Tanner 图为 G = 
V C E( , )∪ 。假定有 1 a N≤ ≤ 个变量点以及 1 b≤  
M≤ 个度为奇数的校验点以及任意数量的度为偶






















度为导向的 BP(Reliability Oriented BP, RO-BP) 
算法[29]正是出于此种思路的一个算法。 
令变量点与校验点发出的 LLR 值的可靠度可
分别由 vS 和 cS 表示，它们通过取值 1, 2, 3 来反映可
靠度的从低到高。在每次迭代过程中 vS 和 cS 分别遵

















   (9) 
而变量点后验 LLR 值更新算法如式(10)： 
表 1  vS j i( , ) 更新法则 
法则 1  ( , )vS j i 更新法则 
(1)   For ( ) \i' jc v i∀ ∈ N  do 
(2)   ( ) ( )( ), min ,v i' cS j i S i' j=  
(3)   If ( )( ) ( )( )chsign , signcL i' j L j<  then 
(4)   ( ) ( ), , 1v vS j i S j i −= until 1; 
(5)   Else 
(6)   ( ) ( )+, , 1v vS j i S j i=  until 3; 
(7)   End for 
表 2  cS i j( , ) 更新法则 
法则 2  ( , )cS i j 更新法则 
(1)   For ( ) \j' iv c j∀ ∈ N  do 
(2)   ( ), min ,( ( ))c j' vS i j S j' i=   
(3)   End for 
第 6 期                         吕毅博等： Beyond-BP 译码算法综述：原理与应用                              1507 
ch
( )








     (10) 
对于任意变量点，假设其参与的校验方程中不
成立的方程的个数为ϕ。对于第 j 个变量点，它的
度为 ( )d j ，关于该节点的可靠度指数为 ( )jφ 。 
N ( )




j S j i d jφ
∈
= ∑         (11) 
在每次迭代后不可靠变量点可如下确定：(1)将
所有N 个变量点中可靠度指数 2.0φ < 的节点组成
集合A；(2)将集合A中节点按照各自ϕ的大小进行
降序排列并将前 /50Q N⎡ ⎤= ⎢ ⎥ 个变量点抽出来形成





表 3  RO-BP 算法伪代码 
算法 1  RO-BP 算法 
(1)   初始化对于任意 i 和 j 有 ( , ) ( , ) 1v cS j i S i j= =  
(2)   初始化对于任意 i 和 j 有 ch( , ) ( )vL j i L j= 和 ( , ) 0cL i j =  
(3)   对于任意校验点，按照式(2)计算 ( , )cL i j 并根据校验点可
      靠度指数更新法则计算可靠度指数 ( , )cS i j ，其中 jv ∈  
( )icN  
(4)   对于任意变量点，按照式(9)计算 ( , )vL j i 并根据变量点可
靠度指数更新法则计算可靠度指数 ( , )vS j i ，其中 ic ∈  
( )jvN  
(5)   按照式(10)计算所有变量点的后验 LLR 值并通过硬判决 
得到码字 lV  
(6)   如果迭代停止条件满足则停止迭代，否则确定不可靠变量
点 
(7)   对于任意不可靠变量点 1sv ∈A 以及校验点 N ( )a sc v∈ ，
计算 ( , )cL a s , ( , )cS a s , ( , )vL s a 以及 ( , )vS s a  
(8)   返回步骤 3 
 
图 4 的曲线展示了不同参数设定对于 RO-BP
算法的影响。其中图 4(a)展示了步进因子对 RO-BP
算法的影响。系统采用 BPSK 调制方式，最大迭代
次数是 20 次。这里分别选用 1000N = 的 1/2- 
AR4JA 码以及 1050N = 的 2/3-AR4JA 码。与
URW-BP 算法类似，对于 RO-BP 算法，依旧存在
一个最优步进因子使得该算法具有最好的译码性
能。图 4(b)展示 RO-BP 算法与其他算法在 AWGN
信道上的收敛速度。这里选用 1000N = 的 1/2- 
AR4JA 码。结果显示 RO-BP 算法较其他算法在迭
代收敛速度上有着更加明显的优势。 
图 5 展示了不同译码算法在 AWGN 信道上的
BER 曲线图。通过对比发现，RO-BP 算法在高 
 
图 4 不同译码参数对 RO-BP 算法性能的影响 
 
图 5 不同译码算法在 AWGN 信道上的 BER 曲线 











层 BP(Layer BP, LBP)译码算法。实验结果表明，




中提出的基于残余量的 BP(Residual BP, RBP)算
法正是此类算法的代表。 
RBP 算法中用校验点发出的 LLR 的残余量作
为参考来动态地安排每次迭代中优先更新的校验
点。用 ( , )cr i j 表示与 ( , )cL i j 相对应的 LLR 残余量，
则 
pre( , ) ( , ) ( , )c c cr i j L i j L i j= −        (12) 
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计算。相较 RBP 算法而言，NW-RBP 算法在一次
信息更新过程中需要对更多的外信息进行更新操
作，因此进一步加快了收敛速度。 












队据此提出了静默变量点消除 RBP 算法(Silent 












点进行 LLR 更新操作。 
图 6 显示了 IEEE 802.16e 标准[37]中给出的 =R  
1/2的 QC-LDPC 码基础矩阵。其中-1 表示零矩阵，
0 表示单位阵，剩下的整数表示单位阵右移的位数。
在下面的测试中笔者选取码长为 576 bit 的
QC-LDPC 码。 
 
图 6  R = 1/2 QC-LDPC 码基础矩阵 
图 7 是不同译码算法在 AWGN 信道上的 BER
的对比图。其中选用的译码算法有：(1)标准 BP 算
法；(2)纠错性能与 RBP 算法相近的变量点到校验
点残余 BP(Variable-to-Check RBP, VC-RBP)算 
法[38]；(3)NW-RBP 算法；(4)OV-RBP 算法；(5) 
SVNF-RBP算法。所有算法的最大迭代次数为 5次，
采用 BPSK 调制。通过仿真对比发现，在 AWGN
信道上所有的RBP算法都较传统BP算法有着更好
的译码性能。其中尤以 OV-RBP 算法性能最佳，与
之相近的是 SVNF-RBP 算法。 
图 8 展示了不同译码算法的收敛速度。采用码
型不变与信道类型不变， 0 2./ 5 dBbE N = 。由图 8
可以看出所有的RBP算法都较BP算法有更快的收
敛速度。其中尤其以 OV-RBP 算法以及 SVFN- 
RBP 算法更为明显。而当迭代的次数相对增加之
后，OV-RBP 算法，SVFN-RBP 算法以及 NW-RBP
算法的译码性能将会逐渐达到相同。 
表 4 是上述几个 RBP 算法的计算复杂度统计。
同样假定每个变量点的平均度为 vd ，校验点的度为
cd ，码长为N ，一共有M 个校验点。同样有 vE Nd=  








4  面向硬件实现的 Beyond-BP 译码算法 
4.1 低计算复杂度的译码算法 
对于硬件实现而言，BP 译码算法校验点 LLR
值更新过程中 tanh( )x 函数的运算可以采用查找表 
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图 7 不同译码算法在 AWGN 信道上的译码性能          图 8  BER 与不同译码算法最大迭代次数的关系 
表 4 几个 RBP 译码算法的计算复杂度统计 
译码算法 变量点计算 校验点计算 残存量计算 
BP E  E  0  
VC-RBP ( )( )/( 1) 1 1c v cE d d d−⎡ ⎤ − −⎢ ⎥  E  0  
NW-RBP ( )1vd E−  E  ( )( )1 1v cd d E−−  
OV-RBP E  E  ( )1cd E−  
SVNF-RBP ( )1vd E−  E  ( )( )1 1v cd d E−−  
 






因此，为了降低 tanh( )x 函数实现的复杂度，可
以采用两种方式：(1)通过拟合方式，即用加减和移
位操作来完成 tanh( )x 函数的近似计算；(2)采用
Min-Sum 算法，即用比较操作来代替 tanh( )x 函数的
计算。 
对于第(1)种方式，文献[39]提出了用 2 维折线








振荡抑制归一化 Min-Sum 算法。而在 2 维磁记录信
道上，利用密度进化技术对偏置 Min-Sum 与归一化
Min-Sum 算法进行优化，可使这两个算法具有等同







BF 算法性能，学者们提出了加权 BF(Weighted BF, 







度比率的译码算法(Reliability Ratio based WBF, 
RRWBF)，在对变量点度比较低的 LDPC 码进行译
码时，性能较 IMWBF 优秀；而最近文献[46]则提
出了一种动态加权 BF(Dynamic WBF, DWBF)算
法，该算法具有靠近归一化 Min-Sum 算法的性能。
国内方面，电子科技大学周亮教授团队在文献[47]
中提出基于平均幅度的 WBF(Average Magnitude 
based WBF, AMWBF)算法和文献[48]中提出了基
于幅度和的 WBF(Sum of the Magnitude based 
WBF, SMWBF)算法；而华中科技大学陶雄飞等人
则 于 文 献 [49] 中 提 出 了 基 于 变 量 点 的











因此文献 [50]中提出了用于偏置 Min-Sum 
(Offset Min-Sum)算法的 6 bit 量化方案，该方案使
得偏置 Min-Sum 算法具有近似浮点计算的 BP 算
法的性能。文献[51]中提出了用于 BP 算法的 6 bit
量化方案，该方案明显地降低了有限精度译码的错
误地板。 
自 2011 年起，亚利桑那大学的 Vasic 教授团队
提出并发展了有限字典迭代译码算法 (Finite 
Alphabet Iterative Decoder, FAID)[52,53]。虽然 FAID







值。即 2 1 1 2{ , , , , 0, , , , }s sL L L L L L= − − −M " " ，其中
iL 是正实数且当 i j< 时有 i jL L< ，而字典中元素的
个数称为阶数。 
考虑到 FAID 算法仅仅是针对变量点度为 3 的
规则 LDPC 码而设计的，那么变量点的更新操作其
实质上是一个三元函数的求解过程，即 
[ ]ch( , ) ( ), ( , ), ( , )v v c cL j i L j L s j L t jΦ=     (13) 
其中， N ( ) \js v i∈ 以及 N ( ) \jt v i∈ 。 
对于 BP 算法，式(13)表示的函数是一个累加过
程。但是对于 FAID 算法，其通过一个精心设计的








图 9 是关于 BP 算法、Min-Sum 算法和 FAID
算法对(155,64)Tanner码在BSC信道上进行译码时
的误帧率(Frame Error Rate, FER)对比图[52]。通过
对比发现，7 阶 FAID 算法译码效果优于采用浮点计
算的标准 BP 算法，尤其是在反转概率较低的时候
更加明显。同时，该结果也表示不同设计的 LUT 对
于 FAID 算法的性能有着直接的影响。 
 







5  Beyond-BP 算法在多层迭代系统中的应
用 
 因 IR 设计具有有效对抗信道衰落，易于实现以
及鲁棒性强等优点，故其可在多种系统中得到应 
用 [55 60]− 。而将 Beyond-BP 算法用于 IR 设计并进行
相应的改进，则该 IR 系统的性能能够得到明显的提
升。比如文献[58]中提出的针对块衰落信道的用于
MIMO 系统的 IR 优化设计。首先在接收端，该系
统利用针对块衰落信道的变量节点的 LLR 处理策





BP(Residual Ordered LBP, ROLBP)译码算法。实
验结果证实，采用 ROLBP 算法的 IR 设计具有更好
的译码效果。 
同样在多径衰落信道上，对基于多元差分混沌
移位键控(M-ary Differential Chaotic Shift Keying, 









图 10 是多元 DCSK-IR 系统的模型示意图。为
了避免复杂的载波恢复操作，M-ary DCSK 通信系 
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LLR 向量 deL 计算得到信道 LLR 向量 chL 。 
当对 LDPC 码进行译码之后，可以得到一个变
量点后验 LLR 向量 vL 并经过计算得到 deL 。采用
RO-BP 算法时，我们可以确定一些不可靠变量点。
用 ( )vL j 表示第 j 个变量点经过译码迭代操作后得到
后验 LLR 值，而用 de( )L j 表示与之对应的译码器反
馈 LLR。如果变量点 vj是可靠的，则有 
de ch( ) ( ) ( )vL j L j L j= −           (14) 
否则需要对 ( )vL j 进行进一步修正以缓解其所引发
的错误传递情况，即 
de ch( ) ( ) ( ) sign( ( ))v vL j L j L j L j γ= − − ⋅    (15) 
这里， γ 表示修正因子。 
基于RO-BP算法的多元DCSK-IR系统伪代码
可参见表 5。 
表 5  RO-IR 迭代算法伪代码 
算法 2  RO-IR 迭代算法 
(1)   初始化接收到非相干检测器输出向量 1=[ , , , , ]m Mz z z" "z ；
(2)   采用 GA 方法计算 chL ； 
(3)   采用 RO-BP 算法进行译码并得到 vL ； 
(4)   如果译码成功或达到最大 IR 迭代次数则结束迭代，反馈 
所译码字 s； 
(5)   否则根据变量点可靠度的判定利用式(14)和式(15)得到译
码反馈 LLR 向量 deL ； 
(6)   返回步骤 2，完成一次 IR 迭代。 
 
图11是笔者在多径瑞利衰落信道上采用16-ary 
DCSK 调制时测试得到的系统的 BER 曲线图。采用
3 径瑞利衰落信道，每条径的时延分别是 0, 3, 5，
与之对应的平均信道增益是 4/7, 2/7, 1/7。16-ary 
DCSK 调制的扩频因子数是 40。采用 1/2 码率的码
长为 500 的 AR4JA 码对传输数据进行保护。设定
最大 IR 迭代次数为 5 次，LDPC 码本地译码迭代次
数是 20 次，定义步进因子与修正因子都是 α =   
 
图 11 多径瑞利衰落信道上采用 16-ary DCSK 调制时 BER 曲线 
0.10γ = 。由图 11 可见，采用 IR 结构能够保证
M-ary DCSK 系统具有更强的纠错性能，而将













6  结论 
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