To improve the scope range of the traditional around view monitor (AVM) systems for Advanced Driver Assistance Systems (ADAS), we propose a wide-scoped surrounding top-view monitor (STM) system with the same equipment as the traditional AVM system. In the proposed system, four wide-view cameras are mounted on front, rear, and the both sides of the vehicle to capture sequential images; then each four images are composed into a single seamless surrounding top-view image of the vehicle with the view radius more than 30 meters. The proposed system consists of eight stages: camera calibration, vignetting effect elimination, distortion calibration, top-view transformation, image registration, brightness uniformity, color blending, and bowl model mapping. The system performance and image quality are evaluated in experiment.
Introduction
One of the main reasons for traffic accidents is caused from the limited field of view for the drivers. The driver is unable to absolutely understand the surrounding area when paying attention in front and also turning his head, look through the side-view mirrors to watch the area behind the vehicle. Especially the large vehicles like trucks, busses or other public transportation. Because of the construction, it's a challenging mission to take control with such large blind spot area around the vehicle, as the blind spot area of general vehicle
In last decade, several surrounding monitor systems employed different devices were proposed. In 2005, Nissan announced a parking assistance system known as "Around View Monitor". The system uses four wide-angle cameras mounted on the front, sides, and rear of the vehicle to capture images. These images are then synthesized into an image like a bird's eye view of the vehicle with its surrounding scenery. However, the synthesis image has four clefts in which the objects are invisible.
Employing four fish-eye CCD cameras located in the front, rear and both side of the vehicle, Honda has completed the development in Multi-view camera system in 2007. For the system setup and the manner of display, Honda Multi-view camera system is similar as Nissan Around view monitor, but for the function, Multi-view camera system has increased other information like visibility support and tight driving support, which provides a reference for the distance between the vehicle and approaching obstacles.
Ehlgen et al. [1] provided a parking constructed with two catadioptric cameras. The cameras have been mounted on the left and right rear roof edge of the vehicle to create a bird-view of the surrounding area behind the vehicle as well as the area on the left and right hand side. For the sake of extending to a larger visible region, their study has stretched the bird-view image that provides a larger field of view.
Ehlgen and Pajdla [2] developed a bird-view surrounding monitor system that suitable for the large vehicles like buses, trucks and truck-trailer combinative vehicles. Their system is consists of four omnidirectional cameras mounted on a truck and trailer. The magnetic sensor is used to measure the kink angle between the truck and the trailer and depends on the direction of a magnetic field to correct the overlap of bird's-eye view image between the truck and trailer.
To increase the view scope, we propose a wide-scoped surrounding top-view monitor system. The proposed system consists of eight stages: camera calibration, vignetting effect elimination, distortion calibration, top-view transformation, image registration, brightness uniformity, color blending, and bowl model mapping as shown in Fig. 1 . Fig. 1 . The block diagram of wide-scoped STM system.
Seamless Top-view Monitoring
The tasks of the wide-scoped surrounding top-view monitor system are divided into off-line and on-line processes as shown in Fig. 2 . The off-line processes: camera calibration, vignetting effect elimination, distortion calibration, top-view transformation, image registration and the on-line processes: bright uniformity, color blend are described in this section. These processes are also used to create a seamless surrounding top-view monitor (STM) system. Camera's parameter calibration The purpose of camera calibration is to obtain the corresponding relation between three-dimensional world coordinate system and the two-dimensional image coordinate system. Before the cameras are installed, we can calibrate the intrinsic parameters for getting the transformation between image coordinates and camera coordinates. After mounting the cameras on the vehicle, we calibrate the extrinsic parameters which relate world coordinates to each of cameras coordinates.
Zhang [3] proposed a flexible, robust and low cost method for camera calibration. We print the pattern and attach to a planar surface, and then only utilize the camera to observe a planar pattern shown in two or more different orientations. Either the camera or the planar pattern can be freely moved. The motion need not be known.
We utilize the algorithm and camera model to calculate the constraints on the camera's intrinsic and extrinsic parameters by estimating the homography between a planar model containing the calibration target and several images of this target.
In the Zhang's model [3] , if the coordinates of a 3D point pw is [x w y w z w ] T and its 2D image point q is [u v 1]T, then
where s is a non-zero scale factor; R and t are 3×3 rotation matrix and 3×1 translation vector, respectively; A is camera intrinsic parameters matrix,
where (u o , v o ) is the camera optical axis center on the image coordinate system;  and  are the focus lengths in image u and v axes, respectively;  is the skew parameter between photosensitive element array (CCD) and lens structure. There are totally twelve extrinsic parameters and five intrinsic parameters. Zhang has proposed a sequence computation to initially estimate the intrinsic parameters and then refine the extrinsic parameters by solving the nonlinear minimization problem with the Levenberg-Marquardt algorithm [3] .
Wide-angle lens distortion correction Based on the characteristic of wide-angle camera, we can achieve the surrounding monitor system with a few cameras; however, the wide-angle lens bright distorted images. The goal of distortion calibration is just to correct the lens distortion to get the mapping between the actual image plane and the perspective camera model. Many distortion models have been proposed such as the classical polynomial model [4] , the division model [5] , the rational model [6] , stereographic projection [7] , and the unified catadioptric model [8] .
We here utilized the FOV model proposed by Deverney and Faugeras [9] to calibrate the lens distortion. The larger incident angle between 3-D point and optical axis is, the larger distance between image point and image center is. In the FOV model, the change of incident angle is proportional to the change of distance,
where ω is the distortion parameter associated to field of view, and the inverse function is 
Elimination for vignetting effect
Vignetting is caused by partial obstruction of light from the object space to image space. We divide the vignetting effect into two reasons: natural vignetting and mechanical vignetting. We observe if the object is a plane of uniform brightness exactly perpendicular to the optical axis, the luminance of image fall off with the distance away from the image center. The luminance at the off-axis image point is described as
where I 0 is original luminance, I(θ) is the luminance, and θ is the angle of the off-axis at the entrance angle [10] . If the effective focal length f of camera lens, we can take the distance r of the point to the center in the image as 
The effect resulted from the mechanical vignetting is modeled by a parameter α,
We combine Eqs. (6) and (7) as
To estimate parameter , we calculate the square error between the points in the image and their actual illuminance by capturing the object with uniform illuminance,
is the error for a point. r u is calculated by inverse function of distortion model for the distance r. One result of elimination for vignetting effect is shown in Fig. 3 . 
where H is a homography matrix.
We can use the intrinsic and extrinsic parameters of the cameras to construct the homography matrix. Assume the ground is the plane of WCS which means Z = 0. The top-view image is generated from a virtual camera with image plane being parallel to the ground. 
The projection is a one-to-one transformation; thus
Assume the relation between the virtual image plane and the WCS is 
One example through the distortion calibration and top-view transformation is shown in Fig. 4 . 
Image registration
Theoretically, the four top-view images can be registered by the camera extrinsic parameters; however, there is still a little error; thus the four top-view images need further registered by an extra process. The registration only needs to consider the rotation and translation problem; thus a similarity transformation,
with the least squares estimated parameters (a, b, u, v).
Brightness uniformity
Environmental light source and the different levels of exposure of the four cameras make the image's brightness significantly different. We here compute the brightness mean and standard deviation of each image, then adjust those images brightness into a similar illumination by 
Wide-Scoped Top-view Monitoring
To generate a wide-scoped top-view surrounding image, the bowl modeling and bowl mapping are combined into the seamless STM system and will be proposed in this section.
Actually, the top-view transformation can be extended to a larger-area surrounding image as one example shown in Fig. 6 (a) . However, the far-distance region is heavily distorted; thus the key task is how to de-distort the image as shown in Fig. 6 (b) . 
where (x n , y n ) is the new coordinates after warping transformation, (x o , y o ) are the coordinates of top-view image, (x c , y c ) is image center, R is the maximum radius after transformation, and . After transformation, the original square image will become a circle image. To maintain the center area un-deformed, the center area must be transformed by another formula Thus,
is used instead of the original x n , where x n is the new coordinates location after warping transformation, x e is the external-range coordinate, x i is the internal-range coordinate, c is a constant usually set at 1.50~1.70. One example of the final warning image is shown in Fig. 6 (c) .
Experiments
We employed four low-cost wide-angle 1/4 inch CMOS cameras for experiments. The cameras providing a horizontal view angle about 136 degrees and 115 degrees vertical angle. The algorithms were implemented in C++ programming language and Microsoft Foundation Class (MFC) Library, and all experiment were excepted on a general PC with Intel Pentium Core2 Duo 2.66GHz and 1.99GB RAM, Microsoft Windows XP professional operation system.
Four experiments with four sequences of synchronous images are presented as shown in Figs.7 -10.
The performance of the proposed system is dependent on the speed of on-line processes: geometric transformation of images, brightness uniformity, and color blending. Currently, we can generate the STM images with 15 -20 frames per second. 
Conclusion
In this study, we employed four wide-view cameras mounted on each side of the vehicle to monitor the surrounding traffic situation for driver to avoid the possible collision. Different from the current parking assistance systems, the proposed system provides a wide-scoped surrounding top-view monitoring area with the same equipment for the traditional STM system.
The surrounding top-view monitor system is useful for driving in the narrow street or parking. The larger view area helps the driver focus on understanding the parking size and the collision distance from the vehicle, it is especially useful in slower speed.
The wide-scoped surrounding top-view monitor system is also useful for driving in the urban area under 40 km/hr speed. It is sufficient in time to avoid possible collision around the host vehicle. The wide-scoped top-view monitoring system can also be used as a blind spot detection for lane change assistance on the highway.
The result of the wide-scoped top-view monitoring system is affected by the camera view angle and the image resolution. We are able to improve the quality of synthesis images by employ the wider-angle camera and higher resolution video devices. Furthermore, the system is just migrated into an embedded system.
