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Abstract 
An upper bound is given for the mean square Wasserstein distance between the empirical measure of a sequence of i.i.d. 
random vectors and the common probability law of the sequence. The same result holds for an infinite exchangeable 
sequence and its directing measure. Similarly, for an i.i.d. sequence of stochastic processes, an upper bound is obtained for 
the mean square of the maximum, over 0 d t < T, of the Wasserstein distance between the empirical measure of the 
sequence at time t and the common marginal law at t. These upper bounds are derived under weak assumptions and are 
not very far from the known rate of convergence pertaining to an i.i.d. sequence of uniform random vectors on the unit 
cube. Our approach, however, allows us to get results for arbitrary distributions under moment conditions and also gives 
results for processes. An application is given to so-called diffusions with jumps. Moment estimates for these processes are 
derived which may be of independent interest. 
Keywords: Empirical measures; Wasserstein distance; Diffusions; Propagation of chaos 
1. Introduction 
Let p be a probability measure on [Wd and let X1, X2, . . . ,X, be i.i.d. random variables (r.v.‘s) 
with common probability law ,u. Let 
be the empirical measure of X 1, X2, . . . , X,; we refer to ,u as the “source” of the sequence {X, } or of 
the sequence of empirical measures. Then it is well known that pn -+ p a.s. in the topology of weak 
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convergence. Moreover if 
CT~ = Ix12p(dx) <co 
s 
then it can be shown that 
_ ’ i: x? = jlxl”p.(dx) + c2 
n i=l 
as. and in L’(P). From this it follows that p2(pn, p) + 0 a.s. and in L2(P), where p2 is the 
Wasserstein metric of order 2 (defined below). Convergence in p2 is equivalent to weak convergence 
together with convergence of the second moment. 
In this article we investigate the rate of convergence to zero of Epi (,u,, ,u). A similar result is 
obtained for infinite exchangeable sequences except that the common probability law must be 
replaced by the directing measure. Finally a mean square uniform rate of convergence is obtained 
for an i.i.d. sequence of stochastic processes on a finite time interval. 
The motivation for this work was our paper [6] in which we found, as other authors, e.g., [lo], 
had earlier, that the Wasserstein metric is convenient for formulating weak convergence results for 
the empirical measures of finite interacting particle systems related to the Boltzmann equation. 
That, however, involves finite exchangeable sequences of processes, and the question of mean 
square rate of convergence is still open in that situation. 
We denote by y2 (or ~3’~ (Rd) if necessary) the space of probability measures on (the Bore1 sets of) 
Rd having finite second moments, i.e., such that 
s Iu12p(du) < cc. 
(Integrals without limits are understood to be over the whole space.) 
The Wasserstein metric of order 2, denoted by p2, is the metric on P2, defined by 
pi(,~,v) = inf 
is 
IU -u12M(dudu): M EF(,u,v) 
1 
, 
where F(p, v) denotes the set of probability measures on Rd x Rd with marginals ,u and v. (Here and 
below 1. I denotes the usual Euclidean norm on the appropriate space.) Equivalently, 
pi(p,v) = infEIX -Y 12, 
where the “inf” is taken over all pairs of T.v.3 X, Y having laws p, v, respectively, in other words, 
over all couplings of p and v. The Wasserstein metrics of orders other than 2 are defined similarly. 
For a proof that the above definition does indeed give a metric, see [S]. 
Our result for the i.i.d. case is the following. 
Theorem 1.1. Suppose c := 1 I u I d+5 p(du) < co; then there is a constant C, depending only on c and the 
dimension d, such that 
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Although we shall not bother to do so, the constant may be identified explicitly by doing some 
bookkeeping throughout the proof (but see the remark at the end of Section 4). The condition on 
the (d + 5)th moment is perhaps connected with our method of proof rather than being essential to 
the result. 
For comparison we mention two related results: (i) If the source ,U is the Lebesgue measure on 
[0, l]“, then [ll] ford 3 3, E pi@,,, ,u) = 0(n-2’d). (ii) Rachev’s generalization [9, Theorem 11.1.61 
of Dudley [4] gives, under a metric entropy condition, a rate Ep$(p,,, ,u) = O(n- ‘Id) at best (e.g., 
using Rachev’s notation, let r + a3 and CI -+ 1). Our rate of O(n - 2/(d+4)) is derived under very weak 
assumptions, and, more importantly, our methods extend to the case of stochastic processes. 
Theorem 1.1 is also valid, with a slight modification, for infinite exchangeable sequences. Let 
X1,X2> .‘. be an infinite exchangeable sequence with directing measure p [l]. Thus ,u is now 
a random measure on [Wd and, conditional on p, the r.v.‘s X, are i.i.d. with source p. Let b be the 
marginal distribution of X,, so p(B) = E p(B). We then have the following corollary of the proof of 
Theorem 1.1. 
Theorem 1.2. Suppose c := j 1 u 1 df 5 /?(du) < co; then there is a constant C, depending only on c and d, 
such that 
The paragraph following Theorem 1.1 also pertains here. Notice that here the empirical 
measures converge to the directing measure rather than to the one-dimensional marginal. 
Now consider an i.i.d. sequence of processes X,,(t) with sample functions in D := D( [0, 11. rWd), i.e., 
the space of cadlag functions (i.e., right continuous and having left limits at each point) on the unit 
interval, with values in [Wd. Let X(t) denote a process having the same law. The empirical measure at 
time t based on Xi (t), . . . , X,(t) is defined by 
The source for this sequence is ,u~, the marginal law of the process X at time t. In this case we give 
a bound on the mean square uniform rate of convergence, i.e., of convergence to zero of 
E sup, G f c 1 pz (pf, pt) under very mild conditions. 
Theorem 1.3. Suppose, for some constants p > 2 and c < 00, 
(i) EjX(t)ld+’ d c for 0 d t d 1, 
(ii) E/X(s) - X(r)(PIX(s) - X(t)lP < clt -r12, 0 G r <s < t < 1, 
(iii) EIX(t) - X(s)Ip < clt -sI, 0 d s d t < 1, 
(iv) EIX(t) - X(s)12 < clt - sl, 0 d s < t < 1. 
Then there is a constant C, depending only on p, c, and the dimension d, such that 
E sup pz(,$,pt) d Cn-21(d+8). 
osts1 
A natural problem at this point would be to find an upper bound for E pi(Pn, P), where P is the 
law on D of the process X and P,, is the empirical measure of the random elements Xi, . . . , X, of D. 
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The methods of the paper break down in this case, however, because of the difficult behavior of 
measures on function spaces. We are currently working on this problem. 
The rest of the paper is organized as follows: Section 2 contains some preliminary results, and the 
proof of Theorem 1.1 follows in Section 3. The proof of Theorem 1.2 is also given in this section. 
Theorem 1.3 is proved in Section 4, and the last section contains an application of these results to 
diffusion processes with jump components, as defined in [7]. In this connection we give moment 
estimates for these processes which may be of independent interest. 
2. Preliminary results 
In this section we collect several results that will be needed later, and which are of some 
independent interest. 
Lemma 2.1 (Carlson’s lemma). Let g be a nonnegative, measurable function on Rd; then, for p > d, 
s 
g(X) dx d c,, d (2.1) 
where 
c J adn p’d = sin(xd/p)dd’P(p - d)lPdiP 
and ad is the surface area of the unit sphere in Rd. 
This is a slight generalization of Carlson’s lemma [3, p. 1141, and may be proved the same way. 
For our purposes it suffices to take p = d + 1 and to write (2.1) thus: 
s 
g(x)dx d Cd /( lg2)‘lfd”)( j-,x,d+lg2)liid+1’, 
from which follows 
s g(X)dx d Cd (Ixldf’ + l)s2(x) dx, (2.2) 
where Cd is a constant depending only on d. Here as elsewhere throughout the paper, the same 
symbol may be used for a constant whose value varies from line to line. 
Inequality (2.2) has a cheap direct proof: write g = g(l + l~l~+~)~‘~(l + l~l~+‘)-~‘~ and use the 
Cauchy-Schwarz inequality. 
Lemma 2.2 (Density coupling lemma). Let f, g be p.d.j?s on Rd such that 
s 
Ix12UW + g(x)) dx < ~0, 
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and dejine p(dx) = f(x) dx, v(dx) = g(x) dx; then 
P&V) G 3 
s 
b121fb) - &)I dx. 
Proof. First observe that p, v are in P2. Now define a coupling of ,U and v, i.e., a probability 
measure M on Rd x Rd with marginals p, v, by 
s cp(x,y)M(dxdy) = & s s cpk y)(f(x) -f A dx)My) -f A g(y)) dxdy 
+ s cp(x> )f A g(x) dx, 
where A = Jf A g(x) dx and q(x, y) is any nonnegative Bore1 function. It is easy to check that the 
marginals are as stated. 
Next, compute 
s 
lx - yl’MWd.d = 
s 
Ixl”W4 -f A &))dx + 
s 
Ivl”My) -fA dy))dy 
- & s x(f(x) -f A g(x))dx. s YMY) -.I” A g(y)) dy 
= 
s 
Ix121f(4 - &)I dx 
- & s x(f(x) -f A s(x))dx. s YMY) -f A dy))dy 
(the dot indicates the usual inner product in Rd). 
Now 
If I (s 
112 
I4”lf -f A sldx > (s 
117. 
x(f (xl -f A g(x))dx d If-f A gldx 
> 
> 
112 
= Ixl”lf - gldx (1 - A)“? 
Thus 
s lx - y12dM G 3 s Ixl”lf -sldx, 
and the result follows, since pi (p, v) < s lx - y l2 dM. 
Of course the same result will hold for densities with respect to any measure. 0 
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Lemma 2.3 (Pollard’s lemma). For any r.z).‘s Z1, . . . , ZN, 
E max lZkl <,,hJD. 
1SkCN k 
Proof. 
EmaxIZ,I d ,,/EmaxZz 
< ,/NmaxEZi. 0 
This result was found in the notes of Pollard [S]. 
3. Proof of Theorem 1.1 
We write Qd - N(0,021) to indicate that @, is the multivariate normal distribution on Rd with 
mean vector 0 and dispersion matrix cr21, g2 > 0, I the d x d identity matrix. 
For any probability measure p on Rd, let ,u” := @,, *p be the convolution of @,, and /A. Thus @’ will 
have the p.d.f. gd := d0 *p, 4d being the p.d.f. corresponding to @,, . 
Lemma 3.1. If ,LL E Y2, then pz(f,p) < da2. 
To see this, let X and Y be independent random vectors with laws p and @,, respectively 
(notation: X - 11). Then (X, X + Y ) is a coupling of p and PO, and pz(p”, p) < E 1 Y I2 = da2. 
Now let X1, X2, . . . be i.i.d. with source p E g2, and let 11, be the empirical measure, all as in 
Section 1. The triangle inequality gives 
P&4&4 d 3(&n&~) + P;(/C%7 + P%04)7 
thus 
PGzJ4 6 C(Q2 + P&4k0). (3.1) 
Here c2 > 0 will be chosen later. 
Let g” := 4(r * ,U and gz := 40 *p,, be the p.d.f.‘s of p* and ,uz, respectively; gz is given by 
St(x) = k .$ 40(x - xi). 
1-l 
By Lemma 2.2 and inequality (2.2) we have 
PAM&‘) G 3 Ix121g’W - d(x)ldx 
s 
bC (lxld+5 + 111 g”(x) - &WI2 dx (3.2) 
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from which follows 
EP:(Ph”“) G c Js (Ixld’” + l)E 1 g”(x) - gn”(x)12 dx. (3.3) 
Since g:(x) is the mean of PI i.i.d. r.v.‘s, the expectation in (3.3) is (l/n) V(~,(X - X)), since 
E g”,“(x) = g”(x), where V stands for variance and X - p. The indicated variance is dominated by 
E 4: (x - X), and we obtain 
EP;~P::d) <s- 
J n 
Now observe that 
(14d+5 + 1) 4% - y)p(dy)dx. s (3.4) 
43(x) = 2-d’2(27c)-@0#$&(x). (3.5) 
Using this, the integral in (3.4) is easily seen to be dominated by 
(4n)d’2ri-d(l + 2d+4(nd+5ElZld+5 + [lrid+ip(dl.))! = CYd, 
where Z - N(0, I) and we assume G 6 1. Thus 
E&&/P) < Cn-“2~-d’2. (3.6) 
Taking expectations in (3.1) we get 
E&/A&) < C(o2 + K1’z,-d’2). (3.7) 
Choose B = .-1/(dt4J, and Theorem 1.1 is proved. 
The proof of Theorem 1.2 is virtually the same as that of Theorem 1.1, except that the notation 
y now refers to the directing measure. In Eq. (3.3) we take conditional expectation given ,LL instead of 
the ordinary (unconditional) expectation, and, arguing as in (3.4) but conditional on p, we get 
E(p;(p:,p”) 1 p) < Ca-d'2n- “’ /G + Cz jhd+5/4W. 
for some constants C, Cr , C2. Taking expectation yields (3.6), and the proof is finished as before. 
4. Proof of Theorem 1.3 
Let N be a positive integer, to be chosen later, and let tk = k/N, 0 < k < N, so the tk partition 
[O, 11. Using the notation of Section 1, let 
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Then 
sup PZ(G F ) t < 3 max Zk + max pi (p:, , pL,,) + max 
C 
SUP &t,, A) . 1 (4.1) O<t<l k k k trst<tx+, 
The last term on the right is easy to handle: pr, and pt are coupled by X(tk) and X(t), so, by (iv), 
p;(,%,,&) d ElX@k) - X(t)l2 G Citk --ti. 
Thus the contribution of the last term on the right-hand side of (4.1) is at most C/N. 
Next we consider the middle term. Let G > 0 (to be chosen later). With the notation of Section 3, 
we have 
k 
the last inequality by Lemma 3.1. 
By Pollard’s result, Lemma 2.3, 
E max pa (&” 
k 
(4.2) 
Now, as in (3.2) 
P:(P:,‘~,P~~,) < C 
s 
(1~1~‘~ + l)lg:,‘“(x) - g;(x)j2dx, 
where g:,‘“(x), g:,(x) are the p.d.f.‘s of &*“, PUP,. Arguing as in Section 3 and noting (i), we find 
and (4.3) yields 
(4.3) 
Putting everything together in (4.1) we have 
~suPP22($~~t) l/N+~~+cr-~‘~@+EmaxZ, 
k k > 
(4.4) 
(45) 
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Finally we analyze the term involving Z k. Define a random vector in (lRd)” by 
Y(t) := -L (Xl (t), . . . 
J 
2 x,(t)). 
n 
Then, for t1 < t G t2, 
= E t $ [Xi(t) - Xi(tl)l' 
PI2 
> ( i $ IxjCt2) - Xjtt)12)p’2 
d E 
( 
i $ \xi(t) - Xi(,,,l’) (’ i IXj(t2) - Xj(t)I’) 
n 1 
= f i E(IXi(t) - Xi(tl )I”IXi(t,) - Xi(t)IP) 
1 
+ $ C E(lXi(t) - xi(t,)IP)E(IXj(t2) - xj(t)I”) 
i#j 
< Clt, - t1 12, 
using the independence of Xi and Xj for i # j, and conditions (ii) and (iii) of the theorem. 
By the argument in [2, Eq. (15.26)], there is a constant K = K,, depending only on p, such that 
P sup min(lY(t)-Y(tl)l,IY(t2)-Y(t)l)>A dCK/1-2PIt2-t1/2, 
> 
(4.6) 
II <r<t, 
hence 
E 
[ 
sup I y(t) - Y(t,)14 A I r(t,) - r(t)14 < cKlt, - tl 12, 
rr <r<r, 1 
i.e., 
E 
[ ( SUP ~$IXi(t)-Xi(tl)l” A k$jXi( t2)-xi(l)li)2] d CKlt2 -tI12* (4.7) t,<tSf* 
It is easy to check (see [6, Eq. (3.2)]) that 
Pti(/-C,PU:,) d $, IxiCt) - Xi(tl)12, 
so that (4.7) implies (replace t 1, t2 by tk, tk+ 1) 
EZ,Z ,< CKIN2. (4.8) 
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Putting this into (4.5) we have 
E sup &c:, fi,) d C(l/N + g2 + Kd’2&$ + I/@) 
t 
< C(02 + c -qvjLl + l/&G). (4.9) 
The choice CJ = IZ- 1’(d+8), N = ,4/(d+8) now gives the result. 
Although one can write the constant C in (4.9) explicitly, it can be quite large since it is a multiple 
of K in (4.8). Billingsley [2, Eq. (12.69)] gives a method for deriving K; using his notation we are 
interested in K = Ki, 1, and, for example, when p = 2, we find K = 1760 675. Of course one can do 
much better in special cases. 
5. Examples 
In this section, we will show that if X(t) is an Rd-valued diffusion with jumps then, under given 
conditions, it satisfies the moment estimates assumed in Theorem 1.3. Such processes are discussed 
in [7, Chapter 131. A specific example is indicated below. 
Suppose X(t) is a solution to an SDE 
dX(t) = o(t, X(t))dW(t) + b(t, X(t))dt + h(t, X(t -), z)@(dtdz), (5.1) 
where IV(t) is an Rd-valued standard Wiener process, N is a Poisson random measure on 
[0, T] x Rd with intensity measure /1 given by 
(1 (dt dz) = ;It (dz) dt, 
fi = N - /1, o(t, x), b(t, x) are measurable functions on [0, T] x Rd taking values in d x d matrices 
and Rd, respectively, and h(t, x, z) is an Rd-valued measurable function on [0, T] x Rd x Rd. 
We assume that X(0) is independent of W, N and that X(t) is Ft-adapted, where 
pt = a(X (0), W(s), N( [0, s] x A), s < t, A Bore1 in Rd). 
We further suppose that 
I&X)12 d C(I + Ix12), (5.2) 
Ib(V)12 d C(1 + lx12), (5.3) 
EIX(0)ldfS <co, (5.4) 
and for 2 < q d d + 5,O < r < T, 
s h4(r,x,z)3Lr(dz) d C(l + [xl”). (5.5) 
We are going to prove that under these conditions, the process X(t) satisfies the moment 
conditions imposed in Theorem 1.3. Moment bounds for diffusions with jumps are not available in 
the standard literature on the subject, though all treatments of continuous diffusions have moment 
estimates. Thus we are including full proofs of the steps involved. These moment estimates are of 
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independent interest. It may be noted that throughout this section, the number d + 5 plays no 
special role and can be replaced by any po, p. 3 2. Our first step is the following. 
Lemma 5.1. For 2 < p d d + 5, s < t, one has 
~Clx(~)l”l%l G C(1 + IX(S)lP)> 
EC/X(t) - X(s)lPI&] d C(1 + lX(s)lP)(t -s). 
(5.6) 
(5.7) 
Proof. Let F(x) = IX/~. Applying Ito’s formula [6, p. 1093 one has that 
M(t) = F(X(t)) - F(X(s)) - ‘L,F(X(r))dr - 
s 
‘K,F(X(r))dr 
S s S 
is a local martingale, where 
LF(X) = 1 h(r,X)g (X) + i C 
1 QiGd 1 1 bl,JQd 
K,.F(x) = F(x + h(r,x,z)) - F(x) - lGTSdg(x)hi(r,x,z) k(dz), 
I 
and b = (bi), h = (hi), 0 = (Cij) and Uij = &Oik~Jjk. NOW UShg the fact that 
I I g b) d c1 IxIp-l, 
I I 
-gg (XI G c21xIp-2~ 
J 
(5.8) 
(5.9) 
we can conclude that 
ILJ’(x)I d CJ(~ + Ixl”). 
Using Taylor expansion and (5.9), it follows that 
(5.10) 
F(x+ h(‘,X,Z))-F(X)- ls~cd~(x)hi(r,X.Z) < C41h(r,x,z)12{lh(r,x,z)JP-2 + IxIp-‘} 
1 
(5.11) 
and then using the assumption (5.5) for q = 2 and q = p, we get 
Ik’,Fb)l G Cs(l + Ixl”). 
Let Q,, be stopping times such that M(t A a,) is a martingale, for t > s. Let 
(5.12) 
and let z, = G,, A G,‘. Then M(t A 7,) is a martingale for t 2 s and hence for a set A E PS, one has 
s 
t A r. 
ECl,F(X(t A d)l d ECl.FW(s))l + El,=, (1 + (X(U)jP)du. (5.13) 
S 
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We can rewrite this as 
E[l,4(1 + IX@ A L)lP)l d ECl‘4(1 + IX@ A 5z)lP)1 +E I,4 
s 
’ (1 + (X(u A z,)lP)du. 
s 
By choice of z,, jL(l + jX(u A z,,)lp) d u is a bounded function, for a fixed it, and thus by Gronwall’s 
lemma one has 
ECl‘4(1 + IX(t A Gl)lP)l G GEC1‘4(1 + IX(s)IP)l, 
where C6 does not depend on n. Now letting n +co, we get 
~C~AIX(~)I”I 6 c~ECl,(l + IX(s)Ip)l- 
Since in (5.15), A E 9, is arbitrary, we get the required inequality (5.6). 
For (5.7), noting that by Ito’s formula, 
(5.14) 
(5.15) 
N(t) = F(X(t)) - F(X(s)) - 
s 
*L,F(X(r))du - 
s 
tK,F(X(r))dr 
s s 
for t > s is again a local martingale, we can deduce that 
E[l,IX(t) - X(s)Ip] < C,E 1A 
[ s f (1 + IX(u)IP s )du 1 (5.16) 
and then using (5.15) one gets 
EC~A Ix(t) - X(s)Ipl G CTEC~A(~ + Ix(~)I~)l(t 
Since A E Fs is arbitrary, we get (5.7). 0 
- s). (5.17) 
Taking s = 0 in the previous lemma, it follows that for 2 < p < d + 5 
E[lX(t)l”] d CE(1 + lX(0)Ip) < 00 (5.18) 
and 
E[lX(t) - X(s)Ip] < C(t - s). (5.19) 
Thus conditions (i), (iii) and (iv) in Theorem 1.3 hold for 2 < p d d + 5. We will show that (ii) holds 
for 2 < p < &d + 5). This will show that X(t) satisfies the conditions of Theorem 1.3 with say 
p = 4(d + 5). For (ii), taking r < s < t, note that (for p d i(d + 5)), 
hW) - x@)IPIXV) - X(s)Ip = ECIX(r) - xb)IPECIX(t) - X(s)IpI~II 
< C(t - s)E[lX(s) - X(r)Ip(l + IX(s)F’)l 
< C(t - s)ECIX(s) - X(r)lpU + \x(r)lp)l 
+ C(t - s)E[IX(s) - X(r)12p] 
< C(t - s)(s - r) 
< C(t - s)? 
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We have used (5.7) and (5.19) above. This proves that if the diffusion process satisfies (5.2)-(5.5), 
then it satisfies the conditions of Theorem 1.3. 
As mentioned in the Introduction, we were led to this problem in connection with the Boltzmann 
equation and the associated finite particle systems. This is still open. However, it can be verified 
that the so-called Boltzmann process considered in our paper (see [6, Eq. (4.10)] satisfies conditions 
(5.2)-(5.5) and h ence the conditions in Theorem 1.3. 
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