Inclusive doubly differential cross sections d 2 σpA/dxF dp 2 T as a function of Feynman-x (xF ) and transverse momentum (pT ) for the production of K 0 S , Λ andΛ in proton-nucleus interactions at 920 GeV are presented. The measurements were performed by HERA-B in the negative xF range (−0.12 < xF < 0.0) and for transverse momenta up to pT = 1.6 GeV/c. Results for three target materials: carbon, titanium and tungsten are given. The ratios of production cross sections are presented and discussed. The Cronin effect is clearly observed for all three V 0 species. The atomic number dependence is parameterized as σpA = σpN · A α where σpN is the proton-nucleon cross section. The measured values of α are all near one. The results are compared with EPOS 1.67 and PYTHIA 6.3. EPOS reproduces the data to within ≈ 20% except at very low transverse momentum.
Introduction
The study of strange particle production in proton induced reactions has a long history, starting from the discovery of strange particles in cosmic rays in the 1950s. Numerous studies have been made (see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , and references therein]) including fixed-target experiments at Center-of-Mass (CM) energies up to 40 GeV, mainly with bubble chambers, as well as at CERN's Intersecting Storage Ring in the 1970s and early 1980s ( see [21] [22] [23] [24] ) and later at the SPS Collider [25] . More recently, studies of strangeness production at a CM energy of 200 GeV in both proton-proton and deuterongold collisions at RHIC have been published [26, 27] . A detailed understanding of the underlying production mechanism, particularly in proton-nucleus interactions, is lacking. Further work, both experimental and theoretical, is needed both to improve the modeling of atmospheric cosmic ray showers, and to serve as a reference for strangeness production studies in heavy ion collisions. The study presented in this paper was performed at the highest available fixed-target energy and benefits from a large sample size.
We present the doubly differential cross sections for K 0 S , Λ, andΛ production in proton collisions with carbon, titanium and tungsten targets at a CM energy of √ s = 41.6 GeV as a function of the squared transverse momentum range (p T ) in the range (0 < p 2 T < 2.5(GeV/c) 2 ) and Feynman-x (x F ) in the range (−0.12 < x F < 0.0). The cross sections and derived quantities are compared to predictions obtained from PYTHIA 6.3 [28] and the EPOS 1.67 event generator [29] . PYTHIA is not designed to model protonnucleus interactions, but the comparison is nonetheless instructive. EPOS is an event model currently under development which has recently been shown to accurately account for many features of proton-proton [26] and deuteron-gold collisions at RHIC [29] . The EPOS model is based on parton-parton interactions in which cascades of usually off-shell partons ("parton ladders") are produced which eventually hadronize into the observed final state hadrons. More than one parton ladder is generally produced. In the case of protonnucleus collisions, the partons representing the ladder rungs can "rescatter" with other target nucleons via elastic or inelastic interactions. This leads to increased screening and also p T broadening with increasing target mass number.
In the following sections we briefly describe the detector, the analysis and finally present the results. The study presented here supersedes the previously published HERA-B study [30] whose results are inconsistent with those presented herein largely due to errors in the detector description used for the previous study.
HERA-B experiment and data sample
HERA-B was a fixed target experiment at the proton storage ring of HERA at DESY [31] . Collisions were produced by inserting one or more wire targets into the halo of the 920 GeV/c proton beam. The centerof-mass energy in the proton-nucleon system was √ s = 41.6 GeV.
The detector was designed and built as a magnetic spectrometer with a forward acceptance of 15-220 mrad in the bending (horizontal) and 15-160 mrad in the non-bending (vertical) plane. The target system [32] consisted of two stations separated by about 5 cm with four wires each. The wires were positioned above, below, and on either side of the beam and were made of various materials including carbon, titanium and tungsten. The vertex detector system (VDS) [33] was a planar micro-strip vertex detector providing a precise measurement of primary and secondary vertices. The VDS consisted of 8 stations (with 4 stereo views each) of double-sided silicon strip detectors mounted in movable Roman Pots which allowed operation as near as 10 mm from the beam and provided for retraction during beam manipulations. The vacuum vessel housing the detector was an integral part of the HERA proton ring. The VDS was followed by a large aperture dipole magnet with a field integral of 2.13 Tm, and a set of tracking chambers (OTR) [34] consisting of ≈95,000 channels of honeycomb drift cells. Particle identification was performed by a Ring Imaging Cherenkov detector [35] , an electromagnetic calorimeter [36] and a muon system [37] .
This analysis is based on about 10 7 interactions on each of carbon, titanium and tungsten targets. The data set is a subsample of the full minimum bias data set (2·10 8 events) which was taken over a three-day period from a single filling of protons in the HERA proton ring to minimize systematic uncertainties. Only one of the three target wires was in use at a time. All data were recorded with an interaction rate of 1.5 MHz, corresponding to about one inelastic interaction per six bunch crossings. Non-empty events were selected using an interaction trigger which required at least 20 hits in the RICH detector (compared to an average of 33 for a full ring from a β = 1 particle [35] ) or an energy deposit of at least 1 GeV in the electromagnetic calorimeter. The trigger was sensitive to more than 97% of the total inelastic cross section σ inel [38] . The data sample also includes about 5 · 10 5 events per target selected at random, with no trigger requirement, which were taken at a 10 Hz rate throughout the data taking period. These "random" events were used for luminosity determination and systematic studies.
The entire V 0 candidate reconstruction chain was based exclusively on information from the VDS and OTR. All events were reconstructed with the standard HERA-B analysis package [39] .
Data analysis
The K 0 S , Λ andΛ particles are reconstructed from their two particle decays
For this analysis, a track consists of matched reconstructed OTR and VDS track segments. A search for a primary vertex is performed using them and, if successful, the interaction point is taken to be the location of the found vertex. If unsuccessful, the position of the target wire together with the average position of interactions along the wire are used. In each event, a full combinatorial search for V 0 candidates is then performed.
V
0 candidates are selected from all pairs of oppositely charged tracks which form a secondary vertex downstream of the interaction point. The minimum distance between the two tracks of a pair is required to be less then 0.14 cm. The π + π − , pπ Finally, a cut on the product of the transverse momenta of the decay products relative to the flight direction of the V 0 candidate and the proper decay length of the V 0 ,p T · cτ > 0.05 GeV/c · cm, is applied. This requirement rejects short-lived combinatorial background from the target region and also reduces background from γ → e + e − conversions.
The final invariant mass distributions for selected K 0 S , Λ, andΛ candidates from the carbon target sample are shown in Fig. 1 . Distributions from the other samples are similar. The signals are clearly seen above a smooth background. The yields of V 0 are calculated from the number of entries in each bin of the signal region within a ±4σ window around the peak position minus the background, which is taken from the left and right sidebands with a width of 4σ each. The number of inelastic events, the signal yields obtained from the selection described above, and the luminosity values [38] are summarized in Table 1 for each target material.
Acceptance and visible kinematic region
The reconstruction efficiencies for K 0 S , Λ andΛ in the selected decay channels are determined from Monte Carlo (MC) using the FRITIOF 7.02 package [41] for event generation. FRITIOF is a proton-proton, proton-nucleus and nucleus-nucleus collision generator based on a model in which hadrons are treated as strings. FRITIOF is no longer widely used. The generated events are propagated through the detector using the GEANT 3.21 package [42] . Realistic detector efficiencies, electronic noise and dead channel maps are included in the simulation. The MC events are processed through the same reconstruction chain as the data. The sizes of the MC samples used for the efficiency calculations are about the same as those of the data. The uncertainties due to MC statistics are added in quadrature with the statistical uncertainties of the data.
The total efficiency which includes geometric acceptance, track reconstruction efficiency, and the efficiency of selection cuts, depends on the kinematic variables and is, on average, 9% for K 0 S , and 5% for Λ andΛ inside the "visible region", defined as −0.12 < x F < 0.0 and p Based on a MC study, a small correction is applied to account for those V 0 particles which are produced in interactions with the detector material. The corrections obtained reduce the acceptance by 0.9%-1.2% for K 0 S , 1.0%-1.4% for Λ and 0.3% forΛ, depending on target material.
Experimental results
The main results of this paper, the doubly differential cross sections, are discussed in the following section. The subsequent sections are devoted to discussions of quantities derived from these numbers, such as A-dependence and production ratios.
Doubly differential cross sections
The doubly differential cross section for the state V 0 in the (i, j)th bin of (x F , p 2 T ) is computed from the following formula:
where Br(V 0 ) [43] is the branching ratio of the detected decay and L A is the integrated luminosity of the data set for the specified target material (see Table 1 The values of the inclusive doubly differential cross sections, d
2 σ/dx F dp 2 T for the full visible region are reported in Tables 6, 7 and 8 for all three target materials and illustrated in Fig. 2 . The measurement resolutions in x F and p 2 T are small compared to the bin width. A discussion of systematic uncertainties can be found in Sect. 6. For the excluded bins (see Sect. 4), the values reported in the tables were extrapolated using the fits described below.
The measured cross section distributions have the same general behavior for all V 0 particles and can be Results of the combined power-law fits (Eq. 2) for the doubly differential cross sections d 2 σ pA /dx F dp 2 T . Data were fitted in the acceptance region (−0.12 < x F < 0.0 and 0.0 < p 2 T < 2.5 GeV 2 /c 2 ). Systematic uncertainties were not included in the fit and empty cells were excluded. described by the following parameterization:
(2) The power law parameterization in x F is often used, particularly in the fragmention region where the measured power has been used to distinguish fragmentation models [44] . While the parametrization has no theoretical underpinning in the x F range of the present measurement, it nonetheless gives a good representation of the data. The parameterization of the p T dependence is also often seen in the literature, except that we have found it necessary to introduce a linear term in |x F | into the factor dividing p 2 T since the distributions tend to flatten with decreasing x F . This is the well-known "sea-gull" effect [45] first observed [46] in bubble chamber experiments. The fitted curves are shown as dark solid lines in Fig. 2 and the fit parameters together with the fit χ 2 s are summarized in Table 2. The functions are in agreement with the data at the level of 5% or better in the high statistics bins and otherwise compatible with the data within statistical errors.
The reported values for the parameter n are for the most part considerably larger than either those expected by the counting rules given in [44] or the measurements summarized in the same paper. However, as noted above, the model of [44] applies only for x F values outside the measured x F range. Both Pythia and EPOS indicate that n is a strong function of x F with n close to the numbers reported in Table 2 for |x F | 0.1 but decreasing to values similar to those given in [44] for |x F | ≈ 0.5. The fitted functions have been used to calculate the values of the doubly differential cross section in the unmeasured bins of the grid. These values are presented in Table 6 , 7 and 8 (marked by asterisks).
The results of PYTHIA and EPOS are indicated in Fig. 2 by light solid lines and dotted lines, respectively. The PYTHIA results are for proton-proton collisions at √ s = 41.6 GeV (with default settings) and therefore the total calculated cross sections do not correspond to the measured pA cross sections. Thus, to facilitate the comparison of shapes, the normalizations are arbitrarily adjusted such that the PYTHIA results agree with the data in the highest x F and lowest p 2 T bin of each plot separately. In contrast, EPOS provides the cross section relative to the total inelastic cross section for each target. The inelastic cross sections are taken from [38] .
As expected, the EPOS calculations generally give a better description of the data than the (arbitrarily normalized) PYTHIA curves although PYTHIA is remarkably good at describing the K 0 S data for the lighter target materials. Since the PYTHIA calculations are for proton-proton interactions, they can be expected to give a progressively poorer description of the data with increasing A, at least in part due to the Cronin effect [47] : the flattening of the p T distribution with increasing atomic mass number. In general, the EPOS curves give a quite satisfactory description of the data (to better than ≈ 20% for most of the measured range) although there is a pronounced tendency to overestimate the cross section at low-p T , particularly for the lighter targets.
The average transverse momentum in a specific (x Fi ) slice can be calculated using the formula:
where the average p T in the (i, j)'th bin, p Ti,j , is calculated from the parameterization (Eq. 2), σ i,j is the value of the cross section in the same bin, and n is the number of (p 2 T ) bins. This quantity is plotted in Fig. 3 as a function of x F for K 0 S , Λ , andΛ for the tungsten target sample together with the corresponding EPOS predictions. The EPOS predictions show the same trend of increasing p T with decreasing x F as the data and also the same ordering with p T : p T of Λ slightly higher than the p T ofΛ which is higher than the p T of K 0 S , although the averages are slightly underestimated. The average p T from carbon and titanium samples behave similarly (not shown).
Integrated cross section and atomic mass number dependence
The inclusive production cross section in the visible region is computed by summing the differential cross sections over all bins. The results, σ vis pA , are listed in Table 3 . According to the fitted functional forms, the measured cross sections correspond to more than 98% of the total cross section in the visible x F interval for all targets and all V 0 particles.
The dependence of the measured cross sections σ vis pA on the atomic mass of the target material (A) can be described by a power-law:
where, in this case, α vis characterizes the average atomic mass number dependence of the visible cross section. The systematic uncertainties on the individual cross section measurements are highly correlated between the target materials, therefore the leastsquares likelihood function used to extract σ pA and α uses the full error matrix of the measurements. The visible cross sections, together with the fitted curves Table 4 and the dashed lines are the EPOS predictions. The Cronin effect manifests itself as an increase of α with increasing p T . The EPOS curves reproduce the p T dependence rather well except for the first p T bins where EPOS underestimates α. Since the main contributions to the cross sections are at low p T , the EPOS predictions lie well under the data points in the α vs. x F plots although the trends with x F is the same within errors.
The total cross sections (also given in Table 4 ) are found be dividing the visible cross sections by the fraction of the total cross section in the visible region. This fraction was estimated using an average of EPOS results for the fractions of all V 0 s produced in protonproton and proton-neutron interactions in the measured x F interval (34.7%, 17.5% and 35.4% for K 0 S , Λ andΛ, respectively). The alternative of separately correcting each proton-nucleus cross section before extrapolation to A = 1 was rejected since it relies more heavily on the Monte Carlo.
Particle ratios
The ratio of theΛ cross section to that of the Λ is plotted in Fig. 6 as functions of x F and p 2 T for the three targets. For Fig. 6a , the data have been summed over the full measured p 2 T range, and for Fig. 6b , over the full x F range. The EPOS calculations are also shown. The PYTHIA result indicated in Fig. 6b , is well above the data. The PYTHIA result vs. x F is well above the upper plot boundary in Fig. 6a , starting at ≈ 0.8 at x F ≈ −0.1, and increasing smoothly to ≈ 0.92 at x F ≈ 0. The EPOS result is in reasonable agreement with the data in Fig. 6a , where it is also seen to reproduce the A-dependence fairly well, despite the fact that the EPOS calculation of average α is well below the data for both Λ andΛ (see Figs. 5b and 5c). As illustrated in Fig. 6b , the EPOS curve is also 
The ratio of Λ to K 0 S cross sections is shown in Fig. 7 for the three target materials. The STAR measurements [26] in pp interactions at √ s = 200 GeV and UA1 [25] in pp interactions at √ s = 630 GeV are also shown. The ratio shows no appreciable dependence on center-of-mass energy, atomic number or the type of colliding particles over the measured range. The EPOS results agree well with the data at low p T but tend to underestimate the data at higher p T . Nonetheless, as indicated in the figure, the EPOS calculation lies far closer to the data than the PYTHIA result over the full measured range.
Comparison with existing data
Only two experiments [21, 23] have measured V 0 production at a similar energy and in kinematic ranges which overlap with the present measurement. The first of these measurements, by Büsser et al., gives the average invariant cross section as a function of p T of three separate measurements at √ s = 30.6, 44.8, and 52.7 GeV (an average energy of 44 GeV) in protonproton collisions and in a center-of-mass rapidity (y) interval of about 2 units centered at 0 and for p T larger than 1.2 GeV/c(K 0 S ) and 0.8 GeV/c (Λ andΛ). The measurements are shown in Fig. 8 . The second report, by Drijard et al. [23] gives invariant cross sections for K 0 S , Λ, andΛ over a wide range in rapidity and p T in proton-proton collisions at √ s = 63 GeV. The relevant points are also shown in Fig. 8 . The HERA-B measurements are indicated in Fig. 8 by curves which are derived from the parameterization given by (Eq. 3). The fit parameters are fixed to those of the carbon target (Table 2) Fig. 8 , the y = 0 measurements of [50] are also about a factor of two higher than the present measurement. This is, at least in part, explained by the substantially higher center-of-mass energy of the Drijard et al. measurements, however possible problems with the K [21] and [50] . The curves correspond to parameterizations of the present measurements as explained in the text.
in [23] have been noted [30] elsewhere.
Finally, in Fig. 9 , we show the HERA-B results together with previously published values of the total proton-nucleon cross section as a function of squared CM energy (s). The HERA-B results fit with the general trend of the data. Two notable exceptions are the two points at s = 2800 GeV and 3800 GeV indicated by squares (Λ)and triangles (Λ) from Erhan et al. [22] for Λ andΛ production. We note however that these points depend sensitively on the extrapolations of Büsser et al. [21] and that a multiplicative factor of two is missing from the transformation given in [22] Figure 9 : A compilation of total cross section measurements from references [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] and HERA-B for a) K 0 S and b) Λ andΛ production vs. squared CM energy (s). The recalculated data from Erhan et al. [22] are indicated by diamonds and stars. • A bin-based method is used for estimating the number of produced V 0 candidates. An alternative fit-based method in which the invariant mass distributions are fit to a double Gaussian for the signal and a first-order Legendre polynomial for the background results in changes to the cross sections of 3.2% for K 0 S , 3.3% for Λ and 4.5% for Λ.
• From varying the most powerful cut, namely the cut onp T · cτ , within reasonable limits, we estimate a systematic uncertainty of about 3.9% for Λ, 5.2% forΛ and 0.4% for K 0 S mesons.
• The efficiencies for reconstruction of track segments in the VDS and in the OTR were measured independently by exploiting π + π − decays [49] of the K 0 S . One of the two decay pions was reconstructed using RICH and ECAL information instead of either the OTR hits or the VDS hits and a search was made among the reconstructed tracks for a match. Based on a comparison of this method applied to data and to Monte Carlo, a systematic uncertainty on track reconstruction and matching efficiency of 1.5% per track is estimated.
• The influence of the track multiplicity on the reconstruction efficiency is found to give a negligible contribution to the systematic uncertainty.
• The systematic uncertainties on the branching ratios [43] are 0.05% for K 0 S → π + π − and 0.5% for Λ → pπ − andΛ →pπ + decays, respectively.
• The total systematic uncertainties due to the luminosity calculations [38] are 5.0%, 5.2% and 4.2% for carbon, titanium and tungsten targets, respectively. The uncertainties are correlated between target materials with correlation coefficients varying between 0.90 and 0.92. For the A-dependence and pN cross section results, these uncertainties and their correlations are taken into account.
• A check for a possible left-right bias in the spectrometer acceptance was made by deriving the visible K • The fact that the efficiency correction was done on a grid of x F and p T bins considerably reduces the dependence of the correction on the shape of the kinematic distributions produced by the MC compared to separate one-dimensional corrections. The remaining uncertainty was studied by varying x F -and p T -dependent weighting factors applied to the MC events. The difference between the average efficiency computed with a weight of unity and a weighting map which forces FRITIOF-generated distributions to conform to the corrected data is taken as the systematic uncertainty on the MC production model. The numbers are given in Table 5 .
• In [52] , we reported evidence for a positive polarization of Λ's relative to the normal to the Λ production plane in the visible region. Nonetheless the acceptance calculations done for the present measurement assume unpolarized production of Λ's. It is however also shown in [53] that the acceptance is insensitive to polarization effects.
• The proper lifetimes of K 0 S , Λ andΛ extracted from the data sample are 2.65 ± 0.04 cm, 8.70 ± 0.47 cm and 8.26 ± 0.68 cm, respectively (statistical errors only). The K 0 S andΛ lifetimes are within 1 σ of the PDG values [43] while the measured Λ lifetime is 1.7 σ higher than the PDG value. The level of agreement is thus acceptable.
The systematic uncertainty estimates resulting from these considerations are collected in Table 5 . The systematic uncertainties on the differential cross section measurements are quadratic sums of luminositydependent and V 0 -type dependent terms and are largely correlated. They thus appear as uncertainties in the overall scale depending only on target material and V 0 type and are quoted in Tables 6, 7 and 8.
Summary
We have studied the production cross sections for K 0 S , Λ, andΛ in the central region (−0.12 < x F < 0.0) in proton interactions on nuclear targets (carbon, titanium and tungsten) at a center-of-mass energy of √ s = 41.6 GeV. The main results, the doubly differential cross sections are presented in Tables 6, 7 , and 8. Several derived quantities: particle ratios, the A-dependence parameter α, and the total production cross sections are presented and discussed. The results are compared to PYTHIA and EPOS calculations. For the most part, the EPOS calculations agree with the data at the 20% level. PYTHIA is not designed to handle proton nucleus interactions and, as expected, produces p T distributions which are steeper than the data. PYTHIA also fails to describe the ratio of Λ toΛ, and, as previously pointed out in [26] , the ratio of Λ to K 0 S . The failure cannot be attributed to Adependence. The results are also compared to existing measurements and possible reasons for some discrepancies are discussed.
