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Geographical Information System (GIS) methods are increasingly used to support emergency 
planning. GIS enables to manage and analyze great amounts of data which can help to make 
justified decisions. GIS methods and spatial analyses can be utilized when planning the 
emergency response system as well as in the emergency management during and after the 
incident. During the planning phase GIS methods are often used for example to define the 
best locations for fire stations, ambulances or other relevant facilities or units. During the 
incident GIS methods can be utilized for instance to find the best route to the incident site or 
to restrict the search area in case of missing person.  
 
This study applies GIS methods to review the existing voluntary maritime Search and Rescue 
(SAR) response in the Finnish waters of Gulf of Finland (GoF). More precisely, SAR 
response that can be achieved with the current locations and qualities of the Search and 
Rescue units (SRU) of voluntary maritime SAR operators in the Finnish side of the GoF is 
examined. The focus of the study is the voluntary operators’ SAR response to boating 
incidents. The Finnish Lifeboat Institution (FLI) is the umbrella organization for voluntary 
maritime rescue associations in Finland and thus its operations are the main interest in this 
study. However, it is hoped that also other operators in the GoF area can apply the methods 
and results presented in this study when planning their SAR operations. Evaluation of the 
current response capabilities helps in decision making when planning the future SAR system 
and operations. 
 
Various analyses are performed to analyze the current SAR response. The SAR response 
consists of many aspects such as response time and operations at the incident site. The time in 
which the incident site is reached plays a major role in the context of emergency planning and 
therefore in this study the response time is used as a primary evaluation criterion for SAR. Of 
course timeliness is not the only way to evaluate performance. It is not enough only to reach 
the incident site quickly but also right equipment and properly skilled crew are needed. 
However, in this study the focus is on the response times because that part of the planning 
process can be studied with GIS methods. The more specific vessel, crew and training policies 
are left under the consideration of experts on those fields. 





The aim of this thesis is to evaluate the current SAR response of the FLI in the GoF. Thus this 
thesis has three key research questions: 
1) What is the SAR demand?  
2) What is the current response capacity? 
3) Is the current response adequate, does it match with the demand? 
 
The demand is examined by observing SAR incidents that happened between 2007 and 2012. 
The spatial and temporal distribution of the incidents is observed along their qualities. In 
order to observe spatial distribution different incident density maps are made. As part of the 
spatio-temporal distribution of incidents the number of concurrent incidents in certain areas is 
observed. Large number of concurrent incidents in some area may indicate that multiple units 
per station are required. 
 
The response capacity is evaluated mainly by observing the response times. In this study the 
term response time is used as a synonym for the travel time from the rescue station to the 
incident site. In reality, the response time includes also the time between receiving of an 
emergency call and the vessel dispatch. Three system performance indicators are used to 
evaluate the response. These indicators are mainly based on response times. The indicators 
are: 
A) Response times for incident locations in different wave height conditions 
B) Response times for incident locations with two units 
C) Response times for high incident density areas  
 
The response times are modelled for the whole study area with the cost distance functions and 
they are based on the current fleet of the FLI. First the response times are calculated using the 
reported maximum speeds of the SRUs and thereafter six different wave height scenarios are 
modelled and included in the calculations. The wave height influences significantly speeds 
and performance of the rescue vessels. Therefore, taking the wave heights into account results 
in more realistic response times. The incident locations from the years 2007-2012 are overlaid 
with different response time maps in order to get a response time value for each incident 
location. 
 
The second indicator is the response times by two different units coming from different 
stations. This indicator is chosen because FLI plans to adopt a policy where each incident 




would be responded with two units. With the cost distance calculations and overlay analysis, 
the areas that are covered in certain time (10, 20 and 30 minutes) with two units can be 
mapped and the number of incidents falling in each coverage area class can be examined. 
Sometimes the two units can originate from the same station as well but that situation is not 
addressed here. Basically all stations have at least two units so then the response time zones 
would be almost the same than with one unit, although the result would probably be a bit 
worse because the secondary units are often somewhat slower than the primary units. Also 
one rescue station may not have enough crew ready to man two vessels at the same time. 
 
The third indicator combines the demand and response. When planning the SAR response the 
most important is not always to aim to the shortest response times over the whole area. It may 
be reasonable to consider where the incidents happen. Thus incident densities are calculated 
with Kernel densities. The study area is divided based on the number of incidents in square 
kilometre. Combining the incident density areas with response time zones it is possible to 
examine in which time the different incident density areas are covered.  
 
Combining the results describing demand and response capacity the adequacy of the SAR 
response can be then evaluated. In addition to the mentioned analyses the response time 
calculations can be used to divide the study area between different rescue stations based on 
which unit should reach each location fastest. These coverage areas can help in assigning the 
missions to right rescue units.  
 
GIS methods have been previously used in some SAR planning tools. For example Abi-Zeid 
& Frost (2005), Breivik & Allen (2008) and Guoxiang & Maofeng (2010) have developed 
models to support the decision making during SAR operations. There are also studies related 
to the SAR planning in the GoF. Maybe the most relevant of these are the studies by 
Hänninen et al. (2003) and Deltamarin (2006) as well as the simulation models evaluating the 
SAR performance in the GoF by Goerlandt et al. (2012b), Jemli (2012), Torabihaghighi 
(2012) and the advancements to the model by Goerlandt et al. (2013).  
 
The main advancement of this study compared to the previous ones that concern the SAR 
planning in the GoF is improved inclusion of weather factors by including the wave heights. 
In the other studies, if the wave heights are taken into account at all, they are thought to be 
consistent over the whole area apart from the study by Goerlandt et al. (2013) that uses 
location specific wave height probabilities. The more dynamic wave heights used in this study 




improves the accuracy of the response time calculations. This study also applies some other 
GIS methods like density mapping and uses higher resolution than the previous ones.  
 
This thesis consists of seven chapters. After the introduction chapter, Finnish maritime rescue 
system and the study area are introduced. Thereafter the maritime SAR planning and maritime 
incidents and risks are addressed. Chapters three and four go through the used data and 
methods. Chapter five presents the results and they are discussed in the chapter six. Chapter 
six includes also discussion about the validity of the methods and suggestions about future 
research possibilities. Finally, in chapter seven the conclusions are presented. 
2. Background 
2.1 Maritime Search and Rescue in Finland  
Sea rescue in Finland is regulated by national statutes and international conventions.  The 
International Convention on Maritime Search and Rescue was adopted at a conference in 
Hamburg 1979 (IMO 1979). This so-called Hamburg convention sets out minimum 
requirements for national maritime search and rescue function. In addition the convention 
encourages parties to make contracts with neighboring countries. Thus Finland has concluded 
bilateral agreements with Estonia, Russia and Sweden to clarify areas of responsibility and 
maritime SAR cooperation arrangements and established complementary protocols with the 
relevant national competent authorities (Meripelastusohje 2010). 
 
Another international convention is the International Convention for the Safety of Life at Sea 
abbreviated SOLAS (IMO 1974). SOLAS is multilateral agreement that was made in 1974 
and Finland joined in 1981. In addition to these conventions UN has convention on the Law 
of the Sea that obliges coastal countries to organize SAR services. 
 
At the national level, the Maritime Search and Rescue Act (Meripelastuslaki 1145/2001) 
covers the search and rescue of persons in distress at the sea and relevant first aid and radio 
communications. In addition to this, the Government Decree on Maritime Search and Rescue 
(37/2002) complements and clarifies provisions laid out in the Maritime Search and Rescue 
Act (FBG 2013). According to Maritime SAR Act FBG is the leading and coordinating 
authority. Other parties participate in maritime SAR following the instructions of FBG. 





For the other participators in SAR, Maritime SAR Act names the following authorities; 
Emergency response center, aviation authorities, Finnish Meteorological Institute, Finnish 
Transport Safety Agency, Finnish Transport Agency, regional Rescue Services, Police, 
Finnish customs, The Finnish Defence Forces,  social and health authorities and 
environmental authorities. Also the status of voluntary SAR operators is authenticated in the 
Maritime SAR Act. The act states that FBG can delegate SAR missions as well as training 
and educational tasks to voluntary organizations.  
 
In Finland the main voluntary operator in the sea and inland waters is the Finnish Lifeboat 
Institution. FLI has worked since 1987 and it has 12 rescue associations in the GoF, 19 
associations in the other maritime areas in Finland and further 30 associations in the inland 
waters (FLI 2014). On the Åland islands operates a voluntary rescue organization called 
Ålands Sjöräddningssällskap. 
 
Finland’s search and rescue region (SRR) extends beyond the territorial waters (Figure 1) and 
the region is agreed with neighboring states. SRR is divided in two sub-regions. Turku 
Maritime Rescue Coordination Centre (MRCC) coordinates the missions in western Finland 
and Helsinki Maritime Rescue Sub-Centre (MRSC) coordinates the missions in the GoF.  
 
According to Leppänen (2014) FBG has divided SRR in three areas of service level. The level 
classification is based amongst other things on location, amount of maritime traffic (according 
to risk analysis) and on the number of SAR units in the area. The borders between different 
service level areas are not static and can be revised yearly. During the open waters, meaning 
the time when the sea is not frozen, most of the GoF area belongs to the first service level 
class. Service level 1 area is heavy trafficed arghipelago and coastal area with relatively many 
SAR units. In this area the aim is that in the case of maritime emergency the first unit is on 
the spot in less than 45 minutes in 90 % of the cases. Minority of the GoF area belongs to the 
service level 2 area which means that the first unit should reach the incident site in less than 
75 minutes in 95 % of the cases. However, it must be noted that these service level divisions 
are primarily used to help the SAR planning and FBG does not commit to realize them.  
 
 





Figure 1. Finnish Search and Rescue region and Maritime Rescue Centers. Rescue helicopters are in readiness 24h/day. 
 
The study area locates in the area of responsibility of MRSC Helsinki. Eight coastguard 
stations and 12 FLI stations are located in the study area (Figure 2). Each FLI station has 1–4 
vessels and FBG stations at least two vessels. In addition to that FBG has rescue helicopters. 
The FBG’s fleet consists of different vessel types as one type would not perform well in all 
different conditions and missions. The different vessel types include different types of ships 
and boats as well as hovercrafts and ice vessels (Hänninen at al. 2003, 30). The fleet of the 
FLI consists of approximately 150 vessels of which about 35 are situated in the GoF area. 





Figure 2. Finnish coastguard stations and Finnish Lifeboat Institution stations in the Gulf of Finland. 
2.2 Study area 
2.2.1 Geographic description of the study area 
 
In this research the study area is the Finnish waters in the Gulf of Finland (Figure 3). Finnish 
territorial waters limit the study area in the east and south. The west border of the study area 
follows approximately the border between Maritime Rescue Coordinate Center’s (MRCC) 
and Maritime Rescue Sub-Center’s (MRSC) area of responsibility. FLI has seven operational 
regions and the border between the GoF region and the archipelago region is approximately 
the same as the border between MRCC and MRSC. This area was chosen because this study 
is part of RescOp project and the focus of the project is the GoF area. RescOp project is a 
Finnish-Russian co-operation project that aims to improve maritime safety in the GoF through 
research, training and development of voluntary maritime Search and Rescue services. 
Russian side of the GoF could not be included as the voluntary SAR services are still 
insufficiently developed there and not so extensive incidents statistics is available. However, 
if the Russian Voluntary SAR operations develop in the future, they could utilize the methods 
used in this study. 
 
The Gulf of Finland is approximately 400 km wide in east-west direction and 50–130 km in 
the north-south direction. The deepest point of the GoF is 123 m and the mean depth is 38 m 
(Perttilä et al. 1995). The Finnish coast of the gulf is fragmented and includes many small 
islands. This makes large parts of the coastal waters sheltered and the wave heights and wind 
conditions are less severe than at the open sea.  On the other hand these winding, narrow and 




rocky coastal waterways are demanding to navigate and ground touching causes often 
damages to vessels (Hänninen et al. 2003, 17). In addition to that the sea freezes annually, at 
least partially, which requires the ships to be prepared for ice conditions. According to Kujala 
et al. (2009, 1357) most of the ship-ship collisions occur in February or March, which is 
congruent with the fact that most of those happen in the ice channels. 
 
 
Figure 3. The study area consists of the Finnish waters of the GoF. Red line limits the study area and blue line shows the 
limit of the Finnish SRR region.  
 
2.2.2 Climatic conditions of the Gulf of Finland 
 
The Finnish Meteorological Institute (FMI) is responsible for recording and forecasting 
weather in Finland to be used for national safety authorities (FMI 2013a). The weather 
forecast for shipping is given five times a day. It describes the wind conditions for the 
following 24 hours and thereafter gives a forecast of conditions that might have an impact on 
visibility like fog or rain. Other relevant weather parameters can be found in warning map 
(Figure 4). 
 
Kokko (2013) studied the maritime incidents caused by weather conditions in Finland. His 
study included the maritime incidents that happened in the Finnish SRR in the years 2008–
2012. Only the incidents that were recorded by FBG and in which weather was marked as the 
cause of the incident were included. He concluded that the four weather factors causing 




incidents were fog, wind, wave height and ice. The maritime incidents caused by ice in 
Finland are mainly incidents where a vessel has been squeezed between drift ice (Kokko 
2013). FMI also warns about the freezing spray. Ice conditions are not examined in more 
detail here as the FLI does not really operate when the sea is frozen. On an average winter the 
GoF starts to freeze in the beginning of December and the whole gulf is free of ice again in 
the beginning of May (Hänninen et al. 2002, 16). The freezing starts from the eastern parts of 
the gulf and proceed westwards.  
 
 
Figure 4. Example of the FMI’s warning map during Oskari storm in the beginning of the December 2013.  
 
The risk for poor visibility is greatest in the spring but also summertime the probability of 
dense fog (visibility below 100 m) is about 1 % (Deltamarin 2006, 13). Less severe fog 
(visibility below 1 km) is observed more often. A day is determined as foggy, if fog is 
detected even once in the daily observations. According to this definition the estimate of the 
average percentage of the foggy days for the open water season (15.4.–15.1.) is 10–12 % so 
about 30 days (Hänninen et al. 2002, 12). 
 
The wind speed at the GoF varies a lot depending on the season. In the summer strong winds 
are rare and the worst wind conditions exist primarily between November and February which 
is off-season for boating (Figure 5).  
 





Figure 5. Wind observations from four sea weather stations along GoF (station locations in Figure 19 page 33). Observations 
are made four times a day 1996–2001. (Figure edited from Hänninen et al. 2003, 13). 
 
FMI records average wind speed every ten minutes in Sipoo and Inkoo among other weather 
stations (see locations Figure 19, page 33). Figure 6 depicts the wind speed and direction 
distribution on these weather stations. The wind values differ of course somewhat in different 
parts of the study area. The wind measurements from Sipoo and Inkoo collected between 
April and December 2007–2012 show that 62,40 % and 52,82 % of the measured winds do 
not exceed 6 m/s and that South-Western winds are dominant. It must however be taken into 
account that over 30 % of the recordings from Sipoo and 7 % from Inkoo missed wind speed 
and direction value. 
 
Wave heights are measured also by FMI using wave buoys in the sea. One of the buoys is 
located quite in the middle of the GoF, some 25 km south from Helsinki (Figure 19 page 33). 
The wave heights are usually reported as significant wave heights. Significant wave height is 
defined as the average height of the one-third highest waves and it’s approximately equal to 
the average height of the waves estimated by an experienced observer (Rohweder et al. 2012). 
It must be noted though that single waves can be almost twice as big as significant wave 
height.  
 
Generally the wave heights do not grow very high in the GoF. The highest probability for 
higher waves is in the autumn (Figure 7). Wind fetch, meaning the length that wind can affect 
the water, explains the wave height with wind velocity, temperature and sometimes water 



































Figure 6. Wind direction and strength in April-December 2007-2012. The calms are not included in the diagrams (data: FMI 
2013b) 
 
The mean wave height at the Helsinki buoy between 2007 and 2012 was 0,93 m if all the 
measurements were included. If only the measurements from April to October were included 
the mean wave heights was 0,79 m. Most of the wave heights stay well below 2 m (Figure 8). 
According to the Finnish Institute of Marine Research the wave heights at the buoy represent 
quite well the whole central GoF apart from the furthest bottom and the front of Hanko 
(Hänninen et al. 2003, 14). Another study that used data from the years 2001–2007 also 
showed quite similar results although a bit smaller values. In the no-ice statistics Helsinki 
buoy situated very near to the 0,75 m mean wave height contour line (Tuomi et al. 2011, 460). 
According to Tuomi et al. (2011) the highest significant wave height in Helsinki buoy was 




measured in November 2001 and was 5,2 m. The highest significant wave height in the whole 
Baltic sea was 8,2 m and it was measured in the northern Baltic proper approximately 130 km 
south-west from Hanko (Figure 19 page 33). 
 
 




Figure 8. All measured significant wave heights at Helsinki buoy 2007-2012.  
In addition to the winds also the wave directions are predominantly south-western (Figure 9). 













significant wave height (m) 




the GoF. The slanting shape of the gulf directs the waves (Pettersson et al. 2010). Also the 
anthropogenic waves are worth of considering. Very frequent fast ferry traffic crosses the 
GoF and thus the wakes from the fast ferries make up considerable part of the total wave 
activity in certain parts of the GoF (Soomere et al. 2008).   
 
Figure 9. All measured wave directions in Helsinki buoy 2007-2012. 
 
2.2.2 Maritime use of the Gulf of Finland  
 
The GoF has a lot of traffic on its waters. Shipping of cargo, passenger traffic, fishing and 
leisure boating all occur in the area. These all forms of traffic must be taken into account 
when planning SAR. However, boating is the main focus for the voluntary SAR operators. 
Basically voluntary operators do not often have fleet and equipment that is suitable for 
helping out the larger cruisers or ships independently. Nevertheless, they can assist in these 
kinds of operations but the FBG is the primary operator in the operations that include larger 
vessels. 
 
The number of leisure boats in Finland is not known precisely. Boats that are at least 5,5 m 
long or have at least 15 kW engine must be registered and smaller ones are not shown in any 
statistics. However, leisure boating seems to have a growing trend in Finland (Mäkelä 2013). 
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Figure 10. Number of motorized leisure boats in Finland. The decline in 2009-2010 was due the regression, bad weather and 
diesel taxation. Decline in 2011 was due the reformation of boating register when it was noticed that not all boats were 
removed from the register duly (Mäkelä 2013, appendix A).  
 
During the last decade shipping has steadily increased around Baltic Sea and both the 
numbers and the sizes of ships have grown and the trend is expected to continue (HELCOM 
2010). The growth in marine traffic is caused mainly by the rapid increase of the 
transportation of various cargoes to Russia and transport of oil from Russia (Kujala et al. 
2009). The transport tonnages have constantly increased during the last couple of years apart 
from the regression years (Figure 11). However, the recession has not affected the number of 
passengers so much (Figure 12).  
 























Figure 12. Overseas passenger arrivals and departures 1970–2012 (Liikennevirasto 2013). 
  
The increasing traffic volumes consequently raise the risk of collisions. The east-west traffic 
to and from Russian harbors, and the north-south shipping line between Tallinn and Helsinki 
form a risk (Figure 13). The crossing area is consequently defined as precautionary area in the 
IMO Ships’ Routeing Guide (2010). 
 
 
Figure 13. Average monthly density of ships equipped with AIS (Automatic Identification System) transmitter in 2011. Grid 
























2.3 Supporting decisions in Maritime Search and Rescue planning 
International maritime conventions outline a framework for maritime SAR (see chapter 2.1) 
but each country has to find a way to realize those requirements. In order to plan effective 
SAR we need to know what can happen in the area. It is important to know the environment, 
weather conditions, traffic amount and type as well as the available resources. These factors 
define how SAR operations are best organized.  
 
To achieve effective response to maritime incidents it is important to know under what 
circumstances they happen and what causes them. For example, if it is found out that the 
incidents concentrate to some places, i.e. “hot spots”, and/or time, it can be taken into account 
in SAR planning (e.g. Marven 1995, Shahrabi 2003). When considering the attributes of 
rescue vessel, it is also important to know what kind of incident is at stake and what the object 
of the incident is.  
 
2.3.1 Maritime risk assessment and Formal Safety Assessment 
 
In the maritime operations risk of incident is always embedded. International Maritime 
Organization (IMO) defines risk as following: “The combination of the frequency and the 
severity of the consequence” (IMO 2002). However it is also argued that defining risk as 
probabilities is too narrow. Aven (2010) argues that the probability component of risk concept 
should be replaced by uncertainty. He states that by jumping directly into probabilities, 
important uncertainty aspects could easily be overlooked.  
 
IMO has constructed a Formal Safety Assessment (FSA) that is “a structured and systematic 
methodology aimed at enhancing maritime safety, including protection of life, health, the 
marine environment and property by using risk analysis and cost benefit assessment” (IMO 
2002). FSA consists of five steps: 
1. identification of hazards (a list of all relevant accident scenarios with potential causes and 
outcomes);  
2. assessment of risks (evaluation of risk factors);  
3. risk control options (devising regulatory measures to control and reduce the identified risks);  
4. cost benefit assessment (determining cost effectiveness of each risk control option); and  
5. recommendations for decision-making (information about the hazards, their associated risks 
and the cost effectiveness of alternative risk control options is provided).  
(IMO 2013b) 




After the introduction of FSA it is applied to multiple studies. A set of these studies are 
reviewed for example in the article by Guades Soares & Teixeira (2001). Many studies about 
risk assessment for maritime transportation have been conducted and consequently risk 
reduction or control measures are proposed. More information about the quantitative risk 
assessment models for maritime waterways can be found for example in the article by Li et al. 
(2012) where 87 academic papers or project reports were examined. The reliability and 
validity of quantitative risk analysis is however sometimes questioned. For instance Goerlandt 
& Kujala (2014) discuss this matter on their article through a case study of ship-ship collision 
risk in the GoF.  
 
Several risk analyses concerning the maritime traffic in the GoF can be found. For example 
Hänninen et al. (2002) used FSA to assess the ship-to-ship collision risk on the GoF. Also 
Goerlandt et al. (2012a) propose a simplified risk assessment methodology for spills from 
tankers in the GoF. The method is inspired by FSA and combines the probability of a ship-
ship collision and the severity of the consequences. Montewka et al. (2012a) present also a 
risk analysis model but instead of tanker collisions the proposed model concentrates on the 
RoPax ship collisions and considers the accident response too. In the studies by Montewka et 
al. (2010, 2012b) on the probability of vessel collisions also other ship types are included. In 
addition to collision risk Ylitalo (2010) and Montewka (2011) considered the risk of 
grounding in the GoF area in their models.  
 
The mentioned studies concentrate mainly on the larger vessels that have an AIS (Automatic 
Identification System) transmitter because AIS-data is used as input in all of the models. AIS 
device must be installed in all ships that travel internationally with 300 gross tonnages or 
more and to all passenger ships regardless of size (IMO 2014).  
 
Risk analysis was also a part of the project Sub-regional risk of spill of oil and hazardous 
substances in the Baltic Sea (BRISK). The aim of the project was to increase the preparedness 
of all Baltic Sea countries to respond to major spills of oil and hazardous substances from 








2.3.2 Understanding maritime incidents 
 
First step in the FSA is the identification of hazards meaning the listing of all relevant 
accident scenarios with potential causes and outcomes. Statistics about the incidents help to 
understand the accidents and to form this kind of listing. Yet the listing should not be limited 
to the bygone incident types but the other potential hazards should also be considered. The 
spatial and temporal distribution of incidents can reveal areas or times that are more prone to 
incidents than others and that can be then taken into account in the SAR planning. Reason 
why some areas are more prone to incidents can be for example high traffic volumes and 
demanding navigable routes in addition to the environmental and weather causes. 
 
The type of the incident is relevant. Different types of incidents require varying equipment on 
the rescue vessel. For example sometimes firefighting equipment is needed and at times more 
extensive first aid supplies or towing equipment is required. Some of the equipment can be 
expensive, space-consuming and/or heavy. Thus it is not sensible to have all the equipment 
always on every rescue vessel.  
 
Knowing what the causes of the incidents are helps to define how they could be avoided. 
Accidents are always combination of causes. Generally the causes of incidents are related to 
weather conditions and/or human error. Often the incident is a result of combination of them 
both. Human error or technical fault might not cause problems in good weather conditions but 
when the conditions worsen an inadequate seamanship or faulty equipment might result in 
incidents. Cause of the incident might be hard to define as incident often is a result of a series 
of events leading up to the accident. Avoiding any of these events might prevent the incident.  
 
According to Harrald et al. (1998) human error is the primary cause of most transportation 
accidents. It is stated that even 80 % of the maritime incidents investigated were caused by 
human error (Bichler-Robertson 2001). Human error can mean negligence or carelessness of 
people as well as inadequate skills. A study examining fatal boating accidents in Australia 
revealed that the most common initial contributing factor to the incidents was human factor 
(63 %) and the environmental factor caused only 23 % of incidents (O’Connor & O’Connor 
2005). Also the study by Kurt et al. (2012, 751) revealed that 87,5 % of the fishing vessel 
incidents in UK territorial waters were attributed to human causes.  
 




With relation to the GoF area, FLI’s data about the incidents in the GoF shows that over half 
(53,88 %) of the incidents were caused by technical fault or negligence of maintenance, the 
second biggest cause was inadequate seamanship (19,21 %) and also carelessness was listed. 
FBG classifies the causes of incidents a bit different way but according to their statistics 
 30,42 % of the maritime incidents in Finland were caused by inadequate seamanship, 
carelessness, negligence or alcohol. Technical fault was recorded as a cause for 18,93 % of 
the incidents. These numbers describe mainly boating incidents but the numbers seem to 
agree with bigger vessels as well. Kujala et al. (2009) made an analysis of the maritime traffic 
safety in the Gulf of Finland and human failure was the primary (38,57 %) cause to the 
shipping accidents too.  
 
Another type of human error is called operator error. It is not so relevant in the context of 
recreational boating. However, when considering commercial shipping, like fishing or cargo, 
we have to consider it. Operator error means that corporations might choose to maximize 
profit at the expense of safety. Profit-driven decisions, like unrealistic sailing schedules, short-
handed crew and poor equipment maintenance affect the operation conditions of the vessel 
and its ability to overcome potential hardships on the sea (Bichler-Robertson 2001). 
 
Even though human error is usually the primary cause of an incident weather conditions can 
trigger the accident. Especially when considering boating, the vessels are often quite prone to 
the weather conditions. Sonninen (2014) studied the relations between boating incidents in the 
GoF and some weather factors. However, the relations between leisure boating and weather 
conditions are not otherwise studied widely. Wu (2008) investigated the relationship between 
weather conditions and maritime activities and accidents for fishing vessels instead of leisure 
boats. He chose six weather factors whose significance and goodness as an incident predictor 
were examined. The factors were wind speed and consequently wave height, air and sea 
temperature (and their difference), freezing spray, ice coverage and fog. The result revealed 
that four out of these six factors emerged as important factors with wave height being the 
most important and ice coverage and fog presence not contributing significantly. Even though 
the conditions in the Canadian coast differ a lot from the conditions in the more sheltered GoF 
the study gives some idea about the significance of some weather factors. 
 
The wave height is probably the most important weather factor in the GoF. Hänninen at al. 
(2002, 15) states that “In the Gulf of Finland the wave conditions affect more than the wind 
conditions on the performance of ships”. Wu (2008) noted that the weather factors, especially 




wave height, also affected the traffic amount of fishing vessels and that in fact traffic levels 
have more impact on the occurrence of fishing incidents in Atlantic Canada than the weather 
conditions. However, weather conditions play a major role in causing incidents and as well as 
affecting the SAR operations.  
 
Knapp et al. (2011) studied also the effects of wind strength and significant wave height on 
the casualty of shipping. The research comprehended years 1979–2007 and the study area was 
North Atlantic and Arctic regions. It was found out that the increased wave height and wind 
speed increase the probability of casualties. They classified 5739 (32,68 %) of the total 17 563 
casualties to being weather related.  
 
2.3.3 Planning the SAR system 
 
In order to achieve a good SAR response it is viable to know how to effectively organize the 
SAR system. The main questions are related to the required number, type and location of 
SRU’s to attain a desired service level. Service level can be defined for example as response 
time. Greater number of SRUs divided in multiple locations naturally shortens the response 
times. However, often the budget is limited and some kind of tradeoff is inevitable. Tradeoff 
is unavoidable also when choosing the unit type. In addition to the performance and speed of 
the vessel also the cost and ease of maintenance and use must be taken into account.   
 
Sea rescue planning differs somewhat from the emergency response planning on the land. On 
the land the response times are determined primarily by the road network. The type and shape 
of the road mostly determines the usable speed. On the land the conditions stay rather stable 
but of course conditions play some role there too. For example slipperiness, snowing or fog 
can decelerate speeds. Also traffic jam might lengthen the response times even though the 
emergency vehicles usually have right of way.  
 
On waters the rescue units can usually use straightest way along water. There are of course 
shipping lines and fairways that are often followed. However, in theory under good weather 
conditions, only limitation for speed is vessel’s own capability. This leads us to the fact that 
conditions play a major role on waters. Different weather conditions effect largely to the 
performance of SAR vessels. The wind speed and wave height can decrease the speed of the 
vessels and sometimes even prevent their operations entirely. Also conditions like poor 




visibility (e.g. fog, darkness or heavy rain) and temperature might have an effect on SAR 
operations. 
 
The decision-making concerning SAR operations is not simple. Thus some tools and methods 
are created to assist in it. As every incident has a location some form of GIS is most often 
embedded in these systems and methods. For example Guoxiang & Maofeng (2010) have 
developed a GIS based software tool, namely SARGIS, to provide supporting information for 
maritime SAR service. The tool combines SAR resources, vessel movements and ocean 
environment databases to provide necessary data for SAR incident response operations. SAR 
planning model can assist the response commander to determine searching area, search 
patterns and SRU allocation. Some other examples of SAR models are an operational SAR 
model for the Norwegian Sea and the North Sea (Breivik & Allen 2008) and SARPlan that is 
a decision supports system for Canadian SAR Operations (Abi-Zeid & Frost 2005).  
 
One notable contributor in the maritime SAR research is The Maritime Activity and Risk 
Investigation Network (MARIN). This research group at the Dalhousie University in Canada 
develops methodologies and decision support software and tools to investigate all types of 
maritime activities and risks associated with them. Marin has developed a GIS decision-
support software program, MARIS (Pelot 2001), which uses the maritime database to 
simulate traffic and assist with the SAR planning and risk analysis. These tools are not used in 
locating the SAR stations per se but the information acquired with them can assist also when 
making location decisions. 
 
One of the main questions when planning a SAR system is where to locate the SRUs. 
Literature concerning facility location planning on land is quite extensive. For example 
review of covering models and optimization techniques for emergency response location and 
planning by Li et al. (2010) gives a good overview. However, this does not apply to the 
literature concerning the maritime SAR unit allocation. Nevertheless some literature 
concerning this subject can be found. 
  
Li (2006) states, that there is a deficiency in using location –allocation models with respect to 
resource allocation in the maritime SAR field. In her MSc thesis she modified and applied 
several linear programming models to optimize rescue vessel locations on the sea in the 
Atlantic Canada region. She used incident data from years 2000–2003 and her research 
considered two types of response units in terms of range. Models were evaluated by using 




simulation analysis to give systems statistics. The following statistics were checked: 
proportion of incidents served, response time, workload balance and vessel utilization. In her 
simulation models she used a land avoiding algorithm instead of Euclidean distances. In 
Canada the rescue vessels can be classified roughly in 4 classes but to decrease complexity Li 
used only two classes in her models. She didn’t take into account the effect of waves or other 
weather conditions. 
 
In a bit older but nevertheless relevant study Marven (1995) applied GIS methods in the field 
of marine SAR planning. Marven examined the use of exploratory spatial data analysis 
(ESDA) methods suitable for analysis of point patterns to determine whether they would 
support maritime SAR resource allocation planning on the Pacific Coast of Canada. The 
methods were then applied in some real life planning issues. These issues included for 
example a question whether a couple of SAR base locations should be moved and a question 
about the number of simultaneous incidents in offshore zones. 
 
Azofra et al. (2006) made a research that aimed to build a tool which allows sea rescue 
resources to be assigned objectively. To achieve this they formalized a general methodology 
based on gravitational models which allowed them to define individual and zonal distribution 
models. 
 
2.3.5 SAR planning in the GoF 
 
Organizing SAR system in the GoF area is not a new subject to research and in this chapter 
some studies concerning the SAR in the GoF are introduced. First a couple of older studies 
are addressed and thereafter a set of more recent studies.  
 
Hänninen et al. (2003) from the bygone Finnish Maritime Administration made a study called 
“Vessel acquisition strategy for the Finnish Life Boat Society and the Estonian Life Saving 
Association”. The study is already over 10 years old but still useful. The study mapped the 
then present sea rescue situation on the GoF and attempted to draw long-term plan for the FLI 
and their Estonian counterpart. The report assesses the adequacy of the lifesaving 
associations’ functions and present equipment, describes the requirements to be set for the 
vessels and suggests various economically realistic alternatives for acquisition of vessels. 
Hänninen et al. (2003) used rather simple mapping technique to visualize the response times 
(Figure 14). They also made equivalent map that visualized the situation with 2 m wave 




height. As a result of the study they made three alternative suggestions of what kind of units 
should be acquired and on what stations they should be located. 
 
 
Figure 14. The areas that are reached within one hour with FLI units. Green marks SAR boats, red marks rescue cruisers and 
black marks RIB units (Hänninen et al. 2003, 38). 
 
Deltamarin (2006) conducted a few years later a study where the SAR operations on the 
eastern GoF were examined. The study mapped the current situation and trends on the GoF 
east of Porkkala including Estonia and Russia. The SAR resources and current situation were 
investigated but estimations about the adequacy of resources or further suggestions were not 
really made. 
 
These two previous studies concerning the SAR response in the GoF have used quite 
simplified models what it comes to response times. Both Deltamarin (2006) and Hänninen et 
al. (2003) only mapped the one hour radius (Figure 14 and Figure 15). These models used the 
Euclidean distances, meaning the straight distances as the crow flies without taking into 
account the effect of shoreline. Hänninen et al. (2003) presented also a map how 2 m 
significant wave height effect the one hour coverage area but the information how this area 
was calculated was missing. Deltamarin (2006) also provided a coverage map with “severe 
conditions”. They had used the presumption that 70 % speed can be used on vessels above  
10 m and no small SAR boats are used at all. 
 




As mentioned in the chapter 2.3.2 it is useful to understand the maritime incidents. Thus, as a 
part of RescOp project an “incident atlas” was made (Venäläinen & Sonninen 2013). The 
atlas maps all recorded maritime and lacustrine SAR missions in Finland in 2007–2012 and 
examines their attributes. Sonninen (2014) studied also if there are relationships between SAR 
incidents and weather parameters in the GoF area. She applied common visual data mining 
techniques and found out that the most incidents assigned with challenging weather 
conditions were located in the western GoF.  
 
Figure 15. One hour response time areas in the eastern GoF by Finnish and Estonian resources (Deltamarin 2006, 21). 
 
Several studies that evaluate the SAR system in the Finnish side of the GoF apply simulation 
methods (Goerlandt et al. 2012b, Torabihaghighi 2012, Goerlandt et al. 2013). Simulation 
model was also used in the study by Jemli (2012) in which resource allocation possibilities in 
the Russian side of the GoF were studied. In these studies discrete-event simulation and 
Monte Carlo technique were used to evaluate the effectiveness of maritime SAR services. The 
effectiveness was mainly measured by response time.  
 
The simulation logic that was used in these studies follows basically a multi-server, multi-
customer queuing system, where SRUs are servers and incidents are customers. The 
simulation model consists of three stages; input modeling, SAR simulation and output 
analysis. Input modeling includes the incident location, time and type that are based on the 
distributions derived from historical incidents. In addition to the incidents the input modeling 




includes the locations and attributes of SRUs. In the simulation part the main issue is the 
selection of a SRU. The SRU is selected in a manner that minimizes the end time of the 
rescue mission. If missions happen concurrently their criticality defines which ones are served 
first. If the suitable units are busy with more or equally critical missions an incoming incident 
must wait on the queue until the previous mission is finished.  
 
The output of the SAR simulation consists of the selected SRU, the start time of incident, the 
travel time, the operation time, the end time of the rescue operation, the severity of the 
incident, the location of incident, the location of SRU and the queuing time. The advanced 
version of the model (Goerlandt et al. 2013) also considers the wave conditions during the 
incidents. It also calculates the travel times using a land-avoiding algorithm which is an 
advancement to the previous calculations that based on the Euclidean distances.  
3. Data 
The primary data used in this thesis is derived from the incident data from the FLI, FBG and 
FRS. In addition to the incidents map layers, station lists, vessel evaluations and wave 
recordings are used. The incident recordings encompass years 2007–2012. The duplicates 
within each data are removed. However some missions might exist twice in the combined list 
if the same case is recorded by different operators. 
3.1 Finnish Lifeboat Institution data  
The list of FLI’s station locations is acquired from FLI. The list includes the organisation 
name, location municipality and coordinates (latitude/longitude). The locations were checked. 
One of the stations, Bågaskär, had an incorrect location so it was corrected. The station 
pointers were moved to water if they were on the ground. 
3.1.1 Incident data 
 
The Finnish Lifeboat Institution compile data, called MESSI, of the search and rescue 
missions they conduct. In this study missions years 2007–2012 were used. 
 




For each mission over 50 information fields, that describe different aspects of incident, are 
filled. In this study the following information fields are used; case number 
(onnettomuusnumero), sea rescue number (mepe_numero), location (latitude/longitude), 
vessel name (alus), membership association (yhdistys), date and time of the mission (starting 
time, time when the target is reached and the ending time), object of the mission (kohde 1), 
type of the mission (suorite 1), description of the mission (kuvaus) and location of the case in 
words (tapahtumapaikka). 
 
Altogether there were 9 258 cases recorded during the years 2007–2012 in the whole Finland. 
Data was checked for duplicates based on the case number. 958 duplicates (10,35 %) were 
found and removed. As the interest of this study is in the GoF only the cases that are recorded 
to be performed by stations from Hamina to Hanko were included. The number of these 
missions is 1 946 after the duplicate removal. One mission type is commercial or preventive 
mission and the number of missions of this type is 232 (11,92 %) in the GoF area. These 
missions are removed from the data leaving 1714 missions. In data there is also a field asking 
if the mission is non-urgent order. The missions where the answer is yes (183) are also 
removed reducing the number of missions to 1 531.  
 
78 (5,09 %) of these missions lack coordinates. All the missions with defective coordinates 
are from the year 2007 which is the first included year in this study. One mission had also a 
point error that was corrected. The missions with coordinates were imported to ArcMap and 
projected to YKJ (yhtenäiskoordinaatisto) coordinate system that is still often used in Finland. 
If the incident fell clearly outside the MRSC sea area or was far (>500 m) from water bodies, 
its description was checked. If it was found out that the location is biased and the actual 
location could be found out with the available information, the point was relocated there. For 
the response time calculations only the incidents that situated inside the MRSC area were 
included. For those calculations also the commercial missions were removed. This leaves us 
with 1419 missions. 
 
The cost surfaces are created only to water areas so all missions must situate on water. Based 
on the coordinates approximately 10 % of the missions were located on land instead of water. 
These missions were relocated to the nearest water manually. Usually the distance from water 
was very small (<200 m). 
 




3.1.2 Fleet of the Finnish Lifeboat Institution 
 
In order to create the cost raster we need to know what kinds of SRUs there are and where 
they are situated. FLI has altogether approximately 150 SRUs in the whole Finland and about 
30–40 (including the aid boats) of these situate in the GoF area. The number of vessels 
changes constantly as the units are moved or replaced. The fleet of FLI is variable but there is 
intention to standardize the units. About 5 vessels are replaced each year. In 2005 a rescue 
vessel evaluation project was finished. That project standardized the rescue vessel classes ( 
Table 1). The classes are PV1-PV5, PR and AV. PV means a rescue boat (pelastusvene), PR 
rescue cruiser (pelastusristeilijä) and AV aid boat (apuvene). Most of the rescue vessels are 
type PV3.  
 
Table 1. SRU vessel classes (edited from Alkula et al. 2009) 
class length crew speed notes 
AV ca 5 m 1 +1  ca 35 kn RIB. Aid boat for mother ship. No new acquisitions unless with 
cruiser. PV1 will replace the existing AVs in the future. 
PV1 ca 6,5 m 1+ 1 ca 35 kn RIB or similar. Smallest independently operating unit. Mainly on lake 
areas as a support for other unit 
PV2 ca 8 m 1+ 1-2 ca 35 kn RIB or similar. Mainly on sea areas as a second boat or in quiet lake 
areas alone 
PV3 ca 11 m 1+ 1-3 ca 35 kn RIB or similar. Mainly on lake areas as the primary unit.  
PV4 ca 15 m 1 + 2-3 ca 35 kn Mainly on sea areas near the coast and archipelago and on large lake 
areas. 
PV5 ca 17 m 1 + 2-5 ca 35 kn Unit for busy places (big harbors and shipping channels) and 
unprotected sea areas. 
PR > 18 m 1 + 3-11 ca 25 kn Can operate in all conditions, can take most passengers. 
 
In addition to these vessel classes FLI also has a hovercraft. RIB is an abbreviation for rigid-
inflatable boat. The vessel types are illustrated in Figure 16. All unit types cannot operate in 
difficult weather conditions which must be taken into account in the cost distance 
calculations. Classes PR and PV5 can operate effectively on all conditions during open 
waters. PV4 does not operate if the wave height exceeds 4 m, PV3 if it exceeds 3 m and PV2 
if it exceeds 2 m. These are of course generalizations and there are differences between the 
units inside the classes. 
 
To create cost surfaces the speed of the different vessels is needed. FLI has a list of theoretical 
maximum speeds of its vessels. Table 2 shows the SRUs in the GoF and their maximum 
speed in each station based on the FLI’s vessel list (Mauno 2013). The vessels are listed so 
that the primary vessel is the quickest vessel in good conditions. Aid boats are also listed and 
in fact those can be even quicker than primary or secondary boats. However it is assumed that 




they don’t operate independently so the response times are calculated according the primary 
vessel speeds.  
 
Figure 16. SRU types (Nordström 2012). 
The response time calculations with maximum speeds are based on this listing. However, the 
vessel listing does not include information about the vessel velocities in different wave 
heights. The maximum speed might not often be the actually used speed. For example 
different weather conditions can decrease the speed. There is no recorded knowledge about 
how much different wave heights or other weather conditions affect.  
 
To fill this gap in the knowledge FLI is performing a vessel evaluation. In the evaluation each 
operating vessel is gone through and its capabilities and equipment are listed. Among other 
things the maximum speed in the wave height of <0,5 m, <1 m, <2 m and <4 m is asked. The 
vessel evaluation was only partly ready when this study was conducted. So the vessel speeds 
in different wave height conditions that were used in this study were combination of the 
speeds of the evaluated vessels as well the estimation made by the operations manager of the 
FLI, Nordström (2014). Table 3 shows the used speed estimations. Red values are the used 
values suggested by Nordström and the values in brackets are the ones recorded in the vessel 
evaluation. 
 
Figure 17 illustrates the speed curves. In the calculations with no wave heights each vessels 
maximum speed was used. In the calculations with wave heights the vessel class speeds were 
used. Basically the unit maximum speeds were same or a bit bigger than the vessel class 
maximum speeds. An exception to this was vessel called Degerby that situates in Loviisa. 




Degerby is classified as PV3 but its maximum speed was announced to be 28 knots instead of 
35 knots that is the PV3 class maximum. Thus, Degerby was given an own class. 
 
Table 2. FLI’s SRUs in the GoF. Until 2014 Hanko had a PR Russarö with maximum speed of 16 kn but that unit is replaced 
with more up-to-date rescue cruiser before the season 2014. 
















Hamina PV4 Hailikari/ 
PV403 
40 PV1 Pikkumusta/ 
PV113 
32     
Bågaskär PV2 Bogge/ 
PV213 
38 PV3 Reijo/ 
PV317 




Porvoo PV3 Aktia 
Porvoo/ 
PV315 







Espoo PV3 Emmi/ 
PV415 
35 PV2 Westhouse/ 
PV222 
32   Furuno/PV03
4 (mainly 
training) 
Inkoo PV4 Fagerö 
/PV406 
35           
Kotka PV5 Kotka/ 
PV505 
34 PV2 Masto/Lassi/ 
PV223 
32 AV51   
Tammisaari PV3 Ajax 3/ 
PV303 
34 PV2 Interpersona 
Rescue/ 
PV224 
32     
Loviisa PV2 Teuvo 
/PV210 
32 PV4 Degerby/ 
PV411 




32 PV2 Mikrolog 3/ 
PV230 
32 AV55   
Porkkala PV5 Aktia/ 
PV503 
32 PV2 BLC/ 
PV225 
32 AV17   
Hanko PV2 Betty/ 
PV207 
32 PR ? 24     
MP 1 PR Jenny 
Wihuri/ 
PR12 
24       AV46   
 
Table 3. The estimated vessel class speeds with different wave heights, class abbreviations see  
 Speed (knots) PV2  PV3  PV4  PV5  PR  



























Hs ≤ 3m - 20 20 20 18 




14 16 16 
Maximum wave height 2 m 3 m 4 m No limit No limit 






Figure 17. Vessel class speeds curves in different wave heights. PV4 goes to zero at 4 m and PV5 follows the PR curve in 
the end. 
3.1.3 Questionnaire  
 
In addition to the vessel evaluation the FLI created a questionnaire to the crews of the 
membership organizations. The goal of the questionnaire was to find out what the crews think 
about the present units and what they would wish from the future units. In this thesis the wave 
heights are thought to be the main circumstantial factor affecting the unit speeds. A question 
about affecting circumstances was added to the end of the vessel questionnaire (Figure 18). 
This was done in order to confirm the significance of wave heights and to find out what other 
circumstances should be taken into account. The circumstances that were included in the 
questionnaire were collected from previous studies where weather and SAR incidents were 
studied (e.g. Wu 2008 and Kokko 2013).  
 
Figure 18. Questions about the effect of different conditions on the vessel speeds that were added to the FLI’s vessel 





























3.2 Finnish Boarder Guard data  
FBG provided the list of their stations with according coordinates as well as the statistics they 
have compiled about the incidents. The data that is used in this research is from years 2007–
2012. Only the cases in marine areas, e.g. cases with boats, are included in the statistic. For 
each incident there were 20 fields describing it. The fields that were used in this study were; 
case number, mission type (peta_alatyyppi_selitys), start time of the mission and the location 
of the mission (latitude/longitude). 
 
The statistics consists of 9 292 cases for the whole Finland and based on the case number 
(PETA tunnusnumero) there are no duplicates. In 884 cases, the coordinates are missing and 4 
cases are removed because coordinates are flawed. In addition to this, many missions are 
located outside Finland. The missions, where the target is a cruiser with more or less than 1 
000 passenger or a plane, were removed. The number of these cases was 699 and they were 
removed as they are not really a target group for FLI and many of these cases are telephone 
aid or picking up a sick traveler from a passenger vessel. The missions were limited so that 
they had to situate in MRSC area. This leaves us with 4268 missions.  
 
502 (11,8 %) of these missions locations are not located on water but on the ground. As the 
number of these missions was so large, it would have been too laborious to relocate them 
manually. Instead all the missions that did not intersect with sea were first moved 50 m to 
north from the original location and checked if they intersected the water now. The procedure 
was the repeated to the missions that still didn’t intersect the sea but north was substituted 
first with south and thereafter with west and east. With these 50 m transfer the number of 
missions on the ground was diminished from 502 to 264. The remainder non-water cases were 
treated with same procedures but instead of transferring them 50 m a distance of 100 m was 
used. After this there were still 196 (4,6 %) missions that didn’t locate in the water and these 
missions were left as they are and ignored later on. So finally the number of missions in the 
GoF that was used in the calculations was restricted to 4072. 
3.3 Finnish Rescue Services incident data  
Finnish rescue services compile statistics on their resources and incidents. Regional rescue 
departments record the incidents in the statistics that is called PRONTO. The Emergency 
Services College is in the charge of the upkeep and development of the data. 





The data used in this project was acquired from the Emergency Services College 
(Pelastusopisto). Here data of the incidents where a rescue boat was included between the 
years 2007–2012 is used. After the incident a rescue leader fills the incident report. The 
following fields are used in this study; location of the incident (latitude/longitude), date and 
time of the incident and type of the incident. 
 
The FRS data contained all together 11 719 recorded missions in whole Finland. FRS data 
was checked for duplicates based on the incident number (onnettomuusselosteen numero) and 
if found, the duplicates were removed. The PELA data contained quite many duplicates 
(Table 4). Some of them were clearly mistakes but some cases might have been recorded 
multiple times on purpose if, for example, more than one vessel has participated in the 
mission. 
  
After the duplicate removal only those FRS cases that situated in MRSC area and within 300 
m of the sea were chosen. The number of these missions was 799. Compared to FLI and FBG, 
FRS operates primarily on land. The number of missions that do not intersect water is 518 
(64,8 %). As the number of these missions is so large, they are treated with the same four 
direction 50 m transferring than FBG missions. With this the number of non-water missions 
was reduced to 227. With 100 m transfers the number diminished to 128 (16,0 %). So the 
number of suitable missions in the GoF for cost distance calculations is 671. 
Table 4.  FRS data and the yearly number of duplicates. 
year number of cases number of cases after removing duplicates number of removed cases 
2007 1298 1125 173 
2008 1311 987 324 
2009 1483 1101 382 
2010 1557 1169 388 
2011 1421 1070 351 
2012 4649 1125 3524 
all 11719 6577 5142 
3.4 Weather data 
Wave height and wind data in Finland were acquired from the Finnish Meteorological 
Institute (FMI). Wind data from the Swedish weather stations was downloaded from the open 
data service maintained by the Swedish Meteorological and Hydrological Institute (SMHI 
2014). Figure 19 shows the locations of the weather stations whose data was used.  





Figure 19. Some weather stations and wave buoys in the Baltic Sea. NBP is an abbrevation for northern Baltic proper. 
The wind data from FMI and SMHI both consist of the wind speed and direction. The 
Swedish wind data that was downloaded was recorded once in an hour and the Finnish wind 
values were recorded mainly every ten minutes. For the comparisons with the Swedish wind 
data only the temporarily corresponding values of the Finnish wind data were used. 
 
FMI has four buoys in the Baltic Sea. Those buoys measure the wave height, wave direction 
and period. In this study the records from one of the buoys were used. The buoy is situated 
about 25 km south of Helsinki. The data is reported each half an hour and it is connected to 
incident data of FLI, FBG and FRS. The wave observation that is closest to the reported time 
of incident alarm is used. Wave height observations are not completely consistent as it can be 
seen in the Table 5. For example in the year 2009 almost 80 % of the incidents lack the wave 
height information. The buoy is picked up when the sea is frozen which explain mostly the 
missing data from the spring months. 








% of no wave 
height cases 
  1 2 3 4 5 6 7 8 9 10 11 12    
2007 2 10 18 50 38 4 9 1 1 5 3 1 142 1342 10,58 % 
2008 2 17 16 31 28 13  13 43 1 4 3 171 1119 15,28 % 
2009 16 15 12 26 116 205 271 172  1   834 1070 77,94 % 
2010 11 6 17 24 74   23 1 1 6 1 4 168 1103 15,23 % 
2011 7 5 12 18 46 1     1 1 2 93 1044 8,91 % 
2012 11 6 10 13   3         4 9 56 928 6,03 % 
Grand 
Total 
49 59 85 162 302 226 303 187 45 14 13 19 1464 6606 22,16 % 
 




3.5 Map materials  
The coastline was defined using the VPD waterways (vesimuodostumat) created by Finnish 
Environment Institute (FEI). FEI’s metadata tells that the coastline is based on the 
topographic database (maastotietokanta) of National Land Survey of Finland (MML) and the 
scale is 1:10 000 (FEI 2013).   
 
In the wave height calculations a land raster that separates land and sea is needed. The raster 
has to extend also to the southern Baltic Sea. A Digital Elevation Model (DEM) with 25 m 
resolution for EU was downloaded from the European Environment Agency (EEA) (EEA 
2013). The DEM was created in the GMES RDA project and it based on SRTM and ASTER 
GDEM data. The DEM is divided in tiles and Figure 20 illustrates the extent of the 
combination of the four tiles that were used. 
 
 
Figure 20. Extent of the EEA DEM. 




4. Methods  
The SAR response is evaluated by using three indicators that describe the system 
performance. The indicators used in this thesis are: 
A) Response times for incident locations in different wave height conditions 
B) Response times for incident locations with two units 
C) Response times for high incident density areas  
 
In reality the system of course consists of more aspects than only these three. For example 
how the units perform in the incident site is not included here. The response times are 
modelled using the fastest unit that can get to the incident site and it is not considered if that 
unit is suitable for the mission otherwise. For example if the mission requires towing not all 
rescue units are capable of doing it. In addition to these system performance indicators the 
demand is examined by calculating the number of concurrent incidents and by observing 
some other characteristics of the incidents. 
 
Environmental Systems Research Institute’s (ESRI) ArcGIS software was used in all GIS 
analyses. It is software that is often used in spatial analyses. According to Robbins (2013) 
ESRI GIS products are more or less the standard for GIS applications in municipal planning 
and administration. ArcGIS is fairly user friendly and it includes tools that are suitable for the 
analysis in this study. In addition to ArcGIS, Microsoft Excel, a spreadsheet application was 
used in some calculations and visualizations. 
 
Cost distance calculations were made in raster environment as it is the requirement for the 
distance tools. A vector-form sea layer was converted to raster and the cell size of 10 m was 
chosen. Also the wave model required raster format. The original vector layer was used for 
the calculations that did not require raster format.  
4.1 Cost distance 
In cost distance calculations, the least accumulative cost to specified source locations over a 
cost surface is calculated for each cell. Cost distance calculations use the raster data format. A 
raster consist of cells organized in rows and columns and each cell contains a value 
representing some information. The cost distance calculations can be used in many contexts. 




Often the cost distance function is used when deciding the least-cost route. Least-cost 
calculation can be applied for example for a road, path, railroad or pipeline planning. When 
building any of these it is wanted to know which route causes the least costs. Different factors 
affect the cost of building and these factors can also be weighted. These affecting factors can 
be for instance slope, land use and land type, land ownership and zoning. In this thesis the 
cost is time as we are interested in the response times. Time is fairly simple cost, easy to 
comprehend and there is no need for weighting.  
 
In a cost distance calculation we need source raster and the cost raster as inputs. Source raster 
identifies the source cells meaning the cells to which the least accumulative cost is calculated. 
In this study the source rasters are the rasters telling the locations of different SAR units so 
basically the rescue stations. The values in the cost raster tell the cost of crossing each of 
those cells. In this study the cost is time meaning that the values in the cost raster cells tell the 
time it takes to cross the cell horizontally or vertically. If the cell is crossed diagonally the 
cost must be multiplied with √2 . The multiplier √2  is a result from the Pythagorean 
theorem.  ArcMap (ESRI 2011) calculates the distance or cost between the centers of the 
neighboring cells. The used formulas are illustrated in the Figure 21. In the example the cost 
value in each cell is 0,65. So as a result, crossing a cell vertically or horizontally “costs” 0,65 
and diagonally 0,92. 
 
 
Figure 21. Possible movement directions and costs of the moves.  
In the example (Figure 22) the cost meaning the cell crossing time is 0,65 s as this is the time 
it takes to proceed 10 m with the speed of 30 knots and the cell size in the example is 10 m. 
The cost changes when the speed changes and that is why we need use different cost raster 
with each vessel type if their maximum velocities differ. The increasing wave height 
decreases the speed. So when we want to know the cost distances in different wave conditions 




we need to add some time to cost raster. The amount of added time depends on the wave 
height and the abilities of the vessel in question.  
 
 
Figure 22. Input and output of cost distance calculation. 
The output cost distance raster identifies the accumulated cost of traveling through each cell 
through the least-cost route. Filling out the cost distance raster is an iterative process that 
begins in the source cells. First the source cells are identified and given the value of zero as it 
costs nothing to return to themselves. On the next iteration the values for the cells neighboring 
the source cells are calculated with the functions shown in Figure 21. For each output raster 
cell the smallest possible accumulated value is chosen. Accumulated value is calculated for 
each cell by summing up the costs of moving from that cell to the source cell via the least-cost 
route. The iteration process proceeds outwards from the source cells. For more detailed 
information about the process see ESRI’s desktop help (2011). As calculated in the Figure 21 
crossing a cell costs 0,65 or 0,92 if done diagonally. We always move to the neighboring cell 
with the lowest value which means here that first two diagonal moves are made and thereafter 
two vertical moves (Figure 23).  
 
Figure 23. Accumulative value is calculated for each cell by summing up the costs of moving from a cell center to another 
via least-cost route.  




The cost or time it takes to cross a cell is calculated with the equation  𝑠
𝑣
= 𝑡 , where s is 
distance, v is vessels velocity and t is time. Distance is the cell resolution and velocity differs 
according to different vessels’ speeds. The vessel speeds are reported in knots so they are 
converted to m/s by multiplying them with 0,5144. So the time it takes to cross a 10 m cell 
with 30 knots speed can be calculated the following way  10 𝑚
30∗0,5144 𝑚/𝑠 ~0,65 𝑠. 
 
When the wave heights’ decelerating effect has to be taken into account the calculation 
becomes a bit more complex. We know the unit speeds at certain wave heights (Figure 17 on 
page 30). With this information we can calculate a coefficient and a constant with pair of 
equations. By multiplying the wave height in each cell with the coefficient and adding the 
constant we get the cell crossing time with different wave heights and vessel speeds. The 
coefficient and constant are calculated for with the following equations 𝑡1−𝑡2
𝑤ℎ1−𝑤ℎ2
= 𝑎 for 
coefficient and 𝑤ℎ1∗𝑡2−𝑤ℎ2∗𝑡1
𝑤ℎ1−𝑤ℎ2
= 𝑏 for constant, where t1 is the cell crossing time with the first 
wave height, t2 is the cell crossing time with the second wave height, wh1 and wh2 are the 
respective wave heights (Figure 24). For PV3 for example the coefficient and constant for 
wave heights between 2 m and 3 m would be calculated the following way: 𝑎 = 0,778−0,972
2−3
=0,194  and 𝑏 = 2∗0,972−3∗0,778
2−3
= 0,39. So for instance the cell crossing time with wave height 
2,2 m would be then 2,2*0,194 + 0,39 = 0,8168 (seconds). If the wave height exceeds the 
vessels operating capacity e.g. PV2 will not operate with >2 m wave heights the cell is given 
a NoData value. 
 
 
Figure 24. Cell crossing times with different wave heights (Hs) for PV2 and PV3 unit classes. 




4.2 Response time model 
The response times, meaning the time in which an incident site is reached, is often critical. 
Thus, it was decided to use the response times as a primary evaluation criteria. In this study 
the term response time is used as a synonym for the travel time from the rescue station to the 
incident site. In reality, the response time includes also the time between receiving of an 
emergency call and the vessel dispatch. In the case of voluntary SAR operations, this 
additional delay may be relevant. The FLI statistics from GoF reveal that in only 40,76 % of 
the missions the vessel was on patrol meaning that it was manned or that the crew was already 
in the rescue station. That means that in almost 60 % of the missions the crew was on call but 
not necessarily very near the rescue station. 
 
ArcMaps Distance toolset was used in the cost distance calculations. Flowchart in Figure 25 
illustrates how the response times for each incident were achieved and shows the tools that 
were used. This model was used for all the cost calculations with wave heights. The response 
times were also calculated without wave heights using each vessels maximum speed. That 
calculation differs slightly from the calculation depicted here. With maximum speeds there 
are six classes and those classes are not completely same than the unit type classes. Also 
instead of raster calculator and conditional statements the input raster for cost distance 
calculations can be achieved simply by reclassifying the study area raster so that each cell has 
a value corresponding the time it takes to cross the cell with each vessels maximum speed. 





Figure 25. Flowchart for calculating the response times for SAR incidents. An additional unit class was added for the unit 
Degerby later on because the unit did not fit well in any other class (PR-PV5). Blue boxes mark inputs, yellow boxes mark 
tools or operations and green boxes outputs. 
 
The cost values for incidents are calculated with each different wave height scenario so the 
model depicted in Figure 25 is repeated six times as we are using six different wave height 
scenarios. Batch processing is used with the cost distance tool. The first input is the wave 
height raster with 10 m resolution that is achieved with the methods described in the chapter 
4.3.3. The raster calculator is used to convert the wave height raster so that the cell values 
represent the cell crossing times instead of wave height values. This is done by conditional 




statements. The wave height in each cell is checked and multiplied with respective coefficient 
and added a constant. So the following logic is used; 
 
𝐼𝐹 𝑤ℎ0 ≤ 𝑧 ≤ 𝑤ℎ1 𝑇𝐻𝐸𝑁 𝑐𝑐𝑡 = 𝑧 × 𝑎1 + 𝑏1  
𝐴𝑁𝐷 𝐼𝐹 𝑤ℎ1 < 𝑧 ≤ 𝑤ℎ2  𝑇𝐻𝐸𝑁 𝑐𝑐𝑡 = 𝑧 × 𝑎2 + 𝑏2 …  𝐴𝑁𝐷 𝐼𝐹 𝑤ℎ𝑛 < 𝑧 ≤ 𝑤ℎ𝑛+1 𝑇𝐻𝐸𝑁 𝑐𝑐𝑡 = 𝑧 × 𝑎𝑛+1 +  𝑏𝑛+1 
 
Where:  𝑤ℎ 𝑛= wave height that tells which coefficient and constant to use (see page 38) 
 𝑧𝑛 = wave height at the cell 
cct = cell crossing time 
 𝑎𝑛= coefficient 
 𝑏𝑛= constant 
 
In ArcMap this is done with conditional statement. For example the wave height raster that 
represents the wave heights with 6 m/s south-western winds (hgt_sw6) is converted to 
represent the cell crossing times with PV3 vessel with the following statement;  
 
Con("hgt_sw6" <= 0.5, 0.5554, Con("hgt_sw6" <= 1,"hgt_sw6" * 0.1041 + 0.5033, 
Con("hgt_sw 6" <= 2, "hgt_sw6" * 0.1701 + 0.4374, Con("hgt_sw6" <= 3, "hgt_sw6" * 
0.1944 + 0.3888)))). 
 
In the statement the wave heights of each raster cell are checked and according to the height 
the height values are multiplied with a coefficient and summed with constant or with the 
smallest wave height class (≤0,5 m) only a constant is assigned. So in the example, if wave 
height is ≤ 0,5 then a constant of 0,5554 is given, if the wave height is ≤ 1 (but higher than 
0,5) then the wave height is multiplied with 0,1041 and summed with 0,5033 and so on. This 
was repeated for each unit class. After the calculation of the cell crossing time rasters the cost 
distance for each unit class is calculated using the cell crossing time raster as the cost raster 
and locations of rescue stations with different vessel types as source raster. Cell statistics are 
then used to compare the cost rasters and select the minimum cost values for each cell. Finally 
the cost values from the minimum cost raster are extracted to the incident points. 
4.3 Wave model 
Wave heights affect greatly on the SRU velocities so a wave height layer was included in the 
cost distance calculations in order to achieve more realistic response times. The wave heights 




are obviously not consistent over the whole GOF but differ significantly. In the central parts 
of the GOF the wave heights can grow bigger whereas the Finnish coast consist of many 
islands and due the ragged geography the waves cannot grow very high. 
 
In this thesis wave model developed by U.S. Geological Survey (USGS) was used (Rohweder 
et al. 2012). The geospatial models were ordered by the U.S. Army Corps of Engineers 
(USACE) and they were developed to quantify the wind fetch length and calculate several 
physical wave characteristics that can be altered by Habitat Rehabilitation and Enhancement 
Projects. The models were originally developed in ESRI ArcGIS software version 9.3 and 
updated thereafter to work with the version 10.0/10.1. 
 
The wave height output calculated with this model is of course quite simplified compared to 
reality. However, it is a way to take the wave conditions into account. The previous studies 
concerning the SAR planning in the GoF have not considered the wave heights with that 
much detail. Hänninen at al. (2003) and Deltamarin (2006) both created one scenario with 
bigger wave heights but used an assumption that the wave height is consistent over the whole 
area. Goerlandt et al. (2013) also included wave heights in their model. Their model used 
wave height probabilities from Tuomi et al. (2011). The wave height probabilities were 
calculated for 1 NM * 1 NM raster so the resolution was not very high. 
 
The USGS model was chosen because it is designed to be used with ArcGIS software and it is 
rather user-friendly. Most of the analyses in this thesis are done using ArcGIS software so the 
results of the wave model are relatively easy to include in the analyses as they use the same 
software and file formats. Also the inputs that USGS model uses are obtainable. The UGSG 
model uses wind fetch, wind speed and direction as inputs to calculate the wave heights. 
Figure 26 depicts the relationship between the inputs and outputs of the USGS model.  
 
Figure 26. The inputs and outputs of the wave model. 




4.3.1 Wind fetch 
 
First a wind fetch must be calculated. Wind fetch is the unobstructed distance that wind can 
travel over water in a constant direction. Longer wind fetch can result in larger wind-
generated waves. The USGS model provides three different calculation methods for 
calculating the wind fetch; Single, SPM-Restricted and SPM. The recommended method is 
SPM that is the preferred methodology as described in the Shore Protection Manual (USACE 
1984). The method spreads nine radials around the desired wind direction at 3-degree 
increments and the resultant wind fetch is the arithmetic mean of these nine radial 
measurements. Figure 27 shows the different methods. The wind fetch is calculated for the 
reference grid cell assuming that the wind blows from the north (0°). According to the USGS 
manual the larger arc (24 degrees) probably represents a more real-world condition for the 
areas evaluated (Rohweder et al. 2012, 8).  
 
The inputs that the wind fetch model requires are land raster and wind direction list. EU-DEM 
(EEA 2013) with 25 m resolution was used to create land raster and in the most southern parts 
of the Baltic Sea a shapefile showing the country borders provided by ESRI was used as well. 
That was because the DEM did not extend all the way to the south (Figure 20, page 34). 
When calculating the wind fetch all the water cells must be enclosed by land cells. A polygon 
that encloses the relevant areas was drawn. A buffer of 500 m was created outside the polygon 
and rasterized. The DEM was combined with the rasterized buffer. The buffer cells were 
given value of 500 m so that it classifies as land. 
 
 
Figure 27. Different wind fetch calculation methods (Rohweder et al. 2012, 8)  




The cell size of 50 m was used in fetch calculations. The DEM has 25 m cell size but 
calculating the fetch with that cell size would have taken days so the resolution had to be 
reduced. With 50 m cell size the calculation time was more reasonable (a bit over 5 hours). 
The wind fetch is calculated for one wind direction at the time. The fetch was modelled with 
wind directions east, west and southwest and the reasoning for the selection of these 
directions is explained in the next chapter. The first fetch calculation was done for the south-
western winds using the whole Baltic Sea area (Figure 28).  
 
Figure 28. Wind fetch with south-western wind using the whole Baltic area. Black line shows the limit for the first fetch 
calculation where almost the whole Baltic Sea was used. Red line shows the limited area that was used in the latter 
calculations. Study area is marked with the dashed line. 
However, including the whole area gave unrealistically big wave height values in later phases 
of the model. The model assumes that the wind blows steadily from one direction. This, 
however, happens rarely in this vast area. The mean wind directions and speeds vary in 
different times of the year (Figure 29). 
 
Using the whole Baltic sea area the wave height values in the western end of the study area 
grew to near 2,5 m with 6 m/s wind speed and  to 6 m with 14 m/s wind speed. These values 
are quite improbable with these wind speeds. Thus the area for which the wind fetch was 
calculated was limited. There is no simple answer to the question where the limit should be 
drawn. The differences in the wave height values caused by fetch limitation are discussed 
later on in Figure 60 and Figure 61. 





Figure 29. Mean wind directions and speeds in the Baltic Sea (data originally Mietus 1998 accessed in Leppäranta & 
Myrberg 2009, 38-39) 
 
The Swedish Meteorological and Hydrological Institute has weather stations along the 
Swedish coast. One of them is situated in a small island called Sandö north of Gotland. The 
wind directions from this weather station were compared with wind directions that were 
measured same time in three other weather stations (Figure 28). The aim of this comparison 
was to find how much difference there is in the wind directions over the area. If we check all 
measurement taken between April and December the mean difference between Sandö and 
other stations varies from 38,15° to 45,90° and the median from 22° to 31° (Table 6). If we 
observe only the cases where the wind direction in Sandö is between 180° and 270° the mean 
and median values are smaller. Based on these values we can at least say that the difference 
between Sandö and Inkoo is quite clear.  
 




Table 6. Mean and median differences in the concurrent wind directions between Sandö and three other weather stations. 
Measurements are taken hourly from April to December 2007-2012. 
  All wind directions in Sandö Wind directions 180°-270° in Sandö 
  Utö Vanö Inkoo Utö  Vanö  Inkoo  
Mean 38.15° 41.05° 45.90° 28.55° 31.78° 37.84° 
Median 22° 26° 31° 18° 21° 26° 
 
So the fetch limit was drawn to cross the Baltic Sea at the latitude where the weather station 
of Sandö situates. Using this limit in the wave height calculations resulted in wave heights 
that are more reasonable than the ones calculated by using the whole Baltic Sea area. In any 
case the fetch extent has an influence only on the western parts of the study area. 
 
4.3.2 Selection of wind direction and speed 
 
The winds at the GoF are predominantly south-western (Figure 30 also e.g. Soomere et al. 
2008, 297). In addition to the winds south-west is the most frequent direction for the waves as 
well (Figure 31). Another peak in wave directions is east. These directions are explained by 
the direction of the GoF. If the wind and wave directions during the incidents are observed, 
eastern and south-western directions stand out even more (Figure 32). This may be result from 
the fact that the waves have most space to grow bigger from these directions and bigger 
waves may cause more incidents. 
 
The different wave heights were calculated with western, south-western and eastern winds as 
these are the most frequent directions. Also, if the wind blows from north or south the wave 
heights in most parts of the study area are smaller than if the wind direction is one of the used 
because the narrowness of the gulf restricts the wind fetch length in north-south direction.  
 
Two wind speeds, 6 m/s and 14 m/s were chosen for the modelling. 6 m/s wind speed 
represent quite well the most frequent wind speed and 14 m/s is chosen to represent more 
windy conditions. 14 m/s is the limit that FMI uses to define strong wind. In Inkoo 2007–
2012 the recorded wind speed was 14 m/s or more in 2,14 % of the time if all measurements 
were included and 1,31 % between April and October. In Sipoo respectively the percentages 
were 0,41 % and between April and October only 0,09 %. In Utö that is more prone to the 
winds from the Baltic Sea the wind speed was 14 m/s or more 6,09 % of the time if all 
measurements are included and 2,22 % if only measurements taken between April and 
October were included. 





Figure 30. Distribution of wind direction in April-October 2007–2012 in 6 different weather stations in Baltic Sea.  
 
Figure 31. Recorded wave direction at the Helsinki wave buoy and wind directions in Inkoo and Sipoo in 2007–2012. 
 
Figure 32. Recorded wave direction at the Helsinki wave buoy and wind directions in Inkoo and Sipoo during the starting 




























































The mean and median wind speeds fall quite near 6 m/s (Table 7). However, it must be noted 
that the calm weather, meaning that the wind velocity is less than 0,1 m/s is not included in 
the wind diagrams or in the mean and median calculations. This means that both the median 
and mean values as well as wind velocity percentages describe the situation when there is 
some wind. So if also calm times are included these values are probably a bit overestimated. 
Also, it must be taken into account that over 30 % of the recordings from Sipoo and 7 % from 
Inkoo missed a wind speed and direction value. Wind speeds that are higher than 14 m/s quite 
rare. For example in Hanko, that had the highest number of strong winds of the weather 
stations of the GoF, the wind speed exceeded 14 m/s average 142 h (~6 days) in a year 
(Figure 5, page 10). In Utö, that does not situate in the study area anymore but in the more 
open sea, 3,34 % (~12 days) of the valid wind speed measurements had a value of 14 m/s or 
more in 2007-2012. 
 
Table 7. Wind speeds measured in Eestiluoto, Sipoo and Bågaskär, Inkoo between April and December 2007–2012. 
  Most frequent 
wind direction 
Wind speed (m/s) 
mean (from most 
frequent direction) 
Wind speed (m/s) 
median (from most 
frequent direction) 
Wind speed (m/s) 
mean (from all 
directions) 
Wind speed (m/s) 
median (from all 
directions) 
Inkoo SW 7.38 7.1 6.24 5.8 
Sipoo SWS 5.8 5.6 5.43 5.2 
 
Also if we check the conditions during the incidents we can see that wind speed during them 
is not often 14 m/s or more (Table 8). The wind speeds and wave height might of course differ 
between the weather stations and actual incident sites. 
 
Table 8. Number of incidents in 2007–2012 during which the wind speed was 14 m/s or more in Sipoo or Inkoo and 
incidents during wich the significant wave height in Helsinki buoy was at least 2 m. The total number of incidents in these 
calculations was 7 650. 
  FRS FBG FLI together 
Hs (m) ≥ 2 m 32 (0,42 %) 154 (2,01 %) 43 (0,56 %) 229 (2,99 %) 
Wind ≥ 14 m/s, Inkoo 18 (0,24 %) 79 (1,03 %) 25 (0,33 %) 122 (1,59 %) 
Wind ≥ 14 m/s, Sipoo 4 (0,05 %) 13 (0,17 %) 1 (0,01%) 18 (0,24 %) 
 
4.3.3 Wave heights 
 
After the wind fetch is calculated the wave height simulation can be run. The wave height 
model requires adjusted wind speed data. The model assumes that the wind speed is collected 
at the 10 m anemometer height and if it is not then it must be adjusted. The wind data that is 




mainly used in this study is collected from the weather stations in Inkoo and Sipoo. The 
elevations of these stations are 10 m and 13 m respectively so there is no need for this 
adjustment. The wave model also provides a checkbox “Overland Wind Measurement” and if 
it is checked the wind speed is adjusted better approximate what the wind speed would be if it 
were collected over water instead of over ground. The weather stations are overland so the 
box is checked. 
 
Acceleration of gravity can be adjusted but in this study the default 9,82 m/s² was used. The 
model calculates significant wave height with the following formulae taken from the Coastal 
Engineering Manual (USACE 2002): 
Cd ≈ 0.001 * (1.1 + (0,035 * UA)) 
U* = (Cd) 1/2 *UA  
xˆ = (g * x) / (U*)2  
Hˆm0 = λ1* (xˆ)m1  
Hm0 = Hˆm0 * ((U*)2 / g) 
Where: 
UA = adjusted wind speed (meters/second)  
z = observed elevation of wind speed 
measurements (meters)  
t = number of seconds to travel one mile  
Cd = coefficient of drag  
U* = friction velocity  
λ1 = 0.0413  
m1 = ½  
H^m0 = non-dimensional significant wave 
height  
Hm0 = significant wave height (meters)  
x^ = non-dimensional wind fetch  
x = wind fetch (meters)  
g = acceleration of gravity (9.82 
meters/second²) 
The wave heights are calculated only for the study area using 50 m spatial resolution as that is 
the resolution of the wind fetch raster. The cost distance calculations are done with 10 m 
resolution so due the resolution differences there are some water areas that are left without 
wave height value. The missing wave heights are filled by going through procedures depicted 
in Figure 33.  
  
 
Figure 33. Workflow for editing the wave height raster to be suitable for the cost calculations. 
 




First the wave height raster is aggregated by using ArcMap’s Aggregate -tool. The tool 
creates a reduced-resolution version of the input raster. User can specify by what multiplier 
the cell sizes is multiplied with and the output cells contain then the sum, minimum, 
maximum, mean or median of the input cells that are encompassed by the extent of that cell 
(ESRI 2012). For these calculations median was chosen. Here it was not hoped to reduce the 
resolution but only to fill the cells with missing values. Thus a multiplier of one was used. 
ArcMap’s documentation tells that the multiplier must be greater than one but the tool worked 
with multiplier one as well when tested. In this way the cells that already had a wave height 
value kept the original value but for the cells that had no wave height value a median value 
was assigned. ArcMap does not really tell how the median is calculated for the output cells 
that encompass only NoData values in the input raster. However, when visually observing the 
output raster it seems that the nearest valid value on the left of the cell is used. Finally the 
difference between input and output cell values was checked with raster calculator in order to 
confirm that the valid values in the input raster did not change.  
 
After that the raster was resampled to the 10 m resolution by using Resample –tool and 
nearest neighbor technique. Thereafter the resampled raster was extracted by using a mask of 
the study area. These steps were repeated for each different wave height raster. 
4.4 Densities 
Point and Kernel densities of the incidents were calculated in order to examine spatial 
distribution of the incidents. ArcMap’s Density toolset was used in calculations. The Point 
Density tool calculates the density of point features around each output raster cell. A 
neighbourhood is defined around each output raster cell and the number of points that fall 
within the neighbourhood is totalled and divided by the area of neighborhood. Here the output 
raster cell size was set as 100 m and the neighborhood as 1 NM.  
 
Kernel density differs from the basic point density as a smoothed surface is fitted over each 
incident. The surface value is highest at the incident point and diminishes with increasing 
distance from the incident. The value reaches zero at the search radius distance from the 
incident. ArcMap uses the term “search radius” but the more known term for this distance is 
bandwidth. Different methods exist how to choose bandwidth (e.g. Jones et al. 1996). 
However, as this this thesis doesn’t concentrate to this subject, the bandwidths were simply 
set as 1 NM and 10 NM. There are also different types of Kernel functions. Arc Map’s 




documentation declares that it uses the quadratic kernel function described in Silverman 
(1986, 76, equation 4.5). 
4.5 Concurrent incident calculation 
One aim in this thesis was to find out how many incidents happen simultaneously in order to 
know if more than one SRU per station is needed. Also the number of simultaneous calls in 
the whole MRSC area was calculated as the MRSC was interested if there should be more 
than one person answering the oncoming calls. The overlapping calls were calculated with 
four different call durations; 2, 5, 10 and 15 minutes. 
 
To be able to calculate the overlap of the incidents we need to know how long one mission 
takes. FBG and FRS data included only the alarm times and FLI data included also the end 
time of the mission. As there was no information about FBG or FRS mission durations it was 
decided to examine the FLI mission durations and apply the same duration to all cases. Table 
9 and Figure 34 show distribution of the FLI mission durations. Duration of four hours was 
chosen to be applied to each incident. Over 90 % of the missions happen with this time so it 
was considered as a safe choice. 
 






   assistance    all 
missions 
  
  no. % cumulative % no. % cumulative % no. % cumulative % 
1 220 50,11 50,11 347 31,83 31,83 567 37,08 37,08 
2 109 24,83 74,94 348 31,93 63,76 457 29,89 66,97 
3 45 10,25 85,19 182 16,70 80,46 227 14,85 81,82 
4 30 6,83 92,03 106 9,72 90,18 136 8,89 90,71 
5 10 2,28 94,30 45 4,13 94,31 55 3,60 94,31 
6 8 1,82 96,13 23 2,11 96,42 31 2,03 96,34 
7 7 1,59 97,72 11 1,01 97,43 18 1,18 97,51 
8 3 0,68 98,40 8 0,73 98,17 11 0,72 98,23 
9 5 1,14 99,54 6 0,55 98,72 11 0,72 98,95 
10 1 0,23 99,77 1 0,09 98,81 2 0,13 99,08 
11 0 0,00 99,77 2 0,18 98,99 2 0,13 99,22 
12 1 0,23 100,00 5 0,46 99,45 6 0,39 99,61 
>12 0 0,00 100,00 6 0,55 100,00 6 0,39 100,00 
 
 





Figure 34. Duration of FLI missions 2007-2012 
 
Microsoft Excel was used in the calculation of simultaneous call and concurrent missions. A 
method suggested by Jason Sherry (2012) was applied. An end time is calculated for each 
mission by adding the wanted mission duration so here 4 hours. Then it is checked if next 
mission starts when the previous one is still going on. The GoF area was divided in six 
subareas where the number of concurrent incidents was calculated. The division was based on 
visual assessment of the distribution of the missions performed by different FLI organizations 
(Figure 35).  
 
Figure 35. Division of the areas for which the number of concurrent events was calculated. Colored points are the missions 











































































5.1 Maritime incidents in the Gulf of Finland  
Here is a short summary of the spatial and temporal distribution of maritime incidents in the 
GoF. Also the type of incident and the object of incident are addressed. For more detailed 
regional information as well as information concerning the whole Finland see Venäläinen & 
Sonninen (2013).  
 
The spatial distribution of missions differed somewhat between organizations (Figure 36). 
FBG covered the biggest number of missions in the GoF area and its missions were spread 
widest and furthest to the sea. The missons performed by FRS and FLI were concentrated 
more near to coast. Also there seemed to be a concentration of FLI missions around the FLI 
stations. The distance to the nearest coast was usually relatively small (Figure 37). Almost 
half (46,92 %) of the missions were located within 100 m of the coast and 65,78 % within  
200 m. 
 
Figure 36. Missions in the GoF area by different SAR operators. 
The biggest concentration of missions was from the coast of the capital region (Figure 38). 
Figure 38c illustrates more generalized view of the mission concentrations and Figure 38a and 
Figure 38b shows also smaller concentration areas. The area between the cape of Porkkala 
and Porvoo had the most missions. Then again there was some concentration around Kotka 
and Hanko. From the smaller bandwidth maps it can be seen that there was stretching from 
Helsinki southwards. This was caused from the vessels heading to Tallinn approximately 
along that line. 





Figure 37. The distance from the incident location to the nearest shore. 
 

































































During the years 2007–2012 the number of annual missions varied between 967 and 1 358 
(Figure 39). The trend seems to be a bit decreasing. The incidents occurred primarily during 
summer months as can be seen in the weekly distribution of the missions (Figure 40). Early in 
the year the sea is usually frozen so the number of weekly missions was low and the missions 
were primarily performed by FBG. When the ice melted in the spring the number of missions 
increased, generally that is in April. The summer months were busy and the number of 
missions decreased in August. However, autum was characterized by more incidents than the 
springtime. Usually the GoF starts to freeze at the beginning of December (Hänninen et al. 
2002, 16).  
  
Figure 39.  Annual number of missions in the GoF 2007-2012. 
 
 
Figure 40. Average number of missions each week in the GoF 2007-2012. 
FLI, FBG and FRS all have their own incident classification criteria. Figure 41–Figure 43 list 
the mission types of these organizations. The majority of the missions performed by FLI were 
assistance missions and the rescue missions came only fourth. Rescue missions were the most 










































classified. It must be noted though that “rescue” mission can mean different things in the FBG 
and FLI recordings. FRS has the most mission type classes even though some of them are 
fairly similar. The emergency response vacated the first spot on the FRS list.  
 
Figure 41. Distribution of different mission types performed by FLI 2007–2012. 
 
Figure 42. Distribution of different mission types performed by FBG 2007–2012. 
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It is also useful to know what kind of vessel is under distress. The objects of the missions of 
FLI are shown in Figure 44. FLI assisted primarily pleasure vessels and almost half of the 
objects of the help were small (<7m) motor boats.  
 
Figure 44. Division of the objects of the missions performed by FLI 2007–2012. 
5.2 Concurrent incidents 
 
The number of concurrent missions was calculated in order to know if the number of units in 
different areas of the GoF is sufficient. The GoF area was divided in six sub-areas and the 
number of concurrent missions on these sub-areas was calculated. The number of these 
missions in the sub-areas can be found from Appendix A. The greatest number of concurrent 
missions, 12, happened in Espoo - Helsinki area which is no surprise as the traffic is heaviest 
there. However, generally the occurrence of that many concurrent incidents was quite 
improbable. The Helsinki metropolitan area also has three FLI stations and a FBG station 
with multiple units so there is also resources to respond the incidents.  
 
In the other areas the number of concurrent missions is lower. Especially if only the FLI 
missions are observed the number of concurrent incidents was quite moderate. In reality the 
number of overlapping incidents was probably a lot smaller because the mission duration of  
4 h is an overestimate. The mean duration of all the FLI missions is less than 2 h (115,21 min) 
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included. It is also possible that some incidents were recorded by more than one operator and 
this is an important uncertainty. All the recorded incidents were used when calculating the 
concurrent missions. If for example units from both FBG and FLI have participated on the 
same mission and both operators have recorded the mission the results show that there are two 
concurrent missions even though the incident was in fact the same.  
 
The number of concurrent phone calls in the whole MRSC area was also calculated in order to 
know if the center should have more than one person answering the oncoming calls. The 
recorded starting time of the mission was used as the time of the oncoming call. The length of 
emergency calls is not known so four different call lengths, 2, 5, 10 and 15 minutes, were 
used. The results show that there seems to be some concurrent calls (Table 10). The missions 
performed by the FRS are generally assigned by the Emergency exchange center 
(Hätäkeskus). The number of concurrent calls with 5 minutes call length was thus also 
calculated without the missions performed by the FRS and also with only the FBG missions 
(Table 11).  
 
Table 10. The number of concurrent calls 2007–2012, assuming that calling time is the same as the missions starting time 
and with the call lengths of 2, 5, 10  and 15 minutes. All missions included. 
Concurrent calls   2 min 2 min % 5 min 5 min % 10 min 10 min % 15 min 15 min % 
1  6431 97,35  6121 92,66  5736 86,83  5504 83,32  
2  173 2,62  468 7,08  790 11,96  943 14,27  
3  2 0,03  17 0,26  75 1,14  141 2,13  
4      5 0,08  17 0,26  
5        1 0,02  
 
Table 11. The number of concurrent calls 2007–2012 with 5 minutes call length. Missions performed by FBG and FLI and 
only FBG included. 
Concurrent 
calls 
FBG and FLI, 5 min FBG, 5 min   
  number % number % 
1 5413 93,22  4176 97,84  
2 378 6,51  88 2,06  
3 16 0,28  4 0,09  
 
The length of the call affects greatly on the number of concurrent calls. If the call length can 
be kept in two minutes the number of concurrent calls is quite small. However, when the calls 
lengthen the number of concurrent calls grows significantly.  





The crews of the FLI membership organizations were asked to fill a questionnaire concerning 
their opinions about good rescue vessel. A set of questions concerning the effect of weather 
circumstances was added to the end of that questionnaire. Altogether 314 people answered the 
questionnaire although not all finished it completely. 300 people answered the questions 
about circumstances. The percentages of different answers are shown in the Table 12.  
 
According to the answers wave height had the most effect on the vessel speeds as was 
assumed. Over 57 % of the respondents thought that wave height has big or very big effect 
and only 10 people thought that wave height has no effect at all. Visibility was the second 
most effective circumstance and wind speed and darkness followed. Air and water 
temperature had the least effect.  
 
Table 12. Results from the questionnaire filled by the FLI crew members. The most common answer for each question is 















wave height 0,00 % 3,37 % 10,44 % 28,62 % 35,69 % 21,89 % 2,62 
visibility (fog, mist, haze...) 0,00 % 2,68 % 12,71 % 30,10 % 33,44 % 21,07 % 2,58 
wind speed 0,00 % 5,00 % 17,00 % 35,33 % 32,00 % 10,67 % 2,26 
darkness 0,00 % 8,75 % 22,56 % 37,71 % 20,54 % 10,44 % 2,01 
wind direction 0,67 % 14,33 % 20,33 % 38,00 % 19,33 % 7,33 % 1,85 
rain 0,33 % 23,67 % 32,67 % 33,67 % 8,00 % 1,67 % 1,31 
lightning 3,08 % 48,97 % 30,14 % 13,01 % 3,77 % 1,03 % 0,74 
temperature (>0 C) 1,67 % 73,24 % 16,72 % 6,02 % 2,01 % 0,33 % 0,37 
temperature of  surface 
water (unfrozen water) 1,67 % 84,62 % 8,70 % 4,35 % 0,67 % 0,00 % 0,20 
 
There are conditions apart from wave heights that affect the unit speed significantly but there 
is no easy way to take them into account. Fogs are often very local and it is hard to say how 
much they affect the unit speeds. During the summertime which is the high season for boating 
the darkness is not such a significant issue because it does not get very dark in Finland. 
However, in the end of August and during autumn darkness can have more effect. The wind 
speed and direction are taken into account in that sense that they cause waves. However, also 




the direction of wind and waves matter. There are differences depending on whether the wind 
or waves come from front, back or sides of the boat. 
5.4 Wave conditions 
5.4.1 Measured wave heights 
The wave height measurements from Helsinki buoy are from half an hour intervals. The hour 
or half an hour that was nearest to the incidents starting time was used to link the wave height 
value to each incident. For a bit over 22 % of the incidents there was no wave height value to 
be linked. The frequency of the different significant wave heights during the incidents starting 
time is depicted in Figure 45. The maximum wave height during an incident was 4,31 m and 
that mission was performed by FBG. The mean wave height during the incidents was 0,78 m 
and the median 0,62 m.  
 
Figure 45. Measured significant wave heights at the Helsinki buoy during the starting time of the incident 2007–2012. 
During over 73 % of the incidents the wave height at the buoy was maximum 1 m and during 
over 95 % of the incidents it was maximum 2 m (Table 13).  If the different operators are 
compared, it can be noted that during FBG’s missions the wave heights were slightly bigger 
than during FLI’s or FRS’s missions. FBG works year around while FLI mainly works during 
the summer. That might explain the difference because the wave heights are generally biggest 




























Table 13. Cumulative % of significant wave heights (Hs) at the Helsinki buoy during the starting time of missions 2007–
2012. 
Hs (m) FRS FBG FLI All 
0,1 0,00 % 0,09 % 0,24 % 0,12 % 
0,5 43,65 % 38,04 % 43,20 % 40,00 % 
1 75,71 % 71,42 % 78,12 % 73,59 % 
1,5 90,00 % 87,64 % 90,61 % 88,66 % 
2 94,92 % 95,36 % 96,74 % 95,65 % 
2,5 98,57 % 98,58 % 98,97 % 98,67 % 
3 99,52 % 99,60 % 99,60 % 99,59 % 
3,5 99,68 % 99,81 % 99,76 % 99,79 % 
4 99,84 % 99,94 % 100,00 % 99,94 % 
4,31 100,00 % 100,00 %  100,00 % 
 
When observing these wave height values it is important to remember that these values do not 
represent the actual wave heights at the incident sites but they are the heights at the Helsinki 
buoy during the incidents starting time. Most of the incidents happen quite near the coast 
(Figure 37, page 54) and the actual wave heights at the sites are thus often probably a lot 
smaller. The Helsinki buoy situates in the more open sea where the wave heights are generally 
bigger. It can be thought that the wave heights in most of the incident sites are thus smaller 
than in the buoy. Depending on the wind direction there are also situations when the wave 
heights elsewhere are bigger than at the buoy.  
 
5.4.2 Modelled wave heights 
 
The wave heights were first calculated by using 6 m/s wind speed. Three different wind 
directions, east, west and south-west, were observed. These wind directions are of course 
generalizations as the wind often does not blow from uniform direction but instead there are 
some regional differences in the wind direction. There are some clear differences in the wave 
heights depending on the wind direction (Figure 46).  
 
With western winds the wave heights seem to be highest at the GoF generally. However, if we 
observe the study area and especially the coastal areas we can see that with western winds 
great part of those belong to lower wave height classes. In fact, with western winds the 
percent of the study area that has ≤ 0,5 m wave height is bigger than with eastern or south-
western winds. With eastern winds the wave heights naturally grow towards west and some 




east facing coasts can face relatively high waves. South-western winds bring the wave heights 




Figure 46. Modelled significant wave heights (Hs) with 6 m/s wind speed from east, west and south west. 




After 6 m/s wind speed the corresponding wave heights were calculated with 14 m/s wind 
speed (Figure 47). Generally the wave height patterns are same as with 6 m/s wind speed but 
the values are just bigger. Many coastal areas stay still in the lowest wave height class. 
 
 
Figure 47. Modelled significant wave heights (Hs) with 14 m/s wind speed from east, west and south-west. 




5.5 Current response times 
Response times were calculated for 6 162 missions. However, not all of these missions 
intersected with the cost raster so they were left out leaving 6 101 missions. The missions of 
FLI were classified in two classes according to their criticality. The division was made based 
on the sea rescue number (mepe_numero). The missions that have this number are more 
critical than the ones without it. This division was suggested by Operations Manager Jori 
Nordström from the FLI. Only the FLI missions were classified based on criticality because 
the other operators use different kind of compilations of statistics. The detailed response times 
in different wave conditions are listed in Appendix B. 
 
5.5.1 Response times with maximum speeds and 6 m/s wind speeds 
 
The response times were calculated first in conditions where the wave height does not slow 
down the units and it is assumed that all the vessels can use their maximum speed on the 
whole area. Figure 48d illustrates the response time zones in these ideal conditions. Historical 
incident sites from the years 2007–2012 were overlaid on the response time map to find out 
how long it takes to get to the incident sites.  
 
With maximum speeds the FLI mission sites were reached rather well (Table 14). Basically 
all FLI incident sites were reached within 25 minutes and over 75 % of the sites even in 10 
minutes. If the missions performed by FRS and FBG were included too the performance was 
a bit poorer but still 80 % of the mission sites were reached within 15 minutes. There was no 
big difference between the more and less critical FLI incident classes (Table 15).  
 





Figure 48. Response times with the current fleet of the FLI and with modelled wave heights acquired with wind of 6 m/s 
from a) east b) west c) south-west and d) with no wave height using the units’ maximum speeds 
 




Table 14. Response times to the SAR incident locations in the GoF 2007–2012 with the fleet of the FLI using the units’ 
maximum speeds. 
  FLI     FBG   FRS   All missions   
min  no. % cumulative %  no. %  no. %  no. % cumulative % 
5 614 43,55  43,55  1275 31,53  207 31,94  2096 34,35  34,35  
10 455 32,27  75,82  1284 31,75  199 30,71  1938 31,76  66,11  
15 184 13,05  88,87  580 14,34  97 14,97  861 14,11  80,22  
20 113 8,01  96,88  464 11,47  89 13,73  666 10,91  91,13  
25 34 2,41  99,29  239 5,91  30 4,63  303 4,97  96,10  
30 7 0,50  99,79  115 2,84  15 2,31  137 2,25  98,34  
35 1 0,07  99,86  55 1,36  8 1,23  64 1,05  99,39  
40  0,00  99,86  23 0,57  3 0,46  26 0,43  99,82  
45 1 0,07  99,93  7 0,17    0,00  8 0,13  99,95  
50 0 0,00  99,93  0 0,00   0,00 0 0,00  99,95  
55 1 0,07  100,00  2 0,05    0,00  3 0,05  100,00  
all 1410 100  100  4044 100  648 100  6102 100  100,00  
 
Table 15. Response times to the FLI’s SAR incident locations in the GoF 2007–2012 with the fleet of the FLI using the 
units’ maximum speeds. 
   critical     less critical   
min   no. % cumulative %  no. % cumulative % 
5  362 42,14  42,14  252 45,74  45,74  
10  303 35,27  77,42  152 27,59  73,32  
15  111 12,92  90,34  73 13,25  86,57  
20  66 7,68  98,02  47 8,53  95,10  
25  10 1,16  99,19  24 4,36  99,46  
30  5 0,58  99,77  2 0,36  99,82  
35  1 0,12  99,88   0 0,00  99,82  
40  0 0,00  99,88   0 0,00  99,82  
45  0 0,00  99,88  1 0,18  100,00  
50  0 0,00 99,88    
55  1 0,12  100,00      
 all  859 100,00    551 100,00    
 
After calculating the response times with maximum speeds they were calculated with 6 m/s 
wind speed from three different directions. With that wind speed the wave heights at the study 
area did not exceed 2 m so all the vessels were usable in the whole area. Thus the result did 
not differ very much from the previous one. The main differences between response times 
calculated with or without wave heights came from the different unit classification. Figure 
48a-c depicts the response time zones with 6 m/s wind speeds. The differences between maps 
are barely notable. With 6 m/s winds almost all (98,7–98,9 %) FLI’s mission sites were still 
reached within 25 minutes and almost three quarters (73,5–74,3 %) within 10 minutes (Table 




16). If all incidents were included then the result was a bit poorer but still all the incident sites 
were reached in less than 55 minutes. 
Table 16. Response times to the SAR incident locations in the GoF 2007–2012 with the fleet of the FLI with wave heights 
that are modeled with 6 m/s wind speed and wind directions east, west and south-west. 
 east 6 m/s     west 6 m/s     south-west 6 m/s  
  
 FLI   all   FLI   all   FLI   all   
min no. cum % no. cum 
% 
no. cum % no. cum 
% 
no. cum %  no. cum % 
5 635 45.1 2156 35.3 637 45.2 2163 35.5 634 45  2145 35.2 
10 411 74.2 1784 64.6 410 74.3 1790 64.8 401 73.5  1748 63.8 
15 184 87.3 861 78.7 195 88.1 877 79.2 200 87.7  900 78.6 
20 131 96.6 703 90.2 120 96.7 701 90.7 124 96.5  697 90 
25 31 98.8 272 94.7 32 98.9 271 95.1 32 98.7  274 94.5 
30 13 99.7 182 97.7 12 99.8 167 97.8 14 99.7  192 97.6 
35 3 99.9 86 99.1 2 99.9 79 99.1 3 99.9  85 99 
40 0 99.9 30 99.6 0 99.9 30 99.6 0 99.9  34 99.6 
45 1 100 20 99.9 1 100 17 99.9 1 100  20 99.9 
50     5 100     4 100 0 100  4 100 
55     2 100     2 100      2 100 
all 1409   6101   1409 
  
6101   1409 
  
6101   
 
5.5.2 Response times with 14 m/s wind 
 
Response times were calculated also with 14 m/s wind to see how they differ in more severe 
conditions. 14 m/s wind can generate over 4 m significant wave heights which can be very 
challenging for SRUs. These wave conditions do restrict the usable units as PV2 units do not 
generally operate if the wave height exceeds 2 m and PV 3 units if it exceeds 3 m. With these 
wave heights the maximum response time grew from 53 minutes to 92 minutes (Table 17). 
With 6 m/s wind almost all FLI’s mission sites were reached within 25 minutes but with 14 
m/s winds the time to reach basically all (99,1–99,9 %) of them grew up to 35 minutes. If all 
incidents were included then there were some incident sites for which the response time was 
clearly over an hour. 
 
Also a comparison of the coverage areas of different response time areas with different wind 
speeds was made (Table 18 and Figure 49). There were clear differences between wind 
speeds. However, the coverage areas may not be a very good way to evaluate the response 
adequacy. If there is hardly ever traffic in some areas it is not necessary to have short 
response times there. Therefore, the response time areas are overlaid with incident densities in 
the next chapter. 




Table 17. Response times to the SAR incident locations in the GoF 2007-2012 with the fleet of the FLI with wave heights 
that are modeled with 14 m/s wind speed and wind directions east, west and south-west. 
 east 14 m/s   
  
west 14 m/s 
  
south-west 14 m/s 
  
  
  FLI   all   FLI   all   FLI   all   
min  no. cum 
% 
 no. cum %  no. cum 
% 




 no. cum 
% 
5 605 42.9 2083 34.1 637 45.2 2157 35.4 594 42.2 2018 33.1 
10 393 70.8 1690 61.8 409 74.2 1773 64.4 353 67.2 1510 57.8 
15 180 83.6 814 75.2 192 87.9 878 78.8 172 79.4 791 70.8 
20 112 91.6 615 85.3 123 96.6 688 90.1 129 88.6 615 80.9 
25 45 94.7 291 90 30 98.7 244 94.1 84 94.5 457 88.4 
30 31 96.9 219 93.6 12 99.6 165 96.8 45 97.7 299 93.3 
35 30 99.1 189 96.7 4 99.9 91 98.3 21 99.2 182 96.2 
40 7 99.6 73 97.9 1 99.9 41 99 6 99.6 99 97.9 
45 2 99.7 36 98.5 1 100 27 99.4 1 99.7 58 98.8 
50 3 99.9 32 99    19 99.7 2 99.9 30 99.3 
55 0 99.9 20 99.4     10 99.9 2 100 26 99.7 
60 0 99.9 8 99.5    4 99.9 0 100 11 99.9 
65 0 99.9 7 99.6     0 99.9     5 100 
70 0 99.9 5 99.7    2 100        
75 0 99.9 8 99.8     1 100         
80 1 100 6 99.9    1 100        
85 0 100 4 100                 
90    0 100               
95     1 100                 
all 1409   6101   1409   6101   1409   6101   
 
Table 18. Percentage of the study area covered within certain times. The mean of response times modeled with 6 m/s and 14 
m/s wind speeds are used. 
 6 m/s wind speeds 14 m/s wind speeds 
minutes % cumulative % % cumulative % 
5 3.67 % 3.67 % 3.12 % 3.12 % 
10 9.90 % 13.57 % 7.87 % 10.99 % 
15 13.80 % 27.38 % 9.14 % 20.13 % 
20 16.93 % 44.31 % 9.93 % 30.06 % 
25 16.56 % 60.87 % 8.97 % 39.03 % 
30 15.27 % 76.14 % 9.65 % 48.69 % 
35 10.78 % 86.92 % 9.86 % 58.54 % 
40 6.65 % 93.56 % 8.38 % 66.93 % 
45 3.93 % 97.49 % 7.45 % 74.37 % 
50 2.15 % 99.64 % 5.48 % 79.85 % 
55 0.23 % 99.86 % 4.76 % 84.61 % 
60 0.09 % 99.95 % 4.35 % 88.96 % 
65 0.05 % 100.00 % 3.26 % 92.23 % 
70   2.60 % 94.83 % 
75   2.33 % 97.16 % 
80   1.55 % 98.71 % 
85   0.81 % 99.51 % 
90   0.40 % 99.91 % 
92   0.09 % 100.00 % 





Figure 49. Response times with the current fleet of the FLI and with modelled wave heights acquired with wind speed of 14 








5.5.3 Response times overlaid with incident densities 
 
When planning the SAR response it is not always most fruitful to aim for the shortest 
response times over the whole area but also the fact where the incidents take place should be 
considered. Thus here the incident densities were overlaid with the response time zones. The 
incident densities are kernel densities with 1 NM bandwidth from the years 2007–2012 and 
they were classified in five classes (Figure 50). The mean values of the three response time 
maps with 6 m/s wind and 14 m/s wind were calculated and these mean response time maps 
were then overlaid with density map. The bar charts depicting the result are shown in the 
Figure 50. With both wind conditions 100 % of the highest density class and practically also 
all of the second highest class were reached in 10 minutes. Density class with 5 to 10 
incidents per km² was also reached most times in 10 minutes. Only when we got down to the 
1–5 incidents per km² the response time grew up 20 or 30 minutes more often.  
 
 
Figure 50. Incident density map and percentages of incident density classes reached by FLI units within certain times. Mean 
values of modelled wave heights are used. 
Helsinki 
Hanko
   
Kotka
   




5.6 Areas reached with two units 
The FLI plans to adopt a policy where each incident would be responded with two units. 
Therefore a map showing the areas that are reached in 10, 20 and 30 minutes with two vessels 
from different rescue stations was created (Figure 51). Over half of the incident locations 
from the years 2007–2012 were reachable within 20 minutes and over 80 % in half an hour 
(Table 19).  
 
Helsinki metropolitan area was covered quite well with two vessels as well as the Kotka-
Hamina area. The area west of Hanko was not really comparable as the next station in Salo 
west from Hanko was not included in the calculation. The largest gap in areas achievable with 
two vessels within 30 minutes seemed to be the area between Porvoo and Loviisa. However, 
in that area the number of incidents was quite small (e.g. Figure 38 page 54). 
 
 
Figure 51. Areas that are reached with at least two units from different rescue stations in 10, 20 and 30 minutes if units can 
use their maximum speed.  
Table 19. The number of incident sites from the years 2007–2012 that were reached with two FLI units within 10, 20 and 30 
min.  
minutes number % cumulative 
% 
10 1163 18,87 18,87 
20 2110 34,24 53,12 
30 1794 29,11 82,23 
 
5.7 Areas of operation 
FLI does not have any official borders between the operational areas of rescue associations. 
Of course there are some agreements but the borders are fuzzy especially in the sea areas. In 
the lakes the division of operational areas is often more simple if an association answers for 




one lake or if for instance a channel divides the water areas. In the GoF area there are rather 
many associations. Especially in the capital region there are three stations very near each 
other so there is no point in drawing strict lines. However, sometimes it is useful to have some 
objectively drawn borders.  
 
The cost distance grid can be used to determine the areas of operation for each rescue station. 
Each grid cell is allocated to station that is reached fastest from that grid cell. Figure 52 
illustrates these allocated areas in calm conditions. The size of these areas differs 
significantly. For example the area for MP 1 is really small as the vessel in that station is slow 
compared to vessels of the neighbouring stations, Helsinki and Espoo. It must be noted 
though that Jenny Wihuri, that is the primary rescue unit in MP 1 station, is often patrolling 
and the many missions performed by Jenny Wihuri are spread over a large area (Venäläinen 
& Sonninen 2013, 56). According to FLI’s vessel list Jenny Wihuri’s aid boat, Antti, is also 
the quickest vessel in the GoF area with the maximum speed of 45 knots. In this analysis it is 
assumed that aid boats do not operate independently, even though some times that can happen 
too. So in reality MP 1 operational area can be larger than the map shows.  
 
 
Figure 52. Areas of operation of the voluntary SAR associations in the GoF. The first one is calculated with vessels’ 
maximum speeds and the second one with mean values of the response times modelled with 14 m/s winds. 




Also the operational area of Inkoo seems to be rather small mainly due the proximity of 
Bågaskär. Bågaskär is however mainly a training station. With higher wave heights the 
operational areas change somewhat. Thought, it must be noted that part of the change results 
from the different vessel classification.  
5.8 SAR response in the GoF 
According to the results the SAR response in the study area is generally quite good. FLI does 
not have any official guidelines in which time the incident sites should be reached so we 
cannot compare the results to any predefined objectives. Of course the shorter the response 
times the better. FBG on the other hand has an objective, although not binding, that in most 
parts of the GoF 90 % of the incident sites should be reached within 45 minutes. If the same 
objective is applied to the FLI it was fulfilled easily in the wave height conditions studied 
here (Table 20). In all conditions apart from south-western 14 m/s wind speed 90 % of the 
incident sites were reached already in 25 minutes. Wave heights acquired with 6m/s wind 
speed did not really affect the response times but if the wind speed grows to 14 m/s the wave 
heights started to lengthen the response times. 
 
Table 20.  Response times, cumulative percentages. Note maximum speed class is not completely comparable because it is 
calculated with each vessels maximum speed and others are calculated with generalized vessel class speeds. 
min east 6 m/s s-w 6m/s west 6 m/s east 14 m/s west 14 m/s s-w 14 m/s max. speed 
5 35,34  35,16  35,45  34,14  35,35  33,08  34,35 
10 64,58  63,81  64,79  61,84  64,42  57,83  66,11  
15 78,69  78,56  79,17  75,18  78,81  70,79  80,22  
20 90,21  89,99  90,66  85,26  90,08  80,87  91,13  
25 94,67  94,48  95,10  90,03  94,08  88,36  96,10  
30 97,66  97,62  97,84  93,62  96,79  93,26  98,34  
35 99,07  99,02  99,13  96,72  98,28  96,25  99,39  
40 99,56  99,57  99,62  97,92  98,95  97,87  99,82  
45 99,89  99,90  99,90  98,51  99,39  98,82  99,95  
50 99,97  99,97  99,97  99,03  99,70  99,31  100,00  
55 100,00  100,00  100,00  99,36  99,87  99,74   
60    99,49  99,93  99,92   
65    99,61  99,93  100,00   
70    99,69  99,97    
75    99,82  99,98    
80    99,92  100,00    
85    99,98     
90    99,98     
95    100,00     
 
The GoF has a quite large west-east extent so some observations are better done on smaller 
areas at the time instead of considering the whole area at once. It is more sensible to consider 




many of the result on the local level. The study area was therefore divided roughly in 5 parts 
and the response capacity in each area separately was qualitatively evaluated. In Table 21 is 
an assessment of the adequacy of the SAR response in the study area. In the table there is a 
column that assesses the response of the FLI hypothesizing that FLI would be the only SAR 
operator in the study area. The second column includes also the FBG represent thus better 
reality. The FBG stations are not included in the response time calculations but they should 
not be ignored altogether.  
 
Table 21. Assessment of SAR adequacy in the Finnish waters of GoF. 5 marks excellent situation, 4 is good, 3 is adequate, 
with 2 the situation could be enhanced and 1 presents badly inadequate response. The flaws of study area restriction are tried 



































Response time  with 6 m/s winds 3 5  2 4  5 5  4 5  4 5 
Response time with 14 m/s winds 3 5  1 4 4 5  3 5  3 4 
Response time with 2 units 4 5  1 3 4 4  5 5  3 4  
Response time for high incident density 
areas 
5 5  4 4  3 3  4 5  2 5  
Number of concurrent incidents  3 5   3  4  2  5  4  5  3  5 
 
The easternmost sub-area is the Hamina-Kotka area (Figure 53). The response times in that 
area were basically very satisfactory. Wind direction and speed did not seem to have very 
much effect on the response times apart from 14 m/s south-western wind that lengthened the 
response time mainly on the south-western parts of the sub-area. The response times to the 
border area between Finland and Russia seemed to be a bit longer but it must be noted that 
FBG has a station there so in case of critical incident FBG can reach quickly the incident site. 
Almost all areas of highest incident density were covered within 10 minutes with one unit and 
within 20 minutes with two units.  
 
The number of concurrent missions in the area was 214 (~25 %). The area has two FLI 
stations and three FBG stations so it is well covered. The maximum number of concurrent 
incidents was 8 (once) and I believe that even that situation would not be problem because of 
the number of SAR operators in the area. It is also very improbable that all of the mission 
would have taken 4 hours and thus the number of concurrent missions would most likely have 




been lower in reality. Both Kotka and Hamina have quite fast units and as they represent 
vessel classes PV5 and PV4 respectively so they can operate well in most wave conditions.  
 
Figure 53. Areas of Kotka-Hamina, Porvoo and Loviisa. Response times are calculateded with mean of the wave heights 
modelled with 6 m/s wind. Red lines mark 10 minutes and purple lines 20 minutes response times of the FBG’s patrol boats 
(with speed of 40 kn). Black squares show the areas in which the number of concurrent incidents was calculated. 
 
Loviisa and Porvoo are dealt here together even though they do not share a common operating 
area like Kotka and Hamina (Figure 53). However, in many aspects Porvoo and Loviisa 
resemble each other. Both stations are situated quite at the bottom of a bay so the response 
times in the furthest areas at the open sea grew up to an hour with 6 m/s wind speed and with 
14 m/s wind speed the modelled wave heights are in fact in parts of the area so high that the 
units of these stations will not operate anymore. It must be noted though that, especially 
during the most popular boating times, the units may be on patrol out of their bays and thus 
also the response times can be shorter. 
 
The area between Porvoo and Loviisa is not reachable with two FLI units within half an hour. 
However, the high incident density areas west of Porvoo are reached simultaneously from 
Porvoo and Helsinki in that time. The number of concurrent missions for Porvoo and Loviisa 
were calculated separately. In Porvoo about 28 % of missions were overlapping and in 
Loviisa about 20 %. The area for concurrent incident calculation for Porvoo extended in the 
west at the areas that are in fact reached faster from Helsinki so if the incident in that area 
would not be included the number of concurrent incidents would probably decrease.   




FBG has a station in Glosholmen quite in the middle between Porvoo and Hamina. That 
station fills quite well the shortfalls of Porvoo and Loviisa. Glosholmen situates outer at the 
sea so it covers well also the areas which are not responded very well by Porvoo or Loviisa. 
Also FBG has units that can operate in any conditions. Porvoo only has a PV3 class unit and 
it could be considered if there should be a higher class unit that would be able to operate in 
more severe wave conditions. On the other hand the more open sea area is covered well by 
FBG and therefore a more agile smaller vessel can in fact serve Porvoo better. Also the 
number of incidents in the area is not very big. 
 
Helsinki metropolitan area sees a lot of maritime traffic. FLI has two rescue stations in 
Helsinki and one in Espoo (Figure 54). The rescue cruiser from MP 1 station is often 
patrolling. So even though the area is busy there are also resources to response to the 
incidents. Most of the coastal areas belonged to the high incident density class but they were 
usually covered within 10 and in worst cases within 20 minutes. Basically the whole area was 
also covered at least in 30 minutes and usually sooner by two units. The biggest number of 
concurrent mission in 2007–2012 with 4 h mission duration was 12. Still in only 20 % of the 
cases the number of concurrent missions exceeded 3 and only in about 13 % of the cases it 
exceeded 4. That number of concurrent incidents should not be a problem as there are three 
FLI stations as well as FBG station with multiple units in Suomenlinna.  
 
Figure 54. Helsinki-Espoo area. Response times are calculateded with mean of the wave heights modelled with 6 m/s wind. 
Red lines mark 10 minutes and purple lines 20 minutes response times of the FBG’s patrol boats (with speed of 40 kn). 
Balack squares show the areas in which the number of concurrent incidents is calculated. 
Suomenlinna 




There are three FLI stations in the area of Porkkala-Inkoo-Bågaskär (Figure 55). Though 
Bågaskär serves mainly as a training station. Generally the response times in the area were 
less than 30 minutes and the high density areas were reached already in 10 minutes apart from 
small area east of the cape of Porkkala. Most of the area was also covered with two units at 
least in 30 minutes if not faster. Higher wave heights increase the response times somewhat as 
Bågaskär has only PV3 class unit that will not operate with wave heights over 3 m and wave 
heights modeled with 14 m/s wind exceed that limit in parts of the sub-area. According to 
Sonninen (2014) some incidents happen in the area in also severe conditions. So it could be 
worth considering if there should be a PV4 unit. Concurrent mission did not seem to be 
problem in the area as only in 1 % of the cases the number of concurrent incidents exceeded 
the number of FLI stations in the area. FBG station at the tip of the cape of Porkkala 
strengthens the areas SAR response especially in more severe conditions.  
 
Figure 55. Areas of Hanko-Tammisaari and Inkoo-Bågaskär-Porkkala. Response times are calculateded with mean of the 
wave heights modelled with 6 m/s wind. Red lines mark 10 minutes and purple lines 20 minutes response times of the FBG’s 
patrol boats (with speed of 40 kn). Balck squares show the areas in which the number of concurrent incidents is calculated. 
 
The last sub-area is the area of Hanko-Tammisaari (Figure 55). The longest response times 
were experienced here. However this was partly due the modelling settings and limitations. 
Therefore, at least the long response times north of Hanko should be treated with caution. The 
next rescue station in Salo is not far away from there. The area south of Tammisaari seemed 
to have also longer than average response times. That is because the coast south of 
Tammisaari consists of ragged archipelago and is thus slow to navigate through. Also 
Tammisaari does not have units above class PV3 so operating on wave heights over 3 m is not 
possible. The area between Hanko and Tammisaari was reachable with two units in half an 




hour. The high density area in Hanko was within 5 minutes response time zone but outside 
Tammisaari there were high density areas on 20 minutes zone. However, these areas situate 
very near the FBG station that has capability to operate in any conditions.  
 
In summary the voluntary SAR response in the GoF was quite good in normal weather 
conditions and acceptable also with harsher wave conditions. Those parts of the study area 
that were not covered quickly with FLI units were usually well covered by FBG units. If it 
were assumed that FLI is the only SAR operator in the study area then the response should be 
enhanced in some areas like at open sea south of Tammisaari and Porvoo. However, it is more 
feasible to think the real overall picture that includes also other SAR operators. Also as the 
operations of FLI cover the whole Finland and not only the study area the allocation of 
resources must be considered in broader perspective. 
 
Because the resources of the FLI are limited also the costs of the units have to be considered 
with their other qualities. The prices of the rescue vessels are calculated in hundreds of 
thousands of euros. In the FLI’s questionnaire about the “dream” rescue vessel it was also 
asked what would be the reasonable price for the unit. The responses varied between 100 000 
and 1 million euros. A higher class unit can cost significantly more than a lower class unit. So 
if the lower class unit is good enough it is not reasonable to purchase a better one “just in 
case”. Also the maintenance and operating expenses like fuel costs have to be taken into 
account. 
6. Discussion 
6.1 Disadvantages of raster environment 
The analyses of this thesis are mainly done using raster data format. Most of the cost distance 
algorithms, including the ones that ArcMap uses, are based on raster environment although 
not all. The raster environment has some disadvantages too that are discussed here. First the 
choice of cell size is addressed and thereafter flaws that raster form can cause to distances. 
 
The resolution of 10 meters was chosen to be used in the cost distance calculations and 
resolution of 50 m in the wind fetch and wave height calculations. Choice of resolution is 
tradeoff between accuracy and computational costs. The EEA DEM that was used to 




distinguish water from land had a resolution of 25 m. However, computational times of wind 
fetch with this resolution were unreasonably long. Thus the resolution for these calculations 
was reduced to 50 m. For the cost distance calculations quite small grid size had to be chosen. 
This is because there are many narrow water channels in the study area. Using a coarser 
resolution would have blocked many of those. Still with a 10 m resolution some water 
channels are blocked. For example when the water layer in vector form was converted to 10 m 
resolution raster layer the access to the bay north of Hanko was lost (Figure 56). 
 
Figure 56. Cost distances were not calculated for the bay north of Hanko because conversion from vector to raster broke the 
water connection. Blue in the small picture marks original vector water layer and black marks the converted raster. 
Also the raster conversion can cause some problems when raster values are assigned to the 
incident points. Sometimes if an incident locates near coast, and often they do, the incident 
point did not intersect e.g. response time raster and thus no response time value was assigned 
to it (Figure 57).   
 
Figure 57. Differences between vector and raster layers. Red marks for an incident location and visualizes a situation when 
raster value cannot be assigned to incident 





The cost distance calculations are done in grid environment. The cost distance algorithms in 
ArcMap have eight connections meaning that the move from a cell center can be done to eight 
directions namely to the centers of the cells surrounding the source cell. When moving to any 
other direction except straightly vertically, horizontally or diagonally in the 8-connected grid 
the distance between start and end point is longer than the real distance between the points. 
For example in the if we want to move from point A to point B using the shortest path on 8-
connectional grid either green or blue path is used (Figure 58). Assuming that the grid size is 
1 the length of the paths is 1 + √2 + √2 ~ 3,83. However the real distance between points is 
only √22 + 32~3,61. The difference is small here but it multiplies when the paths are longer.  
 
 
Figure 58. Difference in the path length using 8-connected raster and Euclidean distance. Blue and green mark shortest paths 
via 8-connected grid and red shows the shortest path. 
 
Using a more connected e.g. 16- or 32-connected raster decreases the length distortion but 
increases the computational time. For example van Bemmelen et al. (1993) compared the 
differences in the path lengths that are calculated with different number of connections. They 
also considered the extended raster approach and vector based path finding algorithms. Also 
Masudur Rahman et al. (2012) compared the suitability of different path planning algorithms 
for a water based rescue system. As for Birch et al. (2007) and Sousa et al. (2006) discuss the 
advantages of using hexagonal grid over the rectangular grid. The commercial software 
usually offers only the option of rectangular grid for cost distance calculations.  
 
One interesting approach by Tomlin (2010) is propagating radial waves. Wave contours are 
created around the source point and the contours are denser on the areas of higher costs 




(Figure 59). The first wave that reaches the target location is the one that has followed a path 
of minimal travel costs.  
 
 
Figure 59. Travel-cost distance with propagating waves. Darker areas have higher impedance costs (Tomlin 2010, 1405). 
 
6.2 Wind fetch and wave heights 
The wind fetch and wave height models embed many simplifications which has to be taken 
into account when assesing the results. The wind fetch model ignores near-shore processes 
such as shoaling, breaking, reflection, refraction and diffraction whose (Rohweder et al. 2012, 
8). Additionally, limiting the extent of the Baltic Sea (see Figure 28 page 44) when 
calculating the south-western fetches can cause some flaws. However, the extent of the Baltic 
Sea affects only on the western parts of the study area and for most of the study area limiting 
of the fetch extent has no influence. Figure 60 shows the differences in the wave heights 
generated with 6 m/s south-western wind calculated either with the fetch covering the whole 
Baltic Sea or with limited fetch and Figure 61 shows the similar difference but with 14 m/s 
wind.  The maximum difference in both cases is over 2 m but the mostly affected area is 
mainly the Hanko area and most of the study area is unaffected. 






Figure 60. Significant wave heights (Hs) calculated with south-western 6 m/s winds. Upper wave heights are calculated 
using fetch that covers the whole Baltic sea and middle with limited fetch (Figure 28). Lowest map shows the difference 
between above ones. 
 
Some divisions between response time value zones are quite artificial due the wave height 
model. For example south of Bågaskär the response times with 14 m/s wind created unnatural 
boundaries (Figure 62). There should not be areas of shorter response times between longer 
ones. These borders are caused because the modelled wave heights in the area partly exceeded 
the operation capability of some units nearby. The map shows that shorter response times 
could be achieved between the longer ones (higher waves). However, in reality the wave 
heights surely do not show that kind of distribution. 
 






Figure 61. Significant wave heights (Hs) calculated with south-western 14 m/s winds. Upper wave heights are calculated 
using fetch that covers the whole Baltic sea and middle with limited fetch (Figure 28). Lowest map shows the difference 
between above ones. 
 
The wave height model that is used here is a very simplified one. According to the model 
report (Rohweder et al. 2012) the model neglects the effect of bathymetry on the wave 
growth, diffraction due to topography, reflection due to the barriers, wave-wave interactions 
or wave current interactions. Thus the results should be considered taking these drawbacks 
into account. 
 





Figure 62. Improbable response time distributions due the wave height model.  
 
There are a lot more accurate wave models available than the one used in this thesis. The GoF 
is a suitable area for theoretical studies of wave growth because sometimes the conditions 
almost resemble laboratory conditions (Kahma 1995 cited in Alenius et al. 1998, 116). Thus a 
number of studies concerning the wave conditions in the GoF can be found. The narrow gulf 
and irregular shoreline complicates the calculation of waves. The effect of irregular shoreline 
on modeling fetch-limited wave growth is considered for example by Tuomi et al. (2012) and 
the wave directions in a narrow bay by Pettersson et al. (2010). The recent progress in the 
wave modeling in the archipelagos is found in Tuomi et al. (2014). In the latter study high-
resolution grids (0,1 and 0,5 NM) and two different methods were used to model wave fields.  
 
Most of the studies concerning wave growth in Baltic Sea (e.g. Soomere et al. 2008, Holbom 
2011, Tuomi et al. 2011)  use models derived from the third generation wave model WAM 
(WAMDI 1988). These more accurate models would be too complex to use in this thesis. 
However, for future SAR planning these wave models would be worth considering. 
 
The wave heights modelled here seem to be possible albeit generally somewhat 
overestimated. The modelled wave heights at the Helsinki wave buoy are listed in the Table 
22. The measured wave heights in Helsinki buoy are plotted with the concurrent wind speeds 
in Inkoo and the modelled wave heights are added to this scatterplot (Figure 63). The 
modelled wave heights seem to be some somewhat bigger than the measured wave heights. 
With 6 m/s wind speed the modelled south-west and west wave heights settle quite well on 
the scatter but the waves modelled by eastern winds seem to be overestimated. With 14 m/s 




the modelled west and south-west wave points settle themselves quite nicely again. 
Measurements with eastern winds are quite scattered and the modelled wave height is clearly 
bigger than with other wind directions but nonetheless not completely implausible.  
Table 22. Modelled wave heights with different wind speeds and directions. 
  6 m/s 14 m/s 
east 1,46 3,58 
west 1,02 2,50 
south-west 1,00 2,47 
 
 
Figure 63. Measured wind speeds in Inkoo compared with concurrent significant wave heights (Hs) in Helsinki buoy. 
Modelled wave heights marked with triangles. East is considered to be 45°-135°, west 225°-315° and south-west overlaps 
west somewhat with degrees of 180°-270°.  
The results can be compared also to the nomogram created by Kahma (1986) where the 
significant wave height is shown as a function of wind fetch, wind speed and wind duration 
(Figure 64).  According to the nomogram with 6 m/s wind speed the significant wave height 
should not exceed 1 m. So compared to this most of the modelled wave heights in the study 
area with 6 m/s wind speeds are overestimated. With 14 m/s wind speed the nomogram shows 
that even 5 m significant wave heights are possible. With that maximum the modelled wave 
heights seem to have better accordance. However, so that this high waves would happen the 
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Figure 64. Significant wave height as a function of wind speed, wind duration and wind fetch (Kahma 1986, 73). Wind 
speeds of 6 m/s and 14 m/s are highlighted and modelled wave height values with respective wind speeds are marked with 
dots. Green dots mark wind from east, blue ones from west and red ones from south-east. 
 




6.3 Validity of response times 
 
When observing the results we have to remember what they describe. The response time is 
here considered synonym for travel time. In reality these are not the same because also the 
time between alarm and the unit dispatch (lähtöviive) should be included in the response 
times. It is also assumed that the units use their maximum speed all the way and only wave 
heights are taken into account as decelerating factors. In reality there are places or times 
where and when the maximum speed cannot be used e.g. because of narrow water way, 
shallow water or traffic. Answers in the FLI questionnaire confirmed that the wave heights are 
the most significant single affecting condition but that at least visibility has also big influence 
on unit speeds. So in fact the response times are probably optimistic because not all 
decelerating factors can be properly taken into account.  
 
The restriction of the study area is a bit artificial because it does not follow any natural 
borders but is instead based on administrative borders. What it comes to the extent towards 
south there is no real problem because most of the incident locations situate near the coast. 
The eastern border is also justifiable as at least voluntary operators do not often cross the 
Russian border. The extent in the west is however problematic. In the results it seems that 
areas in the western border of the study area are reached inadequately. However, at least parts 
of these areas are probably reached better from FLI station in Salo. Therefore, the response 
times in that area are probably shorter than indicated in this thesis. In fact the area for cost 
calculations could have been extended more to the west so that the units in Salo would have 
been included. 
 
The modelled response times were compared with the travel times that FLI has recorded 
(Figure 65, Table 23). According to this comparison the recorded travel times usually differed 
about 13 minutes from the modelled ones. However, there were some really large differences 
too. The maximum differences were over two hours although that seems quite strange because 
the whole study area should be reached in shorter time. In about 90 % of the incidents the 
recorded time was longer than the modelled. This is probably due the fact that the units do not 
always use the maximum speed even though they could and in the model the maximum speed 
is always used if possible. In real life there can be other factors apart from wave heights that 
decelerate the unit speeds. Faster speeds can also increase the fuel consumption as well as 
decrease the travelling convenience. In the cases where the recorded time is shorter than 




modelled the units probably have not been in the station but somewhere more near to the 
incident site e.g. on patrol or returning from a previous mission. 
 
Figure 65. Distribution of differences between measured and modelled travel times. The modelled travel times are calculated 
using 6 m/s and 14 m/s wind speeds. 
 
Table 23. Differences between measured travel time and modelled response (travel) time with wave heights modelled with 
different wind speeds and directions. 
 east 6 m/s south-west 6 
m/s 
west 6 m/s east 14 m/s south-west 14 
m/s 
west 14 m/s 
Mean 13.50 13.58 13.53 12.87 13.53 13.08 
Median 9.76 9.84 9.80 9.16 9.80 9.33 
Minimum 0.01 0.02 0.00 0.00 0.02 0.00 
Maximum 142.91 142.91 142.91 142.91 142.91 142.85 
 
 
It must be noted though that the recorded times are not all really comparable with the 
modelled ones. First we only have recorded times from the FLI but not from FBG or FRS. 
Secondly we do not know if the unit types that have performed the missions are the same than 
the ones that are modelled to perform them. The incidents are from 6 years’ time so it would 
be really laborious to try and find out which unit type performed each incident. Each incident 
has information of the name of the unit that performed it. However, during 6 years the names 
of the vessels as well as their postings could have changed many times. Also the unit type 
classification is not so clear. The objective is that in the future the units in same unit class 

























6.4 Evaluation of the results and methods 
Models are always simplifications of reality and thus also the results must be treated 
acknowledging the uncertainties and biases embedded in them. A qualitative risk assessment 
tool suggested by Goerlandt et al. (2014) is therefore applied here. After that some aspects 
that can effect on the validity and accuracy of the results are addressed more in detail. For 
example the limiting of study area and choice of resolution are discussed as well as the 
limitations of working in raster environment. Also the quality of the wave height model and 
plausibility of wave height results are considered more in detail. 
 
Goerlandt et al. (2014) suggested a qualitative risk assessment tool that uses sensitivity-
uncertainty-bias matrix and uncertainty-bias justification table. Although these tools are 
primarily planned for risk assessment in my opinion they work well in communicating the 
uncertainties and biases of the results of this thesis too. The uncertainties, biases and 
sensitivities of the different indicators are placed in pairwise matrices and the justifications for 
the placements are tabulated. I think that the assessment done using these tools sums up well 
the weaknesses in the model and enhances the readers’ ability to assess the results themselves. 
  
UB justification table (Table 24) lists the biases and uncertainties embedded in different 
indicators and scores them according Table 25. The number of concurrent incidents in certain 
sub areas is treated here as a system indicator although it, in fact, describes the demand. 
  
The scoring is of course subjective but the reasons for choosing certain score are shortly 
explained. Figure 66 shows pairwise matrices of combinations of uncertainties, biases and 
sensitivities of different indicators. The matrices give an overall visualization of the quality of 
indicators. We can see that all indicators have medium uncertainty that is combined with low-
to-medium sensitivity for indicators B-C and with high uncertainty for the number of 
concurrent incidents (A). So basically there is some uncertainty but the sensitivity is not high, 
except for indicator A. So the change for uncertain base values should be quite large so that 
the overall result would significantly change. The biases are all quite conservative meaning 
that “safe” values are chosen.  




Table 24. UBS justification table 
 Indicator         Aspect Score Explanation 
A Number of concurrent incidents in certain areas  
  
  Areal division U1 M The division is based on visual approximation 
  Duration of the mission B1 8 Length is overestimated for most of the incidents (conservative) 
  Possible duplicate incidents  B2 8 Some missions might be recorded by more than one operator, all incidents are included (conservative) 
 Sensitivity S M-H Changing the mission duration or areal distribution affects the result clearly 
B Response times for incident locations in different wave height conditions 
  Unit speeds in different wave heights U1 H Most of the speeds in different wave height are based on estimations 
  Other unit speed decelerating factors apart 
from wave height 
U2 M There are definitely some, e.g. visibility 
 Wave heights B1 8 Wave heights are modeled and seem to be often somewhat overestimated  
  Possible duplicate incidents  B2 8 Some missions might be recorded by more than one operator, all incidents are included (conservative) 







~1 % of the incidents is excluded because they did not intersect water, however when these incidents are observed most of 
them seem to situate near rescue station so they are often reachable quite quick -> could even improve the response 
percentages  (conservative) 
 Sensitivity S M Changing the wave heights or vessel speeds has some effect, but most of  the incidents locate near coast in low wave height 




Response times for incident locations with two units 
  Unit speed decelerating factors  U1 M Wave height, visibility etc 







~1 % of the incidents is excluded because they did not intersect water, however when these incidents are observed most of 
them situate at least on the area that is reached with two units in 30 min, majority in the area that is reached even more 
quick -> could even improve the response percentages  (conservative) 
 Sensitivity S M These percentages are calculated only with maximum speeds but most of the incidents locate anyway near coast in low 
wave height areas so including the wave heights would not change the result very much 
D Response times for high incident density areas 
  Unit speeds in different wave heights U1 H Most of the speeds in different wave height are based on estimations 
  Other decelerating factors apart from wave 
heights 
U2 M There are definitely some e.g. visibility 
 Wave heights B1 8 Wave heights are modeled and seem to be often somewhat overestimated 
 Sensitivity S L Changing the wave heights or vessel speeds has some effect, but most of the high incident density areas are located near 
coast in low wave height areas so the percentages won’t change much 








Figure 66. Qualitative SUB assessment of the voluntary SAR response indicators. 
 




6.5 Future research possibilities in SAR planning 
In this thesis a model to calculate response times in different wave height conditions was 
created. To make the model correspond to reality better some improvements could be done.  
 
First the wave model could be more sophisticated. The model that is used in this thesis is 
quite simple and ignores many factors that affect the wave growth. The other conditions that 
influence the SRU speeds could also be somehow taken in to an account. Even though, it is 
very hard to assess their effect. These factors are for example visibility and wind and wave 
directions. The effect of wave heights on the unit speeds is also estimation. Measured 
information would be valuable. Implementation of for example some kind of device that 
measures the vessel speed as well as wave height during the driving could be worthwhile.  
 
Tracking of the mission routes with a GPS and comparing the differences between modelled 
and actually used routes could be interesting. Combining tracked routes with weather 
conditions at the area during the respective time could help in revealing the connections 
between conditions and unit abilities. Also it might be useful if the weather conditions would 
be recorded in the mission reports. 
 
When it comes to cost distance modelling some other algorithms could be tested and 
compared to the ones that ArcMap provides. Also it would be interesting to test some 
optimization methods (e.g. the ones suggested by Li 2006) to see if different station locations 
would serve better. It would not be realistic to think that the locations of stations would be 
changed but maybe some units could patrol on the suggested locations at least during the 
busiest boating times. It could be also studied if adequate response could be achieved with 
smaller number of units. The SRUs and their maintenance are expensive so there should not 
be “unnecessary” units.  
 
High density areas were defined based on the historical incidents. However, instead of high 
density of happened incidents maybe the response times should be compared with areas of 
high incident risk. Often these areas might not differ from each other but sometimes they do. 
Of course the definition of risky areas is not that simple. Using the incidents from past might 
leave some important aspects unnoticed. For example if a new harbor is taken into use the 
area near it might became more prone to incidents. Also the incident type and criticality could 




be considered more. The necessary equipment depends on the mission type. It could be 
considered where different kind of incidents take place and equip the units accordingly. 
7. Conclusion  
In this thesis GIS methods were used to evaluate the voluntary maritime SAR response in the 
GoF. Timeliness is an important factor in the rescue operations and thus the SAR response 
was primarily evaluated using indicators that are based on the response times calculated with 
the current fleet of the FLI. The SAR demand was studied by observing the spatial and 
temporal distribution of maritime incidents and their types. Most of the incidents happen 
during the summertime and are concentrated on the coastal areas. The greatest number of 
incidents takes place in Helsinki metropolitan area but some concentration exists also near 
Kotka, Hamina and Inkoo.  
 
The response times were calculated for the whole study area with the maximum speeds of 
SRUs as well as speed restricted by wave heights. The wave heights were modelled with wind 
speeds 6 m/s and 14 m/s from three different wind directions; east, west and south-west. 
Stronger winds generated longer overall response times on the study area but the response 
times for incident locations did not increase with same ratio. Eastern winds caused biggest 
wave heights and respectively longest response times. The SAR response of the FLI was also 
evaluated by observing the response times with two units, response times on high incident 
density areas and the number of concurrent incidents. 
 
The modelling of response times includes some simplifications which can have an influence 
on the results. Assessment of the used indicators shows that they are characterized by medium 
uncertainty and sensitivity but the biases are chosen to be quite conservative. More exact data 
on the SRU speeds in different conditions and more advanced wave height model could 
improve the accuracy of the results. 
 
Generally the voluntary SAR response in the study area is good.  The areas of high incident 
densities are well covered and longest response times are observed at the outer boundaries of 
the study area where the amount of traffic is small. If it would be assumed that FLI is the only 




SAR operator in the study area some improvements would be necessary. However, if we 
examine the SAR response including also the units of FBG the response in the study area is 
very adequate. Therefore, no major changes in the operations of the voluntary SAR 
organizations in the GoF are suggested. However, the adequacy of SAR response elsewhere in 
Finland could be studied with similar methods. The density of SRUs outside the study area is 
smaller which possibly results in more inadequacy in SAR response. 
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Appendix A    
 
Concurrent missions in the GOF sub-areas 
 
Hanko - Tammisaari 
2 FLI stations and 2 FBG stations 
672 incidents (FLI 95, FBG 510, FRS 67) 
 
Table A 1. The concurrent missions in Hanko - Tammisaari area 2007-2012, if the duration of a mission is 4 h 
concurrent 
missions FBG, FRS and FLI missions only FLI missions 
  number % number % 
1 493 73,36  87 91,58  
2 137 20,39  8 8,42  
3 27 4,02      
4 11 1,64      
5 3 0,45      
6 1 0,15 %     
 
Inkoo – Bågaskär - Porkkala 
3 FLI stations, 1 FBG station 
771 incidents (FLI 156, FBG 498, FRS 117) 
 
Table A 2.  The concurrent missions in Inkoo – Bågaskär - Porkkala area 2007-2012, if the duration of a mission is 4 h 
concurrent 
missions FBG, FRS and FLI missions only FLI missions 
  number % number % 
1 572 74,19  138 88,46 
2 147 19,07  17 10,90  
3 38 4,93  1 0,64 
4 12 1,56      
5 1 0,13      












Espoo - Helsinki - MP I 
3 FLI stations, 1 FBG station 
3597 incidents (FLI 977, FBG 2182, FRS 438) 
 
Table A 3. The concurrent missions in Espoo - Helsinki area 2007-2012, if the duration of a mission is 4 h 
concurrent 
missions FBG, FRS and FLI missions only FLI missions 
  number % number % 
1 1553 43,17  621 63,56  
2 821 22,82  226 23,13  
3 498 13,84  91 9,31  
4 302 8,40  30 3,07  
5 188 5,23  7 0,72  
6 108 3,00  1 0,10  
7 54 1,50  1 0,10  
8 28 0,78      
9 15 0,42      
10 13 0,36      
11 7 0,19      
12 10 0,28      
 
Porvoo 
1 FLI station, 1 FBG station 
745 incidents (FLI 110, FBG 490, FRS 145) 
 
Table A 4. The concurrent missions in Porvoo area 2007-2012, if the duration of a mission is 4 h 
concurrent 
missions FBG, FRS and FLI missions only FLI missions 
  number % number % 
1 538 72,21  99 90,00  
2 155 20,81  10 9,09  
3 42 5,64  1 0,91  
4 8 1,07      
5 1 0,13      













1 FLI station 
297 incidents (FLI 35, FBG 190, FRS 72) 
Table A 5. The concurrent missions in Loviisa area 2007-2012, if the duration of a mission is 4 h 
concurrent 
missions FBG, FRS and FLI missions only FLI missions 
  number % number % 
1 237 79,80  35 100 
2 49 16,50      
3 10 3,37      
4 1 0,34      
 
Kotka - Hamina 
2 FLI station, 4 FBG station 
855 incidents (FLI 131, FBG 674, FRS 50) 
 
Table A 6. The concurrent missions in Kotka - Hamina area 2007-2012, if the duration of a mission is 4 h 
concurrent 
missions FBG, FRS and FLI missions only FLI missions 
  number % number % 
1 641 74,97  109 83,21  
2 147 17,19  18 13,74  
3 42 4,91  4 3,05  
4 15 1,75      
5 5 0,58      
6 3 0,35      
7 1 0,12      










Response times for locations of missions performed by different SAR operators 
 
Table B 1. Response times for mission locations with east wind 6 m/s 
  FLI     FBG     all     
min no. % cum % no. % cum % no. % cum % 
5 635 45.1  45.1  1305 32.3  32.3  2156 35.3  35.3  
10 411 29.2  74.2  1190 29.4  61.7  1784 29.2  64.6  
15 184 13.1  87.3  581 14.4  76.1  861 14.1  78.7  
20 131 9.3  96.6  478 11.8  87.9  703 11.5  90.2  
25 31 2.2  98.8  209 5.2  93.1  272 4.5  94.7  
30 13 0.9  99.7  156 3.9  96.9  182 3.0  97.7  
35 3 0.2  99.9  73 1.8  98.7  86 1.4  99.1  
40 0 0.0  99.9  27 0.7  99.4  30 0.5  99.6  
45 1 0.1  100.0  18 0.4  99.8  20 0.3  99.9  
50 0 0.0  100.0  5 0.1  100.0  5 0.1  100.0  
55 0 0.0  100.0  2 0.0  100.0  2 0.0  100.0  
60 0 0.0  100.0  0 0.0  100.0  0 0.0  100.0  
together 1409     4044     6101     
 
Table B 2. Response times for mission locations with west wind 6 m/s 
  FLI     FBG     all     
min no. % cum % no. %  cum % no. % cum % 
5 637 45.2  45.2  1309 32.4  32.4  2163 35.5  35.5  
10 410 29.1  74.3  1198 29.6  62.0  1790 29.3  64.8  
15 195 13.8  88.1  586 14.5  76.5  877 14.4  79.2  
20 120 8.5  96.7  487 12.0  88.5  701 11.5  90.7  
25 32 2.3  98.9  207 5.1  93.6  271 4.4  95.1  
30 12 0.9  99.8  141 3.5  97.1  167 2.7  97.8  
35 2 0.1  99.9  68 1.7  98.8  79 1.3  99.1  
40 0 0.0  99.9  27 0.7  99.5  30 0.5  99.6  
45 1 0.1  100.0  15 0.4  99.9  17 0.3  99.9  
50 0 0.0  100.0  4 0.1  100.0  4 0.1  100.0  
55 0 0.0  100.0  2 0.0  100.0  2 0.0  100.0  
60 0 0.0  100.0  0 0.0  100.0  0 0.0  100.0  








Table B 3. Response times for mission locations with south-west wind 6 m/s 
  FLI     FBG     all     
min no. % cum % no. % cum % no. % cum % 
5 634 45.0  45.0  1294 32.0  32.0  2145 35.2  35.2  
10 401 28.5  73.5  1166 28.8  60.8  1748 28.7  63.8  
15 200 14.2  87.7  605 15.0  75.8  900 14.8  78.6  
20 124 8.8  96.5  480 11.9  87.7  697 11.4  90.0  
25 32 2.3  98.7  208 5.1  92.8  274 4.5  94.5  
30 14 1.0  99.7  166 4.1  96.9  192 3.1  97.6  
35 3 0.2  99.9  70 1.7  98.6  85 1.4  99.0  
40 0 0.0  99.9  31 0.8  99.4  34 0.6  99.6  
45 1 0.1  100.0  18 0.4  99.9  20 0.3  99.9  
50 0 0.0  100.0  4 0.1  100.0  4 0.1  100.0  
55 0 0.0  100.0  2 0.0  100.0  2 0.0  100.0  
60 0 0.0  100.0  0 0.0  100.0  0 0.0  100.0  
together 1409     4044     6101     
 
Table B 4. Response times for mission locations with east wind 14 m/s 
  FLI     FBG     all     
min no. % cum % no. %  cum % no. % cum % 
5 605 42.9  42.9  1265 31.3  31.3  2083 34.1  34.1  
10 393 27.9  70.8  1120 27.7  59.0  1690 27.7  61.8  
15 180 12.8  83.6  534 13.2  72.2  814 13.3  75.2  
20 112 7.9  91.6  414 10.2  82.4  615 10.1  85.3  
25 45 3.2  94.7  210 5.2  87.6  291 4.8  90.0  
30 31 2.2  96.9  176 4.4  92.0  219 3.6  93.6  
35 30 2.1  99.1  144 3.6  95.5  189 3.1  96.7  
40 7 0.5  99.6  61 1.5  97.0  73 1.2  97.9  
45 2 0.1  99.7  33 0.8  97.8  36 0.6  98.5  
50 3 0.2  99.9  29 0.7  98.6  32 0.5  99.0  
55 0 0.0  99.9  20 0.5  99.1  20 0.3  99.4  
60 0 0.0  99.9  8 0.2  99.3  8 0.1  99.5  
65 0 0.0  99.9  7 0.2  99.4  7 0.1  99.6  
70 0 0.0  99.9  5 0.1  99.6  5 0.1  99.7  
75 0 0.0  99.9  8 0.2  99.8  8 0.1  99.8  
80 1 0.1  100.0  5 0.1  99.9  6 0.1  99.9  
85 0 0.0  100.0  4 0.1  100.0  4 0.1  100.0  
90 0 0.0  100.0  0 0.0  100.0  0 0.0  100.0  
95 0 0.0  100.0  1 0.0  100.0  1 0.0  100.0  
together 1409     4044     6101     
 
 




Table B 5. Response times for mission locations with west wind 14 m/s 
  FLI     FBG     all     
min no. % cum % no. %  cum % no. % cum % 
5 637 45.2  45.2  1303 32.2  32.2  2157 35.4  35.4  
10 409 29.0  74.2  1183 29.3  61.5  1773 29.1  64.4  
15 192 13.6  87.9  591 14.6  76.1  878 14.4  78.8  
20 123 8.7  96.6  470 11.6  87.7  688 11.3  90.1  
25 30 2.1  98.7  181 4.5  92.2  244 4.0  94.1  
30 12 0.9  99.6  140 3.5  95.6  165 2.7  96.8  
35 4 0.3  99.9  77 1.9  97.6  91 1.5  98.3  
40 1 0.1  99.9  37 0.9  98.5  41 0.7  99.0  
45 1 0.1  100.0  25 0.6  99.1  27 0.4  99.4  
50 0 0.0  100.0  19 0.5  99.6  19 0.3  99.7  
55 0 0.0  100.0  10 0.2  99.8  10 0.2  99.9  
60 0 0.0  100.0  4 0.1  99.9  4 0.1  99.9  
65 0 0.0  100.0  0 0.0  99.9  0 0.0  99.9  
70 0 0.0  100.0  2 0.0  100.0  2 0.0  100.0  
75 0 0.0  100.0  1 0.0  100.0  1 0.0  100.0  
80 0 0.0  100.0  1 0.0  100.0  1 0.0  100.0  
together 1409     4044     6101     
 
Table B 6. Response times for mission locations with south-west wind 14 m/s 





  no. 
 
cum 
5 594 42.2  42.2  1214 30.0  30.0  2018 33.1  33.1  
10 353 25.1  67.2  979 24.2  54.2  1510 24.8  57.8  
15 172 12.2  79.4  528 13.1  67.3  791 13.0  70.8  
20 129 9.2  88.6  402 9.9  77.2  615 10.1  80.9  
25 84 6.0  94.5  325 8.0  85.3  457 7.5  88.4  
30 45 3.2  97.7  237 5.9  91.1  299 4.9  93.3  
35 21 1.5  99.2  148 3.7  94.8  182 3.0  96.2  
40 6 0.4  99.6  87 2.2  96.9  99 1.6  97.9  
45 1 0.1  99.7  56 1.4  98.3  58 1.0  98.8  
50 2 0.1  99.9  28 0.7  99.0  30 0.5  99.3  
55 2 0.1  100.0  24 0.6  99.6  26 0.4  99.7  
60 0 0.0  100.0  11 0.3  99.9  11 0.2  99.9  
65 0 0.0  100.0  5 0.1  100.0  5 0.1  100.0  
together 1409     4044     6101     
 
