In this note we show that instances of problems which appear naturally in computer science cannot be answered in formalized set theory.
Introduction
During the last few years research in theoretical computer science has identified several problems whose solution seems to be important for the further development of the field and on which a considerable amount of research effort has been *This research has been supported in part by National Science Foundation Research Grant DCR 75-09433 and the Office of Naval Research under Grant N00014-76-C-0018. Oct.-Dec. 1976 expended [1, 5] .
In spite of all this effort these problems remain unsolved and, though we understand them much better now, no real progress seems to have been made toward their solution.
Nevertheless, there remains real optimism that they will be solved and a deeply ingrained conviction that they can be solved. As a matter of fact, for the famous P = NP problem, bets have been placed whether P = NP or P ~ NP with strong conviction that they will eventually be collected.
Similarly, there is a strong conviction that with sufficient effort and cleverness the running time of any specific algorithm can be determined.
In this note we point out that many of these problems may not have a solution in formalized mathematical systems; more specifically, we prove that the solutions of many instances of these problems are independent of the axioms of set theory [3] . Indeed, we show that there exist relativized versions of the P : NP problem which cannot be answered in formalized set theory, that explicit algorithms can be given whose running time is independent of the axioms of set theory and show in general that many other instances of problems in computer science cannot be answered in formalized set theory.
More precisely, for a set A, A S ~*, let pA be the class of languages accepted in polynomial-time by deterministic
Turing machines with the oracle set A and let NP A be the corresponding class of languages accepted in polynomial-time by nondeterministic Turing machines with the oracle set A. Oct.-Dec. 1976
We know [2] that there exist recursive sets B and C such that pB : NpB and pC ~ NpC. Using this result we explicitly construct a recursive set A and show that it is independent of the axioms of set theory whether pA : NpA or pA ~ NpA.
Unfortunately, this result shows only that there exist relativized instances of this problem which cannot be solved in the framework of formal set theory, it does not say anything directly about the classic P = NP problem.
On the other hand, we can show that there are other specific algorithms whose running time is independent of the axioms of set theory. We explicitly construct an algorithm such that it is consistent with the axioms of set theory to assume that it runs in time 2 2 n n or . The algorithm can be seen (outside of formal set 2 theory) to run in time n but there is no proof in formalized set theory that this is the case, no bound lower than 2 n can be formally proven.
The same reasoning shows that many instances of questions about context-free languages and automata are independent of the axioms of set theory. For example, we construct a context= free grammar G such that there is no proof in set theory that
Looking at problems in computer science, with these results in mind, we have to conclude that many different problems which appear naturally in computer science will have specific instances which cannot be answered by standard mathematical methods since they are independent of the axioms and formal NP is an axiom and the other in which P ~ NP is an axiom.
Analysis of Algorithms and Other Problems
Next we exhibit an algorithm which cannot be analyzed in the sense that its running time is independent of the axioms of Fo Blum's speed up theorem [4] shows that there are functions with no best algorithm. What we are saying is something entirely different. There are algorithms with definite running times which are not provable in set theory.
In particular we will exhibit an algorithm which runs in time 2 n , but for which there is no proof in F of an upper bound less than 2 n nor is there a proof in F of a lower bound greater 2 than n Consequently formal mathematics is not powerful enough to analyze all algorithms.
To do this we first prove a lemma.
Lemma:
Given the formal system F we can exhibit an i such that 0 halting of the i0th Turing machine when started on blank the tape cannot be proved or disproved in F. What the lemma shows is that we can effectively exhibit a specific Turing machine which does not halt on blank tape but for which there is no proof of this fact in F.
We now show that some algorithms with well defined running times cannot be analyzed in F.
To reveal the simplicity of this proof we make an additional assumption about the formal system F, as described below.
This assumption is not essential for the next result, but without it our proofs become considerably longer, since we have to Oct.- Dec. 1976 show that the application of the Smn and recursion theorems in this proof do not change the running times of algorithms drastically. This can be done, but for the sake of brevity, we are omitting this longer proof.
For any j let %p(j) be a Turing machine which for input n simulates %j(-) for n steps and if ~j(-) has not halted in n steps % 2 p(j) (n) halts in exactly n steps; if %j (-) does halt in n steps then %p(j) (n) halts in exactly 2 n steps.
We assume that there is a construction p, as described above, such that we can prove in F for all j that: runs in time < 2 n iff ~(-) does not halt.
#p(j) ]
Theorem: There exists an algorithm (which can be explicitly 2 given) whose running time is n , but there is no proof in F that it runs in time < 2n.
Proof:
Let i 0 be an index such that %i0 (-) does not halt and for which there is no proof in F that %i0 (-) does not halt; our previous lenuna guarantees that we can effectively obtain such i 0. Then, from our assumptions about F, it follows that there is no proof in F that %p(i0) runs in time < 2 n since this would prove in F that %i0 (-) does not halt. Thus %p(i0) 2 is an algorithm running in time n for which there is no proof in F that it runs in time less than 2 n.
[] A similar proof yields the following result.
Cgr011ary: There exists an algorithm %J0 which runs in time Oct.-Dec. 1976 2 n but for which there is no proof in F that it is a total function, thus no running time bound can be proven for %J0
in F.
Next we show that simple problems about context-free languages are independent of the axioms of F, provided we can prove in F elementary facts about context-free languages. In recent years a considerable amount of work in formal language theory has focused on the study of parallel rewriting systems.
Once upon a time the study was almost exclusively biologically motivaLed, in view of the fact that one may consider linear arrays of cells in varying internal states as strings of symbols over some finite vocabulary and that in many cases the uniform growth of such a filament can be modelled by a type of symbol-replacement performed in parallel throughout the corresponding string during a series of discrete time-steps.
Nowadays the underlying structure is recognized in a growing variety of problems in computer science ranging from pure formal language theory to programming, while at the same time the analysis has led to interesting mathematical problems.
A class of parallel rewriting systems which received much attention
in particu]ar is described in the following definition.
Definition.-An ETOL-grammar is a 4-tuple G =<V,Z,P,S>, where V, Z, and S ~V-£ are as usual, and P ={TI,...,T k} is a finite set of finite substitutions over V. The language generated by G is the set . .
(ml,...,~k) (S) n~ . Any such language is called an ETOL-language.
