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Abstract
We study Koszul duality in the category of strict polynomial functors. We compute Koszul duals of vari-
ous functors and apply these results to the problem of calculating Ext-groups between exponential functors.
The main application is a full description of the Ext-groups between twisted exterior and divided powers
and between twisted symmetric and divided powers which completes the program started in [V. Franjou,
E. Friedlander, A. Scorichenko, A. Suslin, General linear and functor cohomology over finite fields, Ann.
of Math. 150 (2) (1999) 663–728].
© 2008 Elsevier Inc. All rights reserved.
MSC: primary 18G15; secondary 16E60, 18E30, 18G40, 20G10
Keywords: Koszul duality; Ext-groups; Exponential functors
1. Introduction
Duality between symmetric and exterior powers (called the Koszul duality) appears in many
contexts in algebra. In the category of functors (or representations of general linear groups) it
has a suggestive combinatorial interpretation. Namely, the symmetric power functor is a Schur
functor associated to a Young diagram consisting of a single column while the exterior power
is that associated to a one rowed diagram. Thus it is quite natural to ask for a natural operation
which would relate a Schur functor associated to a Young diagram λ to the one associated to the
conjugate diagram λ˜ (i.e. the diagram whose rows are columns of λ). In the present article we
construct such an operation. Like in other situations where Koszul duality appears, our construc-
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define a self-equivalence Θ of the derived category of the category of strict polynomial functors
which sends a Schur functor to a Weyl functor associated to the conjugate diagram.
In fact, such an equivalence was constructed by Donkin [5] in the category of modules over the
Schur algebra which is isomorphic to the category of strict polynomial functors. Our approach
is independent of that of Donkin and much more elementary. But the main purpose of this paper
is different. Thanks to good homological properties of the category of strict polynomial func-
tors (which are completely invisible from the level of the modules over the Schur algebra) we
are able to compute Θ for some interesting functors. Moreover, the Koszul duality turns out
to be a valuable tool in homological calculations in the functor category. With the aid of it we
compute Ext-groups between these exponential functors for which known methods [6–8] were
insufficient. Thus we complete the program of computing the Ext-groups between exponential
functors started in [6]. The significance of these computations comes from the fact that we have
calculated the Ext-groups which seemed to be the most difficult in the entire functor category (at
least among these between reasonable functors). For example, our groups realize the homologi-
cal dimension of our category (cf. [10]). Hence we hope that by combining results of the present
paper and combinatorial machinery developed in [3,4], massive calculations of Ext-groups in the
functor category (and thus also for GLn-modules) should be possible.
The article is organized as follows. In Section 2 after giving some motivation we introduce
our duality and establish its basic properties. These facts (probably with the exception of the part
of Proposition 2.6 concerning twists) may be obtained by translating results of Donkin into our
context. In Section 3 we deal with one highly nontrivial example. We compute (Theorem 3.2) the
cohomology of the Koszul dual of the twisted divided power functor. In Section 4 we compute
the Ext-groups between twisted exterior and divided powers (Corollaries 4.3, 4.4) and between
twisted symmetric and divided powers (Corollary 4.5). All these calculations are surprisingly
easy consequences of Theorem 3.2.
2. Duality
Our working category will be the category Pd of homogeneous strict polynomial functors of
degree d over a fixed field k (see [8, Sect. 2]). We preserve all conventions and terminology
from [4] but for the convenience of the reader we shall recall some strict polynomial functors
which will be used frequently in this article.
First of all we have the j -fold direct sum functor jI ∈P1: (V  V ⊕j ). We will also consider
the following homogeneous strict polynomial functors of degree d : the d th tensor power I d
(V  V ⊗d ); the d th symmetric power Sd (V  (V ⊗d)Σd ); the d th divided power Dd (V 
(V ⊗d)Σd ); the d th exterior power Λd (V  ((V ⊗d)alt)Σd  ((V ⊗d)alt)Σd ). More generally, for
a Young diagram λ = (λ1, . . . , λk) of weight d (i.e. ∑j λj = d), we put Sλ := Sλ1 ⊗ · · · ⊗ Sλk
and we define similarly Dλ and Λλ. An important fact is that the family {Sλ} forms a set of
injective cogenerators of Pd (analogously {Dλ} forms a set of projective generators) [8, p. 18].
Having these functors we are able to define a family of functors which are of great importance
in representation theory. Namely, for a Young diagram λ we define the Schur functor Sλ as
the image of a composition Λλ −→ I d −→ Sλ˜ (˜λ stands for the conjugate partition) where the
arrows are respectively the iterated comultiplication and multiplication (cf. [2, Sect. II.1]). There
is a useful contravariant duality # in Pd , called the Kuhn duality. We put F #(V ) to be (F (V ∗))∗.
It is easy to see that (Sd)# = Dd , whereas Λd is self-dual. The dual of Sλ is called the Weyl
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A formal definition of a dualizing functor Θ which I am going to give may look rather unmo-
tivated. For this reason I would like to present some elementary considerations which have led
me to it. Looking at the definitions of Schur and Weyl functors one can see certain symmetry.
Namely, the so-called Straightening Rule [2, Sect. II.2, II. 3] provides an explicit presentation
of Sλ as a kernel of certain map from Sλ˜ to a sum of products of symmetric powers. But it is easy
to see that the Weyl functor Wλ˜ is the kernel of the “same map” from Λλ˜ to a sum of products
of exterior powers (I will make this statement precise in a moment). For this reason my initial
approach to the Koszul duality was the following. Since any functor F may be presented as the
kernel of a map between sums of Sλ (for they cogenerate Pd ), we can put Θnaive(F ) to be the
kernel of the “same map” between sums of Λλ. There are many equivalent ways of saying what
the “same map” means. In fact there is an isomorphism HomPd (Sλ, Sλ
′
)  HomPd (Λλ,Λλ
′
).
These groups are easy to compute (see e.g. [6, Cor. 1.8] or [1, Sect. 6]) and compare. For exam-
ple it is easy to see that every element of HomPd (Sλ, Sλ
′
) is a composition of transformations
of three simple types (perhaps tensored with identities): the multiplication Sa ⊗ Sb −→ Sa+b ,
the comultiplication Sa+b −→ Sa ⊗ Sb and the transposition Sa ⊗ Sb −→ Sb ⊗ Sa . An anal-
ogous fact holds for exterior powers (which also form a Hopf algebra) and one practical way
of establishing an isomorphism between spaces of transformations is to say that we send the
multiplication in the symmetric power to the multiplication in the exterior power, the comulti-
plication to the comultiplication, the transposition to the transposition and then we extend the
isomorphism to compositions of these elementary transformations. A more intrinsic descrip-
tion of this isomorphism (from which immediately follows its functoriality) may be obtained by
use of the language of Σd -functors and Σd -transformations developed in [4, Sect. 3]. Namely,
[4, Lemma 3.5] says that for any φ ∈ HomPd (Sλ, Sλ
′
) there exists the unique Σd -transformation
φ˜ ∈ HomFΣd (sλ, sλ
′
) such that φ = φ˜(V ⊗d). Then the “same map” between exterior powers is
just φ˜((V ⊗d)alt).
The “naive Koszul duality” works well for k of characteristic 0 but in positive characteristic it
may kill objects. For example, the Frobenius twist I (1) (the functor which associates to a space
the same space but with the action of scalars induced by the Frobenius automorphism (see [8,
Sect. 1])), is the kernel of the comultiplication Sp −→ Sp−1 ⊗ S1. But the corresponding co-
multiplication in the exterior power Λp −→ Λp−1 ⊗ Λ1 is a monomorphism. A more careful
analysis of this example reveals that when we extend our duality in an obvious way to complexes
of symmetric powers then we will find our lost object: it was not killed but shifted (see Proposi-
tion 2.6). This suggests that if we want our duality to be an isomorphism we should extend it to
the derived category. The most direct way of doing this would be to apply degreewise the naive
duality to complexes. That leads to an absolutely correct definition of Θ , but such a definition
is not convenient in practice since it is usually impossible to describe explicitly a resolution of a
functor by symmetric powers (for example it is an open problem even for Schur functors). For this
reason we need a more intrinsic definition of Θ . It relies on the observation ([4, Th. 6.1] or rather
its “additive counterpart”) that Ext∗Pd (Λd ◦ jI, Sλ) = HomPd (Λd ◦ jI, Sλ) = Λλ(A′j ), where
A′j = HomPd (jI, I ) = kj . This description is clearly functorial in Sλ and it follows from [4,
Th. 6.1] that it takes φ ∈ HomPd (Sλ, Sλ
′
) to φ˜((V ⊗d)alt) ∈ HomPd (Λλ,Λλ
′
). Thus we can say
that the value of Θ(F) on kj is just RHomDPd (Λd ◦ jI,F ). Since it is easy to generalize the
above computation of Ext-groups to the form Ext∗(Λd ◦PV ,Sλ) = Hom(Λd ◦PV ,Sλ) = Λλ(V ),
where PV ∈P1 is given by the formula PV (W) := Homk(V ,W), we can give the following def-
inition of Θ :
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Θ(F)(V ) := RHomDPd
(
Λd ◦ PV ,F
)
,
where DPd denotes the category of finite cohomological complexes of objects of Pd modulo
quasiisomorphisms (we recall that Pd has finite homological dimension and that every object
has a finite injective resolution by (sums of products of) symmetric powers (cf. [10])).
Of course, this invariant definition is much more convenient than that referring to resolutions, but
the former one is sometimes useful in concrete computations.
Proposition 2.2. For every Young diagram λ of weight d ,
Θ(Sλ) = Wλ˜.
Proof. Since H0Θ = Θnaive and, as we have explained earlier, Θnaive(Sλ) = Wλ˜, it remains to
show that HjΘ(Sλ) = 0 for j > 0. But since Λd ◦ PV is a direct sum of functors Λμ, it suffices
to show that Extj (Λμ,Sλ) = 0 for every μ,λ. The last problem, by the Decomposition Spectral
Sequence [4, Cor. 2.5], may be reduced to showing that Extj (Λd ′ , Sλ′) = 0. But this follows from
the general fact that Extj (Wμ′, Sλ′) = 0 for every μ′, λ′ and j > 0 (cf. [4, Fact 2.1]). 
In order to show that Θ is an isomorphism we will describe explicitly its inverse Θp , which
may be thought of as a projective version of duality.
Definition 2.3. The functor Θp : DPd −→ DPd is defined by the formula
Θp(F)(V ) :=
(
RHomDPd
(
F,Λd ◦ PV
))#
.
It is easy to see that Θp takes divided powers to exterior ones, hence it satisfies the dual version
of Proposition 2.2: Θp(Wλ) = S˜λ.
Corollary 2.4.
Θp ◦ Θ = Id = Θ ◦ Θp.
Proof. Since Θp ◦ Θ(Sλ) = Θp(Λλ) = Sλ, this composition is an identity on any complex of
symmetric powers. But every complex is quasiisomorphic to a complex of symmetric powers.
For the second composition we do the same with divided powers. 
Thus we have shown that Θ is a self-equivalence of DPd . Of course for k of characteristic 0,
P is semisimple and Θ = Θnaive is just a self-equivalence of Pd . Therefore from now on we will
assume that our ground field k is of positive characteristic p. Also, from now on all Hom-, Ext-,
hyperExt-, RHom-groups are understood to be taken in Pd (or DPd ) for an appropriate d , unless
otherwise stated.
Corollary 2.5. For every pair of diagrams λ, λ′:
Ext∗(Sλ, Sλ′) = Ext∗(Wλ˜,Wλ˜′) = Ext∗(Sλ˜′ , S˜λ).
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just the Kuhn duality. I have used it in order to come back to Schur functors. 
This fact corresponds to Corollary 3.9 in [5], and as Donkin pointed out was known even
earlier [1, Th. 7.7].
The last result in this section allows us to extend Corollary 2.5 to twisted Schur functors,
which seems to be a new result.
Proposition 2.6. For any F ∈ Pd :
Θ
(
F (i)
)= (Θ(F))(i)[d(pi − 1)],
Θ(F ⊗ G) = Θ(F) ⊗ Θ(G)
(we take the following convention: for a graded space (or complex) C∗ we put (C[l])k := Ck−l ,
hence ExtlPd (F,G) = HomDPd (F [l],G)).
Proof. As we know from [6, Th. 5.8], Ext∗(Λdpi , Sd(i)) = k[d(pi − 1)]. Therefore, arguing
like in the untwisted case, we obtain Ext∗(Λdpi ◦ PV ,Sλ(i)) = Λλ(i)(V )[d(pi − 1)]. Hence
RHom(Λdpi ◦PV ,Sλ(i)) is formal and we get Θ(Sd(i)) := RHom(Λdpi ◦P,Sλ(i))  Ext∗(Λdpi ◦
P,Sλ(i)) = Λλ(i)[d(pi − 1)] = (Θ(Sλ))(i)[d(pi − 1)]. In order to get our assertion for an arbi-
trary F we take a resolution of F by symmetric powers 0 −→ F −→ Sλ0 −→ · · · . After i-times
twisting and applying RHom(Λd ◦ PV ,−) we get an exact sequence of complexes
0 −→ RHom(Λd ◦ PV ,F (i))−→ RHom(Λd ◦ PV ,Sλ0(i))−→ · · · .
Since starting from the second spot we have formal complexes with cohomology concentrated in
degree d(pi − 1), we get a quasiisomorphism
RHom
(
Λd ◦ PV ,F (i)
) Λλ0(i)(V )[d(pi − 1)]−→ · · ·
functorial in V . But the right-hand side is just (Θ(F ))(i)[d(pi − 1)].
The proof for tensor product is straightforward. 
3. Calculation of HΘ(Dd(i))
There is a fundamental asymmetry in the duality Θ coming from the fact that we have defined
it by use (at least implicitly) of injective resolutions. Therefore one should not expect as easy
description of values of Θ on projective objects as we have got for injective or Schur objects. In
the present section we deal with the problem of computing Θ(Dd(i)). This complex turns out to
be far from being formal, but its cohomology still has a reasonable description.
Since Λ ◦ PV has decomposition (not functorial in V ) into a sum of Λλ, then, by the De-
composition Spectral Sequence, the main ingredient in computation of HΘ(Dd(i)) will be the
calculation of Ext∗(Λdpi ,Dd(i)). Already this computation is nontrivial in contrast to the sit-
uation considered in [6] where the starting point i.e. determination of Ext-groups between un-
twisted functors was tautological. Since we are going to proceed by induction using Koszul
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Extk(Λdpi ,Λl(i) ⊗ Dd−l(i)). Luckily, since Λ∗ and Λ∗(i) ⊗ D∗(i) are Hopf algebras so are
Ext-groups between them (cf. [9, Sect. 5], [6, Lemma 1.10]), which greatly helps to organize
computations. Since all structural arrows in the Hopf algebra
⊕
d,i,l,k Extk(Λdp
i
,Λl(i)⊗Dd−l(i))
preserve index i we may fix it and describe the trigraded algebras Ext∗(Λ•pi ,Λ
(i) ⊗ D•−
(i))
for each i separately. Our terminology here slightly differs from that of [6, Sect. 1]. We just call
a Hopf algebra n-graded when our object has n indices which can vary independently. The ad-
vantage of convention taken in [6] is that the commutativity relations [6, Lemma 1.11] take more
elegant form with it, but since I am not going to use them explicitly, I decided not to increase the
number of indices artificially.
Proposition 3.1. The trigraded Hopf algebra Ext∗(Λ∗pi ,Λ∗(i) ⊗ D∗−∗(i)) is isomorphic to
D∗
(
x(i)
)⊗⊗
s1
D∗
(
α(i)s
)⊗⊗
s0
Λ∗
(
β(i)s
)
,
for primitive generators:
• x(i) ∈ Extpi−1(Λpi ,Λ1(i)),
• α(i)s ∈ Extps+i−2(Λps+i ,Dps(i)), for s = 1,2, . . . ,
• β(i)s ∈ Extps+i−1(Λps+i ,Dps(i)), for s = 0,1, . . .
(all tensor products are finite in each multidegree).
Proof. Let Kd and Rd be the Kuhn duals of respectively Koszul and De-Rham complexes (we
recall that (Kd)l = (Rd)l = Λd−l ⊗ Dl but the Koszul complex is equipped with a homologi-
cal differential whereas the De-Rham complex with a cohomological one (cf. [8, Sect. 4])). We
will consider spectral sequences converging to hExt∗(Λdpi ,Kd(i)) and hExt∗(Λdpi ,Rd(i)) call-
ing them (twisted) Koszul and De-Rham spectral sequences (the first one, of course, converges
to 0). Observe that since the structural maps in the Hopf algebra Λ∗ ◦⊗ D∗ ( ◦⊗ indicates that
we take a graded tensor product of Hopf algebras here (cf. [2, Sect. V.1])) commute with the
Koszul and De-Rham differentials [3, Sect. 3], the Koszul and De-Rham spectral sequences are
sequences of Hopf algebras. Hence the differentials satisfy the Leibniz rule with respect to the
multiplication and comultiplication in the Hopf algebra Ext∗(Λ∗pi ,Λ∗(i) ⊗ D∗−∗(i)).
We will compute Ext∗(Λdpi ,Λd−∗(i) ⊗ D∗(i)) by an induction on d . For needs of induction
we should also understand the Koszul and De-Rham spectral sequences. Since our sequences
are sequences of Hopf algebras, they are determined by the action of differentials on primitive
generators α(i)s , β(i)s , x(i). In the course of induction we will show that:
• All differentials in the second De-Rham spectral sequence converging to h Ext∗(Λdpi ,Rd(i))
are trivial.
• In the first De-Rham spectral sequence, we have δ(α(i)s ) = δ(β(i)s ) = 0, δ(x(i)) = β(i)0 .
• In the first Koszul spectral sequence converging to h Ext∗(Λps+i ,Kps(i)) = 0, we have
∂(α
(i)
s ) = xps−ps−1(i) ⊗ β(i) , ∂(β(i)s ) = xps(i), ∂(x(i)) = 0.s−1
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we choose our generators x(i), β(i)0 in such a way that ∂(β
(i)
0 ) = x(i) (of course, here δ = ∂−1).
Now we turn to the induction step. We will deal with problems of three types. Firstly, we
should compute the dimension of Ext∗(Λdpi ,Λd−∗(i) ⊗ D∗(i)), secondly we should verify if the
structure of Hopf algebra coincides with that described in Proposition 3.1 (up to degree d), and
thirdly we should compute the differentials on new primitive generators if such appear.
Let p > 2. We start with the case d = 0,1 (mod p). The only nontrivial thing in dimension
counting here is to show that Ext∗(Λdpi ,Dd(i)) = 0. Let us look at the first Koszul spectral
sequence converging to h Ext∗(Λdpi ,Kd(i)). It follows from δ1(x(i)) = β(i)0 and the induction as-
sumption that δ1 yields an isomorphism between the (d ′p)th and (d ′p + 1)th column in the first
term of the sequence. This shows that the last column must be trivial. The assertions concern-
ing Hopf structures and differentials are easy in this case, since Ext∗(Λdpi ,Λd−l(i) ⊗ Dl(i)) =
Ext∗(Λ{d−l}pi ,Λd−l(i)) ⊗ Ext∗(Λlpi ,Dl(i)), hence all elements are decomposable.
Let now d be divisible by p. The same analysis of the first De-Rham spectral sequence re-
veals that only the last column survives. An obvious dimension counting shows then, that this
group (i.e. Ext∗(Λdpi ,Dd(i))) has the desired (graded) dimension if and only if all differentials
in the second De-Rham spectral sequence are trivial, since the second term of this sequence
is known by the induction assumption (for i + 1). Thus the triviality of differentials follows
from the induction assumption unless d = ps where we a priori do not know this for genera-
tors α(i+1)s−1 , β
(i+1)
s−1 . But these elements lie in the last column and the triviality of differentials
on them follows immediately from dimension argument. It remains to check facts concern-
ing Hopf structure and differentials which, again, are nontrivial only for d = ps . Observe that
Extps+i−2(Λps+i ,Dps(i)), and Extps+i−1(Λps+i ,Dps(i)) are one dimensional and that the Koszul
differential sends Extps+i−1(Λps+i ,Dps(i)) to Extps+i−ps (Λps+i ,Λps(i)) where xps(i) belongs to.
Hence we put β(i)s to the preimage of xp
s(i) under this differential. In order to choose α(i)s in a
similar manner we should show that the Koszul differential sends Extps+i−2(Λps+i ,Dps(i)) to
Extps+i−ps+ps−1−1(Λps+i ,Λps−ps−1(i) ⊗ Dps−1(i)) where β(i)s−1 ⊗ xp
s−ps−1(i) lives. To this end,
observe that β(i)s−1 ⊗ xp
s−ps−1(i) is a cycle with respect to the Koszul differential, and that the
element which kills it must lie in Extps+i−2(Λps+i ,Dps(i)) by dimension argument. In this way
we have defined α(i)s and β(i)s with the expected action of the Koszul differential. The fact that
they are primitive indecomposable, and that both De-Rham differentials act on them trivially
follows from dimension argument. What remains is to show that the generators α(i)
s′ for s
′ < s
form divided algebras up to degree d (the fact that βs generate exterior algebras follows from the
parity of their multidegrees (see [6, Lemma 1.11] for the precise formula)). Let us start with the
observation that (α(i)
s′ )
ps−s′ = 0 since the Koszul differential on a ps−s′ th power must be zero and
our element lies in the last column, so there is nothing to kill it. Hence, by dimension counting,
there exists a nonzero indecomposable element in Extps−s
′
(ps
′+i−2)(Λps+i ,Dps(i)) which will be
our candidate for αp
s−s′ (i)
s′ (I recall the reader that in the divided algebra D∗(αs′) one should care-
fully differ between the kth power of generator α(i)
s′ which is denoted by (α
(i)
s′ )
k and the canonical
nonzero element αk(i)
s′ (in fact (α
(i)
s′ )
k = k! · αk(i)
s′ )). Now, it follows from the argument used ear-
lier that αp
s−s′ (i)
s′ is of order p. Therefore it remains to compute the comultiplication on this
element i.e. we should show that Δ(αp
s−s′ (i)
′ ) =∑ αk(i)′ ⊗ αps−s′−k(i)′ . To this end, it suffices tos k s s
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s−s′ (i)
s′ ) = xp
s′−ps′−1(i) ⊗β(i)
s′−1 ⊗αp
s−s′−1(i)
s′ (up to scalar by which we can always
modify our definition of αp
s−s′ (i)
s′ ), since the comultiplication on the latter element is known by
the induction hypothesis. But this follows from the fact that xps
′−ps′−1(i) ⊗ β(i)
s′−1 ⊗ αp
s−s′−1(i)
s′
is a Koszul cycle and cannot be killed by any decomposable element by the induction assump-
tion. This finishes the proof for d divisible by p. The remaining case d = 1 (mod p) is easy. We
need only to compute dimensions. The expected result follows from the fact that the De-Rham
differential yields an isomorphism between the (d − 1)th and d th column.
For p = 2 only minor modifications of the proof are needed. The only problem is that our Hopf
algebra is now just commutative and hence, we cannot a priori rule out the possibility that α(i)s
generates exterior algebra or β(i)s generates divided powers or e.g. (truncated) polynomials. But
in our situation we still know that the pth (i.e. second) powers of our candidates for generators
vanish and our method for deciding whether given element is primitive also works. 
Now we turn to computing HΘ(Dd(i)). In fact, thanks to Proposition 2.6, it would suffice
to compute HΘ(Dd), but since we were already forced to deal with twists in Proposition 3.1,
computation of HΘ(Dd(i)) will take no additional work.
Our task is to compute Ext∗(Λdpi ◦ PV ,Dd(i)). Since Λdpi ◦ PV is a direct sum of Λλ and,
by the Exponential Formula [4, Sect. 2], Ext∗(Λλ,Dd(i)) =⊗k Ext∗(Λλk ,Dλk/pi(i)), Proposi-
tion 3.1 provides us all computational input we need. The only problem is to organize results in
a functorial way (we recall that the decomposition of Λdpi ◦PV into a sum of Λλ is not functorial
in V ). Again, it will be easier to describe the entire exponential functor HΘ(D∗(i)). Let us recall
a nontrivial part of the computation achieved in Proposition 3.1:
Ext∗
(
Λ∗pi ,D(i)
)=⊗
s0
Λ∗
(
β(i)s
)⊗⊗
s1
D∗
(
α(i)s
)
.
It turns out that in order to get the functor HΘ(D∗(i)) we should replace in the above formula
generators α(i)s and β(i)s by copies of a space V (s+i).
Theorem 3.2. There is an isomorphism of exponential functors
Φ :
⊗
s0
Fi,s ⊗
⊗
s1
Gi,s −→ HΘ
(
D∗(i)
)
where Fi,s(V ) := Λ∗(i+s)(V ) for V (i+s) placed in Hpi+s−1Θ(Dps(i)), and Gi,s(V ) :=
D∗(i+s)(V ) for V (i+s) placed in Hpi+s−2Θ(Dps(i)).
Proof. We shall describe Φ quite explicitly. Let v ∈ V and γ ∈ Ext∗(Λdpi ,Dd(i)). We define the
element γ (v) ∈ Ext∗(Λdpi ◦PV ,Dd(i)) in the following way. The element v determines the trans-
formation φv :PV −→ I in an obvious way (we send f :V −→ W to f (v)). Hence Λdpi (φv) is
a transformation from Λdpi ◦PV to Λdpi , and we put γ (v) to be (Λdpi (φv))∗(γ ). This construc-
tion is clearly functorial in v and it is easy to see that the assignment v α(i)s (v) produces a
transformation from I (s+i) to Extps+i−2(Λps+i ◦ P,Dps(i)) and analogously v β(i)s (v) deter-
mines a transformation from I (s+i) to Extps+i−1(Λps+i ◦ P,Dps(i)). Now we define Φ on the
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the formula v1 ∧ · · · ∧ vd → β(i)s (v1) • · · · • β(i)s (vd) (• at the right-hand sides of fomulae stands
for the multiplication in HΘ(D∗(i)) which is clearly a Hopf algebra). Thanks to Proposition 3.1
the transformation Φ is well defined. In order to show that it is an isomorphism we observe that
Φ is an exponential transformation (i.e. it is compatible with decompositions of functors applied
to direct sums). But an exponential transformation is essentially determined by its action on a
one dimensional space.
Lemma 3.3. Let Ψ :A∗ −→ B∗ be an exponential transformation. If Ψ (k1) is an isomorphism,
so is the entire transformation Ψ .
Proof. is an obvious double induction on dimension and degree. 
Thus it suffices to show that Φ(k1) is an isomorphism. Let us take 1d ∈ Dd(i)(k1) = Gi,s(k1).
Then Φ(1d) = αd(i)s (1) = α(i)s . Analogously (even easier) we show an isomorphism on fac-
tors Fi,s . This completes the proof of Theorem 3.2. 
Although computing HΘ(Dd(i)) is sufficient for applications, it would be interesting to de-
scribe Θ(Dd(i)) (of course, in a way from which it would be clear how to obtain cohomology,
which is not the case for the resolution of Dd constructed in [10]). Let us consider the simplest
nontrivial example Dp . Then Kp provides a Λp-acyclic resolution of Dp and it is easy to de-
rive from it that Θ(Dp) is Rp with removed the degree 0 component. This example suggests
that Θ(Dd) is built out of Λd and some De-Rham complexes. This impression becomes even
stronger when we rewrite the formula for Θ(D∗(i)) in the form
Λ∗(i) ⊗
⊗
s1
(
Λ∗(i+s) ⊗ D∗(i+s)).
Since the same example shows that Θ(D∗(i)) is not formal we can only hope that
Conjecture 3.4. Θ(D∗(i)) can be realized as a complex which is isomorphic up to filtration to
the complex
Λ∗(i) ⊗
⊗
s0
R∗(i+s).
Assuming this conjecture we could say that Θ(Dd) consists of a “naive part” which is Λd
(warning: this is not exactly Θnaive(Dd) when p = 2) and some additional “homological part” in
which De-Rham complexes are involved.
4. Extensions of exponential functors
As we know from [4, Cor. 5.3], the groups Ext∗(Dd(j),F (j)) are computable for any F . The
Koszul duality will allow us to extend this class of calculations significantly. The source of all
applications is a simple observation that Ext∗(Λd(j),F (j)) = HomDP (Θ(Λd(j))[∗],Θ(F (j))) =
hExt∗(Dd(j),Θ(F )(j)) which allows us to replace the exterior power in the first variable by the
divided power (the price is that we have to admit hyperExt groups).
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quences of [4, Cor. 5.3] which were not formulated explicitly there. Let P(j)d denote the full
subcategory of Pdpj consisting of j -times twisted functors. Since the embedding Pd −→ Pdpj
is faithfully full, P(j)d is an abelian category which may be identified with the image of this
embedding.
Proposition 4.1. For any F ∈ Pd there is an isomorphism
Ext∗
(
Dd(j),F (j)
) F(Aj ),
where Aj = Ext∗(I (j), I (j)) (it is a one dimensional space in degrees 2k for k = 0, . . . , pj − 1
and trivial elsewhere [8, Th. 4.5]), which is functorial in F i.e. for any transformation
φ :F −→ G the induced map (φ(j))∗ : Ext∗(Dd(j),F (j)) −→ Ext∗(Dd(j),G(j)) corresponds
to φ(Aj ).
Moreover, for any bounded above complex C∗(j) of objects of P(j)d , we have
hExt∗
(
Dd(j),C∗(j)
)= HC∗(Aj ),
(all Ext-groups are taken in Pdpj ).
Proof. The description of Ext-groups is just [4, Cor. 5.3]. There is only one subtlety, which was
also discussed more thoroughly in [4]. Strictly speaking, we do not just apply F to Aj but its
injective symmetrization fin to A⊗dj . The point is that a symmetrization carries information about
Ext-degrees of elements. For such functors as Λd , Sd , Dd the recipe for the degree of an element
is easy: the degree of a product is just a sum of degrees of factors. But when dealing with I (i)
we should remember that, as it was explained in [4, Sect. 3], for any symmetrization i(i) of the
functor I (i) and any graded space V , we have i(i)(V ⊗pi ) = V (i) where V (i) is the graded space
defined by the formula (V (i))pid := V d and (V (i))s = 0 for s not divisible by pi . This convention
is coherent with that taken in the formulation of our Proposition 4.1 and we will write A(i)j
for i(i)(Aj ) but one should remember that A(i)j is a one dimensional space in degrees 2pik for
k = 0, . . . , pj − 1.
In [4] I examined functoriality of this description with respect to the first variable, which is
rather delicate question. Functoriality in F follows immediately from the machinery developed
in [4, Sect. 4].
For the second part of Proposition 4.1 we observe that the functor Ext∗(Dd(j),−) is exact
on sequences of objects of P(j)d . Hence, since all cycles, boundaries and cohomology spaces
of C∗(j) belong to P(j)d (because it is a full subcategory), all connecting homomorphisms which
could produce nontrivial higher differentials in the hyperExt spectral sequences converging to
hExt(Dd(j),C∗(j)) are trivial. 
Proposition 4.1 shows that in order to compute Ext∗(Λd(j),F (j)) we only need to know the
cohomology of Θ(F).
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Ext∗
(
Λd(j),F (j)
)= HΘ(F)(Aj ).
Proof. As we observed at the beginning of this section, Ext∗(Λd(j),F (j)) = hExt∗(Dd(j),
Θ(F )(j)), and then we apply Proposition 4.1. 
In the remainder of this section we will apply Corollary 4.2 to various exponential functors.
We start with computing Ext∗(Λd ′pi(j),Dd ′(i+j)). For this we take Corollary 4.2 for d = d ′pi
and F = Dd ′(i). Gathering up results for various d ′ we get
Corollary 4.3. There is an isomorphism of bigraded Hopf algebras
Ext∗
(
Λ∗pi(j),D∗(i+j)
)⊗
s0
Λ∗(Bi,j,s) ⊗
⊗
s1
D∗
(
B ′i,j,s
)
.
The space Bi,j,s ⊂ Ext∗(Λpi+s (j),Dps(i+j)) is one dimensional in Ext-degrees pi+s −1+2kpi+s
for k = 0, . . . , pj − 1 and trivial elsewhere.
The space B ′i,j,s ⊂ Ext∗(Λp
i+s (j),Dp
s(i+j)) is one dimensional in Ext-degrees pi+s − 2 +
2kpi+s for k = 0, . . . , pj − 1 and trivial elsewhere.
Thus we have computed Ext-groups between larger exterior and smaller divided pow-
ers. Trying to compute Ext∗(Λ∗(i+j),D∗pi(j)) we face the problem that Θ(D∗pi(j)) need
not to be (i + j)-times twisted, hence we cannot apply Corollary 4.2 and it may be not
that easy to compute hExt∗(D∗(i+j),Θ(D∗pi(j))). We bypass this difficulty with the aid
of the Koszul and Kuhn duality. Applying them to the groups under consideration we
get Extk(Λd(i+j),Ddpi(j)) = Extk(Sdpi(j),Λd(i+j)) = HomDPd (Θ(Sdp
i(j))[k],Θ(Λd(i+j))) =
HomDPd (Λdp
i(j)[k + dpi(pj − 1)],Dd(i+j)[d(pi+j − 1)]) = Extk−d(pi−1)(Λdpi(j),Dd(i+j)),
which reduces the problem to that we have already solved. Therefore, the result is
Corollary 4.4. There is an isomorphism of bigraded Hopf algebras
Ext∗
(
Λ∗(i+j),D∗pi(j)
)⊗
s0
Λ∗(Ci,j,s) ⊗
⊗
s1
D∗
(
C′i,j,s
)
.
The space C′i,j,s ⊂ Ext∗(Λp
s(i+j),Dpi+s (j)) is one dimensional in Ext-degrees pi+s + ps(pi −
1) − 1 + 2kpi+s for k = 0, . . . , pj − 1 and trivial elsewhere.
The space C′i,j,s ⊂ Ext∗(Λp
s(i+j),Dpi+s (j)) is one dimensional in Ext-degrees pi+s +
ps(pi − 1) − 2 + 2kpi+s for k = 0, . . . , pj − 1 and trivial elsewhere.
Our next task will be computation of Ext∗(Sdpi(j),Dd(i+j)). Applying Θ twice we replace
these groups by hExt∗(Ddpi(j),Θ2(Dd(i))(j)). Thus we should compute HΘ2(D∗). This would
be easy if we knew that HΘ2(D∗(i)) = HΘ(HΘ(D∗(i))). For this we should show that all dif-
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Θ(D∗(i)) is an exponential functor (in the category of complexes) it suffices to show the triviality
of differentials on primitive generators of the Hopf algebra Ext∗(Λ∗pi ,HΘ(D∗(i))). But this is
obvious by dimension argument. Therefore we get HΘ2(D∗(i)) = HΘ(HΘ(D∗(i))) which is by
Theorem 3.2 equal to ⊗
s1,t1
Fi,s,t ⊗ Gi,0,0 ⊗
⊗
s1,t0
Gi,s,t .
In the above formula
Gi,s,t (V ) := D∗(i+s+t)(V )
for V (i+s+t) placed in Hpi+s+t−1+pt (pi+s−2)Θ2(Dps+t (i)) for t  1 and in H2(pi+s−1)Θ2(Dps(i))
for t = 0; and
Fi,s,t (V ) := Λ∗(i+s+t)(V )
for V (i+s+t) placed in Hpi+s+t−2+pt (pi+s−2)Θ2(Dps+t (i)).
This leads to the following description of the Ext-groups.
Corollary 4.5. There is an isomorphism of bigraded Hopf algebras
Ext∗
(
S∗pi(j),D∗(i+j)
) ⊗
s1,t1
Λ∗(Ci,j,s,t ) ⊗ D∗
(
C′i,j,0,0
)⊗ ⊗
s1,t0
D∗
(
C′i,j,s,t
)
.
The space C′i,j,s,t ⊂ Ext∗(Sp
i+s+t (j),Dp
s+t (i+j)) is one dimensional in Ext-degrees pi+s+t − 1+
pt(pi+s − 2) + 2kpi+s+t for k = 0, . . . , pj − 1 and trivial elsewhere, for t  1; and is one
dimensional in Ext-degrees 2(pi+s − 1) + 2kpi+s for k = 0, . . . , pj − 1 and trivial elsewhere,
for t = 0.
The space C′i,j,s,t ⊂ Ext∗(Sp
i+s+t (j),Dp
s+t (i+j)) is one dimensional in Ext-degrees pi+s+t −
2 + pt(pi+s − 2) + 2kpi+s+t for k = 0, . . . , pj − 1 and trivial elsewhere.
The Ext-groups between smaller symmetric and larger divided powers are exactly the same,
since by the Kuhn duality
Ext∗
(
S∗pi(j),D∗(i+j)
)= Ext∗(S∗(i+j),D∗pi(j)).
As we know from [6, Sect. 6], any computation of Ext-groups between exponential functors
in the category P immediately leads to a parallel computation in the category F of functors
in a naive sense over a finite field k. We recall that by [6, Cor. 6.2] in order to compute
the groups Ext∗F (F
∗,G∗) for exponential functors F ∗, G∗ it suffices to compute the groups
Ext∗P→F (F
∗(k),G∗) := colimj Ext∗P (F (k+j),G∗(j)) for all k ∈ Z. It is easy to see that in our
situation we obtain the groups Ext∗P→F just putting in formulae in Corollaries 4.3, 4.4, 4.5 in-
stead of spaces Bi,j,s , etc., the limit spaces (with respect to j ) Bi,s , etc., in which we drop the
condition k  pj − 1. Hence, by [6, Cor. 6.2], we get the complete calculations in F (to make
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interested reader).
Corollary 4.6. Let |k| = p. Then we have isomorphisms of trigraded Hopf algebras:
Ext∗F (Λ
∗,D∗)

⊗
i0
(⊗
s0
Λ∗(Bi,s) ⊗
⊗
s1
D∗
(
B ′i,s
))
⊗
⊗
i>0
(⊗
s0
Λ∗(Ci,s) ⊗
⊗
s1
D∗
(
C′i,s
))
,
and
Ext∗F (S
∗,D∗)

⊗
i0
( ⊗
s1,t1
Λ∗(Ci,s,t ) ⊗ D∗
(
C′i,0,0
)⊗ ⊗
s1,t0
D∗
(
C′i,s,t
))
⊗
⊗
i>0
( ⊗
s1,t1
Λ∗(Ci,s,t ) ⊗ D∗
(
C′i,0,0
)⊗ ⊗
s1,t0
D∗
(
C′i,s,t
))
,
where multidegrees of generators are as in Corollaries 4.3–4.5.
Note added in proof
I am grateful to Ming Fang for drawing my attention to [1] where the dimensions of the groups
Ext∗(Λd,Dd) were computed. It seems however, that it would be difficult, by using methods
of [1], to describe the Hopf algebra structure on Ext∗(Λ∗,D∗) which is crucial in the proof of
our Theorem 3.2.
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