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GRASSMANNIANS OF TWO-SIDED VECTOR SPACES
ADAM NYMAN
Abstract. Let k ⊂ K be an extension of fields, and let A ⊂ Mn(K) be
a k-algebra. We study parameter spaces of m-dimensional subspaces of Kn
which are invariant under A. The space FA(m,n), whose R-rational points
are A-invariant, free rank m summands of Rn, is well known. We construct a
distinct parameter space, GA(m,n), which is a fiber product of a Grassman-
nian and the projectivization of a vector space. We then study the intersection
FA(m,n)∩GA(m,n), which we denote by HA(m, n). Under suitable hypothe-
ses on A, we construct affine open subschemes of FA(m,n) and HA(m,n) which
cover their K-rational points. We conclude by using FA(m, n), GA(m,n), and
HA(m, n) to construct parameter spaces of two-sided subspaces of two-sided
vector spaces.
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1. Introduction
Throughout this paper, k ⊂ K is an extension of fields. By a two-sided vector
space we mean a k-central K − K-bimodule V which is finite-dimensional as a
left K-module. Thus, a two-sided vector space on which K acts centrally is just a
finite-dimensional vector space overK. The purpose of this paper is to continue the
classification of two-sided vector spaces begun in [4] by constructing and studying
parameter spaces of two-sided subspaces of V .
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Instead of focusing exclusively on parameter spaces of two-sided subspaces of V ,
we take a more general perspective. Let A ⊂Mn(K) be a k-algebra, and let R be
a K-algebra. The functor FA(m,n) : K − alg→ Sets defined on objects by
FA(m,n)(R) = {free rank m direct summands of Rn which are A-invariant}
and on morphisms by pullback is representable by a subscheme, FA(m,n), of
the Grassmannian of m-dimensional subspaces of Kn, G(m,n) [3]. The scheme
FA(m,n) is related to two-sided vector spaces as follows. Suppose φ : K →Mn(K)
is a k-central ring homomorphism and Kn is made into a two-sided vector space,
Knφ , via v · x := vφ(x). Then the K-rational points of the scheme Fimφ(m,n)
parameterize the two-sided m-dimensional subspaces of Knφ .
There are other subschemes of G(m,n) which parameterize two-sided vector
spaces as well. In this paper, we study the geometry of FA(m,n) and two other
subschemes of G(m,n), GA(m,n) and HA(m,n), which have the same K-rational
points as FA(m,n). Our justification for studying GA(m,n) is that we are able to
give a global description of it as an intersection of G(m,n) and the projectivization
of a vector space (Theorem 3.3). Our justification for studying HA(m,n) is that it is
a subscheme of GA(m,n) which has a smooth, reduced, irreducible open subscheme
which covers its K-rational points (Theorem 4.9).
We now describe GA(m,n) by its functor of points, GA(m,n). The R-rational
points of this functor are the free rank m summands of Rn, M , which have the
property that the image of
∧m
M under the composition
∧mRn ∼=→ ∧m(R ⊗K Kn) ∼=→ R⊗K ∧mKn
has an R-module generator of the form∑
i
ri ⊗ vi1 ∧ · · · ∧ vim
where SpanK{vi1, . . . , vim} is A-invariant for all i (see Definition 2.3). The motiva-
tion behind this definition is that when A−{0} ⊂ GLn(K) and Kn is homogeneous
as a K ⊗k A-module (see Section 2 for a description of the action of K ⊗k A on
Kn), GA(m,n) solves the same parameterization problem that FA(m,n) does, in
the sense that GA(m,n)(K) = FA(m,n)(K). Although it is not clear from the
definitions, the functors GA(m,n) and FA(m,n) are distinct (Example 6.7).
We prove in Section 3 that GA(m,n) has a simple global description (Theorem
3.3):
Theorem. Let∧m
A = SpanK{v1∧· · ·∧vm|v1, . . . , vm is a basis for an A-invariant subspace of Kn}.
The functor GA(m,n) is represented by the pullback of the diagram
PK((
∧m
A )
∗)y
G(m,n)−→PK((
∧m
Kn)∗)
whose horizontal is the canonical embedding, and whose vertical is induced by the
inclusion
∧m
A →
∧m
Kn.
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To the authors knowledge, there is no similar description of FA(m,n). The func-
torial description of GA(m,n) allows us to describe the tangent space to GA(m,n)
(Theorem 3.6).
We define HA(m,n) to be the pullback of the diagram
GA(m,n)y
FA(m,n)−→G(m,n).
Suppose S ⊂ Kn is a simple K ⊗k A-module such that dimK S = m, and Kn is
S-homogeneous and semisimple as a K ⊗k A-module. In Section 4, we construct
an affine open cover of the K-rational points of FA(m,n). Furthermore, when K is
infinite and A is commutative, we construct an affine open cover of the K-rational
points of HA(m,n). As a consequence, we prove the following (Theorem 4.9):
Theorem. Suppose Kn ∼= S⊕l as K ⊗k A-modules. Then FA(m,n) contains an
open subscheme which is smooth, reduced, irreducible, of dimension lm − m and
has the same K-rational points as FA(m,n). Furthermore, if K is infinite and A is
commutative, then HA(m,n) contains an open subscheme which is smooth, reduced,
irreducible, of dimension lm−m and has the same K-rational points as HA(m,n).
Now, let V = Knφ and let W be a two-sided vector space. In Section 6, we use
FA(m,n), GA(m,n), andHA(m,n) to construct three parameter spaces of two-sided
subspaces of V of rank [W ] (see Section 5 for the definition of rank). We denote these
parameter spaces by Fφ([W ], V ), Gφ([W ], V ), and Hφ([W ], V ). We then provide
examples to show that, although Fφ([W ], V ), Gφ([W ], V ), and Hφ([W ], V ) have the
same K-rational points, Fφ([W ], V ) 6= Gφ([W ], V ) and Fφ([W ], V ) 6= Hφ([W ], V )
for certain [W ] and V . As a consequence, FA(m,n) 6= GA(m,n) and FA(m,n) 6=
HA(m,n) for certain A, m, and n.
We then show that, if F is an extension field of K, then every element of
Gφ([S], V )(F ) and of Hφ([S], V )(F ) is isomorphic to F ⊗K S as F ⊗k K-modules
(Theorem 6.10).
We conclude by studying the geometry of the parameter spaces Fφ([W ], V ),
Gφ([W ], V ), and Hφ([W ], V ) in two cases. In case K/k is finite and Galois, we
prove that the three spaces are equal to each other, and equal to the product of
Grassmannians (Corollary 6.12). In case K is infinite, {Si}ri=1 consists of noniso-
morphic simples with dimSi = mi, and V is semisimple with li factors of Si, we
prove the following (Corollary 6.15):
Theorem. Fφ([S1] + · · · + [Sr], V ) and Hφ([S1] + · · · + [Sr], V ) contain smooth,
reduced, irreducible open subschemes of dimension
∑r
i=1 limi − mi which cover
their K-rational points.
Aside from their significance as generalizations of Grassmannians, parameter
spaces of two-sided subspaces of V , or Grassmannians of two-sided subspaces of V ,
are related to classification questions in noncommutative algebraic geometry. The
subject of noncommutative algebraic geometry is concerned, among other things,
with classifying noncommutative projective surfaces (see [7] for an introduction to
this subject). One important class of noncommutative surfaces, the class of non-
commutative ruled surfaces, is constructed from noncommutative vector bundles.
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Let U and X be schemes, and let X be a U -scheme. By a “U -central noncommuta-
tive vector bundle overX”, we mean an OU -central, coherent sheafX−X-bimodule
which is locally free on the right and left [8, Definition 2.3, p. 440].
Two-sided vector spaces are related to noncommutative vector bundles as follows.
If E is a noncommutative vector bundle over an integral scheme X , Eη is a two-sided
vector space over k(X). In addition, if U = Spec k and X = SpecK, a U -central
noncommutative vector bundle over X is just a two-sided vector space.
Let E be a (commutative) vector bundle over X . An important problem in alge-
braic geometry is to parameterize quotients of E with fixed Hilbert polynomial, and
study the resulting parameter space. We are interested in the analogous problem
in noncommutative algebraic geometry: to parameterize U -central quotients of a
U -central noncommutative vector bundle over X with fixed invariants, and study
the resulting parameter space. Thus, the results in this paper address this problem
when U = Spec k and X = SpecK.
Notation and conventions: We let Sets denote the category of sets and K − alg
denote the category of commutative K-algebras. For any scheme Y over SpecK,
we let hY denote the functor of points of Y , i.e. the functor hY from the category
K−alg to the category Sets is the functor HomSpecK(Spec−, Y ). Unless otherwise
specified, all unlabeled isomorphisms are assumed to be canonical. Finally, we
suppose throughout that A ⊂ Mn(K) is a k-algebra and R is a commutative K-
algebra.
Other notation and conventions will be introduced locally.
Acknowledgments: I thank W. Adams, B. Huisgen-Zimmermann, C. Pappacena
and N. Vonessen for helpful conversations, I thank A. Magidin for proving Lemma
6.5, and I thank S.P. Smith for a number of helpful comments regarding an earlier
draft of this paper.
2. Subfunctors of the Grassmannian
Recall that the functor of points of the Grassmannian over SpecK is the functor
G(m,n) : K − alg → Sets defined on R as the set of free rank m summands of Rn,
and defined on morphisms as the pullback [2, Exercise VI-18, p. 261].
In this section, we define three subfunctors of G(m,n), FA(m,n), GA(m,n), and
HA(m,n). We will see that FA(m,n) and HA(m,n) parameterize m-dimensional
subspaces of Kn which are invariant under the action of A, and GA(m,n) does so
under suitable hypotheses on A.
Let m =
∑n
i=1 riei ∈ Rn, where ei is the standard unit vector. We note that the
action r⊗ a ·m =∑ni=1 rrieia makes Rn an R⊗k A-module. We say that M ⊂ Rn
is A-invariant if M is an R⊗k A-submodule.
Definition 2.1. Suppose m is a nonnegative integer. Let FA(m,n)(−) : K−alg→
Sets denote the assignment defined on the object R as
{M ∈ G(m,n)(R)|M is A-invariant}
and on morphisms δ : R→ T as the pullback. That is, FA(m,n)(δ)(M) equals the
image of the map
(1) T ⊗RM → T ⊗R Rn
∼=→ T n
whose left arrow is induced by inclusion M ⊂ Rn.
The proof of the following result is straightforward, so we omit it.
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Lemma 2.2. The assignment FA(m,n) : K − alg → Sets is a functor.
We call elements of FA(m,n)(R) free rank m A-invariant families over SpecR,
or free A-invariant families when m, n and R are understood.
Definition 2.3. Let M ⊂ Rn be a free rank m summand. We say M is generated
by A-invariants over SpecR or is generated by A-invariants if R is understood, if∧m
M maps, under the composition
(2)
∧mM → ∧mRn ∼=→ ∧m(R⊗K Kn) ∼=→ R ⊗K ∧mKn
whose left arrow is induced by inclusion, to an R-module with generator of the form
(3)
∑
i
ri ⊗ vi1 ∧ · · · ∧ vim,
where, for all i, {vi1, . . . , vim} is a basis for a rank m A-invariant subspace of Kn.
For a discussion of the motivation behind this definition, see Remark 2.9.
Lemma 2.4. Let δ : R → T be a homomorphism of K-algebras, and let M be a
free rank m summand of Rn which is generated by A-invariants over SpecR. Then
the image of T ⊗RM under (1) is a free rank m summand of T n which is generated
by A-invariants over SpecT .
Proof. Suppose M has basis w1, . . . , wm ∈ Rn, and w1 ∧ · · · ∧ wm maps to∑
i
ri ⊗ vi1 ∧ · · · ∧ vim
under (2). Then 1⊗w1, . . . , 1⊗wm ∈ T ⊗RM are generators of T ⊗RM , and, if we
let w1, . . . , wm denote the images of 1⊗w1, . . . , 1⊗wm under (1), then w1, . . . , wm
generates the image of T ⊗RM under (1). We claim w1 ∧ · · · ∧wm ∈
∧m
T n maps
to
∑
i
δ(ri)⊗ vi1 ∧ · · · ∧ vim under the composition
(4)
∧m
T n
∼=→ ∧m(T ⊗K Kn) ∼=→ T ⊗K ∧mKn.
To prove the claim, we first note that a straightforward computation implies that
(5)
∧m(T ⊗R Rn) ∼=→ ∧m T n ∼=→ ∧m(T ⊗K Kn) ∼=→T ⊗K ∧mKn
∼=
x
x=
T ⊗∧mRn ∼=→T ⊗R ∧m(R ⊗R Kn) ∼=→T ⊗R (R⊗K ∧mKn) ∼=→T ⊗K ∧mKn
commutes (recall our convention about unlabeled isomorphisms). Furthermore, the
image of 1⊗w1 ∧ · · · ∧wm ∈ T ⊗R
∧m
Rn under the right-hand route of (5) equals∑
i
δ(ri)⊗ vi1 ∧ · · · ∧ vim. Therefore, the image of 1⊗w1 ∧ · · · ∧wm ∈ T ⊗R
∧m
Rn
under the left-hand route of (5) equals
∑
i
δ(ri)⊗ vi1 ∧ · · · ∧ vim. Finally, the image
of 1⊗w1 ∧ · · · ∧wm ∈ T ⊗R
∧m
Rn under the first two maps of the left-hand route
of (5) equals w1 ∧ · · · ∧ wm ∈
∧m
T n. The claim, and hence the lemma, follows
from the fact that the composition of the third and fourth arrows of the left-hand
route of (5) is the composition (4). 
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Definition 2.5. Let GA(m,n)(−) : K − alg→ Sets denote the assignment defined
on the object R as
{M ∈ G(m,n)(R)|M is generated by A-invariants}
and on morphisms as the pullback.
The next result follows immediately from Lemma 2.4.
Lemma 2.6. GA(m,n) : K − alg→ Sets is a functor.
We call elements of GA(m,n)(R) free rank m families generated by A-invariants
over SpecR, or free families generated by A-invariants when m, n and R are un-
derstood.
Remark 2.7. It follows immediately from Definition 2.3 that
FA(m,n)(K) ⊂ GA(m,n)(K).
We now find sufficient conditions under which FA(m,n)(K) = GA(m,n)(K).
Lemma 2.8. Let M be a free rank m family generated by A-invariants over SpecR.
If Mm is A-invariant for every maximal ideal m of R, then M is A-invariant. If R
is a field, A− {0} ⊂ GLn(K), and Kn is homogeneous as a K ⊗k A-module, then
M is A-invariant.
Proof. Suppose m is a maximal ideal of R, a is an element of A, and N =Ma+M .
The diagram
Rm ⊗RM→Rm ⊗R Rn
∼=→Rn
my
y=
Rm ⊗R N→Rm ⊗R Rn
∼=→Rn
m
whose left horizontals and left vertical are induced by inclusion, commutes, and
the left horizontals are injective since localization is exact. By Lemma 2.4, the
image, M , of the top horizontal composition is generated by A-invariants. Thus,
by hypothesis, M is A-invariant. Hence, the left vertical is surjective, and so the
map
Mm → Nm
induced by inclusion is an epimorphism. It follows from [1, Corollary 2.9, p. 68]
that M = N , and hence that M is A-invariant.
Next, suppose R is a field, A−{0} ⊂ GLn(K), Kn is homogeneous as a K⊗kA-
module, and M has basis w1, . . . , wm ∈ Rn. If M were not A-invariant, then there
would exist an 1 ≤ i ≤ m and an a ∈ A such that wia is not an element ofM . Thus,
since a is invertible, w1a ∧ · · · ∧ wma would not be proportional to w1 ∧ · · · ∧ wm.
On the other hand, since Kn is homogeneous, the determinant of the matrix
corresponding to a ∈ A acting on an m-dimensional, A-invariant, subspace V is
independent of V . Thus, since M is generated by A-invariants, w1a ∧ · · · ∧wma =
cw1 ∧ · · · ∧ wm for some nonzero c ∈ K. We conclude that M is A-invariant. 
Remark 2.9. As a consequence of Lemma 2.8, if A − {0} ⊂ GLn(K), and Kn is
homogeneous as a K ⊗k A-module,
GA(m,n)(K) = FA(m,n)(K).
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Thus, these two functors parameterize the same object. On the other hand, we
will see in Theorem 3.3 that the scheme representing GA(m,n) has a simple global
description as a pullback of G(m,n) and the projectivization of a vector space.
These two facts provide motivation for Definition 2.3.
Definition 2.10. Let HA(m,n)(−) : K− alg→ Sets denote the fibered product of
functors FA(m,n)×G(m,n)GA(m,n) induced by inclusion of FA(m,n) and GA(m,n)
in G(m,n) [2, Definition VI-4, p. 254].
We call elements of HA(m,n)(R) free rank m A-invariant families generated by
A-invariants over SpecR, or free A-invariant families generated by A-invariants
when m, n, and R are understood.
Remark 2.11. It follows from Remark 2.7 that HA(m,n)(K) = FA(m,n)(K).
3. Representability of GA(m,n) and HA(m,n)
It was proven in [3] that FA(m,n) is representable by a subscheme of the Grass-
mannian G(m,n). The main result of this section is that GA(m,n) is representable
by the intersection of G(m,n) and the projectivization of a vector space. It will
follow easily that HA(m,n) is representable as well. We conclude the section by
computing the tangent space to GA(m,n).
Let P(−) denote the projectivization functor. That is, if M is a K-module,
we let P(M) denote the scheme whose R-rational points equal equivalence classes
of epimorphisms τ : R ⊗K M → L, where L is an invertible R-module, such that
τ1 : R⊗KM → L1 is equivalent to τ2 : R⊗KM → L2 iff there exists an isomorphism
ψ : L1 → L2 such that τ2 = ψτ1.
Before proving that GA(m,n) is representable, we recall two preliminary facts.
Lemma 3.1. Let U be a subspace of
∧m
Kn. There is a natural isomorphism
R⊗K (U)∗
∼=−→ (R ⊗K U)∗,
and the canonical isomorphism
∧m
Rn −→ R⊗K
∧m
Kn induces an isomorphism
(R⊗K
∧m
Kn)∗
∼=−→ (∧mRn)∗.
We omit the straightforward proof of the next result.
Lemma 3.2. Let F denote the full subcategory of the category of R-modules con-
sisting of finitely generated free R-modules. Then the functor
HomR(−, R) : F→ F
is full and faithful.
We let∧m
A = SpanK{v1∧· · ·∧vm|v1, . . . , vm is a basis for an A-invariant subspace of V }.
Theorem 3.3. The functor GA(m,n) is represented by the pullback of the diagram
(6)
P((
∧m
A )
∗)y
G(m,n)−→P((∧mKn)∗)
whose horizontal is the canonical embedding, and whose vertical is induced by the
inclusion
∧m
A →
∧m
Kn.
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Proof. By [2, p. 260], it suffices to prove that the functor GA(m,n) is the pullback
of functors
(7) hG(m,n) ×hP((VmKn)∗) hP((VmA )∗)
induced by (6).
Let M ⊂ Rn be a free rank m summand. We recall a preliminary fact. The
map
∧mM → ∧mRn induced by the inclusion of M in Rn identifies ∧mM with
a summand of
∧m
Rn. Thus, the induced map
ψ : (
∧mRn)∗ −→ (∧mM)∗
is an epimorphism.
We now prove that GA(m,n) equals (7). We note that a free rank m summand
M ⊂ Rn is an R-rational point of (7) iff the epimorphism
(8) R⊗K (
∧m
Kn)∗
∼=−→ (∧mRn)∗ ψ−→ (∧mM)∗
whose left arrow is the map from Lemma 3.1, factors through the map
(9) R⊗K (
∧m
Kn)∗ −→ R⊗K (
∧m
A )
∗
induced by the inclusion
∧m
A ⊂
∧m
Kn. Thus, to prove the result, it suffices to
show that (8) factors through (9) iff M is generated by A-invariants. Now, (8)
factors through (9) iff there exists a map γ∗ : (R ⊗K
∧m
A )
∗ −→ (∧mM)∗ making
the diagram
(10)
R⊗K (
∧mKn)∗ ∼=−→(R⊗K ∧mKn)∗ ∼=−→(∧mRn)∗y
y
yψ
R⊗K (
∧m
A )
∗
∼=−→ (R⊗K
∧m
A )
∗ γ
∗
−→(∧mM)∗
whose left and middle vertical are induced by inclusion, and whose top horizontals
and bottom left horizontal are from Lemma 3.1, commute. By Lemma 3.1, the left
square of (10) commutes. Thus, by Lemma 3.2, there exists a map γ∗ making (10)
commute iff there exists a map γ :
∧m
M → R⊗K
∧m
A making the diagram
(11)
R⊗K
∧mKn ∼=←−∧mRnx
x
R⊗K
∧m
A
γ←−∧mM
whose verticals are inclusions, commute. This occurs iff M is generated by A-
invariants, i.e. iff M ∈ GA(m,n)(R). 
We denote the pullback of (6) by GA(m,n). The following result is now imme-
diate:
Corollary 3.4. GA(m,n) is a projective subscheme of G(m,n).
We also note that HA(m,n) is representable:
Corollary 3.5. HA(m,n) is represented by the pullback of the diagram
GA(m,n)y
FA(m,n)−→G(m,n).
GRASSMANNIANS OF TWO-SIDED VECTOR SPACES 9
whose arrows are induced by the inclusion of functors GA(m,n) ⊂ G(m,n) and
FA(m,n) ⊂ G(m,n).
Proof. Since HA(m,n) is defined as the fibered product FA(m,n)×G(m,n)GA(m,n)
induced by the inclusion of functors GA(m,n) ⊂ G(m,n) and FA(m,n) ⊂ G(m,n),
the result follows immediately from [2, p. 260]. 
We end the section by computing the Zariski tangent space to GA(m,n) at the
K-rational point E = SpanK{e1, . . . , em} ∈ GA(m,n)(K). Recall that if
Ψ : GA(m,n)(K[ǫ]/(ǫ
2))→ GA(m,n)(K)
is the map induced by the quotient K[ǫ]/(ǫ2) → K sending ǫ to 0, the Zariski
tangent space to GA(m,n) at the K-rational point E ∈ GA(m,n)(K) is the set
TE = {M ∈ GA(m,n)(K[ǫ]/(ǫ2))|Ψ(M) = E}
with vector space structure defined as follows: Suppose {fi}mi=1 and {gi}mi=1 are
subsets of Kn. If M ∈ TE has basis {ei+ ǫfi}mi=1, M ′ ∈ TE has basis {ei+ ǫgi}mi=1,
and a, b ∈ K, we let aM+bM ′ ∈ TE denote the family with basis {ei+ǫ(afi+bgi)}.
It is straightforward to check that the vector space structure is independent of
choices made.
We define a map
d : HomK(E,K
n)→ HomK(
∧mE,∧mKn)
as follows. For ψ ∈ HomK(E,Kn), we define d(ψ) on totally decomposable wedges
as
d(ψ)(e1 ∧ · · · ∧ em) =
m∑
i=1
e1 ∧ · · · ∧ ei−1 ∧ ψ(ei) ∧ ei+1 ∧ · · · ∧ em
and extend linearly. It is straightforward to check that d is K-linear.
Theorem 3.6. Suppose V = E ⊕ L as a K-module for some K-submodule L of
Kn. The tangent space to GA(m,n) at E ∈ GA(m,n)(K) is isomorphic to
SE = {ψ ∈ HomK(E,L)| im d(ψ) ⊂
∧m
A }.
Proof. We define a map
Φ : TE → SE
as follows: let M ∈ TE have basis {ei + ǫ(si + ti)}mi=1 where {e1, . . . , em} is a basis
for E, si ∈ E, and ti ∈ L. Define ψ ∈ HomK(E,Kn) by ψ(ei) = ti. We let
Φ(M) = ψ, and we omit the straightforward proof of the fact that the definition of
Φ is independent of choices made.
Step 1: We prove Φ is a well defined map of vector spaces. We omit the straight-
forward proof of the fact that as a map to HomK(E,K
n), Φ is K-linear. It remains
to show that Φ(M) ∈ SE , i.e. that im d(ψ) ⊂
∧m
A . Since M is generated by A-
invariants, (e1 + ǫ(s1 + t1)) ∧ · · · ∧ (em + ǫ(sm + tm)) ∈
∧mM maps, under (2)
to
(12)
∑
i
ri ⊗ vi1 ∧ · · · ∧ vim ,
where ri ∈ K[ǫ]/(ǫ)2 and vi1 ∧ · · · ∧ vim ∈
∧m
A . Thus,
(s1 + t1)∧ e2 ∧ · · · ∧ em + · · ·+ e1 ∧ · · · ∧ em−1 ∧ (sm+ tm) =
∑
j
ajwj1 ∧ · · · ∧wjm ,
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where aj ∈ K and wj1 ∧ · · · ∧wjm ∈
∧m
A . This implies
(13)
s1∧e2∧· · ·∧em+· · ·+e1∧· · ·∧em−1∧sm+t1∧e2∧· · ·∧em+· · ·+e1∧· · ·∧em−1∧tm
is in
∧m
A . Since si ∈ E, each of the first m terms of (13) is either 0 or a multiple of
e1 ∧ · · · ∧ em, which is in
∧m
A . Thus,
t1 ∧ e2 ∧ · · · ∧ em + · · ·+ e1 ∧ · · · ∧ em−1 ∧ tm ∈
∧m
A ,
i.e. d(ψ)(e1 ∧ · · · ∧ em) ∈
∧m
A as desired.
Step 2: We prove Φ is one-to-one and onto. If Φ(M) = 0 then M has a basis
{ei}mi=1, and thus M is the identity element of TE. This establishes the fact that Φ
is one-to-one.
Let ψ ∈ SE , and let M ∈ TE have basis {ei+ ǫψ(ei)}mi=1. To prove Φ is onto, we
must prove that M is generated by A-invariants. By hypothesis,
ψ(e1) ∧ e2 ∧ · · · ∧ em + · · ·+ e1 ∧ · · · ∧ em−1 ∧ ψ(em) =
∑
j
bjuj1 ∧ · · · ∧ ujm ,
where bj ∈ K and uj1 ∧ · · · ∧ujm ∈
∧m
A , and thus the image of (e1+ ǫψ(e1))∧ · · · ∧
(em + ǫψ(em)) maps, under (2), to∑
i
rivi1 ∧ · · · ∧ vim ,
where ri ∈ K[ǫ]/(ǫ)2 and vi1 ∧ · · · ∧ vim ∈
∧m
A . Hence, M ∈ TE, as desired. 
4. Affine open subschemes of FA(m,n) and HA(m,n)
Suppose S ⊂ Kn is a simple K ⊗k A-module such that dimK S = m. In this
section, we assume Kn is S-homogeneous and semisimple as a K⊗kA-module. We
study the subspace
∧m
A ⊂
∧m
Kn in order to find conditions under which a free
rankm A-invariant family is generated by A-invariants. We use our results in order
to construct affine open subschemes of FA(m,n) and HA(m,n) which cover their
K-rational points.
We suppose Kn = S⊕l, and we let πi : R
lm → Rm denote projection onto the
(i− 1)m+ 1 through the imth coordinates.
Lemma 4.1. Suppose M ⊂ Rlm is A-invariant. If M is principally generated as
an R ⊗k A-module by f , and if πi(f) ∈ Km for some 1 ≤ i ≤ l, then M is a free
rank m summand of Rlm, and M is generated, as an R-module, by fa1, . . . , fam
for some a1, . . . , am ∈ A.
Proof. Suppose πi(f) = v ∈ Km. Since Kn is S-homogeneous, S is simple, and
dimK S = m, there exist a1, . . . , am ∈ A such that
{va1, . . . , vam}
is independent over K. Thus, the R-module generated by fa1, . . . , fam, which we
denote by 〈fa1, . . . , fam〉, is a free rank m summand of Rlm. To complete the
proof of the lemma, it suffices to prove that 〈fa1, . . . , fam〉 is A-invariant. To this
end, we first prove πi|M is injective. Suppose πi(xf) = 0 for x ∈ R ⊗k A. Since
Kn = S⊕l, πi(xf) = xπi(f). Thus, xv = 0 in R ⊗K S, so that x ∈ annR ⊗K S.
Thus x ∈ annR ⊗K V , again since Kn = S⊕l, so that xf = 0.
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Now, suppose a ∈ A. We prove fa ∈ 〈fa1, . . . , fam〉. For,
πi(fa) = πi(f)a
= va
= b1va1 + · · ·+ bmvam
= π(b1fa1 + · · · bmfam),
where b1, . . . , bm ∈ K. Since πi|M is injective, we must have fa = b1fa1 + · · · +
bmfam, and the assertion follows. 
For the remainder of Section 4, we suppose wi ∈ S⊕l has one nonzero projection,
vi ∈ S, and a1, . . . , am ∈ A are such that
{v1a1, . . . , v1am}
is independent (such a1, . . . , am exist since S is simple).
Lemma 4.2. Suppose A is commutative, b1, . . . , br ∈ K, and consider the set
(14) {b1w1a1 + · · ·+ brwra1, . . . , b1w1am + · · ·+ brwram}.
If (14) is nonzero, then (14) is a basis for an A-invariant subspace of Kn of rank
m.
Proof. We first note that, if u ∈ S and u 6= 0, then {ua1, . . . , uam} is indepen-
dent iff {v1a1, . . . , v1am} is independent. For, since S is a simple K ⊗k A-module,
there exists an r ∈ K ⊗k A such that ru = v1. Thus, since K ⊗k A is commuta-
tive, any dependence relation among ua1, . . . , uam is a dependence relation among
v1a1, . . . , v1am and conversely. Since we have assumed above that {v1a1, . . . , v1am}
is independent, we may conclude that if u ∈ S is nonzero then {ua1, . . . , uam} is
independent.
Suppose (14) is nonzero. The fact that the set (14) is independent follows from
the fact that some projection of (14) to a summand S of Kn = S⊕l is independent
by the argument in the first paragraph. To prove that the K-module generated by
(14) is A-invariant, we note that the K-module generated by (14) is contained in
the K ⊗k A-module, M , generated by b1w1 + · · · + brwr. On the other hand, by
Lemma 4.1, M is a free rank m summand of Kml. Since the K-module generated
by (14) is a free rank m summand of Kn, it must equal M . 
Proposition 4.3. Let
I = {n = (n1, · · · , nr) ∈ Zr≥0|n1 + · · ·+ nr = m},
let {n1 · 1, . . . , nr · r} denote the multiset with ni copies of i, and let
wn =
∑
{(s1,...,sm)|{si}mi=1={n1·1,...,nr ·r}}
ws1a1 ∧ · · · ∧ wsmam.
If K is infinite, then wn is an element of
∧m
A for all n ∈ I.
Proof. If r = 1, then wn = w1a1 ∧ · · · ∧ w1am, and the result follows from Lemma
4.2.
Now suppose r ≥ 2, so that |I| = D = (m+r−1
m
) ≥ 2. We begin the proof of the
case r ≥ 2 with two preliminary observations. First, each choice of [(c1, . . . , cr)] ∈
Pr−1K corresponds, via the mth Veronese map νm, to a point in P
D−1
K . Since K is
infinite, no D − 2 plane of PD−1K contains the image of νm.
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If b ∈ Kr with b = (b1, . . . , br), we let bn = bn11 · · · bnrr . Our second preliminary
observation is that, for each i0 ≤ D, there exist b1, . . . ,bi0 ∈ Kr with bi =
(bi1, . . . , bir), such that {(bni )n∈I}i0i=1 ⊂ KD is independent. We prove this by
induction on i0 ≥ 1. The case i0 = 1 is trivial. Now suppose the result holds for
1 ≤ i0, where i0 < D. Then there exist b1, . . . ,bi0 ⊂ Kr such that {(bni )n∈I}i0i=1 ⊂
KD is independent. Thus, since νm([bi]) = [(b
n
i )n∈I ], the subspace of P
D−1
K spanned
by νm([b1]), . . . , νm([bi0 ]) is an i0−1-plane. Since i0 < D, the argument of the first
paragraph implies there exists a bi0+1 ⊂ Kr such that νm([bi0+1]) is not contained
in the i0 − 1-plane spanned by νm([b1]), . . . , νm([bi0 ]). Thus, {(bni )n∈I}i0+1i=1 ⊂ KD
is independent, as desired. We conclude that there exist b1, . . . ,bD ∈ Kr, such
that {(bni )n∈I}Di=1 ⊂ KD is independent.
We now prove the proposition. For all 1 ≤ i ≤ D, the vector
(15) (bi1w1a1 + · · ·+ birwra1) ∧ · · · ∧ (bi1w1am + · · ·+ birwram)
is A-invariant by Lemma 4.2. Thus, by Remark 2.7, (15) is an element of
∧m
A . In ad-
dition, (15) equals
∑
n∈I
bni wn. Thus, it suffices to prove that wn ∈ Span{
∑
n∈I
bni wn}Di=1
for all n ∈ I. To prove this, we note that since {(bni )n∈I}Di=1 ⊂ KD is independent,
{∑
n∈I
bni wn}Di=1 is a set of D independent vectors in Span{wn|n ∈ I}. Since |I| = D,
{∑
n∈I
bni wn}Di=1 forms a basis for Span{wn|n ∈ I}. Thus, wn ∈ Span{
∑
n∈I
bni wn}Di=1
for all n ∈ I, and the proof of the proposition follows. 
Corollary 4.4. Suppose K is infinite, A is commutative, and M ⊂ Rlm is A-
invariant. If M is principally generated as an R⊗k A-module by f , and if πi(f) ∈
Km for some 1 ≤ i ≤ l, then M is a free rank m family generated by A-invariants
over SpecR.
Proof. Throughout this proof, we let [p] denote the set {1, . . . , p}. Let πi(f) =
v ∈ Km. By Lemma 4.1, there exist a1, . . . , am ∈ A such that M is a free rank m
summand of Rlm and M is generated as an R-module by fa1, . . . , fam. Thus,∧m
M is generated by fa1 ∧ · · · ∧ fam as an R-module. On the other hand,
f = x1u1 + · · · + xlul where ui = (0, · · · , 0, vi, 0, · · · , 0) ∈ S⊕l has ith nonzero
projection to S, and
xi =
n∑
j=1
rij ⊗ bij ∈ R⊗k A.
Thus,
∧m
M is generated by (
∑l
i=1 xiui)a1 ∧ · · · ∧ (
∑l
i=1 xiui)am which equals∑
(i1,...,im)∈[l]m
xi1ui1a1 ∧ · · · ∧ ximuimam.
Expanding further, we find the expression above equals
∑
(i1,...,im)∈[l]m
( ∑
(j1,...,jm)∈[n]m
(ri1j1 ⊗ bi1j1) · ui1a1 ∧ · · · ∧ (rimjm ⊗ bimjm) · uimam
)
,
which equals
(16)
∑
J
ri1j1 · · · rimjmui1bi1j1a1 ∧ · · · ∧ uimbimjmam.
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where J = ([l]× [n])m. In order to proveM is generated by A-invariants, it suffices
to prove (16) is an element in the image of the composition
(17) R⊗K
∧m
A → R⊗K
∧mK lm ∼=→ ∧mRlm,
whose left arrow is induced by inclusion.
Let Sm denote the mth symmetric group. We note that Sm acts on J via
σ · ((i1, j1), . . . , (im, jm)) = ((iσ(1), jσ(1)), . . . , (iσ(m), jσ(m))), and so J is partitioned
into the orbits of this action. Thus, in order to prove (16) is an element in the
image of (17), it suffices to show
w =
∑
σ∈Sm
uiσ(1)biσ(1)jσ(1)a1 ∧ · · · ∧ uiσ(m)biσ(m)jσ(m)am
is an element of
∧m
A , since (16) is an R-linear combination of images of terms of
the form 1 ⊗K w under (17). If we let wq = uiqbiqjq for 1 ≤ q ≤ m, and we let
n = (1, . . . , 1) ∈ Zm≥0, w is of the form wn (defined in Proposition 4.3). Since K is
infinite, the corollary follows from Proposition 4.3. 
We end this section by constructing collections of affine open subfunctors of
FA(m,n) and HA(m,n) which cover their K-rational points.
For the remainder of this section, B will denote the K-algebraK[x1, . . . , xlm−m],
and
〈(r1, . . . , rlm)〉 ⊂ Rlm
will denote the R ⊗k A-submodule of Rlm generated by (r1, . . . , rlm). We will
abuse notation as follows: if C and D are K-algebras and ψ ∈ hSpecC(D), we let
ψ : C → D denote the induced map of rings.
For each 1 ≤ i ≤ l, and each R, we define a map
ΦiR : hSpecB(R)→ G(m,n)(R)
as follows: if ψ ∈ hSpecB(R), let
(18) ΦiR(ψ) = 〈(ψ(x1), . . . , ψ(x(i−1)m), 1, 0, . . . , 0, ψ(x(i−1)m+1), . . . , ψ(xlm−m))〉.
Lemma 4.5. ΦiR is a well defined map of sets, and induces a natural transfor-
mation Φi : hSpecB → G(m,n) which factors through the inclusion FA(m,n) →
G(m,n). Furthermore, if K is infinite and A is commutative, then Φi factors
through the inclusion HA(m,n)→ G(m,n).
Proof. Suppose ψ ∈ hSpecB(R). By Lemma 4.1, ΦiR(ψ) is a free rankmA-invariant
submodule of Rlm, whence the first assertion. The proof that ΦiR induces a natural
transformation Φi : hSpecB → G(m,n) follows from a routine computation, which
we omit. Since ΦiR(ψ) is A-invariant, Φi factors through the inclusion FA(m,n)→
G(m,n). If K is infinite and A is commutative, Corollary 4.4 implies that ΦiR(ψ)
is generated by A-invariants. Thus, Φi factors through the inclusion HA(m,n) →
G(m,n). 
We abuse notation by denoting both factors in the above lemma by Φi.
Lemma 4.6. Φi : hSpecB → FA(m,n) is an open subfunctor. Furthermore, if K is
infinite and A is commutative, then Φi : hSpecB → HA(m,n) is an open subfunctor.
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Proof. Suppose Ψ : hSpecR → FA(m,n) is a natural transformation. By Lemma
4.5, we must prove that, if hSpecB,Ψ is the pullback in the diagram
hSpecB,Ψ
Γ−→ hSpecRy
yΨ
hSpecB −→
Φi
FA(m,n)
then the induced map Γ : hSpecB,Ψ → hSpecR corresponds to the inclusion of an
affine open subscheme of SpecR.
By [2, Exercise VI-6, p. 254], this is equivalent to showing that there exists some
ideal I of R such that, for any K-algebra T ,
(19) imΓT = {δ ∈ hSpecR(T )|δ(I)T = T }.
Let f1, . . . , fm ∈ Rlm denote a basis for Ψ(idR), and suppose fj has ith coordinate
fij . Let a denote the m×m-matrix whose pth column is (f(i−1)m+1,p, . . . , fim,p)t,
and let I = 〈det a〉. We prove that I satisfies (19). That is, we prove that a
homomorphism δ : R→ T has the property that
(20) Ψ(δ) = 〈(β(x1), . . . , β(x(i−1)m), 1, 0, . . . , 0, β(x(i−1)m+1), . . . , β(xlm−m))〉
for some β : B → T iff δ(I)T = T .
Since I is principle, δ : R→ T is such that δ(I)T = T iff δ(det a) is a unit in T ,
which occurs iff them×m-matrix whose pth column is (δ(f(i−1)m+1,p), . . . , δ(fim,p))t
is invertible. By naturality of Ψ, Ψ(δ) is the image of the composition
T ⊗R Ψ(idR)→ T ⊗R Rn → T n
whose left arrow is induced by inclusion Ψ(idR) → Rn. Thus, if δ(fj) denotes
(δ(f1j), . . . , δ(flm,j))
t ∈ T lm, then δ(f1), . . . , δ(fm) is a basis for Ψ(δ). This im-
plies that the m×m-matrix whose pth column is (δ(f(i−1)m+1,p), . . . , δ(fim,p))t is
invertible iff the projection of Ψ(δ) to the (i− 1)m+ 1 through the imth factors is
onto. This occurs iff
N = 〈(β(x1), . . . , β(x(i−1)m), 1, 0, . . . , 0, β(x(i−1)m+1), . . . , β(xlm−m))〉 ⊂ Ψ(δ)
for some β : B → T . By Lemma 4.1, N is a free rank m summand of Rml. We
claim N = Ψ(δ). For, if m is a maximal ideal of T , it follows from Nakayama’s
Lemma [1, Corollary 4.8, p. 124] that Nm = Ψ(δ)m. Hence, N = Ψ(δ), and the
first assertion follows. To prove the second assertion, we note that the previous
argument holds, mutatis mutandis, after replacing FA(m,n) by HA(m,n). 
Corollary 4.7. The open subfunctors Φi of FA(m,n) cover the K-rational points
of FA(m,n). That is,
FA(m,n)(K) = ∪
i
Φi(hSpecB(K)).
Furthermore, if K is infinite and A is commutative, the open subfunctors Φi of
HA(m,n) cover the K-rational points of HA(m,n).
Proof. By Lemma 4.6, the functors Φi : hSpecB → FA(m,n) are open. If M is a
free rank m summand of Kml which is A-invariant, then there exists an i such that
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some element of M has nonzero projection onto the (i− 1)m+1 through the imth
coordinates. Hence, since S is simple, M contains the submodule
〈(b1, . . . , b(i−1)m, 1, 0, . . . , 0, b(i−1)m+1, . . . , blm−m)〉 ⊂ K lm,
where b1, . . . , blm−m ∈ K. Thus, by Lemma 4.1,
M = 〈(b1, . . . , b(i−1)m, 1, 0, . . . , 0, b(i−1)m+1, . . . , blm−m)〉,
so thatM ∈ Φi(hSpecB(K)). To prove the second assertion, we note that whenK is
infinite and A is commutative, Lemma 4.6 implies that Φi is an open subfunctor of
HA(m,n). Thus, the second assertion follows from the first assertion and Remark
2.11. 
We will use the following lemma to prove Theorem 4.9. The proof of the lemma
is straightforward, so we omit it.
Lemma 4.8. Let X be a topological space with open cover {Ai}i∈I . If Ai is irre-
ducible for all i and Ai ∩ Aj is nonempty for all i, j ∈ I, then X is irreducible.
Theorem 4.9. Let F denote the open subscheme of FA(m,n) obtained by glueing
the open subschemes of FA(m,n) defined by Φi for 1 ≤ i ≤ l. Then F is smooth,
reduced, irreducible, of dimension lm −m and has the same K-rational points as
FA(m,n). If K is infinite and A is commutative, HA(m,n) contains a smooth,
reduced, irreducible, open subscheme of dimension lm−m which has the same K-
rational points as HA(m,n).
Proof. The fact that Alm−mK is smooth, reduced and has dimension lm−m implies
that F is smooth, reduced and has dimension lm−m. The fact that FA(m,n) and
F have the same K-rational points follows from Corollary 4.7.
We denote the topological space of the open subscheme of F corresponding to
Φi by Ai. For any i, j, the set Ai ∩ Aj is nonempty. For example, if i < j, the
intersection contains the point (0, . . . , 0, 1, 0, . . . , 0) ∈ Ai, where the nonzero entry
occurs in the (j− 2)m+1 position. The fact that F is irreducible now follows from
Lemma 4.8. The proof of the second assertion is similar, and we omit it. 
5. Two-sided vector spaces
In this section, we describe our notation and conventions regarding two-sided
vector spaces, and we define the notion of rank of a two-sided vector space. We
end the section by reviewing facts about simple two-sided vector spaces which are
employed in the sequel.
Let V be a two-sided vector space. That is, V is a k-central K − K-bimodule
which is finite-dimensional as a left K-module. Right multiplication by x ∈ K
defines an endomorphism φ(x) of KV , and the right action of K on V is via the k-
algebra homomorphism φ : K → End(KV ). This motivates the following definition.
Definition 5.1. Let φ : K → Mn(K) be a nonzero homomorphism. We denote
by Knφ the two-sided vector space of left dimension n, where the left action is the
usual one and the right action is via φ; that is,
(21) x · (v1, . . . , vn) = (xv1, . . . , xvn), (v1, . . . , vn) · x = (v1, . . . , vn)φ(x).
We shall always write scalars as acting to the left of elements of Knφ and matrices
acting to the right.
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If V is a two-sided vector space, we let dimK V denote the dimension of V as a
left K-module. If dimK V = n, then choosing a left basis for V shows that V ∼= Knφ
for some homomorphism φ : K → Mn(K). Throughout the rest of this paper, V
will denote the two-sided vector space Knφ , W will denote a two-sided vector space
and S will denote a simple two-sided vector space.
We denote the category of two-sided vector spaces by VectK. We shall denote by
KBi (K) the Quillen K-theory of Vect(K) (the superscript stands for “bimodule”).
The groups KBi (B) were computed in [4, Theorem 4.1].
Definition 5.2. The rank of a two-sided vector spaceW , denoted [W ], is the class
of W in KB0 (K).
Thus, the rank of W is just the sums of the ranks of the simples (with multiplic-
ity) appearing in the composition series of W .
We conclude this section with a description of the simple objects in VectK. Let
K denote an algebraic closure of K. We write Emb(K) for the set of k-linear
embeddings of K into K¯, and G = G(K) for the group Aut(K¯/K).
The group G acts on Emb(K) by left composition. Given λ ∈ Emb(K), we
denote the orbit of λ under this action by λG, and we write K(λ) for the composite
field K ∨ im(λ).
We denote the set of finite orbits of Emb(K) under the action of G by Λ(K).
The following is a consequence of the proof of [4, Theorem 3.2]:
Theorem 5.3. If K is perfect, there is a bijection from simple objects in Vect(K)
to Λ(K). Moreover, if V is a simple two-sided vector space mapping to λG ∈ Λ(K),
and if λG = {σ1λ, . . . , σmλ}, then dimK V = |λG| and there is a basis for the image
of the composition
K(λ)⊗K V =→ K(λ)⊗K Kn
∼=→ K(λ)n
in which φ is a diagonal matrix with entries σ1λ, . . . , σmλ.
We denote the simple two-sided vector space corresponding to λG under the
bijection in Theorem 5.3 by V (λ).
We will need the following Corollary to [6, Lemma 3.13]:
Lemma 5.4. Let F denote an extension field of k. If S and S′ are left finite-
dimensional, non-isomorphic simple F ⊗k K-modules, then Ext1F⊗kK(S, S′) = 0.
Since a two-sided vector space is just a K⊗kK-module, Lemma 5.4 implies that
V ∼= V1 ⊕ · · · ⊕ Vr, where Vi is Si-homogeneous for some simple Si.
6. Parameter spaces of two-sided subspaces of V
The purpose of this section is to use FA(m,n), GA(m,n), and HA(m,n) to
construct and study parameter spaces of two-sided subspaces of V .
6.1. The functors Fφ([W ], V ), Gφ([W ], V ), and Hφ([W ], V ).
Definition 6.1. If V is S-homogeneous and W is a two-sided vector space of rank
q[S], we let Fφ([W ], V )(−) : K − alg → Sets denote the functor Fimφ(qm, n).
If W is not S-homogeneous, we let Fφ([W ], V )(R) = ∅.
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Now suppose V = V1 ⊕ · · · ⊕ Vr , where Vi is Si-homogeneous and Si is simple,
φi(x) is the restriction of φ(x) to Vi, and [W ] = q1[S1] + · · · + qr[Sr]. We let
Fφ([W ], V )(−) : K − alg→ Sets denote the functor
Fφ1(q1[S1], V1)× · · · × Fφr(qr [Sr], Vr),
where the product is taken over hSpecK .
If W has a composition factor not in {S1, . . . , Sr}, we let Fφ([W ], V )(R) = ∅.
We call elements of Fφ([W ], V )(R) free rank [W ] φ-invariant families over SpecR,
or free φ-invariant families when W and R are understood.
Definition 6.2. If V is S-homogeneous and W is a two-sided vector space of rank
q[S], we let Gφ([W ], V )(−) : K − alg → Sets denote the functor Gimφ(qm, n).
If W is not S-homogeneous, we let Gφ([W ], V )(R) = ∅.
Now suppose V = V1 ⊕ · · · ⊕ Vr , where Vi is Si-homogeneous and Si is simple,
φi(x) is the restriction of φ(x) to Vi, and [W ] = q1[S1] + · · · + qr[Sr]. We let
Gφ([W ], V )(−) : K − alg→ Sets denote the functor
Gφ1(q1[S1], V1)× · · · ×Gφr(qr[Sr], Vr),
where the product is taken over hSpecK .
If W has a composition factor not in {S1, . . . , Sr}, we let Gφ([W ], V )(R) = ∅.
We call elements ofGφ([W ], V )(R) free rank [W ] families generated by φ-invariants
over SpecR, or free families generated by φ-invariants when W and R are under-
stood.
Definition 6.3. If V is S-homogeneous and W is a two-sided vector space of rank
q[S], we let Hφ([W ], V )(−) : K − alg → Sets denote the functor Himφ(qm, n).
If W is not S-homogeneous, we let Hφ([W ], V )(R) = ∅.
Now suppose V = V1 ⊕ · · · ⊕ Vr , where Vi is Si-homogeneous and Si is simple,
φi(x) is the restriction of φ(x) to Vi, and [W ] = q1[S1] + · · · + qr[Sr]. We let
Hφ([W ], V )(−) : K − alg → Sets denote the functor
Hφ1(q1[S1], V1)× · · · ×Hφr(qr[Sr], Vr),
where the product is taken over hSpecK .
If W has a composition factor not in {S1, . . . , Sr}, we let Hφ([W ], V )(R) = ∅.
We call elements of Hφ([W ], V )(R) free rank [W ] φ-invariant families generated
by φ-invariants over SpecR, or free φ-invariant families generated by φ-invariants
when W and R are understood.
Lemma 6.4. The K-rational points of Fφ([W ], V ), Gφ([W ], V ), and Hφ([W ], V )
are equal to the set of two-sided rank [W ] subspaces of V .
Proof. We first show that the three functors above have the sameK-rational points.
From the definitions of Fφ([W ], V ), Gφ([W ], V ), andHφ([W ], V ), it suffices to prove
the result when V is homogeneous. Thus, it suffices to prove
Fimφ(m,n)(K) = Gimφ(m,n)(K) = Himφ(m,n)(K)
when Kn is homogeneous as a K ⊗k imφ-module. Since φ : K →Mn(K) is a ring
homomorphism, imφ − {0} ⊂ GLn(K). Thus, the assertion follows from Remark
2.9 and Remark 2.11.
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To complete the proof of the lemma, it suffices to prove that
Fφ([W ], V )(K) = {two-sided rank [W ] subspaces of V }.
If V is homogeneous, this follows immediately from the definition of Fimφ(m,n). If
V is not homogeneous, the result follows from the fact that V , and any two-sided
subspace of V , has a direct sum decomposition into its homogeneous components.

We now find conditions under which Fφ([S], V ) 6= Gφ([S], V ) and Fφ([S], V ) 6=
Hφ([S], V ).
Lemma 6.5. Suppose λ1, . . . , λm ∈ Emb(K) are distinct and |k| > m. If
{i1, . . . , im} ⊂ {1, . . . ,m}
is a multiset with repetitions, then there exists an a ∈ K such that
(22)
m∏
j=1
λj(a) 6=
m∏
i=1
λij (a).
Proof. First we claim that there exists an element b ∈ K such that there is an
inequality of multisets
{λ1(b), . . . , λm(b)} 6= {λi1(b), . . . , λim(b)}.
If not, we would have
m∑
j=1
λj =
m∑
j=1
λij ,
which is a nontrivial dependency relation among {λ1, . . . , λm} as k-linear functions
from K to K. This contradicts the linear independence of characters from K to K,
which establishes our claim.
With b as above, we have
m∏
j=1
(x− λj(b)) 6=
m∏
j=1
(x − λij (b))
in the ring K[x]. Thus
f(x) =
m∏
j=1
(x − λj(b))−
m∏
j=1
(x− λij (b))
has at most m roots. Since |k| > m, we may choose c ∈ k such that f(c) 6= 0. Since
λi is k-linear, we have
m∏
j=1
(λj(c− b))−
m∏
j=1
(λij (c− b)) =
m∏
j=1
(c− λj(b))−
m∏
j=1
(c− λij (b)) = f(c) 6= 0.
Thus (22) holds with a = c− b. 
Corollary 6.6. Suppose m ∈ N is such that |k| > m > 1, K is perfect and
λ ∈ Emb(K) is such that |λG| = m (see Section 5 for notation). If V (λ)⊕2 ⊂ V ,
then there exist free rank [V (λ)] φ-invariant families over SpecK(λ) which are not
generated by imφ-invariants.
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Proof. Suppose λG = {σ1λ, . . . , σmλ}. Let M be a free rank [V (λ)] φ-invariant
family over SpecK(λ) which is generated by φ-eigenvectors v1, . . . , vm, with eigen-
values
σi1λ, . . . , σimλ
respectively, such that the multiset {i1, . . . , im} has repetitions. Then the eigen-
value of any generator of
∧m
M equals
∏
j σijλ. On the other hand, ifM were gen-
erated by imφ-invariants, any generator of
∧m
M would have eigenvalue
∏
j σjλ.
Thus, by Lemma 6.5, M is a free rank [V (λ)] φ-invariant family which is not gen-
erated by imφ-invariants. 
Example 6.7. Suppose ρ = 3
√
2, ζ is a primitive 3rd root of unity, k = Q and
K = Q(ρ). For i = 0, 1, let
λi(
2∑
l=0
alρ
l) = aiρ
i − a2ρ2
and let λ(x) = λ0(x) + λ1(x)ζ. Then V (λ) is a two-dimensional simple two-sided
vector space [4, Example 3.9], and thus, by Corollary 6.6, V = V (λ)⊕2 contains
free rank V (λ) φ-invariant families over SpecK(λ) which are not generated by
imφ-invariants. In other words,
Fφ([V (λ)], V (λ)
⊕2)(K(λ)) 6= Hφ([V (λ)], V (λ)⊕2)(K(λ)).
It follows immediately that
Fφ([V (λ)], V (λ)
⊕2)(K(λ)) 6= Gφ([V (λ)], V (λ)⊕2)(K(λ)).
Remark 6.8. It follows from the previous example and the definitions of Fφ([W ], V ),
Gφ([W ], V ), and Hφ([W ], V ) that there exist A, m and n such that FA(m,n) 6=
GA(m,n) and FA(m,n) 6= HA(m,n).
6.2. F -rational points of Gφ([S], V ) and Hφ([S], V ). Let F be an extension
field of K. In this subsection, we show that every element of Gφ([S], V )(F ) and
of Hφ([S], V )(F ) is isomorphic to F ⊗K S as F ⊗k K-modules. Throughout this
subsection, we assume, without loss of generality, that V is S-homogeneous. Since,
by Lemma 2.8, Gφ([S], V )(F ) = Hφ([S], V )(F ), it suffices to prove the result for
Gφ([S], V )(F ). We assume throughout this subsection that dimK S = m.
Since the sum of all simple submodules of V is a direct summand of V as a left
K-module, V has a left K-module decomposition
(23) V = L⊕N,
where N contains no simple two-sided subspaces of V and L = S⊕l is a direct sum
of simple two-sided subspaces of V .
Lemma 6.9. Every free rank [S] family generated by φ-invariants over SpecF is
contained in F ⊗K L.
Proof. Assume N 6= 0 and suppose M is a free rank [S] family generated by φ-
invariants over SpecF , with basis {vi+wi}mi=1, where vi is an element of the image
of the composition
(24) F ⊗K N → F ⊗K V
∼=→ Fn
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induced by the inclusion N ⊂ V , and wi is an element of the image of the compo-
sition
(25) F ⊗K L→ F ⊗K V
∼=→ Fn
induced by the inclusion L ⊂ V . Since M is generated by imφ-invariants, ∧mM is
contained in the image of the composition
F ⊗K
∧m
L→ F ⊗K
∧m
V → ∧m Fn
induced by the inclusion
∧m
L→ ∧m V . On the other hand,
(26) (v1 + w1) ∧ · · · ∧ (vm + wm) = w1 ∧ · · · ∧ wm +wedges with at least one vi.
Since
∧m
M 6= 0, this implies that w1 ∧ · · · ∧ wm 6= 0, and that the sum of the
other terms on the right-hand side of (26) equals 0. We claim each of the terms
v1 ∧ w2 ∧ · · · ∧ wm, . . . , w1 ∧ · · · ∧ wm−1 ∧ vm equals zero, which would prove the
assertion. To this end, let f1, . . . , fp denote a basis for the image of (24), and
suppose fp+1, . . . , fq, w1, . . . , wm is a basis for the image of (25). Let
B1 = {w1 ∧ · · · ∧ wm} ∪
( ⋃
1≤j1<···<jm≤q
{fj1 ∧ · · · ∧ fjm}
)
,
B2 =
m−1⋃
r=2
( ⋃
1≤i1<···<ir≤q
1≤ir+1<···<im≤m
{fi1 ∧ · · · ∧ fir ∧ wir+1 ∧ · · · ∧ wim}
)
,
B3 =
( q⋃
i=1
{w1 ∧ fi ∧ w3 ∧ · · · ∧ wm}
)
∪ · · · ∪
( q⋃
i=1
{w1 ∧ · · · ∧ wm−1 ∧ fi}
)
,
and
B4 =
q⋃
i=1
{fi ∧ w2 ∧ w3 ∧ · · · ∧ wm}.
The sets B1, B2, B3, B4 form a partition of a basis for
∧m
Fn. Since the right-hand
side of (26) equals w1∧· · ·∧wm, v1∧w2∧· · ·∧wm is a linear combination of elements
in B1 ∪ B2 ∪ B3. On the other hand, v1 ∧ w2 ∧ · · · ∧ wm is a linear combination
of elements in B4. We conclude that v1 ∧ w2 ∧ · · · ∧ wm = 0. A similar argument
implies that w1 ∧ · · · ∧wi−1 ∧ vi ∧wi+1 ∧ · · · ∧wm = 0 for 1 ≤ i ≤ m, and the result
follows. 
Theorem 6.10. Suppose |k| > m, K is perfect, and K ⊂ F is an extension of
fields. If M is a free rank [S] family generated by φ-invariants over SpecF , then
M ∼= F ⊗K S as F ⊗k K-modules.
Proof. By Lemma 6.9, we may assume M is contained in the image of the compo-
sition
F ⊗K L→ F ⊗K V
∼=→ Fn
induced by the inclusion L ⊂ V . Thus, we may assume V is semisimple.
Let F denote an algebraic closure of F containing K, let M denote the image of
the composition
F ⊗F M → F ⊗F Fn
∼=→ Fn
whose left arrow is induced by inclusion, and letM have generatorsw1, . . . , wm as an
F -module. By Lemma 2.4, M is generated by imφ-invariants. Thus, Theorem 5.3
implies that the φ-eigenvalues of w1 ∧ · · ·∧wm must equal σ1λ(x) · · · σmλ(x) for all
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x ∈ K, where λ is a k-linear embedding of K into K, σ1, . . . , σm are automorphisms
of K over K, and {σ1λ, . . . , σmλ} are distinct. By Lemma 2.8, M is φ-invariant.
Thus,M has a φ-eigenvector, v1. Since v1 is also an eigenvector in F
n ⊃ Kn, it must
have eigenvalue σi1λ. For 1 < j ≤ m, let vj ∈M be such that vj + 〈v1, . . . , vj−1〉 is
a φ-eigenvector for M/〈v1, v2, . . . , vj−1〉, where 〈v1, . . . , vj−1〉 denotes the F ⊗k K-
module generated by v1, . . . , vj−1. Then vj+〈v1, . . . , vj−1〉 has eigenvalue σijλ, and,
thus, in the basis {v1, . . . , vm}, φ(x)|M is upper-triangular with diagonal entries
σi1λ(x), . . . , σimλ(x). Therefore,
detφ(x)|M = σi1λ(x) · · · σimλ(x).
By Lemma 6.5, we must have {i1, . . . , im} = {1, . . . ,m}. Since, by Lemma 5.4,
extensions of distinct simple left finite-dimensional F ⊗kK-modules are split, there
exists a basis for M such that φ(x)|M is diagonal with entries σ1λ(x), . . . , σmλ(x).
It follows that F⊗FM ∼= F⊗F (F⊗KS) as F⊗kK-modules. Thus, by an argument
similar to that given in the proof of [4, Lemma 2.4], we conclude that M ∼= F ⊗K S
as F ⊗k K-modules. 
6.3. The geometry of Fφ([W ], V ), Gφ([W ], V ), and Hφ([W ], V ). For the readers
convenience, we collect here some consequences of our study of the geometry of
FA(m,n), GA(m,n) and HA(m,n) in the case that A = im φ, where φ : K →
Mn(K) is a k-central ring homomorphism. We assume throughout the remainder
of this section that [V ] = l1[S1] + · · ·+ lr[Sr], where S1, . . . , Sr are non-isomorphic
simple modules with dimSi = mi, and that φi(x) is the restriction of φ(x) to the
Si-homogeneous summand of V . Finally, we assume all products of schemes are
over SpecK.
Theorem 6.11. The functors Fφ(q1[S1]+· · ·+qr[Sr], V ), Gφ(q1[S1]+· · ·+qr[Sr], V ),
and Hφ(q1[S1] + · · ·+ qr[Sr], V ) are represented by
r∏
i=1
Fimφi(miqi,mili),
r∏
i=1
Gimφi(miqi,mili), and
r∏
i=1
Himφi(miqi,mili)
respectively.
Proof. Since FA(m,n), GA(m,n), and HA(m,n) are representable by FA(m,n),
GA(m,n), and HA(m,n), the result follows from [2, p. 260]. 
We denote the schemes representing Fφ([W ], V ), Gφ([W ], V ), and Hφ([W ], V )
by Fφ([W ], V ), Gφ([W ], V ), and Hφ([W ], V ), respectively.
Corollary 6.12. If K/k is finite and Galois then Fφ([W ], V ) = Gφ([W ], V ) =
Hφ([W ], V ) and Fφ(q1[S1] + · · ·+ qr[Sr], V ) equals
r∏
i=1
G(qi, li).
Proof. We prove that Fφ(q1[S1]+· · ·+qr[Sr], V ) =
r∏
i=1
G(qi, li). The other assertions
follow similarly. By the previous result, it suffices to prove that Fimφi(miqi,mili) =
G(qi, li). The hypothesis on K/k is equivalent to K being a finite, separable exten-
sion of k such that AutK = EmbK. Thus, mi = 1 [4, Theorem 3.2] and Si ∼= Kσi
for some k-linear automorphism σi of K (note that, in this case, we do not require
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that K be perfect to apply [4, Theorem 3.2]). Since K ⊗k K is semisimple, φi is a
diagonal matrix with each diagonal entry equal to σi, and the assertion follows. 
Remark 6.13. The previous result also follows from the second part of [5, Theorem
1, p. 321].
Now assume that V is semisimple. Before we state our next result, we need
to introduce some notation. For 1 ≤ i ≤ r, let Bi = K[xi,1, . . . , xi,limi−mi ], let
B = K[{xi,1, . . . , xi,limi−mi}ri=1] and, for each r-tuple J = (j1, . . . , jr) such that
1 ≤ ji ≤ li define an inclusion of functors
ΦJ : hSpecB1 × · · · × hSpecBr → Fφ1([S1], V1)× · · · × Fφr ([Sr], Vr)
by ΦJ = Φj1 × · · · × Φjr , where Φi is defined by (18), and where all products
are over hSpecK . We abuse notation by letting ΦJ denote the induced natural
transformation
hSpecB
∼=→ hSpecB1 × · · · × hSpecBr ΦJ→ Fφ([S1] + · · ·+ [Sr], V ).
In a similar fashion, we can define an inclusion of functors
ΦJ : hSpecB1 × · · · × hSpecBr → Hφ1([S1], V1)× · · · ×Hφr ([Sr], Vr),
where we have abused notation as in Section 4.
The following result is an immediate consequence of Lemma 4.6 and Corollary
4.7.
Theorem 6.14. For all r-tuples J = (j1, . . . , jr) such that 1 ≤ ji ≤ li, ΦJ :
hSpecB → Fφ([S1]+· · ·+[Sr], V ) is an open subfunctor, and the open subfunctors ΦJ
cover the K-rational points of Fφ([S1]+ · · ·+[Sr], V ). Furthermore, if K is infinite,
the same result holds for Hφ([S1]+ · · ·+[Sr], V ) in place of Fφ([S1]+ · · ·+[Sr], V ).
The following follows from the above result and from an argument similar to
that used to prove Theorem 4.9.
Corollary 6.15. Fφ([S1]+· · ·+[Sr], V ) and Hφ([S1]+· · ·+[Sr], V ) contain smooth,
reduced, irreducible open subschemes of dimension
∑r
i=1 limi−mi which cover their
K-rational points.
The following example illustrates the fact that the open subfunctors ΦJ do not
always form an open cover of Fφ([S], S
⊕l) or Hφ([S], S
⊕l).
Example 6.16. Suppose ρ = 3
√
2, ζ is a primitive 3rd root of unity, k = Q and
K = Q(ρ). For i = 0, 1, let
λi(
2∑
l=0
alρ
l) = aiρ
i − a2ρ2
and let λ(x) = λ0(x)+λ1(x)ζ. Let V (λ) denote the corresponding two-dimensional
simple K ⊗k K-module, so that the right action of K on V (λ) is given by φ(x) =(
λ0(x) −λ1(x)
λ1(x) −λ1(x) + λ0(x)
)
[4, Example 3.9]. Let V = V (λ)⊕2, and let {ei}4i=1
denote the standard unit vectors of K(ζ)4. Then
M = SpanK(ζ){e1 + ζe2, e3 + ζ2e4} ⊂ K(ζ)4 ∼= K(ζ)⊗K V
is a free φ-invariant rank [V (λ)] family over SpecK(ζ) whose projections onto the
first and second coordinates of K(ζ)4, and onto the third and fourth coordinates of
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K(ζ)4, are not onto. In particular, M is not an element of
2∪
J=1
ΦJ(hSpecA(K(ζ))),
and hence by [2, Exercise VI-II, p. 256], the open subfunctors ΦJ do not cover
Fφ([V (λ)], V (λ)
⊕2).
We claim that M is generated by imφ-invariants, which would establish that the
open subfunctors ΦJ do not cover Hφ([V (λ)], V (λ)
⊕2). To prove the claim, we first
note that
(27) (e1 + ζe2) ∧ (e3 + ζ2e4) = e1 ∧ e3 + ζ2e1 ∧ e4 + ζe2 ∧ e3 + e2 ∧ e4.
On the other hand, if we let w1 = e1, w2 = e3, a1 = 1 and a2 = ρ, then
w1φ(a1) ∧ w2φ(a2) + w2φ(a1) ∧ w1φ(a2) = −ρ(e1 ∧ e4 − e2 ∧ e3)
is an element of
∧2
imφ by Proposition 4.3. Similarly, if we let w1 = e1, w2 = e4,
a1 = 1 and a2 = ρ, then
w1φ(a1) ∧ w2φ(a2) + w2φ(a1) ∧ w1φ(a2) = ρ(e1 ∧ e3 − e1 ∧ e4 − e4 ∧ e2)
is an element of
∧2
imφ by Proposition 4.3. It follows that (27) is an element of the
image of K(ζ) ⊗K
∧2
imφ → K(ζ) ⊗K
∧2
K4
∼=→ ∧2K(ζ)4, and hence that M is
generated by imφ-invariants.
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