Abstract-In this paper we introduce the concepts of Network Planes and Parallel Internets, with the objective of designing and implementing a lightweight solution for viable end-to-end QoS provisioning. The proposed solution can be deployed with very small incremental additions to the existing best-effort Internet. Through Network Plane engineering and interconnection, mainly by means of intra-and inter-domain routing differentiation, end-to-end service differentiation across the Internet can be achieved.
I. INTRODUCTION
The Internet is evolving to become a multi-service platform that is able to support diverse multimedia applications. In order to better support emerging services such as video streaming, IP Telephony, Virtual Private Networks (VPNs) etc., Quality of Service (QoS) awareness has become an essential requirement for guaranteeing end-to-end performance. Differentiated Services (DiffServ) [1] has been regarded as a promising attempt based on differentiated forwarding mechanisms that can be used to build a small number of QoS classes. Although DiffServ can serve as a practical control/data plane forwarding mechanism that supports QoS differentiation, a comprehensive solution for QoS provisioning is still missing due to the lack of other supporting techniques such as QoS-aware routing, resource management and also appropriate cooperation between individual administrative domains for enabling end-to-end QoS across the Internet. The recent emergence of new players, such as Skype and Yahoo! indicates the separation of service and network plane administrations, leading to a distinction between the Service Provider (SP) and IP Network Provider (INP) business roles. By decoupling these roles, the market for added-value IP-based services will open up and new multimedia services will become widely available, in addition to the plain Internet access services offered today. A key aspect in this multi-provider environment is the vertical cooperation of SPs The EU IST AGAVE project [3] aims to design and implement a lightweight approach for achieving end-to-end QoS across the Internet. In this paper, we describe the AGAVE QoS provisioning approach, which assumes the decoupling of SP M <Mmin V where M is the metric of the path, M is the metric of the optimal path, and Vis the variance parameter.
MRDV adjusts the variance parameter dynamically, according to the average load that the router detects in the next hop of the optimal path towards the destination. As the variance parameter value increases new paths are introduced and load is distributed among the suitable paths in inverse proportion to the path cost: the less cost a path has, the more traffic it receives.
In order to implement NPs to cater for traffic with different QoS requirements, a separate variance parameter is maintained for each traffic class. When a router calculates a variance parameter value for a particular traffic class, it considers the load generated by that traffic class and that offered by all the higher priority traffic classes. Therefore, the traffic of lower priority classes will be distributed over more paths and higher priority classes will have more traffic on paths with lower cost. The overall amount of traffic class differentiation introduced is configured by adjusting the corresponding parameters this algorithm introduces [5, 6] .
This mechanism is decentralized with routers directly measuring the load on their links. This facilitates deployment by retaining compatibility with current intra-domain routing protocols, therefore allowing a scalable and gradual deployment. However, distributed multi-path techniques, where different paths with different costs are considered, potentially introduce routing loops. Therefore, a protocol to delete loops has been included in MRDV: the LAP (Loop Avoidance Protocol) is studied thoroughly in [5] .
B. Creating Parallel Internets
Since earlier stages of IP networking, several proposals have aimed to capture service requirements on routing, especially interdomain routing, and to specify solutions meeting these requirements. In 1996, the Nimrud initiative was launched within the IETF with the ambition to provide service-specific routing in the presence of multiple constraints imposed by service providers and users. RFC1992 [10] , one of the key documents produced by the Nimrud working group, states that inter-network connectivity and services should be represented in the form of maps at multiple level of abstraction. Unfortunately, we didn't see complete proposals to implement this mandate on operational networks. Our [8] . The use of QoS-enhanced BGP, optionally with the concept of meta-QoS-classes is able to offer either statistical or loose end-to-end QoS guarantees across multiple INPs. In addition, we also introduce inter-domain IP tunnelling mechanisms for providing better-than-best-effort services (i.e. enhanced traffic performance without any guarantees).
1) Meta QoS Classes
The philosophy behind the meta-QoS-class concept relies on a universal and common understanding of QoS-sensitive applications' requirements. Wherever end-users are connected, they experience the same QoS difficulties and are likely to express very similar QoS requirements to their respective providers. Globally confronted with the same customers' requirements, providers are likely to design and operate similar Network Planes, each of them being particularly designed to support services with the same constraints, especially QoS constraints, resilience and traffic protection means.
INPs use the meta-QoS-class concept to map and bind their NPs to external ones. An INP goes through several steps to expand its internal NPs. First, it classifies its own NPs based on meta-QoSclasses. Then, it learns about available meta-QoS-classes advertised by its neighbours. Third, it establishes an agreement with its neighbour to be able to send traffic that will be handled according to the agreed meta-QoS-classes. An [12] . For common practice, those peerings are established either through direct private links between the two ASes or over an interconnection point. An eBGP session is used over the peering link to advertise the prefixes that are reachable via each AS. In addition to this, BGP peerings are established manually by changing the routers configurations on both ends by hand. However, manual operations are error-prone and slow. In addition, the time of establishment of a new peering is often on the order of magnitude of several days or weeks.
In our framework, we consider the extension of such peering mechanisms to non-adjacent ASes, through the utilization of Virtual Peerings [7] . A Virtual Peering is a peering built on dynamically established uni-directional IP tunnels between two cooperating, but non-adjacent, ASes. These IP tunnels are used by the source AS to send packets to the destination AS via chosen ingress routers in the destination AS. The only requirement to be able to deploy such IP tunnels is that the remote ingress routers IP addresses be routable separately. Today, an increasing number of ASes already establish peerings with non-adjacent ASes by relying on L2VPNs (see [13] , for instance). Emulating such pointto-point links using tunnels is currently investigated by the IETF in the PWE3 working group [14] .
In AGAVE, we investigate the utilization of Virtual Peerings as a means to better engineer the inter-domain traffic of ASes IP traffic engineering and Multi-path Routing with Dynamic Variance (MRDV). In addition, approaches for horizontally binding individual Network Planes across multiple autonomous domains for creating QoS aware Parallel Internets have also been described for enabling end-to-end QoS differentiation. Specifically, the concept of meta-QoS class and the QoSenhanced BGP protocol are described for inter-domain QoS provisioning. The IP tunnelling approach is also introduced for providing better-than-best-effort services through virtual peering between remote INPs.
IV. SUMMARY
In this paper, we have introduced the concepts of Network Planes and Parallel Internets for the purposes of lightweight QoS provisioning across the current best-effort Internet. The proposed framework assumes the decoupling of Service Providers (SPs), who offer IP-based services, from IP Network Providers (INPs) who own the actual IP network resources. From the viewpoint of the INPs, in order to satisfy heterogeneous QoS requirements demanded by SPs, a set of Network Plane Engineering solutions are designed and implemented, namely QoS aware multi-topology
