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Abstract
For a given n× n matrix A in a max-min algebra, the set of all increasing eigenvectors, in
notation F(A) is studied. It is shown that F(A) is a union of at most 2n−1 intervals, and
an explicit formula for the intervals is given. Moreover, it is shown that the endpoints of these
intervals can be computed in O(n2) time or in O(n) time, if an auxiliary n× n matrix C(A)
has been previously computed. The results enable a complete description of the structure of
the whole eigenspace F(A). © 2002 Elsevier Science Inc. All rights reserved.
AMS classification: Primary 04A72; Secondary 05C50; 15A33
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1. Introduction
Extremal algebras, in which the addition and multiplication of vectors and matri-
ces is formaly replaced by operations of maximum and minimum, or maximum and
plus, are a useful tool for approaching problems in many areas, such as system theory,
graph theory, scheduling theory or knowledge engineering. Systematic investigation
in this direction can be found in [1,7,8,16]. Problems analogous to the problems
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known in linear algebra, like independence of vectors, regularity of matrices, solv-
ability and unique solvability of systems of linear equations, finding eigenvectors
and eigenvalues, were studied in many subsequent papers.
In this paper we deal with max-min algebras, which have wide applications in the
fuzzy set theory (the max-min algebra on the unit real interval is one of the most
important fuzzy algebras). Questions connected with the solvability and the unique
solvability of linear systems in max-min algebra were studied in [2,3,6], where a
number of interesting results are presented for special cases of max-min algebra.
The results were completed for general max-min algebra in [9,10].
The eigenvectors of a max-min matrix can be useful in cluster analysis (see [11])
or in fuzzy reasoning. The following question was set in [14]: Given a fuzzy relation
R between medical symptoms expressing the action of a drug on patients in a given
therapy, what is the greatest invariants of the system? As the invariants of the system
are exactly the eigenvectors of the matrix AR corresponding to the relation R, the
posed question leads to the problem of finding the greatest eigenvector of a given
max-min matrix A. A procedure for computing the maximal eigenvector of a given
max-min matrix was proposed in [14] and an efficient algorithm was described later
in [5]. Eigenvectors of max-min matrices and their connection with paths in digraphs
were investigated in [4,11–13]. The eigenproblem in distributive lattices was studied
in [15].
The aim of this paper is to describe the structure of the eigenspace F(A) of
a given n× n max-min matrix A. By Theorem 3.1, it is sufficient to describe the
structure of the set of all increasing eigenvectors of a max-min matrix A, in notation
F(A). It is shown that F(A) is a union of at most 2n−1 intervals of monoto-
nicity, and an explicit formula for the intervals is given in Theorem 3.2, for strictly
increasing eigenvectors, and in Theorem 5.1, for increasing eigenvectors of a general
type. Moreover, it is shown in Theorem 6.1 that the endpoints of these intervals
can be computed in O(n2) time, or in O(n) time, if some auxiliary matrix has been
previously computed in O(n2) time.
The above interpretation of eigenvectors as invariants of a fuzzy system describ-
ing a medical therapy makes the results quite interesting, because in spite of the fact
that there always exists a maximal invariant drug therapy, our results show that there
may exist smaller therapies which are not invariant (i.e., they have an influence onto
the patient’s state). Thus, the eigenspace structure of max-min matrices turns to be
more complicated than could be expected.
Interesting problems arise in connection with the computational complexity of
the eigenspace. The straightforward approach leads to an exponential complexity,
because all possible simultaneous permutations of rows and columns must be con-
sidered. There are at least two questions which should be answered:
1. Is it really necessary to consider all possible permutations of rows and columns
(how many of them give non-trivial results)?
2. Can all different permutations really give different intervals of monotone eigen-
vectors?
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2. Notions and notation
By a max-min fuzzy algebra B, we mean any linearly ordered set (B,) with
the binary operations of maximum and minimum, denoted by ⊕ and ⊗. In general,
B need not be bounded. We shall denote by B∗ the bounded algebra derived from
B by adding the least element, or the greatest element (or both), if necessary. If B
itself is bounded, then B = B∗. The least element in B∗ will be denoted by O, the
greatest one by I. To avoid the trivial case, we assume O < I .
For any natural n > 0, B(n) denotes the set of all n-dimensional column vectors
over B, and B(m, n) denotes the set of all matrices of type m× n over B. We say
that a vector b ∈ B(n) is increasing, if bi  bj holds for any i, j ∈ N, i  j . Vector
b is strictly increasing, if bi < bj whenever i < j . The set of all increasing (strictly
increasing) vectors in B(n) is denoted by B(n) (by B<(n)). For x, y ∈ B(n), we
write x  y, if xi  yi holds for all i ∈ N , and we write x < y, if x  y and x /= y.
The matrix operations overB are defined with respect to ⊕,⊗, formally in the same
manner as matrix operations over any field. For a given natural n > 0, we use the
notation N = {1, 2, . . . , n}.
The set of all permutations on N will be denoted by Pn. Let A ∈ B(n, n) and
b ∈ B(n). For ϕ,ψ ∈ Pn, we denote by Aϕψ the matrix created by applying permu-
tation ϕ to the rows and permutation ψ to the columnms of A, and by bϕ we denote
the vector created by applying permutation ϕ to vector b.
For any square matrix A ∈ B(n, n), the eigenspace of A is defined by
F(A) := { b ∈ B(n); A⊗ b = b}.
The vectors in F(A) are called eigenvectors of matrix A. The set of all increasing
eigenvectors is denoted byF(A), and the set of all strictly increasing eigenvectors
of A is denoted by F<(A).
3. Intervals of monotone eigenvectors
Any vector b ∈ B(n) can be permuted to an increasing vector, by a suitable per-
mutation. Therefore, in view of Theorem 3.1, the structure of the eigenspace F(A)
of a given n× n max-min matrix A can be described by investigating the structure
of monotone eigenspace F(A).
Theorem 3.1. Let A ∈ B(n, n), b ∈ B(n) and ϕ ∈ Pn. Then b ∈F(A) if and only
if bϕ ∈F(Aϕϕ).
Proof. Let ε be the identical permutation on N. It is easy to see that the following
formulas are equivalent: A⊗ b = b, Aϕε ⊗ b = bϕ , Aϕϕ ⊗ bϕ = bϕ . By this, the
proof is complete. 
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Fig. 1.
For A ∈ B(n, n), we define vectors m∗(A), M∗(A) ∈ B(n) in the following way
as shown in Fig. 1. For any i ∈ N , we put
m∗i (A) := max
ji
max
k>j
ajk, M
∗
i (A) := min
ji
max
kj
ajk
In this figure, the matrix elements used in the above definition are ticked by crosses,
the diagonal elements are indicated by circles.
Remark 3.1. If a maximum of an empty set should be computed in the above
definition of m∗(A), then we use the fact that, by usual definition, max ∅ = O.
Remark 3.2. The definition of m∗(A) is not new. It was used (in a different nota-
tion) for defining trapezoidal matrices in [3], and subsequently by other authors.
Theorem 3.2. Let A ∈ B(n, n) and let b ∈ B(n) be a strictly increasing vector.
Then b ∈F(A) if and only if m∗(A)  b  M∗(A). In formal notation,
F<(A) = 〈m∗(A),M∗(A)〉 ∩B<(n).
Proof. Let us assume first that b ∈ B(n) and the inequalitiesm∗(A)  b  M∗(A)
hold true, i.e., m∗i (A)  bi  M∗i (A) for every i ∈ N . Let i ∈ N be arbitrary, but
fixed. For j < i, we have aij ⊗ bj  bj  bi , in view of the monotonicity of b, for
j > i we have aij ⊗ bj  aij  m∗i (A)  bi , and for j = i an obvious inequality
aij ⊗ bj = aii ⊗ bi  bi holds true. Therefore, ∑⊕j∈N aij ⊗ bj  bi.
On the other hand we have, in view of the monotonicity,∑
j∈N
⊕
aij ⊗ bj 
∑
ji
⊕
aij ⊗ bj

∑
ji
⊕
aij ⊗ bi
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

∑
ji
⊕
aij

⊗ bi
=
(
max
ji
aij
)
⊗ bi
M∗i (A)⊗ bi = bi.
Thus, we have proved that
∑⊕
j∈N aij ⊗ bj = bi for arbitrary i ∈ N , i.e., b ∈F(A).
We may notice that in the first part of the proof, we have used only the monotonicity
of b, and the strict monotonicity was not assumed.
For the proof of the converse implication, let us suppose that b ∈F<(A), i.e., b
is strictly increasing and A⊗ b = b. Let i ∈ N be arbitrary, but fixed. For j < i, we
have aij ⊗ bj  bj < bi , and the equality ∑⊕j∈N aij ⊗ bj = bi implies
∑
ji
⊕
aij ⊗ bj = bi. (3.1)
Therefore, we have
aij ⊗ bj  bi for j  i, (3.2)
which implies, in view of the strict monotonicity of b,
aij  bi for j > i, (3.3)
i.e., maxj>i aij  bi . As i is arbitrary and b is increasing, we get similar inequali-
ties
max
k>j
ajk  bj  bi for j  i,
which give m∗i (A)  bi . (In fact, a strict inequality maxk>j ajk  bj < bi holds for
every j < i, since b is assumed to be strictly increasing, but we do not use this in
our proof.)
Further we have, by (3.1) and by the monotonicity of b,
bi =

∑
ji
⊕
aij ⊗ bj

⊗ bi
=
∑
ji
⊕
aij ⊗ bj ⊗ bi =
∑
ji
⊕
aij ⊗ bi
=

∑
ji
⊕
aij

⊗ bi =
(
max
ji
aij
)
⊗ bi
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i.e., bi  maxji aij . Similarly as above, we use the fact that i is arbitrary and b is
increasing, and we get inequalities
bi  bj  max
kj
ajk for j  i,
which imply bi  M∗i (A). (Again, we may observe that a strict inequality bi < bj 
maxkj ajk holds for every j > i.) 
We have noticed already that the first part of the above proof is valid also for
non-strictly increasing vector b. This gives the following theorem.
Theorem 3.3. Let A ∈ B(n, n) and let b ∈ B(n) be an increasing vector. If m∗(A)
 b  M∗(A), then b ∈F(A). In formal notation,
F(A) ⊇ 〈m∗(A),M∗(A)〉 ∩B(n).
Remark 3.3. It can be easily seen from the examples in Section 4, that in general,
the inclusion sign in Theorem 3.3 cannot be replaced by equality.
In the following theorem, an interval for constant eigenvectors is described. For
A ∈ B(n, n), we define the value M(A) ∈ B as M(A) := mini∈N maxj∈N aij .
Theorem 3.4. Let A ∈ B(n, n) and let b ∈ B(n) be a constant vector. Then b ∈
F(A) if and only if O  b1  M(A).
Proof. It is easy to verify that, for a constant vector b ∈ B(n) and for any given
i ∈ N , the following formulas are equivalent:
∑
j∈N
⊕
aij ⊗ bj = bi,
∑
j∈N
⊕
aij ⊗ b1 = b1,

∑
j∈N
⊕
aij

⊗ b1 = b1,
(
max
j∈N aij
)
⊗ b1 = b1, b1  max
j∈N aij .
As i is arbitrary, we get b1  M(A). 
4. Examples
In the case n = 2, the theorems from Section 3 can be used to describe in detail
the structure of the monotone eigenspace F(A) of a given matrix A ∈ B(n, n),
and, in view of Theorem 3.1, also the stucture of the whole eigenspace. The idea will
be demonstrated by three simple examples.
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Example 1. Let us consider a closed real interval B = 〈0, 8〉, let n = 2 and A ∈
B(n, n) with
A =
[
7 3
2 1
]
.
First, we compute F<(A) = 〈m∗(A), M∗(A)〉 ∩B<(n). By definition of m∗(A),
M∗(A) we get
m∗1(A) = 3, M∗1 (A) = min{7, 1} = 1,
m∗2(A) = max{3, 0} = 3, M∗2 (A) = 1
in view of the fact that maxB ∅ = 0. Thus, every strictly increasing eigenvector b =
(b1, b2) ∈F<(A) should fulfil the inequalities
3  b1  1, 3  b2  1,
which are contradictory, i.e., F<(A) = ∅.
Second, we take the permutations ϕ ∈ Pn with ϕ(1) = 2 and ϕ(2) = 1. We
denote
Aϕϕ = A′ =
[
1 2
3 7
]
and compute F<(A′) = 〈m∗(A′), M∗(A′)〉 ∩B<(n). We get
m∗1(A′) = 2, M∗1 (A′) = min{2, 7} = 2,
m∗2(A′) = max{2, 0} = 2, M∗2 (A′) = 7.
Thus, every strictly increasing eigenvector bϕ = b′ = (b′1, b′2) ∈F<(A′)must fulfil
the inequalities
2  b′1  2, 2  b′2  7.
In view of Theorem 3.1, the eigenvectors b ∈F(A) with b1 > b2 are exactly the
vectors fulfilling the inequalities
2 = b2 < b1  7.
Finally, we compute the constant eigenvectors. We have M(A) = min{7, 2} = 2,
which implies, according to Theorem 3.4,
0  b1 = b2  2.
The eigenspace F(A) is shown in Fig. 2.
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Fig. 2.
Example 2. Similarly, as in the previous example, we considerB = 〈0, 8〉 and n =
2. Matrix A ∈ B(n, n) is slightly modified (in one entry):
A =
[
7 3
2 5
]
.
We begin with computation of F<(A). We get
m∗1(A) = 3, M∗1 (A) = min{7, 5} = 5,
m∗2(A) = max{3, 0} = 3, M∗2 (A) = 5.
Hence,
F<(A) = 〈(3, 3), (5, 5)〉 ∩B<(n) = {b ∈ B(n); 3  b1 < b2  5}.
We now use the permutations ϕ ∈ Pn with ϕ(1) = 2 and ϕ(2) = 1. We denote
Aϕϕ = A′ =
[
5 2
3 7
]
and compute m∗(A′) and M∗(A′). We get
m∗1(A′) = 2, M∗1 (A′) = min{5, 7} = 5,
m∗2(A′) = max{2, 0} = 2, M∗2 (A′) = 7.
Thus,
F<(A′)=〈(2, 2), (5, 7)〉 ∩B<(n)
={b′ ∈ B(n); 2  b′1  5, b′1 < b′2  7},
i.e., the strictly decreasing eigenvectors b ∈F(A) are exactly the vectors fulfilling
the inequalities
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Fig. 3.
2  b2  5, b2 < b1  7.
Third, we compute the bounds for constant eigenvectors. We have M(A) =
min{7, 5}= 5, which implies, according to Theorem 3.4,
0  b1 = b2  5.
The eigenspace F(A) is shown in Fig. 3.
Example 3. This example shows the eigenspace of another modified matrix
A =
[
5 6
2 5
]
with A′ =
[
5 2
6 5
]
.
By a similar procedure as in two previous examples, we get expressions for the
monotone eigenspaces
F<(A) = 〈(6, 6), (5, 5)〉 ∩B<(n) = ∅,
F<(A′) = 〈(2, 2), (5, 5)〉 ∩B<(n) = {b′ ∈ B(n); 2  b′1 < b′2  5}
and for the constant eigenspace{
b ∈ B(n); 0  b1 = b2  5
}
.
Again, the eigenspace F(A) is shown in Fig. 4.
5. Monotone eigenspace structure
The interval delimitations described in Theorems 3.2 and 3.4 for strictly increas-
ing and for constant eigenvectors, respectively, are generalized for increasing eigen-
vectors of various types in this section. This allows us to describe the structure of
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Fig. 4.
the monotone part of the eigenspace of a given matrix A also in the case n > 2. In
view of Theorem 3.1, this characterization can be extended to the whole eigenspace
F(A).
We begin with introducing the necessary notation. Let l, u ∈ N . By I (l, u) = I
we denote the interval of integers I := {i ∈ N; l  i  u} with the lower endpoint
l(I ) := l and the upper endpoint u(I) := u. Clearly, if l = u, then I (l, u) = {u}. If
l > u, then I (l, u) = ∅, else I (l, u) /= ∅.
By In, we denote the set of all integer intervals with endpoints in N. For dis-
joint I, J ∈ In, we write I < J , if i < j holds for every i ∈ I , j ∈ J . We write
I  J , if I < J , or I = J . For any I ∈ In, we define I+ = {j ∈ N; j > u(I)}. It
is evident that, for non-empty intervals I, J , the strict inequality I < J holds if and
only if u(I) < l(J ). Further, if u(I) < n, then the endpoints of the interval I+ are
u(I)+ 1, n, otherwise, I+ is empty. If I+ is non-empty, then I < I+.
A subset D ⊆ In is called an interval partition on N, if ⋃D = N and if any
two distinct intervals I, J ∈ D are disjoint. The set of all interval partitions on N is
denoted by Dn. For D,E ∈ Dn, we write D  E, if (∀I ∈ D)(∃J ∈ E) I ⊆ J . We
write D ≺ E, if D  E and D /= E. If D  E, then we say that partition D is finer
than E or E is coarser than D.
Remark 5.1. The relation  is a partial ordering on Dn. The least element, in the
sense of this ordering, is the finest partition D0 = {{i}; i ∈ N}, which consists of
all one-point intervals in N. The largest element is the coarsest partition D1 = {N},
consisting of only one interval, N.
If A ∈ B(n, n) and I ∈ In, then we define, for every i ∈ I ,
mIi (A) := max
{
aij ; j ∈ I+
}
, MIi (A) := max
{
aij ; j ∈ I ∪ I+
}
,
mI (A) := max {mIi (A); i ∈ I}, MI (A) := min {MIi (A); i ∈ I}.
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Fig. 5.
If moreover, an interval partition D ∈ Dn is given, we define vectors m∗(A,D),
M∗(A,D), by putting, for every i ∈ I, I ∈ D,
m∗i (A,D) := max
JI
mJ (A), M∗i (A,D) := min
JI
MJ (A).
The definition is correct, because, for every i ∈ N , there is exactly one interval I ∈
D with i ∈ I .
In Fig. 5, the matrix elements used in the above definition are ticked by crosses,
the elements belonging to diagonal blocks of the partition D are indicated by circles.
In this case, partition D consists of three intervals: 〈1, 2〉, I = 〈3, 5〉 and 〈6, 7〉.
Remark 5.2. For the least (finest) partition D0, the above definition gives vectors
m∗(A,D0) = m∗(A) and M∗(A,D0) = M∗(A). Similarly, for the largest (coarsest)
partition D1, we get constant vectors m∗(A,D1) = O and M∗(A,D1) = M(A).
Let b ∈ B(n), D ∈ Dn. We say that the vector b is D-increasing, if for every
I, J ∈ D, and for every i ∈ I , j ∈ J :
(i) I = J ⇒ bi = bj ;
(ii) I  J ⇒ bi  bj .
If moreover,
(iii) I < J ⇒ bi < bj ,
then, we say that b is strictly D-increasing. For every increasing vector b ∈ B(n),
there is exactly one interval partition D ∈ Dn such that b is strictly D-increasing.
We say that D is the monotonicity type of b, in notation D = D(b). If b is strictly
increasing, then the monotonicity type D(b) is equal to the finest partition D0, and
if b is constant, then D(b) = D1.
The set of all D-increasing (strictly D-increasing) vectors inB(n) will be denoted
as B(n,D) (B<(n,D)). If A ∈ B(n, n), then the set of all D-increasing (strictly
D-increasing) eigenvectors of A is denoted by F(A,D) (F<(A,D)).
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Remark 5.3. It is easy to see that, for every D ∈ Dn, and for A ∈ B(n, n), the in-
clusions B(n,D) ⊇ B<(n,D) and F(A,D) ⊇F<(A,D) hold true. If D,E ∈
Dn, D  E, then B(n,D) ⊇ B(n,E) and F(A,D) ⊇F(A,E).
Theorem 5.1. Let A ∈ B(n, n), D ∈ Dn and let b ∈ B(n) be a strictly D-increas-
ing vector. Then b ∈F(A) if and only if m∗(A,D)  b  M∗(A,D). In formal
notation,
F<(A,D) = 〈m∗(A,D),M∗(A,D)〉 ∩B<(n,D).
Proof. Let us assume first that b ∈ B(n,D) and m∗(A,D)  b  M∗(A,D), let
i ∈ N be arbitrary, but fixed, and let be I ∈ D with i ∈ I . Let us denote the endpoints
of I by l = l(I ), u = u(I). As vector b is D-increasing, we have
bj  bi for j < l, (5.1)
bj = bi for l  j  u, (5.2)
bj  bi for j > u. (5.3)
By definition ofm∗(A,D), M∗(A,D), the assumptionm∗(A,D)  b  M∗(A,D)
implies mI (A)  bi  MI(A), i.e., mIi (A)  bi  MIi (A). This gives
aij  bi for every j > u, (5.4)
bi  aik for some k  l. (5.5)
By inequalities (5.1), (5.2) and (5.4), we get
∑
j∈N
⊕
aij ⊗ bj  bi
and by (5.2), (5.3) and (5.5), we get
∑
j∈N
⊕
aij ⊗ bj  bi.
Therefore,
∑⊕
j∈N aij ⊗ bj = bi for every i ∈ N , i.e., b ∈F(A).
Similarly, as in the proof of Theorem 3.2, the first part of the proof uses only the
D-monotonicity of b, and the strict D-monotonicity is not assumed.
For the proof of the converse implication, let us suppose that b ∈F<(A,D), i.e.,
b ∈ B<(n,D) and A⊗ b = b. Let us choose i ∈ N arbitrary, but fixed. Inequali-
ties (5.1) and (5.3) are strict now, and inequality (5.2) remains unchanged. We have∑⊕
j∈N aij ⊗ bj = bi , i.e., aij ⊗ bj  bi for every j ∈ N .
For j ∈ I+, this implies aij  bi , as a consequence of the strict inequality in (5.3),
therefore mIi (A) := max{aij ; j ∈ I+}  bi . As vector b takes a constant value bi
M. Gavalec / Linear Algebra and its Applications 345 (2002) 149–167 161
on I, in view of (5.2), we get mIj (A)  bi for every j ∈ I , i.e., mI (A)  bi . As i
is arbitrary, in a similar way we get mJ (A)  bj for any J ∈ D, j ∈ J . Thus, for
j ∈ J with J  I , we have mJ (A)  bj  bi , which implies m∗i (A,D)  bi .
On the other hand, the equality
∑⊕
j∈N aij ⊗ bj = bi implies that there is k ∈ N
with aik ⊗ bk = bi . If k < l = l(I ), then bk < bi , in view of the strict inequality in
(5.1), and the equality cannot hold. Therefore, k ∈ I ∪ I+.
If k ∈ I , then bk = bi , and the equality aik ⊗ bk = aik ⊗ bi = bi implies aik 
bi . If k ∈ I+, then bk > bi , and the equality aik ⊗ bk = bi gives aik = bi . In both
cases we have aik  bi , i.e., MIi (A) := max{aij ; j ∈ I ∪ I+}  bi . As vector b
takes a constant value bi on I, in view of (5.2), we get MIj (A)  bi for every j ∈ I ,
i.e., MI(A)  bi . As i is arbitrary, in a similar way we get MJ (A)  bj for any J ∈
D, j ∈ J . Thus, for j ∈ J with J  I , we have MJ (A)  bj  bi , which implies
M∗i (A,D)  bi . 
The first part of the above proof is valid also for non-strictly D-increasing vector b.
Thus, in view of Remark 5.3, we have the following theorem, which is analogous to
Theorem 3.3.
Theorem 5.2. LetA ∈ B(n, n), D ∈ Dn and let b ∈ B(n) be a D-increasing vector.
If m∗(A,D)  b  M∗(A,D), then b ∈F(A). In formal notation,
F(A,D) ⊇ 〈m∗(A,D),M∗(A,D)〉 ∩B(n,D).
If moreover, E ∈ Dn with E  D is given, then also
F(A,E) ⊇ 〈m∗(A,D),M∗(A,D)〉 ∩B(n,D).
For some interval partitions D ∈ Dn, the corresponding interval of strictly D-
increasing eigenvectors may be empty. The problem of deciding whetherF<(A,D)
is empty or not, is answered in the following two theorems.
Theorem 5.3. Let B be a dense max-min algebra, let A ∈ B(n, n), D ∈ Dn. The
eigenspace F<(A,D) is non-empty, if and only if, for every I, J ∈ D, i ∈ I, j ∈
J :
(i) I = J ⇒ m∗i (A,D)  M∗j (A,D),
(ii) I < J ⇒ m∗i (A,D) < M∗j (A,D).
Proof. Let F<(A,D) be non-empty, i.e., let there exist a strictly D-increasing ei-
genvector b ∈F(A). Then m∗(A,D)  b  M∗(A,D) holds true by Theorem 5.1.
Thus, for every I, J ∈ D and for every i ∈ I , j ∈ J , we have
I = J ⇒ m∗i (A,D)  bi = bj  M∗j (A,D),
I < J ⇒ m∗i (A,D)  bi < bj  M∗j (A,D).
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Conversely, let us assume that for every I, J ∈ D, I < J , i ∈ I , j ∈ J , implica-
tions (i) and (ii) hold true. We define a strictly D-increasing vector b ∈ B(n) fulfilling
m∗(A,D)  b  M∗(A,D). We shall proceed by recursion: if I is the leftmost in-
terval in D, then we define bi := m∗i (A,D) for every i ∈ I . Further, let us assume
that J is an interval in D, such that for every I ∈ D, I < J , and for every i ∈ I , the
values bi with m∗i (A,D)  bi  M∗i (A,D), and with bi < M∗j (A,D), have already
been defined in a strictly D-increasing way. Let us denote by I ∈ D the left adjacent
interval to J. Then we have, by our assumptions, bi < M∗j (A,D)  M∗k (A,D) for
every K ∈ D, J < K , k ∈ K .
Case 1. If bi < m∗j (A,D), then we define bj := m∗j (A,D) < M∗k (A,D).
Case 2. If bi  m∗j (A,D), then, by the density of B, it is possible to choose the
value bj , for any j ∈ J , in such a way that
bi < bj < M
∗
j (A,D)  M∗k (A,D).
The recursion proceeds, until J is the rightmost interval in D. Then we define
bj := M∗j (A,D) for every j ∈ J , and the recursion stops. It is easy to see that
b is a strictly D-increasing eigenvector of A, in view of Theorem 5.1. Hence, b ∈
F<(A,D), which implies that F<(A,D) is non-empty. 
In general, the max-min algebraB need not be dense. A similar result as in Theo-
rem 5.3 can be proved, using the notion of a general successor, which was introduced
in [10]. For x ∈ B, the general successor GS(x) of x is defined by
GS(x) := max {y ∈ B; x  y ∧ ¬(∃z) x < z < y}.
By GS(k) we shall denote the operator GS, applied k-times, for any integer k  0, i.e.,
GS(0)(x) = x, GS(1)(x) = GS(x), GS(2)(x) = GS(GS(x)), and so on. We remark
that, ifB is dense, then GS(k)(x) = x for every x ∈ B, k  0. In the case of a discrete
max-min algebra B, the general successor of x is the same as the successor S(x) in
the usual sense. However, the above definition applies also in the case, when B is
neither dense nor discrete.
Theorem 5.4. Let B be an arbitrary max-min algebra, let A ∈ B(n, n), D ∈ Dn,
D = {I1 < I2 < · · · < Im}. Then the eigenspaceF<(A,D) is non-empty if and on-
ly if for every j, k ∈ 〈1, m〉, and for every ij ∈ Ij , ik ∈ Ik:
(i) j = k ⇒ m∗ij (A,D)  M∗ik (A,D),
(ii) j < k ⇒ GS(k−j−1)(m∗ij (A,D)
)
< M∗ik (A,D).
Proof. First we assume thatF<(A,D) /= ∅ is non-empty. Then there exists a strict-
ly D-increasing eigenvector b ∈F(A). Analogously, as in the proof of Theorem 5.3,
we conclude that m∗(A,D)  b  M∗(A,D), i.e., for every j, k with 1  j < k 
m, and for every ij ∈ Ij , ij+1 ∈ Ij+1, . . . , ik ∈ Ik the inequalities
m∗ij (A,D)  bij < bij+1 < · · · < bik  M∗ik (A,D)
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hold true. By the definition of general successor, the above inequalities imply that
GS(k−j−1)(m∗ij (A,D)) < M
∗
ik
(A,D).
Now, let us assume that for every j, k with 1  j < k  m, and for every ij ∈ Ij ,
ik ∈ Ik , the inequality GS(k−j−1)(m∗ij (A,D)) < M∗ik (A,D) holds true. We define a
strictly D-increasing vector b ∈ B(n) fulfilling m∗(A,D)  b  M∗(A,D). Simi-
larly, as in the proof of Theorem 5.3, we shall proceed by recursion: for every i1 ∈ I1
we define bi1 := m∗i1(A,D). Further, let be 1 < k  m and let us assume that for
every j < k, and for every ij ∈ Ij , ik ∈ Ik , the values bij fulfilling the inequali-
ties m∗ij (A,D)  bij  M
∗
ij
(A,D), and GS(k−j−1)(bij ) < M∗ik (A,D), have already
been defined in a strictly D-increasing way. If we denote j := k − 1, then we have
k − j − 1 = 0, and by our assumption we get bij = GS(0)(bij ) = GSk−j−1(bij ) <
M∗ik (A,D)  M
∗
il
(A,D) for every il ∈ Il .
Case 1. If bij < m∗ik (A,D), we define bik := m∗ik (A,D). Then we have
GS(l−k−1)(bik ) = GS(l−k−1)(m∗ik (A,D)) < M∗il (A,D).
Case 2. If bij  m∗ik (A,D), we define bik := GS(bij ). Then we have
GS(l−k−1)(bik ) = GS(l−k−1)(GS(bij )) = GS(l−j−1)(bij ) < M∗il (A,D).
In both cases, the recursion assumption is satisfied for bik . Therefore, the recursion
can proceed up to k = m, where it stops. It is easy to see that vector b, defined by the
recursion, is strictly D-increasing eigenvector of A, in view of Theorem 5.1. Hence,
b ∈F<(A,D), and F<(A,D) /= ∅. 
Theorem 5.5. Let A ∈ B(n, n). Then F(A) is a union of at most 2n−1 disjoint
intervals in B(n). Namely,
F(A) =
⋃{
F<(A,D); D ∈ Dn
}
.
Proof. In view of Theorem 5.1, and in view of the fact that some of the intervals
F<(A,D) may be empty, it is sufficient to show that the cardinality of Dn is 2n−1.
Any interval partition D ∈ Dn is uniquely determined by the set of the endpoints of
all intervals included in D, with the exception of the last endpoint, which is always
equal to n. As there are exactly 2n−1 subsets of the set {1, 2, . . . , n− 1}, we get the
result. 
6. Computing the bounds
For A ∈ B(n, n), we define a matrix C := C(A) by putting cij =∑⊕kj aik for
any i, j ∈ N . Using a reversed cumulative procedure in rows of A, matrix C(A) can
be computed in O(n2) time.
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Theorem 6.1. Let A ∈ B(n, n), let D ∈ Dn. Then:
(i) the endpoints of the interval F<(A,D) can be computed in O(n2) time;
(ii) if matrix C(A) is known, then the endpoints of the interval F<(A,D) can be
computed in O(n) time.
Proof. (i) By definition, the endpoints of F<(A,D) are computed in three steps.
First, the values
mIi (A) := max
{
aij ; j ∈ I+
}
, MIi (A) := max
{
aij ; j ∈ I ∪ I+
}
are computed for every I ∈ D, i ∈ I . The computation takes O(n) time for each i,
i.e., O(n2) time, in total.
Second, the values
mI (A) := max {mIi (A); i ∈ I}, MI (A) := min {MIi (A); i ∈ I}
are computed for every I ∈ D. The computation requires 2 |I | operations for each I,
i.e., 2n operations, in total. Thus, the second step can be performed in O(n) time.
Third, we compute
m∗i (A,D) := max
JI
mJ (A), M∗i (A,D) := min
JI
MJ (A)
for every i ∈ N . Using the cumulative maximum procedure for values m∗i (A,D) and
the reversed cumulative minimum procedure for values M∗i (A,D), the computation
can be performed in O(n) time.
(ii) If matrix C = C(A) is known, then the values computed in the first step can
be simply taken from C. Namely, for I ∈ D with I = I (l, u), and for i ∈ I , we put
MIi (A) = cil . Further, we put mIi (A) = ciu+1, if u < n, and mIi (A) = O, otherwise.
The rest of the computation goes as above. 
Remark 6.1. For any vector b ∈ B(n) there is a permutation ϕ ∈ Pn such that bϕ
is D-increasing. Then, in view of Theorem 3.1, we can use Theorem 6.1 to find the
endpoints of the intervalF(Aϕϕ,D) in O(n2) time (or in O(n) time, if C(Aϕϕ) is al-
ready known). The inverse permutation then gives endpoints of an interval delimiting
all eigenvectors with the same monotonicity type as b.
Example 4. This example demonstrates how Theorems 5.1 and 6.1(ii) can be used
for describing the complete structure of F(A). We consider a closed real interval
B = 〈0, 8〉 with n = 3 and A ∈ B(n, n), where
A =

6 1 47 3 5
2 6 6

.
First we find a representation of F(A) as a sum of strictly monotone intervals
F<(A,D) for D ∈ D3. We denote D123 = {{1}, {2}, {3}}, D1(23) = {{1}, {2, 3}},
D(12)3 = {{1, 2}, {3}}, D(123) = {{1, 2, 3}}. In this notation, we have
M. Gavalec / Linear Algebra and its Applications 345 (2002) 149–167 165
D3 =
{
D123,D1(23), D(12)3,D(123)
}
.
Therefore, F(A) is a sum of four intervals
F(A)=F<(A,D123) ∪F<(A,D1(23)) ∪F<(A,D(12)3)
∪F<(A,D(123))
=(〈m∗(A,D123),M∗(A,D123)〉 ∩B<(n,D123 ))
∪ (〈m∗(A,D1(23)),M∗(A,D1(23))〉 ∩B<(n,D1(23)))
∪ (〈m∗(A,D(12)3),M∗(A,D(12)3)〉 ∩B<(n,D(12)3))
∪ (〈m∗(A,D(123)),M∗(A,D(123))〉 ∩B<(n,D(123))) .
The endpoints of the above four intervals are computed as follows. First, the
matrix C := C(A) is computed by reversed cumulative procedure in rows of A. We
get
C =

6 4 47 5 5
6 6 6

.
Then we compute the vectors m∗(A,D) and M∗(A,D), for all D ∈ D3, by taking
the necessary values out of C.
For D = D123 we get
m∗(A, D123) =
(
4,max{4, 5},max{4, 5, 0}) = (4, 5, 5),
M∗(A, D123) =
(
min{6, 5, 6},min{5, 6}, 6) = (5, 5, 6).
Therefore, b ∈F<(A,D123) if and only if
4  b1 < b2 = 5 < b3  6. (6.1)
For D = D1(23) we get
m∗(A, D1(23)) =
(
4,max{4, 0, 0},max{4, 0, 0}) = (4, 4, 4),
M∗(A, D1(23)) =
(
min{6, 5, 6},min{5, 6},min{5, 6}) = (5, 5, 5).
Therefore, b ∈F<(A,D1(23)) if and only if
4  b1 < b2 = b3  5. (6.2)
For D = D(12)3 we get
m∗(A, D(12)3) =
(
max{4, 5},max{4, 5},max{4, 5, 0}) = (5, 5, 5),
M∗(A, D(12)3) =
(
min{6, 7, 6},min{6, 7, 6}, 6) = (6, 6, 6).
Therefore, b ∈F<(A,D(12)3) if and only if
5  b1 = b2 < b3  6. (6.3)
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For D = D(123) we get
m∗(A, D(123)) = (0, 0, 0)
M∗(A, D(123)) =
(
min{6, 7, 6},min{6, 7, 6},min{6, 7, 6}) = (6, 6, 6).
Therefore, b ∈F<(A,D(123)) if and only if
0  b1 = b2 = b3  6. (6.4)
Summarizing the above results, we can say that b ∈F(A) if and only if one of
inequalities (6.1)–(6.4) is fulfilled.
To find the structure of the whole eigenspace F(A), we proceed a similar way,
investigating the matricesAϕϕ with ϕ ∈ Pn, in view of Theorem 3.1. For permutation
ϕ = (3, 1, 2), we get
Aϕϕ =

6 2 64 6 1
5 7 3

, C(Aϕϕ) =

6 6 66 6 1
7 7 3

.
By the same procedure as above, we compute
m∗(Aϕϕ,D123) = (6, 6, 6),
M∗(Aϕϕ,D123) = (3, 3, 3)
⇒ F<(Aϕϕ,D123) = ∅,
m∗(Aϕϕ,D1(23)) = (6, 6, 6),
M∗(Aϕϕ,D1(23)) = (6, 6, 6)
⇒ F<(Aϕϕ,D1(2)3) = ∅,
m∗(Aϕϕ,D(12)3) = (6, 6, 6),
M∗(Aϕϕ,D(12)3) = (3, 3, 3)
⇒ F<(Aϕϕ,D(12)3) = ∅.
Thus, all intervals F<(Aϕϕ,D) are empty, with exception of D = D(123) (the con-
stant eigenvectors), which has been described already by inequality (6.4). The same
results appear for the remaining permutations (2, 3, 1), (2, 1, 3), (1, 3, 2), (3, 2, 1).
Thus, we may conclude that, for matrix A given in this example, the eigenspace
F(A) equals to F(A), and it is completely described by inequalities (6.1)–(6.4).
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