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Abstract
Higher gauge theories play a prominent role in the construction of 4d topological in-
variants and have been long ago proposed as a tool for 4d quantum gravity. The Yetter
lattice model and its continuum counterpart, the BFCG theory, generalize BF theory to
2-gauge groups and – when specialized to 4d and the Poincare´ 2-group – they provide an
exactly solvable topologically-flat version of 4d general relativity. The 2-Poincare´ Yetter
model was conjectured to be equivalent to a state sum model of quantum flat spacetime
developed by Baratin and Freidel after work by Korepanov (KBF model). This conjecture
was motivated by the origin of the KBF model in the theory of 2-representations of the
Poincare´ 2-group. Its proof, however, has remained elusive due to the lack of a generalized
Peter-Weyl theorem for 2-groups.
In this work we prove this conjecture. Our proof avoids the Peter-Weyl theorem and
rather leverages the geometrical content of the Yetter model. Key for the proof is the
introduction of a kinematical boundary Hilbert space on which 1- and 2-Lorentz invariance
is imposed. Geometrically this allows the identification of (quantum) tetrad variables and of
the associated (quantum) Levi-Civita connection. States in this Hilbert space are labelled
by quantum numbers that match the 2-group representation labels.
Our results open exciting opportunities for the construction of new representations
of quantum geometries. Compared to loop quantum gravity, the higher gauge theory
framework provides a quantum representation of the ADM-Regge initial data, including an
identification of the intrinsic and extrinsic curvature. Furthermore, it leads to a version of
the diffeomorphism and Hamiltonian constraints that acts on the vertices of the discretiza-
tion, thus providing a prospect for a quantum realization of the hypersurface deformation
algebra in 4d.
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1 Introduction and summary of the results
The reformulation of general relativity in terms of gauge variables, in particular the
introduction of the Ashtekar variables for canonical gravity [7], has led to the devel-
opment of loop quantum gravity (LQG) – for a recent review, see [10]. Among the
many accomplishments of LQG, one counts different realizations of quantum geom-
etry [8, 9, 20, 43, 47, 49, 51, 62, 64, 89]. A quantum geometry realization is constituted
by a Hilbert space encoding boundary metric degrees of freedom and their conju-
gated momenta, as well as by a family of quantum geometric operators acting on
them. Different realizations can be thought of as inequivalent phases attained by the
geometric degrees of freedom.
The Palatini-Plebanski formulation of four-dimensional general relativity [100]
provides a covariant gauge theoretic description closely related to canonical LQG. In
three dimensions the related Einstein-Cartan formulation puts general relativity in
the form of a BF topological field theory [84]. In four dimensions, on the other hand,
the Palatini-Plebanski formulation rephrases general relativity as emerging from a
BF theory by imposition of the so-called simplicity constraints. This perspective has
led to the development of covariant state-sum models for four-dimensional quantum
gravity known as “spinfoam” models [26,66,69,99,103], as well as to the introduction
of canonical realization of quantum geometry based on BF theory [20, 49, 50].
In three spacetime dimensions, this gauge-theoretic formulation based on the
Einstein-Cartan formulation has been particularly successful [29,53,73,96,108]. The
theory is readily rephrased as a topological BF theory, and its quantum partition
function takes the form of a state sum model written in terms of representation the-
oretic objects for the corresponding gauge group assigned to a simplicial decomposi-
tion of the three-manifold. This state sum, known as the Ponzano-Regge model, was
first proposed back in 1968 [101]. In a more modern language, the Ponzano-Regge
model and its closely related generalization with cosmological constant [95, 114] can
be understood in terms in terms of category theory, and in particular the category
of group representations [30,114]. The identities ensuring the topological invariance
of the model can then be reinterpreted as the coherence relations for the category
of group representations. In this sense category theory is well adapted to describe
three-dimensional topological models [15, 16, 18].
In four dimensions, a similar relation holds between four-dimensional topological
invariant models and 2-categories [12, 15, 18, 45]. Concrete topologically invariant
state sum models can then be constructed from the 2-category of 2-representations of
2-groups, e.g. [23]. For these reasons, 2-categories and “higher” gauge theories1 have
been since long proposed to play an important role for four-dimensional quantum
gravity [40, 75, 93, 94, 110]. In direct generalization of BF theory, so-called BFCG
theory [75] is a topological field theory displaying not only a 2-gauge symmetry
structure but also a four-dimensional geometric interpretation: in addition to a 1-
connection and a bivector field (also present in 4d BF theory), BFCG features a
2-connection and a tetrad field (encoded in the “CG” part of 4d BFCG theory).
This theory – analyzed from a “physicist’s perspective2 – will be the focus of this
1The name makes reference to a “higher categorification” of the structures proper of gauge theories, hence
generalizing the latter to 2- or higher gauge theories.
2Technical features of higher gauge theories will be introduced if and when they are needed. Any direct
discussion of the “abstract nonsense” will be avoided and the reader referred to the broad existing literature.
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article, and the presence of the tetrad field will play a central role.
Of course, four-dimensional gravity is not topological: constraints have to be
imposed in order to obtain gravity from BFCG theory. However, this task has been
severely hindered by the lack of a (Peter-Weyl) transformation between functions on
2-groups and functions of the corresponding 2-representation theoretic data.
Nevertheless, a 2-representation theoretic partition function tied to 4d simplicial
geometry has been constructed by Baratin and Freidel [22, 23, 25]. We name the
corresponding topological state sum model the KBF model,3 since its topological
invariance relies on fascinating identities first studied by Korepanov [86–88]. This
model can be interpreted as describing a (non-physical) theory of quantum flat space-
time. Although conjectured, the relationship between the KBF model and BFCG
theory – or its lattice analogue, the Yetter model4 [116] – has been elusive so far.
In this work, we present a way to derive the KBF model from the BFCG-Yetter
model. This derivation will not employ a Peter-Weyl like transformation, at least not
on the full (2-group) configuration space. Instead, we will first impose geometrically
motivated constraints, and then apply a transformation to the reduced configura-
tion space. The resulting variables remarkably match the relevant 2-representation
theoretic data, and the resulting amplitude that of the KBF model.
Beside possibly providing cues on how to develop a simplicial “2-Peter-Weyl”
transformation, the main asset of our derivation is to highlight the quantum geomet-
ric content of the BFCG-Yetter theory through its relation to the KBF model that
– as we mentioned above – readily admits the interpretation of a theory for a flat
4d quantum spacetime. In this sense, the present work provides a precious starting
point to build new realization of quantum geometry that are genuinely 4d.
At this purpose, a crucial advantage 4d BFCG theory has over 4d BF theory,
is that among its fundamental variables it includes the tetrad field – which in turn
allows to define a Levi-Civita connection. This has to be contrasted to 4d spinfoam
models based on 4d BF theory: here, the tetrad field has to arise from the BF
bivector B, through the imposition of so-called simplicity constraints – a process
that has proven to be fraught.
The other new variable present in BFCG theory with respect to BF theory is
a 2-connection. As much as the bivector field is the momentum conjugated to the
1-connection (in both theories), the 2-connection provides the momentum conjugate
to the tetrad field. In BFCG the 2-connection and the bivector field do not have a
specific geometric interpretation and rather play the role of Lagrange multipliers for
the torsionless condition of the 1-connection relative to the tetrad field, and for the
1-flatness condition for the 1-connection, respectively. In particular, the 2-flatness
constraint for the 2-connection takes in the discrete a very simple form (a sum over
momenta5) and, through its action on the tetrad field, it can be readily interpreted
as a combination of the diffeomorphism and Hamiltonian constraint for its action
on the tetrad field.6 More precisely, the 2-flatness constraint generates spacetime
translations for the quantum-flat simplicial geometry – thus generalizing for the first
3In a previous publication by two of us (SA and BD) [5], the KBF model was referred to as the BFR model,
the R standing for Regge (as we will see, the model somewhat resembles Regge calculus).
4The Yetter model is usually formulated for finite 2-groups. This avoids the emergence of divergencies. In this
paper, working on a single 4-simplex, we will generalize the Yetter model to the (Euclidean) Poincare´ 2-group.
5This is suggestively remindful of [71].
6What the 2-flatness constraint does not do is to generate diffeomorphism transformations for the 1-connection.
More on this in the conclusion, section 7.
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time to four dimensions what is understood as the action of the diffeomorphism and
Hamiltonian constraints in three dimensions [24, 33, 72].
Therefore, the 4d BFCG model based on the Poincare´ 2-group, through its precise
relation to the KBF model described in this work, has the potential to lead to a
new tetrad-based quantum geometry representation in (3 + 1)-dimensions. This will
require a further imposition of constraints, which relate the 2-connection and the
tetrads to the 1-connection and the bivector fields, respectively. This problem is
conceptually analogous to the problem of imposing the simplicity constraints in BF
theory, but technically quite different. Thus we hope that the new tools presented
in this work will be able to bring new perspectives on the construction of genuinely
four-dimensional spinfoam models.
We conclude the introduction by sketching the three main innovations that al-
lowed us to make significant progress, with respect to the previous literature, towards
proving the correspondence between the KBF and the BFCG-Yetter model.
1. The first innovation is the introduction of boundaries: in other words, we focus
on the BFCG-Yetter amplitude of a single four-simplex, bounded by 5 tetrahe-
dra. This immediately leads us to consider boundary states for this amplitude
that impose specific quantum boundary conditions.7
2. Inspired by spin-network states relevant for relating the Ponzano-Regge am-
plitude of a tetrahedron to 3d BF theory, we introduce (Fourier-transformed)
states that solve the 1- and 2-Gauss constraints of the BFCG theory and leave
1- and 2-flatness unconstrained. We call these states G-networks (G stands for
Gauss). This is our second innovation.
3. In the construction of G-networks, it is crucial to recognize that the 2-Gauss
constraint, which has the interpretation of torsion freeness for the 1-connection,
in the discrete context is made of two pieces: one that imposes closure of trian-
gles, and the other that imposes “edge simplicity” [58]. Whereas the first piece
emerges naturally in the construction of G-networks, the second piece at first
sight appears “hidden” in the 1-flatness (or fake-flatness in the nomenclature
of [13, 37]) constraint. Recognizing this fact is our third innovation.
This article is organized as follows. We start by concisely reviewing a few relevant
topics. In section 2, we review the relation of 3d BF theory and the Ponzano-Regge
model. We will put emphasis on those ideas and techniques that will turn useful in
the 4d case. We then briefly review in section 3 BFCG theory and its discretization
into the Yetter model, as well as the KBF model. This is followed, in section 4,
by a discussion of the appearance of tetrad variables in the BFCG-Yetter model.
In this context, we will focus in particular on the derivation of the torsion-freeness
and edge-simplicity constraints, and on how their imposition restricts the connection
to be Levi-Civita. The main section of this work is section 5, where we detail the
structures of the (discrete) BFCG-Yetter phase-space associated to the boundary of
a 4-simplex, as well as its quantization. Specifically, we provide a discretization of all
the relevant constraints and discuss their classical and quantum actions. This will
7During the final stages of the preparation of this work, we became aware that A. Baratin had hinted at
the importance of considering a single building block and its boundary. He also emphasized that the best 3d
analogue to the BFCG-Yetter-KBF model is 3d BF theory for the 3d Poincare´-Euclidean group discretized as a
1-gauge theory. This material is unpublished, but was presented at a conference [21].
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allow us to introduce G-networks in section 5.2.6 as the solutions to a certain subset
of the constraints. We will hence show that a basis of G-networks is parametrized
by the same labels as the 2-Poincare´ group irreducible representations, a fact that
will finally allow us to derive, in section 6, the KBF model from the BFCG-Yetter
model. We conclude in section 7 with a discussion of the results obtained as well as
an outlook on future work.
2 Three dimensions: from BF theory to the Ponzano-Regge
state sum
In this section, we sketch how our strategy can be applied to SU(2) BF theory in
three dimensions to obtain the Ponzano-Regge state sum. The goal of this section
is solely to exemplify our strategy in a simpler context, before applying it to the
derivation of the KBF model from BFCG-Yetter model.
The SU(2) BF amplitude of a compact and closed 3-manifold M3 is
ZBF (M3) =
∫
DBDAe
i
∫
M3
Tr(B∧F [A])
, (1)
where B is a su(2)-valued 1-form and A an su(2)-valued connection 1-form. The BF
action is invariant under “shift” and “Lorentz” gauge transformations:
Lorentz:
{
A 7→ A+ dAξ
B 7→ B + [B, ξ] and shift:
{
A 7→ A
B 7→ B + dAλ
(2)
where the (infinitesimal) gauge parameters ξ and λ are su(2)-valued 0-forms.
The equations of motion of BF theory encode the flatness of A, F [A] ≡ dA +
A ∧ A = 0, and the (covariant) constancy of B, dAB = 0. In topologically trivial
domains, they imply that on-shell A and B are pure gauge. This is a sign of the
topological nature of the theory.
Diffeomorphism symmetry arises, on-shell of the equations of motion, as a com-
bined action of Lorentz and shift symmetry with field-dependent parameters [84]. Ex-
plicitly: given an infinitesimal diffeomorpshism X ∈ X1(M3), we define the Lorentz
and shift gauge parameters (
ξX = ιXA, λX = ιXB
)
(3)
and find
diffeos:
{
A 7→ A+£XA = A+ ιXF + dAξX
B 7→ B +£XB = B + ιX(dAB) + [B, ξX ] + dAλX
. (4)
Notice that, whereas ξX only “rotates” B, λX changes its norm. In three dimensional
quantum gravity this fact has been used to reconstruct the action of diffeomorphisms
at the level of the Ponzano-Regge state sum [72].
Neglecting Lagrange multipliers, the phase space of BF theory on a Cauchy hy-
persurface is given by the pullbacks of A and B, a = ι∗A and b = ι∗B. These are
Poisson-conjugated kinematical variables. Pulled-back on the Cauchy hypersurface,
6
cell dim 0 1 2 3
∆3 vertex v edge e triangle t tetrahedron τ
∆∗3 bubble b face f link l node n
cell codim 3 2 1 0
Table 1: Notation employed to denote cells of the three-dimensional simplicial complex ∆3 and
its Poincare´ dual ∆∗3.
the equations of motion become the flatness and Gauss constraints, that Poisson-
generate the phase space analogue of shift and Lorentz symmetry, respectively:
flatness: F [a] ≈ 0  shift (5a)
Gauss: dab ≈ 0  Lorentz. (5b)
Identifying su(2) with R3 ∼= TpM3, and thus Baµ with the triad eaµ, and Aaµ with
the spin-connection ωabµ = ǫ
ab
cA
c
µ, allows us to interpret ZBF as the partition function
of three-dimensional quantum gravity in the first order formalism. In this theory, the
equation of motion dAB = 0 is reinterpreted as a torsionless condition generating
rotations in the tangent planes of M3 (hence the name Lorentz transformations);
flatness becomes Riemann flatness, which in 3 dimensions is equivalent to Ricci
flatness, that is to the Einstein field equations in vacuum. The shift symmetry is in
a certain sense equivalent to diffeomorphism symmetry [24, 72].
Integrating out the B field from (1) and then discretizing the theory on a simplicial
discretization ∆3 of M3, one obtains a lattice version of BF theory that (formally)
reads8
ZBF (∆3) =
∫
DHl
∏
f∈∆∗
3
δ
(←−∏
l:l∈∂f
H
ǫ(l|f)
l
)
(6)
where:
• ∆∗3 is the Poincare´ dual of ∆3, l and f label the (oriented) links and faces of ∆
∗
3
respectively (see table 1);
• Hl ∈ SU(2) are parallel transports (holonomies) obtained by smearing A along
l, Hl = Pexp
∫
l
A;
• DHl :=
∏
l∈∆∗
3
dHl is a product of Haar measures over the Hl;
• ǫ(l|f) = ±1 captures the relative orientation of l and f , so that the expression in
parenthesis is a discrete version of the curvature:
←−∏
l:l∈∂fH
ǫ(l|f)
l ∼ 1+
∫
f
F [A]+
. . . .
The Ponzano-Regge model can be obtained from (6), by dualization [29]. One
starts by expanding the δ’s over the SU(2) characters in the j-th representation V j
according to the Peter-Weyl formula
δ(G) =
∑
j
djχ
j(G) where dj = dimV
j = 2j + 1. (7)
This associates a spin jf to each f ∈ ∆∗3 or, equivalently, a spin je to each edge e ∈ ∆3.
This spin represents the (discrete quantum) length of the edge e ∈ ∆3. Second, one
8First discretizing and then integrating out also leads to the same result.
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integrates out the Hl’s by means of identities in recoupling theory. Since ∆3 is a
triangulation of M3, each Hl appears precisely three times in (6). Thus, by means
of recoupling theory one obtains products of (3j) symbols associated to the triangles
of ∆3. Finally, one observes that the so-obtained expression can be re-arranged to
give the Ponzano-Regge state sum
ZBF (∆3) ≡ ZPR(∆3) =
∑
{je}
∏
e∈∆3
(−1)2jedje
∏
t∈∆3
(−1)
∑
e:e∈t je
∏
τ∈∆3
{6je}τ (8)
where t and τ ∈ ∆3 are respectively the triangles and tetrahedra of ∆3, and {6je}τ is a
specific contraction of four (3j) symbols reflecting the combinatorics of a tetrahedron
τ . In particular the 6 spins je entering this expression correspond to the 6 edge
lengths of τ . This geometric interpretation is confirmed by the asymptotic formula9
[3, 101, 106]
{6je}τ je≫1∼ 1√
12π|Volτ |
cos
(
S3R +
π
4
)
where S3R =
∑
e∈τ
jeΘe({je}), (9)
where |Volτ | is the volume of the tetrahedron of edges {je}, and S3R is its 3-dimensional
Regge action. This is a discretization of the 3-dimensional Einstein-Hilbert action
with Gibbons-Hawking-York boundary conditions on a tetrahedron [82,102]. It con-
sists of the lengths of the triangulation edges je multiplied by the corresponding
exterior dihedral angles Θe, calculated as functions of the edge lengths themselves.
10
In general dimensions, the Regge action SdR for a d-dimensional simplex, is given
by the product of the volume of the codimension 2 hinges11 times the associated
(hyper-)dihedral angles – with both factors considered as functions of the edge-lengths
of the triangulation ∆d. In four dimensions:
S4R =
∑
t
At({ℓe})Θt({ℓe}). (10)
In the higher-gauge theoretical case of the BFCG model, the higher categorical
analogues of the Peter-Weyl and Plancharel theorems are not known. Therefore,
one cannot rely on equation (7) nor on recoupling theory to go from the analogue
of (6) to that of (8) – which, as we will see, are the BFCG-Yetter and KBF models
respectively.
For this reason, we want to explore a different strategy12 to obtaining (8) from
(6). Hence, we focus on a single tetrahedron τ , and consider the corresponding
triangulation with boundary ∂∆3 = ∂τ . The boundary ∂τ consists of four triangles,
and its Poincare´ dual is (again) a tetrahedral graph with four trivalent faces. Call
9This equation holds if the 6 edge lengths je define a geometric tetrahedron, i.e. if their Caley-Menger
determinant is positive (triangular inequalities must be satisfied for the {6je} not to vanish), otherwise the
amplitude is exponentially suppressed by a factor corresponding to a Lorentz-signature Regge action [27] – but
cf. the end of section 5.1 of [3] for a critique of the Lorentzian interpretation.
10A Lorentzian version also exists [67, 76].
11These are the cells of ∆d dual to the faces f ∈ ∆∗d. Notice that the discrete analogue of the curvature, as
measured by a holonomy, resides at f independently of the dimension d.
12Another example of this strategy of using boundary state to better understand the theory is [78–80] which
aimed at building a four dimensional spinfoam model with a cosmological constant.
8
cell dim 0 1 2
∆2 = ∂τ vertex v edge e triangle t
∆∗2 = Γ face f link l node n
cell codim 2 1 0
Table 2: Notation employed to denote cells of the two-dimensional simplicial complex ∆2 = ∂τ
and its Poincare´ dual ∆∗2 = Γ.
it Γ = (∂τ)∗. To Γ we associate a boundary state ΨΓ [34, 52–54, 98, 104]. In the
Schro¨dinger representation, the amplitude of ΨΓ is
ZBF (τ |ΨΓ) =
∫
Dhl ZBF (τ |hl)ΨΓ(hl) (11)
where hl are the holonomies associated to the edges of Γ = (∂τ)
∗, and ZBF (τ |hl) is
the natural generalization of (6) to the case of manifolds with boundaries (cf. table
2). In this generalization, all dual faces of ∆∗3 that do not intersect the boundary of
∆3 are treated as before, whereas dual faces that intersect the boundary of ∆3 are
“closed” by links in (∂∆3)
∗ that we also denote with l. One then associates delta
functions to all dual faces, but one only integrates over the bulk holonomies Hl.
This turns the partition function into a function of the boundary variables hl. This
function, seen as an integration kernel, allows to compute the amplitude of boundary
states as in (11).
It is easy to see that the amplitude kernel ZBF (∆3|hl) is a projector onto flat and
Lorentz invariant states Ψ: the boundary flatness projector is directly implemented
through the bulk delta functions, whereas the boundary Lorentz invariance is imple-
mented by group averaging. Then, if Ψ is already Lorentz-invariant, it is easy to see
that13
ZBF (ΨΓ) =
∫
Dhl
∏
f∈Γ
δ
(←−∏
l:l∈∂f
h
ǫ(l|f)
l
)
ΨΓ(hl) = ΨΓ(hl = 1). (12)
Note that to obtain these expressions we have assumed that the topology of ∆3 is
trivial14 as it is the case for τ . Notice also that although this formula looks similar to
(6), there are two important differences: (i) the presence of boundary wave function
ΨΓ, (ii) all quantities live now on the boundary of ∆3.
It is now a simple observation, that by choosing ΨΓ to be a spin-network state
labelled by 6 spins je, this formula reproduces the Ponzano-Regge amplitude for
the tetrahedron. Indeed, any boundary wave functional on Γ that satisfies the Gauss
constraint can be expanded on spin-network states, obtaining – through steps similar
to those described above – the amplitude
ZBF (ΨΓ) =
∑
{je}
µje{6je}Ψ˜Γ(je) (13)
with Ψ˜Γ(je) the components of ΨΓ in the spin-network basis and µje encodes is the
integration measure on the space of allowed spins. Whereas the (bulk) measure in
13It turns out that one of the 4 delta functions in the product above – which would be redundant – is actually
missing, making the above formula well-defined.
14i.e. that ∆3 has the homology of the 3-ball.
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(8) is fixed by the demand of triangulation invariance, the measure in this formula
is a priori ambiguous and depends on normalization conventions for the states. If
these are taken to be normalized, then µje is
µje =
∏
e∈∂τ
√
dje. (14)
The goal of the rest of this article is precisely to reproduce the analogue of this
derivation in the higher gauge-theoretical context, hence relating a BFCG-Yetter
amplitude with boundary to the KBF model evaluated on a boundary state.
3 BFCG theory, the Yetter model, and the KBF model
In this introductory section, we briefly review BFCG theory for the Poincare´ 2-group,
the corresponding Yetter model, as well as the KBF state sum model for a quantum
flat four-dimensional spacetime.
3.1 BFCG theory for the Poincare´ 2-group
Let us start by succinctly introducing (strict Lie) 2-groups from the perspective of
(Lie) crossed-modules [17]. Let G and H be two groups equipped with a pair of group
homomorphisms t and α such that: t : H → G and α : G → Aut(H), g 7→ α(g) :=
(h 7→ g ⊲ h), i.e. an action of G on H by automorphisms. These homomorphisms
must be compatible in the following sense: for all g ∈ G and h, h′ ∈ H ,
t(g ⊲ h) = gt(h)g−1 and t(h) ⊲ h′ = hh′h−1. (15)
The 4-dimensional Poincare´ 2-group that we will use in the following is a simple
example of this structure, where
• G = SO(4), H = R4;
• the homomorphism t is trivial, t(h) = 1G for all h ∈ H ;
• α encodes the natural action of SO(4) on R4.
Since we will deal only with the Poincare´ 2-group, we henceforth restrict all our
formulas to this case only15.
From the above definitions, one recognizes that the Poincare´ 2-group is a dif-
ferent algebraic interpretation of the standard Poincare´ group structure. However,
this change in perspective is absolutely crucial, since it allows to associate to the
Poincare´ group a higher topological field theory, called BFCG [75]. We will argue
that such higher topological field theory is better adapted to describe discretization
of 4-manifolds, than a SO(4) or a P = SO(4)⋉R4 BF theory. We shall comment on
this point further in section 5.3.
15The BFCG theory can be constructed for more general 2-groups [91].
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3.1.1 Action principle
For a 2-group with trivial t-map (t(h) = 1G), the BFCG action on a 4-manifold M4
is given by [75]
SBFCG =
∫
M4
Trg(B ∧ F [A]) + Trh(C ∧G[Σ, A]), (16)
where the trace symbols have to be understood as appropriate G-invariant inner
products in g and h, respectively. In the Poincare´ BFCG theory, this becomes
SBFCG =
∫
M4
1
2
Bab ∧ F ab[A] + Ca ∧Ga[Σ, A]. (17)
where B = 1
2
BabJab and A =
1
2
AabJab are so(4)-valued 2- and 1-forms respectively,
with
F ab[A] := dAab + Aac ∧Acb (18)
the curvature of A and16
(Jab)cd = 2δ
[a
c δ
b]
d (19)
in the fundamental representation of SO(4). The normalized trace symbol is thus
−1
8
of the matricial trace in the fundamental representation of so(4), i.e.
Trso(4)(J
abJa
′b′) := 1
2
δ
[a
a′δ
b]
b′ . (20)
Summarizing, in the case of the Poincare´ 2-group, the first contribution ends up
being that of a 4-dimensional SO(4) BF theory.17
The second contribution features instead a R4-valued 2-form Σ = Σaτa, and a
R
4-valued 1-form C = Caτa where τa is an orthonormal basis of R
4 as a vector space.
The trace TrR4 taken to be the canonical SO(4)-invariant inner product
TrR4(τaτb) = δab. (21)
The quantity G, defined as
Ga[Σ, A] := (dΣ + A ⊲ Σ)a ≡ dΣa + Aab ∧ Σb, (22)
is a 3-form and represents the 2-curvature of Σ. In fact, Σ is best understood as a
2-connection. To see this we need to discuss the transformation properties of the
fields A, B, C, and Σ.
Before delving into this, let us consider the equations of motion of BFCG theory.
These are
(1-flatness) δB: F [A] = 0 (2-flatness) δC: G[Σ, A] = 0 (23a)
δA: dAB − 2C ∧ Σ = 0 (torsion freeness) δΣ: T [C,A] = 0. (23b)
16Alternatively, one could have taken (Jab)cd = ǫabcd. The two choices are related by dualization of the rotation
plane in R4.
17For more general 2-gauge groups [91], the definition of F must be modified by a contribution involving Σ
through the differential τ of the homomorphism t: F [A] F [A,Σ] = dA+ 12 [A,A]+ τ(Σ). The quantity F [A,Σ]
is called the “fake curvature”. Notice that this modification makes the two contributions to the BFCG action
more symmetric.
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where the “torsion” T is defined as (this naming will be clarified in the forthcoming
sections):
T [C,A] := dAC ≡ dC + A ⊲ C = (dCa + Aab ∧ Cb)τa. (24)
When convenient, we will identify forms valued in R4 ∧ R4 with forms valued in
so(4) according to e.g.
C ∧ Σ ≡ 1
2
C [a ∧ Σb]Jab. (25)
3.1.2 Symmetries and constraints of BFCG theory
In the Poincare´ case, the BFCG action is invariant under the following action of a
1- and 2-Lorentz gauge transformations:
1-Lorentz:

A 7→ A+ dAξ
B 7→ B + [B, ξ]
C 7→ C − ξ ⊲ C
Σ 7→ Σ− ξ ⊲ Σ
and 2-Lorentz:

A 7→ A
B 7→ B − 2C ∧ η
C 7→ C
Σ 7→ Σ + dAη
(26a)
for infinitesimal so(4)-valued 0-forms ξ, and R4-valued 1-forms η. These are comple-
mented by the 1- and 2-shift gauge symmetries
1-shift:

A 7→ A
B 7→ B + dAλ
C 7→ C
Σ 7→ Σ
and 2-shift:

A 7→ A
B 7→ B + 2µ ∧ Σ
C 7→ C + dAµ
Σ 7→ Σ
(26b)
for infinitesimal so(4)-valued 1-form λ, and R4-valued 0-form µ.
As in the BF case, the 1-shift symmetry is reducible. The 2-shift symmetry is
however not reducible.
In BFCG theory, diffeomorophism symmetry can be expressed – on-shell of the
equations of motion – in terms of field-dependent internal 1- and 2-gauge symmetries
of the fundamental fields [31]. In particular, the action of an infinitesimal diffeomor-
phism X ∈ X1(M) translates into the combined action of the following internal
symmetries: (
ξX = ιXA, λX = ιXB, ηX = ιXΣ, µX = ιXC
)
(27)
i.e.
diffeos:

A 7→ A+£XA = A + ιXF + dAξX
B 7→ B +£XB = B + [B, ξX ] + dAλX − 2C ∧ ηX + 2µX ∧ Σ
C 7→ C +£XC = C + ιXT − ξX ⊲ C + dAµX
Σ 7→ Σ +£XΣ = Σ− ξX ⊲ Σ+ dAηX
(28)
These formulas are easily proved using Cartan’s formula £X = ιXd + dιX . This
result is in complete analogy to what happens in BF theory (in any dimensions),
where diffeomorphisms can also be expressed, on-shell of the equations of motion, as
a combination of (field-dependent) internal symmetries, as we explained in section 2.
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Moreover, it is not hard to check that the only solutions to the equations of
motions are given by pure gauge configurations, a fact that indicates that the theory
is topological.
Although we do not provide a complete Hamiltonian analysis of the theory (see for
example [92]), we still mention some relevant facts. Off-shell of the constraints, i.e.
at the kinematical level, the phase space variables (excluding Lagrange multipliers)
are obtained via pullback of the fundamental fields onto a Cauchy hypersurface,
{a = ι∗A, b = ι∗B, c = ι∗C, σ = ι∗Σ}, whereas the Poisson brackets pair a to b and c
to σ. Then, the phase space analogue of the above symmetries is Poisson-generated
by the following constraints, obtained via pullback of the equations of motion:
1-Gauss: 1G := dab− 2c ∧ σ ≈ 0  1-Lorentz (29a)
2-Gauss: 2G := T [c, a] ≡ dac ≈ 0  2-Lorentz (29b)
1-flatness: 1F := F [a] ≡ da + a ∧ a ≈ 0  1-shift (29c)
2-flatness: 2F := G[σ, a] ≡ dσ + a ⊲ σ ≈ 0  2-shift (29d)
The BFCG constraint algebra is then
{1G[ξ], 1G[ξ′]} = 1G[[ξ, ξ′]], {1G[ξ], 2F [µ]} = 2F [ξ ⊲ µ],
{1G[ξ], 2G[η]} = 2G[ξ ⊲ η], {1F [λ], 1G[ξ]} = 1F [[λ, ξ]],
{2F [µ], 2G[η]} = 1F [µ ∧ η], (30)
where we recall that the smearing parameters ξ and µ are 0-forms valued in so(4)
and R4 respectively, while λ and η are 1-forms valued in so(4) and R4, respectively.
3.1.3 BFCG partition function
Formally, the partition function of the BFCG theory on a closed and compact 4-
manifold M4 is
ZBFCG(M4) =
∫
DBDADCDΣ e
i
∫
M4
Tr(B∧F [A])+Tr(C∧G[Σ,A])
. (31)
Integrating out the 1- and 2-curvature Lagrange multipliers B and C, we obtain
ZBFCG(M4) =
∫
DADΣ δ(F [A])δ(G[Σ, A]). (32)
3.2 From BFCG theory to the Yetter model
We now want to discretize this formal expression on a simplicial decomposition ∆4
of M4. To do so, we introduce smeared versions of the 1- and 2-connections A and
Σ onto the links l ∈ ∆∗4 and dual face f ∈ ∆∗4 – where ∆∗4 is the Poincare´-dual of ∆4
(cf. table 3):
Hl = Pexp
∫
l
A ∈ SO(4) and Xf (n) = Sexp
∫
f
Σ′ ∈ R4. (33)
The presence of the face variables Xf is the true novelty of this higher-gauge theory
approach to the Poincare´ topological field theory. In these formulas, Sexp indicates
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cell dim 0 1 2 3 4
∆4 vertex v edge e triangle t tetrahedron τ 4-simplex σ
∆∗4 – bubble b face f link l node n
cell codim 4 3 2 1 0
Table 3: Notation employed to denote cells of the four-dimensional simplicial complex ∆4 and
its Poincare´ dual ∆∗4.
a “surface ordered” exponential18 and the prime in Σ′ indicates that Σ must be
appropriately parallel-transported by A and a choice of paths at a common reference
point – here taken to be a dual node (0-cell) n ∈ ∆∗4 – before integration.
Hence, whereas Hl is simply attached to an (oriented) link, Xf(n) is attached to
a pair (f, n) with n ∈ ∂f . The operation of modifying the choice of n ∈ ∂f is called
whiskering, and the action of a certain product of Hl’s on Xf (n), i.e. it involves a
parallel transport operation along a path of links,
Xf(nk) = (Hnknk−1 · · ·Hn2n1) ⊲ Xf(n1). (34)
We will come back to this point in the following section, and for now consider the
variables Xf(n) to be defined at certain (fixed) nodes n.
Discretizing on a simplicial decomposition ∆4 of M4, formally gives the Yetter
model [116] for the Poincare´ 2-group19 [75]:
ZBFCG(∆4) ≡ ZY (∆4) =
∫
DHlDXf
∏
f∈∆∗
4
δSO(4)
(←−∏
l∈∂f
H
ǫ(l|f)
l
) ∏
b∈∆∗
4
δR4
(∑
f∈∂b
ǫ(f |b)X ′f(n)
)
(35)
where DHl and DXf are products of Haar measures on SO(4) and R
4 respectively,
b is a 3-cell of ∆∗4 and where, again, the prime in X
′
f(n) denotes the need of some
parallel transport of the form (34) which is left understood. This need spurs from
the fact that not all the Xf bounding a dual 3-cell can be defined at the same vertex.
Thus we need to define how to parallel transport the Xf -variables inside a given
3-cell b.
Crucially, the choice of paths needed for these parallel transport operations is
irrelevant on-shell of the (discrete) 1-flatness encoded in the first delta function.
Let us note that, like the partition function (6) of the discrete BF theory, this
partition function is also only formal: it will, in general, diverge. However, when
computed on a finite 2-group,20 it defines an actual topological invariant of the dis-
cretized 4-manifold, the Yetter invariant [116].
3.3 The KBF model
Let us finally describe the KBF model. It shares many ingredients with Regge
calculus. However, it is topological, and as such not directly related to discrete
general relativity.
18The surface-ordering is not really necessary since (R4,+) is Abelian.
19The discretization scheme proposed differs from the one of [75], insofar as our connection variables are
smeared on the Poincare´ dual of a simplicial complex, rather than on the simplicial complex itself.
20In this case the homomorphism t might not be trivial.
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Korepanov constructed the amplitudes of the KBF model [86–88], based on some
interesting invariance relations for certain geometric quantities under Pachner moves.
Baratin and Freidel [22] provided a definition of the state sum for the model, together
with an in-depth analysis of the intricate, non-compact, gauge symmetries. This in
turn allowed them to devise a Faddeev-Popov procedure to gauge fix the redundant
non-compact symmetries, hence providing a definition of the state sum that is free
of divergences as well as a rigorous proof of the (bulk) triangulation invariance of the
KBF model.
Moreover, Baratin and Freidel also showed that the KBF model can be formulated
as a 2-categorical state sum model associated to a simplicial decomposition of a 4-
manifold [23, 25]. This means that the under its geometric surface, the KBF model
hides a tight relation with the (higher!) representation theory of the Poincare´ 2-
group [14, 23].
The KBF state sum model is defined as follows. Given a simplicial decomposition
∆4 of a 4-manifold, label (cf. table 3)
• its edges e ∈ ∆4 with a positive real number le ∈ R+ representing its length,
and
• its triangles an integer number st ∈ Z;
then the state sum model is obtained by summing over all possible labels a product
of local weights associated to the various simplicial cells, as follows:
ZKBF (∆4) =
∫
D leDst
∏
t∈∆4
2At({le})
∏
τ∈∆4
(−1)
∑
t:t∈τ st
∏
σ∈∆4
cos
(
SKBF
)
4!Volσ({le}) (36a)
with
SKBF =
∑
t:t∈σ
stΘt({le}) (36b)
where
• Dℓe is the product of the Lebesgue measures dl
2
e ,
• Dst is the product of the the counting measure
1
2π
∑
st
,
• At is the area of the triangle t ∈ ∆4,
• Volσ is the 4-volume of the four simplex σ ∈ ∆4, and
• Θt is the exterior (hyper-)dihedral angle between the two tetrahedra that meet
at the triangle t.
All the geometric quantities above are defined as functions of the side lengths {le},
which fully determine the shape of a four simplex σ.
The measure factor is fixed by the requirement of triangulation invariance of the
model [23, 25, 86–88].
We conclude this section with a comparison of the KBF quantum partition func-
tion and (quantum) Regge calculus. In particular, we notice that the KBF action
SKBF (36) differs from the 4-dimensional Regge action S
d=4
R (10): the label st –
morally occupying the place of the triangle areas – is assigned independently from
the edge lengths le, and therefore is generically non-geometric. The variables st act
as Lagrange multipliers and impose flatness. Notice also that the relation with the
Regge action, albeit incomplete, is more direct than in three dimensions, as there is
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no semiclassical (“large spin”) limit necessary to reveal it. Finally, the appearance of
a cosine – as opposed to an imaginary exponential – has the natural interpretation of
encoding a sum over orientations, in complete analogy to the Ponzano-Regge model
(9) [39].
4 Tetrad variables and edge simplicity in the BFCG-Yetter model
In the previous section we have reviewed BFCG-Yetter theory and the KBF model.
In the rest of the paper, we will develop tools to prove the correspondence between
the two. This section focuses on one of the main technical ingredients of this work:
“edge simplicity”.
We will start by reinterpreting the C field of BFCG theory as a tetrad field,
C ≡ e. This will allow us to note how, on-shell of the 2-Gauss constraint, the BFCG
action bears strong similarities to the KBF action SKBF . We will then discuss the
classical continuum origin of the edge simplicity and the 2-Gauss constraints, and
how edge simplicity is subsumed by, but weaker than, 1-flatness.
We will then move back to the discrete realm, where first we identify the role
that edge simplicity plays when interpreting the BFCG-Yetter partition function
geometrically, and then discuss its interplay with the discrete version of 1-flatness.
These steps will greatly benefit from us focusing the study of the BFCG-Yetter model
on a single four-simplex and, in particular, on its boundary.
4.1 Tetrad field and torsionfreeness in the continuum
One of the main difficulties that 4-dimensional spinfoam models based on a 4-
dimensional BF theory need to face is that they need to extract a (unique) tetrad
field e, hence the associated Levi-Civita connection, from the fundamental bivector
field B. This difficulty percolates down to the coupling of matter to gravity and in
particular to how to couple torsion degrees of freedom (fermions) to the spinfoam
model.
An advantage of the BFCG model, is that it provides, in addition to the bivector
variables, the actual tetrad variables. Indeed, in the Poincare´ BFCG theory the field
C is a R4-valued 1-form and can be directly related with the tetrad field Eaµ:
C ≡ E. (37)
With this interpretation of the C field, one readily sees – via integration by parts of
the C ∧ G ≡ E ∧ dAΣ term in the BFCG action (17) – that this explicitly features
not only the curvature F of A, but also its torsion dAE with respect to the tetrad
field E [92]:
SBFCG =
∫
M4
Trso(4)(B∧F [A])+TrR4(Σ∧dAE)+dTrR4(Σ∧E), (C ≡ E). (38)
With the BFCG action put in this form, it is also manifest that the 2-connection Σ
is nothing else than a Lagrange multiplier enforcing the torsionless condition of A as
much as B is a Lagrange multiplier for its flatness: in absence of torsion,
T [A,E] = dAE ≈ 0, (39)
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one has A = ALC(E) (Levi-Civita) and, neglecting the boundary term, the BFCG
action reduces to
SBFCG
dAE=0≈
∫
M4
Trso(4)(B ∧ R[E]), (40)
where we defined the Riemann curvature 2-form R[E] := F [ALC(E)].
In equation (40), we recognize the continuum analogue of the KBF action (36):
the Riemann curvature corresponds to deficit angles expressed a function of the edge
lengths (discrete metric), whereas the generic bivector field B corresponds to the
independent variable st.
In the next section, we will analyze the discrete quantum model of BFCG theory.
There, we will want to impose the torsionless, or 2-Gauss, constraint on the boundary
states. Since torsion is a 2-form, the torsionless condition naturally translates into
a condition, the “closure condition”, to be imposed at boundary triangles. The
problem is that, as we will show, triangle closures are a priori not well defined
throughout the whole discretization. This is because one needs to parallel transport
one given discrete edge variable to different tetrahedron frames to feature in different
triangle closures.
Imposing the 1-flatness constraint would clearly solve this issue, but would at the
same time completely kill all the connection degrees of freedom (after all we want to
keep at least A = ALC(E) above). The solution to this problem consists in realizing
that, in order to fully impose the 2-Gauss/torsionless constraint at the discrete level,
imposing triangle closures is not enough: edge simplicity is also required.
Although trivial in the continuum, the covariant derivative of the 2-Gauss/torsionless
constraint (39), i.e.
continuum edge simplicity: da(dae) = F [a] ⊲ e ≈ 0, (41)
(as usual e = ι∗E), provides in the discrete picture the condition – independent from
the triangle closures – that makes the latter consistent throughout the discretization.
In fact, in the next section we will discuss how, in the discrete picture, edge simplicity
renders the very notion of edge vector well defined.
Notice that, although we derived it from the 2-Gauss/torsionless constraint, con-
tinuum edge simplicity is automatically satisfied for any flat connection. An impor-
tant part of the present work will consist in explicitly splitting the (discrete) flatness
constraint of the Yetter model into edge simplicity – reinterpreted as part of the
2-Gauss constraint – and a remaining condition. This remaining condition will be
shown to constrain the extrinsic geometry of the four-simplex’ boundary to be the
one associated to an embedding into flat Euclidean space (section 4.6).
4.2 Bulk edge vectors, triangle closures, and edge simplicity
The Yetter model partition function (35) is expressed in the (Hl, Xf) polarization,
corresponding to the continuum pure-connection polarization (A,Σ) (32). The delta
functions make explicit the fact that one is integrating over 1- and 2-flat configura-
tions. However, the invariance of both the measure and the integrand of (35) under
1- and 2-gauge transformations21 implies that (35) is also invariant under these sym-
21From the formulas we provided, this can be easily checked in the continuum. In the discrete, the same holds
true, even though we restrain from providing explicit expressions for the off-shell action of these symmetries in
17
metries – which are thus imposed through a group-averaging mechanism in analogy
with what we discussed for 3d BF theory.
To make contact with the discussion of the previous section, and thus move the
emphasis on the tetrad field C ≡ E and torsionfreeness rather than 2-flatness, one can
perform a Fourier transform on the discrete 2-holonomies Xf ∈ R4 to dual variables
Le ∈ R4, e ∈ ∆4 [93]. This dualization is suggested by applying a Fourier transform
to the 2-flatness conditions (recall that e = b∗ and vice versa, thus Le ≡ Lb)
δR4
( ∑
f :f∈∂b
ǫ(f |b)X ′f (n)
)
=
1
(2π)4
∫
R4
d4Lb exp
(
i Lb ·
∑
f :f∈∂b
ǫ(f |b)X ′f
)
, (42)
and the subsequent re-expression of the BFCG-Yetter partition function (35) solely
in terms of the Lb variables, after integration of the Xf :
ZY (∆4) =
∫
DHlDLb
∏
f∈∆∗
4
δSO(4)
(←−−∏
l:l∈∂f
H
ǫ(l|f)
l
) ∏
f∈∆∗
4
δR4
(∑
b:f∈∂b
ǫ(f |b)L′b
)
. (43)
Notice that Lb ≡ Le is a four-vector associated to an edge, and that – by dualizing the
labels – the second delta function in (43) implements nothing else than the triangle
closure, ∑
e:e∈t
ǫ(e|t)L′e = 0. (44)
As discussed in the previous section, this corresponds to the torsionless condition
dAE = 0 discretized over triangles as soon as we identify the edge vector with the
smeared tetrad field,
Le =
∫
e
E. (45)
Also, we stress that (44) hides in the primed notation the presence of H-parallel
transports of the L variables.
Notice that the Fourier transform performed here between the X and L variables
parallels the integration by parts used to put the BFCG action in the form (38). In
particular, both procedures make explicit the torsionless condition. In the discrete
picture this is simply the set of triangle closures.
Two remarks are in order at this point. First, the presence of these parallel
transports, and their involved dependence on the variables Hf , is what prevents
one to successfully apply the SO(4) recoupling theory to (43) and obtain a state
sum amplitude in analogy with the first derivation of the Ponzano-Regge model in
section 2. This is not particularly bad news, though: for the use of SO(4) recoupling
theory would lead to SO(4) representation labels for the corresponding state sum
model, which profoundly differ from the representation labels of the Poincare´ 2-group
featured in KBF.22
Second, and even more importantly, it turns out that the triangle closure con-
straints heavily depend on the parallel transport conventions one chooses. Of course,
the discrete bulk for we will not need them. However, we will need and thus provide explicit formulas for the
action of the symmetries on the corresponding boundary variables.
22We also notice that both these sets of labels differ from the representation labels of the Poincare´ group
P = SO(4)⋉ R4 which would appear if we were discretizing the BFCG action as we would discretize a standard
BF theory with the standard Poincare´ group P as a gauge group (cf. discussion at the end of section 5.3).
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cell dim 0 1 2 3
Γ∗ = ∂σ = ∆3 vertex v edge e triangle t tetrahedron τ
Γ = (∂σ)∗ = ∆∗3 bubble b face f link l node n
cell codim 3 2 1 0
Table 4: We recall the notation employed to denoted cells in a 3-complex, table 1, while special-
izing to Γ, the 3-complex dual to the boundary of a 4-simplex σ.
on-shell of 1-flatness, this dependence on conventions disappears. However, we want
to interpret triangle closures as torsionless conditions to be implemented indepen-
dently of 1-flatness (see the discussion around (40)). As anticipated in the previous
section, the source of the problem is that at the discrete level torsionfreeness is not
fully captured by triangle closure conditions: the latter must be complemented with
edge simplicity conditions. These ensure that an edge vector is stabilized by the
holonomy around it, which in turn means that the edge vector can be consistently
parallel transport to all the tetrahedron reference frame around it – a procedure
necessary to write down all the triangle closures.
Incidentally, as the discussion around equation (39) shows, imposing the edge
simplicity constraints also provides a definition of discrete Levi-Civita connection.
Notice that this observation strongly suggests that edge simplicity is a restriction on
the 1-connection Hl rather than on the edge vectors
23 Ee. It is then important to
identify the remaining freedom present in Hl to properly write down the geometric
1-flatness condition and thus impose it in terms of δ-functions over unconstrained
variables. This step is crucial because Fourier transforming these last δ-functions we
will find the phase factors that define the KBF model.
The execution of this program is somewhat easier if we focus on the amplitude of
a single 4-simplex. The full partition function can then be re-obtained by “gluing”
the various 4-simplex amplitudes, i.e. by appropriately identifying and integrating
over the boundary data of neighbouring 4-simplices.
4.3 BFCG-Yetter model with boundaries
We restrict now our attention to a single four-simplex σ, and its boundary 3-complex
Γ = (∂σ)∗, see table 4. Generalizing what happens in 3d BF theory with boundaries,
we notice that the boundary link l and the boundary f “close” the bulk face f(l) ∈ σ∗
and the bulk bubble b(f) ∈ σ∗ which intersect the boundary of σ. Thus, to the links
and faces of Γ, we attach the variables hl and xf , respectively.
These variables allow us to define the amplitude kernel ZY (σ|hl, xf): it is the
BFCG-Yetter amplitude of σ where the dual bulk faces and bubbles that intersect
the boundary (all of them in the 4-simplex case) are completed with the boundary
23 To the reader accustomed to LQG this result might be surprising, since the closely related LQG triangle
closure conditions give restrictions on the fluxes rather than on the connection.
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data we just introduced, i.e. hl and xf respectively – over which we do not integrate
24.
Z(σ|hl, xf ) =
∫
DHlDXf
∏
f :f∈σ∗
δSO(4)
(
hl=f∩Γ
←−∏
l:l∈f∩σ˚∗
H
ǫ(l|f)
l
)
×
×
∏
b:b∈σ∗
δR4
(
x′f=b∩Γ +
∑
f :f∈b∩σ˚∗
ǫ(f |b)X ′f
)
(46)
Finally, integrating this amplitude kernel against a boundary wave-function ΨΓ(hl, xf),
we obtained the boundary amplitude
ZY (σ|ΨΓ) =
∫
DhlDxf ZY (σ|hl, xf )ΨΓ(hl, xf) , (47)
see section A for the details. In analogy with the 3d BF result (43), one finds that
integrating out the bulk data Hl and Xf , the bulk amplitude imposes the 1- and
2-flatness constraints on the boundary 1- and 2-connections:
ZY (σ|ΨΓ) =
∫
DhlDxf
∏
f∈Γ
δSO(4)
(←−∏
l∈∂f
h
ǫ(l|f)
l
)∏
b∈Γ
δR4
(∑
f∈∂b
ǫ(f |b)x′f
)
ΨΓ(hl, xf).
(48)
Before proceeding with the dualization of the 2-connection data, a few comments
are in order:
• In general, some of the bulk delta functions defining the kernel (47) are redun-
dant, and integrating out the bulk variables produces spurious divergences. In
analogy with 3d BF theory [29, 35, 36, 73], these divergences also correspond to
the bulk 1- and 2-shift symmetries and should be gauge-fixed through a Faddeev-
Popov procedure. This is detailed for the KBF model in [22]. In the present
case of a single 4-simplex, as shown in appendix A, no redundant delta functions
appear (this is because the bulk triangulation contains no bulk vertices and no
bulk edges) and the answer is automatically finite. To keep the notation lighter,
in the following we will not explicitly indicate which delta functions appear in
the amplitude.
• In integrating out the bulk variables, and solving for the bulk delta functions,
one actually obtains only 6 boundary-face delta functions on the hl – instead of
10, – and only 4 boundary-bubble delta functions on the xf – instead of 5, see
appendix A. These are enough to deduce the complete 1- and 2-flatness of the
boundary data. In equation (48), we leave this fact understood.
• Whereas the boundary data of a 4d BF or LQG amplitude is labelled by a
2-complex, in the BFCG-Yetter model, the boundary data is labelled by the
(dual) 3 -complex Γ. Dualizing, we see that the 3-complex contains enough
information to reconstruct not only the edges of the boundary triangulation
(dual to faces of Γ), but also its vertices (dual to the bubbles of Γ). As we will
see in section 5.2.3, the boundary 1- and 2-flatness constraints, encoded in the
boundary delta functions of (48) generate translations of the boundary edges
and vertices, respectively. This is a crucial advantage of this formulation, since
it makes a full implementation of (discrete) diffeomorphism symmetry possible.
24For simplicity, we have assumed that the boundary link l has the same orientation as the corresponding bulk
face f(l) (i.e. the bulk face such that l = f(l) ∩ Γ, and similarly for the boundary face f and bulk bubble b(f).
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• In (48), the boundary 1- and 2-flatness constraints are explicitly imposed via
delta functions. They correspond to the last two equations of (29). In complete
analogy with the 3d BF case, equation (48) imposes the 1- and 2-Gauss con-
straints (i.e. the first two equations of (29)) on Ψ via group averaging. This is a
consequence of the invariance of both the integration kernel and the integration
measures under 1- and 2-Lorentz transformations of the boundary variables.
This last point can be made manifest through a Fourier-transformation of the R4
delta functions. This mimics what done in (43), with the difference that now only
the boundary data is involved. Thus, writing
δR4
(∑
f∈∂b
ǫ(f |b)x′f
)
=
1
(2π)4
∫
R4
d4vb exp
(
i vb ·
∑
f∈∂b
ǫ(f |b)x′f
)
, (49)
and defining the Fourier transformed Ψ˜ through
ΨΓ(hl, xf ) =:
∫
Dℓf e
i
∑
f ℓf ·xf .Ψ˜Γ(hl, ℓf), (50)
we can now integrate out the xf variables explicitly from (48), and hence obtain –
instead of the 2-flatness constraints – the following product of delta functions:∏
f∈Γ
δR4
(
ℓf − (v′b=t(f) − v′b=s(f))
)
≡
∏
e∈∂σ
δR4
(
ℓe − (v′v=t(e) − v′v=s(e))
)
. (51)
Primes, as usual by this point, denote the need of appropriate parallel transporta-
tions of the primed variables through the action of a combination of hl’s. Here, they
descend from the primes in (49), through the SO(4) invariance of the R4 inner prod-
uct: v · (h⊲x) = (h−1 ⊲v) ·x. On the right-hand-side of (51), we have simply dualized
all sets of labels from denoting cells in Γ = (∂σ)∗ to denoting cells in ∂σ. The dual-
ization of the labels allows us to easily decode the geometrical meaning of the above
expressions (at least on-shell of 1-flatness where the primes can be safely ignored),
and see that the vv ∈ R4 denotes the position of the vertex v of the four-simplex σ
within R4, while ℓe ∈ R4 denotes the corresponding edge vector.
As a last step towards the rewriting of the BFCG-Yetter boundary amplitude in
a way that makes the 2-Gauss constraints manifest, we integrate out the v variables
which, at this point, only appear inside the delta functions (51). This integration,
results in a series of triangle closure constraints for the edge vectors ℓe around the
triangles t ≡ l∗: ∏
t
δR4
(∑
e:e⊂t
ǫ(e|t)ℓ′e
)
. (52)
Once again, this procedure does not lead to 10, but only 6 such delta functions.
On-shell of 1-flatness, which is imposed in (48) by the first series of delta functions,
these six closure are enough to deduce the other four25.
This leads us to write the BFCG-Yetter boundary amplitude formula in the form
ZY (σ|Ψ˜Γ) =
∫
DhlDℓe
∏
f∈Γ
δSO(4)
(←−−∏
l:l∈∂f
h
ǫ(l|f)
l
) ∏
t:t∈∂σ
δR4
(∑
e:e∈t
ǫ(e|t)ℓ′e
)
Ψ˜Γ(hl, ℓe).
(53)
25However, off-shell of the flatness constraint, it is possible to deduce the 4 missing triangle closures only in a
form, which involves an unwanted amount of parallel transports.
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Henceforth, we take this formula as the definition of the BFCG-Yetter amplitude
for a boundary wave function Ψ˜Γ(hl, ℓe) with arguments the discrete 1-connection
hl ∈ SO(4) and edge vectors ℓe ∈ R4. In particular, we have to provide a precise
definition for the parallel transport convention of the edge vectors – a definition
that must be compatible with the 1- and 2-gauge symmetry of the problem. This
choice is relevant only off-shell of the 1-flatness constraint, where different choices
lead to distinct definitions – not necessarily off-shell equivalent to that obtained by
integrating out the bulk variables.
For now, we observe that the triangle closures appearing in the delta-functions
correspond to a direct discretization on 2-dimensional objects (triangles) of the 2-
Gauss, or torsionfreeness, constraint (39). However, in a more general setup where
the flatness constraint is not implemented, triangle closures will not be enough to
fully implement the discrete 2-Gauss constraints: edge simplicity will be required.
In the next section, without entering into the details of choosing a convention for the
parallel transports, we will focus on general considerations that will take us directly
to the introduction of the edge simplicity constraints.
4.4 Boundary edge simplicity
As we have already noticed, (53) features two classes of boundary variables. First,
there are the four-vectors ℓf ∈ R4. They are associated to the faces of Γ, that is to
the edges in the boundary triangulation of the 4-simplex σ (see Table 4). A given
edge vector is necessarily defined with respect to an (orthonormal) frame. As we
saw, each tetrahedron in the boundary triangulation is equipped with such a frame.
Now, changes in such frames when going from one tetrahedron to the neighbouring
one is described by the parallel transports hl ∈ SO(4). Indeed, the group elements hl
are associated to the links in the boundary dual complex Γ, and hence to triangles in
the boundary triangulation. They connect two tetrahedral orthonormal frames, and
provide the change in this frame when going from one tetrahedron to a neighbouring
one across the unique triangle they share.
Thus, to make the boundary data well defined, we must (i) choose for each edge e
a tetrahedron providing the frame in which the edge vector is expressed. Reasonably,
this tetrahedron should be sharing the given edge. Of course, to express the triangle
closures, we will need to eventually parallel transport a given edge vector to all three
tetrahedra, that share this edge. Therefore, we must also (ii) fix a prescription for
the path defining this parallel transport. Again, for simplicity, we can demand that
this path goes only through the three tetrahedra that share the edge e. Still, we are
left with two choices: namely between the clockwise or anticlockwise path around e.
The two resulting edge vectors will then differ by the action of the holonomy around
the given edge, i.e.
he∗ ≡
←−∏
l:l∈∂f
for f=e∗
h
ǫ(l|f)
l . (54)
Clearly, the choice of these paths is irrelevant on-shell of the 1-flatness constraints.
However, in the following sections it will become clear that we need an expression for
the triangle closure constraints that is unambiguous also in the presence of curvature.
Indeed, this will be required not only to rewrite the partition function (53) in terms
of 2-group representation data and thus prove the relationship between the BFCG-
Yetter and the KBF models, but also to construct a boundary Hilbert space for
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the states Ψ’s that supports curvature excitations while still having the 1-Lorentz
invariance and triangle closures both implemented.
To solve these problems it is enough to impose a constraint that ensures that the
choice for the parallel transport described above does not matter. This constraint
demands that the holonomy he around an edge e (with starting point in an adjacent
tetrahedron to e) stabilizes the associated edge vector ℓe = ℓf∗ (given in the frame
of the same adjacent tetrahedron):
edge simplicity: he∗ ⊲ ℓe = ℓe. (55)
This condition is known as edge simplicity [57–59].
Edge simplicity can be interpreted in several ways. Firstly, it can be interpreted as
the minimal part of the flatness constraint necessary to make the edge vectors and the
triangle closures well defined independently of a choice of parallel transport [58,115].
Secondly, and in line with our introduction of these constraints in the continuum
(4.1), edge simplicity can also be understood as the condition the discrete connection
hl has to satisfy in order to be Levi-Civita [57,85]. A connection is Levi-Civita if and
only if it is metric and torsion free: in this sense edge simplicity can be understood
also as a component of the discrete 2-Gauss constraint (torsionfreeness, see discussion
before (41)).
In a 4d triangulation, the discrete Levi-Civita requirement is that the holonomy
around a triangle leaves the plane of this triangle point-wise invariant. Here we
work with the boundary triangulation which is three-dimensional, and therefore we
consider holonomies that leave edges invariant, rather than planes. However, notice
that these edge vectors are R4 vectors and that an SO(4) rotation that leaves a 4-
vector invariant necessarily leaves a whole plane (on which this 4-vector lies) point-
wise invariant too26. We can interpret this plane to be the one given by the 4d
triangle obtained by linking the boundary edge e to the center of the 4-simplex σ. It
is thus sufficient to impose equation (55) on the SO(4) holonomies in order to ensure
the 4d Levi-Civita condition.
To conclude, let us mention that the name “edge simplicity” arose in the context
of the Hamiltonian analysis of the “simplicity constraints” that reduce the phase
space of 4d BF theory to that of Palatini-Plebanski gravity, by demanding that the
BF bivector B 2-form is of the so-called “simple” kind, that is B = ⋆E ∧E for some
vector 1-formE (see discussion in the conclusion section 7). More specifically, one can
show that the edge simplicity constraints represent a discretization of the secondary
simplicity constraints that arise for the connection variables [57]. Consistently, in
the next section we will show that the simplicity constraint (55) are indeed partially
fixing the holonomy variables.
4.5 From edge simplicity to discrete Levi-Civita holonomies
Here we are going to show that the edge simplicity constraints restrict the holonomy
variables he∗ to one free parameter per link
27. To this end, denoting by τ the tetra-
hedra in ∂σ, we assume that: (i) the ℓe[τ ]’s are given to us; (ii) they are related to
26The reason is that the eigenvalues for an SO(4) rotation come in complex conjugated pairs. More geometri-
cally, think of a SO(4)-rotation that leaves the “time” vector (1,0,0,0) invariant: it reduces to an SO(3) rotation
of the “spacelike” hyperplane, and any such 3d rotation has a fixed vector.
27The discussion of this section can be easily generalized to arbitrary boundary triangulations ∆3, more general
than ∆3 = ∂σ.
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each other by ℓe[τ
′] = hl=t∗ ⊲ ℓe[τ ] where t = ∂τ1 ∩ ∂τ2 is the triangle shared by two
neighbouring tetrahedra sharing the edge e, i.e. e ∈ ∂t; (iii) the ℓe[τ ]’s satisfy the
triangle closure conditions at each τ and therefore define a geometric tetrahedron in
that frame; (iv) the five tetrahedra so defined are nondegenerate and therefore define
(up to a sign) a unit normal vector nτ [τ ] ∈ R4. This vector is uniquely defined once
a topological orientation for ∂σ is chosen. We assume this choice has been made and
nτ [τ ] is positively oriented. Hereafter, we will consistently denote in square brackets
the reference frame in which a quantity is defined.
The first, crucial, step is to notice that condition (ii) is consistent precisely thanks
to the edge simplicity constraints. As a second step, we decompose ht∗ into a part
which is fully fixed by its parallel transport properties, and a part that contains the
remaining freedom present in ht∗ . For his purpose, consider a triangle t, and in it a
pair of edges e1 and e2 (which pair of edges is chosen will not matter, thanks to the
triangle closure constraint). Also, denote by τ ′ and τ the two tetrahedra that share
t. The edge vectors of e1 and e2 must then be related by
ℓe1 [τ
′] = ht∗ ⊲ ℓe1[τ ] and ℓe2[τ
′] = ht∗ ⊲ ℓe2 [τ ]. (56)
This fact, together with (iv) above, allows us to decompose ht into two SO(4) ele-
ments:
ht∗ = Bt∗Rt∗ , (57)
where Rt∗ = Rt∗(ℓ[τ ], ℓ[τ ′], nτ , nτ ′) is uniquely defined by the condition that it must
properly transport the triangle t as well as the tetrahedron normal28 n:
ℓe1[τ
′] = Rt∗ ⊲ ℓe1 [τ ], ℓe2[τ ′] = Rt∗ ⊲ ℓe2 [τ ], and nτ ′ [τ ′] = Rt∗ ⊲ nτ [τ ]. (58)
The third and last step consists in constraining the form of the “boost” part Bt∗
of ht∗ . As ht∗ satisfies (56) and Rt∗ satisfies (58), Bt∗ = ht∗R−1t∗ must pointwise
stabilize the triangle t in the frame of τ ′:
ℓe1[τ
′] = Bt∗ ⊲ ℓe2 [τ ′] and ℓe2[τ ′] = Bt∗ ⊲ ℓe2[τ ′]. (59)
Now, an SO(4) rotation that stabilizes two linearly independent four-vectors is nec-
essarily a simple rotation that rotates the plane normal to that t by a free angle θt.
Using the explicit value of the generators Jab as given in (19), we have
Bt∗ = exp
(
θt
⋆(ℓe1[τ
′] ∧ ℓe2[τ ′]) · J
2At
)
, (60)
where ⋆ is a dualization of the internal indices, i.e. ⋆(ℓ ∧ ℓ′)ab := 1
2
ǫabcdℓ[c ℓ
′
d], and
thus ⋆(ℓ ∧ ℓ′) · J = 1
4
ǫabcdℓ[c ℓ
′
d]Jab.
Hence, we conclude that on-shell of the edge simplicity constraint, bt∗—and there-
fore ht∗—has a single free parameter θt corresponding to the U(1) stabilizer group of
the edge vectors spanning the triangle t.
To understand this angle from a geometrical perspective, it is enough to notice
that nτ [τ ] lies in the plane orthogonal to ℓe1[τ ] and ℓe2[τ ]. Hence, from the above
28That this rotation exists and is unique, can be most easily seen by working in “time gauge” i.e. by appending
to it two SO(4) rotations gτ and gτ ′ that take nτ [τ ] and nτ ′[τ
′] onto (1, 0, 0, 0). Then one reduces the problem
to a 3d problem, whose solution is evident.
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discussion, we see that Bt∗ rotates nτ ′[τ ′] by the angle θt in the plane orthogonal
to ℓe1[τ ] and ℓe2[τ ]. This means, in turn, that ht∗ rotates the tetrahedron 4-normal
nτ [τ ] by an angle θt∗ with respect to nτ ′[τ
′] in the same plane, since
nτ [τ
′] := ht ⊲ nτ [τ ] = (Bt∗Rt∗) ⊲ nτ [τ ] = Bt∗ ⊲ nτ ′ [τ ′] (61)
Now, since the (cosine of the) exterior dihedral angle between two tetrahedra
in the boundary of a four-simplex is given by the inner product between the two
normals, expressed in the same reference frame, the above discussion leads us to
nτ ′ [τ
′] · nτ [τ ′] = nτ ′ [τ ′] · (Bt∗ ⊲ nτ ′ [τ ′]) = cos θt, (62)
from which we conclude that: after the complete imposition of the discrete 2-Gauss
constraint in the form of triangle closures and edge simplicity constraints, the holonomies
hl=t∗ are said to be Levi-Civita and they feature only one free parameter each; this
parameter, denoted θt, has the geometric interpretation of the exterior dihedral angle
between the tetrahedra τ and τ ′ hinging at the triangle t.
4.6 1-flatness for Levi-Civita holonomies
In the previous sections, we showed that full implementation on ∂σ of the discrete 2-
Gauss constraint – as encoded in both triangle closures and edge simplicity – leads us
to consider 5 geometric tetrahedra defined by the edge vectors ℓe[τ ] whose reference
frames are related by holonomies
hl=t∗ = exp
(
θt
⋆(ℓe1[τ
′] ∧ ℓe2[τ ′]) · J
2At
)
Rt∗ , (63)
with only one free parameter, the 4d exterior dihedral angle θt (recall that Rt∗ is
fully determined by the set of ℓe[τ ], cf. equations (57), (58), and (60)).
Thus, we can interpret ∂σ as a discrete three-dimensional hypersurface whose
intrinsic geometry (induced metric) is fully determined by the assignment of the
edge vectors ℓe[τ ] and whose extrinsic geometry (extrinsic curvature) is encoded in
the exterior dihedral angle θt.
Clearly, if we knew that the embedding space for ∂σ was flat, a discrete ana-
logue of the Gauss-Codazzi equation would tie the extrinsic and intrinsic geometry
together. In other words, knowing that ∂σ is embedded in flat 4-space, allows us
to compute all its intrinsic and extrinsic properties from its edge-lengths only: e.g.
knowledge of a flat embedding allows us to determine the exterior 4d dihedral angles
θt = Θt({ℓe[τ ]}) in terms of the 3d interior dihedral angles φe[τ ] = φe[τ ]({ℓe′[τ ]})
intrinsic to ∂σ, and vice versa, according to the well-known formulas29
cosΘkl = −ǫcos φkl[i]− cos φki[l] cosφli[k]
sinφki[l] sinφli[k]
,
cosφkl[i] = −ǫcosΘkl − cosΘik cosΘil
sinΘik sinΘil
,
(64)
29These formulas follow from the spherical law of cosines obtained by drawing a unit sphere around one of the
vertices of the simplex under consideration. For a proof and discussion of further implications we refer the reader
to e.g. [23, 48, 60].
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where we have labelled the tetrahedra of the 4-simplex by i, j, · · · ∈ {1, 2, . . . , 5} and
denoted: by Θkl the exterior 4d dihedral angle between the tetrahedra k and l, and
by φkl[i] the internal 3d dihedral angle in i between the triangles that i shares with
k and l. Also, we have introduced a sign ǫ = ±1 corresponding to a global choice of
orientation that is not fixed by the relations between the angles.
This is precisely the role of the 1-flatness constraint: it tells us that 4d space is
flat, and that – on-shell of it – the 4d dihedral angles θt are hence fully determined
to be the geometric dihedral angles Θt({ℓe[τ ]}) as in (64).
5 Boundary states: from spin-network to G-network functions
As recalled in section 2, given a boundary state ΨΓ of 3d BF theory, its associated
amplitude is given by
ZBF (τ |ΨΓ) =
∫
Dhl ZBF (τ |hl)ΨΓ(hl).. (65)
There we also recalled that any ΨΓ that satisfies the Gauss constraint, i.e. any ΨΓ
that is Lorentz invariant,30 can be decomposed via Peter-Weyl theorem onto the
spin-network basis. This basis is labelled by irreducibile representations of SU(2)
(spin jl ∈ 12N) associated to its links, and by SU(2)-invariant tensors (intertwiners)
implementing the Gauss constraint associated to its nodes [109]. Using this decom-
position, the amplitude (65) is readily mapped onto the Ponzano-Regge amplitude
(13):
ZBF (ΨΓ) =
∑
{je}
µje{6je}Ψ˜Γ(je). (66)
Notice that geometrically the spins represent the lengths of the boundary edges
dual to the spin-network’s links, and that the 3-valent intertwiners associated to the
tetrahedral spin-network are unique. In this sense, the spin-network basis can be
interpreted as a basis of 2d discrete quantum geometries.
We would like to generalize this chain of results to the four-dimensional case:
mapping BFCG-Yetter onto KBF amplitudes. The BFCG-Yetter amplitude of a
boundary state Ψ˜Γ is given in this case by
ZY (σ|Ψ˜Γ) =
∫
DhlDℓf
∏
f∈Γ
δSO(4)
(←−−∏
l:l∈∂f
h
ǫ(l|f)
l
) ∏
t:t∈∂σ
δR4
(∑
e:e∈t
ǫ(e|t)ℓ′e
)
Ψ˜Γ(hl, ℓe).
(67)
It is natural to conjecture that using a generalization of the Peter-Weyl theorem for
2-groups to decompose Ψ˜Γ onto 2-representations and imposing the 1- and 2-Gauss
constraints would give us the sought relation between the BFCG-Yetter and the
KBF amplitudes. However, to our knowledge there is no analogue of the Peter-Weyl
theorem for 2-groups. For this reason, we will follow a different route: we will first
impose discrete versions of the 1- and 2-Gauss constraints studied in the previous
sections on Ψ˜Γ and hence follow the quantum-geometric intuition they provide to
rewrite the BFCG-Yetter amplitude in a way that manifestly matches the KBF
30i.e. ΨΓ(g
−1
t(l)hlgs(l)) = ΨΓ(hl) with t(l) and s(l) being respectively the target and the source nodes of the link
l.
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amplitude. This geometric route is available also in 3d BF theory, and will be briefly
reviewed in the next subsection.
In the case of the BFCG-Yetter theory, we will find that all boundary states that
satisfy our proposed discrete version of the 1- and 2-Gauss constraints – i.e. 1-Lorentz
invariance at each tetrahedron together with triangle closures and edge simplicity –
can be expanded on a basis of states labeled by edge lengths le := |ℓe| ∈ R+ and
integers sf ∈ Z. These labels match the labels proper of the theory of irreducible 2-
representations of the Poincare´ 2-group [14, 23]. However, our result will be derived
from purely geometrical considerations, and not algebraically from an (unknown)
generalization of the Peter-Weyl theorem to functions of 2-group elements. Hence,
we refer to our proposed basis of boundary states as G-networks31 – the letter G
standing for “Gauss”.
We will also show that, dually, G-networks can be understood as a basis of the
space of functions ΨΓ(hℓ, xf ) that are 1- and 2-Lorentz invariant, cf. (50).
5.1 Spin networks for 3d BF theory from discrete 3d geometries
Before discussing the BFCG case, let us recall how in 3d BF theory one can charac-
terize the boundary states from the discrete geometry picture.
Recall that here Γ is the dual of a discretization of the 2d boundary. The details
of the discretization have been discussed most recently in [63].
Upon discretization, one associates to each edge of Γ the phase space T∗SU(2) ∼=
SU(2)×su∗(2) ∋ (hl, yl). In particular, the holonomy hl is associated to the (oriented)
links l ∈ Γ, and the flux yl ≡ y(s)e is associated to the source node of l = e∗, i.e.
n = s(l). To the target node, n = t(l) one associates the parallel transported flux
y
(t)
e ≡ −hlyeh−1l . The fluxes y(s)e , y(t)e ∈ su∗(2) ∼= R3 geometrically represent the
(oriented) 3d edge vector associated to the edge e = l∗ (recall that we are in 2d, see
table 2).32
In this discrete geometry picture, the discretization of the constraints is straight-
forward. The Gauss (or torsionfreeness) constraint is imposed at each node n ∈ Γ,
whereas the flatness constraint is imposed at each face f ∈ Γ,
T = 0 Gn =
∑
l:n∈∂l
y
ǫ(n|l)
l = 0, F = 0 Ff =
∏
li∈∂f
hli − 1SU(2) = 0, (68)
where ǫ(n|l) is either s(l) or t(l) and keeps track of the orientation of the link.
Notice that T∗SU(2) is equipped with a canonical symplectic structure. With re-
spect to this symplectic structure, the discretized Gauss and flatness constraints are
first class and reflect their continuum algebra. The Gauss and flatness constraints
generate Lorentz transformations at the nodes and translations of the vertices re-
spectively. In this sense, it is natural to see the flatness constraints as implementing
the diffeomorphism symmetry, see (4) and the related discussion.
As stated above, we want to study the space of states that satisfy the Gauss
31As opposed to 2-spin-networks, a name that we feel bring back an association to the Peter-Weyl theorem.
32Here we have implicitly identified su∗(2) with su(2) via the Killing form. Using a matricial representation
we have represented the natural (co)adjoint action in terms of matrix conjugation. Identifying su∗(2) ∼= R3, the
coadjoint action translates into a 3d rotation.
27
constraint, but not necessarily the flatness constraint.33 Rather than following the
usual Peter-Weyl route, let us consider the geometrical picture.
The 2-complex Γ is dual to a 2d (boundary) triangulation, i.e. Γ = ∆∗2 = (∂∆3)
∗.
The edge vectors of ∆2 are given by the ye. For the edge vectors to form triangles, we
need to impose a constraint asking their (oriented) sum at each node to vanish. This
is nothing else than the Gauss constraint Gn (68). Moreover, each node/triangle has
its own reference frame, and it is the role of the holonomy hl to perform the parallel
transport between such reference frames, and specifically from the node n = s(l)
to n′ = t(l). The action of these parallel transports allows to fully reconstruct
the triangulation ∆2. Notice that the flatness constraints then encode the vertex-
translation invariance (diffeomorphism symmetry) and specify the dynamics. In
particular it can be found to fix the extrinsic geometry of ∆2 = ∂∆3 in ∆3 understood
as a (discrete) Euclidean flat space.
Let us formalize this construction. Choosing the connection polarization for the
boundary state, we obtain the Hilbert space
L2
(⊗
l
SU(2)
)
∋ ΨΓ(hl). (69)
On this Hilbert space, the matrix elements (hlo)
A
B of the lo-holonomies act as mul-
tiplication operators. The fluxes y
(s)
eo (resp. y
(t)
eo ) act instead as left-invariant Lie
derivatives i(Llo)
a on the (lo = e
∗
o)-th argument (resps. as right-invariant Lie deriva-
tive):
(Llo)
aΨΓ(hl) :=
d
dt |t=0
ΨΓ(hl 6=lo , hloe
tJa), (70)
where {Ja}a=1,2,3 are the generators of su(2). Then, the Gauss constraint acts as (for
notational simplicity we assume all the links at the node n to be outgoing):34
(Gn)a ΨΓ(hl) = i
(∑
l:n∈∂l
Lal
)
ΨΓ(hl) (71)
Since from (70) it follows that the Gauss constraints implements Lorentz invariance
at the nodes, we see that implementing it means that we have to retain only the
Lorentz invariant information encoded in the edge data ye ∈ su(2) ∼= R3: this is the
edge lengths le =
√
ye · ye. Since l2e is the quadratic Casimir of su(2), we see that
the spectrum of the le – labelling a basis of the ΨΓ satisfying the Gauss constraints
– is indexed by the irreducible representations of SU(2), je ∈ 12N. Notice that a
triangulation where only the edge-lengths are specified has the same input data as
in Regge calculus, of which the Ponzano-Regge model constitutes a quantization (in
3d). For a detailed discussion on the reduction of the dynamics of 3d LQG to Regge
calculus, see [33].
Let us now extend this construction to the 4d case.
33These states can be expanded on the spin-network basis, and are said to be “kinematical” – this nomenclature
is inherited from 4d quantum gravity, where the flatness constrained is replaced by a more involved Hamiltonian
constraint, while the Gauss constraint is left untouched. For a discussion of the dual choice in 3d gravity, see [63].
34For completeness, we report also the action of the flatness constraint,
(Ff )AB ΨΓ(hl) =
((∏
l:l∈∂f
hl
)
AB
− δAB
)
ΨΓ(hl).
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Figure 1: {1, 2, 3, 4, 5} are the vertices of the 4-simplex σ, joined by black lines corresponding
to the edge of the 4-simplex. In red, we represented the dual boundary graph Γ = (∂σ)∗.
5.2 G-networks for the BFCG-Yetter model from discrete 4d geometries
In this section we will develop a discretized phase space for the boundary data of the
BFCG-Yetter model with the Poincare´ gauge 2-group. In particular we will translate
the geometric constructions of the previous sections – that is triangle closures, edge
simplicity, 1-flatness, etc. – into the language of constraints on the phase space and
their quantization in a Schro¨dinger representation. We will keep focusing on the case
of a single 4-simplex, which we will analyze in great detail.
Of particular interest will be the edge-simplicity constraint, which is key to relate
the BFCG-Yetter theory to the KBF state sum, but also the 2-flatness constraints,
which we will interpret as a combined diffeomorphism and Hamiltonian constraint
at the light of the fact that its action generates 4d translations of the vertices in the
triangulation.
5.2.1 The boundary of a 4-simplex: conventions and notation
The boundary of the 4-simplex σ is a discretization of the three-sphere S3 into 5
tetrahedra, each pair of which shares one triangular face. We label the 5 vertices
v of the four simplex by i, j, · · · ∈ {1, 2, . . . , 5}, so that its 10 edges are labeled by
pairs e ∈ {[ ij ]}, its 10 triangles by triples t ∈ {[ ijk ]}, and its 5 tetrahedra by
quadruplets τ ∈ {[ ijkl ]}.
We similarly label the Poincare´ dual of the 4-simplex. Its 5 dual nodes n are
labeled by i, j, · · · ∈ {1, 2, . . . , 5} and correspond to the boundary tetrahedra which
do not contain the barred version of the i label (e.g. 1 ↔ [2345]); similarly, the
10 dual links corresponding to the boundary triangles are l ∈ {[ij]}, the 10 dual
faces corresponding to the boundary edges are f ∈ {[ijk]}, and finally the 5 dual
“bubbles” (3-cells) corresponding to the boundary vertices of the four simplex are
b ∈ {[ijkl]}. See figure 1 and table 4.
For convenience, when there is no risk of confusion, we will sometimes label cells
in the 4-simplex (resp. of its dual) with the dual label (resp. with the direct label).
Next we introduce (boundary) variables hl and xf . For each dual link l = [ji]
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with i < j we associate a group element hji ∈ SO(4) which represents the parallel
transports from i to j (composition is from the right to the left). We furthermore
define hij := h
−1
ji . Likewise, for each dual face f = [kji], with i < j < k we introduce
xkji ∈ R4. This variable xkji ∈ R4 represents the 2-parallel transport from the link
[ji] to [jk] ◦ [ki]. See figure 2.
i j
k
Figure 2: The thin and double-lined arrows graphically represent the definition of the 1- and
2-holonomy hji and xijk respectively.
We furthermore specify the node i as the root for xkji, that is we take xkji to be
defined in the reference system of the smallest label i. For the 2-holonomies xkji there
are two kind of inverses, a horizontal and a vertical one. The vertical inverse ⊖V
describes the 2-parallel transport from [jk] ◦ [ki] to [ji], with root i. The horizontal
inverse ⊖H describes the 2-parallel transport from [ij] to [ik] ◦ [kj], with root j. We
have (see figures 3 and 4):
⊖V xkji ≡ −xkji and ⊖H xkji ≡ −(hji ⊲ xkji). (72)
For the definition of the 2-flatness constraint, we will also need a prescription of
how to change the reference system to one of the other nodes in the dual face [kji]
(“whiskering”). Here we use the action of SO(4) on R4, and with xkji ≡ xkji[i] we
define
xkji[j] = hji ⊲ xkji[i] and xkji[k] = hki ⊲ xkji[i]. (73)
5.2.2 The discretized BFCG phase space
As discussed in section 3.1.2, from the BFCG action (17) we can read off that the pull-
back of the 1-connection a is canonically conjugate to the pull-back of the bivector
field b, and that the pull-back of the 2-connection σ is canonically conjugate to the
pull-back of the tetrad field c ≡ e. That is, before imposition of the four constraints,
the phase space factorizes into the two phase spaces of the canonical pairs (a, b)
and (σ, c). Here we postulate that this split survives the discretization and check
the consistency of our assumption. A more detailed derivation of the discrete phase
space structures is left to future work.
Analogously to (33), the 1- and 2-connection variables a and σ give rise upon
discretization to the 1- and 2-holonomies hji and xkji respectively:
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hji = Pexp
∫
[ji]
a ∈ SO(4) and xkji = Sexp
∫
[kji]
σ′ ∈ R4. (74)
Conversely, their conjugate variables, the bivector field b and the tetrad c ≡ e re-
spectively, are discretized into
bji =
∫
[ji]∗
b′ ∈ so(4) and ℓkji =
∫
[kji]∗
c′ ∈ R4 (75)
35Recall that the prime stands for some appropriate 1-parallel transport convention.
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i j
k
Figure 3: Vertical inverse.
i j
k
Figure 4: Horizontal inverse. Notice that the
root has changed from i to j, hence the need for
a 1-parallel transport.
where [ji]∗ = ǫmlkji
[
mlk
]
is a triangle and [kji]∗ = ǫmlkji
[
ml
]
is an edge (without
any summation on repeated indices).36 Notice that this is compatible with
ℓlm = −ℓml and bij = −hjibjih−1ji , (76)
where the inverse of ℓml considered here corresponds to the vertical inverse of xkji,
with no change of the reference frame which for ℓkji is taken to be i (i.e. the same
as for its conjugate variable xkji). Moreover, ℓkji follows the same parallel transport
conventions with the SO(4) 1-holonomies as xkji.
Thus, the discrete phase space associated to the boundary of the 4-simplex Γ =
(∂σ)∗ is given by a product of link phase spaces T∗SO(4) ∼= SO(4)× so(4) ∋ (hji, bji)
and of face phase spaces T∗R4 ∼= R4 × R4 ∋ (xkji, ℓkji). The non-vanishing Poisson
brackets of this phase space are
{bAji, (hji)cd} = (hjiJA)cd and {bAji, (bji)B} = fABCbCji, (77)
and
{ℓakji, xbkji} = δab. (78)
where we introduced the superindex A = [ab] to label a basis of so(4); thus, fABC
are the structure constants of so(4), as in [JA, JB] = fAB
CJC . Notice that the
discretization of the a- and b-fields, and their phase space structure, reproduces the
discretization of BF theory described in section 5.1.
5.2.3 The discretized constraints and their action
In this section we present the discrete constraints for 1- and 2-Lorentz and shift
symmetry, as well as the symmetry transformations that they generate on the 4-
simplex data through the Poisson algebra introduced in the previous section. The
analogy with the continuous structures of section 3.1.2 will be evident, even when it
will be fogged by the necessity to parallel transport all the relevant quantities from
their roots to the point where the action takes place.
In table 5, we provide a summary of where the different constraints act.
1-Gauss for 1-Lorentz The 1-Gauss constraints (29a) generates 1-Lorentz transfor-
mations (26a). In the continuum these are parametrized by SO(4)-valued 0-forms.
36The need for dualization reflects the presence of a wedge product in the action between B and dA, and
between C and dΣ.
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Constraint Action locus
1-Gauss node/tetrahedron
2-Gauss links/triangle
1-flatness face/edge
2-flatness bubble/vertex
Table 5: Action loci of the discrete constraints.
Hence, upon discretization, the Gauss constraints becomes an so∗(4)-valued quantity
based at the nodes of Γ:37
1-Gauss: 1Gabi =
∑
j:j 6=i
babji − 2
∑
k,j:k>j>i
ℓ
[a
kjix
b]
kji (79)
and the 1-Lorentz transformations it generates read, for gi ∈ SO(4):
1-Lorentz:

hji 7→ g−1j hjigi
bji 7→ g−1i bjigi
ℓmlk 7→ g−1k ⊲ ℓmlk
xmlk 7→ g−1k ⊲ xmlk
(k < l < m). (80)
We remark that the form of the 1-Gauss constraint is somewhat non-symmetric,
i.e. its expression depends on the node at which the constraint acts.38 E.g. the
second sum in (79) contains six terms at i = 1, but no terms at i = 5. The reason
for this goes back to the way we defined the roots for the 2-holonomies xkji, namely
to be given by its smallest label i, i < j < k. As a consequence no 2-holonomy is
based at i = 5 while six of them are based at i = 1.
2-Gauss for 2-Lorentz The 2-Gauss constraint (29b) generates 2-Lorentz transfor-
mations (26a). These are parametrized by R4-valued 1-form η. Upon discretization,
these become transformations associated to the links of Γ with parameter ηji (i < j)
defined in the frame of i, and similarly the 2-Gauss constraint is a R4 valued quantity
associated to the link [ji] based at i. As discussed at length in the previous sections,
the discretized 2-Gauss constraints takes the form of triangle closures:
2-Gauss 2Gkji =

−ℓki + ℓkj + ℓji if i, j, k 6= 1
−ℓk1 + h21 ⊲ ℓkj + ℓj1 if i = 1; j, k 6= 2
−h32 ⊲ ℓk1 + h31 ⊲ ℓk2 + ℓ21 if (i, j) = (1, 2); k 6= 3
−h42 ⊲ ℓ31 + h41 ⊲ ℓ32 + h43 ⊲ ℓ21 if (i, j, k) = (1, 2, 3)
(81)
37This expression comes from the following one, once (Jab)cd is replaced by its explicit matricial form (19),
1Gabi =
∑
j:j 6=i
babji −
∑
k,j:k>j>i
(Jab)cd ℓ
c
kjix
d
kji.
38To reach a more symmetric formulation one could start with an extended phase space, where, for a given
dual face f , one defines three a priori independent variables xf,n, with each of these rooted in a different node n
of the dual face. An alternative strategy is to consider a reduced phase space, where the 1-flatness constraints
are partially implemented, and thus the choices for parallel transport should matter less. In fact, imposing the
edge simplicity constraints constitutes a first step in this direction.
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The discrete 2-Lorentz transformation it generates then reads39
2-Lorentz:

hji 7→ hji
babji 7→ babji − 2
∑
k:k>j
(hij ⊲ ηkj)
[a
ℓ
b]
kji
ℓkji 7→ ℓkji
xkji 7→ xkji + ηji − ηki + hij ⊲ ηkj
(i < j < k). (82)
This action is also non–symmetric, e.g. whereas we have for b21 three terms appearing
in the sum in (82), there are no such terms for b51. The reason for this lack in
symmetry is again found in the need to choose explicit roots.
1-flatness for 1-shift As usual from BF theory, the 1-flatness constraint is given by
(the components of)
1Fkji = hikhkjhji − 1SO(4) (i < k < j). (83)
This constraint sits at a face of Γ, and therefore it is associated to an edge of ∆3 = ∂σ.
Each edge is shared by 3 triangles which carry bivector variables conjugate to the
three 1-holonomies involved in this constraint. So, the Poisson flow of 1Fkji leaves
the variables {h, ℓ, x} untouched, while it generates the discretized 1-shift symmetry
for the three adjacent bivectors bji, bkj and bik.
In formulas, for infinitesimal 1-shift parameters λkji ∈ so(4) and on-shell of the
1-flatness constraint itself,40
1-shift:

hji 7→ hji
bnm 7→ bnm +
∑
k:k>n>m
λknm +
∑
i:n>m>i
hmiλ
a′b′
mnih
−1
mi −
∑
j:n>j>m
λnjm
ℓkji 7→ ℓkji
xkji 7→ xkji
(84)
Notice that the right hand side above contains always 3 terms only: one per edge on
the boundary of the triangle [nm]∗. This is clear when the 1-shift transformation is
39Alternatively the action on bji can be written as
babji 7→ babji −
∑
k:k>j
(hjiJ
ab)cd η
c
kjℓ
d
kji.
40This transformation property is obtained as follows. First the 1-flatness constraint is contracted with a group-
valued parameter Λkji ∈ SO(4), to give the expression Tr(Λkji1Fkji) which generates the following h-dependent
translation of babnm with m < n (that we present on-shell of the 1-flatness constraint itself):
babnm
Λkji7→ babnm + δnmji TrSO(4)(ΛkjiJab) + δnmkj TrSO(4)(hjiΛkjih−1ji Jab)− δnmki TrSO(4)(ΛkjiJab)
Now taking Λkji = 1SO(4) + λkji + . . . for λkji ∈ so(4), at first order in λkji we obtain
babnm
λkji7→ babnm + δnmji λabkji + δnmkj (hji)aa′(hji)bb′λa
′b′
kji − δnmki λabkji.
From which the equation in the main text is obtain by contraction with Jab and summation over the labels
i < j < k.
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Figure 5: Definition of the 2-flatness constraint.
expressed directly on the boundary triangulation:
1-shift : bkji 7→

bkji + λji + λkj − λki if i, j, k 6= 1
bkj1 + λj1 +Ad
h
21λkj − λk1 if i = 1; j, k 6= 2
bk21 + λ21 +Ad
h
31λk2 − Adh32λk1 if (i, j) = (1, 2) k 6= 3
b321 +Ad
h
43λ21 +Ad
h
41λ32 −Adh42λ31 if (i, j, k) = (1, 2, 3)
(85)
where Adhji stands for conjugation by hji, e.g. Ad
h
21λ34 := h21λ34h
−1
21 . This action is
therefore also referred to as edge translations.
Notice that this matches the continuum expression (26b), once 1-flatness and the
Stokes theorem are used. All other canonical variables are left untouched by the flow
of the 1-flatness constraint, cf. (26b).
2-flatness for 2-shift In the continuum, the 2-flatness constraint demands that the
curvature of the 2-connection is vanishing. This curvature is a 3-form (22). In the
discrete, the 2-connection gives rise to 2-holonomies associated to the dual faces [kji].
We can compose the 2-holonomies associated to the dual faces around a dual 3-cell
or bubble [mkji] (with i < j < k < m), see figure 5. The 2-flatness states that this
composition vanishes:
2Fmkji = xkji + xmki − xmji − h−1ji ⊲ xmkj (i < j < k < m). (86)
Note that we need to use the horizontal inverse for one face and the vertical inverse
for another face. We have also chosen as root for the bubble the node i, as well as
an explicit convention for the parallel transport for the dual face [mkj] to i.
The 2-flatness constraint 2Fmkji generates the discrete analogue of the 2-shift
symmetry (26b). Its action on the edge vectors is nontrivial only for those four
edge vectors that share the vertex n dual to the bubble [mkji]. It also affects the b-
variables, see (26b). This again happens in a non-symmetric fashion, as the constraint
2Fmkji (with i < j < k < m), associated to the vertex n = [mkji]∗, only affects the
b-bivector conjugate to hji, namely bji, see (86). The variables {h, x} are instead left
untouched.
That is, for a 2-shift parameters µn=[mkji]∗ associated to the vertices of the trian-
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gulation (explicitly µn = ǫnmkjiµn), we have the following action
2-shift:

hji 7→ hji
babji 7→ babji + 2µ[amkji(h−1ji ⊲ x)b]mkj
xkji 7→ xkji
(i < j < k < m) (87)
and
2-shift: ℓpn 7→

ℓpn − µn + µp if n, p 6= 1
ℓp1 − µ1 + h21 ⊲ µp if n = 1; p 6= 2
ℓ21 − h32 ⊲ µ1 + h31 ⊲ µ2 if (n, p) = (1, 2)
(n < p). (88)
From these transformation properties of the edge vectors, we see that – modulo
the necessary parallel transports – the 2-shift symmetry geometrically represents a
translation of the 4-simplex’ vertex n by a vector µn.
In (3+1)d, this vertex translation symmetry is understood as an incarnation of the
action of the diffeomorphism symmetry group in the discrete [46,107]. This symmetry
is expected to be broken on solutions involving (inhomogeneous) curvature [19] or
torsion [4]. However, the BFCG dynamics imposes flat connections and vanishing
torsion, and hence vertex translation symmetry is appropriately realized. In this
sense, we interpret the 2-flatness constraint as the generator of 4d diffeomorphism
thus subsuming both the spatial-diffeomorphism and Hamiltonian constraints in the
tetrad sector. At this purpose, notice that, as we are considering a vertex in the
triangulation, there is no canonical choice of normal to the boundary surface and
therefore no canonical decomposition of a 4-vector into a tangent and normal part
to the discrete boundary.41
Finally, it is important to emphasize that 2-shift symmetry only affects the ℓ- and
b-variables, but not the 1- and 2-connections. These are expected to get involved in
the action of this symmetry (as required by the diffeomorphism constraint) if further
(simplicity) constraints relating the ℓ- and the b-variables are imposed. Such a step
would be necessary for obtaining gravity, as opposed to a theory of flat space.
Discrete constraint algebra For completeness, we also include the non-vanishing ele-
ments of the constraint algebra. As expected, the constraint algebra is first-class.
The first four brackets simply state how the 4 constraints rotate under 1-Lorentz
transformations:
{1GAi , 1GBj } = δij fABC 1GCi , {1GAi , 1Fkji} = 1FkjiJA − JA 1Fkji,
{1GAk , 2Gij} = −δkjJA 2Gij , {1GAi , 2Fmkji} = −JA 2Fmkji, (89a)
where for brevity we introduced the super-index A = [ab] for labeling the generators
of so(4), as in b = 1
2
babJ
ab ≡ bAJA, and left matrix multiplications in the fundamental
representation of SO(4) and its Lie algebra implicit; the last nontrivial bracket is
{2Ganl, 2F bmkji} = δnmδlk(hki 1Fkji)ab (i < j < k < m; l < n). (89b)
41Contraction of the 2-flatness constraints with ℓ-dependent vectors will render their algebra non-Abelian.
Nevertheless it will still be first class. Due to the geometric interpretation of the constraints as generating
vertex translations, the resulting algebra will be a discrete instantiation of the hypersurface deformation algebra.
Regarding the algebra between constraints based at different vertices, we expect that this interpretation will be
only fully consistent, if the 1-flatness constraints and triangle closure constraints hold. See [33] for a 3d analogue.
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5.2.4 Which constraints to reconstruct the boundary geometry?
As remarked above, the 2-Gauss constraint (81) suggests that we interpret the ℓji
variables as the edge vectors of a geometric triangles – hence their namesake: triangle
closures. Moreover, the last four closures, all based at tetrahedron τ = [1], can be
combined together to define a geometric tetrahedron, and not just triangles.
However, not all the other tetrahedra, τ 6= [1] can be readily reconstructed in
the same way from (81), because not all triangle closures are based at the same
tetrahedron.
For example, consider the four triangle closures defining the tetrahedron τ = [2].
By parallel transporting with h21 the last of the closure equations of (81), these can
be successfully re-expressed as
h21 ⊲ ℓ45 + h21 ⊲ ℓ53 + h21 ⊲ ℓ34 = 0; h21 ⊲ ℓ34 + ℓ41 + ℓ13 = 0; (90)
h21 ⊲ ℓ53 + ℓ15 + ℓ31 = 0; h21 ⊲ ℓ45 + ℓ51 + ℓ14 = 0; (91)
which shows that {h21 ⊲ ℓ45, h21 ⊲ ℓ53, h21 ⊲ ℓ34, ℓ51, ℓ41, ℓ31} consistently define tetra-
hedron τ = [2].
On the other hand, the closures that are supposed to define τ = [5] read
h43 ⊲ ℓ12 + h41 ⊲ ℓ23 + h42 ⊲ ℓ31 = 0; h31 ⊲ ℓ42 + h32 ⊲ ℓ14 + ℓ21 = 0; (92)
h21 ⊲ ℓ34 + ℓ41 + ℓ13 = 0; ℓ43 + ℓ24 + ℓ32 = 0; (93)
and these cannot be written in such a way to involve only 6 edges vectors, as in the
cases of τ = [1] or [2] above.
In order to have five well-defined tetrahedra, it is sufficient to impose the edge
simplicity constraints (55), i.e. that for i < j < k
edge simplicity: hikhkjhji ⊲ ℓkji = ℓkji . (94)
This does also imply, e.g. hjihikhkj ⊲ (hji ⊲ ℓkji) = (hji ⊲ ℓkji), that is the edge vectors
are stabilized by the edge holonomies in the reference frames of each of the adjacent
tetrahedra. Thus we can define ℓkji[j] = hji ⊲ ℓkji = hjkhki ⊲ ℓkji, without the need
to specify in which direction along the face [kji] (dual to the edge ℓkji) is parallel
transported to the tetrahedra [i]∗, [j]∗ or [k]∗. Using the edge simplicity constraint
and adopting this notation, it is easy to see that the triangle closures can be re-
written in such a way that the five 6-plets of edge vectors τk := {ℓij [k] : i, j 6= k}
define five tetrahedra, each in its own reference frame.
The edge simplicity constraints alleviate therefore some of the asymmetries that
we encountered in section 5.2.3, and that came from having to choose roots (and
parallel transports) for the x and ℓ variables.
Further imposition of the 1- and 2-Gauss constraints completely resolves the
asymmetry problem, but we will not show this fact in detail.
We conclude with a brief analysis of edge simplicity as a symmetry-generating
constraint:
Edge simplicity The corresponding (transposed) constraint reads:
(Ekji)b := (ℓkji)a(1Fkji)ab = (ℓkji)a(hikhkjhji)ab − (ℓkji)b , (i < k < j). (95)
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We notice that 1-flatness has 6 independent components, while edge simplicity has
3 (the norm of ℓ is automatically conserved). Therefore, in this sense, edge simplic-
ity is precisely half of the 1-flatness constraint (from the 1-holonomy perspective).
However, as emphasized by the discussion above and that of section 4.1 – where the
continuum version of the edge simplicity constraint is shown to be implied by the
continuum 2-version of the Gauss constraint – we prefer to think of edge simplicity
as complementing the discrete version of the 2-Gauss constraint.
The flow of the edge simplicity constraint leaves untouched the edge vectors ℓ
and the 1-holonomies h, while it transforms the bivectors b and the 2-holonomies x.
We shall focus on the action of parameter vbkji. Then, on the one hand, the bivectors
transform (on-shell of the edge simplicity constraint) in the same way as in a 1-shift
transformation (85) whose parameter is the simple42 bivector
λabkji = ℓ
[a
kjiv
b]
kji. (96)
On the other hand, the 2-holonomies get translated by a quantity proportional to
the 1-flatness constraint:
xakji 7→ xakji + (1Fkji)abvbkji. (97)
From (96) we see that the only invariant information left in the bivector associated
to the triangle t = [kji] is the coefficient in front of ⋆(ℓkj ∧ ℓji) – hence making the
reduced phase space associated to the (b, h) sector 2-dimensional and – as we will
make explicit below – equal to T∗U(1). This can be seen by expanding the bivector in
an orthogonal basis that includes ⋆(ℓkj∧ℓji), and observing that all other coefficients
are subject to a translation under the action (96).
Notice that edge simplicity Poisson-commutes with itself and with the 2-Gauss
constraint, while it appropriately rotates under the action of the 1-Gauss constraint.
This leads to a first class subalgebra of the complete constraint algebra analyzed
above. This subalgebra of constraints can therefore be imposed to give rise to a
reduced phase space. In the next two sections we will study the quantum version
of this reduced phase space, that is the Hilbert space of G-networks. To build this
Hilbert space, we will impose the 1- and 2-Gauss constraints as well as edge-simplicity
directly at the quantum level.
The remaining constraints, i.e. 2-flatness and the other half of the 1-flatness
constraint (that, we recall, fixes the extrinsic geometry of the 4-simplex) will rather
be understood as implemented by the “dynamics” of the model.
5.2.5 Quantization of the constraints
Using standard techniques for the quantization of co-tangential bundles of compact
or Abelian Lie groups, the constraints can be straightforwardly quantized. That is
we adopt the Schro¨dinger representation of our discrete commutation relation on the
Hilbert space
H = L2
(⊗
i<j
SO(4) ⊗
⊗
i<j<k
R
4
)
∋ Ψ˜(hji, ℓkji), (98)
equipped with the SO(4)-Haar and Lebesgue measures for the various factors. This
is in analogy with the 3d construction, see (69).
42A bivector β ∈ R4 ∧ R4 is said to be “simple” if it is of the form β = v1 ∧ v2 for some v1, v2 ∈ R4.
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Then, the matrix elements (hji)ab of the 1-holonomies and the vector components
ℓakji of the edge vectors act as multiplication operators.
Conversely, the 2-connection components act as derivatives
xakji → −i
∂
∂ℓakji
. (99)
and the bivector fields baaji become left-invariant Lie derivatives iL
aa
ji on the variables
hji:
Labjoio Ψ˜(hji, ℓkji) :=
d
dt |t=0
Ψ˜(hjoioe
tJab, hji 6=iojo , ℓkji). (100)
Quantization is now straightforward, since the constraints (with phase space in-
dependent descriptors) are free of ordering ambiguities.43
Let us consider some examples: The 2-Gauss constraints are multiplication op-
erators, e.g.
2Ga52 Ψ˜ = (−(h21)abℓ521 + ℓa532 + ℓa542)Ψ˜ . (101)
The 2-flatness constraints involve derivatives, e.g.
2Fa4321 Ψ˜ = −i
(
∂
∂ℓa321
+
∂
∂ℓa431
− ∂
∂ℓa421
− (hij)ab ∂
∂ℓb432
)
Ψ˜, (102)
while the 1-flatness constraint acts by multiplication
(1F321)ab Ψ˜ =
(
(h13h32h21)ab − δab
)
Ψ˜, (103)
and so does the the edge simplicity constraint
(E321)b Ψ˜ =
(
ℓa321(h13h32h21)ab − (ℓ321)b
)
Ψ˜. (104)
Finally, the 1-Gauss constraints is
1Gabi Ψ˜ = i
(∑
j 6=i
Labji −
∑
k>j>i
(Jab)cdℓ
c
kji
∂
∂ℓdkji
)
Ψ˜. (105)
Given the boundary data (hji, ℓkji) associated to Γ = (∂σ)
∗, the next step is to
find how to parametrize the solutions of the 1- and 2-Gauss constraints 2G, together
with the edge simplicity constraints. We will call these states G-networks.
5.2.6 G-networks
Based on the results of the sections 4.5 and 5.2.4, which provided the geometric
meaning of the imposition of edge simplicity constraints as well as the 1- and 2-
Gauss constraints, we expect to reduce the boundary data (ht, ℓe) ∈ SO(4) × R4 to
the KBF boundary data (st, le) ∈ (Z,R+), where the integers st are associated to the
triangles and the edge lengths le are associated to the edges.
The reduction follows directly from the previous discussions. We have argued in
section 5.2.4, that we need to impose the 2-Gauss constraints (aka triangle closure
43Note that the ℓaxb combination appearing in the 1-Gauss constraints is anti-symmetric in (ab).
38
constraints) and the edge simplicity constraints, in order to be able to reconstruct
the geometry of the tetrahedra. On the other hand, we have seen in section 4.5 that
the edge simplicity constraint allow to restrict ht to one free parameter θt per triangle
(or link) as free parameter in the holonomies ht. Hence they allow to reduce SO(4)
to U(1). A U(1) Fourier transformation leads to conjugated variables st ∈ Z.
The edge lengths, le =
√
ℓe · ℓe, arise from the edge vectors if we also impose 1-
gauge invariance, that is the 1-Gauss constraints, just like for the 3d BF case. Note
that the dihedral angles θt, as defined in (62) are also 1-gauge invariant, as they arise
from the SO(4)–invariant inner product between two normal vectors.
The question is now whether the edge lengths le and the θt are sufficient to
reconstruct the data ℓe and ht. To this end consider a triple e ⊂ t ⊂ τ and first
assume that the frame for the tetrahedron is put into extended time gauge. That is,
we choose the edge vectors of the tetrahedron to be all orthogonal to (1, 0, 0, 0), and
also demand that the edge vector associated to e is parallel to (0, 1, 0, 0) and that the
edge vectors of the triangle t lie in the plane spanned by (0, 1, 0, 0) and (0, 0, 1, 0).
This together with the condition that the tetrahedron lies in the positive quadrant
completely fixes the 4d rotational freedom, and shows that we can reconstruct from
the six edge lengths the edge vectors ℓe[τ ]. Assuming that also the other tetrahedron
τ ′ sharing t is in extended time gauge, we can, by including θt, reconstruct ht and the
edge vectors ℓe[τ
′] in this tetrahedron. One can continue this process by changing the
tetrahedral frames to extended time gauges with respect to other choices of triples,
in order to reach other neighbouring tetrahedra.
Thus, defining G-network functions as wave functions being annihilated by the
1-Gauss, 2-Gauss and edge simplicity constraints,
1GkΨ˜ = 0 , 2GjiΨ˜ = 0 , EkjiΨ˜ = 0 , (106)
the G-network functions should be vanishing for (ht, ℓe) configurations, which do not
satisfy the 2-Gauss constraints or the edge simplicity constraints, and only depend on
the ((ht, ℓe) via the (θt, le) data, that is Ψ˜(ht, ℓe) = Ψ˜(ht(θt, le), ℓe(θt, le)) =: Ψ˜(θt, le).
Thus, a basis of 4-simplex G-networks is labelled by 10 edge lengths le ∈ R+
and 10 angles θt ∈ U(1) that can be Fourier transformed to give 10 integers st ∈ Z.
These, {(le, st)}, are precisely the data that label the irreducible 2-representations of
the Poincare´ 2-group – see section 3.3.
One can construct an inner product on this space of wave functions Ψ˜(θt, le), by
using one of the methods discussed in [11,61,77,90], which propose and apply a variety
of techniques to obtain induced inner products on constraint solution spaces. Here
the 1-Gauss constraints and the 2-Gauss constraints are less problematic, as these
correspond to compact gauge groups and an Abelian (but non-compact) gauge group,
respectively. The edge simplicity constraints are however more involved, also due to
complicated redundancies between the delta functions imposing these constraints.
We therefore leave this problem to future work.
5.3 G-networks versus Poincare´ networks
It has been pointed out that the BFCG action can be seen as a Poincare´ BF theory
– up to a boundary term – when dealing with the Poincare´ (2-)group [93, 94].
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1-gauge th.︷ ︸︸ ︷ 2-gauge th.︷ ︸︸ ︷
[C ≡ E] BF BFCG
Γ
{
links (A,E) A
faces − Σ
∆3
{
triangles (B,Σ) B
edges − E
Table 6: We summarize where the different fields are discretized according to the choice of
polarization of the continuum theory. We use the interpretation of C as the tetrad field, C ≡ E,
and the definition of the Poincare´-BF connection and bivector: A = (A,E) and B = (B,Σ). ∆3
is here the boundary triangulation of the 4-simplex σ, i.e. ∆3 = ∂σ, while Γ is its dual Γ = ∆
∗
3.
The arrows indicate pairs of conjugate variables as well as pair of dual cells in Γ and ∆3.
SBFCG =
∫
M4
Trso(4)(B ∧ F [A]) + TrR4(C ∧G[Σ, A])
=
∫
M4
Trso(4)(B ∧ F [A])− TrR4(Σ ∧ dAC)
=
∫
M4
TrPoinc(B ∧ F [A])−
∫
∂M4
TrR4(Σ ∧ C), (107)
where we used the Poincare´ Lie algebra valued connection A = A+C, its associated
curvature F(A) = F (A)+dAC, and the 2-form B = B+Σ with value in the Poincare´
Lie algebra. We also use the natural Killing form TrPoinc for the Poincare´ Lie algebra.
At the continuum level, the two actions can be seen as two different choices of
polarization in the translation sector. However, while at the continuum level the
choice of polarization does not matter, upon discretization, it does.
This was for example emphasized in 3d gravity [65], where two different dis-
cretizations (with each polarization) are recovered from the two possible continuum
polarization choices which lead to different vacua [20, 42–44, 49]. One should expect
nevertheless that the different discrete pictures are related. In 3d this provided an in-
teresting duality between two classes of representation of the Drinfeld double [38,68]
(in the case of finite gauge group). In 4d, this might lead to uncovering new dualities.
A possible direction to follow is to compare our work with that of [71] on Poincare´
networks.
In the present case, the BFCG choice seems to be more adequate than the BF
one to describe quantum simplicial geometries in 4d. Indeed, on the boundary graph
Γ, the natural discretization of the BF theory would lead to a discretization of the
Poincare´ connection A = A + C on the links of Γ, whereas the B field would be
discretized on the triangles (the dual of the links). As we emphasized at length, the
C ≡ E field encodes the tetrad. To recover the metric information of the discrete
geometry, we therefore expect the tetrad to decorate the edges of the triangulation
and not on the links of its dual. This is the main advantage of the 2-gauge theoretical
perspective provided by the BFCG-Yetter model.
As we have already emphasized in section 5.2.3, the BFCG polarization allows
then to see the 2-flatness constraint as implementing a translation of the vertex, that
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is a discretized diffeomorphism. Instead in the BF polarization, we can only have
translations of edges, so that the nice geometric discretization of the diffeomorphisms
is lost in the Poincare´ BF picture. Another way to make this point is to emphasize
(see section 4.3) that whereas the boundary data of a 4d BF amplitude is labelled by
a 2-complex, in the BFCG-Yetter model, the boundary data is labelled by the (dual)
3 -complex Γ, which allows a better grasp of the geometry. From this perspective, the
BFCG polarization seems to be better suited to discuss the discretization of gravity.
6 Derivation of the KBF model from the BFCG-Yetter model
We have now the key ingredients to relate the KBF model to the BFCG-Yetter
model. The edge simplicity together with the discretized 1- and 2- Gauss constraints
have been used to define the boundary state ΨΓ. Just like in 3d, we expect the
BFCG-Yetter amplitude to act as a projector on the 2-curvature constraint.
We found that the partition function with a (simplex) boundary is given by (53),
which we here display again:
ZY (σ|Ψ˜) =∫
DhlDℓf
∏
f∈(∂σ)∗
δSO(4)
(←−∏
l∈∂f
h
ǫ(l|f)
l
) ∏
l∈(∂σ)∗
δR4
( ∑
f∗⊂l∗
ǫ(f ∗|e∗)ℓ′f
)
Ψ˜(hl, ℓf) . (108)
We argued that imposing the 2-Gauss constraints, the edge simplicity constraints
and the 1-Gauss constraints reduce the boundary wave functions to Ψ˜(θt, le). The
2-Gauss constraints (aka triangle closure constraints) appear explicitly in (108), as
do the edge simplicity constraints, which are part of the 1-flatness constraints. The
projector on the 1-Gauss constraints is imposed implicitly, through the fact that the
amplitude kernel is invariant under 1-gauge transformations, and therefore imposes
a group averaging over these. Similarly, the 2-flatness constraints are imposed also
by group averaging thanks to the invariance of the amplitude kernel under 2-shift
symmetry.
Thus, among the constraints appearing explicitly in the delta-functions of (108),
we are only left with the “reduced” 1-flatness constraints – i.e. what is left of it
after imposition of edge simplicity and triangle closure. We have seen in section 4.6,
that these reduced constraints fix the angles θt to be the exterior 4d dihedral angles
Θt({l}) between the tetrahedra when the 4-simplex is embedded in flat Euclidean
space – up to a global orientation ǫ. Thus, on shell of triangle closures and edge
simplicity, the only constraint left to be explicitly imposed in the amplitude is given
by the following U(1) delta-function:∑
ǫ=±1
∏
t∈∂σ
δU(1)(exp(i(θt − ǫΘt(l))) =
∑
ǫ=±1
∏
t∈∂σ
∑
st∈Z
exp(−ist(θt − ǫΘt(le))) . (109)
Thus, on-shell of the triangle closure and edge simplicity, and in terms of the U(1)-
Fourier transformed boundary state Ψˇ, defined by
Ψ˜(θt, le) =
∑
st∈Z
∏
t∈∂σ
exp(istθt) Ψˇ(st, le), (110)
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the BFCG-Yetter partition function (108) can be written as
ZY (σ|Ψˇ) =
∑
ǫ=±1
∫
D leDst µ(st, le)
exp(iǫstΘt)
4!Volσ(le)
Ψˇ(st, le). (111)
Similarly to what we argued for the PR model, the appropriate bulk measure factor
for the KBF model (36) can be fixed by the requirement that the resulting partition
function is triangulation invariant (the original BFCG-Yetter partition function is)
[22,23,86–88]. The measure entering this boundary-state amplitude is instead more
ambiguous, since it depends on normalization choices for the boundary states. If
these are normalized, then the measure µ(st, le) is
µ(st, le) =
∏
t
√
2At(le) (112)
With this observation, we reproduce the amplitude kernel for the KBF partition
function and thus prove the sought equivalence between the BFCG-Yetter and KBF
models:
ZY (σ|Ψˇ) = ZKBF (σ|Ψˇ) (113)
In summary the KBF amplitude kernel arises from a Fourier transformation of
the delta functions that impose the reduced 1-flatness constraints. Thus one can
expect that the model features 1-shift symmetry. One might wonder what happened
with the 2-shift symmetry, which in the Yetter model (108) imposes the 2-flatness
constraints. The work [22] shows that the KBF model does indeed feature 1-shift
and 2-shift symmetries, and provides a (Fadeev-Popov) gauge fixing procedure, to
make the model well-defined.
7 Discussion and outlook
“The journey matters more than the destination.” In this paper we wanted to prove
the conjecture [25] that the KBF model is a state sum for the BFCG-Yetter model. In
doing so we actually uncovered several aspects of 4d discrete geometry which provide
new insights on (3+1)d quantum geometry. These insights might reveal themselves
as more important than the mere equivalence of the two models since they can lead
to genuinely new developments in the model building of 4d quantum gravity.
Avoiding the 2-Peter-Weyl theorem Since we lack the 2-Peter-Weyl theorem for 2-
groups or the Poincare´ 2-group in particular, the proof of the equivalence could
not be done head on, as it can be done in 3d. Fourier transforming the BFCG-
Yetter partition function as discussed in [93] does not work either. One technical
insight provided in this paper, is that to arrive at the KBF model, we have to solve
part of the delta–functions, which appear in the Yetter amplitude, explicitly, and
apply the Fourier transform only to the remaining delta–functions. This reduces the
partition function to a summation over a reduced configuration space: the original
path integral over an general so(4)-valued 1-connection and a tetrad field (conjugate
to the 2-connection) is reduced to a path integral over torsion-free configuration
data as restricted by the imposition of the 2-Gauss and edge simplicity constraints.
The torsion freeness condition turns out to restrict (in the discrete) both the tetrad
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variables and the connection. Imposing 1-gauge invariance of the torsion free data
leads to 2-group representation labels.
We came to this insight by introducing a boundary and boundary states ΨΓ, which
provided us guidance on which constraints we had to impose in order to identify the
KBF quantum state within the more general BFCG-Yetter Hilbert space. We found
that the relevant “kinematical” space is a solution of the 1- and 2-Gauss constraint
– as we could have naively expected – but also of the edge simplicity constraints.
Technically, these are a subset of the 1-flatness constraints; however, they are best
understood from a geometrical perspective as being part of a correct discretization
of the continuum 2-Gauss constraint. This is in fact equivalent to a torsionfreeness
condition for the tetrad field C ≡ E – a condition that cannot be solely imposed
by the discrete version of the 2-Gauss constraint, which is merely given by triangle
closures (see sections 4.1, 4.4, 4.5, and 5.2.4).
Edge simplicity in (loop) quantum gravity A natural expectation in loop quantum
gravity (LQG) is that a simplicial version of the LQG Hilbert space would describe,
after quotienting out the SU(2) gauge symmetry, the degrees of freedom of simplicial
gravity as given by the canonical formulation of Regge calculus [55,56,102]. However,
this expectation is not correct: the LQG phase space turns out to describe additional
degrees of freedom that encode the possibility for a given triangle to have different
shapes prescribed by the geometrical data of the two neighbouring tetrahedra sharing
it [58, 60, 74]. This fact has been argued to be related to the presence of torsion
degrees of freedom [4,81]. Now, the difference between the LQG phase space and the
Regge phase space can be shown to originate precisely in the (missed) imposition of
a discrete version of the secondary constraints [57]. Let us recall quickly the origin
of these the secondary constraints. State sum models for 4d quantum gravity (aka
spinfoam models) are characterized by the slogan “first quantize and then constrain”.
Based on a triangulation, they start from a discrete quantum partition function
(state sum) for the topological BF theory for the Lorentz group and aim at imposing
the simplicity constraints at the quantum level. The role of these constraints is to
reduce the (quantum version of the) bivector field B to be of the form ⋆E ∧ E and
thus reducing BF theory to quantum gravity.44 The primary simplicity constraints
then are equivalent to demanding that the variables ⋆Bt, encoding the discretized B
field, associated to the triangles of a given tetrahedron span (in their internal space)
only a three-dimensional space and hence are all orthogonal to some vector, which
defines the normal to this tetrahedron45 [66, 69]. This condition can be translated
into a restriction on the type of allowed representations in the state sum [26,66,69].
Nonetheless, the appearance of secondary simplicity constraints in the canonical
analysis of the primary simplicity constraints raises the question of whether the
imposition of the primary simplicity constraints we just described is sufficient to
reduce the state sum of BF theory to one for quantum gravity, and in particular
whether the secondary simplicity constraints should also be imposed explicitly [1, 2,
32,58,60,83,97]. The key point is that these secondary constraints take precisely the
form of the edge simplicity constraints [57, 59], we have discussed here.
44The Immirzi parameter can also be included, if desired.
45Notice that the primary simplicity constraints are related to the triangle closure constraints: these ensure
that from the six edge vectors associated to a tetrahedron only three are independent, and thus allow to define
a normal to this tetrahedron.
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In the light of the relationships between twisted geometries and torsion, and
between edge simplicity and torsionfreeness, this result should not be too surprising.
It is however remarkable from the perspective of the present work that edge simplicity
is so profoundly connected to the dynamical problems faced by the spinfoam approach
to LQG.
Discrete diffeomorphisms As we have just recalled, the standard spinfoam models for
LQG are built using as a backbone a BF theory for the Lorentz group, discretized on
a 2-complex. As a consequence, a natural implementation of the discretized diffeo-
morphisms in the form of a vertex translation symmetry [55] is either missing or very
cumbersome. Let us exemplify this by reviewing two seemingly natural constructions.
Waelbroeck and Zapata [115] noticed that (in the boundary discretization) it is pos-
sible to break down the “edge translations” generated by the curvature 2-form F
smeared on the dual faces into the subgroup of vertex translation. To achieve this at
a given vertex one could build a constraint generating the vertex’ translations out of
certain combinations of the curvatures associated to the faces bounding the 3-bubble
dual to this vertex. However, the problem is that these constraints will inevitably
affect the neighbouring vertices too, thus leading to highly nonlocal constructions if
only one vertex at the time has to be affected. Thiemann instead, proposed a dis-
cretization of the LQG Hamiltonian [112,113] anchored at the nodes of the boundary
spin-network graph, i.e. at the tetrahedra of the boundary triangulation. However,
as was pointed out by Immirzi [85], this does not implement the natural geometric
action of diffeomorphisms which is present in (linearized) Regge calculus [56, 107].
In contrast to these two examples, the BFCG-Yetter-KBF formulation provides
the right framework to recover discretized diffeomorphisms: its key feature is that
the tetrad field is present from the onset and is discretized on the triangulation edges.
Conjugate to the tetrad field is the 2-connection Σ which is discretized over the faces
of Γ. The 2-connection leads to a 2-curvature, which is a 3-form, and is based on
the bubbles of the dual complex. In a 3d discretization these are dual to vertices,
and this allows the discrete 2-flatness constraints to generate vertex translations.
We showed, in section 5.2.3, that this is indeed the case. Hence we can identify
the 2-flatness constraints with the Hamiltonian and diffeomorphism constraints of
the Yetter model. Indeed, as in (linearized) Regge calculus [56], these constraints
are based at the vertices of the triangulation and give correctly four constraints per
vertex. Note also that the form of the constraints is very simple. This fact can of
course change, if we impose further geometricity constraints on the bivector field.
The (spatial) diffeomorphism constraints have been recently revisited in LQG
through the introduction of corners (that is boundaries for the boundary hypersur-
face) and associated corner data into the framework. This leads to an extension of
spin networks to bubble and Poincare´46 networks [70, 71]. The form of the (spatial)
diffeomorphism constraints in [71] is very similar to the 2-flatness constraints, dis-
cussed in this work. However, it is important to notice that here we do not require
the introduction of corners. Rather, in our case, the topological structures needed
to support the point-like excitations are naturally provided by the categorification
of the theory and in particular by the introduction of a 2-connection. Indeed, this
categorification was precisely meant to allow for coupling of lower dimensional de-
46More precisely, spin-networks for the 3d Euclidean ISO(3) group, due to the choice of time gauge.
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fects [28]. In this sense, we believe that using 2-gauge theoretical structures provides
a more fundamental approach that can also lead to a more systematic understanding
of corners.
Outlook There are several avenues to pursue in future studies. First, a more precise
definition of the Hilbert space of the G-networks needs to be given. In particular
the measure/scalar product needs to be fully understood. Another, related, line of
research concerns the understanding of the measure appearing in the KBF model.
We have not derived it strictly speaking from the BFCG-Yetter model, but used
general arguments of topological symmetry and previous results. An explicit, head-
on, computation should however be possible. More broadly, we also speculate that
a good understanding of the G-networks Hilbert space should provide valuable clues
to understand which form a 2-Peter-Weyl theorem has to take; the most promising
route seems in fact to retro-engineering the “Fourier transform” used in our definition
of the G-networks.
Another avenue to explore concerns holography, which was actually among the
first motivation to start this project. The meaning of holography can be explicitly
checked using topological models, as was realized in 3d [6,34,52–54,104] and 4d [5].
For example in 3d, one can show that the boundary theory, dual to the Ponzano-
Regge model (with metric boundary condition) is given by certain 2d spin-chain
models. The BFCG-Yetter-KBF model is a 4d topological model which shares many
geometric features with a possible theory of quantum gravity: it is thus of great
interest to explore its dual boundary theories.
From the perspective of topological quantum field theory and topological invari-
ants, one expects that in 4d interesting topological invariants should be built from a
categorified version of quantum groups [16]. In 3d, quantum groups are associated to
homogeneously curved quantum simplicial geometries [95,111]. By analogy, we could
expect that introducing curved simplicies in 4d would provide the right framework to
construct such invariants. While a viable notion of categorified quantum group is still
missing, now that we have a promising notion of discrete geometry (the one associ-
ated to the G-networks), we can try and bypass this roadblock in the same way that
we bypassed the lack of the 2-Peter-Weyl theorem: i.e. by following the geometric
intuition and “curving” the associated quantum geometries [41, 47, 78, 80, 105].
Finally our main interest being gravity, we should see how imposing the simplicity
of the bivector field B changes the picture [93, 94]. Note that currently, at the
topological level, the G-networks are given in terms of the tetrad field discretized on
the edges of the triangulation, whereas the B field is discretized on the triangles of
the triangulation. The tetrad field and the B field are independent to each other:
from the point of view of gravity we have doubled the size of field space. Now,
imposing the simplicity of the B field by tying it to the tetrad field, will render the
geometric picture fully consistent, i.e. by tying the bivector data at the triangle
to the edge information. We expect that such constraints between bivector and
tetrad fields lead to further (secondary) constraints, relating also the 1-connection
with the 2-connection. As mentioned earlier, it would be interesting to see how the
diffeomorphisms are realized in this more geometric picture. We leave this to future
investigations.
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A From bulk to boundary amplitudes in the BFCG model
Here we expand on the discussion in section 4.3 and describe more explicitly how
to compute the BFCG amplitude for a four-simplex with boundary. Thus we start
with the dual of the 4-simplex and the dual 3-comples Γ to its boundary. The dual
4-simplex is represented in Fig. 6 with a node labeled 0 (the blue star), and the one–
skeleton of the dual 3-complex is depicted in red, with its dual tetrahedra labelled
by i = 1, . . . , 5. For the boundary triangulation and dual we will use the same
conventions as in section 5.
As shown in Fig. 6 we have bulk links (dashed blue lines) [i0], going from the node
0, which represents the dual simplex, to the nodes i, which represent the nodes dual
to the tetrahedra in the boundary. To these bulk links we associate bulk holonomies
Hi0, which parallel transport from the node 0 to i. The inverse holonomies are
denoted by H0i.
We have furthermore 10 bulk faces [ji0], with j > i and i, j, . . . = 1, . . . 5. To
these bulk faces we associated 2-connection (bulk) variables Xji0, rooted at 0.
1
2
3
4 5
0
4
5
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2
3
Figure 6: The dual 4-simplex (in blue) with its dual boundary complex (in red) and boundary
triangulation (in black).
For the 4-simplex boundary we have 10 links [ji] in the dual three-complex, to
which we associate boundary holonomies hji. There are furthermore 10 faces [kji]
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(with k > j > i) in the dual complex, which we decorate with 2-connection variables
xkji. For the roots we use the same conventions as in section 5.
The BFCG amplitude kernel is a product of delta functions imposing 1-flatness
for each bulk face and 2-flatness for each bulk 3-cell in the dual complex. The 10 bulk
faces are given by [ji0] and the 10 bulk 3-cells are given by [kji0]. The amplitude
kernel is thus given by
Z(σ|hl, xf) =
∫
DHi0DXji0
∏
j>i
δ(H0jhjiHi0)
∏
k>j>i
δ(Xji0 +Xkj0 −Xki0 −H0i ⊲ xkji) .
(114)
We proceed by integrating out the Hi0 and the Xji0 variables. Firstly we can
solve six of the delta functions for the 2-flatness constraints for the six variables Xji0
with i 6= 1. The remaining four delta functions are given by
δ(H01 ⊲ x321 −H01 ⊲ x421 +H01 ⊲ x431 −H02 ⊲ x432) ×
δ(H01 ⊲ x321 −H01 ⊲ x521 +H01 ⊲ x531 −H02 ⊲ x532) ×
δ(H01 ⊲ x421 −H01 ⊲ x521 +H01 ⊲ x541 −H02 ⊲ x542) ×
δ(H01 ⊲ x431 −H01 ⊲ x531 +H01 ⊲ x541 −H03 ⊲ x543) . (115)
These four delta functions are the 2-flatness constraints for the dual 3-cells [kji1] in
the boundary. The 2-flatness constraint for [5432] follows from the first four. We
remain with an integration over the Xj10 variables, but the path integral does not
depend anymore on these variables. This reflects the 2-gauge symmetry and a gauge
fixing procedure amounts to dropping the integral over these four variables.
Next we can solve four of the 1-flatness constraints for the four holonomies
H20, . . . , H50 and remain with six delta functions
δ(h12h23h31) δ(h12h24h41) δ(h12h25h51) δ(h13h34h41) δ(h13h35h51) δ(h14h45h51) . (116)
These are the 1-flatness constraints for the dual faces in the boundary. Note that we
only obtain six constraints (for ten dual faces) – the constraints for the remaining
four faces are redundant. We are also left with an integral over H10, which reflects
the (Lorentz-) gauge invariance of the path integral.
Using the bulk 1-flatness constraints for the boundary 2-flatness constraints (115)
(and dropping in addition a global rotation of the delta-function arguments by H10)
we can replace the bulk holonomies with boundary holonomies:
δ(x321 − x421 + x431 − h12 ⊲ x432) δ(x321 − x521 + x531 − h12 ⊲ x532) ×
δ(x421 − x521 + x541 − h12 ⊲ x542) δ(x431 − x531 + x541 − h13 ⊲ x543) . (117)
We are thus left with
Z(σ|hl, xf) =
δ(h12h23h31) δ(h12h24h41) δ(h12h25h51) δ(h13h34h41) δ(h13h35h51) δ(h14h45h51)
δ(x321 − x421 + x431 − h12 ⊲ x432) δ(x321 − x521 + x531 − h12 ⊲ x532) ×
δ(x421 − x521 + x541 − h12 ⊲ x542) δ(x431 − x531 + x541 − h13 ⊲ x543) . (118)
This amplitude kernel features explicitly six of the ten 1-flatness constraints (for the
faces which include the node 1) and four of the five 2-flatness constraints (for the
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3-cells which include the node 1). These constraints agree with the ones we defined
in section 5. As mentioned, the remaining 1-flatness constraints and the remaining
2-flatness constraint follow from the ones displayed in (118).
We have to include however a cautionary note for the 2-flatness constraint. Not
using the 1-flatness constraints, the four 2-flatness constraints in (118) imply
h12 ⊲ x432 − h12 ⊲ x532 + h12 ⊲ x542 − h13 ⊲ x543 = 0 , (119)
that is this 2-flatness constraint for the dual 3-face [5432] would be rooted at the node
1. Multiplying the constraint with h21, we still obtain a constraint, which differs by
the replacement h21h13 → h23 from the corresponding constraint in section 5. That
is, here we have also to make use the 1-flatness constraints, to reach a form equivalent
to the one used in section 5.
As outlined in section 4.3, one can perform a Fourier transformation from the
x-variables to the ℓ-variables. Integrating out the x-variables, one obtains 6 of the
10 triangle closure constraints. The remaining four follow again from these six con-
straints. The six constraints are for the triangles which include the vertex 1, but the
constraints are based on the node 1, which is dual to the tetrahedron [2345]. One
needs to use again the 1-flatness constraints to obtain the form of the constraints
used in section 5.
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