Abstract-In this paper, the shooting and bouncing ray (SBR) method in combination with the truncated wedge incremental length diffraction coefficients (TW-ILDCs) is implemented on the heterogeneous CPU-GPU architecture to effectively solve the electromagnetic scattering problems. The SBR is mapped to the GPU because numerous independent ray tubes can make full use of the massively parallel resources on the GPU, while the TWILDCs are implemented on the CPU since they require complex and high-precision numerical calculation to get the accurate result. As the computation times of neighboring aspect angles are similar, a dynamic load adjustment method is presented to achieve reasonable load balancing between the CPU and GPU. Applications, including the radar cross section (RCS) prediction and inverse synthetic aperture radar (ISAR) imaging, demonstrate that the proposed method can greatly improve the computational efficiency by fully utilizing all available resources of the heterogeneous system.
INTRODUCTION
The development of accurate and efficient high-frequency asymptotic algorithms for electromagnetic scattering by large complex objects has been of interest for many years. The shooting and bouncing ray (SBR) method [1] is one of the most popular and novel high-frequency methods. However, the SBR is very time-consuming for extremely electrically large targets because the density of ray tubes should be greater than ten rays per wavelength to ensure the convergence of results. In order to reduce the computation time, many acceleration techniques have been developed. The octree and kdtree [2, 3] were applied to decrease the number of intersection tests each ray, and the latter has been proved as the best acceleration structure for ray tracing of static scenes in computer graphics [4] . On the other hand, the multiresolution grid algorithm was proposed to reduce the initial number of ray tubes in the SBR [5] [6] [7] . The angular division algorithm was employed to reduce both the number of initial rays and operations for intersection tests [8, 9] . Recently, graphics processing unit (GPU) has become the general computational resources due to the programmability and the great success of GPGPU (generalpurpose processing on the GPU) [10] . The tremendous computational resources on the GPU have already been utilized to accelerate the SBR [7, 11] . Although the efficiency of the SBR has been significantly increased, its accuracy is restricted because it only takes into account multiple bounces. Thus, many efforts have concentrated upon the high order diffraction phenomena, especially, the edge-diffraction effect. In contrast to other common diffraction methods, the truncated wedge incremental length diffraction coefficients (TW-ILDCs) [12] are well behaved for all directions of incidence and observation and take a finite value for zero strip length.
Over the past few years, with the rapid development of the hardware, parallel computing has become an evolving research field. Several approaches (e.g., [13] [14] [15] [16] [17] ) were implemented on the CPU clusters, while others (e.g., [18] [19] [20] ) leveraged the parallel resources on the GPU. Nowadays commodity computers are usually equipped with high-performance graphics hardware. The CPU-GPU cooperative computing, instead of the CPU or GPU only, makes them as a heterogeneous system in modern computing [21] . The applications that use CPU or GPU only waste substantial available resources. Some works have been reported to success in performing heterogeneous computing on the hybrid CPU-GPU architecture, such as high-quality rendering [22] and fast multipole method (FMM) [23] . The key challenge is how to achieve good load balance between the CPU and GPU, i.e., dispatching the most suitable work to the CPU and GPU to maximize the use of all computational resources.
In this paper, we utilize the GPU to accelerate the SBR, and use the CPU to execute the TW-ILDCs concurrently. The load is reasonably distributed to the CPU and GPU according to the execution time of the previous angle to achieve load balancing on the heterogeneous CPU-GPU architecture. The scattered fields are post-processed for the radar cross section (RCS) prediction and inverse synthetic aperture radar (ISAR) imaging. In this way, the proposed method ensures the accuracy and makes the best use of all potential computational power simultaneously.
MAPPING THE SBR AND TW-ILDCs ON HETEROGENEOUS CPU-GPU ARCHITECTURE

Shooting and Bouncing Ray Method
The procedure of the SBR involves two steps: ray tube tracing and electromagnetic computing. Firstly, a set of parallel ray tubes modeling the incident plane wave are shot to the target along the incident direction. Each corner ray is recursively traced to obtain the path according to Snell's law. Then the intersections with the target of the central rays of ray tubes are also evaluated via ray tracing, and the fields of them are determined by the theory of geometrical optics (GO). Finally, the physical optics (PO) integral is carried out on the four-sided polygon modeled by the exit positions of the ray tube to calculate the scattered field contribution of this ray tube, and the formula at an observation point (r, θ, φ) is given:
The (E θ , E φ ) can be represented as the exit field (E, H) of the foursided polygon S:
Equation (2) contains three forms with different values of the coefficients f e and f h . As indicated in [24] , the EH formula provides the best approximation for the PO induced currents. The GPU-based SBR [7, 11] is used in our implementation.
Truncated Wedge Incremental Length Diffraction Coefficients
Truncated wedge incremental length diffraction coefficients (TWILDCs) calculate the fringe wave field from a line integral along the illuminated part of the strips located on a canonical wedge. The truncated equivalent edge currents (EECs) are expressed by the magnetic current M T and the electric current I T , and the formula of the electric fringe wave field is given: whereŝ is the unit vector to the observation point, andt is the edge unit tangent vector.
As illustrated in Figure 1 , the previous infinite incremental strip is truncated and it extends from the edge to the boundary of the wedge face A. The truncated equivalent edge currents are represented as the differences between the untruncated EECs and the correction EECs, and their detailed expressions can be found in [12] .
In our implementation, all of the triangles are processed to construct a data structure that associates each edge with its two adjoining faces (except boundary edges which have only one adjoining face). Then, the edges are chosen as the diffracting edges according to the criteria that whether the interior wedge angle of the edge is less than the user-defined maximum angle. As the edge may be visible partially, the edge is split into small segments to ensure the accuracy of the result. From the midpoint of each segment, the truncated incremental strip is traced along the intersection of the Keller cone and the wedge face. The visibility and the truncated segments of the edges described above are recalculated for each incident angle because they vary with the angle of incidence.
Mapping Strategy
As illustrated in Figure 2 , the GPU is connected to the CPU via the PCI express bus in the mainstream configuration of a computing node. It is desirable to maximize parallel execution at a higher level by explicitly exposing concurrency between the CPU and GPU for the applications on the heterogeneous CPU-GPU architecture. Thus, in order to achieve optimal performance, we map the SBR and the TW- Figure 2 . The CPU in combination with the GPU composes the heterogeneous system in this paper. The GPU is designed for computeintensive, highly parallel computation, therefore more resources are devoted to data processing. On the other hand, the CPU is well-suited for data caching and flow control.
ILDCs to the CPU and GPU, respectively. The mapping strategy is designed according to the characteristics of both the algorithms and hardware. The modern GPU is massively parallel and follows a single program multiple data (SPMD) programming model. All threads on the GPU run the same program, referred to as a kernel. It requires a large number of threads at one time to maximize opportunities to hide the memory latency for optimal performance. As ray tubes are independent of each other, the SBR can be easily changed into the multi-threaded fashion. Moreover, the density of ray tubes should be greater than ten rays per wavelength to ensure the accuracy. For electrically large targets, the number of ray tubes can reach a million or even more. Thus, the SBR can maintain sufficient numbers of threads to hide the memory latency.
The edges are split into small segments according to the frequency in our implementation.
The edges of two aircrafts shown in Section 3.2 are divided into about 14000 and 40000 segments at 10 GHz, respectively. However, for the number of cores of the GPU (e.g., 448 CUDA cores on GeForce GTX 470), the number of segments is still not large enough to fully hide the memory latency as compared to the number of ray tubes, which are about 30 and 17 millions for the two aircrafts at 10 GHz, respectively. In contrast to the SBR, the TWILDCs can not make full use of the massively parallel resources on the GPU.
To improve the overall performance of the GPU, the data transfers between the CPU and GPU should be minimized because those transfers have much lower bandwidth than the internal GPU data transfer. As compared to the TW-ILDCs, the SBR has less data to be transferred from the CPU to the GPU because it does not need the data structure recording the edge-to-face associations.
Although double precision is supported on the current GPU, its speed is limited to 1/8 of single precision speed for most applications. It is suggested to use single precision for better performance when not affecting the accuracy. The edge-diffraction effect is more sensitive to round off than multiple bounces. In addition, complex Fresnel integrals are required for the TW-ILDCs, but the relatively simple Gordon's contour integration [25] can be used to calculate the PO integral in the SBR. Thus, the TW-ILDCs are suitable to be implemented on the CPU with double precision, while single precision should be used to achieve optimal performance without much loss of accuracy in the GPU-based SBR. Because all of the reasons discussed above, we map the SBR to the GPU and the TW-ILDCs to the CPU. The CPU and GPU are assigned with the most appropriate works they are good at by using our mapping strategy.
The procedure of our heterogeneous version of the SBR + TWILDCs is shown in Figure 3 . The GPU-based SBR implemented with CUDA is divided into three stages, and each stage corresponds to one kernel on CUDA. Firstly, the corner rays of ray tubes are launched in parallel and recursively traced to obtain the intersections with the target. The second stage is firstly to check the validity of the ray tubes, then trace the central rays of the valid ray tubes and calculate the reflected fields with GO, finally carry out the PO integrals to determine the scattered fields of the ray tubes. In the last stage, the parallel reduction is employed to sum the scattered fields of ray tubes. As long as the virtual aperture is divided according to the highest frequency of a certain frequency bandwidth, the first step of the SBR can be thought to be independent of frequency. Similarly, the calculation of the TW-ILDCs also has the frequency-independent part, which is only related to the geometry of the wedge and the directions of incidence and observation. By using asynchronous function calls on CUDA, the control is returned to the CPU immediately after the kernel launch, and then the TW-ILDCs are executed on the CPU. Thus, the corresponding steps of the TW-ILDCs and the SBR are overlapped, for example, the frequency-independent TW-ILDCs calculation and ray tube tracing.
Load Balancing between the CPU and GPU
Due to the limited memory on the GPU, the grid on the virtual aperture is partitioned into sub-grids [7, 11] , which are 2048 × 2048 in our implementation.
As illustrated in Figure 4 (a), the traditionally serial implementation does not overlap the computation between the CPU and GPU. To improve the hardware utilization, the workload of the TW-ILDCs is also divided into a few parts to overlap the computation of sub-grids on the GPU. A straightforward method is to divide the edges into parts according to the size percentage of each sub-grid on the virtual aperture. As a result, each sub-grid and its corresponding part have the same percentage of the workload. We call the approach the static method.
However, as shown in Figure 4 (b), the same proportion of workload does not mean the same computation time of the SBR and the TW-ILDCs, so the load imbalance still exists. Using the observation that the computation times of neighboring aspect angles are almost the same, we dynamically calculate the size of each part of the TW-ILDCs based on the execution time of each sub-grid at the previous angle. Initially, the workload is partitioned with the static method, and then the number of edges in each part is dynamically adjusted as follows:
where n i k is the number of edges of the part k of the TW-ILDCs at the aspect angle i, and N represents the total number of edges at the previous angle i − 1. (4) represents the average computation time of one edge. The loads on the CPU and GPU can be reasonably balanced by using our dynamic load adjustment method, as shown in Figure 4(c) .
The CPU or GPU may be unstable due to some reasons (e.g., excessive heat) at some aspect angles. In this situation, the performance may be affected at the following angle. However, it will only affect the computation at the next one angle and the bad influence will not propagate to the other angles. As shown in Figure 4 (c), the CPU and GPU times used in Equation (4) do not include the waiting time due to the CPU-GPU synchronization. Although the total computation time increases, as long as the CPU and GPU resume normal operation, the proposed method will achieve good load balance at the following angles again. As a result, the bad load balance may occur at only few angles, and the proposed dynamic load adjustment method can achieve reasonable load balance at most angles.
Implementation Details
The pseudocode of the proposed method is elaborated in Algorithm 1. There are three main differences between the traditionally serial implementation and the proposed method. First, in order to return the control to the CPU immediately after the kernel launch, the GPU kernel calls are changed to asynchronous function calls. Second, the GPU's progress is monitored to synchronize the CPU with the GPU. Third, the dynamic load adjustment method is designed to achieve good load balance between the CPU and GPU. Note that we divide the virtual aperture according to the highest frequency of a certain frequency bandwidth, i.e., the computation time of the sub-grid at any frequency is the same. Although several differences exist, the major parts (e.g., the implementation of the GPU-based SBR and TWILDCs) of concurrent version are almost the same as the serial version. Thus, the traditional method can be upgraded to the proposed method with relatively fewer modifications.
NUMERICAL RESULTS
In order to evaluate the accuracy, the efficiency and the capability of the proposed heterogeneous version of the SBR + TW-ILDCs, several experiments are performed on Intel Core i5 2.8 GHz CPU and a NVIDIA GeForce 470 GTX with CUDA Toolkit 3.2. The targets are perfect electric conductor (PEC) in this paper.
RCS Prediction
The monostatic RCS of a ship at 10 GHz is calculated with the GPU-based SBR, our heterogeneous algorithm, and the MLFMM, respectively. The result comparison is used to demonstrate the edgediffraction effect is necessary for accurately predicting electromagnetic scattering. The size of the ship is 0.9 m × 0.2 m × 0.2 m, and its geometrical model is shown in Figure 5 As can be seen clearly from Figure 5 , there is a good agreement between the GPU-based SBR result and the MLFMM result when the values of RCS are relatively large, as multiple bounces dominate at those angles. However, the edge-diffraction effect, as the secondary dominant scattering mechanism, can not be ignored in the case of weak scattering. Thus, the result of the SBR + TW-ILDCs is more accurate than the SBR result, especially in the incident angles after 180 • .
In order to demonstrate the capability of the proposed method for scattering by extremely electrically large targets, the monostatic RCS of aircraft A illustrated in Figure 7 (a) at 100 GHz is calculated. In our experiment, aircraft A is 3920λ, and it is located on the x-y plane with its nose directed towards the x-axis. Figure 6 presents the RCS result of aircraft A on the x-y plane, and the computation time is 1.83 hours. Most recently, the parallel implementation of the MLFMM can solve the problems including scatterers larger than 1000λ. In [26] , the sizes of the NASA almond and the Flamme are 1177λ and 1240λ, respectively. And the scattering problem is solved on the Nehalem cluster, which consists of 64 computing nodes, and each node has 24 GB of memory and two Intel Xeon Nehalem quad-core processors with 2.67 GHz clock rates. The computation times are 11 hours and 17 hours for the NASA almond and the Flamme, respectively. It proves that the proposed method has the feasibility of calculating the scattering by the extremely electrically large and complex targets.
ISAR Imaging
ISAR imaging widely used in automatic target recognition (ATR) is also used to demonstrate the validity and efficiency of the proposed method. It is very efficient to generate the ISAR image with the direct image domain formation [27, 28] . However, we apply the traditional two-step approach, which computes scattered fields and applies the inverse Fourier transform. The reason is that we aim at developing a general simulation tool for electromagnetic scattering problems. The ISAR images of two electrically large and complex aircrafts are investigated, and the incident directions are around the noses of them illustrated in Figure 7 . Figure 8 compares the GPU-based SBR result only considering the multiple-bounce with the result of the heterogeneous version of the SBR + TW-ILDCs of the aircraft A. The noises in both images are partially caused by the drawback of the SBR [29] . Apparent deviation can be observed at the locations marked with numbers due significantly increases the accuracy at the cost of efficiency decreased slightly. The computation time of each step of the proposed method and the execution time of the GPU-based SBR are shown in Table 1 . The ray tube tracing only need to be executed once at the highest frequency of a certain bandwidth, and the first part of the TW-ILDCs is similar. As can be seen from Table 1 , the main parallel region between the CPU and GPU are the electromagnetic computing stage of the SBR and the frequency-dependent part of the TW-ILDCs. The efficiency decreases by only 4.6% for aircraft A as compared to the GPU-based SBR, however, the value is 17.2% for the aircraft B. The ratio is much higher because the CPU dominates the concurrent execution time, and therefore the computation time of the TW-ILDCs can not be overlapped very well with the GPU-based SBR. The previous algorithms usually neglect the CPU when they utilize the parallel resources on the GPU for acceleration, and therefore the CPU is idle during the GPU-based computations. The serial version that the GPU-based SBR and the TW-ILDCs do not concurrently execute is compared with our heterogeneous version. The computation times of the serial version and the proposed approach are available in Table 2 . The proposed algorithm has other steps besides the five steps, for example, the model preprocessing step. Thus, the maximum speedup ratio is infinitely close to 2, and it can be achieved by completely overlapping the execution time of the CPU and GPU. The performance improvement using both the CPU and GPU can reach up to about 40% as compared to the serial version for both the aircraft A and B. Taking aircraft A as an example, although the total execution time of the GPU is more than the CPU, the CPU takes more time at 24% of aspect angles. As a result, it is hard to optimally balance the load between the CPU and GPU. However, the performance is improved much more by using our dynamic method than the static method (e.g., the improvement is increased from 16.6% to 38.5% for Table 1 . The computation time (seconds) of each step of our heterogeneous version of the SBR + TW-ILDCs, and the execution time of the GPU-based SBR.
Step 1, step 2 and step 3 represent the ray tube tracing, electromagnetic computing and parallel reduction of the GPU-based SBR. The frequency-independent part and the frequencydependent part of the TW-ILDCs are step 4 and 5, respectively. aircraft A). The dynamic method ensures excellent load balance. The ISAR imaging is very time-consuming for electrically large and complex targets, and thus about 40% or more computation time reduction saves a large amount of time, which are 859.4 and 2012.3 seconds for aircraft A and B, respectively. As we all know, the MLFMM as a fast algorithm has been widely used to solve many large-scale problems. However, as described in Section 3.1, the parallelization of the MLFMM still needs a large amount of time to calculate the RCS of electrically large targets. It will be beyond the capability of the MLFMM implemented on relatively small and inexpensive clusters when intensive scattering calculations of electrically large targets are required (e.g., building the database for ATR with large amount of ISAR images). The proposed method makes full use of all available resources on a single computing node by utilizing the concurrency of the CPU and GPU. It can obtain a reasonably accurate ISAR image of the real-life aircraft within an hour. For a cluster currently composed of heterogeneous nodes, the proposed algorithm can be efficiently parallelized by distributing the computations of different angles to each node, and the execution time will decrease to several minutes. Thus, utilizing the clusters to further increase the capacity of the proposed algorithm will be our future work.
CONCLUSION
The SBR and the TW-ILDCs are combined and implemented on the heterogeneous CPU-GPU architecture. The main contribution of this paper is the use of the neglected resource (CPU) in heterogeneous CPU-GPU environments, maximizing hardware utilization to provide an efficient tool for electromagnetic scattering problems. The heterogeneous algorithm maximally utilizes the parallel resources of the GPU to accelerate the SBR. It also enables efficient double precision computations to ensure the accuracy of the TW-ILDCs and dynamically adjusts the load of the CPU to achieve good load balancing. The proposed method not only provides higher accuracy with relatively little efficiency penalty as compared to the GPUbased SBR, but also improves the performance up to about 40% in comparison with the traditionally serial implementation. Compared with the parallel MLFMM algorithm, the heterogeneous method also proves its capability of solving large-scale scattering problems.
