In this paper, we use a logistic regression to learn a speech mask from the dominant eigenvector of the Power Spectral Density (PSD) matrix of a multi-channel speech signal corrupted by ambient noise. We employ this speech mask to construct the Generalized Eigenvalue (GEV) beamformer and a Wiener postfilter. Further, we extend the beamformer to compensate for speech distortions. We do not make any assumptions about the array geometry or the characteristics of the speech and noise sources. Those parameters are learned from training data. Our assumptions are that the speaker may move slowly in the nearfield of the array, and that the noise is in the far-field. We compare our speech enhancement system against recent contributions using the CHiME4 corpus. We show that our approach yields superior results, both in terms of perceptual speech quality and speech mask estimation error.
Introduction
In many beamforming structures, a steering vector is required to provide a spatial focus towards the location of the speaker. A simple and robust method is to obtain the steering vector from a Direction Of Arrival (DOA) estimate. Many algorithms have been devised for that purpose, i.e. PHAT, MUSIC [1] , or DD-SNR [2] . However, the DOA cannot model reverberation or multi-path propagation caused by the enclosure, i.e. office rooms or car interiors. This may result in target leakage, which limits beamforming performance. More advanced approaches aim at estimating the acoustic path from the speech source to each microphone, which is known as Acoustic Transfer Function (ATF). Approximations are done using Relative Transfer Functions (RTFs) [3, 4] . The RTFs relate the ATFs with respect to a reference point, and can be modeled by shorter FIR filters [5] . Recent contributions use a spectral gain mask to distinguish between speech and noise signals, which is then used to estimate their respective PSD matrices. Such a speech mask may be obtained using model-based clustering approaches [6] [7] [8] , or data-driven regression [9] [10] [11] [12] based on various types of neural networks (NN). While clustering approaches require some prior knowledge like the array geometry or the statistics of the noise, NNs are able to learn the speech mask from training data, without additional information. Moreover, NNs have the distinct advantage of jointly estimating a speech mask for all frequencies, which proved to be superior in recent multi-channel speech enhancement and recognition tasks [13, 14] .
In this paper, we extend our work in [12] , where we used several NN architectures to estimate the speech mask using eigenvector features. As the largest NN requires over a million weights to be trained, the aim is to significantly reduce model complexity, while maintaining performance. We introduce a different approach to estimate the speech mask compared to [8] and [9] . Instead of energy-related features, our NN utilizes the dominant eigenvector of the PSD matrix of the microphone signals as feature vector. Therefore, the spatial information hidden in the multi-channel data is exploited. The predicted speech mask is then used to split the PSD matrix of the microphone signals into its speech and noise components, where we use the dominant eigenvector of the speech PSD as steering vector for the beamformer. We show that the cosine similarity between dominant eigenvectors of consecutive PSD matrices of the microphone signals is sufficient to predict the speech mask. By using the cosine similarity, we obtain a feature which is independent of both the signal energy and the microphone array geometry. Our assumptions are that the speaker is in the nearfield of the array and that the non-stationary noise is in the farfield. The speaker may move slowly, resulting in slowly varying ATFs. These relaxed conditions are found in many telephony applications, i.e. hands-free calling kits, voice chats on mobile devices, or roadside emergency telephones. This paper is structured as follows: After the introduction of the system model in Section 2, we demonstrate our extension to the GEV beamformer for reducing speech distortions in Section 3. In Section 4 we show the importance of the speech presence probability for constructing the beamformer and a postfilter. In Section 5 the estimation of the speech presence probability using logistic regression is presented. In Section 6 we present our results. Section 7 concludes the paper.
System Model
We assume a single speech source embedded in ambient noise. The array consists of M microphones, arranged into an arbitrary array geometry. There may be multiple noise sources, and their spatial and temporal characteristics may be unknown. Our speech enhancement system is shown in Figure 1 . We define the signal at the m th microphone in the STFT domain as
where the frequency bin k = 1, . . . , K and the time frame is denoted by l. The ATF of the speaker S(k, l) to the m th microphone is denoted by Am(k, l), and the noise received at that microphone is denoted by Nm(k, l). By stacking all M signals to a M × 1 vector, the signal model can be written as:
For enhanced readability, the frequency and time frame indices will be omitted except where necessary. The PSD matrix for all microphone signals Z(k, l) is obtained using recursive averaging, i.e.:
, where 0 ≤ α ≤ 1 is a smoothing parameter [15] . For uncorrelated speech and noise signals, this PSD matrix can be split into its speech and noise components
For a single speaker, ΦSS(k, l) will be of rank 1 and can therefore be decomposed into
Note that the magnitude of the ATFs can be modeled by ΦS(k, l) in (4), hence we define ||A|| 2 = 1.
Multi-Channel Speech Enhancement
We use a broadband beamformer [16] for multi-channel speech enhancement. The beamformer output is given by
with the filter weights W (k, l), and the single-channel Wiener postfilter G(k, l). Following the definition of the system model in (2), the optimal filter weights are given by the MSE-optimal multi-channel Wiener filter WOP T [15, 17] , i.e.
The filter WMV DR can be recognized as the MVDR beamformer [18, 19] . The postfilter G = ξ 1+ξ depicts a real-valued gain mask, which is applied at the beamformer output. It can be seen from (4) and (6), that ξ is given as the multi-channel SNR [17] 
GEV Beamformer
While it is possible to select from a broad range of broadband beamformers such as the MVDR or the GSC, we use the GEV for its superior performance in earlier experiments [12] . The GEV beamformer, constrains the filter weights W (k, l) to maximize the SNR ξ(k, l) at the beamformer output [20, 21] , i.e.
The solution to (8) is given by the following generalized eigenvalue problem
which is solved by
where ζ is an arbitrary complex scalar. Comparing the GEV to the MVDR beamformer, it can be immediately seen that they only differ by a complex constant C
However, this difference causes target speech distortions in the GEV, i.e. W H GEV (k, l)A(k, l) = 1. To compensate for these distortions, we derive an expression for C as follows:
Assuming normalized ATFs ||A|| 2 = 1, we can rearrange (10) into ζ = A H ΦNN WGEV and express the complex constant C by
which we refer to as Phase Aware Normalization (PAN). Note that [20] proposes the Blind Analytical Normalization (BAN) and the Blind Statistical Normalization (BSN) compensation methods to estimate the absolute value of C, i.e.:
. In fact, it can be easily verified that the magnitudes of the BAN and PAN compensation factors are identical. Inserting (12) into (11) gives the GEV-PAN beamformer:
with the projection matrix P [22] . The expression B = I − P can be identified as blocking matrix [21] . In theory, the compensation factor CP AN turns the GEV into the MVDR beamformer. However, as the former avoids the inversion of ΦNN when using (9), it is numerically more stable and achieves better PESQ and OPS scores [12] .
Steering Vector Estimation
From (13) it can be seen that the GEV-PAN beamformer requires the ATFs A(k, l). As they are unknown in practice and hard to estimate in reverberant environments [18] , we use a steering vector F (k, l), which provides a spatial focus of the speech source. Under reverberation-free conditions the steering vector may be modeled as simple time delays using DOA estimation [1] . However, in realistic environments this approach will result in speech loss at the beamformer output. We therefore advocate a steering vector in signal subspace [23] . Eigenvalue decomposition (EVD) of the speech PSD matrix gives
where λS 1 and vS 1 are the single eigenvalue and eigenvector of ΦSS(k, l), as this matrix is of rank 1 for a single speaker. Rearranging (14) leads to:
where ζS 1 can be recognized as another complex scalar. Therefore, the dominant eigenvector of ΦSS is a scaled version of the true ATF A(k, l), including multi-path propagations and early echoes of the target signal [1, 20, 23] . Assuming ||A|| 2 = 1, the dominant eigenvector vS 1 is equal to the ATF.
Speech Mask Estimation
In the last section, we have shown that the GEV-PAN beamformer and the steering vector require an estimate of both the speech and noise PSD matrices.
PSD matrix approximation
By using an oracle speech mask 0 ≤ pSPP(k, l) ≤ 1, which represents the probability for each time-frequency bin to contain speech, ΦSS(k, l) can be approximated witĥ
where T is a number of frames during which we assume the spatial characteristics of ΦSS(k, l) to be stationary, i.e. the speaker is not moving [24] . Note that the energy of the speech signal may change during the time period T , but this does not affect (9) , and hence the performance of the GEV beamformer. Analogously to (16) , the noise PSD matrix ΦNN (k, l) can be approximated using the complementary probability 1 − pSPP(k, t).
Speech Presence Probability
As shown above, the estimation of pSPP(k, l) is the key component in our speech enhancement system. Using (7), we define the optimal speech presence probability as
Note that the optimal speech presence probability is equal to the Wiener postfilter given in (6) . Eigenvalue decomposition of the noisy speech PSD matrix gives ΦZZ = M m=1 λZ m vZ m v H Zm , where λZ m and vZ m are its eigenvalues and eigenvectors, respectively. We observed that the dominant eigenvector vZ 1 (k, l) is related to pSP P,opt(k, l) [24] . It was shown that eigenvectors containing speech tend to form local clusters, while noisy eigenvectors are distributed randomly over a multi-dimensional unit sphere. Hence, the dominant eigenvector vZ 1 (k, l) provides a reliable measure for speaker activity. Using the cosine similarity 1 between two neighboring eigenvectors
we obtain a scalar x∆(k, l), independent of the number of microphones being used. To observe a difference between two neighboring eigenvectors, the matrix ΦZZ has to be updated with a sufficiently small time constant. During speaker activity, x∆(k, l) is close to one, and close to zero otherwise. Note that this feature is also independent of signal energy and array geometry. Figure 2 shows x∆(k, l) for a single utterance of the CHiME4 corpus. It can be seen that x∆(k, l) already has some similarity with the optimal speech mask pSPP,opt(k, l), shown in Figure 3a . At low frequencies, the separation capability of this feature is poor, as the wavelength of the signal is large compared to the aperture of a typical microphone array. This information has to be inferred from other frequency components. 
Logistic Regression
In contrast to the NNs based on LSTMs and MLPs used in [12] , we aim for a resource-efficient regression model to estimate the speech mask. As our model operates in the time-frequency domain, we derive a feature vector for each frequency bin k and time frame l. In particular, we stack n∆ cosine distances x∆(k, l) to add some context to the feature vector
where we consider the eigenvectors in the vicinity n∆ of the current time frame l containing the most relevant information. We refer to (19) as eigenvector-delta. For each frequency bin k we obtain an estimatẽ
using the activatioñ
whereW andb denote the weights and bias values of the logistic regression, respectively. Note thatpSPP(k, l) is calculated independently for each frequency bin. To exploit the broadband nature of human speech, we employ a second logistic regression which calculates a refined estimatepSPP(k, l) =
This architecture is capable to learn the basic structure of human speech. As the eigenvector-features do not contain any information about signal energy, speaker-dependent features are ignored.
6. Results
Experimental Setup
To evaluate our model, we use the CHiME4 corpus [13] , which provides 2 and 6-channel recordings of a close-talking speaker corrupted by four different types of ambient noise. The database provides a training set (tr05), a validation set (dt05) and a test set (et05). We use all utterances (real and simu) from each set. The ground truth (i.e. the separated speech and noise signals) is available for all recordings, which we use to calculate the true speech mask pSPP,opt(k, l) with (7) and (17) . Once trained, the logistic regression provides a predictionpSPP(k, l) for each utterance, which is required to calculateΦSS(k, l) and ΦNN (k, l) with (16) . The averaging window length is set to T = 250ms. We use a STFT window length of 32ms and an overlap of 50% to process the data. The speech and noise PSD estimates are then used to construct the GEV-PAN beamformer.
Following (17), we use G(k, l) =pSPP(k, l) for the postfilter. Figure 3 shows the performance of the logistic regression models by visualizing the optimal and predicted speech masks for a single utterance from the test set. Table 1 reports the predic- Figure 3 : Speech presence probability for a single utterance from the CHiME4 test set. (a) ground truth pSPP,opt(k, l), (b) coarse predictionpSPP(k, l), (c) refined predictionpSPP(k, l).
Speech Mask Accuracy
in % for the logistic regression, labeled as evd logreg, and four alternative NN models which we used in [12] . They are labeled as ev lstm, evd lstm, evd mlp and psd lstm, and use multiple hidden layers, each containing n h neurons. The last column shows the number of parameters to be trained for each model. It can be seen that the logistic regression uses two orders of magnitude fewer weights while achieving comparable results.
Perceptual Speech Quality
Using the predicted speech maskpSPP(k, l), we construct the GEV-PAN beamformer for both the 2 and 6-channel data. To evaluate the performance of the resulting speech signal Y (k, l) in terms of perceptual speech quality, we use the Perceptual Evaluation methods for Audio Source Separation (PEASS) toolkit [25] , and report the Overall Perceptual Score (OPS) and PESQ [26] values. The ground truth required for these scores is obtained using the pSPP,opt(k, l) and the GEV-PAN. Table 2 reports the PESQ and OPS scores of the logistic regression and the other models used in Table 1 . Further, we also report the scores of the CHiME4-baseline enhancement system, i.e. the BeamformIt!-toolkit [13] , and the front-end of the best CHiME3 system [8] , which uses CGMM priors and the EM algorithm to estimate the speech mask. It can be seen that the performance of the much smaller logistic regression architecture (evd logreg) is comparable to the NN models, even for the 2-channel track. For this track, 2 out of the 6 microphones have been chosen randomly, so that the array geometry is unknown for each utterance. In summary, all our eigenvectorbased speech mask estimation models show an improvement over the BeamformIt! baseline and the CGMM-EM system. 
Conclusion
In this paper, we proposed a resource-efficient linear regression architecture for speech mask estimation as alternative to NNs. Our system uses the dominant eigenvector of the PSD of the microphone signals as feature vector. We compared our results against the most recent model-based and data-driven approaches using the CHiME4 corpus. We have shown that our model yields good results, both in terms of perceptual speech quality and speech mask prediction error, while using two orders of magnitude fewer parameters than comparable NN models. Unlike existing approaches, our system does not require any information about the array geometry or the characteristics of the speech and noise sources. Our assumptions are that the speaker moves slowly and is located in the near-field of the array, while the non-stationary noise is in the far-field.
