The input of a classical application of association mining is a large set of transactions, each consisting of a list of items a customer has paid for at a supermarket checkout desk. The goal is to identify groups of items ("itemsets") that frequently co-occur in the same shopping carts. This paper focuses on an aspect that has so far received relatively little attention: the composition of the list of frequent itemsets may change in time as the purchasing habits get affected by fashion, season, and introduction of new products. We investigate (1) heuristics for the detection of such changes in time-ordered databases and (2) techniques that update the set of frequent itemsets when the change is detected. As the main performance criterion, we use the accuracy with which our program maintains the current list of frequent itemsets in a time-varying environment.
Introduction
A popular task in Data Mining is association mining, a problem also known under the name of market basket analysis because it was first encountered in analyses of large-scale supermarket data. Formally, let I = {i 1 , . . . , i m } be the set of items that the supermarket sells and let a database consist of transactions T 1 , . . . , T N , such that ∀j, T j ⊆ I. Each transaction is a list of items a customer pays for at the checkout desk. An itemset, X, is a group of items such that ∃j, X ⊆ T j . The support of itemset X is the percentage of transactions that subsume X. The discipline of association mining explores algorithms that search for high-support itemsets-those with supports at least equal to a user-specified minimum.
The knowledge of high-support itemsets is important in business-oriented decision making-for instance, the supermarket may want to avoid discounts on more than one member of the same itemset. However, the paradigm is known to extend to many other domains. If each transaction consists of hyperlinks pointing to the same web page, high-support itemsets indicate associations among web sites [30] . In a medical database, where each transaction summarizes a patient's history, a researcher may learn about co-occurring symptoms which may signal some common cause that might otherwise go undetected. If the transactions are lists of mutualfund holdings, association mining will detect companies that are frequently held in the same portfolios. And a recent study has suggested a framework for exploiting high-support itemsets in information processing [9] .
In the research reported below, we are focusing on an aspect that may be common to all of these domains but has so far been somewhat neglected: itemset supports can vary in time. In the supermarket domain, this is likely to occur as the customers' buying habits react to swings of fashion, seasonal patterns, or newly introduced merchandise [11, 33, 35] . The data analyst then needs to detect when these changes occur, which high-support itemsets "survive" the change, which of them vanish, and finally, what new high-support itemsets emerge. One might also want to know how much the current period differs from the past, what the frequency of the changes is, and which products are particularly affected by the changes.
We are interested in domains where blocks of transactions are periodically added to the database [16] . Thus in the supermarket domain, each block may summarize the daily business of one individual store of a big chain; in medical data, one block may contain records of patients from a single hospital; in finance, each block may represent a business sector; and in information retrieval, each block can represent a publisher. Our intention was to develop a system that would apply association mining to the blocks of data following the order in which they arrive.
1
Let us informally define the notion of a context as a set of hidden circumstances that entail a certain set of high-support itemsets. For instance, contexts can be defined by seasons and demographic factors. Although the context can change in time, the user may not know about it.
2 In some domains, the change will be abrupt-for instance, when the new block represents medical records from a distant geographical region. In others, the change will be gradual as in the event of the "Fall" buying patterns gradually replacing the "Summer" buying patterns (school supplies instead of swimming suits).
The essence of the solution we propose is simple: after the arrival of a new block of transactions, the system updates the support values in the current list of itemsets, and then decides whether this list has been significantly altered. Significant change would indicate that the underlying context might have changed. Following the terminology from the machine learning literature [46] , we will assume that such system observes the database through a window that contains a certain number of recent blocks. One of the system's tasks is to choose an optimal size of the window that, intuitively, should be large during periods of relative stability (the larger the window, the more reliable the knowledge induced from its contents) and should shrink in response to a context change (to make sure that the window contains transactions from a single context).
Special attention has to be devoted to the method of performance evaluation. Data mining researchers usually expect to obtain a complete list of high-support itemsets but this is unrealistic in the time-varying scenario. For one thing, if a context change goes undetected (e.g. in domains with gradual changes), the window will contain transactions from more than one context so that the detected highsupport itemsets represent a mixture of contexts. And if we attempt to address this drawback by the removal of older transactions, the window may become too small to permit statistically reliable inferences. Association mining in time-varying domains will thus only approximate the underlying reality. In the work reported here, we measured our system's performance by the quality of the lists of the detected highsupport itemsets and by the speed of recovery after context change. We investigate the behavior of a group of techniques under various circumstances such as different data parameters, gradual versus abrupt change, and the like.
Related Work
The research builds on previous work in association mining as well as on the literature that addresses the problems related to time-varying domains.
Association mining
The main task for association mining is to find out which groups of items (itemsets) are contained in at least θ% of all transactions, where the threshold θ is a userspecified minimum support. [2] introduces the algorithm Apriori 3 that is widely recognized as a baseline to which other approaches are sometimes compared. The idea is to detect high-support itemsets of size k using the knowledge of itemsets of size k − 1. The procedure starts with a list of elementary itemsets, each consisting of a single item. Those with support below θ are discarded and the remaining ones are combined to create itemsets of size 2. Again, only those with satisfactory support are retained. Suppose this results in
which itemsets of size 3 are to be created. Without consulting the database, the system can immediately remove, e.g., itemset [A,B,C] because its "sub-itemset" [A,B] is not in S-a proof that also [A,B,C] fails to satisfy θ. Only the supports of the triplets that survive such elimination are checked against the entire database. The process continues, with the itemset size growing, as long as the support of at least one of the newly created itemsets satisfies θ. The output is a complete list of high-support itemsets.
The algorithm Apriori is computationally too expensive to be useful in a database of a realistic size, and substantial efforts of the data mining community thus went into attempts to expedite the search. For instance, [32] reduces the number of passes through the database; [12] advocates incremental techniques; [8, 25] focus on those associations that are deemed "interesting" by various heuristics; [4] exploits parallel search; and [42] capitalizes on sampling techniques. Seeking to reduce query-related computations, other authors "recycle" detected itemsets when processing future queries: [29] proposes to cache high-support itemsets; [31] stores them in a hash table; and [6] use lattice-structure properties to pre-process the database.
Other researchers have addressed such practical aspects as the need to handle numeric data [7] , generalized items (beer vs. Budweiser), synonyms (car vs. automobile), and similarities (magazine vs. newspaper) [17, 41] . Sometimes, this leads to the need to consider advanced taxonomic structures [43] . Also techniques for direct coupling of association mining to database management systems have been studied, and yet another research strand focuses on processing specific types of queries such as "targeted queries" [23, 35] or "optimized queries" [37] .
Induction from time-varying databases
In many realistic applications, itemset supports will be unstable: while some itemsets maintain high supports throughout the entire database, others come to the fore only in specific sections. Earlier, we introduced the informal notion of a context. Under stable conditions, the supports of itemsets are not likely to vary too much. On the other hand, a change in the context can affect these supports significantly. To address these unstable domains, [11] presents an incremental technique that updates the list of high-support itemsets after the arrival of each new block of transactions. Unfortunately, the mechanism is slow to react to abrupt context changes because it does not "forget" outdated information and the old information thus interferes with new one. Further on, the method may be unable to find out when precisely these changes occur.
The approach suggested by [35] was originally meant to expedite the search for high-support itemsets by exploiting the results obtained from previous blocks when analyzing a newly arrived block. Although the technique has been shown successfully to detect locally important itemsets that would go undetected by Apriori-based algorithms, its weakness is that it expects the user to specify the borders of the individual contexts. Somewhat related systems were developed by [10, 36] who expect that the blocks be prespecified by the user in the form of a "calendar." However, users are often incapable of specifying the individual contexts, and, even when they are, the system's performance is known to plummet if the context borders thus specified are unreliable.
Perhaps closest to our needs comes the work on concept induction in unstable domains. In particular, [22] introduced a methodology that later gave rise to a whole family of algorithms sharing the name FLORA [45] . 4 These programs apply induction techniques only to a "window" that contains a set of recent examples. This is motivated by the assumption that the older the example, the higher the danger that it was collected during a time when an outdated context prevailed. As the window moves (new examples added, older ones deleted), the system keeps updating the concept representation whose accuracy typically drops sharply when the underlying context changes, only to recover as further examples from the new context become available. Individual implementations of this method differ in the choice of the heuristics used to adjust the window size and to update the concept description [24] . Many authors have reported their experience with all sorts of variations on this basic approach. For instance, they have developed mechanisms that select the most representative examples [26, 27] and exploit the recurrence of older contexts [18, 19, 44] .
Interestingly, a similar idea was developed in the field of data mining by [16] who detect the context change with the help of their own mathematical model that quantifies the differences between datasets [15] using a bootstrapping technique. Although the authors do not seem to be aware of the FLORA paradigm, and do not address the problem of window size adjustment, their work confirms the old experience that, when a research idea is ripe, diverse research groups are likely to run into related questions at about the same time independently of each other. At any rate, we will build here also on these authors' experience. Some preliminary results of our research have been published in [39] , with many additional details presented in [38] .
3 Association Mining in Time-Varying Domains: the Suggested Method Figure 1 illustrates the basic scenario where a window moves along a stream of transactions that arrive in blocks. We assume that the underlying context will change only at the boundaries between blocks and always only after a period of stability that will typically span more than a single block. The change is either abrupt or spread over two or more consecutive blocks, in which case we say the change is gradual. The system updates the itemset supports each time a new block arrives. We require that the system be at each moment able to return the list of itemsets that have sufficiently high support in the currently valid context. The system's performance will be evaluated by comparing the returned list with what an "ideal" list should contain. In our implementation, the system first accepts a new block and determines the supports of itemsets in this block. Then, it decides whether the associations detected in the new block significantly differ from those in the previous blocks. Such significant difference is then regarded as an indication of a possible context change. In this event, the system reduces the window size by the removal of some of the older blocks. Instead, all transactions from the new block are added to the window. The change in the window contents makes it necessary to update, accordingly, the supports of all itemsets.
The system's performance will depend on how faithfully the window represents the current context. The quality of this representation is maximized if all blocks in the window come from this very context (that is, if all outdated, and hence harmful, blocks have been removed from the window), provided that the window size is sufficient for statistically valid judgements about the itemsets' supports. Notice the tradeoff: a narrow window may be "pure" in the sense that all blocks it contains come from the same context; however, such window may not guarantee that the data sample it contains is statistically representative. The removal of all outdated transactions may be unnecessary if the context change is small: it may be a lesser evil for the window to contain a few blocks from an outdated but not so different context than to be so small that anything derived from its contents will be prohibitively sensitive to random data fluctuations. Since all of these aspects depend on the concrete application, all we can say, in general, is that the window should be allowed to grow large during periods of stability but should shrink when a context change is detected.
Obviously, a lot will depend on the heuristics that detect the context change and on the operators that control the window size. The detection of context change is somewhat more difficult and will be treated in detail in Section 4. As for the removal of the older blocks after a context change, we have experimented with the following operators:
1. Harsh operator. If a change is detected, replace the entire window contents with the latest block. 2. Reluctant operator. If a change is detected, add the new block to the window and issue a warning that something suspicious is going on. If the change is confirmed even after the next block, replace the entire window contents with the last two blocks. 3. Opportunistic operator. If a change is detected, remove x% of the oldest blocks (usually, x = 50). If the change is confirmed even after the next block, replace the remainder of the window contents with the last two blocks.
Detecting Context Change

A Costly Solution: Bootstrapping
Ganti et al. [16] detect the context change by a bootstrapping technique whose essence can be summarized as follows. Wishing to determine the difference between two datasets, they first draw (with replacement) n pairs of samples from the first dataset and create the lists of high-support itemsets. Sorting the pairs according to how much the corresponding lists differ from each other, they obtain a distribution of differences as observed in the absence of any context change. In the next step, they compare the difference between the two datasets with the distribution thus obtained. The position on the distribution scale determines the degree of significance of the difference. In our experiments, we measured the difference by the "frequency distance" (see Section 4.2) with the sum running over all high-support itemsets found in at least one of the datasets. If an itemset is not found in a dataset, its frequency is set equal to zero. The distribution of differences was estimated from 50 randomly drawn pairs, each consisting of 1,000 transactions.
The most expensive part of these computations is the search for the lists of high-support itemsets. As revealed by a detailed analysis presented in [34] , these costs are approximately exponential in the number of items. On the other hand, the complexity of the remaining calculations can be shown to be no more than polynomial in the number of itemsets. This makes the bootstrapping technique particularly expensive in those implementations where association mining (e.g., using the Apriori algorithm) has to be run on 2n blocks of transactions just to construct the distribution of differences.
Cheaper Alternatives
Since the main shortcoming of the boostrapping technique are the high costs of the attendant calculations, we propose three cheaper heuristics.
Emerged and Vanished Itemsets
Let L W denote the list of high-support itemsets in the window and let L B denote the list of itemsets that have high support in the newly arrived block. High-support itemsets from L B that are not found in L W are called "emerged" itemsets-they had not been known previously, having emerged only when the new block arrived. The number of these itemsets in the i-th block is denoted by N E i (number of emerged). Conversely, high-support itemsets from L W that are not found in L B are called "vanished" itemsets. The number of these itemsets in the i-th block is denoted by N V i (number of vanished).
In stable environments, N E i and N V i behave as random numbers drawn from approximately normal distributions 5 . To detect a change, the system determines whether the numbers of emerged/vanished itemsets in the newly arrived block differ significantly from what would be expected based on the underlying distribution as modeled based on the previous blocks. Note that the values of N E i and N V i are proportional to the difference between the window and the new block; the greater the difference, the higher the values of the two variables. The system signals context change when at least one of the two variables (N E i , N V i ) is significantly greater (according to one-tail t-test) than what would be indicated by their respective distributions as estimated from the data in the window.
Jaccard Coefficient
A widely accepted measure of similarity between two sets is the so-called Jaccard test [20] . For our sets of itemsets with high support in the new block (L B ) and in the window (L W ), the test employs the following expression:
As in the case of the previous test, the value of this coefficient will change after each new block arrival. As long as the environment is stable and the underlying context does not change, these values roughly follow the normal distribution-again, we verified this claim by applying normality tests to experimental data.
The value of the Jaccard coefficient is proportional to the similarity between the two sets of high-support itemsets (L W , L B ). The system will signal a change in the context if, after the arrival of a new block, the value of Jacc(L W , L B ) is significantly smaller (according to one-tail t-test) than what it was in the window. Note that this is different from the previous test where we only look for positive deviations.
Frequency Distance
Let f bi denote the support of the i-th itemset in the newly arrived block and let f wi denote the support of the i-th itemset in the window. Using the "frequency distance" inspired by [21] , we can measure the difference between the new block and the last k blocks by way of the differences in the supports of the individual itemsets:
Again, the significance of the difference is established by the statistical t-test.
A Comment on Computational Costs
While the costs of context detection in the non-bootstrapping techniques can be shown to be O(2 |I| · |T B |), where |I| is number of different items and |T B | is the number of transactions in a block, boostrapping increases these costs by the factor of 2n.
Experiments
The goal of the experiments was to observe how the individual heuristics for context detection, and the operators for window-size control, affect the system's ability to adjust itemset supports in time-varying domains. We experimented with abrupt as well as gradual changes, and we looked at how the results were affected by the differences between adjacent contexts. Prior to detailing the results, let us briefly outline the experimental setup.
General considerations
Data. We follow the common practice of modeling the supermarket domain by the synthetic data obtained from the popular IBM generator 6 . The generator uses userset parameters to create an initial set of frequent itemsets (patterns) whose sizes are taken randomly from a Poisson distribution. Then, transactions are created that contain these itemsets or their fractions. The lengths of these transactions are, again, established by a random number generator that follows a Poisson distribution. The average transaction length in all the experiments was twenty items drawn from a pool of 10,000 different items. The size of the initial set of frequent itemsets varied for every context, ranging from 2,000 to 20,000, generating thus the difference between individual contexts. The rest of the parameters were left to the default setting of the generator (average length of a pattern, correlation between patterns, etc.). For more detailed description of the data, see [3] and the parameter settings given below under Experimental setup.
Performance metric. Let f iR denote the real support of the i-th itemset as established by the association mining program and let f iT denote its theoretical support obtained by measurements on sufficiently large independent data that have the same characteristics. For a list of k itemsets, the error of association mining is calculated by the frequency distance as defined by the following equation:
This error is to be minimized. To get a better idea of how the individual heuristics behave, it is necessary to look not only at the average value, but also to investigate how the error evolves in time (e.g., to observe the speed of recovery after context change).
Distance between contexts. Let f i1 and f i2 be the supports of the i-th itemset in contexts "1" and "2," and let n 1 and n 2 be the numbers of transactions in these contexts. The difference between the contexts is calculated by the Penrose distance [21] defined as follows:
Heuristics. We experimented with four alternative change detectors: one exploits the changes in the number of "emerged" and "vanished" itemsets, one relies on the Jaccard Coefficient, one uses the Frequency Distance, and the last one implements the bootstrapping mechanism. The window size was controlled by three alternative operators: harsh, reluctant, and opportunistic.
Experimental setup. The transactions arrive in blocks, each consisting of 1,000 transactions. We considered two domains, one with relatively big difference between adjacent contexts (d = 232) and one with relatively small difference between adjacent contexts (d = 32). 7 We experimented with pairs of alternating contexts, with either abrupt or gradual context change. In the case of abrupt change, 20 blocks come from the first context, the next 20 blocks from the second context, the next 20 blocks again from the first context, and so on. Gradual change was modeled as follows: all transactions from the first 20 blocks come from the first context; in the next 20 blocks, the first context is gradually replaced with the second; all transactions in the next 20 blocks come from the second context; in the next 20 blocks, the second context is gradually replaced with the first; and so on. By "gradual replacement" we mean that one block contains 5% transactions from the new context and 95% from the old context; the next block will contain 10% transactions from the new context and 90% from the old context; and so on, until all transactions come from the new context. The two alternating contexts share about one half of the high-support itemsets, and only the rest represents the difference. This is to reflect the circumstance that certain core information is in realistic applications likely to remain unchanged.
Finally, association-mining research usually expects the user to specify the threshold that separates high-support itemsets from "normal" itemsets. In this paper, we assume that this threshold remains fixed throughout the entire experimental run. 
Results in the Domain with Abrupt Context Change
Let us first consider the simpler case of abrupt context change. To start with, we need to learn how the error behaves in baseline algorithms where the system either uses a fixed-length window or no window at all. This is necessary if we want to be able to assess the merits of the heuristics and operators described in the previous sections. The two charts in Figure 2 show what is typically going on when the difference between adjacent contexts is big (left) and when it is small (right). As expected, a system that does not use any window tends to experience relatively high error after the first context change and this error then never drops below certain level because the system mixes information from two different contexts. The windowbased systems score better. When the window is narrow (2,000 transactions), the recovery after the context change is faster but the minimum error is higher than in the case of a larger window (10,000 transactions). This is because the narrow window does not stretch over a statistically sufficient number of transactions. On the other hand, a broader window, if its size is fixed, will often contain outdated transactions.
The right-hand chart illustrates the situation when the difference between adjacent contexts is small. Here, the system with narrow window does not display anything of interest and does not outperform the no-window alternative. The results of the other two programs appear acceptable, which indicates that if the difference between neighboring contexts is really small, the motivation for tracking the changes diminishes.
Having made similar observations in a series of experiments with different values of data parameters, 8 we were led to surmise that the use of the window can improve the system's performance in domains with abruptly changing contexts. Importantly, this performance will depend on the size of the window and is likely to benefit from the system's ability to detect the context change and automatically to adjust the window size. Figure 3 shows how the performance improved when the baseline algorithms were replaced with programs where the window was adjusted using the windowsize controlling operators triggered by context-detection heuristics. The upper two charts illustrate the behavior of the bootstrapping technique from [16] when used in combination with the harsh operator. Since the computation costs were very high (dozens of hours for a single experimental run), we chose not to investigate the other operators. After all, a system that is computationally as expensive is unlikely to have any practical value in real-world applications. It is enough to conclude that, especially in the case of the big difference between neighboring contexts, the algorithm is capable of reaching lower error levels than any of the three baseline algorithms. In domains with small differences between neighboring contexts, the improvement is less conspicuous-the bootstrapping algorithm tends to outperform the baseline algorithms only in later stages after a context change, which suggests that this approach would be more beneficial in domains where the context changes are less frequent. Of course, in realistic applications, the assumption of infrequent context changes is reasonable.
Let us repeat that the computational costs associated with the bootstrapping technique are so high as to render the approach impractical. Since the changedetection heuristics described in Section 4 reduce these costs by orders of magnitude, we have to ask whether the corresponding error levels are comparable to those observed with the bootstrapping system, in which case the heuristic approaches would be preferable. The charts in the bottom part of Figure 3 (for the "emerged/vanished" heuristic) and the charts in Figure 4 (for the "jaccard" and "frequency" heuristics) indicate that this indeed is the case. The error also depends on the choice of the operator that adjusts the window size. In this respect, the reluctant operator systematically outperforms the somewhat overreacting harsh operator, while the opportunistic operator is somewhere between these two. As for the impact of the change-detecting heuristic, we conclude that the frequency-based criterion displays marginally better results than the other two but that this improvement is too small to merit any strong conclusions. 
Results in the Domain with Gradual Context Change
The next group of experiments focused on gradual context changes. Again, let us first take a look at the behavior of the three baseline algorithms. Among these, Figure 5 indicates that the "windowless" system somewhat underpeforms. As before, the error levels achieved by the fixed-window programs indicate that the best results are likely to be achieved when the system is capable of flexible adjustment of the window size. Whether this assumption is correct can be judged from Figures 6 and 7. The reader can see that all the flexible-window systems appear to get confused during the periods when one context is being replaced by another; their advantage shows only outside the transition periods. As for the window-size adjusting operators, the differences are much less pronounced than they were in the case of abrupt changesthe experiments simply do not provide sufficiently strong evidence for us to give preference to any of them. The best we can say is that we are leaning to the verdict that the reluctant operator gives better results than the other two. In summary, while the computation costs tend to disqualify the bootstrapping technique, the cheaper heuristic approaches appear to be about equal in terms of their associationmining accuracy. 
Discussion
The research reported in this paper focused on association mining in time-varying domains where the supports of the individual itemsets vary in time due to context changes. Initial experiments indicated that domains of this kind call for algorithms that "observe" the stream of data through a window whose size is automatically adjusted (whenever needed) by appropriate heuristic operators. Our first choice was a small modification of a previously published bootstrapping technique that, unfortunately, turned out to incur very high computational expenses. To address this deficiency, we suggested alternative heuristics that display comparable performance at a fraction of these costs. We also experimented with three different operators that adjust the window size. Among these, the reluctant operator appears to promise the best results, at least for the synthetic data used throughout the reported research.
Although all versions of our program are capable of identifying the moment of an abrupt context change with very good accuracy, the charts obtained in experiments with gradual change suggest that methods to distinguish true change from noise may deserve more attention. Having focused on synthetic data, we were able to learn something about the algorithms' basic behavior in controlled laboratory environment. However, real-world applications may differ substantially from our somewhat idealized data, 9 and it is therefore important to investigate how the context changes will be treated in such applications as medical data or financial domains. We can only speculate that the bootstrapping technique may in principle be capable of reacting faster to quickly changing contexts because our heuristics usually needed a few blocks to "calibrate themselves." Although our experiments did not corroborate this suspected limitation, we still believe it should be taken into consideration.
Further on, we believe that systematic research is needed to find out whether some reasonable modification of our system might be capable of recognizing hierarchically nested contexts. For instance, purchasing habits depend not only on the current season, but also on day (different patterns during weekend than on Monday) and day time (mornings different from evenings). Hierarchically ordered contexts can be expected also in other domains, such as those mentioned in the Introduction. Correct detection and characterization of such contexts is yet another research task.
Apart from the search for high-support itemsets, a data analyst dealing with context-sensitive domains may also want to know how much the individual contexts differ from each other, what the frequency of the changes is, and which aspects of the data are most strongly influenced by the changes. We intend to address these questions in our future work.
