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Chapitre 0
Introduction (version française)
0.1 Contexte général
Le but de cette thèse est d'étudier la dynamique asymptotique des ondes multi-solitaires
(aussi appelées solitons) d'équations non-linéaires dispersives.
On parlera d'équations dispersives pour désigner des équations qui combinent une équation
linéaire avec un comportement dispersif (toute solution se désintègre uniformément en temps)
et une non-linéarité appropriée, typiquement, de la forme suivante :
ut = Lu+ F (u,Du, ...)
où u(t, x) est une fonction à valeurs réelles ou complexes et t ∈ R, x ∈ Rd. L'opérateur linéaire
L est supposé anti-adjoint, c'est-à-dire
F(Lu)(ξ) = ip(ξ)Fu(ξ), p(ξ) ∈ R,
ici F est la transfomée de Fourier et D2ξp(ξ) 6= 0 pour tout ξ 6= 0.
Des exemples d'équations non-linéaires dispersives sont l'équation de Schrödinger non-
linéaire, l'équation de Korteweg-de Vries, l'équation de Benjamin-Ono, l'équation de BBM,
les equations de KP-I, KP-II.
Avant de commenter les principaux résultats de la thèse, présentons brièvement quelques
aspects de la théorie des ondes solitaires de type solitons pour les équations non-linéaires dis-
persives.
0.1.1 Préliminaires
Considérons l'une des plus typiques equations non-linéaires dispersives, l'équation de Schrö-
dinger non-linéaire dispersive (NLS) dans Rd :
i∂tu+ ∆u+ |u|p−1u = 0 (NLS)
où ∆ est le laplacien en d variables spatiales, la non-linéarité p > 1 et avec la donnée initiale
u(0, x) = u0, u0 ∈ H1 : Rd → C.
L'existence locale en temps de la solution de (NLS) est bien étudiée. Dans cette thèse, nous
utilisons principalement le résultat suivant d'existence locale et d'unicité :
Proposition 0.1.1 (Localement bien posé dans H1, Ginibre et Velo [16], voir aussi [3]). Soit
2∗ =
{
+∞ si d = 1, 2
2d
d−2 si d ≥ 3.
1
Pour 1 < p < 2∗−1 et u0 ∈ H1(Rd), il existe un temps maximal d'existence T = T (‖u0‖H1) > 0
et une solution u(t, x) ∈ C([0, T );H1) of (NLS).
De plus, nous avons le critère d'explosion suivant : soit T = +∞, la solution u(t) est dite
globale en temps ; soit T < +∞ et alors la solution explose en temps ni
lim
t→T
||u(t)||H1 = +∞.
D'après des calculs directes, l'équation (NLS) admet les groupes de symétrie suivants :
• Phase : pour γ ∈ R, si u(t, x) est une solution de (NLS), alors w(t, x) = u(t, x)eiγ l'est
aussi.
• Scaling : pour λ > 0, si u(t, x) est une solution de (NLS), alors w(t, x) = λ
2
p−1u(λ2t, λx)
l'est aussi.
• Translation : pour x0 ∈ Rd, t0 ∈ R, si u(t, x) est une solution de (NLS), alors w(t, x) =
u(t− t0, x− x0) l'est aussi.
• Galiléen : pour β ∈ Rd, si u(t, x) est une solution de (NLS), alors w(t, x) = u(t, x −
βt)ei
β
2
(x−β
2
t) l'est aussi.
Une autre propriété de (NLS) est que les symmétries induisent des structures hamiltoniennes
naturelles : on a les lois de conservation suivantes
• Masse :
M(u(t)) =
∫
Rd
|u(t, x)|2dx = M(u0) (0.1.2)
• Énergie :
E(u(t)) =
1
2
∫
Rd
|∇u(t, x)|2dx− 1
p+ 1
∫
Rd
|u(t, x)|p+1dx = E(u0) (0.1.3)
• Moment :
J(u(t)) = Im
∫
Rd
∇u(t, x)ū(t, x)dx = J(u0) (0.1.4)
On note uλ(t, x) = λ
2
p−1u(λ2t, λx) la symétrie par scaling du ot. L'espace critique est un
concept fondamental dans l'analyse et déni par le nombre de dérivées qui est invariant par la
symétrie de scaling :
‖uλ(t, x)‖Ḣsc = ‖uλ(t, x)‖Ḣsc pour sc =
d
2
− 2
p− 1
.
Observons que sc < 1 dans Proposition 0.1.1.
• Si sc < 0 (ou 1 < p < 1 + 4d), l'équation (NLS) est dite L
2 sous-critique.
• Si sc = 0 (ou p = 1 + 4d), l'équation (NLS) est dite L
2 critique.
• Si sc > 0 (ou p > 1 + 4d), l'équation (NLS) est dite L
2 sur-critique.
Une conséquence directe de la théorie de Cauchy, les lois de conservations et l'inégalité de
Gagliardo-Nirenberg suivante
‖f‖Lp+1 ≤ Cp‖f‖1−σL2 ‖∇f‖
σ
L2 avec σ =
d(p− 1)
p+ 1
(Gagliardo-Nirenberg)
est le résultat d'existence globale suivant, voir [40] :
2
Proposition 0.1.5 (Existence globale dans le cas sous-critique). Soit d ≥ 1 et 1 < p < 1 + 4
d
,
alors toute solution de (NLS) est globale et bornée dans H1.
Par une autre quantité appelée le viriel
∫
Rd |x|
2|u(t, x)|2dx et l'identité suivante concernant
sa dérivée seconde
d2
dt2
∫
Rd
|x|2|u(t, x)|2dx = 16E(u0)−
4[d(p− 1)− 4]
p+ 1
|u(t, x)|p+1dx,
on peut prouver l'existence de solutions qui explosent en temps ni dans le cas critique et
sur-critique, voir [3, 40].
Proposition 0.1.6 (Explosion en temps ni pour E(u0) < 0). Soit 1 + 4d ≤ p < 2
∗ − 1 et
u0 ∈ Σ = H1∩L2(|x|2dx) avec E(u0) < 0. Alors la solution associée de (NLS) explose en temps
ni 0 < T < +∞.
Dans le cas d = 1 and p = 3, on obtient l'équation (NLS) cubique 1D
i∂tu+ uxx + |u|2u = 0, (t, x) ∈ R× R.
L'équation (NLS) cubique 1D est complètement intégrable, c'est-à-dire qu'il existe une paire de
Lax (voir [9, 14, 23, 49]). Le cas susmentionné a été beaucoup étudié en utilisant la méthode
de scattering inverse. En particulier, l'équation (NLS) cubique 1D a pour propriétés : une
innité de lois de conservation, la collision purement élastique de solitons et la décomposition
en solitons. Les autres cas ne sont pas connus pour être intégrables.
Un autre exemple d'équation non-linéaire dispersive que nous étudions dans cette thèse est
l'équation Korteweg-de Vries(gKdV) généralisée :
∂tu+ ∂x(∂
2
xu+ u
p) = 0, t, x ∈ R. (gKdV)
où p > 1 est un entier. L'équation est complètement intégrable dans le cas quadratique p = 2
et le cas cubique p = 3.
Nous étudions également le système couplé d'équations de Schrödinger :{
i∂tu+ ∆u+ (|u|2 + ω|v|2)u = 0
i∂tv + ∆v + (|v|2 + ω|u|2) v = 0
t ∈ R, x ∈ R (coupled NLS)
pour un paramètre 0 < ω < 1. Remarque que dans le cas ω = 1, le système (coupled NLS) est
dit le système intégrable Manakov (voir [25, 47]){
i∂tu+ ∆u+ (|u|2 + |v|2)u = 0
i∂tv + ∆v + (|v|2 + |u|2)v = 0.
0.1.2 Onde solitaire
Une caractéristique fondamentale de (NLS) est l'existence d'unesolution périodique en temps
et localisée en espace, appelée onde solitaire ou soliton. Plus précisément,
u(t, x) = φ(x)eit
est une solution dans H1 de (NLS) si et seulement si φ résout l'équation non-linéaire
∆φ− φ+ |φ|p−1φ = 0, φ ∈ H1(Rd). (soliton eq.)
3
Il y a plusieurs façons de construire une solution de (soliton eq.), la plus simple étant de chercher
une solution radiale par la méthode de tir [1]. Rappelons que la théorie des équations linéaires
dispersives prédit que toute solution se disperse et désintègre uniformément en temps [43]. Par
conséquent, l'existence d'une telle solution est un équilibre subtil entre la dispersion induit
par le Laplacien et la concentration créée par la partie non-linéaire de l'équation (NLS). Une
propriété importante de rigidité de (soliton eq.) est l'unicité de la solution positive.
Proposition 0.1.7 (Unicité de l'état fondamental, Kwong [22]). Toute solution de
∆φ− φ+ |φ|p−1φ = 0, φ ∈ H1(Rd), φ(x) > 0
est une translation d'un prol radial décroissant exponentiellement Q(x) = q(|x|) qui est
l'unique solution radiale positive de (soliton eq.). Q est appellé l'état fondamental.
L'état fondamental Q est donné par une forme explicite en dimension 1
Q(x) =
(
p+ 1
2 cosh2
(
p−1
2
x
))
et décroît exponentiellement en toute dimension : il existe une constant cQ > 0∣∣∣q(r)− cQr− d−12 e−r∣∣∣+ ∣∣∣q′(r) + cQr− d−12 e−r∣∣∣ . r− d−12 −1e−r.
Selon [44], l'état fondamental Q est liée à la meilleure constante de l'inégalité de Gagliardo-
Nirenberg. Plus précisément, Q est l'unique minimiseur de l'inégalité et la constante optimale
est donnée par
Cp = J(Q) = min
f∈H1,f 6=0
J(f)
où pour tout f ∈ H1, f 6= 0
J(f) =
‖f‖1−σL2 ‖∇f‖
σ
L2
‖f‖Lp+1
avec σ =
d(p− 1)
p+ 1
.
Notons Qλ(x) = λ
2
p−1Q(λx), à partir des symétries de (NLS), il y a une famille à (2d + 2)
paramètres de solitons :
u(t, x) = Qλ0(x− σ0 − β0t)eiγ0+iλ
2
0t+i
β0
2
(x−β0
2
t) (0.1.8)
avec le scaling λ0 ∈ R+, la position σ0 ∈ Rd, la phase γ0 ∈ R et la vélocité β0 ∈ Rd.
Une fois acquise l'existence d'ondes solitaires, nous voudrions étudier leur stabilité par per-
turbation de données initiales dans l'espace d'énergie. On observe que les ondes solitaires ont
deux instabilités triviales : l'instabilité de scaling 1 et l'instabilité galiléenne 2. Une question
naturelle est de s'interroger si ces instabilitiés triviales sont les seules ou non.
Denition 0.1.9 (La stabilité orbitale). On dit que l'onde solitaire (0.1.8) est orbitalement
stable si pour tout ε > 0, il existe δ > 0 tel que si∥∥∥u(0)−Qλ0(x− σ0)ei(γ0+β02 x)∥∥∥
H1
≤ δ,
alors pour tout t ∈ R, il existe σ(t), γ(t) tels que la solution u(t) de (NLS) satisfait∥∥∥u(t, ·)−Qλ0(· − σ(t))ei(γ(t)+β02 x)∥∥∥
H1
≤ ε.
1∀λ > 0, la solution correspondante de (NLS) avec donnée initiale u0(x) = λ
2
p−1Q(λx) est u(t, x) =
λ
2
p−1Q(λx)eiλ
2t.
2∀β > 0, la solution correspondante de (NLS) avec donnée initiale u0(x) = Q(x)eiβ est u(t, x) = Q(x −
βt)eit+
β
2 ·(x−
β
2 t).
4
En utilisant la méthode de concentration-compacité, Cazenave et Lions [4] a montré que
les ondes solitaires sont stables pour tout 1 < p < 1 + 4
d
, i.e. quand la non-linearité est L2
sous-critique. Par une approche diérente basée sur le développement des lois de conservation
autour d'une onde solitaire, Weinstein [45] a montré la stabilité orbitale sous la condition de
positivité
d
dλ
∫
Q2λ(x)dx
∣∣∣∣
λ=λ0
> 0
qui est vériée dans le cas sous-critique. Inversement, par le travail de Grillakis, Shatah et
Strauss [17, 18], si
d
dλ
∫
Q2λ(x)dx
∣∣∣∣
λ=λ0
< 0
qui est vériée dans le cas sur-critique
(
1 + 4
d
< p < 2∗ − 1
)
, alors l'onde solitaire est instable.
Notons que le phenomenène d'instabilité est très diérent dans le cas critique (l'instabilité
linéaire et la direction instable est liée au paramètre de scaling) et dans le cas sur-critique
(l'instabilité est exponentielle).
Pour le cas critique (p = 1 + 4
d
), la transformation pseudo-conforme
v(t, x) =
1
|t| d2
u
(
−1
t
,
x
t
)
ei
|x|2
4t (conformal transform)
appliquée à l'onde solitaire u(t, x) = Q(x)eit engendre une solution explosive :
S(t, x) =
1
|t| d2
Q
(
x
|t|
)
e−i
|x|2
4t
+ i
t , ‖S(t)‖L2 = ‖Q‖L2 (0.1.10)
avec le taux d'explosion (appelé le taux d'explosion conforme)
‖∇S(t)‖L2 ∼
1
|t|
quand t→ 0−.
S(t, x) est aussi l'unique solution explosive (aux invariances près) avec la masse ‖u0‖L2 = ‖Q‖L2 ,
voir [33]. La solution est appelée l'explosion à masse minimale car en-dessous de cette masse,
‖u0‖L2 < ‖Q‖L2 , toute solution est globale et même disperse, i.e. il existe v±(t, x) solutions de
l'équation linéaire telles que
‖u(t)− v±(t)‖H1 → 0
quand t→ ±∞, voir [10, 21].
En plus de l'explosion avec la masse minimale, il existe également d'autres solutions explo-
sives avec le taux d'explosion conforme (voir [2]). Pour le cas d'une masse légèrement au-dessus
du seuil (et avec une énergie négative), i.e.
‖Q‖L2 < ‖u0‖L2 < ‖Q‖L2 + α0, 0 < α0  1, (0.1.11)
Merle et Raphaël [34, 35, 41] ont prové l'existence et la stabilité d'une dynamique explosive
avec le taux d'explosion log-log :
‖∇u(t)‖L2 ∼ c
√
log | log(T − t)|
T − t
quand t→ T. (0.1.12)
Ensuite, [41] a également montré que sous la condition (0.1.11), il y a une dichotomie sur le
taux d'explosion : soit la solution explose avec le régime log-log (0.1.12), soit elle explosive avec
un taux d'explosion plus rapide que le conforme
‖∇u(t)‖L2 &
1
T − t
. (0.1.13)
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De même que (NLS), (gKdV) admet une famille d'ondes solitaires à deux paramètres, de la
forme
Rv0,x0 = Qv0(x− x0 − v0t)
où Qv = v
1
p−1Q(
√
vx) et Q est l'état fondamental de (soliton eq.) en dimension 1.
Nous remarquons aussi que quand v = 0 (ou u = 0), l'équation (coupled NLS) se simplie
en (NLS) cubique 1D. Nous en déduisons des solutions spéciales de (coupled NLS) dénies par :(
u
v
)
=
(
eiγu+iλ
2
ut+i
βu
2
(x−βu
2
t)Qλu(x− σu − βut)
0
)
et (
u
v
)
=
(
0
eiγv+iλ
2
vt+i
βv
2
(x−βv
2
t)Qλv(x− σv − βvt)
)
pour tout λj > 0, σj, βj, γj ∈ R (j = u, v).
0.1.3 Onde multi-solitaire
Une onde multi-solitaire, aussi appelléemulti-soliton, est une solution qui se comporte
en temps long comme plusieurs solitons. Par exemple, considéronsK ≥ 2 et pour k ∈ {1, ..., K},
soient λk > 0, βk ∈ Rd, σk ∈ Rd et γk ∈ R. Dénissons le k-ième soliton
Rk(t, x) = Qλk(x− σk(t))eiΓk(t,x)
avec
σk(t) = σk + βkt, Γk(t, x) =
1
2
(βk · x)−
1
4
|βk|2t+ λkt+ γk.
Remarquons qu'en raison de la non-linéarité, la somme
R(t) =
K∑
k=1
Rk(t)
n'est pas une solution de (NLS). Néanmoins, on peut espérer l'existence d'une solution de (NLS)
qui se comporte asymptotiquement comme
‖u(t)−R(t)‖H1 → 0 quand t→ +∞.
Des multi-solitons ont été construites pour la première fois pour le cas intégrable (NLS)
cubique 1D (d = 1 et p = 3), [49] : dans ce cas, par la méthode de scattering inverse, il y a
une formule de multi-solitons et l'on observe directement que ces solutions se découplent en
une somme de solitons à la fois quand t → +∞ et quand t → −∞ (la collision est élastique).
Récemment, la stabilité asymptotique d'un tel objet pour le cas intégrable a été montré dans un
espace à poids [8]. D'ailleurs, on peut observer qu'en plus de l'interaction faible (c'est-à-dire
que les trajectoires des ondes solitaires ne sont pas aectées asymptotiquement par l'interaction
de solitons), existe aussi le cas de l'interaction forte où la distance entre solitons est de l'ordre
de log t ou la distance est nie avec un comportement périodique (la forme de σk(t) est aectée
par l'interaction entre solitons).
Le multi-soliton est fondamental en vue de la conjecture de résolution en solitons. Cette
conjecture (assez vaguement dénie) 3 prévoit qu'une solution générique devrait se dé-
composer en temps long comme une somme d'objets rigides non-linéaires (typique-
ment solitons) et un terme purement dispersif. Par la méthode de scattering inverse,
3La conjecture est aussi soutenue par un nombre important de travaux numériques [9, 15, 24, 48].
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la décomposition en solitons a été obtenue dans le cas intégrable ((NLS) cubique 1D, (KdV)
quadratique et cubique). Dans le cas non-intégrable, récemment, dans une suite d'articles re-
marquables [11, 12, 13] concernant l'équation des ondes Ḣ1 × L2 critique, et en particulier le
cas 3D avec données radiales, la conjecture a été résolue. Néanmoins, la conjecture reste encore
largement inaccessible en général.
Retournons à notre équation (NLS), pour la conguration non-intégrable, nous rappelons
le résultat suivant sur l'existence de multi-solitons avec la condition découplage (and restreint
à une direction de temps).
Theorem 0.1.14 (Existence d'onde multi-solitaire pour (NLS), [7, 27, 33]). Soit 1 < p < d+2
d−2 .
Considèrons K ≥ 1, pour k ∈ {1, ..., K}, soient λk > 0, βk ∈ Rd, σk ∈ Rd et γk ∈ R. Supposons
que les vélocités soient decouplées, pour k 6= k′, βk 6= βk′ . Notons
Rk(t, x) = Qλk(x− βkt− σk)eiΓk(t,x) et Γk(t, x) =
1
2
(βk · x)−
1
4
|βk|2t+ λkt+ γk.
Alors, il existe T0 > 0, κ > 0 et une H1 solution u(t) de (NLS) telle que pour tout t ≥ T0,∥∥∥∥∥u(t, x)−
K∑
k=1
Rk(t, x)
∥∥∥∥∥
H1
. e−κ|t|.
En raison de la condition de découplage, les solitons ont des vélocités deux-à-deux diérentes
et l'intéraction entre eux décroît exponentiellement en temps. Dans le cas critique p = 1+ 4
d
, pour
la première fois où, tel multi-soliton a été construit par Merle [33]. En plus, par la transformation
pseudo-conforme (conformal transform), le résultat a aussi construit des solutions explosives en
K points distincts. Le cas sous-critique 1 < p < 1 + 4
d
a été traité par Martel et Merle [27],
suivant le résultat de Martel [26] sur (gKdV). Le cas sur-critique a été fait par Côte, Martel et
Merle [7], puis Combet [6] a construit une famille à K-paramètres de K-solitons dans ce cas.
Notons que tous les theorèmes ci-dessus dans le cas non-intégrable ne décrivent pas sur
le comportement de la solution quand t → −∞. Au contraire du cas intégrable, pour le cas
non-intérgable, les multi-solitons pour t→ +∞ pourraient avoir des comportements diérents
pour t → −∞ (qui ne sont plus les multi-solitons purs) car l'interaction entre ondes solitaires
devrait être, en général, inélastique (voir [28, 39]). La stabilité des multi-solitons a été étudiée
dans le cas sous-critique dans [30]. Les résultats similaires pour d'autres modèles non-linéaires
avec onde solitaire : (gkdv) [5, 7, 29], (coupled NLS) [19], par exemple.
Concernant l'interaction forte (c'est-à-dire, des cas où l'interaction change eectivement
la trajectoire du soliton), l'un des tout premiers travaux dans l'étude de multi-solitons à fortes
interactions pour (NLS) est l'article de Martel et Raphaël [32] où un premier exemple de
solutions globales qui explosent en temps inni est construit :
Theorem 0.1.15 (Explosion à fortes interations en temps inni [32]). Pour l'équation (NLS)
cubique 2D, il existe une solution globale u(t) sur [0,+∞) qui se décompose en une somme
d'ondes solitaires : quand t→ +∞∥∥∥∥∥u(t)− eiγ(t)
K∑
k=1
1
λ(t)
Q
(
.− xk(t)
λ(t)
)∥∥∥∥∥
H1
→ 0, λ(t) = 1 + o(1)
log t
,
où xk(t) converge vers les sommets d'un K-polygone régulier et la solution explose en temps
inni avec le taux
‖∇u(t)‖L2 ∼ | log t|, quand t→ +∞.
En utilisant la transformation (conformal transform), l'on obtient l'explosion en temps ni
suivante :
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Theorem 0.1.16 (Collision et explosion en temps ni [32]). Soient u(t) donnée dans Theorème
0.1.15 et v ∈ C((−∞, 0),Σ) la transformation pseudo-conforme de u(t). Alors v(t) explose en
T = 0 avec
‖∇v(t)‖L2 ∼ K
1
2‖∇Q‖L2
∣∣∣∣ log |t|t
∣∣∣∣ , |v(t)|2 ⇀ K‖Q‖2L2δx=0 quand t→ 0.
Cela est également le premier exemple d'une explosion dont le taux d'explosion est plus rapide
que le taux d'explosion conforme.
0.2 Principaux résultats
À partir de la section précédente, nous rappelons les observations suivantes :
 Premièrement, on voit que dans le cas intégrable d = 1 et p = 3, en utilisant la théorie
de scattering inverse, il y a trois types de 2-solitons pour ((NLS) cubique 1D) :
(a) Deux solitons avec vélocités diérentes : quand t→ +∞, la distance entre les solitons est
de l'ordre t, [49].
(b) La solution dipôle : les deux solitons sont symétriques (en particulier, ils ont la même
d'amplitude) et leur distance est logarithmique en t, [38, 49].
(c) 2-solitons périodique : les deux solitons ont une amplitude diérente et leur distance est
une fonction périodique du temps, [47, 49].
Notons que le régime (a) correspond à un comportement Galiléen libre, tandis les régimes (b)
et (c) correspondent à un comportement Galiléen non-libre, c'est-à-dire que le comportement
spécique du soliton est dû aux interactions non-linéaires, et n'existe pas pour un soliton seul.
 Deuxièmement, pour le cas non-intégrable, la plupart des résultats connus sont dans le
cas d'interactions faibles, perturbatives où il y a un découplage fort entre les solitons comme
dans Theorème 0.1.14.
Nous posons la question de l'existence de comportements possibles de multi-solitons. En
particulier, on se demande si les dynamiques non-génériques susmentionnées (b), (c) du cas
intégrable persistent encore pour les modèles non-intégrables. Les travaux dans cette thèse
s'orientent vers l'identication des cas où les interactions ont des eets remarquables sur la
dynamique des objets non linéaires (multi-soliton à interaction forte). Les résultats peuvent
être divisés en trois parties :
La première partie montre que la dynamique distance logarithmique avec symétrie (le
comportement (b)) est un comportement universel à la fois dans le cas sous-critique et sur-
citique (pour toute dimension d ≥ 1) pour (NLS). Le régime correspond à l'interaction forte
attractive. Dans le cas intégrable (d = 1 et p = 3), l'existence d'une telle solution est connue par
la méthode dite d'inverse scattering, [38, 49]. Le cas d'une masse critique p = 1 + 4
d
introduit
un comportement spécique lié à l'explosion, étudié dans [32].
Dans la deuxième partie, on étend le résultat de multi-soliton logarithmique à l'équation
(gKdV). Pour l'équation (gKdV), il y a des dicultés techniques supplémentaires : la solution
approchée (ansatz) pour le 2-soliton n'est pas dans l'espace d'énergie et il nous faut donc la
modier. Pour le cas sous-critique 1 < p < 5, on sait que les ondes solitaires de signe opposés
sont attractives. Pour le cas sur-critique p > 5, on déduit de notre calcul que les ondes solitaires
de même signe sont attractives.
Le but de la troisième partie est, d'abord, de montrer la persistance du comportement (b)
pour (coupled NLS) non-intégrable en présence de symétrie, similaire aux articles [32, 36] pour
(NLS). Ensuite, et de façon plus importante, on examine la question de la (non-)persistance
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du comportement (c). En fait, on décrit un nouveau régime logarithmique correspondant à 2-
solitons non-symétrique avec distance logarithmique qui remplace le comportement (c) du cas
non-intégrable. De manière formelle, le système d'équations pour les paramètres du 2-solitons
n'est plus intégrable et les solutions périodiques disparaissent. Un nouveau régime logarithmique
(voir (ii) du Theorème 0.2.9) prend place, qui n'existe pas dans le cas intégrable ω = 0 ou ω = 1.
Les résultats mentionnés ci-dessus sont basés sur les travaux suivants :
• T. V. Nguyen. Existence of multi-solitary waves with logarithmic relative distances for
the NLS equations. C. R. Acad. Sci. Paris, Ser. I 357 (2019) 1358.
• T. V. Nguyen. Strongly interacting multi-solitons with logarithmic relative distance for
the gKdV equation. Nonlinearity, 30(12) :4614, 2017.
• Y. Martel and T. V. Nguyen. Construction of 2-solitons with logarithmic distance for the
one-dimensional cubic Schrödinger system. Preprint
0.2.1 Existence d'ondes multi-solitaires avec distance relative loga-
rithmique de l'équation de Schrödinger non linéaire.
Dans cette partie, on s'intéresse à l'extension de la dynamique logarithmique (b) au cas
non-intégrable (NLS). Nous prouvons le résultat général suivant :
Theorem 0.2.1 (Onde multi-solitaire avec distance logarithmique, [36]). Pour d ≥ 1, soit
1 < p <
d+ 2
d− 2
(p > 1 pour d = 1, 2) et p 6= 1 + 4
d
.
Il existe une solution H1 de (NLS) telle que |z1(t)− z2(t)| ∼ 2 log t quand t→ +∞ et∥∥∥∥∥u(t)− eiγ(t)
2∑
k=1
Q(.− zk(t))
∥∥∥∥∥
H1(Rd)
→ 0.
Il est essentiel que les deux solitons aient le même signe, le même scaling et la même phase, en
eet, la solution est symétrique. Remarque que la situation reste similaire pour les multi-solitons
construits dans [38, 49] pour le cas intégrable.
La distance logarithmique est due aux interactions fortes entre ondes solitaires car les in-
teractions apparaissent à l'ordre principal des équations de modulation. En eet, la dynamique
du Theorème 0.2.1 est liée à l'équation diérentielle z̈ = −e−z, où z(t) est la distance entre les
solitons, et pour laquelle 2 log t est une solution particulière.
Le résultat s'applique à toute dimension et toute non-linéarité Ḣ1 sous-critique, à l'exception
de la puissance masse critique p = 1 + 4
d
. Techniquement, le cas 1 < p ≤ 2 est plus dicile
puisque la norme L∞ de l'interaction est pire (∼ s−p donc nous pouvons intégrer une seule fois),
ce qui requiert la construction d'un ansatz rané.
Pour le cas critique (p = 1 + 4
d
), on n'espère pas l'existence de multi-solitons avec distance
logarithmique. Plus précisément, pour une telle solution, on aurait∫
Rd
|x|2|u(t, x)|2dx ∼ log2(t),
qui serait en contradiction avec l'identité du viriel
d2
dt2
∫
Rd
|x|2|u|2 = 16E(u0).
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Dans ce cas, la direction instable liée au scaling est aectée par les interactions non-linéaires
en premier lieu, ce qui conduit à la concentration en temps inni décrite dans Theorème 0.1.15
([32]) tandis que dans le cas sous-critique et sur-critique, les interactions aectent d'abord le
paramètre vélocité.
La preuve est basée sur la construction d'une solution approchée de (NLS) composée de
deux solitons modulés symétiques, qui se déplacent dans das directions opposées, plus un petit
terme correctif :
u(t, x) =
eiγ(s)
λ
2
p−1 (s)
[
eiv1(s)(·−z1)Q(· − z1(s)) + eiv2(s)(·−z2)Q(· − z2(s)) + ε(s)
](
x
λ(s)
)
avec
s =
∫ t
0
1
λ2(τ)
dτ, v1(s) = −v2(s) =
1
2
v(s), z1(s) = −z2(s) =
1
2
z(s).
On suit l'argument de modulation standard pour la solution, qui a été développé dans [27, 35, 42]
pour l'équation (NLS). En utilisant les conditions d'orthogonalité liées au noyau généralisé
de l'opérateur linéarisé, on en déduit un système d'équations modulation avec un terme de
forçage non-linéaire. On cherche une solution approchée qui est pertinent pour notre régime.
Formellement, nous avons les estimations suivantes :∣∣∣∣∣ λ̇λ
∣∣∣∣∣+
∣∣∣∣∣ż − 2v + λ̇λz
∣∣∣∣∣ . |z|− d−12 e−|z|. (0.2.2)
Notamment, l'équation pour v̇ contient le terme de forçage due aux interactions non-linéaires
entre les solitons : ∣∣∣∣v̇ + c z|z| |z|− d−12 e−|z|
∣∣∣∣ . |z|− d−12 −1e−|z| (0.2.3)
pour une constante c > 0. On peut vérier que proche des fonctions zmod(s), λmod(s), vmod(s)
telles que
λ−1mod(s) = 1, vmod(s) = s
−1, z
− d−1
2
mod e
−zmod =
s−2
c
(0.2.4)
il existe une solution particulière de (0.2.2)-(0.2.3). Nous avons leur asymptotique quand s →
+∞
zmod(s) ∼ 2 log(s), v̇mod(s) = −cz
− d−1
2
mod (s)e
−zmod(s),
|żmod(s)− 2vmod(s)| . s−1 log−1(s), |v̇mod(s)| . s−2.
(0.2.5)
Cela suggère que (2.2.39) est proche au premier ordre pour une solution de (NLS) et convient
au régime du Theorème 0.2.1.
0.2.2 Multi-solitons à interactions fortes avec distance logarithmique
pour l'équation (gKdV).
Nous prouvons également l'existence des ondes multi-solitaires à interaction forte avec
distance relative logarithmique pour
∂tu+ ∂x(∂
2
xu+ |u|p−1u) = 0, t, x ∈ R. (0.2.6)
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Theorem 0.2.7 (Onde multi-solitaire avec distance logarithmique, [37]). Soit p un entier,
p 6= 5 et p > 2. Il existe t0 > 0 et une H1 solution sur [t0,+∞) de (0.2.6) qui se décompose
asymptotiquement comme deux ondes solitaires∥∥∥∥u(t)− (Q(· − t− log(ct)) + σQ(· − t+ log(ct)))∥∥∥∥
H1
→ 0 quand t→ +∞, (0.2.8)
où c = c(p) > 0 une constante, σ = −1 dans le cas sous-critique (2 < p < 5) et σ = 1 dans le
cas sur-critique (p > 5).
Le signe négatif dans le cas sous-critique (p < 5) veut dire que dans ce cas l'interaction
entre solitons est répulsive tandis que le signe positif dans le cas sur-critique (p > 5) veut dire
que dans ce cas l'interaction est attractive. Remarquons que la distance relative de deux ondes
solitaires est 2 log(ct) avec c donné par
c = c(p) =
√
8(p− 1)
|5− p|
(2p+ 2)
1
p−1 ‖Q‖−1L2 .
Dans [20], il a été montré par la suite que c'est l'unique régime de distance logarithmique de
ce scaling dans la conguration instable (p > 5).
En raison de la structure du noyau de l'opérateur linéarisé, l'équation pour le paramètre de
position z1(t), z2(t) n'est plus quadratique en fonction du terme d'erreur ε(t). Il est nécessaire
d'ajouter une partie ranée de la solution approchée correspondant à l'interaction non-linéaire
pour fermer le bootstrap
e−z(t) (A1(· − z1(t)) + A2(· − z2(t)))ϕ
où ϕ est une fonction régularisante. En fait, sans ce terme, on obtiendrait un terme d'erreur
d'ordre t−2, ce qui n'est pas susamment n pour exploiter les équations de modulations.
Comme les termes ajoutés A1, A2 pourraient ne pas être dans H1 (ils pourraient avoir une
limite non-nulle à −∞), il nous faut introduire une fonction régularisante adaptée ϕ.
0.2.3 Construction de 2-solitons avec distance relative logarithmique
pour le système de Schrödinger cubique 1D.
Considérons le système couplé des équations NLS cubiques 1D écrit sous la forme
i∂tu+ ∂
2
xu+ (|u|2 + ω|v|2)u = 0
i∂tv + ∂
2
xv + (|v|2 + ω|u|2) v = 0, t ∈ R, x ∈ R
u(0, x) = u0, v(0, x) = v0.
(coupled NLS)
Notons que quand v = 0 (ou u = 0), le système (coupled NLS) est simplié comme (NLS)
i∂tu+ ∆u+ |u|2u = 0.
Par conséquent, (coupled NLS) admet des solutions spéciales de la forme :(
u
v
)
=
(
eiγu+iλ
2
ut+i
βu
2
(x−βu
2
t)Qλu(x− σu − βut)
0
)
et (
u
v
)
=
(
0
eiγv+iλ
2
vt+i
βv
2
(x−βv
2
t)Qλv(x− σv − βvt)
)
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pour λj > 0, σj, βj, γj ∈ R, (j = u, v). Nous construisons un 2-soliton logarithmique dans
le cas symétrique, i.e., u(t, x) = v(t,−x) et puis une nouvelle dynamique logarithmique
de 2-solitons dans le cas où les solitons sont non-symétriques 4
Theorem 0.2.9 (Deux familles d'ondes multi-solitaires logarithmiques, [31]). Soit
0 < ω < 1
(i) Il existe une solution globale H1 de (coupled NLS) qui se décompose en deux ondes solitaires∥∥∥∥(u(t)v(t)
)
− eγ(t)
(
Q(.− 1
2
log(Ωt)− 1
4
log(log t))
Q(.+ 1
2
log(Ωt) + 1
4
log(log t))
)∥∥∥∥
H1×H1
→ 0 quand t→ +∞. (0.2.10)
La distance entre les deux ondes solitaires est log t+ 1
2
log(log t) + log(Ω) + o(1).
(ii) On suppose :
ω <
c(c+ 1)
2
< 1.
Il existe une solution globale H1 de (coupled NLS) qui se décompose en deux ondes solitaires
d'amplitude c et 1 respectivement∥∥∥∥∥
(
u(t)
v(t)
)
−
(
eic
2tQc(.− 1(1+c)c log(Ωct))
eitQ(.+ 1
1+c
log(Ωct))
)∥∥∥∥∥
H1×H1
→ 0 quand t→ +∞. (0.2.11)
La distance entre les deux ondes solitaires est 1
c
log t+ log(Ωc)
c
+ o(1).
À notre connaissance, la deuxième partie donne le premier exemple d'une telle dynamique pour
des ondes multi-solitaires (distance relative logarithmique sans symétrie). Le nouveau compor-
tement logarithmique pour le cas non-symétrique provient de la propriété de non-intégrabilité
pour les interactions entre ondes solitaires. Il y a une résonance non-linéaire qui détruit le ré-
gime libre des solitons et les force à se séparer et à créer la dynamique(0.2.11). Cette situation
dière des équations intégrables où les solutions périodiques existent (le comportement (c)).
Les termes de forçage apparaissent à l'ordre quadratique des interactions non-linéaires. Remar-
quons que les deux régimes logarithmiques (dans le cas symétrique et le cas non-symétrique)
sont diérents.
La question du cas non-symétrique pour l'équation (NLS) scalaire non-intégrable est en-
core un problème ouvert. En fait, notre construction de la solution approchée fonctionne aussi
bien pour (NLS) que pour (coupled NLS). Nous obtenons aussi une résonance non-linéaire et
formellement, les deux solitons se séparent pour former un régime "logarithmique avec
oscillations". Néanmoins, les lois de conservation sont moins favorables et il nous manque des
arguments pour terminer la méthode d'énergie.
4voir le résumé des comportements possibles pour 2-solitons de léquation (NLS) intégrable dans la section
précédente pour une comparaison.
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Chapter 1
Introduction (English verions)
1.1 General context
The aim of this thesis is to study the asymptotic dynamics for multi-solitary wave solu-
tions (also called solitons) of some non-linear dispersive equations.
By nonlinear dispersive equations, we mean equations which combine a linear equation
with dispersive behavior (any solution decays uniformly in time) and a suitable non-linearity,
typically, of the following form:
ut = Lu+ F (u,Du, ...)
where u(t, x) is real or complex valued, and t ∈ R, x ∈ Rd. The linear operator L is assumed
anti-adjoint, that is
F(Lu)(ξ) = ip(ξ)Fu(ξ), p(ξ) ∈ R
here F is the Fourier transform and D2ξp(ξ) 6= 0 for all ξ 6= 0.
Example of nonlinear dispersive equations are nonlinear Schrödinger equation, Korteweg-de
Vries equation, Benjamin-Ono equation, BBM equation, KP-I, KP-II equations.
Before stating the main results of the thesis, let us briey present some aspect of the theory
of solitons for nonlinear dispersive equations.
1.1.1 Preliminary
Let us consider one of the most typical dispersive equations, the nonlinear Schrödinger
equation (NLS) in Rd:
i∂tu+ ∆u+ |u|p−1u = 0 (NLS)
where ∆ is the Laplacian in the d space variables, the non-linearity p > 1 and with initial data
u(0, x) = u0, u0 ∈ H1 : Rd → C.
Local existence in time for solution of (NLS) is well-studied. In this thesis, we mainly use
the following local existence and uniqueness results:
Proposition 1.1.1 (Local wellposedness in H1, Ginibre and Velo [16], see also [3]). Let
2∗ =
{
+∞ if d = 1, 2
2d
d−2 if d ≥ 3.
For 1 < p < 2∗ − 1 and u0 ∈ H1(Rd), there exist a maximal lifespan T = T (‖u0‖H1) > 0 and a
unique solution u(t) ∈ C([0, T );H1) of (NLS).
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Moreover, we have the following blow-up criterion: either T = +∞, solution u(t) is global
in time; or T < +∞ and then the solution blows up in nite time
lim
t→T
||u(t)||H1 = +∞.
From direct computations, the equation (NLS) admits the following group of symmetry:
• Phase: for γ ∈ R, if u(t, x) is a solution of (NLS), then w(t, x) = u(t, x)eiγ is also a
solution.
• Scaling: for λ > 0, if u(t, x) is a solution of (NLS), then w(t, x) = λ
2
p−1u(λ2t, λx) is also
a solution.
• Translation: for x0 ∈ Rd, t0 ∈ R, if u(t, x) is a solution of (NLS), then w(t, x) = u(t −
t0, x− x0) is also a solution.
• Galilean: for β ∈ Rd, if u(t, x) is a solution of (NLS), then w(t, x) = u(t, x− βt)eiβ2 (x−β2 t)
is also a solution.
Another property of the equation (NLS) is that these symmetries induce some natural
Hamiltonian structures: we have the following conservation laws
• Mass :
M(u(t)) =
∫
Rd
|u(t, x)|2dx = M(u0) (1.1.2)
• Energy :
E(u(t)) =
1
2
∫
Rd
|∇u(t, x)|2dx− 1
p+ 1
∫
Rd
|u(t, x)|p+1dx = E(u0) (1.1.3)
• Momentum:
J(u(t)) = Im
∫
Rd
∇u(t, x)ū(t, x)dx = J(u0) (1.1.4)
Denote uλ(t, x) = λ
2
p−1u(λ2t, λx) the scaling symmetry of the ow. The critical space is
a fundamental phenomenological number for the analysis and is dened as the number of
derivatives in L2 which are left invariant by the scaling symmetry:
‖uλ(t, x)‖Ḣsc = ‖uλ(t, x)‖Ḣsc for sc =
d
2
− 2
p− 1
.
Observe that sc < 1 in Proposition 1.1.1.
• If sc < 0 (or equivalently 1 < p < 1 + 4d), the equation (NLS) is called L
2 subcritical.
• If sc = 0 (or p = 1 + 4d), the equation (NLS) is called L
2 critical.
• If sc > 0 (or p > 1 + 4d), the equation (NLS) is called L
2 supercritical.
A direct consequence of the Cauchy theory, the conservation laws and the following Gagliardo-
Nirenberg inequality
‖f‖Lp+1 ≤ Cp‖f‖1−σL2 ‖∇f‖
σ
L2 with σ =
d(p− 1)
p+ 1
(Gagliardo-Nirenberg)
is the following global existence result, see [40].
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Proposition 1.1.5 (Global wellposedness in the subcritical case). Let d ≥ 1 and 1 < p < 1+ 4
d
,
then all solutions to (NLS) are global and bounded in H1.
By another quantity called the virial
∫
Rd |x|
2|u(t, x)|2dx and the following identity involving
its second derivative
d2
dt2
∫
Rd
|x|2|u(t, x)|2dx = 16E(u0)−
4[d(p− 1)− 4]
p+ 1
|u(t, x)|p+1dx,
one proves the existence of nite blow-up solutions in the critical and supercritical case, see
[3, 40].
Proposition 1.1.6 (Virial blow up for E(u0) < 0). Let 1 + 4d ≤ p < 2
∗ − 1 and u0 ∈ Σ =
H1 ∩ L2(|x|2dx) with E(u0) < 0. Then the corresponding solution to (NLS) blows up in nite
time 0 < T < +∞.
In the case d = 1 and p = 3, one obtains 1D cubic (NLS)
i∂tu+ uxx + |u|2u = 0, (t, x) ∈ R× R.
The equation 1D cubic (NLS) is completely integrable, which means that there exists a pair of
Lax (see [9, 14, 23, 49]). This case has been studied extensively using the method of inverse
scattering. In particularly, 1D cubic (NLS) equation enjoys innite many conservation laws,
the purely elastic collision of solitons and the decomposition into solitons. In other case, the
equation (NLS) is not known to be integrable.
Another example of nonlinear dispersive equations that we study in this thesis is the gen-
eralized Korteweg-de Vries equation (gKdV):
∂tu+ ∂x(∂
2
xu+ u
p) = 0, t, x ∈ R. (gKdV)
where p > 1 is an integer. The equation is completely integrable in the quadratic case p = 2
and cubic case p = 3.
We also study the coupled system of cubic Schrödinger equations:{
i∂tu+ ∆u+ (|u|2 + ω|v|2)u = 0
i∂tv + ∆v + (|v|2 + ω|u|2) v = 0
t ∈ R, x ∈ R (coupled NLS)
for a parameter 0 < ω < 1. Remark that in the case ω = 1, the (coupled NLS) system is called
the integrable Manakov system (see [25, 47]){
i∂tu+ ∆u+ (|u|2 + |v|2)u = 0
i∂tv + ∆v + (|v|2 + |u|2)v = 0.
1.1.2 The solitary wave
A fundamental feature of (NLS) is the existence of space localized time periodic solutions,
called solitary waves or solitons. Indeed,
u(t, x) = φ(x)eit
is an H1 solution to (NLS) if and only if φ solves the nonlinear elliptic equation:
∆φ− φ+ |φ|p−1φ = 0, φ ∈ H1(Rd). (soliton eq.)
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There are various ways to construct solutions to (soliton eq.), the simplest one being to look
for radial solutions via a shooting method [1]. Remark that the theory of linear dispersive
predicts that waves of linear Schrödinger equation should spread out and disperse over time
[43]. Therefore, the existence of such solution is a ne balance between the dispersion induced
by the Laplacian part and the concentration created by the nonlinear part of the equation
(NLS). An important rigidity property of (soliton eq.) is the uniqueness of the nonnegative
solution.
Proposition 1.1.7 (Uniqueness of the ground state, Kwong [22]). All solutions to
∆φ− φ+ |φ|p−1φ = 0, φ ∈ H1(Rd), φ(x) > 0
are a translation of an exponentially decay radial prole Q(x) = q(|x|) which is the unique
nonnegative radial solution of (soliton eq.). Q is the so called ground state solution.
The ground state Q has an explicit form in one dimension
Q(x) =
(
p+ 1
2 cosh2
(
p−1
2
x
))
and an exponential decay in all dimensions: for some constant cQ > 0∣∣∣q(r)− cQr− d−12 e−r∣∣∣+ ∣∣∣q′(r) + cQr− d−12 e−r∣∣∣ . r− d−12 −1e−r.
From [44], the ground state Q is related to the best constant of the (Gagliardo-Nirenberg)
inequality. More precisely, Q is the unique minimizer of the inequality and the optimal constant
is given by
Cp = J(Q) = min
f∈H1,f 6=0
J(f)
where for all f ∈ H1, f 6= 0
J(f) =
‖f‖1−σL2 ‖∇f‖
σ
L2
‖f‖Lp+1
with σ =
d(p− 1)
p+ 1
.
Denote Qλ(x) = λ
2
p−1Q(λx), from the symmetries of (NLS), there is a (2d+ 2) parameters
family of solitons:
u(t, x) = Qλ0(x− σ0 − β0t)eiγ0+iλ
2
0t+i
β0
2
(x−β0
2
t) (1.1.8)
with scaling λ0 ∈ R+, position σ0 ∈ Rd, phase γ0 ∈ R and speed β0 ∈ Rd.
Once the existence of solitary wave solutions is established, we would like to study their
stability by perturbation of the initial data in the energy space. We observe that the solitary
wave has two trivial instabilities: scaling instability 1 and Galilean instability 2. A natural
question is that whether these trivial instabilities are the only ones or not.
Denition 1.1.9 (Orbital stability). We say that a solitary wave solution (1.1.8) is orbitally
stable if for all ε > 0, there exists δ > 0 such that if∥∥∥u(0)−Qλ0(x− σ0)ei(γ0+β02 x)∥∥∥
H1
≤ δ,
then for all t ∈ R, there exist σ(t), γ(t) such that the solution u(t) of (NLS) satises∥∥∥u(t, ·)−Qλ0(· − σ(t))ei(γ(t)+β02 x)∥∥∥
H1
≤ ε.
1∀λ > 0, the solution to (NLS) with initial data u0(x) = λ
2
p−1Q(λx) is u(t, x) = λ
2
p−1Q(λx)eiλ
2t.
2∀β > 0, the solution to (NLS) with initial data u0(x) = Q(x)eiβ is u(t, x) = Q(x− βt)eit+
β
2 ·(x−
β
2 t).
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Using the concentration-compactness method, Cazenave and Lions [4] proved that these
solitary waves are stable when 1 < p < 1 + 4
d
, i.e. when the nonlinearity is L2 subcritical. By
a dierent approach based on the expansion of the conservation laws around the solitary wave,
Weinstein [45] proved the orbital stability of a solitary wave solution under the nondegeneracy
condition
d
dλ
∫
Q2λ(x)dx
∣∣∣∣
λ=λ0
> 0
which holds in the subcritical case. Conversely, it is known from the work of Grillakis, Shatah
and Strauss [17, 18] that if
d
dλ
∫
Q2λ(x)dx
∣∣∣∣
λ=λ0
< 0
which holds in the supercritical case
(
1 + 4
d
< p < 2∗ − 1
)
, then the solitary wave solution
is unstable. Note that the instability phenomenon is quite dierent in the critical case (linear
instability and the unstable direction is related to the scaling parameter) and in the supercritical
case (exponential instability).
For the critical case (p = 1 + 4
d
), the pseudo conformal transform
v(t, x) =
1
|t| d2
u
(
−1
t
,
x
t
)
ei
|x|2
4t (conformal transform)
applied to the solitary wave solution u(t, x) = Q(x)eit gives an explicit blow-up element :
S(t, x) =
1
|t| d2
Q
(
x
|t|
)
e−i
|x|2
4t
+ i
t , ‖S(t)‖L2 = ‖Q‖L2 (1.1.10)
with blow-up rate (called conformal blow-up rate)
‖∇S(t)‖L2 ∼
1
|t|
as t→ 0−.
S(t, x) is also the unique (up to invariances) blow-up solution with the mass ‖u0‖L2 = ‖Q‖L2 ,
see [33]. It is called the minimal mass blow-up because under this mass, ‖u0‖L2 < ‖Q‖L2 , all
solutions are global and even scatters, i.e. there exist v±(t, x) solutions of the linear equation
such that
‖u(t)− v±(t)‖H1 → 0
as t→ ±∞, see [10, 21].
Besides the minimal mass blow-up solution, there also exist other blow-up solutions with
conformal blow-up rate (see [2]). For the case of mass slightly above the threshold (and with
negative energy), i.e.
‖Q‖L2 < ‖u0‖L2 < ‖Q‖L2 + α0, 0 < α0  1, (1.1.11)
Merle and Raphaël [34, 35, 41] proved the existence and stability of a blow-up dynamics with
log-log blow-up rate:
‖∇u(t)‖L2 ∼ c
√
log | log(T − t)|
T − t
as t→ T. (1.1.12)
Then, [41] also showed that under (1.1.11), there is a gap on the blow-up rate: either the
solution blows up in the log-log regime (1.1.12), or it blows up faster than the conformal rate
‖∇u(t)‖L2 &
1
T − t
. (1.1.13)
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Similarly to (NLS), (gKdV) also admits a family of solitary wave solutions with two param-
eters, of the form
Rv0,x0 = Qv0(x− x0 − v0t)
where Qv = v
1
p−1Q(
√
vx) and Q is the ground state of (soliton eq.) in dimension 1.
We also note that when v = 0 (or u = 0), the (coupled NLS) is simplied as 1D cubic
(NLS). Thus, we deduce some special solutions of (coupled NLS) dened as follows:(
u
v
)
=
(
eiγu+iλ
2
ut+i
βu
2
(x−βu
2
t)Qλu(x− σu − βut)
0
)
and (
u
v
)
=
(
0
eiγv+iλ
2
vt+i
βv
2
(x−βv
2
t)Qλv(x− σv − βvt)
)
for any λj > 0, σj, βj, γj ∈ R (j = u, v).
1.1.3 Multi-solitary wave
A multi-solitary wave, also called multi-soliton, is a solution behaving in large time as
several solitons. For example, consider K ≥ 2 and for k ∈ {1, ..., K}, let λk > 0, βk ∈ Rd, σk ∈
Rd and γk ∈ R. Dene the k-th soliton
Rk(t, x) = Qλk(x− σk(t))eiΓk(t,x)
with
σk(t) = σk + βkt, Γk(t, x) =
1
2
(βk · x)−
1
4
|βk|2t+ λkt+ γk.
Note that because of the non-linearity, the sum
R(t) =
K∑
k=1
Rk(t)
is not a solution of (NLS). However, we may expect existence of a solution of (NLS) which
behaves asymptotically as
‖u(t)−R(t)‖H1 → 0 as t→ +∞.
Multi-solitons were rst constructed for the integrable 1D cubic (NLS) (d = 1 and p = 3),
[49]: in that case, by the scattering inverse method, there is an explicit formula of multi-
solitons, and one observes by inspection that these solutions decouple into a sum of solitons
both as t → +∞ and as t → −∞ (collisions are elastic). Recently, the asymptotic stability
of such objects for the integrable case was shown in some weighted space [8]. Moreover, one
can observe that besides weak interactions (roughly speaking, means that the trajectories of
the solitary waves are not aected asymptotically by the interaction of solitons, i.e. σk(t) has
the same form as for a single soliton), there are cases of strong interaction where the distance
between solitons is of order log t or a nite distance with periodic behavior, i.e. the form of
σk(t) is aected by the interaction between solitons.
The multi-soliton behavior is fundamental in view of the soliton resolution conjecture.
This (rather vaguely dened) conjecture 3 says that generic solution should decompose
for large time into a sum of rigid nonlinear objects (typically solitons) and a purely
3The conjecture is also supported by extensive numerical works [9, 15, 24, 48].
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dispersive term. By the inverse scattering method, the soliton decomposition was obtained
in the setting of integrable equation (1D cubic (NLS), quadratic and cubic (KdV)). In the non-
integrable setting, recently, in the notable series of papers [11, 12, 13], results of decomposition
into solitons were proved for energy critical wave equation, in particular the 3D case with radial
data. However, the conjecture still remains widely open in general.
Returning to (NLS), for non-integrable setting, we recall the following existence result of
multi-solitons with decoupling conditions (and limited to one direction of time).
Theorem 1.1.14 (Existence of (NLS) multi-solitary waves, [7, 27, 33]). Let 1 < p < d+2
d−2 .
Consider K ≥ 1, for k ∈ {1, ..., K}, let λk > 0, βk ∈ Rd, σk ∈ Rd and γk ∈ R. Assume that the
velocities are decoupled, for any k 6= k′, βk 6= βk′ . Denote
Rk(t, x) = Qλk(x− βkt− σk)eiΓk(t,x) and Γk(t, x) =
1
2
(βk · x)−
1
4
|βk|2t+ λkt+ γk.
Then, there exists T0 > 0, κ > 0 and an H1 solution u(t) of (NLS) such that for all t ≥ T0,∥∥∥∥∥u(t, x)−
K∑
k=1
Rk(t, x)
∥∥∥∥∥
H1
. e−κ|t|.
Because of the decoupling conditions, the solitons have two-by-two dierent velocities so
the interaction between them decays exponentially in time. The critical case p = 1 + 4
d
was
in fact the rst setting of non-integrable case where such multi-solitons were constructed by
Merle [33]. Moreover, by the pseudo-conformal transform (conformal transform), this result
also constructed solutions where blow-up simultaneously occurs at K distinct points. The
subcritical case 1 < p < 1 + 4
d
was treated by Martel and Merle [27], following the result by
Martel [26] on (gKdV). The supercritical case was done by Cote, Martel and Merle [7], then
Combet [6] constructed an K-parameter family of K-solitons in this case.
Note that all above theorems in the non-integrable case say nothing about the behavior
of the solution as t → −∞. In constrast with the integrable case, for non-intergable case,
multi-solitons for t → +∞ are expected to have dierent behavior for t → −∞ (not again
pure multi-soliton) as the interaction between solitary waves would be, in general, inelastic (see
[28, 39]). The stability of the multi-soliton structure was studied in the subcritical case in [30].
Similar results for other nonlinear models with solitary wave: (gKdV) [5, 7, 29], coupled (NLS)
[19], for example.
Concerning strong interactions (that means, the interactions indeed aect the trajectory
of solitons), one of the rst intrusion into the study of strongly interacting multi-solitons for
(NLS) is the work of Martel and Raphaël [32] where they constructed a rst example of global
solutions blowing up in innite time:
Theorem 1.1.15 (Innite time strongly interacting blow-up [32]). For the 2D cubic (NLS),
there exists a global solution u(t) on [0,+∞) which decomposes into a sum of solitary waves:
as t→ +∞ ∥∥∥∥∥u(t)− eiγ(t)
K∑
k=1
1
λ(t)
Q
(
.− xk(t)
λ(t)
)∥∥∥∥∥
H1
→ 0, λ(t) = 1 + o(1)
log t
,
where xk(t) converges to the vertices of a K-sided regular polygon and the solution blows up
in innite time with the rate
‖∇u(t)‖L2 ∼ | log t|, as t→ +∞.
Using the (conformal transform), we obtain the following nite time blow-up:
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Theorem 1.1.16 (Finite time blow-up collision [32]). Let u(t) be given in Theorem 1.1.15 and
let v ∈ C((−∞, 0),Σ) be the pseudo conformal transform of u(t). Then v(t) blows up at T = 0
with
‖∇v(t)‖L2 ∼ K
1
2‖∇Q‖L2
∣∣∣∣ log |t|t
∣∣∣∣ , |v(t)|2 ⇀ K‖Q‖2L2δx=0 as t→ 0.
This is also the rst example of a blow-up solution whose blow-up rate is faster than the
conformal blow-up rate.
1.2 Main results
From the previous section, we have the following observations:
 First, we see that in the integrable case d = 1 and p = 3, by using the inverse scattering
theory, there are three types of 2-solitons for (1D cubic (NLS)):
(a) Two solitons with dierent velocities: as t→ +∞, the distance between the solitons is of
order t, [49].
(b) Double pole solutions: the two solitons are symmetric (in particular, they have same
amplitude) and their distance is logarithmic in t, [38, 49].
(c) Periodic 2-solitons: the two solitons have dierent amplitudes and their distance is a
periodic function of time, [47, 49].
Note that (a) corresponds to a free Galilean motion, while (b) and (c) correspond to a non free
Galilean motion, which means that the specic behaviors of the solitons are due to nonlinear
interactions, and do not exist for a single soliton.
 Second, for non-integrable case, the study of multi-solitons is mostly limited to situations
where there is a strong decoupling between the solitons (weak interactions) as in Theorem
1.1.14.
We raise the question of other possible behaviors of multi-solitons. In particular, we ask
whether the above non generic dynamics (b), (c) of the integrable case persist for non-integrable
models. The work in this thesis is oriented to the identication of some new cases where
the interactions between traveling waves indeed aect their trajectories (multi-soliton with
strong interaction). The results are splited into three parts:
The rst part shows that the dynamics logarithmic distance with symmetric (the
behavior (b)) is a universal behavior in both subcritical and supercitical case (in all dimension
d ≥ 1) for (NLS). This regime corresponds to strong attractive interactions. In the integrable
case (d = 1 and p = 3), the existence of such behaviors is known by inverse scattering, [38, 49].
The mass critical case p = 1 + 4
d
exhibits a specic behavior related to blow-up, studied in [32].
In the second part, we extend the result of logarithmic multi-solitons to the (gKdV) equa-
tion. For the (gKdV) equation, there are several technical additionnal diculties: the natural
ansatz for the 2-soliton is not in the energy space and thus it has to be modied. For sub-critical
1 < p < 5, it was known that opposite sign traveling waves are attractive. For super-critical
p > 5, we derive from our computations that same sign traveling waves are attractive.
The goal of the third part is, rst, to show the persistence of the behavior (b) for the
non-integrable (coupled NLS) in presence of symmetry, similarly as in the articles [32, 36] for
(NLS). Second, and more importantly, we investigate the question of the (non-)persistence of
the behavior (c). Actually, we exhibit a new logarithmic regime corresponding to non-symmetric
2-solitons with logarithmic distance which replaces the behavior (c) of the nonintegrable case.
At the formal level, the system of parameters of the 2-solitons is not anymore integrable and
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periodic solutions disappear. A new logarithmic regime (see (ii) of Theorem 1.2.9) then takes
place, which does not exist in the integrable case ω = 0 or ω = 1.
The results mentioned above are based on the following works:
• T. V. Nguyen. Existence of multi-solitary waves with logarithmic relative distances for
the NLS equations. C. R. Acad. Sci. Paris, Ser. I 357 (2019) 1358.
• T. V. Nguyen. Strongly interacting multi-solitons with logarithmic relative distance for
the gKdV equation. Nonlinearity, 30(12):4614, 2017.
• Y. Martel and T. V. Nguyen. Construction of 2-solitons with logarithmic distance for the
one-dimensional cubic Schrödinger system. Preprint
1.2.1 Existence of multi-solitary waves with logarithmic relative dis-
tances for the NLS equations.
In this part, we address the extension of the logarithmic dynamics (b) to the non-integrable
(NLS). We prove the following general existence result:
Theorem 1.2.1 (Multi-solitary waves with logarithmic distance, [36]). Let d ≥ 1. Let
1 < p <
d+ 2
d− 2
(p > 1 for d = 1, 2) and p 6= 1 + 4
d
.
There exists an H1 solution of (NLS) such that |z1(t)− z2(t)| ∼ 2 log t as t→ +∞ and∥∥∥∥∥u(t)− eiγ(t)
2∑
k=1
Q(.− zk(t))
∥∥∥∥∥
H1(Rd)
→ 0.
It is important that the two solitons have the same sign, the same scaling and the same phase,
in fact, the solution is symmetric. Remark that this situation is similar to multi-solitons
constructed in [38, 49] for the integrable case.
The logarithmic distance is due to strong interactions between solitary waves since the
interactions appear at the main order of the modulation equations. Indeed, the dynamics in
Theorem 1.2.1 is related in some sense to the simple dierential equation z̈ = −e−z(t), where
z(t) is the distance between the solitons, and for which 2 log t is a special solution.
The result holds for any space dimension and any Ḣ1 sub-critical nonlinearity, except the
mass critical power p = 1 + 4
d
. Technically, the case 1 < p ≤ 2 is more involved because the
L∞ norm of the interaction is worse (∼ s−p so we can only integrate once), which requires the
construction of an rened ansatz.
For the critical case (p = 1 + 4
d
), the existence of multi-solitons with logarithmic distances
is not expected. Indeed, for such solutions, one would have∫
Rd
|x|2|u(t, x)|2dx ∼ log2(t)
which is in contradiction with the virial identity
d2
dt2
∫
Rd
|x|2|u|2 = 16E(u0).
In this case, the scaling instability directions are excited by the nonlinear interactions rst which
leads to the innite time concentration described in Theorem 1.1.15 ([32]) while on subcritical
and supercritical case, the interactions primarily aect the velocity parameter.
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The proof is based on the construction of an approximate solution of (NLS) composed of
two symmetric modulated solitons moving in opposite direction plus a small correction term:
u(t, x) =
eiγ(s)
λ
2
p−1 (s)
[
eiv1(s)(·−z1)Q(· − z1(s)) + eiv2(s)(·−z2)Q(· − z2(s)) + ε(s)
](
x
λ(s)
)
with
s =
∫ t
0
1
λ2(τ)
dτ, v1(s) = −v2(s) =
1
2
v(s), z1(s) = −z2(s) =
1
2
z(s).
We follow the standard modulation argument for solution which was developed in [27, 35, 42]
for (NLS) equation. Using the orthogonality conditions related to the generalized null space
of the linearized equation, we derive a simplied modulation system with forcing term and we
determine one of its approximate solutions that is relevant for the regime. Formally, we have
the following estimates ∣∣∣∣∣ λ̇λ
∣∣∣∣∣+
∣∣∣∣∣ż − 2v + λ̇λz
∣∣∣∣∣ . |z|− d−12 e−|z|. (1.2.2)
Especially, the equation for v̇ contains forcing terms due to the nonlinear interaction of the
solitons: ∣∣∣∣v̇ + c z|z| |z|− d−12 e−|z|
∣∣∣∣ . |z|− d−12 −1e−|z| (1.2.3)
for some constant c > 0. It can be checked that closed to real functions zmod(s), λmod(s),
vmod(s) such that
λ−1mod(s) = 1, vmod(s) = s
−1, z
− d−1
2
mod e
−zmod =
s−2
c
(1.2.4)
there exists a particular solution of (1.2.2)-(1.2.3). We have the asymptotics as s→ +∞
zmod(s) ∼ 2 log(s), v̇mod(s) = −cz
− d−1
2
mod (s)e
−zmod(s),
|żmod(s)− 2vmod(s)| . s−1 log−1(s), |v̇mod(s)| . s−2.
(1.2.5)
This suggests that (1.2.4) is close to the rst order asymptotics as s→ +∞ for some solutions
of (NLS) and matches the regime of Theorem 1.2.1.
1.2.2 Strongly interacting multi-solitons with logarithmic relative dis-
tance for the gKdV equation.
We also proved the existence of strongly interacting multi-solitons with logarithmic relative
distance for
∂tu+ ∂x(∂
2
xu+ |u|p−1u) = 0, t, x ∈ R. (1.2.6)
Theorem 1.2.7 (Multi-solitary waves with logarithmic distance, [37]). Let p integer, p 6= 5
and p > 2. There exist t0 > 0 and an H1 solution on [t0,+∞) of (1.2.6) which decomposes
asymptotically into two solitary waves∥∥∥∥u(t)− (Q(· − t− log(ct)) + σQ(· − t+ log(ct)))∥∥∥∥
H1
→ 0 as t→ +∞, (1.2.8)
where c = c(p) > 0 a constant, σ = −1 in sub-critical cases (2 < p < 5) and σ = 1 in
super-critical cases (p > 5).
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The negative sign in the subcritical case (p < 5) means that in this case the interaction of
solitons is repulsive while the positive sign in the supercritical case (p > 5) means that in this
case the interaction is attractive. Remark that the relative distance of the two traveling waves
is 2 log(ct) with c given by
c = c(p) =
√
8(p− 1)
|5− p|
(2p+ 2)
1
p−1 ‖Q‖−1L2 .
In [20], it was later proved that this is the unique regime of logarithmic relative distance for
this scaling in the unstable context (p > 5).
Because of the structure of the null space of the linearized equation, the equation for the
position parameter z1(t), z2(t) is not quadratic in the error term ε(t). Therefore, a rened part
of the approximate solution corresponding to the nonlinear interaction is used to close the
bootstrap
e−z(t) (A1(· − z1(t)) + A2(· − z2(t)))ϕ
where ϕ is some cut-o function. Indeed without this term, one would obtain the remainder
term of size t−2 and ε of size t−1, which is not sharp enough to exploit the modulation equations.
Since the extra term A1, A2 may not be in H1 (it may have nonzero limits at −∞), we have to
introduce a suitable cut-o function ϕ.
1.2.3 Construction of 2-solitons with logarithmic distance for the one-
dimensional cubic Schrödinger system.
Consider the coupled system of 1D cubic NLS equations written in the form
i∂tu+ ∂
2
xu+
(
|u|2 + ω|v|2
)
u = 0
i∂tv + ∂
2
xv +
(
|v|2 + ω|u|2
)
v = 0, t ∈ R, x ∈ R
u(0, x) = u0, v(0, x) = v0.
(coupled NLS)
Note that when v = 0 (or u = 0), the (coupled NLS) simplies as (NLS)
i∂tu+ ∆u+ |u|2u = 0.
Therefore, (coupled NLS) admits some special solutions of the form:(
u
v
)
=
(
eiγu+iλ
2
ut+i
βu
2
(x−βu
2
t)Qλu(x− σu − βut)
0
)
and (
u
v
)
=
(
0
eiγv+iλ
2
vt+i
βv
2
(x−βv
2
t)Qλv(x− σv − βvt)
)
for any λj > 0, σj, βj, γj ∈ R, (j = u, v). We construct a logarithmic 2-solitary waves in
the symmetric case, i.e., u(t, x) = v(t,−x) and then a new logarithmic dynamics of
2-solitary waves in the case where the solitons are non-symmetric 4
Theorem 1.2.9 (Two families of logarithmic multi-solitary waves, [31]). Let
0 < ω < 1
4see the summary on possible 2-soliton behaviors of integrable (NLS) equation in the previous section for a
comparison.
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(i) There exists a symmetric global H1 solution of (coupled NLS) which decomposes into two
solitary waves∥∥∥∥(u(t)v(t)
)
− eγ(t)
(
Q(.− 1
2
log(Ωt)− 1
4
log(log t))
Q(.+ 1
2
log(Ωt) + 1
4
log(log t))
)∥∥∥∥
H1×H1
→ 0 as t→ +∞. (1.2.10)
The distance between two solitary waves is log t+ 1
2
log(log t) + log(Ω) + o(1).
(ii) Let
ω <
c(c+ 1)
2
< 1,
there exists a global H1 solution of (coupled NLS) which decomposes into two solitary waves
of scaling c and 1 respectively∥∥∥∥∥
(
u(t)
v(t)
)
−
(
eic
2tQc(.− 1(1+c)c log(Ωct))
eitQ(.+ 1
1+c
log(Ωct))
)∥∥∥∥∥
H1×H1
→ 0 as t→ +∞. (1.2.11)
The distance between two solitary waves is 1
c
log t+ log(Ωc)
c
+ o(1).
To our knowledge, the second part gives the rst example of such dynamics for multi-solitary
waves (logarithmic relative distance without symmetry). This new logarithmic behavior for non-
symmetric case exists due to the non-integrability property of the interactions between solitary
waves. There is a nonlinear resonance which breaks the free regime of the solitons and forces
them to separate and to create the dynamics (1.2.11). This is in contrast with the integrable
equations where periodic solutions exist (the behavior (c)). The forcing terms appear at the
quadratic order of the nonlinear interactions. Remark that the two logarithmic regimes (in the
symmetric case and non-symmetric case) are slightly dierent.
The question of the non-symmetric case for the non-integrable scalar (NLS) is still an open
problem. In fact, our construction of the approximate solution works equally well for (NLS)
as for (coupled NLS). We also obtain the nonlinear resonance and formally, the two solitons
separate to form a regime "logarithmic with an oscillation". However, conservation laws
are less favorable and we miss some arguments to close the energy method.
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Chapter 2
Existence of multi-solitary waves with
logarithmic relative distances for the NLS
equation
Abstract
We construct 2-solitary wave solutions with logarithmic distance of the nonlinear Schrödinger
equation
i∂tu+ ∆u+ |u|p−1u = 0, t ∈ R, x ∈ Rd,
in mass sub-critical cases 1 < p < 1 + 4
d
and mass super-critical cases 1 + 4
d
< p < d+2
d−2 , i.e.
solutions u(t) satisfying ∥∥∥∥∥u(t)− eiγ(t)
2∑
k=1
Q(.− xk(t))
∥∥∥∥∥
H1
→ 0
and
|x1(t)− x2(t)| ∼ 2 log t, as t→ +∞,
where Q is the ground state. The logarithmic distance is related to strong interactions between
solitary waves.
In the integrable case (d = 1 and p = 3), the existence of such solutions is known by inverse
scattering, [19, 33]. The mass critical case p = 1 + 4
d
exhibits a specic behavior related to
blow-up, previously studied in [24].
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2.1 Introduction
We consider the nonlinear Schrödinger equation in Rd, for any d ≥ 1:{
i∂tu = −∆u− |u|p−1u, (t, x) ∈ [0, T )× Rd
u(0, x) = u0, u0 ∈ H1 : Rd → C.
(NLS)
It is well-known (see e.g. [2], [10]) that the (NLS) equation is locally well-posed in H1(Rd) for
1 < p < d+2
d−2 (p > 1 if d = 1, 2): for any u0 ∈ H
1(Rd), there exist T ? > 0 and a unique maximal
solution u ∈ C([0, T ?), H1(Rd)) of (NLS). Moreover, the following blow up criterion holds
T ? < +∞ implies lim
t↑T ?
‖∇u(t)‖L2 = +∞. (2.1.1)
Recall that the solution u satises the following three conservation laws:
• Mass : ∫
Rd
|u(t, x)|2dx =
∫
Rd
|u0(x)|2 (2.1.2)
• Energy :
E(u(t)) =
1
2
∫
Rd
|∇u(t, x)|2 − 1
p+ 1
∫
Rd
|u(t, x)|p+1dx = E(u0) (2.1.3)
• Momentum:
M(u(t)) = Im
∫
Rd
∇u(t, x)ū(t, x)dx = M(u0) (2.1.4)
for all t ∈ [0, T ?). Recall also that (NLS) admits the following symmetries: the transformation
of initial data implies the corresponding transformation of solution:
- Scaling: λ > 0, λ
2
p−1u0(λx) 7→ λ
2
p−1u(λ2t, λx);
- Space translation: x0 ∈ Rd, u0(x+ x0) 7→ u(t, x+ x0);
- Time translation: t0 ∈ R, ut0(x) 7→ u(t+ t0, x);
- Space rotation: A ∈ SO(d), u0(A · x0) 7→ u(t, A · x0);
- Phase: γ ∈ R, u0(x)eiγ 7→ u(t, x)eiγ;
- Galilean: β ∈ Rd, u0(x)eiβx 7→ u(t, x− βt)eiβ(x−
β
2
t).
As a consequence of (2.1.2), (2.1.3) and the Gagliardo-Nirenberg inequality, all solutions of
(NLS) are global in the L2 sub-critical case (1 < p < 1 + 4
d
). In contrast, blow-up solutions
exist in the L2 critical case (p = 1 + 4
d
) and the L2 super-critical case (1 + 4
d
< p < d+2
d−2). See
e.g. [2].
This article is concerned with the construction of special solutions of (NLS) involving solitary
wave solutions (or solitons). We recall the expression of the (standing) solitary waves
u(t, x) = eiλ
2
0tQλ0(x) with Qλ0(x) = λ
2
p−1
0 Q(λ0x)
where λ0 > 0 and Q is the ground state, i.e. the unique radial positive solution of
∆Q−Q+Qp = 0, Q > 0, Q ∈ H1(Rd). (2.1.5)
The whole family of ground state solitary waves is obtained using the above symmetries. For
more properties of Q, see for example [2] and [28]. Recall that in the L2 sub-critical case, the
solitary waves are stable ([2, 31]) and in the L2 critical and L2 super-critical cases, the solitary
waves are unstable ([2, 12]).
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2.1.1 Motivation
So far, the problem of multi-solitary wave solutions for (NLS) has been studied intensively in
the integrable case, i.e. for d = 1 and p = 3, as well as for some nearly integrable models;
see [9, 11, 16, 19, 32, 33]. In particular, it is known from the inverse scattering theory that
there are three possible 2-soliton behaviors in the integrable case:
(a) relative distance between solitons of order t, [33];
(b) logarithmic relative distance with symmetric solitons (double-pole solutions), [19, 33];
(c) nite relative distance periodic in time, [32, 33].
Note that (a) corresponds to a free Galilean motion, while (b) and (c) correspond to a non
free Galilean motion. Remarkably, these solutions admit a pure 2-soliton behavior both for
t → +∞ and t → −∞. They describe perfectly elastic interactions between solitary waves in
the integrable case.
In the non-integrable cases, the problem is much less comprehended except for multi-solitary
waves with free Galilean motion (a), in one direction of time; see Remark 2.1.8 below for a
precise statement. In the present paper, we raise the question of other possible behaviors of
multi-solitons. In other words, we ask whether the above non generic dynamics (b), (c) of the
integrable case persist for non-integrable models. Previous works, see e.g. [8, 11, 16], study
formally the dynamics of interacting pulses for several integrable or non-integrable models, and
predict the persistence of the logarithmic regime. Indeed, the 2-soliton dynamics is related in
some sense to the simple dierential equation z̈(t) = −e−2z(t), where z(t) is half of the distance
between the solitons, and for which log t is a special solution. The main point of the present
work is to justify that 2-solitons with logarithmic relative distance is a universal behavior in
both sub-critical and super-critical (NLS) in presence of symmetry, thus proving rigorously the
persistence of the behavior (b) in the non-integrable case.
2.1.2 Main result
In this article, we prove the following general existence result.
[ (Multi-solitary waves with logarithmic distance). Let d ≥ 1. Let
1 < p <
d+ 2
d− 2
(p > 1 for d = 1, 2) and p 6= 1 + 4
d
.
There exists an H1 solution u(t) of (NLS) on [0,+∞) which decomposes asymptotically into
two solitary waves, for all t > 0,∥∥∥∥∥u(t)− eiγ(t)
2∑
k=1
Q(.− xk(t))
∥∥∥∥∥
H1(Rd)
.
1
t
(2.1.6)
where x1(t) = −x2(t) and
|x1(t)− x2(t)| = 2(1 + o(1)) log t, as t→ +∞. (2.1.7)
The Main Theorem holds for any space dimension and any Ḣ1 sub-critical nonlinearity,
except the mass critical power p = 1 + 4
d
. Indeed, the critical nonlinearity exhibits a dierent
phenomenon of strong interactions due to blow-up, previously studied in [24]; see Remark
2.1.10.
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Note that the result should holds with a similar proof for any number K ≥ 2 of solitons
located on a regular polygon of size log t. By scaling invariance, we can replace Q in (2.1.6)
by Qλ0 for any λ0 > 0. We observe that in the result, solitons need to have the same sign, the
same scaling and the same phase; in fact, the solution is symmetric by τ : x 7→ −x. Moreover,
the solution is also symmetric by the reection across the axis passing by the center of the two
solitons. Remark that the situation is the same with the multi-solitons constructed in [19, 33]
for the integrable case.
Remark 2.1.8. For the (NLS) equation, multiple solitary wave solutions with weak inter-
actions, i.e. relative distance between solitons of order t, have been constructed in various
settings, both in stable and unstable contexts, see in particular [4, 20, 25]. A typical result of
weakly interacting dynamics is the existence of multi-solitary wave solutions of (NLS) satisfying
as t→ +∞, ∥∥∥∥∥u(t)−
K∑
k=1
e−iΓk(t,x)Qλk(.− νkt)
∥∥∥∥∥
H1(Rd)
. e−ct, c > 0, (2.1.9)
for any given set of parameters {νk, λk}k ∈ Rd × (0,∞) provided that the following decoupling
condition holds: νk 6= νk′ if k 6= k′.
Remark 2.1.10. For the L2 critical case (p = 1 + 4
d
), the existence of bounded multi-solitary
wave solutions with logarithmic distances as (2.1.6)(2.1.7) is ruled out. Indeed, for such
solutions, one would have ∫
Rd
|x|2|u(t, x)|2dx ∼ log2(t) (2.1.11)
which is in contradiction with the virial identity
d2
dt2
∫
Rd
|x|2|u|2 = 16E(u0).
In fact, in the mass critical case, the scaling instability directions are excited by the nonlinear
interactions which leads to the innite time concentration as shown by Theorem 1 in [24]:
for the L2 critical two dimensional case, there exists a global (for t ≥ 0) solution u(t) that
decomposes asymptotically into a sum of solitary waves∥∥∥∥∥u(t)− eiγ(t)
K∑
k=1
1
λ(t)
Q
(
.− xk(t)
λ(t)
)∥∥∥∥∥
H1(Rd)
→ 0, λ(t) = 1 + o(1)
log t
as t→ +∞, (2.1.12)
where the translation parameters xk(t) converge to the vertices of a K-sided regular polygon
and the solution blows up in innite time with the rate
‖∇u(t)‖L2 ∼ | log t| as t→ +∞.
The regime justied in the present paper is thus dierent from the one in [24] since for the
critical case, the interactions primarily aect the scaling parameter to lead to blow-up. This
notable dierence with the sub and super-critical cases shows that a formal approach may not
be sucient to correctly address such subtle regimes.
We also refer to [14, 15, 17, 18, 22] for previous works on other nonlinear equations where
a rened analysis of interactions between solitons is a key point.
Remark 2.1.13. We expect solutions in Main Theorem to be unstable, even in L2 sub-critical
cases, since generic perturbation can give collision or on the contrary weak interaction. Recall
that the appearance of the log regime is closely related to the equation
z̈(t) = −e−2z(t)
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where log t is a solution with initial conditions z(1) = 0, ż(1) = 1. From the theory of
perturbation, for z(t) = log t + εv1 + ... with initial conditions z(1) = ε, ż(1) = 1, one has at
the linear level
v̈1 =
2v1
t2
, v1(1) = 1, v̇1(1) = 0,
whose solution is 1
3
t2 + 2
3
1
t
so we see that the log t solution is an unstable state as t→ +∞.
Remark 2.1.14. We believe that our approach is general. In particular, the strategy of this
article can be applied to construct multi-solitary waves with logarithmic relative distance for
more general nonlinearity f(s)
i∂tu+ ∆u+ f(|u|2)u = 0
where f(s) satises standard conditions for the existence of solitary waves (see [23]). Moreover,
combining the construction in this paper and the construction of multi-soliton solutions with
weak interactions in [4], [20], we prove the existence of multi-solitons, with both solitons distant
as Ct and solitons distant as C log t.
Remark 2.1.15. One can give a more precise asymptotic description of the distance (2.1.7)
between solitons
|x1(t)− x2(t)| = 2 log t−
d− 1
2
log(log t)− C +O(log−
1
2 (t)) as t→ +∞
where C > 0 a constant depending only on d and p (see (2.3.25)).
The article is organized as follows. Sections 2.2, 2.3 and 2.4 concern the proof of Main
Theorem in L2 sub-critical cases with p > 2. In Section 2.2, we consider an approximate
solution (an ansatz solution) to (NLS) made of two symmetric bubbles and extract the formal
evolution system of the geometrical parameters of the bubbles (scaling, position, phase). The
key observation is that this system contains forcing terms due to the nonlinear interactions of
the waves, and has a special solution corresponding at the main order to the regime of Main
Theorem. Here, in contrast with free Galilean motion, the construction of a non free Galilean
motion as (2.1.7) requires a rened control of strong interactions between the solitary waves to
bound the error terms. In Section 2.3, we consider, using modulation, particular backwards
solutions of (NLS) related to the special regime of Main Theorem and prove backward uniform
estimates by energy method. In Section 2.4, we use compactness arguments on a suitable
sequence of such backwards solutions to nish the proof. Sections 2.5 deals with the case
1 < p ≤ 2; in this case, there are some extra technical diculties, even if the strategy of
the proof is similar: the interaction becomes stronger, we have to add extra terms in the
approximate solution and due to lost of regularity, we have to use some truncations. Finally,
the algebraic computations in the proof for L2 sub-critical cases are still valid in L2 super-critical
cases, Section 2.6 presents additional arguments and modications needed for L2 super-critical
cases.
2.1.3 Notation
The L2 scalar product of two complex valued functions f, g ∈ L2(Rd) is denoted by
〈f, g〉 = Re
(∫
Rd
f(x)g(x)dx
)
.
We denote by Q(x) := q(|x|) the unique radial positive ground state of (NLS):
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q′′ +
d− 1
r
q′ − q + qp = 0, q′(0) = 0, lim
r→+∞
q(r) = 0. (2.1.16)
It is well-known and easily checked by ODE arguments that for some constant cQ > 0,
for all r > 1,
∣∣∣q(r)− cQr− d−12 e−r∣∣∣+ ∣∣∣q′(r) + cQr− d−12 e−r∣∣∣ . r− d−12 −1e−r. (2.1.17)
We set
IQ =
∫
Qp(x)e−x1dx, x = (x1, ..., xd).
We denote by Y the set of smooth functions f such that
for all p ∈ N, there exists q ∈ N, s.t. for all x ∈ Rd, |f (p)(x)| . |x|qe−|x|. (2.1.18)
Let Λ be the generator of L2-scaling corresponding to (NLS):
Λf =
2
p− 1
f + x · ∇f.
The linearization of (NLS) around Q involves the following Schrödinger operators:
L+ := −∆ + 1− pQp−1, L− := −∆ + 1−Qp−1.
From [30], recall the generalized null space relations in sub-critical and super-critical cases:
L−Q = 0, L+(ΛQ) = −2Q,
L+(∇Q) = 0, L−(xQ) = −2∇Q.
(2.1.19)
We recall the coercivity property in L2 sub-critical (see [20], [26], [30], [31]): there exists µ > 0
such that for all η ∈ H1,
〈L+ Re η, Re η〉+ 〈L− Im η, Im η〉 ≥ µ‖η‖2H1 −
1
µ
(
〈η,Q〉2 + |〈η, xQ〉|2 + 〈η, iΛQ〉2
)
. (2.1.20)
In L2 super-critical (but H1 sub-critical), we do not have the same situation since the negative
direction can not be controlled by the scaling parameter. We consider the operator
Lv = iL+v1 − L−v2 with v = v1 + iv2.
The spectrum σ(L) of L satises
σ(L) ∩ R = {−e0, 0, e0}.
It is easy to see that iQ,∇Q are independent and belong to the kernel of L. In [4], [6], [7], [13],
it is proved that there exist two eigenfunctions Y ± (normalized by ||Y ±||L2 = 1) associated to
eigenvalues ±e0
L(Y ±) = ±e0Y ± (2.1.21)
and Y + = Y − belong to Y , in other words, ReY +, ImY + ∈ Y . Moreover, there holds a
property of positivity based on Y ±: there exists µ > 0 such that for all η ∈ H1,
〈L+ Re η, Re η〉+ 〈L− Im η, Im η〉 ≥ µ‖η‖2H1
− 1
µ
(
〈η, iY +〉2 + 〈η, iY −〉2 + |〈η, xQ〉|2 + 〈η, iΛQ〉2
)
. (2.1.22)
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2.2 Approximate solution for p > 2
2.2.1 System of modulation equations
Let p > 2. Consider a time dependent C1 function of parameters ~q of the form
~q = (λ, z, γ, v) ∈ (0,+∞)× Rd × R× Rd,
with |v|  1 and |z|  1. We renormalize the ow by considering
u(t, x) =
eiγ(s)
λ
2
p−1 (s)
w(s, y), dt = λ2(s)ds, y =
x
λ(s)
, (2.2.1)
so that
i∂tu+ ∆u+ |u|p−1u =
eiγ
λ2+
2
p−1
[
iẇ + ∆w − w + |w|p−1w − i λ̇
λ
Λw + (1− γ̇)w
]
(2.2.2)
(ẇ denotes derivation with respect to s). We introduce the following ~q-modulated ground state
solitary waves, for k ∈ {1, 2},
Pk(s, y) = e
iΓk(s,y−zk(s))Q(y − zk(s)) = eivk(s)(y−zk(s))Q(y − zk(s)), (2.2.3)
where we set
v1(s) = −v2(s) =
1
2
v(s), z1(s) = −z2(s) =
1
2
z(s), Γk(s, y) = vk(s) · y, (2.2.4)
Let
P(s, y) = P(y; (z(s), v(s))) =
2∑
k=1
Pk(s, y). (2.2.5)
Then, P is an approximate solution of the rescaled equation in the following sense.
Lemma 2.2.6 (Leading order approximate ow). Let the vectors of modulation equations be
~mk =

λ̇
λ
żk − 2vk + λ̇λzk
γ̇ − 1 + |vk|2 − λ̇λ(vk · zk)− (vk · żk)
v̇k − λ̇λvk
 , ~MV =

−iΛV
−i∇V
−V
−yV
 . (2.2.7)
Then the error EP to the re-normalized ow (2.2.2) at P,
EP = iṖ + ∆P−P + |P|p−1P− i
λ̇
λ
ΛP + (1− γ̇)P (2.2.8)
decomposes as
EP = [eiΓ1 ~m1 · ~MQ](y − z1(s)) + [eiΓ2 ~m2 · ~MQ](y − z2(s)) +G (2.2.9)
where the interaction term G = |P|p−1P− |P1|p−1P1 − |P2|p−1P2 satises
‖G‖L∞ . |z|−
d−1
2 e−|z|, ||∇G||L∞ . |z|−
d−1
2 e−|z|. (2.2.10)
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Proof of Lemma 2.2.6. Firstly, we compute EPk = iṖk+∆Pk−Pk+|Pk|p−1Pk−i λ̇λΛPk+(1−γ̇)Pk.
Let yzk = y − zk, by computations
iṖk =
[
− (v̇k · yzk)Q(yzk) + (vk · żk)Q(yzk)− iżk · ∇Q(yzk)
]
eivk·yzk
∇Pk =
[
∇Q(yzk) + ivkQ(yzk)
]
eivk·yzk
∆Pk =
[
∆Q(yzk) + 2ivk · ∇Q(yzk)− v2kQ(yzk)
]
eivk·yzk
ΛPk =
[
2
p− 1
Q(yzk) + y · [∇Q(yzk) + ivkQ(yzk)]
]
eivk·yzk
=
[
ΛQ(yzk) + ivk · yzkQ(yzk) + ivk · zkQ(yzk) + zk · ∇Q(yzk)
]
eivk·yzk .
Therefore, we get
EPk =
[
− i λ̇
λ
ΛQ(yzk)− i(żk − 2vk + zk
λ̇
λ
) · ∇Q(yzk)
− (γ̇ − 1− vk · żk + |vk|2 − vk · zk
λ̇
λ
)Q(yzk)
− (v̇k − vk
λ̇
λ
) · yzkQ(yzk) + ∆Q(yzk)−Q(yzk) + |Q(yzk)|p−1Q(yzk)
]
eiΓk(s,y−zk).
Since ∆Q−Q+ |Q|p−1Q = 0, we have
EPk = [eiΓk ~mk · ~MQ](y − zk(s)). (2.2.11)
Returning to the error of renormalized ow, we obtain
EP = EP1 + EP2 + |P|p−1P−
2∑
k=1
|Pk|p−1Pk. (2.2.12)
Next, we estimate the interaction term G = |P|p−1P− |P1|p−1P1 − |P2|p−1P2. Clearly,
|G| . |P1|p−1|P2|+ |P2|p−1|P1|.
We observe that for z = z1 − z2, by (2.1.17),
Q(y)Q(y − z) . (1 + |y|)−
d−1
2 (1 + |y − z|)−
d−1
2 e−|y|e−|z|+|y| . |z|−
d−1
2 e−|z| (2.2.13)
which yields
|P1|p−1|P2| . |P1| |P2||P1|p−2 . |z|−
d−1
2 e−|z||P1|p−2.
Thus,
|G(s, y)| . |z|−
d−1
2 e−|z|
2∑
k=1
Qp−2(y − zk(s)) (2.2.14)
and since p > 2, we get
||G||L∞ . |z|−
d−1
2 e−|z|. (2.2.15)
Similarly, by (2.1.17) and as |v|  1,
||∇G||L∞ . |z|−
d−1
2 e−|z|.
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2.2.2 Nonlinear forcing
For the next parts of the article, we will need the rst-order and the second-order approxima-
tions of F (u) = |u|p−1u where u = a+ ib. We consider the expansion for |u|  1
F (1 + u) = 1 + pa+ ib+
p(p− 1)
2
a2 +
p− 1
2
b2 + (p− 1)iab+O(|u|k) (2.2.16)
for any 2 < k ≤ 3. From which, we can deduce formally
F ′(P).ε =
p+ 1
2
|P|p−1ε+ p− 1
2
|P|p−3P2ε̄ (2.2.17)
and
ε̄.F ′′(P).ε
2
=
p− 1
2
ε2P̄|P|p−3 + (p− 1)|ε|2P|P|p−3 + (p− 1)
(
p
2
− 3
2
)(
Re (εP̄)
)2
P|P|p−5.
In the case p > 2, set
2+ = min(3,
p+ 2
2
).
Remark that 2+ < 2∗ when p > 2 (where 2∗ = 2d
d−2 is the critical exponent of the Sobolev
injection). Then, from (2.2.16), we have
F (P + ε) = F (P) + F ′(P).ε+O(|ε|p) +O
(∣∣∣∣ εP
∣∣∣∣2|P|p) (2.2.18)
and
F (P + ε) = F (P) + F ′(P).ε+
ε̄.F ′′(P).ε
2
+O(|ε|p) +O
(∣∣∣∣ εP
∣∣∣∣2+|P|p) (2.2.19)
(note that for
∣∣ ε
P
∣∣ 1 we have F (P + ε) ∼ F (ε)).
Lemma 2.2.20 (Nonlinear interaction estimates). For |z|  1, |v|  1, let
H(z) = p
[ ∫
y· z|z|>−
|z|
2
Qp−1(y)∇Q(y)Q(y+z)dy+
∫
y· z|z|<−
|z|
2
Qp−1(y+z)∇Q(y)Q(y)dy
]
. (2.2.21)
Then the following estimates hold:∣∣〈G, eiΓ1(y−z1(s))∇Q(y − z1(s))〉 −H(z)∣∣ . (|v|2|z|2 +|v|2)|z|− d−12 e−|z|+|z|− 3(d−1)4 e− 32 |z| (2.2.22)
and ∣∣∣∣H(z)− Cp z|z| |z|− d−12 e−|z|
∣∣∣∣ . |z|− d−12 −1e−|z| (2.2.23)
where Cp > 0.
Remark 2.2.24. The estimate (2.2.23) on the leading order of the core part H(z) of the
projection 〈G, [eiΓ1∇Q](y − z1(s))〉 is valid not only in the case p > 2 but also in the case
1 < p ≤ 2.
Proof of Lemma 2.2.20. step 1Nonlinear interaction estimates. We prove the estimate (2.2.23)
and in this step we will have p > 1. Consider
H(z) = p
∫
y· z|z|<−
|z|
2
Qp−1(y + z)∇Q(y)Q(y)dy + p
∫
y· z|z|>−
|z|
2
Qp−1(y)∇Q(y)Q(y + z)dy.
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Recall that
Q(y)Q(y + z) . |z|−
d−1
2 e−|z|
Q(y)|∇Q(y + z)| . |z|−
d−1
2 e−|z|
then with p > 2, we have∣∣∣∣∣
∫
y· z|z|<−
|z|
2
Qp−1(y + z)∇Q(y)Q(y)dy
∣∣∣∣∣ . e−min(p−1, 32 )|z|
and with 1 < p ≤ 2, from the decay property of Q, we have for δ = p−1
2∣∣∣∣∣
∫
y· z|z|<−
|z|
2
Qp−1(y + z)∇Q(y)Q(y)dy
∣∣∣∣∣ . e−(p−1)|z|
∣∣∣∣Q( |z|2
)∣∣∣∣3−p−δ ∫ Qδ(y)dy
. e−
p+3
4
|z|.
We claim that∣∣∣∣ ∫
y· z|z|>−
|z|
2
Qp−1(y)∇Q(y)Q(y + z)dy−cQ|z|−
d−1
2 e−|z|
∫
Qp−1(y)∇Q(y)e−y·
z
|z|dy
∣∣∣∣
. |z|−1−
d−1
2 e−|z|.
(2.2.25)
Indeed, let 0 < θ < 1 such that pθ > 1. For |y| ≥ θ|z|, we have:∣∣∣∣ ∫ |y|≥θ|z|
y· z|z|>−
|z|
2
Qp−1(y)∇Q(y)Q(y + z)dy
∣∣∣∣ .e−pθ|z| ∣∣∣∣∫ Q(y + z)dy∣∣∣∣
. e−pθ|z|.
For |y| < θ|z|, as Q(x) = q(|x|) and |q(r)− cQr−
d−1
2 e−r| . r− d−12 −1e−r, we have:∣∣∣∣Q(y + z)− cQ|y + z|− d−12 e−|y+z|∣∣∣∣ . |y + z|−1− d−12 e−|y+z|
≤|1− θ||z|−1−
d−1
2 e−|z|e|y|.
Thus we get:∣∣∣∣ ∫ |y|<θ|z|
y· z|z|>−
|z|
2
Qp−1(y)∇Q(y)∇Q(y + z)dy − cQ
∫
|y|<θ|z|
y· z|z|>−
|z|
2
Qp−1(y)∇Q(y)|y + z|−
d−1
2 e−|y+z|dy
∣∣∣∣
. |z|−1−
d−1
2 e−|z|
since
∫
Qp−1(y)|∇Q(y)|e|y|dy < +∞. On the other hand, |y| < θ|z| implies∣∣∣∣|y + z|−k − |z|−k∣∣∣∣ . |z|−1−k|y|
for any k > 0 and ∣∣∣∣ y + z|y + z| − z|z|
∣∣∣∣ . |z|−1|y|.
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Moreover ∣∣∣∣|y + z| − |z| − y · z|z|
∣∣∣∣ . |z|−1|y|2
then ∣∣∣∣e−|y+z| − e−|z|−y· z|z| ∣∣∣∣ . |z|−1|y|2e−|z|e|y|.
Thus we obtain that∣∣∣∣|y + z|− d−12 e−|y+z| − |z|− d−12 e−|z|−y· z|z| ∣∣∣∣ . (1 + |y|2)|z|−1− d−12 e−|z|e|y|.
Therefore we have∣∣∣∣ ∫ |y|<θ|z|
y· z|z|>−
|z|
2
Qp−1(y)∇Q(y)|y + z|−
d−1
2 e−|y+z|dy
− cQ|z|−
d−1
2 e−|z|
∫
|y|<θ|z|
y· z|z|>−
|z|
2
Qp−1(y)∇Q(y)e−y·
z
|z|dy
∣∣∣∣ . |z|−1− d−12 e−|z|.
Next we observe that
|z|−
d−1
2 e−|z|
∫
|y|≥θ|z|
y· z|z|>−
|z|
2
Qp−1(y)∇Q(y)e−y·
z
|z|dy . e−pθ|z|
and by (2.1.17) ∣∣∣∣∣
∫
y· z|z|<−
|z|
2
Qp−1(y)∇Q(y)e−y·
z
|z|dy
∣∣∣∣∣ . e− p−14 |z|
which nish the proof of (2.2.25). Finally, in order to obtain (2.2.23) with Cp = cQIQ, we use
integration by parts
p
∫
Qp−1(y)∇Q(y)e−y·
z
|z|dy =
z
|z|
∫
Qp(y)e−y·
z
|z|dy
and remark from the parity of the integral that∫
Qp(y)e−y·
z
|z|dy =
∫
Qp(y)e−y1dy = IQ.
step 2 Error bound. Recall the interaction term
G = |P|p−1P− |P1|p−1P1 − |P2|p−1P2.
From (2.2.16), we have the following estimates : if y · z|z| > 0 then |P1| > |P2|∣∣∣∣G− p+ 12 |P1|p−1P2 − p− 12 |P1|p−3P 21P2
∣∣∣∣ . |P2|2|P1|p−2 (2.2.26)
and if y · z|z| < 0 then |P2| > |P1|∣∣∣∣G− p+ 12 |P2|p−1P1 − p− 12 |P2|p−3P 22P1
∣∣∣∣ . |P1|2|P2|p−2. (2.2.27)
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We combine (2.2.26)(2.2.27) to obtain, for all y,∣∣∣∣G− [p+ 12 |P1|p−1P2 + p− 12 |P1|p−3P 21P2
]
.1y· z|z|>0 −
[
p+ 1
2
|P2|p−1P1
+
p− 1
2
|P2|p−3P 22P1
]
.1y· z|z|<0
∣∣∣∣ . min(|P1|2, |P2|2) max(|P1|p−2, |P2|p−2). (2.2.28)
step 3 Projection estimates. Since min(|P1|2, |P2|2) ≤ |P2|
3
2 |P1|
1
2 and max(|P1|p−2, |P2|p−2) ≤
|P1|p−2 + |P2|p−2, we have∫
Q
3
2 (y − z)|∇Q(y)|Q
1
2 (y)(Qp−2(y) +Qp−2(y + z))dy
. |z|−
3(d−1)
4 e−
3
2
|z|
∫
(Qp−2(y) +Qp−2(y + z))dy . |z|−
3(d−1)
4 e−
3
2
|z|
so we deduce from the error bound (2.2.28)∣∣∣∣〈G, [eiΓ1∇Q](y − z1(s))〉 −〈[p+ 12 |P1|p−1P2 + p− 12 |P1|p−3P 21P2
]
.1y· z|z|>0
+
[
p+ 1
2
|P2|p−1P1 +
p− 1
2
|P2|p−3P 22P1
]
.1y· z|z|<0, [e
iΓ1∇Q](y − z1(s))
〉∣∣∣∣ . |z|− 3(d−1)4 e− 32 |z|.
(2.2.29)
Using a change of variables, we have
〈|P1|p−1P21y· z|z|>0, [e
iΓ1∇Q](y − z1(s))〉
= Re
∫
y· z|z|>−
|z|
2
Qp−1(y)∇Q(y)Q(y − z2 + z1)eiv2·(y−z2+z1)−iv1·ydy
=
∫
y· z|z|>−
|z|
2
Qp−1(y)∇Q(y)Q(y + z) cos(v2 · (y + z)− v1 · y)dy
with z(s) = z1(s)− z2(s). Note that
| cos(v2 · (y + z)− v1 · y)− 1| . |v|2|z|2 + |v|2|y|2
as the same method to prove (2.2.25), we get∣∣∣∣〈|P1|p−1P2.1y· z|z|>0, [eiΓ1∇Q](y − z1(s))〉 − ∫
y· z|z|>−
|z|
2
Qp−1(y)∇Q(y)Q(y + z)dy
∣∣∣∣
. (|v|2|z|2 + |v|2)|z|−
d−1
2 e−|z|. (2.2.30)
Similarly, for the other projections, we have∣∣∣∣〈|P1|p−3P 21P2.1y· z|z|>0, [eiΓ1∇Q](y − z1(s))〉 − ∫
y· z|z|>−
|z|
2
Qp−1(y)∇Q(y)Q(y + z)dy
∣∣∣∣
. (|v|2|z|2 + |v|2)|z|−
d−1
2 e−|z| (2.2.31)
∣∣∣∣〈|P1|p−3P 21P2.1y· z|z|<0, [eiΓ1∇Q](y − z1(s))〉 − ∫
y· z|z|<−
|z|
2
Qp−1(y + z)∇Q(y)Q(y)dy
∣∣∣∣
. (|v|2|z|2 + |v|2)|z|−
d−1
2 e−|z| (2.2.32)
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and nally
〈|P2|p−1P1.1y· z|z|<0, [e
iΓ1∇Q](y − z1(s))〉
= Re
∫
y· z|z|<0
Qp−1(y − z2(s))Q(y − z1(s))∇Q(y − z1(s))dy
=
∫
y· z|z|<−
|z|
2
Qp−1(y + z)∇Q(y)Q(y)dy. (2.2.33)
From (2.2.29)(2.2.33), we obtain the desired result (2.2.22).
2.2.3 Formal resolution and estimates of leading order
From Lemma 2.2.6, we derive a simplied modulation system with forcing term and we deter-
mine one of its approximate solution that is relevant for the regime of Main Theorem. Formally,
we have the following bounds (making this rigorous will be the goal of the bootstrap estimates
in Sect. 2.3.2)
|~m1| . |z|−
d−1
2 e−|z|, (2.2.34)
from which we derive a simplied system (~mk is dened in (2.2.7)):
| λ̇
λ
|+ |ż − 2v + λ̇
λ
z| . |z|−
d−1
2 e−|z|. (2.2.35)
Furthermore, since we expect the interaction to be strong enough such that it will aect the
main order of the modulation equations so by projecting EP onto the direction eiΓ1∇Q(y−z1(s)),
we obtain formally that
c2v̇1 ≈ −〈G, eiΓ1∇Q(y − z1(s))〉 ≈ −H(z)
with c2 = 〈−yQ,∇Q〉 > 0. This remark suggests us to x
v̇ = −2p
c2
[ ∫
Qp−1(y)∇Q(y)Q(y + z)dy +
∫
Qp−1(y + z)∇Q(y)Q(y)dy
]
= − 2
c2
H(z) (2.2.36)
so v(s) is completely determined by z(s) and initial data vin. In consequence, there are only
three free parameters left (λ, z, γ) corresponding to the scaling, translation and phase param-
eters which we will modulate to obtain orthogonality conditions (as shown below in Lemma
2.3.2). We use (2.2.23) to estimate the main order of v̇∣∣∣∣v̇ + c z|z| |z|− d−12 e−|z|
∣∣∣∣ . |z|− d−12 −1e−|z| (2.2.37)
with
c =
2Cp
c2
=
2cQIQ
c2
> 0. (2.2.38)
It can be checked that for some real functions zmod(s), λmod(s), vmod(s) such that
λ−1mod(s) = 1, vmod(s) = s
−1, z
− d−1
2
mod e
−zmod =
s−2
c
(2.2.39)
then we have the asymptotics as s→ +∞
zmod(s) ∼ 2 log(s), v̇mod(s) = −cz
− d−1
2
mod (s)e
−zmod(s),
|żmod(s)− 2vmod(s)| . s−1 log−1(s), |v̇mod(s)| . s−2.
(2.2.40)
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Indeed, obviously v̇mod(s) = −s−2 = −cz
− d−1
2
mod (s)e
−zmod(s) and by dierentiating the equation of
zmod, we get
−żmodz
− d−1
2
mod e
−zmod − d− 1
2
żmodz
− d−1
2
−1
mod e
−zmod = −2s
−3
c
(in the case d−1 = 0, −żmode−zmod = −2 s
−3
c
) so |żmod−2s−1| . s−1 log−1(s) thus we can deduce
|żmod(s) − 2vmod(s)| . s−1 log−1(s). The above estimates suggest that (2.2.39) is close to the
rst order asymptotics as s → +∞ for some particular solutions of (2.2.35) and matches the
regime in Main Theorem.
2.3 Modulation and backward uniform estimates
Let (λin, zin, vin) ∈ (0,+∞)× (0,+∞)×R to be chosen with |zin|  1, |vin|  1, Tmod > 0 and
(~e1, ..., ~ed) standard basis of Rd. Recall that in this section p > 2. Let u(t, x) be the backward
solution of (NLS) with initial data
u(Tmod, x) =
1
(λin)
2
p−1
Pin
( x
λin
)
where Pin(y) = P(y; (zin~e1, v
in)) (2.3.1)
on some time interval including Tmod. Note that the (NLS) equation is invariant by rotation
and reection. In particular, if a solution of (NLS) is invariant by the symmetries τ : x 7→ −x
and υ : (x1, x2, ..., xd) 7→ (x1,−x2, ...,−xd) at some time, then it is invariant by the symmetry
at any time.
2.3.1 Decomposition of u(t)
We will state a standard modulation result with the same idea as in Lemma 3 of [20] or Lemma
2 of [27]. The choice of the special orthogonality conditions (2.3.6) is related to the generalized
null space of the linearized equation around Q in (2.1.19) and to the coercivity property (2.1.20)
in sub-critical cases. See the proof of Lemma 2.3.28 for a technical justication of these choices.
For sin  1 xed.
Lemma 2.3.2 (Modulation of the approximate solution). Let u(t, x) a solution invariant by τ
and υ on an interval [T, Tmod] satisfying u(Tmod, x) ∈ H2(Rd) and∥∥∥∥e−iγin(λin) 2p−1u(Tmod, λiny)−P(y; (zin~e1, vin))∥∥∥∥
H1
 1
for P(s, y) = P(y; (z(s), v(s))) as dened in (2.2.5). Then there exist a unique C1 function on
an open interval I 3 sin
~q(s) = (λ, z, γ, v) : I → (0,+∞)× Rd × R× Rd,
with ~q(sin) = (λin, zin~e1, γin, vin) and a rescaling time function
t(s) = Tmod −
∫ sin
s
λ2(τ)dτ (2.3.3)
such that u(t, x) decomposes as follows
u(t(s), x) =
eiγ(s)
λ
2
p−1 (s)
(P + ε)(s, y), y =
x
λ(s)
(2.3.4)
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where by setting
ε(s, y) =
[
eiΓ1η1
]
(s, y − z1), Γk(s, y) = vk(s) · y, (2.3.5)
if initially 〈η1(sin), Q〉 = 〈η1(sin), yQ〉 = 〈η1(sin), iΛQ〉 = 0, the decomposition satises orthog-
onality conditions
〈η1(s), Q〉 = 〈η1(s), yQ〉 = 〈η1(s), iΛQ〉 = 0 (2.3.6)
and the extra relation
v̇(s) = − 2
c2
H(z(s)). (2.3.7)
Moreover, ε is also invariant by the symmetry τ and υ.
Proof of Lemma 2.3.2. step 1 Orthogonality conditions. We show that the orthogonality
conditions (2.3.6) and the extra relation (2.3.7) are equivalent to solve a system of ODEs.
Remark that we can go easily from the rescaled time s to t and conversely
s = s(t) = sin −
∫ Tmod
t
dτ
λ2(τ)
(2.3.8)
with Tmod = t(sin). Denote
P(s, y) =
[
eiΓ1P1
]
(s, y − z1), EP(s, y) =
[
eiΓ1EP1
]
(s, y − z1)
G(s, y) = [eiΓ1G1](s, y − z1)
where G = |P|p−1P − |P1|p−1P1 − |P2|p−1P2. Let w = P + ε as in (2.2.1). It follows from the
equation of w (2.2.2) and the equation of P (2.2.8) that
iε̇+ ∆ε− ε+
(
|P + ε|p−1(P + ε)− |P|p−1P
)
− i λ̇
λ
Λε+ (1− γ̇)ε+ EP = 0. (2.3.9)
We rewrite the equation of ε into the following equation for η1 (see also the proof of Lemma 2.2.6)
iη̇1 + ∆η1 − η1 + (|P1 + η1|p−1(P1 + η1)− |P1|p−1P1) + ~m1 · ~Mη1 + EP1 = 0. (2.3.10)
Thus, for A(y), B(y) ∈ Y , we get
d
ds
〈η1, A+ iB〉 = −〈∆η1 − η1 + (|P1 + η1|p−1(P1 + η1)− |P1|p−1P1)
+ ~m1 · ~Mη1 + EP1 , iA−B〉.
Choose A = Q,B = 0 and A = yQ,B = 0 and A = 0, B = ΛQ then the conditions
d
ds
〈η1(s), Q〉 =
d
ds
〈η1(s), yQ〉 =
d
ds
〈η1(s), iΛQ〉 = 0
are equivalent to
〈
∆η1 − η1 + (|P1 + η1|p−1(P1 + η1)− |P1|p−1P1) + ~m1 · ~Mη1 + EP1 , iQ
〉
= 0〈
∆η1 − η1 + (|P1 + η1|p−1(P1 + η1)− |P1|p−1P1) + ~m1 · ~Mη1 + EP1 , iyQ
〉
= 0〈
∆η1 − η1 + (|P1 + η1|p−1(P1 + η1)− |P1|p−1P1) + ~m1 · ~Mη1 + EP1 ,−ΛQ
〉
= 0.
We claim that the above system is equivalent to an autonomous system of ordinary dierential
equations on (θ(s), z(s), γ(s), v(s), t(s)) where θ(s) = ln(λ(s)). Indeed, remark that
ε(s, y) = e
2
p−1 θ(s)u(t(s), eθ(s)y)−P(y; (z(s), v(s))) (2.3.11)
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and the expression of EP1 (from (2.2.8)(2.2.9))
EP1 = [~m1 · ~MQ](y) + [ei(Γ2(y+z)−Γ1(y)) ~m2 · ~MQ](y + z) +G1
then we get
〈~m1 · ~MQ, iQ〉+ 〈ei(Γ2(y+z)−Γ1(y)) ~m2 · ~MQ(y + z), iQ〉+ 〈~m1 · ~Mη1, iQ〉 = F1(θ, z, γ, v, t)
〈~m1 · ~MQ, iyQ〉+ 〈ei(Γ2(y+z)−Γ1(y)) ~m2 · ~MQ(y + z), iyQ〉+ 〈~m1 · ~Mη1, iyQ〉
= F2(θ, z, γ, v, t)
〈~m1 · ~MQ,−ΛQ〉+ 〈ei(Γ2(y+z)−Γ1(y)) ~m2 · ~MQ(y + z),−ΛQ〉+ 〈~m1 · ~Mη1,−ΛQ〉
= F3(θ, z, γ, v, t)
(2.3.12)
with
F1(θ, z, γ, v, t) = −
〈
∆η1 − η1 + (|P1 + η1|p−1(P1 + η1)− |P1|p−1P1) +G1, iQ
〉
F2(θ, z, γ, v, t) = −
〈
∆η1 − η1 + (|P1 + η1|p−1(P1 + η1)− |P1|p−1P1) +G1, iyQ
〉
F3(θ, z, γ, v, t) = −
〈
∆η1 − η1 + (|P1 + η1|p−1(P1 + η1)− |P1|p−1P1) +G1,−ΛQ
〉
.
Note that F1,F2,F3 are C1 functions. Indeed, if we replace η1 by the expression (2.3.11) and
its denition, it is clear that any term not containing u is continuously dierentiable. For terms
concerning u(t, x), by integration by parts and chain rule, we show how to prove that typical
terms, integrals of the form
d
dt
Re
(∫
u(t, x)A(x)dx
)
,
d
dt
Re
(∫
|u(t, x)|p−1u(t, x)A(x)dx
)
for A(x) some complex functions such that ReA(x), ImA(x) ∈ Y , are continuous. We have
d
dt
Re
(∫
u(t, x)A(x)dx
)
= − Im
(∫
u(t, x)∆A(x)dx
)
− Im
(∫
|u(t, x)|p−1u(t, x)A(x)dx
)
(2.3.13)
and
d
dt
Re
(∫
|u(t, x)|p−1u(t, x)A(x)dx
)
= pRe
(∫
∂tu(t, x)|u(t, x)|p−1A(x)dx
)
=
− p Im
(∫
∆u(t, x)|u(t, x)|p−1A(x)dx
)
− p Im
(∫
|u(t, x)|2p−2u(t, x)A(x)dx
)
. (2.3.14)
Recall the persistence of H2 regularity for (NLS) equation (see Theorem 5.3.1 in [2]), since
u(Tmod, x) ∈ H2(Rd) then u ∈ C1([0, Tmod], L2(Rd)) ∩ C([0, Tmod], H2(Rd)). By Sobolev's injec-
tion (d+6
d−2 <
2d
d−4), we have u ∈ C([0, Tmod], L
2p−1(Rd)) and thus the right-hand sides of (2.3.13),
(2.3.14) are well-dened and continuous. Therefore, in particular, since initially
〈η1(sin), Q〉 = 〈η1(sin), yQ〉 = 〈η1(sin), iΛQ〉 = 0,
the decomposition (~q, ε) will satisfy (2.3.6) if (2.3.12) holds.
step 2 System of ODEs. We show the existence of the decomposition (~q, ε) for u(t) and a
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rescaling time t(s) by solving the following system on (θ, z, γ, v, t)
〈~m1 · ~MQ, iQ〉+ 〈ei(Γ2(y+z)−Γ1(y)) ~m2 · ~MQ(y + z), iQ〉+ 〈~m1 · ~Mη1, iQ〉 = F1(θ, z, γ, v, t)
〈~m1 · ~MQ, iyQ〉+ 〈ei(Γ2(y+z)−Γ1(y)) ~m2 · ~MQ(y + z), iyQ〉+ 〈~m1 · ~Mη1, iyQ〉
= F2(θ, z, γ, v, t)
〈~m1 · ~MQ,−ΛQ〉+ 〈ei(Γ2(y+z)−Γ1(y)) ~m2 · ~MQ(y + z),−ΛQ〉+ 〈~m1 · ~Mη1,−ΛQ〉
= F3(θ, z, γ, v, t)
v̇ = − 2
c2
H(z)
ṫ(s) = λ2(s).
(2.3.15)
On the one hand, we calculate
〈~m1 · ~MQ, iQ〉 = ( λ̇λ)〈−iΛQ, iQ〉 = −c1(
λ̇
λ
)
〈~m1 · ~MQ, iyQ〉 = (ż − 2v + λ̇λz)〈−i∇Q, iyQ〉 = c2(ż − 2v +
λ̇
λ
z)
〈~m1 · ~MQ,−ΛQ〉 = c1(γ̇ − 1 + |v|2 − λ̇λ(v · z)− (v · ż))
with c1 = 〈ΛQ,Q〉, c2 = 〈−∇Q, yQ〉 non-zero. On the other hand, there exist a matrix
M(θ, z, γ, v, t) = (mij)5×5 and ~G(θ, z, γ, v, t) such that
〈ei(Γ2(y+z)−Γ1(y)) ~m2 · ~MQ(y + z), iQ〉+ 〈~m1 · ~Mη1, iQ〉
〈ei(Γ2(y+z)−Γ1(y)) ~m2 · ~MQ(y + z), iyQ〉+ 〈~m1 · ~Mη1, iyQ〉
〈ei(Γ2(y+z)−Γ1(y)) ~m2 · ~MQ(y + z),−ΛQ〉+ 〈~m1 · ~Mη1,−ΛQ〉
0
0

= (θ̇, ż, γ̇, v̇, ṫ)M(θ, z, γ, v, t) + ~G(θ, z, γ, v, t) (2.3.16)
where all entries of M(θ, z, γ, v, t) are small |mij|  1 as zin  1 and ||ε(sin)||H1  1 (from
hypothesis). Then the system (2.3.15) can be rewritten as an autonomous system
(θ̇, ż, γ̇, v̇, ṫ)A(θ, z, γ, v, t) + (θ̇, ż, γ̇, v̇, ṫ)M(θ, z, γ, v, t) = ~H(θ, z, γ, v, t) (2.3.17)
where
~H(θ, z, γ, v, t) =

F1(θ, z, γ, v, t)
F2(θ, z, γ, v, t) + 2c2v
F3(θ, z, γ, v, t) + c1 − c1|v|2
− 2
c2
H(z)
e2θ
− ~G(θ, z, γ, v, t)
and the matrix A is given by
A =

−c1 c2z c1(v · z) 0 0
0 c2 c1v 0 0
0 0 c1 0 0
0 0 0 1 0
0 0 0 0 1
 .
Therefore the perturbed matrix (A +M)(θ, z, γ, v, t) is invertible (detA = −c21c2 < 0). As
same as the way to deal with F , one can check thatM, ~G are continuously dierentiable thus
so are entries of (A+M)−1 and ~H. Therefore,
R(θ, z, γ, v, t) = [(A+M)−1 · ~H](θ, z, γ, v, t)
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satises the hypothesis of Cauchy-Lipschitz theorem and the system of ODEs
(θ̇, ż, γ̇, v̇, ṫ) = R(θ, z, γ, v, t) (2.3.18)
admits a unique solution (θ(s), z(s), γ(s), v(s), t(s)) to the initial value problem. We obtain the
decomposition (λ(s), z(s), γ(s), v(s)) of u(t) and the renormalization of time t(s).
Observe from (2.3.1) that the initial data
w(sin) = Pin(y; (zin~e1, v
in)), λ(sin) = λin, γ(sin) = 0,
z(sin) = zin~e1, v(s
in) = vin, ε(sin) ≡ 0
(2.3.19)
and u(Tmod, x) satisfy the hypothesis of Lemma 2.3.2.
Proposition 2.3.20 (Uniform backwards estimates for p > 2). There exists s0 > 10 satisfying
the following condition: for all sin > s0, there is a choice of initial parameters (λin, zin, vin)
with ∣∣∣c− 12 (zin) d−14 e 12 zin − sin∣∣∣ < sin log− 12 (sin), zin > 0,
λin = 1, vin = c
1
2 (zin)−
d−1
4 e−
1
2
zin · ~e1,
(2.3.21)
such that the solution u of (NLS) corresponding to (2.3.1) exists. Moreover, the decomposition
of u given by Lemma 2.3.2 on the rescaled interval of time [s0, sin]
u(s, x) =
eiγ(s)
λ
2
p−1 (s)
(P + ε)(s, y), y =
x
λ(s)
, dt = λ2(s)ds
veries the uniform estimates for all s ∈ [s0, sin]
| |z(s)| − 2 log(s)| . log(log(s)),
∣∣λ−1(s)− 1∣∣ . s−1,
|v(s)| . s−1, ‖ε(s)‖H1 .s−1,
∣∣∣|z(s)| d−12 e|z(s)| − cs2∣∣∣ . s2 log− 12 (s). (2.3.22)
Remark 2.3.23. The key point in Proposition 2.3.20 is that s0 and the constants in (2.3.22)
are independent of sin as sin → +∞. Observe that the estimates (2.3.22) match the discussion
in Sect. 2.2.3. The decomposition in Lemma 2.3.2 is only local but the estimates in (2.3.22)
guarantee the global existence of the decomposition. The choice of vin is direct while the choice
of zin is based on a contradiction argument and a topological constraint.
The next subsection is devoted to the proof of Proposition 2.3.20 containing several technical
steps. The proof relies on a bootstrap argument, integration of the dierential system of
geometrical parameters and energy estimates. Pick a smooth function χ̃ : [0,+∞) → [0,∞),
non increasing, with χ̃ ≡ 1 on [0, 1
10
], χ̃ ≡ 0 on [1
8
,+∞). We dene the localized momentum:
Mk(s, ε) = Im
∫
(∇ε ε̄)χk = Im
∫
(∇ηkη̄k)χ (2.3.24)
for χk(s, y) = χ̃
(
log−1(s)|y − zk(s)|
)
and χ = χ̃
(
| log−1(s)y|
)
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2.3.2 Proof of Proposition 2.3.20
2.3.2.1 Bootstrap bounds
We shall consider the following bootstrap estimates∣∣∣c− 12 |z| d−14 e 12 |z| − s∣∣∣ ≤ s log− 12 (s),
‖ε(s)‖H1 ≤ C∗s−1
(2.3.25)
with C∗ > 1 a constant to be chosen large enough. Note that the estimate on z and the estimate
(2.2.37) of v̇ imply that, for s large∣∣∣∣|z|− 2 log(s)∣∣∣∣ . log(log(s)), ∣∣∣∣|v̇|− s−2∣∣∣∣ . s−2 log− 12 (s), ∣∣∣∣|v|− s−1∣∣∣∣ . s−1 log− 12 (s) (2.3.26)
where the last inequality is obtained by integrating the second one with the choice of initial
data vin in (2.3.21). Next, we dene
s∗ = inf{τ ∈ [s0, sin]; (2.3.25) holds on [τ, sin]}. (2.3.27)
2.3.2.2 Control of the modulation equations
Denote ~m∗k the system ~mk without equation żk − 2vk + λ̇λzk and M
∗ the vector M without the
direction −i∇V .
Lemma 2.3.28 (Pointwise control of the modulation equations and the error). The following
estimates hold on [s∗, sin].
|~m∗k(s)| . (C∗)2s−2. (2.3.29)
|〈η1(s), i∇Q〉| . (C∗)2s−1 log−1(s), (2.3.30)
|ż − 2v| . s−1 log−
3
4 (s). (2.3.31)
Moreover, for all s ∈ [s∗, sin], for all y ∈ R2,
|EP(s, y)| . s−1 log−
3
4 (s)
2∑
k=1
Q(y − zk(s)) + |G(s, y)|. (2.3.32)
Proof of Lemma 2.3.28. Since ε(sin) ≡ 0, we may dene
s∗∗ = inf{s ∈ [s∗, sin]; |〈η1(τ), i∇Q〉| ≤ C∗∗τ−1 log−1(τ) holds on [s, sin]},
for some constant C∗∗ > 0 to be chosen large enough. We work on the interval [s∗∗, sin]. Recall
equation for η1 (2.3.10) as below
iη̇1 + ∆η1 − η1 + (|P1 + η1|p−1(P1 + η1)− |P1|p−1P1) + ~m1 · ~Mη1 + EP1 = 0.
Let A(y) and B(y) be two real-valued functions in Y . We claim the following estimate on
[s∗∗, sin]∣∣∣∣ dds〈η1, A+ iB〉 − [〈η1, iL−A− L+B〉 − 〈~m1 · ~MQ, iA−B〉]
∣∣∣∣ . (C∗)2s−2 + s−1|~m1|. (2.3.33)
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We compute from (2.3.10),
d
ds
〈η1, A+ iB〉 = 〈η̇1, A+ iB〉 = 〈iη̇1, iA−B〉
= 〈−∆η1 + η1 − (
p+ 1
2
Qp−1η1 +
p− 1
2
Qp−1η1), iA−B〉
− 〈|P1 + η1|p−1(P1 + η1)− |P1|p−1P1 −
p+ 1
2
Qp−1η1 −
p− 1
2
Qp−1η1, iA−B〉
− 〈~m1 · ~Mη1, iA−B〉 − 〈EP1 , iA−B〉.
First, since A and B are real-valued, we have
〈−∆η1 + η1 − (
p+ 1
2
Qp−1η1 +
p− 1
2
Qp−1η1), iA−B〉 = 〈η1, iL−A− L+B〉.
Second, recall the expression of P1
P1 = Q(y) + e
i(Γ2(y−(z2−z1))−Γ1(y))Q(y − (z2 − z1)).
By the expansion in (2.2.18), we can deduce the rst order and the error of
|P1 + η1|p−1(P1 + η1)− |P1|p−1P1 −
p+ 1
2
Qp−1η1 −
p− 1
2
Qp−1η1
=
p+ 1
2
(|P1|p−1 −Qp−1)η1 +
p− 1
2
(|P1|p−3P21 −Qp−1)η1 +O(
∣∣∣∣ η1P1
∣∣∣∣2 |P1|p) +O(|η1|p).
By (2.3.25)(2.3.26) for some q > 0,
|〈(|P1|p−1 −Qp−1)η1, (iA−B)〉|+ |〈(|P1|p−3P21 −Qp−1)η1, (iA−B)〉|
. |z|qe−|z|‖η1‖L2 . C∗s−3 logq(s).
Using Cauchy-Schwarz and Gagliardo-Nirenberg inequalities (as p > 2)〈∣∣∣∣ η1P1
∣∣∣∣2|P1|p, (iA−B)〉 . ||ε||2L2 . (C∗)2s−2,
〈|η1|p, (iA−B)〉 . ||ε||pH1 . (C
∗)2s−2.
Therefore∣∣∣∣〈|P1 + η1|p−1(P1 + η1) − |P1|p−1P1 − p+ 12 Qp−1η1 − p− 12 Qp−1η1, iA − B〉
∣∣∣∣ . (C∗)2s−2.
(2.3.34)
Next, using (2.3.25)(2.3.26), we obtain
|〈~m1 · ~Mη1, iA−B〉| . C∗s−1|~m1(s)|.
Finally, we need to prove following estimate∣∣∣〈EP1 , iA−B〉 − 〈~m1 · ~MQ, iA−B〉∣∣∣ . s−2 + s−1|~m1|. (2.3.35)
Indeed, recall that we have
EP1 = [~m1 · ~MQ](y) + [ei(Γ2(y−(z2−z1))−Γ1(y)) ~m2 · ~MQ](y − (z2 − z1)) +G1.
47
From (2.2.15) and (2.3.25)(2.3.26),
|〈G1, iA−B〉| . ‖G‖L∞ . |z|−
d−1
2 e−|z| . s−2.
Since A,B ∈ Y , we have
|〈ei(Γ2(y−(z2−z1))−Γ1(y))(~m2 · ~MQ(.− (z2 − z1))), iA−B〉| . s−1|~m1|,
so the proof of (2.3.35) is complete.
We now use (2.3.33) to control the modulation vector ~m1. Note that η1 satises the orthogo-
nality conditions (2.3.6).
〈η1, Q〉 = 0. Let A = Q and B = 0. Since L−Q = 0 and 〈~m1 · ~MQ, iQ〉 = −c1( λ̇λ), we obtain∣∣∣ λ̇
λ
∣∣∣ . (C∗)2s−2 + s−1|~m1|. (2.3.36)
〈η1, iΛQ〉 = 0. Let A = 0 and B = ΛQ. Since L+(ΛQ) = −2Q, 〈η1, Q〉 = 0 and 〈~m1 ·
~MQ,−ΛQ〉 = c1(γ̇ − 1 + |v|2 − λ̇λ(v · z)− (v · ż)), we obtain∣∣∣γ̇ − 1 + |v|2 − λ̇
λ
(v · z)− (v · ż)
∣∣∣ . (C∗)2s−2 + s−1|~m1|. (2.3.37)
〈η1, yQ〉 = 0. Let A = yQ and B = 0. Since L−(yQ) = −2∇Q, |〈η1, i∇Q〉| . C∗∗s−1 log−1(s)
and 〈~m1 · ~MQ, iyQ〉 = c2(ż − 2v + λ̇λz), we obtain∣∣∣ż − 2v + λ̇
λ
z
∣∣∣ . C∗∗s−1 log−1(s) + (C∗)2s−2 + s−1|~m1|. (2.3.38)
By (2.3.26) and (2.3.36), ∣∣∣v̇ − λ̇
λ
v
∣∣∣ . |v̇|+ ∣∣∣∣∣ λ̇λ
∣∣∣∣∣ |v| . s−2. (2.3.39)
Combining (2.3.36)(2.3.39), we have proved, for all s ∈ [s∗∗, sin],
|~m∗1(s)| . (C∗)2s−2 (2.3.40)
and
|ż − 2v| . s−1 log−
3
4 (s). (2.3.41)
Now we turn to the study of localized momentumMk:
d
ds
M1 = Im
∫
(∇η1 η̄1)χ̇+ 〈iη̇1, 2χ∇η1 + η1∇χ〉.
We claim that
1
2
d
ds
M1 =
〈
η̄1.F
′′(P1).η1
2
,∇Q
〉
+
(
ż1 − 2v1 +
λ̇
λ
z1
)
〈i∇Q,∇η1〉+O(log−1(s)‖η1‖2H1).
(2.3.42)
Note that by direct computations
|χ̇| . |s−1 log−2(s)yχ̃′(log−1(s)y)| . s−1 log−1(s)
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and so, by (2.3.25)(2.3.26),∣∣∣∣ Im ∫ (∇η1 η̄1)χ̇∣∣∣∣ . s−1 log−1(s)‖η1‖2H1 . s−3 log− 12 (s).
Now, we use the equation (2.3.10) of η1
iη̇1 + ∆η1 − η1 + (|P1 + η1|p−1(P1 + η1)− |P1|p−1P1) + ~m∗1 · ~M∗η1 − (ż1 − 2v1 +
λ̇
λ
z1) · i∇η1
+ ~m∗1 · ~M∗Q− (ż1 − 2v1 +
λ̇
λ
z1) · i∇Q+ [ei(Γ2(y−z)−Γ1(y)) ~m2 · ~MQ](y − z) +G1 = 0
to estimate 〈iη̇1, 2χ∇η1 + η1∇χ〉. By integration by parts, we check the following
〈∆η1, 2χ∇η1 + η1∇χ〉 = −2〈∇η1 · ∇χ,∇η1〉+
1
2
∫
|η1|2∇(∆χ).
We have
|〈∇η1 · ∇χ,∇η1〉| . log−1(s)‖η1‖2H1
and as |∇(∆χ)| . log−3(s) we obtain∣∣∣∣∫ |η1|2∇(∆χ)∣∣∣∣ . log−3(s)‖η1‖2H1 .
In conclusion for term ∆η1 in the equation of η1, we get
|〈∆η1, 2χ∇η1 + η1∇χ〉| . log−1(s)‖η1‖2H1 .
For the term η1, we simply verify by integration by parts that
〈η1, 2χ∇η1 + η1∇χ〉 = 0.
From (2.3.40) and (2.3.41), we also have that∣∣∣∣〈~m1 · ~Mη1, 2χ∇η1 + η1∇χ〉∣∣∣∣ . s−1 log− 12 (s)||η1||2H1 ,
∣∣∣∣〈~m∗1 · ~M∗Q, 2χ∇η1 + η1∇χ〉∣∣∣∣ . (C∗)2s−2||η1||H1 . s− 52 ,
∣∣∣∣〈[~m2 · ~MQ](· − z), 2χ∇η1 + η1∇χ〉∣∣∣∣ . s−1 log− 12 (s)e− 78 z||η1||H1 . s−3,
and ∣∣∣∣〈G1, 2χ∇η1 + η1∇χ〉∣∣∣∣ . ‖G1‖L∞ log d2 (s)‖ε‖H1 . s− 32‖η1‖H1 .
where we use Cauchy-Schwarz inequality and the fact that the support of χ is contained in {|y| ≤
1
8
log(s)}. Now we will deal with the term 〈|P1 + η1|p−1(P1 + η1)− |P1|p−1P1, 2χ∇η1 + η1∇χ〉.
By (2.2.18), we consider
|P1 + η1|p−1(P1 + η1)− |P1|p−1P1 = F ′(P1).η1 +O(|η1|p) +O
(∣∣∣∣ η1P1
∣∣∣∣2|P1|p)
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and using Gagliardo-Nirenberg inequality (note that if p > 2 then 3 < 2∗)∣∣∣∣〈∣∣∣∣ η1P1
∣∣∣∣2|P1|p, 2χ∇η1 + η1∇χ〉∣∣∣∣ . ||η1||3H1 . s− 52 ,
|〈|η1|p, 2χ∇η1 + η1∇χ〉| . ||η1||p+1H1 . s
−2 log−2(s).
Then, we have
|〈F ′(P1).η1, η1∇χ〉| . |∇χ| ||ε||2H1 . log
−1(s)||η1||2H1 .
Finally by integration by parts, we get
〈F ′(P1).η1, 2χ∇η1〉 = −2
〈
∇P1χ,
η̄1.F
′′(P1).η1
2
〉
− 〈F ′(P1).η1, η1∇χ〉,
therefore the collection of above bounds gives
d
ds
M1 = 2〈∇P1χ,
η̄1.F
′′(P1).η1
2
〉+ 2
(
ż1 − 2v1 +
λ̇
λ
z1
)
〈i∇Q,χ∇η1〉+O(log−1(s)‖η1(s)‖2H1).
(2.3.43)
We nish the proof of (2.3.42) by showing the following estimate
|〈∇P1χ, η̄1.F ′′(P1).η1〉 − 〈∇Q, η̄1.F ′′(P1).η1〉| .
∣∣∣∣ ∫
|y|< 1
8
log s
(η̄1.F
′′(P1).η1)∇Q(·+ z)
∣∣∣∣
+
∣∣∣∣ ∫
|y|> 1
10
log s
(η̄1.F
′′(P1).η1)∇Q
∣∣∣∣ . s− 120 ||ε||2H1 ,
and (
ż1 − 2v1 +
λ̇
λ
z1
)
|〈i∇Q,χ∇η1〉 − 〈i∇Q,∇η1〉| . s−1 log−
1
2 (s)
∣∣∣∣ ∫
|y|> 1
10
log s
∇Q∇η̄1
∣∣∣∣
. s−1−
1
20 log−
3
4 (s)‖η1‖H1
here we use (2.1.17). On the other hand, from (2.3.33), rening up to order s−2, using
L+(∇Q) = 0 and (2.2.19), we have that
d
ds
〈η1, i∇Q〉 =
〈
η̄1.F
′′(P1).η1
2
,∇Q
〉
− c2
(
v̇1 −
λ̇
λ
v1
)
− 〈G1,∇Q〉+ 〈~m1 · ~Mη1,∇Q〉+O(s−2
+
).
From (2.2.22) and the choice of v in (2.3.7), we get∣∣∣∣∣c2v̇1 + 〈G1,∇Q〉 − c2 λ̇λv1
∣∣∣∣∣ . (|v|2|z|2 + |v|2)|z|− 12 e−|z| + |z|− 3(d−1)4 e− 32 |z| + |v|
∣∣∣∣∣ λ̇λ
∣∣∣∣∣ . s−3,
then from (2.3.40), we obtain
|〈~m∗1 · ~M∗η1,∇Q〉| . s−2‖η1‖H1 .
Thus, we deduce that
d
ds
〈η1, i∇Q〉 =
〈
η̄1.F
′′(P1).η1
2
,∇Q
〉
−
(
ż1 − 2v1 +
λ̇
λ
z1
)
〈i∇η1,∇Q〉+O(s−2
+
).
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Note that 〈i∇η1,∇Q〉 = −〈i∇Q,∇η1〉, we obtain
d
ds
〈η1, i∇Q〉 =
1
2
d
ds
Im
∫
(∇η1η̄1)χ+O(log−1(s)‖η1‖2H1).
This information combining with 〈η1(sin), i∇Q〉 = 0 andM1(tin) = 0 implies that∣∣∣∣〈η1, i∇Q〉 − 12M1
∣∣∣∣ . (C∗)2s−1 log−1(s).
From the bootstrap (2.3.25), we deduce that |〈η1, i∇Q〉| . (C∗)2s−1 log−1 so if we take C∗∗ big
enough such that C
∗∗
2
& (C∗)2 then s∗∗ = s∗. Those estimates (2.3.31) and (2.3.32) are direct
consequences of (2.3.26), (2.3.29) and (2.3.36).
2.3.2.3 Energy functional
Consider the nonlinear energy functional for ε
K(s, ε) =
1
2
∫ (
|∇ε|2 + |ε|2 − 2
p+ 1
(
|P + ε|p+1 − |P|p+1 − (p+ 1)|P|p−1 Re (εP)
))
.
and
J =
∑
k
Jk, Jk(s, ε) = vk · Mk(s, ε).
whereMk(s, ε) the localized moment dened in (2.3.24). Finally, we set
W(s, ε) = K(s, ε)− J(s, ε).
The functional W is coercive in ε at the main order and it is an almost conserved quantity for
the problem (see [29] for a similar functional).
Proposition 2.3.44 (Coercivity and time control of the energy functional). For all s ∈ [s∗, sin],
W(s, ε(s)) & ‖ε(s)‖2H1 , (2.3.45)
and ∣∣∣∣ dds [W(s, ε(s))]
∣∣∣∣ . s−2‖ε(s)‖H1 . (2.3.46)
Proof of Proposition 2.3.44. step 1 Coercivity. The proof of the coercivity (2.3.45) is a stan-
dard consequence of the coercivity property (2.1.20) around one solitary wave with the orthog-
onality properties (2.3.6), (2.3.30), and an elementary localization argument. We refer to the
proof of Lemma 4.1 in Appendix B of [23] for a similar proof.
step 2 Variation of the energy. We estimate the time variation of the functional K and claim
that for all s ∈ [s∗, sin],∣∣∣∣∣ dds [K(s, ε(s))]−
2∑
k=1
żk · 〈∇Pk,
ε̄.F ′′(P).ε
2
〉
∣∣∣∣∣ . s−2‖ε(s)‖H1 + s−1 log− 34 (s)‖ε‖2H1 . (2.3.47)
The time derivative of s 7→ H(s, ε(s)) splits into two parts
d
ds
[K(s, ε(s))] = DsK(s, ε(s)) + 〈DεK(s, ε(s)), ε̇s〉,
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where Ds denotes dierentiation of K with respect to s and Dε denotes dierentiation of K
with respect to ε. Firstly we compute:
DsK =− Re
∫
[Ṗ(|P + ε|p−1(P + ε)− |P|p−1P)
− p− 1
2
|P|p−3(ṖP + ṖP) Re (εP)− |P|p−1εṖ](y)dy
=− Re
∫
[Ṗ(|P + ε|p−1(P + ε)− |P|p−1P)
− p− 1
2
|P|p−3 εP
2
Ṗ + ε|P|2Ṗ + ε|P|2Ṗ + εP2Ṗ
2
− |P|p−1εṖ](y)dy
=− 〈Ṗ, |P + ε|p−1(P + ε)− |P|p−1P− p+ 1
2
ε|P|p−1 − p− 1
2
εP2|P|p−3〉.
We observe that Ṗk = −żk · ∇Pk + iv̇k · (y − zk)Pk. Denote
K = |P + ε|p−1(P + ε)− |P|p−1P− p+ 1
2
ε|P|p−1 − p− 1
2
εP2|P|p−3
then by (2.2.17), K = |P + ε|p−1(P + ε)− |P|p−1P− F ′(P).ε, we deduce from (2.2.18) that
|K| . |ε|2|P|p−2 + |ε|p
so we obtain
|〈iv̇k · (y − zk)Pk, K〉| . (||ε||2H1 + ||ε||
p
H1)|v̇| . s
−2||ε||2H1 .
Next we look more precisely at K
K =
ε̄.F ′′(P).ε
2
+O(
∣∣∣∣ εP
∣∣∣∣2+|P|p) +O(|ε|p)
as |żk| . s−1 and p− 2+ > 0, we have∣∣∣∣〈− żk · ∇Pk, ∣∣∣∣ εP
∣∣∣∣2+ |P|p〉∣∣∣∣ . s−1||ε||2+H1
and
|〈−żk · ∇Pk, |ε|p〉| . s−1||ε||pH1 .
Combining these computations, we get
DsK(s, ε) =
2∑
k=1
〈żk · ∇Pk,
ε̄.F ′′(P).ε
2
〉+O(s−1‖ε‖2+H1) +O(s−2‖ε‖2H1) +O(s−1‖ε‖
p
H1). (2.3.48)
Secondly we consider
DεK(s, ε) = −∆ε+ ε−
(
|P + ε|p−1(P + ε)− |P|p−1P
)
and note that the equation (2.3.9) of ε can be rewritten as
iε̇−DεK(s, ε)− i
λ̇
λ
Λε+ (1− γ̇)ε+ EP = 0
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so that
〈DεK(s, ε), ε̇〉 = 〈iDεK(s, ε), iε̇〉
=
λ̇
λ
〈DεK(s, ε),Λε〉 − (1− γ̇)〈iDεK(s, ε), ε〉 − 〈iDεK(s, ε), EP〉.
On the other hand, from (2.3.29) and (2.3.25)(2.3.26), we have∣∣∣∣∣ λ̇λ〈DεK(s, ε),Λε〉
∣∣∣∣∣ .
∣∣∣∣ λ̇λ
∣∣∣∣(‖ε‖2H1 + ‖ε‖p+1H1 ) . (C∗)2s−2‖ε‖2H1 ,
|(1− γ̇)〈iDεK(s, ε), ε〉| . |1− γ̇| (‖ε‖2H1 + ‖ε‖
p+1
H1 ) . (C
∗)2s−2‖ε‖2H1 .
For the last term, we rewrite
〈iDεK(s, ε), EP〉 =〈−i∆ε+ iε− i
(
|P + ε|p−1(P + ε)− |P|p−1P
)
,
[eiΓ1 ~m1 · ~MQ](y − z1(s)) + [eiΓ2 ~m2 · ~MQ](y − z2(s)) +G〉.
Recall that with η1 = η11 + iη
2
1 for η
1
1, η
2
1 real, from the expression of operators L+ and L−
I1 =〈−i∆ε+ iε− i
(
|P + ε|p−1(P + ε)− |P|p−1P
)
, [eiΓ1 ~m1 · ~MQ](y − z1(s))〉
=〈−i∆η1 + iη1 − i(|P1 + η1|p−1(P1 + η1)− |P1|p−1P1), ~m1 · ~MQ〉
=〈iL+η11 − L−η21, ~m1 · ~MQ〉
−
〈
i
(
|P1 + η1|p−1(P1 + η1)− |P1|p−1P1 −
p+ 1
2
Qp−1η1 −
p− 1
2
Qp−1η1
)
, ~m1 · ~MQ
〉
=− λ̇
λ
〈η1,−2Q〉+ (v̇ −
λ̇
λ
v)〈η1,−2i∇Q〉
−
〈
i
(
|P1 + η1|p−1(P1 + η1)− |P1|p−1P1 −
p+ 1
2
Qp−1η1 −
p− 1
2
Qp−1η1
)
, ~m1 · ~MQ
〉
.
By orthogonality of η1 (2.3.6), (2.3.30) and the estimate (2.3.29), (2.3.34), we get
|I1| = O((C∗)2s−3 log−
3
4 (s)).
By symmetry, we have the same estimate for I2. Finally, from (2.2.14) and (2.3.25), we have
||G||H1 . s−2 so using integration by parts and Cauchy-Schwarz inequality
|〈−i∆ε+ iε− i
(
|P + ε|p−1(P + ε)− |P|p−1P
)
, G〉| . s−2||ε||H1 . (2.3.49)
The collection of above estimates nishes the proof of (2.3.47).
step 3 Variation of the localized momentum. We now claim: for all s ∈ [s∗, sin],∣∣∣∣∣ dds [J(s, ε(s))]−
2∑
k=1
2vk · 〈∇Pk,
ε̄.F ′′(P).ε
2
〉
∣∣∣∣∣ . s−2 log− 34 (s)‖ε(s)‖H1 . (2.3.50)
Indeed, we compute, for any k,
d
ds
[Jk(s, ε(s))] = v̇k · Im
∫
(∇ε ε̄)χk + vk ·
d
ds
Im
∫
(∇ε ε̄)χk.
By (2.3.25) and (2.3.26), we have∣∣∣∣v̇k · Im ∫ (∇ε ε̄)χk∣∣∣∣ . s−2‖ε‖2H1 .
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Recall from (2.3.42) that
|vk|
∣∣∣∣∣ dds [Mk(s, ε(s))]− 2 · 〈∇Pk ε̄.F ′′(P).ε2 〉 − 2
(
żk − 2vk +
λ̇
λ
zk
)
〈i∇Q,∇ηk〉,
∣∣∣∣∣
. s−1 log−1(s)‖ε(s)‖2H1 .
From (2.3.31),
|vk|
∣∣∣∣
(
żk − 2vk +
λ̇
λ
zk
)
〈i∇Q,∇ηk〉
∣∣∣∣ . s−2 log− 34 (s)‖ε‖H1
so we get (2.3.50).
step 4 Conclusion. Recall that, by (2.3.31), |żk − 2vk| . s−1 log−
3
4 (s) so∣∣∣∣(żk − 2vk) · 〈∇Pk, ε̄.F ′′(P).ε2 〉
∣∣∣∣ . s−1 log− 34 (s)‖ε‖2H1 ,
and (2.3.46) now follows from (2.3.47), (2.3.50). This concludes the proof of Proposition 2.3.44.
2.3.2.4 End of the bootstrap argument
We close the bootstrap estimates (2.3.25).
step 1 Closing the estimate in ε. By (2.3.46) in Proposition 2.3.44 and then (2.3.25)(2.3.26),
we have ∣∣∣∣ dds [W(s, ε(s))]
∣∣∣∣ . s−2‖ε‖H1 . C∗s−3.
Thus, by integration on [s, sin] for any s ∈ [s∗, sin], using ε(sin) = 0 (see (2.3.19)), we obtain
|W(s, ε(s))| . C∗s−2.
By (2.3.45) in Proposition 2.3.44, we get
‖ε(s)‖2H1 ≤ C0C∗s−2.
Therefore, for C∗ large enough such that C0C∗ ≤ (C
∗)2
4
, we have ‖ε‖H1 ≤ C
∗
2
s−1 which strictly
improves the estimate on ||ε||H1 in (2.3.25).
step 2 Closing the parameter z. Now, we need to nish the bootstrap argument for z(s). Note
that ∣∣∣∣v̇ + c z|z| |z|− d−12 e−|z|
∣∣∣∣ . s−2 log−1(s)
|ż − 2v| . s−1 log−
3
4 (s)
thus we deduce ∣∣∣∣v̇ · z|z| + c|z|− d−12 e−|z|
∣∣∣∣ . s−2 log−1(s)∣∣∣∣ż · z|z| − 2v · z|z|
∣∣∣∣ . s−1 log− 34 (s).
We get ∣∣∣∣2(v · z|z|
)(
v̇ · z
|z|
)
+ c ż · z
|z|
|z|−
d−1
2 e−|z|
∣∣∣∣ . s−3 log− 34 (s)
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since |v| . s−1, |v̇| . s−2. Therefore, by the explicit choice of initial data
v(sin) =
√
c(zin)−
˜d−1
4 e−
1
2
zin~e1, z(s
in) = zin~e1,
we integrate on [s, sin] for any s ∈ [s∗, sin), if d− 1 > 0∣∣∣∣∣
(
v · z
|z|
)2
− c|z|−
d−1
2 e−|z|
∣∣∣∣∣ . s−2 log− 34 (s) +
∫ sin
s
|ż||z|−
d−1
2
−1e−|z| . s−2 log−
3
4 (s),
if d− 1 = 0,
∣∣∣2(v · z|z|)(v̇ · z|z|) + c ż · z|z|e−|z|∣∣∣ . s−3 log− 34 (s)(s) implies also ∣∣∣(v · z|z|)2 − ce−|z|∣∣∣ .
s−2 log−
3
4 (s). In both cases, combining with (2.3.31), we get∣∣∣∣(v · z|z|)−√c|z|− d−14 e− 12 |z|
∣∣∣∣+ ∣∣∣∣(ż · z|z|)− 2(v · z|z|)
∣∣∣∣ . s−1 log− 34 (s)
so
∣∣∣(ż · z|z|)− 2√c|z|− d−14 e− 12 |z|∣∣∣ . s−1 log− 34 (s). Next, note that if d− 1 > 0
d
ds
(|z|
d−1
4 e
1
2
|z|) =
1
2
ż · z
|z|
|z|
d−1
4 e
1
2
|z| +
d− 1
4
ż · z
|z|
|z|
d−1
4
−1e
1
2
|z|
and if d− 1 = 0
d
ds
(e
1
2
|z|) =
1
2
ż · z
|z|
e
1
2
|z|
thus ∣∣∣∣ dds (|z| d−14 e 12 |z|)− c 12
∣∣∣∣ . log− 34 (s) + d− 14 |ż||z| d−14 −1e 12 |z| . log− 34 (s) (2.3.51)
here we use |z| . log−1(s) and |ż| . s−1. Next, we need to adjust the initial choice of zin through
a topological argument (see [4] for a similar argument). We dene ζ and ξ the following two
functions on [s∗, sin]
ζ(s) = c−
1
2 |z|
d−1
4 e
1
2
|z|, ξ(s) = (ζ(s)− s)2s−2 log(s). (2.3.52)
Then, (2.3.51) writes
|ζ̇(s)− 1| . log−
3
4 (s). (2.3.53)
According to (2.3.25), our objective is to prove that there exists a suitable choice of
ζ(sin) = ζ in ∈ [sin − sin log−
1
2 (sin), sin + sin log−
1
2 (sin)],
so that s∗ = s0. Assume for the sake of contradiction that for all ζ] ∈ [−1, 1], the choice
ζ in = sin + ζ]sin log−
1
2 (sin)
leads to s∗ = s∗(ζ]) ∈ (s0, sin). Since all estimates in (2.3.25) except the one on z(s) have been
strictly improved on [s∗, sin], it follows from s∗(ζ]) ∈ (s0, sin] and continuity that
|ζ(s∗(ζ]))− s∗| = s∗ log−
1
2 s∗ i.e. ζ(s∗(ζ])) = s∗ ± s∗ log−
1
2 s∗.
We need a transversality condition to reach a contradiction. We compute:
ξ̇(s) = 2(ζ(s)− s)(ζ̇(s)− 1)s−2 log(s)− (ζ(s)− s)2(2s−3 log(s)− s−3). (2.3.54)
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At s = s∗, this gives
|ξ̇(s∗) + 2(s∗)−1| . (s∗)−1 log−
1
4 (s∗).
Thus, for s0 large enough,
ξ̇(s∗) < −(s∗)−1. (2.3.55)
A consequence of the transversality property (2.3.55) is the continuity of the function ζ] ∈
[−1, 1] 7→ s∗(ζ]). Indeed, let ε > 0 then there exists δ > 0 such that ξ(s∗(ζ]) − ε) > 1 + δ
and ξ(s∗(ζ]) + ε) < 1 − δ. Moreover, by denition of s∗(ζ]) (choosing δ small enough) for all
s ∈ [s∗(ζ]) + ε, sin] we have ξ(s) < 1− δ. But from the continuity of the ow, there exists ι > 0
such that for all |ζ̃] − ζ]| < ι
∀s ∈ [s∗(ζ])− ε, sin], |ξ̃(s)− ξ(s)| ≤ δ/2
so we obtain that s∗(ζ])− ε ≤ s∗(ζ̃]) ≤ s∗(ξ])+ ε and the continuity of s∗(ζ]) as expected. Thus
we deduce the continuity of the function Φ dened by
Φ : ζ] ∈ [−1, 1] 7→ (ζ(s∗)− s∗)(s∗)−1 log
1
2 (s∗) ∈ {−1, 1}.
Moreover, for ζ] = −1 and ζ] = 1, in these two cases ξ(sin) = 1, from (2.3.54) we have that
ξ̇(sin) < 0 thus s∗ = sin. Therefore, Φ(−1) = −1 and Φ(1) = 1, but this is a contradiction with
the continuity.
In conclusion, there exists at least a choice of
ζ(sin) = ζ in ∈ (sin − sin log−
1
2 (sin), sin + sin log−
1
2 (sin))
such that s∗ = s0. This concludes our bootstrap argument.
step 3 Estimate on the parameter λ. From (2.3.29), we obtain∣∣∣∣∣ λ̇λ
∣∣∣∣∣ . s−2.
By integration on [s, sin], for any s ∈ [s0, sin], using the value λ(sin) = λin = 1 (see (2.3.21)),
we have
|log(λ(s))| . s−1,
and thus
|λ(s)− 1| . s−1
or in other words ∣∣λ−1(s)− 1∣∣ . s−1. (2.3.56)
2.4 Compactness arguments
2.4.1 Construction of a sequence of backwards solutions
Lemma 2.4.1. There exist t0 > 1 and a sequence of solutions un ∈ C([t0, Tn], H1) of (NLS),
where
Tn → +∞ as n→ +∞, (2.4.2)
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satisfying the following estimates, for all t ∈ [t0, Tn],
| |zn(t)| − 2 log t| . log(log t),
∣∣λ−1n (t)− 1∣∣ . t−1,
|vn(t)| . t−1, ‖εn(t)‖H1 .t−1,
∣∣∣|zn(t)| d−12 e|zn(t)| − ct2∣∣∣ . t2 log− 12 (t), (2.4.3)
where (λn, zn, γn, vn) are the parameters of the decomposition of un, i.e.
un(t, x) =
eiγn(t)
λ
2
p−1
n (t)
(
2∑
k=1
[
eiΓk,nQ
]( x
λn(t)
+
(−1)k
2
zn(t)
)
+ εn
(
t,
x
λn(t)
))
, (2.4.4)
with Γk,n(t, x) =
(−1)k+1
2
vn(t) · xλn(t) .
Proof of Lemma 2.4.1. Applying Proposition 2.3.20 with sin = n for any large n, there exists
a solution un(t) of (NLS) dened on the time interval [0, Tn] where
Tn =
∫ n
s0
λ2n(s)ds.
and whose decomposition satises the uniform estimates (2.3.22). First, we see that Tn →
+∞ as n→ +∞ which follows directly from the estimate on λn(s). From the denition of the
rescaled time s (see (2.3.3)), for any s ∈ [s0, n], we have
t(s) =
∫ s
s0
λ2n(s
′)ds′ where |λ2n(s)− 1| . s−1.
Fix t0 = s̄0 with s̄0 > s0 large enough independent of n such that for all s with n ≥ s > s̄0
1
2
s ≤
∫ s
s0
λ2n(s
′)ds′ = s
(
1 +O(s−1)
)
≤ 3
2
s
then, for all t ∈ [t0, Tn]
t(s) = s
(
1 +O(s−1)
)
≥ 1
2
s
and
s = t
(
1 +O(t−1)
)
.
Thus, we get from (2.3.22)
| |zn(s)| − 2 log(s)| . log(log(s))⇔ | |zn(s(t))| − 2 log(t)| . log(log(t))∣∣λ−1n (s)− 1∣∣ . s−1 ⇔ ∣∣λ−1n (s(t))− 1∣∣ . t−1
‖εn(s)‖H1 . s−1 ⇔ ‖εn(s(t))‖H1 . t−1
|vn(s)| . s−1 ⇔ |vn(s(t))| . t−1.
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2.4.2 Compactness argument
Next, we claim a strong compactness result in L2(Rd).
Lemma 2.4.5. There exist u0 ∈ H1(Rd) and a sub-sequence, still denoted un, such that
un(t0) ⇀ u0 weakly in H
1(Rd)
un(t0)→ u0 in Hσ(Rd), for 0 ≤ σ < 1
as n→∞.
Proof of Lemma 2.4.5. By interpolation, it is enough to prove that the sub-sequence un(t0)
L2−→
u0 as n→∞. First, we claim the following: ∀δ1 > 0, δ1  1, ∃n0  1, ∃K1 = K1(δ1) > 0 such
that ∀n ≥ n0 ∫
|x|>K1
|un(t0, x)|2dx < δ1. (2.4.6)
Indeed, denote xn(t) = zn(t)λn(t) and
R̃n(t, x) = e
iγn(t)
2∑
k=1
[
eiΓk,nQλ−1n (t)
](
x+
(−1)k
2
xn(t)
)
Rn(t, x) = e
iγn(t)
2∑
k=1
Q
(
x+
(−1)k
2
xn(t)
)
then we have
||un(t)−Rn(t)||H1 ≤ ||εn(t)||H1 + 2||R̃n(t)−Rn(t)||H1
. ||εn(t)||H1 +
∣∣λ−1n (t)− 1∣∣+ |vn(t)| . t−1. (2.4.7)
We get a direct consequence of the above estimate
||un(t)||H1 < C (2.4.8)
for all t ∈ [t0, Tn] since ||Rn(t)||H1 ≤ 2||Q||H1 . Furthermore, for xed δ1, there exists t1 > t0
such that
||un(t1)−Rn(t1)||H1 . (t1)−1 <
√
δ1
for n large enough that Tn > t1; in others words, we have∫
|un(t1, x)−Rn(t1, x)|2dx < δ1.
Besides, |xn(t1)− 2 log(t1)| . log(log t1) then for K2  1 large enough we have∫
|x|>K2
|Rn(t1, x)|2dx < δ1.
Consider now a C1 cut-o function g : R → [0, 1] such that : g ≡ 0 on (−∞, 1], 0 < g′ < 2
on (1, 2) and g ≡ 1 on [2,+∞). Since ||un(t)||H1 < C bounded in H1 independently of n and
t ∈ [t0, Tn], we can choose γ1 > 0 independent of n such that
γ1 ≥
2
δ1
(t1 − t0)C2.
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We have by direct calculations, for t ∈ [t0, Tn]∣∣∣∣ ddt
∫
|un(t, x)|2g
(
|x| −K2
γ1
)
dx
∣∣∣∣ = ∣∣∣∣ 1γ1 Im
∫
u
(
∇ū · x
|x|
)
g′
(
|x| −K2
γ1
)∣∣∣∣
≤ 2
γ1
sup
Tn≥t≥t0
||un(t)||2H1 ≤
δ1
t1 − t0
.
By integration from t0 to t1∫
|un(t0, x)|2g
(
|x| −K2
γ1
)
dx−
∫
|un(t1, x)|2g
(
|x| −K2
γ1
)
dx
≤
∫ t1
t0
∣∣∣∣ ddt
∫
|un(t, x)|2g
(
|x| −K2
γ1
)
dx
∣∣∣∣ ≤ δ1.
From the properties of g we conclude:∫
|x|>2γ1+K2
|un(t0, x)|2dx ≤
∫
|un(t0, x)|2g
(
|x| −K2
γ1
)
dx
≤
∫
|un(t1, x)|2g
(
|x| −K2
γ1
)
dx+ δ1 ≤
∫
|x|>K2
|un(t1, x)|2dx+ δ1 ≤ 5δ1.
Thus (2.4.6) is proved. As ||un(t0)||H1 < C, there exists a subsequence of (un) (still denoted
by (un)) and u0 ∈ H1 such that
un(t0) ⇀ u0 weakly in H1(R2),
un(t0)→ u0 in L2loc(Rd), as n→ +∞
and by (2.4.6), we conclude that un(t0)
L2−→ u0 as required.
Let us nish the proof of the Main Theorem in sub-critical cases with p > 2. We consider u
the solution of (NLS) corresponding to u(t0) = u0. By continuous dependence of the solution
upon the initial data (see [2] and [3]), for all 0 ≤ σ < 1, for all t ∈ [t0,+∞),
un(t)→ u(t) in Hσ(Rd).
Moreover, the decomposition (~q, ε) of u satises, for all t ≥ t0,
~qn(t)→ ~q(t), εn(t)→ ε(t) in Hσ, εn(t) ⇀ ε(t) in H1 (2.4.9)
(see e.g. [26], Claim p.598). In particular, for all t ∈ [t0,+∞), u(t) decomposes as
u(t, x) =
eiγ(t)
λ
2
p−1 (t)
(
2∑
k=1
[
eiΓkQ
](x+ (−1)k
2
λ(t)z(t)
λ(t)
)
+ ε
(
t,
x
λ(t)
))
, (2.4.10)
where Γk(t, y) =
(−1)k+1
2
v(t) · y and it follows from the uniform estimates (2.4.3) that
| |z(t)| − 2 log t| . log(log t),
∣∣λ−1(t)− 1∣∣ . t−1,
|v(t)| . t−1, ‖ε(t)‖H1 .t−1,
∣∣∣|z(t)| d−12 e|z(t)| − ct2∣∣∣ . t2 log− 12 (t). (2.4.11)
We obtain |x1(t)− x2(t)| = λ(t)|z(t)| → 2(1 + o(1)) log t, more precisely
| |x1(t)− x2(t)| − 2 log(t)| . log(log(t))
and the following estimate∥∥∥∥∥u(t)− eiγ(t)
2∑
k=1
Q (x− xk(t))
∥∥∥∥∥
H1
. ||ε(t)||H1 + |λ−1(t)− 1|+ |v(t)| . t−1. (2.4.12)
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2.5 Sub-critical cases with 1 < p ≤ 2
In this section, we show the diculties occurring and sketch the proof of Main Theorem in the
case 1 < p ≤ 2. In this case, let
2+ = min(2∗,
p+ 3
2
).
Note that p− 2+ > −1. From (2.2.16), we deduce the following Taylor expansions:
F (P + ε) = F (P) + F ′(P).ε+O(|ε|p) (2.5.1)
F (P + ε) = F (P) + F ′(P).ε+O
(∣∣∣∣ εP
∣∣∣∣2|P|p) (2.5.2)
(since |ε| > |P|
2
then |ε|p . | ε
P
|2|P|p and |ε| ≤ |P|
2
then | ε
P
|2|P|p . |ε|p) and
F (P + ε) = F (P) + F ′(P).ε+
ε̄.F ′′(P).ε
2
+O
(∣∣∣∣ εP
∣∣∣∣2+|P|p). (2.5.3)
In the following remark, we identify new problems compared with the case p > 2.
Remark 2.5.4. Let us try to control the nonlinear interaction term
G(y; (z(s), v(s))) = |P|p−1P− |P1|p−1P1 − |P2|p−1P2.
Since |P1| > |P2| for y · z|z| > 0 and |P2| > |P1| for y ·
z
|z| < 0, one has by (2.2.16)
|G(y; (z(s), v(s)))| =
∣∣|P1 + P2|p−1(P1 + P2)− |P1|p−1P1 − |P2|p−1P2∣∣
. |P1|p−1|P2|.1y· z|z|>0 + |P2|
p−1|P1|.1y· z|z|<0.
(2.5.5)
Using the asymptotic behavior of Q, on the half space {y · z|z| > 0}
|P1|p−1|P2|.1y· z|z|>0 . |P1P2|
p−1|P2|2−p.1y· z|z|>0 . |z|
− (p−1)(d−1)
2 e−(p−1)|z||P2|2−p.1y· z|z|>0
. |z|−
(p−1)(d−1)
2 e−(p−1)|z|
∣∣∣z
2
∣∣∣− (2−p)(d−1)2 e− 2−p2 |z| . |z|− d−12 e− p2 |z|. (2.5.6)
By symmetry, we have the same estimate on the other half space {y · z|z| < 0} and thus
‖G‖L∞ . |z|−
d−1
2 e−
p
2
|z| ∼ s−p (2.5.7)
(to be compared with (2.2.10)). Now for the projection of interaction, we recall that its core
part (as identied in the proof of Lemma 2.2.20 and in step 4 of Proposition 2.5.10) is given
by
H(z) = p
∫
y· z|z|>−
|z|
2
Qp−1(y)∇Q(y)Q(y + z)dy + p
∫
y· z|z|<−
|z|
2
Qp−1(y + z)∇Q(y)Q(y)dy
and the following estimate of H(z) is still valid for 1 < p ≤ 2 (see Lemma 2.2.20)∣∣∣∣H(z)− cQIQ z|z| |z|− d−12 e−|z|
∣∣∣∣ . |z|−1− d−12 e−|z|. (2.5.8)
In summary, the projection 〈G, eiΓ1∇Q(y − z1(s))〉 and thus v̇ are still of order s−2, however
the interaction G is of order s−p  s−2 in L∞ norm. Therefore, there still exist some terms in
the interaction that perturb our regime and prevent us to close the bootstrap arguments (for
example (2.3.49)).
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In view of the above remark, we look for a rened approximate solution P of the form
P(s, y) = P(y; (z(s), v(s))) =
2∑
k=1
eivk(s)(y−zk(s))Q(y − zk(s)) +W (y; (z(s), v(s)))
=
2∑
k=1
Pk(s, y) +W (y; (z(s), v(s))),
(2.5.9)
where W (y; (z(s), v(s))) to be determined.
Proposition 2.5.10 (Expansion of the rened approximate solution). There exists a series of
(J + 1) functions Rj(y; (z(s), v(s))) which are invariant by τ and υ such that by setting
W (y; (z(s), v(s))) =
J∑
j=0
Rj(y; (z(s), v(s))),
the error EP dened as in (2.2.8) admits the decomposition
EP = [eiΓ1 ~m1 · ~MQ](y − z1(s)) + [eiΓ2 ~m2 · ~MQ](y − z2(s)) +G0, (2.5.11)
where under the bootstrap assumptions (2.3.25) and the pointwise control of the modulation
equation (2.3.29)(2.3.31)
|z| . log(s), |ż| . s−1, |v| . s−1, |v̇| . s−2,
∣∣∣∣∣ λ̇λ
∣∣∣∣∣ . (C∗)2s−2, |γ̇ − 1| . (C∗)2s−2,
the corrected interaction term G0 satises
‖G0‖L2 . s−2, ‖∇G0‖L2 . s−2. (2.5.12)
Moreover, G0 is symmetric and∣∣∣∣〈G0, eiΓ1(y−z1(s))∇Q(y − z1(s))〉 − Cp z|z| |z|− d−12 e−|z|
∣∣∣∣ . s−2 log−1(s) (2.5.13)
with Cp > 0.
Remark 2.5.14. In fact, before the pointwise control of the modulation equations in Lemma
2.3.28, we bound ‖G0‖L2 , ‖∇G0‖L2 by z, v and s−p|~m1| then once we have the control on ~m1,
we will obtain (2.5.12).
Proof of Proposition 2.5.10. step 1 Properties of the Helmholtz operators. We recall well-
known properties of (−∆ + 1)us(y) = fs(y) in Rd. The operator (−∆ + 1)−1 is continuous from
L2 to H1, in particular
‖u‖H1 ≤ ‖f‖L2 .
It is self-adjoint
〈u, (−∆ + 1)g〉 = 〈(−∆ + 1)u, g〉 = 〈f, g〉, (2.5.15)
invariant by τ , υ and (−∆ + 1)u̇s(y) = ḟs(y) (ḟ denotes the derivative with respect to time s).
Moreover, by theory of elliptic equation (see e.g [1]), we have an explicit kernel representation
Ed for (−∆ + 1)−1 as follows
Ed(x) = −(2π)−
d
2
(
1
|x|
) d
2
−1
K d
2
−1(|x|)
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u(x) =
∫
Rd
Ed(x− y)f(y)dy (2.5.16)
where Kα is modied Bessel functions of second kind which is decreasing exponentially when
|x| → +∞. This is a convolution of type L1 ? L∞ so we deduce that
‖u‖L∞ . ‖f‖L∞ . (2.5.17)
Next, we claim the exponential decay property: assume that a regular function f is exponen-
tially decreasing in the direction ej, eδ|yj ||f(y)| ≤ C with 0 < δ < 1, then so is the solution u
of (−∆ + 1)−1.
Indeed, we consider
eδ|xj ||u(x)| = eδ|xj |
∣∣∣∣∫
Rd
Ed(x− y)f(y)dy
∣∣∣∣
. C
∣∣∣∣∣
∫
Rd
(
1
|x− y|
) d
2
−1
e−|x−y|eδ(|xj |−|yj |)dy
∣∣∣∣∣ . C
∥∥∥∥∥
(
1
|x|
) d
2
−1
e−(1−δ)|x|
∥∥∥∥∥
L1
. C.
step 2 Iteration of Rj. We introduce a suitable smooth cut-o function that localizes the points
whose distances to center of two solitons are smaller than |z|. Denote ψ0 : R→ [0, 1] such that
0 ≤ ψ′0 ≤ C, ψ0 ≡ 0 on (−∞,−1], ψ0 ≡ 1 on [0,+∞)
and
ψ(y; z(s)) = ψ0
(
|z(s)| −
∣∣∣∣y + z(s)2
∣∣∣∣)ψ0(|z(s)| − ∣∣∣∣y − z(s)2
∣∣∣∣) .
Recall the denition of G
G(y; (z(s), v(s))) = |P1 + P2|p−1(P1 + P2)− |P1|p−1P1 − |P2|p−1P2
and denote pri the projection on the direction ∇Q around each soliton
pri(f) =
〈f(·),∇Q(·+ (−1)
i
2
z(s))〉
‖∇Q(·+ (−1)i
2
z(s))‖2L2
∇Q(·+ (−1)
i
2
z(s)).
Setting
A0(y; (z(s), v(s))) = G(y; (z(s), v(s)))ψ(y; z(s)),
Ã0 = A0 − pr1(A0)− pr2(A0),
A1 = |P1 + P2 +R0|p−1(P1 + P2 +R0)− |P1 + P2|p−1(P1 + P2),
Ã1 = A1 − pr1(A1)− pr2(A1)
and for j ≥ 2
Aj = |P1 + P2 +
j−1∑
k=0
Rk|p−1(P1 + P2 +
j−1∑
k=0
Rk)− |P1 + P2 +
j−2∑
k=0
Rk|p−1(P1 + P2 +
j−2∑
k=0
Rk),
Ãj = Aj − pr1(Aj)− pr2(Aj).
Observe that
J∑
j=1
Aj = |P1 + P2 +
j−1∑
k=0
Rk|p−1(P1 + P2 +
j−1∑
k=0
Rk)− |P1 + P2|p−1(P1 + P2). (2.5.18)
Then let
Rj(y; (z(s), v(s))) = (−∆ + 1)−1Ãj.
We will show by induction on j the following properties
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• Rj is almost orthogonal to ∇(Qp)(· ± 12z), i.e,
〈Rj(·),∇(Qp)(· ±
1
2
z)〉 . s−3. (2.5.19)
• The L∞, H1 norm of Rj satisfy
‖Rj+1‖L∞ . s−(p−1)‖Rj‖L∞ . s−p,
‖Rj+1‖H1 . s−(p−1−κ)‖Rj‖H1 . s−p logdp(s)
with 0 < κ 1 to be determined (see (2.5.36), (2.5.37)).
• After a nite number (J+1) of steps, the function RJ satises the two following estimates:
there is ε > 0
|Qp−1(y)RJ(y +
z
2
)|+ |Qp−1(y)RJ(y +
z
2
)| . e−ε|y|s−2 (2.5.20)
‖RJ‖pH1 + s
p(p−1)‖RJ‖H1  s−2 (2.5.21)
independently of z, v ((2.5.21) means thats there exists δ > 0 such that ‖RJ‖pH1 +
s−p(p−1)‖RJ‖H1 . s−2−δ).
Note that a direct consequence of the above estimates is
‖AJ+1‖L2
=
∥∥∥∥∥|P1 + P2 +
J∑
j=0
Rj|p−1(P1 + P2 +
J∑
j=0
Rj)− |P1 + P2 +
J−1∑
j=0
Rj|p−1(P1 + P2 +
J−1∑
j=0
Rj)
∥∥∥∥∥
L2
.
∥∥∥∥∥|P1 + P2 +
J−1∑
j=0
Rj|p−1|RJ |+ |RJ |p
∥∥∥∥∥
L2
. ‖Qp−1(·)RJ(·+
z
2
)‖L2 + ‖RJ‖pL2 + s
p(p−1)‖RJ‖L2 . s−2
(2.5.22)
since ‖Rj‖L∞ . ‖R0‖L∞ . s−p,∀j = 1, J .
Let us begin with R0. We have that
|G(y; (z(s), v(s)))| =
∣∣|P1 + P2|p−1(P1 + P2)− |P1|p−1P1 − |P2|p−1P2∣∣
. |P1|p−1|P2|.1y· z|z|>0 + |P2|
p−1|P1|.1y· z|z|<0.
Consider
|P1|p−1|P2|.1y· z|z|>0 . e
−(p−1)(z1−y· z|z| )
∣∣∣z
2
∣∣∣− d−12 e−(y· z|z|−z2)
. |z|−
d−1
2 e−
p
2
|z|e−(2−p)y·
z
|z| . s−pe−(2−p)y·
z
|z| |z|−
(2−p)(d−1)
2 ,
(2.5.23)
by symmetry, we also have the same estimate on {y · z|z| < 0}. Thus, from denition of ψ, we
get
‖e(2−p)|y·
z
|z| |A0(y; (z(s), v(s)))‖L∞ . s−p|z|−
(2−p)(d−1)
2 . s−p (2.5.24)
and
‖A0(y; (z(s), v(s)))‖L2 . s−p logd(s). (2.5.25)
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The estimate (2.5.24) yields
|A0(y +
z
2
)| . e−(2−p)|y·
z
|z|+
z
2
|s−p|z|−
(2−p)(d−1)
2
. e(2−p)|y·
z
|z| |e−(2−p)
|z|
2 |z|−
(2−p)(d−1)
2 s−p . e(2−p)|y·
z
|z| |s−2
so it gives a control on projections of A0∣∣∣∣∫
Rd
A0(y +
z
2
)∇Q(y)dy
∣∣∣∣ . s−2. (2.5.26)
Therefore, from denition of Ã0
‖e(2−p)|y·
z
|z| |Ã0‖L∞ . s−p|z|−
(2−p)(d−1)
2 , ‖Ã0‖L2 . s−p logd(s).
From step 1, we can transfer these properties to R0(y; (z(s), v(s)))
‖e(2−p)|y·
z
|z| |R0(y; (z(s), v(s)))‖L∞ . s−p|z|−
(2−p)(d−1)
2 , (2.5.27)
‖R0(y; (z(s), v(s)))‖H1 . s−p logd(s). (2.5.28)
To show the almost orthogonality condition, we note that (−∆ + 1)∇Q = ∇(Qp) so from
self-adjoint property (2.5.15) of (−∆ + 1), we have∣∣∣〈R0,∇(Qp)(·+ z
2
)〉
∣∣∣ = ∣∣∣〈A0 − pr1(A0)− pr2(A0),∇Q(·+ z2)〉∣∣∣
=
∣∣∣〈pr1(A0),∇Q(·+ z2)〉∣∣∣ . s−2〈∇Q(· − z2),∇Q(·+ z2)〉 . s−3.
If 3
2
< p ≤ 2, we see that R0 satises already the conditions (2.5.20), (2.5.21) as
‖R0‖pH1 . s
−p2 logdp(s) ≤ s−
9
4 logdp(s) s−2
sp(p−1)‖R0‖H1 . s−
3
4 s−
3
2  s−2
and |R0(y + z2)| . e
−(2−p)|y· z|z|+
z
2
|s−p|z|−
(2−p)(d−1)
2 . e(2−p)|y·
z
|z| |s−2 so for ε = 2p− 3 > 0
|Qp−1(y)R0(y +
z
2
)| . e(2−p)|y·
z
|z| |Q(2−p)(y)s−2Q(2p−3)(y) . e−ε|y|s−2.
Thus J = 0 and W = R0(y; (z(s), v(s))) in this case.
If 4
3
< p ≤ 3
2
, we consider A1(y; (z(s), v(s))), by (2.2.16), we obtain∣∣∣∣|P1 + P2 +R0|p−1(P1 + P2 +R0)− |P1 + P2|p−1(P1 + P2)
− p+ 1
2
|P1 + P2|p−1R0 −
p− 1
2
|P1 + P2|p−3(P1 + P2)2R0
∣∣∣∣ . |R0|p. (2.5.29)
Next remark that for 1 < p ≤ 2, ||P1 + P2|p−1 − |P1|p−1 − |P2|p−1| . min(|P1|p−1, |P2|p−1) so
the main part of A1 = |P1 +P2 +R0|p−1(P1 +P2 +R0)−|P1 +P2|p−1(P1 +P2) can be computed
by ∥∥∥∥p+ 12 |P1 + P2|p−1R0 + p− 12 |P1 + P2|p−3(P1 + P2)2R0 − p|P1 + P2|p−1R0
∥∥∥∥
L2
.
∥∥∥∥(|v|2|y|2 + |v|2|z|2)|R0|(|P1|p−1 + |P2|p−1)∥∥∥∥
L2
 s−2
(2.5.30)
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∣∣∣∣|P1 + P2|p−1R0 − (|P1|p−1 + |P2|p−1)R0∣∣∣∣ . min(|P1|p−1, |P2|p−1)|R0| (2.5.31)
here in (2.5.30) we use the bootstrap assumptions and the control of modulation equations.
Let estimate R0(y)Qp−1(y + z2), from the decreasing properties of R0 (2.5.27), we have
|R0(y)Qp−1(y +
z
2
)| . e−(2−p)|y·
z
|z| |s−p|z|−
(2−p)(d−1)
2 e(p−1)|y·
z
|z| |e−(p−1)
|z|
2
. e−(3−2p)|y·
z
|z| |s−(2p−1)|z|−
(3−2p)(d−1)
2
(2.5.32)
so for κ 1 determined later in (2.5.36)
‖R0(y)Qp−1(y +
z
2
)‖L2 . s−(2p−1−κ). (2.5.33)
The collection of above estimates gives a bound on norm L2 and on the decay property of A1
‖A1‖L2 . ‖R0‖pL2 + ‖R0|P2|
p−1‖L2 + ‖R0|P2|p−1‖L2
. s−p
2
logdp(s) + s−(2p−1−κ) ≤ s−(2p−1−κ),
‖e(3−2p)|y·
z
|z| |A1‖L∞
. ‖e(3−2p)|y·
z
|z| ||R0|p‖L∞ + ‖e(3−2p)|y·
z
|z| |R0|P2|p−1‖L∞ + ‖e(3−2p)|y·
z
|z| |R0|P2|p−1‖L∞
. s−p
2
+ s−(2p−1)|z|−
(3−2p)(d−1)
2 ≤ s−(2p−1)|z|−
(3−2p)(d−1)
2
as the decay e−(2−p)|y·
z
|z| | of R0 is faster than the one of e
−(3−2p)|y· z|z| |. Finally, we consider∣∣∣〈A1,∇Q(y + z
2
)〉 − p
〈
Qp−1(y − z
2
)R0 +Q
p−1(y +
z
2
)R0,∇Q(y +
z
2
)
〉∣∣∣
.
〈
|R0|p,∇Q(y +
z
2
)
〉
+
〈
min(|P1|p−1, |P2|p−1)|R0|,∇Q(y +
z
2
)
〉
.
〈
e−(2−p)p|y·
z
|z| |s−p
2|z|−
(2−p)p(d−1)
2 e(2−p)p|y·
z
|z| |e−(2−p)p
|z|
2 , Q1−(2−p)p(y +
z
2
)
〉
+
〈
s−(p−1)e−(2−p)|y·
z
|z| |s−p|z|−
(2−p)(d−1)
2 e(2−p)|y·
z
|z| |e−(2−p)
|z|
2 , Q1−(2−p)(y +
z
2
)
〉
. s−2p + s−(p+1)  s−2.
We can deduce from the almost orthogonality (2.5.19) that
〈A1,∇Q(y ±
z
2
)〉  s−2, (2.5.34)
in other words, we have
‖pri(A1)‖L2  s−2, i = 1, 2. (2.5.35)
Therefore, we have the following estimates for Ã1 = A1 − pr1(A1)− pr2(A2)
‖Ã1‖L2 . s−(2p−1−κ), ‖e(3−2p)|y·
z
|z| |Ã1‖L∞ . s−(2p−1)|z|−
(3−2p)(d−1)
2
and the analogue for R1
‖R1‖H1 . s−(2p−1−κ), ‖e(3−2p)|y·
z
|z| |R1‖L∞ . s−(2p−1)|z|−
(3−2p)(d−1)
2 .
There exists 0 < κ 1 such that for all p > 4
3
− (2p− 1− κ)p < −2, −(2p− 1− κ)− p(p− 1) < −2 (2.5.36)
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so ‖RJ‖pH1 + s
p(p−1)‖RJ‖H1 . s−(2p−1−κ)p + s−(2p−1−κ)−p(p−1)  s−2 and for ε = 3p− 4 > 0
|Qp−1(y)R1(y +
z
2
)| . e−(3−2p)|y·
z
|z|+
z
2
|s−(2p−1)|z|−
(3−2p)(d−1)
2 Qp−1(y)
≤ e(3−2p)|y·
z
|z| |Q(3−2p)(y)s−2Q(3p−4)(y) . e−ε|y|s−2.
The almost orthogonal property of V1 is a direct consequence of 〈Ã1(· ± z2),∇Q〉 . s
−3. Thus
J = 1 and W = R0(y; (z(s), v(s))) +R1(y; (z(s), v(s))) in this case.
If J+3
J+2
< p ≤ J+2
J+1
, we proceed the same way and after (J + 1) steps, our process will nish with
W =
J∑
j=0
Rj(y; (z(s), v(s))),
ε = (J + 2)p− (J + 3) > 0 and 0 < κ 1 such that for all J+2
J+1
< p ≤ J+1
J
− ((J + 1)p− J − κ)p < −2, −((J + 1)p− J − κ)− p(p− 1) < −2. (2.5.37)
step 3 Estimate of G0. Let P = P1 + P2 + W and put into the denition EP, it follows from
the computations in Lemma 2.2.6 that
EP = [eiΓ1 ~m1 · ~MQ](y − z1(s)) + [eiΓ2 ~m2 · ~MQ](y − z2(s)) + |P|p−1P− |P1|p−1P1 − |P1|p−1P1
+
J∑
j=0
(∆− 1)Rj +
J∑
j=0
[iṘj − i
λ̇
λ
ΛRj + (1− γ̇)Rj]. (2.5.38)
Note that
J∑
j=1
(∆− 1)Rj = −
J∑
j=1
Ãj = −
J∑
j=1
Aj +
J∑
j=1
[pr1(Aj) + pr2(Aj)]
thus following (2.5.11) and (2.5.18), we have the explicit expression of G0
G0 = |P1 + P2 +
J∑
j=0
Rj|p−1(P1 + P2 +
J∑
j=0
Rj)− |P1 + P2 +
J−1∑
j=0
Rj|p−1(P1 + P2 +
J−1∑
j=0
Rj)
+
J∑
j=1
[Aj + (∆− 1)Rj] + |P1 + P2|p−1(P1 + P2)− |P1|p−1P1 − |P2|p−1P2 + (∆− 1)R0
+
J∑
j=0
[iṘj − i
λ̇
λ
ΛRj + (1− γ̇)Rj]
= |P1 + P2 +
J∑
j=0
Rj|p−1(P1 + P2 +
J∑
j=0
Rj)− |P1 + P2 +
J−1∑
j=0
Rj|p−1(P1 + P2 +
J−1∑
j=0
Rj)
+
J∑
j=1
[pr1(Aj) + pr2(Aj)] +G+ (∆− 1)R0 +
J∑
j=0
[iṘj − i
λ̇
λ
ΛRj + (1− γ̇)Rj]
= AJ+1+
J∑
j=1
[pr1(Aj)+pr2(Aj)]+pr1(Gψ)+pr2(Gψ)+G(1−ψ)+
J∑
j=0
[iṘj−i
λ̇
λ
ΛRj+(1−γ̇)Rj].
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We bound the rst term by (2.5.22)
‖AJ+1‖L2 . s−2.
Next, from pointwise control of the modulation equations, we have
∣∣∣ λ̇λ ∣∣∣ , |1− γ̇| . (C∗)2s−2 and
‖Rj‖H1 < ‖R0‖H1 . s−p logd(s), therefore∥∥∥∥∥
J∑
j=0
i
λ̇
λ
ΛRj − (1− γ̇)Rj
∥∥∥∥∥
L2
 s−2. (2.5.39)
We recall (2.5.26) that
‖pr1(Gψ)‖L2 + ‖pr2(Gψ)‖L2 . s−2
and similarly to (2.5.35), we have
‖pr1(Aj)‖L2 + ‖pr2(Aj)‖L2  s−2, ∀j ≥ 1.
The term
‖G(1− ψ)‖L2 . |z|−
d−1
2 e−|z|(‖P1‖p−1L2 + ‖P2‖
p−1
L2 ) . s
−2,
this is a consequence of the choice of localized cut-o function ψ and the decay property of Q.
For the last term, we have Ṙj = (−∆ + 1)−1 ˙̃Aj, so
‖Ṙj‖H1 ≤ ‖ ˙̃Aj‖L2 .
We consider R0 and A0, proceeding as the way we control G in (2.5.5), we have that Ġ decays
more rapidly because of extra terms ż and v̇. In fact, we have
|Ġ| ≤
∣∣∣∣(Ṗ1 + Ṗ2)|P1 + P2|p−1 − Ṗ1|P1|p−1 − Ṗ2|P2|p−1∣∣∣∣
+
∣∣∣∣(Ṗ1 + Ṗ2)|P1 + P2|p−2(P1 + P2)− Ṗ1|P1|p−2P1 − Ṗ2|P2|p−2P2∣∣∣∣
and
Ṗk = żk∇Pk + iv̇k(y − zk)Pk.
Then for |P1| > |P2|, we deduce from the asymptotic behavior of Q,∇Q at innity that∣∣∣∣(∇P1 −∇P2)|P1 + P2|p−1 −∇P1|P1|p−1 +∇P2|P2|p−1∣∣∣∣
=
∣∣∣∣∇P1|P1|p−1[(1− ∇P2∇P1
) ∣∣∣∣1 + P2P1
∣∣∣∣p−1 − 1 + ∇P2∇P1
∣∣∣∣P2P1
∣∣∣∣p−1 ]∣∣∣∣ . |P1|p−1|P2|.1y· z|z|>0
and ∣∣∣∣(∇P1 −∇P2)|P1 + P2|p−2(P1 + P2)−∇P1|P1|p−2P1 +∇P2|P2|p−2P2∣∣∣∣
=
∣∣∣∣∇P1|P1|p−2P1[(1− ∇P2∇P1
) ∣∣∣∣1 + P2P1
∣∣∣∣p−2(1 + P2P1
)
− 1 + ∇P2
∇P1
∣∣∣∣P2P1
∣∣∣∣p−2 P2P1
]∣∣∣∣
. |P1|p−1|P2|.1y· z|z|>0.
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We do the same way in case |P2| > |P1| and for function (y−zk)Pk thus we obtain from (2.5.23)
that
|Ġ| . |ż|s−p + |v̇|s−p . s−(p+1)
so
∥∥∥Ȧ0∥∥∥
L2
. ‖Ġψ‖L2 + |ż|‖G∇ψ‖L2  s−2. Next remark that for a function f∣∣∣∣ ddspri(f)
∣∣∣∣ . ∣∣∣pri(ḟ)∣∣∣+ |ż||pri(f)|, i = 1, 2 (2.5.40)
thus
∥∥∥ ˙̃A0∥∥∥
L2
 s−2, by properties of (−∆ + 1)−1, this implies ‖Ṙ0‖L2  s−2. We will prove by
induction that
‖Rj‖L2 ,∀j ≥ 1.
For Aj (j ≥ 1), we have
|Ȧj| .
∣∣∣∣(Ṗ1 + Ṗ2 + j−1∑
k=0
Ṙk)|P1 + P2 +
j−1∑
k=0
Rk|p−1 − (Ṗ1 + Ṗ2 +
j−2∑
k=0
Ṙk)|P1 + P2 +
j−2∑
k=0
Rk|p−1
∣∣∣∣.
As ‖Ṙk‖L2  s−2 for 0 ≤ k < j, it is sucient to prove that∣∣∣∣(Ṗ1 + Ṗ2)|P1 + P2 + j−1∑
k=0
Rk|p−1 − (Ṗ1 + Ṗ2)|P1 + P2 +
j−2∑
k=0
Rk|p−1
∣∣∣∣ s−2. (2.5.41)
Let estimate
Bj =
∣∣∣∣(∇P1 −∇P2)|P1 + P2 + j−1∑
k=0
Rk|p−1 − (∇P1 −∇P2)|P1 + P2 +
j−2∑
k=0
Rk|p−1
∣∣∣∣.
We have three cases to consider.
At a given point x, if it holds max(|P1|, |P2|, |V0|, ..., |Vj−1|) > max(|P1|, |P2|), then
Bj .
j−1∑
k=0
|Vk|p . s−p;
otherwise if max(|P1|, |P2|, |V0|, ..., |Vj−1|) = |P1| then, by the rst-order Taylor expansion
Bj =
∣∣∣∣∇P1|P1|p−1[ 1−∇P2/∇P11 + P2/P1 +∑j−1k=0Rk/P1
(
1 +
P2
P1
j−1∑
k=0
Rk
P1
)∣∣∣∣∣1 + P2P1
j−1∑
k=0
Rk
P1
∣∣∣∣∣
p−1
− (1− ∇P2
∇P1
)
∣∣∣∣∣1 + P2P1 +
j−2∑
k=0
Rk
P1
∣∣∣∣∣
p−1 ]∣∣∣∣ . |P1|p−1|P2|.1y· z|z|>0 + j−1∑
k=0
|P1|p−1|Rk|
. s−p,
and similarly for the case max(|P1|, |P2|, |V0|, ..., |Vj−1|) = |P2|. Thus, Bj . s−p, from which
we deduce (2.5.41). Recall the estimate for the derivative of a projection (2.5.40) so we get∥∥∥ ˙̃Aj∥∥∥
L2
 s−2. In conclusion, we have ‖G0‖L2 . s−2. Similarly, the same estimate holds for
∇G0, which nishes the proof of (2.5.12).
step 4 Estimate of projection. From step 3, the terms whose norm L2 is of order s−2 are
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AJ+1, pr1(Gψ), pr2(Gψ), G(1−ψ). As |〈pr2(Gψ), eiΓ1(y−z1(s))∇Q(y−z1(s))〉|  s−2 and similarly
to (2.5.35), we can show |pr1(AJ+1)|  s−2 thus
〈G0, eiΓ1(y−z1(s))∇Q(y − z1(s))〉 = 〈G, eiΓ1(y−z1(s))∇Q(y − z1(s))〉+ o(s−2).
For 1 < p ≤ 2, we also have the analogous estimates of (2.2.26), (2.2.27)∣∣∣∣|P|p−1P− |P1|p−1P1 − |P2|p−1P2 − [p+ 12 |P1|p−1P2 + p− 12 |P1|p−3P 21P2
]
.1y· z|z|>0
−
[
p+ 1
2
|P2|p−1P1 +
p− 1
2
|P2|p−3P 22P1
]
.1y· z|z|<0
∣∣∣∣ . min(|P1|p, |P2|p). (2.5.42)
We note that for δ = p−1
2
> 0∣∣∣∣∣
∫
y· z|z|>−
|z|
2
Qp(y + z)∇Q(y)dy
∣∣∣∣∣ . |z|− d−12 e−|z|Q(p−1)−δ
(
|z|
2
)∫
Qδ(y)dy
. s−(p+1−δ)  s−2 log−1(s),∣∣∣∣∣
∫
y· z|z|<−
|z|
2
Qp(y)∇Q(y)dy
∣∣∣∣∣ . Q(p+1)−δ
(
|z|
2
)∫
Qδ(y)dy . s−(p+1−δ)  s−2 log−1(s).
We repeat the approach in step 3 of Lemma 2.2.20 and combine it with (2.5.8) to conclude
that ∣∣∣∣〈G0, eiΓ1(y−z1(s))∇Q(y − z1(s))〉 − Cp z|z| |z|− d−12 e−|z|
∣∣∣∣ . |z|−1− d−12 e−|z| . s−2 log−1(s)
as required.
The modulation part remains the same as for p > 2 (see Lemma 2.3.2) except the extra
relation will be
v̇ = − 2
c2
H0(v, z) (2.5.43)
where
H0(v, z) =
〈
G0(y; (v(s), z(s))), e
i
v(s)
2
(y− z(s)
2
(s))∇Q
(
y − z(s)
2
)〉
= 〈G0, eiΓ1(y−z1(s))∇Q(y − z1(s))〉.
(2.5.44)
Remark that by (2.5.13), the main order of v̇ still remains∣∣∣∣v̇ + c z|z| |z|− d−12 e−|z|
∣∣∣∣ . |z|− d−12 −1e−|z|.
We claim the following analogue of Proposition 2.3.20 in the context 1 < p ≤ 2 for L2 sub-
critical.
Proposition 2.5.45 (Uniform backwards estimates for 1 < p ≤ 2). There exists s0  1
satisfying the following condition: for all sin > s0, there is a choice of initial parameters
(λin, zin, vin) such that the solution u of (NLS) corresponding to (2.3.1) exists. Moreover, the
decomposition of u with extra relation (2.5.43) on the rescaled interval of time [s0, sin]
u(s, x) =
eiγ(s)
λ
2
p−1 (s)
(P + ε)(s, y), y =
x
λ(s)
, dt = λ2(s)ds
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veries the uniform estimates for all s ∈ [s0, sin]
| |z(s)| − 2 log(s)| . log(log(s)),
∣∣λ−1(s)− 1∣∣ . s−1,
|v(s)| . s−1, ‖ε(s)‖H1 .s−1,
∣∣∣|z(s)| d−12 e|z(s)| − cs2∣∣∣ . s2 log− 12 (s). (2.5.46)
Proof of Proposition 2.5.45. We only sketch the proof since it is very similar to Section 2.3.2,
the main dierence is the localization to avoid singularities due to the small power p in Taylor
expansions (2.5.1)(2.5.3).
step 1 Modulation equations. Consider
d
ds
〈η1, A+ iB〉 = 〈η1, iL−A− L+B〉 − 〈~m1 · ~Mη1, iA−B〉 − 〈EP1 , iA−B〉
− 〈|P1 + η1|p−1(P1 + η1)− |P1|p−1P1 −
p+ 1
2
Qp−1η1 −
p− 1
2
Qp−1η1, iA−B〉
(2.5.47)
where the expression of P1 is given by
P1 = Q(y) + e
i(Γ2(y−(z2−z1))−Γ1(y))Q(y − (z2 − z1)) +
J∑
j=0
e−iΓ1(y)Rj(y + z1).
Let C the set such that max (|R0(y + z1)|, ..., |RJ(y + z1)|) ≥ 1J+2Q(y) then for y ∈ C
|Q(y)| . ‖Ri‖L∞ ≤ s−p, for some i ∈ {0, ...J}.
Since |A|, |B| . |x|qe−|x|, from the asymptotic behavior (2.1.17) of Q, over the set C, we have
|A|+ |B| . s−p logq s. (2.5.48)
Next, denote
Γ(s, y) = Γ2(y − (z2 − z1))− Γ1(y) = −
1
2
iv · (y + z)− 1
2
iv · y, (2.5.49)
from the estimates ||z| − 2 log(s)| . log(log(s)) and ||v| − s−1| . s−1 log−1(s), there exists a
constant c0 (independent of sin) such that if |y| ≤ c0s then |Γ(s, y)| ≤ π2 . Let D = {y ∈
Rd, |y| > c0s} , we have for y ∈ Cc ∩Dc
1
J + 2
Q(y) ≤ |P1(y)| . 1 (2.5.50)
since |R0(y + z1)|, ..., |RJ(y + z1)| < 1J+2Q(y) and Re [e
iΓQ(y + z)] > 0. And we have for
y ∈ C ∪D, using A,B ∈ Y and (2.5.48),
|A(y)|+ |B(y)| . min(e−
c0
2
s, s−p logq(s)) . s−1
+
(2.5.51)
with 1+ = p+1
2
. We denote
ϕ(s, y) = 1Dc1Cc . (2.5.52)
A consequence of (2.5.50) and (2.5.51) is that
|P1(y)|−mQ(y)nϕ(s, y) . 1 for n ≥ m > 0 (2.5.53)
and
(|A(y)|+ |B(y)|)(1− ϕ(s, y)) . s−1+ . (2.5.54)
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By Cauchy-Schwarz and Gagliardo-Nirenberg inequalities
|〈|P1 + η1|p−1(P1 + η1)− |P1|p−1P1 −
p+ 1
2
Qp−1η1 −
p− 1
2
Qp−1η1, (iA−B)(1− ϕ(s, y))〉|
. 〈|η1|+ |η1|p, (iA+B)(1− ϕ(s, ·))〉 . s−1
+
(‖η1‖H1 + ‖η1‖pH1) . C
∗s−(1+1
+).
From the expansion in (2.5.1), we get[
|P1 + η1|p−1(P1 + η1)− |P1|p−1P1 −
p+ 1
2
Qp−1η1 −
p− 1
2
Qp−1η1
]
ϕ(s, y)
=
[
p+ 1
2
(|P1|p−1 −Qp−1)η1 +
p− 1
2
(|P1|p−3P21 −Qp−1)η1 +O(
∣∣∣∣ η1P1
∣∣∣∣2 |P1|p)]ϕ(s, y).
We control the rst two terms as before in the case p > 2
|〈(|P1|p−1 −Qp−1)η1, (iA−B)ϕ(s, ·)〉|+ |〈(|P1|p−3P21 −Qp−1)η1, (iA−B)ϕ(s, ·)〉|
. C∗s−(p+1) logq(s)
and for the last term, we use (2.5.53) to remark that |P1|p−2|iA − B|ϕ(s, ·) . 1 then deduce
the inequality 〈∣∣∣∣ η1P1
∣∣∣∣2|P1|p, (iA−B)ϕ(s, ·)〉 . ||ε||2L2 . (C∗)2s−2.
To summarize, we have shown that〈
|P1 + η1|p−1(P1 + η1)− |P1|p−1P1 −
p+ 1
2
Qp−1η1 −
p− 1
2
Qp−1η1, iA−B
〉
. s−2. (2.5.55)
Next, it is obvious that we still have as before
|〈~m1 · ~Mη1, iA−B〉| . C∗s−1|~m1(s)|.
To prove the estimate∣∣∣〈EP1 , iA−B〉 − 〈~m1 · ~MQ, iA−B〉∣∣∣ . s−2 + s−1|~m1|, (2.5.56)
we recall EP1 = [~m1 · ~MQ](y) + [ei(Γ2(y−(z2−z1))−Γ1(y)) ~m2 · ~MQ](y− (z2− z1)) + e−iΓ1(y)G0(y+ z1).
From (2.5.12)
|〈e−iΓ1(y)G0(y + z1), iA−B〉| . ‖G0‖L2 . s−2
and nally since A,B ∈ Y , we have
|〈ei(Γ2(y−(z2−z1))−Γ1(y))(~m2 · ~MQ(.− (z2 − z1))), iA−B〉| . s−1|~m1|,
which yields the estimate (2.3.33) in the case 1 < p ≤ 2. We project η1 onto three null spaces
of the linearized equation around Q and obtain the almost orthogonality for the forth null space
by the localized momentum thanks to the special choice of v̇ in (2.5.44) (as in Section 2.3.2.2).
Indeed, proceeding the same way as (2.5.47), taking into account the terms of order s−2, we
have that
d
ds
〈ηk, i∇Q〉 =
〈
η̄k.F
′′(Pk).ηk
2
,∇Q
〉
+
(
żk − 2vk +
λ̇
λ
zk
)
〈i∇Q,∇ηk〉+O(C∗s−(1+1
+)).
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For the estimate of localized momentumMk: for all s ∈ [s∗, sin],
1
2
d
ds
Mk =
〈
η̄k.F
′′(Pk).ηk
2
,∇Q
〉
+
(
żk − 2vk +
λ̇
λ
zk
)
〈i∇Q,∇ηk〉+O(log−1(s)‖ηk‖2H1).
(2.5.57)
Recall that from the equation of iη̇k (2.3.10), we have
d
ds
Mk = Im
∫
(∇ηk η̄k)χ̇− 〈∆ηk − ηk + (|Pk + ηk|p−1(Pk + ηk)− |Pk|p−1Pk)
+ ~m∗k · ~M∗ηk − (żk − 2vk +
λ̇
λ
zk) · i∇ηk + ~m∗k · ~M∗Q− (żk − 2vk +
λ̇
λ
zk) · i∇Q
+ [ei(Γj(y−z)−Γk(y)) ~mj · ~MQ](y ± z) +Gk, 2χ∇ηk + ηk∇χ〉.
We proceed the same way as in Lemma 2.3.28 for L2 sub-critical cases with p > 2, except for
the term
〈|Pk + ηk|p−1(Pk + ηk)− |Pk|p−1Pk, 2χ∇ηk + ηk∇χ〉.
First, by (2.5.1)
|Pk + ηk|p−1(Pk + ηk)− |Pk|p−1Pk = F ′(Pk).ε+O(|ηk|p)
and then we have
|〈|ηp|p, 2χ∇ηk + ηk∇χ〉| . ||ε||p+1H1 . s
−2 log−2(s).
Second, we consider
|〈F ′(Pk).ηk, ηk∇χ〉| . |∇χ| ||ηk||2H1 . log
−1(s)||ε||2H1 .
Finally by integration by parts, we obtain
〈F ′(Pk).ηk, χ∇ηk〉 = −
1
2
〈∇Pkχ, η̄k.F ′′(Pk).ηk〉 −
1
2
〈F ′(Pk).ηk, ηk∇χ〉.
These estimates yield (2.5.57) since in the support of χ, we have |Pk| & s−
1
8 ≥ ‖Vj‖L∞ ,∀j = 0, J
so ϕk ≡ 1 then
|〈∇Pkχ, η̄k.F ′′(P).ηk〉 − 〈ϕk∇Pk, η̄k.F ′′(Pk).ηk〉|
.
[∑
j 6=k
∣∣∣∣ ∫
|y|< 1
8
log s
(η̄k.F
′′(Pk).ηk)∇Q
∣∣∣∣+ ∣∣∣∣ ∫
|y|> 1
10
log s
ϕk(η̄k.F
′′(Pk).ηk)∇Q(y ± z)
∣∣∣∣]
. s−
p−1
20 ||ε||2H1
and
|〈i∇Q,χ∇ηk〉 − 〈i∇Q,∇ηk〉| .
∣∣∣∣ ∫
|y|> 1
10
log s
∇Q∇η̄k
∣∣∣∣ . s− 120‖ηk‖H1
here we use the property (2.5.53) of ϕk that ϕk 6= 0 implies
∣∣∣∇PjP ∣∣∣ . 1 and ∣∣∇PkP ∣∣ . 1.
step 2 Control the energy functional. We still consider the energy functional
W(s, ε) =K(s, ε)− J(s, ε)
=
1
2
∫ (
|∇ε|2 + |ε|2 − 2
p+ 1
(
|P + ε|p+1 − |P|p+1 − (p+ 1)|P|p−1 Re (εP)
))
−
2∑
k=1
vk · Im
∫
(∇ε ε̄)χk
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and remark that we still have the coercivity property
W(s, ε(s)) & ‖ε(s)‖2H1
(see for example [17], [22]). Dene
ϕ1(s, y) = ϕ(s, y − z1(s)) (2.5.58)
a function localized to the rst soliton P1. Similarly, we can dene an analogous function
ϕ2(s, y) localized to the second soliton P2.
We claim an estimate on the derivative of K by żk · 〈∇Pk, ε̄.F
′′(P).ε
2
〉 but now localized by ϕk∣∣∣∣∣ dds [K(s, ε(s))]−
2∑
k=1
żk · 〈ϕk∇Pk,
ε̄.F ′′(P).ε
2
〉
∣∣∣∣∣ . s−2‖ε(s)‖H1 + s−2‖ε‖2H1 . (2.5.59)
Recall that we have
d
ds
[K(s, ε(s))] = DsK(s, ε(s)) + 〈DεK(s, ε(s)), ε̇s〉,
and
DsK = 〈Ṗ, K〉, 〈DεK(s, ε), ε̇〉 =
λ̇
λ
〈DεK(s, ε),Λε〉 − (1− γ̇)〈iDεK(s, ε), ε〉 − 〈iDεK(s, ε), EP〉
with K = |P+ ε|p−1(P+ ε)− |P|p−1P− p+1
2
ε|P|p−1− p−1
2
εP2|P|p−3. We observe from (2.5.51)
that for Ṗk = −żk · ∇Pk + iv̇k · (y − zk)Pk, over the set C ∪D , |Ṗk| . s−(1+1
+) then
|〈Ṗk, K(1− ϕk)〉| . s−(1+1
+)||ε||H1 .
From (2.5.1), |K| . |ε|2|P|p−2 so we obtain
|〈iv̇k · (y − zk)Pk, Kϕk〉| . |v̇| ||ε||2H1 . s−2||ε||2H1
since Q(y−zk)|P|ϕk . 1 by (2.5.53). Next we look more precisely at K
K =
ε̄.F ′′(P).ε
2
+O(
∣∣∣∣ εP
∣∣∣∣2+ |P|p)
since |żk| . s−1 and p− 2+ > −1, we also have∣∣∣∣〈− żk · ∇Pk, ∣∣∣∣ εP
∣∣∣∣2+ |P|pϕk〉∣∣∣∣ . s−1||ε||2+H1 .
We deal the rst two terms of 〈DεK(s, ε), ε̇〉 as in the case p > 2∣∣∣∣∣ λ̇λ〈DεK(s, ε),Λε〉
∣∣∣∣∣ .
∣∣∣∣ λ̇λ
∣∣∣∣(‖ε‖2H1 + ‖ε‖p+1H1 ) . (C∗)2s−2‖ε‖2H1 ,
|(1− γ̇)〈iDεK(s, ε), ε〉| . |1− γ̇| (‖ε‖2H1 + ‖ε‖
p+1
H1 ) . (C
∗)2s−2‖ε‖2H1 .
Recall that for the last term we have
〈iDεK(s, ε), EP〉 =〈−i∆ε+ iε− i
(
|P + ε|p−1(P + ε)− |P|p−1P
)
,
[eiΓ1 ~m1 · ~MQ](y − z1(s)) + [eiΓ2 ~m2 · ~MQ](y − z2(s)) +G0〉
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so from the properties of operators L+ and L−
I1 =〈−i∆ε+ iε− i
(
|P + ε|p−1(P + ε)− |P|p−1P
)
, [eiΓ1 ~m1 · ~MQ](y − z1(s))〉
=− λ̇
λ
〈η1,−2Q〉+ (v̇ −
λ̇
λ
v)〈η1,−2i∇Q〉
−
〈
i
(
|P1 + η1|p−1(P1 + η1)− |P1|p−1P1 −
p+ 1
2
Qp−1η1 −
p− 1
2
Qp−1η1
)
, ~m1 · ~MQ
〉
.
By the same way to prove (2.5.55), combining with the orthogonality of η1 (2.3.6), (2.3.30)
and the estimate of modulation equation (2.3.29), we get
|I1| = O((C∗)4s−4) +O((C∗)2s−4).
Finally, using integration by parts and Cauchy-Schwarz inequality, from the bound for H1 norm
of G0 (2.5.12), we obtain
|〈−i∆ε+ iε− i
(
|P + ε|p−1(P + ε)− |P|p−1P
)
, G0〉| . s−2||ε||H1 .
Combining these computations, the proof of (2.5.59) is nished.We still have the same estimate
for localized momentum Jk: for all s ∈ [s∗, sin],∣∣∣∣∣ dds [J(s, ε(s))]−
2∑
k=1
2vk · 〈ϕk∇Pk,
ε̄.F ′′(P).ε
2
〉
∣∣∣∣∣ . s−2 log− 34 (s)‖ε(s)‖H1 . (2.5.60)
(by using (2.5.57)). Then we can deduce from the modulation equation |żk−2vk| . s−1 log−
3
4 (s)
that ∣∣∣∣ dds [W(s, ε(s))]
∣∣∣∣ . s−2‖ε(s)‖H1 .
The rest of the proof stays unchanged in comparison to the case p > 2 in Section 2.3.2.4.
From the uniform backwards estimates in Proposition 2.5.45, since ‖Rj‖H1  s−1 for
j = 0, J , we have that∥∥∥∥u(t(s), x)− eiγ(s)
λ
2
p−1 (s)
2∑
k=1
[
eiΓkQ
]( x
λ(s)
+
(−1)k
2
z(s)
)∥∥∥∥
H1
.‖ε(s)‖H1 +
J∑
j=0
‖Rj(s)‖H1
. s−1
then we proceed like in Section 2.4 to obtain the existence of a solution u(t) satisfying the
regime (2.1.6) in sub-critical cases with 1 < p ≤ 2∥∥∥∥∥u(t)− eiγ(t)
2∑
k=1
Q(.− xk(t))
∥∥∥∥∥
H1
.
1
t
.
2.6 Super-critical cases
In this section, we will present the necessary modications to prove the result in the L2 super-
critical cases (1 + 4
d
< p < d+2
d−2) (see [4]). For k ∈ {1, 2}, z1(s) = −z2(s) =
1
2
z(s), v1(s) =
−v2(s) = 12v(s), denote
Y ±k (s, y) = e
iΓk(s,y−zk(s))Y ±(y − zk(s)) (2.6.1)
Zk(s, y) = e
iΓk(s,y−zk(s))iΛQ(y − zk(s))
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Vk(s, y) = e
iΓk(s,y−zk(s))i∇Q(y − zk(s))
Wk(s, y) = e
iΓk(s,y−zk(s))(y − zk(s))Q(y − zk(s)).
Let
Y±(s, y) = Y±(y; (z(s), v(s))) =
2∑
k=1
Y ±k (s, y),Z(s, y) = Z(y; (z(s), v(s))) =
2∑
k=1
Zk(s, y),
V(s, y) = V(y; (z(s), v(s))) = V1(s, y)− V2(s, y),
W(s, y) = W(y; (z(s), v(s))) = W1(s, y)−W2(s, y).
We need some extra parameters to control the instability created by Y ±. Consider a solution of
(NLS) with symmetric initial data like below: for b = (b+, b−, b1, b2, b3) ∈ R5, ||b|| ≤ C(sin)−
3
2
(the constant C independent of sin and given in Lemma 2.6.4)
u(Tmod, x) =
1
(λin)
2
p−1
w(sin, y), y =
x
λin
(2.6.2)
with
w(sin) = Pin(y; (zin~e1, v
in)) + b+iY+(y; (zin~e1, v
in)) + b−iY−(y; (zin~e1, v
in))
+ b1Z(y; (z
in~e1, v
in)) + b2V(y; (z
in~e1, v
in)) + b3W(y; (z
in~e1, v
in)). (2.6.3)
Then we get
ε(sin) = b+iY+(y; (zin~e1, v
in)) + b−iY−(y; (zin~e1, v
in))
+ b1Z(y; (z
in~e1, v
in)) + b2V(y; (z
in~e1, v
in)) + b3W(y; (z
in~e1, v
in)).
Lemma 2.6.4 (Modulated data in direction Y ±). There exists C > 0 such that for all sin ≥ s0
and for all ain ∈ [−(sin)− 32 , (sin)− 32 ], there is a unique b so that ||b|| ≤ C|ain| (C independent
of sin) and the initial data satises
〈η1(sin), iY −〉 = ain, 〈η1(sin), iY +〉 = 〈η1(sin), iΛQ〉 = 〈η1(sin), yQ〉 = 〈η1(sin), i∇Q〉 = 0
(2.6.5)
with η1 dened as in (2.3.5).
Proof of Lemma 2.6.4. Let
c = (〈η1(sin), iY +〉, 〈η1(sin), iY −〉, 〈η1(sin), iΛQ〉, 〈η1(sin), i∇Q〉, 〈η1(sin), yQ〉).
We consider the linear maps
Ψ : R5 → H1(Rd) Φ : H1(Rd)→ R5
b 7→ ε(sin) ε(sin)→ c
and Ω = Φ ◦Ψ : R5 → R5. We compute
Ψ(h) = (iY+(y; (zin~e1, v
in)), iY−(y; (zin~e1, v
in)),
Z(y; (zin~e1, v
in)),V(y; (zin~e1, v
in)),W(y; (zin~e1, v
in))) · h
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and
Φ(v) =

∫
v(y)[e−iΓ1iY +](y − 1
2
zin~e1)dy∫
v(y)[e−iΓ1iY −](y − 1
2
zin~e1)dy∫
v(y)[e−iΓ1iΛQ](y − 1
2
zin~e1)dy∫
v(y)[e−iΓ1i∇Q](y − 1
2
zin~e1)dy∫
v(y)[e−iΓ1yQ](y − 1
2
zin~e1)dy

then we can deduce that for some complex functions A(y), B(y) ∈ Y
Ω = Φ ◦Ψ = N +O(
∣∣〈A(y + zin~e1), B(y)〉∣∣) = N +O(e−|zin|)
where
N =

〈iY +, iY +〉 〈iY −, iY +〉 〈iΛQ, iY +〉 〈i∇Q, iY +〉 〈yQ, iY +〉
〈iY +, iY −〉 〈iY −, iY −〉 〈iΛQ, iY −〉 〈i∇Q, iY −〉 〈yQ, iY −〉
〈iY +, iΛQ〉 〈iY −, iΛQ〉 〈iΛQ, iΛQ〉 〈i∇Q, iΛQ〉 〈yQ, iΛQ〉
〈iY +, i∇Q〉 〈iY −, i∇Q〉 〈iΛQ, i∇Q〉 〈i∇Q, i∇Q〉 〈yQ, i∇Q〉
〈iY +, yQ〉 〈iY −, yQ〉 〈iΛQ, yQ〉 〈i∇Q, yQ〉 〈yQ, yQ〉

and Ω(0) = 0. Remark that N is the Gramian matrix of iY +, iY −, iΛQ, i∇Q, yQ which are
linearly independent since if for some m,n, p, q, r ∈ R (not all zeros)
miY + + n iY − + p iΛQ+ q yQ+ r i∇Q = 0
then mY + + nY − + pΛQ − q iyQ + r∇Q = 0. We apply L to both sides of the equality
(L+(ΛQ) = −2Q,L−(xQ) = −2∇Q,L+(∇Q) = 0) and get
me0Y
− − ne0Y − − 2piQ− 2q∇Q = 0
so m = n = p = q = 0 as Y +, Y −, iQ,∇Q are linearly independent thus r = 0, a contradiction.
Therefore, detN 6= 0 and with |zin|  1, we have that Ω is invertible around 0 and
||Ω−1|| ≤ ||Gram(iY +, iY −, iΛQ, i∇Q, yQ)||+ 2
Therefore, for any ain ∈ [−(sin)− 32 , (sin)− 32 ], we can choose
b = Ω−1((0, ain, 0, 0, 0)), ||b|| ≤ ||Ω−1|| |ain|
to conclude the lemma.
In fact, the coecients b1, b2, b3 can be determined explicitly from b+, b− as follows
b1 =
1
‖ΛQ‖2L2 + 〈eiΓ0(·)iΛQ(·+ zin~e1), iΛQ〉
(
b+〈iY +, iΛQ〉
+ b+〈eiΓ0(·)iY +(·+ zin~e1), iΛQ〉+ b−〈iY −, iΛQ〉+ b−〈eiΓ0(·)iY −(·+ zin~e1), iΛQ〉
)
b2 =
1
‖∇Q‖2L2 − 〈eiΓ0(·)[i∇Q](·+ zin~e1), i∇Q〉
(
b+〈iY +, i∇Q〉
+ b+〈eiΓ0(·)iY +(·+ zin~e1), i∇Q〉+ b−〈iY −, i∇Q〉+ b−〈eiΓ0(·)iY −(·+ zin~e1), i∇Q〉
)
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b3 =
1
‖yQ‖2L2 − 〈eiΓ0(·)[yQ](·+ zin~e1), yQ〉
(
b+〈iY +, yQ〉
+ b+〈eiΓ0(·)iY +(·+ zin~e1), yQ〉+ b−〈iY −, yQ〉+ b−〈eiΓ0(·)iY −(·+ zin~e1), yQ〉
)
where Γ0(y) = −12iv
in · (y+ zin~e1)− 12iv
in · y. This specic choice is made in order that initially,
we have the following orthogonality conditions
〈η1(sin), iΛ〉 = 〈η1(sin), yQ〉 = 0 (2.6.6)
and 〈η1(sin), i∇Q〉 = 0. We recall the decomposition of u(t): there exists a C1 function
~q(t) = (λ, z, γ, v) : [s0, s
in]→ (0,+∞)× Rd × R× Rd
such that we can modulate u(t) on [s0, sin] as
u(t(s), x) =
eiγ(s)
λ(s)
(P + ε)(s, y)
and 〈η1(s), iΛ〉 = 〈η1(s), yQ〉 = 0. In here we obtain only two orthogonality conditions as the
initial data satises only two (2.6.6). The proof of uniform estimates will remain the same
except for some modications that we will clarify immediately. Denote
a±(s) = 〈η1(s), iY ±〉, (2.6.7)
Lemma 2.6.4 allows us to establish a one-to-one mapping between the choice of (b+, b−) and
the constraints a+(sin) = 0, a−(sin) = ain for any choice of ain. We now dene the maximal
time interval [S(ain), sin] on which (2.3.25) holds and
|a±(s)| ≤ s−
3
2 (2.6.8)
for all s ∈ [S(ain), sin]. We will prove that there exists a choice of
ain ∈ [−(sin)−
3
2 , (sin)−
3
2 ]
and zin such that S(ain) = s0. The rst thing changed is that ε(sin) may not be zero, but
we still have ε(sin) . ||b|| . (sin)− 32 . This is enough to conclude that |W(s, ε(s))| . C∗s−2
from the fact
∣∣ d
ds
W(s, ε(s))
∣∣ . C∗s−3. Next, from 〈η1(sin), i∇Q〉 = 0, we still deduce that
|〈η1, i∇Q〉| . (C∗)2s−1 log−1(s) by considering the localized momentumMk. The second thing
which need to be modied is the coercivity of W. By (2.1.22)
W(s, ε(s)) & ‖ε(s)‖2H1 +O(s−3)
the process in Section 2.3 is still valid as long as we have (2.6.8). We claim the following
preliminary estimates on the parameters a±(s).
Lemma 2.6.9. For all s ∈ [S(ain), sin],∣∣∣∣da±ds (s)∓ e0a±(s)
∣∣∣∣ . ||ε||2H1 (2.6.10)
Proof of Lemma 2.6.9. Applying the inequality (2.3.33) with A = − ImY +, B = ReY + and
using the equation of Y ± (2.1.21)∣∣∣∣ dds〈η1, iReY + − ImY +〉 − [〈η1,−iL−( ImY +)− L+( ReY +)〉
− 〈~m1 · ~MQ,−i ImY + − ReY +〉
]∣∣∣∣ . (C∗)2s−2 + s−1|~m1| (2.6.11)
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so we get ∣∣∣∣ dds〈η1, iY +〉 − 〈η1, iL(Y +)〉
∣∣∣∣ . (C∗)2s−2 + s−1|~m1|+ |〈~m1 · ~MQ, Y +〉|.
This implies
∣∣∣∣da+ds (s)− e0a+(s)∣∣∣∣ . ||ε||2H1 . In the same way, we also obtain∣∣∣∣da−ds (s) + e0a−(s)
∣∣∣∣ . ||ε||2H1
as desired.
By the same arguments in Section 2.3, we improve all estimates in the bootstrap bounds
except those of a±(s) and z(s). It seems to us that the reasoning to close the bootstrap bound
of z(s) still works, in fact, it is, however we will control a±(s) through a suitable value of ain
also by a topological argument so we have to choose (zin, ain) in the same time.
Lemma 2.6.12 (Control of a+(s)). For all ain ∈ [−(sin)− 32 , (sin)− 32 ], the following inequality
holds for all s ∈ [S(ain), sin] ∣∣a+(s)∣∣ ≤ 1
2
s−
3
2 . (2.6.13)
Proof of Lemma 2.6.12. It follows (2.3.25), (2.6.10) and a+(sin) = 0 that for all s ∈ [S(ain), sin]
|a+(s)| . (C∗)2ee0s
∫ sin
s
e−e0ττ−2dτ
=
(C∗)2
e0
ee0s[e−e0ss−2 − e−e0sin(sin)−2]− 2(C
∗)2
e0
ee0s
∫ sin
s
e−e0ττ−3dτ
≤ (C
∗)2
e0
s−2 ≤ 1
2
s−
3
2
for s0 to be large enough.
Lemma 2.6.14 (Control of a−(s) and closing the parameter z). There exist zin and ain ∈
[−(sin)− 32 , (sin)− 32 ] such that S(ain) = s0.
Proof of Lemma 2.6.14. We argue by contradiction. Consider ζ(s), ξ(s) as dened in (2.3.52)
and
N (s) = s3(a−(s))2.
Suppose for all (ζ], a]) ∈ D = [−1, 1]× [−1, 1], the choice of
ζ in = sin + ζ]sin log−
1
2 (sin), ain = a](sin)−
3
2
gives us S(ain) = S(ζ], a]) ∈ (s0, sin). Recall that
ξ̇(s) = 2(ζ(s)− s)(ζ̇(s)− 1)s−2 log(s)− (ζ(s)− s)2(2s−3 log(s)− s−3). (2.6.15)
On the other hand, for s ∈ (S(ζ], a]), sin], then by (2.3.25) and (2.6.10), we have
Ṅ (s) = s3(3s−1a−(s) + 2da
−
ds
(s))a−(s)
= s3(3s−1 − 2e0)(a−(s))2 +O
(
||ε||2H1s3|a−(s)|
)
.
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Due to the bound on ||ε||2H1 , we obtain
Ṅ (s) ≤ s3(3s−1 − 2e0)(a−(s))2 + C(C∗)2s−
1
2
√
N (s)
then for s0 large enough ( 3s0 <
1
2
e0 and C(C∗)2s
− 1
2
0 <
1
2
e0), the estimate becomes
Ṅ (s) ≤ −3
2
e0N (s) + C(C∗)2s−
1
2
√
N (s). (2.6.16)
Denote
Ψ1(s) = (ζ(s)− s)(s)−1 log
1
2 (s),
Ψ2(s) = a
−(s)(s)
3
2 .
From the denition of S(ain) and the continuity of ow, at the limit S(ζ], a]), we have one of
the following situation
Ψ1(S(ζ
], a])) = ±1, Ψ2 ∈ [−1, 1] (2.6.17)
or
Ψ2(S(ζ
], a])) = ±1, Ψ1 ∈ [−1, 1]. (2.6.18)
Remark that in the rst case, we have
ξ̇(S(ζ], a])) < −(S(ζ], a]))−1 < 0
and in the second case we have N (S(ζ], a])) = 1
Ṅ (S(ζ], a])) ≤ −e0 < 0.
A consequence of the above transversality property is the continuity of the map (ζ], a]) 7→
S((ζ], a])) thus the following map
Ψ : D → ∂D
(ζ], a]) 7→ (Ψ1(S(ζ], a])),Ψ2(S(ζ], a])))
is also continuous where ∂D is the boundary of D. Note that if a] = ±1, then from (2.6.16),
Ṅ (sin) < 0, we have S(ζ], a]) = sin and if ζ] = ±1, then from (2.6.15), ξ̇(sin) < 0, we also have
S(ζ], a]) = sin. Thus Ψ(ζ], a]) = (ζ], a]) for all (ζ], a]) ∈ ∂D, which means that the restriction of
Ψ to the boundary of D is the identity. But the existence of such a map contradicts the Brouwer
xed point theorem. In conclusion, there exists a nal data (zin, ain) such that S(ain) = s0.
Finally, we still have the strong compactness result as in Lemma 2.4.5
un(t0) ⇀ u0 weakly in H
1(Rd)
un(t0)→ u0 in Hσ(Rd), for 0 ≤ σ < 1
then we also consider u the solution of (NLS) corresponding to u0, by local well-posedness and
continuous dependence (in [3]) for L2 super-critical of (NLS), we have for all t ∈ [t0,+∞),
un(t)→ u(t) in Hσ(Rd), sc ≤ σ < 1
where sc is the critical exponent sc = d2 −
2
p−1 < 1. Thus we can pass to the limit the
decomposition (~q, ε) and get∥∥∥∥∥u(t)− eiγ(t)
2∑
k=1
Q (x− xk(t))
∥∥∥∥∥
H1
. t−1. (2.6.19)
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Chapter 3
Strongly interacting multi-solitons with
logarithmic relative distance for gKdV
equation
Abstract
We consider the following class of equations of (gKdV) type
∂tu+ ∂x(∂
2
xu+ |u|p−1u) = 0, p integer, t, x ∈ R
with mass sub-critical (2 < p < 5) and mass super-critical nonlinearities (p > 5). We prove
the existence of 2-solitary wave solutions with logarithmic relative distance, i.e. solutions u(t)
satisfying ∥∥∥∥u(t)− (Q(· − t− log(ct)) + σQ(· − t+ log(ct)))∥∥∥∥
H1
→ 0 as t→ +∞,
where c = c(p) > 0 is a xed constant, σ = −1 in sub-critical cases and σ = 1 in super-critical
cases. This regime corresponds to strong attractive interactions. For sub-critical p, it was
known that opposite sign traveling waves are attractive. For super-critical p, we derive from
our computations that same sign traveling waves are attractive.
82
3.1 Introduction
We consider the following class of equations of (gKdV) type{
∂tu+ ∂x(∂
2
xu+ |u|p−1u) = 0, t, x ∈ R
u(0, x) = u0(x), u0 ∈ H1 : R→ R
(3.1.1)
where p > 2 is an integer. When p is odd (p = 3, 5, 7, ...), (3.1.1) is the usual generalized
Korteweg-de Vries equations (gKdV). In particular, the case p = 3 corresponds to the modied
Korteweg-de Vries (mKdV) equation, which is a completely integrable model [24].
From [7], the Cauchy problem for (3.1.1) is well-posed: for all u0 ∈ H1(R), there exists T ∗ >
0 and a solution u ∈ C([0, T ∗], H1(R)) to (3.1.1), unique in some class YT ∗ ⊂ C([0, T ∗), H1(R)).
Moreover, the following blow up criterion holds:
T ∗ < +∞ implies lim
t→T ∗
‖u(t)‖H1 = +∞.
Recall that such H1 solutions u(t) satisfy the conservation of mass and energy:
M(u(t)) =
∫
u2(t, x)dx = M0,
E(u(t)) =
1
2
∫
(∂xu)
2(t, x)dx− 1
p+ 1
∫
|u|p+1(t, x)dx = E0.
For p < 5, all H1 solutions are global in time, as a consequence of the conservation laws and
the Gagliardo-Nirenberg inequality
‖u‖Lp+1 . ‖u‖1−σL2 ‖∂xu‖
σ
L2 with σ =
p− 1
2(p+ 1)
.
For p = 5, called the critical case, blow-up in nite time is possible (see e.g. [14]).
A very important feature of these equations is the existence of traveling wave solutions,
usually called solitons, of the form
Rv0,x0 = Qv0(x− x0 − v0t)
where Qv = v
1
p−1Q(
√
vx) and Q is the ground state solitary wave, i.e. the unique positive even
solution of the equation
Q′′ +Qp = Q, Q(x) =
(
p+ 1
2 cosh2
(
p−1
2
x
)) 1p−1 .
Recall that for sub-critical cases (p < 5), the solitons are stable and asymptotically stable in
H1 in some sense (see [1], [11], [21], [27]) while for critical and super-critical cases (p ≥ 5), the
solitons are unstable (see [3], [6], [14], [22]).
3.1.1 Main results
In this article, we construct a 2-solitary wave solution with logarithmic relative distance.
[ (Multi-solitons with logarithmic distance). Let p integer, p 6= 5 and p > 2. There exist t0 > 0
and an H1 solution on [t0,+∞) of (3.1.1) which decomposes asymptotically into two solitary
waves ∥∥∥∥u(t)− (Q(· − t− log(ct)) + σQ(· − t+ log(ct)))∥∥∥∥
H1
→ 0 as t→ +∞, (3.1.2)
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where
c = c(p) =
√
8(p− 1)
|5− p|
(2p+ 2)
1
p−1 ‖Q‖−1L2 > 0, (3.1.3)
σ = −1 in sub-critical cases (2 < p < 5) and σ = 1 in super-critical cases (p > 5).
In sub-critical cases, [18] proved that the interaction of two solitons of same sign is repulsive.
The regime displayed in Main Theorem corresponds to attractive interaction between solitons
and thus σ = −1 for p < 5. For the integrable case (p = 3), the existence of "double pole
solutions", two solitons with alternative sign corresponding to the regime in Main Theorem,
was reported in [25] by using inverse scattering transform (see also Remark 3.1.6).
In super-critical cases, we derive from our computations that the interaction between two
solitons with the same sign is attractive which explains that σ = 1 for p > 5. In particular, we
can apply the strategy of this article to construct multi-solitary waves with logarithmic relative
distance for super-critical (gKdV) ∂tu+ ∂x(∂2xu+ u
p) = 0 with p even (p = 6, 8, ...).
We observe that the relative distance of the two traveling waves is 2 log(ct) with c given
in (3.1.3). We expect that this is the unique regime of logarithmic relative distance for this
scaling.
We point out similarity with the result proved by the author in [19] for nonlinear Schrödinger
equations i∂tu+∆u+|u|p−1u = 0: for any dimension d ≥ 1 and any H1 sub-critical nonlinearity
p, except the L2 critical one p = 1 + 4
d
, there exists an H1 solution u(t) which decomposes
asymptotically ∥∥∥∥∥u(t)− eiγ(t)
2∑
k=1
Q(.− xk(t))
∥∥∥∥∥
H1(Rd)
.
1
t
where x1(t) = −x2(t) and |x1(t)− x2(t)| = 2(1 + o(1)) log t as t→ +∞.
Remark 3.1.4. Our result holds in both mass sub-critical (p < 5) and mass super-critical cases
(p > 5). For the mass critical case p = 5, we conjecture that solution such as in Main Theorem
does not exist. Indeed, as for nonlinear Schrödinger equations, the instability directions related
to scaling should be excited by the nonlinear interactions (see [16], [19]).
By scaling and translation, for any v > 0 and x0 ∈ R, there exists an H1 solution such that
as t→ +∞∥∥∥∥u(t)− (Qv(· − x0 − vt− 1√v log(cv 32 t)) + σQv(· − x0 − vt+ 1√v log(cv 32 t))
)∥∥∥∥
H1
→ 0.
It is mandatory that the scaling v is the same for both solitons since otherwise they would have
dierent speeds, see next remark.
Remark 3.1.5. In our main result, the logarithmic distance is due to strong attractive in-
teraction between the two solitary waves. This is in contrast with most previous works on
multi-solitary waves of (gKdV) where weak interactions do not change the behavior of soli-
tons, see in particular [2], [4], [10], [15]. A typical example to illustrate weakly interacting
dynamics is the existence of multi-soliton solutions u(t) of (gKdV) with any dierent speeds
0 < v1 < ... < vK and any x1, ..., xK ∈ R,∥∥∥∥∥u(t)−
K∑
k=1
Qvk(· − vkt− xk)
∥∥∥∥∥
H1
→ 0, as t→ +∞.
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Combining the construction of this paper and the construction of multi-soliton solutions with
weak interactions in [2], [10], we prove the existence of u(t) such that as t→ +∞
∥∥∥∥u(t)− [ K∑
k=1
(
Qvk(· − vkt−
1
√
vk
log(cv
3
2
k t)) + σQvk(· − vkt+
1
√
vk
log(cv
3
2
k t))
)
+
K′∑
k′=1
Qwk′ (· − wk′t)
]∥∥∥∥
H1
→ 0
for any vk, wk′ 6= 1, 0 < v1 < ... < vK , 0 < w1 < ... < wK′ and vk 6= wk′ . Since congurations
of 2-soliton with logarithmic distance like in (3.1.2) are determined by its strong interaction,
which will not be aected by weak interactions.
Remark 3.1.6. It is informative to observe the asymptotic form of the double pole solution in
[25] as t→ ±∞ to remark the perfect interaction of the solitons in integrable case. For p = 3,
the ground state solitary wave is Q(x) =
√
2 cosh−1(x) and the behavior of double pole solution
at t→ ±∞ writes
u(x, t) ∼ Q(x− t+ log(4t))−Q(x− t− log(4t)), t→ +∞
∼ −Q(x− t+ log(−4t)) +Q(x− t− log(−4t)), t→ −∞
(see the formula 3.13 in [25] with η = 1 after suitable scaling, note that c = 4 for p = 3 matches
(3.1.3)) so soliton and antisoliton approach very slowly, interact nonlinearly and separate again
very slowly. The distance between soliton and antisoliton is asymptotically proportional to
log |t| both at t → +∞ and t → −∞. An interesting question is to understand the behavior
of solutions in Main Theorem for t ≤ 0 in non-integrable case (p = 4). We conjecture that
the behavior as t → −∞ for p = 4 is not the same, the relative distance being of order |t|. A
hint for this observation comes from computations in [13]: when the dispersion is nontrivial,
the faster soliton becomes bigger and the slower becomes smaller and then they should split
linearly in time for t→ −∞, in contrast with the integrable case.
We summarize the organization of the paper. In Section 3.2, we construct an approximate
solution (an ansatz solution) and nd the main order of all terms in the formal evolution system
of the geometrical parameters (scaling, position). In Section 3.3, we prove backward uniform
estimates, note that the proof of these estimates is slightly dierent in super-critical cases
due to unstable directions (see [2]). In Section 3.4, we nish the proof of Main Theorem by
compactness arguments on a suitable sequence of backward solutions.
3.1.2 Notation and identities on solitons
The L2 scalar product of two real valued functions f, g ∈ L2(R) is denoted by
〈f, g〉 =
∫
R
f(x)g(x)dx.
Recall the equation of Qv
Qv = v
1
p−1Q(
√
vx), Q′′v +Q
p
v = vQv (3.1.7)
for v > 0 where
Q(x) =
(
p+ 1
2 cosh2
(
p−1
2
x
)) 1p−1
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solves
Q′′ +Qp = Q and (Q′)2 +
2
p+ 1
Qp+1 = Q2. (3.1.8)
It is easily checked that for p > 2, as x→ +∞
Q(x) = cQe
−x +O(e−2x), Q′(x) = −cQe−x +O(e−2x). (3.1.9)
with cQ = (2p+ 2)
1
p−1 . Let
P =
Q′
Q
+ 1− 2
cQ
e−xQ,
then |P (x)| . e−2|x|.
We denote by Y the set of smooth functions f satisfying
for all p ∈ N, there exists q ∈ N, such that ∀x ∈ R |f (p)| . |x|qe−x.
Let Λ be the generator of L2-scaling
ΛQv =
(
∂
∂v′
Qv′
)
|v′=v
=
1
v
(
1
p− 1
Qv +
1
2
xQ′v
)
, (3.1.10)
Λ2Qv =
(
∂2
∂v′2
Qv′
)
|v′=v
. (3.1.11)
The linearization of (3.1.1) involves the following self-adjoint operator
Lf = −f ′′ + f − pQp−1f.
We recall the coercivity property of L (see [15], [27]) in sub-critical cases: there exists µ > 0
such that for f ∈ H1(R),
〈Lf, f〉 ≥ µ‖f‖2H1 −
1
µ
(
〈f,Q〉2 + 〈f,Q′〉2
)
. (3.1.12)
The situation is dierent in super-critical cases since the direction related to the eigenvector
Q
p+1
2 cannot be controlled by the scaling parameter. This is due to the unstable nature of the
soliton and to the existence of eigenfunctions Z± with real nonzero eigenvalues of the operator
L∂x:
L(∂xZ
±) = ±e0Z±, e0 > 0 (3.1.13)
constructed in [9], [21]. The functions Z± are normalized so that ‖Z±‖L2 = 1. We recall from
[21] that Z± ∈ Y and from [2] (see also [5]) that there holds a property of positivity based on
Z±: there exists µ > 0 such that for f ∈ H1(R),
〈Lf, f〉 ≥ µ‖f‖2H1 −
1
µ
(
〈f, Z+〉2 + 〈f, Z−〉2 + 〈f,Q′〉2
)
. (3.1.14)
Now, we give here some explicit antecedents and integral identities for L:
LQ = −(p− 1)Qp, LQ′ = 0,
(
Q′
Q
)′
= −p− 1
p+ 1
Qp−1, (3.1.15)
L
(
Q′
Q
)
= −3p− 1
p+ 1
Qp−2Q′ +
Q′
Q
,
(
L
(
Q′
Q
))′
= −3p(p− 1)
p+ 1
Qp−1 +
3(3p− 1)(p− 1)
(p+ 1)2
Q2p−2,
(3.1.16)∫
QΛQ =
(
1
p− 1
− 1
4
)∫
Q2,
∫
Qr+p−1 =
r(p+ 1)
2r + p− 1
∫
Qr for r ≥ 1. (3.1.17)
We introduce here some notation of order
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• f(t, x) = O(g(t, x)) if ∃C > 0 such that
|f(t, x)| ≤ Cg(t, x) and |∂xf(t, x)| ≤ Cg(t, x)
• f(t, x) = O(g(t, x)) if ∃C > 0 such that(
1 + e
1
2
(x−z1(t))
)
|f(t, x)| ≤ Cg(t, x) and
(
1 + e
1
2
(x−z1(t))
)
|∂xf(t, x)| ≤ Cg(t, x)
(3.1.18)
• f(t, x) = OH1(g(t)) if ∃C > 0 such that
f(t, x) = O(g(t)) and ‖f(t, x)‖H1 ≤ Cg(t).
3.2 Approximate solution
In this section, we rst construct an almost symmetric 2-bubble approximate solution to renor-
malized equations of (3.1.1) and then extract the evolution system of the geometrical parameters
of the bubbles. The approximate solution contains special terms due to the nonlinear interac-
tions of the waves (see Lemma 3.2.23) which appear at the main order of the evolution system
(see (3.2.11)). This tail of order e−z is indeed relevant in the description of the exact solu-
tion, see Remark 3.4.5. We also state a standard modulation lemma around the approximate
solution.
3.2.1 System of modulation equations
We renormalize the ow by considering
u(t, x) = w(t, y), x = y + t (3.2.1)
so that w(t, y) veries the equation
∂tw + ∂y(∂
2
yw − w + |w|p−1w) = 0. (3.2.2)
Consider a time dependent C1 function of parameters Γ(t) of the form
Γ(t) = (µ1(t), µ2(t), z1(t), z2(t)) ∈ R+ × R− × R× R
with |µ1|, |µ2|  1, z(t) 1 and |z1(t) + z2(t)|  1 where we denote
z(t) = z1(t)− z2(t).
We look for an approximate solution to the problem. By expanding the rst order of the
interaction of the two solitons which is of order e−z, we guess an anszat r(t, y) for this order
and deduce from the computations the evolution system of the geometrical parameters Γ(t).
Since the extra term r(t, y) due to the interactions may not be in H1 (it may have nonzero
limits at −∞), we have to introduce an L2 approximation of these terms, using suitable cut-o
functions. Note that in the integrable case (p = 3), one should have r(t, y) in L2 (see Remark
3.2.28), thus the phenomenon is related to nonintegrability (see [13] for a similar phenomenon).
Let ψ : R→ [0, 1] be a C∞ function such that
ψ ≡ 0 on (−∞, 0], ψ ≡ 1 on
[
1
2
,+∞
)
, ψ′ ≥ 0
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and
ϕ(t, y) = ψ
(
e−
1
2
z(t)y + 1
)
, ϕ̃(t, y) = ψ′
(
e−
1
2
z(t)y + 1
)
.
Then remark that
‖ϕ(t, y)/(1 + e
1
2
(y−z1(t)))‖L2 + ‖ϕ̃(t, y)/(1 + e
1
2
(y−z1(t)))‖L2 . e
1
4
z(t), (3.2.3)
‖∂kyϕ(t, y)‖L2 . e
1
4
z(t)− k
2
z(t), for k ∈ N (3.2.4)
and ∣∣∣∣∂ϕ(t, y)∂zk
∣∣∣∣ = ∣∣∣∣12e− 12 z(t)yψ′ (e− 12 z(t)y + 1)
∣∣∣∣ . |ϕ̃(t, y)| , for k = 1, 2 (3.2.5)
as ψ′
(
e−
1
2
z(t)y + 1
)
≡ 0 for |y| ≥ e 12 z(t). Next, we set
R̃k(t, y) = Q1+µk(t)(y − zk(t)), Rk(t, y) = Q(y − zk(t))
ΛR̃k(t, y) = ΛQ1+µk(t)(y − zk(t)), ΛRk(t, y) = ΛQ(y − zk(t))
and similarly for Λ2Rk, where ΛQv and Λ2Qv are dened in (3.1.10), (3.1.11). Denote R̃ =
R̃1 + σR̃2, let consider the approximate solution of the form
V = R̃1 + σR̃2 + r̃ = R̃ + r̃, where r̃(t, y) = r(t, y)ϕ(t, y), (3.2.6)
with r(t, y) to be determined.
Proposition 3.2.7 (Approximate solution and leading order ow). Let I be some interval and
a function of parameters Γ(t) on I such that
|µ1(t) + µ2(t)| ≤ e−
9
16
z(t), |z1(t) + z2(t)| ≤ e−
1
32
z(t), z1(t)− z2(t) ≥ 0. (3.2.8)
Then there exist unique real-valued functions A1(y), A2(y) and some constants α > 0, θ, a1, a2
satisfying:
1. V (t, y) dened as in (3.2.6) with r(t, y) = e−z(t)[A1(y − z1(t)) + A2(y − z2(t))]
V (t, y) =V (y; Γ(t))
=Q1+µ1(t)(y − z1(t)) + σQ1+µ2(t)(y − z2(t))
+ e−z(t) (A1(y − z1(t)) + A2(y − z2(t)))ϕ(t, y)
(3.2.9)
is an approximate solution of equation (3.2.2) in the following sense: the error to the ow
at V
EV = ∂tV + ∂y(∂2yV − V + |V |p−1V ) (3.2.10)
decomposes as
EV = ~m1 · ~M1 + ~m2 · ~M2 + E(t, y) (3.2.11)
where
~m1 =
(
µ̇1 + αe
−z
ż1 − µ1 − a1e−z
)
, ~m2 =
(
µ̇2 − αe−z
ż2 − µ2 + a2e−z
)
, (3.2.12)
~M1 =
(
ΛR̃1
−∂yR̃1
)
, ~M2 = σ
(
ΛR̃2
−∂yR̃2
)
(3.2.13)
and
‖E(t, y)‖H1 . |µ1|ze−
3
4
z + |µ2|ze−
3
4
z + e−
5
4
z +
2∑
j=1
|~mj|
(
e−z + |µ1|e−
3
4
z + |µ2|e−
3
4
z
)
.
(3.2.14)
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2. Closeness to the sum of two solitons. For some q > 0,∥∥V (t)− {Q1+µ1(t)(· − z1(t)) + σQ1+µ2(t)(· − z2(t))}∥∥H1 . |z(t)|qe− 34 z(t), t ∈ I.
(3.2.15)
3. Aj ∈ L∞(R), j = 1, 2 are the unique solutions of:
(−LA1)′ − αΛQ− a1Q′ = −σpcQ ∂x(e−xQp−1),
(−LA2)′ + 2pθ(Qp−1)′ + ασΛQ+ a2σQ′ = −pcQ ∂x(exQp−1)
(3.2.16)
satisfying
lim
y→+∞
A1 = lim
y→+∞
A2 = 0, lim
y→−∞
A1 = lim
y→−∞
A2 = 2θ (3.2.17)
and ∫
A1Q
′ =
∫
A1Q = 0,
∫
A2Q
′ =
∫
(A2 + 2θ)Q = 0.
3.2.2 Proof of Proposition 3.2.7
We compute EV .
Using ∂R̃j
∂µj
= ΛR̃j,
∂R̃j
∂yj
= −∂yR̃j and ∂2yR̃k − (1 + µk)R̃k + |R̃k|p−1R̃k = 0, we have
ER̃ = µ̇1ΛR̃1 − (ż1 − µ1)∂yR̃1 + µ̇2σΛR̃2 − (ż2 − µ2)σ∂yR̃2
+ ∂y[|R̃1 + σR̃2|p−1(R̃1 + σR̃2)− R̃p1 − σR̃
p
2]. (3.2.18)
Next, let
I(r) = ∂y
[
∂2yr − r + p(R̃
p−1
1 + R̃
p−1
2 )r
]
,
K1(r, ϕ) = µ1
∂r
∂z1
ϕ+ µ2
∂r
∂z2
ϕ+ µ1r
∂ϕ
∂z1
+ µ2r
∂ϕ
∂z2
,
K2(r, ϕ) = p(R̃
p−1
1 + R̃
p−1
2 )r∂yϕ− r∂yϕ+ r∂3yϕ+ 3∂yr∂2yϕ+ 3∂2yr∂yϕ
(note that I(r), K1(r, ϕ), K2(r, ϕ) are linear in r) and
J1(r̃) = µ̇1
∂r̃
∂µ1
+ (ż1 − µ1)
∂r̃
∂z1
+ µ̇2
∂r̃
∂µ2
+ (ż2 − µ2)
∂r̃
∂z2
,
J2(r̃) = ∂y[|R̃1 + σR̃2 + r̃|p−1(R̃1 + σR̃2 + r̃)− |R̃1 + σR̃2|p−1(R̃1 + σR̃2)− p(R̃p−11 + R̃
p−1
2 )r̃].
Then by computation, we see that
EV = ER̃ + I(r)ϕ+K1(r, ϕ) + J1(r̃) + J2(r̃) +K2(r, ϕ). (3.2.19)
Lemma 3.2.20 (Expansion of nonlinear interaction). The nonlinear interaction term
G = ∂y[|R̃|p−1R̃− R̃p1 − σR̃
p
2]
can be decomposed asymptotically as
G = pcQ
(
σe−z∂y[e
−(y−z1)Rp−11 ] + e
−z∂y[e
(y−z2)Rp−12 ]
)
+
2∑
k=1
OH1(|µk|ze−z) +OH1(e−
3
2
z).
(3.2.21)
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Proof of Lemma 3.2.20. We observe that for z = z1 − z2, by (3.1.9),
Q(y)Q(y − z) . e−z and ‖Q(y)Q(y − z)‖L2 . ze−z
|Q′(y)|Q(y − z) . e−z and ‖Q′(y)Q(y − z)‖L2 . ze−z
so that (recall p− 1 ≥ 2)
∂y[|R̃1 + σR̃2|p−1(R̃1 + σR̃2)− R̃p1 − σR̃
p
2] = p∂y[σR̃
p−1
1 R̃2 + R̃1R̃
p−1
2 ] +O(e
−zR1R2)
= p∂y[σR̃
p−1
1 R̃2 + R̃1R̃
p−1
2 ] +OH1(ze
−2z).
Next, also from the asymptotic behavior of Q and Q′, we deduce the Taylor formula
R̃k(t, y) = Q(y − zk) + µkΛQ(y − zk) + µ2k
∫ 1
0
(1− s)Λ2Q1+sµk(y − zk)ds
= Q(y − zk) + µkΛQ(y − zk) +O(µ2k(1 + |y − zk|2)e−|y−zk|) (3.2.22)
thus we nd
σ∂y[R̃
p−1
1 R̃2] =σ∂y(R
p−1
1 R2) +OH1(|µ1|ze−z) +OH1(|µ2|ze−z).
On the other hand, we claim that
∂y(R
p−1
1 R2) = cQe
−z∂y[e
−(y−z1)Rp−11 ] +OH1(e
− 3
2
z).
Indeed, consider
Rp−11 ∂yR2 + cQe
−ze−(y−z1)Rp−11 = R
p−1
1 ∂yR2 + cQe
−(y−z2)Rp−11 .
For y < z2, by the exponential decay of R1, we have e−(y−z2)R1 = e−z and |R1(y)|p . e−pz so
as p− 1 ≥ 2, ∣∣Rp−11 ∂yR2 + cQe−(y−z2)Rp−11 ∣∣ . e− 32 z|R1| 12 .
For y > z2, as ∂yR2 = −cQe−(y−z2) +O(e−2(y−z2)), we also have:∣∣Rp−11 ∂yR2 + cQe−(y−z2)Rp−11 ∣∣ . e− 32 z|R1| 12 .
By the same way, we consider Rp−21 ∂yR1R2 − cQe−ze−(y−z1)R
p−2
1 ∂yR1 and have∣∣Rp−21 ∂yR1R2 − cQe−ze−(y−z1)Rp−21 ∂yR1∣∣ . e− 32 z|R1| 12 .
Therefore,
σ∂y[R̃
p−1
1 R̃2] = σcQe
−z∂y[e
−(y−z1)Rp−11 ] +OH1(|µ1|ze−z) +OH1(|µ2|ze−z) +OH1(e−
3
2
z).
Similarly
∂y[R̃
p−1
2 R̃1] = cQe
−z∂y[e
(y−z2)Rp−12 ] +OH1(|µ1|ze−z) +OH1(|µ2|ze−z) +OH1(e−
3
2
z).
Now we construct the rened term r(y; Γ(t)) to match the order e−z(t) of the nonlinear
interaction.
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Lemma 3.2.23 (Denition and equation of r(t, y)). There exist α > 0, θ, a1, a2, Â1 ∈ Y , Â2 ∈
Y such that the two functions
A1 = Â1 + θ
(
1 +
Q′
Q
)
, A2 = Â2 − σθ
(
1 +
Q′
Q
)
solves
(−LA1)′ − αΛQ− a1Q′ = −σpcQ ∂x(e−xQp−1),
∫
A1Q
′ =
∫
A1Q = 0, (3.2.24)
(−LA2)′ + 2pθ(Qp−1)′ + ασΛQ+ a2σQ′ = −pcQ ∂x(exQp−1),
∫
A2Q
′ =
∫
(A2 + 2θ)Q = 0.
(3.2.25)
Moreover, by setting
r(y; (µ(t), z(t))) = e−z(t)[A1(y − z1(t)) + A2(y − z2(t))] (3.2.26)
then
ER̃ + I(r)ϕ = ~m1 · ~M1 + ~m2 · ~M2 + OH1(|µ1|ze
−z) + OH1(|µ2|ze−z) + OH1(e−
5
4
z). (3.2.27)
Remark 3.2.28. Note that limy→+∞ r(y) = 0 while the limit at −∞ of r(s, y) may be non-
zero, in others words, the function r(t, y) may have a tail on the left of two solitons which
corresponds to a dispersion of size e−z(t) (in the integrable case p = 3, we have θ = 0 (see
(3.2.34)) so r(y) has no tail, which is compatible to the property of integrable model).
Proof of Lemma 3.2.23. First, assume A1 solves
(−LA1)′ − α1ΛQ− a1Q′ = −σpcQ ∂x(e−xQp−1) (3.2.29)
and A2 solves
(−LA2)′ + 6θ2(Qp−1)′ + α2σΛQ+ a2σQ′ = −pcQ ∂x(exQp−1). (3.2.30)
To show α1 = α2 = α, we multiply both sides of (3.2.29), (3.2.30) with Q, integrate and use
LQ′ = 0 and parity properties to obtain
− α1
∫
QΛQ = −σpcQ
∫
(e−xQp−1)′Q = σcQ
∫
e−xQp
and so
α1 = −
σcQ
∫
e−xQp∫
QΛQ
.
Similarly, we also have
α2σ
∫
QΛQ = −pcQ
∫
(exQp−1)′Q = −cQ
∫
exQp = −cQ
∫
e−xQp
and so we deduce the unique possible value for α1 and α2
α1 = α2 = α = −
σcQ
∫
e−xQp∫
QΛQ
.
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Remark from (3.1.17) that in sub-critical cases
∫
QΛQ > 0 and in super-critical cases
∫
QΛQ <
0 thus by choice of sign of σ: in sub-critical cases σ = −1 and in super-critical cases σ = 1, we
have α > 0 in both cases as required. By the parity of Q and integration by parts, we obtain∫
e−xQpdx =
∫
e−x + ex
2
Qpdx =
∫ ∞
0
(e−x + ex)Qpdx
= lim
R→+∞
∫ R
0
(e−x + ex)Qpdx = lim
R→+∞
∫ R
0
(e−x + ex)(Q−Q′′)dx
= lim
R→+∞
(∫ R
0
(e−x + ex)Qdx+
∫ R
0
(−e−x + ex)Q′dx−
[
(e−x + ex)Q′
] ∣∣∣∣R
0
)
= lim
R→+∞
(
[(−e−x + ex)Q]
∣∣∣∣R
0
−
[
(e−x + ex)Q′
] ∣∣∣∣R
0
)
= 2 cQ = 2 (2p+ 2)
1
p−1
using the asymptotic behavior (3.1.9). Combine with (3.1.17) to get
α =
8(p− 1)
|5− p|
(2p+ 2)
2
p−1 ‖Q‖−2L2 . (3.2.31)
Second, let us look for a solution A1 under the form A1 = Â1 +θ1
(
1 + Q
′
Q
)
then by (3.1.15),
(3.1.16), we deduce the equation of Â1
(−LÂ1)′ − θ1
(
−3p(p− 1)
p+ 1
Qp−1 +
3(3p− 1)(p− 1)
(p+ 1)2
Q2p−2
)
− pθ1(Qp−1)′ − αΛQ− a1Q′ = −σpcQ∂x(e−xQp−1).
To nd Â1 ∈ Y , which implies LÂ1 ∈ Y , we need to impose
θ1
∫ (
−3p(p− 1)
p+ 1
Qp−1 +
3(3p− 1)(p− 1)
(p+ 1)2
Q2p−2
)
+ α
∫
ΛQ = 0 (3.2.32)
so from (3.1.17), we get
θ1 =
(p+ 1)α
∫
ΛQ
(p− 1)
∫
Qp−1
.
Similarly, we consider the equation of Â2 and obtain the same equation for θ2
σθ2
∫ (
−3p(p− 1)
p+ 1
Qp−1 +
3(3p− 1)(p− 1)
(p+ 1)2
Q2p−2
)
+ σα
∫
ΛQ = 0 (3.2.33)
thus
θ1 = θ2 = θ =
(p+ 1)α
∫
ΛQ
(p− 1)
∫
Qp−1
=
(p+ 1)(3− p)α
∫
Q
(p− 1)2
∫
Qp−1
. (3.2.34)
Next, let Z ∈ Y ,
∫
ZQ′ = 0 be such that
Z ′ = θ
(
−3p(p− 1)
p+ 1
Qp−1 +
3(3p− 1)(p− 1)
(p+ 1)2
Q2p−2
)
+ αΛQ− σpcQ∂x(e−xQp−1).
Then it suces to solve −L(Â1 +a1ΛQ) = Z. Indeed, from properties of the linearized operator
L, there exists unique A ∈ Y ,
∫
AQ′ = 0 such that −LA = Z. Therefore, we set Â1 = A−a1ΛQ
solves the equation. We uniquely x a1 so that
∫
Â1Q = 0 as
∫
QΛQ 6= 0. It is straightforward
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to check that A1 = Â1 + θ
(
1 + Q
′
Q
)
satises desired conditions. We do similarly for A2. Note
from the denition of A1, A2 that A′1, A
′
2 ∈ Y as Â1, Â2 ∈ Y and(
1 +
Q′
Q
)′
=
(p− 1)Qp−1
p+ 1
∈ Y .
Third, set
r(y; (µ(t), z(t))) = e−z(t)[A1(y − z1(t)) + A2(y − z2(t))].
By (3.2.22), we have
I(r) =∂y[∂
2
yr − r + p(R
p−1
1 +R
p−1
2 )r] +OH1(|µ1|e−z) +OH1(|µ1|e−z).
Consider
∂y[∂
2
yr − r + p(R
p−1
1 +R
p−1
2 )r] = e
−z (−LA1)′ (x− z1) + e−z∂y
(
pRp−11 A2(x− z2)
)
+ e−z
(
−LA2 + 2pθQp−1
)′
(x− z2) + e−z∂y
(
pRp−12 (A1(x− z1)− 2θ)
)
. (3.2.35)
Using the estimates
|A2(x− z2)| . (1 + |x− z2|q)e−(x−z2), for x > z2
and
|A1(x− z1)− 2θ| . (1 + |x− z1|q)e−(x−z1), for x < z1
with A′1, A
′
2 ∈ Y , we have that
I(r) = e−z (−LA1)′ (x− z1) + e−z
(
−LA2 + 2pθQp−1
)′
(x− z2)
+OH1(|µ1|e−z) +OH1(|µ1|e−z) +O(e−
3
2
z). (3.2.36)
Then, by (3.2.3),
‖ϕ(t, y)/(1 + e
1
2
(y−z1(t)))‖L2 . e
1
4
z(t)
and we obtain
I(r)ϕ = e−z (−LA1)′ (x− z1)ψ(e−
1
2
zy + 1) + e−z
(
−LA2 + 2pθQp−1
)′
(x− z2)ψ(e−
1
2
zy + 1)
+OH1(|µ1|e−z) +OH1(|µ1|e−z) +OH1(e−
5
4
z). (3.2.37)
Forth, we deduce from (3.2.18), the expansion of nonlinear interaction (3.2.21), the equation
of A1 (3.2.24) and A2 (3.2.25) that
ER̃ + I(r)ϕ
= e−z[αΛQ+ a1Q
′ − σpcQ∂y(e−yQp−1)](y − z1)ψ(e−
1
2
zy + 1) + µ̇1ΛR̃1 − (ż1 − µ1)∂yR̃1
+ e−z[−ασΛQ− a2σQ′ − pcQ∂y(eyQp−1)](y − z2)ψ(e−
1
2
zy + 1) + µ̇2σΛR̃2 − (ż2 − µ2)σ∂yR̃2
+ σpcQe
−z∂y(e
−(y−z1)Qp−1(y − z1)) + pcQe−z∂y(e(y−z2)Qp−1(y − z2))
+OH1(|µ1|ze−z) +OH1(|µ2|ze−z) +OH1(e−
5
4
z)
= (µ̇1 + αe
−z)ΛR̃1 − (ż1 − µ1 − a1e−z)∂yR̃1
+ (µ̇2 − αe−z)σΛR̃2 − (ż2 − µ2 + a2e−z)σ∂yR̃2
+OH1(|µ1|ze−z) +OH1(|µ2|ze−z) +OH1(e−
5
4
z)
= ~m1 · ~M1 + ~m2 · ~M2 +OH1(|µ1|ze−z) +OH1(|µ2|ze−z) +OH1(e−
5
4
z)
here we use (3.2.22) and ‖Q(y − zi)(1− ϕ(y))‖H1 . exp(−14e
− 1
2
z) e− 54 z, i = 1, 2. Therefore,
we obtain the estimation (3.2.27) as required.
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Finally, we will control other terms in (3.2.19). By the denition of r(t, y), we have
|r|+ |∂yr|+ |∂2yr| . e−z.
Let consider ∂r
∂zk
= (−1)kr−e−zA′k(y−zk), as A′k ∈ Y so we can control µk ∂r∂zkϕ as O(|µ1|e
−z)ϕ.
Moreover, recall (3.2.5),
∣∣∣∂ϕ(t,y)∂zk ∣∣∣ . |ϕ̃(t, y)|, we deduce that
K1(r, ϕ) = O(|µ1|e−z) (ϕ+ ϕ̃) +O(|µ2|e−z) (ϕ+ ϕ̃) =
2∑
j=1
OH1(|µj|e−
3
4
z)
since ‖ϕ(y)/(1 + e 12 (y−z1(t)))‖L2 + ‖ϕ̃(t, y)/(1 + e
1
2
(y−z1(t)))‖L2 . e
1
4
z(t). For J1(r̃), note that r̃
does not depend on µ1, µ2 and by the product rule, the same way as we control K1(r, ϕ), we
have (żk − µk) ∂z̃∂zk = O(|~mk| e
−z)ϕ thus
J1(r̃) =
2∑
j=1
O
(
|~mj|e−z
)
(ϕ+ ϕ̃) =
2∑
j=1
OH1
(
|~mj|e−
3
4
z
)
.
The term J2(r̃) is quadratic in r̃ so J2(r̃) = OH1(e−2z). Recall from (3.2.4) that
‖∂kyϕ(t, y)‖L2 . e
1
4
z(t)− k
2
z(t), for k ∈ N
so all terms in K2(r, ϕ) can be controlled in H1 as OH1
(
e−
5
4
z
)
. Therefore,
‖E‖H1 . |µ1|ze−
3
4
z + |µ2|ze−
3
4
z + e−
5
4
z +
2∑
j=1
|~mj|
(
e−z + |µ1|e−
3
4
z + |µ2|e−
3
4
z
)
. (3.2.38)
The estimate (3.2.15) is a direct consequence of the denition of r(s, y) (see Lemma 3.2.23) and
the choice (3.2.3) of ϕ(y).
3.2.3 Modulation of the approximate solution
We state a standard modulation result around V based on the Implicit Function Theorem (see
e.g. Lemma 3.1 in [13]) and we omit its proof.
Lemma 3.2.39 (Modulation around V ). For p 6= 5, there exist ω̄0 > 0, z̄0 > 0, C > 0 such
that if w(t) is a solution of (3.2.2) on some interval I satisfying for some 0 < ω0 < ω̄0, z0 > z̄0
∀t ∈ I, inf
z1−z2>z0
‖w(t)− V (·; (0, 0, z1, z2))‖H1 ≤ ω0. (3.2.40)
Then there exists a unique C1 function Γ(t) = (µ1(t), µ2(t), z1(t), z2(t)) such that w(t, y) de-
composes on I as
w(t, y) = V (y; Γ(t)) + ε(t, y) (3.2.41)
which satises the orthogonality conditions∫
ε(t)R̃1(t) =
∫
ε(t)∂yR̃1(t) =
∫
ε(t)R̃2(t) =
∫
ε(t)∂yR̃2(t) = 0 (3.2.42)
and for all t ∈ I
z(t) = z1(t)− z2(t) > z0 − Cω0, ‖ε(t)‖H1 + |µ1(t)|+ |µ2(t)| ≤ Cω0. (3.2.43)
Moreover, the equation of the rest term ε(t, y) writes
∂tε+ ∂y
(
∂2yε− ε+ |V + ε|p−1(V + ε)− |V |p−1V
)
+ ~m1 · ~M1 + ~m2 · ~M2 + E = 0 (3.2.44)
where ~mk, ~Mk and E dened in Proposition 3.2.7.
Note that the choice of the special orthogonality conditions (3.2.42) is related to the coer-
civity property (3.1.12).
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3.3 Backward uniform estimates
Let (µin, zin) ∈ R× (0,+∞) to be chosen with 0 < µin  1, zin  1. Let u(t, x) be solution of
(3.1.1) with initial data
u(tin, x) =V (x− tin; (µin,−µin, zin,−zin)) + εin(x− tin)
=
[
Q1+µin(· − zin) + σQ1−µin(·+ zin)
]
(x− tin)
+ e−2z
in
[(
A1(· − zin) + A2(·+ zin)
)
ψ(e−z
in ·+1)
]
(x− tin) + εin(x− tin)
where σ = −1, εin ≡ 0 for sub-critical cases while σ = 1, εin chosen in an appropriate way with
‖εin‖H1 ≤ C(tin)−
3
2 for super-critical cases (see Section 3.3.2). By the renormalization (3.2.1),
we consider w(t, y) = u(t, y+ t) solution of (3.2.2) on some open interval containing tin, observe
that
w(tin) = V (y; (µin,−µin, zin,−zin)), ε(tin) = εin(y),
µ1(t
in) = −µ2(tin) = µin, z1(tin) = −z2(tin) = zin.
Denote z̄ = z1 + z2, µ̄ = µ1 + µ2, we claim the following uniform estimates:
Proposition 3.3.1 (Uniform backward estimates). There exists t0  1 such that for all
tin > t0, there is a choice of parameters (µin, zin) with
µ1(t
in) = −µ2(tin) = µin =
√
αe−z
in
, z1(t
in) = −z2(tin) = zin  1 (3.3.2)
such that the solution u of (3.1.1) exists and satises the hypothesis (3.2.40) of Lemma 3.2.39
on the rescaled frame (t, y). Moreover, the decomposition given in Lemma 3.2.39 of u satises
the following uniform estimates, for all t ∈ [t0, tin]∣∣z(t)− 2 log(√αt)∣∣ . t− 116 , |µ(t)| . t−1
|µ̄(t)| . t−
9
8 , |z̄(t)| . t−
1
16 , ‖ε(t)‖H1 . t−
9
8
(3.3.3)
where
α = −
σcQ
∫
e−xQp∫
QΛQ
=
8(p− 1)
|5− p|
(2p+ 2)
2
p−1 ‖Q‖−2L2 > 0. (3.3.4)
Notice in Proposition 3.3.1 that all estimates are independent of tin, thus the distance
between u(t) and the approximate solution V (t) depends only on t and not on the time tin
where u(t) was taken equal to V (t) + εin.
3.3.1 Proof of the uniform estimates in sub-critical cases
3.3.1.1 Bootstrap bounds
The proof of Proposition 3.3.1 follows from bootstrapping the following estimates
|µ1 + µ2| ≤ t−
9
8 (3.3.5)
|z1 + z2| ≤ t−
1
16 (3.3.6)
‖ε‖H1 ≤ t−
9
8 (3.3.7)∣∣∣∣∣ e
1
2
z
√
α
− t
∣∣∣∣∣ ≤ t 1516 (3.3.8)
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1
2
t−1 ≤ µ ≤ 2t−1. (3.3.9)
The bootstrap regime implies immediately that
z(t) = 2 log t+ logα +O(t−
1
16 ) (3.3.10)
and
|µ1|+ |µ2| . t−1, |z1|+ |z2| . log t. (3.3.11)
For t0 to be chosen large enough (independent of tin), and all tin > t0, we dene in view of
Lemma 3.2.39:
t∗ = inf{τ ∈ [t0, tin]; (3.3.5)− (3.3.9) hold on [τ, tin]}.
3.3.1.2 Control of modulation equation
Lemma 3.3.12 (Pointwise control of the modulation equations and the error). The following
estimates hold on [t0, tin] ∣∣µ̇1(t) + αe−z(t)∣∣+ ∣∣µ̇2(t)− αe−z(t)∣∣ . t− 94 , (3.3.13)
|µj(t)− żj(t)| . t−
9
8 . (3.3.14)
and
‖E(t, ·)‖H1 . t−
9
4 . (3.3.15)
Proof of Lemma 3.3.12. We claim the following estimates for the modulation equations∣∣µ̇1(t) + αe−z(t)∣∣+ ∣∣µ̇2(t)− αe−z(t)∣∣ . ‖ε(t)‖2L2 + z(t)e−z(t)‖ε‖L2 + ‖E‖L2 (3.3.16)
|µj(t)− żj(t)| . ‖ε‖L2 + ‖E‖L2 + e−z(t). (3.3.17)
From (3.2.14), (3.3.7), (3.3.11), we have
‖E‖H1 . t−
5
2 log(t) + t−
5
2 +
2∑
j=1
|~mj|t−2 . t−
9
4 +
2∑
j=1
|~mj|t−2. (3.3.18)
Therefore
∣∣µ̇1(t) + αe−z(t)∣∣ + ∣∣µ̇2(t)− αe−z(t)∣∣ . t− 94 , |µj − żj| . t− 98 follow from the bootstrap
bounds on ‖ε‖H1 and e−z(t). In order to prove (3.3.16), (3.3.17), recall the equation of ε, we
have
∂tε+ ∂y
(
∂2yε− ε+ |V + ε|p−1(V + ε)− |V |p−1V
)
+
2∑
j=1
~mj · ~Mj + E = 0
with
E = ∂y[|R̃1 + σR̃2|p−1(R̃1 + σR̃2)− R̃p1 − σR̃
p
2] + I(r)ϕ+K(r, ϕ) +H(r̃)
− e−
1
2
z(t)rϕ′ + e−
3
2
z(t)rϕ′′′ + 3e−z(t)∂yrϕ
′′ + 3e−
1
2
z(t)∂2yrϕ
′.
From the orthogonality condition
∫
εR̃k = 0, we expand ∂∂t
∫
εR̃1 and using the equation of ε(t)
to obtain
0 =
∂
∂t
∫
εR̃1
=
∫
ε∂tR̃1 +
∫
(∂2yε− ε+ p|V |p−1ε)∂yR̃1
+
∫ (
|V + ε|p−1(V + ε)− |V |p−1V − p|V |p−1ε
)
∂yR̃1
− (µ̇1 + αe−z)
∫
ΛR̃1R̃1 + σ(µ2 − αe−z)
∫
ΛR̃2R̃1 −
∫
ER̃1.
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Using (3.2.15), the equation of Qv and
∂R̃j
∂µj
= ΛR̃j,
∂R̃j
∂yj
= −∂yR̃j, we get
0 =
∂
∂t
∫
εR̃1 =µ̇1
∫
εΛR̃1 − (ż1 − µ1)
∫
ε∂yR̃1 + ‖ε‖L2O(ze−z) +O(‖ε‖2L2)
− (µ̇1 + αe−z)
∫
ΛR̃1R̃1 + σ(µ̇2 − αe−z)O(ze−z)−
∫
ER̃1
so for z  1 and ‖ε‖H1  1
|µ̇1 + αe−z| ≤ C
(
‖ε‖2L2 + ze−z‖ε‖2L2 + ‖E‖L2
)
+ |ż1 − µ1|O(‖ε‖L2) + |µ̇2 − αe−z|O(ze−z). (3.3.19)
Next, we consider
∫
ε∂yR̃1 = 0 so
0 =
∂
∂t
∫
ε∂yR̃1
=
∫
∂yε∂tR̃1 +
∫
(∂2yε− ε+ p|V |p−1ε)∂2yR̃1
+
∫ (
|V + ε|p−1(V + ε)− |V |p−1V − p|V |p−1ε
)
∂2yR̃1
+ (ż1 − µ1 − a1e−z)
∫
∂yR̃1∂yR̃1 + σ(ż2 − µ2 + a2e−z)
∫
∂yR̃2∂yR̃1 −
∫
E∂yR̃1
=µ̇1
∫
∂yεΛR̃1 − (ż1 − µ1)
∫
∂yε∂yR̃1 + ‖ε‖H1O(|µ1|) +O(‖ε‖L2)
+ (ż1 − µ1 − a1e−z)
∫
∂yR̃1∂yR̃1 + σ(ż2 − µ2 + a2e−z)
∫
∂yR̃2∂yR̃1 −
∫
E∂yR̃1
so we deduce that
|ż1 − µ1| ≤ |a1|e−z + C‖ε‖H1
(
1 + |µ1|+ e−z
)
+ C‖E‖L2
+ |µ̇1 + αe−z|O(‖ε‖L2) + |ż2 − µ2|O(ze−z) +O(ze−2z). (3.3.20)
Combining two estimates (3.3.19), (3.3.20) with their analogues for |µ̇2 + αe−z| and |ż2 − µ2|,
the estimates (3.3.16),(3.3.17) are proved. Finally, the estimate (3.3.15) is a direct consequence
of (3.3.13), (3.3.14) and (3.3.18).
3.3.1.3 Energy functional
We introduce a nonlinear energy functional for ε(t): choose ρ = 1
32
and set
φ(y) =
2
π
arctan(exp(8ρy))
so that lim
y→−∞
φ = 0 and lim
y→+∞
φ = 1. We see that ∀y ∈ R,
φ(−y) = 1− φ(y), φ′(y) = 8ρ
π cosh(8ρy)
,
|φ′′(y)| ≤ 8ρ|φ′(y)|, |φ′′′(y)| ≤ (8ρ)2|φ′(y)|.
Let
Φ1(t, y) =
φ(y)
(1 + µ1(t))2
+
1− φ(y)
(1 + µ2(t))2
, Φ2(t, y) =
µ1(t)φ(y)
(1 + µ1(t))2
+
µ2(t)(1− φ(y))
(1 + µ2(t))2
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and consider
W(t) =
∫ [(
(∂yε)
2 + ε2 − 2
p+ 1
(
|ε+ V |p+1 − |V |p+1 − (p+ 1)|V |p−1V ε
))
Φ1(t, y)
+ ε2Φ2(t, y)
]
dy. (3.3.21)
The functional W is coercive in ε at the main order and it is an almost conserved quantity for
the problem (see [13], [23] for a similar functional).
Proposition 3.3.22 (Coercivity and time control of energy functional). For all t ∈ [t∗, tin],
‖ε(t)‖2H1 .W(t) (3.3.23)
and
∂
∂t
W(t) ≥ −C0
(
t−
9
8‖ε‖2H1 + t−
9
4‖ε‖H1
)
(3.3.24)
where C0 > 0 a constant independent of tin.
Proof of Proposition 3.3.22.
(a) The proof of the coercivity property (3.3.23) is a standard consequence of (3.1.12) and the
orthogonality properties (3.2.42) by an elementary localization argument. We refer to the proof
of Lemma 4 in [15]. We observe that locally around each soliton R̃j, the functional behaves
essentially as ∫
(∂yε)
2 + (1 + µj)ε
2 − pR̃p−1j ε2,
which is a rescaled version of 〈Lε, ε〉.
(b) Now we compute ∂
∂t
W(t)
1
2
∂
∂t
W(t) =
∫
∂tε
(
−∂2yε+ ε−
(
|V + ε|p−1(V + ε)− |V |p−1V
))
Φ1
−
∫
∂tε∂yε∂yΦ1 +
∫
∂tε εΦ2 −
∫
∂tV
(
|V + ε|p−1(V + ε)− |V |p−1V − p|V |p−1ε
)
Φ1
+
1
2
∫ (
(∂yε)
2 + ε2 − 2
p+ 1
(
|ε+ V |p+1 − |V |p+1 − (p+ 1)|V |p−1V ε
))
∂tΦ1 +
1
2
∫
ε2∂tΦ2.
First, we consider
W1(t) =
∫
∂tε
(
−∂2yε+ ε−
(
|V + ε|p−1(V + ε)− |V |p−1V
))
Φ1.
Using the equation (3.2.44) of ε
∂tε = −∂y
(
∂2yε− ε+ (|V + ε|p−1(V + ε)− |V |p−1V
)
−
2∑
j=1
~mj · ~Mj − E,
we get
W1 = −
1
2
∫ (
−∂2yε+ ε−
(
|V + ε|p−1(V + ε)− |V |p−1V
))2
∂yΦ1
+
∫
E
(
∂2yε− ε+ |V + ε|p−1(V + ε)− |V |p−1V
)
Φ1 +
2∑
j=1
∫
~mj · ~Mj(∂2yε− ε+ pR̃
p−1
j ε)Φ1
+
2∑
j=1
∫
~mj · ~Mj
(
|V + ε|p−1(V + ε)− |V |p−1V − p|V |p−1ε
)
Φ1 +
2∑
j=1
∫
~mj · ~Mj(p|V |p−1ε− pR̃p−1j ε)Φ1.
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On the one hand, we have, by (3.3.15)∣∣∣∣∫ E (∂2yε− ε+ |V + ε|p−1(V + ε)− |V |p−1V )Φ1∣∣∣∣ . ‖ε‖H1‖E‖H1 . t− 94‖ε‖H1
and by (3.3.13), (3.3.14)∣∣∣∣∫ ~mj · ~Mj (|V + ε|p−1(V + ε)− |V |p−1V − p|V |p−1ε)Φ1∣∣∣∣ . t− 98‖ε‖2H1 .
Using (3.3.10) and the asymptotic bahavior of Q (3.1.9), we obtain ~Mj(|V |p−1 − R̃p−1j ) .
|z|qe−z . t− 32 so by pointwise control modulation equations (3.3.16), (3.3.17)∣∣∣∣∫ ~mj · ~Mj(p|V |p−1ε− pR̃p−1j ε)Φ1∣∣∣∣ . t− 32‖ε‖2.
On the other hand, by (3.3.13),∣∣∣∣∫ (µ̇1 + αe−z)ΛR̃1(∂2yε− ε+ pR̃p−1j ε)Φ1∣∣∣∣ . t− 94‖ε‖H1 .
Denote Lj = −f ′′ + f − pR̃p−1j f then
Lj(∂yR̃j) =µj∂yR̃j.
Thus by (3.2.42), (3.3.14) and remark that by the decay property of Q, φ′, φ′′
‖e−
1
2
|y−zj |∂yΦ1‖L∞ . (|µ1|+ |µ2|)e−2ρz . t−
9
8
‖(µjΦ1 − Φ2)e−
1
2
|y−zj |‖L∞ . (|µ1|+ |µ2|)e−2ρz . t−
9
8
(3.3.25)
for j = 1, 2, here note that ρ = 1
32
, so we obtain∫
(ż1 − µ1 − a1e−z)∂yR̃1(∂2yε− ε+ pR̃
p−1
j ε)Φ1
=
∫
(ż1 − µ1 − a1e−z)L1(∂yR̃1)εΦ1 +O(‖ε‖2H1(|µ1|+ |µ2|)e−2ρz)
=(ż1 − µ1 − a1e−z)
∫
µ1∂yR̃1εΦ1 +O(t
− 9
8‖ε‖2H1)
=(ż1 − µ1 − a1e−z)
∫
∂yR̃1εΦ2 +O(t
− 9
8‖ε‖2H1).
The same estimates hold for R̃2 hence the rst term W1 of ∂∂tW veries
W1(t) = −
1
2
∫ (
−∂2yε+ ε−
(
|V + ε|p−1(V + ε)− |V |p−1V
))2
∂yΦ1
+
2∑
j=1
(żj − µj − aje−z)
∫
∂yR̃jεΦ2 +O(t
− 9
8‖ε‖2H1) +O(t−
9
4‖ε‖H1).
For the rst term, using integration by parts, ‖e− 12 |y−zj |∂yΦ1‖L∞ . (|µ1| + |µ2|)e−2ρz . t−
9
8 ,
|φ′′′| ≤ (8ρ)2|φ′| ≤ 1
16
|φ′| and the fact that since µ1(t) ≥ µ2(t) so 1(1+µ1(t))2 ≤
1
(1+µ2(t))2
, ∂yΦ1 ≤ 0,
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we get
W1(t) =−
1
2
∫
(−∂2yε)2∂yΦ1 −
1
2
∫
ε2∂yΦ1 +
∫
∂2yε ε∂yΦ1 +O(t
− 9
8‖ε‖2H1)
+
2∑
j=1
(żj − µj − aje−z)
∫
∂yR̃jεΦ2 +O(t
− 9
8‖ε‖2H1) +O(t−
9
4‖ε‖H1)
≥− 3
4
∫
(∂yε)
2∂yΦ1 −
3
8
∫
ε2∂yΦ1 +
2∑
j=1
(żj − µj − aje−z)
∫
∂yR̃jεΦ2
+O(t−
9
8‖ε‖2H1) +O(t−
9
4‖ε‖H1).
(3.3.26)
Second, consider
W2 = −
∫
∂tε ∂yε∂yΦ1 +
∫
∂tε εΦ2.
From the equation of ∂tε (3.2.44)∫
∂tε εΦ2 =
∫ (
∂2yε− ε+ |V + ε|p−1(V + ε)− |V |p−1V
)
∂y(εΦ2)−
∫
E εΦ2
−
2∑
j=1
∫
~mj · ~Mj εΦ2.
(3.3.27)
We have ∣∣∣∣∫ E(εΦ2)∣∣∣∣ . ‖ε‖H1‖E‖H1 . t− 94‖ε‖H1
and from (3.3.13) |µ̇1 + αe−z| . t−
9
4 so∣∣∣∣∫ (µ̇1 + αe−z)ΛR̃1(εΦ2)∣∣∣∣ . t− 94‖ε‖H1|µ1| . t−3‖ε‖H1 .
And for the rst term, using integration by parts and the fact ∂yΦ2 ≥ 0, we get∫ (
∂2yε− ε+ |V + ε|p−1(V + ε)− |V |p−1V
)
∂y(εΦ2)
=− 3
2
∫
(∂yε)
2∂yΦ2 −
1
2
∫
ε2∂yΦ2 +
1
2
∫
ε2∂3yΦ2 +
∫ (
|V + ε|p−1(V + ε)− |V |p−1V
)
∂y(εΦ2)
≥− 3
2
∫
(∂yε)
2∂yΦ2 −
3
4
∫
ε2∂yΦ2 +
∫ (
|V + ε|p−1(V + ε)− |V |p−1V
)
∂y(εΦ2).
As (|V + ε|p−1(V + ε)− |V |p−1V )− p|V |pε = O(ε2), let consider∫ (
|V + ε|p−1(V + ε)− |V |p−1V
)
∂y(εΦ2) =
∫
p|V |p−1ε∂y(εΦ2) +
2∑
j=1
|µj|‖ε‖3H1
=−
∫
p(p− 1)
2
|V |p−3V (∂yV Φ2)ε2 −
(p
2
− 1
)∫
p|V |p−1ε2∂yΦ2 +O(s−2‖ε‖2H1).
However, by the decay property of V and Φ, we have
‖V ∂yΦ2‖L∞ . (|µ1|+ |µ2|)e−2ρz,∥∥∥∥∥Φ2∂yV −
2∑
j=1
µj∂yR̃j
∥∥∥∥∥
L∞
. (|µ1|+ |µ2|)e−2ρz + e−z,
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so gathering these computations∫
∂tε εΦ2 ≥−
p(p− 1)
2
2∑
j=1
µj
∫
∂yR̃j|V |p−3V ε2 −
2∑
j=1
(żj − µj − aje−z)
∫
∂yR̃jεΦ2
− 3
2
∫
(∂yε)
2∂yΦ2 −
3
4
∫
ε2∂yΦ2 +O(s
−2‖ε‖2H1) +O(‖ε‖2H1(|µ1|+ |µ2|)e−2ρz)
=− p(p− 1)
2
2∑
j=1
µj
∫
∂yR̃j|V |p−3V ε2 −
2∑
j=1
(żj − µj − aje−z)
∫
∂yR̃jεΦ2
− 3
2
∫
(∂yε)
2∂yΦ2 −
3
4
∫
ε2∂yΦ2 +O(t
− 9
8‖ε‖2H1).
(3.3.28)
Moreover, by (3.2.44), (3.3.25), integrating by parts and arguing as in (3.3.27), we have
−
∫
∂tε ∂yε∂yΦ1 =−
∫ (
∂2yε− ε+ (|V + ε|p−1(V + ε)− |V |p−1V
)
∂y (∂yε∂yΦ1)
+
2∑
j=1
∫
~mj · ~Mj ∂yε∂yΦ1 +
∫
E ∂yε∂yΦ1
≥−
∫
(∂2yε)
2∂yΦ1 −
7
8
(∂yε)
2∂yΦ1 +O(t
− 9
8‖ε‖2H1) ≥ O(t−
9
8‖ε‖2H1)
as ∂yΦ1 ≤ 0 and ‖E‖H1 . t−
9
4 , |mj| . t−
9
8 , ‖e− 12 |y−zj |∂yΦ1‖L∞ . t−
9
8 . Therefore, we deduce
that
W2 ≥ −
p(p− 1)
2
2∑
j=1
µj
∫
∂yR̃j|V |p−3V ε2 −
2∑
j=1
(żj − µj − aje−z)
∫
∂yR̃jεΦ2
− 3
2
∫
(∂yε)
2∂yΦ2 −
3
4
∫
ε2∂yΦ2 +O(t
− 9
8‖ε‖2H1). (3.3.29)
Next, let
W3 = −
∫
∂tV
(
|V + ε|p−1(V + ε)− |V |p−1V − p|V |p−1ε
)
Φ1.
Remark that from the denition of V and φ∥∥∥∂tV Φ1 − (µ̇1ΛR̃1 − ż1∂yR̃1)− σ (µ̇2ΛR̃2 − ż2∂yR̃2)∥∥∥
L∞
. |z|qe−z + (|µ1|+ |µ2|)e−2ρz . t−
9
8 (3.3.30)
as |żj| ∼ |µj| . t−1, |µ̇j| ∼ e−z . t−2. And from the expansion of |V + ε|p−1(V + ε)∥∥∥∥(|V + ε|p−1(V + ε)− |V |p−1V − p|V |p−1ε)− p(p− 1)2 ε2V |V |p−3
∥∥∥∥
L∞
. ‖ε‖3L∞ .
Combining with (3.3.5)-(3.3.9), (3.3.13), (3.3.14), we have∣∣∣∣W3 − p(p− 1)2 ż1
∫
∂yR̃1V |V |p−3ε2 −
p(p− 1)
2
ż2
∫
σ∂yR̃2V |V |p−3ε2
∣∣∣∣
.
2∑
j=1
|żj|‖ε‖3H1 +
2∑
j=1
|µ̇j|‖ε‖2H1 + t−
9
8‖ε‖2H1 . t−
9
8‖ε‖2H1 ,
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in other words,
W3 =
p(p− 1)
2
ż1
∫
∂yR̃1V |V |p−3ε2 +
p(p− 1)
2
ż2
∫
σ∂yR̃2V |V |p−3ε2 +O(t−
9
8‖ε‖2H1). (3.3.31)
Finally,
W4 =
1
2
∫ (
(∂yε)
2 + ε2 − 2
p+ 1
(
|ε+ V |p+1 − |V |p+1 − (p+ 1)|V |p−1V ε
))
∂tΦ1 +
1
2
∫
ε2∂tΦ2.
Since
∂tΦ1 =
−2(1 + µ1(t))µ̇1(t)φ(y)
(1 + µ1(t))3
+
−2(1 + µ2(t))µ̇2(t)(1− φ(y))
(1 + µ2(t))3
,
∂tΦ2(t, y) =
[(1 + µ1(t))µ̇1(t)− 2µ1(t)µ̇1(t)]φ(y)
(1 + µ1(t))3
+
[(1 + µ2(t))µ̇2(t)− 2µ2(t)µ̇2(t)] (1− φ(y))
(1 + µ2(t))3
,
we get that
|W4| . (|µ̇1|+ |µ̇2|)‖ε‖2H1 . t−2‖ε‖2H1
as |µ̇1 + αe−z|+ |µ̇2 − αe−z| . t−
9
4 and |e−z| . t−2 so
W4 = O(t
−2‖ε‖2H1). (3.3.32)
To conclude, recall that by (3.3.14), |µj(t)− żj(t)| . t−
9
8 and remark that by explicit
computations
|∂yΦ1 + 2∂yΦ2| =
∣∣∣∣ µ21(t)φ′(y)(1 + µ1(t))2 + −µ
2
2(t)φ
′(y)
(1 + µ2(t))2
∣∣∣∣ . |µ1(t)|2 + |µ2(t)|2 . t−2,
we can deduce from (3.3.26), (3.3.29), (3.3.31), (3.3.32) that
d
ds
W(t) = W1(t) +W2(t) +W3(t) +W4(t) ≥ −C0
(
t−
9
8‖ε‖2H1 + t−
9
4‖ε‖H1
)
for some C0 > 0 as required.
3.3.1.4 End of the proof of Proposition 3.3.22
We close the bootstrap estimates (3.3.5)-(3.3.9).
step 1 Closing the estimates in ε (3.3.7). By (3.3.24) in Proposition 3.3.22, we have
∂
∂t
W(t) ≥ −C0
(
t−
9
8‖ε‖2H1 + t−
9
4‖ε‖H1
)
≥ −Ct−(
9
4
+ 9
8).
Thus, by integration on [t, tin] for any t ∈ [t∗, tin], using ε(tin) = 0 in sub-critical cases (in
super-critical cases ‖ε(tin)‖H1 ≤ C(tin)−
3
2 , see Section 3.3.2 for details), we obtain
W(t) . t−(
9
4
+ 1
8)
so by (3.3.23)
‖ε‖2H1 . t
−( 94+
1
8).
Therefore, for t0 large enough, for all t ∈ [t∗, tin],
‖ε‖2H1 ≤
1
2
t−
9
4
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which strictly improves the estimates on ‖ε‖H1 in (3.3.7).
step 2 Closing the parameters µ̄, z̄. From the equations (3.3.13), (3.3.14) and the estimates
(3.3.5), (3.3.8) in the bootstrap regime, we obtain
|µ̇1 + µ̇2| . t−
9
4 , |ż1 + ż2| . t−
9
8 .
By integrating on [t, tin],
|µ1 + µ2| ≤ t−
5
4 , |z1 + z2| ≤ t−
1
8
as we choose initial data
µ1(t
in) = −µ2(tin), z1(tin) = −z2(tin).
This improves the estimates (3.3.5), (3.3.6).
step 3 Closing the parameters µ, z. Recall that by Lemma 3.3.12∣∣µ̇1(t) + αe−z(t)∣∣+ ∣∣µ̇2(t)− αe−z(t)∣∣ . t− 94 ,
|µj(t)− żj(t)| . t−
9
8 .
Thus we deduce for µ(t) = µ1(t)− µ2(t) and z(t) = z1(t)− z2(t)∣∣µ̇+ 2αe−z∣∣ . t− 94 ,
|µ− ż| . t−
9
8 .
We get ∣∣µ̇µ+ 2αże−z∣∣ . t−(3+ 18).
since |µ| . t−1, |µ̇| . t−2. Therefore, by explicit choice of initial data
µ1(t
in) = −µ2(tin) =
√
αe−z
in
, z1(t
in) = −z2(tin) = zin
then µ(tin) = 2
√
αe−
z(tin)
2 , we integrate on [t, tin]: for any t ∈ [t∗, tin]∣∣µ2 − 4αe−z∣∣ . t−(2+ 18).
Combining with (3.3.8), |µ− 2s−1| . t−(1+
1
16) which closes (3.3.9). Now, we need to nish the
bootstrap argument for z (3.3.8). Let consider∣∣∣µ− 2√αe− 12 z∣∣∣+ |µ− ż| . t− 98
then we get ∣∣∣ż − 2√αe− 12 z∣∣∣ . t− 98 .
Note that d
dt
(
e
1
2
z
)
= 1
2
że
1
2
z thus ∣∣∣∣ ddt (e 12 z)−√α
∣∣∣∣ . t− 18 (3.3.33)
here we use |e−z| . t−2.
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Next, we need to adjust the initial choice of zin  1 through a topological argument (see
[2] for a similar argument). We dene ζ and ξ the following two functions on [T ∗, T in]
ζ(t) =
e
1
2
z
√
α
, ξ(t) = (ζ(t)− t)2t−
15
8 . (3.3.34)
Then, (3.3.33) writes
|ζ̇(t)− 1| . t−
1
8 . (3.3.35)
According to (3.3.8), our objective is to prove that there exists a suitable choice of
ζ(tin) = ζ in ∈ [tin − (tin)
15
16 , tin + (tin)
15
16 ],
so that t∗ = t0. Assume for the sake of contradiction that for all ζ] ∈ [−1, 1], the choice
ζ in = tin + (tin)−
15
16 ζ]
leads to t∗ = t∗(ζ]) ∈ (t0, tin]. Since all estimates in the bootstrap regime except the one on z
have been strictly improved on [s∗, sin], it follows from t∗(ζ]) ∈ (t0, tin] and continuity that
|ζ(t∗(ζ]))− t∗| = (t∗)
15
16 i.e. ζ(t∗(ζ])) = t∗ ± (t∗)
15
16 .
We need a transversality condition to reach a contradiction. We compute:
ξ̇(t) = 2(ζ(t)− t)(ζ̇(t)− 1)t−
15
8 − 15
8
(ζ(t)− t)2t−
23
8 . (3.3.36)
At t = t∗, this gives ∣∣∣∣ξ̇(t∗) + 158 (t∗)−1
∣∣∣∣ . (t∗)− 1716 .
Thus, for t0 large enough,
ξ̇(t∗) < −(t∗)−1. (3.3.37)
A consequence of the transversality property (3.3.37) is the continuity of the function ζ] ∈
[−1, 1] 7→ t∗(ζ]). Indeed, let ε > 0 then there exists δ > 0 such that ξ(t∗(ζ]) − ε) > 1 + δ
and ξ(t∗(ζ]) + ε) < 1 − δ. Moreover, by denition of t∗(ζ]) (choosing δ small enough) for all
t ∈ [t∗(ζ]) + ε, tin] we have ξ(t) < 1− δ. But from the continuity of the ow, there exists ι > 0
such that for all |ζ̃] − ζ]| < ι
∀t ∈ [t∗(ζ])− ε, tin], |ξ̃(t)− ξ(t)| ≤ δ/2
so we obtain that t∗(ζ])− ε ≤ t∗(ζ̃]) ≤ t∗(ξ]) + ε and the continuity of t∗(ζ]) as expected. Thus
we deduce the continuity of the function Φ dened by
Φ : ζ] ∈ [−1, 1] 7→ (ζ(t∗)− t∗)(t∗)
15
16 ∈ {−1, 1}.
Moreover, for ζ] = −1 and ζ] = 1, in these two cases ξ(tin) = 1, from (3.3.36) we have that
ξ̇(tin) < 0 thus t∗ = tin. Therefore, Φ(−1) = −1 and Φ(1) = 1, but this is a contradiction with
the continuity.
In conclusion, there exists at least a choice of
ζ(tin) = ζ in ∈
(
tin − (tin)
15
16 , tin + (tin)
15
16
)
such that t∗ = t0. This concludes our bootstrap argument for (3.3.8).
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3.3.2 Proof of the uniform estimates in super-critical cases
In this section, we present some modications to prove the result in super-critical cases. Some
extra parameters are needed in order to control the instability created by Z±. Denote
Z̃±k (t, y) = Z
±
1+µk(t)
(y − zk(t)).
Thus, instead of considering the nal data u(tin) = V (x− tin; (µin,−µin, zin,−zin)) as in sub-
critical cases, we look at solution u(t) of (3.1.1) with nal data
u(tin, x) =V (x− tin; (µin,−µin, zin,−zin)) + εin(x− tin)
where
εin(y) = b+1 Z̃
+
1 (t
in, y) + b−1 Z̃
−
1 (t
in, y) + b+2 Z̃
+
2 (t
in, y) + b−2 Z̃
−
2 (t
in, y)
+ b3R̃1(t
in, y) + b4R̃2(t
in, y) + b5∂yR̃1(t
in, y) + b6∂yR̃2(t
in, y) (3.3.38)
and b = (b+1 , b
−
1 , b
+
2 , b
−
2 , b3, b4, b5, b6) belongs to some small neighborhood of 0 in R8.
We consider the decomposition of w(t, y) = u(t, y + t) by Lemma 3.2.39
w(t, y) = V (y; Γ(t)) + ε(t, y)
that satises the orthogonality conditions (3.2.42). Dene
a±k (t) =
∫
ε(t, y)Z̃±k (t, y)dy, a
±(t) = (a±1 (t), a
±
2 (t)). (3.3.39)
The following lemma allows us to establish a one-to-one mapping between the choice of b =
(b+1 , b
−
1 , b
+
2 , b
−
2 , b3, b4, b5, b6) and the initial constraints a
+(tin) = 0, a−(tin) = ain.
Lemma 3.3.40 (Modulated data in direction Y ±). There exists C > 0 such that for all
tin ≥ t0 and for all ain = (ain1 , ain2 ) ∈ BR2(0, (tin)−
3
2 ), there is a unique b so that ||b|| ≤ C‖ain‖
(C independent of tin) and the initial data satises(∫
εin(y)Z̃−1 (t
in, y)dy,
∫
εin(y)Z̃−2 (t
in, y)dy
)
= (ain1 , a
in
2 ),∫
εinZ̃+1 (t
in) =
∫
εinZ̃+2 (t
in) =
∫
εinR̃1(t
in) =
∫
εin∂yR̃1(t
in)
=
∫
εinR̃2(t
in) =
∫
εin∂yR̃2(t
in) = 0.
(3.3.41)
Proof of Lemma 3.3.40. Denote
c =
(∫
εinZ̃−1 ,
∫
εinZ̃+1 ,
∫
εinR̃1,
∫
εin∂yR̃1,
∫
εinZ̃−2 ,
∫
εinZ̃+2 ,
∫
εinR̃2,
∫
εin∂yR̃2
)
and consider the linear maps
Ψ : R8 → H1(R) Φ : H1(R)→ R8
b 7→ εin εin → c
105
and Ω = Φ ◦Ψ : R8 → R8. We can check that for some functions A(y), B(y) ∈ Y
Ω = Φ ◦Ψ =
(
N 0
0 N
)
+O(|µin|) +O(
∣∣〈A(y + zin~e1), B(y)〉∣∣)
=
(
N 0
0 N
)
+O(|µin|) +O(e−zin)
whereN is the Gramian matrix of Z±, Q, ∂yQ which are linearly independent. Indeed, Z+, Z−, Q
are linearly independent and orthogonal since they are eigenfunctions of L∂y corresponding to
dierent eigenvalues e0,−e0, 0. On the other hand, ∂yQ are orthogonal to Z+, Z−, Q (see
Lemma 4.9 in [3] for more properties of Z±) so they are linearly independent. Thus detN 6= 0
and with zin  1, 0 < µin  1, we have that Ω is invertible around 0. Therefore, for any
ain ∈ BR2(0, (tin)−
3
2 ), we can choose
b = Ω−1((ain1 , 0, 0, 0, a
in
2 , 0, 0, 0)), ||b|| ≤ ||Ω−1|| |ain|
to conclude the lemma.
We now dene the maximal time interval [T (ain), tin] on which the bootstrap bounds (3.3.5)
(3.3.9) hold and
‖a±(t)‖ ≤ t−
3
2 (3.3.42)
for all t ∈ [T (ain), tin]. The uniform backward estimates of Proposition 3.3.1 state that there
is a choice of (µin, zin, ain) with
µin =
√
αe−z
in
, zin  1, ain ∈ BR2(0, (tin)−
3
2 ) (3.3.43)
such that T (ain) = t0. Indeed, we proceed as for sub-critical cases in Section 3.3.1 and improve
all estimates in the bootstrap bounds except those of a±(t) and z(t). Remark that
ε(tin) . ‖b‖
so if we choose ain ∈ BR2(0, (tin)−
3
2 ), by Lemma 3.3.40, we have ‖ε(tin)‖2H1 . t−3 which is still
enough to conclude
W(t) . t−(
9
4
+ 1
8)
from the fact that ∂
∂t
W(t) ≥ −C0
(
t−
9
8‖ε‖2H1 + t−
9
4‖ε‖H1
)
≥ −Ct−(
9
4
+ 9
8). It seems to us that
the reasoning to close the bootstrap bound of z(t) still works, in fact, it is, however we will
control a±(t) through a suitable value of ain also by a topological argument so we have to
choose (zin, ain) in the same time. Now we claim the following preliminary estimates on the
parameters a±(t).
Lemma 3.3.44. For all t ∈ [T (ain), tin],∣∣∣∣da±dt (t)∓ e0a±(t)
∣∣∣∣ . ||ε||2H1 + t− 94 (3.3.45)
Proof of Lemma 3.3.44. Recall the equation of ε:
∂tε+ ∂y
(
∂2yε− ε+ |V + ε|p−1(V + ε)− |V |p−1V
)
+
2∑
j=1
~mj · ~Mj + E = 0
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and note that
∫
∂yR̃kZ̃
±
k = 0 which follows from∫
∂yQZ
± = ± 1
e0
∫
∂yQL(∂yZ
±) = ± 1
e0
∫
∂yL(∂yQ)Z
± = 0.
Then, we have
da±k
dt
(t) =
∫
∂tεZ̃
±
k +
∫
ε∂tZ̃
±
k
=
∫
(∂2yε− (1 + µk)ε+ p|V |p−1ε)∂yZ̃±k
+
∫ (
|V + ε|p−1(V + ε)− |V |p−1V − p|V |p−1ε
)
∂yZ̃
±
k
− (µ̇1 + αe−z)
∫
ΛR̃1Z̃
±
k + σ(µ2 − αe
−z)
∫
ΛR̃2Z̃
±
k −
∫
EZ̃±k
+ µ̇k
∫
εΛZ̃±k − (żk − µk)
∫
ε∂yZ̃
±
k .
Using Z ∈ Y , for k 6= j ∫
|R̃j|(|Z̃±k |+ |∂yZ̃
±
k |) . z
qe−z
hence denote Lk = −f ′′ + (1 + µk)f − pR̃p−1k f , we have∫
(∂2yε− (1 + µk)ε+ p|V |p−1ε)∂yZ̃±k =
∫
εLk(∂yZ̃
±
k ) +O(‖ε‖H1e
− 3
4
z).
Moreover from (3.3.13), (3.3.14), (3.3.15), we get∣∣∣∣(µ̇1 + αe−z)∫ ΛR̃1Z̃±k ∣∣∣∣+ ∣∣∣∣σ(µ2 − αe−z)∫ ΛR̃2Z̃±k ∣∣∣∣ . ‖ε‖2H1 ,∣∣∣∣∫ EZ̃±k ∣∣∣∣ . t− 94 ,∣∣∣∣µ̇k ∫ εΛZ̃±k ∣∣∣∣+ ∣∣∣∣(żk − µk)∫ ε∂yZ̃±k ∣∣∣∣ . ‖ε‖2H1 .
Using the equation of Z± (3.1.13), we obtain∫
εLk(∂yZ̃
±
k ) = ±e0(1 + µk)
3
2
∫
εZ̃±k .
As |µk| . t−1, |a±| . t−
3
2 , we get
da±k
dt
(t) = ±e0a±k (t) +O(||ε||
2
H1) +O(t
− 9
4 )
as required.
We now control a±(t) through topological arguments by noticing that the direction a+(t) is
already stable. Consider ζ(t) = e
1
2 z√
α
and ξ(t) as dened in (3.3.34).
Lemma 3.3.46 (Control of a±(t)). There exist ζ in = ζ(tin) ∈ [tin − (tin)− 1516 , tin + (tin)− 1516 ] (in
consequence, zin  1) and ain ∈ BR2(0, (tin)−
3
2 ) such that T (ain) = t0.
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Proof of Lemma 3.3.46. First of all, we claim that for all ain ∈ BR2(0, (tin)−
3
2 ), the following
inequality holds for all t ∈ [T (ain), tin] ∣∣a+(t)∣∣ ≤ 1
2
t−
3
2 . (3.3.47)
Indeed, it follows the bootstrap bounds, (3.3.45) and a+(tin) = 0 that for all t ∈ [T (ain), tin]
|a+(t)| . ee0t
∫ tin
t
e−e0ττ−
9
4dτ
=
ee0t
e0
[e−e0tt−
9
4 − e−e0tin(tin)−
9
4 ]− 9e
e0t
4e0
∫ tin
t
e−e0ττ−
13
4 dτ
≤ 1
e0
t−
9
4 ≤ 1
2
t−
3
2
for t0 to be large enough.
Let D = [−1, 1] × BR2(0, 1) equipped with the norm ‖(x, y)‖ = max(‖x‖, ‖y‖). Now we
suppose that for all (ζ], a]) ∈ D, the choice
ζ in = tin + (tin)−
15
16 ζ], ain = a](tin)−
3
2
gives us T (ain) = T (ζ], a]) ∈ (t0, tin]. Recall that
ξ̇(t) = 2(ζ(t)− t)(ζ̇(t)− 1)t−
15
8 − 15
8
(ζ(t)− t)2t−
23
8 . (3.3.48)
On the other hand, consider
N (t) = t3‖a−(t)‖2
then for t ∈ (T (ζ], a]), tin], by the bound on ||ε||2H1 and (3.3.45), we have
Ṅ (t) = t3〈3t−1a−(t) + 2da
−
dt
(t), a−(t)〉
= t3(3t−1 − 2e0)‖a−(t)‖2 +O
(
t−
3
4 t
3
2‖a−(t)‖
)
.
Therefore, with t0 large enough ( 3t0 <
1
2
e0), we deduce that
Ṅ (t) ≤ −3
2
e0N (t) + Ct−
3
4
√
N (t). (3.3.49)
Denote
Ψ1(t) = (ζ(t)− t)(t)
15
16 ,
Ψ2(t) = a
−(t)t
3
2 .
From the denition of T (ain) and the continuity of ow, at the limit T (ζ], a]), we have one of
the following situation
Ψ1(S(ζ
], a])) = ±1, Ψ2 ∈ BR2(0, 1) (3.3.50)
or
‖Ψ2(S(ζ], a]))‖ = 1⇔ Ψ2 ∈ ∂BR2(0, 1), Ψ1 ∈ [−1, 1] (3.3.51)
where ∂BR2(0, 1) is the boundary of BR2(0, 1). Remark that in the rst case, we have
ξ̇(T (ζ], a])) < −(T (ζ], a]))−1 < 0
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and in the second case we have N (T (ζ], a])) = 1
Ṅ (T (ζ], a])) ≤ −e0 < 0.
A consequence of the above transversality property is the continuity of (ζ], a]) 7→ T ((ζ], a]))
thus the following map
Ψ : D → ∂D
(ζ], a]) 7→ (Ψ1(T (ζ], a])),Ψ2(T (ζ], a])))
is also continuous where ∂D is the boundary of D. Note that if a] ∈ ∂BR2(0, 1), then from
(3.3.49), Ṅ (tin) < 0, we have T (ζ], a]) = tin and if ζ] = ±1, then from (3.3.48), ξ̇(tin) < 0,
we also have T (ζ], a]) = tin. Thus Ψ(ζ], a]) = (ζ], a]) for all (ζ], a]) ∈ ∂D, which means that
the restriction of Ψ to the boundary of D is the identity. But the existence of such a map
contradicts the Brouwer xed point theorem. In conclusion, there exists a nal data (zin, ain)
such that T (ain) = t0, which concludes the proof of Proposition 3.3.1 in super-critical cases.
3.4 Construction of solution
Applying Proposition 3.3.1 with tin = n for any n large enough, there exists a solution un(t) of
(3.1.1) on the interval [t0, n] whose decomposition
(Γn(t); εn(t)) = ((z
n
1 (t), z
n
2 (t), µ
n
1 (t), µ
n
2 (t)); εn(t))
satises the uniform estimates (3.3.3). Denote
Ñn(t, x) = Q1+µn1 (t)(x− t− z
n
1 (t)) + σQ1+µn2 (t)(x− t− z
n
2 (t)).
From (3.2.15) ‖Vn(t, x)− Ñn(t, x)‖H1 . t−
3
2 logq(t) and (3.3.3) ‖εn(t)‖H1 ≤ t−
9
8 , we have
‖un(t)− Ñn(t, x)‖H1 . t−
9
8 . (3.4.1)
On the other hand, by setting
N(t, x) = Q(x− t− log(
√
αt)) + σQ(x− t+ log(
√
αt)) (3.4.2)
we deduce from (3.3.3) that
‖Ñn(t, x)−N(t, x)‖H1 . |µn1 (t)|+ |µn1 (t)|+ |zn1 (t)− log(
√
αt)|+ |zn2 (t) + log(
√
αt)|
.
∣∣∣∣ µ̄(t) + µ(t)2
∣∣∣∣+ ∣∣∣∣ µ̄(t) + µ(t)2
∣∣∣∣+ ∣∣∣∣ z̄(t) + z(t)2 − log(√αt)
∣∣∣∣+ ∣∣∣∣ z̄(t)− z(t)2 − log(√αt)
∣∣∣∣
. t−
1
16 .
(3.4.3)
Therefore, there exist a sequence of backward solutions un ∈ C([t0, n], H1) of (3.1.1) such that
for all t ∈ [t0, n],
‖un(t)−N(t, x)‖H1 . t−
1
16 . (3.4.4)
Remark 3.4.5. We see that the size of the extra term r̃(t, y) in the denition (3.2.6) of the
approximate solution V (t, y) is much smaller than the estimate on ε(t, y). However, by Lemma
3.3.12, the term
r̃(t, y) = e−z(t) (A1(y − z1(t)) + A2(y − z2(t)))ϕ(t, y)
improves the computation of the error to the ow (3.2.11) to obtain (3.3.15). This renement
is essential to close the bootstrap (3.3.7) on ε(t, y), see Proposition 3.3.22, since without it, one
would obtain E of size t−2 and ε of size t−1, which is not sharp enough to exploit the modulation
equations (3.3.13), (3.3.14).
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Next, we construct a function u0 ∈ H1(R) as a strong limit of a subsequence of un(t0).
Lemma 3.4.6. There exist u0 ∈ H1(R) and a sub-sequence, still denoted un, such that
un(t0) ⇀ u0 weakly in H
1(R)
un(t0)→ u0 in Hσ(R), for 0 ≤ σ < 1
as n→∞.
Proof of Lemma 3.4.6. By the bounds on un and interpolation, it is enough to prove that the
sub-sequence un(t0)
L2−→ u0 as n→∞. First, we claim the following: ∀δ1 > 0, δ1  1, ∃n0  1,
∃K1 = K1(δ1) > 0 such that ∀n ≥ n0∫
|x|>K1
|un(t0, x)|2dx < δ1. (3.4.7)
Indeed, by (3.4.4), we have, for all n
‖un(t)−N(t, x)‖H1 . t−
1
16 .
A direct consequence of the above estimate is
||un(t)||H1 < C (3.4.8)
for all t ∈ [t0, n] since ||N(t)||H1 ≤ 2||Q||H1 . Furthermore, for xed δ1, there exists t1 > t0 such
that
||un(t1)−N(t1)||H1 . (t1)−
1
16 <
√
δ1
for n large enough that n > t1; in others words, we have∫
|un(t1, x)−N(t1, x)|2dx < δ1.
Besides, for K2  1 large enough we have∫
|x|>K2
|N(t1, x)|2dx < δ1.
Consider now a C1 cut-o function g : R → [0, 1] such that : g ≡ 0 on (−∞, 1], 0 < g′ < 2
on (1, 2) and g ≡ 1 on [2,+∞). Since ||un(t)||H1 < C bounded in H1 independently of n and
t ∈ [t0, n], we can choose γ1 > 0 independent of n such that
γ1 ≥
2
δ1
(t1 − t0)C2.
We have by direct calculations, for t ∈ [t0, n]∣∣∣∣ ddt
∫
|un(t, x)|2g
(
|x| −K2
γ1
)
dx
∣∣∣∣ = ∣∣∣∣ 1γ1 Im
∫
u
(
∇ū · x
|x|
)
g′
(
|x| −K2
γ1
)∣∣∣∣
≤ 2
γ1
sup
n≥t≥t0
||un(t)||2H1 ≤
δ1
t1 − t0
.
By integration from t0 to t1∫
|un(t0, x)|2g
(
|x| −K2
γ1
)
dx−
∫
|un(t1, x)|2g
(
|x| −K2
γ1
)
dx
≤
∫ t1
t0
∣∣∣∣ ddt
∫
|un(t, x)|2g
(
|x| −K2
γ1
)
dx
∣∣∣∣ ≤ δ1.
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From the properties of g we conclude:∫
|x|>2γ1+K2
|un(t0, x)|2dx ≤
∫
|un(t0, x)|2g
(
|x| −K2
γ1
)
dx
≤
∫
|un(t1, x)|2g
(
|x| −K2
γ1
)
dx+ δ1 ≤
∫
|x|>K2
|un(t1, x)|2dx+ δ1 ≤ 5δ1.
Thus (3.4.7) is proved. As ||un(t0)||H1 < C, there exists a subsequence of (un) (still denoted
by (un)) and u0 ∈ H1 such that
un(t0) ⇀ u0 weakly in H1(R),
un(t0)→ u0 in L2loc(R), as n→ +∞
and by (3.4.7), we obtain that un(t0)
Hσ−−→ u0, for 0 ≤ σ < 1.
To conclude the proof of Main Theorem, we consider u(t) the solution of (3.1.1) correspond-
ing to u(t0) = u0. From [7], we have the continuous dependence of the solution upon the initial
data, so for all t ∈ [t0,+∞),
un(t)→ u(t) in Hσ(R), sc ≤ σ < 1
un(t) ⇀ u(t) in H
1(R).
where sc < 1 is the critical exponent. Thus, from (3.4.4), ‖un(t) −N(t, x)‖H1 . t−
1
16 , passing
to the weak limit as n→ +∞, we have
‖u(t)−N(t, x)‖H1 ≤ Ct−
1
16 .
Therefore, recall the value of α given in (3.2.31), we have constructed a solution u(t) satisfying
the conclusion of Main Theorem.
Acknowledgements
This paper has been prepared as a part of my PhD under the supervision of Y. Martel. I
would like to express my gratitude for his constant support and many helpful discussions.
111
Bibliography
[1] T. Cazenave and P. L. Lions. Orbital stability of standing waves for some nonlinear
Schrödinger equations. Comm. Math. Phys., 85 (1982), no. 4, 549  561.
[2] R. Côte, Y. Martel and F. Merle. Construction of multi-soliton solutions for the L2-
supercritical gKdV and NLS equations. Rev. Mat. Iberoam. 27 (2011), no. 1, 273302.
[3] V. Combet. Construction and characterization of solutions converging to solitons for su-
percritical gKdV equations. Di. Int. Eqs., 23 (2010), 513  568.
[4] V. Combet. Multi-soliton solutions for the supercritical nonlinear gKdV equations. Comm.
Partial Dierential Equations, 36 (2011), 380  419.
[5] T. Duyckaerts and F. Merle. Dynamic of threshold solutions for energy-critical NLS.
Geom. Funct. Anal. 18 (2009), no. 6, 17871840.
[6] M. Grillakis, J. Shatah and W. A. Strauss. Stability theory of solitary waves in the presence
of symmetry. J. Funct. Anal., 197 (1987), 74  160.
[7] C. E. Kenig, G. Ponce and L. Vega. Well-posedness and scattering results for the
generalized Korteweg-de Vries equation via the contraction principle. Comm. Pure Appl.
Math. 46 (1993), 527602.
[8] J. Krieger, Y. Martel and P. Raphaël. Two-soliton solutions to the three-dimensional grav-
itational Hartree equation. Comm. Pure Appl. Math. 62 (2009), no. 11, 15011550.
[9] Z. W. Lin. Instability of nonlinear dispersive solitary waves. J. Funct. Anal. 255 (2008),
11911224.
[10] Y. Martel. Asymptotic N-soliton-like solutions of the subcritical and critical generalized
Korteweg-de Vries equations. Am. J. Math 127 (2005), no. 5, 11031140.
[11] Y. Martel and F. Merle. Asymptotic stability of solitons for sub-critical generalized
Korteweg-de Vries equations. Arch. Ration. Mech. Anal., 157 (2001), no. 3, 219254.
[12] Y. Martel and F. Merle. Description of two soliton collison for the quartic gKdV equation.
Ann. of Math., 174 (2011), 757857.
[13] Y. Martel and F. Merle. Inelastic interaction of nearly equal solitons for the quartic gKdV
equation. Invent. Math. 183 (2011), no. 3, 563648.
[14] Y. Martel, F. Merle and P. Raphaël. Blow up for the critical generalized Korteweg de Vries
equation. I: Dynamics near the soliton. Acta Math. 212 (2014), no. 1, 59140.
[15] Y. Martel, F. Merle and T.-P. Tsai. Stability and asymptotic stability in the energy space
of the sum of N solitons for the subcritical gKdV equations. Comm. Math. Phys. 231
(2002), 347373.
112
[16] Y. Martel and P. Raphaël. Strongly interacting blow up bubbles for the mass critical NLS.
Annales scientiques de l'École normale supérieur, 51 (2018), 701737.
[17] F. Merle. Construction of solutions with exactly k blow-up points for the Schrödinger
equation with critical nonlinearity. Comm. Math. Phys. 129 (1990), no. 2, 223240.
[18] T. Mizumachi. Weak interaction between solitary waves of the generalized KdV equations.
SIAM J. Math. Anal. 35 (2003), no. 4, 10421080.
[19] T. V. Nguyen. Existence of multi-solitary waves with logarithmic relative distances for the
NLS equations. C. R. Acad. Sci. Paris, Ser. I 357 (2019) 1358.
[20] E. Olmedilla. Multiple pole solutions of the nonlinear Schrödinger equation. Physica D. 25
(1987), 330346.
[21] R. L. Pego and M. I. Weinstein. Asymptotic stability of solitary waves. Comm. Math.
Phys. 164 (1992), 305349.
[22] R. L. Pego and M. I. Weinstein. Eigenvalues and instabilities of solitary waves. Philos.
Trans. Roy. Soc London Ser. 340 (1994), no. 1656, 4794.
[23] P. Raphaël and J. Szeftel. Existence and uniqueness of minimal blow-up solutions to an
inhomogeneous mass critical NLS. J. Amer. Math. Soc., 24(2):471546, 2011.
[24] P.C. Schuur. Asymptotic analysis of soliton problems, an inverse scattering approach.
Lecture Notes in Math., vol. 1232, Springer-Verlag, Berlin, 1986.
[25] M. Watida and K. Ohkuma. Multiple-pole solutions of modied Korteweg-de Vries equa-
tion. J. Phys. Soc. Jpn. 51 (1982), no. 6, 20292035.
[26] M. Wadati and M. Toda. The exact N-soliton solution of the Korteweg-de Vries equation.
J. Phys. Soc. Japan, 32(1972) 14031411.
[27] M. I. Weinstein. Lyapunov stability of ground states of nonlinear dispersive evolution
equations. Comm. Pure Appl. Math., 39 (1986), 5168.
113
Chapter 4
Construction of 2-solitons with
logarithmic distance for the
one-dimensional cubic Schrödinger system
Abstract
We consider a system of coupled cubic Schrödinger equations in one space dimension{
i∂tu+ ∂2xu+ (|u|2 + ω|v|2)u = 0
i∂tv + ∂2xv + (|v|2 + ω|u|2)v = 0
(t, x) ∈ R× R,
in the non-integrable case 0 < ω < 1.
First, we justify the existence of a symmetric 2-solitary wave with logarithmic distance,
more precisely a solution of the system satisfying
lim
t→+∞
∥∥∥∥∥
(
u(t)
v(t)
)
−
(
eitQ(· − 1
2
log(Ωt)− 1
4
log log t)
eitQ(·+ 1
2
log(Ωt) + 1
4
log log t)
)∥∥∥∥∥
H1×H1
= 0
where Q =
√
2 sech is the explicit solution of Q′′ −Q + Q3 = 0 and Ω > 0 is a constant. This
result extends to the non-integrable case the existence of symmetric 2-solitons with logarithmic
distance known in the integrable case ω = 0 and ω = 1 ([15, 33]). Such strongly interact-
ing symmetric 2-solitary waves were also previously constructed for the non-integrable scalar
nonlinear Schrödinger equation in any space dimension and for any energy-subcritical power
nonlinearity ([20, 22]).
Second, under the conditions 0 < c < 1 and 0 < ω < 1
2
c(c + 1), we construct solutions of
the system satisfying
lim
t→+∞
∥∥∥∥∥
(
u(t)
v(t)
)
−
(
eic
2tQc(· − 1(c+1)c log(Ωct))
eitQ(·+ 1
c+1
log(Ωct))
)∥∥∥∥∥
H1×H1
= 0
where Qc(x) = cQ(cx) and Ωc > 0 is a constant. Such logarithmic regime with non-symmetric
solitons does not exist in the integrable cases ω = 0 and ω = 1 and is still unknown in the
non-integrable scalar case.
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4.1 Introduction
4.1.1 System of cubic Schrödinger equations
We consider the following one dimensional focusing-focusing system of coupled cubic Schrödinger
equations {
i∂tu+ ∂2xu+ (|u|2 + ω|v|2)u = 0
i∂tv + ∂2xv + (|v|2 + ω|u|2) v = 0
(t, x) ∈ R× R (coupled NLS)
for u(t, x), v(t, x) : R × R → C and for any parameter 0 < ω < 1. The initial data u(0, x) =
u0(x), v(0, x) = v0(x) is taken in H1(R) × H1(R). The Hamiltonian system (coupled NLS)
arises as a model for the propagation of the electrical eld in nonlinear optics. Such systems
also appear to model the interaction of two Bose-Einstein condensates in dierent spin states.
See [1, 2, 32].
For ω = 0, the system (coupled NLS) simply reduces to two cubic focusing Schrödinger
equations without coupling (see [1, 32, 33])
i∂tu+ ∂
2
xu+ |u|2u = 0 (t, x) ∈ R× R. (cubic NLS)
For ω = 1, the system (coupled NLS) is called the Manakov system (see [1, 15, 32]){
i∂tu+ ∂2xu+ (|u|2 + |v|2)u = 0
i∂tv + ∂2xv + (|v|2 + |u|2)v = 0.
(MS)
Both (cubic NLS) and (MS) are completely integrable. For 0 < ω < 1, the system is not known
to be integrable.
It follows from standard arguments (see e.g. [3, 10]) that the system (coupled NLS) is locally
well-posed in H1 × H1. In this paper, we work in the framework of such H1 × H1 solutions.
Moreover, the system is invariant under the following symmetries:
• Phase: γ, γ′ ∈ R,
(
u0(x)e
iγ
v0(x)e
iγ′
)
7→
(
u(t, x)eiγ
v(t, x)eiγ
′
)
;
• Scaling: λ > 0, λ
(
u0
v0
)
(λx) 7→ λ
(
u
v
)
(λ2t, λx);
• Space translation: σ ∈ R,
(
u0
v0
)
(x+ σ) 7→
(
u
v
)
(t, x+ σ);
• Galilean invariance: β ∈ R, eiβx
(
u0
v0
)
(x) 7→ eiβ(x−βt)
(
u
v
)
(t, x− 2βt).
For H1 ×H1 solutions, the following quantities are constant:
• Masses:
M(u(t)) =
∫
R
|u(t, x)|2dx = M(u0), M(v(t)) =
∫
R
|v(t, x)|2dx = M(v0);
• Energy:
E(u(t), v(t)) =
1
2
∫
R
(
|∂xu|2 + |∂xv|2
)
(t, x)dx− 1
4
∫
R
(
|u|4 + |v|4 + 2ω|u|2|v|2
)
(t, x)dx
= E(u0, v0);
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• Momentum:
J(u(t), v(t)) = =
∫
R
∂xu(t, x)ū(t, x)dx+ =
∫
R
∂xv(t, x)v̄(t, x)dx = J(u0, v0).
By the Gagliardo-Nirenberg inequality ‖u‖4L4 . ‖u‖3L2‖∂xu‖L2 and standard arguments, the
system is globally well-posed in H1 ×H1 (see e.g. [3, 28]).
Let Q be the ground state, dened as
Q(x) =
√
2
cosh(x)
unique (up to translation) H1 solution of Q′′ −Q+Q3 = 0 on R.
Recall that (cubic NLS) admits solitary wave solutions, also called solitons, of the form
u(t, x) = eiγ+iλ
2t+iβ(x−βt)Qλ(x− σ − 2βt) with Qλ(x) = λQ(λx)
where λ > 0, γ, σ, β ∈ R. When v = 0 (or u = 0), the system (coupled NLS) simplies into
(cubic NLS), and thus we deduce soliton solutions of (coupled NLS):(
u
v
)
(t, x) =
(
eiΓ1(t,x)Qλ1(x− σ1 − 2β1t)
0
)
, Γ1(t, x) = γ1 + λ
2
1t+ β1(x− β1t)
and (
u
v
)
(t, x) =
(
0
eiΓ2(t,x)Qλ2(x− σ2 − 2β2t)
)
, Γ2(t, x) = γ2 + λ
2
2t+ β2(x− β2t)
for any λj > 0, γj, σj, βj ∈ R (j = 1, 2). By denition, a multi-solitary wave (or multi-soliton)
is a solution behaving in large time as a sum of such single solitons. In this article, we focus
on 2-solitons such that one solitary wave is carried by u and the other one by v.
4.1.2 Previous results and motivation
Multi-solitons have been studied intensively in the integrable case, i.e. for (cubic NLS) and
(MS), as well as for some nearly integrable models; see [1, 7, 8, 13, 24, 32, 33]. From the inverse
scattering theory, there are three types of 2-solitons for (cubic NLS):
(a) Two solitons with dierent velocities: as t→ +∞, the distance between the solitons is of
order t ([33]).
(b) Double pole solutions: the two solitons have the same amplitude and their distance is
logarithmic in t ([24, 33]).
(c) Periodic 2-solitons: the two solitons have dierent amplitudes and their distance is a
periodic function of time ([32, 33]).
More generally, the integrability theory treats the case of K-solitary waves for any K ≥ 2.
Moreover, in the integrable case, multi-solitons have a pure soliton behavior for both t→ +∞
and t → −∞ and describe the elastic interactions between solitons. For (MS), a trichotomy
similar to (a)-(b)-(c) is studied formally and numerically in [31].
For non-integrable models, the study of multi-solitons is mostly limited to situations where
solitons are decoupled, in particular, asymptotically in large time. Consider rst the scalar
nonlinear Schrödinger equation
i∂tu+ ∆u+ |u|p−1u = 0, u(0, x) = u0, (t, x) ∈ R× Rd, (NLS)
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in any space dimension d ≥ 1 and for any energy subcritical power nonlinearity (i.e. p > 1 for
d = 1, 2 and 1 < p < 1 + 4
d−2 for d ≥ 3). This equation is known to be completely integrable
only for d = 1 and p = 3, i.e. (cubic NLS). Dene the ground state Q as the unique radial
positive H1 solution (up to symmetries) of ∆Q − Q + Qp = 0 in Rd (for more properties of
the ground state, see [3, 9, 25, 30]) and Qλ(x) = λ
2
p−1Q(λx), for any λ > 0. The existence of
K-solitary waves for (NLS) corresponding to case (a), i.e. solutions u(t) of (NLS) such that
lim
t→+∞
∥∥∥∥u(t)− K∑
k=1
e−iΓk(t,·)Qλk(· − σk − 2βkt)
∥∥∥∥
H1(Rd)
= 0
for any λk > 0 and any two-by-two dierent βk ∈ Rd, was established in [5, 17, 21].
Recently, the second author proved that the dynamics (b) is also a universal regime for
(NLS), by constructing two symmetric solitary waves with logarithmic distance, [22]. The L2
critical case (p = 1 + 4
d
), previously studied in [20], exhibits a specic blow-up behavior also
related to symmetric 2-solitons with logarithmic distance in rescaled variables.
Turning back to the system (coupled NLS) in the non-integrable case, i.e. for 0 < ω < 1,
the existence of multi-solitary wave solutions corresponding to case (a)
lim
t→+∞
∥∥∥∥(u(t)v(t)
)
−
(
e−iΓ1(t,·)Qc(· − σ1 − 2β1t)
e−iΓ2(t,·)Q(· − σ2 − 2β2t)
)∥∥∥∥
H1
= 0,
for any c > 0 and any dierent velocities β1 6= β2 was proved in [6] (see also [11]).
A rst goal of this paper is to justify the persistence of the regime (b) for the non-integrable
(coupled NLS) in presence of symmetry, following the articles [20, 22] for the scalar (NLS)
equation.
Second, and more importantly, we investigate the question of the (non-)persistence of the
regime (c). Indeed, we exhibit a new logarithmic regime corresponding to non-symmetric 2-
solitons with logarithmic distance which replaces the behavior (c). At the formal level, the
system of parameters of the 2-solitons is not anymore integrable and periodic solutions disap-
pear, see Remark 4.1.7. A logarithmic regime (see Theorem 4.1.4 and Remark 4.1.6) then takes
place, which does not exist in the integrable cases ω = 0 and ω = 1. To our knowledge, such
question is open for the scalar equation (NLS) in the non-integrable case (see Section 4.5).
4.1.3 Main results.
First, we present the symmetric logarithmic regime.
Theorem 4.1.1. For any 0 < ω < 1, there exists a solution ( uv ) ∈ C(R, H1 × H1) of
(coupled NLS) such that
lim
t→+∞
∥∥∥∥∥
(
u(t)
v(t)
)
−
(
eitQ(· − 1
2
log(Ωt)− 1
4
log log t)
eitQ(·+ 1
2
log(Ωt) + 1
4
log log t)
)∥∥∥∥∥
H1×H1
= 0
where Ω > 0 is a constant depending on ω.
Note that as t→ +∞, the distance between the two solitary waves is asymptotic to
y(t) = log t+
1
2
log log t+ log Ω. (4.1.2)
Remark 4.1.3. An analogous dynamics was constructed for (cubic NLS) in [24, 33] and for
(NLS) in [20, 22].
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Second, we construct for (coupled NLS) a new logarithmic dynamics of 2-solitary waves
with dierent amplitude.
Theorem 4.1.4. For any 0 < c < 1 and 0 < ω < 1
2
c(c + 1) < 1, there exists a solution
( uv ) ∈ C(R, H1 ×H1) of (coupled NLS) such that
lim
t→+∞
∥∥∥∥∥
(
u(t)
v(t)
)
−
(
eic
2tQc(· − 1(c+1)c log(Ωct))
eitQ(·+ 1
c+1
log(Ωct))
)∥∥∥∥∥
H1×H1
= 0
where Ωc > 0 is a constant depending on c and ω.
Note that as t→ +∞, the distance between the two solitary waves is asymptotic to
yc(t) =
1
c
log t+
1
c
log Ωc . (4.1.5)
As mentioned before, such solution does not exist in the integrable cases and the analogous
question for the non-integrable scalar equation (NLS) seems open. See Section 4.5.
Remark 4.1.6. The slight dierence between the two regimes (4.1.2) and (4.1.5) is due to
stronger interactions when solitary waves have equal amplitudes. We refer to Sections 4.4.2
and 4.2.3 for formal derivations of the regimes (4.1.2) and (4.1.5).
We believe that there is no other logarithmic regime for (coupled NLS). In support of
this conjecture, we refer to the case of the generalized Korteweg-de Vries equation, for which
existence of a logarithmic regime was proved in [23] and uniqueness (in the super-critical case)
was established in [12].
The case 1
2
c(c + 1) ≤ ω < 1 in Theorem 4.1.4 is open (see step 1 of the proof of Proposi-
tion 4.3.16).
Remark 4.1.7. The dynamics of the distance between the two solitary waves is related to
nonlinear interactions. A formal study (see notably [8, 13] and Chapter 4 in [32]) shows that
the three behaviors (a), (b) and (c) are related to dierent solutions of{
γ̈ = cγe
−σ sin γ
σ̈ = −cσe−σ cos γ
where γ is the phase dierence, σ the relative distance and cγ, cσ are constants. For (cubic NLS),
it holds cγ = cσ > 0. Denoting Y = σ+ iγ, the resulting equation Ÿ = −cγeY is integrable and
admits nontrivial solutions for which σ is periodic.
Remark 4.1.8. The proofs of Theorems 4.1.1 and 4.1.4 follow the overall strategy of several
previous articles on multi-solitons ([14, 16, 17, 18, 19, 20, 21, 22, 26]), particularly of [20, 22]
which started the study of multi-solitons with logarithmic distance in a non-integrable setting.
We focus on the proof of Theorem 4.1.4, which is more original in the construction of a suitable
approximate solution and the determination of the asymptotic regime (see Remark 4.2.8).
See Section 4.5 for a comment on the introduction of a rened energy method.
4.1.4 Notation and preliminaries
For complex-valued functions f, g ∈ L2(R), we denote
〈f, g〉 = <
(∫
fg
)
.
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For r a positive function of time, the notation f(t, x) = OH1(r(t)) means that there exists a
constant C > 0 such that ‖f(t)‖H1 ≤ Cr(t).
For any λ > 0 and any function f , let
fλ(x) = λf(λx) and Λf(x) = f(x) + xf
′(x) = ∂λfλ(x)|λ=1.
Note the following relation which describes the asymptotics of Q(x) as x→ −∞,
Q(x) = κex − e2xQ(x) on R where κ = 2
√
2. (4.1.9)
Throughout this paper, we consider ω and c such that
0 < c ≤ 1 and 0 < ω < c(c+ 1)
2
. (4.1.10)
The linearization of (coupled NLS) around solitons involves the following operators:
L+ = −∂2x + 1− 3Q2, L− = −∂2x + 1−Q2, Lc = −∂2x + c2 − ωQ2.
Recall the special relations ([29])
L−Q = 0, L+(ΛQ) = −2Q, L+(Q′) = 0, L−(xQ) = −2Q′. (4.1.11)
We will use the following properties of these operators.
Lemma 4.1.12. Assume (4.1.10).
1. There exists µ > 0 such that, for all z ∈ H1,
〈L+<z,<z〉+ 〈L−=z,=z〉 ≥ µ‖z‖2H1 −
1
µ
(
〈z,Q〉2 + 〈z, xQ〉2 + 〈z, iΛQ〉2
)
,
〈Lcz, z〉 ≥ µ‖z‖2H1 .
2. For any f ∈ L2, there exists a unique solution u ∈ H2 of Lcu = f . Moreover,
 If |f(x)| . e−λ|x| for some λ > c, then |u(x)| . e−c|x|.
 If |f(x)| . e−c|x| then |u(x)| . (1 + |x|)e−c|x|.
Proof. (i) The coercivity properties of L+ and L− (here in the L2 sub-critical case) are well-
known facts (see e.g. [17, 29, 30]).
Let 0 < ρ < c be such that ω = 1
2
ρ(ρ + 1). By [27] or direct computation, we see that the
positive function Qρ satises LcQρ = (c2 − ρ2)Qρ. The coercivity property follows.
(ii) Let c ≤ λ ≤ 1. If Lcu = f with |f(x)| . e−λ|x| then −u′′ + c2u = g where g =
f + ωQ2u also satises |g(x)| . e−λ|x|. The decay properties of u then follows from standard
arguments.
The following result follows directly from Lemma 4.1.12.
Lemma 4.1.13. 1. Assume 0 < c < 1. There exists a solution A of
LcA = −A′′ + c2A− ωQ2A = cκωecxQ2 (4.1.14)
satisfying
|A(x)|+ |A′(x)|+ |A′′(x)| . Qc(x) on R. (4.1.15)
2. There exists a solution B of
L1B = −B′′ +B − ωQ2B = κωexQ2 (4.1.16)
satisfying
|B(x)|+ |B′(x)|+ |B′′(x)| . (1 + |x|)Q(x) on R. (4.1.17)
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4.2 Approximate solution in the case 0 < c < 1
4.2.1 Denition of the approximate solution
Consider C1 time-dependent real-valued functions σ1, σ2, γ1, γ2, β1, β2, to be xed later and
set
σ = σ1 − σ2, β = β1 − β2, γ = γ1 − γ2.
Denote
U = P + ϕ, P (t, x) = Qc(x− σ1(t))eiΓ1(t,x), ϕ(t, x) = e−cσ(t)A(x− σ2(t))eiΓ1(t,x),
V = R, R(t, x) = Q(x− σ2(t))eiΓ2(t,x),
where
Γ1(t, x) = c
2t+ γ1(t) + β1(t)x, Γ2(t, x) = t+ γ2(t) + β2(t)x.
Introduce the notation
∂1P = Q
′
c(x− σ1)eiΓ1 , x1P = (x− σ1)P, Λ1P = ΛQc(x− σ1)eiΓ1 ,
∂1ϕ = e
−cσA′(x− σ2)eiΓ1 , x2ϕ = (x− σ2)ϕ,
∂2R = Q
′(x− σ2)eiΓ2 , x2R = (x− σ2)R, Λ2R = ΛQ(x− σ2)eiΓ2 .
Dene the approximate solution
Z =
(
U
V
)
and set EZ =
(
EU
EV
)
=
(
i∂tU + ∂2xU + (|U |2 + ω|V |2)U
i∂tV + ∂2xV + (|V |2 + ω|U |2)V
)
.
Lemma 4.2.1. It holds {
EU = F − ~m1 · ~M1 − ~mϕ · ~Mϕ
EV = G− ~m2 · ~M2
(4.2.2)
where {
F = 3|P |2ϕ+ 3|ϕ|2P + |ϕ|2ϕ− ωe2c(x−σ1)|R|2P
G = ω|P + ϕ|2R
(4.2.3)
and
~m1 =
 σ̇1 − 2β1γ̇1 + β̇1σ1 + β21
β̇1
 , ~M1 =
i∂1PP
x1P

~mϕ =
 σ̇2 − 2β1γ̇1 + β̇1σ2 + β21 + icσ̇
β̇1
 , ~Mϕ =
i∂1ϕϕ
x2ϕ

~m2 =
 σ̇2 − 2β2γ̇2 + β̇2σ2 + β22
β̇2
 , ~M2 =
i∂2RR
x2R
 .
Proof. Using Q′′c − c2Qc = Q3c and (4.1.14), we compute
i∂tP + ∂
2
xP + |P |2P = −~m1 · ~M1,
i∂tϕ+ ∂
2
xϕ+ ω|R|2(P + ϕ) = −~mϕ · ~Mϕ + ω|R|2
[
Qc(x− σ1)− cκec(x−σ1)
]
eiΓ1 .
Using (4.1.9), we obtain (4.2.2) for EU with F dened as in (4.2.3).
Similarly, the equation
i∂tR + ∂
2
xR + |R|2R = −~m2 · ~M2
implies (4.2.2) for EV with G dened as in (4.2.3).
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4.2.2 Projection of the error terms
The soliton dynamics is expected to be determined by the following projections
a =
1
2c
〈F, ∂1P 〉 and b =
1
2
〈G, ∂2R〉.
Using 〈∂1P, x1P 〉 = 〈Q′c, xQc〉 = −12‖Qc‖
2
L2 = −2c and 〈∂2R, x2R〉 = −
1
2
‖Q‖2L2 = −2, we
decompose F and G as follows{
F = F⊥ − ax1P, 〈F⊥, ∂1P 〉 = 0
G = G⊥ − bx2R, 〈G⊥, ∂2R〉 = 0
(4.2.4)
so that (4.2.2) rewrites {
EU = F⊥ − ~ma1 · ~M1 − ~mϕ · ~Mϕ
EV = G⊥ − ~mb2 · ~M2
(4.2.5)
with
~ma1 =
 σ̇1 − 2β1γ̇1 + β̇1σ1 + β21
β̇1 + a
 and ~mb2 =
 σ̇2 − 2β2γ̇2 + β̇2σ2 + β22
β̇2 + b
 .
We compute the main order of these projections.
Lemma 4.2.6. Let 1 < θ < min
{
1
c
; 2
}
. It holds
a = αce
−2cσ +O(e−2cθσ), b = −cαce−2cσ +O(e−2cθσ) (4.2.7)
where
αc = 4c
2ω‖ecxQ‖2L2 +
1
2
〈LcA,A〉 > 0.
Remark 4.2.8. The expression of the positive constant αc, relevant in the dynamics of the
2-soliton (see Section 4.2.3), suggests that even at the formal level, the introduction of the
approximate solution
(
U
V
)
including the rened term ϕ is necessary to determine correctly the
non-symmetric logarithmic regime.
Proof. We start by proving the following estimates∫
e2c(x−σ)Q2c(x− σ)Q2(x)dx = O(e−2cθσ), (4.2.9)∫
Q2c(x− σ)Q(x)Q′(x)dx = −c3κ2e−2cσ
∫
e2cxQ2(x)dx+O(e−2cθσ). (4.2.10)
Proof of (4.2.9). By (4.1.9) and the condition on θ, we have
e2c(x−σ)Q2c(x− σ)Q2(x) . e2cθ(x−σ)Q2(x) . e−2cθσe−2(1−cθ)|x|,
and (4.2.10) follows.
Proof of (4.2.10). It follows from (4.1.9) that
Q2c(x) = c
2κ2e2cx +O(e3cxQc(x)),
and so
Q2c(x− σ) = c2κ2e−2cσe2cx +O(e−2cθσe2cθx).
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Thus ∫
Q2c(x− σ)Q(x)Q′(x)dx = c2κ2e−2cσ
∫
e2cxQ(x)Q′(x)dx+O(e−2cθσ).
and (4.2.10) follows by integration by parts.
From the expression of F in (4.2.3), we have
〈F, ∂1P 〉 = 3e−cσ
∫
Q2c(x)Q
′
c(x)A(x+ σ)dx+ 3e
−2cσ
∫
Qc(x)Q
′
c(x)A
2(x+ σ)dx
+ e−3cσ
∫
Q′c(x)A
3(x+ σ)dx− ω
∫
e2cxQc(x)Q
′
c(x)Q
2(x+ σ)dx.
For the rst term, using −(Q′c)′′ + c2Q′c = 3Q2cQ′c (obtained by dierentiating the equation of
Qc) and the equation A in (4.1.14), we compute
3
∫
Q2c(x)Q
′
c(x)A(x+ σ)dx =
∫
Q′c(x− σ)(−A′′(x) + c2A(x))dx
= ω
∫
Q′c(x− σ)
[
Q2(x)A(x) + cκecxQ2(x)
]
dx.
Similarly as in the proof of (4.2.10), using (4.1.9) we observe∫
Q′c(x− σ)Q2(x)A(x)dx = c2κe−cσ
∫
ecxQ2(x)A(x)dx+O(e−cθσ),∫
Q′c(x− σ)ecxQ2(x)dx = c2κe−cσ
∫
e2cxQ2(x)dx+O(e−cθσ).
Moreover, it follows from (4.1.14) and the coercivity of the operator Lc that
cκω
∫
ecxQ2(x)A(x)dx = 〈LcA,A〉 > 0.
Last, we check using the decay property of A in (4.1.15) and the condition on θ that∫
Qc(x)Q
′
c(x)A
2(x+ σ)dx = O(e−cθσ),
∫
Q′c(x)A
3(x+ σ)dx = O(e−cσ).
Using also (4.2.9) and κ2 = 8, we nd
a =
e−2cσ
2
[
c2κ2ω
∫
e2cxQ2(x)dx+ 〈LcA,A〉
]
+O(e−2cθσ) = αce
−2cσ +O(e−2cθσ).
From the denition of G, we have
〈G, ∂2R〉 = ω
∫
Q2c(x− σ)Q(x)Q′(x)dx
+ 2ωe−cσ
∫
Qc(x− σ)A(x)Q(x)Q′(x)dx+ ωe−2cσ
∫
A2(x)Q(x)Q′(x)dx.
On the one hand, integrating by parts, it holds
〈LcA,A′〉 = −ω
∫
Q2(x)A(x)A′(x)dx = ω
∫
A2(x)Q(x)Q′(x)dx.
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On the other hand, using (4.1.14) and then integration by parts , it holds
〈LcA,A′〉 = cκω
∫
ecxQ2(x)A′(x)dx
= −c2κω
∫
ecxQ2(x)A(x)dx− 2cκω
∫
ecxQ(x)Q′(x)A(x)dx
= −c〈LcA,A〉 − 2cκω
∫
ecxQ(x)Q′(x)A(x)dx.
Thus, also using∫
Qc(x− σ)A(x)Q(x)Q′(x)dx = cκe−cσ
∫
ecxQ(x)Q′(x)A(x)Qdx+O(e−cθσ)
and (4.2.10), we obtain b = −cαce−2cσ +O(e−2cθσ).
4.2.3 Formal discussion
Formally, the previous computations lead us to the system
σ̇1 = 2β1, β̇1 = −αce−2cσ, σ̇2 = 2β2, β̇2 = cαce−2cσ.
Recalling σ = σ1 − σ2 and β = β1 − β2, this gives
σ̈ = −2(c+ 1)αce−2cσ, 2β = σ̇,
which admits the following solution
σ(t) =
1
c
log(Ωct), 2β(t) =
1
ct
=
Ωc
c
e−cσ where Ωc = [2c(c+ 1)αc]
1
2 > 0.
This justies the existence of the regime (4.1.5) of Theorem 4.1.4. In particular, observe that
the positive sign of the constant αc is responsible for the emergence of the special non-symmetric
logarithmic regime. The phase parameters γ1 and γ2 are not essential for the dynamics and so
we do not discuss them here.
4.2.4 Decomposition around the approximate solution
Let T∞  1 to be xed later and consider a solution
(
u
v
)
of (coupled NLS) under the form(
u
v
)
=
(
U
V
)
+
(
ε
η
)
with
(
ε
η
)
(T∞) =
(
0
0
)
. (4.2.11)
Then, using the notation
h(u, v) =
(
|u|2 + ω|v|2
)
u
the function
(
ε
η
)
satises the system{
i∂tε+ ∂
2
xε+ h(U + ε, V + η)− h(U, V ) + EU = 0
i∂tη + ∂
2
xη + h(V + η, U + ε)− h(V, U) + EV = 0
(4.2.12)
The parameters σ1, σ2, γ1, γ2, β1 and β2 in the denition of
(
U
V
)
are xed by imposing the
following orthogonality conditions{
〈ε, x1P 〉 = 〈ε, iΛ1P 〉 = 〈ε, i∂1P 〉 = 0
〈η, x2R〉 = 〈η, iΛ2R〉 = 〈η, i∂2R〉 = 0
(4.2.13)
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and initial conditions 
σ1(T∞) =
σ∞
c+ 1
, σ2(T∞) = −
cσ∞
c+ 1
,
β1(T∞) =
β∞
c+ 1
, β2(T∞) = −
cβ∞
c+ 1
,
γ1(T∞) = 0, γ2(T∞) = 0,
(4.2.14)
where σ∞ is to be chosen later close to 1c log(ΩcT∞) (see below (4.3.2)) and
β∞ =
Ωc
2c
e−cσ∞ . (4.2.15)
Indeed, by a standard argument and the initial conditions (including ε(T∞) = η(T∞) = 0), the
orthogonality conditions are equivalent to a rst order dierential system in the parameters
(σ1, σ2, γ1, γ2, β1, β2), which admits a unique local solution in the regime considered in this
paper. See e.g. Lemma 2.7 in [4] for a detailled argument in the case of the (gKdV) equation,
and Lemma 4.3.10 in the present paper for the corresponding estimates on the time derivatives
of the parameters. For technical reasons, one can x zero initial conditions on γ1, γ2 as in
(4.2.14), but the initial conditions on σ1, σ2, β1 and β2 have to depend on a parameter σ∞ to
be xed later by a topological argument.
As in [20, 22, 26], the orthogonality conditions in (4.2.13) are related to (4.1.11). Using the
conservation of masses and L2 sub-criticality, we avoid the modulation of the scaling parameters
of the solitons (see [30] and the proof of Lemma 4.3.10).
4.3 Proof of Theorem 4.1.4
4.3.1 Bootstrap bounds
Fix θ1, θ2 and θ3 such that 1 < θ3 < θ2 < θ1 < min
{
1
c
; 2
}
. Following Section 4.2.3, we work
under the following bootstrap estimates, for 1 t ≤ T∞,
‖ε‖H1 + ‖η‖H1 ≤ t−θ1 ,∣∣∣∣β − 12ct
∣∣∣∣+ ∣∣∣∣β1 − 12c(c+ 1)t
∣∣∣∣+ ∣∣∣∣β2 + 12(c+ 1)t
∣∣∣∣ ≤ t−θ3 ,∣∣∣∣σ1 − log(Ωct)c(c+ 1)
∣∣∣∣+ ∣∣∣∣σ2 + log(Ωct)c+ 1
∣∣∣∣ ≤ t1−θ3 ,∣∣∣∣ ecσΩct − 1
∣∣∣∣ ≤ t1−θ2 .
(4.3.1)
For consistency, the free parameter σ∞ in (4.2.14) will have to be chosen such that∣∣∣∣ ecσ∞ΩcT∞ − 1
∣∣∣∣ ≤ T 1−θ2∞ . (4.3.2)
Lemma 4.3.3. Let 0 < c1 ≤ c2 and q ≥ 0. It holds, for σ > 1,∫
(1 + |x− σ|)qe−c1|x−σ|e−c2|x|dx .
{
σq+1e−c1σ if c1 = c2
σqe−c1σ if c1 6= c2.
Proof. We decompose∫
(1 + |x− σ|)qe−c1|x−σ|e−c2|x|dx = e−c1σ
∫ 0
−∞
(1 + |x− σ|)qe(c1+c2)xdx
+ e−c1σ
∫ σ
0
(1 + |x− σ|)qe−(c2−c1)xdx+ ec1σ
∫ +∞
σ
(1 + |x− σ|)qe−(c1+c2)xdx.
124
The result follows by integration.
Lemma 4.3.4. The following hold
‖∂tP − ic2P‖L2 .
(
|γ̇1|+ |β̇1||σ1|+ |σ̇1|
)
,
‖∂tϕ− ic2ϕ‖L2 .
(
|γ̇1|+ |β̇1||σ2|+ |σ̇2|+ |σ̇|
)
e−cσ,
‖∂tR− iR‖L2 .
(
|γ̇2|+ |β̇2||σ2|+ |σ̇2|
)
.
(4.3.5)
Let 1 < θ < min
{
1
c
; 2
}
. The following hold
‖F‖L2 + ‖F⊥‖L2 . e−2cσ, (4.3.6)
‖∂tF − ic2F‖L2 + ‖∂tF⊥ − ic2F⊥‖L2 .
(
|γ̇1|+ |β̇1||σ1|+ |σ̇1|+ |σ̇|
)
e−2cσ, (4.3.7)
‖G‖L2 + ‖G⊥‖L2 . e−cθσ, (4.3.8)
‖∂tG− iG‖L2 + ‖∂tG⊥ − iG⊥‖L2 .
(
|γ̇2|+ |β̇2||σ2|+ |σ̇2|+ |σ̇|
)
e−cθσ. (4.3.9)
Proof. Estimates (4.3.5) are simple consequences of the denitions of P , ϕ and R.
Proof of (4.3.6). Recall that F (t, x) = F1(t, x− σ1(t))eiΓ1(t,x), where
F1 = 3e
−cσQ2cA(x+ σ) + 3e
−2cσQcA
2(x+ σ) + e−3cσA3(x+ σ)− ωe2cxQ2(x+ σ)Qc.
Moreover, from (4.1.15) and Lemma 4.3.3, it holds
‖Q2cA(x+ σ)‖L2 + ‖QcA2(x+ σ)‖L2 . e−cσ,
and ‖e2cxQ2(x+ σ)Qc‖L2 . e−2cσ‖e2cxQ2‖L2 . e−2cσ.
Proof of (4.3.7). Note that
∂tF − ic2F = i(γ̇1 + β̇1σ1)F + iβ̇1(x− σ1)F − σ̇1∂xF1(t, x− σ1)eiΓ1 + ∂tF1(t, x− σ1)eiΓ1 .
We see from the expression of F1 and similar estimates that the following hold
‖(γ̇1 + β̇1σ1)F1‖L2 . (|γ̇1|+ |β̇1||σ1|)e−2cσ, ‖xF1‖L2 . e−2cσ,
‖∂xF1‖L2 . e−2cσ, ‖∂tF1‖L2 . |σ̇|e−2cσ.
This proves estimate (4.3.7) for F .
Next, note that from the denition of a, we have
ȧ =
1
2c
〈∂tF − ic2F, ∂1P 〉+
1
2c
〈F, ∂t∂1P − ic2∂1P 〉.
Thus, from the analogue of (4.3.5) for ∂1P and (4.3.6)-(4.3.7), we deduce
|ȧ| .
(
|γ̇1|+ |β̇1||σ1|+ |σ̇1|+ |σ̇|
)
e−2cσ.
Estimate (4.3.7) for F⊥ then comes from
∂tF
⊥ − ic2F⊥ = ∂tF − ic2F + ȧx1P + a
[
∂t(x1P )− ic2(x1P )
]
and the analogue of (4.3.5) for x1P .
Proof of (4.3.8). We rewrite G(t, x) = G2(x− σ2(t))eiΓ2(t,x), where
G2 = ωQ
2
c(x− σ)Q+ 2ωe−cσQc(x− σ)AQ+ ωe−2cσA2Q.
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From Lemma 4.3.3 and the denition of θ, we have
‖Q2c(x− σ)Q‖L2 . e−cθσ, ‖Qc(x− σ)AQ‖L2 . e−cσ.
Proof of (4.3.9). We have
∂tG− iG = i(γ̇2 + β̇2σ2)G+ β̇2(x− σ2)G− σ̇2∂xG2(t, x− σ2)eiΓ2 + ∂tG2(t, x− σ2)eiΓ2 .
As before, we use the following estimates to prove (4.3.9) for G
‖(γ̇2 + β̇2σ2)G2‖L2 . (|γ̇2|+ |β̇2||σ2|)e−cθσ, ‖xG2‖L2 . e−cθσ,
‖∂xG2‖L2 . e−cθσ, ‖∂tG2‖L2 . |σ̇|e−cθσ.
The proof of (4.3.9) for G⊥ follows from similar arguments and it is omitted.
4.3.2 Modulation equations
Lemma 4.3.10. Let θ1 < θ < min
{
1
c
; 2
}
. It holds
|〈ε, P 〉| . t−2 log t, |〈η,R〉| . t−2θ1 , (4.3.11)
|σ̇1 − 2β1|+ |σ̇2 − 2β2|+ |γ̇1|+ |γ̇2| . t−θ. (4.3.12)
|~m1|+ |~m2|+ |~ma1|+ |~mb2| . t−θ, |~mϕ| . t−1, (4.3.13)
|β̇1 + a|+ |β̇2 + b| . t−1−θ1 . (4.3.14)
Proof. Proof of (4.3.11). First, it follows from Lemma 4.3.3 and (4.3.1) that
‖U‖2L2 = ‖Qc + e−cσA(·+ σ)‖2L2 = ‖Qc‖2L2 +O(t−2 log t).
We use the mass conservation for u and ε(T∞) = 0,
‖U + ε‖2L2 = ‖u‖2L2 = ‖u(T∞)‖2L2 = ‖U(T∞)‖2L2 = ‖Qc‖2L2 +O(T−2∞ log T∞),
and thus by (4.3.1),
2〈ε, U〉 = ‖U + ε‖2L2 − ‖U‖2L2 − ‖ε‖2L2 = O(t−2 log t).
Last, using |〈ε, ϕ〉| ≤ ‖ε‖L2‖ϕ‖L2 . t−1‖ε‖L2 . t−1−θ1 and 2〈ε, P 〉 = 2〈ε, U〉 − 2〈ε, ϕ〉, we
obtain |〈ε, P 〉| . t−2 log t. The estimate on 〈η,R〉 follows directly from ‖v‖L2 = ‖v(T∞)‖L2 .
Proof of (4.3.12)-(4.3.13)-(4.3.14). We use the special choice of orthogonality conditions
(4.2.13) as well as the relations (4.1.11). We refer to the proof of Lemma 7 in [20] for a similar
argument. First, dierentiating the second orthogonality in (4.2.13) and using (4.2.12),
0 =
d
dt
〈ε, iΛ1P 〉 = −〈i∂tε,Λ1P 〉+ 〈ε, i∂tΛ1P 〉
= −〈−∂2xε+ c2ε+ h(U + ε, V + η)− h(U, V ),Λ1P 〉
+ 〈F,Λ1P 〉 − 〈~m1 · ~M1,Λ1P 〉 − 〈~mϕ · ~Mϕ,Λ1P 〉 − 〈iε, ∂t(Λ1P )− ic2Λ1P 〉.
We claim ∣∣〈−∂2xε+ c2ε+ h(U + ε, V + η)− h(U, V ),Λ1P 〉∣∣ . t−2 log t. (4.3.15)
Observe that
h(U + ε, V + η)− h(U, V ) = 2|U |2ε+ U2ε̄+ ω|V |2ε+ 2ωU<(V η̄) +O(|ε|2 + |η|2).
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By Lemma 4.3.3, ‖V 2Λ1P‖L2 . t−1 log t, ‖UV Λ1P‖L2 . t−1, and thus∣∣〈−∂2xε+ c2ε+ h(U + ε, V + η)− h(U, V ),Λ1P 〉 − 〈ε,−∂2x(Λ1P ) + c2Λ1P + 3|P |2Λ1P 〉∣∣
. t−1(log t) (‖ε‖L2 + ‖η‖L2) + ‖ε‖2L2 + ‖η‖2L2 . t−1−θ1 log t.
Using L+(ΛQ) = −2Q from (4.1.11) and ‖∂2x(Λ1P ) − ∂21(Λ1P )‖L2 . |β1| . t−1 (by analogy
with the notation introduced in 4.2.1, we set ∂21(Λ1P ) = (ΛQc)
′′(x− σ1)eiΓ1) we see that
‖[−∂2x(Λ1P ) + c2Λ1P + 3|P |2Λ1P ] + 2c2P‖L2 . t−1.
Thus, by (4.3.1) and (4.3.11), we obtain (4.3.15).
The estimate |〈F,Λ1P 〉| . e−2cσ . t−2 is clear from (4.3.6) and then (4.3.1). Next, using
〈P,Λ1P 〉 = 〈Qc,ΛQc〉 = 12‖Qc‖
2
L2 = 2c and 〈iQ′c,ΛQc〉 = 〈xQc,ΛQc〉 = 0, we obtain
−〈~m1 · ~M1,Λ1P 〉 = −2c(γ̇1 + β̇1σ1 + β21).
Moreover, using Lemma 4.3.3,
−〈~mϕ · ~Mϕ,Λ1P 〉 = −(γ̇1 + β̇1σ2 + β21)〈ϕ,Λ1P 〉+ β̇1〈x2ϕ,Λ1P 〉
= (|γ̇1|+ |β̇1||σ2|+ β21)O(σ2e−2cσ).
Last, using the analogue of (4.3.5) for Λ1P , we have
|i〈ε, ∂t(Λ1P )− ic2Λ1P 〉| . (|γ̇1|+ |β̇1||σ1|+ |σ̇1 − 2β1|+ |β1|)‖ε‖L2 .
The conclusion of these estimates is
|γ̇1| . t−2 log t+ t−1|σ̇1 − 2β1|+ |β̇1| log t.
Proceeding similarly with the orthogonality condition 〈η, iΛ2R〉 = 0, we check
|γ̇2| . t−θ + t−1|σ̇2 − 2β2|+ |β̇2| log t.
Note that we again use L+(ΛQ) = −2Q and (4.3.11) for η. The term t−θ comes from estimate
of G in (4.3.8), which is to be compared with (4.3.6) for F .
Next, dierentiating the orthogonality conditions 〈ε, x1P 〉 = 〈η, x2R〉 = 0, using the relation
L−(xQ) = −2Q′ from (4.1.11) and last 〈ε, i∂1P 〉 = 〈η, i∂2R〉 = 0, we nd
|σ̇1 − 2β1| . t−1−θ1 log t+ t−1(|γ̇1|+ |β̇1||σ1|+ |σ̇2 − 2β2|),
|σ̇2 − 2β2| . t−1−θ1 log t+ t−1(|γ̇2|+ |β̇2||σ2|+ |σ̇1 − 2β1|).
Note that for these estimates, we have also used 〈F, ix1P 〉 = 0 and 〈G, ix2R〉 = 0.
Last, dierentiating the orthogonality conditions 〈ε, i∂1P 〉 = 〈η, i∂2R〉 = 0, using the rela-
tion L+(Q′) = 0 from (4.1.11) and 〈F⊥, ∂1P 〉 = 〈G⊥, ∂2R〉 = 0, we check that
|β̇1 + a|+ |β̇2 + b| . t−1−θ1 + t−1(|γ̇1|+ |σ̇1 − 2β1|+ |γ̇2|+ |σ̇2 − 2β2|).
The proof of (4.3.12)-(4.3.13)-(4.3.14) follows from the above estimates and (4.2.7).
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4.3.3 Energy estimates
Let
H(u, v) =
1
4
|u|4 + 1
4
|v|4 + ω
2
|u|2|v|2, h(u, v) = (|u|2 + ω|v|2)u.
and remark that
d1H(U, V )(ε) =
1
2
(|U |2 + ω|V |2)(Uε̄+ Ūε) = < (h(U, V )ε) ,
d2H(U, V )(η) =
1
2
(|V |2 + ω|U |2)(V η̄ + V̄ η) = < (h(V, U)η) ,
d1h(U, V )(ε) = 2|U |2ε+ U2ε̄+ ω|V |2ε, d2h(U, V )(η) = ω(V η̄ + V̄ η)U,
1
2
(ε, η)T(d2h)(U, V )(ε, η) = 2ε<(Uε̄) + U |ε|2 + 2ωε<(V η̄) + ωU |η|2.
Consider the energy functional for
(
ε
η
)
K(t, ε, η) =
1
2
∫ {
|∂xε|2 + |∂xη|2 − 2
[
H(U + ε, V + η)−H(U, V )
− d1H(U, V )(ε)− d2H(U, V )(η)
]}
and the mass functionals for ε and η
M = M1 +M2, M1(ε) =
c2
2
∫
|ε|2, M2(η) =
1
2
∫
|η|2.
Let χ : [0,+∞)→ [0,+∞) be a smooth non-increasing function satisfying χ ≡ 1 on [0, 1
4
] and
χ ≡ 0 on [1
2
,+∞). Denote J = J1 + J2 where, for j = 1, 2,
Jj(t, ε, η) = βj =
∫
[(∂xε)ε̄+ (∂xη)η̄]χj where χj(t, x) = χ
(
|x− σj(t)|
log t
)
.
Last, we set
S(t, ε, η) = 〈ε, F⊥〉+ 2β〈ε, iφ〉+ 〈η,G⊥〉 where φ = ∂1ϕ− cϕ.
Last, set
W(t, ε, η) = K(t, ε, η) + M(t, ε, η)− J(t, ε, η)− S(t, ε, η).
We refer to [14, 16, 17, 19, 20, 22, 26] for similar energy functionals. However, the introduction
of the correcting term S seems to be a previously unnoticed general improvement of the energy
method in this context. See Section 4.5.
Under the bootstrap (4.3.1), we prove the following estimates.
Proposition 4.3.16. Let θ1 < θ < min{1c ; 2}. It holds
‖ε‖2H1 + ‖η‖2H1 .W(t, ε, η) + Ct−2θ, (4.3.17)
and ∣∣∣∣ ddt [W(t, ε, η)]
∣∣∣∣ . t−1−2θ1(log t)−1. (4.3.18)
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Proof of Proposition 4.3.16. step 1. The coercivity property (4.3.17) is a consequence of the
coercivity property around one solitary wave in Lemma 4.1.12, the orthogonality relations
(4.2.13)-(4.3.11)) and the positivity of Lc. It also involves a localization argument similar to
the proof of Lemma 4.1 in [19] for the scalar case.
Note that by (4.3.1),
|J(t, ε, η)| . t−1(‖ε‖2H1 + ‖η‖2H1)
and by (4.3.6) and (4.3.8),
|S(t, ε, η)| . t−θ(‖ε‖H1 + ‖η‖H1).
Next, we see that the following terms in the functional K are easily controlled∫
(|Pϕ|+ |ϕ|2)|ε|2 +
∫
|Uε||V η| . t−1
(
‖ε‖2H1 + ‖η‖2H1
)
.
Moreover, cubic and higher order terms in ε or η are of order t−θ1
(
‖ε‖2H1 + ‖η‖2H1
)
.
Therefore, we are reduced to consider the following two decoupled functionals
W1 =
∫ {
|∂xε|2 + c2|ε|2 − |P |2|ε|2 − 2[<(P ε̄)]2 − ω|R|2|ε|2
}
,
W2 =
∫ {
|∂xη|2 + |η|2 − |R|2|η|2 − 2[<(Rη̄)]2 − ω|P |2|η|2
}
.
We focus on the coercivity property for W1, the case of W2 is similar.
Denote Φ : R→ R an even function of class C2 such that
Φ ≡ 1 on [0, 1], Φ ≡ e−x on [2,+∞), e−x ≤ Φ(x) ≤ e−3x, Φ′ ≤ 0 on R.
Let B > 1 and ΦB(x) = Φ(x/B). We claim that for B large enough, there exists µ1 > 0, such
that for any ε̂ satisfying 〈ε̂, Q〉 = 〈ε̂, xQ〉 = 〈ε̂, iΛQ〉 = 0, and any ε̃, it holds
N1(ε̂) :=
∫
ΦB
{
|∂xε̂|2 + |ε̂|2 −Q2|ε̂|2 − 2
[
<(Q¯̂ε)
]2} ≥ µ1 ∫ ΦB(|∂xε̂|2 + |ε̂|2),
N2(ε̃) :=
∫
ΦB
{
|∂xε̃|2 + c2|ε̃|2 − ωQ2|ε̃|2
}
≥ µ1
∫
ΦB(|∂xε̃|2 + |ε̃|2).
Setting z = ε̂Φ
1
2
B and following the proof of Claim 8 in [19], the coercivity of N1 follows from (i)
of Lemma 4.1.12 applied to the function z. A similar localization argument, using the coercivity
property of Lc proves the estimate for N2(ε̃) without any orthogonality condition on ε̃. This is
where our proof needs the condition (4.1.10).
Using these estimates with ε̂ and ε̃ such that ε = cε̂(c(x − σ1))eiΓ1 and ε = ε̃(x − σ2)eiΓ2 ,
the orthogonality conditions (4.2.13) and the almost orthogonality relation (4.3.11), we obtain
the estimate ‖ε‖2H1 .W1 + t−4(log t)2.
step 2. Time variation of the energy. Denote
K1 = h(U + ε, V + η)− h(U, V )− d1h(U, V )(ε)− d2h(U, V )(η),
K2 = h(V + η, U + ε)− h(V, U)− d1h(V, U)(η)− d2h(V, U)(ε),
so that
K1 =
1
2
(ε, η)T(d2h)(U, V )(ε, η) +O(|ε|3 + |η|3),
K2 =
1
2
(η, ε)T(d2h)(V, U)(η, ε) +O(|ε|3 + |η|3).
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We prove the following estimate
d
dt
[K(t, ε, η)] = 2β1〈∂xU,K1〉+ 2β2〈∂xV,K2〉 − c2〈iU,K1〉 − 〈iV,K2〉
− 〈iDεK, EU〉 − 〈iDηK, EV 〉+O(t−1−2θ1(log t)−1).
(4.3.19)
The time derivative of t 7→ K(t, ε(t), η(t)) splits into three parts
d
dt
[K(t, ε, η] = DtK(t, ε, η) + 〈DεK(t, ε, η), ∂tε〉+ 〈DηK(t, ε, η), ∂tη〉,
where Dt denotes the dierentiation of K with respect to t, and Dε, Dη the dierentiation of
K with respect to ε and η. In particular, DtK = −〈∂tU,K1〉 − 〈∂tV,K2〉.
We claim
∂tU = ic
2U − 2β1∂xU +OH1(t−θ),
∂tV = iV − 2β2∂xV +OH1(t−θ).
(4.3.20)
Indeed, from the denition of U
∂tU = ic
2U − 2β1∂1U − (σ̇1 − 2β1)∂1P + i(γ̇1 + β̇1σ1)P + iβ̇1x1P
− (σ̇2 − 2β1)∂1ϕ+ i(γ̇1 + β̇1σ2 + icσ̇)ϕ+ iβ̇1x2ϕ.
Thus, using (4.3.12) and (4.3.14), we obtain (4.3.20) for U . The proof for V is similar.
Using (4.3.20) and (4.3.1), we obtain
DtK(t, ε, η) = 2β1〈∂xU,K1〉+ 2β2〈∂xV,K2〉 − c2〈iU,K1〉 − 〈iV,K2〉+O(t−θ−2θ1).
Next, we observe
DεK(t, ε, η) = −∂2xε− h(U + ε, V + η) + h(U, V )
so that the equation of ε in (4.2.12) rewrites i∂tε−DεK(t, ε, η) + EU = 0 and thus
〈DεK(t, ε, η), ∂tε〉 = −〈iDεK(t, ε, η), EU〉.
Similarly,
〈DηK(t, ε, η), ∂tη〉 = −〈iDηK(t, ε, η), EV 〉.
We have proved (4.3.19).
step 3. Time variation of the total mass. We claim
d
dt
[M(ε, η)] = c2〈iU,K1〉+ 〈iV,K2〉 − 〈ic2ε, EU〉 − 〈iη, EV 〉. (4.3.21)
By integration by parts, we have 〈i∂2xε, ε〉 = 0 so from (4.2.12),
d
dt
[M1(ε)] = c
2〈∂tε, ε〉 = −c2〈iε, h(U + ε, V + η)− h(U, V )〉 − c2〈iε, EU〉.
We claim the following identity
〈iU,K1〉+ 〈iε, h(U + ε, V + η)− h(U, V )〉 = 0. (4.3.22)
Indeed, since h(u, v)u is real, for all θ ∈ R, it holds
〈i(U + θε), h(U + θε, V + θη)〉 = 0.
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Dierentiating with respect to θ, and taking θ = 0, we obtain
〈iε, h(U, V )〉+ 〈iU, d1h(U, V )(ε)〉+ 〈iU, d2h(U, V )(η)〉 = 0
Moreover, with θ = 0 and θ = 1
〈iU, h(U, V )〉 = 0, 〈i(U + ε), h(U + ε, V + η)〉 = 0.
We see that (4.3.22) follows from combining these identities.
This yields d
dt
M1 = c
2〈iU,K1〉 − c2〈iε, EU〉. Computing also ddtM2, we obtain (4.3.21).
step 4. Time variation of the localized momentum. We claim
d
dt
[J(t, ε, η)] = 2β1〈∂xU,K1〉+ 2β2〈∂xV,K2〉+O(t−1−2θ1(log t)−1). (4.3.23)
By direct computation,
d
dt
[J1(t, ε, η)] = β̇1=
∫
[(∂xε)ε+ (∂xη)η]χ1 + β1=
∫
[(∂xε)ε+ (∂xη)η]∂tχ1
+ β1〈i∂tε, 2χ1∂xε+ ε∂xχ1〉+ β1〈i∂tη, 2χ1∂xη + η∂xχ1〉.
By (4.3.1) and (4.3.14), we have∣∣∣∣β̇1 ∫ [(∂xε)ε+ (∂xη)η]χ1∣∣∣∣ . t−2 (‖ε‖2H1 + ‖η‖2H1) . t−2−2θ1 .
By direct computations,
∂tχj(t, x) = −
[
σ̇j
log t
x− σj
|x− σj|
+
|x− σj|
t(log t)2
]
χ′
(
|x− σj|
log t
)
and so by (4.3.1), (4.3.12) and the properties of χ, |∂tχj| . t−1(log t)−1. It follows that∣∣∣∣β1= ∫ [(∂xε)ε+ (∂xη)η]∂tχ1∣∣∣∣ . t−2(log t)−1 (‖ε‖2H1 + ‖η‖2H2) . t−2−2θ1(log t)−1.
Next, using the equation (4.2.12)
〈i∂tε, 2χ1∂xε+ ε∂xχ1〉 = −〈∂2xε, 2χ1∂xε+ ε∂xχ1〉
− 〈h(U + ε, V + η)− h(U, V ), 2χ1∂xε+ ε∂xχ1〉
− 〈EU , 2χ1∂xε+ ε∂xχ1〉.
Integrating by parts, we have
−〈∂2xε, 2χ1∂xε+ ε∂xχ1〉 =
∫
|∂xε|2∂xχ1 −
1
2
∫
|ε|2∂3xχ1.
Since |∂xχ1| . (log t)−1 and |∂3xχ1| . (log t)−3, from (4.3.1), we have∣∣β1〈∂2xε, 2χ1∂xε+ ε∂xχ1〉∣∣ . t−1−2θ1(log t)−1.
For the term containing EU , we use (4.2.2), (4.3.1), (4.3.6) and (4.3.13),∣∣∣∣β1〈EU , 2χ1∂xε+ ε∂xχ1〉∣∣∣∣ . t−1−θ‖ε‖H1 . t−1−2θ1(log t)−1.
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Then, we estimate, using |∂xχ1| . (log t)−1,
|〈h(U + ε, V + η)− h(U, V ), ε∂xχ1〉| . (log t)−1
(
‖ε‖2H1 + ‖η‖2H1
)
. t−2θ1(log t)−1.
Collecting the above estimates, we obtain
d
dt
[J1(t, ε, η)] = −2β1〈χ1∂xε, h(U + ε, V + η)− h(U, V )〉
− 2β1〈χ1∂xη, h(V + η, U + ε)− h(V, U)〉+O(t−1−2θ1(log t)−1).
We complete the proof of (4.3.23) by showing the following
〈∂xU,K1〉+ 〈χ1∂xε, h(U + ε, V + η)− h(U, V )〉
+ 〈χ1∂xη, h(V + η, U + ε)− h(V, U)〉 = O(t−2θ1(log t)−1).
(4.3.24)
First, we prove the identity
〈∂xU,K1〉+ 〈∂xε, h(U + ε, V + η)− h(U, V )〉
+ 〈∂xV,K2〉+ 〈∂xη, h(V + η, U + ε)− h(V, U)〉 = 0.
(4.3.25)
Indeed, we have
〈∂xu, h(u, v)〉+ 〈∂xv, h(v, u)〉 =
∫
∂x[H(u, v)] = 0.
Applying this to u = U + θε and v = V + θη, we have that for all θ ∈ R
〈∂x(U + θε), h(U + θε, V + θη)〉+ 〈∂x(V + θη), h(V + θη, U + θε)〉 = 0.
Taking the derivative with respect to θ at θ = 0, we obtain
〈∂xε, h(U, V )〉+ 〈∂xη, h(V, U)〉+ 〈∂xU, d1h(U, V )(ε)〉+ 〈∂xU, d2h(U, V )(η)〉
+ 〈∂xV, d1h(V, U)(η)〉+ 〈∂xV, d2h(V, U)(ε)〉 = 0.
Moreover, using the above identity with θ = 0 and θ = 1, we have
〈∂xU, h(U, V )〉+ 〈∂xV, h(V, U)〉 = 0,
〈∂x(U + ε), h(U + ε, V + η)〉+ 〈∂x(V + η), h(V + η, U + ε)〉 = 0.
Gathering these identities, we obtain (4.3.25).
We apply identity (4.3.25) to χ
1
4
1U , χ
1
4
1 V , χ
1
4
1 ε and χ
1
4
1 η. Recall that |∂xχ1| . (log t)−1 and
also note that by the denition of χ, |χ1V |+(1−χ1)|∂xU | . (log t)−1. In particular, this shows
that
|〈∂x(χ
1
4
1U), K1χ
3
4
1 〉 − 〈∂xU,K1〉|+ |〈∂x(χ
1
4
1 V ), K2χ
3
4
1 〉| = O(t−2θ1(log t)−1),
〈[χ
3
4
1 ∂x(χ
1
4
1 ε)− χ1∂xε], h(U + ε, V + η)− h(U, V )〉 = O(t−2θ1(log t)−1),
and
〈[χ
3
4
1 ∂x(χ
1
4
1 η)− χ1∂xη], h(V + η, U + ε)− h(V, U)〉 = O(t−2θ1(log t)−1).
This proves (4.3.24) and then (4.3.23), the computations for J2 being identical.
step 5. Additional correction terms. We claim
d
dt
[S(t, ε, η)] = −〈i(DεK + c2ε), F⊥ + 2iβφ〉 − 〈i(DηK + η), G⊥〉+O(t−(1+θ+θ1)). (4.3.26)
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We compute, using (4.2.12),
d
dt
〈ε, F⊥〉 = −〈i(DεK + c2ε), F⊥〉 − 〈EU , iF⊥〉+ 〈ε, ∂tF⊥ − ic2F⊥〉.
From (4.2.4) and F⊥e−iΓ1 ∈ R, it follows that 〈~ma1 · ~M1, iF⊥〉 = 0. One also observes that
〈~mϕ ·Mϕ, iF⊥〉 = cσ̇〈ϕ, F⊥〉+ (σ̇2 − 2β1)〈∂1ϕ, F⊥〉 = O(t−5(log t)2) = O(t−(1+2θ),
where we have used (4.3.12) and (from Lemma 4.3.3 and the denitions of F⊥ and ϕ)
|〈ϕ, F⊥〉|+ |〈∂1ϕ, F⊥〉| . t−4(log t)2. (4.3.27)
Since 〈F⊥, iF⊥〉 = 0, it follows that 〈EU , iF⊥〉 = O(t−(1+2θ)). Last, it follows from (4.3.7),
(4.3.12) and (4.3.1) that
|〈ε, ∂tF⊥ − ic2F⊥〉| . t−3−θ1 . t−1−θ1−θ.
Thus, using (4.2.5),
d
dt
〈ε, F⊥〉 = −〈i(DεK + c2ε), F⊥〉+O(t−1−θ1−θ).
From (4.3.9) and similar estimates, we also obtain
d
dt
〈η,G⊥〉 = −〈i(DηK + η), G⊥〉+O(t−1−θ1−θ)
Finally, we compute
d
dt
[2β〈ε, iφ〉] = 2β̇〈ε, iφ〉+ 2β〈∂tε, iφ〉+ 2β〈ε, i∂tφ〉.
The rst term is estimated |β̇〈ε, iφ〉| . t−3‖ε‖H1 . t−3−θ1 using (4.3.14). Then, using (4.2.12),
〈∂tε, iφ〉+ 〈ε, i∂tφ〉 = −〈i(DεK + c2ε), iφ〉+ 〈EU , φ〉 − 〈iε, ∂tφ− ic2φ〉.
From (4.3.27), |β〈F⊥, φ〉| . t−5(log t)2 . t−1−2θ. From (4.3.13), the expression of ~ma1 · ~M1 and
Lemma 4.3.3,
|β〈~ma1 · ~M1, φ〉| . t−1|~ma1| (|〈P, φ〉|+ |〈x1P, φ〉|) . t−3−θ(log t)2 . t−1−θ1−θ.
Next, from (4.3.12), the expression of ~mϕ · ~Mϕ and Lemma 4.3.3,
|β〈~mϕ · ~Mϕ, φ〉| . t−1
(
|γ̇1 + β̇1σ2 + β21 ||〈ϕ, φ〉|+ |β̇1 + a||〈x2ϕ, φ〉|
)
. t−3−θ . t−1−θ1−θ.
Last, using (4.3.5) and (4.3.12),
|β〈iε, ∂tφ− ic2φ〉| . t−3‖ε‖L2 . t−3−θ1 .
Estimate (4.3.26) is now proved.
step 6. Conclusion. Combining the estimates (4.3.19), (4.3.21), (4.3.23), (4.3.26) and using
the decompositions of EU and EV in (4.2.5), we have obtained
d
dt
W(t, ε, η) = 〈i(DεK + c2ε), ~ma1 · ~M1〉+ 〈i(DεK + c2ε), 2iβφ+ ~mϕ · ~Mϕ〉
+ 〈i(DηK + η), ~mb2 · ~M2〉+O(t−1−2θ1(log t)−1).
133
We claim
|〈i(DεK + c2ε), ~ma1 · ~M1〉| . t−(1+θ1+θ). (4.3.28)
Indeed, following the proof of (4.3.15), using Lemma 4.3.3, the relations (4.1.11), (4.3.1) and
the third orthogonality condition in (4.2.13), it holds∣∣〈−∂2xε+ c2ε− h(U + ε, V + η) + h(U, V ), ∂1P 〉∣∣ . t−(1+θ1),∣∣〈−∂2xε+ c2ε− h(U + ε, V + η) + h(U, V ), iP 〉∣∣ . t−(1+θ1),∣∣〈−∂2xε+ c2ε− h(U + ε, V + η) + h(U, V ), ix1P 〉∣∣ . t−(1+θ1) log t.
Thus, (4.3.28) follows from (4.3.13) and (4.3.14). Similarly,
|〈i(DηK + η), ~mb2 · ~M2〉| . t−(1+θ1+θ).
Finally, we remark that from the explicit expression of ~mϕ · ~Mϕ and (4.3.12)
‖2iβφ+ ~mϕ · ~Mϕ‖H1 . t−1−θ,
which implies by integration by parts and then (4.3.1)
|〈i(DεK + c2ε), 2iβφ+ ~mϕ · ~Mϕ〉| . t−1−θ1−θ.
The proof of Proposition 4.3.16 is complete.
4.3.4 Bootstrap argument
Proposition 4.3.29. There exists T0 > 1 large enough and for any T∞ ≥ T0, there exists σ∞
satisfying (4.3.2) such that the solution
(
u
v
)
of (coupled NLS) corresponding to initial data(
U
V
)
(T∞) at t = T∞ with parameters chosen as in (4.2.14)-(4.2.15) admits a decomposition
(4.2.11)-(4.2.13) which satises (4.3.1) on [T0, T∞]. Moreover, |γ1|+ |γ2| . t1−θ1 on [T0, T∞].
Proof. For T0 large enough, for any T∞ ≥ T0 and any σ∞ satisfying (4.3.2), we dene
T? = T?(T∞, σ∞) = inf{t ∈ [T0, T∞] such that (4.3.1) holds on [t, T∞]} ∈ [T0, T∞].
We prove by contradiction that, provided T0 is large enough independent of T∞, there exists
at least a value of σ∞ satisfying (4.3.2) such that T? = T0. We work only on the time interval
[T?, T∞] on which the boostrap estimates (4.3.1) hold.
First, we strictly improve the estimates of ε and η in (4.3.1). Indeed, integrating (4.3.18)
on [t, T∞] and using (4.3.17), it holds
‖ε‖2H1 + ‖η‖2H1 . t−2θ1(log t)−1,
which strictly improves the estimate in (4.3.1) for large t.
Next, we close the estimates on β1, β2 and β in (4.3.1). Using the estimate of σ in (4.3.1),
(4.3.14), (4.2.7) and the expression of Ωc, it holds∣∣∣∣β̇1 + 12c(c+ 1)t2
∣∣∣∣ . t−1−θ2 .
At T∞, we remark that by (4.2.15) and (4.3.2),∣∣∣∣β∞ − 12cT∞
∣∣∣∣ . T−θ2∞ and so ∣∣∣∣β1(T∞)− 12c(c+ 1)T∞
∣∣∣∣ . T−θ2∞ .
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Integrating on [t, T∞] and using (4.2.14) for β1, we obtain∣∣∣∣β1 − 12c(c+ 1)t
∣∣∣∣ . t−θ2 ,
which strictly improves (4.3.1) for β1 provided that t is large enough. Improving the estimate
for β2 (and then β) is similar.
Then, using (4.3.12), we nd ∣∣∣∣σ̇1 − 1c(c+ 1)t
∣∣∣∣ . t−θ2 .
Integrating on [t, T∞], using (4.2.14) and (4.3.2) we obtain∣∣∣∣σ1 − log(Ωct)c(c+ 1)
∣∣∣∣ . t1−θ2 ,
which strictly improves the estimate in (4.3.1). The estimate on σ2 is improved similarly.
We only have to improve the estimate on σ to nish the bootstrap argument. This is where
we need to argue by contradiction (see [5] for a similar argument). Using (4.3.12), (4.3.14) and
(4.2.7), it holds, on the interval [T?, T∞],
|σ̇ − 2β| . t−θ1 and
∣∣∣β̇ + (1 + c)αce−2cσ∣∣∣ . t−1−θ1 .
Set g = β2 − (1+c)αc
2c
e−2cσ, so that by the above estimates and (4.2.15) it holds
ġ = 2ββ̇ + (1 + c)αcσ̇e
−2cσ = O(t−2−θ1) and g(T∞) = 0.
By integration on [t, T∞], this yields∣∣∣∣β2 − (1 + c)αc2c e−2cσ
∣∣∣∣ . t−1−θ1 and so ∣∣∣∣2β − Ωcc e−cσ
∣∣∣∣ . t−θ1 .
Dene
ζ(t) =
ecσ
Ωc
and ξ(t) =
(
ζ(t)
t
− 1
)2
.
The previous estimates imply
|ζ̇(t)− 1| . t1−θ1 . (4.3.30)
Assume for the sake of contradiction that for all ζ] ∈ [−1, 1], the choice
ζ(T∞) = T∞ + ζ]t
2−θ2
leads to T? ∈ (T0, T∞]. By a continuity argument, this means that the bootstrap estimates are
reached at T?. Since all estimates in (4.3.1) except the one on σ, have been strictly improved
on [T?, T∞], this yields ∣∣∣∣ecσ(T?)ΩcT? − 1
∣∣∣∣ = T 1−θ2? . (4.3.31)
Following the argument of [5], we remark that for any t ∈ [T?, T∞] satisfying (4.3.31), using
(4.3.30) and θ2 < θ1, it holds (taking T0 large enough)
ξ̇(t) = 2(ζ̇(t)− 1)(ζ(t)− t)t−2 − 2(ζ(t)− t)2t−3 = −2t1−2θ2
(
1 +O(tθ2−θ1)
)
< 0.
This transversality condition implies that T? is a continuous function of σ∞ and thus
Φ : ζ] ∈ [−1, 1] 7→ T θ2−2? (ζ(T?)− T?) ∈ {−1, 1}
is also a continuous function whose image is {−1, 1}, which is contradictory.
To complete the proof of Proposition 4.3.29, we observe that from (4.3.12), |γ̇1|+ |γ̇2| . t−θ
holds on the interval [T0, T∞]. Integrating and using (4.2.14), this gives the uniform estimate
|γ1|+ |γ2| . t1−θ on [T0, T∞].
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4.3.5 End of the proof of Theorem 4.1.4 by compactness
We use Proposition 4.3.29 with T∞ = n, for any n ≥ T0, to construct a sequence of solutions(
un
vn
)
∈ C([T0, n], H1 ×H1) of (coupled NLS) such that, for some δ > 0, on [T0, n],∥∥∥∥∥
(
un
vn
)
−
(
eic
2tQc
(
· − log t
c(c+1)
− log Ωc
c(c+1)
)
eitQ
(
·+ log t
c+1
− log Ωc
c+1
)
)∥∥∥∥∥
H1×H1
. t−δ. (4.3.32)
Now, we adapt from [17] (in the scalar case) and from [11] (for the vector case), the following
convergence result.
Lemma 4.3.33. There exists
(
u0
v0
)
∈ H1(R)×H1(R) such that up to a subsequence, as n→∞(
un
vn
)
(T0) ⇀
(
u0
v0
)
weakly in H1(R)×H1(R)(
un
vn
)
(T0)→
(
u0
v0
)
in Hs(R)×Hs(R) for any 0 ≤ s < 1.
We consider
(
u
v
)
the solution of (coupled NLS) corresponding to initial data
(
u0
v0
)
at t = T0.
By H1(R)×H1(R) boundedness and local well-posedness of Cauchy problem in Hs(R)×Hs(R)
for any 0 ≤ s < 1 (see e.g. [3]), we have the continuous dependence of the solution on the
initial data, so for all t ∈ [T0,+∞), as n→∞,(
un
vn
)
(t) ⇀
(
u
v
)
(t) in H1(R)×H1(R),(
un
vn
)
(t)→
(
u
v
)
(t) in Hs(R)×Hs(R), 0 ≤ s < 1.
Passing to the weak limit as n→∞ in the uniform estimates (4.3.32), the solution
(
u
v
)
satises
Theorem 4.1.4.
4.4 Sketch of the proof of Theorem 4.1.1
4.4.1 Approximate solution in the case c = 1
In this case, the approximate solution and the solution are symmetric (i.e. u(t, x) = v(t,−x))
and thus we have σ1 = −σ2 = σ2 , β1 = −β2 =
β
2
and γ1 = γ2. Using the same notation as in
Sections 4.2 and 4.3, we dene (the function B is introduced in Lemma 4.1.13)
U = P + ϕ, P (t, x) = Q(x− σ1(t))eiΓ1(t,x), ϕ(t, x) = e−σ(t)B(x− σ2(t))eiΓ1(t,x),
V = R + ψ, R(t, x) = Q(x− σ2(t))eiΓ2(t,x), ψ(t, x) = e−σ(t)B(x− σ1(t))eiΓ2(t,x).
Lemma 4.4.1. It holds
EU = F − ~m1 · ~M1 − ~mϕ · ~Mϕ,
where
F = 3|P |2ϕ+ 3|ϕ|2P + |ϕ|2ϕ− ωe2(x−σ1)|R|2P + ω(2|Rψ|+ |ψ|2)P,
and
~m1 =
γ̇1 + β̇1σ1 + β21σ̇1 − 2β1
β̇1
 , ~M1 =
i∂1PP
x1P
 ,
~mϕ =
γ̇1 + β̇1σ2 + β21 + iσ̇σ̇2 − 2β1
β̇1
 , ~Mϕ =
i∂1ϕϕ
x2ϕ
 .
136
We set
a =
1
2
〈F, ∂1P 〉.
Lemma 4.4.2. It holds
a = ασe−2σ +O(e−2σ) where α = 32ω. (4.4.3)
Proof. From the expression of F , one has
〈F, ∂1P 〉 = 3e−σ
∫
Q2(x)Q′(x)B(x+ σ)dx+ 3e−2σ
∫
Q(x)Q′(x)B2(x+ σ)dx
+ e−3σ
∫
Q′(x)B3(x+ σ)dx− ω
∫
e2xQ(x)Q′(x)Q2(x+ σ)dx.
From (4.1.17) and Lemma 4.3.3, the second and third terms in the right-hand side are bounded
by σ3e−4σ. The last term is bounded by∫
e2xQ2(x)Q2(x+ σ)dx = e−2σ
∫
e2xQ2(x− σ)Q2(x)dx . e−2σ
∫
Q2(x− σ)dx . e−2σ.
For the rst term, using L+Q′ = 0 and then (4.1.16), we compute
3
∫
Q2(x)Q′(x)B(x+ σ)dx =
∫
Q′(x− σ)(−B′′(x) +B(x))dx
= ω
∫
Q′(x− σ)
[
Q2(x)B(x) + κexQ2(x)
]
dx
By Lemma 4.3.3, we have
∫
|Q′(x− σ)Q2(x)B(x)|dx . e−σ.
We only have to compute
∫
Q′(x− σ)exQ2(x)dx. First, we see∫
x<0
Q′(x− σ)exQ2(x)dx . e−σ
∫
x<0
e4xdx . e−σ,
∫
x>σ
|Q′(x− σ)|exQ2(x)dx . eσ
∫
x>σ
e−2xdx . e−σ.
Second, using (4.1.9)
Q′(x− σ) = κex−σ − e2x−2σQ(x− σ), Q2(x) = κ2e−2x +O(e−3xQ(x)),
and thus ∫ σ
0
Q′(x− σ)exQ2(x)dx = κ3σe−σ +O(e−σ).
In conclusion, a = ω κ
4
2
σe−2σ +O(e−2σ) = 32ωσe−2σ.
4.4.2 Formal discussion for c = 1
The previous computations leads us to
σ̈ = −4ασe−2σ, 2β = σ̇,
for which the following function is an approximate solution
σ0(t) = log t+
1
2
log log t+ log Ω, 2β0(t) =
1
t
where Ω =
√
4α = 8
√
2ω.
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4.4.3 Bootstrap estimates in the case c = 1
Fix θ1 such that 1 < θ1 < 2. The following bootstrap estimates are used in this case: for
1 t ≤ T∞, 
‖ε‖H1 + ‖η‖H1 ≤ t−θ1 ,∣∣∣∣β − 12t
∣∣∣∣ ≤ t−1(log t)− 14 ,∣∣∣∣ eσ
Ωσ
1
2 t
− 1
∣∣∣∣ ≤ (log t)− 12 ,
where σ∞ is to be chosen satisfying∣∣∣∣ eσ∞
Ωσ
1
2∞T∞
− 1
∣∣∣∣ ≤ (log T∞)− 12 .
We refer to [20, 22] for similar bootstrap estimates.
The rest of the proof is similar to the one of Theorem 4.1.4 and we omit it.
4.5 Discussion
For (coupled NLS), with any coupling coecient 0 < ω < 1, we have proved the existence
of symmetric 2-solitary waves (Theorem 4.1.1) and of non-symmetric 2-solitary waves (The-
orem 4.1.4) with logarithmic distance. Symmetric 2-solitons with logarithmic distance were
already known in the literature for the integrable cases (ω = 0 and ω = 1) and in the scalar
case (NLS). In contrast, the existence of non-symmetric 2-solitary waves with logarithmic dis-
tance is new. In particular, it does not hold for the integrable case where instead a periodic
regime exists.
An interesting remaining open question is whether non-symmetric logarithmic 2-solitary
waves exist for the non-integrable scalar (NLS). We conjecture that it is indeed the case, as
long as p 6= 3. Indeed, the rst step of the strategy used in this paper, i.e. the computation
of an approximate solution involving the main interaction terms, works equally well for (NLS)
as for (coupled NLS). We expect a logarithmic regime with oscillations. However, whereas
(coupled NLS) enjoys two L2 conservation laws, the scalar equation (NLS) enjoys only one,
which does not seem sucient for the energy method to apply in a context of two solitons with
logarithmic distance without symmetry.
A more technical original aspect of this article is the introduction of a renement of the
energy method. In previous articles using approximate solutions in the context of error terms of
order t−k (e.g. in [20, 22, 23]), the energy method induces a loss of decay. Here, the additional
correction term S in Section 4.3.3 allows an estimate of the remainder
(
ε
η
)
directly related
to the size of the error term
( EU
EV
)
. We believe that this general observation will be useful
elsewhere.
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a
Titre : Construction de dynamiques à fortes interactions d'EDP non linéaires
dispersives .
Mots Clefs : Multi-solitons, fortes interactions, gKdV, NLS, système de Schrödinger, comportement
asymptotique.
Résumé : Cette thèse est consacrée à l'étude des propriétés dynamiques des solutions de type soliton
d'équations aux dérivées partielles (EDP) dispersives non linéaires. À travers des exemples-type de
telles équations, l'équation de Schrödinger non-linéaire (NLS), l'équation de Korteweg-de Vries général-
isée (gKdV) et le système de Schrödinger, on traite du comportement des solutions convergeant en
temps grand vers des sommes de solitons (multi-solitons). Dans un premier temps, nous montrons
que dans une conguration symétrique, avec des interactions fortes, le comportement de séparation
des solitons logarithmique en temps est universel à la fois dans le cas sous-critique et sur-critique pour
(NLS). Ensuite, en adaptant les techniques précédentes à l'équation (gKdV), nous prouvons un ré-
sultat similaire de l'existence de multi-solitons avec distance relative logarithmique; pour (gKdV), les
solitons sont répulsifs dans le cas sous-critique et attractifs dans le cas sur-critique. Finalement, nous
identions un nouveau régime de distance logarithmique où les solitons sont non-symétriques pour le
système de Schrödinger non-intégrable; une telle solution n'existe pas dans le cas intégrable pour le
système et pour (NLS).
Title : Construction of dynamics with strongly interacting for non-linear dispersive
PDE .
Keys words : Multi-solitons, strongly interacting, gKdV, NLS, Schrödinger system, asymptotic
behavior.
Abstract : This thesis deals with long time dynamics of soliton solutions for nonlinear disper-
sive partial dierential equation (PDE). Through typical examples of such equations, the nonlinear
Schrödinger equation (NLS), the generalized Korteweg-de Vries equation (gKdV) and the coupled
system of Schródinger, we study the behavior of solutions, when time goes to innity, towards sums
of solitons (multi-solitons). First, we show that in the symmetric setting, with strong interactions,
the behavior of logarithmic separation in time between solitons is universal in both subcritical and
supercritical case. Next, adapting previous techniques to (gKdV) equation, we prove a similar result
of existence of multi-solitons with logarithmic relative distance; for (gKdV), the solitons are repulsive
in the subcritical case and attractive in the supercritical case. Finally, we identify a new logarithmic
regime where the solitons are non-symmetric for the non-integrable coupled system of Schrödinger;
such solution does not exist in the integrable case for the system and for (NLS).
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