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Abstract
In this thesis we calculate αS-corrections – in perturbative quantumchromodynamics
(pQCD) – to the hard scattering kernel of nucleon form factors within the collinear factor-
ization approach. Due to the fact of dealing with a huge number of Feynman diagrams it
is necessary to solve this problem computer-assisted. Therefore we make use of the compu-
tational software program Mathematica [1] and the packages FeynCalc, FeynArts [2] and
the multidimensional numerical integration Cuba. We present three highly nontrivial and
independent checks for the consistency of our results.
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1. Introduction
Since the advent of modern physics scientists have tried to understand the most funda-
mental processes of a given problem. For this reason the structure of the nucleons which
are the heartstone of matter is not only a subject of hadronic physics. The first hint on
the fact that the proton was not a pointlike spin-1/2 particle was the ≈ 2.8 time bigger
magnetic moment measured by Stern in 1933. From the first evidence that the proton is
not a pointlike particle to the first measurement giving hints on it’s internal structure by
Hofstadter et al. [3] nearly 20 years elapsed. Hofstadter combined the Mott cross section
with an internal charge density to describe the experimental deviation from a pointlike
target. The charge and magnetization distributions of the nucleons are encoded in the
form factors which can be measured in scattering experiments. They reveal the nature and
dynamics of the constituents of which proton and neutron are made of [4–8].
The main tools for accessing the internal structure of protons and neutrons are elastic
electron scattering experiments. Experiments for investigating the internal structures have
been started right after the first works on the topic done by the group around Hofstadter
[3] in various countries. At the beginning of the 1970s the operating state of numerous
accelerators was reached. So for example: The Cambridge Electron Accelerator[9, 10],
the Electron-Synchrotron at Bonn [11] and Deutsches Elektronen-Synchrotron (DESY) in
Hamburg [12] and later in the early 90s the Stanford Linear Accelerator Center (SLAC)
[13, 14]. These facilities produced various values for the electromagnetic proton and neu-
tron form factors in elastic electron-proton and electron-deuteron scattering. A compilation
of measurements, i.e. world-data plots, can be found in the work of Gao [4]. The latest
values for the ratio GE/GM measured at the Jefferson Lab [15, 16] were the first to show
the deviation of the dipole behavior of the form factors obtained by the Rosenbluth cross
section separation method due to the polarization transfer technique. These discrepancy
emerged at very high Q2.
There have been quite a few models trying to describe the interactions within the nucleons
theoretically. So for example the vector dominance model, the constituent quark model
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or the chiral effective field theory of QCD. At very large momentum transfer perturbative
QCD can be applied and the form factors can be written in factorized form [17, 18]. In this
approach it is possible to calculate a hard kernel and convolute this perturbatively acces-
sible quantity with a distribution amplitude, which incorporates the soft scale dynamics.
These non perturbative functions can be calculated via sum rules and lattice QCD. The
first complete leading order calculations of the hard scattering kernel in collinear factor-
ization were done by Lepage et al. [19] and Chernyak et al. [20]. We will recalculate these
results and present a completely automated way to reproduce the results of Chernyak.
Afterwards we will apply the same procedure to the next-to-leading order case.
This thesis is organized as follows: First we will give a short review of the basic concepts
of QCD. Starting from the Lagrange density we will recap the procedure of regulariza-
tion and renormalization. We state the renormalization constants for all parameters of
the Lagrangian which will partially be needed during this work to renormalize our results.
Furthermore we will provide the reader with a short historical overview of the progress of
elastic scattering in the last century up to the state of the art access to form factors via
collinear factorization and the concept of distribution amplitudes. This chapter will be
concluded by introducing the reader to the Mathematica [1] package FeynArts invented
by Hagen Eck [21], Sepp Ku¨blbeck et al. [22] and Thomas Hahn [2]. This library enables
us to generate not only all possible diagrams but also the corresponding physical ampli-
tudes which can be further processed with the FeynCalc package. In addition we present
an algorithm for calculating massless one-loop N -point Feynman integrals in dimensional
regularization approach which was formulated by by Duplancˇic´ and Nizˇic´ [23]. ’The tensor
reduction used in the algorithm was derived by Davydychev [24]. This algorithm is based
on the integration by parts method and is recursive which makes it ideal for implementation
into a computer code. This was done by Nils Offen who wrote a complete Mathematica
based code for the reduction of N -point tensor integrals.
In chapter 3 we will first recalculate the leading order result obtained by Chernyak et al.
[20], which will lead to a factor 2 discrepancy which can be ruled out by a redefinition
of the normalization constant of the corresponding distribution amplitude. Afterwards we
will present a detailed guide for calculating the leading order result in a completely auto-
mated way with aid of the FeynArts and FeynCalc package. The code used there will then
be applied identically to the next-to-leading order case up to the point of the integration
of the loop momenta via the reduction algorithm. The final step is to integrate over the
momentum fractions which pose the biggest problems and could not be solved up to now.
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The fourth chapter is dedicated to giving three non trivial checks for the results obtained.
First the aforementioned consistency with the leading order result of Chernyak. Second
the cancellation of double poles in the sum of all diagrams. And finally the cancellation of
all ultraviolet singularities when combining the results to the physical amplitude, including
only renormalized parameters.
We finish with a brief conclusion and will state some possible applications of our routine
to other processes.
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2. Theoretical Framework
In this chapter we will provide a short overview of all tools needed to understand and
reproduce our calculations. At the beginning we will give a short introduction to quantum
field theory. Illustrating the basic concepts on the example of the U(1) gauge theory QED
and later generalize it to the non Abelian SU(3) gauge group. For this Yang-Mills theory
we will perform the renormalization procedure associated with it. Followed by a history
lessons about the developments of the nucleon picture throughout the 20th century. After
this we will dedicate ourselves to the experimental physics approach to nucleon form factors.
I.e. we will scratch the basics of the two fundamental techniques used in the last 60 years
to achieve insight into the inner structure of the building blocks of matter. Afterwards
we will present the definitions of the form factors in the context of scattering theory
and theoretical accessible matrix elements. For this purpose we introduce the concepts
of distribution amplitudes and collinear factorization. The last part of this chapter will
cover the tools and methods we use for accomplishing our goals. More concretely we will
introduce the reader to the FeynArts and FeynCalc Mathematica packages and present a
reduction algorithm for the appearing seven point tensor integrals.
In this chapter we will use natural units ~ = c = 1 and Einstein sum convention, i.e. a
summation over indices that appear twice is assumed. Greek letters will denote Lorentz
indices, small Latin letters Dirac indices and capital Latin letters are color indices. We
will work within Feynman gauge.
2.1. Quantumchromodynamics
2.1.1. Gauge theories
In this section we will give a brief introduction to the non-Abelian SU(3) gauge theory,
the so called Yang-Mills theory. For a more detailed review of strong interaction in the
quantum field theory approach we refer the reader to the standard textbooks[25–27]. In
9
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the following we will mainly use the work of [26].
In order to present the basic concepts of gauge theories we will limit ourselves to the case
of QED, which describes the motion of charged fermionic elementary particles and is the
quantization of classical electrodynamics which incorporates spin-1/2 particles.
Starting from the Maxwell equations of classical electrodynamics,
~∇× ~E + ∂
~H
∂t
= 0 , ~∇ ~H = 0 ,
~∇× ~H + ∂
~E
∂t
= Q~j , ~∇ ~E = Qρ , (2.1)
which describe the motion of charged particles in electromagnetic fields
~E = −~∇Φ− ∂A
∂t
~H = ~∇× ~A . (2.2)
Here A is the vector and Φ is a scalar potential, respectively. One can formulate the
covariant versions of these equations of motion:
∂µFµν = Qjν , (2.3)
where F is the electromagnetic field strength tensor,
F µν = ∂µAν − ∂νAµ, (2.4)
and jµ is the electromagnetic current,
jµ = (ρ,~j) . (2.5)
In order to describe relativistic charged particles in an electric field we need the Dirac
equation: [
iγµ
(
∂µ + iQAµ
)
−m
]
Ψ = 0 , (2.6)
where Ψ is the Dirac field for charged fermions. The Lagrangian of a certain physical system
contains all information needed to derive equations of motion or conserved quantities. The
Lagrange density for QED is given by:
LQED = −1
4
FµνF
µν + Ψ¯[iγµDµ −m]Ψ . (2.7)
2.1. QUANTUMCHROMODYNAMICS
Here Dµ = (∂µ + iQAµ) is the so called covariant derivative. One can show the invariance
of the QED Lagrangian (2.7) under the global gauge transformation:
Ψ→ e−iQΘΨ . (2.8)
All transformations (2.8) with Θ being a real constant and Q being a commutative
(Abelian) number form the unitary group U(1). In order to guarantee the invariance
under Abelian local transformations, which means to allow a dependence on x for the
parameter Θ→ Θ(x), one has to modify the gauge field Aµ in the following way:
Aµ → Aµ + 1
Q
∂µΘ . (2.9)
In order to describe the strong interaction of quarks and gluons one has to allow for a more
general group structure, the non-Abelian or Yang-Mills gauge theories. In the case of QCD
we have to deal with the special unitary group in N = 3 dimensions, the Lie group SU(3)
also denoted as color group. So the transformation of the quark fields Ψi(x), i = 1, 2, 3
which transform under the 3-dimensional fundamental representation of the gauge group
SU(3) takes the form:
Ψi(x)
′ = UABΨB(x) (2.10)
with the matrix U being
U = e−iQT
AΘA , (2.11)
where TA, A = 1, . . . , 8 are the corresponding Lie algebra‘s generators which fulfill the
following commutation relation:
[TA, TB] = ifABCTC . (2.12)
Here fABC are the structure constants which characterize the group algebra and is described
in more detail in Appendix A. Likewise to the QED case, we have to modify the gauge
field in order to secure gauge invariance also for local transformations Θ(x):
TAA′ Aµ = U
(
TAAAµ −
i
g
U−1∂µU
)
U−1. (2.13)
Now we are able to to formulate the Lagrangian for the interaction of quarks which trans-
form under the fundamental representation via gluons which transform under the adjoint
representation of the color gauge group SU(3):
L = −1
4
FAµνF
A µν + Ψ¯(x)(iγµDµ −m)Ψ(x) . (2.14)
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Here Dµ denotes the covariant derivative and reads as:
Dµ = ∂µ − igTAAAµ . (2.15)
In order to quantize the theory the usual canonical approach fails [26]. On the one hand
unphysical degrees of freedom occur, which can be cured by introducing an additional field,
the Faddeev-Popov ghosts. But on the other hand one has to eliminate the freedom of the
gauge transformation for the gauge field Aµ:
AAµ → AAµ + fABCΘBACµ −
1
g
∂µΘ
A . (2.16)
This can be achieved by constraining or fixing the field transformation in a certain way
the so called gauge fixing condition:
∂µAµ = 0 Lorenz gauge (2.17)
∂iAi = 0 Coulomb gauge
A0 = 0 temporal gauge
A3 = 0 axial gauge
n ·A = 0 light-cone gauge .
Here n denotes a light-like vector and defined in Appendix F. Another way to impose
constraints on a dynamic system is the method of Lagrange multipliers. According to this
approach one has to add a term
λ(∂µA
µA)2 (2.18)
containing the Lagrange multiplier
λ = − 1
2a
, (2.19)
which incorporates the gauge fixing parameter a. Because this gauge fixing parameter
does not have any influence on the physical quantities one can chose it to be set to certain
values, for example
a = 1 , (2.20)
the so called Feynman gauge which is used in this work.
In non-Abelian gauge theories we have to cope with the problem of breaking the Ward
identity:
kµΠABµν (k) = 0 . (2.21)
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Here ΠABµν (k) denotes the gluonic part of the one-loop corrections for the gauge field prop-
agator. The problem can be solved with the path-integral trick introducing artificial fields,
the Faddeev-Popov ghost fields. These anti-commutating scalar fields cancel unphysical
polarization of the gluon fields in physical amplitudes when added to every gauge field
loop.
Finally the QCD Lagrangian density, which includes the interaction of spin-1/2 fermions –
the quarks – due to spin-1 vector bosons – gluons – can be split up into a fermion-, gauge-
gauge fixing- and Faddeev-Popov ghosts term:
L = LF + LG + LGF + LFP . (2.22)
The fermion term of our Lagrange density is
LF =
∑
f
Ψ¯Af (x)(iγ
µDABµ −mfδAB)ΨBf (x) , (2.23)
where f labels quark flavors (up u, down d, strange s, charm c, bottom b and top t), ΨBf (x)
being a fermion field of flavor f and color B. The part carrying the information about the
gauge fields reads as
LG = −1
4
FAµνF
A µν , (2.24)
with FAµν = ∂µA
A
ν − ∂νAAµ + gfABCABµACν being the field strength tensor, which contains
the gauge fields AAµ and the structure constant f
ABC of the algebra and fulfills the relation
Fµν = −ig[Dµ, Dν ]. The gauge fixing, necessary for quantization is
LGF = − 1
2a
(∂µAAµ ) , (2.25)
where a is the gauge parameter. In order to avoid unphysical polarization we include a
ghost field χ part into the Lagrangian:
LFP = (∂µχ∗A)DABµ χB . (2.26)
From this Lagrange density we can derive Feynman rules with which we can translate
Feynman diagrams into calculable amplitudes in an easy and straightforward way. The
corresponding rules are assembled in Appendix B.
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2.1.2. Regularization and renormalization procedure
One way to calculate physical quantities in the limit of weakly coupled QCD is the use
of perturbative QCD (pQCD). In general one starts from the the free theory and gradu-
ally takes into account more and more interactions. So for example the full QCD quark
propagator S(p) takes the form
S(p) = S0(p) + S0(p)Σ(p)S0(p) + S0(p)Σ(p)S0(p)Σ(p)S0(p) + ... , (2.27)
where
S0(p) =
1
(m− /p) . (2.28)
and the quark self-energy Σ(p) which contribute to the full propagator
S(p) =
1
S−10 − Σ(p)
. (2.29)
= + + + ...
S(p) S0(p) S0(p) S0(p) S0(p) S0(p) S0(p)
Σ(p) Σ(p) Σ(p)
Figure 2.1.: Expansion of the quark propagator S(p)
When calculating the quark self energy one discovers the appearance of divergences at large
momenta (ultraviolet divergences) due to the loop integration. For this reason we have to
modify the calculation to ensure the convergence of the loop integrals. This can be achieved
by regularizing the divergent integrals. Here we state the most common regularization
methods and their properties.
• Cut-off regularization: One modifies the integration boundaries by allowing the mo-
mentum only to go up to some scale M ,∫ ∞
dq →
∫ M
dq , (2.30)
which breaks Lorentz invariance and is therefore not suitable
• Pauli-Villars regularization: Here one modifies the propagator
1
m2 − q2 − iǫ →
1
m2 − q2 − iǫ −
1
M2 − q2 − iǫ (2.31)
by introducing some artificial mass term, which unfortunately breaks gauge invari-
ance.
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• Dimensional regularization: In this scheme all loop integrations are performed in
D = 4± 2ǫ dimension.
A more detailed review and suitable references on the dimensional regularization approach
is given in Appendix C. Now we are able to calculate loop corrections of all physical
quantities in a straightforward way and represent all divergences by a series in ǫ. But a
theory which gives only infinite quantities seems not to be the way to do it.
Therefore we will replace the QCD Lagrangian which is built of divergent or bare quantities
like the masses, the coupling or the fields themselves by a renormalized Lagrange density
in which all the infinite parameters are replaced by renormalized, i.e. finite quantities. The
relation between the bare X0 and renormalized X quantities is given by:
Ψ0 = Z
1/2
Ψ Ψ quark field renormalization (2.32)
A0 = Z
1/2
A A gauge field renormalization (2.33)
χ0 = Z
1/2
χ χ ghost field renormalization (2.34)
a0 = Z
1/2
a a gauge fixing parameter renormalization (2.35)
g0 = Z
1/2
g g coupling constant renormalization (2.36)
m0 = Z
1/2
m m mass renormalization . (2.37)
The way to obtain the renormalization constants Z for each order of perturbation theory
is to calculate the corresponding loop diagrams. For showcasing the renormalization pro-
cedure for the quark propagator we need all one particle irreducible loop corrections at
a given order. To one loop order there is only one relevant Feynman diagram, which is
shown in Fig. 2.2:
q
p
p− q
Figure 2.2.: Quark self energy Σ(p) Feynman diagram
15
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Using the Feynman rules from Appendix B for massless quarks we obtain:
Σ(p) = g2CF
∫
dDq
(2π)Di
1
(q − p)2q2
(
γµ(/q − /p)γµ − (1− a)/
q(/q − /p)/q
q2
)
. (2.38)
And taking the color algebra from Appendix A into account:
CF = T
ATA =
4
3
for N = 3 . (2.39)
After using Feynman parametrization
1
D1D2
=
∫ 1
0
dλ
1
λD1 + (1− λ)D2 (2.40)
and applying Wick rotation we end up with
Σ(p) = aα2SCF/p
(
1
ǫ
− γE + 1− ln −p
2
4πµ2
)
+O(ǫ) . (2.41)
Here αS = g
2/(4π) and γE is the Euler constant. Now we will illustrate the renormalization
procedure for the case of the massless quark propagator. Inserting (2.41) into (2.29) the
full propagator reads as
S(p) = −1
/p
1
1 + σ(p2)
(2.42)
with
σ(p2) = aα2SCF
(
1
ǫ
− γE + 1− ln −p
2
4πµ2
)
+O(ǫ) . (2.43)
The easiest way to get rid off the divergences in (2.43) is to subtract them in the denomi-
nator:
SR(p) = −1
/p
1
1 + σ(p2)− zscheme . (2.44)
The constant zscheme can be seen as the second term in a power series expansion in g
2:
ZΨ = 1− zschemeO(g2) +O(g4) . (2.45)
Disregarding the terms proportional to ǫ we renormalize the quark propagator multiplica-
tively by the quark field renormalization constant ZΨ and obtain a finite – renormalized –
quark field propagator SR(p):
SR(p) = Z−1Ψ S(p) . (2.46)
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The index “scheme” of zscheme indicates that there are actually different ways of renor-
malizing a physical quantity, which are called renormalization schemes and differ by the
subtraction prescription zscheme:
zOnS = σ(0) On-shell subtraction (2.47)
zOffS = σ(p
2 = −λ2 < 0) Off-shell subtraction (2.48)
zMS = aα
2
SCF
1
ǫ
minimal subtraction (2.49)
zMS = aα
2
SCF
(
1
ǫ
− γE + ln (4π)
)
modified minimal subtraction . (2.50)
In principle this procedure can be applied to all parameters in the QCD Lagrangian, but
we will only give the final results for the renormalization constants in the MS scheme:
ZΨ = 1− g
2
R
(4π)2
CF
1
ǫ
aR +O(g4R) (2.51)
ZA = 1− g
2
R
(4π)2
1
ǫ
[
4
3
Tfnf − 1
2
CA
(
13
3
− aR
)]
+O(g4R) (2.52)
Zχ = 1 +
g2R
(4π)2
CA
1
ǫ
(3− aR)
4
+O(g4R) (2.53)
Zm = 1− g
2
R
(4π)2
CF
1
ǫ
(3− aR) + g
2
R
(4π)2
CF
1
ǫ
aR +O(g4R) (2.54)
Zg = 1 +
g2R
(4π)2
1
ǫ
(
1
3
nf − 11
2
)
+O(g4R) . (2.55)
Note that Za, the renormalization constant of the gauge fixing parameter, is chosen to be
the same as for the gauge field Aµ. The constant TF is defined via:
Tr[TATB] = TF δ
AB . (2.56)
The renormalization scheme can be transformed into MS scheme by simply replacing
1
ǫ
→ 1
ǫˆ
=
1
ǫ
+ ln(4π)− γE . (2.57)
With the constants in Eq. (2.51),...,(2.55) it is possible to reformulate the QCD Lagrangian
to be free of divergences up to order O(g2S). So one could in principle redefine the corre-
sponding Feynman rules and calculate finite quantities with those modified rules. But there
is also the possibility to use the “old” Feynman rules containing only the bare parameters
and subtract the divergences afterwards. This can be done by multiplying all external
lines with the suitable renormalization constant. In this way it is possible to calculate the
17
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renormalization constant for the coupling without calculating the actual diagrams. So for
example the renormalization factor ZΓ for the quark-gluon vertex depicted in Fig. 2.3
q
p p + q
Figure 2.3.: Quark-gluon vertex Γ
can be calculated via:
ZΓ =
1
ZΨ
1√
ZαS
√
ZA
. (2.58)
Here ZαS is the coupling renormalization constant which can be identified with Zg via
αS = g
2/4π.
2.1.3. Renormalization group equation
At the beginning of this section we stated that if we would assume a weakly coupled
system we can expand quantities or amplitudes in a power series in the coupling g or αS,
respectively. In the following we show why we are allowed to do so. Here we use the
MS-scheme.
One can show that the renormalization constant ZαS to one loop accuracy reads as
ZαS = 1− (
11
3
CA − 4
3
TFnf )
αS
4πǫ
. (2.59)
Here nf is the number of flavors. The bare coupling g is related to the renormalized via
g = Z1/2αS gR . (2.60)
The running coupling can be written as
αS(µ)
4π
= µ−2ǫ
g2R
(4π)D/2
eγE (2.61)
18
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and with Eq. (2.60) we end up with:
g2
(4π)D/2
= µ−2ǫ
αS(µ)
4π
ZαS(µ)e
γE . (2.62)
The renormalization group equation reads as:
d logαS(µ)
d log(µ)
= −2βαS(µ) . (2.63)
The QCD β-function to one-loop accuracy gives:
β(αS) = β0
αS
4π
+ . . . . (2.64)
Here the first coefficient of the series reads as:
β0 =
11
3
CA − 4
3
TFnf . (2.65)
The theory becomes asymptotically free as long as β0 > 0, so for nf < 33/2. The solution
of the Eq. (2.63) leads to:
αS(µ) =
2π
β0 log
µ
ΛQCD
. (2.66)
Here ΛQCD is the scale of QCD. In the limit µ≫ ΛQCD perturbation theory can be applied.
2.2. Nucleon form factors
Form factors encode the information of a strongly coupled many body system in a huge
variety of scattering processes. With the help of form factors one can parametrize cross sec-
tions for diverse elastic and inelastic processes. Since we are interested in the distribution
of charge and magnetization inside the nucleons we scatter high energy electrons elasti-
cally on the protons and neutrons. There are two different experimental approaches, the
Rosenbluth separation method and polarization transfer technique, which we will discuss
in this chapter.
2.2.1. History of nucleon form factors
In order to give a brief historical overview of the developments in the last decades we will
follow the review of Perdrisat et al. [7]. We will illustrate the progression in the field of
19
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nucleon form factors from first theoretical efforts in the wide field of elastic scatterings
up to state of the art experimental approaches and results. At the beginning of the 20th
century Ernest Rutherford was the first to show the internal structure of atoms via elastic
scattering of atomic particles. Due to elastic scattering of α-particles on different targets he
could identify the structure of helium nuclei. In the following years the experiments yield
to the discovery of the proton. Rutherford was also the first who proposed the neutron
which was discovered in 1932 by James Chadwick. All these enormous efforts in the field
of subatomic physics are consequences of the Rutherford cross section formula(
dσ
dΩ
)
Ruth
=
Z1Z2α
4Ekin
1
sin4(θ/2)
(2.67)
which describes the scattering of two pointlike particles. Here Zi are the atomic numbers of
target and projectile, α = e2/(4π) is the fine-structure constant, θ is the scattering angle,
β = v and Ekin the kinetic energy of the projectile. Mott modified the Rutherford formula(
dσ
dΩ
)
Mott
=
(
dσ
dΩ
)
Ruth
· (1− β2 sin2(θ/2)) (2.68)
in order to describe the scattering two pointlike particles where one of them has spin-1/2.
Although the discovery of the internal structure of atoms was a huge effort of experimental
physics, it was already in 1933 when Stern measured the magnetic moment of the proton
and showed that it was 2.8-times bigger than expected for a pointlike spin-1/2 particle.
But it took almost 20 years before in 1950 Rosenbluth [28] gave a formula for the scattering
of high energy electrons and protons, which leads to modification of the proton charge and
anomalous magnetic moment.
σ =
(
e′e′′
2E
)2
cot
(
θ
2
)
csc2
(
θ
2
)
1 + 2γ sin2( θ
2
) + γ2 sin2( θ
2
)[2(1 + κ′)2 tan2( θ
2
) + κ′2]
[1 + 2γ]2 sin2( θ
2
)
.
(2.69)
Here e′′ and e′ are the effective charges of the electron and the proton. κ′ is the effective
anomalous moment of the proton and γ = E/M being the energy of the incident electron
E divided by the rest mass of the proton M . In this paper Rosenbluth, proposed that
at high enough energy 50 MeV and appropriate angles the structure of the meson cloud
associated with the proton should be experimentally accessible.
At the beginning of the 1950s the Stanford linear accelerator (SLAC) program was started
to resolve the inner structure within the nuclei. In 1953 the group around Hofstadter
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[3] could detect – via elastic scattering of electrons on a gold foil – a deviation from the
scattering behavior of the pointlike target.
Figure 2.4.: Typical angular distribution obtained at 116 MeV with a 0.000051 m gold foil. The
gold foil was oriented at 45 degrees with respect to the incident beam for all angular
settings of the spectrometer magnet. Picture taken from [3]
The first who introduced the concept of form factors as the internal charge density distri-
bution in context of the elastic scattering of electrons on a proton (hydrogen target) were
Hofstadter and McAllister in the year 1955 [29]. One year later Hofstadter gave the first
systematic work about electron scattering and nuclear structure [30] in which he defines
the form factor or structure function for the first time.
σ(θ) = σMott
∣∣∣∣
∫
ρ(~r )ei~q ·~r d3~r
∣∣∣∣2 = σMott|F (q)|2 . (2.70)
Here θ is the scattering angle, ~q the momentum transfer, q = |~q | and ρ(~r ) the charge
density. The first work on probing the internal structure of the nuclei with different models
for the charge density was done by McAllister et al. [31]. In fact there have been a huge
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variety of charge distributions tried in order to match the experimental results. So for
example the connection between spherical-symmetrical charge densities with radius a and
the form factor in Born approximation [32]:
Form factor F (q2) charge density
constant 1 δ(r)/(4π) point
dipole (1 + q2/a2)−2 (a3/(8π)) exp(−ar) exponential
Gaussian exp(−q2/2a2) (a2/(2π))3/2 exp(−a2r2/2) Gaussian
2.2.2. From scattering amplitudes to matrix elements
As mentioned in the section before Hofstadter et al. were the first who generalized the con-
cept of effective charge and magnetic moment by connecting the first to the deviation from
a point like charged particle and the second with the difference to a point like anomalous
magnetic moment. These two deviations are associated with the Dirac form factor F1 and
the Pauli form factor F2. In lowest order the scattering of an electron and a proton in the
single photon exchange picture corresponds to the Feynman diagram in Fig. 2.5.
Figure 2.5.: Feynman diagram for elastic electron-proton scattering in leading order. Picture
taken from [7].
The invariant mass q2 of the virtual photon can be defined in the t-channel as:
q2 = t = (pe − pe′)2 = 2m2e + 2|~pe||~pe′| cos(θ)−EeEe′ (2.71)
≈ −2(1− cos(θ))EeEe′
= −4 sin2(θ/2)EeEe′.
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Here pe = (Ee, ~pe) and pe′ = (Ee′, ~pe′) are the four-momenta of the initial (beam) electron
and the final (scattered) electron and t is one of the Mandelstam variables, which can
be found in Appendix D. In the last two steps we neglect the electron mass me and use
the identity 1 − cos(x) = 2 sin2(x/2). Since Ee, Ee′ and sin(θ/2)2 are always positive the
virtuality of the photon in the t channel scattering is always negative. It is convenient to
define a positive momentum transfer:
Q2 = −q2 . (2.72)
The s channel scattering leads to a positive momentum transfer q2 > 0. Form factors
associated with q2 < 0 are called space-like form factors and for positive momentum transfer
the form factors are called time-like. The major difference between the two channels lies
in the decay width. The t channel decay width is much larger than the decay width of the
s channel due to the fact that the probability for the decay γ → p+ p¯ is very small. Using
the definition of transition matrix elements (i and f are denoting the final and initial state
and Hint the interaction Hamiltonian)
Mfi = 〈ψf |Hint|ψi〉 =
∫
Ψ∗fHintΨidV . (2.73)
In order to connect the amplitude Mfi in (2.73) with an experimental accessible quantity
like the differential cross section dσ we will briefly recap a few basic correlations which
can be found in all textbooks about particle physics, for example [33] or [32], which we
follow. Scattering processes provide informations about the interaction potential and the
coupling constant. Necessary input parameters are the reaction rate, angular distribution
and energy distribution of the participating particles. A crucial quantity for describing the
dynamics of the aforementioned processes is the so called cross section which is a measure
for the probability of an interaction between the projectile and the target. Now we will
introduce the quantities needed to define the cross section.
Na = number of beam particles Nb = number of targets
na = projectile density nb = target density
Φa = flux σb = scattering area of one target
A = area cross-section of the beam N˙ = number of interactions per time .
The flux Φa is defined as
Φa =
N˙a
A
= va ·na . (2.74)
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Here va is the velocity of the beam particles. The geometric cross section for a beam which
is homogeneous and constant over time is defined as:
σb =
N˙
Φa ×Nb =
number of reactions per time
number of beam-particles per time and area × number of targets .
(2.75)
Although the geometric cross section is a good approximation it became obvious that the
geometry of the particles is not sufficient to describe the experimental data. The geometric
cross section is a good approximation for high energetic proton-proton scattering since the
geometric size of the proton is comparable to the range of interaction. But for a lot of other
processes, for example electron-proton scattering, the geometric cross section does not give
exact results. So for collider experiments a slightly modified cross section, which takes non
homogeneous beams and a constant area density of targets into account, is needed: the
total cross section σtot:
σtot =
number of reactions per time unit
number of beam particles per time × number of targets per area unit . (2.76)
In practice not all of the reactions of a given process are measured but only the scattering
under certain angles θ is detected. Therefore we introduce the differential cross section
dσ(E, θ)
dΩ
=
N˙(E, θ,∆Ω)
∆Ω
1
L (2.77)
which depends on the energy E and is differentiated by the solid angle element dΩ. Here
L = ΦaNb is the luminosity and ∆Ω = AD/r2 solid angle element. If one integrates over all
solid angles and up to the maximal allowed energy one reproduces the total cross section.
σtot(E) =
∫ E′max
0
dE ′
∫
4π
dΩ
d2σ(E,E ′, θ)
dΩdE ′
. (2.78)
If we assume the spin of the particles does not change during the process the number of
possible final states n(E ′) gives for the density of final states:
ρ(E ′) =
dn(E ′)
dE ′
=
V 4πE ′
(2π)3
. (2.79)
The factor of (2π)3 is due to the volume a particle needs in the six-dimensional phase-space.
Using Fermi’s golden rule we can connect the reaction rate W per target particle to the
amplitude Mfi via:
W = 2π · |Mfi| · ρ(E ′) . (2.80)
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Remembering (2.76) we can also associate the reaction rate with the total cross section
W =
dN/dt
Na ·Nb =
σ · va
V
(2.81)
and we end up with
σ =
2π
va
|Mfi|2 · dn(E
′)
dE ′
·V . (2.82)
The Feynman diagram in Fig. 2.5 can be translated, using Feynman gauge, into the fol-
lowing expression:
−iMtot = i
q2
lµJ µ = −igµν
q2
[
ieu¯(pe)γ
νu(pe′)
][− ieN¯(p′)Γµ(p′, p)N(p)] . (2.83)
The amplitudeMtot is a product of a four dimensional leptonic lµ and hadronic Jµ current.
Here u and N are the electron and proton spinors, respectively, p and p′ are the momenta
of the incident and scattered proton and Γµ contains informations about the structure of
the nucleon. The most generic parameterization for the hadronic part of Eq. (2.83) is
illustrated in Fig. 2.6
iMµ =
p p′
q
Figure 2.6.: Feynman diagram for the one photon exchange for arbitrary loop order
and can be decomposed, including all possible Lorentz vectors, as:
iMµ = N¯(p′)(F1 γµ + F2 qµ + F3 pµ + F4 p′µ)N(p) . (2.84)
Here the coefficient functions Fi are unknown functions which depend only on contracted
momenta:
p · q, p′ · q, p · p′, q · q, /p or /q . (2.85)
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Not all of the Fi‘s are independent. Using four momentum conservation q = p′− p we can
immediately get rid of the qµ term and therefore set F2 to zero. Since we have on shell
external spinors we can remove all terms in the Fi which are proportional to /p or /p′ due
to the Dirac equation:
/pN(p) = mN(p) N¯(p
′)/p
′ = mN¯(p′) . (2.86)
The real functions Fi can only depend on
q2 = 2m2 − 2p · p′ and m2 (2.87)
and therefore are functions of q2/m2. Using the Ward identity
qµMµ(q, p, p′) = 0 (2.88)
our remaining expression reads:
qµN¯(p′)(F1 γµ + F3 pµ + F4 p′µ)N(p) = 0 . (2.89)
Once again the Dirac equation comes in handy to get rid of F1 due to:
F1N¯(p′)/qN(p) = F1N¯(p′)(/p′ − /p)N(p) = 0 . (2.90)
Now we a left with only two Lorentz scalars F3 and F4. Using q = p′ − p
p · q = p · p′ −m2 (2.91)
p′ · q = m2 − p · p′
which leads to
q · p = −q · p′ (2.92)
and therefore
F3 q · p+ F4 q · p′ = 0 → F3 = F4 . (2.93)
Using the Gordon identity for on shell spinors
N¯(p′)γµN(p) = N¯(p′)
[
(p′ + p)µ
2m
+
iσµν(p′ − p)ν
2m
]
N(p) (2.94)
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and applying the restriction of the Fi from above to Eq. (2.84) we obtain:
J µ = N¯(p′)
[
γµF1(Q
2) +
iσµνqν
2M
F2(Q
2)
]
N(p) . (2.95)
This is the most generic form of the hadronic current respecting relativistic invariance
and current conservation for scattering an electron on a proton with internal structure.
Combining Eq. (2.82), Eq. (2.83) and Eq. (2.95) we can formulate the expression for the
lab cross section:
dσ
dΩ
=
|Mtot|2
64π2
(
E2
E1
)2
1
M
with |Mtot|2 = 1
Q4
|l · J |2, (2.96)
The standard form of the laboratory frame differential cross section for the elastic electron
nucleon scattering takes the form:
dσ
dΩ
=
(
dσ
dΩ
)
Mott
Ee′
Ee
{
F 21 (Q
2) + τ
[
F 22 (Q
2) + 2
(
F1(Q
2) + F2(Q
2)
)2
tan2
θ
2
]}
. (2.97)
With τ = Q
2
4M2
. The functions F1 and F2 are the aforementioned Dirac and Pauli form
factors which only depend on the momentum transfer and are real functions for the case
of single photon exchange processes .
In the forward limit with zero momentum transfer the Dirac and Pauli form factors are:
F1p(0) = 1, F2p(0) = κp = µp − 1 = 1.7928,
F1n(0) = 0, F2n(0) = κn = µn = −1.9130.
Here n denotes the neutron form factor and p the proton case. The anomalous magnetic
moments κ are given in units of the nuclear magneton µN =
e~
2mN
. The magnetic moment
for a current distribution ~j is defined via:
~µ =
1
2
∫
d3r ~r ×~j(~r) . (2.98)
For a particle with intrinsic angular moment ~L and spin ~S one can also define a magnetic
moment as:
~µ = (gL~L+ gS ~S)µN . (2.99)
Here µN =
e
2M
is the magneton of the nucleon. For the total angular momentum ~I = ~L+ ~S
the magnetic moment reads as:
~µI = µKgI~I . (2.100)
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The anomalous magnetic moment is the difference between only taking the born approxi-
mation into account and also considering corrections due to quantum field theory effects.
Note that in principle one can define several g factors or magnetic moments depending
on which angular moment one takes into account (e.g. spin angular momentum, orbital
angular momentum or the total angular momentum also called the Lande´ g-factor). The
Dirac equation predicts a spin angular moment g factor for the electron of g = 2. Through
experiments and QED calculations we know, that this value does not hold, which is due
to loop corrections. The most precise value of the g-factor of the electron is [34]:
g − 2
2
= (1159.65218076± 0.00000027) ·10−6 . (2.101)
In the next section we will dedicate ourselves to experimental techniques to solve the inner
structure of the nucleons. For this it is necessary to introduce a new set of electromagnetic
form factors which make it possible to decouple the magnetic and electric information
encoded in the form factors from each other. This can be achieved due to the so called
Sachs form factors, which can be expressed through the Dirac and Pauli form factors in
the following way:
GE = F1 − τF2 and GM = F1 + F2 . (2.102)
We can now write the differential cross section (2.97) in a simpler form
dσ
dΩ
=
(
α
2Ee′ sin(
θe
2
)
)2
Ee
Ee′
(
cot2( θe
2
)
1 + τ
[
G2E + τG
2
M
]
+ 2τGM
2
)
. (2.103)
The big advantage of this parameterization of the scattering matrix element is that we do
not have any interference term left. At zero momentum transfer the electric and magnetic
Sachs form factors GE and GM read:
GEp(0) = 1 , GMp(0) = µp ,
GEn(0) = 0 , GMn(0) = µn .
2.2.3. Experimental point of view
Now we will give a brief insight on experimental approaches. We mainly will follow the
reviews [4, 7]. The first measurements which gave rise to the question of the underly-
ing structure of the nucleons were the experiments of Stern in 1933. He measured the
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anomalous magnetic moment of the proton and found that it was bigger than expected
for the proton viewed at this time. In the 1950s Hofstadter et al. made the first elastic
electron scattering experiments at the Stanford linear accelerator. At the beginning they
use solid targets like gold, beryllium and carbon [3] to obtain curves for different angles
and energies of the incident electron. Later they used gaseous probes like hydrogen [29]
and helium probes [30] as scattering targets. In the 1970s a lot of accelerator projects were
finished an a huge amount of data was collected. The scattering of electron on protons
and neutrons were interpreted with the Rosenbluth approach. In the early 90s huge efforts
using polarization transfer experiments to probe the inner structure of the nucleons were
made.
In the following section we will present a short introduction in the techniques used in the
last decades to obtain values for the electric and magnetic form factors of the nucleons.
First we will describe the concepts of Rosenbluth separation method and afterwards give
a brief insight on polarization transfer methods. Note that we will mainly focus on the
proton, because of the much more complicated structure of deuteron and Helium targets,
which are mainly used to obtain experimental results for the neutron form factors.
Rosenbluth cross section separation method
In the 1970 the construction of whole a bunch of accelerators was completed and they
started to collect data by measuring GEp,n and GMp,n via elastic electron-proton and
electron-deuteron scattering processes. The method they used is called the Rosenbluth
cross section separation method [28]. This technique allowed the measurement of separate
values of GE and GM and not only their ratio. The cross section for elastic electron-nucleon
scattering can be written as:
dσ
dΩ
=
(
dσ
dΩ
)
Mott
[
G2E(Q
2) + τG2M(Q
2)
1 + τ
+ 2τG2M(Q
2) tan2(θ/2)
]
. (2.104)
This can be re-written as
dσ
dΩ
=
(
dσ
dΩ
)
Mott
τ
ǫ(1 + τ)
[
G2M +
ǫ
τ
G2M
]
, (2.105)
where ǫ = 1/(1 + 2(1 + τ) tan(θe/2)
2) is the polarization of the exchanged virtual photon,
τ = Q
2
4M2
and
(
dσ
dΩ
)
Mott
the differential Mott cross section. For M → ∞ which means
neglecting the recoil of the target the cross section can be formulated as:
σMott =
e4
4E2
cos2(θ/2)
sin4(θ/2)
. (2.106)
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Note that the cross section for a scattering with recoil would take the form
σMott =
e4E ′
4E3
cos2(θ/2)
sin4(θ/2)
. (2.107)
The modern form of the Rosenbluth formula only depends linearly on the parameter ǫ:(
dσ
dΩ
)
reduced
=
ǫ(1 + τ)
τ
(
dσ
dΩ
)
measured
/(
dσ
dΩ
)
Mott
= G2M +
ǫ
τ
G2E . (2.108)
Now the measurement is taken at a fixed value of Q2 while varying the beam energy and
the scattering angle over a reasonable range of values. A linear fit of
(
dσ
dΩ
)
reduced
gives
separate values for 1
τ
G2E as the slope and G
2
M as the intercept. Now one can repeat this
procedure for a feasible range of Q2 values for all form factors. By scaling them in the
appropriate way it is possible to fit all of them, except for the electric neutron form factor,
by a dipole fit [32]. The electric neutron form factor is small compared to the other three
form factors. In this context the dipole form factor is defined as:
GD =
1
(1 +Q2/(0.71 GeV2))2
with GEp = GD, GMp = µpGD, and GMn = µnGD.
(2.109)
Here µp = 2.79µN and µn = −1.91µN . Most of the results obtained via the Rosenbluth
separation method are normalised to this dipole form factor.
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Figure 2.7.: Example for the Rosenbluth separation method for Q2 = 2.5, 5.0, 7.0 GeV2 (open
triangle, circle and filled triangle) of the proton. Values for 1/τ ·G2Ep and G2Mp can
be extracted from the slope and the intercept, respectively. The data is provided
by [14]. Picture taken from [7]
The main disadvantages of this technique are:
• For large Q2 the part proportional to τGpM in Eq. (2.108) becomes dominant and it
is impossible to obtain any information on GpE .
• And even for small Q2 the electric form factor is suppressed by a factor of µ2p.
Note that the neutron form factors are much more complicated to measure. Due to the
fact that they had to be measured mainly by electron-deuteron scattering one needs three
form factors: The charge, quadrupole and magnetic distribution. The most complicated
form factor to obtain experimentally is the electric neutron form factor, because it is non
zero only at high Q2 .
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Polarization transfer technique
Up to the early 90s the Rosenbluth separation method was the only available technique
to obtain independent values for the electric and magnetic form factors of the nucleon.
Experiments like the Continuous Electron Beam Accelerator Facility (CEBAF) at the Jef-
ferson national laboratory (JLab) and Bates Linear Accelerator in Middleton, with their
polarized electron beams, paved the way to prove the ideas of polarization transfer mea-
surement in experiments. For the upcoming overview we will follow the work of Dombey
[35], Swartz [36], Arnold et al. [37] and Perdrisat [7]. Note that the fundamental paper
which is usually associated with polarization transfer is the work of Alkhiezer et al. [38].
The polarization ~P of an ensemble of particles can be written in the following way:
~P = f(sˆ)sˆ . (2.110)
Here sˆ is the particles spin in the rest frame and the function f is defined as:
f(nˆ) =
N(spins parallel to nˆ)−N(spins anti-parallel to nˆ)
N(spins parallel to nˆ) +N(spins anti-parallel to nˆ)
. (2.111)
A fermion with spin vector sˆ being collinear to the direction of travel is called longitudinally
polarized and if sˆ is orthogonal to the direction of travel it is transversely polarized. If the
spin vector sˆ is oriented parallel or anti-parallel to the momentum direction the particle is in
a right handed or left handed helicity eigenstate, respectively. The process we are interested
in is the elastic scattering of electrons on nucleons with corresponding polarizations τ and
λ and momenta k and p:
e(k, τ) +N(p, λ)→ e(k′, τ ′) +N(p′, λ′) . (2.112)
The appropriate matrix element for the scattering of a polarized electron and a polarized
proton can be written as
Mtot = ie
2
Q2
〈k′, τ ′|jµ|k, τ〉〈P ′, λ′|Jµ|P, λ〉 . (2.113)
The squared matrix element in the one-photon exchange limit reads:
|Mtot|2 = e
2
q2
LµνTµν . (2.114)
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The leptonic part of Eq. (2.114)
Lµν =
e2
2q2
∑
ττ ′
〈k′, τ ′|jµ|k, τ〉∗〈k′, τ ′|jν |k, τ〉 (2.115)
and the hadronic part of (2.114)
Tµν =
1
2
∑
ττ ′
〈P ′, λ′|Jµ|P, λ〉∗〈P ′, λ′|Jν|P, λ〉 (2.116)
are understood as averaged over initial und summed over final state‘s spins. The leptonic
tensor in Eq. (2.115) for a polarized electron in the initial state takes the form:
Lµν =
1
k2
(k′µkν + kµk′ν − k · k′qµν + iaǫµνρσkρkσ) . (2.117)
Here a is the polarization of the incident electron which we have assumed to be massless.
Note that the polarization ǫ of the photon, when assumed to be real, is defined via:
1 + ǫ
1− ǫ = L11 =
1
2
(
1 +
q2
|~q| 2 cot (θ/2)
)
. (2.118)
For a virtual photon with q = k − k′ = P ′ − P where q0 = 0 and ~q = ~P we can define:
1 + ǫ
1− ǫ = csc(θB/2) . (2.119)
Here θB is the scattering angle in the Breit frame and can be associated with the scattering
angle in the laboratory frame θ via τ = Q2/(4M2):
cot(θ/2)2
1 + τ
= cot(θB/2)
2 . (2.120)
The hadronic tensor can be written as sum over unpolarized protons, initial proton is
polarized, final proton is polarized and both protons are polarized part:
Tµν = T
NP
µν + Tµν(Pλ) + Tµν(P
′
λ) + Tµν(Pλ,P
′
λ) . (2.121)
Here Pλ, P
′
λ denote the polarization of the initial and final proton state. The components
for a unpolarized proton in the initial state reads as [35]:
T11 = T22 = q
2G2M , T00 = −4M2G2E, (2.122)
T33 = 0, Tµν = 0 for µ 6= ν . (2.123)
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Now we have different options for our starting conditions, i.e. which of the participating
particles is considered to be polarized. Assuming ~q is along the z-axis we obtain for the
scattering of a longitudinally polarized electron (positive helicity) off an unpolarized proton
the following expression:
LµνTµν =
1
2
(q2G2M(2 + cot(θB/2)
2) + 4M2G2E cot(θB/2)
2) . (2.124)
The polarization of the recoiled proton, which has only two allowed components, a trans-
verse Px and a longitudinal Pz, can be measured by a second scattering process. Trans-
forming Eq. (2.124) from the center of mass into the laboratory frame we can write down
the components of the polarization vector, P′λ of the recoiled proton [37]:
I0P
′
λx ∼ −GE(Q2)GM(Q2) tan
θe
2
(2.125)
I0P
′
λz ∼ GM(Q2)2 tan2
θe
2
(2.126)
with
I0 = G
2
E(Q
2) +
τ
ǫ
G2M(Q
2) .
Combining Eq. (2.125) and (2.126) one can directly determine the ratio of GE/GM by
only measuring the polarization of the recoil proton:
GE
GM
= −Px
Pz
(Ebeam + Ee)
2M
tan
(
θe
2
)
. (2.127)
In Appendix E a compilation of experimental result will be presented.
2.3. Factorization and the concept of distribution
amplitudes
In this section we will give a short introduction into the field of factorization. Since QCD
is an asymptotically free gauge theory, which means that the coupling αS(Q
2) becomes
very small at short distances or large momentum Q2, we can apply perturbation theory.
This statement is true for ideal cases which only involve one hard scale. But in reality
physical processes depend on multiple scales, i.e. long range interactions, and therefore it
is not possible to describe the whole process within the perturbative approach.
For our brief overview about the wide field of factorization we will restrict our discussion
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to the system of pion form factors. Therefore we follow the work of Efremov et al. [17].
They state that the main task for any process is the factorization of the corresponding full
cross section dσfull. This amplitude can be written as a convolution of a hard part with
a function φ(µ2, k2) incorporating all the informations about the long distance effects. In
addition one has a regular term r(Q2, k2) which does not factorize but is suppressed by
powers of the hard scale:
dσfull(Q
2, k2) = dσhard(Q
2, µ2)⊗ fsoft(µ2, k2) + r(Q2, k2) . (2.128)
Here k2 is the soft scale, Q2 the hard scale and µ the parameter which “divides” short
and long distance effects. The hard part in Eq. (2.128) can be calculated via perturbation
theory. Informations about the soft part has to be obtained in a different way. They can
be gained via experiments or through non perturbative theories which are applicable at
low momentum transfer such as lattice QCD and QCD sum rules.
2.3.1. Collinear factorization
We will mainly follow the work of Braun et al. [39]. The basic idea of collinear factorization
is to handle the partons in the nucleon as a bunch of collinear moving particles. This picture
is only valid at very high momentum transfer Q2. On the one hand a nucleon consists of
only three valence quarks q but on the other hand we can have an arbitrary amount of
quark anti quark qq¯ pairs and gluons g in the Fock state:
|meson〉 = |qq¯〉+ |qq¯g〉+ |qq¯qq¯〉+ ... (2.129)
|baryon〉 = |qqq〉+ |qqqg〉+ |qqqqq¯〉+ ...
Therefore the nucleon consists of a beam of N sea and valence quarks which exchange
intermediate gluons. In the hard gluon-exchange-picture the incoming nucleon is struck by
a hard photon. More precisely one of the quarks in the proton or neutron absorbs all the
momentum. In order to stay intact, the large momentum has to be split up between all
partons. The nucleon can be pictured as N collinear moving valence quarks. Each of the
partons carries a certain momentum fraction xi ·P of the nucleon momentum P . In order
to ensure momentum conservation:
3∑
i=1
xi = 1 . (2.130)
35
CHAPTER 2. THEORETICAL FRAMEWORK
The initial transverse momentum, which also can be interpreted as transverse-momentum
fluctuations, of the quarks k⊥ i can be neglected compared to the transverse momentum
transfer q⊥. This is exactly the reason for applicability of perturbation theory for the
calculation of the hard scattering kernel TH . One can show that in the large-Q
2 limit,
form factors can be written as a convolution of distribution amplitudes with perturbative
coefficient functions. So for the Dirac form factor F1 this decomposition reads:
A B
F1
C
= + +
Figure 2.8.: Graphic illustration of the decomposition of the nucleon form factor F1
F1(Q
2) ∼ A(Q2) + αS(Q
2)
π
B(Q2)
Q2
+
(
αS(Q
2)
π
)2
C
Q4
+ ...
The function C is a constant determined by distribution amplitudes which we will discuss
in detail in the next section. Here A(Q2) and B(Q2) are two low energy (i.e. low virtuality)
functions which can not be calculated in any form in a perturbative manner. These soft
form factor like functions are estimated to behave like [39]
A(Q2) .
1
Q6
, B(Q2) .
1
Q4
. (2.131)
The biggest problem is the dominance of A und B at moderate Q2. This is because of
having an additional suppression of the term proportional to C by a factor of 10 due
to αS/π ∼ 0.1. This can be overcome at very high Q2 were the suppression of the non
perturbative part proportional to A and B compensates the factor 10.
2.3.2. Nucleon wave function and distribution amplitudes
In this section we will now investigate the properties and the shape of the nucleon wave
functions and introduce the concept of distribution amplitudes in order to take the long
distance effects associated with the internal structure of the nucleon into account. For this
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short introduction we will follow the works of [19, 20, 40]. One of the first works associat-
ing the interaction of bound states with the all order calculations of scattering processes
was done by Bethe and Salpeter [41]. The shape of the so called Bethe Salpeter wave
function ψBS and its properties have been discussed in a multitude of works. One of them
for example is the work by Wick [42].
Salpeter et al. have given (using a bound state system of two Dirac fermions) different inte-
gral representation for the wave function. This concept was further improved by Chernyak
et al. [20] and Lepage et al. [40]. These are the works which we will follow to introduce
the basic framework. Later in this section we will follow the works of Braun et al. [43] and
use their expressions for the distribution amplitudes to calculate the form factors.
As we have seen in the previous section the form factor can be written as convolution of
two amplitudes φ(zi, Q) and a hard scattering kernel:
F (Q2) =
∫ 1
0
dx¯i
∫ 1
0
dy¯iφ
∗(xi, Q
2)TH(xi, yi)φ(yi, Q
2) , (2.132)
with dz¯i = δ(1 − z1 − z2 − z3)dz1dz2dz3 and Q2 = −q2 being the momentum transfer. In
this framework the concept of distribution amplitudes which are non-perturbative functions
describing the momentum distribution within hadrons was introduced.
The distribution amplitude φ(zi, Q) can be associated with the probability to find a quark
with distinct momentum fraction inside the nucleon or in other words the amplitude to
transform a proton into three valence quarks with specific momentum fractions. Using light
cone variables introduced in Appendix F xi =
k+i
p+
=
k0i+k
1
i
p0+p1
and light cone gauge n ·A = 0 we
can associate the hadronic wave function Ψ(xi, ki) with the distribution amplitude φ(xi, Q)
via:
φ(xi, Q) ∝
∫ Q
0
3∏
j=1
d2kj⊥δ
2(~k1⊥ + ~k2⊥ + ~k3⊥)Ψ(xi, ki) . (2.133)
The distribution amplitude‘s Q2-dependence, which can be calculated in light-cone gauge
via a one gluon exchange kernel, up to first order is given by the following evolution
equation:
Q2
∂
∂Q2
φ(xi, Q
2) =
αS(Q
2)
4π
∫ 1
0
[dz]V (xi, zi)φ(zi, Q
2) . (2.134)
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With [dz] ≡ dz1dz2dz3δ(1− z1 + z2 + z3) and V being a function which we will introduce
shortly. The distribution amplitudes φ(xi, Q
2), which can be identified as the probability
amplitude to find the valence quarks near the light-cone,
φ(xi, Q
2) = x1x2x3
∞∑
n=0
an
(
ln
Q2
Λ2QCD
)−γn
φ˜n (2.135)
solve the evolution equation in Eq. (2.134). The eigensoltuions φ˜n and eigenvalues γn of Eq.
(2.134) together with the coefficients an characterize the DA which are the starting point for
the discussion of distribution amplitudes in a special approach. From now on we will follow
the work of Braun et al. [43]. As we have mentioned above distribution amplitudes can be
seen as the amplitude to transform the hadron into a bunch of collinear moving particles. To
be more precise in the context of the definition of nucleon or hadron distribution amplitudes
one speaks of hadron-to-vacuum matrix elements of nonlocal operators consisting of quark
and gluon fields separated by light-like distance. The gauge invariant object defining the
DA takes the form:
〈0| ǫijkulα(a1z)[a1z, a0z]liumβ (a2z)[a2z, a0z]mjdnγ(a3z)[a3z, a0z]nk |P (P, λ)〉 (2.136)
Here the Greek letters are Dirac indices, Latin letters refer to color, ai are real numbers, z
is an arbitrary light-like vector, and
[a, b] = P exp
[
ig
∫ 1
0
dx (a− b)µAµ
(
xa + (1− x)b)] . (2.137)
is the Wilson gauge link ensuring gauge invariance [44]. |P (P, λ)〉 denotes a proton state
with momentum P and helicity λ.
If one takes Lorentz covariance, spin and parity of the nucleon into account the matrix
element (2.136) can be decomposed into 24 different functions F = Ai, Si, Ti, Vi, which
is done in detail in Appendix G. Since we deal with massless nucleons and quarks all
terms proportional to the nucleon mass vanish and only the following invariant functions
contribute:
4 〈0|ǫijkuiα(a1z)ujβ(a2z)dkγ(a3z) |P (P, λ)〉 = (2.138)
= V1(/PC)αβ(γ5N)γ +A1(/Pγ5C)αβNγ + T1(P νiσµνC)αβ(γµγ5N)γ .
Where Nγ is a nucleon spinor, σµν =
i
2
[γµ, γν ] and C is the charge conjugation matrix.
Note that the reader should remember the expression in Eq. (2.138) since it is crucial for
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our further computations. Since we are only interested in the leading twist case there is
no difference between the invariant functions A1, V1, T1 and A1, V1, T1, i.e. see Appendix
G. The axial A1, vector V1, and tensor T1 distribution amplitudes posses certain symmetry
properties:
A1(x1, x2, x3) = −A1(x2, x1, x3) (2.139)
V1(x1, x2, x3) = V1(x2, x1, x3)
T1(x1, x2, x3) = T1(x2, x1, x3) .
Using Fiertz transformations tit follows:
2T1(x1, x2, x3) = (V1 −A1)(x1, x3, x2) + (V1 − A1)(x2, x3, x1) . (2.140)
Now one can identify Eq. (2.140) with the only remaining independent distribution ampli-
tude, which is comparable to ΦN (x1, x2, x3) defined in [20]:
φ3(x1, x2, x3) = (V1 − A1)(x1, x2, x3) . (2.141)
This leading twist distribution amplitude φ3 can be associated with the pion decay constant
fπ, and determines the nucleon wave function at the origin [45]:
fN =
∫
[dx]φ3(x1, x2, x3) . (2.142)
In the asymptotic limit, where µ2 ∼ Q2 → ∞, the distribution amplitudes take a very
simple form:
V1(x,Q
2 →∞) = T1(x,Q2 →∞) = φasy , A1(x,Q2 →∞) = 0 . (2.143)
Here φasy = 120x1x2x3 is the asymptotic wave function. Later we will need the decompo-
sition of the matrix element in Eq. (2.138) in order to simplify our calculations.
2.4. FeynArts
The calculation of the electromagnetic form factor in next-to-leading order gives rise to the
problem of a tremendous amount of graphs which have to be taken into account. In order
to ensure the completeness of our calculation we used, in addition to counting by hand,
the Mathematica package FeynArts (FA) to generate the corresponding diagrams. This
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further
processing
Find all distinct ways of connect-
ing incoming and outgoing lines
(CreateTopologies)
Topologies
Determine all allowed
combinations of fields
(InsertFields)
Draw the results
(Paint)
Diagrams
Apply the Feynman rules
(CreateFeynAmp)
Amplitudes
Figure 2.9.: Schematic working routine of FeynArts. Picture taken from [2]
package also allows for creating the Feynman amplitudes, i.e. produces analytic expressions
which can be further processed. As mentioned before, FA is a Mathematica package
designed by Hagen Eck [21], Sepp Ku¨blbeck et al. [22] and Thomas Hahn. The latter is
author of the work we will follow in order to introduce the basic concepts of FA [2]. The
schematic algorithm of FA is illustrated in Fig. 2.9. After having installed the package,
you may start your Mathematica (at least Mathematica 3) and load FeynArts.
In[1]:= << FeynArts‘
FeynArts 3.7
by Hagen Eck, Sepp Kueblbeck, and Thomas Hahn
last revised 4 Jan 12
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To get the fully analytical output one has to perform the following steps:
1. The first step is to generate the corresponding topologies. For FA topologies are a set
of lines (propagators) and points (vertices) which are all connected. The command
reads:
tops = CreateTopologies[ l, i -> o, "options" ],
where l is the loop order (up to three for the latest version), i and o are the number
of incoming and outgoing particles. Also several options can be implemented at this
stage of computation. Since the program offers a big variety of options, only the ones
used in our calculations are presented.
option default value affects
Adjacencies 3,4 order of vertices
CTOrder 0 counter-term order
ExcludeTopologies filtering topologies
Starting Topologies All list of starting topologies
Here order of vertices can be used for example to exclude all diagrams which contain
a four gluon vertices by simply setting
Adjacencies->{3}.
The counter term order would automatically generate also the counter term topologies
for divergent diagrams. For the option ExcludeTopologies the following restriction
are available:
option excludes[ ] of adjacencies
Loops[patt ] loops patt
CTs[patt ] counter-terms patt
Tadpoles loops 1
SelfEnergies loops 2
Triangles loops 3
WFCorrections self-energy or tadpole loops on external lines
Internal one-particle reducible topology
Since we work in dimensional regularization all tadpole diagrams can be neglected
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due to the fact that they would produce scaleless integrals which can be set to zero.
In addition we neglect all one particle reducible diagrams which correspond to the
renormalization of the external quark lines. This will be done in a more elaborate
way in Chapter 4.
2. After the topologies has been generated we have to insert the fields into the topologies.
infi = InsertFields[ tops, {i1, i2, ...} -> {o1, o2, ...}].
Here i1, i2, ... are the incoming and o1, o2, ... outgoing fields. There are
three different level of fields in the FA framework: Generic, Classes and Particles.
The Generic fields are: F (fermion), S (scalar), V (vector), U (ghost), T (tensor)
and SV (scalar-vector mixing). The next level, the class level, specifies a generic
field. E.g. F [2] for the class of leptons. With the particle level one can pick certain
particles. The electron for example F [2,1]. Antiparticles are represented by putting
a minus in front of the the fields.
3. In order to cross check with our counting we have drawn all the Feynman graphs:
painfi = Paint[ infi ].
4. The last step is to create the Feynman amplitudes.
amps = CreateFeynAmp[ infi ].
The generated amplitudes will now be further processed with the FeynCalc package.
2.5. Reduction algorithm
In this section we will summarize the basic ideas of the reduction algorithm for calculating
one-loop N -point massless Feynman integrals in dimensional regularization. The most
complex integral which we have to solve for our problem:
Iµνρσ7 =
∫
dDq
(2π)D
qµqνqρqσ
(q − p1)2 . . . (q − p7)2 . (2.144)
In order to solve these integral we use the reduction algorithm proposed by Duplancˇic´ and
Nizˇic´ [23]. With this method it is possible to reduce one-loop N-point massless integrals to
a limited number of basic integrals. Older algorithms were not able to solve the problem
when more than two collinear momenta appeared, which is the case for our problem.
We will now state the basic concepts of the method and will provide the reader with all
tools necessary to understand the implemented code. In the following section we will use
the notation and formulas of Duplancˇic´ and Nizˇic´ [23].
42
2.5. REDUCTION ALGORITHM
The fundamental object is the following integral, which will arise in every loop calculation
in massless gauge theories:
INµ1···µP (D; {pi}) ≡ (µ2)2−D/2
∫
dDq
(2π)D
qµ1 · · · qµP
A1A2 · · ·AN . (2.145)
Here q is the loop momentum, D is the space-time dimension, pi are the external momenta
and µ is the dimensional regularization scale. The massless propagators Ai are defined as:
Ai ≡ (q + ri)2 + iǫ, i = 1, . . . , N, ǫ > 0 . (2.146)
With ri = pi + ri−1, i = 1, . . . , N and r0 = rN . The scalar integrals take the form:
IN0 (D; {pi}) ≡ (µ2)2−D/2
∫
dDq
(2π)D
1
A1A2 · · ·AN . (2.147)
After using Feynman parametrization [27]
1
Aν11 . . . A
νN
N
=
Γ(ν1 + · · ·+ νN)
Γ(ν1) + · · ·+ Γ(νN)
∫ 1
0
dy1 . . .
∫ 1
0
dyN
δ(
∑N
i=1 yi − 1)yν1−11 . . . yνN−1N
(y1A1 + · · ·+ yNAn)
∑
N
i=1
νi
(2.148)
and the standard integral [27]∫
dDq
(2π)D
1
(q2 − x)n =
(−1)ni
(4π)D/2
Γ(n−D/2)
Γ(n)
(
1
x
)n−D/2
(2.149)
the integral in Eq. (2.147) can be rewritten as:
IN0 (D; {νi}) =
i
(4π)2
(4πµ2)2−D/2
Γ
(∑N
i=1 νi −D/2
)
∏N
i=1 Γ(νi)
(−1)ΣNi=1νi
×
∫ 1
0
(
N∏
i=1
dyiy
νi−1
i
)
δ
(
N∑
i=1
yi − 1
)− N∑
i,j=1
i<j
yiyj (ri − rj)2 − iǫ


D/2−ΣNi=1νi
. (2.150)
The use of the Passerino Veltman decomposition for the tensor structure enables us to
rewrite the integral in Eq. (2.145) in a similar way:
INµ1···µP (D; {νi}) =
i
(4π)2
(4πµ2)2−D/2
∑
k,j1,...,jN≥0
2k+Σji=P
{
[g]k[r1]
j1 · · · [rN ]jN
}
µ1···µP
× Γ (
∑
i νi −D/2− k)
2k [
∏
i Γ(νi)]
(−1)Σiνi+P−k
∫ 1
0
(∏
i
dyiy
νi+ji−1
i
)
×δ
(∑N
i=1
yi − 1
)− N∑
i,j=1
i<j
yiyj (ri − rj)2 − iǫ


k+D/2−ΣNi=1νi
. (2.151)
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The structure
{[g]k[r1]j1 · · · [rN ]jN}µ1···µP (2.152)
in Eq. (2.151) represents a totally symmetric expression for the Lorentz structure. A
showcase for one possible Lorentz pattern is the following expression:
{gr1}µ1µ2µ3 = gµ1µ2r1µ3 + gµ1µ3r1µ2 + gµ2µ3r1µ1 . (2.153)
After comparing Eq. (2.151) and (2.150) one can identify:
INµ1···µP (D; {νi}) =
∑
k,j1,··· ,jN≥0
2k+Σji=P
{
[g]k[r1]
j1 · · · [rN ]jN
}
µ1···µP
× (4πµ
2)P−k
(−2)k
[
N∏
i=1
Γ(νi + ji)
Γ(νi)
]
IN0 (D + 2(P − k); {νi + ji}) . (2.154)
Many recursion relations found in the literature are based on the integration by parts
approach. It can be shown that the the translational invariance of the dimensionally
regularized integrals for z0 =
∑N
i zi fulfills the identity
0 ≡
∫
dDq
(2π)D
∂
∂qµ
(
z0q
µ +
∑N
i=1 zir
µ
i
Aν11 · · ·AνNN
)
. (2.155)
Here zi (i = 0 . . .N) are arbitrary constants. Using the definition of the scalar N -point
integral (2.147), Eq. (2.155) can be transformed into the relation
N∑
j=1
(
N∑
i=1
[
(rj − ri)2 + 2iǫ
]
zi
)
νjI
N
0 (D; {νk + δkj}) =
=
N∑
i,j=1
ziνjI
N
0 (D; {νk + δkj − δki})−
(
D −
N∑
j=1
νj
)
z0I
N
0 (D; {νk}) , (2.156)
where δij is the Kronecker delta. Eq. (2.156), due to the identity
IN0 (D; ν1, · · · , νl−1, 0, νl+1, · · · , νN) ≡ IN−10 (D; ν1, · · · , νl−1, νl+1, · · · , νN) , (2.157)
constitutes the starting point of the recursion relation for scalar integrals. The arbitrary
constants zi define a linear equation system
N∑
i=1
(ri − rj)2zi = C, j = 1, . . . , N, (2.158)
44
2.5. REDUCTION ALGORITHM
with C being an arbitrary constant. Using the relation [24]
−
∑N
j=1
νjI
N
0 (D; {νk + δkj}) = (4πµ2)−1IN0 (D − 2; {νk}), (2.159)
and Eq. (2.158), Eq. (2.157) can be transformed into the final recursion relation:
C IN0 (D − 2; {νk}) =
N∑
i=1
ziI
N
0 (D − 2; {νk − δki}) + 4πµ2
(
D − 1−
N∑
j=1
νj
)
z0I
N
0 (D; {νk}) .
(2.160)
Now we will introduce two matrices S and R which only depend on the external momenta
and the arbitrary constants zi and C. The matrix S is defined via the linear equations in
Eq. (2.158) 

0 r12 · · · r1N
r12 0 · · · r2N
...
...
. . .
...
r1N r2N · · · 0


︸ ︷︷ ︸
S


z1
z2
...
zN

 =


C
C
...
C

 , (2.161)
with rnm = (rn − rm)2, and the matrix R via slightly modified system of equations

0 1 1 · · · 1
1 0 r12 · · · r1N
1 r12 0 · · · r2N
...
...
...
. . .
...
1 r1N r2N · · · 0


︸ ︷︷ ︸
R


−C
z1
z2
...
zN


=


z0
0
0
...
0


. (2.162)
Remembering z0 =
∑
i zi the two systems in (2.161) and (2.162) allow for always solving
the system in Eq. (2.160). In the following we will distinguish 4 cases for the kinematic
determinants det(S)and det(R) to obtain the applicable recursion relation. The cases and
the corresponding recursion relations are [46]:
Cases 1: det(S) 6= 0, det(R) 6= 0; (C 6= 0 and z0 6= 0)
N∑
j=1
(rk − rj)2νjIN0 (D; {νi + δij}) = (4πµ2)−1
[ N∑
j=1
(zj − δjk)IN0 (D − 2; {νi − δij})
−CIN0 (D − 2; {νi})
]
, k = 1, . . . , N
(2.163)
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Cases 2: det(S) 6= 0, det(R) = 0; (C = 0 and z0 = 1)
IN0 (D; {νk}) =
1
4πµ2(D − 1−∑Nj=1 νj)
[
−
∑N
i=1
ziI
N
0 (D − 2; {νk − δki})
]
(2.164)
Cases 3: det(S) = 0, det(R) 6= 0; (C 6= 1 and z0 = 0)
IN0 (D; {νk}) =
∑N
i=1
ziI
N
0 (D; {νk − δki}) (2.165)
Cases 4: There are two recursion relations for det(S) = 0, det(R) = 0 and z0 = 0:
IN0 (D; {νk}) =
∑N
i=1
ziI
N
0 (D; {νk − δki}), for C 6= 0 (2.166)
and
z1I
N
0 (D; {νk}) = −
∑N
i=2
ziI
N
0 (D; {νk + δk1 − δki}) for C = 0 (2.167)
This reduction algorithm for N-point tensor integrals was implemented into a Mathematica
environment and is capable of reducing 6-point integrals of rank 2 in a reasonable time. The
code allows for switching between different schemes, namely the MS- and MS- scheme.
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Now we are finally prepared to start the real calculation. In the first section of this chapter
we will discuss the well known result for the leading order calculation of the form factors.
The second section will concern the next-to-leading order calculation of the Dirac form
factor F1. The general setting is the same in both cases. We will use collinear factorization
to separate the non perturbative and perturbative part. Then we will use the decomposition
of the distribution amplitudes to construct projectors in order to contract all open Lorentz
indices except for one which forms the characteristic structure for the nucleon Dirac form
factor F1, namely N¯γ
µN . For the leading order case we will first reproduce the results
by Chernyak et al. [20, 47] and afterwards present our method for the calculation. With
this new approach we will generate all possible diagrams via Mathematica [1] FeynArts
package [2, 21, 22] and produce the analytic expression for each of the generated Feynman
diagrams. After this we will switch to FeynCalc and edit the amplitudes. Therefore we
will apply projectors to the hard scattering kernel to reduce our problem to only one open
Lorentz index. Up to this point all steps are exactly the same for the leading order and
next-to-leading order case. Let us point out this crucial fact: We will show that our fully
automated method reproduces the result for the leading order contribution obtained by
several other groups. With the same code we will then perform the next-to-leading order
calculations.
Since at leading order there is no free momentum there are no integrals to be solved and
therefore calculations for the leading order and next-to-leading order deviate after this stage
of computation. Now the big challenge is to handle huge amounts of data. In leading order
only 48 diagrams are generated. In next-to-leading order there are already 1890 Feynman
diagrams generated. As mentioned before not only the huge amount of diagrams pose
problems but next-to-leading order (NLO) requires the solution of seven point integrals
with up to four open Lorentz indices. We will now show in several steps how we have solved
the different tasks which we had to face in computing next-to-leading order corrections to
the hard scattering kernel of the electromagnetic nucleon form factors.
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3.1. Leading order
In this section we will demonstrate the consistence of the result obtained by our fully
automated procedure with the calculations for the leading order contribution given by
Chernyak and Zhitnitsky (1983) and Chernyak [20], Avdeenko and Korenblit (1980) [47].
Therefore we will follow the notation used in the paper from 1983.
The starting point is the formula for the Dirac and Pauli form factors derived in Section
2.2.2:
〈P ′|Jµ(0)|P 〉 = N¯(P ′)
[
γµF1(q
2)− σµνq
ν
2MN
F2(q
2)
]
N(P ) . (3.1)
Here |P 〉 and |P ′〉 are the initial and final proton states, N(P ) are the corresponding
nucleon spinors. Jµ is the electromagnetic current and MN is the nucleon mass. F1 and F2
are the Dirac and Pauli form factors.
In Section 2.3.1 the decomposition of the physical matrix element (3.1) was described. It
was shown that the matrix element can be written as a convolution of two distribution
amplitudes and a hard scattering kernel:
〈P ′|Jµ(0)|P 〉 →
∫ 1
0
dx
∫ 1
0
dy φN(x, µ)T
µ
H [(x, y, q, µ)φN(y, µ) . (3.2)
Here dx = δ(1 − x1 − x2 − x3)dx1 dx2 dx3 and x = (x1, x2, x3). The same holds for y. In
Section 2.3.2 we have shown the tensor decomposition of the distribution amplitudes. For
leading twist the distribution amplitudes can be written as:
ǫijk〈0|uiα(a1z)ujβ(a2z)dkγ(a3z)|P 〉 =
1
4
(
V1 (/PC)αβ (γ5N(P ))γ+
A1 (/Pγ5C)αβ(N(P ))γ−
T1 (σµνP
νC)αβ(γµγ5N(P ))γ
)
. (3.3)
Here i, j, k denote color indices and α, β, γ are Dirac indices. In order to get the full
amplitude we have to construct the non local matrix element for the final state. This can
be achieved by complex conjugating the element defined in (3.3).
In the next two sections we will exactly demonstrate how we relate the expression for the
distribution amplitudes and the hard scattering kernel to the physical amplitudeM. Note
that we will omit numerical prefactors in the discussion of the Dirac structure and will
discuss them in the section about color algebra.
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3.1.1. Dirac algebra
Omitting the color indices and the electromagnetic coupling the matrix element can be
written as:
〈P ′|J |P 〉 ≈ 〈P ′|u¯µu¯νd¯ρ|0〉〈0|T µνραβγH |0〉〈0|uαuβdγ|P 〉 . (3.4)
Note that on the right hand side only the formally dominant part in 1/Q2 is taken into
account. This corresponds to the diagram shown in Figure 3.1.
uα
uβ
uγ
u¯µ
u¯ν
u¯ρ
T
αβγµνρ
H
Figure 3.1.: Basic graph
Here the T µνραβγH = Γ
αµ
1 Γ
βν
2 Γ
γρ
3 and the Γi denote the Lorentz structure of the corresponding
fermion line. We will see in a moment how this exactly affects our calculations. The
corresponding notation and convention we used for the next considerations are summarized
in Appendix H. and lower Lorentz indices in cases for γ0 and γ5 since they do not change
in sign. First we will construct the complex conjugated matrix element for the axial part
of the distribution amplitude decomposition in (3.3):
〈0|uαuβdγ|P 〉∗ = 〈P |d†γ u†β u†α|0〉 = 〈P |d¯iu¯ju¯k|0〉(γ0)ργ(γ0)σβ(γ0)κα . (3.5)
In the last step we use the identity q¯ = q†γ0.
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Complex conjugating the axial part of distribution amplitude decomposition (3.3) we ob-
tain:
〈P |d¯iu¯ju¯k|0〉A =
[
A1(/Pγ5C)αβ(N(P ))γ
]∗
(γ0)γi(γ0)βj(γ0)αk
= A∗1(/Pγ5C)
∗
αβ(N(P ))
∗
γ(γ0)γi(γ0)βj(γ0)αk
= A∗1((/Pγ5C)
†)βαN¯(P )i(γ0)βj(γ0)αk
= A∗1(γ
T
0 C
TγT5 /P
†
γ0)jkN¯(P )i
= A∗1(γ0Cγ0γ0γ5γ0γ0 /P
†
γ0)jkN¯(P )i
= A∗1(Cγ5 /P )jkN¯(P )i . (3.6)
The last step is to reorder the quarks to restore the right ordering of quark flavors in the
distribution amplitude.
〈P |u¯γu¯βd¯α|0〉A = A∗1(Cγ5 /P )γβN¯(P )α . (3.7)
For the complex conjugated vector and tensor distribution amplitudes the same procedure
has to be done. The final result for the vector case can be written in the following way:
〈P |u¯γu¯βd¯α|0〉V = −V ∗1 (C /P )γβ(N¯(P )γ5)α . (3.8)
And similar for the tensor distribution amplitude:
〈P |u¯γu¯βd¯α|0〉T = −T ∗1 (CPνσµν)γβ(N¯(P )γ5γµ)α . (3.9)
The last step is to convolute the distribution amplitudes for the final and the initial nucleon
with the hard scattering kernel TH . We will demonstrate the calculation for the case of
two axial projectors:
〈P ′|J |P 〉A = 〈P ′|u¯µu¯ν d¯ρ|0〉A〈0|TH |0〉〈0|uαuβdγ|P 〉A
= A∗1(Cγ5 /P
′
)µν(N¯(P
′))ρ(Γ1)µα(Γ2)νβ(Γ3)ργA1(/Pγ5C)αβN(P )γ
= |A1|2 · N¯(P ′)Γ3N(P )
[− (Γ1)µα(/Pγ5C)αβ(ΓT2 )βν(Cγ5 /P ′)νµ]
= −|A1|2 · N¯(P ′)Γ3N(P ) Tr
[
Γ1 /Pγ5CΓ
T
2Cγ5 /P
′]
= (−1)1+2 ·n2|A1|2 · N¯(P ′)Γ3N(P ) Tr
[
Γ1 /P
←→
Γ2 /P
′]
. (3.10)
Here and from now on ni denotes the number of gamma matrices in the i-th fermion line.←→
Γ2 is the second fermion line with reversed ordering of the Dirac matrices. So for example:
Γ2 = γαγβγγ →←→Γ2 = γγγβγα . (3.11)
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Note that the number of gamma matrices in one fermion line is always odd and therefore
the last line in Eq.(3.10) is reduced to:
AA = −|A1|2 · N¯(P ′)Γ3N(P ) Tr
[
Γ1 /P
←→
Γ2 /P
′]
. (3.12)
The same routine can be done for the other three cases:
The vector-vector projection gives:
VV = (−1)1+n2+n3|V1|2 · N¯(P ′)Γ3N(P ) Tr
[
Γ1 /P
←→
Γ2 /P
′]
. (3.13)
Which gives for the same reason as above (ni are odd numbers):
VV = −|V1|2 · N¯(P ′)Γ3N(P ) Tr
[
Γ1 /P
←→
Γ2 /P
′]
. (3.14)
For the mixed cases we obtain:
VA = −(V1A∗1 + A1V ∗1 ) · N¯(P ′)Γ3γ5N(P ) Tr[Γ1 /Pγ5
←→
Γ2 /P
′
]) . (3.15)
Using Fiertz transformations one can eliminate the γ5 dependence. This enables us to take
the traces in D dimensions. The improved version is given by:
VAimproved = (V1A∗1 + A1V ∗1 ) ·P λP ′κN¯(P ′)γηΓ1γδN(P ) Tr
[
Γ3σδλ
←→
Γ2σηκ
]
. (3.16)
Last but not least the tensor-tensor amplitude reads as:
T T = |T1|2 ·P λP ′κN¯(P ′)γηΓ3γδN(P ) Tr
[
Γ1σδλ
←→
Γ2σηκ
]
. (3.17)
3.1.2. Color algebra
In this section we will investigate the color strucutre of our problem. Similar to the previous
section we will now omit the Dirac structure and therefore have a slightly modified basic
graph 3.2, which corresponds to the amplitude
M = 〈P ′|u¯lu¯md¯n|0〉〈0|T lmn,ijkH |0〉〈0|uiujdk|P 〉 . (3.18)
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i
j
k
l
m
n
T 1il
T 2jm
T 3kn
Figure 3.2.: Basic diagram for the illustration of the color structure
The Txy in Fig. 3.2 denote the color matrices in the corresponding fermion line. Replacing
the forward matrix element with those of Eq. (3.3), and its complex conjugated, Eq. (3.18)
takes the form:
M =
(
1
6
)2(
1
4
)2
|fN |2ǫijkǫlmn〈0|T ijk,lmnH |0〉 . (3.19)
Note that the factor 1/4 is due to the definition of the distribution amplitude decomposition
2.3.2 and the factor 1/6 arises due to
ǫijkǫijk = 6 . (3.20)
With
ǫijkǫlmn = det

δ
il δim δin
δjl δjm δjn
δkl δkm δkn

 (3.21)
and the combination of color matrices in the corresponding fermion-lines T 1il , T
2
jm and T
3
kn
we obtain the following expression for the color structure CS:
CS = ǫijkǫlmnT 1ilT
2
jmT
2
kn =Tr(T
1) Tr(T 2) Tr(T 3) + Tr(T 1T 2T 3)
+ Tr(T 1T 3T 2)− Tr(T 2) Tr(T 1T 3)
− Tr(T 1) Tr(T 2T 3)− Tr(T 1T 2) Tr(T 3) . (3.22)
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i
j
k
l
m
n
A
B
Figure 3.3.: Tree level contribution to the hard scattering kernel
The color structure for one of six basic diagrams with anti-symmetric final states takes the
following form:
CSLO = ǫijkǫlmn(TA)il(T
ATB)jm(T
B)kn . (3.23)
Taking the relations in Appendix A into account we can show that the color structure
associated with Fig. 3.3 is the only occurring color structure in the leading order case.
This is because of the fact that all diagrams containing a three gluon vertex are zero. For
the leading order diagrams the color structure CSLO obtained via Mathematica FeynCalc
package reads as:
CSLO =
1
4
(1− CA) (2− CA) (CA + 1) 2 (CA − 2CF ) . (3.24)
Which also can be expressed via
CSLO =
1
4
(1−N)(2−N)(N + 1)2
(
N − N
2 − 1
N
)
=
8
3
. (3.25)
3.1.3. Results obtained by Chernyak et al.
In this section we will recap the results obtained by Chernyak et al. [20] and point out
some ambiguities of their paper. First we recap some basic definitions.
〈P ′|Jµ(0)|P 〉 = N¯(P ′)
[
γµF1(q
2)− σµνq
ν
2MN
F2(q
2)
]
N(P ) . (3.26)
And the connection between the magnetic Sachs form factor and the Pauli and Dirac form
factors reads:
GM(q
2) = F1(q
2) + F2(q
2) . (3.27)
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The power law behavior [20, 48] for the Dirac und Pauli form factors
F1 ∼ 1
q4
and F2 ∼ 1
q6
(3.28)
leaves us, in the asymptotic limit, which Chernyak et al. consider, with
GM(q
2) ≈ F1(q2) . (3.29)
Using the symmetry properties of the distribution amplitudes V1, A1 and T1 the formula
for the calculation of the Dirac form factor F1(q
2) is given in the work of Chernyak et al.
via:
F1(q
2)→ 1
q4
4πα¯S
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|fN |2
∫ 1
0
dx
∫ 1
0
dyδ(x)δ(y)
[
2
7∑
i=1
eiTi(x, y) +
14∑
i=8
eiTi(x, y)
]
. (3.30)
From now on we will write for the hard part including the distribution amplitudes:
T inclH (x, y, ei) =
∫ 1
0
dx
∫ 1
0
dyδ(x)δ(y)
[
2
7∑
i=1
eiTi(x, y) +
14∑
i=8
eiTi(x, y)
]
. (3.31)
With α¯S = α
2
S
(
αS(q
2)
αS(µ2)
) 4
3
β0, β0 = 11− 23nf , dx = dx1dx2dx3 and δ(x) = δ(1− x1 − x2 − x3).
The constant fN refers to the wave function at the origin. Ti(x, y) are the contributions
to the leading order hard scattering kernel for each diagram shown in Table 3.1 and Table
3.2. The ei are the corresponding charges for each diagram. So if one wants to calculate
the proton form factor one has to insert (denoted by the circle with the X) the up quark
charge eu = 2/3 for the first two fermion lines and the down quark charge ed = −1/3
for the lowest line. For the neutron one simply exchanges eu and ed. Note that there is
a misprint in the amplitude for the diagram 10 in [20]. In Table 3.1 and Table 3.2 the
leading twist dimensionless wave functions of the nucleon
φN(x, µ
2) = V1(x, µ
2)−A1(x, µ2) and T1(x, µ2) (3.32)
can be reduced to:
φN(x) = V1(x1, x2, x3)−A1(x1, x2, x3) (3.33)
T1(x1, x2, x3) =
1
2
(
φN(x1, x3, x2) + φN(x2, x3, x1)
)
(3.34)
and in the asymptotic limit they reduce to
V1(x, q
2 →∞) = T1(x, q2 →∞) = φAS(x) = 120x1x2x3 and A1(x, q2 →∞)→ 0 .
(3.35)
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The final result for the Dirac form factor of the neutron in the asymptotic limit reads:
F n1 (q
2)→ 1
q4
4πα¯S|fN |2100
3
. (3.36)
For the proton F p1 = 0. We have recalculated Eq. (3.31) analytically with Mathematica
and numerically with the Cuba library using momentum conservation x3 = 1−x1−x2 and
y3 = 1− y1− y2 and therefore having only to deal with 4- and not 6- dimensional integrals
when integrating over the momentum fractions:∫ 1
0
dx1
∫ 1
0
dx2
∫ 1
0
dx3 δ(1− x1 − x2 − x3)F (x1, x2, x3)→
∫ 1
0
dx1
∫ 1−x1
0
dx2 F
′(x1, x2)
(3.37)
The result obtained analytically for the hard part T inclH (x, y, ei) using the asymptotic wave
function φAS are:
T nH = 1800 and T
p
H = 0 . (3.38)
Combining the results in Eq. (3.38) with the values in the paper of Chernyak et al. [20]
reproduces the result 1/54 ·1800 = 100/3 for the neutron.
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Table 3.1.: Contributing diagrams for the calculation of Chernyak et al. I.
i Graph Ti(x, y)
1
φN(x)φN (y) + 4T (x)T (y)
(1− x1)2(1− y1)2x3y3
2 0
3
−4T (x)T (y)
(1− x2)(1− y1)x1x3y1y3
4
φN(x)φN(y)
(1− x3)(1− y1)x1x3y1y3
5
−φN(x)φN (y)
(1− x3)(1− y1)x2x3y2y3
6 0
7
(
1
x1y1
+
1
x2y2
)
φN(x)φN(y)
(1− x3)2(1− y3)2
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Table 3.2.: Contributing diagrams for the calculation of Chernyak et al. II.
i Graph Ti(x, y)
8 0
9
φN(x)φN (y) + 4T (x)T (y)
(1− x1)2(1− y1)2x2y2
10
φN(x)φN (y) + 4T (x)T (y)
(1− x1)2(1− y1)2x2y2
11 0
12
−φN(x)φN (y)
(1− x3)(1− y1)x1x2y1y2
13
4T (x)T (y)
(1− x1)(1− y2)x1x2y1y2
14
−φN(x)φN (y)
(1− x1)(1− y3)x1x2y1y2
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3.1.4. Results obtained by automated procedure
Chernyak used various symmetry properties of the corresponding amplitudes in order to
decrease the number of possible diagrams. In their case only 14 diagrams had to be
considered. Since we have computer power we will not make use of any symmetries from
the start but allow the program to generate all possible diagrams. This is not exactly true.
We use a trick in order to make the program only generate half of the diagrams needed by
pretending a nucleon consist of three flavors. This omits crossing diagrams which would
occur in the full consideration.
Generating the possible diagrams for the LO case
The first step is to generate all possible diagrams contributing to the order of pertur-
bation theory. In order to apply collinear factorization, which we introduced in Section
2.3.1, we need at least two gluons which connect all three fermion lines. Since we do not
rely completely on the machine intelligence we will first try to generate all diagrams via
combinatorial analysis. With the restriction mentioned above we can construct 6 basic
diagrams.
Figure 3.4.: Six basic diagrams
Since we deal with QCD three gluon vertices can in principle also occur, but do not
contribute to this order in perturbation theory because the color factor for these diagrams
is zero. Note that there would actually be six diagrams with three gluon vertices generated
by the FA routine, which we neglect because of the color factor. The next step is to count
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the possible insertions for the electromagnetic current into the fermion lines. For example
we will take the first diagram from Fig. 3.4. There are seven possibilities to place the
current which are shown in Fig. 3.5.
Figure 3.5.: Possible insertion locations for the electromagnetic current q¯γµq
If we follow the routine described in Section 2.4 the program we will generate the dia-
grams for the leading order case. For this we use the following command in the FeynArts
environment. First generate the possible topologies:
t4n3leadingorder=CreateTopologies[0, 4 -> 3, Adjacencies -> {3, 4}]
This comand line generates all topologies for a connected amplitude where 4 initial particles
propagate and interact and in the final state only 3 remain. The 0 denotes the fact we are
not allowing loops. We are permiting all gluon interactions, due to the adjacencies option.
Note that there are actually no 4 gluon vertices to this order of perturbation theory. The
next step involves the specification of the participating fields.
InsertFields[
t4n3leadingorder, {V[1], F[3, {1}], F[4, {1}],
F[4, {2}]} -> {F[3, {1}], F[4, {1}], F[4, {2}]}, Model -> "SMQCD",
ExcludeParticles -> {S, U[5], V[1], V[2], V[3], Generic},
Restrictions -> {NoQuarkMixing},
InsertionLevel -> {Classes}];
The 4 incoming particles are a photon V [1], as well as up-, down- and strange- quarks
F [3,1], F [4,1] and F [4,2]. We use the standard model QCD Lagrangian and do not
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allow flavor changing currents. Although it is not necessary to exclude special particles to
this order of perturbation theory it is for the NLO case. And since we want to use the
same code for verifying the correctness it is obvious to over-restrict our problem. Now FA
can produce graphic output for the corresponding amplitudes which are displayed in Figs.
3.6, 3.7 and 3.8.
60
3.1. LEADING ORDER
Figure 3.6.: Computer generated LO diagrams 1/3
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Figure 3.7.: Computer generated LO diagrams 2/3
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Figure 3.8.: Computer generated LO diagrams 3/3
From FA to FC
The 48 amplitudes generated by FA can now be contracted with the projectors from Section
2.3.2. This can be done within the FeynCalc package. Omitting all structures except
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N¯(P ′)γαN(P ) the final result is given in the Tables 3.3, 3.4 and 3.5.
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Table 3.3.: Results for the diagrams in Fig. 3.6.
N Result
1 0
2 −2euN¯(P
′)γαN(P )(|A1|2(D−2)+(D−4)2|T1|2+(D−2)|V1|2)
a2a3b2b3Q4(a2+a3)(b1+b2)
3 2euN¯(P
′)γαN(P )(|A1|2(D−4)+((D−14)D+32)|T1 |2+(D−4)|V1|2)
a2a3b2b3Q4(a2+a3)(b1+b3)
4 0
5 4euN¯(P
′)γαN(P )(|A1|2+(3D−8)|T1|2+|V1|2)
a2b2Q4(a2+a3)2(b2+b3)2
6 0
7 4euN¯(P
′)γαN(P )(|A1|2+(3D−8)|T1|2+|V1|2)
a3b3Q4(a2+a3)2(b2+b3)2
8 0
9 −2euN¯(P
′)γαN(P )(|A1|2(D−2)+(D−4)2|T1|2+(D−2)|V1|2)
a1a3b1b3Q4(a1+a3)(b1+b2)
10 2euN¯(P
′)γαN(P )(|A1|2(D−4)+((D−14)D+32)|T1 |2+(D−4)|V1|2)
a1a3b1b3Q4(a1+a3)(b2+b3)
11 0
12 4euN¯(P
′)γαN(P )(|A1|2+(3D−8)|T1|2+|V1|2)
a1b1Q4(a1+a3)2(b1+b3)2
13 0
14 4euN¯(P
′)γαN(P )(|A1|2+(3D−8)|T1|2+|V1|2)
a3b3Q4(a1+a3)2(b1+b3)2
15 0
16 −2edN¯(P
′)γαN(P )(|A1|2(D−2)+(D−4)2 |T1|2+(D−2)|V1|2)
a1a2b1b2Q4(a1+a2)(b1+b3)
65
CHAPTER 3. CALCULATIONS
Table 3.4.: Results for the diagrams in Fig. 3.7.
N Result
17 −2edN¯(P
′)γαN(P )(|A1|2(D−2)+(D−4)2 |T1|2+(D−2)|V1|2)
a1a2b1b2Q4(a1+a2)(b2+b3)
18 0
19
4edN¯(P
′)γαN(P )(|A1|2(D−2)+(D−4)2|T1|2+(D−2)|V1|2)
a1b1Q4(a1+a2)2(b1+b2)2
20 0
21
4edN¯(P
′)γαN(P )(|A1|2(D−2)+(D−4)2|T1|2+(D−2)|V1|2)
a2b2Q4(a1+a2)2(b1+b2)2
22 0
23 −2euN¯(P
′)γαN(P )(|A1|2(D−2)+(D−4)2|T1|2+(D−2)|V1|2)
a2a3b2b3Q4(a1+a2)(b2+b3)
24 2euN¯(P
′)γαN(P )(|A1|2(D−4)+((D−14)D+32)|T1 |2+(D−4)|V1|2)
a2a3b2b3Q4(a1+a3)(b2+b3)
25 0
26 4euN¯(P
′)γαN(P )(|A1|2+(3D−8)|T1|2+|V1|2)
a2b2Q4(a2+a3)2(b2+b3)2
27 0
28 4euN¯(P
′)γαN(P )(|A1|2+(3D−8)|T1|2+|V1|2)
a3b3Q4(a2+a3)2(b2+b3)2
29 0
30 −2euN¯(P
′)γαN(P )(|A1|2(D−2)+(D−4)2|T1|2+(D−2)|V1|2)
a1a3b1b3Q4(a1+a2)(b1+b3)
31 2euN¯(P
′)γαN(P )(|A1|2(D−4)+((D−14)D+32)|T1 |2+(D−4)|V1|2)
a1a3b1b3Q4(a2+a3)(b1+b3)
32 4euN¯(P
′)γαN(P )(|A1|2+(3D−8)|T1|2+|V1|2)
a1b1Q4(a1+a3)2(b1+b3)2
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Table 3.5.: Results for the diagrams in Fig. 3.8.
N Result
33 0
34 0
35 −2edN¯(P
′)γαN(P )(|A1|2(D−2)+(D−4)2 |T1|2+(D−2)|V1|2)
a1a2b1b2Q4(a1+a3)(b1+b2)
36 −2edN¯(P
′)γαN(P )(|A1|2(D−2)+(D−4)2 |T1|2+(D−2)|V1|2)
a1a2b1b2Q4(a2+a3)(b1+b2)
37 −2edN¯(P ′)γαN(P )(|A1|2(D−4)+((D−14)D+32)|T1 |2+(D−4)|V1|2)
a1a2b1b2Q4(a1+a3)(b2+b3)
38 −2edN¯(P ′)γαN(P )(|A1|2(D−4)+((D−14)D+32)|T1 |2+(D−4)|V1|2)
a1a2b1b2Q4(a2+a3)(b1+b3)
39
4edN¯(P
′)γαN(P )(|A1|2(D−2)+(D−4)2|T1|2+(D−2)|V1|2)
a1b1Q4(a1+a2)2(b1+b2)2
40 0
41
2euN¯(P ′)γαN(P )(|A1|2(D−2)+(D−4)2|T1|2+(D−2)|V1|2)
a1a3b1b3Q4(a1+a2)(b2+b3)
42
2euN¯(P ′)γαN(P )(|A1|2(D−2)+(D−4)2|T1|2+(D−2)|V1|2)
a1a3b1b3Q4(a2+a3)(b1+b2)
43 0
44 4euN¯(P
′)γαN(P )(|A1|2+(3D−8)|T1|2+|V1|2)
a3b3Q4(a1+a3)2(b1+b3)2
45
4edN¯(P
′)γαN(P )(|A1|2(D−2)+(D−4)2|T1|2+(D−2)|V1|2)
a2b2Q4(a1+a2)2(b1+b2)2
46 0
47
2euN¯(P ′)γαN(P )(|A1|2(D−2)+(D−4)2|T1|2+(D−2)|V1|2)
a2a3b2b3Q4(a1+a2)(b1+b3)
48
2euN¯(P ′)γαN(P )(|A1|2(D−2)+(D−4)2|T1|2+(D−2)|V1|2)
a2a3b2b3Q4(a1+a3)(b1+b2)
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If we now sum over all the 48 diagrams, set the dimension to D = 4 and work with the
asymptotic wave function we end up with:
FF(Q2, a1, a2,a3, b1, b2, b3) =
1202 · N¯(P ′)γαN(P )
Q4
×
[
eu
(
40a1a2b1b2
(a1 + a3)2(b1 + b3)2
+
40a1a2b1b2
(a2 + a3)2(b2 + b3)2
+
40a1a3b1b3
(a2 + a3)2(b2 + b3)2
+
40a2a3b2b3
(a1 + a3)2(b1 + b3)2
− 4a1b1
(a2 + a3)(b1 + b2)
− 4a2b2
(a1 + a3)(b1 + b2)
− 16a1b1
(a2 + a3)(b1 + b3)
− 16a2b2
(a1 + a3)(b2 + b3)
− 4a1b1
(a1 + a2)(b2 + b3)
− 4a2b2
(a1 + a2)(b1 + b3)
+
4a1b1
(a1 + a2)(b1 + b3)
+
4a2b2
(a1 + a2)(b2 + b3)
− 16a1b1
(a1 + a3)(b2 + b3)
+
4a1b1
(a1 + a3)(b1 + b2)
− 16a2b2
(a2 + a3)(b1 + b3)
+
4a2b2
(a2 + a3)(b1 + b2)
)
+ed ·
(
16a1a3b1b3
(a1 + a2)2(b1 + b2)2
+
16a2a3b2b3
(a1 + a2)2(b1 + b2)2
− 4a3b3
(a1 + a2)(b1 + b3)
− 4a3b3
(a1 + a2)(b2 + b3)
− 4a3b3
(a1 + a3)(b1 + b2)
+
16a3b3
(a1 + a3)(b2 + b3)
− 4a3b3
(a2 + a3)(b1 + b2)
+
16a3b3
(a2 + a3)(b1 + b3)
)]
. (3.39)
The last step is to integrate Equation (3.39) over the six momentum fractions∫ 1
0
da1
∫ 1
0
da2
∫ 1
0
da3
∫ 1
0
db1
∫ 1
0
db2
∫ 1
0
db3δ(1− a¯)δ(1− b¯) FF(Q2, a1, a2,a3, b1, b2, b3)
(3.40)
with a¯ = a1 + a2 + a3 and b¯ = b1 + b2 + b3 which gives
1202 · N¯(P ′)γαN(P )
Q4
(2ed + eu) . (3.41)
Taking the numeric factors from the distribution amplitudes (1/24)2 in Section 2.3.2 and
color algebra (3.25), namely 8
3
the final result for the proton and neutron form factors at
leading order with our method reads as:
F p1 = 0 and F
n
1 =
200
3
. (3.42)
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This is the same result Chernyak et al. obtain up to a factor of 2. But there are two works
by Brooks et al. [49] and Thomson et al. [50] which discuss this topic and conclude that
there are simply two different normalization of the wave function which both are equally
reasonable and explain the factor two discrepancy. They proposed a rather simple solution
for the problem. Take a ratio of two quantities which depend on the normalizations of
the wave function. Note that there is an unpublished work of K. Semenov [51] where he
recalculated the proton form factor which agrees with the work of Chernyak et al. and our
results. Since the result for the asymptotic wave function in the proton case is zero, the
factor 2 becomes irrelevant.
3.2. Next-to-leading order
3.2.1. Generating the possible diagrams for the NLO case
In almost the same manner as for the leading case we will now generate all the diagrams
contributing to the next order of perturbation theory. First we will construct the cor-
responding diagrams by hand, which means combinatorial. We will consider 13 types of
gluon structures which are depicted in Fig. 3.9. Note that a black dot indicates a four
gluon vertex. Now we have to find all possible combinations to connect three fermions,
one of them interacts with the external photon, via gluons for the structures given in Fig.
3.9. Let us state some basic remarks. Every gluon attached to a fermion creates the op-
portunity to place the electromagnetic vertex at one additional position. Furthermore a
fermion loop with three gluon insertions increases the number of contributing diagrams by
four, because there is the possibility that both a up and a down quark can run through the
closed fermion loop and we can have two different fermion line directions in the loop: On
the one hand the quark momentum can flow clockwise in the loop and on the other hand
counter-clockwise. A fermion loop with only two gluon insertions gives rise to a factor of
two due to the possibility of up and down quark running in the loop.
(a) First we will calculate the number of Feynman diagrams for the structure shown in
Fig. 3.9(a). Therefore we will split this structure up into two categories. The first
category includes all diagrams in which one of the gluons starts and ends on the same
fermion line. This category includes 4 types of graphs shown in Fig. 3.10.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l) (m)
Figure 3.9.: Possible gluon structures for the NLO case
Figure 3.10.: Illustration for counting of structure 3.9(a) I.
The first type the gluon which stays on the same fermion line would be included in the
wave function renormalization calculation if there would not be the electromagnetic
vertex which can be inserted in two places depicted by the two little circles in Fig.
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3.11. Since there are 6 basic diagrams and 6 possibilities to place the third gluon we
end up with 6 · 2 · 6 = 72 diagrams.
Figure 3.11.: Illustration for counting of structure 3.9(a) II.
The other 3 cases in Fig. 3.10 are pretty straightforward. Each of the second and third
set of diagrams produce 6 · 9 = 54 diagrams since we have 9 possibilities to insert the
electromagnetic vertex. For the last case in Fig. 3.10 there are 6 basic diagrams, each
of them gives 4 possibilities to place the third gluon and there are also 9 slots to put
the vertex and therefore 216 diagrams in total.
The second category deals with the case where all three gluons start and end on
different fermion lines. For this case we distinguish 7 types of diagrams, which we
write down in the following way:(
1 1 1
2 2 3
)(
1 1 2
2 2 3
)(
1 1 1
2 3 3
)(
1 1 2
2 3 3
)
(
1 2 2
2 3 3
)(
1 1 2
3 3 3
)(
1 2 2
3 3 3
)
(3.43)
These tuples represent all possibilities to connect the quarklines. So the first tuples
means we have two gluons which connect fermion line one and two and one gluon which
couples to the first and third quark. All of these tuples give 6 possibilities except for(
1 1 2
2 3 3
)
which gives 8. So in the end we count (6 · 6 + 8) · 9 = 396. The final number of
contributing diagrams for the structure 3.9(a) is 792.
(b) The diagrams governed by structure 3.9(b) is a combination of the 6 basic diagrams
depicted in Fig. 3.4 via an additional gluon plus 3 additional diagrams which are
given in Fig. 3.12. Since there are 7 possible insertions this structure contributes
7 · (6 + 3) = 63 diagrams to the final result.
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Figure 3.12.: Illustration for counting of structure 3.9(b)
(c) The next structure which we have to take into account, 3.9(c), is also the hardest one to
count. On the one hand there are 6 · 4 · 8 = 192 (6 basic diagrams, 4 possibilities which
can be associated with the diagrams shown in Fig. 3.13 and 8 insertions)diagrams.
Figure 3.13.: Illustration for counting of structure 3.9(c) I.
On the other hand we can find diagrams in which the last gluon stays on one fermion
line, too. But keep in mind that all quark lines have to be connected and so the three
legs of the three gluon vertex all have to attach to different fermion lines. For the first
diagram in Fig. 3.14 we have 6 possibilities to place the gluon and 2 insertion positions
and therefore 12 contributions. For the second type of diagram in Fig. 3.14 there are
8 · 3 = 24 combinations.
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Figure 3.14.: Illustration for counting of structure 3.9(c) II.
There is also the possibility that the gluon which is not part of the three gluon vertex
connects two quarks. This gives us additional 8 · 6 = 48 contributions. The final part
of our puzzle deals with diagrams of the type shown in Fig. 3.15.
Figure 3.15.: Illustration for counting of structure 3.9(c) III.
From this case we obtain additional 8 · (4 · 6)/2 = 96 terms to our final result. Note
that the factor 1/2 is included to circumvent double counting.
(d) For structure 3.9(d) we can use the same considerations as elaborated for the leading
order case. In principle we have 6 basic diagrams like in 3.4. The only difference is
that one of our gluons is distinguished. Therefore we get an extra factor of two for each
structure. Since we have 7 positions of insertion for the electromagnetic vertex on the
fermion line and a factor 2 for up and down quark we get 6 · 2 · 7 · 2 = 168 combination.
The occurring fermion loop gives 12 · 2 · 2 additional possibilities for insertions of the
electromagnetic vertex plus a factor of 2 due to the possibility of u type and d type
quarks running in the closed loop. The final number of contributing diagrams for the
structure in 3.9(d) is 168 + 48 = 216 diagrams.
(e) The graphs in 3.9(e) contribute 36 diagrams, because we have 6+3 possibilities to insert
the electromagnetic vertex. A factor of 2 due the possibility of u type and d type quarks
running in the closed loop like in the previous case and a second factor 2 due to the
different fermion line directions. So we end up with 2 · 2 · 9 = 36 contributions.
(f) Structure 3.9(f) is trivial since we have no freedom. We have to connect all three
quarks with each other and therefore all three free legs have to attach to one of the
73
CHAPTER 3. CALCULATIONS
fermions. But only one gluon insertion on each quark line leaves us with 6 positions
for the electromagnetic vertex. And therefore 6 diagrams contribute to the final result.
(g) Also pretty trivial is the structure in 3.9(g). There are only 3 ways to connect all
the quarks via the gluons in the present case. In conclusion we have only one quark
gluon vertex on each fermion line and therefore there are only 6 positions for the
electromagnetic vertex (2 on each line). We obtain 18 additional diagrams for our final
calculation.
(h) For 3.9(h) the same as for 3.9(d) holds except for the absence of the factor of 4 due to
the additional fermion loop. 84 more diagrams for our final result.
(i) The structure shown in 3.9(i) gives only rise to 3 different possibilities to connect all
3 fermion lines. Since three of the four legs of the four gluon vertex are already fixed
by the need for connection of all quarks lines there are only 3 options left. For the
electromagnetic vertex we have now seven different places for insertion. So we end up
with 21 diagrams which connect all quarks with the structure 3.9(i).
(j) The same statement as for 3.9(h) holds. Consequently the structure in 3.9(j) con-
tributes 84 additional diagrams.
(k) For structure 3.9(k) we can add 48 diagrams. Three possible connections of all quark
lines, 8 electromagnetic insertions and a factor of two due to the occurrence of a fermion
loop with two gluon insertions.
(l) The same statement as for 3.9(g) holds and therefore 18 contributions.
(m) The same statement as for 3.9(g) holds and therefore 18 contributions.
In order to ensure only physical polarizations add to the final result we have to include
ghost fields. For every closed gluon loop we need also a ghost loop. Therefore we get 2 · 6
for structure 3.9(f), 84 for 3.9(h) and 18 for 3.9(l). So in total 114 additional diagrams.
Note the factor two for the contributions from 3.9(f) is due to the fact, that the direction
of the gluons for a closed gluon loop is fixed due to the 3 three gluon vertices, but not
for the ghost-gluon vertex. The final number of diagrams contributing to this order of
perturbation theory is summarized in Table 3.6.
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Table 3.6.: Summary of contributing terms
Structure ID Number of contributing diagrams
3.9(a) 792
3.9(b) 63
3.9(c) 372
3.9(d) 216
3.9(e) 36
3.9(f) 6
3.9(g) 18
3.9(h) 84
3.9(i) 21
3.9(j) 84
3.9(k) 48
3.9(l) 18
3.9(m) 18
ghosts 114∑
1890
Now we are ready to use FeynArts [21, 22], introduced in section Section 2.4, to generate
the diagrams needed for this order of perturbation theory. In principle we follow the steps
of the leading order cases but allow loop contributions.
3.2.2. Color
The starting point for the calculation of the next-to-leading order color structure is the same
as for the leading order case, i.e. see equation (3.22). The only difference is the appearance
of graphs with three and four gluon vertices which do not vanish. In the following section
we will derive the different color structures and give expressions generated by FeynCalc in
a completely automated way. All results obtained by this routine have been recalculated
by hand, using the identities and relations in Appendix A, and reproduce the same numeric
values for the corresponding structure.
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Table 3.7.: Color structure for the diagrams in 3.16 obtained via FeynCalc
ID Mathematica N = 3
CS1 −1
8
(1− CA) (2− CA) (CA + 1) 2 (1− 2CF ) (CA − 2CF ) 20
9
CS2 −1
8
(1− CA) (2− CA) (CA + 1) 3/C2A −
16
9
CS3 −1
8
(1− CA) (2− CA) (CA + 1) 2/C2A −
4
9
CS4
1
4
(2− CA) (C2A + CA + 1)CF (CA − 2CF ) −
13
9
CS5
1
4
(2− CA) (2CA + 1)CF (CA − 2CF ) −7
9
CS6
1
4
(2− CA) (−C3A + C2A + 2CA + 1)CF (CA − 2CF )
11
9
CSSE −1
8
(1− CA) 2 (2− CA) (CA + 1) 3/C2A
32
9
CS2F1 −1
4
i (2− CA)C2ACF (CA − 2CF )
5
3
CS2F2
1
8
(1− CA) (2− CA) (CA + 1) 2 (CA − 2CF ) 4
3
CS1G1
1
8
i (1− CA) (2− CA) (CA + 1) 2 4i
CS1G2 −1
4
i (2− CA)CACF i
CS1G3 −1
4
i (2− CA)C2ACF 3i
CS1G4 −1
8
i (1− CA) (2− CA) (CA + 1) 2 −4i
CS1G5
1
4
i (2− CA)CACF −i
CS1G6
1
4
i (2− CA)C2ACF −3i
CS2G
1
4
(2− CA)C2ACF −3
CSGO/CSGG
1
2
(2− CA)CA (CA + 1)CF −8
CS4G C2A (C
2
A − 4CF − 1) 24
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
(p) (q) (r)
Figure 3.16.: Possible color structures for next-to-leading order diagrams
(a)=CS1, (b)=CS2, (c)=CS3, (d)=CS4, (e)=CS5, (f)=CS6, (g)=CSSE, (h)=CS2F1,
(i)=CS2F2, (j)=CS1G1, (k)=CS1G2, (l)=CS1G3, (m)=CS1G4, (n)=CS1G5,
(o)=CS1G6, (p)=CS2G, (q)=CSGG/CSGO, (r)=CS4G
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Let us state some remarks concerning these color factors:
• All structures containing a three gluon vertex inherit some ambiguities. So for ex-
ample the structure CS2G gives a factor of −3 if one strictly follows the Feynman
rules from [26] with total antisymmetric tensors always running counter clockwise.
But in the routine we wrote Mathematica always tries to order it alphabetically and
produces always +3. The additional sign is absorbed into the rest of the amplitude.
• The same statement holds for the structures CS1G1 to CS1G6. There should be a
symmetric count of each color structure. But in reality the signs are quasi random
due to the fact that FeynArts tries to arrange it in a alphabetic way.
• The color factors for the gluon and ghost loop diagrams should be identical. But we
observed that FA rearranges the indices in that way we get +8 for CSGG and −8 for
CSGO. The correct value for the Feynman rules from [26] is −8.
Actually there are more possible diagrams which are depicted in Fig. 3.17:
(a) (b) (c)
(d) (e)
Figure 3.17.: Additional color structures which can be neglected due to the fact that they are
zero because of color algebra or generating scaleless integrals. The black circle
in 3.17(a) denotes gluon and ghost loops and the black circles in 3.17(b) denotes
gluon, ghost and fermion loops.
(a)=CS0nr1, (b)=CS0nr2, (c)=CS0nr3, (d)=CS0nr4, (e)=CS0nr5
The color structures in Fig. 3.17(a) and 3.17(b) are zero for the same reason. Taking Eq.
(3.22) into account and applying it to either of the cases we obtain:
(Tr(T aT cT b) + Tr(T aT bT c))Fabc = 1
2
dabcFabc (3.44)
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Here dabc is the totally symmetric structure constant and Fabc is a function containing
traces and anti-symmetric tensors. One can show that for all insertions for the circle in
Fig. 3.17(b) the function Fabc is totally antisymmetric and therefore is zero. For the case
of Fig. 3.17(a) the same holds except the insertion is a fermion loop, e.g. CS2F1 3.16(h).
The color structure in Fig. 3.17(c) reads with Eq. (3.22) and the identity in Appendix A
as:
CS0nr3 = f bacf cde
(
Tr(T bT aT eT d) + Tr(T bT aT dT e)
)
= f bacf cde
(
Tr(T bT aT eT d)− δ
baδde
2
)
= −ddeffabc (dabf − ifabf) f cde = 0 . (3.45)
This is true for all possible fermion line attachments. The same holds for the color structure
in 3.17(d). The last possible configuration refers to the closed gluon loop due to a four-
gluon vertex 3.17(e). This sort of diagram is not zero because of the corresponding color
factor but produces scaleless integrals∫
dDq
1
(q2 + iǫ)n
= 0 . (3.46)
These kind of integrals give zero when evaluated in dimensional regularization [26].
3.2.3. Tracing
Up to now we have only generated all possible diagrams and solved the color algebra for
our NLO calculation. As mentioned at the beginning of this chapter, we can use the code
of the LO calculation. Therefore we apply the formulas in Equations (3.12), (3.14), (3.15)
and (3.17) to our 1890 diagrams. The mayor problem of this step is the huge amount
of gamma matrices. There are two extreme cases which can occur and pose the biggest
problems concerning the computation time:
1. All vertices, quark gluon and the electromagnetic except for one quark gluon vertex
are positioned on the first two fermion lines. This leads to expressions with 12 Dirac
matrices in the trace:
Tr(γα/pf1γ
β
/pf2γ
γ
/pf3γ
δ /Pγγ/pf4γ
β /P
′
) . (3.47)
2. Only one quark gluon vertex on each of the first two lines leads to:
N¯(P ′)γβ/pf1γ
γ
/pf2γ
α
/pf3γ
δ
/pf4γ
βN(P ) . (3.48)
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Here /pfi denote internal quark propagators with momentum pfi.
γα
γβ γδ
γβ
γγ
γγ
γδ
(a)
γαγβ
γγ
γδ
γβ
γγ γδ
(b)
Figure 3.18.: Maximal number of Dirac matrices in a trace and between the two nucleon spinors
One crucial point to mention: The following operations and simplifications could not be
executed to all diagrams in the same order. For example it was often necessary to simplify
expressions before contracting the open Lorentz indices. These simplifications have been
applied to the amplitudes:
• make use of the Dirac equation: /PN(P ) = 0 and N¯(P ′)/P ′ = 0 .
• dealing with massless nucleons and quarks: P 2 = 0 and (P ′)2 = 0 .
• the latter also leads to 0 = (P +Q)2 → P ·Q = −Q2
2
.
Here P is the momentum of the initial nucleon and P ′ = P + Q is the momentum of the
outgoing nucleon. Note that Q2 is not the Q2 = −q2 form the definition of the form factor,
but the momentum transfer q2. So here small q denotes the loop momenta and Q is the
momentum transfer. After using the simplifications we end up with expressions of the
form: ∫
dDqfµνβρ(Q,P, g)
7∏
i=1
qµqνqβqρN¯(P ′)γαN(P )
(q + xiP + yiQ)2
G(Q2) . (3.49)
Here f is an arbitrary Lorentz structure, for example gµνP βQρ, G is a function purely
depending on Q2 and bi are coefficients containing arbitrary sums of the momentum frac-
tions.
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3.2.4. Integration
The reduction algorithm of Duplancˇic´ and Nizˇic´ [23] implemented in Mathematica by Nils
Offen is not able to calculate an integral with maximal number of Lorentz indices and legs.
I.e. 4 open indices and 7 external legs like the one in Eq.(3.49) and illustrated in Fig. 3.19.
This is not because of limited applicability of the algorithm, but lack of sufficiently large
machine power.
p2
p6
p1
p5 p4
Q
p3
S
Figure 3.19.: Most complex diagram contributing to this order of perturbation theory.
Schematic 7 point integral. For example p1 = x1P denotes the momentum of
the incoming up quark.
Due to this we had to invent a procedure to cancel scalar products in the numerator
containing the loop momentum q with some of the propagators in the denominator. This
was done by extracting all the information of the propagator denominators, namely the xi
and yi, from Eq. (3.49) and solve a simple linear equation system. After getting rid of one
scalar product containing at least one loop momentum we can repeat this procedure up to
the point when there is no solution for the linear equations. Now we will give the essential
steps of this procedure: First re-express the scalar product in the numerator as a sum over
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all propagators:
X · q =
N∑
i=1
ci(q + xiP + yiQ)
2 . (3.50)
Here X can be P , Q or q which will lead to different conditions for solving the linear
equation (3.50) and N ∈ N and N ∈ [2, 7] for our problem. If one expands Eq. (3.50) one
ends up with:
X · q =
N∑
i=1
(ciq
2 + cix
2
iP
2 + (y2i ci − xiyici)Q2 + 2xiciP · q + 2yiciQ · q) . (3.51)
Here we have used the identity P ·Q = −Q2
2
. Since P 2 = 0 we can omit this term in our
further discussion. The term proportional to Q2 does not pose any threat to the complexity
of our calculation since it does obviously not depend on the loop momenta. Now we will
perform the computation, i.e. we will give the different condition for the three cases P · q,
Q · q and q · q.
• For P · q we solve ∑Ni=1 ci = 0, ∑Ni=1 yici = 0 and ∑Ni=1 xici = 1/2.
• For Q · q we solve ∑Ni=1 ci = 0, ∑Ni=1 yici = 0 and ∑Ni=1 xici = 1/2.
• For q · q we solve ∑Ni=1 ci = 1, ∑Ni=1 yici = 0 and ∑Ni=1 xici = 0.
Let us recapitulate shortly. The xi and yi are input parameters from our generated dia-
grams. With a simple “Solve” command we can now get the coefficients ci. Depending on
how many coefficients ci are unequal zero (n), we transform a N -point tensor integral of
rank M into n (N − 1)-point tensor integral of rank (M − 1) or (M − 2) for X being q.
This procedure can be applied recursively until no more solutions can be found.
With this method we can reduce our problem from having up to 7-point integrals of rank 4
to only scalar 7-, 6- and 5-point integrals and lower point tensor integrals. After integration
we set D = 4+2ǫ and make a series expansion in ǫ. We separate terms which are finite, pro-
portional to 1/ǫ and proportional to 1/ǫ2. The sum over all diagrams cancels out all double
poles. The terms proportional to the single pole, denoted by FFǫ−1(a1, a2, b1, b2, Q
2), have
been integrated over∫ 0
1
da1
∫ 0
1−a1
da2
∫ 0
b1
db1
∫ 0
1−b1
db2FFǫ−1(a1, a2, b1, b2, Q
2) (3.52)
analytically and numerical with the Cuba library [52].
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We have performed three non trivial checks in order to prove the consistency of our result
with the leading order result of Chernyak et al.[20], the cancellation of all 1/ǫ2 poles and
the consensus of our next-to-leading order results which generate 1/ǫ poles. The leading
order is denoted by T
α2
S
H and the next-to-leading order by T
α3
S
H .
T
α2S
H =
3200
3
π2α2S(2ed + eu) .
T
α3S
H =
1600
9
1
ǫ
πα3S(2nf − 35)(2ed + eu) + finite . (4.1)
The non trivial checks are:
1. The code we used to calculate the NLO result is exactly the same with which we
reproduced the leading order result by Chernyak [20] up to the aforementioned factor
2.
2. Due to the special kinematics in some of the diagrams 1/ǫ2 poles appear. These poles
appear when there is an overlap of collinear and soft divergences. But they cancel in
the sum of all graphs.
3. Since we deal with a physical quantity the final result should, after renormalization,
be finite. Therefore the 1/ǫ divergences from Eq. (4.1) must cancel.(
T
α3S
H + T
α2S
H
(
(
√
Zq)
6 + Z2αS + Z
2
fN
))
= 0 . (4.2)
After setting CF = 4/3, CA = 3 and the gauge parameter a = 1 we end up with the
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corresponding Z-factors:
Zq =1 +
αS
3π
1
ǫ
quark field renormalization
(4.3)
ZαS =1 +
αS
4π
1
ǫ
(
11− 2
3
nf
)
gauge field renormalization
(4.4)
ZfN =1−
αS
3π
1
ǫ
renormalization of the distribution amplitude
(4.5)
Note that the difference in signs from the renormalization constants from Eq.
(2.51),...,(2.55) is due to the shift from D = 4 − 2ǫ to D = 4 + 2ǫ. The renor-
malization constant for the leading twist distribution amplitude ZfN was taken from
[53]. So adding up the next-to-leading and leading order times the appropriate renor-
malization constants we obtain for the term proportional to 1
ǫ
:
1600
9
1
ǫ
πα3S(2nf − 35)(2ed + eu) +
(
αS
πǫ
+
αS
2πǫ
(
11− 2
3
nf
)− 2αS
3ǫπ
)
3200
3
π2α2S(2ed + eu)
(4.6)
It is easy to check that this is zero. Up to now everything was calculated completely
analytically. For the finite part in Eq. (4.1) this does not hold anymore. More than
this: We were not able to even compute some parts of the finite results numerically. The
occurring denominators have overlapping poles (between ai and bi) all over the integration
path. We could calculate all terms which do not have such mixing between the incoming
and outgoing momentum fractions. Since the final result is only given for the asymptotic
wave function there was no need to calculate the mixed cases vector-axial amplitude. But
we have calculated all leading twist combination in an completely general form up to the
point that one has to insert a certain model for the wave function and integrate over the
corresponding momentum fractions:
V ∗1 (x1, x2, x3)T
α3S
H (x1, x2, x3, y1, y2, y3, Q
2, µ2)V1(y1, y2, y3)
A∗1(x1, x2, x3)T
α3S
H (x1, x2, x3, y1, y2, y3, Q
2, µ2)A1(y1, y2, y3)
V ∗1 (x1, x2, x3)T
α3
S
H (x1, x2, x3, y1, y2, y3, Q
2, µ2)A1(y1, y2, y3)
A∗1(x1, x2, x3)T
α3
S
H (x1, x2, x3, y1, y2, y3, Q
2, µ2)V1(y1, y2, y3)
T ∗1 (x1, x2, x3)T
α3S
H (x1, x2, x3, y1, y2, y3, Q
2, µ2)T1(y1, y2, y3) . (4.7)
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One remarkable thing to mention is the fact that all information for each diagram is
preserved till the end of the calculation. So there is the possibility to trace back every
gauge invariant substructure, the color factors and all double and single poles to a certain
diagram or integral.
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5. Conclusion and outlook
We have started the first complete next-to-leading order calculation for the hard scattering
kernel of the collinear factorized electromagnetic nucleon form factor. To achieve this task
we developed a routine completely written in Mathematica to avoid unpleasant ambiguities
due to export/import procedures to other programs or programming languages.
In the second chapter we gave a short introduction into QCD and the history of form
factors. Among other things we also presented a detailed description how to translate the
scattering picture into a theoretically accessible form which could be further processed with
the Mathematica package FeynArts invented by Hagen Eck [21], Sepp Ku¨blbeck et al. [22]
and Thomas Hahn [2]. The amplitudes generated by this program can be calculated by
the reduction algorithm introduced at the end of this chapter.
In chapter 3 we gave a step by step guide to calculate on the one hand the leading order
contribution via the approach by Chernyak [20] and on the other hand with the routine
we developed. After ensuring the consistency of both results, we applied the same routine,
up to the point of integration, to the next-to-leading order problem. The result obtained
in this way had to be integrated in D-dimensions over the loop momentum for which
we implemented the reduction algorithm formulated by Duplancˇic´ and Nizˇic´ [23] into a
Mathematica routine. The expressions obtained by this algorithm had to be preprocessed
before we were able to integrate this results over the corresponding momentum fractions.
After this task has been achieved we present three nontrivial checks in Chapter 4. All
checks have been done analytically and have been verified numerically with the Cuba
Mathematica package [52]. The finite result has been calculated for the most part in the
same way. Only the four dimensional integrals containing denominators which mix the
initial and final momentum fractions could not be solved up to now.
Our code could be used, by only slightly modifying two steps of our routine, for the two-
photon exchange form factors. These are prime candidates for solving the discrepancy
between Rosenbluth separation and polarization transfer measurments.
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A. Color
The following identities and relations can be found in every textbook about QCD. We will
mainly follow the work of Muta [26]. QCD is a quantum field theory based on the gauge
group SU(N) with N = 3. The generators TA, with a = 1 . . . (N2 − 1) of the SU(N) are
traceless, Hermitian matrices which generate the closed algebra
[TA, TB] = ifABCTC , (A.1)
with fabc being the totally antisymmetric structure constant. Quarks and gluons trans-
form under different representations of the SU(3). Quarks transform according to the
3-dimensional fundamental representation, which fulfills an additional anti-commutation
relation:
{TA, TB} = 1
N
δAB + d
ABCTC . (A.2)
The totally symmetric tensor dABC can be written as:
dABC = 2Tr[{TA, TB}TC ] . (A.3)
On the other hand the gluons transform under the adjoint representation in which the
generator TA is a (N2−1)× (N2−1) dimensional matrix and its elements (TA)ij are given
by:
(TA)ij = −ifAij . (A.4)
Since our final states are protons or neutrons we have to anti-symmetrize the hard scattering
part with regard to color. Therefore we introduce the totally anti-symmetric tensor ǫijk.
Two tensors can be replaced by:
ǫijkǫlmn = det

δ
il δim δin
δjl δjm δjn
δkl δkm δkn

 . (A.5)
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For our purpose the following relations and definitions come in handy: For the Levi Civita
symbol we use the following identities:
ǫijkǫijk = 6 (A.6)
ǫijkǫijm = 2δkm (A.7)
ǫijkǫimn = δjmδkn − δjnδkm . (A.8)
For the generators we can utilize:
Tr(TA) = 0 (A.9)
Tr(TATB) =
1
2
δAB (A.10)
TATA = CF1 (A.11)
Tr(TATA) = CACF . (A.12)
Here CA = N and CF =
(N−1)2
N
. Besides relying on Mathematica we also calculate the
color factors by hand. For this we follow the work of Borodulin et al. [54]
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B. Feynman Rules
The Feynman rules are taken from [26]. The QCD Lagrangian reads:
LQCD = ψ¯(i /D −m)ψ − 1
4
FAµνF
µν,A − 1
2a
(∂µAAµ )
2 . (B.1)
With a being the gauge parameter and
Fµν = T
AFAµν = T
A
(
∂µA
A
ν − ∂νAAµ + gfABCABµACν
)
(B.2)
the gluon field strength tensor. The corresponding Feynman rules are stated in Tab B.1
and B.2 in which the following abbreviations are used:
Vµ1µ2µ3(k1, k2, k3) = (k1 − k2)µ3gµ1µ2 + (k2 − k3)µ1gµ2µ3 + (k3 − k1)µ2gµ3µ1
dµν(k) = gµν − (1− a)kµkν
k2
(B.3)
Aabcd,µνρσ = fabef cde(gµρgνσ − gµσgνρ)
+ facef bde(gµνgρσ − gµσgνρ)
+ fadef bce(gµνgρσ − gµρgνσ) . (B.4)
Noteworthy is the convention that every unknown loop momentum is integrated over∫
d4q
(2π)4
(B.5)
and fermion loops give rise to a factor of −1.
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Table B.1.: Feynman rules I.
Propagators:
Quark propagator
p
i j δij
1
m− /p
Gluon propagator A µ B ν
k
δAB
dµν(k)
k2
Ghost propagator A B
k
δAB
−1
k2
Vertices:
Quark-gluon vertex i j
A µ
gγµT
A
ij
Ghost-gluon vertex
B C
A µ
k −igfABCkµ
3-gluon vertex
a1µ1
k1
k2
a2µ2
k3
a3µ3
−ifa1a2a3Vµ1µ2µ3(k1, k2, k3)
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Table B.2.: Feynman rules II.
Vertices:
4-gluon vertex
A, µ B, ν
D, σC, ρ
−g2AABCDµνρσ
Loops:
Fermion loop
i α
j β
p
∫
d4p
(2π)4
iδijδαβ
Gluon loop
A µ
B ν
k −
∫
d4k
(2π)4
iδABg
µν
Ghost loop
A
B
k
∫
d4k
(2π)4
iδAB
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C. Dimensional regularization
In order to keep gauge invariance, one can use the dimensional regularization scheme
introduced by t’Hooft in 1972 [55], in which we shift our dimension from
4→ D = 4− 2ǫ, (C.1)
and simultaneously redefine our coupling
g → gµǫ (C.2)
where µ is an arbitrary (energy-) scale. The ultraviolet divergences now appear as ǫ-poles
in the amplitude. The major advantages of dimensional regularization are:
• dimensional regularization preserves Lorentz invariance, i.e. after performing the cal-
culation in d-dimensions one can simply take the limit ǫ → 0 and one ends up with
a 4-dimensional Lorentz invariant result.
• the regularized theory stays gauge invariant.
• dimensional regularization covers infrared and ultraviolet divergences.
A major disadvantage is that all amplitudes or quantities containing a γ5 matrix can not be
extended to D dimension, because there is no generalization of the γ5 matrix to dimension
4± 2ǫ.
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D. Mandelstam variables
In order to describe the kinematics of a scattering process it is convenient to introduce a
minimal set of relativistic invariants. For our case, the elastic electron-nucleon scattering,
the same number of particles in the initial and final state are needed as in the work of
S. Mandelstam [56], who investigated the pion-nucleon scattering. For 2 → 2 scattering,
one can describe the process through two Lorentz invariant quantities. In the original
work these invariants had the the abbreviation s, t, u and sc. The c stands for crossing
symmetry. The modern terminology for these Lorentz invariant Mandelstam variables are
s, t and u. They are defined as:
s = (p1 + p2)
2 = (p3 + p4)
2 (D.1)
t = (p1 − p3)2 = (p2 − p4)2
u = (p1 − p4)2 = (p2 − p3)2 .
The first is the center of mass enrgie and second one is the momentum transfer. In Fig.
D.1 the different scattering channels are illustrated.
p1p1p1 p3
p2 p4 p2
p3
p2
p3
p4p4
s− channel t− channel u− channel
Figure D.1.: Feynman diagrams for the different scattering channels
The three Mandelstam variables for the considered process are not independent from each
other. One can show that
s + t+ u =
4∑
i=1
m2i (D.2)
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where p2i = m
2
i . Therefore there are only two independent relativistic quantities which
describe the 2→ 2 scattering process.
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E. Experimental results for GE and GM
Here we present the experimental results for the electric GE and magnetic GM form factor
due to Rosenbluth separation method and polarization experiments. All plots are taken
from the review of Perdrisat et al. [7]. The data points have been taken from works of
more or less all electron collider facilities: I.e. Stanford Linear Accelerator Center (SLAC),
the Continuous Electron Beam Accelerator Facility (CEBAF) at the Thomas Jefferson Na-
tional Accelerator Facility (JLab), the Cambridge Electron Accelerator (CEA) at the MIT,
Elektronen-Stretcher-Anlage (ELSA) in Bonn, the Mainz Microtron (MAMI) in Mainz and
the Hadron-Electron Ring Accelerator (HERA) at DESY Hamburg. Further experiments
have been done in Orsay, Amsterdam and at Cornell University. A summary of world
data for the nucleon form factors is given in the work of Gao [4]. The experiments include
scattering of low and high energy electrons (polarized, unpolarized) onto polarized and
unpolarized proton, neutron, hydrogen, deuterium and helium targets.
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E.1. Rosenbluth separation method
Figure E.1.: GMp Figure E.2.: GEp
Figure E.3.: E.1: GMp obtained by Rosenbluth separation method. The data points are from
works of: Han63 [57], Jan66 [58], Cow68 [59], Lit70 [60], Pri71 [9], Ber71 [11],
Han73 [10], Bar73 [12], Bor75 [61], Sil93 [62], And94 [14], Wal94 [63], Chr04[64],
Qat [65]
E.2: GEp obtained by Rosenbluth separation method. The data points are
from works of: Han63[57], Litt70[60], Pri71[9], Ber71[11], Bar73[12], Han73[10],
Bor75[61], Sim80[66], And94[14], Wal94[63], Chr04[64], Qat05[65]
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Figure E.4.: GMn Figure E.5.: GMn
Figure E.6.: E.4: GMn obtained by Rosenbluth separation method older experiments: Ben64
[67], Hig65 [68], Gro66 [69], Ste66 [70], Dun66 [71], Bud68 [72], Han73 [10], Bar73
[12]
E.5: GMn obtained by Rosenbluth separation method, newer experiments: Roc82
[73], Lun93 [13], Mar93 [74], Ank94 [75], Bru95 [76], Ank98 [77], Kub02 [78],
Bro05b [79]
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E.2. Polarization transfer
Figure E.7.: GMp Figure E.8.: GEp
Figure E.9.: E.7: GMp obtained older values of Rosenbluth separation values up to 1 GeV Bra02
[80] and by polarization experiments Pun05[81], Gay02[82]
E.8: GEp obtained by polarization experiments: Gay02 [82], Pun05 [81], Cra06[83],
Kel04 [84]
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E.2. POLARIZATION TRANSFER
Figure E.10.: GMn Figure E.11.: GEn
Figure E.12.: E.10: GMn obtained by polarization experiments: Gao94 [85], And06 [86]
E.11: GnE obtained by polarization experiments:
3He: Mey94 [87], Bec99 [88],
Gol01 [89], Roh99 [90], Ber03 [91]
2H: Ede94 [92], Pas99 [93], Ost99 [94], Abo99 [95], Shi01 [96], Zhu01 [97], War04
[98], Gla05 [99], Pla05 [100]
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F. Light-cone kinematics
We can define two independent vectors on the light-cone which characterize the latter:
nµ+ = (1, 0, 0,−1) and nµ− = (1, 0, 0, 1) . (F.1)
Multiplying those two vectors leads to:
n2+ = n
2
− = 0, n+ ·n− = 2 . (F.2)
Every four-vector can be decomposed into these two light-like vectors plus a perpendicular
component:
aµ = a+
nµ−
2
+ a−
nµ+
2
+ aµ⊥ (F.3)
where a± ≡ a ·n±. A scalar product between two four vectors gives:
aµbµ =
a+b− + a−b+
2
− ~a⊥ ·~b⊥ . (F.4)
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G. Decomposition of the three quark
matrix element
The operator product expansion for the three quark matrix element without definite twist
taken from the work of Braun et al. [43]
4 〈0| ǫijkuiα(a1z)ujβ(a2z)dkγ(a3z) |P 〉 =
S1MCαβ (γ5N)γ + S2M2Cαβ (6zγ5N)γ + P1M (γ5C)αβ Nγ + P2M2 (γ5C)αβ (6zN)γ
+ V1 (6PC)αβ (γ5N)γ + V2M (6PC)αβ (6zγ5N)γ + V3M (γµC)αβ (γµγ5N)γ
+ V4M2 (6zC)αβ (γ5N)γ + V5M2 (γµC)αβ (iσµνzνγ5N)γ + V6M3 (6zC)αβ (6zγ5N)γ
+A1 (6Pγ5C)αβ Nγ +A2M (6Pγ5C)αβ (6zN)γ +A3M (γµγ5C)αβ (γµN)γ
+A4M2 (6zγ5C)αβ Nγ +A5M2 (γµγ5C)αβ (iσµνzνN)γ +A6M3 (6zγ5C)αβ (6zN)γ
+ T1 (P νiσµνC)αβ (γµγ5N)γ + T2M (zµP νiσµνC)αβ (γ5N)γ
+ T3M (σµνC)αβ (σµνγ5N)γ + T4M (P νσµνC)αβ (σµρzργ5N)γ
+ T5M2 (zνiσµνC)αβ (γµγ5N)γ + T6M2 (zµP νiσµνC)αβ (6zγ5N)γ
+ T7M2 (σµνC)αβ (σµν 6zγ5N)γ + T8M3 (zνσµνC)αβ (σµρzργ5N)γ . (G.1)
All those functions depend on P · z and do not have definite twist. The geometric twist t
is defined as
t = lcan − s . (G.2)
Here lcan is the canonical scaling dimension and s its Lorentz spin. The collinear– or light-
cone– twist is defined in the same way but the spin is replaced by the spin projection on
the light-cone.
tcol = l
can − scol . (G.3)
To achieve twist ordered invariant functions we go to the infinite momentum frame. In
addition we define a second light like vector pµ = Pµ − 12zµ M
2
P · z . Assuming the nucleon is
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moving in the + direction of ez only two components survive: p+ ∼ Q and z−. The infinite
momentum limit gives p+ ∼ Q→∞ with fixed P · z = p · z ∼ 1. Here Q is the large scale
of the process. Expanding the matrix element in p+ is the same as power counting in Q.
N(P, λ) =
1
2p · z (/p/z + /z/p)N(P, λ) = N
+(P, λ) +N−γ (P, λ) . (G.4)
With (G.4) we can identify two projectors
Λ+ =
/p/z
2p · z and Λ
− =
/z/p
2p · z , (G.5)
which project onto the different components (±) of the nucleon spinors. With the use of
the Dirac equation /PN(P ) = MN(P ) we can show that:
/pN(P ) =MN
+(P ) and /zN(P ) =
2p · z
M
N−(P ) . (G.6)
With the Equations (G.4) to (G.6) it is understood:
Λ+N = N+ ∼
√
p+ and Λ−N = N− ∼ 1/
√
p+ . (G.7)
After re-writing the decomposition (G.1) in terms of plus and minus components the dis-
tribution amplitudes Si, Pi, . . . have definite twist:
4 〈0| ǫijkuiα(a1z)ujβ(a2z)dkγ(a3z) |P 〉 =
S1MCαβ
(
γ5N
+
)
γ
+ S2MCαβ
(
γ5N
−
)
γ
+ P1M (γ5C)αβ N
+
γ + P2M (γ5C)αβ N
−
γ
+ V1 (6pC)αβ
(
γ5N
+
)
γ
+ V2 (6pC)αβ
(
γ5N
−
)
γ
+
V3
2
M (γ⊥C)αβ
(
γ⊥γ5N
+
)
γ
+
V4
2
M (γ⊥C)αβ
(
γ⊥γ5N
−
)
γ
+ V5
M2
2pz
(6zC)αβ
(
γ5N
+
)
γ
+
M2
2pz
V6 (6zC)αβ
(
γ5N
−
)
γ
+ A1 (6pγ5C)αβ N+γ + A2 (6pγ5C)αβ N−γ +
A3
2
M (γ⊥γ5C)αβ
(
γ⊥N+
)
γ
+
A4
2
M (γ⊥γ5C)αβ
(
γ⊥N−
)
γ
+ A5
M2
2pz
(6zγ5C)αβ N+γ +
M2
2pz
A6 (6zγ5C)αβ N−γ
+ T1 (iσ⊥pC)αβ
(
γ⊥γ5N
+
)
γ
+ T2 (iσ⊥ pC)αβ
(
γ⊥γ5N
−
)
γ
+ T3
M
pz
(iσp zC)αβ
(
γ5N
+
)
γ
+ T4
M
pz
(iσz pC)αβ
(
γ5N
−
)
γ
+ T5
M2
2pz
(iσ⊥ zC)αβ
(
γ⊥γ5N
+
)
γ
+
M2
2pz
T6 (iσ⊥ zC)αβ
(
γ⊥γ5N
−
)
γ
+M
T7
2
(σ⊥⊥′C)αβ
(
σ⊥⊥
′
γ5N
+
)
γ
+M
T8
2
(σ⊥⊥′C)αβ
(
σ⊥⊥
′
γ5N
−
)
γ
. (G.8)
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Here it is understood that σpz = σ
µνpµzν , γ⊥γ
⊥ = γµg⊥µνγ
ν with g⊥µν = gµν − (pµzν +
zµpν)/pz. A three quark operator has minimal twist of three. The invariant functions
can be connected to the distribution amplitudes in the following way: For scalar and
pseudo-scalar DA we obtain:
S1 = S1 , 2p · z S2 = S1 − S2 ,
P1 = P1 , 2p · zP2 = P2 − P1 ,
(G.9)
for vector distributions:
V1 = V1 , 2p · zV2 = V1 − V2 − V3 ,
2V3 = V3 , 4p · zV4 = −2V1 + V3 + V4 + 2V5 ,
4p · zV5 = V4 − V3 , (2p · z)2V6 = −V1 + V2 + V3 + V4 + V5 − V6 ,
(G.10)
for axial vector distributions:
A1 = A1 , 2p · zA2 = −A1 + A2 −A3 ,
2A3 = A3 , 4p · zA4 = −2A1 −A3 − A4 + 2A5 ,
4p · zA5 = A3 − A4 , (2p · z)2A6 = A1 −A2 + A3 + A4 − A5 + A6 ,
(G.11)
and, finally, for tensor distributions:
T1 = T1 , 2p · zT2 = T1 + T2 − 2T3 ,
2T3 = T7 , 2p · zT4 = T1 − T2 − 2T7 ,
2p · zT5 = −T1 + T5 + 2T8 , (2p · z)2T6 = 2T2 − 2T3 − 2T4 + 2T5 + 2T7 + 2T8 ,
4p · zT7 = T7 − T8 , (2p · z)2T8 = −T1 + T2 + T5 − T6 + 2T7 + 2T8 .
(G.12)
Since we deal with massless nucleons only the leading twist distribution amplitudes V1, A1
and T1, which correspond directly to the invariant functions V1,A1 and T1, contribute to
our calculations.
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H. Dirac algebra
The following definitions and conventions are used [27]: The metric tensor gµν , which
defines the metric of our Minkowski space and specifies the anti-commutation relation of
the Dirac matrices
{γµ, γν} = γµγν + γνγµ = 2gµν14 (H.1)
reads
gµν = g
µν =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 . (H.2)
Four vectors and scalar products are denoted in the following way:
vµ = (v0, ~v), vµ = gµνv
ν = (v0,−~v)
v ·w = gµνvµwν = v0w0 − ~v · ~w . (H.3)
For a matrix the following notations are used:
• the inverse of a matrix A is denoted by A−1.
• the complex conjugate of a matrix A is denoted by A∗.
• the transposed of a matrix A is denoted by AT .
• the complex transposed or adjoint of a matrix A is denoted by A†=(AT )∗.
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The Dirac representation for the γ-matrices reads:
γ0 = +γ0 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 γ1 = −γ1 =


0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0


γ2 = −γ2 =


0 0 0 −i
0 0 i 0
0 i 0 0
−i 0 0 0

 γ3 = −γ3 =


0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0

 . (H.4)
An alternative form of the Dirac matrices in the Dirac representation is to express them
via the Pauli matrices ~σµ = (σ0, σ1, σ2, σ3):
σ0 =
(
1 0
0 1
)
σ1 =
(
0 1
1 0
)
σ2 =
(
0 −i
i 0
)
σ3 =
(
1 0
0 −1
)
(H.5)
γ0 =
(
σ0 0
0 −σ0
)
γi =
(
0 σi
−σi 0
)
. (H.6)
The following statements hold:
(γ0)T = (γ0)† = γ0 .
(γi)† = −(γi) with i = 1, 2, 3.
(γi)T = −(γi) with i = 1, 3.
(γi)T = (γi) with i = 2.
The definition of γ5 and some properties are:
γ5 = γ5 ≡ iγ0γ1γ2γ3
(γ5)† = (γ5)T = γ5
(γ5)2 = 1
{γµ, γ5} = 0 .
We define the charge conjugation matrix C as:
C ≡ γ0γ2.
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It is easy to show that for C the following identities hold:
C2 = 1
C† = C−1 = C
C∗ = CT = −C
CγµC = −(γµ)T and C(γµ)TC = −γµ. (H.7)
Finally we will present some useful identities which may come handy:
γ0Cγ0 = −C
γ0γ
5γ0 = −γ5 . (H.8)
The properties for traces of Dirac matrices read as:
Tr(γµ) = 0 (H.9)
Tr(γµγν) = 4gµν . (H.10)
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