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Abstract
The paper presents asymptotic distributions of f-disparity goodness-of-ﬁt statistics in
product multinomial models, under hypotheses and alternatives assuming sparse and
nonsparse cell frequencies. The f-disparity statistics include the power divergences of Read
and Cressie (Goodness-of-ﬁt Statistics for Discrete Multivariate Data, Springer, New York,
1988), the f-divergences of Cisza´r (Studia Sci. Math. Hungar. 2 (1967) 299) and the robust
goodness of ﬁt statistics of Lindsay (Ann. Statist. 22 (1994) 1081).
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1. Introduction and basic concepts
We consider the multinomial statistical model with random data
Y ¼ ðYj : 1pjprÞBMrðn; pÞ; p ¼ ðpj40 : 1pjprÞ: ð1Þ
Here and in the sequel, Mrðn; pÞ denotes the multinomial distribution on nX1
observations classiﬁed into r41 cells with the probabilities given by p: The
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well-known example provides the frequency counts
Y ¼ Yj :¼
Xn
c¼1
IAj ðXcÞ : 1pjpr
 !
on i.i.d. observations Xc; 1pcpn; with PðXcAAjÞ ¼ pj; where P ¼ fAj : 1pjprg is
a partition of the observation space into disjoint cells.
More generally, we consider for kX1 the product multinomial model where data
Y ¼ ðY i : 1pipkÞ are obtained from k independent realizations of models of type
(1), i.e. where
Y ¼ ðY i : 1pipkÞB#
k
i¼1
Mriðni; piÞ; kX1;
Y i ¼ ðYij : 1pjpriÞ; pi ¼ ðpij : 1pjpriÞ: ð2Þ
Unless otherwise explicitly stated we admit that, for each 1pipk; pi and ri are
functions of the variable niX1 where ri is assumed to be non-decreasing in ni: If
k ¼ 1 then we skip in (2) the subscript i so that in this case (2) reduces to (1).
Similarly we skip in this case the subscript i in all formulas that follows in this paper.
As an example of the generalized models consider a set X of mutually exclusive
states into which one can classify individuals (e.g. medical diagnosis of patients,
political habits of citizens, etc.). Sometimes the classiﬁcation scheme must be
adapted to the situation of a particular population (patients of a given range of age,
citizens of a given culture, etc.). Let Xi ¼ fxi;1;y; xi;rig be a classiﬁcation scheme
applied to a population of individuals Pi; ipipk; where fxi;1;y; xi;ri1gCX and
xi;ri is a state attributed to the individuals non-classiﬁable to the remaining states
xi;1;y; xi;ri1: In other words, the classiﬁcation schemes Xi; 1pipk are assumed to
be complete. Finally, let Xi be the state (from Xi) of an individual randomly selected
in the population Pi where X1;y; Xk are independent, and denote by pi the vector
of probabilities ðPðXi ¼ xijÞ : 1pjpriÞ: If ðXic : 1pcpniÞ are independent realiza-
tions of Xi representing classiﬁcation of a random subpopulation of Pi of size ni;
then
Yij ¼
Xni
c¼1
IfxijgðXicÞ
are the corresponding frequencies of states xijAXi such that vectors Y i ¼
ðYij : 1pjpriÞ are Mriðni; piÞ-distributed and Y ¼ ðY i : 1pipkÞ satisﬁes (2).
Note that models of classiﬁcation Y ¼ ðY i : 1pipkÞ with ri ¼ r; ni ¼ n and pi ¼ p
satisfying the product assumption (2) have been studied in many papers (see e.g. [7]
and references therein). In the cited paper the attention was focused on estimation of
p and testing hypotheses about p when the constant components of Mrðn; pÞ of the
product considered in (2) are replaced by a more general Dirichlet-multinomial
model with parameters r; n; p and k40 tending to Mrðn; pÞ for k-N: The testing
method was similar to that used in the present paper.
In this paper we restrict ourselves to testing simple hypotheses about the
probability vectors pi; 1pipk in the product multinomial model (2) with parameters
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ri; ni and pi varying with 1pipk: Throughout the paper the symbols pi denote the
true probability vectors in these models and
H : qi ¼ ðqij : 1pjpriÞ; 1pipk; ð3Þ
an arbitrary ﬁxed hypothesis about these vectors satisfying the condition qij40 for
all i and j under consideration. Thus the condition ‘‘under the hypothesis’’ means
that in (2)
qi ¼ pi for all 1pipk; ð4Þ
and ‘‘under the alternative’’ means just under pi for all 1pipk: Similarly as pi in
(2), unless otherwise explicitly stated we admit that qi in (3) are functions of the
variables ni:
Our test statistics will be numerical disparities between the hypothetical
probability distributions qi ﬁguring in (3) and the empirical distributions
#piðniÞ ¼ #pi ¼ pˆij ¼ Yij
ni
: 1pjpri
 
; 1pipk: ð5Þ
Namely, the disparity statistics are deﬁned for every kX1 as follows:
TðkÞ ¼
Xk
i¼1
wiTi for wi ¼ ni
n
and Ti ¼ Dfð#pi; qiÞ: ð6Þ
Here and in the sequel,
n ¼
Xk
i¼1
ni ð7Þ
and Dfðp; qÞ means the f-disparity of arbitrary probability distributions p ¼
ðpj : 1pjprÞ and q ¼ ðqj : 1pjprÞ with qj40; deﬁned by
Dfðp; qÞ ¼
Xr
i¼1
qjf
pj
qj
 
; ð8Þ
where the function f : ð0;NÞ/½0;NÞ is assumed to be continuous, decreasing on
ð0; 1Þ and increasing on ð1;NÞ; with fð1Þ ¼ 0: The value fð0ÞAð0;N is deﬁned by
the continuous extension.
Note that the present class of disparities contains all f-divergences of Csisza´r (see
[1,5] or [14]) with f : ð0;NÞ/½0;NÞ convex and equal to zero only at 1: Then the
assumed convexity and fð1Þ ¼ 0 imply that
fðtÞ  fð1Þ
t  1 ¼
fðtÞ
t  1
is nondecreasing in the domain t40: Therefore fðtÞ is increasing in the domain t41
unless fðtÞ ¼ 0 on an interval ð1; t1Þ; and decreasing in the domain 0oto1 unless
fðtÞ ¼ 0 in an interval ðt0; 1Þ: But fðtÞ ¼ 0 for ta1 is excluded by assumptions.
The concept of f-disparity appeared ﬁrst in [6] who found that the inference based
on the statistics of type Dfð#p; qÞ requires a bounded differentiability of f or a
boundedness of f itself. Since these properties cannot be satisﬁed on ð0;NÞ by
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functions f ﬁguring in statistically applicable f-divergences (e.g. no such f is
bounded on ð0;NÞ), Mene´ndez et al. [9] introduced f-disparity formally as an
extension of f-divergence in the sense used in the present paper.
Thus we consider the class of disparity statistics TðkÞ deﬁned by (6) and
parametrized by the functions f admitted in (8). We study the asymptotic
distributions of these statistics in the following three cases.
Case (I): kX1 and ðri : 1pipkÞ are ﬁxed and min1pipk ni-N:
Case (II): kX1 is ﬁxed and min1pipk ri-N: Since ri are assumed to be non-
decreasing in the variables ni; this means that also min1pipk ni-N:
Case (III): n of (7) is bounded and k-N: The assumed positivity of ni and
monotonicity of ri in this case imply that also the vectors ðni : 1pipkÞ and
ðri : 1pipkÞ are bounded.
The class of statistics, and the asymptotic results studied in this paper, contain and
considerably extend the goodness-of-ﬁt statistics and their asymptotic properties
established in the previous literature.
If we put in (6) k ¼ 1 and f ¼ fa; aAR; deﬁned by
faðtÞ ¼
ta  at þ a  1
aða  1Þ for aAR  f0; 1g;
f1ðtÞ ¼ lim
a-1
faðtÞ ¼ t ln t  t þ 1;
f0ðtÞ ¼ lim
a-0
faðtÞ ¼ ln t þ t  1 ð9Þ
and satisfying the assumptions imposed above on f-divergence functions, then we
obtain the Pearson and Neyman goodness-of-ﬁt statistics for 2f2ðtÞ and 2f1ðtÞ; the
log-likelihood and reversed log-likelihood goodness-of-ﬁt statistics for 2f1ðtÞ and
2f0ðtÞ; and the Freeman–Tukey goodness-of-ﬁt statistic for 2f1=2ðtÞ: For these
statistics the limit distributions are well-known in case (I) with k ¼ 1: For the
remaining fa-divergence statistics the limit distributions in case (I) with k ¼ 1 have
been established by Read and Cressie [13], and extended to all f-divergences with
fðtÞ twice continuously differentiable in the neighborhood of t ¼ 1 by Zografos et al.
[15]. For the statistics under consideration with fðtÞ three times continuously
differentiable in the neighborhood of t ¼ 1; the corresponding distributions in case
(I) with k ¼ 1 have been obtained by Inglot et al. [4] and their extension to the
disparities with fðtÞ twice continuously differentiable in the neighborhood of t ¼ 1
can be found in [9,10].
The results for case (I) with k41 are presented in Section 2 for the f-disparity
statistics with fðtÞ continuously differentiable on ð0;NÞ; or twice continuously
differentiable in the neighborhood of t ¼ 1:
In case (II) with k ¼ 1 asymptotic laws of the type under consideration have been
studied in the literature by different methods when r1 ¼ r increases with n1 ¼ n
sufﬁciently slowly, at least in the sense that
lim
n-N
r
n
¼ 0; ð10Þ
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and when it increases fast enough to satisfy the condition
lim
n-N
r
n
¼ gAð0;NÞ ð11Þ
(the case of sparse cell frequencies). A relatively recent result valid under a somewhat
stronger condition than (10), and applicable to all f-disparities with fðtÞ three times
continuously differentiable in the neighborhood of t ¼ 1; can be found in [4]. This
extends asymptotic laws established for the Pearson and log-likelihood statistics
formerly by Morris [11]. Under the sparseness assumption (11) the asymptotic laws
of the Pearson and log-likelihood statistics have been ﬁrst derived by Holst [3]. His
results have been extended to all fa-divergences with fað0ÞoN by Read and Cressie
[13], and to all f-divergences with fð0ÞoN by Mene´ndez et al. [8]. In Section 3 we
extend these results to the f-disparities with fð0ÞoN and all kX1:
In case (III) the asymptotic laws seem to have been published so far in a rigorous
form only for the Pearson and log-likelihood divergences, by Dale [2], who was
restricted to the situation where ri are ﬁxed mutually equal, and the hypothesis is
true. Osius and Rojek [12] extended to the fa-divergences some deeper results of
Dale [2] concerning parametrized models pi ¼ piðyÞ; yARs: Such models exceed the
intentions of the present paper. Instead of extending the results of Osius and Rojek
we prove in Section 4 limit laws for the f-disparities in the general nonparametric
framework of case (III), under both the hypothesis and the alternative.
Notational conventions. Let us mention that Nðm; sÞ with ðm; sÞAR 
 ð0;NÞ denotes
in this paper the normal distribution or the normal random variable. Similarly,
w2s ðlÞ; lX0; sX1; denotes chi-squared or the noncentral chi-squared distribution
with s degrees of freedom, depending on whether l ¼ 0 or l40; and also the
corresponding random variable. We write simply w2s instead w
2
s ð0Þ:
Further, we consider the real line R; the set of natural numbers N ¼ f1; 2;yg and
its Cartesian products
Nk ¼ f1; 2;ygk; k41;
and also the limits
lim
Nk
t ¼ x
deﬁned for generalized sequences t : Nk/R and xAR by the condition that for every
e40 there exists neANk such that, in the standard ‘‘alphabetic’’ partial ordering X
on Nk;
jtðnÞ  xjoe for all nANk with nXne:
Further, for two generalized sequences t1 : Nk/R and t2 : Nk/ð0;NÞ
t1 ¼ oðt2Þ means the same as lim
Nk
t1
t2
¼ 0: ð12Þ
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Finally, given a probability space ðO;S;PÞ; it is useful to deﬁne the convergence in
law
lim
Nk
T ¼L X ð13Þ
of a generalized sequence of random variables T : Nk 
 O-R to a continuous
random variable X :O/R by the condition
lim
Nk
PðToxÞ ¼ PðXoxÞ for all xAR:
Similarly, we deﬁne for a random variable X :O/R
lim
Nk
T ¼p X or; equivalently T  X ¼ opð1Þ: ð14Þ
2. Asymptotic distributions in case (I)
In this section we suppose that the dimension k41 of the product model (2) is
ﬁxed and that the vector ðri : 1pipkÞ and also vectors ðqi : 1pipkÞ of parameters of
hypothesis (3) are constant on Nk: We are interested in limit laws of type (13) for the
f-disparity statistics TðkÞ deﬁned by (6).
As follows from (6) and (5), each TðkÞ is a function of the variable
ðni : 1pipkÞANk: Throughout this section we use n deﬁned by (7) and
r ¼
Xk
i¼1
ri: ð15Þ
We ﬁrst consider the subcase (Ia) when the alternative is ﬁxed, i.e. the vectors pi are
constant on Nk too. In this subcase we restrict ourselves to the f-disparity statistics
for fðtÞ differentiable with the derivative f0ðtÞ continuous on ð0;NÞ: We shall need
for all 1pipk the variables wi introduced in (6) and the parameters
s2i ¼
Xri
j¼1
qij f
0 pij
qij
 2 !

Xri
j¼1
qijf
0 pij
qij
  !2
: ð16Þ
Obviously, s2i is positive unless there exists ciAR such that
f0
pij
qij
 
¼ ci for all 1pjpri: ð17Þ
Theorem 2.1. Let k and the vectors pi; qi; 1pipk; be fixed on Nk: If parameters (16)
satisfy the condition
s2 :¼
Xk
i¼1
wis2iXc on N
k for some c40; ð18Þ
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then the f-disparity statistic TðkÞ of (6) with f continuously differentiable on ð0;NÞ
satisfies the asymptotic relation
lim
Nk
ﬃﬃﬃ
n
p ½TðkÞ Pki¼1 wiDfðpi; qiÞ
s
¼L Nð0; 1Þ ðcf : ð13ÞÞ ð19Þ
for wi; n defined by (6), (7) and Dfðpi; qiÞ defined by (8). If the parameters (16) satisfy
the condition
Xk
i¼1
s2i ¼ 0; ð20Þ
then the numerator in (19) satisfies the asymptotic relation
ﬃﬃﬃ
n
p
TðkÞ 
Xk
i¼1
wiDfðpi; qiÞ
" #
¼ opð1Þ ðcf : ð14ÞÞ: ð21Þ
Proof. By the Taylor expansion of Dfð#pi; piÞ around #pi ¼ pi; using deﬁnition (8), the
assumed continuity of f0 and the asymptotic relation #pi ¼ pi þ opð1Þ as ni-N; we
obtain that
Dfð#pi; qiÞ ¼ Dfðpi; qiÞ þ
Xri
j¼1
f0
pij
qij
 
þ Xij

 
ðpˆij  pijÞ;
where Xij are random variables of the order of opð1Þ: Therefore, by the well-known
limit law for
ﬃﬃﬃﬃ
ni
p ð#pi  piÞ; if s2i ¼ 0; i.e. if (17) holds, then
Ui :¼ ﬃﬃﬃﬃnip ½Dfð#pi; qiÞ  Dfðpi; qiÞ ¼ opð1Þ as ni-N;
and otherwise
Si :¼
ﬃﬃﬃﬃ
ni
p ½Dfð#pi; qiÞ  Dfðpi; qiÞ
si
-
L
Nð0; 1Þ as ni-N:
The left-hand side of (21) equals
Xk
i¼1
ﬃﬃﬃﬃﬃ
wi
p
Ui;
so that (20) implies (21). If s240 then the expression behind the limit on the left-
hand side of (19) equalsX
iAJ
aiSi þ
X
ieJ
Ui
s
;
for the above deﬁned statistics Si and Ui and for
ai ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
wis2iPk
c¼1 wcs
2
c
s
; 1pipk;
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where the ﬁrst sum extends over the set J of all 1pipk with s2i40: If (18) holds
then Ja|: Thus it sufﬁces to prove that
lim
Nk
X
iAJ
aiSi ¼L Nð0; 1Þ: ð22Þ
Since ai are bounded and a21 þ?þ a2k ¼ 1; (22) follows from the asymptotic
normality of Si; e.g. by using the Le´vy continuity theorem for characteristic
functions, which completes the proof. &
Since f0ð1Þ ¼ 0 due to the assumed minimum of fðtÞ at t ¼ 1; (17) holds under the
hypothesis H for all 1pipk: Therefore if H is true then we have only the limited
knowledge (21) about the asymptotics of the statistic TðkÞ: Consequently, we
consider also subcase (Ib), where the alternative A : ðpi : 1pipkÞ is local
(contiguously variable) in the sense that for all 1pipk
lim
Nk
ﬃﬃﬃﬃ
ni
p ðpi  qiÞ ¼ ci ¼ ðci1;y; ciriÞ with
Xri
j¼1
cij ¼ 0: ð23Þ
If the hypothesis H is true then the desired relations (23) hold for the zero
vectors ci:
Theorem 2.2. If the function f considered in (6) is twice continuously differentiable in
the neighborhood of t ¼ 1 with f00ð1Þ40 and the alternative is local in the sense of (23),
then the f-disparity statistic TðkÞ of (6) satisfies the asymptotic relation
lim
Nk
2nTðkÞ
f00ð1Þ ¼
L w2rkðlÞ ð24Þ
for n given by (7), r given by (15) and
l ¼
Xk
i¼1
Xri
j¼1
c2ij
qij
: ð25Þ
Proof. By the deﬁnition of TðkÞ and n in (6) and (7),
2nTðkÞ
f00ð1Þ ¼
Xk
i¼1
2niDfð#pi; qiÞ
f00ð1Þ :
The rest follows from Corollary 3.1 in [10] about the convergence of the summands
to w2riðliÞ; by taking into account that independent random variables w2siðliÞ satisfy
the additivity rule
Xk
i¼1
w2siðliÞ ¼ w2s ðlÞ for s ¼
Xk
i¼1
si; l ¼
Xk
i¼1
li:
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As is deducible from the proof, the particular version of Theorem 2.2 with k ¼ 1
has been obtained in [10]. Another particular version, valid for fðtÞ three times
continuously differentiable in the neighborhood of t ¼ 1 with f00ð1Þa0; has been
obtained earlier in part I of Theorem 3.1 by Inglot et al. [4]. &
3. Asymptotic normality in case (II)
Let the dimension kX1 of model (2) be ﬁxed as in the previous section, but let now
the vector function ðri : 1pipkÞ be unbounded in all coordinates on Nk: Since ri are
nondecreasing in ni; this means that
lim
Nk
ni ¼N for all 1pipk: ð26Þ
As before, we are interested in limit laws for the f-disparity statistics TðkÞ deﬁned
by (6).
First, we shall study subcase (IIa) where the components of ðri : 1pipkÞ increase
in (26) relatively slowly in the sense that there exists bX1 for which
lim
Nk
r
1þb
i ln
2 ni
ni
: 1pipk
 !
¼ 0ARk: ð27Þ
Further, we restrict ourselves to local alternatives pi to the hypotheses qi satisfying
the condition
max
1pjpri
jpij  qij j ¼ oðrbi Þ for all 1pipk ðcf : ð12ÞÞ; ð28Þ
where bX1 is the same as in (27). Finally, let the hypothetical coordinates qij cannot
approach the excluded zero values too fast, namely let there exist c40 such that
min
1pjpri
qij4c r
b
i for all 1pipk: ð29Þ
Theorem 3.1. If the function fðtÞ considered in (6) is three times continuously
differentiable in the neighborhood of t ¼ 1 with the second derivative positive at t ¼ 1;
and if conditions (26)–(29) hold for some b41; then the f-disparity statistic TðkÞ of (6)
is asymptotically normal in the sense that
lim
Nk
1ﬃﬃﬃﬃ
2r
p 2nTðkÞ
f00ð1Þ  r

 
¼L Nð0; 1Þ ðcf : ð13ÞÞ ð30Þ
for n given by (7) and r given by (15).
Proof. The random variable behind limNk in (30) is of the form
Xk
i¼1
aiSi; where Si ¼
2niTi
f00ð1Þ  riﬃﬃﬃﬃﬃﬃ
2ri
p and ai ¼
ﬃﬃﬃ
ri
r
r
ð31Þ
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for Ti ¼ Dfð#pi; qiÞ considered in (6). By part II of Theorem 3.1 in [4], under the
assumptions of the theorem,
lim
Nk
Si ¼L Nð0; 1Þ for all 1pipk:
Since ai are bounded with squares summing up to 1, the rest of the argument is the
same as in the proof of Theorem 2.1. &
As is seen from the proof, the variant of Theorem 3.1 with k ¼ 1 is due to Inglot
et al. [4].
Let us discuss conditions (27)–(29) imposed in Theorem 3.1 on the components
Mriðni; piÞ of product model (2) and the hypothesis H deﬁned by (3). We see that
(27) is a restriction on the model (distribution sizes ri), (29) is a restriction on the
hypothesis (distribution qi) and (28) is a restriction on both the model and hypothesis
(distances between pi and qi). The parameter bX1 represents a direct trade-off
between restrictions on the model (distribution pi and their sizes ri) and restrictions
on the hypothesis. To see this, consider an upper bound of a40 for which r ¼ na
satisﬁes (27). Obviously, the upper bound is 1=ð1þ bÞ: Since this bound is decreasing
in b; the class Mb of models (2) satisfying (16) decreases (in the set-theoretic sense)
when b increases. On the other hand, for r of the critical magnitude n1=ð1þbÞ the
power
ðrcritÞb ¼ nb=ð1þbÞ
ﬁguring in (29) and (28) decreases when b increases. Therefore the class Hb of
hypotheses H deﬁned by (3) and satisfying (29) increases with b; and the class
MbðHÞ of models satisfying for HAHb condition (28) decreases in b: Thus if a
larger b is needed to accommodate a hypothesis (3) in Hb; then a narrower class
MbðHÞ-Mb qualiﬁes for the world where the asymptotic law of Theorem 3.1 is
valid. In particular, (27)–(29) with b ¼ 1 minimize the class of hypotheses and
maximizes the class of models for which the asymptotic normality (30) is guaranteed
by Theorem 3.1, while b-N expands the class of hypotheses and shrinks the class
of models beneﬁting in this sense from Theorem 3.1.
Let us discuss in more detail the case b ¼ 1: Then (27) restricts the rate of increase
of distribution sizes ri to oðni=ln niÞ; and (29) keeps the hypothetical distributions qi
in the interior of the ðri  1Þ-dimensional simplex of stochastic ri-vectors and
prevents them from tending to boundary faster than with the rate 1=ri: Finally (28)
preserves a distance between the model and hypothesis under levels depending on the
actual distribution sizes ri which are sufﬁcient to keep the true distributions pi in the
interior of the above mentioned simplex too.
Now we shall study subcase (IIb) where the components of the vector function
(26) increase fastly to the inﬁnity in the sense that
lim
Nk
ri
ni
: 1pipk
 
¼ ðgi : 1pipkÞAð0;NÞk: ð32Þ
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As before, we are interested in the asymptotic distribution of the f-disparity statistic
TðkÞ deﬁned by (6).
In the following theorem, we need the normalizing constants
mi :¼ EDfð*pi; qiÞ ð33Þ
and
s2i :¼ ni VarDfð*pi; qiÞ  ni
Xri
j¼1
Covar p˜ij ; qijf
p˜ij
qij
  " #2
; ð34Þ
where *pi ¼ ðp˜ij; 1pjpriÞ are deﬁned by (5) with the random vectors
ðYij : 1pjpriÞBMriðni; piÞ replaced by
ðZij : 1pjpriÞB#
ri
j¼1
PoissonðnipijÞ: ð35Þ
We also need that model (2) satisﬁes on Nk for some constant c0 and all 1pipk the
condition
max
1pjpri
ripijpc0; ð36Þ
and that model (2) and hypothesis (3) satisfy on Nk for positive constants c1; c2 and
all 1pipk the conditions
c1p min
1pjpri
riqijp max
1pjpri
riqijpc2 ð37Þ
and
c1ps2ipc2: ð38Þ
Note that condition (39) ﬁguring below is not too restrictive. It means that fðtÞ does
not increase faster than exponentially when t-N: This is satisﬁed e.g. by the power
divergence functions fa; aAR; deﬁned in (9).
Theorem 3.2. If the function fðtÞ considered in (6) fulfills the condition
lim
t-N
ln fðtÞ
t
oN ð39Þ
and if (36)–(38) hold then the f-disparity statistic TðkÞ of (6) is asymptotically normal
in the sense that
lim
Nk
ﬃﬃﬃ
n
p ðTðkÞ Pki¼1 wimiÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPk
i¼1 w
2
i s
2
i
q ¼L Nð0; 1Þ ð40Þ
for wi; n given by (6), (7) and mi; s
2
i given by (33), (34).
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Proof. It is easy to see from the deﬁnition of TðkÞ in (6) that the random variable
behind lim
Nk
in (40) is of the form
Xk
i¼1
aiUi for Ui ¼
ﬃﬃﬃ
n
p ðTi  miÞ
si
; ai ¼ wisiﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPk
c¼1 w
2
cs
2
c
q :
If we prove that for every 1pipk
lim
Nk
ﬃﬃﬃﬃ
ni
p ðTi  miÞ
si
¼L Nð0; 1Þ; ð41Þ
then the rest can be proved by the same characteristic functions technique as in the
proofs of Theorems 2.1 and 3.1. For (41) it sufﬁces to prove that in model (1)
satisfying conditions (32) and (36)–(38) with k ¼ 1 and the subscripts dropped out
lim
n-N
ﬃﬃﬃ
n
p ðDfð#p; qÞ  mÞ
s
¼w Nð0; 1Þ; ð42Þ
where #p; m and s2 are deﬁned by (5), (33) and (34) with the subscript i dropped out.
However, relation (41) can be proved by combining the result of Holst [3] with the
method introduced by Mene´ndez et al. [8] to prove the version of Theorem 3.2 for
convex f and k ¼ 1: Details are omitted here. &
As mentioned in the proof, the result of Theorem 3.2 has been proved by
Mene´ndez et al. [8] for k ¼ 1 and convex functions fðtÞ satisfying (39). Theorem 3.2
with k ¼ 1 thus extends their result to the nonconvex functions fðtÞ admitted in the
deﬁnition of f-disparity (8) and satisfying (39).
To perform a goodness-of-ﬁt test the normalizing constant in Theorem 3.2 must
be evaluated under hypothesis (4). Relatively simple formulas for these constants are
available only for special disparities. We illustrate this on two f-disparities of which
one is a f-divergence. For great majority of disparity statistics the constants must be
evaluated by means of appropriate numerical algorithms. By (40), the problem is to
evaluate for all 1pipk and qi ¼ pi the constants mi and s2i : By deﬁnition of these
constants in (33)–(35), this reduces to the evaluation of
m ¼ E
Xr
j¼1
pjf
Zj
lj
 
ð43Þ
and
s2 ¼ n Var
Xr
j¼1
pjf
Zj
lj
 

Xr
j¼1
Covar Zj; pjf
Zj
lj
  " #2
ð44Þ
for a discrete distribution ðp1;y; prÞ; lj ¼ npj and independent random variables
ZjBPoissonðljÞ:
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Example 3.1. Consider the divergence function fðtÞ ¼ ðt  1Þ2 for which we obtain
from (8) the Pearson divergence
Dðp; qÞ ¼ 2Df2ðp; qÞ ¼
Xr
j¼1
ðpj  qjÞ2
qj
: ð45Þ
For this divergence, (40) leads to a linear combination of Pearson statistics
Ti ¼ Dð#pi; piÞ ¼
Xri
j¼1
ðpˆij  pijÞ2
pij
ðcf : ð6ÞÞ ð46Þ
for #pi deﬁned by (5). By (43),
m ¼ 1
n
Xr
j¼1
EðZj  ljÞ2
lj
¼ r
n
ð47Þ
and by (44),
s2 ¼ n
Xr
j¼1
p2j
l4j
VarðZj  ljÞ2 
Xr
j¼1
pj
l2j
CovarðZj; ðZj  ljÞ2Þ
" #2
¼ n
Xr
j¼1
p2j ð1þ 2ljÞ
l3j

Xr
j¼1
pj
lj
" #2
¼ 2r
n
1þ 1
2r
Xr
j¼1
1
npj
 r
2n
 !
¼ 2r
n
1þ r
2n
DðpðrÞ; pÞ
 
; ð48Þ
where we obtained the Pearson divergence of the uniform distribution pðrÞ ¼
ð1=r;y; 1=rÞ and p ¼ ðp1;y; prÞ:
Example 3.2. Consider the bounded disparity function
fðtÞ ¼ ð1 te1tÞ=e; t40:
In the given domain it is non-negative and analytic with derivatives bounded, and it
is strictly convex in the neighborhood of the unique minimum 0 at t ¼ 1: For this
function (40) leads to a linear combination of disparity statistics
Ti ¼ 1
e
1
Xri
j¼1
pˆij expfðpij  pˆijÞ=pijg
 !
ðcf : ð6ÞÞ:
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By (43),
m ¼ 1
e
1
Xr
j¼1
pj
XN
k¼0
k
lj
exp 1 k
lj
 
lkj
k!
elj
 !
¼ 1
e
1
Xr
j¼1
pj
XN
k¼1
ðlje1=lj Þk1
ðk  1Þ! e
1lj1=lj
 !
¼ 1
e
1
Xr
j¼1
pj expfnpje1=ðnpjÞ þ 1 npj  1=ðnpjÞg
 !
¼ 1
e
ð1 expfðn=rÞeðr=nÞ þ 1 ðn=rÞ  ðr=nÞgÞ;
where the last equality holds only for the hypotheses with uniform probabilities
pj ¼ 1=r: We see that the derivation of the last two formulas, and the formulas
themselves, are much more complicated than in (47). From (44) one can obtain
similar closed formulas also for s2; but the expressions are too complicated for a
presentation.
4. Asymptotic normality in case (III)
In this section we consider the product multinomial model (2) with the dimension
k variable in the domain N: We are interested in asymptotic distributions of the f-
disparity statistics TðkÞ deﬁned by (6) when k-N: Our theory is formulated for an
arbitrary ﬁxed sequence of triangular arrays
ðn1;y; nkÞ ¼ ðnðkÞ1 ;y; nðkÞk ÞANk; k ¼ 1; 2;y;
under the assumptions that
n0 ¼ sup
kX1
max
1pipk
nioN; r0 ¼ sup
kX1
max
1pipk
riA½2;NÞ: ð49Þ
Then ðpi; qi: 1pipkÞ form for k ¼ 1; 2;y a triangular array of true and
hypothetical vectors of parameters of model (2), and we consider in fact an
arbitrary sequence of models (2) for k ¼ 1; 2;y .
Let us notice that for all kX1
ri
ni
: 1pipk
 
:¼ ðgi : 1pipkÞA
2
n0
; max
1pipk
ri
 
;
similarly as in (32) in subcase (IIb). Since the ratios gi remain bounded away from 0
uniformly in i and k; some cell frequencies nipˆij are sparse uniformly too. If fð0Þ ¼
N then this may be a source of an irregular asymptotic behavior of the statistic
TðkÞ: Indeed then (6) and (8) imply TðkÞ ¼N if pˆij ¼ 0 for at least one pair of
1pipk and 1pjpri: Therefore, similarly as at subcase (IIb), we restrict ourselves in
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this section to the f-disparities with fð0ÞoN: Under the additional condition
lim
t-N
fðtÞ
t
oN; ð50Þ
which is stronger than (39) considered in (IIb), the present f-disparities remain
uniformly bounded. This follows from the inequalities
0pDfðp; qÞ ¼
Xr
j¼1
qjf
pj
qj
 
p
Xr
j¼1
I½0;1
pj
qj
 
qjfð0Þ þ
Xr
j¼1
Ið1;NÞ
pj
qj
 
pj sup
t41
fðtÞ
t
ð51Þ
pfð0Þ þ sup
t41
fðtÞ
t
oN; ð52Þ
obtained by using the monotonicity and continuity of f and assumption (50). Let us
mention that in the class of power divergence functions fa; (50) holds only for those
with aAðN; 1Þ and both conditions fð0ÞoN and (50) hold only for fa with
aAð0; 1Þ:
Another restriction imposed on the functions f in this section is the monotonicity
of ðfðtÞ  fð0ÞÞ=t in the domain t41: This assumption is satisﬁed by all f-
disparities considered in this paper with fð0Þ ﬁnite and fðtÞ convex on ½1;NÞ; in
particular by all f-divergences with fð0Þ ﬁnite. It is however satisﬁed also by many
nonconvex functions, e.g. by
fðtÞ ¼ jt  1jað1 eðt1Þ2=bÞ with aX1; b40: ð53Þ
For the power divergence functions fa this assumption restricts the power parameter
to a40:
Dale [2] studied the present model with r1 ¼ r2 ¼? ¼ r41: Under assumption
(4), i.e. under the hypothesis, she evaluated asymptotic distribution of the log-
likelihood statistic TðkÞ which is obtained from (6) for the convex function f ¼ f1
deﬁned in (9). If the hypothesis is true then assumptions of the next theorem
concerning the model and the hypothesis are slightly weaker, and concerning the
function f considerably weaker, than her assumptions.
Theorem 4.1. Let there exist constants n0X1; r041 and 0od1; d2o1 such that the
sequence of models (2) under consideration satisfies (49) and for all k the conditions
min
1pipk
min
1pjpri
pij4d1 ð54Þ
and also
max
1pjpri
qij  1
ri

4d2 provided ni ¼ 1: ð55Þ
Further, let the function f considered in the definition (6) of the f-disparity statistic
TðkÞ has the ratio ðfðtÞ  fð0ÞÞ=t increasing in the domain t41:
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(i) If this ratio is slowly increasing in the sense of (50) then
lim
k-N
TðkÞ  E TðkÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Var TðkÞp ¼L Nð0; 1Þ; ð56Þ
where
E TðkÞ ¼
Xk
i¼1
wi EDfð#pi; qiÞ and Var TðkÞ ¼
Xk
i¼1
w2i VarDfð#pi; qiÞ; ð57Þ
for wi defined by (6), (7) and Dfð#pi; qiÞ defined by (8).
(ii) If (50) fails to hold but, in addition to (54) and (55), also
min
1pipk
min
1pjpri
qij4d1 for all k; ð58Þ
then (56), (57) still remain valid.
Proof. Equalities (57) follow directly from (6). If (50) holds then (51) implies that all
disparities Dfð#pi; qiÞ are bounded by a universal (i.e. independent of i and kÞ
constant. Therefore TðkÞ  ETðkÞ is a sum of k random variables bounded in
modulus. If (50) fails to hold then the arguments
pˆij
qij
¼ Yij
niqij
X0
of the function f ﬁguring in the deﬁnition of Dfð#pi; qiÞ are uniformly bounded above
by n0=d1 due to (49) and (58). Therefore,
Dfð#pi; qiÞp
Xri
j¼1
qijmaxffð0Þ;fðn0=d1Þg ¼ maxffð0Þ;fðn0=d1Þg;
i.e. all disparities Dfð#pi; qiÞ are bounded again by a universal constant. Therefore in
both cases (i) and (ii), we can apply the bounded Liapunov theorem to the sum TðkÞ
of random variables explicitly given in (6) provided the variance in (57) tends to
inﬁnity. By (49) and (57), to this end it sufﬁces to prove that all variances
s2i ¼ Var niDfð#pi; qiÞ
are bounded below by a positive constant. In this proof we employ Lemma 3 of Dale
[2] asserting that a random variable D taking on values Ds with probabilities ps
satisﬁes for any pair s1; s2 of values of s the inequality
VarDXps1ps2ðDs1  Ds2Þ2:
(A) Let us ﬁrst consider the case ni ¼ 1 and let us drop the subscript i: By assuming
that q1 ¼ min qj ; q2 ¼ max qj ; we get for #p ¼ s1 ¼ ð1; 0; 0;y; 0Þ and #p ¼ s2 ¼
ð0; 1; 0;y; 0Þ
s2Xp1p2ðD1  D2Þ2;
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where p1p2 ¼ p1p24d21 by (54), and
D1 ¼ Dfðð1; 0; 0;y; 0Þ; qÞ ¼ q1f 1
q1
 
þ ð1 q1Þfð0Þ;
D2 ¼ Dfðð0; 1; 0;y; 0Þ; qÞ ¼ q2f 1
q2
 
þ ð1 q2Þfð0Þ
by (8). Therefore
D1  D2 ¼ fðxÞ  fð0Þ
x
 fðyÞ  fð0Þ
y
for x ¼ 1
q1
; y ¼ 1
q2
: ð59Þ
We shall prove that D1  D2 is bounded below by a universal constant using only
assumption (55). This assumption implies the existence of a constant d40 such that
q24
1
r
þ d ¼ 1
cðrÞ; ð60Þ
where the function
cðtÞ ¼ t
1þ td; tX0
is increasing. By the deﬁnition of x and y in (59) and by (60),
x ¼ 1
q1
XrX2 and ypcðrÞpcðxÞ:
Therefore
D1  D2XfðxÞ  fð0Þ
x
 fðcðxÞÞ  fð0Þ
cðxÞ :
The inﬁmum of the right-hand side over xX2 is a positive constant since ðfðtÞ 
fð0ÞÞ=t is strictly monotone and continuous in the domain t41; and the difference
of arguments x  cðxÞ is positive in the domain xX2 and cðxÞ is bounded in this
domain by 1=d: Thus s2 is bounded below by a universal positive constant.
(B) Let us now consider ni41 and drop again the subscript i: For the same q1; q2
as in part (A) we take
#p ¼ s1 ¼ ð1; 0; 0;y; 0Þ and #p ¼ s2 ¼ ððn  1Þ=n; 1=n; 0;y; 0Þ;
leading to the disparities
D1 ¼ q1f 1
q1
 
þ ð1 q1Þfð0Þ
and
D2 ¼ q1f 1
q1
 1
nq1
 
þ q2f 1
nq2
 
þ ð1 q1  q2Þfð0Þ:
Therefore in this case
nðD1  D2Þ ¼ fðxÞ  fðx  yÞ
y
 fðzÞ  fð0Þ
z
for x ¼ 1
q1
; y ¼ 1
nq1
; z ¼ 1
nq2
;
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where
xXrX2; zpypx
2
and zoc :¼ r0
2
ðcf : ð49ÞÞ: ð61Þ
Since x  yXx=2X1; by using the assumed monotonicity of ðfðtÞ  fð0ÞÞ=t one
easily obtains that
fðxÞ  fðx  yÞ
y
X
fðxÞ  fð0Þ
x
and
fðzÞ  fð0Þ
z
ofðcÞ  fð0Þ
c
ð62Þ
as well as
fðxÞ  fðx  yÞ
y
X
fðxÞ  fðx=2Þ
x=2
and
fðzÞ  fð0Þ
z
pfðx=2Þ  fð0Þ
x=2
: ð63Þ
Hence one can deduce from (62)
nðD1  D2ÞXfðxÞ  fð0Þ
x
 fðcÞ  fð0Þ
c
for xX2c ð64Þ
and from (63)
nðD1  D2ÞXfðxÞ  fðx=2Þ
x=2
 fðx=2Þ  fð0Þ
x=2
for 2pxp2c: ð65Þ
Obviously,
l1 ¼ fð2cÞ  fð0Þ
2c
 fðcÞ  fð0Þ
c
40
is the lower bound of the right-hand side in (64) and a constant l2 ¼ l2ðf; cÞ40 is a
lower bound of the positive function on the right-hand side of (65). Since n is
bounded above by n0 and (54) and (49) imply
p1p2 ¼ pn1ðnpn11 p2Þ4d2n01 ;
the variance s2 under consideration is again bounded below by a universal positive
constant. This completes the proof.
If (3) holds, i.e. under the hypothesis, conditions (54), (58) of the theorem reduce
into
min
1pipk
min
1pjpri
pij4d1 for all kX1
and (55) takes on the form
max
1pjpri
pij  1
ri

4d2 for all 1pipk with ni ¼ 1; and all kX1:
Under these conditions, and under the assumption
max
kX1
max
1pipk
nioN and r1 ¼ r2 ¼? ¼ roN
which is slightly stronger than (49) assumed in Theorem 4.1, Dale (1986) proved the
asymptotic normality law (56), (57) for the f1-divergence statistic TðkÞ deﬁned by (6)
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for f1ðtÞ given by (10) or, equivalently, by
f1ðtÞ ¼ t ln t; t40:
Our Theorem 4.1 provides this law for all f-divergence statistics and also for
all f-disparity statistics. Moreover, it provides also the asymptotic distributions
of all f-disparity statistics under the alternatives qi ¼ pi satisfying (55), and
eventually also (58) when the f-disparity function is not slowly increasing in
sense (50).
Let us note that Dale [2] also obtained limit results for the f1-divergence statistic
in a parametric version of the present model (with constant ri ¼ r) under a composite
hypothesis. These results were further generalized to fa-divergence statistics by
Osius and Rojek [12]. Their derivation of limit results may be easily modiﬁed to
cover simple hypothesis by replacing the estimated probabilities with the ﬁxed ones
under the hypothesis. The results obtained in this manner are in accordance with
those of Theorem 4.1 concerning the fa-divergences.
By the reasons mentioned at the end of Section 3, for practical applications of
Theorem 4.1 in testing the goodness-of-ﬁt constants (57) are needed. Similarly as in
(43) and (44), this means to ﬁnd simple formulas for
m ¼ EDfð#p; pÞ ¼ E
Xr
j¼1
pjf
Yj
npj
 
ð66Þ
and
s2 ¼ VarDfð#p; pÞ ¼ Var
Xr
j¼1
pjf
Yj
npj
 
ð67Þ
where p ¼ ðp1;y; prÞ is the same as in (43), (44) and ðY1;y; YrÞBMrðn; pÞ: Such
simple formulas are relatively rare. For example, they can hardly be obtained for the
power f1-divergence function ﬁguring in the theorem of Dale [2]. They can be
obtained e.g. for the divergence functions fðtÞ ¼ ðt  1Þa with even aAN; where the
problem reduces to evaluation of central moments of Yj and covariances of even
powers of Yj; Yk; for which are known explicit formulas. Another suitable class are
the disparity functions fðtÞ of exponential type, where one can exploit the advantage
of exponentiality of distributions Mrðn; pÞ (cf. Example 3.2 where the Poisson
distribution was exponential). Here we restrict ourselves for simplicity to the power
divergence function of Example 3.1.
Example 4.1. For fðtÞ ¼ ðt  1Þ2 we get from (66)
m ¼ 1
n2
Xr
j¼1
EðYj  npjÞ2
pj
¼ r  1
n
; ð68Þ
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and from (67)
s2 ¼ 1
n4
Xr
j¼1
EðYj  npjÞ4
p2j
þ
Xr
jai
E½ðYj  npjÞ2ðYi  npiÞ2
pipj
 !
 r  1
n
 2
¼ 2r
n2
1 1
r
 
1 1
n
 
þ 1
2r
Xr
j¼1
1
npj
 r
2n
 !
¼ 2r
n2
1 1
r
 1
n
þ 1
nr
þ r
2n
DðpðrÞ; pÞ
 
; ð69Þ
where DðpðrÞ; pÞ is the same Pearson divergence as in (48).
5. Smooth transitions
At the end of their paper, Osius and Rojek [12] addressed the problem that for a
large data set it might not be obvious which of two asymptotics established under
different conditions (cases) is applicable. They argued heuristically that there is a
‘‘smooth transition’’ between two cases considered by them.
In this section we formulate rigorously the concept of smooth transition and
investigate transitions between the four cases studied in previous sections. By ðAÞ;
ðBÞ we denote pairs of the above considered cases (I), (IIa), (IIb) and (III). Let for
every ðAÞ and every n ¼ ðn1;y; nkÞANk; r ¼ ðr1;y; rkÞAf2; 3;ygN and kAN;
SA ¼ SAðn; r; kÞ be the statistics for which we proved under a complete set of
conditions CðAÞ a limit law
SA-
L
FA modðH;CðAÞÞ: ð70Þ
Here and in the sequel mod ðH;CðAÞÞ means that the convergence takes place under
the hypothesis H deﬁned in (3) and conditions CðAÞ; and that the convergence is
considered in the sense speciﬁed by these conditions. The remaining symbol FA
denotes an invertible distribution function on R; with an inverse F1A on ð0; 1Þ: We
consider the goodness-of-ﬁt tests rejectingH when SA exceeds a critical value. Then
F1A ðaÞ is the critical value of the asymptotically ð1 aÞ-size test, i.e. for every
0oao1
PðSA4F1A ðaÞÞ-1 amod ðH;CðAÞÞ: ð71Þ
If ðAÞaðBÞ and conditions CðBÞ hold then the test rejecting H if SA4F1A ðaÞ need
not be asymptotically ð1 aÞ-size, i.e., (71) need not hold with CðAÞ replaced by
CðBÞ: In other words, under CðBÞ test based in a limit theorem established under
CðAÞ is risky in the sense that its decisions are out of a statistical control. For
example, if FABNð0; 1Þ and the test statistic SA is under CðBÞ asymptotically
Cauchy distributed then the actual ﬁrst kind error in case ðBÞ will be enormous
even if the designed size 1 a will be very small. This motivates the following
deﬁnition.
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Let ðAÞaðBÞ be two cases and let a statistics SA satisfy (70). If for every 0oao1
PðSA4F1A ðaÞÞ-1 amod ðH;CðBÞÞ ð72Þ
then we say that there is a smooth transition from the case ðAÞ to case ðBÞ; in symbols
ðAÞ,ðBÞ: If, moreover, there is a smooth transition from ðBÞ to ðAÞ then we use the
symbol ðAÞ"ðBÞ:
The following result follows directly from the deﬁnition of distributions FA; FB
and from (71), (72).
Lemma 5.1. If FA ¼ FB and
SA  SB ¼ opð1ÞmodðH;CðBÞÞ ð73Þ
then ðAÞ,ðBÞ:
In the following theorem we compare case (I) characterized by Theorem 2.2 and
case (IIa) characterized by Theorem 3.1
Theorem 5.1. The smooth transitions relation ðIÞ,ðIIaÞ holds but the reversed relation
ðIÞJðIIaÞ does not hold.
Proof. By (6), (24) and (30), under H it holds l ¼ 0 so that
SA ¼ 2nTðkÞf00ð1Þ ; FA ¼ GrkBw
2
rkð0Þ
and
SB ¼ SA  rﬃﬃﬃﬃ
2r
p ; FB ¼ FBNð0; 1Þ:
Further, CðAÞ are the assumptions of Theorem 2.2 (including those stated in Section
1 and at the beginning of Section 2) and CðBÞ are the corresponding assumptions of
Theorem 3.1. Since for every 0oao1 and kAN
lim
r-N
G1rkðaÞ  rﬃﬃﬃﬃ
2r
p ¼ lim
r-N
G1r ðaÞ  rﬃﬃﬃﬃ
2r
p ¼ F1ðaÞ ¼ F1B ðaÞ; ð74Þ
the equalities
PðSA4F1A ðaÞÞ ¼ PðSA4G1rkðaÞÞ ¼ P SB4
G1rkðaÞ  rﬃﬃﬃﬃ
2r
p
 
imply that there exists a sequence er-0 mod ðH;CðBÞÞ such that for every n and r;
PðSA4F1A ðaÞÞ ¼ PðSB4F1B ðaÞ þ erÞ:
By deﬁnition of SB and FB; PðSB4F1B ðaÞÞ-1 amod ðH;CðBÞÞ; so that
PðSA4F1A ðaÞÞ ¼ PðSB4F1B ðaÞ þ erÞ-1 amod ðH;CðBÞÞ;
which proves (72) and thus ðIÞ-ðIIaÞ:
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On the other hand, for every 0oao1
PðSB4F1B ðaÞÞ ¼ PðSA4r þ
ﬃﬃﬃﬃ
2r
p
F1ðaÞÞ;
where, by deﬁnition of SA , FA;
PðSA4r þ
ﬃﬃﬃﬃ
2r
p
F1ðaÞÞ-1 FAðr þ
ﬃﬃﬃﬃ
2r
p
F1ðaÞÞmod ðH;CðAÞÞ:
The desired nonvalidity of
PðSB4F1B ðaÞÞ-1 amod ðH;CðAÞÞ
for all 0oao1 now follows from the fact that FA ¼ Grk and for every r41 there is a
such that
jGrkðr þ
ﬃﬃﬃﬃ
2r
p
F1ðaÞÞ  aj40: & ð75Þ
Theorem 5.1 proves that the smooth transition relation is in general not
symmetric. This means that the testing based on Theorem 2.2 is preferable to that
based on Theorem 3.1. Indeed, the asymptotic accuracy of the former (in the sense of
asymptotic test size when min1pipk ni is large) remains to be preserved for arbitrary
ðr1;y; rkÞ and 1okor1 þ?þ rk; even for those with very large rmin ¼ min
1pipk
ri; for
which the applicability of the testing based in Theorem 3.1 is undoubtful. On the
other hand, the testing based on Theorem 3.1 is asymptotically inaccurate when the
absolute value (75) is not negligible, which takes place if k=r is not negligible or r is
not large enough. For example, if k ¼ 2; r ¼ 30 and a ¼ 0:95 then G28ð30þ
ﬃﬃﬃﬃﬃ
60
p 

1:65Þ60:995 so that the asymptotic inaccuracy of achieving the desired test size 0.05
is 90%:
Central limit theorem guarantees small deviation in (75) when r  k is of the order
of 102 and k=r of the order of 102; so the data with such parameters are clearly
within case (IIa). Since r ¼ kXkðrmin  1ÞX2ðrmin  1Þ and k=rp1=rmin; and since
the data with rmin of the order of 10 will hardly be classiﬁed as case (IIa), the
practical statistical impact of the asymmetry detected by Theorem 5.1, and of the
related preference of case (I), is limited. Moreover, if r  k430 then statistical tables
and computer algorithms evaluate quantiles G1rkðaÞ needed in case (I) by a normal
approximation asymptotically equivalent to (74). In other words, case (I) itself is in
the end practically subjected to a normal approximation introducing an inaccuracy
which is slightly below level (75) found for the testing by the method of case (IIa).
The only exception are data with 1pr  kp30; which are clearly within case (I). The
‘‘gray zone’’ between cases (I) and (IIa), where the practical consequences of
Theorem 5.1 can be effectively employed, is thus relatively narrow.
Now we shall investigate the transitions between case (IIa) considered above and
(IIb) characterized by Theorem 3.2. For simplicity, we restrict ourselves to the
quadratic f-divergence function ðt  1Þ2 leading to the Pearson divergence
Dðp; qÞ ¼
Xr
j¼1
ðpj  qjÞ2
qj
ðcf : ð45ÞÞ: ð76Þ
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We put pðrÞ ¼ ð1=r;y; 1=rÞ as in (48), and we consider the parameters pi;
r ¼ r1 þ?þ rk and n ¼ n1 þ?þ nk of model (2) and conditions CðIIaÞ; CðIIbÞ
deﬁned above.
Theorem 5.2. For the Pearson divergence statistics the smooth transition relation
ðIIbÞ,ðIIaÞ holds and the reversed relation ðIIbÞJðIIaÞ holds if and only if
Xk
i¼1
DðpðriÞ; piÞ-0 mod ðH;CðIIbÞÞ: ð77Þ
Proof. Let us consider for cases ðAÞ ¼ ðIIbÞ and ðBÞ ¼ ðIIaÞ the above deﬁned
statistics SA; SB (those ﬁguring in Theorems 3.2 and 3.1) and distributions functions
FA; FB (ﬁguring in Theorems 3.2 and 3.3). Obviously, FA ¼ FB ¼ F is standard
normal. Since f00ð1Þ ¼ 2; from (31) and from proof of Theorem 3.2 and Example 3.1
we obtain that
SB ¼
Xk
i¼1
ai
ﬃﬃﬃﬃ
ni
p ðDˆi  miÞ
si
and SA ¼
Xk
i¼1
bi
ﬃﬃﬃﬃ
ni
p ðDˆi  miÞ
si
;
where Dˆi ¼ Dð#pi; piÞ and
ai ¼
ﬃﬃﬃ
ri
r
r
; si ¼
ﬃﬃﬃﬃﬃﬃ
2ri
ni
s
; s2i ¼ s2i ð1þ diÞ; bi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nis
2
iPk
i¼1 nisi
s
for
di ¼ ri
2ni
DðpðriÞ; piÞ:
By taking into account that
bi ¼ ai
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ di
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ dp for d ¼
1
r
Xk
i¼1
ridi;
one obtains bi=si ¼ ai=ðsi
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ dp Þ and, consequently,
SA ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ dp SB:
Using (27) and (28) we get from the formula
di ¼ 1
2niri
Xri
i¼1
1
pi
 ri
2ni
that di-0 mod ðH;CðAÞÞ and consequently d-0 in the same sense. This means that
SA  SB ¼ opð1Þmod ðH;CðAÞÞ and ðBÞ,ðAÞ follows from Lemma 5.1. The
reversed relation follows from the same lemma if we prove that
d-0 mod ðH;CðBÞÞ: ð78Þ
D. Morales et al. / Journal of Multivariate Analysis 85 (2003) 335–360 357
Since ðri=niÞ-giAð0;NÞmod ðH;CðBÞÞ; we get from the formula
d ¼ 1
2
Xk
i¼1
ri
ni
 2
DðpðriÞ; piÞ
that (78) and (77) are equivalent. This completes the proof. &
Condition (77) holds if H is uniform in the sense that all distributions pi of the
hypothesis H are uniform. In this case there is a two-way smooth transition
ðIIaÞ"ðIIbÞ: One can observe even more, namely that the two testing methods
based on limit laws of Section 3 in this particular case coincide. IfH is not uniform
in the stated sense then the result of Theorem 5.2 means that the test based on
Theorem 3.2 is preferable when the data are from the ‘‘gray zone’’ between clear
cases (IIa) and (IIb). The gray zone means that rmin is large enough to exclude the
method of case (I) and the ratios ri=ni are near 0, but not near enough (say,
max1pipk ðri=niÞE102) to apply without hesitation the method of case (IIa). This
means that the method of case (IIa) remains reserved for data with very large sample
sizes n1;y; nk unless the divergences Dðpðr1Þ; p1Þ;y; DðpðrkÞ; pkÞ are small enough.
However exact numerical proportions between ni and DðpðriÞ; piÞ is hard to specify at
this level of research.
It is not clear whether the smooth transition relations established in Theorem 5.2,
and their statistical consequences given above, remain valid when the statistics of the
Pearson type are replaced by arbitrary f-disparity statistics. This is subject to a
further research.
Next, we analyze the smooth transitions from the state (III) characterized by
Theorem 4.1 in the same particular case f ¼ f2 as considered in Theorem 5.2. We
preserve most of the notations introduced for Theorem 5.2.
Theorem 5.3. For the Pearson divergence statistics there are valid the smooth
transition relation ðIIIÞ,ðIIbÞ and ðIIIÞ,ðIIaÞ:
Proof. We shall prove ðIIIÞ,ðIIbÞ: The proof of the second relation is similar. Let
ðAÞ ¼ ðIIIÞ and ðBÞ ¼ ðIIbÞ and let SA; SB and FA; FB be the corresponding statistics
and distribution functions deﬁned above. By (56), (57) and Example 4.1, SA ¼ SIII is
given by the same formula as SA ¼ SIIb in the proof of Theorem 5.2 with mi and s2i
replaced by
mi ¼ mi 
1
n
and s2i ¼ s2i 
1
ni
 2ri  1
n2i
:
Since for every 1pipk
mi-mi and s
2
i-s
2
i mod ðH;CðBÞÞ;
one can argue that (73) holds and the desired relation follows from Lemma 5.1. &
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Since in case (III) the differences SIII  SIIa and SIII  SIIb are not tending to zero
as k-N; it follows from Theorem 4.1 that the reversed relation ðIIaÞ,ðIIIÞ and
ðIIbÞ,ðIIIÞ cannot be true. Hence for similar reasons as above, the test of case (III),
based on the asymptotic law of Theorem 4.1, is most universal of the tests proposed
in this paper for the situations where rmin is large (i.e. situations complementary to
case (I)). It can be applied irrespectively of whether k is small or large, or ratios ri=ni
are uniformly small or not. It is therefore recommended for data from the whole
‘‘gray zone’’ of cases between (III) and (II).
It is unclear, whether this our recommendation can be extended to disparity
functions f different from quadratic power function f2 used in our theory. Our
conjecture is that the answer is yes, but rigorous argument for this is to be found in
the future.
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