The goal of neural network development is a trained network that generalizes well. Generalization ability must be determined by evaluating how well the trained network classifies patients outside of the training set.
neurons, are highly interconnected and produce an output that is a function of multiple weighted inputs.
This study involves a widely applied class of networks, the backpropagation network (1 unknown, it was assigned a value of 0; if it was present, it was assigned a value of 1. The diagnostic outcome was also coded in binary. GCA cases were assigned a value of 1, and 0TH cases were assigned a value of 0.
Paired sets of data consisted of a training set and a cross-validation set. The pair was generated by randomizing the order of the 807 cases in the database and then assigning the first 404 cases to the training set and the remaining 403 cases to the cross-validation set. Thus, a particular case was in only one of the two sets. The training set was used in the creation of the neural network, and the cross-validation set was used to assess generalization. Eight different complementary pairs of data sets were generated by eight different initial randomizations of the database. 
Overview of Neural Networks
where A1 = the neuronal output from a hidden neuron, and A2 = the output of the neural network. This function ranges from 0 to 1.
Training the Network
The basic idea of a backpropagation neural network is that the network's connection weights and biases can be determined so that the predictor variables for a given caseare mapped to the appropriate output classification. The connection weights and biases are determined through repetitive training on the examples in the training set.
The training procedure for eachnetwork was the same. Before training, all connection weights and biases were assigned a random number between -3 and 3. The values of the eight predictor variables of the first casewere then presented to the network, and the network calculated an output, a probability between 0 and 1. If this This evaluation did not alter the weights in the network. Error, E, in a data set was defined as follows:
where T is the target output (0 for 0TH and 1 for GCA) for the ith case in the data set, and A is the actual network output (0 < A < 1) for the ith case in the data set. N is the number of cases in the data set [N = 404 for TR error, and N = 403 for cross-validation (C-V) error]. E2, known as the Brier score (32), is often used to quantify the accuracy of a set of predictions. E is independent (2) of the output neuron value used as a cutoff (i.e., the decision threshold) to differentiate GCA from 0TH.
In the first series of experiments, each of the eight pairs of data sets was used to train and cross-validate a neural network. Each network was developed identically with respect to network structure (Figure 1 error, the C-V error increased, despite the further decrease in TR error. The decrease in generalizability as training proceeds beyond the minimum C-V error is known as overtraining or overfitting. trates overtraining. Figure 3) , and the minimum TR error occurred at cycle 923. Figure 3 also showsthat the C-V error can be less than the TR error for a given pair of data sets (cycles 1-55, Figure 3) . This is an effect that occurred in two of the eight networks but did not occur on average. On average, the TR error was less than the C-V error at the cycle corresponding to the minimum C-V error (Table 1; 13, 14) . At every point during training, backpropagation networks, as do other multivariate methods, produce a TR error that is less than the C-V error as the sample size becomes sufficiently large (33). Figure 4 , derived from a third pair ofdata sets, shows another variation in overtraining. This network produced two local minima in C-V error (arrows in Figure  4) , a first at training cycle 13 and a second, deeper minimum at cycle 698. The minimum TR error was reached at cycle 945. Ofthe eight networks trained with 404 cases, the network shown in Figure 4 was the only one that showed a secondlocal minimum.
The minimum C-V error occurred at cycle 36 (arrows in
We occasion- 
4) and misclassification
rate. The decision threshold used for determining the misclassification rate was 0.5 on an output scaled from 0 to 1. Thus, cases that produced network outputs 0.5 were classified as GCA, and cases with outputs <0.5 were classified as 0TH. The network result was compared with the target result (0TH = 0, GCA = 1) to determine whether the network misclassified the case. Misclassification rates are not as statistically meaningful as error calculations because they are binary and depend on a simple decision threshold. Nevertheless, they give some practical infor- mation regarding how overtraining hinders generalization. Table 1 shows that for all eight networks the minimum C-V error occurred at an earlier training cycle than the minimum TR error, and the C-V error at the cycle of the minimum C-V error was less than the C-V error at the cycle ofthe minimum TR error. The number of misciassifications followed a imi1nr trend; for seven of the eight networks, the number of cross-validation miaclassifications was smaller at the minimum C-V error than at the minimum TR error. The results indicate that TR error is not a reliable indicator of the abifity to generalize.
To reliably determine the training cycle when the C-V error is smallest, one must monitor C-V error independently of TR error.
Given that the goal of neural network development is to produce the network that can generalize best, the optimal training cycle for obtaining a network is the cycle corresponding to the minimum C-V error. Figures  2-4 and Table 1 indicate that the optimal cycle obtained for one pair of data sets does not predict the optimal cycle obtained for a different pair of data sets, even though the pairs are chosen randomly from the same database.
In the next series ofexperiments, only one pair of data sets was used (set 6, Table 1 ), and the number of nonbias hidden neurons or the order of the casesin the training set was changed independently. Figure 5 shows the resuits when the number of nonbias hidden neurons was changed from 2 to 5 to 20 while other training variables remained constant. Overtraining occurred for all three conditions;however, the shape of the C-V error curves and the number of the optimal cycle varied. For example, the optimal cyde for the network with 20 hidden neurons was cycle 3, and the optimal cycle for 2 hidden neurons was cycle 18. At cycle 3, the 20-hidden neuron network had E = 0.2 185 and 27 misclassifications in the cross-validation set, and the 2-hidden neuron network had E = 0.2726 and 34 misclassifications.
At cycle 18, the 20-hidden neuron network had E = 0.2294 and 29 misclassiflcations, and the 2-hidden neuron network had E = 0.2237 and 29 misclassifications.
Thus, the optimal cycle for one network cannot reliably predict the optimal cycle for a network with a different structure. For this particular pair of data sets, the smallest C-V error occurred for the network with 20 hidden neurons. This was not the casefor the other pair of data sets (set 1, Table 1 ) that was tested; this pair showed its smallest C-V error with 5 hidden neurons. Figure 6 shows plots of C-V error vs training cycle for four networks trained under identical conditions except for the order of the casesin the training set. There were two random orderings, random 1 and random 2. A third ordering, "0TH first," consisted of the 0TH cases followed by the GCA cases, and the last ordering, "GCA first," consisted of GCA cases followed by 0TH cases. All four networks showed overtraining with typical docreasing TR error curves (TR error curves not shown). The two different random orderings produced curves with similRr, but not identical shapes; both curves had For "0TH first," the optimal cycle was 39 (E = 0.2283, 26 misclassifications); for "GCA first," the optimal cycle was 36 (E =0.2445,32 misclassifications).
The results suggest that changing the order of facts in the training set can alter the C-V error curve. (Figures 5,6 ). The alterations in the C-V error curve caused by manipulating these factors
are not easy to predict; therefore, the optimal cyde must be determined by monitoring C-V error for each network, rather than relying on a central tendency.
We suggest that a practical method to find the optimal training cycle is to monitor C-V error during training by using a large cross-validation set. A network obtained at the optimal cycle can then be furthercross-validated by applying a second cross-validation set that was not used for monitoring C-V error. This second cross-validation step checks for any bias that may result from using the first cross-validation step as a determinant of when to terminate training. If bias is discovered, only the results from the second test set are used as the crossvalidation results. Recently, we have combined this method of avoiding overtraining with the "leaving n out" method (34) of cross-validation in a study analyzing the neural network approach to the classification of OCA (14) . The results from the study suggest that the second cross-validation set may not be necessary if the monitoring set is sufficiently large.
