The aim of this paper is to assess whether explicitly modeling structural change increases the accuracy of macroeconomic forecasts. We produce real time out-of-sample forecasts for inflation, the unemployment rate and the interest rate using a Time-Varying Coefficients VAR with Stochastic Volatility (TV-VAR) for the US. The model generates accurate predictions for the three variables.
Introduction
The US economy has undergone many structural changes during the post-WWII period.
Long run trends in many macro variables have changed: average unemployment and inflation were particularly high during the 70s and low in the last decades (see Staiger, Stock, and Watson, 2001) . Business cycle fluctuations have moderated substantially in the last twenty years and the volatility of output growth has sharply reduced, the phenomenon known as the "Great Moderation" (Stock and Watson, 2004) . Also the dynamics of inflation have changed drastically: after mid 80s inflation has become more stable and less persistent (see Cogley and Sargent, 2001) . 1
In addition to these series-specific changes many papers have documented important changes in the relationships between macroeconomic variables. For instance, some authors have argued that the Phillips curve is no longer a good characterization of the joint dynamics of inflation and unemployment. Such a claim is partly based on the result that the predictive content of unemployment for inflation has vanished since mid 80s (Atkeson and Ohanian, 2001; Roberts, 2006; Stock and Watson, 2008a) . 2 Significant changes in the conduct of policy have also been pointed out. According to many observers monetary policy has become much more transparent and aggressive against inflation since early 80s (Clarida, Gali, and Gertler, 2000) .
Although the relevance of macroeconomic changes is widely recognized, surprisingly there are no studies devoted to investigate whether accounting for them can improve forecast accuracy. 3 Our paper is a first attempt to fill this gap. Considering structural changes might be helpful for forecasting for at least two reasons. First, it may allow us to capture and exploit changes in macroeconomic relationships. Such changes, besides the kinds of change described earlier, can also simply represent variations associated to different phases 1 Changes in persistence are still debated, for instance Pivetta and Reis (2007) find that the changes are not significant.
2 More generally, the ability to exploit macroeconomic linkages for predicting inflation and real activity seems to have declined remarkably since the mid-1980s, see D'Agostino, Giannone, and Surico (2006) and Rossi and Sekhposyan (2008) . 3 The only exception is Stock and Watson (2007) , which studies the accuracy of inflation forecasts produced by a univariate unobservable component model with stochastic volatility.
of the cycle due to some type of nonlinearities 4 . For instance Stock and Watson (2008b) suggest that the Phillips curve is very strong during severe downturns of economic activity or when the rate of unemployment is exceptionally low. Second, empirical models that allow for structural changes can correctly detect and forecast changes in the long run dynamics, like the decline in trend inflation and unemployment observed after mid 80s. This is particularly important since some authors have recently argued that variations in the persistent component can hide unchanged short term relationships among macroeconomic variables. For instance Cogley, Primiceri, and Sargent (2008) find that the Phillips curve is reestablished once the trend component of inflation is correctly estimated.
The model we use in this paper is sufficiently general and flexible to allow for all the kinds of structural change previously discussed. Precisely we use the Time-Varying Coefficients VAR with Stochastic Volatility (TV-VAR henceforth) as specified by Primiceri (2005 We forecast three macroeconomic variables for the US economy: the unemployment rate, inflation and a short term interest rate. Data are in real time and forecasts are computed using only the data that were available at the time the forecasts are made. This aims to mimick as close as possible the conditions faced by a forecaster in real-time. We compare the accuracy of the predictions (the mean square forecast errors) of the TV-VAR to that of other standard forecasting models: fixed coefficients VARs (estimated recursively or with rolling window), Time-Varying ARs and the naïve random walk model. We believe that the out-of-sample exercise we consider is very informative about the potential of the TV-VAR in terms of forecasting. The reason is that the resulting mean square forecast error reflects 4 See Granger (2008) . 5 Allowing for the two sources of change is also important in the light of the ongoing debate about the relative importance of changes in the predictable and unpredictable components in the Great Moderation (Giannone, Lenza, and Reichlin, 2008) .
both parameters uncertainty and model miss-specification. On the one hand the model is very flexible and general, but, on the other hand, requires a large number of parameters to be estimated, and this might, in principle, introduce a large estimation uncertainty so to jeopardize the reliability of the model for forecasting. In addition, the out-of-sample exercise will also provide indications on some subjective choice that are required for the estimation of the TV-VAR model, such as the setting of the prior beliefs on the relative amount of time variations in the coefficients.
Our findings show that the TV-VAR is the only model which systematically delivers accurate forecasts for the three variables. For inflation the forecasts generated by the TV-VAR are much more accurate than those obtained with any other model. For unemployment, the forecasting accuracy of the TV-VAR model is very similar to that of the fixed coefficient VAR, while, for the interest rate, it is comparable to that of the Time-Varying AR. These results hold for different sub-samples. In particular, they are also confirmed over the Great Moderation period, a period in which it is difficult to do better than simple naïve models in forecasting most of the macroeconomic variables (D'Agostino, Giannone, and Surico, 2006 ) and in particular inflation (Atkeson and Ohanian, 2001) . Results suggest that on the one hand time varying models are "quicker" in recognizing structural changes in the permanent components of inflation and interest rate, and, on the other hand, that short term relationships among macroeconomic variables carry out important information, once structural changes are properly taken into account.
The remaining of the paper is organized as follows, section 2 describes the TV-VAR model; section 3 explains the forecasting exercise; section 4 presents the results and section 5 concludes.
The Time-Varying Vector Autoregressive Model
Let y t = (π t , U R t , IR t ) ′ where π t is the inflation rate, U R t the unemployment rate and IR t a short term interest rate. We assume that y t admits the following time varying coefficients VAR representation: 
where ω t is a Gaussian white noise with zero mean and covariance Ω. We let Σ t = F t D t F ′ t , where F t is lower triangular, with ones on the main diagonal, and D t a diagonal matrix. Let σ t be the vector of the diagonal elements of D 1/2 t and φ i,t , i = 1, ..., n − 1 the column vector formed by the non-zero and non-one elements of the (i + 1)-th row of F −1 t . We assume that the standard deviations, σ t , evolve as geometric random walks, belonging to the class of models known as stochastic volatility. The simultaneous relations φ it in each equation of the VAR are assumed to evolve as independent random walks.
where ξ t and ψ i,t are Gaussian white noises with zero mean and covariance matrix Ξ and
, and Ψ be the covariance matrix of ψ t . We assume that ψ i,t is independent of ψ j,t , for j = i, and that ξ t , ψ t , ω t , ε t are mutually uncorrelated at all leads and lags. 6
Forecasts
Equation (1) has the following companion form
vectors and
In principle, one could make εt and ωt correlated. However, it is well known that such model can be equivalently represented with a setup where shocks are mutually uncorrelated but εt is serially correlated.
Since our measurement equation is a VAR, such a flexibility is unneeded here.
where
and 0 n(p−1),n is a n(p − 1) × n matrix of zeros. Letμ t andÂ t denote the median of the joint posterior distribution ofμ tÂt (see appendix for the details). The forecast of y t+1 1-step ahead is:ŷ
When moving to multi-step expectations a technical issue arises, since it is difficult to evaluate the future evolution of the drifting parameters, we follow the literature and treat such parameters as if they had remained constant at the current level. 7 As consequence, forecasts at time t + h are computed iteratively:
Priors specification
We estimate the model using bayesian methods. While we leave the details of the estimation in Appendix, here we briefly discuss our priors specification. Following Primiceri (2005), we make the following assumptions for the priors densities. First, the coefficients of the covariances of the log volatilities and the hyperparameters are assumed to be independent of each other. The priors for the initial states θ 0 of the time varying coefficients, simultaneous relations φ 0 and log standard errors log σ are assumed to be normally distributed. The priors for the hyperparameters, Ω, Ξ and Ψ are assumed to be distributed as independent inverse-Wishart. More precisely, we have the following priors:
• Time varying coefficients:
• Simultaneous relations:
• Stochastic Volatilities:
where the scale matrices are parametrized as follows Ω
The hyper-parameters are calibrated using a time invariant recursive VAR estimated using a pre-sample consisting of the first T 0 observations. 8 For the initial states 7 See Sbordone and Cogley (2008) for a discussion of the implications of this simplifying assumption. 8 T0 is equal to 32 quarters. θ 0 and the contemporaneous relations φ i0 , we set the means,θ andφ i , and the variances,V θ andV φ i , to be the maximum likelihood point estimates and four times its variance. For the initial states of the log volatilities, log σ 0 , the mean of the distribution is chosen to be the logarithm of the point estimates of the standard errors of the residuals of the estimated time invariant VAR. The degrees of freedom for the covariance matrix of the drifting coefficient's innovations are set to be equal to T 0 , the size of the pre-sample. The degrees of freedom for the priors on the covariance of the stochastic volatilities' innovations, are set to be equal to the minimum necessary for insuring the prior is proper. Precisely ρ 1 and ρ 2 are equal to the number of rows Ξ 
Real-time forecasting
Our objective is to predict the h-period ahead unemployment rate U R t+h , the interest rate IR t+h and the annualized price inflation π h t+h = 400 h log(
Pt ), where P t+h is the GDP deflator at time t + h and 400 h is the normalization term.
Data
Prices are measured by the GDP deflator and the interest rate is measured by the three month treasury bills. We use real time databases for P t and U R t . 9 For the three month interest rate we use the actual series. 10 Since unemployment and interest rate series are monthly, we follows Sargent (2001, 2005) (2000) we compare with the figures published after the next two subsequent quarters.
Two important aspects of the TV-VAR specification are worth noting. The first one concerns the setting of λ i , the parameter which fixes the tightness of the coefficients variance.
In general, the literature has been quite conservative; very little time variation has been used in practice to set the variance of the coefficients. The second aspect concerns the inclusion (or exclusion) of explosive draws from the analysis. That is, whether to keep or discard draws whose (VAR polynomial) roots lie inside the unit circle. We report results for the most conservative priors of Primiceri (2005) (λ 1 = .01, λ 2 = .1 and λ 3 = .01) and discard the explosive draws. However, we also run some robustness checks to understand The model is estimated with two lags. 14 In the simulation exercise forecasts for horizon h = 1 correspond to nowcast, given that in real time data are available only up to the previous quarter.
the sensitivity of the model to alternative specifications. In a first simulation, we set more stringent priors, while in a second simulation we keep the explosive draws.
Other forecasting models
We compare the forecast obtained with the TV-VAR with those obtained using different standard forecasting models. First, we consider Time Varying Autoregressions (TV-AR)
for each for the three series. We will keep the same specification and prior beliefs used for the TV-VAR. Second, we also consider univariate (AR) and multivariate (VAR) forecasts produced using fixed coefficient models 15 . The models are estimated either recursively (REC), i.e. using all the data available at the time the forecast are made or using a rolling (ROL) window, i.e using the most recent ten years of data available at the time the forecast are made. The estimation over a rolling window is a very simple device to take time variation into account. The forecasts computed using the recursive and rolling window (on the VAR and AR models) will be denoted by VAR-REC, VAR-ROL, AR-REC, and AR-ROL respectively for the two models. Notice that the models predict quarterly inflation, therefore the forecasts for the h− quarter inflation π h t+h are computed by cumulating the first h forecasts of the first entries (which correspond to π t ) of the forecasted vectorŷ t+h|t , that isπ h t+h|t = 1 h h i=1πt+i|t . We will also compute no-change forecasts which are used as benchmark. According to this naïve model, unemployment and interest rate next h− quarter ahead are predicted to be equal to the value observed in the current quarter. In the case of inflation we use a different benchmark. Atkeson and Ohanian (2001) demonstrated that, since 1984, structural models of US inflation have been outperformed by a naïve forecasts based on the average rate of inflation over the current and previous three quarters. This is essentially a "no change" forecast for annual inflation:
15 The models are estimated with two lags. 
Forecast evaluation

Results
This section discusses the main findings of the forecasting exercise. Table 2 summarizes the results of the real time forecast evaluation, over the whole sample, for the three variables (inflation rate π t , unemployment rate U R t and the interest rate IR t ), and for the forecast horizons of one quarter, one year, two years and three years ahead. For the benchmark naïve models we report the MSFE, while for the remaining models we report the MSFE relative to that of the naïve model (RMSFE). The overall performance of each model is summarized, at each horizon, by averaging over the three variables.
Overall the TV-VAR produces very accurate forecasts for all the variables and, on average, performs better than any other model considered. In particular it outperforms the naïve benchmark for all the variables at all horizons with gains ranging from 5 to 28 percent.
As far as inflation is concerned, the TV-VAR is the model producing the best forecast with an average (over the horizons) improvements of about 30% upon the benchmark. A relative good performance is also observed for the TV-AR with improvements of about 10%
at horizons of 1 and 2 years. On the other hand, all other time invariant specifications, univariate and multivariate, fail to improve upon the benchmark in terms of forecasting accuracy. For unemployment, the TV-VAR, together with the VAR-REC, is the model that delivers the most accurate predictions. At a three years horizon the improvement upon the naïve model is of about 52%. However it is interesting to notice that, except for the AR-ROL, all the models display a good forecasting performance especially at long horizons. Finally, for the interest rate we find that, in general, the time varying specifications are those that perform better. In particular, the TV-VAR model delivers forecasts slightly more accurate than the TV-AR specification: at a three years horizon the two models improve the forecast accuracy of the naïve benchmark by 16% and 9% respectively.
These findings show that, on the one hand, time varying models are quicker than fixed parameters specifications to recognize structural changes in the permanent components of inflation and interest rate. On the other hand, they suggest that interrelations among macroeconomic variables carry out important information for forecasting, especially for unemployment and inflation, given that the accuracy of the multivariate time varying specification is always better than that of the univariate counterparts. Table 3 shows the results for the "Great Moderation" period. Such a period is particularly of interest because it has been shown that it is extremely difficult to produce forecasts more accurate than those obtained with simple naïve random walk models; however, also in this period, most of the previous findings are confirmed. First, the TV-VAR is the model that generates the most accurate forecasts for all the variables. Second, the TV-VAR is again the model producing the best forecast for inflation with an average improvement (over the horizons) of about 30% on the random walk. In particular the model performs very well for long run inflation forecasts, the improvement at the 3 years horizon is almost the double that of the full sample, it is now about 52%, then the predictability of inflation can be reestablished once time variations are accounted for. This seems to confirm the conjectures of Cogley, Primiceri, and Sargent (2008) and Stock and Watson (2008b) ; they claim that the death of the Phillips curve is an artifact due to the neglected inflation trends and nonlinearities. Third, forecasts of the interest rate obtained with the time varying models are more accurate than those in the previous sample. This might reflect the increased importance of the systematic predictable component of monetary policy in the last two decades.
Finally, time varying methods also display more accurate forecasts, relative to the previous sample, for the unemployment rate series, over the longer horizons.
Finally, Tables 4-7 report the results of two different forecast simulations over the two samples. In the first one we use a more stringent priors specification to generate the forecasts. By more stringent we mean that we assume an a priori smaller degree of variation in all the coefficients. Results are comparable, in terms of accuracy, with those obtained with the previous specification. The general message is that forecasts are particularly accurate when we attribute low probabilities of structural change. In the second simulation, we keep the explosive draws generated in the Gibb sampler algorithm. In this case the accuracy of the forecasts deteriorates for all the variables and in particular for the unemployment rate and interest rate. This result, we believe, is especially interesting since there is no clear consensus about whether explosive draws should be discarded or not. Here we provide a reason for ignoring explosive draws based on an out-of-sample forecast exercise argument.
Conclusions
The US economy has changed substantially during the post-WWII period. This paper tries to assess whether explicitly modeling these changes can improve the forecasting accuracy for key macroeconomic time series.
We produce real time out-of sample forecasts for inflation, the unemployment rate and a short term interest rate using time-varying coefficients VAR with stochastic volatility and we compare its forecasting performance to that of other standard models: fixed coefficients VARs, Time-Varying ARs and the naïve random walk model. Our findings show that the TV-VAR is the only model which systematically delivers accurate forecasts for the three variables. For inflation, the forecasts generated by the TV-VAR are much more accurate than those obtained with any other model. These results hold for the Great Moderation period (post mid 80s), a period in which it is difficult to do better than simple naïve models in forecasting most of the macroeconomic variables and, in particular, inflation.
Two main conclusions can be drawn. First, accounting for time variations and structural change is important for forecasting. Incorporating, in a flexible way, the features of a timevarying economy in the model substantially improves the forecast accuracy for the main macroeconomic variables. Second, the TV-VAR model turns out to be a very powerful tool for forecasting. Although it requires a relatively large number of parameters to be estimated, the gain in terms of generality and flexibility dominates.
This is a first step in the investigation of how structural changes can be used for improving macroeconomic forecasting. Many interesting aspect remain to be investigated. First, it would be interesting to compare the results with other alternative fixed coefficients models.
Second, it would be particularly useful to introduce forecast uncertainty in order to have some measure of dispersion of the point forecasts. We plan to do this in the future.
where y * * i,t = log((y * i,t ) 2 + 0.001) -the constant (0.001) is added to make estimation more robust -υ i,t = log(u 2 i,t ) and r t = log σ i,t . Since, the innovation in (8) is distributed as log χ 2 (1), we use, following KSC, a mixture of 7 normal densities with component probabilities q j , means m j − 1.2704, and variances v 2 j (j=1,...,7) to transform the system in a Gaussian one, where {q j , m j , v 2 j } are chosen to match the moments of the log χ 2 (1) distribution. The values are: Let s T = [s 1 , ..., s T ] ′ be a matrix of indicators selecting the member of the mixture to be used for each element of υ t at each point in time. Conditional on s T , (υ i,t |s i,t = j) ∼ N (m j − 1.2704, v 2 j ). Therefore we can use the algorithm of Carter and R.Kohn (1994) to draw r t (t=1,...,T) from N (r t|t+1 , R t|t+1 ), where r t|t+1 = E(r t |r t+1 , y t , θ T , φ T , Ω, Ξ, Ψ, s T , ) and R t|t+1 = V ar(r t |r t+1 , y t , θ T , φ T , Ω, Ξ, Ψ, s T ).
• Step 2: sample from p(s T |y T , θ T , σ T , φ T , Ω, Ξ, Ψ) Conditional on y * * i,t and r T , we independently sample each s i,t from the discrete density defined by P r(s i,t = j|y * * i,t , r i,t ) ∝ f N (y * * i,t |2r i,t + m j − 1.2704, v 2 j ), where f N (y|µ, σ 2 ) denotes a normal density with mean µ and variance σ 2 .
• Step 3: sample from p(φ T |y T , θ T , σ T , Ω, Ξ, Ψ, s T ) Consider again the system of equations F −1
is lower triangular with ones in the main diagonal, each equation in the above system can be written aŝ
where σ i,t and u i,t are the ith elements of σ t and u t respectively,ŷ
Under the block diagonality of Ψ, the algorithm of Carter and R.Kohn (1994) can be applied equation by equation, obtaining draws for φ i,t from a N (φ i,t|t+1 , Φ i,t|t+1 ), where
•
Step 4: sample from p(
Conditional on all other parameters and the observables we have
Draws for θ t can be obtained from a N (θ t|t+1 , P t|t+1 ), where
and P t|t+1 = V ar(θ t |θ t+1 , y T , σ T , φ T , Ω, Ξ, Ψ) are obtained with the algorithm of Carter and R.Kohn (1994) .
Step 5 Gelman et. al., 1995) .
• Step 6: sample from p(
Conditional the other coefficients and the data, Ξ has an Inverse-Wishart posterior density with scale matrix Ξ −1
0 is the prior scale matrix and df Ξ 0 the prior degrees of freedom. Draws are obtained as in step 5.
• Step 7: sample from p(Ψ|y T , θ T , σ T , φ T , Ω, Ξ, s T ). 
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