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ABSTRACT
The interaction of accretion disks with the magnetospheres of young stars can produce X-winds and funnel flows.
With the assumption of axial symmetry and steady state flow, the problem can be formulated in terms of quantities
that are conserved along streamlines, such as the Bernoulli integral (BI), plus a partial differential equation (PDE),
called the Grad-Shafranov equation (GSE), that governs the distribution of streamlines in the meridional plane. The
GSE plus BI yields a PDE of mixed type, elliptic before critical surfaces where the flow speed equals certain characteristic
wave speeds are crossed and hyperbolic afterward. The computational difficulties are exacerbated by the locations of the
critical surfaces not being known in advance. To overcome these obstacles, we consider a variational principle by which
the GSE can be attacked by extremizing an action integral, with all other conserved quantities of the problem explicitly
included as part of the overall formulation. To simplify actual applications we adopt the cold limit of a negligibly small
ratio of the sound speed to the speed of Keplerian rotation in the disk where the X-wind is launched. We also ignore the
obstructing effects of any magnetic fields that might thread a disk approximated to be infinitesimally thin. We then
introduce trial functions with adjustable coefficients to minimize the variations that give the GSE. We tabulate the
resulting coefficients so that other workers can have analytic forms to reconstruct X-wind solutions for various astro-
nomical, cosmochemical, and meteoritical applications.
Subject headinggs: accretion, accretion disks — ISM: jets and outflows — MHD — stars: preYmain-sequence —
stars: winds, outflows
1. INTRODUCTION
Accretion, disks, and jets are ubiquitous in astrophysics (see,
e.g., Blandford&Rees1992). A consensus has been reached that
an extra needed ingredient to obtain outflow from inflow is the
presence of strong magnetic fields that thread a disk conven-
tionally assumed to be rotating at Keplerian speeds about a central
gravitating object, taken in this paper to be a newly born star.
Differences come in ascribing the origin of the magnetic fields to
the disk itself or to the central star (Ko¨nigl & Pudritz 2000; Shu
et al. 2000).
Disk winds have been extensively studied, both analytically
via the assumptions of self-similarity in two-dimensional (2D)
space for axisymmetric, time-independent flows (e.g., Blandford
& Payne 1982; Contopoulos & Lovelace 1994) or by taking ad-
vantage of arbitrary variations of the gas pressure (e.g., Tsinganos
& Trussoni 1991) or by studying the asymptotic properties of the
collimation (Heyvaerts&Norman1997); and numerically by finite-
element methods attacking the axisymmetric, time-independent,
Grad-Shafranov equation (GSE; e.g., in the relativistic regime by
Camenzind 1987) or by finite-difference treatments of the time-
dependent equations of ideal magnetohydrodynamics (MHD) in
2D and 3D (e.g., Uchida& Shibata1985; Pudritz et al. 2006). For
a review of these types of calculations, see Ferreira (2004).
Themost highly developed semianalytic theory for the second
viewpoint is called X-wind theory, in which fast jets arising in
young stellar objects (YSOs) owe their existence to the inter-
action of the accretion disk with the magnetosphere of the cen-
tral star. The interaction of accretion diskswith stronglymagnetized
central stars has also been studied numerically (e.g., Goodson et al.
1999; Long et al. 2005; Ustyugova et al. 2006). Although both
funnel flows and X-like winds have been found, they have yet to
appear simultaneously in numerical simulations, probably be-
cause the numerical calculations have not yet proceeded to steady
state where the condition of disk-locking applies (Shu et al.
1994a). Pure X-wind theory assumes for simplicity that the disk
itself is unmagnetized; in fact, all that is needed for the theory to
work is for open field lines to be concentrated in a narrow an-
nulus near the inner edge of an accretion disk.
Recently, Bacciotti et al. (2002) and Coffey et al. (2004) iden-
tified jet rotation in four T Tau systems, DGTau, TH 28, RWAur,
and LkH 321, of an amount too large to be compatible with
X-winds, but consistent with launching from disks at radii of
0.5Y2 AU. Later, Cabrit et al. (2006) showed from millimeter-
wave radio measurements that the disk rotation in RWAur is ac-
tually in the opposite sense to that deduced for the jet from optical
lines. Moreover, Pety et al. (2006) find that HH 30, which is ob-
served nearly edge-on and therefore should have had the clearest
signature for jet rotation, showed no evidence for outflow rotation
at millimeter wavelengths, a conclusion reinforced by optical and
ultraviolet observations of the HH 30 jet by Coffey et al. (2007).
While the positive results remain for the three other systems, the
case of HH30,where longitudinal velocities occur in the direction
transverse to the line of sight, suggests that the slight line asym-
metries in the other cases may be more associated with unequal
jumps in the velocity of shocked, high-speed jets than to the ro-
tation of collimated outflows.
In contrast, no one has proposed any explanation other than
X-winds for the correlated inflow-outflow signatures seen in SU
Aur by Giampapa et al. (1993) and Johns & Basri (1995). Apart
from SZ 68 (Johns-Krull & Hatzes1997), we are unaware of any
other T Tau star that shows a tilted-dipole magnetic field geometry,
and it could be that the dipole component is small on the surface of
most T Tau stars (Johns-Krull 2007). Fortunately, S. Mohanty &
F. H. Shu (2008, in preparation) show that while funnel flows are
sensitive to the detailed assumptions made concerning multipole
structure on the surfaces of the central stars, the properties of
the X-wind depend mostly on the amount of trapped flux in the
1 Academia Sinica, Institute of Astronomy and Astrophysics, Taiwan.
2 Department of Physics, University of Southern California.
3 Department of Physics, University of California, San Diego.
489
The Astrophysical Journal, 672:489Y503, 2008 January 1
# 2008. The American Astronomical Society. All rights reserved. Printed in U.S.A.
X-region (see also the observational evidence relating to this point
collected by Johns-Krull & Gafford 2002).
Recent calculations show that YSOs are unlikely to lose enough
magnetic flux in the process of gravitational collapse to make the
level of magnetization ignorable in the resultant circumstellar
accretion disks (Galli et al. 2006; Shu et al. 2006, 2007). Indeed,
the disks are sufficiently magnetized in many cases that, in quasiY
steady state, they rotate at sub-Keplerian rates until the inner disk
edge is reached. Thus, there are open questions of howmuch of the
trapped flux near the inner edge is to be attributed to the central star
versus the disk and how such disks reacquire near-Keplerian rates of
rotation at their inner edges. We ignore these complications in
the present study of the X-wind phenomenon, but we note that
themethods introduced here are easilymodified to attack themore
complex problemwhen the accretion disk interactingwith a stellar
magnetosphere is itself strongly magnetized.
The original X-windmodel supposed the outflow to occur from
the equator of a magnetized star spun to breakup by the presence
of an accretion disk that abutted its surface (Shu et al.1988). Later,
in order to accommodate the slow rotators, such as the classical
T Tauri stars which are only rotating at one-tenth of breakup
(Vogel &Kuhi1981; Bouvier1990; Edwards et al.1993), Shu et al.
(1994a) generalized the X-wind picture to include the case of rel-
atively low accretion when the magnetosphere of the star would
truncate the accretion disk at an inner edge before the disk reached
the stellar surface (typically a circle of radius 0.2 on the scale of
Fig. 1, where the disk’s inner edge is taken to be at$ ¼ 1). In a
quasiYsteady state where most of the mass of the central star is
built up by disk accretion, the magnetic coupling between the
star and the disk regulates the star to corotate at the Keplerian fre-
quency at the truncation radius. For a protostar with magnetic di-
pole moment , massM, and mass accretion rate M˙D, Ostriker
& Shu (1995) estimate this radius to be
RX ¼ 4=7dx
4
GMM˙2D
 1=7
; ð1Þ
where dx is an order unity dimensionless number that param-
eterizes the amount of stellar magnetic flux that is trapped in the
disk. Inside this radius, matter is channeled to the star via a fun-
nel flow. The excess angular momentum of the accreting material
is deposited in the magnetic field in the form of Maxwell torque
and then transported back to the disk. The gain of angular mo-
mentum and approximate field freezing would try to move the
footpoint of the funnel-flow field lines outward.
Exterior to the truncation radiusRX , the equatorial inward drift
in the accretion disk creates an angle between the stellar mag-
netic field lines and the disk normal. If approximate field freezing
holds as the accretion proceeds, a fraction of the field lines will
develop an angle larger than 30, when matter frozen to this flux
tube becomes unstable tomagnetocentrifugal fling (Blandford&
Payne 1982). These field lines are thus responsible for driving a
MHD wind from the disk. Since the wind removes angular mo-
mentum from the disk, the footpoints of those field lines in the
disk will try to migrate inward. The radially inward press of the
footpoints of the wind field lines and the radially outward press
of the footpoints of the funnel-flow field lines create a magnetic
X-configuration that distinguishes the model from similar var-
iants in the literature (the historical choice of the name from the
X-point of the equivalent gravitational potential in the corotating
frame is common to many models). In quasiYsteady state where
radial advection into the X is balanced by the resistive diffusion
of field lines out of the X, Shu et al. (1994b) estimated that
enough stellar flux could be trapped in a small X-region near the
inner disk edge to have large dynamical effects, namely, the trun-
cation of the disk by a funnel flow out of the disk plane accom-
panied by an X-wind that carries awaymost of the excess angular
momentum transported into the X-region.
Apart from the original numerical estimates, there are reasons
to suppose that if turbulent resistivity is the source of the diffu-
sion across magnetic field lines (Shu et al. 2007), then the frac-
tional size of the X-region in units of RX is given by the ratio of
sound speed at the surface of the diskwhere theX-wind is launched
to the local Keplerian speed at RX . For the inner disk of a classical
T Tauri star, the thermal sound speed is a  5 km s1, while the
Keplerian speed at RX is vK  100 km s1 (Najita et al. 2007);
thus, the ratio  is a small number0.05. In an asymptotic analysis
where  is taken to!0, theX-wind tied to the trapped field lines in
theX-regionwould emerge fromvirtually a single point in theme-
ridional plane with a fanlike geometry. Seen by an observer ro-
tating at the Keplerian angular frequency of RX , gas flows along
streamlines that coincide with field lines if field freezing is as-
sumed, and both patterns of streamlines and field lines remain
stationary in the corotating frame.
Viewed in this fashion, the overall problem can be broken into
smaller pieces and tackled separately. Using a formulation with a
precedent in the work of Lovelace et al. (1986), Shu et al. (1988,
Fig. 1.—Funnel flow (red curves), X-wind streamlines (blue curves), and field
lines dead to magnetocentrifugal fling (black curves) according to Ostriker & Shu
(1995) and Shang et al. (1998). The magnetic field near the origin (center of YSO)
is modeled as a magnetic dipole, and all of the field lines contained in the X-wind
have their counterparts (with reversed directions) in opened stellar field lines that
lie inside a hollow cone dead to flow surrounding the z-axis. Exact pressure balance
across the sheet current that divides the X-wind and dead field lines holds near and
far from the Y-point at $  1:3, z  0:7, but this balance is only approximate at
intermediate distances, which accounts for why the tilted upside-down Y of the
separatrix does not have the equal angles of 120 that would characterize an exact
Y-configuration appropriate for coronal conditions. In fact, the field lines in red
and black are computed as if they were vacuummagnetic fields; only the portion
depicted in blue is attacked via the solution of the GSE or its variational-principle
analog discussed in the present paper. The neutral line separating the black and
blue field lines is replaced by a separatrix of prescribed locus satisfying the ap-
proximate pressure balance as described above (see x 4). The implied poloidal
and toroidal current flows are discussed in Ostriker & Shu (1995) and Shu et al.
(1995); in particular, there is no current flow along the z-axis which is taken to be
a region of vacuum longitudinal field.
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1994b) wrote down the mathematical equations that describe a
steady state axisymmetric flow in the corotating frame (Grad &
Rubin 1958; Shafranov 1966). By the method of matched asymp-
totic expansions, Shu et al. demonstrated the existence of an inner
solution in theX-regionwhere theflowmakes a sonic transition and
an outer solution where the sound speed is formally taken to zero
and theX-region shrinks down to a point. Najita&Shu (1994) com-
puted numerically the portion of the X-wind in which the fluid
velocity is sub-Alfve´nic and the governing equation is elliptic.
Ostriker & Shu (1995) solved the problem of the funnel flow and
the field configuration in the dead zone (in which the field lines
do not depart sufficiently from disk normal to load any matter) in
an approximation that treated the accretion flow onto the star as
highly sub-Alfve´nic. Shu et al. (1995) constructed asymptotic
solutions that describe the logarithmically slow, far-wind colli-
mation into jets. The free boundaries between various parts of
the problem (funnel flow, dead zone, and X-wind) were deter-
mined by pressure balance on either side.
In this paper we wish to address the X-wind part of the overall
problem. In order for the X-wind to accelerate from rest to super-
sonic speeds, it must smoothly pass three surfaces on which the
flow velocity is equal to the slow MHD, Alfve´n, and fast MHD
velocity, respectively (Heinemann & Olbert1978; Sakurai1985).
These critical surfaces manifest themselves as singularities in the
governing equation (seeWeber&Davis1967) and thus need to be
handled analytically. In an axisymmetric problem, if the shapes of
the streamlines are known in the meridional plane, the conserved
quantities of the problem (mass-to-flux loading, angular mo-
mentum flux including that carried in the Maxwell stress, and
Bernoulli’s integral along a streamline) suffice to give a completely
analytic solution, including the locations and conditions required to
cross the critical surfaces smoothly. Unfortunately, the stream-
line distribution in the meridional plane is not known a priori but
must be obtained, in principle, from a solution of the GSE. The
spatial location of the critical surfaces are part of the overall
solution of the GSE; indeed, they characterize the regions where
this partial differential equation (PDE) is elliptic or hyperbolic.
The mixed character of the GSE makes a direct numerical attack
extremely difficult when self-similarity does not apply, perhaps
the hardest problem in themathematical theory of nonlinear PDEs
of second order (see Garabedian 1986). The current work side-
steps the mathematical solution of the GSE as a nonlinear PDE of
second order and approaches it instead as a much more amenable
problem in variational calculus.
The rest of this paper is organized as follows. In x 2 we review
the basic formulation in terms of a stream function and anAlfve´n
discriminant that yields the PDEs—the so-called Grad-Shafranov
and Bernoulli equations—that govern a steady, axisymmetric,
X-wind flow. In x 3 we write down an action whose variations
with respect to the stream function  ($; z) and the Alfve´n dis-
criminantA($; z) yield, respectively, the GSE and the Bernoulli
equation (BE) when the action reaches an extremum. We also
perform a transformation where we replace the vertical coordi-
nate z in cylindrical coordinates ($;’; z) by  . In x 4 we show
how to incorporate boundary conditions into the problem, as well
as how to take advantage of the fact that analytic forms are known
for the solutions in the near-neighborhood of the X-point and in
the asymptotic regime far from the X-point (Shu et al. 1994b,
1995). In x 5we outline a practical implementation of the principle
of extremal action, making use of only variations of  —or, more
precisely, of z($; ) in our actual working space—as the substi-
tute to attacking the GSE, while we solve BE directly for reasons
that are expounded on in this section. In x 6 we present numerical
results for three specific cases of mass loading onto wind flux
tubes, finding good agreement with previous approximate sol-
utions obtained by Shang (1998) that have been used formany dif-
ferent astrophysical applications (e.g., Shang et al. 1998, 2002,
2004). In x 7 we summarize the recipes needed to convert the nu-
merical solutions of x 6 into practical dimensional models. We then
offer our conclusions and suggestions for needed future research.
2. BASIC EQUATIONS
From the fundamental parameters of the problem, we may
construct units of length, time, and density as RX , 
1
X , and
M˙w/4R
3
XX , respectively. By assuming axisymmetry and statio-
narity in a frame that is rotating with angular velocity X , we may
write down the dimensionless governing equations in the above
units,
: = (u) ¼ 0; ð2aÞ
:
1
2
uj j2
 
þ (2ez þ: < u) < u
¼  

::VeA þ 1

(: < B) < B; ð2bÞ
B < u ¼ 0; ð2cÞ
: = B ¼ 0; ð2dÞ
where   a/RXX is the sound speed measured in units of
Keplerian velocity at the X-point and is assumed to be a small
parameter of the problem. The effective potential in the corotating
frame is defined as
VeA ¼  1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
$2 þ z2p 
1
2
$2 þ 3
2
: ð3Þ
Here we have added a constant term to the effective potential so
that its numerical value is zero at the X-point.
2.1. Constants of Motion
The continuity equation (2a) is satisfied identically if we de-
fine the poloidal velocity through a stream function (Shu et al.
1988, 1994a),
u$  1
$
@ 
@z
; uz   1
$
@ 
@$
: ð4Þ
For steady state axisymmetric flow in the corotation frame, the
field freezing condition from equation (2c) demands that the mag-
netic field and the velocity are related by (see, e.g., Mestel 1968)
B ¼ u: ð5Þ
With this identification, the continuity equation (2a) and the
absence of magnetic monopoles (eq. [2d]) imply u = : ¼ 0. In
terms of the stream function, this means  is constant along each
streamline, or  ¼  ( ).
The Euler equation describes momentum and energy balance
in three spatial dimensions. If we take the component along the
fluid velocity by taking the inner product of equation (2b) with
u, we obtain the BE along streamlines
u = :H ¼ 0; where H  1
2
uj j2þ2 ln þ VeA: ð6Þ
In other words, H ¼ H( ), and the energy per unit mass of an
isothermal gas, including its specific enthalpy, is conserved along
a streamline in the corotating frame where the flow occurs parallel
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to B. Similarly, if we take the toroidal component of the Euler
equation (2b), we obtain a third conserved quantity along stream-
lines, the angular momentum of the gas allowing for that part
carried away by the Maxwell torque of the field,
J  $2 þ$(1  2)u’ ¼ J ( ): ð7Þ
As we see below, the determination of the conserved quantities,
H( ) and J ( ), is achieved by demanding that the X-wind crosses
the slow MHD and fast MHD surfaces smoothly. The loading of
mass onto flux, which is governed by  ( ), is freely specifiable
within certain limits to be detailed below.
The last component of the Euler equation describesmomentum
balance in the direction perpendicular to the poloidal field lines. It
is the famous GSE (Heinemann & Olbert 1978; Sakurai 1985),
: = (A: )þ 1A
J
$2
 1
 
J 0
$2
þ 
20 VeA þ 2 ln 2h=  2 $2Að Þ½ 
 
( 2 $2A)2 
2h0=h
 2 $2A ¼ 0;
ð8Þ
where we have rescaled Bernoulli’s function as
H  2 ln (2h); ð9Þ
so that h remains an order unity quantity in our calculation. Here
A is the Alfve´n discriminant defined by
A  M
2
A  1
$2
; ð10Þ
where
M 2A 
u2
B2
¼ 1
 2
ð11Þ
is the Alfve´n Mach number. Hence,A is positive when the total
velocity is less than the Alfve´n speed and negative when the total
velocity is larger than the Alfve´n speed. From the form of the
GSE (8), we see that the conserved angular momentum flux J is
not freely specifiable. It is determined by the condition of smooth
Alfve´n transition. In order for the solution to remain continuous
and differentiable, one must impose
J ¼ $2 whenever A ¼ 0: ð12Þ
The elimination of  in the equations in favor of A is based on
numerical considerations, since  will in general vary by many
orders of magnitude, whileA only varies moderately. As we ar-
gued in x 1, the sound speed  is likely to be small. In terms of
these variables, the BE takes the form
: j j2þ 1A2
J
$2
 1
 2
þ 2$
2 VeA þ 2 ln 2h=  2 $2Að Þ½ 
 
( 2 $2A)2 ¼ 0: ð13Þ
2.2. The Cold Limit
WithA implicitly defined in the BE (13), the GSE is a PDE of
mixed type, which demands different numerical methods in dif-
ferent regions (see Heinemann & Olbert1978 and the Appendix).
There are three relevant signal speeds (whichwe term sonic, slow,
and fast in the Appendix) involved in an MHD flow (see Jackson
1975; Shu 1992). The loci where the poloidal fluid speed equals
those signal speeds separate the flow into four regions. As the
poloidal velocity exceeds the sonic speed, the governing GSE
changes from elliptic to hyperbolic. A wise strategy might start
with the search of appropriate boundary conditions in the disk
where u2p ¼ 0 and at the sonic surface (whose location is still
undetermined), followed by a standard scheme (e.g., relaxation) to
obtain the interior solution. Beyond the sonic surface, theGSE be-
comes hyperbolic. The boundary condition on the sonic surface
now serves as the initial condition, which we use to integrate for-
ward along characteristics toward the slow surface. We then fol-
low similar procedures to obtain solutions from the slow surface to
the fast surface, and beyond.
A significant simplification can be achieved when the sound
speed is negligible, as in the outer problem of the X-wind (see x 4
of Shu et al. 1994b). The governing equations are treated as a
power series expansion in . The leading term in the GSE (8) and
the BE (13) are
: = (A: )þ 1A
J
$2
1
 
J 0
$2
þ 
20VeA
( 2 $2A)2 ¼ 0; ð14aÞ
: j j2þ 1A2
J
$2
 1
 2
þ 2$
2VeA
( 2 $2A)2 ¼ 0: ð14bÞ
Note that the lowest order term inH vanishes independent of the
form of h. In this limit, both the sonic speed and the slow speed
reduce to zero, and the first elliptic and hyperbolic parts of the
flow shrink down to theX-point.We are thus spared the vicissitudes
of this portion of the problem. Once the fluid leaves the X-region
(with poloidal velocity greater than the slow speed), it proceeds to
the fast surface, where the governing equation becomes hyperbolic.
Najita & Shu (1994) solved the GSE in the sub-Alfve´nic re-
gion. By introducing a generalized coordinate system, they were
able to map the location of the Alfve´n surface to a known location
and determine the functional form of  ( ) based on the position
and shape of the Alfve´n surface. Their numerical scheme to find
 ( ) by iteration encountered a systematic ‘‘drift problem,’’ how-
ever, and an artificial ‘‘Alfve´n seam’’ was invented to cope with
this difficulty.
In a later treatment by Shang (1998),  ( ) was specified in
advance, limited in its functional form by considerations of how
the gas exits the X-region, an analysis that we repeat in x 4.2 (see
also x 5). The GSEwas not solved as a PDE, but rather as an error
estimator in a Weber-Davis type of analysis, where  as a trial
function of spatial location is obtained by interpolating between
the known analytic forms in the X-point neighborhood (see x 4.1)
and at asymptotic infinity (see x 4.3). The interpolation formula
has a number of degrees of freedom, which are adjusted to give
‘‘least error’’ in some sense when the trial solution for  is sub-
stituted back into the GSE. The rest of the problem, including the
constraints of the conserved quantities and smooth passage
through the Alfve´n and fast surfaces, are performed exactly. She
verified the result derived by Goldreich & Julian (1970) that pas-
sage through the Alfve´n surface is automatic in such a scheme if
one has guaranteed it through the fast surface. In fact, x 5.2 dem-
onstrates the falsity of the frequent claim made otherwise in the
literature that J ( ) is set at the Alfve´n surface; the claim holds only
if one already has a solution such that the wind passes smoothly
through the fast surface.
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3. VARIATIONAL PRINCIPLE
Based on the above arguments, the X-wind is a fierce mathe-
matical beast, and a direct numerical attack is unlikely to subdue it
fully. To construct a global solution of the X-wind that accelerates
elements of plasma from the disk to supermagnetosonic speeds,
we must resort to a different approach. Consider the following ac-
tion written down by inspection,4
S ¼
Z (
1
2
Aj: j2  1
2A
J
$2
 1
 2
þ VeA þ 
2 ln 2h=  2 $2Að Þ½   2
 2 $2A
)
d 3x; ð15Þ
It is straightforward to demonstrate that variation against  yields
the GSE (8), while variation againstA gives the BE (13). The chal-
lenges of constructing solutions to a nonlinear PDE of mixed type
is now transformed to tuning trial functions of  andA until a local
extremum of the action from equation (15) is reached.
To formulate a scheme that is easy to implement numerically,
we consider a change of independent variables from the usual
cylindrical coordinates
($; z; ’)! ($; ; ’):
For a given value of  , the functional form of z($) determines the
shape of the given streamline, andA($) offers information on the
velocity distribution along that streamline. Written in these new
coordinates and taking the cold limit as ! 0, the action reads
S ¼ 2
Z Z (
1
2
A @z
@ 
 1
1þ @z
@$
 2" #
 1
2A
@z
@ 
J
$2
1
 2
þ @z
@ 
VeA
 2 $2A
)
$ d d$: ð16Þ
Since A only enters the action as a constraint rather than a dy-
namic variable (i.e., its derivative is absent in the action), vari-
ation with respectA yields the BE as before, but nowwritten in a
different set of coordinates,
@z
@ 
 2
1þ @z
@$
 2" #
þ 1A2
J
$2
 1
 2
þ 2$
2VeA
( 2 $2A)2 ¼ 0: ð17Þ
Variation with respect to z gives
Sz ¼ 2
Z Z (
 1
2
A @z
@ 
 2@z
@ 
1þ @z
@$
 2" #
þA @z
@ 
 1 @z
@$
 
@z
@$
 1
2A
@z
@ 
J
$2
 1
 2
þ @z
@ 
VeA
 2 $2A þ
@z
@ 
VeA;z
 2 $2A z
)
$ d d$:
Integrating by parts, we have
Sz ¼ 2
Z (
 1
2
A @z
@ 
 2
1þ @z
@$
 2" #
 1
2A

J
$2
1
2
þ VeA
 2 $2A
)
$z

 ¼1
 ¼0
d$þ 2
Z
A @z
@ 
 1 @z
@$
 
z$

$¼1
$¼1
d þ 2
Z Z
@
@ 
(
1
2
A @z
@ 
 2
1þ @z
@$
 2" #
þ 1
2A
J
$2
 1
 2
 VeA
 2 $2A
)
$z d d$þ 2
;
Z Z (
@z
@ 
$VeA;z
 2 $2A 
@
@$
A @z
@ 
 1 @z
@$
 
$
" #)
z d d$:
Since we specify the boundary condition z ¼ 0 on  ¼ 0 and
z ¼ Z($) on ¼ 1, where Z($) is a known function, we see that
z vanishes on these two boundaries. As we see below (see Shu
et al. 1994b, 1995), the solution near the X-point and asymptoti-
cally can be constructed analytically. Thus, z also vanishes when
$ ¼ 1 and $!1 in our variational scheme, and both surface
terms vanish in the above expression. In order for the action to be
stationary against any choice of z, the solution must satisfy the
Euler Lagrange equation,
S
z
¼ @
@ 
(
1
2
A @z
@ 
 2
1þ @z
@$
 2" #
þ 1
2A
J
$2
 1
 2
 VeA
 2 $2A
)
$þ @z
@ 
;
$
 2$2A
@VeA
@z
 @
@$
A @z
@ 
 1 @z
@$
 
$
" #
¼ 0: ð18Þ
Dividing both sides by $, we can simplify the Euler-Lagrange
equation (18) to obtain
 1
2
@A
@ 
(
@z
@ 
 2
1þ @z
@$
 2" #
þ 1A2
J
$2
 1
 2
þ 2$
2VeA
( 2 $2A)2
)
þ 1A
J
$2
 1
 
J 0
$2
þ 
20VeA
( 2 $2A)2
 1
$
@z
@ 
 1 @
@$
A @z
@$
 
$
 
þ @z
@ 
 1
;
@
@ 
A @z
@ 
 1
1þ @z
@$
 2" #( )
¼ 0: ð19Þ
We notice that the coefficient of @A/@ is simply the BE, which
vanishes at a local extremum of the action. Onemay easily check
that the other terms yield the conventional GSE, but written in
our new coordinates.
4. BOUNDARY CONDITIONS
4.1. X-Point
With the new coordinates, the computational domain is bounded
by 2½0; 1 and$2½1;1). TheX-point in these coordinates is a
4 In their pioneering development of magnetized stellar winds in a Grad-
Shafranov formalism, Heinemann & Olbert (1978) noted in passing that the re-
sultant equations could be derived from a principle of least action, which differs in
detailed form from that used in this paper, but is in the same spirit. However, they,
and subsequent workers who have made similar observations, did not exploit the
principle to obtain actual wind solutions.
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singularity given by $ ¼ 1 for all values of  . Fortunately, we
have analytic solutions there. From this point onward, we work
with a scaled Alfve´n discriminant
  A
 2
: ð20Þ
This function has the advantage of remaining finite even when 
diverges. For a given functional form of  (which tells us how
matter is loaded onto the field lines), the Alfve´n discriminant has
the series expansion in $ 1,
X ¼ 1þ 1( )($ 1)þ 2( )($ 1)2 þ : : : ; ð21Þ
where a subscript X reminds us that this series solution is valid
near the X-point. In order to match asymptotically onto the outer
limit of the inner problem (Shu et al. 1994b), the density  
2(1$2)1 must diverge as ($ 1)2 near theX-point. This
requirement translates to 1 ¼ 2 for all values of  . Similarly,
for the coordinate z (now a dependent variable), we expand it as
zX ¼ z1( )($ 1)þ z2( )($ 1)2 þ : : : : ð22Þ
Note that the Jacobian near the X-point is
ﬃﬃ
g
p ¼ z01($ 1); as $! 1;
which is expected since the entire line of  2½0; 1 is mapped
into a single point, and the Jacobian must vanish in this situation.
Substituting the series expansion into the GSE (19) in the trans-
formed coordinates, the lowest order is ($ 1)2;
@
@ 

z01
1þ z21
	 
  ¼ 0;
which has the solution
z1 ¼ tan #; # ¼ 1
K
Z  
0
 d : ð23Þ
If we assume that the upper boundary of the X-wind ( ¼ 1)
near the X-point forms an angle of 	X with the x-axis, we have
tan 	X  z
$ 1

!1
¼ z1( ¼ 1) ¼ tan 1
K
Z 1
0
 d :
Thus, the integration constant is given by
K ¼ ¯
	X
; ¯ ¼
Z 1
0
 d : ð24Þ
Substituting back into the BE allows us to solve for 2,
2 ¼ 3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 cos2# 1
p
K cos2#
: ð25Þ
For better numerical accuracy, we carry out the computation to
next order. The next term in the series expansion of the GSE is
O(($ 1)1),
@ 2Q
@#2
þ Q ¼ sin #;
where Q ¼ z2 cos3#. Given the boundary condition z ¼ 0 at
 ¼ 0 for all values of , the above equation may be solved to
give
z2 ¼ 1
2
sec2# q tan # #ð Þ: ð26Þ
The integration constant q can be determined by expanding the
upper boundary near the X-point. Substituting into the BE, we
can determine the last term without the knowledge of J as
3 ¼ cos
2# 2þ tan #(q tan # #)
2K cos2#
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 cos2# 1
p
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 cos2# 1
p
(4 q sec2#)
2K cos2#
 4: ð27Þ
4.2. Specifying Mass Loading and Difficulties
with the Boundary Layer
Since the X-wind is driven magnetocentrifugally, one would
naively expect that it is bounded away from the polar axis (at
least in the immediate vicinity of theX-point) by some curvewhich
intersects the disk. In the outer limit of the inner problem (see
eq. [3.10d] of Shu et al. 1994b), the gas pressure p ¼ 2 takes
the form
p! ¯
#x 0ð Þ
" #

2(4 cos2# 1)1=2; as 
!1;
where tan # ¼ z/($ 1). As #x ! /3 (which is the critical an-
gle for the last matter-carrying streamline), the pressure diverges
unless
 / (4 cos2# 1)1=2; as  ! 1:
Substitute this functional form into the lowest order equation (23),
finite magnetic field and pressure on the last streamline demands
 / (1  )1=3; as  ! 1: ð28Þ
The divergence of  should not come as a surprise. Recall
that the last streamline is defined to be the boundary between the
X-wind and the dead zone. To ensure analyticity across this
boundary, we must have ! 0 as  ! 1. Now since neither the
magnetic field nor the velocity become singular, we must take
 !1 on that last streamline, so that the product  22 ¼ B2/u2
remains finite. With this limit in place, we see that the rescaled
Alfve´n discriminant
 ¼ 1 1=
2
$2
! 1
$2
remains positive for all points along the last streamline. In other
words, the flow on the last streamline is always sub-Alfve´nic,
since the Alfve´n speed is infinite there. This behavior of the last
streamline requires a double limiting procedure if we were to
accurately construct the asymptotic solution on that interface.
We speculate that this difficulty is an indication that the last stream-
line needs to be treated as a boundary layer. This speculation is
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reinforced by the fact that the last X-wind streamline is the outer
bounding surface to a sheet of axisymmetric current defined by
opened stellar field lines that reverse poloidal directions as the
current sheet is crossed and we find ourselves in the dead zone of
the overall X-wind/funnel-flow configuration (see Fig. 1). Until
we actually construct such a boundary layer/current sheet theory,
we adopt a simple modification to deal with the problem; we
truncate the formal wind solution at some  1 < 1, below which
J and  remain finite.We then add the part between 1 and 1 to the
dead zone fields of the problem, i.e., treat the last few streamlines
as opened vacuum fields and impose the pressure balance con-
dition at  1.
4.3. Asymptotic Solution
The asymptotic solution at large distances from the X-point
was constructed by Shu et al. (1995). In particular, for a wind
reaching more or less constant terminal velocity, its density
scales roughly as  / $2, and the Alfve´n discriminant !
1/ 2$2 is a slowly varying function of r. By ignoring all
radial derivatives compared to angular derivatives, the GSE and
the BE admit solutions of the form
 ¼ 1=C; sin 	 ¼ sech C1I(C;  ) ;
I(C;  ) ¼
Z  
0
 d ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 J  3 2Cp ; ð29Þ
where 	 is the usual polar angle in spherical coordinates and C is
a ‘‘constant of integration’’ that varies slowly in r. In an inertial
frame, the wind reaches a terminal velocity given by
vw ¼ (2J  3 2C)1=2: ð30Þ
To determine the constant C, we impose pressure balance be-
tween the X-wind and the dead zone. Since the dead zone field
lines carry no inertia, they do not develop a toroidal component,
and the poloidal field satisfies the vacuum equation (Ostriker &
Shu1995). Asymptotically, we do not expect the field lines to pinch
toward the rotational axis, since the hoop stress is vanishingly small
(Shu et al. 1995). For simplicity, we assume the boundary layer
deviates only slightly from a cylindrical surface at the asymptotic
infinity (an assumption which is checked a posteriori for con-
sistency). For any given (large) value of r, we can approximate
the boundary locally by$ ¼ const. Then a particular solution is
B ¼ Bhczˆ. For the hollow-cone region to trap the same amount of
net flux as the wind part and have a cross-sectional area of $2hc,
we have
Bhc ¼ 2hc¯
$2hc
;
where hc is a number ranging from 1 to 3 depending on the frac-
tion of closed field lines in the dead zone (compare Fig. 1 of this
paper with Fig. 1 of Shu et al. 2001). The maximal case hc ¼ 3
has 3 times as many field lines as the minimal case hc ¼ 1, but
the extra field lines cancel in oppositely directed pairs and con-
tribute no net flux. The overall solution does not depend sensi-
tively on the number hc, and we take hc henceforth to be unity
as illustrated in Figure 1 of the current paper.
In contrast, the wind region is dominated by the toroidal field
Bw;’ ¼ u’ ¼  J $
2
$3
!  C
$
:
The poloidal field Bw;p ¼ vw / 1/$2 is much weaker in this
limit. By equating the magnetic pressures on both sides of the
boundary, B2hc ¼ B2w;’, we obtain
C ¼ 2¯
$hc
¼ 2¯
r
cosh ½C1I(C; 1); ð31Þ
which implicitly defines C(r). Since I only depends very weakly
onC, this expression shows thatC ! 0 logarithmically as r !1.
Note that this limiting behavior of C ensures that $hc deviates
from a constant only logarithmically slowly, which validates our
assumption on the geometry of the boundary layer. Written in
our coordinates, the asymptotic geometry of each streamline is
given by
z ¼ $ sinh ½C1I (C;  ): ð32Þ
In other words, each streamline is approximately radial, with a
logarithmic collimation toward the axis.
With ! C/$2 and vw ! const, the poloidal and toroidal
Alfve´n speeds are given by
v2A;p ¼ B2p=! Cv2w=$ 2; v2A;’ ¼ B2’=! C: ð33Þ
Thus, the Alfve´n speed is dominated by the toroidal component,
which decreases logarithmically. This means that the (poloidal)
terminal velocity is superfast in the asymptotic regime, and the
wind has to make a fast mode transition along each streamline.
The above analysis simply reiterates the claims made in the Ap-
pendix that the asymptotic behavior of the flow is governed by a
hyperbolic differential equation.
5. GLOBAL SOLUTIONS
As a particular example, let us suppose that diffusive mass
loading onto field lines in the X-region produces a -function
which has the form
 ¼ 2
3
¯(1  )1=3: ð34Þ
It is easy to verify that
R 1
0
 d ¼ ¯. To be definite, let us also as-
sume that the upper boundary of theX-wind near theX-point forms
themaximumangle#X ¼ /3 with the equatorial plane in order for
magnetocentrifugal acceleration to operate. The O(($ 1)2)
solution from equation (23) takes the form
z1 ¼ tan # ¼ tan 
3
1 1  ð Þ2=3
h i
: ð35Þ
In fact, we have chosen a very special value for the opening an-
gle. Recall that the formal boundary between the X-wind and the
dead zone is characterized by vanishing  with finite magnetic
field. That results in  !1 and  ¼ $2. If #X were smaller
than /3, one may check that the boundary condition  ¼ $2
agrees with the series solution of x 4.1 to the second order for all
values of q. This integration constant is computed by expanding
the shape of the last streamline near the X-point. However, when
#X ¼ /3, the series solution agrees with the boundary condition
only if the quantity q in equation (26) satisfies
q ¼ 1
3
7
4
þ ﬃﬃﬃ
3
p
 
:
If #X > /3, the solution becomes discontinuous. This behavior
is consistent with our physical intuition. When the flow is cold,
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the upper boundary of theX-wind is imposed by pressure balance.
As one eases up the external pressure, #X increases. However,
even when the external pressure drops to zero, the matter-carrying
streamlines are confined to #  /3, since it is the boundary
where centrifugal effects can overcome gravity. At least near the
X-point, there is no freedom to choose the shape of the last
streamline. Any excursion across this boundary requires addi-
tional pressure support from the X-wind, which calls for a warm
rather than cold outflow.
In the particular example we are studying here, the second-
order coefficient for z becomes
z2 ¼ 1
2
sec2#
7
12
þ 
3
ﬃﬃﬃ
3
p
 
tan # #
 
: ð36Þ
For numerical tractability, we place the boundary layer at  ¼
0:99. Given the choice of mass loading in equation (34), the
-function is not much larger than unity there.
5.1. Fixing the Free Function J ( )
The BE (14b) is actually a quartic algebraic equation for the
Alfve´n discriminant once the shape of the streamlines are known.
The Alfve´n surface here is not a real singularity of the equation; it
simply ensures that  ¼ 0 is a solution when J ¼ $2. In other
words, smooth crossing of the Alfve´n surface does not uniquely
determine the value of J. To see this, let us define
L ¼ $u’ ¼  1
 2
J
$2
 1
 
:
It is always negative and asymptotes to zero for the wind, since
themagnetic field lines form a trailing spiral. The BE can bewritten
as
: j j2þL2
 
 2Lþ J $2	 
2þ2$2VeAL2 ¼ 0: ð37Þ
As long as J is larger than some critical value, there are always
real and finite solutions to this equation, which means the Alfve´n
surface is automatically crossed. On the other hand, the fast point
is a real critical point for the BE. A smooth fast mode transition
demands the BE to have a double root at the critical point (see
Fig. 2). Thatmeans not only does the left-hand side of equation (37)
need to vanish, its derivative with respect to Lmust vanish as well.
After some algebra, these requirements can be written as
L ¼ : j j2=3(J $2)1=32=3: ð38Þ
This expression is simply a statement that at the fast point, the
poloidal fluid velocity is equal to the magnetosonic speed, which
for  ¼ 0 is equal to the total Alfve´n speed. Note that both equa-
tions (37) and (38) are automatically satisfiedbyL ¼ (J $2) ¼ 0.
This solution, however, is unphysical since it has a discontinuity
on theAlfve´n surfacewhen ¼ 0. Substituting equation (38) back
in to the BE (37), we have
: j j2=3 4=3 þ J $2	 
2=3h i3þ2$2VeA ¼ 0: ð39Þ
For a given value of J, the solutions to this equation give the lo-
cations where the BE has degenerate roots. If J < Jc, equation (39)
has no roots in the super-Alfve´n region ($2 > J ). If J > Jc, then
equation (39) has two roots in the super-Alfve´n part of the flow.The
desired solution is obtained when J ¼ Jc, and there is only one
double root occurring at the fast mode transition point (see Fig. 2).
5.2. Interpolation Schemes and Numerical Strategy
Our strategy is then to find interpolations between the X-point
solution in x 4.1 and the asymptotic solution of x 4.3 so that the
action from equation (16) is extremized. Since the action in-
volves an integral extending to r !1 and the streamlines are
approximately radial, in general the action integral is infinite. In
the X-wind problem, however, the assumption of stationarity is
an approximation that must fail physically at very large distances
from the X-point. If the flow extends all the way to spatial in-
finity, then steady state cannot be established in finite time. To
make the practical aspect of this problem manageable, we opt to
truncate the action integral at some finite spatial surface and
assume that the solution is identical to the asymptotic solution
beyond that point. Then the interpolation requires the interme-
diate solution to join smoothly onto the asymptotic solution at
the boundary. Since the parameterC that appears in the asymptotic
solution is purely a function of r, it is natural to choose the bound-
ary surface at r ¼ r0 <1. Thus, along a given streamline labeled
by  , the action involves an integral over the range $2½1;$1,
where
$1 ¼ 2¯
C
cosh C1I(C; 1)½ 
cosh C1I(C;  )½  : ð40Þ
Here I is the integral defined in equation (29), and the asymptotic
value of z is given by
z1($; ) ¼ $1 sinh C1I(C;  )
 
: ð41Þ
Since the asymptotic behavior of the streamlines are predom-
inantly radial with a logarithmic collimation toward the pole, we
may approximate them by linear functions. There is a large class
of basis functions in which z( ;$) can be expanded. To avoid
unphysical oscillations introduced by higher order polynomial in-
terpolations, we approximate z by a cubic spline such that the
second derivative z$$ is a continuous piecewise linear function,
z$$¼ fi þ ($$i) fiþ1 fi
$iþ1 $i ; for $i  $ < $iþ1; ð42Þ
Fig. 2.—Determination of the critical value of J that allows a fast mode transition.
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where i ¼ 0; : : : ;N  1, with $0 ¼ 1 and $N ¼ $1. The
boundary conditions on z$$ read
f0 ¼ 2z2; fN ¼ 0: ð43Þ
Direct integration yields (Press et al. 1992)
z ¼ ayi þ byiþ1 þ cfi þ dfiþ1; ð44Þ
z$ ¼ yiþ1  yi
$iþ1 $i 
3a2  1
6
($iþ1 $i) fi
þ 3b
2  1
6
($iþ1 $i) fiþ1; ð45Þ
where
a  $iþ1 $
$iþ1 $i ; b  1 a ¼
$$i
$iþ1 $i ;
c  1
6
(a3  a)($iþ1 $i)2; d  1
6
(b3  b)($iþ1 $i)2;
and yi  z($i) for that particular streamline. The yi are deter-
mined by demanding z$ is continuous throughout the domain.
Explicitly,
$i $i1
6
fi1 þ $iþ1 $i1
3
fi þ $iþ1 $i
6
fiþ1
¼ yiþ1  yi
$iþ1 $i 
yi  yi1
$i $i1 ; ð46Þ
which is a set of N  2 linear equations for the Nyi. The bound-
ary conditions y0 ¼ 0 and yN ¼ z1 close the equations and allow
for a unique determination of yi once fi are given. Since we have
information on the slope of the solution on both boundaries, they
impose two further constraints
z1 ¼ y1  y0
$1 $0 
1
3
($1 $0) f0  1
6
($1 $0) f1; ð47Þ
z1;$ ¼ yN  yN1
$N $N1 þ
1
6
($N $N1) fN1
þ 1
3
($N $N1) fN : ð48Þ
To demonstrate the principles, we chooseN ¼ 3, so that all the fi
are constrained. For a given set of$i, the equations (46), (47), and
(48) form a set of four linear equations, which can be solved by
standard means. We also define $2 by
$2 $1
$1  1 ¼
$1 $2
$2 $1 ; ð49Þ
i.e., we demand that the interval between interpolation points in-
creases exponentially. Thus, the shape of each streamline is pa-
rameterized by a single variable, $1.
The action integral and the asymptotic solution can be treated
as solutions to a set of simultaneous ‘‘ordinary’’ differential
equations
dS
d 
¼
Z $1( )
1
L$ d$;
dI
d 
¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2J ( ) 3 2C ( )p ; ð50Þ
subject to the boundary conditions
S(0) ¼ 0; I(0) ¼ 0:
Here L represents the Lagrangian appearing in the action from
equation (16). For each value of  , to compute the right-hand side
of equation (50), one needs the values of $1( ), I( ), and I( 1),
where  1 ¼ 0:99 is the label of the boundary layer discussed in
x 4.2. Ideally, onewould like to specify the shape of the last stream-
line by fixing the values of $1( 1) and I( 1) as boundary con-
ditions and varying the function$1( ) in a constrained manner to
achieve a local extremum of the action. In practice, we find it more
convenient to implement a schemewhere only$1( 1) is given and
I ( 1) is determined as an eigenvalue. This approach allows more
freedom in the parameter search for the desired$1( ). With each
streamline fully parameterized, one can proceed to determine the
necessary value of J ( ) that allows a smooth fast mode transi-
tion according to the procedure outlined in x 5.1.
Once J ( ) and I( ) are both known, we can easily solve the
BE (14b) as an algebraic equation along each streamline forL using
standard techniques such as Laguerre’s method (see Press et al.
1992). In particular, note that we do not actually use the extremal
property of the action principle with respect to A to attack the
BE, but effect direct solutions of it instead. Increased numerical
accuracy constitutes only one reason for a mixed procedure, where
we do find the extremal action through variations of  , or equiv-
alently, through variations of z($; ), as a substitute for solving the
GSE. There is a yetmore practical reason. It turns out the the correct
solution sits on a saddle, where the extremal action is minimized by
variations of  but maximized by variations of A. This com-
bination makes a numerical search for the extremal action ex-
tremely difficult to execute in practice, perhaps even impossible,
if the search is carried out in the double-function space of al-
lowable  and A.
One further obstacle to overcome is that the action integral
from equation (16) is logarithmically divergent at the X-point.
Recall that the Jacobian of the coordinate transformation van-
ishes at the X-point, since it maps the entire axis of $ ¼ 1 onto a
single point. A series expansion of the Lagrangian using the series
solution of x 4.1 shows that it diverges as
L ¼ K
2($ 1) : ð51Þ
Fortunately, this term does not enter into the variation scheme,
andwemay safely remove it as a counter term from the Lagrangian,
as is the standard practice in quantum field theory.
Finally, the function $1( ) is modeled by a Hyman filtered
spline (Hyman 1983) interpolating over evenly spaced control
points i2½0;  1. The values of$1 at these control points,$1( i),
are the parameters we can adjust in our variation scheme. We re-
strict the parameter space to that which satisfies the condition that
the streamlines do not cross and that each streamline is monotonic.
We then adopt a genetic algorithm to search for a set of $1( i) that
gives a local extremum of the action from equation (16).
6. NUMERICAL RESULTS
We compute the streamlines for three cases of average mass
loading corresponding to ¯ ¼ 1; 2; 3. In each case, we place the
outer boundary of the computational domain at a constant radius
so that it intersects the last streamline at $1( 1) ¼ 20 (which
yieldsC ¼ 0:1¯). After a multidimensional search, we locate the
desired set of control points that extremize the action. They are
tabulated in Table 1, and the function $1( ) is interpolated be-
tween these points as described in x 5.
For each converged solution, we can numerically integrate the
asymptotic equation to evaluate I( ). For practical purposes, we
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present here an interpolation formula that is a seventh-degree poly-
nomial in 1, and the coefficients are tabulated in Table 2. Once
I ( ) is known, one may determine the outer boundary of the
computational domain in accordance with the asymptotic con-
dition from equation (29). With the combination of $1( ) and
I ( ), we are able to reconstruct the streamlines with the spline
interpolation scheme, and they are depicted in Figure 3. The
location of the Alfve´n surface determines the value of J as a
function of  , which ultimately allows us to compute the angular
momentum being transported as well as the terminal velocity
along each streamline. For convenience, we also present an inter-
polation formula for J ( ) as a polynomial in , with the co-
efficients tabulated in Table 3.
The solid lines in Figure 3 show the logarithmically spaced
contours of constant density. It is evident that even though the
dotted streamlines become asymptotically radial and only col-
limate logarithmically slowly, the density becomes cylindrically
stratified very quickly, giving the X-wind the illusion of a jetlike
appearance (Shang et al. 1998, 2002).
Detailed comparisons of the results obtained here with those
given by Shang (1998) show some differences, but the main im-
pression is how remarkably well the solutions obtained by the
two very different methods for the same mass-to-flux loading
 ( ) agree with one another. Shang (1998) had a similar expe-
rience in comparing her approximate, but analytic, solutions for
the sub-Alfve´nic region to the exact, but numerical, solutions
obtained by Najita & Shu (1994).
We attribute the fortunate circumstance to the following causes.
If one is somehow given the geometric shape of the streamlines
(or, equivalently, the field lines in the meridional plane), then
the Weber-Davis procedure used by Shang, which includes an
exact solution of BE, would give an exact solution of the two-
dimensional flow problem, provided one takes care to cross each
of the critical points properly. In realistic circumstances, the geo-
metric shape of streamlines in the meridional plane is not given a
priori, but is to be found from the GSE (or, equivalently, from
minimizing the action by variations of the stream function  ).
However, if one has analytic solutions to the GSE (from the work
of Shu et al. 1994b, 1995) near and far from the X-point, then
there are only somanyways that one can adjust the function z($; )
for values of  from 0 to 1 and of $ close to 1 (or dimensionally,
RX ) to$31 (orRX ) that will connect the shape of the streamlines
near the X-point (a fan) smoothly to those appropriate at asymptotic
infinity (radial outflow). The procedures used by Shang (1998)
and those used here tomake such adjustments differ, but the global
solution is relatively insensitive to these details as long as one
correctly gets the conserved quantities: mass-to-flux loading  ( ),
angular momentum distribution J ( ), and Bernoulli’s constant
H( ) ¼ 0.
7. DISCUSSION AND CONCLUSIONS
7.1. Recipe for Use of Results
For the convenience of the reader, we summarize the recipes
needed to convert the results of x 6 into numerical X-wind mod-
els for astronomical and meteoritical applications. Begin with
the equation that describes the dimensionless locus of a stream-
line for given  with numerical value between 0 and 1,
z ¼ z($; ); ð52Þ
where the functional form of z($; ) is computed numerically
by the technique described in x 5.2.
The reconstruction of streamline shapes, i.e., the function z($; ),
is performed over three radial intervalswhose endpoints are$0  1,
$1( ) > 1,$2( ) > $1( ), and$3( )  $1( ) > $2( ) that
give a geometrically increasing separation,
$2 $1
$1  1 ¼
$1 $2
$2 $1 ; ð53Þ
where $1( ) is given by equation (40),
$1 ¼ 2¯
C
cosh C1I(C; 1)½ 
cosh C1I(C;  )½  : ð54Þ
For practical computations, we choose C ¼ 0:1¯ so that $1 ¼
20 on the  ¼ 1 streamline. The asymptotic integral I(C;  ) in
equation (29) can be approximated by a seventh-degree poly-
nomial in 1,
I( ) ¼ I0 þ I11( )þ : : :þ I77( ); ð55Þ
where the coefficients I0, I1, : : : , I7 are given in Table 2 for the
three values of ¯ ¼ 1; 2; 3. The function $1( ) represents the
first nontrivial abscissa of the spline beyond the X-point for each
value of  and is tabulated in Table 1 for  i ¼ 0:0; 0:2; 0:4; 0:6;
0:8; 0:99. For intermediate values, we interpolate$1 by a piece-
wise cubic polynomial,
$1 ¼ h0( i)þ h1( )(   i)þ h2( i)
; (   i)2 þ h3( i)(   i)3 ð56Þ
for i     iþ1. In Table 4 we list the values of hj( i) for each
case of ¯. To get $2( ) for any value of  , one should use
TABLE 1
Values of Control Points $1( i) that Yield
a Local Extremum of the Action
¯ $1(0:0) $1(0:2) $1(0:4) $1(0:6) $1(0:8) $1(1:0)
1.0......... 29.687 29.817 23.281 18.809 8.310 6.000
2.0......... 28.281 29.165 24.644 17.774 11.150 6.000
3.0......... 28.384 28.985 23.990 19.965 10.139 6.000
Note.—The last value $1(1:0) is fixed as a boundary condition.
TABLE 2
Interpolation Formula for Iint( ) ¼
P7
i¼0 Ii
i
¯ I0 I1 I2 I3 I4 I5 I6 I7
1........................................ 0.732 0.446 0.886 0.511 1.781 2.648 1.397 0.263
2........................................ 0.842 0.413 2.504 2.699 11.768 24.849 22.870 7.602
3........................................ 1.164 2.915 30.674 194.996 585.524 998.495 930.236 347.764
Note.—The interpolated function agrees with the numerical values to within 0.5%.
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Fig. 3.—Solutions for ¯ ¼ 1; 2; 3. The dotted curves represent the streamlines labeled by constant  , and the solid curves are isodensity contours separated by
logarithmic intervals. The dashed curves are the location of the Alfve´n surface in each case, and the dash-dotted curves mark the fast surface where the GSE becomes
hyperbolic.
equation (53) after first computing $1( ) and $1( ) at the
desired value of  .
The shape of each streamline given by  ¼ const in the three
radial intervals whose endpoints are $0( ) ¼ 1, $1( ), $2( ),
and$3( ) ¼ $1( ) is then described by a piecewise cubic poly-
nomial, whose form, suppressing the implicit dependence on , is
given by equation (44),
z($) ¼ y1aþ y2bþ ($iþ1 $i)
2
6
f1 a
3  a	 
þ f2 b3  b	 
 ;
ð57Þ
where
a  $iþ1 $
$iþ1 $i ; b 
$$i
$iþ1 $i : ð58Þ
The coefficients y1, y2, f1, and f2 are listed in Table 5 for discrete
values of  ¼ 0:0; 0:2:; 0:4; 0:6; 0:8; 0:99 in the three cases ¯ ¼
1; 2; 3. A Hyman limited spline may be used to compute the
streamlines for other values of  .
The partial derivatives of  with$ or z are now given by the
usual rules of multivariate calculus,
@ 
@$
 
z
¼  (@z=@$) 
(@z=@ )$
;
@ 
@z
 
$
¼ 1
(@z=@ )$
: ð59Þ
Table 3 gives J ( ) as a seventh-order polynomial in  ( ),
J ( ) ¼ J0 þ J1 ( )þ : : :þ J77( ); ð60Þ
where  ( ) is itself given by
 ( ) ¼ 2
3
¯(1  )1=3; ð61Þ
with ¯ ¼ 1; 2; 3 in the three chosen model cases. The coeffi-
cients tabulated in Table 3 give a J ( ) that guarantees that equa-
tion (14b),
: j j2þ 1A2
J
$2
 1
 2
þ 2$
2VeA
( 2 $2A)2 ¼ 0; ð62Þ
has one real root forA in the computational domain when VeA is
given by equation (3),
VeA ¼  1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
$2 þ z2p 
1
2
$2 þ 3
2
: ð63Þ
By solving equation (62) as a fourth-order polynomial, we may
obtain the relevant value for the Alfve´n discriminantA. Then the
density can be computed through equation (10),
 ¼  2 $2A	 
1: ð64Þ
Note that this equation produces  ¼ 2 at the Alfve´nic tran-
sition A ¼ 0.
With the density in place, we may obtain the two components
of dimensionless poloidal velocity from the definition in equa-
tion (4) of  ,
u$  1
$
@ 
@z
; uz   1
$
@ 
@$
: ð65Þ
The toroidal velocity in the corotating frame is given by equa-
tion (7),
u’ ¼ J ( )$
2
$(1  2) : ð66Þ
Note that J ( ) ¼ $2, where  2 ¼ 1 keeps the toroidal velocity
u’ well behaved across the Alfve´n surface, which is not one of
the critical surfaces of the overall problem.
The vector magnetic field may now be obtained from equa-
tion (5),
B ¼ u; ð67Þ
whereas the azimuthal velocity in the inertial frame is given by
v’ ¼ u’ þ$; ð68Þ
with the term $ from the frame rotation being canceled at large
$where u’ ! $ because  vanishes as 1/$2 at large distances
from the rotation axis. Finally, to convert the computed quantities
to their dimensional counterparts, we must multiply velocities,
densities, and magnetic fields by RXX , M˙w/4R
3
XX , and
(X M˙w/RX )
1/2, respectively.
For interpolations or extrapolations in ¯, we recommend com-
putation first of the dimensionless density, velocity, and magnetic
TABLE 3
Interpolation Formula for Jint( ) ¼
P7
i¼0 Ji
i
¯ J0 J1 J2 J3 J4 J5 J6 J7 J¯
1............................... 2.791 17.214 13.640 10.294 22.483 13.656 3.628 0.362 2.638
2............................... 14.944 45.162 43.065 21.660 6.265 1.057 0.0969 0.00373 4.356
3............................... 20.285 40.676 25.088 8.006 1.440 0.148 0.00825 0.000191 6.202
Notes.—The last column gives the value J¯ of J ( ) averaged over  from 0 to 0.99. The interpolated function agrees with the numerical values to within 1%.
TABLE 4
Interpolation Coefficients for $1( )
¯  0.0 0.2 0.4 0.6 0.8
1...... h0 29.687 29.817 23.281 18.809 8.310
h1 17.315 1.950 27.520 37.428 31.809
h2 153.650 333.100 126.938 254.103 103.428
h3 351.625 897.250 505.688 893.830 0.000
2...... h0 28.281 29.165 24.644 17.774 11.150
h1 17.933 9.093 28.478 33.735 30.035
h2 67.563 105.763 61.800 9.272 15.422
h3 0.000 191.000 162.188 61.737 0.000
3...... h0 28.384 28.985 23.990 19.965 10.139
h1 16.995 9.015 22.550 34.628 35.107
h2 79.800 171.725 96.763 215.142 70.117
h3 49.250 459.625 423.188 713.150 0.000
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fields for the three cases ¯ ¼ 1; 2; 3 and then direct interpolations
or extrapolations of those fields. Other techniques starting farther
back in the process run the danger of obtaining complex roots of
A (i.e., complex values of ) from the solution of the quartic equa-
tion (62) because of slight inaccuracies in computing the numerical
coefficients.
7.2. Summary
In this paper we have presented a technique by which sol-
utions to the so-called Grad-Shafranov equation for X-wind flow
can be solved, not by attacking the partial differential equation
(PDE) directly, but by choosing trial functions that minimize an
appropriate action integral. While this method has been applied
before in problems of plasma confinement in the fusion commu-
nity, we believe that the example given here is its first application in
astrophysics for the notorious case when magnetohydrodynamical
flows cross critical surfaces that change the character of the un-
derlying PDE.
Many empirical arguments suggest that funnel flows and
X-winds do underlie the accretion hot spots, jets, and winds of
YSOs, although a dipolar field geometry near the star (see Fig. 1)
may be an oversimplification (Ardila et al. 2002; Unruh et al. 2004;
Johns-Krull 2007). Fortunately, although the fractional areal cov-
erage of hot spots depends on the detailed multipole structure of
the surfaces of actual young stars, the general validity of X-wind
theory depends only on the level of trapped flux in the X-region
and is insensitive to the magnetic geometry on the star as long as
the fields are strong (S. Mohanty & F. H. Shu 2008, in prepa-
ration). The trapped flux in the X-wind models of this paper is
computed as
2¯
GMM˙w
X
 1=2
ð69Þ
and should be compared with the magnetic flux (area times mean
field) in hot spots on one hemisphere’s surface of the star impacted
by the corresponding funnel flow. (Both fluxes are 1/3 of the total
trapped flux in the X-region and equal the net flux of the dead
region.) For T Tauri stars, the comparison is pretty good (see,
e.g., Johns-Krull & Gafford 2002).
Apart from relative simplicity, the semianalytical solutions
summarized in x 7.1 have many other advantages. For example,
the solutions hold over a formally infinite dynamic range, show-
ing the asymptotic, logarithmically slow collimation into jets miss-
ing in many numerical simulations. These properties make the
models of this paper especially suitable for a wide variety of
astronomical and meteoritical applications, such as detailed com-
parisons with observations, trajectories of solids entrained in the
wind, and interactions with neighboring circumstellar or inter-
stellar matter. A needed generalization for future research is the
inclusion of the effects of the intrinsic magnetization of the sur-
rounding accretion disk.
Note added in manuscript.—Lee et al. (2007a, 2007b, here-
after L07a, L07b, respectively) describe SMA measurements of
the jets in the class 0 sources HH 212 and HH 211, which are
systems lying almost in the plane of the sky. In HH 212, most
positions show no measurable level of rotation. Although the
authors do present one case where it might be present (see Fig.
11c of L07a), they state that higher resolution studies are needed.
HH 211 has a jet velocity in the line-of-sight of 25 km s1 that
probably deprojects to a terminal velocity vt ¼ 200 km s1 or
more. The authors detect possible rotation in only two, perhaps
four, SiO emission knots out of 15 at a level of v’ ¼ 1:5 km s1
about a distance $ ¼ 30 AU from the jet axis. The implied
terminal specific angular momentum jt ¼ $v’ ¼ 45 AU km s1
is an upper limit, because the method of analysis is purposely
biased to finding large consistent gradients (see short solid lines
in Fig. 10 of L07b). Moreover, as the authors discuss, variations
of the shock speed could also have contributed to the observed
line asymmetry. The asymptotic analysis of this paper and Shu
et al. (1995) give vt ¼ (2 J  3)1/2Rbb and jt ¼ JR2bb along any
streamline centrifugally launched from a base in the disk at radius
Rb rotating at angular velocityb. The result is general and applies
to all magnetocentrifugally driven steady flows, not just X-wind
theorywhere b ¼ X . For vt > 200 km s1 and jt < 45 AUkm s1,
the analysis yields for J ¼ 4: Rbb > 89 km s1 and R2bb <
11 AU km s1; whereas for J ¼ 10: Rbb > 49 km s1 and
R2bb < 4:5 AU km s
1. Division of the second number by the
first in the first case yields Rb < 0:13 AU; in the second case,
Rb < 0:09 AU. In other words, no wind can be launched at even
larger distances, because such outflowing material would have
been seen in molecular-line emission to carry specific angular
momentum in excess of the maximum allowable by the obser-
vations. Whereas these results do not prove X-wind theory, they
do indicate that any disk-wind scenario purporting to explain
the observations will have to look very similar to X-wind the-
ory. Indeed, the telling cases of HH 30 (see x 1), HH 211, and
HH 212 prompt us to predict that all jets systems that lie suf-
ficiently in the plane of the sky will fail to exhibit clear-cut evi-
dence for rotation much in excess for what might be expected for
launching from the inner edges of accretion disks at typically
0.05 AU.
TABLE 5
Spline Coefficients for the Streamlines
¯  0.0 0.2 0.4 0.6 0.8 0.99
1........................................ y1 0.0 12.764 21.872 41.255 51.367 525.487
y2 0.0 366.579 627.01 1044.15 1402.6 3648.96
f1 0.0 3:834 ; 103 3:083 ; 102 0.256 4.120 118.485
f2 0.0 2:901 ; 105 4:685 ; 104 1:033 ; 102 0.301 48.051
2........................................ y1 0.0 12.091 22.694 29.659 37.935 73.230
y2 0.0 86.922 156.801 208.943 267.766 383.996
f1 0.0 2:359 ; 103 1:489 ; 102 9:705 ; 102 0.750 9.943
f2 0.0 1:991 ; 104 1:518 ; 103 1:333 ; 102 0.158 4.246
3........................................ y1 0.0 14.138 22.415 33.841 26.286 44.094
y2 0.0 82.541 104.01 133.299 131.469 173.659
f1 0.0 1:903 ; 102 2:353 ; 102 5:056 ; 102 0.376 2.950
f2 0.0 3:651 ; 103 5:610 ; 103 1:722 ; 102 0.102 1.424
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APPENDIX
CHARACTER OF GOVERNING EQUATION
The GSE (8) resembles the steady state heat diffusion equation with a variable diffusion coefficientA. This analogy is actually mis-
leading since we do not know its overall character until we substitute in the implicit dependence of A on  by solving the (algebraic)
BE and examine the characteristics of the GSE. To do so, let us first differentiate the BE with respect to $ and z,
2( ;$ ;$$ þ  ;z ; z$) 2A;$A3
J
$2
 1
 2
þ 2$
4A;$
( 2 $2A)3 2VeA þ 2
2 ln
2h
 2 $A
 
þ 2
 
þ : : : ¼ 0;
2( ;$ ;$z þ  ; z ;zz) 2A;zA3
J
$2
 1
 2
þ 2$
4A;z
( 2 $2A)3 2VeA þ 2
2 ln
2h
 2 $A
 
þ 2
 
þ : : : ¼ 0;
where in the above equations, a subscript denotes partial derivative and the ellipsis symbols include terms that are irrelevant in
determining the character of the GSE. These equations may be solved for A;$ and A; z to give
A;$ ¼ 1
P
 ;$ ;$$ þ  ;z ; z$
	 
þ : : : ; A;z ¼ 1
P
 ;$ ;$z þ  ;z ;zz
	 
þ : : : ;
where
P ¼ $
2
 2 $2A : j j
2þ 1A3
J
$2
 1
 2  2
 2 $2A 
2$4
( 2 $2A)3 ;
after we eliminate VeA in the expression by using the BE (14b). The second derivative terms in the GSE (14a) can now be written in the
form
a ;$$ þ 2b ;$z þ c ;zz þ : : : ¼ 0;
where
a ¼ Aþ  
2
;$
P
; b ¼  ;$ ; z
P
; c ¼ Aþ  
2
; z
P
:
The character of the GSE is determined by the quantity ¼ b2  ac (Garabedian1986): it is elliptic, parabolic, or hyperbolic if is
negative, zero, or positive, respectively. We may compute  for our GSE explicitly,
 ¼ A2 j: j
2 þ J$2  1ð Þ2A2  2A$4   2 $2Að Þ½ 2
$2A2j: j2 þ (J$2  1)2A2  2A$4   2 $2Að Þ½ 2
( )
: ðA1Þ
The interpretation of this expression becomes transparent if we transform back into the physical quantities. After some algebra, we have
 ¼ A2 u
2  2 1M 2A
	 

1M 2A
	 

u2p  2
 
þ u2’
2
4
3
5 ¼ A2 v2A þ 2
	 

u2p  v2s
 
u2p  v2p
 
u2p  v2þp
 
2
4
3
5; ðA2Þ
where vAp  ðB2p /Þ1/2 is the poloidal component of the Alfve´n velocity vA  B2 /ð Þ1/2 with B2 ¼ B2p þ B2’, up is the poloidal fluid
velocity, and vs is defined by
v 2s 
2v 2Ap
v2A þ 2
:
In the limit where v2A3 
2, it reduces to the thermal sound speed. In addition, v	p denote the poloidal component of the fast and slow
MHD wave speeds, respectively, and are given by
v2	p ¼
1
2
v2A þ 2
	 

1 	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 4v
2
s
v2A þ 2
s" #
: ðA3Þ
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Amoment of thought reveals that vs < vp < vþp. The significance of equation (A2) is now clear. The governing GSE is elliptic when
u2p < v
2
s or v
2
p < u
2
p < v
2
þp, and it is hyperbolic when v
2
s < u
2
p < v
2
p or u
2
p > v
2
þp (Heinemann & Olbert 1978; Sakurai 1985).
To be definite, we refer to the loci where the poloidal velocity squared equals v 2s , v
2
p, and v
2
þp as sonic, slow, and fast surfaces,
respectively. Despite the deceiving appearance of the GSE (8), note that it does not change character on the Alfve´n surface when
A ¼ 0 (or equivalently when MA ¼ 1 and the total fluid velocity in the corotating frame equals the total Alfve´n speed); it remains
elliptic until the fast surface. The fact that the asymptotic flow is described by a hyperbolic PDE is consistent with our physical intuition.
When the fluid speed is supermagnetosonic, no information can be sent upstream into the flow. Thus, the asymptotic behavior of the
X-wind is determined by the ‘‘initial condition’’ at the place when the fluid velocity first becomes equal to the fastest signal propagation
speed—a defining feature of hyperbolic problems.
In the cold limit, the discriminant  has the simplification
 ¼ A2 j: j
2 þ (J$2  1)2A2
$2A2j: j2 þ (J$2  1)2A2
" #
¼ A2 1
1 u2p=v 2A
 !
: ðA4Þ
This equation explicitly states that the transition to the hyperbolic portion of the solution is done through the fast surface, where the
poloidal fluid velocity is equal to the magnetosonic speed, which is the total Alfve´n speed vA ¼ B/ ﬃﬃﬃp when  is set to zero. The axial
symmetry of the assumed problem guarantees that any compressions or rarefactions occur only in the meridional plane, so the relevant
speed of signal propagation in the limit ! 0 is the magnetosonic speed relative to the poloidal motion of the fluid.
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