I. INTRODUCTION
The intent of this report is to do a background study of the two given OSS case study systems namely GIPSY and DMARF. It is a wide research area in which different studies are being carried out to get the most out of it. It begins with a formal introduction of the two systems and advance with the complex architecture of both.
GIPSY (General Intensional Programming System) is a multiintensional programming system that delivers as a framework for compiling and executing programs written in Lucid Programming Languages. DMARF (Distributed Modular Audio Recognition Framework) is a Java based research platform that acts as a library in applications.
As these systems are in their evolving phase and a lot of research is being done upon these topics, it gives us motivation to be a part of this research carried out by Professor Serguei A. Mokhov and other known researchers to get a deeper look into the architectures of both the systems.
For the evaluation of quality of metrics of the two open source systems, we have used a tool namely Logiscope. It is a tool to automate the code reviews by providing information based on software metrics and graphs.
In this paper, Section II represents the OSS case studies of GIPSY and DMARF. All the summaries of team members were gathered together and defined a decent background for both GIPSY and DMARF separately and participates in presenting the metrics definition. The Metrics presented are of the DMARF and GIPSY measured using Logiscope. Table 3 in Section II.C outlines the individual selection of OSS case study papers. Section IV concludes the topic by identifying the benefits of both the tools. In Section V code smells are identified in source codes of DMARF and GIPSY and refactorings for those code smells are also suggested. Section VI refers to identification of design patterns in source code and Section VII discusses about how the refactoring is being implemented in projects. Finally, references and citations were mentioned at the end after a short glossary.
II. BACKGROUND

A. OSS Case Studies 1) MARF
MARF (Modular Audio Recognition Framework) is an
open-source project for the purpose of Audio recognition [1] [18] [2] also it has some algorithms which can be used for this sort of purpose. It has a recognition pipeline having a series of sequential steps --sample loading, preprocessing, feature extraction, training/classification.
MARF has different stages in it which are communicating each other with the help of pipelines, using these pipelines MARF stages communicated with each other in order to process data in a chained manner. These pipelines consist of four basic stages: Sample Loading, preprocessing, feature extraction and training/classification [2] .
2) DMARF
The MARF was extended to DMARF as shown in Figure 1 .
Figure 1: Distributed MARF Pipeline
The autonomic functioning of the distributed patternrecognition pipeline plus its optimization is now primarily covered by DMARF as an autonomic system. The two major functionalities of DMARF as discussed in paper are: Training set classification data replication and Dynamic communication protocol selection. In Training Set Classification Data Replication, a lot of multimedia data processing and number crunching is done through the pipelines of DMARF. This data is then pass through sample loading and classification stages where heavy CPU computation is done at preprocessing, feature extraction and classification stages. The classification stage absorb lot of data. In DMARF case this data may store on different hosts where there is chance of re-computation of data which is already computed by another classification host. In order to avoid this the classification stage node has to communicate to all classification members to exchange data. By this optimization of data mirroring/replication a lot of computational effort is saved at the end nodes. Dynamic Communication Protocol Selection also plays an important role in self-optimization by automatically selecting the most efficient available communication protocol in run time environment [2] .
Distributed Modular Audio Recognition Framework (DMARF) has different levels of basic front-ends, from higher to lower so that a client application and services can invoke other services via front-ends while running in a pipeline-mode. It also has Back-ends that can provide actual servant implementations like primary-backup replication and disaster recovery etc. These distributed services can also intercommunicate.
In DMARF there is a disadvantage that if a pipeline stage process crashes out then the whole process will be unavailable or it may get lost forever, also information about the pending transaction will also be lost. To solve this problem Write Ahead Log (WAL) has been developed for DMARF which basically do backup replication so that information regarding uncommitted transaction can be restored using its replica manager.
As WAL is a prototype application therefore some assumptions has been taken that were not a part of its specifications [6] RMI (Glossary 2) and CORBA (Glossary 1) clients and servers use a command-line interface, GUI interface will be integrated in near future and its hardware interface is abstracted by JVM making DMARF architecture independent [6] .
Synchronization is important for applications that allows access to a shared resource / data structure by multiple clients like the DMARF do so the synchronization is being maintained when database objects are being accessed from server by more than one client(s).
The tests which are being performed on DMARF has produced positive results and stopping any service replicas and restarting it has resumed the normal operation of pipeline in batch mode. DMARF is currently being implemented using three distributed technologies (RMI, CORBA and Web Services) but in future it will also be implemented for other communication technologies like JINI, JMS, DCOM+, .NET Remoting) and advanced features of distributed systems like fault tolerance, high availability will also be implemented. [7] There are so many important and significant applications of DMARF like High-Volume processing of recorded audio, or imagery data is also possible, biometric applications are also present for DMARF. Using DMARF a bulk of recorded phone conversations in a police department can also be processed for subject identification, also portable devices like laptop, PDA and cellphones that does not have much high-performance can also be used to upload voice data on servers of DMARF network, which can be really helpful for investigators. [6] 3) DMARF with ASSL The paper [6] is discussing about the autonomic behavior in DMARF by adding an autonomic middleware layer to DMARF pipeline using Autonomic System Specification Language (ASSL), the autonomic elements will be managed by a distinct autonomic manager.
The autonomic computing (AC) [3] is basically used to add features like self-regulation and to reduce workload that is required to maintain a complex system by changing them into self-managing autonomic systems. The ASSL [4] [6] is the tool by which these features can be implemented that is why it is being used in DMARF. The ASSL complete specification compiles it into wrapper Java code in order to fulfill the autonomic requirement by providing an autonomic layer to DMARF.
ASSL was used to develop autonomic features and generate prototype models for two NASA missions -the ANTS (Autonomous Nano-Technology Swarm) concept mission and the Voyager mission.
In both cases, there have been developed autonomic prototypes to simulate the autonomic properties of the space exploration missions and validate those properties through the simulated experimental results. The targeted autonomic properties were: self-configuring, self-healing, and self-scheduling for ANTS, and autonomic image processing for Voyager.
The autonomic system (AS) is basically composed of autonomic elements (AEs) that communicate over interaction protocols, hence the ASSL has defined it through formalization tiers. A multi-tier specification model is being provided by ASSL that is designed to be scalable and configures mechanisms and infrastructure elements needed by an AS. The ASSL's multi-tires system architecture (AS) including formal language constructs to specify service-level objectives (SLO), core self-CHOP i.e. (self -configuration, self-healing, self-optimization and self-protection) autonomic properties, corresponding architecture, allowed actions, events and metrics to aid the self-management aspect of the system [8] .
In order to add automicity to DMARF a special autonomic manager (AM) has been added to each DMARF stage making it ADMARF (i.e. autonomic DMARF). Self-healing is also been implemented by using ASSL, which provides following features:
• It monitors run-time performance and informs DMARF stages to start self-healing in case of performance degradation.
• If a node is down or not performing well then it will be replaced with a specified algorithm.
Although self-healing feature is being added to DMARF but it has not been completely implemented yet, after full implementation it will be able to fully functional in autonomous environments like on Internet, large multimedia processing firms, robotic spacecraft and for pattern-recognition systems so that these system can run for multiple days unattended. [6] 4) GIPSY The General Intensional Programming System (GIPSY) is a framework for the compilation and distributed demand-driven evaluation of context-aware declarative programs [9] . GIPSY was designed and implemented mainly to achieve the goals of generality, efficiency and flexibility. GIPSY is a multilanguage program environment executing multiple programming languages, like Lucid, C++ and Java programming language [10] . GIPSY was based on three sub systems that includes the General Intensional Programming Language Compiler (GIPC), General Eduction Engine (GEE) and the Intensional Run-time programming environment (RIPE).
5) Architecture of GIPSY
The compiler for GIPSY is known as GIPC and is based on GIPL (Generic Intensional Programming Language). The GIPC compiles the GIPSY program in two stages. In first part it translates the intensional part of the GIPSY in to C program and then the C program is further compiled in its default way.
Figure 2 Architecture of GIPSY describing compilation process
In Fig. 2 , the program consists of two parts: the Lucid part and the Sequential part. Lucid part is compiled into intensional data dependency structure (IDS), which describes the dependencies between the variables whereas the Sequential part defines the granular sequential computational units. Data communication procedures used in a distributed evaluation of the program are also generated by the GIPC according to the data structures definitions written in the Lucid part, yielding a set of intensional communication procedures (ICP) [11] . GIPSY was based on demand-driven model of computation in which the computation takes place only if there is a demand for it. To overcome this overhead GIPSY uses eduction engine that in conjunction with demand-driven computation uses a value cache that stores the computed values in it. In GEE each demands generates a procedure call that reduces the overhead [11] . The distributed runtime system of GIPSY includes a Demand Migration Framework (DMF) also known as Demand Migration System (DMS) that has been presented using the two technologies, namely JINI and JMS [9] [20] .
Figure 3 Architecture of DMF (Demand Migration Framework)
JINI is a network oriented computing technology used for the construction of distributed systems. JINI forms "an open architecture for handling resource components within a network" [13] . As JINI and GIPSY are developed in Java, they get integrated easily. JINI depends on JINI Lookup Service (LUS) for managing and handling various services [12] [13] . JMS is a Java based Message oriented middleware technology [14] [15] [16] JMS broker is JMS implementation that provides messaging service to the clients. Similar to JINI, JMS also supports persistence. In Fig3. [20] , the large circle represents the DMS and the rectangles on both sides of the circle form the DG (Demand Generators) and workers. The DMS is formed of two independent contributors namely DD (Demand Dispatcher) and TA (Transport Agent). In the Fig.2 the area shaded with the gray color represents the DD. This DD uses the TA to deliver the messages. They together form a communication system for the DMS. TA`s are not required when the Generators and Workers communicate in local.
The autonomic computing is essential in the current technology era. GIPSY can also be made autonomic. Making GISPY autonomic is the main goal of GIPSY in which it makes GIPSY to be self-learning and self-manageable [17] . One of the core features of Autonomic Computing (AC) is self-monitoring. Autonomic GIPSY allows an automated monitoring and management of the complex multi-tiered, distributed, heterogeneous workloads across the GIPSY infrastructure to better achieve assigned processing performance goals for enduser services. GIPSY is a multi-tiered architecture. There are many different task and tiers in GIPSY. Each tier shares a separate task at the time of execution. The tiers in GIPSY spawn processed, these processes communicate with each other through demands. There are four different tasks in GIPSY which are illustrated in the figure below: Figure 4 Multi-tier Architecture of GIPSY GIPSY Manager Tier (GMT) -GIPSY managers are instances of this tier which enable registration of a GIPSY node to a GIPSY instance and allocation of various GIPSY tiers to these nodes.
Demand Store Tier (DST) -It is a middle ware tier that exposes other tiers to GIPSY Demand Migration System (DMS). This is a communication system that connects tiers through demands.
Demand Generator Tier (DGT) -Instances of this tier encapsulate in itself a demand generator. The purpose of this is to generate demands.
Demand Worker Tier (DWT) -Instances of this tier contain a set of demand workers that process procedural demands resulting in a compiled version.
6) ASSL with GIPSY To automatically augment the ASSL (Autonomic System Specification Language) framework self-forensics as an autonomic property is used for formal specification tools for autonomic system [8] . The idea and implementation of selfforensic with ASSL and GIPSY (General Intensional Programming System) is currently at the conceptual level. The ASSL framework takes input in the form of specification of properties of autonomic system after that the ASSL checks the specifications syntax and semantics formally and if the specifications are ok then according to the corresponding specifications Java collection of classes and interference are generated. Now comes the part of Self-Forensics concept which has the forensic logging of Forensic Lucid. Forensic Lucid was initially used for specification, automatic deduction and event reconstruction in the cybercrime domain of digital forensic [8] .
Figure 5 GIPSY High Level Overview
Now comes the part of Self-Forensic autonomic property but in order to use it we need to add self-forensic policy specification for AS tier and also for AE tier. In order to translate forensic events we first have to add syntax as well as semantic support for lexical analyzer, parse and semantic checker of ASSL also we have to add code generator for JOOIP and Forensic Lucid.
B. Summary
Metrics are the measurements applied to the DMARF and GIPSY source codes. The tools used for the measurement is defined in Table 1.  Table 2 , shows the methodologies which we used to measure both DMARF and GIPSY projects source code. The metrics calculated in this document are Number of Java Files, Number of Classes, Number of Methods, Number of Java lines of code.
We have used "Kalimetrix Logiscope" for determining the metrics. Logiscope is a metrics tool used to calculate C, C++, Java and Ada Code. It provides metrics in the number, graphical formats. In major, it consists of four products namely Quality Checker, Rule Checker, Test Checker and Code Reducer. Quality Checker anticipates and identifies the problems by providing information based on the metrics and graphs. Using the Perl and Tcl languages Rule Checker define and verifies the coding rules. The Test Checker improves the code reliability by specifying the untested code. And finally, the Code Reducer filters the code and identifies the duplicate code. It does refactoring and save maintenance costs. Shahroze Jamil [23] [6]
Metrics
Table 3 Individual Readings of GIPSY and DMARF
The above mentioned references of GIPSY and DMARF were read by us and integrated all the summaries into the backgrounds mentioned in Section II.
III. CONCLUSIONS
In conclusion, GIPSY provides many features such as scalability, flexibility, usability and extensibility. In addition, GIPSY is a multi-language supporting environment. It executes Java, C++ and Lucid. It can be made autonomic for selfmonitoring. GIPSY also supports demand driven execution in distributed and heterogeneous environments. In a pure demanddriven model of GIPSY there were several overheads which were reduced by using eduction in conjunction with demanddriven computation.
Also, DMARF provides many features like self-regulation to reduce workload as it has to process huge amount of voice data. It is a significant and useful framework that can be used in portable devices as well that has low computational power. Despite all that the research is still going on DMARF and it will be implemented for other communication technologies as well and DMARF will also be fully functional in autonomous environments.
IV. REQUIREMENTS AND DESIGN SPECIFICATIONS
A. Personas, Actors and Stakeholders
1) DMARF Personas, Actors and Stakeholders
Persona: A Persona is a fictional character played by an actor. *. Some of them can be developers. It is possible there is an overlapping among the actors.
c) DMARF Stakeholders
 Investigator: An investigator has the ability of uploading from, e.g., a laptop, PDA, or cell phone collected voice samples to the servers constituting a DMARF-implementing network.  Project Manager:
All organizations and people are funding the project. 
2) GIPSY Personas, Actors and Stakeholders
a) GIPSY Persona
c) GIPSY Stakeholders:
All human actors and
B. Fully Dressed Use Cases
1) DMARF Fully Dressed Use Case:
Use Case ID UC -DMARF -01
Use Case Name
Training set classification data replication.
Scope
The system under design 
Stakeholder and Interests
Investigator: An investigator has the ability of uploading from, e.g., a laptop, PDA, or cell phone collected voice samples to the servers constituting a DMARFimplementing network.
SpeakerIdentApp application is Text-Independent
Speaker Identification (who is the speaker, their gender, accent, spoken language, etc.)
Success Guarantee
Classification stage nodes communicate to exchange the data among all the members.
Brief Description
Avoid of heavy computations in the pre-processing, feature extraction, and classification stages which do a lot of CPU-bound number crunching and matrix operations.
Pre-Conditions
Audio/voice sample(s) to the servers constituting a DMARF-implementing network.
Post-Conditions
Success End Condition
DMARF can use data already computed data on another classification host.
Failure End Condition
DMARF recomputed data which is already computed on another classification host.
Main Success Scenario
1. User indicates to the system that he/she wants forensic analysis and biometric subject identification. 2. System notifies user that he/she can upload file. 3. User uploads the data file. 4 . System indicates that data file has been uploaded successfully. 5. DMARF classification stage node communicates to different hosts and checks for same but already computed data. 6. DMARF classification node finds the data and starts acquiring it from different hosts.
Alternate Scenario
3.a. User choose to cancel the file upload.
3.b. System notifies the user that the user file upload request has been cancelled.
4.a. System notifies the user the file uploaded is corrupt.
4.b. Return to step 3.
6.a. DMARF classification node did not find the data on any host.
6.b. DMARF computes the data.
Special Requirements
Audio/textual or imagery data samples.
Classification hosts.
Technology and Data Variations List
Desktop computer, PDA, Cell phone, Laptop, RMI, CORBA, Java, Audio (Mp3, wmv, wav, etc.)/textual/imagery files.
Frequency of Occurrence High
Miscellaneous
Work is still going on DMARF and ASSL so that more realization of ADMARF will be done. 
Pre-Conditions
GIPC generates IDS
Post-Conditions
Success End Condition IDP generates, propagates demands and send it to worker using ICP (Intensional Communication Procedures).
Failure End Condition
Generator and Worker are not platform independent and flexible with distributed computation technologies, demands are not interpreted
Main Success Scenario
1. User indicates to the system that he/she wants to provide GIPSY program code as input to the GIPSY compiler 2. GIPC (GIPSY compiler) converts the Lucid part of the code into IDS 3. GEE interprets IDS 4. The GEE generator evaluates the low-charge RIPE sequential threads locally 5. The demands are generated by the GEE generator 6. The IDP propagates demands and sends it to GEE worker using ICP a) Description of DMARF over GIPSY: Sample: could be a high-volume processing of recorded audio, textual, or imagery data. User is the one who generate such samples, which shall generate demand for SampleLoading. Sample is uploaded to DMARF computing device. Computing device worker checks for the result of same computing data in ClassificationDST (warehouse) if it founds there the result shall be shown to computing device which the user can view. In case the worker didn't find the result in ComputingDevice DST its DemandGenerator (DGT) shall generate the demand which is stored in warehouse (DST). In figure [8] each node of DMARF is split into Demand worker and Demand generator tier. The sampleLoaderNode's demand worker tier shall observe for the pending demands stored in DST by DemandGenerator of computing device and shall start working on it. The SampleLoading DWT shall store the result in SampleLoader DST. The SampleLoading DGT shall generate demand for PreprocessNode and store in SampleLoader DST which Preprocess DWT shall observe and shall start working on it and shall store the result in PreprocessingDST. After that the PreprocessNode DGT shall generate the demand for FeaureExtraction and shall store demand in PreprocessDST from where the FeatureExtraction DWT shall observe the work and start working on it and shall store result in FeatureExtraction DST. After that FeatureExtraction DGT shall generate the demand for ClassificationNode and shall store the demand in FeatureExtraction DST from where the Classification DWT shall observe the demand and shall start working on it and shall store the result in Classification DST. In Classification case we don't have Classification Demand generator but classification has ClassificationSet and TrainingSet. We store the TrainingSet in Classification DST. PreProcessor extract FeatureExtrection has feature sets which are extracted by the preprocessor class. Which classify the classification class. Classification class connects to different host to check the report for the sample uploaded by the user. If it found the report in storage it extracts the report from that host and show the report to user without doing any computation else it will compute it and makes the report. have the common oGEERPool data member, which is a collection of objects of type GIPSYProgram (instances of GEER). The GEERPool acts like a local cache containing GEERs that the tier can compute demands for [22] . GIPSYProgram is the container of AST (Abstract Syntax Tree) and the Dictionary of identifiers. GEERPool consists of GEERs as a cache in each of DGT and DWT. DSTWrapper is similar to DGTWrapper and DWTWrapper, except when it inherits from the base class GenericTierWrapper, the DSTWrapper encapsulates oStorageSubsystem, which is an object of type IVWInterface. IVWInterface is an integrated Intensional Value Warehouse also referred as DS (Demand Store).
Figure 15 Architecture Class Diagram
ObjectAid objectAid is UML Explorer is an agile and lightweight code visualization tool for the Eclipse IDE. It can be installed in eclipse IDE by adding objectAid plugin. It is able to show the source code and the libraries in the classes used. UML class, Sequence diagrams can be built automatically and also the relations can be associated inside automatically. Resource is the .gipsy file produced by GIPSY compiler. It is called as the GEER (GEE Resource) in the GIPSY.
Differences between the concepts and the actual classes -GIPSY
Mapping conceptual classes and actual systems -GIPSY  GIPSYCompiler to GIPC
The GIPSYCompiler is the compiler of GIPSY. Its name is GIPC (General Intensional Programming Compiler). In general, this compiler is the abstract of all the compilers in GIPSY.
 IntesionalProgram to LucidProgram
The Intensional Program is the input provided to the user. As the Lucid Program is intensional in nature, Lucid program is considered here as the Intensional Program.  EductionEngine to GEE EductionEngine is the GEE (General Eduction Engine) which produces demands accepting resources from the GIPC  RuntimeEnvironment to RIPE
RuntimeEnvironment is the RIPE (Runtime Intensional Programming Environment). It is invoked by GIPC  Resource to GEER
Resource is the file produced by GIPC and called as the GEER (GEE Resource).
Two Classes and the relationship between them -GIPSY
There are classes having the same attributes, methods. GEE class and RIPE are related in GIPSY. 
V. REFACTORING
A. Identification of Code Smells & System Level Refactorings
1) DMARF
Code Smell # 1 In MARF.java class, Long class and GOD Object exist.
Solution:
 We moved recognize() and recognize(Sample) methods to a new class named "MARFProduct.java" for high-cohesion and low-coupling.  We created the instance of the newly created class in MARF.java to avoid GOD object.  Then we called the recognize() method from the instance of the newly created class in MARF.recognize().  We changed the access levels of the required methods and fields.
Figure 16UML for MARF.java and MARFProduct.java after solution
Code Smell # 2 In Parser.java class, Feature envy exists as skipErrors() in parser.java is using features of LexicalAnalyzer.java.
Solution:
 We moved the skipErrors() method to LexicalAnalyzer.java to avoid feature envy.  We changed the invocation of moved() method by calling it through the instance of LexicalAnalyzer.java.
2) GIPSY
Code Smell # 1
In GIPC.java class, protected methods are used that result in low-cohesion and high-coupling. Plus long sequences of method calls are also present.
Solution:
 First, we created a new class named GIPCSetupConfig.java.  In this class we moved two methods, setupConfig and setupDefaultConfig from GIPC.java.  We changed the types of these methods from protected to public for high-cohesion and low-coupling.  We created a field in GIPC.java holding a reference of GIPCSetupConfig.java namely gIPCSetupConfig.  We changed the access of extracted member from "setupDefaultConfig()" to "gIPCSetupConfig.setupDefaultConfig()".  Similarly, we are accessing all extracted members using object of the newly created class.
Figure 17UML for GIPC.java and GIPCSetupConfig.java after solution
Code Smell # 2
In LegacyInterpreter.java class, Feature Envy is caused due to inappropriate method invocation.
Solution:
 First we moved the contents of eval() method into SimpleNode.java class by creating a new method "eval()".
 In LegacyInterpreter.execute() method, we have changed the invocation of moved method to reduce feature envy.
 In SimpleNode.java, we added the required import declarations.
Figure 18 UML for LegacyInterpreter.java and SimpleNode.java after solution B. Specific Refactorings to Be Implemented 1) DMARF
Refactoring # 1
A method named create() in FeatureExtractionFactory.java contains a complex switch case. In order to refactor this switch case we came up with the following approach:
1. We can create an interface which will have a build() method. 2. For each value the build() method will return a different object. 3. We will create a HashMap to map the relevant resultant object according to the provided input value. 4. Switch statement will not be required in create() method as the relevant object will be fetched from HashMap according to the input. In order to verify the correct functionality of this method we will create a class named FeatureExtractionFactoryTest.java in which create() method will be tested using some dummy data.
Refactoring # 2
A method named serialize() in LexicalError.java, SemanticError.java and SyntaxError.java is similar in all the three classes. In order to refactor this method we came up with the following approach:
1. We moved the serialize() method into their existing parent class CompilerError.java to avoid duplication. 2. The type of the error, that is being checked inside the method, will be done by checking the type of the instance.
3. We will also build the string dynamically to identify the type of errors separately. For Example: Syntax Error or Semantic Error.
Figure 19 UML for relevant classes before moving method Figure 20 UML of relevant classes after moving method
Test Case:
Test cases will be implemented for the above mentioned classes named CompileErrorTest.java using some dummy data in order to verify correct execution of serialize() method invoked via a subclass object.
2) GIPSY
Refactoring # 1
 Method named execute(Dictionary poDictionary, GIPSYContext poDimensionTags) has been used in both Interpreter.java and LegacyInterpreter.java. 
VI. IDENTIFICATION OF DESIGN PATTERNS
A. DMARF
1) Composite Pattern
A composite pattern is the recursive structure in an inheritance tree, where one of the leaves is an aggregation of several roots. This pattern can be discovered in our graph. [25] The reason behind the use of this pattern is that the group of objects should be used as the single object so that the client can access the hierarchy through the components and they are not aware if they are dealing with composite or the leaf node.
In our case we have one interface (Composite), ASSLEVENTCACHER.java, which contains a method that is used by three classes (Leaf nodes) that are ASSLFLUENT.java, ASSLRECOVERY_PROTOCOL.java, ASSLEVENT.java by implementing that interface. 
Class and Method
2) Adapter Pattern
The adapter design pattern is used to convert the interface of a class into another interface that is expected by its clients. The adapter design pattern allows classes to cooperate that otherwise would be incompatible due to the differences in expected interfaces [28] .
As DMARF is currently implemented for RMI and CORBA so there is a need of an adapter, which is responsible for translating MARF data structures to CORBA, For example there are some methods available in MARFObjectAdapter.java that loads configuration of MARF with compatibility for RMI and CORBA. The dynamic factory pattern describes a factory that can create product instances based on concrete type definitions stored as external metadata. This facilitates adding new products to a system without having to modify code in the factory class [30] . Figure 25 Factory Pattern B. GIPSY 1) Singleton Pattern This is a creational pattern that "ensures a class only has one instance", with a single global access point. (A good example of a situation where this might be appropriate is for a spooler object managing a printer [29] .
In GIPSY there is a class named DemandPool.java where this pattern has been used in order to have only one instance of it so that the worker will fulfill this demand. 
2) Facade Pattern
The Facade pattern is used to define a higher-level interface to a subsystem that makes the subsystem easier to use. This pattern is very useful where subsystems provide collections of related features that can be grouped together and presented in a unified way using a Facade class [31] .
There is a class named GIPSYNode in gipsy project that is representing the facade pattern as it is providing a single point of contact to create a GIPSY Node instance based on configuration, load all configuration files and assign them to their corresponding controllers. 
3) Observer Pattern
The observer pattern defines interactions between two types of objects, observers and subjects, where the observers must react to changes in the states of the subjects [32] . Here this pattern is being used to indicate other classes that are observing it to draw popup menu on screen according to selected indexes. 
