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Probabilità 
Definizione classica 
  
  
P A( ) = numero esiti favorevolinumero esiti possibili  
Esempi 
1) Da un mazzo di 40 carte (bastoni, coppe, denari, 
spade) ne viene estratta una; quale è la probabilità 
che sia “denari”? 
Sol.: 
  
  
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4
= 0,25 = 25%  
2) Vengono estratte 5 carte; quale è la probabilità 
che ci siano esattamente 2 “denari”? 
Sol.: 
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Generalizzazione: probabilità non uniforme 
(caso finito) 
Spazio campionario = Insieme degli esiti possibili 
  
  
W = w1, w2, º w2{ } 
La probabilità di ciascun esito   
  
wk  viene assegnata 
con un valore   
  
pk = P wk( ); bisogna che sia: 
  
  
0 £ pk £ 1  per  ogni  k  
e 
  
  
p1 + p2 + º + pn = 1. 
La probabilità di un evento A che si verifica in 
corrispondenza ad alcuni degli esiti possibili, è 
uguale alla somma dei corrispondenti valori   
  
pk . 
Esempio.  Per la partita di calcio Brasile-Argentina 
sono stimate le seguenti probabilità: 
  
  
P vittoria Brasile( ) = 0,20  p1( )
P pareggio( ) = 0,50  p2( )
P vittoria Argentina( ) = 0,30  p3( )
 
Calcolare la probabilità che il Brasile non vinca la 
partita. 
Sol.: L’evento in oggetto si realizza se l’esito della 
partita è uno dei due: 
  
  
w2 = pareggio
w3 = vittoria Argentina
 
e quindi la probabilità è: 
  
  
P w2.w3{ }( ) = p2 + p3 = 0,50 + 0,30 = 0,80  
La definizione “classica” è il caso particolare di 
questa, quando si pone 
  
  
p1 = p2 = º = pn =
1
n
. 
Proprietà della probabilità. 
Se A, B, sono eventi, rappresentati da sottoinsiemi 
dello spazio campionario 
  
W, allora: 
1)   
  
P ∆( ) = 0,      P W( ) = 1,      0 £ P A( ) £ 1 
(gli eventi 
  
∆ e 
  
W sono detti rispettivamente evento 
impossibile e  evento certo). 
2) Teorema della probabilità totale 
per eventi incompatibili 
Se   
  
A « B = ∆  
(in pratica significa che il verificarsi di A è 
incompatibile con il verificarsi di B, ossia non è 
possibile che A e B si verifichino entrambi), 
allora   
  
P A » B( ) = P A( ) + P B( ) . 
(  
  
A » B  indica l’evento unione, il quale si verifica 
quando è verificato almeno uno dei due A, B). 
Generalizzazione a tre o più eventi incompatibili. 
Se   
  
A, B, C,º sono eventi a due a due incompatibili, 
allora 
  
  
P A » B » C » º( ) = P A( ) + P B( ) + P C( ) + º 
Probabilità dell’unione di due eventi qualunque 
  
  
P A » B( )  =  P A( ) + P B( ) - P A « B( )  
  
  
A « B  indica l’evento intersezione, il quale si 
verifica quando entrambi gli eventi A e B si 
verificano. 
L’evento unione   
  
A » B  si indica anche   
  
A ⁄ B, da 
leggersi A oppure B; l’evento intersezione   
  
A « B  si 
scrive anche   
  
A Ÿ B e anche, semplicemente, AB, da 
leggersi A e B. 
3) Teorema della probabilità contraria. 
Se A è un evento, indichiamo con   
  
A  l’evento 
contrario di A, che si verifica se e solo se non si 
verifica A.  Allora:   
  
P A ( ) = 1- P A( ) . 
Esempio.  Con riferimento all’esempio precedente 
(Brasile contro Argentina), la probabilità che il 
Brasile non vinca l’incontro è uguale a  
  
  
1- P Brasile vince( )  =  1- 0,20  =  0,80  
in effetti lo stesso risultato già ottenuto in altro 
modo. 
Eventi indipendenti 
Gli eventi A, B si dicono indipendenti se la 
conoscenza del fatto che A si verifichi oppure no non 
muta la valutazione della probabilità di B. 
Attenzione: bisogna non confondere la nozione 
“eventi indipendenti” con “eventi incompatibili”! 
Teorema della probabilità composta 
per eventi indipendenti 
Se A, B sono indipendenti, allora 
  
  
P A « B( ) = P A( ) ◊ P B( ) 
(in una trattazione più formalizzata della probabilità 
questa è in effetti la definizione di eventi 
indipendenti). 
Esempio.  Lanciamo una moneta e un dado.  Qual è 
la probabilità che la moneta dia “testa” e il dado dia 
3? 
Sol.: Gli eventi citati sono palesemente indipendenti; 
la probabilità richiesta è 
  
  
1
2 ◊
1
6 =
1
12 . 
Prove ripetute.  La formula di Bernoulli. 
Ci occupiamo del seguente problema: una prova 
(es.: lancio di un dado) viene ripetuta per un numero 
stabilito n di volte; l’esito di ciascuna esecuzione 
della prova è indipendente dall’esito delle prove 
precedenti e successive.  Un determinato esito della 
prova (es.: “esce 3”), detto “Successo” ha probabilità 
p di verificarsi, in ciascuna esecuzione (nel nostro 
esempio 
  
  
p = 16 ); l’evento contrario al successo è 
chiamato insuccesso o fallimento, e in ogni 
esecuzione ha probabilità   
  
1- p  di verificarsi. 
Ci si chiede quale sia la probabilità di realizzare 
esattamente k successi (k è un numero intero 
compreso tra 0 e n).  Ebbene, questa probabilità è 
espressa dalla seguente formula di Bernoulli: 
  
  
P k successi in  n  prove( )  =  nk
Ê 
Ë Á 
ˆ 
¯ ˜ 
pk 1- p( )n-k  
Per esempio: se lanciamo per 20 volte un dado, la 
probabilità che il risultato 3 appaia esattamente per 4 
volte è 
  
  
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ª  0,202 . 
Probabilità condizionata 
Se A, B sono eventi, B con probabilità diversa da 
zero, si chiama probabilità di A condizionata a B la 
probabilità che si verifichi A essendo a conoscenza 
del fatto che si è verificato B; questa viene indicata 
con il simbolo   
  
P A B( ) . 
Esempio: da un mazzo di 40 carte ne vengono 
estratte due in successione, senza reinserire la prima 
carta estratta.  Sapendo che (B): la prima carta 
estratta è il re di spade, qual è la probabilità che (A): 
la seconda carta estratta sia un asso? 
Sol.: l’informazione del valore della prima carta ci 
informa sul fatto che la seconda carta viene estratta 
fra 39, tra le quali 4 sono assi.  Perciò 
  
  
P A B( ) = 439 . 
(Invece avremmo avuto 
  
  
P A( ) = 4
40
 perché in 
mancanza di informazioni su quale carta sia stata 
estratta per prima, la seconda carta estratta deve 
essere considerata come una qualunque delle 40 
carte del mazzo). 
Teorema della probabilità composta 
  
  
P A B( )  =  P AB( )P B( )  
(ad un livello di maggiore formalizzazione, questa 
formula è la definizione di   
  
P A B( ) ). 
Il Teorema della probabilità composta trova spesso 
applicazione “al contrario”, ossia nella forma 
  
  
P AB( )  =  P B( ) ◊ P A B( ) . 
Esempio. Si estraggono in successione due carte dal 
mazzo di 40.  Qual è la probabilità che entrambe 
siano spade? 
Sol.: Indichiamo con B e A gli eventi 
B) la prima carta estratta è spade 
A) la seconda carta estratta è spade. 
Ci interessa   
  
P AB( ).  Questa è 
  
  
P B( ) ◊ P A B( ) = 1040 ◊
3
39
=
1
52
. 
Il Teorema di Bayes. 
Il Teorema della probabilità composta si può usare 
per esprimere   
  
P AB( ) in due modi, invertendo i ruoli 
di A e B: 
  
  
P AB( )  =  P B( ) ◊ P A B( )
P AB( )  =  P A( ) ◊ P B A( )  
Dall’uguaglianza tra i secondi membri si deduce 
  
  
P A B( )  =  P A( ) ◊ P B A( )P B( )  
Questa identità è detta formula di Bayes. 
Esempio.  Il mazzo di 40 carte viene diviso in due 
mazzetti; il primo contiene 15 carte, tra cui 3 carte di 
Spade, il secondo 25 carte tra cui 7 Spade.  Scelto a 
caso uno dei due mazzetti, se ne estrae una carta; la 
carta è di Spade.  Qual è la probabilità che il 
mazzetto dal quale è stata estratta sia il primo? 
Sol.: Siano A1, A2 rispettivamente gli eventi “la carta 
è estratta dal primo mazzetto”, “la carta è estratta dal 
secondo mazzetto”, B l’evento “la carta estratta è di 
spade”.  Allora le probabilità “a priori” (ossia prima 
di sapere il seme della carta estratta) di A1, A2 sono 
  
  
1
2  per ciascuno.  Poi   
  
P B A1( ) = 315 = 15 ,   
  
P B A2( ) = 725 . 
Ciò che dobbiamo calcolare è   
  
P A1 B( ).  Si ha: 
  
  
P B( )  =  P BA1( ) + P BA2( )  (eventi incompatibili)
=  P B A1( ) ◊ P A1( ) + P B A2( ) ◊ P A2( )  (teor.pr.composta)
=
1
5
◊
1
2
+
7
25
◊
1
2
=
12
50
=
6
25
.
 
Per la formula di Bayes abbiamo adesso 
  
  
P A1 B( ) = P B A1( ) ◊ P A1( )P B( ) =
1
5 ◊
1
2
6
25
=
1
10
◊
25
6
=
5
12
. 
