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We theoretically analyze the effect of parameter fluctuations on the superradiance phase transition
in a setup where a large number of superconducting qubits are coupled to a single cavity. We include
parameter fluctuations that are typical of superconducting architectures, such as fluctuations in
qubit gaps, bias points and qubit-cavity coupling strengths. We find that the phase transition
should occur in this case, although it manifests itself somewhat differently from the case with no
fluctuations. We also find that fluctuations in the qubit gaps and qubit-cavity coupling strengths do
not necessarily make it more difficult to reach the transition point. Fluctuations in the bias points,
however, increase the coupling strength required to reach the quantum phase transition point and
enter the superradiant phase. Similarly, these fluctuations lower the critical temperature for the
thermal phase transition.
I. INTRODUCTION
Cavity quantum electrodynamics (QED), the study of
the interaction between matter and the electromagnetic
field inside a cavity at the quantum level, allows the in-
vestigation of a variety of physical phenomena involving
light-matter interaction[1]. One of these phenomena is
the superradiance phase transition, which occurs when
the interaction strength between the cavity and an en-
semble of atom-like emitters exceeds a certain critical
value and the different subsystems form a strongly corre-
lated thermal equilibrium state [2, 3]. In addition to its
importance in representing a new regime of light-matter
interaction, the strongly correlated state would be of the
Greenberger-Horne-Zeilinger type, and it could serve as
a resource for quantum technologies such as precise mea-
surement or clocks.
The superradiance phase transition has been analyzed
and debated theoretically for over 40 years [4–13], and
recent experiments have started to observe evidence of
the phase transition [14–16].
The recent emergence of superconducting qubits and
resonators has enabled circuit-QED systems to access pa-
rameter regimes that were inaccessible with other sys-
tems [17–22]. In particular, the coupling strength of a
single qubit to a cavity can now be made comparable to
the bare energies of qubit and cavity excitations. Un-
conventional spectra characteristic of the corresponding
highly correlated states have been observed in the ex-
periments reported in Refs. [21, 22]. Another recent ex-
periment coupled thousands of qubits to a single cavity,
achieving an effective coupling strength that is not far
from the theoretically predicted critical value [23].
As superconducting qubits are in a sense macroscopic
artificial atoms, they have more tunable parameters and
larger parameter fluctuations than natural atoms. This
situation allows us to explore novel parameter settings
but at the same time requires us to take into considera-
tion possibly very large parameter fluctuations. As phase
transitions are abrupt changes that take place when a
combination of system parameters satisfies some criti-
cality condition, one question that arises is whether the
sharpness of the phase transition is preserved when pa-
rameter fluctuations are taken into consideration. Some
related questions have been discussed recently in the lit-
erature [24–26]. A recent study also investigated possi-
ble ways to mitigate the effect of parameter fluctuations
in the time-domain superradiance that occurs when the
emitters are initially excited and subsequently allowed to
emit photons into the cavity [27, 28].
In this work, we address the question of whether a su-
perradiance phase transition exists and how its condition
is affected by parameter fluctuations in the Dicke model,
where a large number of qubits interact with a single
cavity. The model that we study is based on typical su-
perconducting circuit-QED systems, which include the
so-called bias term that is usually absent in traditional
cavity-QED systems involving for example natural atoms
in an optical cavity.
The remainder of this paper is organized as follows.
In Sec. II we present the basic model and its ground
state in the absence of fluctuations, hence introducing
some basic ideas of the superradiance phase transition.
In Sec. III we consider the effect of including fluctuations
in the qubit gaps and the qubit-cavity coupling strengths.
In Sec. IV we include fluctuations in the bias points. In
Sec. V we consider the effect of thermal fluctuations on
the phase transition condition. After a brief discussion
of typical experimental parameters and a possible mea-
surement procedure in Sec. VI, we conclude with some
final remarks in Sec. VII.
II. MODEL SYSTEM AND ITS BEHAVIOR IN
THE ABSENCE OF FLUCTUATIONS
Let us consider a system with N qubits coupled to a
single harmonic oscillator, and let us (as a first step) as-
sume that the qubit parameters are identical. The Hamil-
2tonian is given by
Hˆ = −∆
2
N∑
i=1
σˆ(i)x + h¯ω
(
aˆ†aˆ+
1
2
)
+ g
N∑
i=1
σˆ(i)z (aˆ+ aˆ
†),
(1)
where ∆ is the qubit gap, ω is the cavity’s characteristic
frequency, g is the coupling strength between a single
qubit and the cavity, the operators σˆ
(i)
α (with α = x, y, z)
are the Pauli operators of qubit i, and aˆ and aˆ† are,
respectively, the annihilation and creation operators of
the cavity.
In the absence of parameter fluctuations, it is natural
to define the collective spin operators
Sˆα =
N∑
i=1
σˆ
(i)
α
2
, (2)
which obey the standard spin commutation relations up
to the factor h¯, which we have not included in the defi-
nition of Sˆα, i.e.
[
Sˆα, Sˆβ
]
= iεαβγSˆγ , where εαβγ is the
Levi-Civita tensor. If we also define the operators
xˆ =
aˆ+ aˆ†
2
(3)
and
pˆ = −i aˆ− aˆ
†
2
, (4)
the Hamiltonian can be expressed as
Hˆ = −∆Sˆx + h¯ω
4
(
aˆ+ aˆ†
)2 − h¯ω
4
(
aˆ− aˆ†)2
+2gSˆz(aˆ+ aˆ
†)
= −∆Sˆx + h¯ωxˆ2 + h¯ωpˆ2 + 4gSˆzxˆ. (5)
If we now take the classical limit, i.e. treat the spin S as
a continuous variable (with
√
S2x + S
2
y + S
2
z = N/2) and
similarly treat x and p as classical position and momen-
tum variables, and we look for the ground state of the
system by minimizing the Hamiltonian, we find that this
state obeys the relations
p = 0,
Sx =
N
2
cos θ,
Sz = −N
2
sin θ,
θ = tan−1
4gx
∆
,
x = −2gSz
h¯ω
. (6)
Combining these equations we obtain
x =
2g
h¯ω
× N
2
× 4gx/∆√
1 + (4gx/∆)2
. (7)
For 4g2N/(h¯ω∆) < 1, this equation has a single solution:
x = 0. When 4g2N/(h¯ω∆) > 1, the equation has three
solutions: x = 0, which now is a local maximum of the
energy and therefore does not correspond to the ground
state, and
√
1 + (4gx/∆)2 =
4g2N
h¯ω∆
, (8)
or in other words
x = ±∆
4g
√(
4g2N
h¯ω∆
)2
− 1. (9)
The above derivation describes the quantum phase
transition between a normal state and a superradiant
state, with the well-known phase transition condition
4g2N/(h¯ω∆) = 1. If we go well above the transition
point, we can approximate the above expression for x as
x = ±gN
h¯ω
. (10)
In the classical case, the N small spins that form the
large S = N/2 all point in the same direction: along the
z axis if the parameters correspond to the normal state
or making an angle θ with the z axis if the parameters
correspond to the superradiant state. Well above the
transition point, θ can be approximated as
θ = ±
(
π
2
− h¯ω∆
4g2N
)
. (11)
For later convenience we define the angle θ′:
θ′ =
π
2
− |θ|. (12)
This angle is equal to π/2 in the normal phase and ap-
proaches zero when we go deep into the superradiant
phase.
We can now take the above results and infer from them
the quantum mechanical ground state in the superradi-
ant phase. A key point here is to include not only one of
the two classical solutions, but rather a coherent super-
position of the two:
3|0〉 = 1√
2
[(
cos
θ′
2
|L〉+ sin θ
′
2
|R〉
)
⊗ · · · ⊗
(
cos
θ′
2
|L〉+ sin θ
′
2
|R〉
)
⊗ |−x0〉
+
(
− sin θ
′
2
|L〉+ cos θ
′
2
|R〉
)
⊗ · · · ⊗
(
− sin θ
′
2
|L〉+ cos θ
′
2
|R〉
)
⊗ |x0〉
]
, (13)
where x0 is given by the positive solution in Eq. (9).
Note that the first excited state of the system has the same form as Eq. (13) but with a minus sign between the
two terms (i.e. the two branches of the superposition):
|1〉 = 1√
2
[(
cos
θ′
2
|L〉+ sin θ
′
2
|R〉
)
⊗ · · · ⊗
(
cos
θ′
2
|L〉+ sin θ
′
2
|R〉
)
⊗ |−x0〉
−
(
− sin θ
′
2
|L〉+ cos θ
′
2
|R〉
)
⊗ · · · ⊗
(
− sin θ
′
2
|L〉+ cos θ
′
2
|R〉
)
⊗ |x0〉
]
. (14)
The energy separation between the lowest two levels de-
creases exponentially with increasing N , such that the
lowest two states are degenerate in the thermodynamic
limit. As a result, one could say that the two branches of
the superposition are the two possible broken-symmetry
ground states in the superradiant phase.
Before proceeding any further, we examine the physical
nature of the state given in Eq. (13). If we focus on one
branch in the superposition, then each subsystem (i.e. the
oscillator or each one of the qubits) is in the ground state
that corresponds to its own Hamiltonian plus a mean-
field contribution from the other subsystems with which
it interacts. In particular, the bias term of each qubit has
a mean-field contribution from the finite average value of
the cavity field, while the cavity feels a mean-field force
that is the sum of many small contributions from all the
qubits. This mean-field approximation of the state fails
to capture more complex subsystem correlations, espe-
cially as we approach the transition point. However, it
turns out to be a good approximation for investigating
other aspects of the phase transition, including the tran-
sition point [29, 30]. There is no reason to believe that
fluctuations in the system parameters will modify this
picture. We shall therefore use a similar mean-field ap-
proximation in our calculations below.
III. EFFECT OF FLUCTUATIONS IN ∆ AND g
We have assumed above that all the qubits have the
same values of ∆ and g. We now ask what effect one can
expect if one includes fluctuations in these parameters.
In particular, would one still have the phase transition,
or would it be smeared out?
As mentioned at the end of Sec. II, we shall use a
mean-field approach to investigate the effect of parameter
fluctuations on the phase transition. We therefore take
the Hamiltonian
Hˆ = −
N∑
i=1
∆i
2
σˆ(i)x + h¯ω
(
aˆ†aˆ+
1
2
)
+
N∑
i=1
giσˆ
(i)
z (aˆ+ aˆ
†)
(15)
and follow a similar procedure as the one we used in
Sec. II to find the ground state under the classical ap-
proximation. In particular, we write the oscillator Hamil-
tonian in terms of the x and p variables. It is not very
useful to define the collective spin operator here. But we
can instead proceed by considering the expectation val-
ues of the individual spins and use these as the classical
values of the spins. The ground state is described by the
expectation values:
p = 0,
〈σ(i)x 〉 = cos θi,
〈σ(i)z 〉 = − sin θi,
θi = tan
−1 4gix
∆i
,
x = −
N∑
i=1
gi〈σ(i)z 〉
h¯ω
. (16)
Combining these equations we find that in the ground
state
x =
N∑
i=1
gi
h¯ω
× 4gix/∆i√
1 + (4gix/∆i)2
= x
N∑
i=1
4g2i
h¯ω∆i
× 1√
1 + (4gix/∆i)2
. (17)
Since at the phase transition point x = 0, the condition
for the phase transition is given by
N∑
i=1
4g2i
h¯ω∆i
= 1. (18)
4In other words, when the left-hand side of Eq. (18) is
smaller than one the system is in the normal phase, and
when the left-hand side of Eq. (18) is larger than one the
system is in the superradiant phase. In the superradiant
phase, the ground state has the same form as Eq. (13),
but now each qubit has its own value of θ′ (determined
by the values of g and ∆ for that particular qubit), and
x0 is the value of x obtained by solving the equation
N∑
i=1
4g2i
h¯ω∆i
× 1√
1 + (4gix/∆i)2
= 1. (19)
As a result, the sharp phase transition is preserved in the
case where ∆ and g are nonuniform.
It is interesting to note here that if we include small
fluctuations in g and ∆ around the average values g¯ and
∆¯, we find that because
∑N
i=1 g
2
i > Ng¯
2 and
∑N
i=1∆
−1
i >
N∆¯−1, we can expect that the fluctuations in these pa-
rameters will make it somewhat easier to reach the tran-
sition point in the sense that the transition condition is
satisfied when 4g¯2N/(h¯ω∆¯) is equal to a value that is
somewhat smaller than one.
IV. EFFECT OF FLUCTUATIONS IN THE BIAS
PARAMETER ǫ
In addition to the gap ∆, superconducting qubits are
often described by the bias parameter ǫ, which we have
not included in our analysis so far. This parameter ap-
pears as the coefficient of a term proportional to the
single-qubit operator σˆ
(i)
z in the Hamiltonian. For flux
qubits for example ǫ is set by the externally applied flux
through the main qubit loop and the persistent current
of the qubit. When the applied flux is set to (n+1/2)Φ0,
where n is an integer and Φ0 is the flux quantum, ǫ van-
ishes and the qubit is said to be biased at its symme-
try point. For purposes of observing the bistability that
we consider here, it is desirable to bias all the qubits at
their symmetry points and eliminate the bias term in the
Hamiltonian. However, since it is impossible to fabricate
identical qubits, e.g. all having exactly the same area, we
must also consider fluctuations in ǫ.
The Hamiltonian is now given by
Hˆ =
N∑
i=1
(
−∆i
2
σˆ(i)x +
ǫi
2
σˆ(i)z
)
+ h¯ω
(
aˆ†aˆ+
1
2
)
+
N∑
i=1
giσˆ
(i)
z (aˆ+ aˆ
†) (20)
The classical ground state is now described by the expec-
tation values:
p = 0,
〈σ(i)x 〉 = cos θi,
〈σ(i)z 〉 = − sin θi,
θi = tan
−1 ǫi + 4gix
∆i
,
x = −
N∑
i=1
gi〈σ(i)z 〉
h¯ω
. (21)
Combining these equations gives
x =
N∑
i=1
gi
h¯ω
× (ǫi + 4gix)/∆i√
1 + ((ǫi + 4gix)/∆i)2
. (22)
Now we have a finite value of x even for small values
of g, because the qubits (which are now generally biased
away from their symmetry points) give rise to a finite
force felt by the cavity, shifting its equilibrium point.
Let us, however, consider the point where
0 =
N∑
i=1
gi
h¯ω
× ǫi/∆i√
1 + (ǫi/∆i)2
, (23)
and there should be such a point for a general distribution
of ǫi, assuming here that we have a global knob that
simultaneously shifts all ǫi up or down. At this point, the
mean-field contributions from the different qubits cancel
each other completely at x = 0, making x = 0 an allowed
solution for the classical ground state. If we assume that
(1) the number of qubits N is very large, (2) ǫi have a
distribution that is symmetric about the average value
and (3) ǫi is uncorrelated with other variables, then the
special bias point that gives the x = 0 solution is given
simply by:
N∑
i=1
ǫi = 0. (24)
We can then ask the following question: what is the
strong-coupling condition when it is not possible to re-
cover x = 0 as the unique solution of Eq. (22)? We
observe that the left-hand side of Eq. (22) increases in-
definitely with x while the right-hand side saturates at a
finite value when x→∞. The condition for having three
solutions can then be re-expressed as the condition that
the derivative of the right-hand side of Eq. (22) at x = 0
is larger than 1 (which is the derivative of the left-hand
side):
5N∑
i=1
(
4g2i
h¯ω∆i
× 1√
1 + (ǫi/∆i)2
− 4g
2
i ǫ
2
i
h¯ω∆3i
× 1
(1 + (ǫi/∆i)2)
3/2
)
> 1, (25)
or in other words
N∑
i=1
(
4g2i
h¯ω∆i
× 1
[1 + (ǫi/∆i)2]
3/2
)
> 1. (26)
Note that ǫi are constrained by Eq. (23) above. If we as-
sume that there are no qubit-to-qubit fluctuations in ǫi,
and we therefore set ǫi = 0, we recover the phase tran-
sition condition derived in Sec. III. The second factor
inside the sum on the left-hand side of Eq. (26) decreases
from 1 at ǫi = 0 down to zero in the limit |ǫi/∆i| → ∞.
We can therefore think of it as a factor α between zero
and 1 that modifies the phase transition condition. A
small value of α (which corresponds to large fluctuations
in ǫi) leads to the conclusion that larger values of gi are
required in order to realize the superradiant phase. The
crucial parameter here is the scale of variations in ǫi com-
pared to the scale of ∆i. If the variations in ǫi are smaller
than or comparable to ∆i, the transition point is shifted
up by a factor of order one. On the other hand, if the
variations in ǫi are much larger than ∆i the above in-
equality (i.e. the condition for the phase transition) can
become orders of magnitude more difficult to reach than
in the case with uniform ǫi. To illustrate this point more
clearly, let us assume that there are no fluctuations in g
or ∆. We then obtain the condition for the transition
point:
4g2
h¯ω∆
×
N∑
i=1
1
[1 + (ǫi/∆)2]
3/2
= 1. (27)
If we assume that ǫi follow a Gaussian distribution with
standard deviation σ, the sum is equal to
∆√
2σ
U
(
1
2
, 0,
∆2
2σ2
)
, (28)
where U is the confluent hypergeometric function. This
function is plotted in Fig. 1: it decreases from 1 to zero
with increasing σ/∆, although the approach to zero is not
very fast. In particular, the function is approximately
equal to
√
2/π ×∆/σ for large values of σ/∆.
As a result of the analysis in this section, we conclude
that the phase transition exists also in the case of fluctua-
tions in ǫ. However, the transition point can now occur at
a bias point where the qubits are on average away from
their symmetry points. Furthermore, the phase transi-
tion condition is modified such that the coupling strength
g needed to satisfy the phase transition condition is larger
than that obtained in the absence of fluctuations.
 0
 0.5
 1
 0  2  4  6  8  10
σ/∆
f 
(σ
/∆
)
FIG. 1: Confluent hypergeometric function f1(σ/∆) =
U
(
1
2
, 0, ∆
2
2σ2
)
(dashed green line) and the function f2(σ/∆) =
∆√
2σ
U
(
1
2
, 0, ∆
2
2σ2
)
(solid red line) as functions of the ratio
σ/∆.
V. FINITE TEMPERATURE
So far we have considered the quantum phase transi-
tion relating to the ground state. In this section we turn
to the thermal phase transition between the normal and
superradiant phases at finite temperatures.
Thermal fluctuations will modify the states of both
the oscillator and the qubits. Increased temper-
ature and hence increased fluctuations in a har-
monic oscillator do not change the mean values
of its x and p variables. In contrast, a qubit
whose ground state is given by {〈σx〉 , 〈σy〉 , 〈σz〉} =
{cos θi, 0, sin θi} will have these values reduced at finite
temperatures to {〈σx〉 , 〈σy〉 , 〈σz〉} = {cos θi, 0, sin θi} ×
tanh[h¯Ωi/(2kBT )], where h¯Ωi =
√
∆2i + ǫ
2
i , kB is Boltz-
mann’s constant and T is the temperature. Equation
(22) then becomes
x =
N∑
i=1
gi
h¯ω
× (ǫi + 4gix)/∆i√
1 + ((ǫi + 4gix)/∆i)2
tanh
[
h¯Ωi
2kBT
]
,
(29)
with h¯Ωi =
√
∆2i + (ǫi + 4gix)
2, and Eq. (26) becomes
6N∑
i=1
(
4g2i
h¯ω∆i
× 1
[1 + (ǫi/∆i)2]
3/2
tanh
[
h¯Ωi
2kBT
]
+
2g2i
h¯ωkBT
(ǫi/∆i)
2
1 + (ǫi/∆i)2
sech2
[
h¯Ωi
2kBT
])
> 1. (30)
This expression is not amenable to further analytic manipulation. However, one can understand how it affects the
transition conditions by taking the special case where there are no fluctuations in g or ∆. In this case, Eq. (30) can
be expressed as
4g2
h¯ω∆
×
N∑
i=1
(
1
[1 + (ǫi/∆)2]
3/2
tanh
[
α
√
1 +
( ǫi
∆
)2]
+ α
(ǫi/∆)
2
1 + (ǫi/∆)2
sech2
[
α
√
1 +
( ǫi
∆
)2])
> 1, (31)
where α = ∆/(2kBT ). In Fig. 2(a) we plot the sum
on the left-hand side as a function of α and σ (which
is the standard deviation in ǫ). As would be expected,
this sum approaches zero in the limits α → 0 (i.e. the
high-temperature limit) and σ → ∞ (i.e. the large-
fluctuation limit), because high temperatures and large
fluctuations both favor the normal phase over the super-
radiant phase. In contrast, this factor takes its maximum
value 1 when α→∞ and σ = 0, which is the special case
of zero temperature and zero parameter fluctuations. In
Fig. 2(b) we plot the critical temperature as a function
of 4g2N/(h¯ω∆) and σ. The superradiant phase can oc-
cur only when 4g2N/(h¯ω∆) > 1, and even in this case
a large value of σ suppresses the critical temperature,
such that the superradiant phase is easily destroyed by
thermal fluctuations.
We finally note that when we ignore all parameter fluc-
tuations and assume that all the qubit parameters are
identical Eq. (30) reduces to the well-known expression
[2–4]
4g2N
h¯ω∆
tanh
[
∆
2kBT
]
> 1. (32)
VI. EXPERIMENTAL CONSIDERATIONS
Although the superradiant state has been realized us-
ing a single flux qubit coupled to a superconducting LC
circuit, reaching g = 7.63 GHz and 4g2/(h¯ω∆) ≈ 10
in Ref. [21], such a strong coupling is still very diffi-
cult to realize in most experimental setups. Typical
parameters for superconducting circuit-QED setups are:
∆ ∼ h¯ω ∼ 2π×5 GHz, g ∼ 2π×10-100 MHz. These pa-
rameters give 4g2/(h¯ω∆) ∼ 2 × 10−5 - 2 × 10−3. One
therefore needs N ∼ 103 - 105 in order to achieve the
phase transition condition, even in the absence of param-
eter fluctuations. In particular, the recent experiment re-
ported in Ref. [23] had g ∼ 2π×15 MHz and N = 4300,
which gives 4g2N/(h¯ω∆) ∼ 0.15. These parameters are
therefore somewhat below what is needed to realize the
phase transition in the absence of fluctuations. As we
have shown above, it is mainly fluctuations in ǫ that push
the transition point towards higher values of g and/or N .
These fluctuations are typically on the order of 100 MHz,
which is much smaller than ∆ and should not lead to a
dramatic increase in the required value of g2N . As can
be seen in Fig. 2, if we consider a value of g/g0 between
1 and 2, the critical temperature is on the order of ∆/kB
and it decreases gradually to zero as σ/∆ increases and
becomes comparable to 1. Achieving such temperatures
in superconducting circuits is not very challenging, even
though temperatures cannot go much lower than ∆/kB.
We therefore expect that if for example an experiment
realizes the parameters of Ref. [23] with g increased by a
factor of 3-5, it could be possible to observe the superra-
diant phase.
The transition between the normal and superradiant
states is usually studied by treating the coupling strength
as a tunable parameter, with the superradiant state
becoming the thermal equilibrium state for sufficiently
strong coupling. If the coupling strength is tunable in
a given experimental setup, one could vary it and mea-
sure the smallest frequency appearing in the absorption
or transmission spectrum of the system. This frequency
shrinks to zero at the transition point, which is a feature
that can be used as a signature of the phase transition.
It is common in superconducting circuits that the cou-
pling strength is not tunable. Even in this case, where
measuring the smallest excitation frequency in the spec-
trum would not allow one to identify the state of the
system (i.e. on which side of the transition point the sys-
tem parameters lie), the full spectrum will generally allow
a determination of the parameters [22]. Another possi-
ble technique for distinguishing between the two phases
would be quantum state tomography. By suddenly shift-
ing the qubit bias points away from the symmetry points,
one obtains a situation where there is no exchange of ex-
citations between the different subsystems, which enables
measuring their individual states and hence performing
quantum state tomography (see e.g. Ref. [8]). For reli-
able results, this procedure would have to be performed
within the coherence time that includes all decoherence
processes, i.e. the inverse of the sum of all the dephas-
ing rates, which becomes experimentally challenging for
a large number of qubits. Even if one cannot achieve the
difficult task of many-qubit quantum state tomography,
one could use a simpler technique that relies on the fact
7α
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FIG. 2: (a) The sum in Eq. (31) as a function of α and
σ/∆. This quantity approaches zero in the limits α → 0
and σ → ∞, while it takes its maximum value 1 in the limit
α → ∞ (i.e. zero temperature) and σ = 0 (i.e. zero fluctu-
ations). (b) The critical temperature kBT/∆ as a function
of coupling strength [expressed in the combination (g/g0)
2
where g0 =
√
h¯ω∆/(4N)] and σ/∆. The critical tempera-
ture is zero at the boundary between the yellow and white
regions, and inside the white region the system remains in
the normal state even at zero temperature.
that in the superradiant phase the system will be equally
likely to be in two different states. By performing the
sudden shift of the qubit bias points away from the sym-
metry points and measuring only the state of the oscilla-
tor (many times), one can deduce whether the oscillator
was always in the same state or in one of two different
states. Hence this protocol can allow the identification of
the bistable regime that corresponds to the superradiant
phase. This procedure does not reveal any information
about quantum coherence and therefore entanglement in
the superradiant state, and even the qubit-oscillator cor-
relations are deduced based on knowledge of the system
parameters rather than experimentally measured corre-
lations. However, since this technique relies on distin-
guishing between two coherent states in the oscillator,
the only limiting factor for the measurement time is the
oscillator’s relaxation time.
Finally we note that the decoherence times T1 and T2
did not appear in our conditions for the phase transi-
tion, even though these parameters are closely related to
noise and parameter fluctuations. The reason is that our
study of the thermodynamic states deals with stationary
states. As such, parameters related to the dynamics of
the system will not necessarily appear in the results. In
particular, T1 and T2 are generally determined by noise
components at both zero frequency and the frequencies
of the various transitions in the system, while thermody-
namic properties are generally affected mainly by static
fluctuations.
VII. CONCLUSION
We have analyzed the effect of various combinations
of parameter fluctuations on the superradiance quantum
phase transition. Our results show that the phase transi-
tion is robust against these parameter fluctuations. Bias
point fluctuations, which constitute one of the main lim-
itations to coherence in superconducting qubit, have the
most serious effect on the superradiance phase transi-
tion, because they can significantly increase the coupling
strength required to realize the superradiant state. Nev-
ertheless, a quantum phase transition is still expected to
occur even in this case. Our results help guide future ex-
periments to predict the conditions needed to observe the
superradiance phase transition in realistic systems, and
in particular superconducting circuit-QED architectures.
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