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1. INTRODUCTION 
We are concerned with the existence of solutions to the system of 
equations 
where p, 6, v > 0. 
The choice of GI = y = 1 and p = 6 = 3v corresponds to the model proposed 
by Boussinesq for two way propagation of long surface waves in a channel 
of constant depth. In this model u(t, x) represents the velocity and w(t, x) = 
I + &(t, x) the height of the free surface of the fluid above the bottom. 
Boussinesq’s system may be regarded formally as a perturbation of the one 
dimensional wave equation in which the dispersive and non-linear effects are 
of the same order. For background material we refer the reader to Benjamin 
[ 1 ] and Bona and Smith [2]. 
We remark that the methods we use depend only on the positivity of the 
parameters /I, 6 and v. For notational convenience and without loss of 
generality we suppose a = /? = y = 6 = v = 1, and study the system 
Pt + u, + (w), = 03 
u, + px + uu, - UXX( = 0. 
(1.1) 
In order to establish existence we consider the parabolic regularization 
In Sections 2 and 3 we show that system (1.2) has a unique smooth solution 
325 
0022.0396/8 l/ 120325-28%02.00/O 
Copyright G 1981 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
326 MARIA ELENA SCHONBEK 
with smooth data b,,(x), z.+(x)). Specifically in Section 2 we obtain local 
existence for fixed E and in Section 3 global existence for fixed E. The main 
estimates are obtained from an entropy inequality which we derive in 
Section 3. This inequality leads to a priori bounds independent of E on u in 
Hi and on p in an Orlicz space based on the function p log p. In Section 4 
the c-independent estimates are used to obtain a subsequence of solutions 
(p,, u,) with smooth data (PO(x), u,(x)), which converge weakly to a solution 
of system (1.1) with the given data. In Section 5 by smoothing out the initial 
data and passing to the limit we obtain solutions of (1.1) for a wider class of 
initial data that is suggested by the a priori bounds and is contained in the 
space Z&(R) x H’(R). Specifically we show that for data @,,, ZQ,), where p,, 
belongs to the Orlicz space A based on the function p log p and u,, E Hi there 
exists a solution (p, 24) E L”O([O, co]; A X H’). 
We remark that Bona and Smith [2] establish existence of a classical 
solution of a similar system of equations 
91+ u, + (w), - fax,, = 03 
ut + rlx + uu, - 3<ut + r,>xx = 0. 
describing two way propagation of long surface waves. Their proof uses 
different methods and depends on the presence of dispersive terms in both 
components and does not extend to system (1.1). 
2. LOCAL EXISTENCE FOR THE REGULARIZED SYSTEM 
In this section we shall establish local existence for the system (1.2) by 
inverting the linear part of each of the equations and using the contraction 
mapping principle. We will use the following notation: 
Ct= (g: gE Ck, ,zrn, &g=O,O<j<k}, 
C,” = {g: g E C’, with compact support}, 
II 41 = S”,P I &)I* 
THEOREM (2.1). Let P; P be gitm constants. For any initial data p,,(x), 
u,Jx) such that 
(po-p,uUo-C)ECfXCf, 
there exists a constant t, > 0 depending only on IJpO )I, )I u, 11, zi, P and E such 
that the initial value problem (1.2) has a unique solution @, u) with p -13, 
u - ti in Cg. 
Proof. Let 
then (1.2) yields 
and 
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PO(X) = PO(X) -A 
zqx) = u,(x) - u: 
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(2.1) 
(2.2) 
We note that &,, z& E Cz. We will show that (2.1) has a unique solution 
@; zi), with p”-P; c- ti in Ci, which takes on the initial data (2.2). The 
outline of the proof is as follows. We invert the linear part of the first 
equation and after a formal integration by parts we obtain 
p’(t, x) = fin G(t, x - z) /T,,(z) dz 
00 
+fjm [ti+(~%~)(~+fi)]G,(t-s,x-z)dzds, (2.3) 
0 -cc 
where 
G(f,x) =-&exp (-i). 
The boundary terms originating from the integration by parts vanish since 
lim lzl4c [P(s, 2) + P(S, z)] [zZ(s, z) + U(S, z)] = Pti, 
,l\rna z@, z) = 0 and 
L-t 
,!hnm G(t - s, x - z) = 0. 
To invert the second equation we note that it can be written as 
(1 - a,,> 22, = -a,@- + iP/2) 
and therefore has the formal solution 
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A formal integration by parts yields 
where 
f co 
qt, x) = u’,(x) + 
II (2.4) 0 --co 
K(x) = i sgn(x) exp(-1 xi). 
Now, for any to > 0, let 
Q. = 1@, u) E W4 toI; Ci x C;>; IIPW - G(t) *poll 
+Il~~~~--oll~IlPolI+II~oII~~~~~~o~. 
Hence if @, U) E .RI, then 
IIPWII + II Wll G 2woll + Il~oll) for O<t<t,. 
Now define the map r from C( [0, to]; Ci X Ci) into itself r = (r, , r,), where 
r,@-(t), U”(t)) = G(f) * PO + f [ CJ+ @()(u’ + ti)] * G,(t - s) ds, 
0 
I’,@-(t), U”(t)) = Co + If K * [F + p] ds. 
0 
By some straightforward computations which we omit, it follows that 
there exist to depending only on Ilpoll, (I U, (1, P; k and E such that r maps the 
closed set RtO into itself and r is a contraction map on QR!O. By the 
contraction mapping principle, system (2.1), has a unique solution in Qt0. 
The uniqueness of the solution @‘, ~7) follows by the integral representations 
(2.3) and (2.4) and G ronwall’s inequality. The existence and uniqueness of 
solutions of system (1.2) follows since 
P=i+p; u=c+u. 
This completes the proof of the theorem. m 
To extend the solution to a global solution we will need the following 
auxiliary result. 
LEMMA (2.1). Let @-~,u-~~)EC([O,~,];C~XC~) and @,u) be a 
solution of (1.2) with initial data (po, uo). Zf 1 + pa(x) > 0, then 
1 +p(t,x)>O for xER,t>O. (2.7) 
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Proof. Let 
w=l+p; 
then the first equation of (2.2) is transformed into 
Wt + (mu>, = EO,.yr 
and we have to show that if 
($0, x) = 1 + PO(X) > 0, 
then 
4, x) > 0 for all x E R, t > 0. 
For a proof see Friedman [4, Lemma 5, Chap. 2, Sect. 41. 1 
The condition 1 + p > 0 is natural from the physical point of view. 
3. A PRIORI ESTIMATES AND GLOBAL EXISTENCE FORTHE 
REGULARIZED SYSTEM 
In this section we establish global existence with E fixed for (1.2). On the 
process we also establish certain a priori estimates which are independent of 
E and which will be used in subsequent sections to pass to the limit as E 
tends to zero. 
To obtain the estimates which are independent of E we construct a convex 
positive entropy (in the sense of Lax [5]) for the associated hyperbolic 
system 
P* + (u + UP>, = 0, 
u, + @ + U2/2), = 0. 
(3.1) 
This entropy will yield an inequality which leads to an estimate on u in Hi 
and on p in an Orlicz space based on the function p log p. Hence we need to 
introduce the notion of entropy for a hyperbolic system. Consider the system 
u, + f(u), = 0, (3.2) 
where u = u(t, x) E R",f: R" --t R" smooth. We recall that (3.2) is hyperbolic 
if Vf has n real eigenvalues and a complete set of eigenvectors. We say that a 
pair of functions q, q is an entropy-entropy flux pair if all smooth solutions 
of (3.2) satisfy the additional conservation law 
v(u), + q(u), = 0. (3.3) 
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We note that the last equation is equivalent to the compatibility condition 
vy * Vf = vq, (3.4) 
which follows by carrying out the differentiation in (3.3) and (3.4) and 
multiplying (3.3) by Vy, 
vq Ut + vq n, = 0, 
Vtju,+Vrj*Vf=O; 
hence (3.4) follows. For background material we refer the reader to Lax [5]. 
Next we establish an estimate for u in Z-I’ and for p in an Orlicz space 
based on the function p log p. We introduce the notation 
w=l+p, 0=1+/T, 
u(w) = w log w, UL(W, 6) = u(a) + u’(O)(w - a>, 
(3.5) 
UJW, 6) = u(w) - u,(w, a) = w(log w - log W) + ti - w. (3.6) 
We note that u(w) is a convex function and subtracting the linear part 
uL(w, 6) gives us the positive convex function u,,(w, W) which behaves like 
w - ti when w is close to 6 and grows like w log w at infinity. 
THEOREM (3.1). Let P; h be given constants. Let p,,(x), u,,(x) be a pair of 
functions such that (&(x) -P; u,(x) - t7) E Ci X Ci and @, u) is a solution 
of (1.2) with initial data (pO, u,), then there exists a constant co depending 
only on pO, P; uO and C such that 
I 
crJ (24 -ii)’ dx + 
I 
00 24: 
-co 2 
pX+jm %(X> Q!x < co, (3.7) 
-co -co 
where uo(x) = uo(w, 6). 
ProoJ By the change of variables w = 1 + p the system (1.2) is 
transformed into 
0, + (bu)x = &WI,, 
u, + (w + u*/q, = uxxt, 
with initial data 
(3.8) 
w(0, x) = WI)(X) = 1 + PO(X), u(0, t) = u,(x), 
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and the associated hyperbolic system (3.1) becomes 
w, + (uu), = 0, 
u, + (w + u2/2), = 0. (3.9) 
The outline of the proof is the following. Let f: R* --t R* be the mapping 
f(o, u) = (am, w + u2/2). 
Let n(w, u), q(w, U) be a pair of functions for which the compatibility 
condition (3.4) holds with f given above; then all solutions of (3.7) satisfy 
the additional equation 
The form of the equations suggest an entropy of the form 
rl(o, u) = 2472 + a(u), (3.11) 
for some function a. For this type of an entropy equation (3.9) can be 
expressed as 
= -&d’(U) w; + &a(u),, - (zQ2)t + (uu,*), . (3.12) 
If we are able to obtain an entropy of the type (3.11) which is convex and 
positive, one integration in space of (3.12) would yield an a priori bound. 
We choose 
a(0) = u(w) = w log 0. 
A simple computation shows that for this a the compatibility condition (3.4) 
holds thus we have found an entropy which is convex but not positive. To 
obtain a positive convex entropy rj we substract from q its linear part at the 
point Q, ti, where 
w= ,$rnm 1 +pO(x)= 1 +P; * ii= ,plm u,(x). 
Hence 
ri(o, u) = Il(o-4 u) - rl(G, zi) - Vv(G 2-4[(w u> - (a t-q] 
= (u - q/2 + o[log w - log C5] + 6 - 0 
= (u - C)2/2 + uo(w, a). (3.14) 
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To see that q((w, U) is an entropy for (3.8) we need to find an entropy flux 
f(w, u). The procedure is standard. Let 
a simple calculation yields 
vq Vf = VLf. 
To simplify the notation we let 
The new rl and q satisfy Eq. (3.12), which will be the starting point of our 
calculations. To obtain the first a priori bound we integrate Eq. (3.12) over 
the space time rectangle 
R = {(s, x): 0 < s < t, -N, ( x < N,, N, , N, > O}, 
and apply the divergence theorem, 
1.f qX + q1 dx dt = (q, q) e n ds n: I ani 
2 = --E li u”o: - lil 1 t + a(o),, + (uu,J, dx dt, 
where I? is the outward normal. Hence 
q(t, x) - ~(0, x) dx + r'q(s, NJ - q(s, -NJ ds 
0 
=-& 
ij 
UU(0) Of - 
ni 
i,j$t+ j’u(W(s,N*))~--o(w(S--Ni)),ds 
uu,,(s, N,) - w& NJ ds. 
If for each t we let N,, N, tend to infinity, the Lebesgue dominated 
convergence theorem together with 
lim 
N,,N2+S 
[q(s, NJ - q(s, -N,)] = q(c5, zi) - q(W, ~7) = 0, 
lim 
N,,Nz-oO 
[a(~@, N,)) - u(w(s, -N,))] = a(G) - o(G) = 0 
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yield 
.m 
.I_, 
.m 
r(& x) dx + 
J -m 
+ (t, x) dx 
.m 
ZZ 
--a 
v(O, xl dx 
.m 
+ 
1 -co 
Since a:(o) > 0 we have 
.* 
J *O” qdx+,j -cc -cc 
!$dx= *O” 
J -cc 
co: dx dt. 
$dx 
J 
m 
+ u,(o, w) dx < co, (3.15) 
-cc 
where 
.m co = J -‘x rl(wo> uo> dx + je 
2 
y dx. (3.16) 
-cc 
We recall that q is the difference of a convex function and its linear part at 
the point (fi, U), hence 
and by hypothesis (cc0 - W, U, - zi) = (PO - P; u0 - ii) E Cf x Cf, hence c,, 
given by (3.16) is bounded and estimate (3.15) yields the a priori bound 
(3.7). I 
To simplify the notation in what follows we will denote by co all positive 
constants which depend only on po, u,, P; zi. 
COROLLARY (3.1). Let pO, p; uo, zi be as in Theorem (3.1). If (p - ji, 
u - ti) E C([O, I]); Ci x Ci) and @, u is the solution of (1.2) with initial ) 
data (po, uo), then 
and 
where 
sup I u(4 x)1 = I @)I, < co x 
I AI/-4d-Wr,r 
(3.17) 
(3.18) 
c, =c,ho, uo,p; 27,-q and 
I 
dx< 00. 
A 
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Proof. Estimate (3.17) follows by (3.7) and the standard Sobolev ine- 
quality 
Inequality (3.18) is an immediate consequence of the a priori bound 
(3.7). I 
We now obtain an a priori estimate on \p(t)la, = supX Jp(t, x)1, which 
depends on E. For this we express p(t, X) by its integral representation and 
use the a priori bound on ) u(t)l, given by (3.17) in order to get a Gronwall 
inequality. 
THEOREM (3.2). Let pO, P; uO, zi be as in Theorem (3.1). Ler (p, U) be a 
solution of (1.2) with initial data (pO, u,); then 
SUP l&-W co balm exp co d% 
Proof. Consider the first equation of system (1.2) as in the 
inhomogeneous heat equation; then p(t, x) has the integral representation 
p(t, x) = ia PO(Z) GO, x - z> dz (3.19) 
-cc 
+ il : -mm (u(s, z) + ~(8, z) u(s, z)) Gx(t - s, x - z) dz ds, 
where G is the heat kernel, 
G(t,x)=&exp (-I). 
Representation (3.19) yields 
where we used 
I O” (G,(t-s,z-x)(dz<c --co G(t-s,z-x)dz 
(3.20) 
EXISTENCE FORTHE BOUSSINESQ SYSTEM 335 
Gronwall’s inequality, together with (3.20), yields 
Now we are ready to extend the local solution of (1.2) to a global 
solution. 
THEOREM (3.3). Let po, p, uo, U be as in Theorem (3.1). Then there is a 
unique solution (p, u) of (1.2) such that (p -P; u - 12) E C( [0, co 1; Ci x Ct), 
with data (po, u,), and its first components satisfies 
1 +p(t,x) > 0, for all t > 0, x E R. 
Proof. The global existence and uniqueness follows from the local 
existence and uniqueness and the a priori bounds obtained in Corollary (3.1) 
and Theorem (3.2). The lower bound on p follows from the local lower 
bound of p (Lemma (2.1)). 
4. EXISTENCE OF SOLUTIONS FOR THE BOUSSINESQ SYSTEM 
In this section we obtain a weak solution for system (1.1). We show that if 
for each E > 0, (p,, u,) is the solution of the initial value problem (1.2) with 
data (PO, uo) then there exists a subsequence @,, u,) such that p, converges 
weakly to a function p and u, converges in L2 to a function u for each t, and 
the limit function @, u) is a weak solution of (1.1) with initial data bo, uo). 
To obtain the weak convergence of p, we use the E independent bound of the 
p, together with Dunford’s theorem on weakly sequentially compact L’ sets 
[3]. To obtain the L* convergence of u, we use the fact that H’ is compactly 
imbedded in L2 together with a continuity condition on t. We now prove a 
convergence theorem. 
THEOREM (4.1). Let po, p, uo, C be as in Theorem (3.1). For each E > 0 
let @, -P; u, - b) E C([O, ao]; Ct x Ci), and let (p,, u,) be the solution to 
the Cuuchy problem (3.1) with initial data 
P,@~x)=Pow~ u,(O, x) = u,(x), 
then there exists a subsequence p, which on compact sets converges weakly in 
L’ and a subsequence u, which converges strongly in L2 for all t. That is 
there exists p and u such that 
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(i) For any C-P E L”O(R + X R) with compact support 
lim co 
li 
co 
r-0 0 
@,(t, x) - p(t, x)) p(t, x) dx dt = 0. 
-* 
(ii) For any T > 0, 
lim * 
I 
(u,(t, x) - u(t, x)1’ dx = 0 for all 
S-r0 
t E (0, T]. (4.2) 
-co 
Proox We first show that given any compact set S there exists a subse- 
quence p, such that p, Is converges weakly; i.e., we will show that (4.1) holds 
for any v, E Lco(R+ X R) with supp a, c S. For this we will use the following 
convergence result (Dunford-Schwarz [3, Vol. 1, p. 2941). 
LEMMA. If a set K in L’(S, Z, ,u) is weakly sequentially compact, then 
lim 
i rr(E)+O E 
f(s) ,u(ds) = 0 
uniformly for f E K. If ,u(S) < 00 then conversely this condition is suflcient 
for a bounded set K to be sequentially compact. 
Let p= U!X dt, .Z = (A: A c S, &measurable), K = {p, IsI. By Dunford’s 
lemma we need only show that 
lim 
li n(E)+0 E 
f (t, x) dx dt = 0 
uniformly for all f in K. We note that if for some u, we have &)/p--t co as 
p + co and I,] o(p) Q < co, then lim,,,,,, ],] p dp = 0. In our case q(p) = 
p log p. Let E = E, U Ei, E c S, where E, = {(t, x): p, < k}, then 
We note that 
J’ J 
1 . 
Eg-lE 
‘p,dxdt<-,j j-p,logp.dxdt 
log k E;,-,E 
(4.4) 
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and by the a priori bound (3.7), for k sufficiently large 
where 
P, E = projection of E in the t direction, 
/ P,E / = Lebesgue measure of P,E. 
Hence by (4.3), (4.4) and (4.5) for k sufficiently large 
and consequently since ) P,EI is bounded 
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(4.5) 
lim - 
JJ u(E)+0 E
‘p,I,dxdt=O 
uniformly for all p, Is. That K is bounded follows from (3.18), Corollary 
(3.1). Thus for any compact S we can choose a subsequence p, which is 
weakly convergent in L’(S). To obtain a subsequence which converges 
weakly in L’ for all compact sets we use the following diagonalization 
process. Let 
s, = [O, n] x [-n, n] 
and let p: be the corresponding weakly convergent L’(S,)-subsequences. We 
can choose these subsequences so that (p:,} 2 (p:: ‘}. Hence the diagonal 
sequence pt, will be weakly convergent in L’(S,), for all n to a function p, 
and hence will converge weakly in L’ in all compact sets. That is, let q E 
L”(R’ x R), supp rp = S; let n be such that S c S,; and for the sake of 
notation let pr, = p,. Then q E Lm(S,) = L’(S,)* and 
lim . 
J i c-0 s. 
@,-p)qdx=O. 
The existence of a subsequence for which (4.1) holds has been established. 
We now prove the strong convergence of a subsequence of the u,. By the a 
priori bound (3.7) we know that (u,(., t) - zi) E H’, and since H’ is 
compactly imbedded in L2, for each t there exists a subsequence u,(,) and a 
function u such that 
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lim 
I 
m s(l)&+0 -m I U,(&, x) - u(t, x)1’ dx = 0 
and u - GE L2. By a diagonalization process we obtain a subsequence u, 
which satisfies 
lim m 
I c-0 -m 
1 u,(t, x) - u(t, x)1’ u!x = 0 
for each rational t E [0, T]. 
Since weak convergence for each t, together with compactness, will yield 
strong convergence, to show that 
U,(t, x) -+ u(t, x) in L2 for all t E [0, T] 
it will be sufficient to show that for any a, E C:(R) 
ljz I (u,(t, x) - u(t, x))p dx = 0. R 
To obtain this last limit it is sufftcient to show 
l)y j* u,(t, x) - u(t, x) du = 0 (4.6) 
a 
for all finite constants a and b. To obtain (4.6) we need some form of 
regularity in t for the u,(t, x). We show that there exists a constant c = 
c@,,, p, uO, zi, a, b) such that for all t, , t2 > 0. 
I jb U&,, x) - u&,9 x) dx < c It, - t, I. (4.7) a 
This last inequality together with the strong convergence for all rational t E [0, T] and the La uniform bound of the U, yield the limit (4.6) and hence 
the weak convergence follows. Supposing (4.7) we obtain 
I jb u,(t, x> - U&9 x) dx a 
I j 
b 
I l j 
b 
< u,(t, x) - u,(i, x) dx + u$, x) - u,-(i, x) dx 
(I II 
+ u#¶ x) - u,-(t, x) dx 
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Let I be a rational as close as necessary to t. The convergence of u,(& x) in 
L2 implies that u,(f, x) is a Cauchy sequence. Hence n,(t, x) converges 
weakly for all t. To complete the proof we need to show that (4.7) holds. We 
recall that U, has the following integral representation 
a4 x> = u,(x) + j; il^:, K(x - z)(pc + $3) dz ds, (4-g) 
where 
K(x) = 4 sgn(x) exp(-1 xi). 
Hence if we integrate the difference u,(t2, x) - u,(t,, x) over [a, b] we obtain 
.b 
J 
@2, x> - u,(t,, x) dx 
(1 
.b .fz .m 
=J J J 
K(x - z)@, + juf) dz ds dx 
a t, -cc 
.b .t2 cc 
= 
II I 
K(y)[p,(s, Y +x1 + t& Y + 41 dy ds a% (4.9) 
a I, -co 
where we performed the change of variables z = y + x. The last integral can 
be bounded by 
co I b - a I I t2 - t, I + j”ja. IK(Y)I jb IP,& Y + XI dx dv ds. (4.10) 
t, -a, (I 
To bound the last integral we need the auxiliary estimate 
I ,d IP&, Y + 41 dx < co(l + I b - a I>. (4.11) 
We make the change of variables r = y + x and split the integral in (4.11) 
into two parts, 
i,b IP& Y + XI= l:Iab I PA, r)l dr 
= 
i bc(s9 4 dr + 1 P,(s, r) dr, 
(4.12) r~EX 
‘0 rf?vr3 )C 1” 
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E:,,= {(~,r):p(s,r)<r~}, 
PEFO = projection of E:O on R, 
z= [y+a,y+b]. 
By the a priori bound (3.7) we can choose r,, so large that 
I p,logp,dx<co. (PEk )C 
‘0 
Hence the right hand side of (4.12) can be bounded by 
p,logp,dx<co(l +Ib-aI). 
Estimates (4.10) and (4.11) yield (4.7). The proof of the theorem is now 
complete. I 
The main theorem of the section is the following. 
THEOREM (4.2). Let po, P; uo, U be as in Theorem (3.1). Let p and u be 
the limit functions obtained in Theorem (4.1), then @, u) is a weak solution 
of the initial value problem for the Boussinesq system with data (po, uo). 
Proof. We need to show that for any rp E C,“(R’ X R), 
m 00 
li 0 -m 
00 
ppt dx dt + 
1( 
03 
(u + pu) pX dx dt = 0, 
0 -cc (4.13) 
Let p,, u, be the converging subsequences obtained in Theorem (4.1). We 
know that for each E 
.a3 a, 
=& 
1 1 
~,v,,dxdc 
0 -02 (4.14) 
.m .m 
= 
J 1 
u, rp,,, dx dt. 
0 -cc 
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We note that 
I i .O” ‘O” p,cpxx dx dt = 1 [ p,(oXX dx dt, where s = supp o; -0 .-m -S. 
hence by (3.18), Corollary (3.1), we have 
.cc .cc 
lim E 
c-0 1 I 
p, (px, dx dt = 0. 
0 ‘-cc 
By the last remark and (4.14), to show that @, U) satisfies (4.13) it is 
sufficient to establish 
.cc .m 
lim 
r-0 [! 1 
@,-p>ptdxdf 
0 “-cc 
u,+p,u,-u-pu)q,dxdt =O, 1 (4.15) 
(u, - u) pt dx dt 
.a2 .m 
+ 
I I 
(u, - u) qxxt dx dt 1 = 0. (4.16) -0 -cc 
By the weak convergence of p, and the strong convergence of u,, to obtain 
(4.15) we need only show 
We note that 
lim *m 
I .I 
a 
r-0 0 
@,u,-pu)dxdt=O. (4.17) 
-m 
.m .m 
1 ! 
0, u, - PU) 9, dx dt 
0 -m 
. . 
=I ! P&C - u) cpx dx dt + I1 u@, -P) 9, dx dt. (4.18) S S 
By the strong convergence in L2 of the u, there exists a subsequence which 
converges pointwise a.e. We will denote this subsequence by u, and p, will be 
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the corresponding first component of the solution of (1.2). We note that it is 
sufficient to show that (4.15) and (4.16) hold for the new subsequences. 
Since u,(f, x) --f ~(t, x) a.e. in x and U, E L”O we have that given /3 > 0 there 
exist E, such that for all E < s0 
and 
I U,(C -4 - u(t, x)l < P a.e. in x for t E [0, T] 
UEL”O. 
We will use these last two facts together with the a priori bounds obtained 
in Section 3 and Theorem (4.1) to bound the right hand side of (4.18) 
Since u E L”O, urp, E L”O and has compact support, by Theorem (4.1) 
lim O” 
i.i 
O” 
wo 0 
u@, -/I) qo, dx dt = 0. 
-m 
Hence the right hand side of (4.18) approaches zero as E + 0, and (4.15) 
follows. To obtain (4.16) we only need to show 
lim a, a, 
(I r-0 0 
(uf - u*)p dx dt = 0. 
-m 
This last limit follows from the dominated convergence theorem and the facts 
that 
To complete the proof we have to show that the initial data is taken on. 
More precisely we show that 
‘;I? u(t, x) = Uo(X) (4.19) 
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pointwise and 
l& I_ @(t, x) - pO(x)) q(x) dx = 0 for any cp E C,“(R). (4.20) A cc 
To show that (4.19) holds we note that 
144 x) - u,(x>l < 144 4 - u,(t, x)1 + 1 u,(t, x> - u&>l. 
So it suffkes to show that lim ,+0 ~,(t, x) = u,(x) uniformly in E. We use the 
integral representation (4.8) of u,, hence 
I%(4 x> - ~o(X>l< (I jrn K(x-2) s+p dzds 0 --co 
( 2* J 
.I m 
< rl 
uf 
ydZdS+jrj K(x - 2) p, dz ds, 
0 -m 0 PE& 
.t . t 
JJ pcdzds<c,t+r, K(x - z) dz ds 0 (PEk)c II ‘0 0 
1 t 
+- 
II log r. o 
p,logp,dzds<c,t 
(PE;o)~ 
where we have used estimate (3.7) to bound the last integral. To obtain 
(4.21) we need the following auxiliary results. 
CLAIM (4.1). Let S be a compact set in R, N(S) a neighborhood offinite 
measure of S; if t, is any sequence which satisfies lim,+, t, = 0, then there 
exists a subsequence which we denote by t, such that 
.b 
lim 
1 ‘,+O 0 
pdt,, 7 x> - PO(X) dx = 0 (4.22) 
for almost every a, b in N(S), uniformly in E. 
Proof of Claim. We express p,(tn, x) by its integral representation (3.19) 
subtract p. and integrate the difference between a and b. 
J -b p&n 3 x) - PO(X) dx a 
= 
1 O" W,,x -z)@o(z) -PO(X)) dz -m 
I" m 
+ 
II 
G,(t, - s, x - z)[P,(s, z) u,(s, z) + t&v z)] dz ds. 
0 -cc 
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Consider the integral of the left hand side as a function of a and b, take its 
absolute value and integrate with respect to a over N(S) and with respect to 
b over N(S). Then we obtain the inequality 
P,@,, , x) -PO(X) dx db da 
G(t,, x - z)@~(z) - pa(x)) dz dx db da 
X @,(s, z) u,(s, z) + u,(s, z) dz ds dx) db da. (4.23) 
The strategy now is to show that the two terms on the right hand side of 
(4.23) tend to zero uniformly in E as t, approaches zero. This would imply 
that 
P,@, 7 x> - PO(X) dx =o 
L’WW) XNC.9) 
uniformly in E. Hence there would exist on a subsequence t, such that 
!im bpc(~nrx)-po(x)dx=O 
i I”-0 a 
pointwise almost everywhere in N(S) X N(S) and uniformly in E, and the 
claim would be proven. To show that the right hand side of (4.23) goes to 
zero, we analyze each of the terms separately. It is obvious that the first term 
tends to zero as t, + 0. For the second term we note that 
1 G,(t, - s, z - x) u,(s, z) dz ds dxl db da 
<e,~N(S)~‘lb-u~jrnjm IG,(t,-s,z-x)ldzdsdx 
0 --to 
&c,fi; 
hence we need only show that the integral 
GJt,, - s, x - Z) pr(s, z) u,(s, z) dz ds dx db da 
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approaches zero as t, -+ 0. We use Fubini’s theorem and the bound (3.18). If 
we integrate first in x we obtain 
IN(,) .i,(,) 1.d !‘“, pEb Z) uAs, Z)
x G(t, - s, b - z) - G(t, - s, a -z) dz ds db ba, (4.24) 
which is bounded by 
IpJs, z)l G(t, - s, b -z) dz ds db da 
Ipe(s, z)l G(t, - s, a - z) dz ds db da 
I 
. 
(4.25) 
Now make the change y = b - z in the first integral and integrate first with 
respect to b, and make the change w = a -z in the second integral and 
integrate first with respect to a; then the last two integrals are bounded by 
By (3. IS), we have 
1 IP,(s, Y + b)l db t 1 IP& w + all da < cm, > (4.27) N(S) N(S) 
where %(s) = cN(s)bo9 u0, pT 2% N(S)). H ence the integrals in (4.26) can be 
bounded by tncNtSJ and the right hand side of (4.23) approaches zero as 
t, + 0. This completes the proof of Claim (4.1). We also need the following. 
CLAIM (4.2). Let v, E C?(R), supp qr c S. Let T > 0 and t, E [0, T]. 
Then there exists a subsequence p, of solutions of (1.2) such that 
lim m 
I r-0 -m @,(t,, x> -At,, x>k dx = 0. 
(4.28) 
505/42/3-5 
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Proof: By Dunford’s lemma and the a priori bound (3.7) and (3.18), we 
have that for each t there exists a subsequence p, such that 
lim * 
I c-8 -a 
@&, x) - At, x))q dx = 0 
and by a diagonalization process (4.28) follows. 
Now we will use Claims (4.1) and (4.2) to show that p(t, x) takes on the 
initial data. More precisely we show that for any q E C:(P) and for any 
a > 0 there exists N such that for all n > N 
where t, is the subsequence given in Claim (4.1) and supp (p = S. Let s,Jx) 
be a sequence of step functions which approximate (p, with supp s, in the 
neighborhood N(S) of S 
s, = c AX,9 (4.30) 
r=0 
where the X, are characteristic functions of the intervals [a,, b,]. Without 
loss of generality we may suppose that the a, and b, do not belong to the 
measure zero set for which the existence of the limit (4.22) is not established. 
Now bound the left hand side of (4.29) as follows, 
IJ be” 9 x> - PO(X)) m t-ix 
+ P&n 9 XM - %n) dx 1 /j + @At” 3x> - PO) snl dx N(S) 
+ po(sm - ql) dx = I + II + III + IV, 
where the sequence p, is the one given by Claim (4.2). Hence by Claim (4.2) 
we can choose E such that 
Z < a/4. 
We note that since I,,,, ]p,] dx < c by (3.18) and I‘,,,, lpo] < co by 
hypothesis, we can choose m so large that 
II + IV < ar/2. 
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To bound integral III, we note that 
lim 
1”~.0 J Go At,,> x> - PO@>> s,,,(x) dx N(S) 
= x p,. ii”, [6rpJ~n, x) - pa(x) dx = 0 
n’ ‘a? 
uniformly in E by Claim (4.1). Hence there exists an N such that for all 
n>N 
III < a/4. 
The proof of the theorem is now complete. I 
5. FINAL RESULTS 
Let a,( 1 + p) = a,( 1 + p, 1 + p) be the convex positive function defined by 
(3.6). Let 
o,(l +p)dx < co 
In this section we show that there exist solutions for system (1.1) in 
L”( [0, co]; lloO x H’) with initial data in A,,, x H’. 
THEOREM (5.1). Let P; f be given constants. Let u. - zi, p. - p have 
compact support, p. E AU0 and u, - tiE H’. Then there exists a weak 
solution of the system (1.1) with data (po, u,). 
Proof. We smooth the data and pass to the limit. Let cp E C:(R) be such 
that 
I 
m 
cp(x)dx= 1, rp > 0, supp v, c {x: Ix] < 1). 
-cc 
Define 
P,(x)=P-‘P(P-lx)~ 
P:=Po*‘pu9 24: = uo * $7, 
(5.2) 
Choose ,u = E and let @,, u6) be the solution of system (1.2) with initial data 
@;, u:). We will show that there exists a subsequence @,, u,) which 
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converges weakly to a solution of the Boussinesq system (1.1) with data 
@,,, u,,). We note that if we can show that 
where rl is the entropy 
(5.3) 
. v(w,n)= y’ +a,(o,o) 
and 
o=l+p, wg = 1 +po, %*Ll = wo * fp,4 w, = 1 +p,, 
a repetition of the arguments of Theorems (4.1) and (4.2) will yield the 
existence of a subsequence Cp,, u,) which converges weakly to a solution 
(p, U) of (1.1). To show that @, U) takes on the initial data bo, no) we need 
only note that for any IJI E C:(R) 
I j 
cfJ @(t, x) - P(O,X)yl dx 
-00 
m < 
I j 
@(4 x) - P,(G 4)w dx t 
--m I lj 
crJ @& x) - PFJW dx -cc 
t 
I j 
O" @I-PokdX 9 (5.4) 
-a, 
and likewise 
ji m w, x) - u(0, x>)w dx -a, 
< I j co (46 x) - U,(f, x))v dx -co 
+ /I m @,(t, x) - u:(x))w dx -* I I + jm (f.&(x) - uo)y dx j ; (5.5) -03 
hence given a > 0 there exists so, p such that for any E < so, and ItJ <p each 
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of the three integrals of the right hand side of (5.4) and (5.5) is bounded by 
a/3. Thus 
and 
lim m 
i t-0 -* 
(u(t, x) - u,)y dx = 0. 
To complete the proof of the theorem we need to establish the entropy 
inequality (5.3). We note that by the a priori estimates obtained in Section 3 
we have 
.O” J --co $(o,, u,) dx + !‘” rl(w’o, ut ) dx + -cc I 
<a Tdx 
< -a2 
2 
! 
VW, 3 uo> dx + 
--co I 
O” ydx. 
-co 
(5.6) 
The entropy inequality above follows by Jensen’s inequality. Let 
let oo(w) = uo(w, c;i) be the positive convex function defined by (3.6) and let 
y, , yz be the convex functions 
y,(u)= y2 ) y2(u)=;. 
We recall that 
r(o, u) = c” ; z7)2 + so(o); 
therefore 
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and by Jensen’s inequality we have 
We now combine the last two inequalities and integrate over space to obtain 
I 
* MX 
-a, --oo 
zak 
/ O” 
I I Y&o) W) h + O” O3 Y*(Xo 3 x) d&(X) ffx -al -cc I I --co -a, 
+O” 
I I 
m ao(oo) d&(X) dx. 
-m --oo 
By Fubini’s theorem we change the order of integration in each of the 
integrals on the right hand side of the last inequality. Hence 
t jm q,(q,(z)> f j 
-cc lx-z1 <e 
v, (v) dx dz 
O" rl(wo, uo)dx + jm 
2 
= 
i -m -a, 
+dx. 
The proof of the theorem is now complete. 1 
THEOREM (5.2). Under the assumptions of Theorem (5.1) let @, u) be a 
weak solution of system (l.l), then @, u - a) be belongs to L*)([O, oc)]; 
Ao, x H’). 
Proof: Let @, U) be the solution of (1.1) obtained in Theorem (5.1). 
Since H’ is reflexive every norm bounded sequence contains a subsequence 
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Since uO is non-negative we can apply Fatou’s lemma: 
.n 
I 
a,,@(t, x) + 1) dx = a,@ + 1) dx 
-n J 0” 
<filij’ oo(v,(x)+ l)dx<c,. 
-0, 
Hence 
jn u&+ l)dx<c,,. 
n 
Let n go to infinity. Hence p E /loo. I 
Since AVO is contained in L:,,(R) we have the following. 
COROLLARY (5.1). Under the assumptions of Theorem (5.1), the solution 
(p, u) of (1.1) is such that @, u - ii) E L,&(R) X H’(R). 
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which converges weakly to an element ofH’. Hence for each t there exist a 
subsequence u,(,) ( o second components of the solutions of (1.2)) such that f 
lim (zf,(,) - i?) = u - ii weakly in H’. (5.8) r(t)+0 
Since the H’ norm is lower semicontinuous. 
The last bound follows by the a priori estimate (3.7). Hence u - f E 
LW([O, co]; If’). 
To show that the first component of the solution @, U) belong to AOO we 
need the following theorem [6]. 
THEOREM. Suppose E is a convex subset of a locally convex space X. 
Then the weak closure .f?W of E is equal to its strong closure E. 
Here we apply the theorem with 
x= L’(O,), 0, = (-n, n), 
E= p: 
I J‘ 
a,(1 + PI < co 9 
*” I 
where uo( 1 + p) = uo( 1 + p, 1 + p3 defined by (3.6). Since u. is convex the 
set E is convex. From our a priori estimates we have that for all E if @,, u,) 
is a solution of (1.2) then by the a priori bound (3.7) 
hence 
i 
m ao(l +P,)~Gco, 
-cm 
For each fixed t let prctj +p weakly in L’(J2,). By the theorem above there 
exists a sequence vk E E which converge strongly in L’(J2,) to p IQ,, hence 
p$ Vk(X) = P lR”(f’ xl almost everywhere in a,, + 
hence 
lim u,(v,(x) + 1) = uo(P In,(t, x) + 1) 
k-m 
for almost all x in 0,. 
