Controlling false acceptance errors is of critical importance in many pattern recognition applications, including signature and speaker veriÿcation problems. Toward this goal, this paper presents two post-processing methods to improve the performance of hyperspherical classiÿers in rejecting patterns from unknown classes. The ÿrst method uses a self-organizational approach to design minimum radius hyperspheres, reducing the redundancy of the class region deÿned by the hyperspherical classiÿers. The second method removes additional redundant class regions from the hyperspheres by using a clustering technique to generate a number of smaller hyperspheres.
Introduction
Pattern recognition deals with objects or events to be classiÿed. This study assumes the existence of a known ÿnite set of possible events 
where x is the feature vector that characterizes the property of c k . The goal of pattern recognition is to establish a mapping from x to c in order to recognize the class c k when a feature vector x is presented. This mapping can be constructed by a learning-from-example approach where a number of samples of known classes are given. A classiÿer can then be designed to ÿnd the decision boundary for classifying the training samples. Based on the decision boundary, the classiÿer enables one to infer the class of unknown samples. Typically, classiÿers are designed to be Bayes optimal [5] . However, in many pattern recognition problems, a scheme for exible classiÿcation error adjustment is often added. In such a scheme, one particular class is chosen as the "true class" and the remaining classes are designated as the "false class." Classifying a true class sample into the false class represents a "false rejection error," whereas assigning a false class sample into the true class is a "false acceptance error." While a Bayesian classiÿer minimizes the sum of false rejection and acceptance errors, this approach may not be optimal for many many real-world applications. For example, in medical diagnostic problems a missed detection is much less desirable than a false detection.
To resolve such a problem, approaches for traditional statistical classiÿers and nonparametric classiÿers, such as artiÿcial neural networks, have been developed to exibly balance the false acceptance and rejection errors [11] . A drawback of these methods is that they assume the samples always are members of the set of known classes c. As a consequence, it is di cult for these classiÿers to reject samples that do not belong to the known class set. For applications whose false acceptance error is of critical importance, this may create serious problems. To control false acceptance errors, this work proposes two post-processing methods that improve the capability of hyperspherical classiÿers in rejecting samples of unknown classes. The paper is organized as follows. The basic idea of hyperspherical classiÿers is discussed in the following section. The proposed post-processing methods are introduced in Section 3. Section 4 presents simulation and experimental results that demonstrate the e ectiveness of the proposed methods. Future work and conclusions are provided in Section 5.
Hyperspherical classiÿers
The purpose of hyperspherical classiÿers is to cover samples of the same class by the same set of hyperspheres. A distinct advantage of hyperspherical classiÿers is that they automatically deÿne a rejection criterion for unknown classes. This property can be illustrated using a multilayer perceptron (MLP) and a hyperspherical classiÿer to solve a two-class classiÿcation problem. For the MLP, the decision boundary obtained by the conventional backpropagation algorithm [5] is plotted in Fig. 1 . Trained by the method proposed by Yen and Liu [12] in this paper, the hyperspherical classiÿer generated the results shown as solid line circles in Fig. 2 . In Fig. 2 each class is enclosed by a circle. This result indicates that the hyperspherical classiÿer implicitly deÿnes a rejection region, which for this problem encompasses the area outside the two circles. In contrast, no rejection region is deÿned in Fig. 1 . The MLP merely divides the feature space into c 1 and c 2 regions. As a result, the MLP always assigns a sample to one of the two classes even if the sample came from an unknown class.
Several methods have been proposed for the design of hyperspherical classiÿers [2, 8, 9, 12] . The common goal of these training methods is to determine the number and parameters (center and radius) of the hyperspheres such that the training set can be classiÿed accurately by the boundary of these hyperspheres. In similarity to conventional classiÿer training methods, the focus is on ÿnding the decision boundary to classify the given training set. The potential of rejecting samples of unknown classes of the hyperspherical classiÿers has not been fully explored. Class1 -an ellipse Class2 -two circles Decision boundary (partially) obtained by Hyperspherical Classifier [11] Decision boundary processed by MSH This paper proposes two methods to reduce the redundancy of the class region deÿned by hyperspherical classiÿers and introduces a simple technique for balancing the false acceptance and false rejection errors. Since these methods can be used to improve results obtained using any hyperspherical classiÿer training algorithm, they can be regarded as general post-processing methods for hyperspherical classiÿers.
Proposed methods
In the previous section Fig. 2 was introduced to illustrate the inadequacy of the hyperspherical classiÿer training method. As shown by the dashed line circles of Fig.  2 , in dealing with c 1 samples, the training method was terminated once a su cient number of training samples had been classiÿed correctly. Since no consideration is given to the size of the class region, the dashed line circle for c 1 of Fig. 2 is larger than necessary. Hence, a goal of the ÿrst proposed method is to design minimum spanning hyperspheres (MSHs) to enclose samples without sacriÿcing the classiÿcation accuracy.
The problem of ÿnding a MSH is very similar to the combinatorial problem for ÿnd-ing a circle of minimum radius to contain a given set of points [1, 6] . A mathematical 
where {(a 1 ; b 1 ); (a 2 ; b 2 ); : : : ; (a n ; b n )} represents a set of n given points that need to be encircled, and d((a j ; b j ); (x; y)) is the Euclidean distance from (a j ; b j ) to the center of the minimum spanning circle (x; y). This paper adopts a generalized version of the self-organization method proposed by Datta [3] to ÿnd the MSHs. In particular, at iteration t, the center (x; y) of the minimum spanning circle is updated according to
where (x(0); y(0)) is the center of gravity of all n given points. Note that (a * ; b * ) represents the farthest point of (x(t); y(t)) in {(a 1 ; b 1 ); (a 2 ; b 2 ); : : : ; (a n ; b n )}. The coe cient is the learning rate selected as [3] = max − t( max − min )=(t max + 1);
where max is the maximum learning rate, min is the minimum learning rate and t max is the maximum number of iterations allowed for center updating. With this formula, the learning rate decreases linearly with the iteration number. As indicated by Eqs. (4) and (5), the self-organization method updates the minimum spanning circle by moving its center toward its farthest point. The updating process is repeated until the center converges to a ÿxed point. In addition to being simple to implement, the self-organization method can readily be adapted to problems of any dimension. In contrast, it is generally di cult to generalize other minimum spanning circle methods to higher dimension problems. For convenience, the self-organization method will be referred to as the MSH method in this paper. The solid lines of Fig. 2 represent the minimum spanning circles found by the MSH method.
The MSHs are not always inside the class region deÿned by the original hyperspheres. To avoid unnecessary expansion of the class region, the new class region is deÿned as the intersection between the class region associated with the old hyperspheres and the region occupied by the MSHs.
Due to the distribution pattern of the samples, the class region found by the MSH method may still be too large even when the smallest possible hyperspheres have been used. For instance, it is impossible to use a circle to construct a nonredundant class region for the c 1 samples of Fig. 2 since the c 1 data are distributed in an ellipse. Similarly, due to the multi-modal distribution pattern of the c 2 samples of Fig. 2 , it is also impossible to ÿnd a single circle to represent the c 2 region without any class region redundancy. In summary, the incompatibility between the shapes of the actual class region and the hypersphere is one reason behind the class region redundancy of hyperspherical classiÿers. To resolve this problem, this paper uses an appropriate number of smaller hyperspheres to enclose the data associated with every hypersphere that has a redundant region. To achieve this goal, one can use a conventional clustering method to divide the training samples into a number of groups. A typical criterion of the traditional clustering method is to minimize the within-cluster variation. For example, the following criterion function has often been used
where N is the number of clusters, K n is the number of training samples associated with cluster n; x n i is the ith sample belonging to the nth cluster and m n is the centroid of the nth cluster. An important property of this type of criterion function is that the clustering results depend on the distribution density of the training samples. In particular, cluster centers are apt to be located in the high distribution density region. However, this property may not be desirable for our purpose. To illustrate the nature of the problem, the data points given in Fig. 3 were divided into two clusters by a conventional ISODATA method [4] . All but two samples in Fig. 3 were distributed in a highly concentrated region. Consequently, in order to minimize within-cluster variation, both ISODATA generated cluster centers are located in this high distribution density region. Fig. 3 uses di erent symbols to denote samples associated with di erent clusters. Applying the MSH method to ÿnd a minimum spanning circle for samples of each cluster yields the two circles of Fig. 3 . This result is unsatisfactory since one of the circles contains a signiÿcant amount of empty space.
To remedy this problem, this paper uses the following algorithm to ÿnd N smaller hyperspheres to contain the same training samples.
1. Denote the feature vector of the training samples as x 1 ; x 2 ; : : : : 2. Choose x 1 ; x 2 ; : : : ; x N as the initial reference points of the clusters. That is, set r 1 = x 1 ; r 2 = x 2 ; : : : ; r N = x N where r i represents the reference point of the ith cluster. 3. Compute the distances between the cluster reference points. 4 10. Set k = k + 1 and repeat the solution process from step 7 until all the training samples have been used. 11. Repeat the process from step 3 until the reference points no longer change. 12. Associate every training sample to its closest cluster reference point to form N clusters. 13. For the data points associated with each of the clusters, use the MSH method to ÿnd a MSH to enclose them.
An important property of the above procedure is that the reference points are determined by trying to maximize the "minimum distance," deÿned in this study as the shortest distance between all pairs of the reference points. Speciÿcally, in every iteration, the ÿrst two reference points associated with the minimum distance are identiÿed ÿrst. Next, the procedure seeks to increase the minimum distance by replacing one of these reference points with a training sample selected from the remaining training set to maximize the new minimum distance. This process is repeated until the new minimum distance is not larger than the old minimum distance. Since the reference points have to be a subset of a ÿnite number of training samples, the number of possible reference point combinations is ÿnite. Given this property and the fact that the minimum distance will only get larger, it is impossible for the above procedure to run endlessly. Therefore, this procedure will always converge. Hereafter, this procedure will be referred as the hyperspherical clustering (HC) method.
The circles shown in Fig. 4 are the results obtained by applying the HC method to the data points given in Fig. 3 . Note that the two outliers are contained in one circle whereas the other circle encloses all the remaining samples. Compared with the circles of Fig. 3 , the HC method has reduced the redundant class region signiÿcantly. In addition, by setting a threshold value for the minimum number of data points that a hypersphere must cover, one can easily design an outlier rejection method. This makes the HC method a valuable tool for outlier removal.
With the availability of the MSH and HC methods, the next question is how to increase the number of the hyperspheres so that the false acceptance/rejection errors can be controlled e ectively. Toward this goal, this work deÿnes the following index to characterize the "redundancy" of a hypersphere:
where r is the radius of the hypersphere, n is the dimension of the feature space and p is the number of sample points contained in the hypersphere. For a ÿxed number of sample points, this redundancy index will be relatively small if the class boundary associated with these points can be approximated closely by a hypersphere. In contrast, if the shape of this class boundary is very di erent from a hypersphere, then one needs to use a larger hypersphere to enclose these points. This will result in a larger redundancy index. In addition, part of the resulting hypersphere can be considered redundant since it contains no sample points. This redundant part of the hypersphere is to be avoided since any sample points from other classes will be falsely accepted if they appear in such a region. This phenomenon is graphically illustrated in the ÿrst example of the following section. With the redundancy index deÿned, the following post-processing procedure is proposed.
1. Use an appropriate training method to design a hyperspherical classiÿer. 2. Use the MSH method to ÿnd a MSH for each of the hyperspheres found by the hyperspherical classiÿer.
3. Compute the redundancy index value for each of the MSH. 4. Use the HC method to split the hypersphere that has the largest redundancy index value into two smaller hyperspheres. 5. Continue the process from step 3, terminating the procedure when one or more of the following criteria have been satisÿed. 1. The false acceptance error is su ciently small. 2. The false rejection error has exceeded a prespeciÿed bound. 3. When the number of hyperspheres is larger than a prespeciÿed limit.
The last criterion can be used to constrain the complexity of the classiÿer. The ÿrst and second criteria are closely related to the trade-o in balancing false acceptance/rejection errors. For example, in designing a veriÿcation system where security is the most important concern, the ÿrst stop criterion can be used as the design goal for the classiÿer, whereas the second criterion is used as a safeguard to prevent the false rejection error from exceeding an intolerable limit. However, if convenience for the register users is the major concern for the veriÿcation system, then the roles of these two criteria should be switched. The hypersphere splitting process could then be terminated immediately once the false rejection error is larger than the prespeciÿed bound.
When no rigid requirement is imposed on false acceptance/rejection errors, the number of hyperspheres can be chosen to minimize the overall classiÿcation error, namely, the sum of false acceptance and false rejection errors. Similarly, the number of hyperspheres could be chosen such that an appropriately weighted sum of the false acceptance and false rejection errors is minimized.
As a ÿnal remark, the region occupied by the split hyperspheres is not necessarily a subset of the region covered by the original hypersphere. Therefore, in this study, after every hypersphere splitting operation, the new class region is selected as the intersection between the original hypersphere and the new hyperspheres generated from the hypersphere splitting process.
Simulation and experimental results
This section tests the e ectiveness of the proposed post-processing methods. Prior to the application of the post-processing methods, the training method of Yen and Liu [12] , which was based on an algorithm for linear inequalities [7] , was ÿrst used to solve the classiÿcation problem. In implementing the MSH method, the maximum and minimum learning rates (i.e., max and min of Eq. (6)) were chosen as 0.04 and 0.0001, respectively. The MSH method was terminated when the distance between hypersphere centers of the successive iterations was less than 10 −4 or when the number of iterations exceeded 10,000. The false acceptance and false rejection errors are reported as measures of the e ectiveness of the post-processing methods, where the error is deÿned as the ratio of the incorrectly classiÿed testing samples to the total number of testing samples. contains 500 training samples. Two circles, each of which contains 250 training samples, enclose samples of the other class. The circles found by the training method (dashed lines) and the MSH method (solid lines) are depicted in Fig. 2 . To test the effectiveness of the proposed post-processing methods, 50,000 rejection area samples and 50,000 c 1 samples were randomly generated to test the classiÿcation errors of the c 1 circles. In a similar manner, classiÿcation errors of the c 2 circles were also computed.
Before the application of the proposed post-processing methods, the false acceptance and false rejection errors of the hyperspherical classiÿer were 44.36% and 0.00%, respectively. With the minimum spanning circles, the false acceptance error is reduced dramatically to 12.51%. In contrast, the false rejection error increases only slightly to 0.41%. Next, the HC method was applied to increase the number of hyperspheres one-at-a-time. As functions of the number of hyperspheres, false acceptance and false rejection errors are plotted in Fig. 5 . The ÿrst ÿve results of the corresponding hypersphere splitting process are plotted in Figs. 6-10, respectively. As shown in these ÿgures, the redundant regions of these circles have a general decreasing tendency as the number of circles goes up. As shown in Fig. 5 , the false acceptance error is reduced drastically as the number of hyperspheres increases from 2 to 4. This phenomenon can be explained by Figs. 2, 6 and 7, which show that the empty region inside the hyperspheres is decreased signiÿcantly as the number of hyperspheres increases from two to four. In particular, Fig. 7 uses two circles to enclose c 2 samples and thus closely approximates the optimal decision boundary associated with c 2 . As a consequence, with four circles, the false acceptance error reduces further to 2.02%, whereas the false rejection error increases mildly to 1.60%. Continuing this hypersphere generation process, it is discovered that the overall classiÿcation error is minimized by using eight hyperspheres. The corresponding false acceptance and false rejection errors are 0.47% and 2.07%, respectively.
In order to demonstrate the relative advantage of the proposed approach, this work also uses a MLP to solve the same problem. In training the MLP, the desired outputs for the c 1 and c 2 samples are speciÿed as [1 0] and [0 1], respectively. In standard operation, the MLP assigns a sample to c 1 provided that the ÿrst output is larger than the second output of the MLP and so forth. However, in order to control the false acceptance error, this work also requires that the larger output value of the MLP should be no less than a threshold value. Otherwise, the sample is rejected. By varying the threshold value, the MLP possesses the exibility to control the relative magnitude of false acceptance and false rejection errors. The operating curves obtained by the MLP and hyperspherical classiÿer are plotted in Fig. 11 . The ÿgure shows that the proposed approach provides signiÿcantly better overall results than the MLP. Speciÿcally, when both classiÿers have the same false acceptance error, the false rejection error obtained by the hyperspherical classiÿer is much smaller than that of the MLP.
Example 2. This example considers a speaker veriÿcation problem with the goal of determining whether a given utterance is produced by a claimed speaker. In creating the database, 10 persons were asked to utter the phrase "kong juy gong cherng" meaning "control engineering" in Chinese. The 8 kHz speech was pre-emphasized with 30 ms Hamming windows shifted every 15 ms. Based on the acoustic parameter selection method proposed by Wolf [10] , this example uses 16 feature variables to characterize every set of 400 sets of data taken from each speaker.
The speakers were divided equally into known and unknown class groups. A hyperspherical classiÿer-based speaker veriÿer was designed for the ÿve speakers of the known class group. In building these speaker veriÿers, 200 sets of samples were taken from each member of the known class group to form the training set. The remaining 1000 known class group samples (200 samples from each person) were used to test the generalization capability of the hyperspherical classiÿers. In addition, 2000 sets of unknown class samples (400 samples from each speaker) were used to test the rejection capability of the classiÿers.
For the known class group, without any post-processing, the hyperspherical classiÿer obtains a false acceptance error of 0.075% and a false rejection error of 0.3%, both small enough to be considered very satisfactory. However, the need for false acceptance error suppression comes from the unknown class group whose members are completely unseen during the training phase of the tested classiÿers. Without any post-processing, the hyperspherical classiÿer incurs a 19.93% false acceptance error in performing veriÿcation for the unknown class group speakers. The MSH method reduces this error to 7.18%. At the same time, the false rejection error increases to 1.3%. Since this level of false acceptance error is still not satisfactory for many practical speaker veriÿcation applications, the hypersphere splitting method was then applied. The resulting false acceptance and false rejection errors are plotted in Fig. 12 as functions of the number of hyperspheres. As shown in this ÿgure, at the cost of increasing false rejection error, the false acceptance error can now e ectively be suppressed. The overall classiÿcation error is minimized by using nine hyperspheres, which yields 3.10% false rejection error and 3.35% false acceptance error. However, if the false acceptance error is required to be smaller than 3%, the classiÿer should have 12 hyperspheres and the false rejection error will increase to 4.4%. Similarly, if the satisfactory false acceptance error is required to be smaller than 2% (1%), the required number of hyperspheres is 19 (29), and the false rejection error would increase to 6.2% (9.0%). These four operating points are also marked in Fig. 13 . This problem has also been solved by an MLP. The operating curves obtained by the MLP and hyperspherical classiÿer are plotted in Fig. 13 . This ÿgure demonstrates that the hyperspherical classiÿer clearly outperforms the MLP.
Future work and conclusion
This paper introduces two post-processing methods for hyperspherical classiÿers. Based on the self-organization approach, the ÿrst method, denoted here as the MSH method, ÿnds minimum radius hyperspheres that contain the data points. By using a clustering method to ÿnd a number of uniformly distributed samples as the cluster reference points, the second post-processing method, the HC method, generates several smaller hyperspheres that contain the data points that were originally covered by a single hypersphere. By deÿning the new class region as the intersection of the class region found by the training method and the interior regions of the hyperspheres found by the post-processing methods, the approach is able to remove redundant class regions from the hyperspherical classiÿers. As demonstrated by the experimental studies, this improves the false acceptance error signiÿcantly.
The proposed methods have several distinct features. First, due to their postprocessing nature, they can be used in conjunction with any hyperspherical classiÿer training method. Second, by adjusting the number of hyperspheres generated by the HC method, one can control the relative magnitudes of the false acceptance and false rejection errors of the hyperspherical classiÿers. Third, the methods do not require a priori knowledge of the statistical model of the patterns to be classiÿed.
The proposed MSH method uses the minimum hypersphere to avoid the possibility of redundant class regions and thus tries to make the false acceptance error as small as possible. For some applications this may not be an optimal solution. A possible future research direction is to explore this in exibly of the MSH method. In particular, by systematically increasing the radii of the hyperspheres obtained by the MSH method, one could develop a more exible tool to balance the false acceptance and false rejection errors of the hyperspherical classiÿers. In addition, by analyzing the results obtained by the HC method, another research direction could be to develop a systematic outlier rejection strategy.
