ABSTRACT Efficient rescue task scheduling plays a key role in disaster rescue operations. In real-world applications, such an emergency scheduling problem often involves multiple objectives, complex constraints, inherent uncertainty, and limited response time requirement. In this paper, we propose a fuzzy multiobjective optimization problem of rescue task scheduling, the aim of which is to simultaneously maximize the task scheduling efficiency and minimize the operation risk for the rescue team. We then develop an efficient multiobjective biogeography-based optimization (EMOBBO) algorithm for solving the problem. To cope with the uncertainty, we employ three correlated fuzzy ranking criteria, and use the concept of fuzzy dominance for comparing the dominance relation of solutions. In EMOBBO, we define new migration and mutation operators for effectively evolving the permutation-based solutions, use a problem-specific solution rearrangement mechanism for filtering out inefficient solutions, and employ a local neighborhood structure to suppress premature convergence. Computational experiments show that the proposed EMOBBO algorithm outperforms some state-of-the-art evolutionary multiobjective optimization algorithms, and our algorithm has been successfully applied to several real-world disaster rescue operations in recent years.
I. INTRODUCTION
We are now facing increasing threats from natural and man-made disasters, where efficient rescue operation planning and management contribute greatly to saving lives and reducing damage [1] - [3] . In general, there may be a large number of rescue tasks which need to be completed as early as possible. Given that the rescue teams are often exposed to the risk during the operations, it is also expected to reduce the risk as much as possible. Moreover, in most cases the rescue operations are subject to limited resources including personnel, machines and equipment [4] , [5] . In consequence, rescue operation planning and scheduling problems typically involve multiple criteria, objectives and constraints, which makes them difficult to tackle using traditional mathematical programming methods [6] - [8] .
The motivation for this paper comes from our experience of scheduling rescue tasks for engineer corps in several heavy disasters occurred in recent five years, including the 2008 Wenchuan earthquake, the 2010 Zhouqu mudslides, the 2011 Yingjiang earthquake, and the recent Lushan earthquake. For illustration, we first present a case study of a relatively simple problem, where a rescue team (consisting of medical technicians, construction machines and their drivers/operators) is assigned seven rescue tasks. As illustrated in Fig. 1 , at the beginning the team is at the position marked by the green circle, and the tasks are distributed at the positions marked by the yellow circles. Each of the tasks has to be performed through the following steps:
1) Using a bulldozer to clear the outside barriers.
2) Using an excavating machine to lift the covers.
3) Providing First-aid treatment to the injured on spot.
Each rescue task has a weight w representing its importance. The weight of each task and the estimated times (in minutes) for completing the three subtasks at each scene are labeled in Fig. 1 . Besides, under disaster conditions, the rescue team is exposed to the risk which depends on the duration time as well as the environment of the operations. If the team stays in the areas filled with purple or red for a period t, the corresponding risks are respectively evaluated as 5 t or 10 t.
The goal is to determine a sequence for processing the rescue tasks such that the total weighted completion time and the risk for the rescue team are simultaneously minimized. One important reason for this lies in the fact that, if the rescue team has suffered some losses during the early stage of operation, the remaining tasks are hard to complete as expected.
The case study represents a simplified, small-size problem instance, and it is possible to work out the Pareto-optimal solution(s) by classical methods such as exhaustive or greedy search or branch-and-bound [9] , [10] . Fig. 2 illustrates a solution that is adopted for the case. Nevertheless, most real-world rescue task scheduling problems are much more complicated, and the following aspects should be taken into consideration when developing models and solution methods:
• The number of tasks can be relatively large.
• Under emergency conditions, the response time for producing the solution(s) for decision-making is very limited, and the problem may be subject to frequent changes of the environment [11] .
• There may be more than two areas with different risk factors, and the factors can vary with time.
• The final decision should achieve a good trade-off between the maximization of rescue efficiency and the minimization of rescue risk. • The importance weights of the tasks, the processing and travel times, and the operation risk, are always difficult to estimate accurately. In the remainder of the paper, we formulate the problem in Section 2 and discuss some related problems and solution methods in Section 3; Section 4 describes our approach for dealing with fuzziness, Section 5 proposes an efficient evolutionary multiobjective optimization (EMO) approach for the problem, Section 6 presents the computational experiment, and Section 7 concludes.
II. THE PROPOSED PROBLEM MODEL NOMENCLATURE m
The number of rescue teams. n The number of rescue targets (tasks).
The weight of task i.
The processing time of task i on team (machine). j t
The travel time of machine j from. target i to i .
B j i
The beginning time of the jth subtask of the ith task in the schedule.
C j i
The completion time of the jth subtask of the ith task in the schedule.
The risk factor function in disaster area k. δ k and λ k Two control parameters of function γ k (t).
( ) The total weighted completion time of schedule . ( ) The total risk of schedule .
In the problem illustrated by the case study, the rescue team can be regarded as a set of m machines whose operations are not preemptable. For example, in the above case, the bulldozer is the first machine, the excavating machine is the second machine, and the medical technicians providing firstaid treatment can be regarded as the third virtual machine, and thus we have m = 3.
Note here a ''virtual machine'' represents a unit which cannot be further subdivided, i.e., it is comprised of personnel VOLUME 6, NO. 2, JUNE 2018 and/or real machines which must act together. But different ''virtual machines'' in the same team do not need to move together, e.g., if machine j + 1 starts to process a task i after machine j finishes processing the task, j can immediately leave i and move to the next task without waiting for j + 1. Nevertheless, machines in the same team must follow the same solution path.
For a problem with m machines and n rescue targets (tasks), any feasible solution is a task permutation = { 1 , 2 , . . . , n } of {1, 2, . . . , n}. Each task has a weight w i and consists of m subtasks to be sequenced through the m machines, the processing time of task i on machine j is given by t i,j , and the time required by machine j traveling from target i to i is t j i,i (i, i ∈ {1, 2, . . . , n}, j ∈ {1, 2, . . . , m}). Without loss of generality, let t j 0,i be the travel time from the initial location of machine j to target i. Then the beginning and completion times of the jth subtask of task 1 are calculated as follows:
And the beginning time and completion time of the jth subtask of task i are calculated as follows (for all 2 ≤ i ≤ n):
On the other hand, suppose there are K areas, each of which has a risk factor function γ k (t): If the team stays in the area k for a period [t a , t b ], then the corresponding risk is evaluated as:
For some small disasters where environmental conditions do not vary significantly, γ k (t) can be simply taken as a constant. But for most applications we use the following empirical function:
where λ k and σ k are two parameters respectively controlling the height and steepness of the function curve. Fig. 3 presents some examples of the risk model (see [12] for some more complicated risk evaluation models). The goal is to find a sequence or permutation of the rescue tasks to minimize the total weighted completion time of the tasks as well as the total operation risk for the rescue team, Thus the problem is formulated as a bi-objective optimization problem:
The two objectives are generally conflicting because the improvement of one may be detrimental for the other. Therefore, a solution method is expected to search for a set of Pareto optimal or non-dominated solutions (where is no solution that is better than another solution in all objectives) rather than an absolute optimal one.
Another difficulty of the problem is that we can hardly evaluate the processing time and the operation risk in an accurate manner in real-world emergencies. Thus, in our model, all w i , t i,j , t j i,i , and λ k are expressed as fuzzy numbers instead of crisp values (σ k is kept as a crisp value which can simply the computation, and this would not affect the fuzzy expression significantly when λ k can take fuzzy numbers). Here we use fuzzy numbers because they are more robust than probabilistic approaches when there are very large variations in uncertainties [13] , [14] . In summary, the considered rescue task scheduling problem is formulated as a discrete fuzzy multiobjective optimization problem.
III. RELATED PROBLEMS AND SOLUTION METHODS
The proposed problem can be considered as an extension of the well-known permutation flowshop scheduling problem (PFSP) [9] , which is to schedule a set of unrelated jobs on a set of machines to minimize the makespan, given that the processing times of the jobs on the machines are deterministic and known in advance. The search space of such a permutation optimization problem increases very fast with the problem size, because the number of all possible permutations of n jobs is n!. For example, when n = 12, we have n! = 479001600. Theoretically, the PFSP is known to be NP-Complete in the strong sense when m ≥ 3 [15] . PFSP and our problem are both permutation optimization problems. The objective of the classical PFSP is to minimize the makespan, while our problem considers the total weighted completion time and the risk. Our problem is also more complex in that its tasks are interrelated: the early start time B j i of task i on machine j not only depends on the completion time C j i−1 of the previous task, but also depends on the travel time t
from the previous target to the current target, as indicated by Eq. (5). If we regard the travel time as the setup time of machine j for task i, this means that the setup time also depends on the previous task performed on the machine. In comparison, the setup times in PFSP are independent to each other.
For permutation optimization problems such as the traveling salesman problem (TSP), vehicle routing problem (VRP), and PFSP, traditional deterministic methods easily become computationally intractable when the problem size becomes relatively large. In recent two decades, heuristic methods, in particular evolutionary algorithms inspired by natural biological systems, have been popular in solving such problems. Those methods do not guarantee finding the exact optimal solution in a single simulation run, but in most cases they are capable of finding acceptable solutions in a reasonable computational time.
Canonical evolutionary algorithms, most of which were initially proposed for solving continuous optimization problems, cannot be directly applied to permutation optimization because their operators cannot guarantee that new solutions are still permutations. Reeves [16] conducted an early study on the application of genetic algorithm (GA) to PFSP, which modified the crossover operator by randomly choosing the first parent and then filled up the chromosome by taking in order each legitimate element from the second parent. The result showed that the GA outperforms a naive neighbourhood search algorithm and a simulated annealing (SA) algorithm. Wang and Wu [17] combined GA with a local neighborhood search to enhance the algorithm's capability for exploiting the global optimum. Iyer and Saxena [18] showed that the efficiency of GA in solving PFSP can be improved significantly by tailoring crossover operator such that, only the longest common subsequence in both the parents are preserved in the offspring.
Particle swarm optimization (PSO) [19] is a heuristic method that models social behavior of bird flocking to guide a swarm of solutions (called particles) towards the most promising regions of the search space. Liao et al [20] proposed a discrete PSO for PFSP, where a ''job-to-position'' representation is used for the particles, the velocity is defined based on the frequency-based memory recording the number of times that a job visits a particular position, and a particle constructs its new sequence based on its changes of probabilities from the velocity trail. The method of Wang and Tang [21] also redefined the add, subtract and multiply operators of the motion equations, and it further adopted a self-adaptive strategy to diversify the population when necessary by probably adding a random perturbation to the velocity.
When being applied to permutation optimization, differential evolution (DE) [22] , another well-known evolutionary algorithm, has the same problem as PSO: its internal arithmetic operators are inapplicable to solutions based on permutation representation. The book edited by Onwubolu and Davendra [23] collected a number of DE methods using property-based functions to map symbolic solutions to numerical ones and vice versa, including the forward backward transformation approach [24] , the smallest position value approach [25] , and the discrete set approach [26] . Pan et al [27] proposed a new discrete DE algorithm for PFSP, where mutant solutions are obtained by perturbing the previous generation best solution in the target population. In [28] Chakraborty and Turvey presented a survey of methods for encoding floating-point numbers to integer permutations that is therefore necessary for DE to be applied to PFSP, and evaluated the performance of typical algorithms.
The majority of the literature on PFSP considers a single objective, which is often insufficient for practical applications. Placing emphasis on the convergence speed to the Pareto front as well as on the diversity of solutions, evolutionary multiobjective optimization (EMO) algorithms have been considered as one of the most effective approaches to Pareto optimization [29] . Murata et al [30] proposed a multiobjective GA (MOGA) for minimizing both makespan and total tardiness of PFSP. The algorithm, as most other EMO methods, keeps the non-dominated solutions found so far in an external archive. The solutions are evaluated based on the weighted sum of different objective values, where the weights are randomly assigned at each algorithm iteration. Ishibuchi and Murata [31] extended the MOGA by applying a local search procedure to every new solution generated by genetic operators. Ishibuchi et al [32] further modified the algorithm by choosing only good individuals as initial solutions for local search and assigning an appropriate local search direction to each initial solution, which showed a better balance between global genetic search and local search.
Bagchi [33] developed an algorithm for a multi-criteria PFSP based on the nondominated sorting GA (NSGA) [34] , a well-known EMO method initially proposed for multiobjective numerical optimization. The algorithm enhanced NSGA by applying an elitism mechanism that combines the parent and offspring populations and then chooses half of the non-dominated solutions to the next generation. Arroyo and Armentano [35] proposed an improved algorithm based on NSGA-II [36] and incorporated a multiobjective local search.
Rahimi-Vahed and Mirghorbani [37] proposed a hybrid multiobjective PSO (MOPS) algorithm for a PFSP minimzing flowtime and total tardiness. It employed an elite tabu search for initializing the swarm, and incorporated a parallel local search to enhance the solution represented by each particle. Sha and Lin [38] proposed another MOPS method for a PFSP considering the makespan, mean flow time, and machine VOLUME 6, NO. 2, JUNE 2018 idle time. Their method also introduces a mutation operator for particles and a diversification strategy that makes particles pursue different non-dominated solutions, which can effectively prevent the particles being trapped in local optima.
Recently, Khalili and Tavakkoli-Moghaddam [39] proposed a new multiobjective electromagnetism algorithm for a bi-objective PFSP, which uses an attraction Crepulsion search mechanism inspired by the electromagnetic theories to evolve the population of solutions towards the Pareto front. Interested readers can also refer to [40] for a review of the literature for heuristic and metaheuristic methods for multiobjective PFSP.
On the other hand, the studies on PFSP with fuzzy variables and/or objectives are scarce. Ishibuchi et al [41] first formulated a fuzzy PFSP problems where the processing time of each job at each machine is given by a fuzzy number. They defined the concept of non-dominated solutions based on an inequality relation between fuzzy numbers, and used an MOGA for solving the problem. In [42] Kilic employed another bir-inspired method, ant colony optimization (ACO), for solving a PFSP with fuzzy processing times and flexible due dates. In [43] Celano et al considered a PFSP for minimizing the completion time and the due date fulfilment, where the job processing times and the due dates are expressed as fuzzy numbers. For the problem they proposed an MOGA, but their experiment did not contain large instances. To our best knowledge, this is the only study on EMO for PFSP with both fuzzy and multiobjective features in the literature.
IV. FUZZY PARETO DOMINANCE
The proposed problem is with multiple fuzzy objectives, and thus we need to use one or more ranking criteria to evaluate the fuzzy numbers. However, there is a variety of fuzzy ranking criteria ranging from the trivial to the complex [44] , and it may be hard for the decision-maker to select appropriate ones. Here we use the concept of fuzzy Pareto dominance defined in [8] for comparing solutions with fuzzy objective values. The concept is based on a set of fuzzy criteria proposed by Liu [45] . In brief, let ξ be a fuzzy variable with membership function µ and B be any set of real numbers, we have:
Then the expected value of ξ is defined as:
Given an uncertain measure β ∈ (0, 1], the β-optimistic value and β-pessimistic value of ξ are respectively defined as:
In particular, the fuzzy variables of our problem instances are represented by (linear) interval fuzzy numbers ξ = (a, b) or triangular fuzzy numbers ξ = (a, b, c) , for which we respectively have:
A solution x is called a β-non-dominated solution if there is no other solution that β-dominates x. In the remainder of this paper, we will refer to β-dominance simply as dominance unless otherwise specified.
V. A MULTIOBJECTIVE BIOGEOGRAPHY OPTIMIZATION METHOD FOR THE PROBLEM
For effectively solving the rescue task scheduling problem, we develop an EMO algorithm based on a relatively new bio-inspired method named biogeography based optimization (BBO) [46] . Before describing our algorithm in detail, we first give a brief introduction of BBO.
A. BIOGEOGRAPHY-BASED OPTIMIZATION
Biogeography is the science of the geographical distribution of biological organisms over space and time. Island biogeography models established by MacArthur and Wilson [47] states that the species richness of an island can be predicted in terms of such factors as island area, immigration rate and extinction rate. Inspired by this, Simon [46] developed the BBO algorithm, where a solution is analogous to an island (habitat), the solution components are analogous to a set of suitability index variables (SIVs), and the solution fitness is analogous to the species richness or HSI of the island. Central to the algorithm is the equilibrium theory, which indicates that high HSI islands have a high species emigration rate and low HSI islands have a high species immigration rate. For example, in a linear model of species richness (Fig. 4) , if the population of solutions are sorted in decreasing order of fitness, the pth solution's immigration rate λ p and emigration rate µ p can be calculated as follows:
where P is the size of population, I and E are the maximum possible immigration rate and emigration rate respectively. However, there are other nonlinear mathematical models of biogeography that can be used for calculating the migration rates [46] , [48] . Migration is used to modify islands by mixing features within the population, while the mutation operator of BBO is to change SIV within an island itself for probably increasing diversity of the population. For each island H p , a species count probability prob p computed from λ p and µ p indicates the likelihood that the island was expected a priori to exist as a solution for the problem, where medium HSI solutions are more probable than either high HSI or low HSI solutions (see [46] for more details). The mutation rate of an island is inversely proportional to its probability:
EMERGING TOPICS IN COMPUTING
where π max is a parameter in (0,1) and prob max is the maximum solution probability in the population.
Algorithm 1 The Original BBO Algorithm
1 Randomly initialize a population of P solutions (islands); 2 while stop condition is not met do 3 Compute the migration/mutation rates of the solutions; 4 for each H p ∈ S do
Select an H q ∈ S with probability proportional to µ q ; 8 Algorithm 1 describes the general framework of BBO for a single-objective, n-dimensional global numerical optimization problem (where l i and u i are the lower and upper bounds of the ith dimension respectively, and function rand generates a random value uniformly distributed in [0, 1]). 
B. NEW MIGRATION AND MUTATION OPERATORS
For the considered permutation-based optimization problem, we develop a new migration operator which preserves the permutation constraint when migrating features between solutions. The migration operator is performed on subsequences rather than individual elements of the solution. Suppose a solution H p is to be immigrated at dimension i and H q is chosen as the emigrating solution. We first find the index of element H p,i in H q , denoted by k, and then select a subsequence from position k to k + len of H q , where the subsequence length len is a random value in the range of [1, n−k] (We do not use len = 0 because empirical tests show that allowing migration with only one component decreases the migration performance). Afterwards, the subsequence
, which is performed by swapping each pair of elements H q,k+s and H p,i+s in H p (0 < s ≤ len). Fig. 5 presents an example of such a migration process, where the subsequence [3, 6, 7] of H q are migrated to H p at the 2nd dimension.
The above migration operation starts at the 1st dimensions of the immigrating solution, but will not always be performed at all the dimensions. After a migration step is performed at the ith dimension and the subsequence length is len, then the next migration step is performed at the (i + len)th dimension, and this process continues until we pass the last component.
We also develop a new mutation operator for disturbing existing solutions based on the reverse operation. If a solution H p is to be mutated at dimension i, we first select a position j as a random value between [i + 1, n], and then reverse the subsequence from i to j.
As in the original BBO, at each dimension of H p the probabilities of performing migration and mutation are respectively λ p and π p , and the emigrating solution H q is selected with probability proportional to µ q . VOLUME 6, NO. 2, JUNE 2018 
C. PERMUTATION REARRANGEMENT
For each new solution found by the algorithm, we can check whether there are some obviously unreasonable task orders in the solution and, if so, rearrange the solution to avoid inefficient search.
If we temporarily waive the fuzziness, the crisp version of the multiobjective task scheduling problem has the following property: Theorem 1 is easy to prove based on the weighted shortest processing time first rule of the minimum total weighted completion time job scheduling problem [9] . Using the case study in Fig. 1 for example, the subsequence [2, 3, 1] can be replaced by [2, 1, 3] in any solution.
Given an uncertain measure β, the above three conditions can be extended for fuzzy dominance as follows:
Therefore, for any initial solution or new solution produced by migration or mutation, we check its subsequence [a
If c is always in the path between a and b and satisfies the the above three conditions, the subsequence is replaced by [a, c, b] .
D. LOCAL NEIGHBORHOOD STRUCTURE
The original BBO uses a fully connected topology, i.e., all the individual solutions are directly connected in the population and can migrate with each other, as illustrated in Fig. 6(a) . However, in such a global topology, if one or several solutions reach local optima early, then other solutions in the population are very likely to accept many features from them, and thus the population is easy to converge to the local optima.
To overcome the dilemma, we can use a local topology where each solution is only connected to its immediate neighbor solutions: Whenever a solution is to be immigrated, the emigrating solution is chosen from its neighbors rather than from the whole population. Here we use a random neighborhood structure such that for each solution there are N other solutions randomly chosen as its immediate neighbors, where N is a control parameter typically in the range from 2 to 5 [49] , [50] . Fig. 6(b) illustrates a local topology with neighborhood size N = 3. Under this scheme, the flow of information can be moderately pass through the neighborhood structure, and the algorithm can suppress premature convergence more effectively. At each algorithm iteration, if no new non-dominated solution is found, we randomly reset the neighborhood structure to enhance the diversity.
E. GREEDY LOCAL SEARCH
BBO operators are effective in global exploration of the solution space. We also incorporate a local search procedure into our algorithm. For a given solution H p , the local search procedure uses a destruction-and-construction approach to exploit its neighboring solutions: 1) Destruction: Select a random subsequence H # and remove it from H p . Empirically, the length of H # , denoted by L, can be set to a random value in [ √ n, n/2] to provide competitive performance. 2) Construction: Let H p denote the remaining sequence.
For i = 1 to L, take the task H # i and tentatively insert it into all the possible (n − L) positions of H p , and choose among these (n − L) new subsequences the one that results in the minimum (H p ) (H p ) as the new H p . The greedy local search procedure is partially based on the NEH heuristic for the PFSP [51] and can be efficiently implemented using Taillard's method [52] . Note that instead of Pareto comparison, here we use the production of two objective function values for the selection of a new solution because it is simple and empirically effective.
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Randomly initialize a population S of P solutions (permutations); 2 Initialize a non-dominated archive A based on S; 3 while stop condition is not met do 4
Calculate the migration and mutation rates of the solutions based on their Pareto ranks;
Select an island H q from the neighbors of H p with probability proportional to µ q ; 10 Update A based on the first non-dominated set of S; 31
Select the first P solutions to the next generation of S; 32 end while 33 return A.
F. SOLUTION UPDATE MECHANISM
Our algorithm maintains a population S and a non-dominated solution archive A. During the search, it does not directly modify any solution H p ∈ S; Instead it uses the evolution operators to produce new solutions as follows: will be further applied. 5) Otherwise, apply the local search operator to H p to produce a new solution, denoted by H p . 6) Remain the (unique) non-dominated solutions among H p , H P , H p and H p for potential inclusion into the archive A as well as the population of the next generation. After each algorithm iteration, the fast non-dominated sorting procedure [36] is applied to all the remaining solutions. From the result, the first P solutions are selected and enter into the next generation, and the archive A is updated based on new non-dominated solutions.
Moreover, the size of A has an upper limit, denoted by |A| U , for controlling intensive computational cost: If |A| has reached the limit, a pair of solutions (H a , H (21)- (23) .
When the algorithm stops, we submit the resulting nondominated solutions to the decision-maker, who will choose a final solution for implementation [6] . 
VI. COMPUTATIONAL EXPERIMENTS

A. EXPERIMENTAL SETTINGS
We evaluate the EMOBBO performance on a set of 20 test instances summarized in Table 1 . The instances cover various types of disaster rescue operations with size m × n ranging from 2 × 6 to 5 × 52. Instances #2, #3, #6∼#8, #12, #16 and #17 come from real-world operations occurred in China in recent five years. The other 12 are constructed with given disaster areas and distribution of teams and targets, where the weights, times, and risk model parameters are randomly generated based on Gaussian distribution. All the instances involve fuzzy task processing times and travel times; #1 and #2 use crisp weights w i , the other 18 use fuzzy weights; #2 and #3 use constant risk factors, and the others employ the risk factor model described by Eq. (8), but all use fuzzy coefficients λ k . All the fuzzy variables are represented by triangular fuzzy numbers. In general, the complexity increases with the instance number.
In addition to EMOBBO, We have implemented the following five EMO algorithms for comparison:
• The NSGA-L [35] , which enhances the NSGA-II [36] with the multiobjective local search.
• The MOPS [38] , a multiobjective PSO algorithm.
• The SPEA2 [53] , the improved strength Pareto evolutionary algorithm.
• The IPESA-II [54] , which uses an improved Pareto envelope-based selection [55] .
• The MOGA algorithm proposed by Celano et al [43] . NSGA-L, MOPS, and MOGA are for PFSP. For SPEA2 and IPESA-II we use their Pareto evolution methods together with our solution encoding and modification mechanisms. Except MOGA that uses its own fuzzy ranking method, for the other four algorithms the fuzzy numbers are transformed to their crisp expected values.
To evaluate our fuzzy dominance and permutation rearrangement method, we have also implemented two other versions of EMOBBO: EMOBBO-A that transforms the fuzzy numbers to crisp expected values, and EMOBBO-B that does not use permutation rearrangement.
For EMOBBO and its variations, we empirically set I = E = 1, π max = 0.01, the neighborhood size N = 3, and the uncertain measure β = 0.5. And we use the same population size P = 50 and the upper limit of archive size |A| U = 20 for all the algorithms. The parameters of the other algorithms are set as suggested in the literature.
The experiments are conducted on a computer of 4×Intel Xeon 3430 CPU and 4×2GB memory. To meet the requirement of emergency response, we set the same maximum running time T max (in seconds) on each problem. The algorithm stop condition is that the running time reaches T max , or the non-dominated solution set A does not change for 200 iterations (for which we consider the algorithm converges and the corresponding convergence time is denoted by T con ).
On each instance, each algorithm has been run for 60 times with different random seeds, and the following metric values averaged over 60 runs are recorded:
• The number N s of non-dominated solutions found by the algorithm (in terms of not being dominated by any other solution found by any algorithm).
• The hypervolume HV [56] of A.
• The average distance AD between the non-dominated solutions in A.
• The coverage (percentage) C 1 of the algorithm's resulting solutions that are dominated by at least one solution of EMOBBO and C 2 vice versa. On instance #1, all the algorithms obtain the same (real) Pareto optimal set. EMOBBO-B and EMOBBO do so on #2, and IPESA-II, EMOBBO-B and EMOBBO do so on #3, while the other algorithms always lose some Pareto optimal solutions. On #4 the HV of EMOBBO is the best among all the algorithms, and none of the its solutions is dominated by that of other algorithms (C 2 = 0% for all the other algorithms). Next see the medium size instances #5-#12, where both the N s and HV of EMOBBO are always better than the other algorithms. Moreover, except #7 and #9, the C 2 values of the first five EMO algorithms are always zero. On #7, C 1 values of MOPS, MOGA and IPESA-II are respectively 39%, 64% and 16%, while C 2 values are respectively 3%, 1% and 5%, which indicates that none of the resulting sets can completely dominate the others, but much more solutions of these EMO algorithms are dominated by that of EMOBBO; moreover, the AD of EMOBBO is 37.2, which is much better than the other three algorithms. In this sense, the quality of resulting set of EMOBBO is much better than the others. The same is true on #7 where C 1 = 15% and C 2 = 3% for IPESA-II. In particular, on the most complex instances #18-#20, the N s values of the first five EMO algorithms are always zero, which means all the non-dominated solutions are obtained by EMOBBO. With the increase of problem size/complexity, the performance advantage of EMOBBO over other EMO algorithms is more and more significant. On relative large size instances #13-#20, both N s and HV of EMOBBO are much better than the other EMO algorithms. Except on #14 IPESA-II has C 1 = 95% and C 2 = 0%, in all other cases we have C 1 = 100 and C 2 = 0, which indicates that the resulting sets of EMOBBO always completely dominates the others.
B. RESULTS AND DISCUSSION
By comparing the three EMOBBO versions, we can also see that the EMOBBO outperforms EMOBBO-A and EMOBBO-B on medium and large size instances. Both N s and HV of EMOBBO are better than EMOBBO-A on 19 instances except #1, and better than EMOBBO-B on #5-#20. In terms of coverage metric, none of the solutions of EMOBBO is dominated by a solution of EMOBBO-A on 18 instances except #7 and #10, or dominated by EMOBBO-B on 15 instances #7-#11. For those instances where C 1 and C 2 of EMOBBO-A/EMOBBO-B are both larger than zero, EMOBBO achieves much better N s , HV and AD values. On the last five or two instances, the resulting set of EMOBBO completely dominates that of EMOBBO-A or EMOBBO-B (C 1 = 100 and C 2 = 0). This demonstrates that the proposed fuzzy Pareto dominance and solution arrangement mechanisms are very effective on the test instances.
On the first three instances, all the algorithms converge before T max . EMOBBO converges faster than NSGA-L, MOGA and IPESA-II; the convergence time of MOPS and SPEA2 is less than EMOBBO, but their solution quality is much worse. On instance #4, NSGA-L and IPESA-II fail to converge before T max . We can also see that on #1-#4, EMOBBO converges much faster than EMOBBO-B, which indicates that the permutation rearrangement mechanism is effective in guiding the search towards Pareto fronts. On the remaining 16 instances, none of the algorithms can converge before T max (and thus T con is omitted in Table 2 ).
VII. CONCLUSION
Today's disaster rescue operations become more and more complex, involving a large number of rescue targets located at different positions, multiple optimization objectives and constraints, and inherent uncertainty. More importantly, the response time is typically very limited. The paper establishes a fuzzy multiobjective optimization model for rescue task scheduling. For efficiently solving the problem, we develop an EMOBBO algorithm which employs three correlated fuzzy ranking criteria for evaluating the dominance relation between the solutions, defines new migration and mutation operators for evolving the permutation-based solutions, designs a problem-specific solution rearrangement mechanism, and uses a local neighborhood structure to suppress premature convergency. Comparative experiments show that the EMOBBO algorithm outperforms some state-of-the-art EMO algorithms. The model and the algorithm have been successfully applied to several real-world emergency rescue operations and demonstrated its effectiveness. Our algorithm can also be easily extended for solving many other fuzzy multiobjective scheduling problems such as VRP, timetabling, and job shop scheduling.
There is still room for improving our algorithm in several aspects, including using nonlinear migration models [48] , integrating other metaheuristics such as PSO and DE, and employing a parallel computational model for simultaneously evolving the solutions. Currently we are also considering an integrated problem of scheduling multiple rescue teams, which requires more computational costs and more finetuning of the algorithm.
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