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Cyclic bases of zero-curvature
representations: further examples
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Mathematical Institute, Silesian University, 74601 Opava, Czech Republic
Abstract
The paper continues nlin.SI/0212019 by giving three more exam-
ples of using cyclic bases of zero-curvature representations in studies
of relation between strong Lax pairs and recursion operators.
1 Introduction
The present paper continues [1] and provides further examples of using cyclic
bases of zero-curvature representations.
A zero-curvature representation (ZCR) of a system of differential equa-
tions is the compatibility condition
Z ≡ DtX −DxT + [X, T ] = 0 (1)
of the overdetermined linear system
Ψx = XΨ, (2)
Ψt = TΨ, (3)
where Dx and Dt denote the total derivatives; X and T are n×n matrix func-
tions of the independent variables x and t, dependent variables ui(x, t) and
finite-order derivatives of ui; Ψ(x, t) is an n-component column; the square
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brackets stand for the matrix commutator; and the condition (1) is satisfied
by any solution ui of the represented system. Any linear transformation
Ψ′(x, t) = G
(
x, t, ui, ui
x
, . . .
)
Ψ(x, t), detG 6= 0 (4)
generates the gauge transformation
X ′ = GXG−1 + (DxG)G
−1, T ′ = GTG−1 + (DtG)G
−1, (5)
which results in the equivalence transformation Z ′ = GZG−1 of (1). For this
reason, ZSRs should be studied by some gauge-invariant techniques. Gauge-
invariant formulations of ZCRs were proposed in [2, 3] and [4], independently.
The concept of cyclic bases of ZCRs was introduced in [4]. It proved
to be useful for distinguishing between ‘good’ and ‘bad’ Lax pairs, check-
ing if parameters in ZCRs are essential, constructing complete hierarchies
associated with given linear problems, deriving recursion operators, and so
on [1, 4, 5, 6, 7, 8, 9, 10]. Sections 2, 3 and 4 of the present paper provide
further illustrations to this concept.
2 AKNS-related spectral problem
Let us consider the linear equation (2) with
X =
(
1
2
u− 1
2
λ −v
v −1
2
u+ 1
2
λ
)
, (6)
where u and v are functions of x and t, and λ is a parameter. This spectral
problem, recently studied in [11], is hardly new, because (5) with a diagonal
matrix G can bring it into the AKNS form. Anyhow, we take this spectral
problem ‘as is’ and use it to show how the cyclic basis method automatically
generates a recursion operator for the hierarchy studied in [11].
Following the way described in [1, 4, 6, 7, 10], we pose the problem of
finding all systems of evolution equations
ut = f(x, t, u, v, . . . , ux...x, vx...x),
vt = g(x, t, u, v, . . . , ux...x, vx...x)
(7)
which admit ZCRs (1) with X given by (6). The characteristic matrices
are Cu = ∂X/∂u and Cv = ∂X/∂v because X (6) contains no derivatives.
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Applying the operator ∇, defined by ∇Y = DxY − [X, Y ] for any (here,
2 × 2) matrix Y , to Cu, Cv and ∇Cu, we find the cyclic basis to be three-
dimensional, {Cu, Cv,∇Cu}, with the closure equations
∇Cv = −(u− λ)v
−1∇Cu,
∇2Cu = −4v
2Cu − (u− λ)vCv + v
−1vx∇Cu,
(8)
where the dependence of gauge-invariant coefficients on λ proves that λ is an
essential parameter in X (6).
Decomposing T as
T = pCu + qCv + r∇Cu, (9)
where p, q and r are any functions of λ, x, t, u, v, . . . , ux...x, vx...x, and using
the characteristic form
fCu + gCv = ∇T (10)
of (1) and the closure equations (8), we find that
p = (u− λ)v−1q −Dxr − v
−1vxr, (11)
h = (M − λN)s : h =
(
f
g
)
, s =
(
q
r
)
, (12)
where
M =
(
Dx ◦ uv
−1 −D2
x
−Dx ◦ v
−1vx − 4v
2
Dx −uv
)
, (13)
N =
(
Dx ◦ v
−1 0
0 −v
)
. (14)
Then, using the expansion
s = s0 + λs1 + λ
2s2 + · · · (15)
and taking into account the condition
∂h/∂λ = 0, (16)
we get from (12) the following solution of the problem: a system (7) admits
a ZCR (1) with X (6) iff its right-hand side h is determined by
h = Ms0, (17)
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where s0 belongs to a set of functions s0, s1, s2, . . . satisfying the recurrence
Nsi = Msi+1, i = 0, 1, 2, . . . . (18)
The set {s′
i
} : s′
i
= N−1Msi satisfies (18) if a set {si} does, therefore
h′ =MN−1h is the right-hand side of a represented system if h is, and
R = MN−1 (19)
is a recursion operator for the represented hierarchy. Inverting N (14),
N−1 =
(
vD−1
x
0
0 −v−1
)
, (20)
we obtain the recursion operator (19) explicitly:
R =
(
Dx ◦ uD
−1
x
Dx ◦ v
−1Dx + 4v
Dx ◦ vD
−1
x
u
)
. (21)
3 ZCR of a linear equation
Our next example is a ZCR of the linear equation
ut = uxx, (22)
namely, (1) with
X =
(
α u
0 −α
)
, (23)
T =
(
2α2 ux + 2αu
0 −2α2
)
, (24)
where α is a parameter. The problem is to derive the evident recursion
operator R = Dx of (22) from this ZCR.
From X (23), we find the characteristic matrix and its first covariant
derivative to be
C =
(
0 1
0 0
)
, ∇C = −2αC. (25)
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We see that the cyclic basis is one-dimensional in this case, consisting of C
only, and that α is an essential parameter, not removable by gauge transfor-
mations. Also we see that the matrix T (24) cannot be decomposed over the
cyclic basis only. For this reason, we have to take into account the singular
basis, a necessary extension of the cyclic basis [4]:
S =
(
1 0
0 −1
)
: ∇S = 2uC. (26)
Now, the matrix T (24) can be decomposed over {C, S}, and we pose the
problem of finding all evolution equations
ut = f(x, t, u, ux, . . . , ux...x) (27)
which admit ZCRs (1) with X given by (23) and T of the form
T = pC + σS, (28)
where p and σ are any functions of α, x, t, u, . . . , ux...x. Using the character-
istic form
fC = ∇T (29)
of (1) and the closure equations (25) and (26), we find that
Dxσ = 0, (30)
f = (M − λN)p + 2σu, (31)
where
M = Dx, N = 1, λ = 2α. (32)
Though (31) is similar to (12), the additional term 2σu, which appeared
in the right-hand side of (31) owing to the presence of the singular basis, does
not allow us to conclude immediately that the represented hierarchy admits
the recursion operator
R = MN−1. (33)
Nevertheless, the result (33) is correct. Let us make use of the condition
(30). Applying the operator
Q = Dx ◦ u
−1 (34)
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to the left-hand and right-hand sides of (31), we obtain
g =
(
M˜ − λN˜
)
p, (35)
where
g = Qf, M˜ = QM, N˜ = QN. (36)
Then, using the expansion p =
∑
∞
i=0
λipi(x, t, u, . . . , ux...x) and taking into
account the condition ∂g/∂λ = 0 which follows from ∂f/∂λ = 0, we conclude
that g′ = M˜N˜−1g satisfies (35) with p′ = N˜−1M˜p if g does with some p.
Finally, owing to (36), we have f ′ = Q−1g′ = MN−1Q−1g = MN−1f , which
proves (33) and leads to the expected R = Dx.
4 Ibragimov–Shabat system
The last example in this paper is the system
ut = uxx +
1
2
v2, vt = 2vxx, (37)
introduced in [12]. For a long time, this system was thought to possess only
one local generalized symmetry, namely, the third-order one: see e.g. [12]
itself and the first edition of [13]. Later, in the second edition of [13], in
Exercise 5.16(a), it was pointed out that (37) really possesses local general-
ized symmetries of higher orders, and it was proposed to find a higher order
symmetry and a recursion operator.
According to the recent classification [14], the system (37) belongs to one
of the nine exceptional cases of Bakirov’s systems (it is the B2[
1
2
] case) and
possesses infinitely many local generalized symmetries therefore. Moreover,
[14] contains a recurrent procedure which allows to construct a symmetry of
order n for (37) from its two symmetries of orders n − 1 and n − 2. This
recurrent procedure is, however, not a recursion operator, in the sense that
a recursion operator should produce one symmetry from one symmetry.
We can easily find a formal recursion operator R of (37), or a ‘formal
symmetry’, which satisfies the condition Dt(R) = [F,R], where F is the
Fre´chet derivative of the right-hand side of the system (37). The result is
R =
(
Dx d
0 2Dx
)
, (38)
d = vD−1
x
+ vxD
−2
x
+ vxxD
−3
x
+ vxxxD
−4
x
+ · · · . (39)
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According to [15], such formal recursion operators do exist for wide classes
of block-triangular evolution systems, including all Bakirov’s systems. It is,
however, not clear, how to apply the formal expansion (39) to local expres-
sions, or how to bring the formal recursion operator (38)–(39) into some
‘closed’ form.
We do not believe that the system (37) possesses any ‘usual’ recursion
operator, which can be written in the quotient form
R = MN−1, (40)
whereM and N are linear matrix differential operators with local coefficients.
Let us show that the cyclic basis method, which—as far as we know—works
well for systems possessing recursion operators of the quotient form (40),
does not produce any recursion operator in the case of (37).
It is an easy exercise to find that the Ibragimov–Shabat system (37)
admits the ZCR (1) with
X =


λ v 0 −8u
0 0 1 0
0 0 0 v
0 0 0 −λ

 , (41)
T =


2λ2 2λv + 2vx −2v −16λu− 8ux
0 0 4λ 2v
0 0 0 2λv + 2vx
0 0 0 −2λ2

 , (42)
where λ is a parameter. Then we find from X (41) that the cyclic basis is
three-dimensional, {Cu, Cv,∇Cv}, with the closure equations
∇Cu = −2λCu, ∇
2Cv = −
1
4
vCu − λ
2Cv − 2λ∇Cv (43)
which clearly show that λ is an essential parameter. Since the matrix T (42)
cannot be decomposed over the cyclic basis only, we add the two-dimensional
singular basis {S1, S2} with the elements
S1 =


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −1

 , S2 =


0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0

 (44)
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which satisfy the closure equations
∇S1 = 2uCu + vCv, ∇S2 = −λvCv − v∇Cv. (45)
Now, T (42) can be decomposed as
T = (ux + 2λu)Cu + 2vxCv − 2v∇Cv + 2λ
2S1 + 4λS2, (46)
and we pose the problem of finding all systems
ut = f(x, t, u, v, . . . , ux...x, vx...x),
vt = g(x, t, u, v, . . . , ux...x, vx...x)
(47)
which admit ZCRs (1) with X given by (41) and T of the form
T = pCu + qCv + r∇Cv + σS1 + τS2. (48)
The characteristic form
fCu + gCv = ∇T (49)
of these ZCRs leads through the closure equations (43) and (45) to
Dxσ = Dxτ = 0, (50)
q = −Dxr + 2λr + τv (51)
and
f = Dxp− 2λp−
1
4
vr + 2σu,
g = −D2
x
r + 2λDxr − λ
2r + σv + τ(vx − λv).
(52)
Conditions (50) allow us to remove from (52) the three terms caused by
the presence of the singular basis, and we obtain
h =
(
M˜ + λL˜+ λ2K˜
)
s, (53)
where
h = Q
(
f
g
)
, s =
(
p
r
)
,
M˜ = QM, L˜ = QL, K˜ = QK,
(54)
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with
M =
(
Dx −
1
4
v
0 −D2
x
)
, L =
(
−2 0
0 2Dx
)
, K =
(
0 0
0 −1
)
(55)
and
Q =
(
Dx ◦ u
−1 0
0 Dx ◦
(
(v−1vx)x
)
−1
Dx ◦ v
−1
)
. (56)
The operator Q (56) does not contain λ, therefore the condition ∂h/∂λ = 0
follows from ∂f/∂λ = ∂g/∂λ = 0. Taking this into account and substituting
s = s0 + λs1 + λ
2s2 + · · · (57)
into (53), we find that
h = M˜s0 (58)
and that the set of two-component functions si(x, t, u, v, . . . , ux...x, vx...x) must
satisfy the relations
s1 = As0, si+2 = Asi+1 +Bsi, i = 0, 1, 2, . . . , (59)
where
A = −M−1L =
(
2D−1
x
1
2
D−1
x
◦ vD−1
x
0 2D−1
x
)
,
B = −M−1K =
(
0 −1
4
D−1
x
◦ vD−2
x
0 −D−2
x
)
.
(60)
The operators (60) are so simple that we can solve the recurrence (59)
explicitly and obtain the following:
si+1 =
(
2D−1
x
i+2
4i+4
D−1
x
◦ vD−1
x
0 i+2
i+1
D−1
x
)
si, i = 0, 1, 2, . . . . (61)
We see from (61) that, in contrast to what was observed for all ZCRs studied
by the cyclic basis method before, these si are not related with each other as
si+1 = Psi with some operator P independent of i, and we get no recursion
9
operator therefore. The origin of this phenomenon is twofold. First, the
quadratic dependence on λ of the matrix differential operator in (53) leads to
the three-term recurrence (59), whereas a linear dependence on λ always leads
to a two-term recurrence which produces a recursion operator automatically.
Second, though such a quadratic dependence on the spectral parameter was
also observed in [7], a recursion operator appeared there owing to the specific
condition KL−1K = 0, which is not satisfied by the operators K and L (55)
in the present case.
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