Fisher information of orthogonal hypergeometric polynomials  by Sánchez-Ruiz, Jorge & Dehesa, Jesús S.
Journal of Computational and Applied Mathematics 182 (2005) 150–164
www.elsevier.com/locate/cam
Fisher information of orthogonal hypergeometric
polynomials
Jorge Sánchez-Ruiza,b,∗, Jesús S. Dehesab,c
aDepartamento de Matemáticas, Universidad Carlos III de Madrid, Avda. de la Universidad 30,
28911 Leganés, Madrid, Spain
bInstituto Carlos I de Física Teórica y Computacional, Universidad de Granada, 18071 Granada, Spain
cDepartamento de Física Moderna, Universidad de Granada, 18071 Granada, Spain
Received 18 December 2003
Abstract
The probability densities of position andmomentum of many quantum systems have the form (x) ∝ p2n(x)(x),
where {pn(x)} denotes a sequence of hypergeometric-type polynomials orthogonal with respect to the weight
function(x). Herewe derive the explicit expression of the Fisher information I=∫ dx[′(x)]2/(x) corresponding
to this kind of distributions, in terms of the coefﬁcients of the second-order differential equation satisﬁed by
the polynomials pn(x). We work out in detail the particular cases of the classical Hermite, Laguerre and Jacobi
polynomials, for which we ﬁnd the value of Fisher information in closed analytical form and study its asymptotic
behaviour in the large n limit.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Let X denote a continuous random variable with probability density function (x) (for the sake of
simplicity, we conﬁne ourselves to the one-dimensional case). The Fisher information corresponding to
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this probability distribution is deﬁned as
I (X)=
∫ [′(x)]2
(x)
dx. (1)
This quantity was ﬁrst introduced in the framework of statistical estimation theory, where it plays a
key role [4]. It is related to the standard deviation of X by means of a particular case of the so-called
Cramér–Rao inequality (see e.g. [1, Chapter 12]),
(X)2I (X)1, (2)
and is also related in a similar way to the Boltzmann–Shannon information entropy [1,18],
H(X)=−
∫
(x) log (x) dx. (3)
Speciﬁcally, deﬁning the entropy power of X as
N(X)= 1
2e
exp[2H(X)], (4)
it holds the uncertainty inequality [19]
I (X)N(X)1. (5)
Let us remark that Shannon entropy and Fisher information are two complementarymeasures of spreading
of the density , the former being of global character because of the logarithm and the latter having a
local character due to the gradient [1].
It can be shown [1,19] that, in both (2) and (5), equality is attained if and only if the probability density
is a Gaussian,
(x)= 1

√
2
exp
(
−(x − xo)
2
22
)
,
for which we have
I (X)= 1
2
, (X)2 =N(X)= 2.
Fisher information can also be evaluated in closed analytical form formany other probability distributions.
For instance, for the Student-t distributions
f (m, , x)= ((m+ 1)/2)

√
m− 2(m/2)(1/2)
(
1+ x
2
(m− 2)2
)−(m+1)/2
, m> 2,
the Fisher information has the expression [20]
I (m, )= m(m+ 1)
(m− 2)(m+ 3)2 ,
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while for the power exponential distributions
f (, , x)= 
1/
2(1/)
exp(−|x|), > 0, > 1,
it is equal to [20]
I (, )= (1− 1/)
(1/)
(− 1)2/.
In the last years, there has been a growing interest in the application of Fisher information to quantum
physics. The oldest result of this kind is the so-called Stam uncertainty principle, which dates back to
1959 [19] and relates the Fisher information of the position (resp. momentum) probability density of a
quantum system with the standard deviation of the corresponding momentum (resp. position) probability
density,
I (X)4(P)2, I (P )4(X)2 (6)
(we choose units such that h¯= 1). As pointed out in [19], combination of the Cramér–Rao inequality (2)
with any one of the inequalities in (6) leads to the well-known Heisenberg uncertainty relation,
XP  12 .
More recently, upper and lower bounds on I (X) and I (P ) have been obtained in terms of other power
and logarithmic expectation values [15]. In turn, these bounds have been used to derive inequalities
for expectation values in position and momentum spaces that extend and generalize the Heisenberg
uncertainty relation [14]. The role of Fisher information as a measure of nonclassicality for quantum
systems has been established by Hall [8,9], while Frieden [5] has showed that the Schrödinger and
Klein–Gordon wave equations, as well as many other evolution equations of classical physics, can be
derived from the minimization of the Fisher information measure under proper constraints. Very recently,
this quantity has been shown to predict the nonlinear spectral phenomena known as avoided crossings,
encountered in atomic and molecular systems under strong external ﬁelds [6].
Let {pn(x)} denote a sequence of real polynomials orthogonal with respect to the weight function(x)
on the interval [a, b] ⊆ R,∫ b
a
pn(x)pm(x)(x) dx = nn,m (7)
with degpn(x) = n. Let us also assume that the weight function (x) is nonnegative deﬁnite, i.e.,
(x)0 ∀x ∈ [a, b]. Then the functions
n(x)=
1
n
p2n(x)(x)	[a,b](x), (8)
where 	[a,b](x) is the characteristic function for [a, b], are normalized density functions for the continuous
random variable X. The Fisher information (1) corresponding to density (8) is the integral
I (n)=
∫ b
a
[′n(x)]2
n(x)
dx, (9)
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which, for the sake of brevity, will be referred to in the following as the Fisher information of the
polynomial pn(x).
The probability measures 
n deﬁned by d
n(x) = n(x) dx are standard objects of study in the ana-
lytic theory of orthogonal polynomials. For instance, it has been shown by Rakhmanov [13] that these
measures govern the asymptotic behaviour of the ratio pn+1(x)/pn(x) as n → ∞. Furthermore, for
many important quantum systems, such as D-dimensional harmonic oscillator and hydrogen atom, the
probability distributions of position and momentum are of the form (8), with {pn(x)} being classical
orthogonal polynomials of hypergeometric type (Hermite, Laguerre, Jacobi). The relevance of these
probability measures for physical and mathematical problems has motivated interest in the study of dif-
ferent functionals involving them. In particular, during the last decade much effort has been devoted to
the calculation of the Shannon information entropy (3) for the probability densities n(x), both in an
exact way and asymptotically in the so-called classical limit, n → ∞ (see the recent review [2] and
references therein).
The aim of this paper is to initiate a similar research program for the Fisher information (1).We begin by
collecting, in Section 2, some basic properties of continuous hypergeometric-type polynomials whichwill
be used later on. Then, in Section 3, a general explicit expression is obtained for the Fisher information of
these polynomials, in terms of the coefﬁcients of the second-order differential equation that they satisfy.
In the case when the probability density function n(x) is continuous and differentiable, an alternative
expression for the Fisher information is given in terms of the connection coefﬁcients between members
of the involved polynomial family. In Section 4, we apply our general results to the classical families of
Hermite, Laguerre and Jacobi, for which we ﬁnd the value of I (n) in closed analytical form and study
its asymptotic behaviour in the large n limit. Finally, in Section 5, some summarizing and concluding
remarks are given.
2. Orthogonal polynomials of hypergeometric type
Consider the second-order differential operator
F[y](x)= (x)y′′(x)+ (x)y′(x), (10)
where (x) and (x) are polynomials whose degrees are not greater than 2 and 1, respectively. If |′| +
|′′| = 0, then for everyn ∈ N0,Fhas a polynomial eigenfunctiony=yn(x)of degreen, corresponding to
the eigenvalue n=n′+ 12 n(n−1)′′. These polynomials are usually called (continuous) hypergeometric-
type polynomials, and can be reduced bymeans of linear changes of the variable to one of the three classical
families, i.e., Hermite, Laguerre and Jacobi [12].
If {yn(x)}n∈N0 stands for the sequence ofmonic hypergeometric polynomials corresponding to operator(10), then we denote by yn,k(x), for n ∈ N0, k ∈ Z, the monic polynomial eigenfunction of degree n of
the operator
Fk[y](x)= (x)y′′(x)+ k(x)y′(x), k(x)= (x)+ k′(x) (11)
with |′k| + |′′| = 0, so that
yn(x)= yn,0(x) and y′n,k(x)= nyn−1,k+1(x). (12)
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The function
k(x)= k(x)(x), (x)= exp
∫ x (t)− ′(t)
(t)
dt (13)
satisﬁes the Pearson equation [(x)k(x)]′ = k(x)k(x). An explicit expression for the polynomials
yn,k(x) is provided by Rodrigues’ formula
yn,k(x)= An,k
k(x)
dnn+k(x)
dxn
, (14)
where
An,k =
n−1∏
j=0
[
′k +
n+ j − 1
2
′′
]−1
=
n−1∏
j=0
[
′ + n+ j + 2k − 1
2
′′
]−1
. (15)
Note that in this equation all the factors within brackets must be different from zero. The polynomials
yn,k(x) are closely related to the Hildebrandt polynomials introduced in [11] (see also [16]).
Let us assume additionally that there exist two values −∞a <b +∞ such that (x) ∈ C(a, b)
and
lim
x→a+ 1(x)x
l = lim
x→b− 1(x)x
l = 0, l = 0, 1, . . . . (16)
Every sequence {yn,k(x)}, with k0, is then orthogonal with respect to the weight function k(x) on the
interval [a, b] (see [12]),∫ b
a
yn,k(x)ym,k(x)k(x) dx = n,kn,m, n,k = (−1)nn!An,kn+k, (17)
where {r} denotes the sequence of generalized moments of (x),
r =
∫ b
a
r (x) dx. (18)
Therefore,
n,k(x)=
1
n,k
y2n,k(x)k(x)	[a,b](x), n, k = 0, 1, . . . (19)
are normalized density functions. In particular, setting k = 0, the sequence {yn(x)} satisﬁes the orthogo-
nality relation (7) with n = n,0 = (−1)nn!An,0n, and Eq. (19) reduces to (8).
3. General expression of the Fisher information
The Fisher information corresponding to the probability density function n,k(x) deﬁned by Eq. (19)
is, according to Eq. (1), the integral
I (n, k)=
∫ b
a
[′n,k(x)]2
n,k(x)
dx, (20)
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which includes I (n) in (9) as the particular case k = 0, I (n) = I (n, 0). Using Eq. (14), we readily
ﬁnd that
[yn,k(x)k(x)]′ = An,k d
n+1n+k(x)
dxn+1
,
yn+1,k−1(x)k−1(x)= An+1,k−1 d
n+1n+k(x)
dxn+1
.
Combining these two equations, we obtain
[yn,k(x)k(x)]′ = An,k
An+1,k−1
yn+1,k−1(x)k−1(x).
Using this relation together with (12), the derivative of n,k can be written as
′n,k(x)=
yn,k(x)
n,k
(
nyn−1,k+1(x)k(x)+
An,k
An+1,k−1
yn+1,k−1(x)k−1(x)
)
. (21)
Substitution of Eqs. (19) and (21) into (20) leads to
I (n, k)= 1
n,k
[
n2
∫ b
a
[yn−1,k+1(x)]2k(x) dx + 2n An,k
An+1,k−1
∫ b
a
yn−1,k+1(x)yn+1,k−1(x)
× k−1(x) dx +
(
An,k
An+1,k−1
)2 ∫ b
a
[yn+1,k−1(x)]2k−2(x) dx
]
, (22)
where (13) has been used to simplify the last term. The Fisher information of the polynomial yn(x) is
obtained by setting k = 0 in (22).
Integration by parts enables us to evaluate the second integral in the right-hand side of (22). Using the
second equation in (12), Rodrigues’ formula (14), and the orthogonality of the sequence {yn,k(x)}, we
ﬁnd that
An,k
An+1,k−1
∫ b
a
yn−1,k+1(x)yn+1,k−1(x)k−1(x) dx = [yn−1,k+1(x)yn,k(x)k(x)]ba. (23)
Notice that, if the weight (x) is such that −1(x) ∈ C(a, b) and
lim
x→a+ (x)x
l = lim
x→b− (x)x
l = 0, l = 0, 1, . . . , (24)
then the sequence {yn,k−1(x)} is orthogonal on [a, b]with respect to the weight function k−1(x) for any
k0. Therefore, the second term on the right-hand side of (22) vanishes and this equation simpliﬁes to
I (n, k)= 1
n,k
[
n2
∫ b
a
[yn−1,k+1(x)]2k(x) dx +
(
An,k
An+1,k−1
)2 ∫ b
a
[yn+1,k−1(x)]2k−2(x) dx
]
.
(25)
Finally, let us assume that the weight (x) is such that −2(x) ∈ C(a, b) and
lim
x→a+ −1(x)x
l = lim
x→b− −1(x)x
l = 0, l = 0, 1, . . . . (26)
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This condition is related to the requirement that the density function (19) be continuous and differentiable.
Under assumption (26), the sequence {yn,k−2(x)} is orthogonal on [a, b] with respect to the weight
functionk−2(x) for any k0. In this case, a useful alternative form of (25) can be derived by considering
the general connection problem
ym,j (x)=
m∑
r=0
c
(j,l)
m,r yr,l(x). (27)
In particular,
yn−1,k+1(x)=
n−1∑
r=0
c
(k+1,k)
n−1,r yr,k(x), yn+1,k−1(x)=
n+1∑
r=0
c
(k−1,k−2)
n+1,r yr,k−2(x). (28)
Substituting these expansions on the right-hand side of (25), and using the general orthogonality relation
(17), the former equation can be written as
I (n, k)= 1
n,k
[
n2(n, k)+
(
An,k
An+1,k−1
)2
(n+ 2, k − 2)
]
, (29)
for n, k = 0, 1, . . . , where
(n, k)=
n−1∑
r=0
[c(k+1,k)n−1,r ]2r,k. (30)
4. Application to the classical families
Here we shall apply the general expressions derived in the previous section to ﬁnd the values of
the integrals I (n, k) for the three classical families of monic polynomials, orthogonal on the real axis:
Hermite, Laguerre and Jacobi. All the necessary data concerning these families of polynomials (see, e.g.,
[3]) are gathered in Table 1, which we shall often make use of without explicit reference to it.
4.1. Hermite polynomials
The monic Hermite polynomials Hn(x) have the property that yn,k(x)= yn(x) for any k. We thus see
from (28) and (30) that c(k+1,k)n−1,r = n−1,r and (n, k)= n−1,k = n−1. Eq. (29) then reduces to
I (n, k)= I (n)= n
2n−1 + 4n+1
n
and a simple calculation leads to
I (n)= 4n+ 2. (31)
This result coincides with that given by Hall [8] for the Fisher information of position and momentum of
the energy eigenstates of the one-dimensional harmonic oscillator.
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Table 1
pn(x) Hermite Laguerre Jacobi
Hn(x) L
()
n (x) P
(,)
n (x)
(a, b) (−∞,∞) (0,∞) (−1, 1)
(x) 1 x 1− x2
(x) −2x + 1− x − − (+ + 2)x
k(x) e
−x2 x+ke−x (1− x)+k(1+ x)+k
k
√
 (k + + 1) 2++2k+1(k++1)(k++1)
(2k+++2)
An,k (−2)−n (−1)n (−1)
n(n+2k+++1)
(2n+2k+++1)
pn,k(x) Hn(x) L
(+k)
n (x) P
(+k,+k)
n (x)
4.2. Laguerre polynomials
For the monic Laguerre polynomials L()n (x), condition (26) is veriﬁed for − 2>− 1, i.e. > 1. The
well-known connection formula (see e.g. [17])
L()n (x)=
n∑
k=0
(
n
k
)
(−1)n−k(− )n−kL()k (x),
where (z)n = (z + n)/(z) is Pochhammer’s symbol, then gives for the coefﬁcients in Eq. (28)
the expression
c
(k+1,k)
n−1,r =
(n− 1)!
r! (−1)
n−1−r ≡ cn−1,r . (32)
We thus evaluate sum (30) as
(n, k)= [(n− 1)!]2(k + + 1)
n−1∑
r=0
(k + + 1)r
r! .
Using the summation formula
m∑
r=0
(a)r
r! =
(a + 1)m
m! ,
which can be easily proved by induction, we get
(n, k)= (n− 1)!(n+ k + + 1)
k + + 1 . (33)
Substitution of this expression into (29) leads to
I (n, k)= (2n+ 1)(k + )+ 1
(k + )2 − 1 , (34)
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and setting k=0weobtain the following expression for the Fisher information of theLaguerre polynomials
L
()
n (x);
I (n)= (2n+ 1)+ 1
2 − 1 , > 1. (35)
Thus we see that for Laguerre polynomials Fisher information is a linear increasing function of the
degree n, as in the Hermite case (recall Eq. (31)). On the other hand, it is a simple rational function of the
parameter , which tends to inﬁnity as → 1 and tends to zero as →∞.
To study what happens when −1< 1, we go back to (22), which for Laguerre polynomials and
k = 0 yields
I (n)= 1
n!(n+ + 1)
[
n2
∫ ∞
0
[L(+1)n−1 (x)]2xe−x dx
− 2n
∫ ∞
0
L
(+1)
n−1 (x)L
(−1)
n+1 (x)x
−1e−x dx +
∫ ∞
0
[L(−1)n+1 (x)]2x−2e−x dx
]
. (36)
The ﬁrst integral in the right-hand side equals (n, 0) as given in (33) for any > − 1. However, a
careful examination of the second and third integrals reveals that they diverge to+∞ for−1< < 0 and
−1< 1,  = 0, respectively. Therefore,
I (n)=+∞,  ∈] − 1, 0[ ∪ ]0, 1].
In the case = 0, we take into account that
L
(−1)
n+1 (x)= xL(1)n (x),
as can be easily shown from the explicit expression of the monic Laguerre polynomials,
L()n (x)= (−1)n
n∑
k=0
(
n
k
)
(k + + 1)n−k(−x)k = (−1)n(+ 1)n1F1
( −n
+ 1
∣∣∣∣ x
)
.
Eq. (36) can then be written as
I (n)= 1
(n!)2
[
n2
∫ ∞
0
[L(1)n−1(x)]2e−x dx − 2n
∫ ∞
0
L
(1)
n−1(x)L
(1)
n (x)e
−x dx
+
∫ ∞
0
[L(1)n (x)]2e−x dx
]
,
which also enables us to evaluate the second and third integrals in the right-hand side by using orthogonal-
ity. Noting from Eq. (32) that cn,r =−ncn−1,r , we readily see that the second integral equals−n(n, 0),
while the third one equals (n+ 1, 0). Recalling (33), we ﬁnally obtain
I (n)= 4n+ 1, = 0. (37)
In particular, we see that for =0 the Fisher information of Laguerre polynomials is also a linear increasing
function of the degree n.
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4.3. Jacobi polynomials
For the monic Jacobi polynomials P (,)n (x), condition (26) holds when − 2>− 1 and − 2>− 1,
i.e., when > 1 and > 1. Then we can take advantage of the connection formula (see e.g. [17])
P (,)n (x)=
n∑
k=0
2n−k(k + + 1)n−k
(n+ k + + + 1)n−k
(
n
k
)
× 3F2
(
k − n, n+ k + + + 1, k + + 1
2k + + + 2, k + + 1
∣∣∣∣ 1
)
P
(,)
k (x).
In particular, for = + 1, = + 1,
P (+1,+1)n (x)=
n∑
k=0
2n−k(k + + 2)n−k
(n+ k + + + 3)n−k
(
n
k
)
× 3F2
(
k − n, n+ k + + + 3, k + + 1
2k + + + 2, k + + 2
∣∣∣∣ 1
)
P
(,)
k (x).
The 3F2 hypergeometric function in the right-hand side can be evaluated in closed form by means of the
summation formula
3F2
(
a, c,−n
a + 1, c − 1− n
∣∣∣∣ 1
)
= (−1)
nn!(c − 1− n)
(c)
(
a − (a + 1− c)n+1
(a + 1)n
)
,
which follows from the contiguous relations and the Pfaff–Saalschutz formula [7]. Thus we have
P (+1,+1)n (x)=
n∑
k=0
2n−kn!(2k + + + 2)
k!(2n+ + + 3)
×
(
(−1)n−k(n+ + 2)
(k + + 1) +
(n+ + 2)
(k + + 1)
)
P
(,)
k (x),
so that the connection coefﬁcients in Eq. (28) are given by
c
(k+1,k)
n−1,r =
2n−1−r (n− 1)!(2r + 2k + + + 2)
r!(2n+ 2k + + + 1)
×
(
(−1)n−1−r (n+ k + + 1)
(r + k + + 1) +
(n+ k + + 1)
(r + k + + 1)
)
. (38)
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Substituting this expression into Eq. (30), we obtain
(n, k)= 2
2n+2k++−1[(n− 1)!]2
[(2n+ 2k + + + 1)]2
n−1∑
r=0
(2r + 2k + + + 1)
× (r + 2k + + + 1)(r + k + + 1)(r + k + + 1)
r!
×
(
(−1)n−1−r (n+ k + + 1)
(r + k + + 1) +
(n+ k + + 1)
(r + k + + 1)
)2
,
which can be rewritten as
(n, k)= 2
2n+2k++−1[(n− 1)!]2
[(2n+ 2k + + + 1)]2(2k + + + 1)
(
[(n+ k + + 1)]2(k + + 1)
(k + + 1)
×
n−1∑
r=0
(2r + 2k + + + 1)(2k + + + 1)r (k + + 1)r
(k + + 1)rr!
+ 2(−1)n−1(n+ k + + 1)(n+ k + + 1)
×
n−1∑
r=0
(2r + 2k + + + 1)(2k + + + 1)r
r! (−1)
r + [(n+ k + + 1)]2
× (k + + 1)
(k + + 1)
n−1∑
r=0
(2r + 2k + + + 1)(2k + + + 1)r (k + + 1)r
(k + + 1)rr!
)
.
The second sum in the right-hand side can be evaluated in closed analytical form using the summation
formula [10, (6.6.23)]
n∑
k=0
(−1)k (b)k
(a)k
(2k + a + b − 1)= (−1)nb (b + 1)n
(a)n
+ a − 1,
while for the ﬁrst and third sums we can make use of [10, (6.6.75)],
n∑
k=0
(a)k(b)k
(c)k(d)k
[(a + b − c − d + 2)k + ab − (c − 1)(d − 1)]
= (a + 1)n(b + 1)n
(c)n(d)n
ab − (c − 1)(d − 1).
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We thus ﬁnd that
(n, k)= 2
2n+2k++−1[(n− 1)!]2
[(2n+ 2k + + + 1)]2 (2k + + + 1)
(
[(n+ k + + 1)]2(k + + 1)
(k + + 1)
× (2k + + + 1)(2k + + + 2)n−1(k + + 2)n−1
(k + + 1)n−1(n− 1)!
+ 2(n+ k + + 1)(n+ k + + 1)(2k + + + 1) (2k + + + 2)n−1
(n− 1)!
+ [(n+ k + + 1)]2(k + + 1)
(k + + 1) (2k + + + 1)
× (2k + + + 2)n−1(k + + 2)n−1
(k + + 1)n−1(n− 1)!
)
,
which after a somewhat lengthy but straightforward calculation simpliﬁes to
(n, k)= 2
2n+2k++−1(n− 1)!
[(2n+ 2k + + + 1)]2 (n+ k + + 1)(n+ k + + 1)
× (n+ 2k + + + 1)
(
n+ k + 
k + + 1 + 2+
n+ k + 
k + + 1
)
≡ (n, k, , ). (39)
Substitution of this identity into (29) yields
I (n, k)= (2n+ 2k + + + 1)
4(n+ 2k + + − 1)
[
n(n+ 2k + + − 1)
(
n+ k + 
k + + 1 + 2+
n+ k + 
k + + 1
)
+ (n+ 1)(n+ 2k + + )
(
n+ k + 
k + − 1 + 2+
n+ k + 
k + − 1
)]
,
so that, setting k=0,we have the following expression for the Fisher information of the Jacobi polynomials
P
(,)
n (x),
I (n)= (2n+ + + 1)
4(n+ + − 1)
[
n(n+ + − 1)
(
n+ 
+ 1 + 2+
n+ 
+ 1
)
+ (n+ 1)(n+ + )
(
n+ 
− 1 + 2+
n+ 
− 1
)]
, , > 1. (40)
We thereby see that this quantity grows as n3 when n tends to inﬁnity,
I (n)= (− 1)(+ )
(2 − 1)(2 − 1) n
3 + O(n2), , > 1.
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On the other hand, it is a symmetric rational function of the parameters  and , which tends to inﬁnity
when any one of the parameters tends either to unity or to inﬁnity. For the Gegenbauer case ( = ),
Eq. (40) simpliﬁes to
I (n)= (2n+ 2+ 1)
2
[
n(n+ 2+ 1)
+ 1 +
(n+ 1)(n+ 2)
− 1
]
, > 1.
When −1< 1 and/or −1< 1, we can go back to (22), which for Jacobi polynomials and k = 0
yields
I (n)= (2n+ + + 1)(2n+ + + 2)
2++2n+1 n!(n+ + 1)(n+ + 1)(n+ + + 1)
×
[
n2
∫ 1
−1
[P (+1,+1)n−1 (x)]2(1− x)(1+ x) dx
− 2n(n+ + )
∫ 1
−1
P
(+1,+1)
n−1 (x)P
(−1,−1)
n+1 (x)(1− x)−1(1+ x)−1 dx
+ (n+ + )2
∫ 1
−1
[P (−1,−1)n+1 (x)]2(1− x)−2(1+ x)−2 dx
]
. (41)
The ﬁrst integral in the right-hand side equals (n, 0)= (n, 0, , ) as given in (39) for any , >− 1,
while examination of the second and third integrals reveals that I (n) diverges unless both  and  are
either equal to zero or strictly greater than unity. In these cases, the second and third integrals in (41) can
be evaluated by taking into account that
P
(−1,−1)
n+1 (x)=−(1− x)P (1,−1)n (x), P (−1,−1)n+1 (x)= (1+ x)P (−1,1)n (x), (42)
as can be easily shown from the explicit expression of the monic Jacobi polynomials,
P (,)n (x)=
n∑
k=0
(
n
k
)
2n−k(k + + 1)n−k
(n+ k + + + 1)n−k (x − 1)
k
= 2
n(+ 1)n
(n+ + + 1)n 2F1
(
−n, n+ + + 1
+ 1
∣∣∣∣ 1− x2
)
. (43)
For instance, in the Legendre case = = 0, use of Eq. (42) into (41) readily yields
I (n)= (2n)!(2n+ 1)!n
2
22n−1 (n!)4 (n, 0, 0, 0),
which recalling (39) reduces to the remarkably simple result
I (n)= 2n(n+ 1)(2n+ 1), , = 0. (44)
As regards the remaining two special cases, i.e.  = 0, > 1 and > 1,  = 0, it sufﬁces to consider
only any one of them, since the symmetry property P (,)n (−x)= (−1)nP (,)n (x) implies that for Jacobi
polynomials Fisher information is a symmetric function of the parameters  and . Taking for instance
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= 0, > 1, using (42) we readily see that the third integral of (41) equals (n+ 1, 0, 0, − 2). On the
other hand, the second integral in (41) can be evaluated by means of (23), which for Jacobi polynomials
and k = 0 reads
− (n+ + )
∫ 1
−1
P
(+1,+1)
n−1 (x)P
(−1,−1)
n+1 (x)(1− x)−1(1+ x)−1 dx
= [P (+1,+1)n−1 (x)P (,)n (x)(1− x)(1+ x)]1−1.
In particular, for = 0, > 1, the right-hand side of the previous expression reduces to
2P (1,+1)n−1 (1)P
(0,)
n (1)= 2+2n−1(n!)2
(n+ + 1)(n+ + 2)
[(2n+ + 1)]2 ,
where in the second step we have made use of (43). Substitution of this result in (41), together with the
already known values of the ﬁrst and third integrals in terms of the sums in (39), ﬁnally leads to
I (n)= 2n+ + 1
4
[
n2
+ 1 + n+ (4n+ 1)(n+ + 1)+
(n+ 1)2
− 1
]
, = 0, > 1. (45)
We note from Eqs. (40), (44) and (45) that, in all the cases for which the Fisher information of Jacobi
polynomials is ﬁnite, it grows as n3 for large n.
5. Summary and conclusions
In this work we have explicitly calculated the Fisher information of the continuous orthogonal poly-
nomials of hypergeometric type, directly in terms of the coefﬁcients of the second-order differential
equation that they satisfy and the connection coefﬁcients between members of these polynomial families.
Our general results have then been used to obtain the analytical expression of Fisher information for the
classical families of Hermite, Laguerre and Jacobi, as a function of the degree and the parameters of
the polynomials. We have shown that, contrary to the Shannon entropy, the Fisher information of these
polynomials can be explicitly given in closed analytical form. Furthermore, we have found out that the
asymptotic behaviour of Fisher information with respect to the degree of the polynomials is linear for the
Hermite and Laguerre cases, and cubic for the Jacobi case.
Finally, let us mention that the method described here may be extended to discrete orthogonal hyper-
geometric polynomials, as well as to q-polynomials. The study of Fisher information for these and other
nonclassical polynomial families is left as an open problem.
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