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Actualment, hi ha un problema dins del mo´n d’internet, concretament a la capa
IP (capa 3). Qualsevol gestio´ que es vulgui fer dins d’aquesta capa, s’ha de fer
de forma manual, cosa que implica que l’encarregat de la gestio´ hagi de cone`ixer
moltes comandes de configuracio´ d’un router, i possiblement comandes equiva-
lents per a routers diferents.
Dins d’aquest projecte es vol millorar i simplificar la gestio´ de routers. Me´s
concretament, es crea una aplicacio´ que permeti a l’usuari final executar una con-
figuracio´ havent d’introduir tan sols els valors d’entrada necessaris. Mentre que
avui en dia per crear un link IP entre dos routers s’ha de primer configurar un
router de forma manual, i despre´s l’altre, amb aquest projecte es pot a partir dels
valors introduı¨ts construir els arxius que permetin llanc¸ar la configuracio´ de forma
automa`tica i executar-los.
Per a fer aixo`, s’utilitza per una banda una aplicacio´ de gestio´ de xarxes,
l’OpenNMS, per a saber quins dispositius es te´ disponibles, que es puguin veure,
i que es puguin configurar. A me´s, s’utilitzen una se`rie d’ontologies que guarden,
entre d’altres, el conjunt de comandes disponibles de cara a la configuracio´.
Finalment, es proposa una IA que permeti a partir d’una ordre, entendre el que
es demana. A partir d’aixo`, es permetria convertir aquesta ordre en instruccions
concretes amb les eines i amb la implementacio´ ja mencionada.
Aquest projecte esta` dins del marc de ONE, un projecte col·laboratiu a nivell
internacional, format per diverses empreses i universitats, entre les quals hi ha la
Universitat Polite`cnica de Catalunya1. De fet, ja hi ha hagut una presentacio´ dins
d’aquest mateix marc mostrant aquest projecte, on els assistents han pogut veure
la configuracio´ automa`tica de dos routers per tal de crear un link IP.
Paraules clau: ontologia, mapeig, mapping, prote´ge´, configuracio´ routers.
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1.1 Estat de l’art
1.2 Marc General
Tot i la evolucio´ aparentment convergent d’Internet i les xarxes de transport o`ptic,
la seva separacio´ operativa i tecnolo`gica segueix sent tan gran com sempre. La sepa-
racio´ organitzativa de la companyia juntament amb la fragmentacio´ de les compete`ncies
te`cniques ha tingut com a consequ¨e`ncia dues xarxes separades administrativament, on
l’experie`ncia en l’administracio´ d’un equipi les pra`ctiques de funcionament es diferen-
cien significativament.
Des d’un punt de vista de gestio´ de xarxa, els Network Management Systems (NMS)
de transport i de gestio´ d’IP tenen profundes difere`ncies i filosofies de disseny diver-
gents. Per exemple, a la capa de transport, el NMS especifica els serveis i les seves
funcions associades en un format esta`ndard, com ara qualitat de servei i proteccio´, i els
Element Management Systems (EMSs) de propietat basats en Transaction Language 1
(TL-1) s’utilitzen per a traduir peticions de servei en configuracions de maquinari [25].
En canvi, els NMS d’IP es basen en la configuracio´ directa dels dispositius, ja sigui
per la interfı´cie de lı´nia d’ordres (CLI) pro`pia o a trave´s de SNMP [25], mentre que
la configuracio´, aixı´ com tambe´ les decisions especı´fiques de serveis, com ara rout-
ing i proteccio´, es deixen per l’administrador de xarxa. Aquestes difere`ncies fan que
qualsevol intent d’integracio´ de funcions de gestio´ sigui molt me´s complexa del que e´s
normalment manejar-les en cada capa per separat. Tot i que les companyies s’enfronten
a la duplicacio´ de funcions de gestio´ de xarxa, com ara routing i la proteccio´, la prima
d’estabilitat i simplicitat ha prevalgut sobre qualsevol solucio´ integrada.
Des del punt de vista del pla de dades, hi ha dues tende`ncies en compete`ncia que
poden ser identificades. D’una banda, el preu cada vegada menor de l’ample de banda
o`ptic crea una gran barrera per a l’entrada a qualsevol nova solucio´ tecnolo`gica que pot
combinar Internet i transport o`ptic. D’altra banda, les companyies so´n pressionades
per implementar Internet transport o`ptic convergent a causa de la gran expectativa da-
vant dels estalvis de costos operatius i un servei me´s ra`pid de sortida al mercat, creant
aixı´ me´s oportunitats d’ingressos. Tambe´ els venedors d’equips de xarxa s’enfronten
al repte del potencial fı´sic, aixı´ com el proce´s de control i gestio´ d’integracio´ dels ele-
ments de commutacio´, o switching, de paquets i circuits, sent els uns els routers IP i els
altres els switch (Ethernet virtual circuits switches, switches WDM, etc.) Malgrat els
avenc¸os significatius que s’han fet en el desenvolupament d’un marc de control unificat
per donar suport als “paquets“ i als serveis de “circuit“, les companyies es resisteixen
a implementar qualsevol solucio´ de control unificat sense un nivell de control manual i
l’automatitzacio´ de coordinacio´ entre aquestes dues xarxes.
Hi ha un projecte a nivell europeu, ONE2, des del qual es te´ l’objectiu de trobar
una solucio´ al problema exposat. Aquest Projecte de Final de Carrera forma part dels
interessos d’aquest projecte europeu.
2http://www.ict-one.eu/
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1.3 Objectiu projecte ONE
L’objectiu final dins del projecte ONE e´s el disseny d’una arquitectura que perme-
ti la coordinacio´ automatitzada entre els sistemes de gestio´ d’IP i transport. A me´s,
l’establiment dels requisits que l’arquitectura proposada ha de ser fa`cil d’integrar en
la gestio´ dels ecosistemes existents i no dependre de cap aplicacio´ NMS especı´fica. A
me´s, es necessita que qualsevol arquitectura pugui explotar les interfı´cies i protocols
normalitzats, incloent interfı´cies estandarditzades per als subsistemes de gestio´ externa
(per exemple, per al PCE i els subsistemes AAA). Finalment, la nova arquitectura ha de
proporcionar funcions per a la coordinacio´ de les interaccions multicapa que sigui fa`cil
d’implementar, de manera que a me´s s’inclogui un sistema d’automatitzacio´ controlada
de les tasques de gestio´ coordinada.
Al segu¨ent capı´tol s’entrara` me´s en detall sobre el projecte ONE, i la seva proposta.
1.4 Motivacions
Les raons darrere del desenvolupament de diferents ecosistemes administratiu i te`cnic
d’Internet i de les xarxes de transport, estan inclosos en la demanda de serveis d’amb-
dues tecnologies.
La xarxa de transport ha estat dissenyada per oferir un nombre petit de serveis amb
demandes forc¸a esta`tiques en el funcionament de la xarxa. A la pra`ctica, les xarxes de
transport so´n gestionades a trave´s dels NMS, que defineixen els para`metres de servei
de la xarxa, mentre que la configuracio´ dels equips de fabricant especı´fic es facilita a
trave´s de l’u´s de EMS de propietat (vegeu, per exemple, [1]). Els NMS moderns do-
nen suport a moltes funcions orientades als serveis mentre que s’utilitzen plataformes
especı´fiques d’un fabricant, cosa que redueix dra`sticament les despeses generals d’ex-
plotacio´ de les companyies de telecomunicacions, i la complexitat de les tasques de
gestio´ involucrades. A me´s, la demanda creixent de me´s ample de banda ha portat a la
indu´stria a invertir en R+D, per tal de fer front a l’augment de la capacitat de transmis-
sio´ i la magnitud de la xarxa, alhora de simplificar tant com sigui possible l’operacio´ i
el manteniment de les xarxes de transport.
Les configuracions de xarxa IP, d’altra banda, s’han fet cada vegada me´s complexes
i especı´fiques del venedor. En primer lloc, la dina`mica canviant d’Internet ha impulsat
el desplegament d’una ampla gamma d’equips IP habilitat per les companyies de tele-
comunicacions. En segon lloc, s’espera que la xarxa IP doni suport a gran nombre de
serveis i que adopti ra`pidament nous serveis futurs per tal de reduir el temps de com-
ercialitzacio´. En l’actualitat, el control dels dispositius IP e´s majorita`riament gestionat
pel protocol NMS [25], mentre que la seva configuracio´ es realitza normalment a trave´s
de l’acce´s directe a la lı´nia de comandes del dispositiu especı´fic. El proce´s de config-
uracio´ pot ser manual o assistit per mitja` d’eines personalitzades que so´n adaptades
per a automatitzar les interaccions a trave´s d’interfı´cies de dispositius especı´fics, que
generalment es basen en la interfı´cie de la Command Line Interface(CLI) o la interfı´cie
NETCONF [9].
Com a consequ¨e`ncia, les companyies de telecomunicacions s’han vist obligades a
combinar la complexitat i els costos associats de les operacions necessa`ries a la capa
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IP, amb la simplicitat i estalvi de costos de funcionament i configuracio´ de l’equip en la
capa de transport. Amb aquesta finalitat, s’han realitzat avenc¸os importants per al de-
senvolupament d’un marc de control unificat per suportar tant serveis de ”paquetc¸om de
c¸ircuit”. Hi ha dos marcs que val la pena destacar: ASON i GMPLS. El marc Automat-
ed Switched Optical Network (ASON) e´s un assoliment important de la ITU-T [19],
mentre que Generalized Multiprotocol Label Switching (GMPLS) e´s un assoliment
similar dirigit per la IETF [13]. Tots dos apunten a la reduccio´ de la intervencio´ humana
en el proce´s de prestacio´ de serveis, aixı´ com a proporcionar una solucio´ esta`ndard per
a la inter-tecnologia i les interaccions entre capes del pla de control que donen suport
de paquets i commutacio´ de circuits de xarxes.
No obstant aixo`, cal assenyalar que el suport a les tecnologies de paquets de pla`nols
de control s’este´n a les tecnologies MPLS i Ethernet, i no proporciona suport inherent
per les funcions especialitzades de routing i reenviament tradicionals. Per exemple, la
polı´tica basada en les funcions de routing no so´n compatibles amb els plans de con-
trol estandarditzats com la seva aplicacio´ difereix significativament entre els diferents
proveı¨dors. A me´s, des dels plans de control es poden abordar l’automatitzacio´ de
les funcions especı´fiques de gestio´, pero` no es pot organitzar de forma automa`tica la
gestio´ actual i els procediments empresarials. Per exemple, millores en la capacitat
de planificacio´ de la xarxa so´n orquestrats per l’operador com una se`rie de provisions
individuals i les accions de configuracio´ basada en l’estat actual de les xarxes, que no
es pot facilitar per si pels plans de control. Finalment, les operadores de xarxa util-
itzen cada vegada me´s sistemes de tercers, com eines de planificacio´ de la xarxa, PCE,
eines de monitoritzacio´ de xarxa, etc, per fer decisions basades en la polı´tica sobre les
operacions de xarxa. No obstant aixo`, els plans de control no permeten la integracio´
amb els subsistemes externs, i necessiten una entitat externa per integrar la informacio´
d’aquests i convertir-los en operacions de xarxa.
En aquest context, sembla raonable buscar solucions a la converge`ncia d’Internet
i el NMS de transport que no requereixin la integracio´ de tots els sistemes de gestio´
diferents (a causa de la complexitat), i que incloguin la possibilitat de tenir un nivell de
control manual en l’automatitzacio´ de les tasques de gestio´ (a causa dels procediments
en els negocis). Un punt de partida en aquest sentit e´s el de superar el seu aı¨llament
actual per mitja` d’un adaptador (un “middle-box“) que pot proporcionar un canal de
comunicacio´ simple, fiable i automatitzat entre els dos nivells de gestio´. L’objectiu e´s
permetre la coordinacio´ per donar suport a un conjunt de tasques ba`siques de gestio´,
com ara l’aprovisionament i la gestio´ coordinada de fallades.
La segu¨ent figura mostra algunes de les consequ¨e`ncies de l’aı¨llament entre els sis-
temes de gestio´ i la solucio´ proposada. Val la pena assenyalar que fins i tot la pro-
visio´ d’un nou link IP A© requereix comunicacions mu´ltiples entre els operadors hu-
mans de dos departaments diferents, cadascu´ responsable de la configuracio´ d’una
capa. Aquestes operacions no nome´s condueixen a temps llargs d’aprovisionament
de serveis i a possibles incohere`ncies de configuracio´, sino´ que tambe´ impedeixen la
instrumentacio´ de mecanismes me´s avanc¸ats, com ara l’aprovisionament de recursos
basats en polı´tiques (per exemple, en resposta a la rotacio´ de tra`fic B©), o qualsevol
tipus de coordinacio´ d’accio´ per a l’auto-guariment C©. Aixo` u´ltim e´s especialment
important, ja que l’e`xit de la recuperacio´ d’una fallada sovint requereix una gran quan-
titat d’interaccions i la coordinacio´ entre els dos equips de gestio´ de la xarxa abans
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de l’ocurre`ncia de la fallada. Les operadores tambe´ desitgen una comunicacio´ au-
tomatitzada amb control extern i subsistemes de gestio´, com el PCE D©. L’enfoca-
ment per desenvolupar un adaptador que pugui complir amb aquestes exige`ncies sem-
bla essencial per a les operadores, facilitant les operacions i la interaccio´ efectiva en
costos entre Internet i el NMS de transport.
Figura 1
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2 El projecte ONE
En aquest capı´tol s’exposara` la proposta que es fa des del projecte ONE pel que fa
a la arquitectura de gestio´ de xarxes, aixı´ com tambe´ els seus components principals.
Aquesta part resulta important de cara a entendre el perque` d’aquest projecte.
La segu¨ent figura mostra l’arquitectura de l’adaptador de la Network Management
(NM) proposada. L’adaptador es comunica amb les capes IP i de gestio´ del transport,
i do´na suport a les seves interaccions coordinades. Tal com es mostra a la figura,
l’adaptador es compon de tres mo`duls principals, que so´n: el Front-end Management
Module, un Ontology Mapper, i la Operation Workflow Database.
Figura 2
2.1 Front-end Management Module
Aquest mo`dul e´s l’encarregat de rebre les sol·licituds i de coordinar la comunicacio´
entre els mo`duls de l’interior de l’adaptador, aixı´ com facilitar la interaccio´ amb sis-
temes externs (com per exemple, IP-NMS, un NMS de transport, o PCE). Com es pot
observar a la figura 2, la comunicacio´ a trave´s de l’adaptador e´s compatible amb els
serveis web, i en particular, a trave´s de la interfı´cie del Multi-Technology Operations
System Interface (MTOSI) envers el NMS de transport [?]. MTOSI e´s un esta`ndard
de TeleManagement Fo`rum cada vegada me´s important que ofereix una interfı´cie de
gestio´ oberta entre els Element Management System (EMS), NMS, i/o un Service
Management System (SMS). A causa de la seva senzillesa i la seva independe`ncia
de la plataforma, s’esta` convertint en un dels preferits entre els serveis web basats en
esta`ndards en la indu´stria (veure, per exemple, [1]). A me´s de les operacions iniciades
a trave´s de serveis web, l’adaptador tambe´ proporciona suport a les accions coordi-
nades provocades per un operador huma` i les SNMP traps, que poden ser originades
per l’NMS, directament pels elements de xarxa, o per qualsevol subsistema de gestio´
extern.
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En aquesta arquitectura, totes les operacions iniciades a trave´s del Front-end Man-
agement Module so´n dissenyades i processades com a workflows o fluxos de treball,
que consisteixen en la sequ¨e`ncia d’accions necessa`ries per coordinar i automatitzar un
conjunt d’operacions cross-layer. Cada flux de treball s’especifica com una pra`ctica
de les telecomunicacions i el procediment de gestio´. Un flux de treball pot ser util-
itzat per a mu´ltiples sol·licituds; la difere`ncia entre dues sol·licituds que es processen
mitjanc¸ant el mateix flux de treball esta` en els para`metres d’entrada. Per exemple, dues
sol·licituds per a la dotacio´ d’un link IP poden diferir en els punts finals, les adreces
IP, i la capacitat necessa`ria de la xarxa de transport, pero` el flux de treball utilitzat per
organitzar l’aprovisionament del link sera` el mateix en ambdo´s els casos. Val la pena
assenyalar que aquest flux de treball reflecteix els actuals processos de negoci dins de
l’organitzacio´ de la companyia, que normalment no canvien amb el canvi de tecnolo-
gia. En aquest sentit, el paper de l’adaptador e´s el de facilitar els processos de negoci
de les telecomunicacions tal com so´n, en lloc de modificar-los.
Per simplificar les tasques de la operadora, el mo`dul de gestio´ Front-end proporciona
un marc programable a trave´s del qual les companyies poden crear i organitzar les
seves pro`pies operacions. Es pot veure un exemple a la situacio´ que es mostra a la
figura 3, que il·lustra un operador que inicia la accio´ d’aprovisionar un nou link IP
entre les interfı´cies disponibles de dos routers de la xarxa IP, e´s a dir, routers R2 i
R3 A©. Aquesta operacio´ es veu facilitada per la interfı´cie gra`fica proporcionada pel
Front-end Management Module, que permet a la operadora coordinar a la capa IP un
conjunt d’operacions, una part de les quals requereixen la configuracio´ dels recursos
de la xarxa de transport. Una organitzacio´ aixı´ podria ser llanc¸ada com una peticio´
d’aprovisionament d’un temps, o pot ser registrada i emmagatzemada a la Operation
Workflow Database com un nou flux de treball per a la seva re-utilitzacio´ futura. La
naturalesa programable de l’adaptador e´s essencial, ja que permet a les operadores
personalitzar els seus processos d’aprovisionament, aixı´ com programar la sequ¨e`ncia
d’accions que s’hagin de dur a terme en determinats esdeveniments (per exemple, per
coordinar el procediment posterior a la recuperacio´ de les xarxes de grans dimensions).
Un adaptador de gestio´ de la xarxa dotada de capacitat de programacio´ de flux de treball
e´s una potent eina de gestio´ per a les operadores de telecomunicacions.
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Figura 3: Exemple mostrant l’aprovisionament d’un link IP entre els routers R2 i R3. La coordinacio´ es
desencadena com una peticio´ que coincideix amb un flux de treball pre-configurat per al proce´s intern i
l’execucio´. El flux de treball corresponent es recupera de la Operation Workflow Database, mentre que l’On-
tology Mapper e´s el mo`dul que s’encarrega de la interpretacio´ sema`ntica de les configuracions necessa`ries i
el seu mapeig corresponent al conjunt d’ordres especı´fiques dels dispositius implicats. Despre´s de les assig-
nacions, el Front-end Management Module pot demanar les configuracions necessa`ries per al NMS de IP
de transport. Cal tenir en compte que aquest model d’interaccio´ preveu que la execucio´ d’un flux de treball
determinat pugui requerir l’aprovacio´ d’un administrador de la capa de transport.
2.2 Ontology Mapper
A causa de la difere`ncia fonamental entre la interoperabilitat dels sistemes de gestio´
d’IP i de transport, l’adaptador ha d’implementar les adaptacions sema`ntiques corre-
sponents. Aixo` e´s sempre necessari per als casos en que` en les operacions de gestio´
s’inclou la configuracio´ de dispositius heterogenis de forma coordinada, tant de les
capes IP com les de transport. A la nostra arquitectura, la representacio´ formal dels
conceptes es basa en un conjunt d’ontologies, i la interpretacio´ sema`ntica de les con-
figuracions necessa`ries i la seva assignacio´ corresponent al comandament conjunt dels
dispositius involucrats es resol per mitja` d’assignacions entre entitats en aquestes on-
tologies.
Una ontologia es pot definir com un parell O = (V,A), on V representa una descrip-
cio´ formal d’un vocabulari, i A representa un conjunt d’axiomes que especifiquen la
interpretacio´ del vocabulari V en un determinat domini de coneixement. El vocabulari
es modela frequ¨entment com un conjunt ordenat de conceptes, cada un dels quals pot
tenir un recull d’insta`ncies que estan connectats a trave´s d’un conjunt de relacions en
forma de graf jera`rquic.
Qualsevol proce´s de mapeig en aquest context requereix d’un mecanisme fiable on es
pugui apreciar la similitud sema`ntica entre les entitats que pertanyen a dos ontologies
diferents. L’enfocament habitual e´s utilitzar una funcio´ de similitud S, que ba`sicament
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quantifica la similitud del significat sema`ntic codificat entre aquestes entitats [30]. Me´s
concretament, suposem que e i e′ so´n dues entitats en els vocabularis V i V ′ de dues
ontologies, O i O′, respectivament. La similitud entre e i e′ pot ser representat per
S(e,e′), amb 0≤ S(e,e′)≤ 1, on S(e,e′) = 1 quan e i e′ so´n sema`nticament ide`ntiques
i 0 quan no hi ha contingut sema`ntic en comu´. Sobre aquesta base, el mapeig de e
a e′ es pot definir com una funcio´ de M : O→ O′, tal que M(e) = e′ ⇔ S(e,e′) =
maxS(e,u)∀u ∈ V ′ i S(e,e′) > t, sent t un llindar. Aquest u´ltim sol ser ajustat per tal
d’augmentar la precisio´ de les assignacions.
Mentre que en un adaptador esta`tic les interfı´cies i les definicions de dades utilitzades
per a la interaccio´ amb els diferents actors segueixen sent els mateixos, els canvis tec-
nolo`gics poden afectar les interfı´cies, aixı´ com el vocabulari per a la comunicacio´ amb
aquests actors. Per exemple, quan una companyia canvia de proveı¨dor de router a un
altre, aixo` pot canviar considerablement el vocabulari utilitzat, aixı´ com les configura-
cions necessa`ries per dur a terme un conjunt d’operacions, tot i que les operacions en
si mateixes romanen amb frequ¨e`ncia sense canvis. Per abordar aquest desafiament, els
fluxos de treball emmagatzemats a la Operation Workflow Database de l’adaptador de
gestio´ de xarxa han de ser independents de la tecnologia, i han d’utilitzar un esta`ndard
de dades i model de proce´s per descriure les operacions i les descripcions requerides.
En l’arquitectura proposada, els fluxos de treball es basen en Business Process Execu-
tion Language (BPEL) [15], i les ontologies que participen en els fluxos de treball es
normalitzen per a uniformar representacions, que anomenem Meta Ontologies (veure
la part inferior i la part dreta de la figura 3, respectivament). Una Meta Ontology ofer-
eix un marc comu´ i independent del dispositiu que no nome´s normalitza les tasques de
configuracio´ necessa`ries en les capes IP i de transport, sino´ que tambe´ facilita l’especi-
ficacio´ de les comunicacions necessa`ries entre l’adaptador i el NMS d’IP i de transport.
Aixı´, l’adaptador, les assignacions es realitzen entre entitats d’una Meta Ontology
i entitats en ontologies que conceptualitzen la configuracio´ dels sistemes propietaris.
Val la pena destacar que el mercat s’esta` movent visiblement cap aquesta direccio´. Per
exemple, l’administrador de configuracio´ de Tivoli Netcool d’IBM [23] proporciona
un enfocament similar ocultant la complexitat de les configuracions de propietat de
l’administrador. Aquesta eina utilitza l’esquema esta`ndard XML per proporcionar els
mapejos entre els vocabularis especı´fics del fabricant i XML. Tot i aquest punt fort,
aquesta eina no ofereix suport per a la coordinacio´ de les operacions en les configura-
cions de routers IP i la capa de transport EMS, com ara [1].
La Figura 3 mostra els mapejos necessaris per l’aprovisionament d’un nou link IP
entre els routers R2 i R3. Suposem que R2 i R3 so´n de diferents proveı¨dors -i per tant
dos mapejos so´n necessaris-, mentre que els nodes de transport i els seus correspo-
nents NMS so´n tots del mateix proveı¨dor (e´s a dir, un mapeig). Una descripcio´ d’alt
nivell d’aquests processos de mapeig es mostren a la Figura 4. Les Meta Ontologies
requerides a Internet i les capes de transport es denominen MOI , i OTM , respectiva-
ment. Una vegada que el flux de treball e´s carregat i processat, un conjunt d’entitats
ontolo`giques eI de MOI i eT de MOT so´n identificats com aquells que han de ser
mapejats. Les ontologies de destinacio´ es pot inferir a partir dels para`metres d’entra-
da que han desencadenat l’operacio´ coordinada a trave´s de l’adaptador. Per exemple,
es requereixen dues ontologies destinacio´ a la capa IP (R2 i R3), mentre que nome´s
es necessita una ontologia per administrar la configuracio´ dels nodes de transport Z i
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Z′ a la figura 3. Es pot observar que els mapejos es basen en la maximitzacio´ de la
funcio´ de similitud entre les entitats ontolo`giques (per simplificar, s’omet la restriccio´
imposada pel llindar t). Tambe´ cal tenir en compte que els vocabularis relatius a les
capes IP i de transport poden diferir considerablement. Aixo` significa que la repre-
sentacio´ ontolo`gica de les entitats i les seves similituds potencials podrien variar, aixı´
que les funcions de similitud per a cada capa pot ser diferent. Els detalls de les fun-
cions de similitud estan fora de l’abast d’aquest projecte, pero` per me´s informacio´ es
pot consultar la gran quantitat de literatura sobre aquest tema (com per exemple, [30]
i [12]).
Figura 4: Els processos de mapeig d’ontologies.
2.3 Operation Workflow Database
Aquesta base de dades s’utilitza per emmagatzemar els fluxos de treball que conte-
nen la definicio´ d’un proce´s multicapes. Aquestes definicions de flux de treball poden
ser executades utilitzant un llenguatge d’execucio´ esta`ndard de flux de treball, com ara
BPEL [9], que e´s molt utilitzat per a l’automatitzacio´ de processos en les empreses. Les
definicions de flux de treball tambe´ es poden utilitzar com a definicio´ de petites fun-
cions per a altres processos me´s complexos, de manera que la definicio´ de processos
complexos resulta me´s fa`cil i me´s robusta, ja que es minimitzen els errors de progra-
macio´. Com a exemple, el simple flux de treball d’aprovisionament d’un link IP podria
ser utilitzat com un petit mo`dul en un flux de treball de recuperacio´ d’errors de config-
uracio´ d’un nou link. L’u´s del mo`dul permet reduir l’esforc¸ necessari de programacio´ i
la possibilitat d’errors durant el desenvolupament de nous fluxos de treball, ja que els
fluxos de treball existents tendeixen a ser me´s estables que els fluxos de treball nous.
En oferir la capacitat d’emmagatzemar i recuperar un flux de treball, ens assegurem
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que els triggers no necessitin portar definicions de processos complexes, i que utilitzin
les definicions de proce´s existents a l’interior de l’adaptador proposat per facilitar l’op-
eracio´. Finalment, els fluxos de treball emmagatzemats tambe´ es poden utilitzar com
a plantilles per revertir una operacio´ complexa executada per l’adaptador de gestio´ de
xarxa, que e´s essencial per a facilitar les operacions de rollback.
2.4 Aplicacions
En aquesta seccio´ es presenta una descripcio´ d’alt nivell d’un escenari d’exemple,
on l’adaptador de gestio´ de xarxes pot ser utilitzat per facilitar la coordinacio´ d’op-
eracions a traves de mu´ltiples capes. Agafem l’exemple de l’aprovisionament coor-
dinat d’enllac¸os IP, que e´s una activitat elemental de coordinacio´ multicapa, i on es
mostra el funcionament dels diferents components de l’arquitectura del gestor de xarx-
es. Aleshores es procedirem a exposar algunes aplicacions en xarxes comercials.
2.4.1 Aprovisionament coordinat d’enllac¸os IP
L’establiment d’un enllac¸ IP es una operacio´ prima`ria, i es fa servir com a il·lustracio´
i base de pra`cticament totes les operacions complexes multicapa. Tot i que aquesta
operacio´ es considera simple, i pot ser fa`cilment implementada amb les accions de
control del pla, en realitat requereix mu´ltiples interaccions humanes i configuracions
independents en els sistemes de control relatius a la IP aixı´ com xarxes de transport.
Aquesta e´s precisament la rao´ per la que per a l’aprovisionar una IP en xarxes modernes
fan falta dies enlloc de segons, com seria d’esperar.
Aprovisionar una IP requereix quatre passos ba`sics: 1) Determinar el link-point
disponible dels routers corresponents, 2) Determinar les interfı´cies de transport de
clients connectades a les interfı´cies IP disponibles, 3) Aprovisionar un servei de circuit
entre les interfı´cies de clients corresponents en la xarxa de transport amb adaptacions
de framing adequades, i finalment, 4) Configurar les interfı´cies d’IP als dos punts finals
per tal d’inicialitzar la connexio´ IP.
En aquest exemple, el trigger 1© per la operacio´ e´s generada per la operadora, que
inclou informacio´ sobre els routers end-point a xarxa IP, les interfı´cies IP disponibles
i les adreces IP que es faran servir per la connexio´ requerida. El trigger e´s identificat
primer en l’Ontology Mapper Module 2© 3©, i usant aquest, el Front-End Management
Module selecciona la connexio´ IP proveint flux de treball des de la Operation work-
flow database 4© 5©. Basat en la definicio´ del flux de treball, el Front-End Management
Module primer sol·licita un camı´ des del PCE entre els dos end-points 6© en la xarxa
de transport. El PCE utilitza el TED multi-capa per determinar la correlacio´ entre les
interfı´cies IP i la corresponent interfı´cie de transport de clients en la xarxa de trans-
port, i computa un camı´ entre ells a la xarxa de transport, retornant aquesta informa-
cio´ a l’adaptador 7©. Utilitzant aquesta informacio´, el Front-End Management Mod-
ule primer sol·licita el transport NMS via MTOSI per establir un circuit a la xarxa de
transport 8© 9©10©, i quan aixo` te e`xit, sol·licita a l’IP NMS que reconfiguri les interfı´cies
IP11©12©13©. Despre´s de rebre confirmacio´ de l’IP NMS de que la reconfiguracio´ ha sigut
efectuada, l’adaptador notifica a l’operadora que la connexio´ IP ha sigut establerta.
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Figura 5
Mentre que aquesta coordinacio´ ba`sica pot ser millorada mitjanc¸ant un bon nombre
de procediments automa`tics, per exemple mitjanc¸ant el pla de control, la novetat del
procediment proposat resta en la seva capacitat de desenvolupar i reutilitzar el flux de
treball de forma flexible, i d’assegurar-se de que les definicions dels fluxos de treball
no resulten afectades per canvis en els sistemes externs utilitzats (p.ex. IP NMS, Trans-
port NMS). Per a aquesta finalitat, utilitzem una representacio´ meta-ontolo`gica dins de
l’adaptador, i cada interaccio´ que involucra l’adaptador i un sistema extern s’envia en
primer lloc a l’Ontology Mapper. L’Ontology Mapper, com s’ha mostrat en l’anterior
seccio´, pot aleshores facilitar la transformacio´ d’una operacio´ sol·licitud/resposta en la
representacio´ meta-ontolo`gica utilitzada pels sistemes externs i viceversa, assegurant-
se de que un canvi en el sistema extern no canviara` el flux de treball. Per tant, en aquest
exemple, en un cas de transicio´ tecnolo`gica a un nou IP NMS, l’operadora hauria de
crear nome´s definicions ontolo`giques basades en la nova interfı´cie per assegurar-se de
que l’adaptador funciona amb la nova configuracio´.
2.4.2 Altres aplicacions
Aquesta capacitat de crear, emmagatzemar, i reutilitzar flux de treball de forma sen-
zilla facilita el desenvolupament d’un nombro´s grup d’escenaris d’interaccio´ multi-
capa. Per tant, il·lustrarem un parell d’a`rees d’intere`s pels proveı¨dors per facilitar la co-
ordinacio´ multi-capa que pot ser classificada com i) Optimitzacio´ basada en polı´tiques
i ii) Recuperacio´ d’errors i optimitzacio´ post-errors.
La classe d’accions de coordinacio´ basada en polı´tiques tracta amb els escenaris on
les operacions s’inicien de forma automa`tica en resposta a canvis en l’estat de la xarxa
basant-se en una polı´tica pre`viament configurada. El paradigma de descarrega d’IP e´s
una d’aquestes aplicacions que esta` dissenyada per fer front a increments forts i sob-
tats de tra`fic a la xarxa d’IP. A la pra`ctica, aixo` normalment passa perque` grans fluxos
que atrave`ssin diversos routers IP causen que els enllac¸os i routers intermedis estiguin
molt carregats. En aquest escenari, la xarxa es podria beneficiar de la possibilitat de
“descarregar“ part d’aquest tra`fic en circuits que poden ser dina`micament establerts en
la xarxa de tra`fic per “derivar“ cap a routers i links intermediaris [5]. El proce´s per
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establir aquesta derivacio´ en una xarxa IP e´s similar al de l’aprovisionament de flux de
treball d’IPs, descrit abans. Tot i aixo`, les operacions basades en polı´tiques utilitzarien
tı´picament triggers automatitzats, que basats en restriccions polı´tiques, determinarien
si alguna accio´ ha de ser presa. En aquest exemple, l’adaptador de gestio´ de xarxes
podria utilitzar notificacions entrants de SNMP traps per determinar sobrecarregues de
connexions IP i utilitzar interfı´cies als sistemes de monitoritzacio´ per determinar el con-
junt de derivacions i regles de derivacio´ necessa`ries que s’han d’establir. L’adaptador
podria aleshores utilitzar el tı´pic link provisioning workflow amb adreces IP assignades
d’un dipo`sit d’adreces IP privades per assegurar que les derivacions no afecten negati-
vament el routing d’IP regular, i aleshores configurar regles per derivar fluxos de trafic
especı´fics cap a les derivacions establertes per alleujar les condicions de sobrecarrega.
En l’escenari relacionat amb la recuperacio´ d’errors i gestio´ de xarxa posterior,
veiem la possibilitat de fer u´s de l’adaptador de gestio´ de xarxes per facilitar una re-
cuperacio´ coordinada i proveir funcions despre´s de la recuperacio´. La separacio´ de
les capes de gestio´ IP i o`ptica ha portat a la pra`ctica a esquemes de proteccio´ redun-
dants, ja que cada capa esta` equipada amb la seva pro`pia capacitat de proteccio´. Tot i
aquesta redunda`ncia, la recuperacio´ d’un error requereix una coordinacio´ considerable
durant les fases de planificacio´ d’aquestes xarxes, incloent interaccions manuals entre
els equips de gestio´ de xarxes IP i els de xarxes o`ptiques, i tot i aixo` la recuperacio´ no
pot ser totalment garantida. En realitat, les inconsiste`ncies de configuracio´ aixı´ com
errors que difı´cilment es poden evitar a traves de planificacio´ (p.ex., errors mu´ltiples
de connexions) so´n exemples pra`ctics que poden necessitar mu´ltiples interaccions hu-
manes per recuperar-se d’un error tot i la redunda`ncia de la proteccio´. Per a aquesta
finalitat, l’adaptador de gestio´ de xarxes es pot utilitzar per facilitar:
1. Coordinacio´ temporal, e´s a dir, enlloc d’utilitzar crono`metres fixos per respondre
a operacions d’error, l’adaptador pot monitoritzar les operacions de recuperacio´
a la xarxa de transport, i utilitzar operacions de recuperacio´ a la capa IP quan la
recuperacio´ de la xarxa de transport falla.
2. Recuperacio´ de serveis de mu´ltiples errors del sistema no planificats, re-aprovisionant
serveis a traves de camins multicapa.
3. Accions post-recuperacio´, com ara establint rutes de proteccio´ per serveis que
s’han redirigit recentment a rutes secundaries degut a un error del sistema. L’establi-
ment de nous camins de proteccio´ despre´s d’un error assegura que els serveis
tinguin un alt grau de disponibilitat fins i tot en el cas de mu´ltiples errors en la
xarxa.
En general, la utilitzacio´ de l’adaptador proposat hauria de permetre temps de recu-
peracio´ mes ra`pids i un u´s me´s eficient dels recursos, reduint la redunda`ncia en l’equip
i operacions de proteccio´. S’espera un CapEx me´s baix amb aquesta te`cnica, ja que les
xarxes poden ser planejades i dimensionades d’acord amb la disponibilitat d’aquesta
capacitat d’auto-recuperacio´. Tambe´ s’espera un OpEx me´s baix, ja que les xarxes ara
poden ser operades amb me´s eficie`ncia.
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3 Abast del projecte
Aquest PFC e´s una part explorativa de la iniciativa presa per ONE, i existeix un
intere`s industrial en la base i els possibles resultats d’aquest projecte.
Me´s concretament, es proposa implementar un adapter que pugui proveir un canal
de comunicacio´ simple, fiable, i automatitzat entre les dues capes de gestio´. Aquest
adapter haura` de permetre la coordinacio´ d’un conjunt de tasques de gestio´ simples.
El fet que implementar aixo` impliqui molta feina, i la coordinacio´ de me´s persones per
tal d’acabar la implementacio´ amb e`xit, fa que quedi fora de l’abast d’un Projecte de
Final de Carrera. Per tant, en aquest treball s’implementara` una part necessa`ria per a
aconseguir el total.
A la segu¨ent figura es mostra un diagrama de fluxe representant el comportament del
projecte que es vol aconseguir. Si be´ l’abast del projecte sencer seria tot el diagrama, a
causa de les limitacions ja mencionades en aquest projecte s’implementara` la part que
queda dins del rectangle interior.
En el tot del projecte s’hi preveu la implementacio´ d’un component capac¸ d’interpretar
qualsevol cosa que rebi i reconvertir-lo cap a un format esta`ndard, per exemple en codi
XML, que pugui ser ente`s per la resta del sistema.
Figura 6
Des d’aquest Projecte de Final de Carrera s’assumira` que els inputs ja es reben en
un format conegut, de manera que el que queda a fer e´s el segu¨ent:
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1. Construccio´ d’una interfı´cie que s’encarregui de la comunicacio´ entre l’usuari i
el sistema.
2. Establiment de la comunicacio´ entre la interfı´cie mencionada al punt 1 i el sis-
tema que hi ha darrera.
3. Construccio´ de les ontologies necessa`ries per a aquest projecte.
4. Obtencio´ del mapeig entre la ontologia general i les ontologies especı´fiques.
5. Disseny del subsistema encarregat d’obtenir de la accio´ a dur a terme.
6. Disseny del subsistema encarregat d’obtenir de les instruccions concretes necessa`ries
sabent quina e´s la accio´ que cal dur a terme.
7. Llanc¸ament de la configuracio´ dels routers.
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4 Ontologies
4.1 Que` e´s una ontologia
Existeix una definicio´ sobre que` e´s una ontologia que esta` extensament acceptada, i
que segons la qual:
[10, Una ontologia e´s una especificacio´ formal i explı´cita d’una conceptualitzacio´.
(Gruber, 1993)]
En altres paraules, una ontologia es pot utilitzar en diferents dominis per a repre-
sentar el significat de termes i la relacio´ entre ells, i en definitiva per representar i
estructurar el coneixement. [30] A me´s, facilita el poder compartir el coneixement aixı´
com la seva re-utilitzacio´. El fet que la especificacio´ d’una ontologia sigui formal, i que
dotem de significat les paraules, fa que sigui me´s fa`cil per a una ma`quina de processar
i integrar la informacio´ disponible.
Existeix un model esta`ndard que permet l’intercanvi de dades via web: Resource
Description Framework (RDF). Tal com s’explica a la pa`gina oficial del model RDF,
aquest amplia la estructura de links de la Web per tal d’utilitzar les URIs per a anomenar
les relacions entre elements aixı´ com tambe´ els dos extrems del link. Amb aquest model
es pot exposar i compartir dades estructurades a trave´s de diferents aplicacions. [21]
Si be´ existeix un llenguatge, Web Ontology Language OWL [4], que va ser desenvolupat
com una extensio´ del vocabulari de RDF, s’ha optat en aquest projecte per escriure les
ontologies utilitzant la sintaxi RDF ja que resulta suficient per l’u´s que es necessita.
Dins del mo´n de les ontologies es pot trobar que es necessiti construir un mapeig
ontolo`gic (ontology mapping en angle`s) entre dues ontologies. Un mapeig e´s una es-
pecificacio´ de la superposicio´ sema`ntica entre dues ontologies. En altres paraules, es
tracta d’una declaracio´ d’equivale`ncies entre elements pertanyents a ontologies difer-
ents. Un mapeig pot ser parcial o total. En aquest u´ltim cas, es declaren equivale`ncies
de tots els elements de dues ontologies. En el cas del mapeig parcial, pero`, nome´s
s’especifiquen equivale`ncies d’una part de la ontologia. [7]
4.2 Eines
En aquest projecte s’utilitza Prote´ge´, una eina pertanyent al software lliure que fa-
cilita la creacio´, visualitzacio´ i manipulacio´ d’ontologies. Aquest programa permet
treballar, entre d’altres, amb ontologies escrites en RDF, o en OWL. [22]
S’ha triat aquesta eina ja que permet treballar fa`cilment amb ontologies, e´s fa`cil d’apren-
dre a utilitzar, i permet incloure plugins. A la segu¨ent figura es pot veure una mostra
de la seva interfı´cie gra`fica.
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Figura 7: Mostra de la eina utilitzada en aquest projecte de cara a la creacio´ d’ontologies.
A me´s, s’ha utilitzat Prompt, un plugin de Prote´ge´ que permet comparar, unir i
mapejar ontologies entre d’altres opcions. A me´s, aquest plugin permet triar l’algo-
risme que es vol utilitzar per a mapejar ontologies. Prompt no esta` disponible per a la
versio´ me´s actualitzada de Prote´ge´, cosa que fa que s’hagi de treballar amb una versio´
desactualitzada (en aquest cas s’ha treballat amb la 3.3.1) del programa.
Figura 8: Mostra del plugin PROMPT.
Prompt ofereix quatre algorismes per a trobar similituds o equivale`ncies entre dues
ontologies:
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• Lexical matching: En aquest algorisme, es compara el nom de parelles d’ele-
ments per tal de trobar-hi similituds o equivale`ncies. [14] [3]
• Lexical matching with synonims: E´s similar al lexical matching, pero` amb la
difere`ncia de que en comptes d’utilitzar un sol nom a les comparacions, s’utilitza
un conjunt de sino`nims.
• UMLS concept identifyiers: UMLS (Unified Medical Language System) conte´,
entre d’altres, un conjunt d’arxius que reuneix diversos vocabularis sobre salut
i biomedicina. [28] A me´s, UMLS conte´ diverses eines, una de les quals e´s
Methathesaurus. Aquesta eina te´ com a objectiu principal entendre el significat
de cada nom de cada vocabulari font, i enllac¸ar tots els sino`nims. Cada grup de
paraules sino`nimes entre si pertany a un concepte o significat, i cada un d’aquests
porta associat un concept identifyier (CUI) u´nic, o identificador de concepte. [27]
Aquest algorisme permet, doncs, fer el mapeig utilitzant aquest recurs.
• FOAM: Amb aquest algorisme, es seleccionen extractes de tota la definicio´ on-
tolo`gica per a descriure’n una d’especı´fica. Tot seguit es selecciona una entitat de
cada ontologia i s’aplica una funcio´ de similitud sobre una caracterı´stica concreta
d’aquestes entitats. S’uneix les diverses valoracions fetes sobre el mateix parell
d’identitats en una sola mesura, i s’utilitzen tots els nombres units, un llindar i
una estrate`gia d’interpretacio´ per a proposar una alineacio´. Com que la similitud
d’una alineacio´ te´ influe`ncia sobre la similitud entre les entitats veı¨nes, la igualtat
e´s propagada a trave´s de les ontologies. [8]
A la hora de triar l’algorisme que s’utilitzaria, s’han tingut en compte dos candidats:
lexical matching, i FOAM. Durant les proves de mapeig s’ha buscat si hi ha algun arxiu
on es guardin els resultats de les funcions de similitud, sense e`xit. Aixo` ha dificultat
la tasca de triar el millor algorisme per a aquest projecte, pero` tot i aixo`, s’ha optat
finalment per utilitzar Lexical matching, ja que e´s suficient per construir el mapeig que
es necessita, e´s l’algorisme me´s senzill, i el resultat final obtingut ha sigut equivalent
al FOAM.
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Figura 9: Mostra inici de proce´s de mapeig. Noti’s les propostes que dona l’algorisme i que l’usuari pot
confirmar (mapeig supervisat). Aixo` permet construir un mapeig amb menys temps, i dona la possibilitat a
l’usuari de controlar que es faci correctament.
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Figura 10: Mostra sobre representacio´ del mapeig un cop s’han acceptat les propostes.
4.3 Definicio´ de les ontologies
Per a aquest projecte han fet falta 4 ontologies, que podem classificar en tres cate-
gories, tal com es pot veure a la segu¨ent figura:
Figura 11
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• general: En aquesta ontologia s’hi guarden possibles accions que es poden dur a
terme, i els para`metres que es necessitarien.
• quagga/juniper: Primerament cal aclarar que tant quagga com juniper es tracten
de dos marques de router. Aquests dos routers so´n, tal com es veura` me´s enda-
vant, els que s’han fet servir en aquest projecte. Tot i aixo`, en aquest capı´tol,
quan es parla de quagga i de juniper es refereix a les ontologies que contenen les
dades necessa`ries per a la seva configuracio´. En aquest cas, i a difere`ncia de la
ontologia general, a part de les possibles accions i els para`metres necessaris per
a dur-les a terme, a me´s s’hi guarden les comandes (cas ontologia Quagga) o les
lı´nies en xml (cas ontologia Juniper) necessa`ries per a dur a terme les accions.
• map: Aquesta ontologia conte´ el mapeig entre la ontologia general i les ontolo-
gies quagga i juniper.
Arribats a aquest punt, s’entrara` a exposar amb me´s detall la estructura de les on-
tologies.
4.3.1 General
Aquesta ontologia esta` formada per dues classes: input, i action. Aquesta u´ltima
e´s la que s’utilitzara` com a punt de partida per a trobar les instruccions que cal dur
a terme per a configurar els routers. A me´s, esta` relacionada amb la classe input a
trave´s de l’object property needsInput. Amb aquesta relacio´ es deixa la estructura
necessa`ria preparada de cara a una futura possible implementacio´ d’una funcio´ que
permeti, donats els para`metres d’entrada introduı¨ts per l’usuari final, calcular la accio´
a realitzar.
Figura 12: Esquema de la estructura de la ontologia general.
4.3.2 Quagga/Juniper
Si be´ aquestes dues ontologies presenten una estructura gairebe´ equivalent a la de la
ontologia general, estan formades per una classe extra, tal com es pot veure a la figura.
Aquesta classe, command per a la ontologia quagga i tag per a la ontologia juniper, e´s
la que conte´ les instruccions que cal dur a terme per a configurar els routers.
En el cas de la ontologia quagga, es tracta de les instruccions que utilitzarı´em via ter-
minal per a configurar aquest router.
En canvi, a la ontologia juniper s’hi guarden els trossos de codi xml que es pot passar
al router per a aconseguir que es configuri de la forma desitjada.
La classe action conte´, a me´s, l’object property uses, que l’enllac¸a amb la classe com-
mand o tag.
Tant en la versio´ quagga com en la versio´ juniper, la classe command o tag conte´
una datatype property que guarda la comanda o el tros de codi xml exactes, segons
la ontologia. En cas de ser necessari un para`metre, aquest s’indicaria amb la expres-
sio´ $+nom para`metre dins de la comanda o el codi. A me´s, tambe´ conte´ la datatype
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property priority, que indica la prioritat d’un codi. A la relacio´ uses, mencionada fa un
moment, no s’hi pot guardar cap mena d’ordre, i aixo` fa que aquest u´ltim para`metre
sigui necessari per a saber amb quin ordre hem d’executar les comandes o escriure el
codi xml. Aixo` es pot fer d’aquesta manera ja que abans d’executar algunes coman-
des s’han d’executar unes altres, o dit d’una altra manera, si es dibuixe´s un arbre amb
les comandes executades per a configurar un router es veuria que aquestes tendeixen a
seguir un ordre.
Finalment, la classe command o tag esta` relacionada amb la classe input a trave´s
de l’object property needs. Aquesta relacio´ e´s u´til de cara a substituir les indicacions
de para`metre pel valor dels para`metres que haura` passat l’usuari, ja que permet incre-
mentar la eficie`ncia d’aquesta passa. D’aquest fet se’n parlara` me´s endavant, al capı´tol
Treball realitzat.
Figura 13: Diagrama de classes de la ontologia quagga. El diagrama de la ontologia juniper e´s ana`log.
4.3.3 Map
Finalment, ara s’exposara` la ontologia que guarda el mapeig entre la ontologia gen-
eral i les ontologies quagga i juniper.
Figura 14: Diagrama de classes de la ontologia map.
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Tal com es pot observar a la figura, aquesta ontologia te´ tres classes: Mapping Metadata,
Mapping Component, i One to one mapping. Cal aclarir que aquesta ontologia ha
sigut creada a trave´s de Prompt, el plugin de Prote´ge´ que s’ha mencionat abans.
La classe Mapping Metadata conte´ dades sobre quan s’ha mapejat dos components,
i qui n’e´s l’autor.
La classe Mapping Component, en canvi, conte´ informacio´ sobre un element per-
tanyent a una ontologia aliena a aquesta. Me´s concretament conte´ el nom de l’element
que representa, la font d’aquest element -a quina ontologia pertany-, i quin tipus de
component e´s.
Finalment, a la classe One to one mapping e´s on s’hi guarden els mapejos entre
elements de les diferents ontologies. L’object property source apunta a l’element origen
del mapeig, mentre que L’object property target apunta a l’element de destinacio´.
En el cas d’aquest projecte, com que nome´s es necessita un mapeig entre les classes
action de les diferents ontologies, s’ha optat per fer un mapeig parcial.
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5 Treball realitzat
En aquest capı´tol, s’exposara` la solucio´ proposada en aquest projecte. Concreta-
ment, es donara` primerament una visio´ global d’aquesta. Es prosseguira` amb les pass-
es realitzades de cara a realitzar el projecte: passos previs, construccio´ de la interfı´cie
gra`fica, posada en marxa d’un servlet, programacio´ del gestor d’ontologies, i finalment,
llanc¸ament de la configuracio´.
5.1 Estructura del projecte
Es pot dividir aquest projecte, tal com es pot veure a la segu¨ent figura, en 4 grans
parts.
Figura 15
Per una banda hi ha la estructura fı´sica (part 1), que en aquest cas cas consisteix d’u-
na petita xarxa formada per un switch i dos routers connectats a aquest. Per a aquest
projecte s’ha utilitzat un router Juniper, i un altre Quagga. El fet d’utilitzar dos routers
diferents permet construir i mostrar el projecte de tal forma que quedi reflexada la se-
va capacitat per a treballar amb routers que utilitzin sintaxis diferents. Tenir aquesta
estructura resulta indispensable no nome´s de cara a provar el codi sino´ que tambe´ e´s
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una gran ajuda a la hora de fer un disseny realista d’aquesta aplicacio´. A me´s, hi ha
connectat un ordinador amb l’OpenNMS instal·lat (part 2) i funcionant, que veu els
components de la xarxa a la qual hi esta` connectat.
L’OpenNMS e´s una plataforma de gestio´ de xarxes open source, desenvolupada a niv-
ell empresarial [26]. Com interactua aquesta eina amb aquest projecte es veura` me´s
endavant.
A me´s, a l’ordinador mencionat hi ha un servlet instal·lat que conte´, entre d’altres,
la pa`gina web que s’utilitza com a interfı´cie gra`fica en aquest projecte (part 3). S’ha
triat fer una pa`gina web per diversos motius: per una banda, la senzillesa de fer-ho
aixı´, amb la consequ¨ent reduccio´ d’errors possibles, per una altra banda perque` aixo`
permet utilitzar el sistema sense que s’hagi de fer cap instal·lacio´ a la part del client, i
finalment perque` aixo` permet la utilitzacio´ del sistema amb independe`ncia de sistema
operatiu que es vulgui utilitzar a la part del client.
Pel que fa al servlet, aquesta e´s una eina que permet extendre la funcionalitat d’un
servidor web. Me´s concretament, permet executar un programa escrit en java des d’una
pa`gina web, superant aixı´ les limitacions del llenguatge javascript [17]. Aquest e´s
executat des de la part del servidor.
Dins de l’ordinador amb l’OpenNMS i el servlet instal·lats tambe´ hi ha les ontologies
necessa`ries per a extreure’n les comandes que es necessiten per a configurar els routers
instal·lats a la part fı´sica.
Finalment, es disposa d’una classe, routerOntologyManager, que interactua amb el
servlet i les ontologies, i e´s la que s’utilitza per a extreure a partir dels para`metres
d’entrada la informacio´ necessa`ria de les ontologies per a poder configurar els routers
de forma automa`tica (part 4).
5.2 Passos previs
Per tal de poder comenc¸ar a fer la part codi del projecte, cal deixar preparada tant
la interfı´cie fı´sica amb els routers, com l’OpenNMS instal·lats. A me´s, cal deixar
l’ordinador preparat per a poder allotjar un servlet.
Pel que fa a aixo` u´ltim, s’ha decidit instal·lar Tomcat (versio´ 6), una implementacio´
open source de les tecnologies Java Servlet i JavaServer Pages [2].
Un cop instal·lat, cal crear una carpeta, en el cas d’aquest projecte s’ha anomenat
router management, a la adrec¸a:
/var/lib/tomcat6/webapps/
Dins de la nova carpeta hi van els arxius necessaris per poder carregar la pa`gina
web. A me´s, hi va una carpeta anomenada WEB-INF, que conte´ l’arxiu web.xml i les
carpetes classes i lib. L’arxiu web.xml conte´ les propietats de la aplicacio´ web. En
canvi, la carpeta classes conte´ les classes ja compilades necessa`ries per a executar la
aplicacio´, mentre que la carpeta lib conte´ les biblioteques necessa`ries per a les classes
mencionades.
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Pel que fa a altres arxius necessaris per a la execucio´ del sistema, com les ontologies
i els scripts, s’han posat a la carpeta router management.
5.3 Creacio´ de la interfı´cie gra`fica
Tot seguit s’exposara` amb detall el funcionament de la interfı´cie gra`fica. Com que
el codi d’aquest projecte esta` preparat per a un conjunt molt limitat d’opcions de con-
figuracio´, no fa falta disposar d’una interfı´cie gra`fica, en aquest cas en forma de pa`gina
web, massa complicada. Com que el llenguatge html e´s massa limitat per a la neces-
sitat d’aquest projecte, s’ha optat per implementar una part en javascript. A me´s, aixo`
permet cridar el servlet un cop introduı¨ts i confirmats els para`metres d’entrada.
Es pot dividir la estructura de la pa`gina web per funcionalitat en tres parts:
1. Interfı´cie gra`fica.
2. Inicialitzacio´.
3. Comprovacio´ dels para`metres d’entrada introduı¨ts i crida del servlet.
5.3.1 Interfı´cie gra`fica
Aquest projecte permet poques opcions de configuracio´ de routers, i per tant, s’ha
decidit posar pocs camps a trave´s dels quals es rebin els para`metres d’entrada, tal com
es pot veure a la segu¨ent figura.
Figura 16: Mostra de la pa`gina web realitzada en aquest projecte.
Tal com es pot veure, s’ha decidit posar tres camps per router a configurar: una llista
de seleccio´ per a seleccionar el router que es vulgui configurar, una altra llista de se-
leccio´ per a seleccionar la interfı´cie, i finalment un camp per a introduir la nova adrec¸a
IP que volem assignar. El boto´ ok e´s l’encarregat de cridar la funcio´ que s’encarrega
de comprovar els para`metres d’entrada i de cridar el servlet.
5.3.2 Inicialitzacio´
Aquest projecte esta` pensat de cara a la configuracio´ de routers, amb independe`ncia
de la topologia de la xarxa que sesta` fent servir. Aixo` introdueix la necessitat de tenir
alguna manera de llegir quins routers hi ha connectats i que estan disponibles per a ser
configurats.
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Per tal de mostrar quins so´n els routers disponibles a la xarxa on estem connectats,
i les seves interfı´cies, a la hora de carregar la pa`gina es llegeix l’arxiu summary.xml.
Aquest arxiu conte´ una llista dels dispositius, juntament amb les seves interfı´cies, que
es poden veure des de l’OpenNMS. Aquesta llista es pot descarregar i actualitzar amb
la comanda:




Aquest proce´s no es fa de forma automa`tica quan un usuari carrega la pa`gina web. Per
tal de compensar aquesta mancanc¸a es proposa executar aquesta comanda de forma
automa`tica amb l’ajuda de cron, un daemon que permet executar comandes o scripts
de forma automa`tica cada un cert temps [6] [29].
En la segu¨ent figura, s’hi pot veure una mostra sobre com queda una llista de seleccio´
despre´s d’haver llegit l’arxiu summary.xml.
Figura 17: Mostra de llista de seleccio´.
Hi ha dues funcions encarregades de llegir l’arxiu summary.xml, una per als routers
i l’altra per a les interfı´cies. El que fan e´s crear una llista d’elements seleccionables a










El primer element introduı¨t, Select a router, serveix per tal d’indicar a l’usuari que` e´s el
que s’hi selecciona en aquest camp. Despre´s d’afegir aquest element, la funcio´ llegeix
de l’arxiu summary.xml la se`rie de routers que es poden veure des de l’OpenNMS.
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La funcio´ que s’encarrega d’inicialitzar la llista de seleccio´ per a les interfı´cies
disponibles e´s ana`loga a la llista de seleccio´ dels routers.
Com que s’ha de fer una crida a les funcions per cada llista de seleccio´ a completar,
pero` en el moment de carregar la pa`gina web nome´s e´s perme´s de cridar-ne una, s’ha







5.3.3 Comprovacio´ dels para`metres d’entrada introduı¨ts i crida del servlet
El boto´ Ok executa una funcio´ que s’encarrega de dues coses: comprovar la correcte-
sa dels para`metres d’entrada introduı¨ts per l’usuari, i cridar al servlet.
function executeConfiguration(){
//First, we need to check if the inputs are correct.




//This calls the servlet.
document.form1.submit();
}
Pel que fa a la comprovacio´ dels para`metres d’entrada, es comprova per una banda





























La funcio´ selectIsValid() e´s forc¸a trivial ja que comprova que s’hagi seleccionat
algun element de la llista, cosa que es pot fer fa`cilment comprovant que l’element
actiu o seleccionat no e´s ni “Select a router” ni “Select an interface”.
En canvi la funcio´ ipAddressIsValid() e´s me´s complexa ja que cal comprovar que el






var ipPattern = /ˆ(\d{1,3})\.(\d{1,3})\.(\d{1,3})\.(\d{1,3})$/;
var ipArray = address.match(ipPattern);




for (i = 0; i <= 4; i++) {
thisSegment = ipArray[i];









Un cop feta la comprovacio´ de la correctesa dels para`metres d’entrada, es procedeix
a cridar el servlet amb la crida document.form1.submit().
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5.4 Construccio´ del servlet
Aquesta part del projecte s’ha hagut de dividir en diverses subparts a causa de la seva
extensio´. Abans, pero`, d’entrar a explicar cada una d’aquestes subparts, s’exposara`
amb me´s detall la estructura dissenyada.
5.4.1 Estructura
A la part del servlet s’utilitzen tres classes: submitConf, routerOntologyManager, i
instrPrior.
Figura 18
• submitConf: Aquesta e´s la classe encarregada de la comunicacio´ entre la pa`gina
web i la aplicacio´ que hi ha al darrera (p.ex. recollint els para`metres d’entrada)
i de coordinar les accions necessa`ries per tal de poder acabar configurant els
routers correctament. Els elements pu´blics que conte´ que fan possible aixo` so´n:
– goGet(HttpServletRequest request, HttpServletResponse response): Aque-
st me`tode e´s imprescindible de cara a la comunicacio´ entre la pa`gina web
i el servlet que te´ darrera. En el cas concret d’un servlet, aquest me`tode e´s
l’equivalent del cla`ssic main. Des d’aquı´ e´s on es llegeixen els para`metres
d’entrada, i on es dona una resposta sobre la configuracio´ dels routers, e´s
a dir, si ha anat be´, o si hi ha hagut algun error. Tambe´ e´s la part mateixa
des d’on es coordina tot el proce´s d’obtencio´ de la accio´ general, la obten-
cio´ de les instruccions especı´fiques juntament amb el seu ordre correcte, i
finalment el llanc¸ament de les configuracions.
– goPost(HttpServletRequest request, HttpServletResponse response): En
el cas del servlet implementat en aquest projecte, el doPost fa una crida al
doGet.
A me´s, calen una se`rie d’elements auxiliars privats per poder realment llanc¸ar la
configuracio´:
– QUAGGASCRIPT1: Aquesta variable global s’utilitza de cara a escriure
el script de configuracio´ del router Quagga. Concretament, te´ com a valor
la primera part de codi que cal executar sempre que es vulgui configurar
aquest tipus de router.
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– QUAGGASCRIPT2: L’u´s d’aquesta variable global e´s similar a QUAG-
GASCRIPT1. La difere`ncia e´s que mentre QUAGGASCRIPT1 conte´ la
primera part del codi a executar, QUAGGASCRIPT2 conte´ la part final co-
muna a qualsevol configuracio´ que es vulgui fer.
– configQuagga(String interf, String ip): En cas de que el router a con-
figurar sigui un Quagga, es crida aquesta funcio´, l’objectiu de la qual e´s
executar els me`todes especı´fics necessaris per a configurar correctament un
router d’aquest tipus.
– writeQuaggaScript(instrPrior instructSet[]): Aquesta funcio´ s’encarrega
d’escriure el script de configuracio´ del router Quagga. El fet de que exis-
teixi una funcio´ especı´fica per al router Quagga rau en el fet que la manera
d’escriure els arxius necessaris per a la configuracio´ dels routers canvia
segons si es tracta d’un router Juniper o un Quagga. Mentre que en el cas
quagga es pot reco´rrer la llista de comandes de forma sequ¨encial, en el cas
juniper, el fet de que hi hagi instruccions que vagin incrustades dins d’al-
tres instruccions obliga a reco´rrer la llista de forma recursiva. A me´s, en el
moment d’obtenir les instruccions necessa`ries per a la configuracio´, men-
tre que en el cas juniper a causa de les seves caracterı´stiques s’obte´ tot el
codi necessari de la seva ontologia, en el cas quagga, no s’obte´ la primera i
l’u´ltima part.
• routerOntologyManager: Aquesta classe s’encarrega de treballar directament
amb les ontologies -que ja s’han exposat al capı´tol Ontologies-, ja sigui de cara
al mapeig entre elles o a l’adquisicio´ de les comandes necessa`ries per a la con-
figuracio´ dels routers.
Per a la construccio´ d’aquesta classe s’ha utilitzat la API de Prote´ge´. [24] Aque-
sta e´s una eina que permet tant construir i manipular ontologies, com extreure’n
informacio´ amb facilitat. Per a qui no tingui experie`ncia programant amb aque-
sta API, exiteix una guia [11] que pot resultar molt u´til.
Les funcions pu´bliques d’aquesta classe so´n:
– routerOntologyManager(String MapOnt, String SpecificOnt): Amb aque-
st me`tode, a part d’inicialitzar un objecte de la classe routerOntologyMan-
ager, tambe´ s’especifica el nom de la ontologia que guarda el mapeig aixı´
com de la que es refereix al router concret que es vol configurar. El nom
de les ontologies e´s el mateix que el nom dels arxius amb extensio´ in-
closa. Cal tenir en compte si be´ tambe´ s’utilitza la ontologia general, no
cal especificar-la ja que per defecte s’agafa l’arxiu general.owl.
– getAction(): Si be´ aquest me`tode en aquest projecte sempre retorna la
mateixa accio´ a realitzar, val la pena aclarir que e´s en aquesta part on aniria
l’interpret del que` demana l’usuari. Me´s concretament, sera` a partir dels
para`metres d’entrada i de la ontologia general que es podra` interpretar la
accio´ que l’usuari espera que dugui a terme el sistema.
– getEquivalentAction(String genAction): A partir de la accio´ en general
que cal fer, s’extreu a trave´s de la ontologia que representa el mapeig el nom
de la mateixa accio´ segons la ontologia especı´fica del router a configurar.
Si hi hague´s algun error, com per exemple que no es trobe´s el nom de la
accio´ equivalent, es retornaria el valor nul.
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– getInstructions(String action): A partir de la accio´ general action, aquest
me`tode s’encarrega de trobar, a partir de la ontologia especı´fica que es-
caigui, les instruccions concretes que cal realitzar, i les retorna de forma
ordenada segons l’ordre en que cal executar-les. Si hi hague´s algun error,
no es retornaria res.
De la mateixa manera que passa amb la classe submitConf, tambe´ hi ha elements
privats en aquesta classe:
– MAP ONT: En aquesta variable global s’hi guarda el nom de la ontologia
general que es vol fer servir en aquesta classe de gestio´ d’ontologies.
– SPECIFIC ONT: D’una forma ana`loga amb la variable MAP ONT, aquı´
s’hi guarda el nom de la ontologia especı´fica corresponent al router que es
vol configurar.
– instrSort(instrPrior instructSet[]): Aquesta funcio´ s’encarrega de, dona-
da una llista d’instrPrior, ordenar aquesta llista per ordre d’execucio´.
• instrPrior: Aquesta e´s una classe auxiliar que s’utilitza per a guardar les coman-
des que es vagin adquirint de la ontologia amb la qual s’estigui treballant.
– instrPrior(String instr, int prior, String var): Me`tode per a inicialitzar
un objecte de la classe instrPrior, on instr representa la instruccio´ que es
vol guardar, prior la seva prioritat, i var el nom de la variable que necessiti
la intruccio´ en cas de que en necessiti alguna. Cal tenir en compte que
els nombres me´s baixos representen una prioritat me´s alta que els nombres
me´s alts.
– getInstruction(): Retorna la instruccio´ guardada a l’objecte.
– setInstruction(String newInstr): Reassigna la instruccio´ la existent. Aque-
st me`tode esta` pensat sobretot de cara a la substitucio´ de la part de la in-
struccio´ on s’indica que hi va la variable, pel valor de la variable mateix.
– isGreaterThan(instrPrior x): Compara els dos objectes instrPrior, i re-
torna cert en el cas de que l’objecte passat de forma implı´cita tingui me´s
prioritat que el passat de forma implı´cita.
– isLessThan(instrPrior x): De forma ana`loga a la funcio´ isGreaterThan,
isLessThan retorna cert si l’objecte passat de forma implı´cita te´ menys
prioritat que el passat de forma implı´cita.
– getVariable(): Es retorna la variable guardada a l’objecte.
Com que tots els me`todes d’aquesta classe so´n trivials, no es requereix de cap
element auxiliar privat per al funcionament correcte de la classe.
Havent exposat la estructura de la part servlet del projecte, s’explicara` quines so´n les
accions que es duen a terme abans no s’acabi configurant els routers. Totes aquestes
accions estan implementades a la classe routerOntologyManager i so´n cridades des de
la classe submitConf.
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5.4.2 Tractament dels para`metres d’entrada i adquisicio´ de la accio´ a fer
Un cop recollits correctament els para`metres d’entrada a trave´s de la pa`gina web, cal
a partir d’aquests extreure’n la accio´ que demana l’usuari.
Com que aquesta part queda fora de l’a`mbit d’aquest projecte, s’ha optat per imple-
mentar una funcio´ que sempre retorna la mateixa accio´ a realitzar. D’aquesta manera
es deixa indicada la part faltant. Tot i no haver-se implementat, es deixara` indicada una
proposta sobre com resoldre aquesta part del problema.
5.4.3 Adquisicio´ de les accions concretes del router sol-licitat
Un cop adquirida la accio´, en termes generals, que es vol realitzar, cal passar a
extreure de les ontologies les ordres me´s concretes que es necessiten.
Aquesta e´s la part me´s complexa d’aquest projecte, i on entren en joc les ontologies
dissenyades. Aquestes so´n les passes que es realitzen en aquest punt:
1. Adquirir la accio´ equivalent del router sol·licitat.
2. Adquirir les instruccions concretes necessa`ries per a realitzar la accio´.
3. Completar les instruccions amb els para`metres introduı¨ts per l’usuari.
4. Escriure en un fitxer el script amb les instruccions que cal realitzar (cas quagga),
o l’arxiu xml que se li passara` al router (cas juniper).
Figura 19: Diagrama de sequ¨e`ncia on es mostra la interaccio´ entre les classes submitConf i routerOntology-
Manager amb l’objectiu d’aconseguir configurar un router, en aquest cas Quagga. Per a configurar un router
Juniper, el diagrama seria ana`log.
Adquirir la accio´ equivalent del router sol-licitat
En aquesta part entra en joc la ontologia anomenada map, generada amb Prompt, que
e´s la que conte´ el mapeig entre la ontologia general i les ontologies juniper i quagga.
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Operacio´ getEquivalentAction(String genAction);
Precondicions El nom de la accio´ genAction no pot ser nul, i cal que existeixi un individual a la
classe action de la ontologia general amb aquest nom.
Postcondicions Es retorna el nom de la accio´ equivalent de la ontologia concreta.
Passes internes 1. Obtenir l’element que representa la data property component name dins de
la ontologia.
2. Obtenir l’element que representa la data property component source dins
de la ontologia.
3. Obtenir l’individual de la classe Mapping Component que representa l’individual
anomenat genAction de la ontologia generic.
4. Obtenir, l’individual equivalent de l’individual trobat a la passa anterior.
5. Extreure el nom de l’individual que representa l’individual trobat a la passa
anterior.
Sortida El nom de la accio´ equivalent a genAction.
En cas de que es produeixi algun error, el nom retornat sera` nul.
Figura 20: Diagrama de sequ¨e`ncia on es mostra la interaccio´ entre la classes submitConf i la API de Prote´ge´.
OWLModel i RDFIndividual so´n classes pertanyents a aquesta API.
Adquirir les instruccions concretes necessa`ries per a realitzar la accio´
En aquest pas hi interve´ una de les ontologies que conte´ les instruccions per a con-
figurar el router.
Operacio´ getInstructions(String action);
Precondicions El nom de la accio´ action no pot ser nul, i cal que existeixi un individual a la
ontologia que s’utilitzara` de la classe action amb aquest nom.
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Postcondicions La taula retornada contindra` les instruccions que cal dur a terme per a realitzar
la accio´ entrada ordenades segons l’ordre d’execucio´.
Passes internes 1. Obtenir la classe action de la ontologia juniper o quagga.
2. Obtenir la col·leccio´ d’individuals de la classe obtinguda al pas 1.
3. Cercar l’individual que representi la accio´ que es vol dur a terme.
4. Obtenir la col·leccio´ d’instruccions associades a l’individual trobar al pas
anterior.
5. Ordenar la col·leccio´ d’instruccions per prioritat.
Sortida Una taula de instrPrior.
En cas de que es produeixi algun error, es tornara` una taula sense elements.
Figura 21
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Completar les instruccions amb els para`metres introduı¨ts per l’usuari
Abans de prosseguir, cal aclarir que a difere`ncia de la resta de passes excepte la
u´ltima, aquesta e´s executada a la classe submitConf sense que hi intervingui la classe
routerOntologyManager.
Precondicions La taula de instrPrior ha de contenir com a mı´nim un element.
Postcondicions S’haura` substituı¨t l’indicador de para`metre de les instruccions guardades a la
taula pel valor donat per l’usuari.
Passes internes Per cada instruccio´ de la taula, fer:
1. Comprovar si conte´ algun indicador de para`metre.
2. Si e´s el cas, substituir l’indicador pel valor de la variable correcta.
En cas de que la taula no contingui elements, no es fara` res.
Escriure fitxer
En aquest projecte hi ha dos casos sobre com escriure el projecte, depenent de si el
fitxer e´s per al router juniper o per al router quagga.
Operacio´ writeJuniperScript(instrPrior instructSet[]);
Precondicions La taula instructSet ha de contenir algun element.
Postcondicions S’haura` escrit un fitxer amb el codi xml necessari per a configurar el router tal
com demana l’usuari.
Passes internes 1. Obrir, o crear si s’escau, el fitxer newConfig.xml a la carpeta /var/lib/tomcat6/webapps/router management/.
2. Com que es possible que en un tros de codi xml s’hi hagi d’incrustar al mig
un altre tros de codi guardat en una altra posicio´ de la taula, s’ha optat per
implementar una funcio´ auxiliar que escrigui el fitxer de forma recursiva.
S’ha optat per indicar el comportament d’aquesta funcio´ en pseudocodi per
tal d’aconseguir me´s claredat.
En cas de que la taula no contingui elements, no es fara` res.
Operacio´ writeJuniperScriptAux(BufferedWriter output, instrPrior instructSet[], int i);
Precondicio´: output no pot valer nul. instructSet ha de contenir algun ele-
ment, cada element no pot contenir “$MORECODE” dos o me´s vegades, i
l’u´ltim element no en pot contenir cap. i ha de tenir un valor dins del rang
de instructSet.
Cas base:
Si instructSet[i] no conte´ el valor “$MORECODE” llavors
Escriure instructSet[i] a trave´s de output
Cas recursiu: dins del codi actual cal incrustar codi d’altres elements.
Altrament
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Escriure instructSet[i] a trave´s de output des del principi fins “$MORE-
CODE”.
Es crida la mateixa funcio´, passant com a para`metre i+1.
Escriure instructSet[i] a trave´s de output des de despre´s de “$MORE-
CODE” fins al final.
Fi si
Postcondicio´: S’ha escrit en l’arxiu apuntat per output el codi xml guardat
des de instructSet[i] fins instructSet[mida instructSet].
Per al cas d’escriure el script per a configurar el router quagga, s’utilitzen dues
variables auxiliars la primera de les quals conte´ la part comuna del principi del script ,
mentre que la segona conte´ la part comuna del final del script.
Per part comuna s’ente´n part que estara` sempre present en qualsevol script, siguin les
que siguin les comandes que cal dur a terme.
Operacio´ writeQuaggaScript(instrPrior instructSet[]);
Precondicions La taula instructSet ha de contenir algun element.
Postcondicions S’haura` escrit un script amb les instruccions a dur a terme.
Passes internes 1. Obrir, o crear si s’escau, el fitxer quagga.py a la carpeta /var/lib/tomcat6/webapps/router management/.
2. Escriure la primera part del script al fitxer.
3. Reco´rrer les comandes guardades a instructSet, i escriure-les al fitxer.
4. Escriure la part final del script al fitxer.
5. Tancar el fitxer quagga.py.
En cas de que la taula no contingui elements, no es fara` res.
5.4.4 Llanc¸ament de la configuracio´
Quan s’ha arribat a aquest punt, nome´s queda llanc¸ar la configuracio´. De la mateixa
manera que a la passa anterior, hi ha una petita difere`ncia respecte de si es llanc¸a la
configuracio´ per al router juniper o si es fa per al quagga.
Per al cas quagga, es pot executar directament el script quagga.py que ha estat escrit
a la passa anterior. Des d’un programa escrit en llenguatge java amb la crida:
pr = rt.exec("python quagga.py", null, dir);
On pr e´s el nou proce´s que creem, rt la insta`ncia de la classe Runtime i que permet
la interactuacio´ amb l’entorn on s’esta` executant la classe que la utilitza [18], “python
quagga.py” la ordre que volem executar, i dir el directori on volem executar l’ordre.
El cas juniper e´s molt semblant, tot i que hi ha una difere`ncia important. Cal recor-
dar que en comptes d’escriure un fitxer que contingui un script, s’ha escrit un fitxer
contenint codi xml. Juniper te´ la caracterı´stica que se li poden passar arxius xml per
a configurar-lo, cosa que es pot fer a trave´s d’un script. Per a aquest projecte es dis-
posa d’un script, junoscript.py, que permet fer aixo`, de manera que per a llanc¸ar la
configuracio´ nome´s cal executar aquest script. La crida e´s ana`loga al cas quagga.
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Un cop executat el script corresponent, cal, en els dos casos, esperar a que s’acabi
d’executar. Un cop acabada la execucio´, es procedeix a informar l’usuari que la con-
figuracio´ ja esta` feta.
5.5 Funcionament intern de les classes
Havent exposat l’estructura del servlet, les seves classes i la interaccio´ entre elles,
s’entrara` en aquesta seccio´ me´s en detall sobre el funcionament intern de cada una
d’elles.
Es comenc¸ara` per la classe instrPrior, ja que e´s la me´s senzilla, i la que no depe`n
de cap altra. Tot seguit s’exposara` la classe routerOntologyManager, i finalment la
submitConf.
5.5.1 instrPrior





Pel que fa als me`todes, aquests so´n:
instrPrior(instr: String, prior: Enter, var: String)
Pre: Cert




funcio´ getInstruction() retorna instruction:String
Pre: Cert
Post: Es retorna la instruccio´ guardat a l’objecte implı´cit.
ffuncio´
accio´ setInstruction(entrada: newInstr: String)
Pre: newInstr no pot ser nul.
Post: S’assigna la nova instruccio´ newInstr a l’objecte implı´cit.
si newInstr 6= nul llavors instruction := newInstr fsi
faccio´
funcio´ isGreaterThan(x: instrPrior) retorna aux:boolea`
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Pre: x no pot ser nul.
Post: Es retorna cert si i nome´s si l’objecte implicit te´ me´s prioritat que l’objecte
explicit x, e´s a dir, si el valor priority de l’objecte implicit e´s me´s baix que el de
l’objecte implı´cit.
aux := priority > x.priority
retorna aux
ffuncio´
funcio´ isLessThan(x: instrPrior) retorna aux:boolea`
Pre: x no pot ser nul.
Post: Es retorna cert si i nome´s si l’objecte implicit te´ menys prioritat que l’ob-
jecte explicit x, e´s a dir, si el valor priority de l’objecte implicit e´s me´s alt que el
de l’objecte implı´cit.
aux := priority < x.priority
retorna aux
ffuncio´
funcio´ getVariable() retorna varUsed:String
Pre: Cert
Post: Es retorna la instruccio´ guardat a l’objecte implı´cit.
ffuncio´
5.5.2 routerOntologyManager
Aquesta classe conte´ dues variables globals on es guarden uns Strings que contenen
el nom de les ontologies que cal utilitzar.
MAP ONT: String
SPECIFIC ONT: String
Els me`todes implementats so´n:
routerOntologyManager(MapOnt: String, SpecificOnt: String)
Pre: Cert
Post: L’objecte implicit ha sigut inicialitzat amb les variables MapOnt, i Specifi-
cOnt.
MAP ONT := MapOnt
SPECIFIC ONT := SpecificOnt
funcio´ replaceVariable(toChange: String, oldValue: String, newValue: String)retorna
newString: String
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Pre: toChange i oldValue no poden tenir valor nul, i toChange ha de contenir
oldValue.




si x 6=−1 llavors
newString := toChange[0..x] + newValue + toChange(x..llargada old-
Value]
altrament newString := nul
fsi
ffuncio´
funcio´ getInstructions(action: String)retorna instructSet: taula[1..N] de instr-
Prior
Pre: toChange i oldValue no poden tenir valor nul, i toChange ha de contenir
oldValue.




instructSet: taula[1..N] de instrPrior
i, auxPrior: Enter
cls: OWLNamedClass
individual, instrToDo, auxInstr: RDFIndividual
uses: OWLObjectProperty




reader := new FileReader(“/var/lib/tomcat6/webapps/router management/”
+ SPECIFIC ONT)
owlModel := ProtegeOWL.createJenaOWLModelFromReader(reader)
S’obte´ la propietat de la ontologia que guarda les instruccions
si SPECIFIC ONT pertany a Quagga llavors cmd := owlModel.getOWLProperty(“cmd”)
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sino si SPECIFIC ONT pertany a Juniper llavors cmd := owlModel.getOWLProperty(“line”)







Es comprova que les inicialitzacions han anat be
si cmd = nul o priority = nul o uses = nul o needs = nul o name = nul llavors
retorna nul
fsi
Pas 1: buscar la classe necessa`ria per a aconseguir les accions.
cls := getClassByName(owlModel, nameClass)
Pas 2: Trobar l’individual anomenat com a “action”.
Es comprova el valor de cls per a assegurar que no hi hagin errors.
si cls 6= nul llavors individual := trobarIndividualDe(cls, action)
fsi
Pas 3: Obtenir les instruccions necessa`ries i guardar-les.
si individual 6= nul llavors
instances conte´ una llista de les instruccions obtingudes.
instances := individual.getPropertyValues(uses)
La taula instructSet passa a tenir tantes posicions, N, com instruccions
trobades.
instructSet := new instrPrior[mida instances]
i := 0
it := instances.iterator()
Invariant: les primeres i instruccions trobades estan guardades a in-
structSet
mentre it te´ segu¨ent i i < N fer





si auxInstr 6= nul llavors auxName := auxInstr.getPropertyValue(name)
altrament auxName := nul
fsi
instructSet[i] := new instrPrior(auxCmd, auxPrior, auxName)
i := i + 1
fmentre
fsi
Acabament: a cada volta d’incrementa la i, i es passa al segu¨ent element de
la llista it. Per tant, arriba un moment en que s’acaba la llista, la condicio´
it te segu¨ent i i < N es deixa de complir, i s’acaba.
Pas 4: ordenar les instruccions per prioritat.
si instructSet 6= nul instrSort(instructSet)
fsi
ffuncio´
funcio´ getEquivalentAction(genAction: String)retorna action: String
Pre: genAction no pot ser nul, i ha de contenir el nom d’una accio´ existent a la
ontologia general
Post: Es retorna el nom de la accio´ equivalent a genAction
reader: FileReader
owlModel: OWLModel
component name, component source: RDFProperty
generic, target: RDFIndividual
action: String
reader = new FileReader(“/var/lib/tomcat6/webapps/router management/map.owl”)
owlModel = ProtegeOWL.createJenaOWLModelFromReader(reader)
Pas 1: Obtencio´ de les propietats que es necessitaran:
component name := getOWLProperty(“component name”)
component source := getOWLProperty(“component source”)
Pas 2: Obtencio´ de la classe objectiu.
generic := getIndividualMCClass(owlModel, component name, component source,
genAction, ”JenaOWLModel(generic)”)
target := getIndividualOtomClass(owlModel, generic)
Obtencio´ del nom de la accio´
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si target 6= nul action := target.getPropertyValue(component name)
fsi
ffuncio´
funcio´ getIndividualMCClass(owlModel: OWLModel, component name com-
ponent source: RDFProperty, name source String)retorna individual: RDFInd-
ividual
Pre: cap para`metre d’entrada pot tenir valor nul, i name i source han de tenir el
nom d’una propietat existent dins de owlModel







Pas 1: Obtenir la classe “Mapping Component”
cls := getClassByName(owlModel, “Mapping Component”)
Pas 2: Obtenir l’individual. Com que no sabem el nom, sino´ nome´s valors
de les seves propietats, s’han de comprovar tots els individuals de la classe
un a un manualment.
si cls 6= nul llavors
S’obte´ la llista d’individuals pertanyents a la classe.
instances := cls.getInstances(false)
Invariant: No s’ha trobat l’individual el valor de les propietats don-
ades sigui name i source.
it := instances.iterator()
mentre it te´ segu¨ent i trobat=fals fer
individual := segu¨ent it
si individual.getPropertyValue(component name) = name i indi-




Acabament: A cada volta es passa al segu¨ent element de la llista it,
de manera que en el pitjor dels casos s’acaba quan la condicio´ “it te´
segu¨ent” ja no sigui certa.
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ffuncio´
funcio´ getIndividualOtomClass(owlModel: OWLModel, source RDFIndividu-
al)retorna target: RDFIndividual
Pre: owlModel i source no poden ser nuls, i source ha de ser un individual
“font” dins de la ontologia ontModel.
Post: Es retorna l’individual equivalent a source segons la ontologia que guarda
el mapeig.
classes, instances, objProp: Collection
it, ij: Iterador
cls: OWLNamedClass




Pas 1: obtenir la classe “One to one mapping”
cls := getClassByName(owlModel, “One to one mapping”)
Pas 2: Obtenir individual auxiliar que apunti com a “font” a source





Invariant: No s’ha trobat l’individual de la classe One to one mapping
que apunta com a “source” o “font” a source
mentre it te´ segu¨ent i trobat = fals fer
aux := segu¨ent it
si aux.getPropertyValue(prop) = source llavors trobat := cert
fsi
fmentre
Acabament: a cada volta es passa al segu¨ent element d’it, de manera
que en el pitjor dels casos, s’acaba quan la condicio´ it te´ segu¨ent deixi
de ser certa. En cas de que s’hagi trobat l’individual buscat, trobat
passa a ser cert, trobat = fals es deixa de complir i es surt complint
aixı´ amb l’invariant.
fsi
Pas 3: obtenir l’individual “objectiu” o “target” apuntat per l’individual






accio´ instrSort(entrada/sortida: instructSet taula[1..N] de instrPrior)
Pre: instructSet ha de contenir algun element.
Post: Els elements guardats a instructSet estan ordenats segons ordre de prioritat.
aux: instrPrior
i, j: Enter
Invariant: els elements d’instructSet fins a la posicio´ i estan ordenats.
i := 0
mentre i < N fer
Invariant: els elements entre i i j estan ordenats.
j := i + 1
mentre j < N fer
si instructSet[i].isGreaterThan(instructSet[j]) llavors




j := j + 1
fsi
fmentre
Acabament: a cada volta s’incrementa la j, de manera que en algun
moment la condicio´ j < N es deixa de complir i s’acaba.
i := i + 1
fmentre
Acabament: a cada volta s’incrementa la i, de manera que en algun mo-
ment la condicio´ i < N es deixa de complir i s’acaba.
faccio´
5.5.3 submitConf
Aquesta classe conte´ dues variables globals on es guarden uns Strings auxiliars de
cara a la escriptura del script per a configurar el router Quagga:
QUAGGASCRIPT1: String
QUAGGASCRIPT2: String















si dev1 = ”Juniper“ llavors configJuniper(int1, ip1)
sino si dev1 = ”Quagga“ llavors configQuagga(int1, ip1)
fsi
si dev2 = ”Juniper“ llavors configJuniper(int2, ip2)
sino si dev2 = ”Quagga“ llavors configQuagga(int2, ip2)
fsi
faccio´






accio´ configQuagga(entrada: interf: String,entrada: ip: String)
Pre: interf no pot tenir valor nul, i ip tampoc no pot tenir valor nul.
Post: -
rom: routerOntologyManager








Pas 1: obtenir el nom de la accio´ (general) que l’usuari espera que es faci.
genAction := rom.getAction()
Pas 2: obtenir el nom de la accio´ equivalent a Quagga.
quagAction := rom.getEquivalentAction(genAction)
Pas 3: obtenir la llista ordenada d’instruccions necessa`ries per a realitzar
la accio´. instructSet passa a tenir mida N, siguent N el nombre d’instruc-
cions obtingudes.
instructSet := rom.getInstructions(quagAction)
Pas 4: completar les instruccions.
Invariant: A totes les instruccions fins a la posicio´ i se li han substituit
l’indicador de variable pel seu valor.
i:= 1
mentre i < N fer
aux := instructSet[i].getInstruction()
x := aux.posicioDe(”$INTERFACE”)
si x 6=−1 llavors




si x 6=−1 llavors
aux1 = rom.replaceVariable(aux, ”$IP”, ip)
instructSet[i].setInstruction(aux1)
fsi
i := i + 1
Manteniment de l’invariant: a cada volta del bucle, abans d’incre-
mentar la i es tracta l’element al qual apunta. Per tant, es mante´
l’invariant.
fmentre
Justificacio´ de sortida: a cada volta s’incrementa la i, i per tant, s’arribara`
a la situacio´ en que i < N ja no es compleixi, sortint aixı´ del bucle.




accio´ configQuagga(entrada: interf: String,entrada: ip: String)
Aquesta accio´ e´s ana`loga a configQuagga().
faccio´
accio´ writeQuaggaScript(entrada: instructSet: taula[1..N] de instrPrior)
Pre: La taula instructSet ha de contenir com a mı´nim 1 element.
Post: S’ha escrit un fitxer que conte´ el script necessari per a la configuracio´ d’un





file := crearFitxer(”/var/lib/tomcat6/webapps/router management/quagga.py“)
output := nou BufferedWriter(nou FileWriter(file))
escriureAFitxer(QUAGGASCRIPT1, output)
Invariant: S’ha escrit al fitxer totes les linies guardades a instructSet fins a
la posicio´ i
i := 0




i := i + 1
Manteniment de l’invariant: a cada volta del bucle, abans d’incre-
mentar la i s’escriu al fitxer l’element al qual apunta. Per tant, es
mante´ l’invariant.
fmentre
Justificacio´ de sortida: a cada volta s’incrementa la i, i per tant, s’arribara`
a la situacio´ en que i < N ja no es compleixi, sortint aixı´ del bucle.⁄
escriureAFitxer(QUAGGASCRIPT2, output)
faccio´
accio´ writeJuniperScript(entrada: instructSet: taula[1..N] de instrPrior)
Pre: La taula instructSet ha de contenir com a mı´nim 1 element.
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Post: S’ha escrit un fitxer xml necessari per a la configuracio´ d’un router Juniper





file := crearFitxer(”/var/lib/tomcat6/webapps/router management/quagga.py“)
output := nou BufferedWriter(nou FileWriter(file))
Es fa la crida a writeJuniperScriptAux passant el valor 0 a la i. Aixı´, es
compleix l’invariant de la accio´ que es crida.
writeJuniperScriptAux(output, instructSet, 0)
faccio´
accio´ writeJuniperScriptAux(entrada: output: BufferedWriter, entrada: in-
structSet: taula[1..N] de instrPrior, entrada: i: Enter)
Pre: La taula instructSet ha de contenir com a mı´nim 1 element.
Post: S’ha escrit al fitxer xml necessari per a la configuracio´ d’un router Juniper






Cas base: x = −1. Pertant, no es pot trobar la cadena de cara`cters
”$MORECODE“ dins de instructSet[i]
si x = -1 llavors escriureAFitxer(aux, output)







Acabament: A cada crida s’incrementa la i, i per tant, s’arribara` al final.
Com que l’u´ltim element a tractar no contindra` la cadena de cara`cters




6.1 Resultats en la pa`gina web
En aquesta seccio´ es mostrara` principalment el resultat en els casos d’error per
para`metres d’entrada incorrectes, i el resultat en que els routers s’han pogut config-
urar correctament.
6.1.1 Errors per para`metres d’entrada
En aquest cas, com que els para`metres d’entrada es poden comprovar de forma
local, e´s possible llanc¸ar un missatge d’error sense haver de cridar el servlet.
En aquest tipus d’error s’ha cregut convenient indicar a l’usuari quin camp s’ha in-
troduı¨t de forma incorrecta, de manera que aixı´ li sigui me´s fa`cil corregir el seu error.
En la segu¨ent figura e´s pot observar una mostra de missatge d’error per no haver selec-
cionat el primer router:
Figura 22: Mostra de missatge d’error. Tal com es pot veure, aquest missatge e´s personalitzat segons quin
hagi sigut el camp introduı¨t de forma incorrecta.
Un altre exemple de missatge d’error:
Figura 23
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6.1.2 Missatge per configuracio´ correcta
En cas de que la configuracio´ dels routers s’hagi dut a terme sense errors, s’informa
l’usuari tal com es mostra a la figura:
Figura 24: Missatge de configuracio´ correcta dels routers.
6.2 Resultats en la part servlet
Es mostrara` el resultat d’aquest projecte a trave´s d’un exemple. Concretament es
mostrara` la creacio´ d’un link IP entre un router Juniper i un Quagga, el primer amb la
IP 10.1.1.100, i el segon amb IP 10.1.1.200.
Primer de tot, es comprova que els dos routers estan desconfigurats. Per comprovar
l’estat del router juniper, s’hi accedeix a trave´s de telnet, i un cop dins es pot comprovar
la configuracio´ de les interfı´cies amb la comanda:
show configuration interfaces
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El resultat e´s el segu¨ent:
Figura 25
Amb el router Quagga es fa la mateixa passa. Un cop s’ha entrat dins del router, amb
la comanda
write terminal
comprovem la configuracio´, amb el resultat segu¨ent:
Figura 26
65
Tal com es pot comprovar, els dos routers no tenen cap link IP entre sı´. Com a
consequ¨e`ncia, quan es tiren un ping l’un a l’altre tampoc obtenen resposta:
Figura 27: S’intenta fer ping de Juniper a Quagga sense cap resposta.
Figura 28: S’intenta fer ping de Quagga a Juniper tambe´ sense cap resposta.
Aixı´ doncs, a la pa`gina web s’introdueixen els para`metres per comenc¸ar la configu-
racio´.
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Figura 29: Es seleccionen i s’introdueixen els para`metres necessaris per a crear un link IP.
Tal com ja s’ha exposat al capı´tol anterior, abans de llanc¸ar les configuracions, es
crea un arxiu per cada router a configurar a partir del qual es podra` executar la con-
figuracio´ mateixa. Despre´s d’haver fet clic a ok, s’hauran creat dos arxius a la carpeta
/var/lib/tomcat6/webapps/router management de l’ordinador amb el servlet instal·lat.
Pel que fa a l’arxiu que s’utilitza per a la configuracio´ Juniper, anomenat newCon-























En canvi, per a la configuracio´ del router Quagga, s’escriu un arxiu anomenat quag-







try:self.telnet=telnetlib.Telnet(host,port)#creating a telnet connection object
except : print "Can not connect to host"



























Finalment, es pot comprovar que la configuracio´ ha estat duta a terme correctament
de forma similar a com s’ha mirat que els routers estaven desconfigurats.
Figura 30: El router Juniper s’ha configurat correctament.
Figura 31: El router Quagga s’ha configurat correctament.
A les segu¨ents figures, s’hi pot veure com ara els dos routers poden llanc¸ar-se un
ping l’un a l’altre.
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Figura 32: El router Quagga s’ha configurat correctament.
Figura 33: El router Quagga s’ha configurat correctament.
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7 Conclusions i treball futur
7.1 Conclusions
Abans d’exposar les conclusions, e´s convenient fer un recordatori sobre els objectius
originals que s’havien plantejat en aquest projecte, que so´n:
1. Construccio´ d’una interfı´cie que s’encarregui de la comunicacio´ entre l’usuari i
el sistema.
2. Establiment de la comunicacio´ entre la interfı´cie mencionada al punt 1 i el sis-
tema que hi ha darrera.
3. Construccio´ de les ontologies necessa`ries per a aquest projecte.
4. Obtencio´ del mapeig entre la ontologia general i les ontologies especı´fiques.
5. Disseny del subsistema encarregat d’obtenir de la accio´ a dur a terme.
6. Disseny del subsistema encarregat d’obtenir de les instruccions concretes necessa`ries
sabent quina e´s la accio´ que cal dur a terme.
7. Llanc¸ament de la configuracio´ dels routers.
Si be´ en general aquests objectius s’han dut a terme satisfacto`riament, n’hi ha un
que no s’ha pogut dur a terme de forma satisfacto`ria. Concretament, la obtencio´ de
la accio´ a dur a terme no s’ha pogut dissenyar i implementar tal com hague´s sigut
desitjable, amb la consequ¨e`ncia d’haver d’implementar una funcio´ que retorna sempre
la mateixa accio´ per a cobrir aquesta mancanc¸a. Tot i aixo`, s’ha pogut fer una proposta
sobre aquesta part, una possibilitat sobre com solucionar aquesta part del problema,
de la qual se’n parla a l’ape`ndix Interpretacio´ de la accio´ a realitzar a partir dels
para`metres d’entrada.
Durant la realitzacio´ d’aquest projecte hi ha hagut una se`rie de dificultats que han
ajudat a no poder complir de forma satisfacto`ria amb un dels objectius.
Per comenc¸ar, hi ha hagut una falta d’expertesa pel que fa a la configuracio´ dels routers,
cosa que ha obligat a invertir una part del temps en aprendre a configurar de forma
ba`sica un router. Aquesta passa ha resultat ser imprescindible de cara a poder fer un
disseny u´til tant de les ontologies com de la classe que treballa directament amb elles.
Tampoc no es disposava de cap tipus d’experie`ncia creant i manipulant ontologies, amb
la qual cosa tambe´ s’ha hagut d’invertir temps a aprendre tant a dissenyar una ontologia
com a treballar amb elles.
Finalment, per diverses circumsta`ncies s’ha disposat d’un temps molt just per tal d’a-
cabar aquest PFC.
Cal tenir en compte, pero`, que el motiu principal del no-enllestiment del subsistema
encarregat d’obtenir de la accio´ a dur a terme e´s la seva dimensio´, prou gran com per
poder cobrir un PFC a part.
La resta d’objectius s’han pogut complir satisfacto`riament, i aixo` juntament amb la
proposta de la part mancant, mostra que el camı´ seguit en aquest projecte e´s un camı´
va`lid de cara a resoldre el problema ja exposat a la introduccio´, cosa que mostra la seva
idoneı¨tat de cara a seguir explorant i desenvolupant en aquesta lı´nia.
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7.2 Treball futur
A partir d’aquest projecte, hi ha diverses lı´nies de treball possibles, ja siguin millores
sobre aquest projecte mateix, o expansions sobre aquest. Aquestes diferents lı´nies so´n:
1. Fer una millora de la interfı´cie gra`fica per tal de permetre me´s accions de con-
figuracio´ a part de crear un link IP.
2. Canviar la forma de comunicacio´ entre la pa`gina web dissenyada i la part del
servlet: En comptes de que el servlet llegeixi els para`metres d’entrada, pot ser
interessant que des de la pa`gina web es crei un arxiu en format xml contenint els
para`metres d’entrada, i que des del servlet es llegeixi aquest arxiu.
3. Implementar la part del sistema encarregada d’intrepretar la accio´ a realitzar a
partir dels para`metres d’entrada donats per l’usuari.
4. Implementar un mo`dul que permeti a partir de qualsevol tipus de format d’entra-
da, convertir aquest format en xml.
5. Trobar una manera de construir les ontologies contenint les instruccions es-
pecı´fiques de cada router de forma automa`tica o semi-automa`tica.
La majoria d’aquestes millores, formen part d’alguna de les parts que s’han quedat fora
d’aquest projecte, i es poden veure reflexades en la segu¨ent figura.
Figura 34
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7.2.1 Millora de la interfı´cie gra`fica
Si be´ a causa de les limitacions d’aquest projecte, des d’aquest e´s tan sols perme`s
crear un link IP entre dos routers, les estructures de les ontologies i de la classe routerOn-
tologyManager estan preparades per a donar suport a altres accions de configuracio´.
Per aixo` resultaria interessant una interfı´cie que permete´s introduir, a part de les dades
que ja es permeten, altres dades necessa`ries per a configurar algun altre aspecte del
router. Aquesta millora podria passar des d’introduir me´s camps a la pa`gina web ja
feta, fins dissenyar una interfı´cie a l’estil a la figura exemple, o fins i tot hi cap la pos-
sibilitat de llegir les entrades via un micro`fon, e´s a dir, que l’usuari dicti el que vol que
es faci.
Figura 35: Exemple de com podria ser la interfı´cie futura, un com redissenyada.
7.2.2 Millora de la comunicacio´ interfı´cie-servlet
En aquest projecte, el servlet llegeix els para`metres d’entrada introduı¨ts per l’usuari.
Si be´ aquest me`tode de comunicacio´ e´s molt senzill, tambe´ te´ l’inconvenient que e´s
molt rı´gid respecte els para`metres que es permeten introduir. A causa de la natu-
ralesa del projecte, sembla convenient trobar una manera me´s ela`stica d’obtenir els
para`metres d’entrada, una manera que impliqui no estar lligat a haver de llegir una se`rie
de para`metres fixos. Cal tenir en compte que no sempre es necessitaran els mateixos
para`metres, ni la mateixa quantitat d’aquests, i aixo` fa que sigui especialment important
poder gaudir d’aquesta elasticitat.
Una possibilitat seria utilitzar un arxiu en format xml. A partir d’aquest arxiu es pot
cobrir aquesta necessitat, ja que un arxiu xml no requereix de cap mida concreta, s’hi
poden guardar para`metres diferents segons convingui, i existeixen eines de tractament
de format xml.
Aixı´, doncs, caldria de cara a un desenvolupament futur trobar la forma me´s convenient
sobre com estructurar exactament aquest arxiu.
Aquesta millora tindria com a consequ¨e`ncia un increment en la facilitat i la elasticitat
de fer la segu¨ent millora que ara es comentara`.
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7.2.3 Implementacio´ algoritme sobre la accio´ a realitzar
Una expansio´ necessa`ria de cara a la utilitat des del punt de vista de l’usuari final
del sistema implementat, e´s el disseny i la seva implementacio´ d’un subsistema que
s’encarregui de, a partir dels para`metres d’entrada donats, interpretar la accio´ que cal
dur a terme. Per a aquesta part, s’ha proposat una solucio´ que s’exposa a l’ape`ndix
Interpretacio´ de la accio´ a realitzar a partir dels para`metres d’entrada.
El disseny i implementacio´ d’aquesta part suposa segurament prou feina com per
cobrir un PFC a part.
7.2.4 Disseny i implementacio´ del mo`dul traductor de format desconegut a for-
mat conegut
Aquesta expansio´ correspon a la part que queda fora de l’a`mbit original del projecte,
que a la figura queda marcat com la part de fora del rectangle interior. La idea e´s tenir
un mo`dul que a partir de qualsevol tipus de dada d’entrada, pugui recone`ixer el format,
i traduir-lo a un format esta`ndard, com podria ser per exemple en format xml.
El desenvolupament d’aquest mo`dul permetria tenir qualsevol tipus de front-end, que
permete´s utilitzar el sistema implementat en aquest projecte utilitzant qualsevol tipus
de dada de cara a la comunicacio´ usuari-sistema.
A me´s, aixo` portaria me´s elasticitat a les empreses per tal d’adaptar el sistema a les
seves necessitats.
7.2.5 Construccio´ de les ontologies de forma automa`tica o semi-automa`tica
Aquesta lı´nia de treball resulta molt interessant de cara a estalviar recursos a la hora
de construir les ontologies necessa`ries. Cal tenir en compte que un router pot tenir
centenars o fins i tot milers de comandes per a la seva configuracio´, cosa que fa que
la construccio´ d’una ontologia manualment contenint totes les comandes implica haver
de disposar de molts recursos humans, temporals, aixı´ com tambe´ econo`mics.
Per a que la construccio´ d’ontologies de forma automa`tica o semi-automa`tica sigui
possible, cal primer de tot que els diferents fabricants es posin d’acord sobre un format
esta`ndard sobre com publicar les diferents comandes disponibles per als seus routers.
Me´s concretament, resulta convenient que existeixin documents amb les comandes
relacionades amb altres dades de tal forma que amb aquests documents sigui possi-
ble extreure’n la informacio´ necessa`ria per a construir les ontologies amb poca o gens
d’intervencio´ humana.
Un altre factor necessari per poder dissenyar i implementar aquest mo`dul amb e`xit
e´s la disponibilitat d’un expert sobre la configuracio´ de routers que ajudi amb la tasca
de trobar la millor manera de plantejar l’esta`ndard que ha de permetre construir les
ontologies de la forma me´s eficient possible.
A causa de la quantitat de comandes diferents que pot tenir un router, la eficie`ncia
e´s una variable que resulta interessant de tenir en compte per tal de no haver d’invertir
massa recursos temporals i humans (en cas de que la construccio´ de les ontologies sigui
semi-automa`tica).
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La disponibilitat de l’expert tambe´ resulta imprescindible en el cas de que la con-
struccio´ de les ontologies sigui semi-automa`tica, i en el cas en que els mapejos entre
ontologies es faci de forma supervisada.
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Ape`ndix - Interpretacio´ de la accio´ a realitzar a partir
dels para`metres d’entrada
En aquest capı´tol, es proposa una solucio´ per a resoldre el problema de la inter-
pretacio´ de la accio´ a realitzar a partir de les dades d’entrada.
Recordatori
Tal com hem vist al capı´tol Ontologies, en aquest projecte s’ha dissenyat la ontologia
general que conte´ les classes input i action, i que estan relacionades entre si amb la
relacio´ needsInput, tal com es pot veure a la figura.
Figura 36
Aquesta estructura ha estat pensada de cara a poder dissenyar un algoritme capac¸
d’extreure la accio´ me´s probable a realitzar a partir dels inputs.
Tambe´ cal recordar que si be´ en aquest projecte l’usuari sempre entra els mateixos
inputs, una de les propostes de treball futur que s’ha fet al capı´tol Conclusions i treball
futur tracta sobre una millora en la forma de passar para`metres entre la pa`gina web i la
classe submitConf.
Es proposa, de forma resumida, passar els para`metres en un arxiu xml. Dels detalls
se’n parlara` al capı´tol corresponent.
Ca`lcul
Tenint el conjunt d’accions que es poden dur a terme, els inputs, i quines accions
estan relacionades amb quins inputs, es pot extreure la accio´ a fer me´s probable a partir
dels inputs que l’usuari proporciona.
Es pot pensar la estructura de la qual es disposa de la segu¨ent manera:
accio´ input
a1 i1, i2, i3
a2 i1, i4
a2 i2, i4
On cada ai e´s una accio´ a realitzar possible, i cada ii un input disponible i necessari per
a executar les accions. Tal com s’ha vist a la seccio´ anterior, el que es vol e´s trobar la
manera de que tenint una se`rie d’inputs i, es trobi la accio´ que es vol realitzar a. E´s a
dir, es busca poder resoldre: i1, i2, ..., in⇒ a
Partint d’aquesta base, hi ha tres possibles situacions:
1. Una accio´ necessita tots els inputs introduı¨ts.
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2. Una accio´ necessita me´s inputs a part d’aquells que s’han introduı¨t.
3. Per una accio´ concreta es disposa de tots els inputs que necessita, pero` tambe´
n’hi ha de me´s.
Anomenem P(ai) a la probabilitat de que sigui ai la accio´ que cal dur a terme. En
el primer cas exposat, P(ai) val 1, mentre que en el segon cas P(ai) val 0. Si be´
aquests dos casos so´n trivials, cal trobar una fo´rmula per al tercer cas. El motiu e´s que
pot passar el cas en que l’usuari doni me´s dades del que realment es necessita per a
executar la accio´ que ell prete´n que es dugui a terme, en altres paraules, que hi hagi un
marge per a l’error.
Cal tenir en compte que com me´s dades de me´s es doni per a una determinada accio´,
me´s baixa sera` la probabilitat de que l’usuari vulgui dur a terme aquella accio´, o en
altres paraules, cada input de me´s suposa una penalitzacio´ a la probabilitat d’una accio´.
Aquesta penalitzacio´ la anomenarem e. Aquest nombre caldria ajustar-lo per tal de que
la fo´rmula sigui realment efectiva de cara a trobar la accio´ que cal realitzar. Aquesta
part, pero`, queda fora de l’abast d’aquest projecte.
Per proposar una fo´rmula, anomenem ci al conjunt d’inputs necessaris per a dur a
terme la accio´ ai, i d al conjunt d’inputs donats per l’usuari.
Cas 1: |ci∩d|< |ci| llavors P(ai) = 0
Cas 2: |ci∩d|= |ci| llavors P(ai) = 1
Cas 3: |ci∩d|> |ci| llavors P(ai) = 1−|d− ci|× e
Tal com es pot observar, el cas 2 e´s un cas concret del cas 3: en el cas de que els inputs
donats siguin els mateixos que els necessitats per a la operacio´ ai, |d−ci|×e = 0×e =
0. Per tant, hi ha realment dos casos a distingir:
Cas 1: |ci∩d|< |ci| llavors P(ai) = 0
Cas 2: |ci∩d| ≥ |ci| llavors P(ai) = 1−|d− ci|× e
Per obtenir la accio´ A que cal realitzar, s’agafa aquella la probabilitat de la qual sigui
la me´s alta, e´s a dir, A = max(P(a1),P(a2), ...,P(an)).
Com a exemple de funcionament d’aquesta fo´rmula, s’exposaran dos casos concrets
exemplificants, els quals utilitzaran les dades donades a la taula me´s amunt.
En el primer cas, suposem d1 = i1, i2, i3,14, i c1 = c1, i2, i3. En aquest cas, c1 ∩ d1 =
c1, i2, i3, i per tant, |c1∩d1|= |c1|= 3. Llavors P(a1) = 1− (4−3)× e = 1− e.
En el segon cas, agafem d2 = i1, i2,14, i tenim aquest cop en compte c2 = i1, i4 i c3 =
i2, i4. En els dos casos |ci∩d| = 2 = |ci|, i en els dos casos P(ai) = 1−|d− ci|× e =
1− (3− 2)× e = 1− e. En el cas de que no existeixi una accio´ amb una probabilitat
me´s alta, quina de les dues accions s’agafa?
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En aquest cas, hi ha dues coses que es poden fer:
1. Trobar una manera de resoldre aquests casos de conflicte.
2. En aquests casos tornar un error.
El primer cas passaria per trobar altres factors determinants a la hora de decidir
una accio´ a dur a terme, com poden ser la frequ¨e`ncia d’execucio´ d’una accio´. Si be´
aquesta solucio´ seria la me´s elegant, queda fora de l’abast d’aquest projecte, i no s’hi
profunditzara` me´s.
El segon cas passaria per assumir que no s’ha pogut arribar a cap conclusio´ i no donar
cap resultat. Si be´ s’ha comentat aquest final en el cas d’empat entre dues o me´s
accions, hi ha un altre cas on tambe´ resultaria interessant, o recomanable, no donar cap
conclusio´.
Pot passar que totes les probabilitats calculades siguin molt baixes, i que per aixo`
no sigui possible determinar amb una probabilitat alta d’encertar que` e´s el que l’usuari
espera que es faci. De cara a aquests casos, es pot tenir en compte un llindar l, de
manera que en el cas de que el ma`xim de totes les probabilitats calculades sigui menor
al llindar, es consideri que no s’ha pogut arribar a cap conclusio´.
Resum
En resum, el me`tode proposat de cara a trobar la accio´ a realitzar e´s:
1. Per cada accio´ guardada a la ontologia general, calcular la probabilitat de que
sigui la que es vol executar amb la fo´rmula:
Si |ci∩d|< |ci| llavors P(ai) = 0
Si |ci∩d| ≥ |ci| llavors P(ai) = 1−|d− ci|× e
On ci e´s el conjunt d’inputs necessa`ries per a realitzar la accio´ ai, i d el conjunt
d’inputs donats per l’usuari.
2. Calcular quina e´s la accio´ me´s probable, tenint en compte els casos especials:
Si P(ai) = P(a j) = max(P(a1),P(a2), ...,P(an)) llavors no s’arriba a cap
conclusio´.
Si max(P(a1),P(a2), ...,P(an))< l llavors no s’arriba a cap conclusio´.
Altrament A = max(P(a1),P(a2), ...,P(an))
On l e´s un llindar que s’ha determinat, per sota del qual es considera que una
accio´ no es pot tenir en compte com a candidata a causa de la seva baixa proba-
bilitat.
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Ape`ndix - Vocabulari i acro`nims
En aquest capı´tol es presenta tant un aclariment sobre el vocabulari utilitzat en aquest
projecte com una llista d’acro`nims utilitzats.
Vocabulari
Accio´ Configuracio´ en termes generals que es vol dur a terme, com per exemple Assig-
nar una IP al Router R.
CapEx Despeses de capital. Inversions de capital que creen beneficis OpEx.
Cron Programa que permet a un usuari la execucio´ de comandes o scripts automa`ticament
de forma perio`dica, o en una hora o data determinades. [6]
Datatype property Propietat pertanyent a un objecte o individual d’una ontologia.
Individual Objecte concret pertanyent a una ontologia.
Instruccio´ Es refereix tant a una comanda com a un tros de codi en format xml neces-
sari per dur a terme una accio´.
Juniper En aquest projecte s’anomena juniper als routers fabricats per la casa Juniper
Networks.
Mapeig ontolo`gic Anomenat ontologic mapping en angle`s, es refereix a la declaracio´
d’elements equivalents entre diferents ontologies.
Object property Dins d’una ontologia, relacio´ entre dues classes.
OpenNMS Plataforma de gestio´ de xarxes open source, desenvolupada a nivell em-
presarial.
Operacio´ cross-layer Operacio´ que afecta a me´s d’una capa del model OSI.
OpEx Despesa consequ¨ent de dur a terme un negoci, o del llanc¸ament d’un producte.
OWL Tambe´ conegut com a Web Ontology Language OWL, e´s un llenguatge de mar-
cat sema`ntic per publicar i compartir ontologies a trave´s d’internet. Tambe´ rep-
resenta una extensio´ de vocabulari de RDF. [4]
Quagga Suite de software lliure de routing desenvolupada per a plataformes Unix.
[20]
RDF Model esta`ndard que permet l’intercanvi de dades a trave´s d’internet. Aquest
model esta` basat en l’xml. [21]
Servlet Eina que permet executar un programa escrit en java des d’una pa`gina web.




AAA Authentication, Authorization and Accounting.
API Application Programming Interface.
CapEx Capital Expenditure.
CLI Command Line Interface.
EMS Element management system.
IP Internet Protocol.
NETCONF Network Configuration Protocol.
NMS Network Management System.
MTOSI Multi-Technology Operations System Interface.
OpEx Operating Expenditure.
PCE Process Control Engineering.
R+D Recerca i Desenvolupament.
RDF Resource Description Framework.
SNMP Simple Network Management Protocol.
SMS Service Management System.
UMLS Unified Medical Language System
WDM Wavelength-division multiplexing.
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