Introduction
Continuous microfiltration (CMF) is mainly employed for product classification, concentration, separation, and purification; it has been widely utilized in the field of environmental protection, food, chemical, and others [1] [2] [3] . Its non-ideal flux changes because of membrane fouling. Thus, accurately predicting the membrane flux change rule, timely adjustment of operating conditions and operation parameters, and long-term stable operation of the membrane system are of practical significance. Given the diversity of the micro filter system and the complexity of the pollution mechanism, no universally applicable models exist to predict the flux change rule of the pollution membrane. Chinese and foreign scholars have established micro filtration flux models based on phase separation in the membrane hole shrinkage jams, surface adsorption, sedimentary characteristics, and multi-effect synergy to describe concentration polarization, membrane pore blocking, congestion, and sedimentary layer factors [4] [5] [6] [7] . However, given the numerous parameters and complex process, relying on such models for optimization research at different operating conditions (temperature, pressure, etc.) is difficult. For this type of multi-factor, multi-level, nonlinear complicated problem, the accuracy is not ideal when linear models, such as linear regression, time series method, and index smoothing method, are used to solve problems [8] [9] [10] . Piron [11] and Guangmin Sun [12] introduced the improved neural network method for the prediction of microfiltration flux; the method, to a certain extent, overcomes the shortcomings of traditional methods. Considering that the neural network has many defects to overcome, a general-scale membrane system experiences difficulty providing sufficient data for sample training in the short term. Hence, the application of this method to a practical range is limited. The support vector machine (SVM) method has improved generalization capability for future samples and a good prediction effect despite the lack of data; however, the system structure is not very clear [13, 14] . Therefore, this article focuses on the method to establish a forecast model of the CMF system. The hybrid genetic algorithm is improved and coupled with the SVM method to construct an adaptive optimization algorithm for SVM model parameters and improve the prediction accuracy of microfiltration flux on the surface of the membrane. The effect of changes in membrane flux prediction of sudden water pollution in short-term adjustment is analyzed to provide a scientific basis and technical methods to optimize operation conditions. SVM SVM is a machine learning method based on statistical learning theory [15] . In SVM, an appropriate inner product function is defined to achieve a transformation of the input space to a high-dimensional space. In this new space, the optimal linear hyperplane space is obtained. The specific principle is as follows.
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Given that this method is based on structural risk minimization instead of empirical risk minimization, the training is equivalent to solving quadratic programming problems. The phenomenon of learning does not appear when a small sample is trained. Thus, the model has strong generalization capability, and its solution is the global optimal solution. The problem of local extremum does not occur.
Improved Hybrid Genetic Algorithm
The genetic algorithm is a random search method that refers to natural biological selection and natural genetic mechanisms. The algorithm has strong adaptability, robustness, and global search capability. However, it has several shortcomings, such as premature convergence and local optimum [16] . The simulated annealing algorithm is a method to solve extreme programming problems by simulating the cooling process of the classical particle system in thermodynamics. It has a strong local search capability, and the search process can avoid local convergence. However, the process of finding the optimal solution requires a high initial temperature, slow cooling rate, and low end temperature; thus, the optimization process requires much time [17] . In view of the advantages and disadvantages of the two algorithms, the simulated annealing operator was embedded in the genetic operations [18] and improved selection strategy and genetic operators in this study. The characteristics of implicit parallelism genetic algorithm and simulated annealing algorithm were effectively combined for global optimization to establish the accelerating genetic and simulated annealing algorithm (AGSA). The specific process is as follows. ① The size of the population was determined. The initial temperature, crossover rate, mutation rate, and other parameters were set. A real code was used to encode each state, and the initial population was randomly generated. ② The annealing penalty factor fitness function was combined, the fitness of each individual was calculated and decoded, and fitness evaluation was performed. ③ Genetic algorithms, such as crossover and genetic mutation manipulation, were used to optimize the initial population and produce new populations. ④ An optimal retention policy was introduced to train the new population through the simulated annealing algorithm. ⑤ After training the population, genetic selection manipulation, crossover, and mutation were applied to select and generate an excellent program group. ⑥ Determine whether to accelerate the iteration and if the termination conditions are satisfied. Return to step 1 until the conditions are met.
Model build
Based on SVM principles, the factors that have an impact on water production of the CMF system, such as temperature, pressure, and concentration, were selected as a sample input. Water production was selected as the sample output to constitute the SVM modeling sample data sets and establish the CMF water production forecasting model. Normalization method was selected to unify the sample data to [0, 1] and reduce the calculation error caused by different dimensions. The SVM model commonly utilizes kernel functions, including polynomial kernel, RBF kernel function, sigmoid, and radial kernels. Hsu [19] reported that the radial basis function (RBF) or polynomial kernel function is highly suitable for nonlinear problems. Therefore, the RBF radial basis function was used as a kernel function in this model.
Parameter Optimization and Computing
Determination of the punishment factor, insensitive loss parameters, RBF radial basis functions, embedding dimension, and other parameters has a direct impact on the final result of prediction accuracy. Hence, these parameters have to be identified and optimized. Given the existence of the premature convergence defect of the standard genetic algorithm, in this study, it was coupled with improved AGSA with the SVM prediction model to achieve model parameter adaptive optimization while maintaining speed and efficiency in solving the model. Maintenance of both characteristics facilitates the achievement of the model solution and prevents local convergence or premature convergence [16] to achieve the desired results. The specific steps are shown in Figure 1 .
Model validation

Test Equipment
A continuous microfiltration pilot system was investigated using test equipment with a daily capacity of 110 m 3 , as shown in Figure 2 . The main components of the system are as follows: microfiltration host, water supply system, backwash system, compressed air system, chemical cleaning system, PLC control system, and so on. The system, which contains four sets of independent control systems and membrane components, can be in parallel on the condition that four different water production membrane systems exist. Pilot tests were conducted using outside pressure type hollow fiber membrane modules at the reclaimed water workshop of the sewage treatment plant of TianJin RongCheng Iron & Steel Corp. The specific technical parameters are shown in Table 1 .
Sample Acquisition, Classification, and Input
The CMF system was observed in continuous experiments under different conditions, and the samples were built separately. The changes in operation parameters (e.g., pressure) in the process flow were recorded by a single membrane module in the continuous microfiltration system. Historical load data, which were of the same type as the prediction data, were selected as training samples. Among them, the first 24 groups of data were selected as the training sample set, and the next 24 groups of data were selected as the forecast validation sample set. The results are shown in Table 2 . For comparison, while training the established model, the same experimental data were used to train the neural network (BP model). 
Result Analysis Prediction Performance Evaluation
To test and compare the model, the accuracy and correlation of the model were analyzed by calculating R 2 (the correlation factor between predicted and measured values), mean absolute error (MAE), sum of squares due to error (SSE), and root mean square error (RMSE). The results are shown in Table 2 . The results show that the benefits of the trained AGSA-SVM model in comparison with the BP model are as follows: the prediction values agree well with the measured values, the model has remarkable correlation and better forecast capability, the model can overcome the shortcomings of the BP neural network (easily falls into the local minimum value), reduced prediction error, and improved prediction precision and accuracy.
Model Cross Validation
The leave-one out procedural test was performed to cross validate and compare the robustness of the CMF membrane system prediction model [20] . The membrane flux of the training sample set was separately predicted by hybrid genetic SVM algorithm and BP neural network method daily. The forecast results of cross validation are shown in Table 3 . The predicted and measured values of the correlation diagram are shown in Figure 3 . Table 3 In conclusion, comparison of two different prediction models, namely, neural network BP algorithm and AGSA-SVM, shows that AGSA-SVM is better than the BP algorithm in terms of model robustness and is more suitable for the prediction of and research on water production of the CMF system.
Conclusion
(1) Through improved select tactics and genetic operators, AG and SA algorithms were combined to form AGSA. A modified method to develop the flow rate prediction model of the CMF system was proposed based on improved hybrid genetic algorithm and SVM. A new self-adapting optimized algorithm was formed and applied to the SVM parameters. The hybrid genetic algorithm was utilized to perform variable selection, and SVM was utilized to construct prediction models. (3) The model developed by AGSA-SVM was compared with the model constructed by the BP neural network. The former showed optimal predictive capability and robustness, indicating that it is more suitable than the latter for the flow rate prediction of CMF. 
