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I n  t h e  study of weakly nonlinear systems, t h e  most u se fu l  
elements from t h e  theory of l i n e a r  non-homogeneous ordinary d i f f e r e n t i a l  
equations w i t h  autonomous homogeneous p a r t  a r e  1) t h e  v a r i a t i o n  of con- 
s t a n t s  formula, 2) t h e  decomposition of Euclidean space i n t o  the  d i r e c t  
sum of subspaces which are  invariant  with respect  t o  t h e  so lu t ions  of 
t h e  homogeneous system ( t h e  Jordan canonical form) and 3 )  sharp exponent ia l  
bounds on t h e  growth of solut ions on these  inva r i an t  subspaces. Once 
these  f a c t s  a r e  w e l l  understood, many problems i n  t h e  theory of s t a b i l i t y ,  
asymptotic behavior and nonlinear o s c i l l a t i o n s  can be discussed. 
For delay d i f f e r e n t i a l  equations of retarded type these t h r e e  con- 
c e p t s  have been developed and applied t o  problems o f  t h e  above 
type  ( see, f o r  example, C 11, C 21, C 3,41, C 3,6 I ,  C 7 1 ) 
For delay d i f f e r e n t i a l  equations of n e u t r a l  type, t h e  
theory  i s  not so  w e l l  developed even though some r e s u l t s  are 
contained i n  t h e  book of Bellman and Cooke [11. 
n e u t r a l  type, t h e  f i r s t  d i f f i c u l t y  a r i s e s  because t h e  de r iva t ive  
of a so lu t ion  occurs with a re tardat ion.  This leaves much freedom 
i n  t h e  choice of t h e  topology on the  so lu t ion  space as we l l  as on 
t h e  space of i n i t i a l  conditions.  The topology must be chosen 
I n  equations of 
i n  such a way as t o  ob ta in  solut ions which are a t  least  continuous 
wi th  respect  t o  t h e  i n i t i a l  data.  
may be e a s i l y  seen by consul t ing the  papers of Driver [ 8,9l where 
a gene ra l  exis tence and uniqueness theorm i s  given f o r  a r a t h e r  
broad class of n e u t r a l  equations. 
That such a choice i s  not obvious 
2 
O u r  approach i n  t h i s  paper i s  t o  inves t iga t e  a class 
of func t iona l  i n t e g r a l  equations i n  t h e  space o f  continuous 
functions.  This c l a s s  includes c e r t a i n  types of equations of 
n e u t r a l  type and does include some equations which a r i s e  i n  t h e  
appl icat ions.  For t h i s  c l a s s  of equations, we obtain prec ise  
analogues of t he  above s ta ted  proper t ies  of ordinary d i f f e r e n t i a l  
equations. Furthermore, t h e  decomposition of our  space i n t o  
invar ian t  subspaces i s  given i n  a way t h a t  i s  amenable t o  compu- 
t a t ions .  A s  spec i f i c  appl ica t ions  of t h e  theory, we give a s t a b i l i t y  
theorem and extend the  method of averaging t o  these  systems. 
The symbol [ ] i nd ica t e s  references i n  t h e  bibliography, 



















Let Rn be a r e a l  o r  complex n-dimensional l i n e a r  space of 
column vectors  with norm I - 1  and l e t  C([a,b],Rn) denote t h e  Banach 
space of  continuous funct ions from [a,b] i n t o  Rn with norm 
given by IICp\ \  [ a,b] = sup (lCp(0)l : 8 E [a,b]). 
negative number and l e t  C = C([- r ,O] ,Rn)  and \I.(( = ~ l * ~ ~ ~ - r , o l .  
‘I ‘‘I [ a, b] 
Let r be a fixed non- 
L e t  ;e ( [  a,b],Rn), 1 5 p < m, be t h e  set  of Lebesque i n t e g r a l  
P 
funct ions from [a,b] i n t o  Rn with t h e  norm of any Cp i n  Ip([a,b],Rn) 
defined by [ ~ ~ C p ( ~ ) l ~ d s ] ~ / ~ .  Also l e t  im([a,b],Rn) denote t h e  set  
of e s s e n t i a l l y  bounded measurable functions from [a,b] i n t o  Rn, with 
t h e  norm of m y  Cp i n  km([a,b],R ) given by ess.sup I C p ( G ) l .  We 





a b l e  funct ions i n t o  t h e  space of n x n matrices with t h e  norm defined 
i n  t h e  obvious way. 
Suppose T i s  a given r e a l  number. We a l l o w  T = -m and 
i n  t h i s  case t h e  i n t e r v a l  [ T , w )  denotes t h e  i n t e r v a l  (-m,m). Let 
g and f be continuous funct ions from [ T , w )  X C i n t o  Rn such t h a t  
f o r  each t E [ T , w )  t h e  funct ions f ( t , * )  and g ( t , * )  a r e  l i n e a r  
ope ra to r s  and t h e r e  e x i s t  p o s i t i v e  continuous funct ions K and L 
defined f o r  a l l  t 2 T such t h a t  
f o r  a l l  Cp E C and t E [ T , w ) .  
By t h e  Riesz representat ion theorem t h e r e  e x i s t s  n X n matrix 
4 
valued functions l.L and q defined on [ T , w )  X [ - r , O )  such t h a t  
f o r  all tp E C. Moreover f o r  each fixed t the  funct ions p ( t , * )  and 
v ( t , . )  are of bounded va r i a t ion  i n  [ - r , O ] .  
For any x E C ( [ - r , A ) , R n ) ,  A > 0, def ine  xt, 0 5 t < A, 
a s  the  element of C given by xt(e) = x ( t  + e) ;  t h a t  is ,  xt i s  
t h e  r e s t r i c t i o n  of x t o  t h e  i n t e r v a l  [t-r,t] sh i f ted  t o  [-r,O]. 
For any q E C and any u i n  [ T , w )  def ine  U(U,q) = 
q)(O)-g(u,q) .  
s ide r  t h e  following func t iona l  i n t e g r a l  equation 
For  any h, h E Zl ( [u ,v ) ,Rn)  fo r  every v i n  [U,=J), con- 
a)  x = q  
U 
n 
By a solut ion o f  (3)  we s h a l l  mean an element of 
U < A 5 a, t h a t  s a t i s f i e s  t h e  r e l a t i o n s  i n  (3).  
C ( [ u - r , A ) , R  ), 
We s h a l l  r e f e r  t o  tp 
a s  the  i n i t i a l  funct ion and t o  u as t h e  i n i t i a l  time. 
If f and g are independent of t then (3) w i l l  be  called 
autonomous and otherwise non-autonomous. I f  h = 0 t h e  equation ( 3 )  
w i l l  be called homogeneous and otherwise non-homogeneous. 
. 
I 
I f  g 0 then (3) i s  equivalent t o  the  func t iona l  d i f f e r e n t i a l  equa- 
t i o n  of retarded type 
k ( t )  = f ( t , x t )  + h ( t )  
with i n i t i a l  funct ion a t  t = u given by cp. 
If f 0 and h = 0 then equation (3) i s  a func t iona l  
d i f fe rence  equation of re tarded type, and i n  particular, includes d i f -  
ference equations. For both f and g not i d e n t i c a l l y  zero, equation 
(3) corresponds t o  a func t iona l  d i f f e r e n t i a l  equation of n e u t r a l  type. 
Indeed, formal d i f f e r e n t i a t i o n  of t h e  equation y i e lds  
A 
where f = ag/& + f and kt i s  defined by k ( e )  = k(t+8),  -1 5 8 5 0. 
Also, if one begins with (4)  and def ines  a so lu t ion  with i n i t i a l  func- 
t i o n  cp a t  u t o  be a continuous funct ion s a t i s f y i n g  (4)  almost every- 
where, then an in t eg ra t ion  y ie lds  (3)  with 
t 
y(u,cp) = cp(0)-g(u,cp). 
N o t i c e  t h a t  a l l  d i f f e r e n t i a l  d i f fe rence  equations of n e u t r a l  
type with va r i ab le  coe f f i c i en t s  and constant re ta rda t ions  can be wr i t t en  
i n  t h e  form (3) provided t h e  coe f f i c i en t s  of t h e  terms involving the  
de r iva t ives  have an, in tegrable  f i r s t  der iva t ive .  
Also, equation (3) contains as a s p e c i a l  case some d i f f e r e n t i a l  
d i f f e rence  equations of n e u t r a l  type with va r i ab le  l ags  provided t h a t  
t h e  l ags  are bounded and s a t i s f y  some other  reasonable conditions.  For 
b 
example, the equation 
form (3) if B, b > 0, y are continuous, is integrable and there is 
a constant r 2 0 such that t-r S p(t) 5 t, t-r 5 U(t) 5 t. 
:(t) = k(@(t)) + ;((U(t)) can be written in the 
These last remarks are precisely the reason for considering 
equation (3). 
then the first problem encountered are precise definitions of a solu- 
t i v n  and the topology to be used on the space in which the solutions 
lie. To discuss (4) the topology must include information about the 
derivatives of functions whereas (3) can be discussed in the simpler 
space C. 
It one attempts to discuss the equation (4) directly, 
Equation (3) would also include equations of advanced type 
unless some further restriction is made on the function g. This is 
due to the fact that the measure 
8 = 0 equal to the identity for some values of t. To avoid this 
difficulty, we shall assume that the measure 
at zero. 
continuous, nondecreasing function 6 defined on [O,cO] for some 
p(t,8) in (2) may have a jump at 
p is uniformly nonatomic 
More precisely, we assume that there exists a nonnegative, 
0 < & S r such that 
0 
( 5 )  6 ( 0 )  = 0 and 
for all cp E C, t E [ ‘ r ,~ )  and all s E [O,&,].  In some cases it w i l l  
be necessary to further restrict p. 
Observe that the solution x(t,u,cp) of (3) with initial func- 
tion cp at u satisfies 
7 
t z s z a  
provided a l l  t h e  above so lu t ions  e x i s t  and are uniquely defined by 
i n i t i a l  values. 
Also, a t  times it w i l l  be necessary t o  consider so lu t ions  of 
(3) t h a t  a r e  matrix valued. 
and g by (2 )  when cp i s  a continuous n X n matrix valued funct ion 
of  t h e  s c a l a r  8, 8 E [-r,O]. 
I n  t h i s  case w e  de f ine  t h e  a c t i o n  of f 
8 
11. THE GENERAL LINEAR EQUATION. 
This s ec t ion  d e a l s  with the  general  non-autonomous equation 
I(3). Existence and uniqueness of so lu t ions  and v a r i a t i o n  o f  constants  
formula a re  discussed. 
n 
THEOREM 1. For any given cp E C, u E [ T , w )  and h, where h E ;el( [ U,V) , R  ) 
t h e r e  e x i s t s  a unique function x(u,cp) defined f o r  every v i n  [ u , ~ ) ,  
--- -
- -- -
and continuous on [ u - r , w )  t h a t  sa t i s f ies  I(3). ---- -
PROOF. Suppose K ( t ) ,  L ( t )  a r e  defined by I(1) and 6(s), s i n  
[ O F O 1  i s  defined by I (5) .  Let B > u be any f ixed p o s i t i v e  number 
and l e t  $ and LB be t h e  supremum on [a,@] of  K ( t )  and L( t ) ,  
respectively.  Choose A > 0 so t h a t  S(A)+L A < 1 and U+A < B, 
A < &o.  L e t  r = ( y  E C([a-r,u+A],R ) : yu = c p )  , and f o r  any y 
i n  r, define 
B 
n 
LU(u,cp)+g(t,yt)+l f (s ,ys)ds+l  h ( s ) d s ,  u < t 5 U+A 
U U 
Clea r ly  I F C  r. For any y and z i n  P 
9 
and so I i s  cont rac t ing  i n  I?. Thus, I has a unique fixed poin t  i n  
I?, which implies 
[a-r,u+A]. But A i s  a constant independent of  t h e  norm of cp and 
t h e  so lu t ion  can be extended t o  
r e l a t i o n  1(6). Since p was a r b i t r a r y  t h e  theorem i s  proved. 
I(3) has a unique continuous so lu t ion  defined on 
[a-r ,@] by use of t he  above and 
I f  t h e  operators  f and g do not increase too f a s t  with 
t 
Indeed one has 
we would expect t h a t  t he  solut ions of I(3) a r e  exponent ia l ly  bounded. 
cp E C and a l l  t E [ T , w )  where K and L a r e  constants.  Then 
t h e r e  e x i s t  constants  a, b and c such t h a t  f o r  any (I i n  [T,w)  
-- - - -
- ---- ---
PROOF. I n  t h i s  proof, we l e t  xt designate  xt(U,cp). Let M be such 
t h a t  K+M > 1, I Y(t,cp)l S 4IcpII f o r  a l l  t E [ T , m ) ,  cp E C, and l e t  A 
be a pos i t i ve  constant  such t h a t  
and 
1 - 6 ( A )  > 0. Define b = (1 -6(A))-' 
a = (K+M)(L6(A))-'. For any t E [u,u+A] one has 1 g ( t , x t ) (  5 
KlIcpII + 6(A)llXtlI and so 
Since K+M > 1 and xu = cp, t h e  right-hand s ide  is an upper bound f o r  
10 
( 1  xtll. 
inequal i ty ,  we obtain 
Solving t h e  r e s u l t i n g  inequa l i ty  f o r  ( 1  xt(( and applying Gronwall’ s 
We s h a l l  now show by an induction argument t h a t  t h e  above 
inequa l i ty  i s  va l id  f o r  a l l  t 2 a provided bL i s  replaced by a 
l a r g e r  constant. Let c be so l a r g e  t h a t  ae  (bL-c)A 5 1 and c > bL. 
Assume t h a t  
From t h e  above, t h i s  assumption i s  t r u e  i f  k = 1. If t E [a+kA,a+(k+l)A], 
then t h e  above estimate y i e l d s  
and by t h e  induction hypothesis 
This completes t h e  proof of t h e  lemma. 
11 
COROLLARY 1. Let x( *,a,cp,h) 
i n i t i a l  funct ion cp a t  - u 
be the unique so lu t ion  of I(3) with - --- - -
forcing funct ion h E gl([u, tJ ,Rn) .  
tl and u, x( t l , u ,* ,* )  2 5 continuous funct ion from -For fixed --
PROOF. The co ro l l a ry  i s  obvious from lemma 1 i f  f and g admit a 
constant  bound as required by t h e  lemma. Since chapging f and g 
f o r  t 2 tl does not e f f e c t  t he  value of t h e  so lu t ion  i n  [u,t,] one 
can def ine  new f' and g' t o  be i d e n t i c a l  t o  f and g f o r  
u 5 t 5 tl and t o  equal f ( t l ,* )  and g ( t l , * )  f o r  t Z tl. Applying 
t h e  above theorem t o  equation I (3)  with f and g replaced by f' 
and g9 y ie lds  t h e  r e s u l t .  
The next problem i s  t o  obtain a va r i a t ion  of constants  formula 
f o r  t h e  so lu t ions  of  I (3) .  This i s  accomplished by observing t h a t  t h e  
so lu t ions  of I(?) a r e  l i n e a r  operators  on t h e  forc ing  funct ion h. I n  
p a r t i c u l a r  we have: 
THEOREM 2. (Var ia t ion  of Constants Formula). If x(u,(P,h) is t h e  
so lu t ion  0-f I (3)  w i t h  fo rc ing  function h e 'e l([u,v),R ), 
- - - -  
n 
h, where 
for all v B 0, and i n i t i a l  value cp i n  C a t  u, then -- - - - -
2 n 
where- U ( t , s )  is defined f o r  T 5 s d t+r, U ( t , * )  E f.,([u,t],R ) for 
- each t, U ( t , s )  = + dW(t,s)/ds - ".e., where W(t,s) t h e  unique 
12 
W S ( ' , S )  = 0 
PROOF. Let h E i l ( [ u , t ] , R n )  and l e t  u(*,u,h) be t h e  so lu t ion  of  
I(3) t h a t  s a t i s f i e s  uu = 0. For fixed t and u it follows from 
Corol lary 1 t h a t  u ( t , u , * )  i s  a continuous l i n e a r  operator from 
n Z l ( [ u , t ] , R  ) i n t o  Rn. 
matrix valued function U * ( t , u , * ) E  i w ( [ u , t ] , R  ), t 2 6, such t h a t  
So t h e r e  e x i s t s  (see [lo]) an n X n 
n2 
t 
u(t,U,h) = J U*(t,U,B)h(B)de . 
(r 
n 
L e t  cx be i n  [ u , t ]  and l e t  k be any element of Ll([u, t ] ,R ) t h a t  
sa t i s f ies  k(8) = 0 f o r  8 E [u , a ] .  Then u(t ,u,k) = u(t ,a,k),  t Q, 
and U*( t ,u ,B)  = U * ( t , a , B )  a.e. Since a i s  an a r b i t r a r y  element of 
[ u , t ] ,  it follows t h a t  U* i s  independent of u. Define U ( t , B )  = 
u*(t,u,e), t E [ T , = J ) ,  e E [ ~ , t ] ,  u ( t , e )  = o f o r  t I e 5 t+r. For 
any s i n  [ T , = J ) ,  l e t  W(t,s) = -/ U(t,B)de f o r  t Z s and W(t,s) = 0 
f o r  t E [s-r ,s] .  Clear ly  W s a t i s f i e s  (2a ) ,  (2b) and U i s  given as 
t 
S 
s t a t ed  i n  the  theorem. 
COROLLARY 2. If f and g - a r e  independent'of .- t then --
2 
U E 2 , ( [ - r , t ) ,Rn  ), f o r  each t --where U i s  def ined on [-r,-), 
[ - r , w ) ,  U ( t )  = -dW(t)/dt a.e. - -  - and W s a t i s f i e s  
- - -
14 
111. - THE AUTONOMOUS, HOMOGENEOUS EQUATION. 
I n  t h i s  sect ion we study equation I ( 3 )  when f and g a r e  
independent of t and h = 0. Since, f o r  t h e  autonomous case it i s  
no r e s t r i c t i o n  t o  choose t h e  i n i t i a l  t i m e  u = 0, we consider 
a)  x = c p  
b)  x ( t )  = dcp) + g(xt) + ,/ f (xs )ds  f o r  t 2 0 
0 
( 1) t 
0 
where p and 7 a r e  funct ions of bounded v a r i a t i o n  i n  [ - r , O ] .  
The a i m  of t h i s  sect ion i s  t o  study t h e  behavior of t h e  solu- 
t i o n s  i n  C. By some general  r e s u l t s  from func t iona l  ana lys i s  we a r e  
ab le  t o  introduce coordinates i n  C i n  such a way t h a t  t h e  behavior of 
t h e  solut ion of 1) on c e r t a i n  f i n i t e  dimensional subspaces a r e  determined 
by ordinary d i f f e r e n t i a l  equations. 
t hese  subspaces i s  given t h a t  i s  amenable t o  computations. 
An e x p l i c i t  cha rac t e r i za t ion  of 
I f  cp i s  any given funct ion i n  C and x(cp) i s  t h e  unique 
so lu t ion  of (1) with i n i t i a l  funct ion 
mapping T ( t ) :  C -+ C, f o r  each fixed 
cp at zero then we de f ine  a 
t, by t h e  r e l a t i o n  
15 
(3) 
The following lemma i s  an immediate consequence of t h e  d i s -  
cussion i n  sec t ion  11. 
forms a s t rongly  continuous, LEMMA 1. The family { T ( t ) )  
semi-group of bounded l i n e a r  operators from C i n t o  i t s e l f  f o r  a l l  
t 2 0. 
t E [O,m] -- -
- - - --
Since T ( t )  i s  s t rongly  continuous we may def ine  t h e  in f in -  
i t e s i m a l  operator  A of T ( t )  ( s ee  H i l l e  and P h i l l i p s  [ l l ] ,p .306)  as 
1 
t Aq = l i m  - [T(t)cp-cp] t + o  
(4)  
whenever t h i s  l i m i t  e x i s t s  i n  t h e  norm topology of C. The i n f i n i t e s i m a l  
generator of  T ( t )  i s  t h e  smallest  closed extension of A. By t h e  
s t rong  cont inui ty  of T ( t )  on [O,m)  it follows t h a t  t h e  in f in i t e s ima l  
generator and i n f i n i t e s i m a l  operator a r e  t h e  same ( s e e  corol lary,  
p. 344 and Theorem 10.61, p. 322 of H i l l e  and P h i l l i p s  [ll]). From t h e  
above remarks and Theorem 10.3.1 of H i l l e  and Ph i l l i p s ,  page 307, t h e  
domain , f l ( A )  of  A, i s  dense i n  C and t h e  range %(A) o f  A i s  
C.  These remarks allow us t o  compute A d i r e c t l y  from (4). I n  f ac t ,  
we have 
LEMMA 2. The in f in i t e s ima l  - generat o r  A of - t he  - semi - group 
16 
and i t s  domain ;J(A) a r e  given by 
- - - .  --- 
Moreover, /')(A) i s  dense i n  C -9 and - f o r  cp € , & ' ( A ) ,  ---
d - T ( t ) q  = T ( t ) A q  = A T ( t ) q  . (6) d t  
PROOF. Suppose cp i s  i n  ,T"'(A). Since T( t ) cp (B)  = c p ( t + B )  when 
-r 5 t + B  5 0, it follows d i r e c t l y  from t h e  d e f i n i t i o n  (4)  t h a t  
(Acp)(8) = $(e+) f o r  8 E [ - r , O ) ,  where @(e+) i s  t h e  right-hand 
d e r i v a t i v e  of cp a t  8. 
Since l i m  ~ O+[T(t)cp-cp]/t ex is t s  f o r  cp i n  ,&(A), t h e r e  
a r e  constants a and B such t h a t  IIT(t)cp-cp(( 6 p t  f o r  t E [ O , C X ) .  Thus 
1 x(t+Q>-V(e)l 5 B t  f o r  t F. [O,a) and 8 E [ -r,O]. This implies 
0 
tends t o  J dp(8)@(8+) as t + O +  s ince  
-r 
From l ( b ) ,  it follows immediately t h a t  
Since &Cp must be i n  C it follows t h a t  dcp(B)/dB e x i s t s  and 
i s  continuous. 
and P h i l l i p s  [ 111, page 308. 
The r e s t  of t he  lemma follows by Theorem 10.3.3 of H i l l e  
We s h a l l  now proceed t o  analyze the  spectrum of a. Let B 
be any l i n e a r  operator of  a Banach space 8 i n t o  i t s e l f .  The resolvent 
s e t  p(B) i s  defined a s  the  s e t  of A i n  t he  complex plane f o r  which 
(AI-B) has a bounded inverse i n  a l l  of t 8 .  The complement of p(B) 
-
i n  t h e  A-plane i s  cal led the  spectrum of B and i s  denoted by U ( B ) .  
The point  spectrum, Pa(B), cons is t s  of those X i n  a(B) f o r  which 
(XI-B) does not have an inverse. The points  of B ( B )  a r e  ca l led  
eigenvalues of B and t h e  nonzero Cp E a such t h a t  (XI-B)(p = 0 a re  
ca l led  eigenvectors of a. The n u l l  space B(B) of B i s  t h e  set 
of a l l  cp E 8 f o r  which @ = 0. For any given A E a(B) t h e  generalized 
eigenspace of 
containing t h e  subspaces 
A i s  defined t o  be the  smallest  closed subspace of 78 
and w i l l  be denoted k %( AI-B) , k = 1,2,. . ., 
by r n A ( B ) .  
One of our ob jec ts  i s  t o  determine the  nature  of a(A) and 
a( T ( t ) ) .  We would hope t o  discuss  most of t he  proper t ies  of T ( t )  
by using only proper t ies  of t h e  known operator A. 
THEOREM 1. Let A be defined as i n  Lemma 2, then a ( A )  = B ( A )  and 
A E a ( A )  i f  and o n l y  i f  A s a t i s f i e s  t he  c h a r a c t e r i s t i c  equation 
- A --- - -
-- - -
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T h e  roo t s  of (7 )  have r e a l  parts bounded above 
t h e  generalized eigenspace %!,( A ) is f i n i t e  dimensional. F i n a l l y  
if 
k and C = 1)7( A - X I ) k  @ %( A - X I )  , where @ 9 the d i rec t  u. 
Moreover 
gtX( A )  a n d  SA( A ) ;  that e, T ( t ) q (  A )  C m,( A ) ,  T ( t ) # X (  A )  C gX( A )  
for _all t 2 0. 
for any X E a( A ) ,  
-
k A i s  - - - -  a root  of (7 )  - of m u l t i p l i c i t y  k, then -m,( A )  = %(AI- A )  - 
-
T ( t )  - i s  completely reduced by the  - two -- l i n e a r  -manifolds 
PROOF. To prove t h a t  a( A )  = Pa( A ) ,  we show t h a t  t h e  resolvent  s e t  
p ( A )  cons i s t s  of a l l  X except those t h a t  s a t i s f y  (7)  and then show 
t h a t  any X s a t i s f y i n g  (7)  i s  i n  Pa( A ) .  The constant X w i l l  be i n  
p ( A )  i f  and only i f  t h e  equation 
has a solut ion cp i n  /( A )  f o r  a l l  JI i n  C and t h e  so lu t ion  depends 
continuously on JI. Thus, we must have + ( e )  - W ( 0 )  = *(e), 8 E [-r,o1; 
t h a t  is, 
But, cp w i l l  be i n  J (  A )  
y ie lds  
i f  and only if @(O)  = g ( 6 )  + f(9) and t h i s  
-r 0 
Thus, i f  
any + i n  C and t h e  so lu t ion  i s  a continuous l i n e a r  operator on C. 
This operator, ca l l ed  t h e  resolvent  operator, w i l l  be  denoted by 
and i s  given by 
d e t  A ( X )  f 0, (9) and (10) show t h a t  (8) has a so lu t ion  f o r  
(A-XI)-’  
8 E [ - r , O ]  
where b i s  given by (10) and d e t  A ( h )  f 0. Hence p( A )  3 (h:det n(X) fO) .  
If de t  A( h)  = 0, then (9) and (10) imply t h e r e  e x i s t s  a nonzero 
so lu t ion  of (8) f o r  JI = 0; t h a t  is, X i s  i n  F u ( A ) .  This proves t h e  
f i r s t  p a r t  of t h e  theorem. 
A s  we have seen, i f  X i s  such t h a t  d e t  A ( X )  = 0 and b i s  
such t h a t  A(X)b = 0, then be” i s  an eigenvector of A and every 
eigenvector i s  of t h i s  form. But then x ( t )  = e b i s  a so lu t ion  of (1) 
and hence by Lemma II(1) t h e  r e a l  p a r t s  of t h e  r o o t s  of (7)  a r e  bounded 
above. 
X t  
For f ixed k, any element of  % ( A  - X I ) k  i s  o f  t h e  form 
and s ince  t h e r e  a r e  only a f i n i t e  number of l i n e a r l y  ck-1  i AB 
independent vectors  ai t h e  space % ( A  - X I ) k  i s  f i n i t e  dimensional. 
8 e ai i = O  
Since d e t  &X) i s  an e n t i r e  funct ion of X i s  follows t h a t  
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( A - X I ) - ’  i s  a meromorphic function with poles only a t  t h e  zeros o f  
d e t  ax). 
t h a t  i f  X i s  a zero of order k > 0 of d e t  ax) then 
C = (37( A - X I )  @ E (  A - X I )  . Furthermore, s ince  A and  T ( t )  commute 
f o r  a l l  t Z 0 it follows t h a t  T ( t )  i s  completely reduced by t h e  
two l i n e a r  manifolds S ( A - X I ) k  and f( A-XI) . Thus t h e  theorem 
Thus we can apply Theorem 5.8-14 of Taylor [12] t o  conclude 
k k 
k 
i s  proved. 
Now l e t  us consider t hese  spaces i n  more de t a i l .  Let 
mX( A )  = %( A - X I )  k X be a b a s i s  f o r  and l e t  Qx = (Vl, ...,Tt). X (PI, - ’(Pd 
Since A m x (  A )  2 mX( A ) ,  t h e r e  e x i s t s  a d X d matr ix  Bx such 
t h a t  A a X  = QXBX and t h e  only eigenvalue o f  Bx i s  X. From t h e  
d e f i n i t i o n  of A and t h e  r e l a t i o n  A D X  = QXBx it follows t h a t  
@,(e) = OX(0)e 
BXe . From t h i s  f a c t  and ( 6 ) ,  one obtains  
This r e l a t i o n  permits one t o  de f ine  T ( t )  on 11)7 ( A )  f o r  a l l  values 
of t E: (-m,-), and so on a generalized eigenspace t h e  equation (1) has 
t h e  same s t r u c t u r e  as an ordinary d i f f e r e n t i a l  equation. By repeated 
appl icat ion of t h e  same process one ob ta ins  
x 
COROLLARY 1, Suppose A i s  a f i n i t e  s e t  ( hl, . . .,A ] of eigenvalues 
P - - - -  
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), B A =  diag(B ,... B ), where, Q 
A1 ’ hp of (1) and l e t  
and i s  a basis f o r  ( A )  and B i s  t h e  matr ix  defined by 
QA = - -, 
X i  X i  - - -  - - - - -  
AQXi = @kiBki, i = 1,2,. . . ,p. Then t h e  only  eigenvalue cf BXi ii 
hi and f o r  any vector a of - t h e  -- same dimension OA, the so lu t ion  ---- 
T ( t )Oa with i n i t i a l  value QAa a,t t = 0 may be defined - - .- - 
by t h e  r e l a t i o n  - -  
T (t)Q a = cp e BAt a , @,(e) = @,(o)e BAe , e E [-r,o] . 
(13) A A 
Furthermore t h e r e  e x i s t s  g subspace Q of C such t h a t  T ( t)QA& QA 
for a l l  t Z 0 and 
A --
C = P A @ Q A ,  P A -  ( c p  E C: cp = QAa , for some f ixed vector a}. (14) 
This c o r o l l a r y  gives a very c l e a r  p i c t u r e  of t h e  behavior of 
t h e  so lu t ions  of (1). 
behaves much l i k e  an ordinary d i f f e r e n t i a l  equation. 
t i o n  o f  C allows one t o  introduce a coordinate system i n  C which 
p l ays  t h e  same r o l e  as t h e  Jordan canonical form i n  ordinary d i f f e r e n t i a l  
equations . 
I n  f a c t  on the  generalized eigenspaces t h e  system 
The above decomposi- 
R ~ ~ O T P  ~ b t ~ i ~ i ~ g  e t mstesfor ~ ( t )  02 t h e  ~ ~ ~ p I - z ~ ~ ~ t ~ i - > -  SI&- 
space QA, we give an e x p l i c i t  character izat ion f o r  QA. This could be 
obtained from t h e  general  theory of l i n e a r  operators, by means of a 
contour in t eg ra l ,  bu t  we p re fe r  t o  give t h i s  r ep resen ta t ion  i n  terms 
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of an operator "adjoint" t o  A r e l a t i v e  t o  a cer ta in  b i l i n e a r  form. 
This  method leads t o  ease i n  computations and a l s o  provides a language 
more familiar t o  d i f f e r e n t i a l  equat ionis ts .  Let C* = C([O,r],Rn*) 
where Rn* i s  t h e  n-dimensional l i n e a r  vector space of row vectors.  
For any Cp i n  C, def ine 
fo r  a l l  those a i n  C* f o r  which t h i s  expression i s  meaningful. I n  
pa r t i cu la r ,  ( a , ~ )  w i l l  have meaning i f  a i s  continuously d i f f e ren t i ab le .  
The motivation f o r  t h i s  b i l i n e a r  form i s  not easy t o  understand, bu t  
it was f irst  encountered i n  t h e  proof of Theorem 1. 
( 8 ) ,  (g), (10) show t h a t  (A-XJ)Cp = J, has a so lu t ion  i f  and only i f  
( a e  I,$) = 0 f o r  a l l  row vectors  a f o r  which aA(A) = 0. 
I n  fact, equations 
-A* 
Without f u r t h e r  ado, we use t h i s  b i l i n e a r  form t o  t r y  t o  
determine an operator A* with domain dense i n  C* such t h a t  
I f  we suppose a has a continuous f i r s t  de r iva t ive  and 
perform t h e  standard type of ca l cu la t ions  using an in t eg ra t ion  by 
par t s ,  one shows t h a t  (16) i s  s a t i s f i e d  i f  
of A* a r e  defined by 
A* and t h e  domain &(A*) 
(A%)( s )  = -da( s ) /d s  , 0 5 s 5 r 
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(1n) ,d(A*) = {a E C*; & E C*, 
0 0 
-&(o) = -J &(-e)ap(e) + J a( -e )aq(e) )  , 
-1 -r 
Hereafter,  we w i l l  t ake  (17) a s  t h e  def in ing  r e l a t i o n  f o r  A* and 
r e f e r  t o  A* as t h e  ad jo in t  of A r e l a t i v e  t o  t h e  b i l i n e a r  form (15). 
For any a i n  C*, consider t h e  equation 
and designate  t h e  so lu t ion  of  (18) by 
T*( s), s 5 0, defined by 
y(ol), then t h e  family of operators  
i s  a s t rongly  continuous ys( a) = T*( s)a ;  s 5 0, 
semigroup f o r  which (-A*) i s  t h e  in f in i t e s ima l  generator.  We s h a l l  
r e f e r  t o  (18) as t h e  equation adjoint  t o  (1). 
Observe t h a t  0 i n  &(A*) implies t h a t  t he  so lu t ion  y(a)  
of (18) on (-..,.I i s  continuously d i f f e r e n t i a b l e  and 
f o r  s 5 0. 
LEMMA 3 .  Suppose y( a), a E J(A*), -- i s  t h e  so lu t ion  of (18) on (-=,r] 
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and x(cp) -- i s  t h e  so lu t ion  of .- t h e  - nonhomogeneous equation -- 
Then f o r  any v 2 0, ---
t t - v  
PROOF: For s impl i c i ty  i n  notation, l e t  z = y ( a ) ,  t S v, x = 
xt(cp), t 2 0. Since a i s  i n  &(A*), z ( t )  i s  continuously d i f f e r e n t -  
able and s a t i s f i e s  (19) f o r  t 4 v. 
fact  t h a t  x(cp) s a t i s f i e s  (20), one shows very e a s i l y  t h a t ,  f o r  0 5 t S V, 
t 
From t h e  d e f i n i t i o n  (15) and t h e  
t 
Consequently, ( z  ,xt) i s  d i f f e r e n t i a b l e  i n  t and a simple c a l c u l a t i o n  
y i e lds  I n t e g r a t i n g  t h i s  expression 
from o t o  v 
t d ( z  ,x t ) /dt  = z ( t ) h ( t ) ,  0 4 t d v. 
y i e l d s  t h e  formula (21)  which proves Lemma 3. 
LEMMA 4. h, i s  i n  u ( A )  i f  and only i f  X i s  i n  u(A*). T h e  
operator A* has only po in t  spectrum and f o r  amy X i n  u(A*), 
-- - -  - - - -  - -  
---. - -- c
t h e  generalized eigenspace of  X i s  f i n i t e  dimensional. - - --  
A =  k 
PROOF: The last  p a r t  of t h e  lemma i s  proved exac t ly  as i n  Lemma 2 
and t h e  f irst  p a r t  follows from the observation t h a t  X i s  i n  a(A*) 
if and only i f  a:(@) = emMb where b i s  a nonzero row vector  
s a t i s f y i n g  b a X )  = 0. 
P1 P2 ... Pk 
0 P1 .. . Pkml 
LEMMA 5.  A necessary and su f f i c i en t  condi t ion f o r  - t h e  - *  equation - -
(22) ( A - l ~ I ) ~ c p  = $ 
t o  have a so lu t ion  cp i n  C, or, equivalently,  t h a t  + i s  i n  
&(A-XI)k  i s  t h a t  (a,$) = 0 -- for  a l l  a: %(A*-XI) &o, 
d i m  W A - X I )  = d i m  Q(A*-XI)k f o r  - every k. 
.- -- - - - --  
k -- 
k 
PROOF: F i r s t ,  we introduce some notation. With the  matr ix  A ( X )  
given i n  ( 7 ) ,  we def ine  t h e  matrices P as 
j 
and t h e  matr ices  A, of  dimension kn X kn as 
n 
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Let us a l s o  def ine funct ions p j  by 
(-S)k-j  e - kS , O S s 5 r , j = 1 , 2  ,..., k .  
( 2 5 )  B j b )  = 
(k- j ) !  
d k 
de If (22) i s  t o  have a solution, then necessar i ly  
-r L 8 S 0, o r  
(- - k) Cp(8) = $ ( e ) ,  
are a r b i t r a r y  n-dimensional column vectors  which must 
where the 'j+l 
be determined s o  t h a t  cp belongs t o  .&(A-kI)k. We now der ive  these  
condi t ions on t h e  rj. 
A simple induction argument on m shows t h a t  
f o r  0 6 m 5 k-1. 
Next, observe t h a t  cp belongs t o  ,4 (A-SI)k  i f  and only i f  
c p ( m )  belongs t o  &(A-kI),  m = 0,1,. . .,k-1. 
d i f f e ren t i ab le  cp belongs t o  &(A) if and only if o ( 0 )  = g(6)+f(Cp), 
it follows from the  d e f i n i t i o n  of t he  func t ion  Cp (m)  
P 
Since a continuously 
and t h e  matr ices  
t h a t  CP'~), m < k-1, belongs t o  &(A) i f  and only i f  
i 
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i s  t h e  n X n i d e n t i t y  matrix and ( , ) i s  t h e  b i l i n e a r  I n  where 
form defined i n  (13). Since @ (k-l)(0) = XYk+$(0), it follows t h a t  
(p(k-l) belongs t o  <$(A) if and only i f  
If we introduce t h e  addi t iona l  no ta t ion  y = col(  yl, . . . , yk), 
B = diag(p1In, ...,@ I ), then equation (22) has a so lu t ion  i f  and only 
i f  y s a t i s f i e s  t h e  equation A k r =  -(B,$). But t h i s  equation has a 
so lu t ion  i f  and only i f  b(B,q) = (bB,$) = 0 f o r  a l l  row vectors  b 
s a t i s f y i n g  bA = 0. On t h e  other hand, ca l cu la t ions  very similar 
t o  t h e  ones above show t h a t  a function a: i n  C* belongs t o  (I1(A*-XI) 
i f  and only i f  Q = bB f o r  some b s a t i s f y i n g  b% = 0. It i s  c l e a r  
from t h e  above t h a t  d i m % ( A - k I ) k  = d i m  %(A*-XI)k f o r  every k and 
t h i s  completes t h e  proof of t he  lemma. 
n n  
k 
I n  t h e  proof of t h e  above lemma, we have a c t u a l l y  character ized 
S ( A - X I ) k ,  S ( A * - X I ) k  i n  a manner which i s  convenient f o r  computations. 
I n  f a c t ,  
6~~ = 0, 6 = row( 6,-,, . ., S,)}, 
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where %, pj, j = 1,2 ,..., k, are defined 
An important implication of the 
by (23 ) , ( 24), ( 25)  
preceding lemma is 
THEOREM 2.  For h in u(A), let Yx = Col( $ 
be bases for m x ( A ) ,  mica*), respectively, a n d  let 
i, j = 1,2,. . . ,p .  .Then ( Yx,Qx) 
the identity. The decomposition - of C given b~ Lemma 2 may be written 
explicitly - as
. . . ,$p), Qx = (Cp, . . . ,Cp ) 
J 
is nonsinwlar and _may be - taken .-, - to be -
1’ P - -
(Yx,Qx) = (qi,Cp.), ---
- -
k 
PROOF: If k is the smallest integer for which m x ( A )  = WA-AI) 
then Lemma 5 implies that S ( A - X I )  = Qh. If there is a p-vector a 
such that 0 = ( Yx,Ox)a = ( Yx,@xa), then Q a belongs to both 
g ( A - A I ) k  and Z ( A - h I ) k  which implies by Lemma 3 that Oha = 0 and, 
thus, a = 0. Consequently, (Yx,Ox) is nonsingular and a change of 
the basis Yx will result in the identity matrix f o r  ( Y x , Q L ) .  The 
remaining statements in the lemma are obvious. 
k 
x 
It is interesting to note that (Yx,Qx) = I and A*Yx = BZYL, 
implies B* = B In fact, h. A’ AQx = QxBx 
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Bh ( Y  AQh) = ( Y  Q B ) = ( Y  Q )Bh = A' A' x x A' X 
The following lemma i s  a l so  convenient. 
The proof of t h i s  i s  not d i f f i c u l t  bu t  ted ious  and may be 
supplied as i n  [?I .  
If A = { Al,. . ., Ap] i s  a f i n i t e  s e t  of c h a r a c t e r i s t i c  values  
of  (1); t h a t  is, A . E  a(A), we l e t  
r n ~ . ( A ) ,  A . E  A and r e f e r  t o  t h i s  s e t  as t h e  generalized eigenspace of 
(1) associated with A. I n  a similar manner we def ine  P i =  
mAl(A*) @ . . .@mp(A*)  
equation (18) associated with h If ,O Y a r e  bases  f o r  Pn,T, 
respec t ive ly ,  
PA be t h e  l i p e a r  extension of t h e  
J 
J J 
as t h e  generalized eigenspace of t h e  ad jo in t  
6' 
(5  ,aA). = I, then 
and, therefore ,  f o r  any cp i n  C 
When t h i s  p a r t i c u l a r  decomposition of 
express t h i s  by saying t h a t  C i s  decomposed by h 
C i s  used, we s h a l l  b r i e f l y  
O u r  next ob jec t ive  i s  t o  perform t h e  above decomposition on 
t h e  v a r i a t i o n  of constants  formula f o r  t h e  so lu t ion  of (20). 




x(t+e,u,q,h) = x(t+Q,u,cp,O) + 1 U(t+B-s)h( s )ds  
U 
= x(t+B,a,q,O) + J [dsW(t+B-s)]h(s), t+8 2 6. 
U 
I f  we use our notat ion 
and t h e  f a c t  t h a t  
x(t+O,a,cp,O) = x(t+e-u,O,T,O) = [T(t-u)CP](e) 
Wo = 0, then 
For s impl i c i ty  we suppress t h e  e x p l i c i t  dependence on 8 
t h i s  as 
and w r i t e  
t 
(3 
= T( t -U)T  + 1 Ut - sh( S)dS 
where Ut i s  defined i n  the  obvious way. 
Now, suppose t h a t  A i s  a f i n i t e  s e t  of c h a r a c t e r i s t i c  
values of (1) and C i s  decomposed by A as i n  formulas (27),(28).  
For s i m p l i t i t y  i n  notation, l e t  0 = QA, Y = Y and l e t  B be t h e  
matrix defined by A@ = QB. We have remarked before  t h a t  (Y ,@)  = I 
implies t h a t  A*Y = BY. Consequently, t h e  matrix e-BtY(0) i s  a 
so lu t ion  of t h e  ad jo in t  equation (18) on (-m,=). 
A 
I f  we l e t  
QA 
t xt = xt(u,(P,h) = xt + x and apply Lemma 3 ,  it therefore  follows 
t h a t  
t 
U 
= QeBt[ ( e-BaY,cp) + J e-BsY(0)h( s )ds ]  
t 
= T(t-u)Q(Y,(P) + J oeB(t-S)Y(0)h(s)ds 
U 
t t- s 
= T(t-u)cp P + J [ds(-J  QeB%(0))]h(s) 
d 0 
P Q P  
t t ' t '  If  Wt = W + Wt , W = Q ( Y  W ) t 2. 0, then by t h e  same type 
of argument as above making use of Lemma 3 and the  f a c t  t h a t  W s a t i s f i e s  
II(4), we obtain 
t t WE dZf Q(Y,WJ = - J @e B(t-s)Y(0)ds = - QeB%(0)du . 
0 0 
Q P Using t h i s  fact, equation (29),(30) and t h e  formulas xt = xt-xt , 
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rpQ = cp-cpp, w e  have 
P 
t From formula ( 2 9 ) ,  it i s  obvious t h a t  i f  x (u,p,h) = 
Oy(t), then y ( t )  s a t i s f i e s  t h e  ordinary d i f f e r e n t i a l  equation 
THEOREM3. If A i s  a f i n i t e  s e t  of c h a r a c t e r i s t i c  values  (1) 
and C - i s decomposed by - A - -  a s  i n  (27),(28),  then t he  so lu t ion  
- - - - - -  
-
J? 
x(a,cp,h) ef (20) s a t i s f i e s  (51). Furthermore, if x t (a,cp,h) = 
oAy(t) ,  then y ( t )  s a t i s f i e s  (32) .  
We now give an example t o  c l a r i f y  t h e  concepts discussed 
i n  t h i s  section. An e a s i e r  i l l u s t r a t i o n  could be given by consider- 
i n g  only a re tarded equation, but  t h e  example t o  be given will be 
used l a t e r  f o r  other  appl ica t ions  of t h e  theory. Consider t h e  
homogeneous sca l a r  equation 
where r > 0, ao, B, y a r e  constants  and t h e  associated nonhomogeneous 
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e quat i on 
where h i s  some given function. For s impl i c i ty  i n  notation, we 
a r e  wr i t i ng  these  equations i n  d i f f e r e n t i a l  form, bu t  it i s  always 
understood t h a t  so lu t ions  a re  defined by specifying a continuous 
i n i t i a l  funct ion on an i n t e r v a l  [u- r ,u]  and solving the  in tegra ted  
form of t h e  equation f o r  x on t Z 6. 
The c h a r a c t e r i s t i c  equation f o r  ( 3 3 )  i s  
-Ax -Ax (35 )  X - aoAe + $ + a 0 p  = 0 
and t h e  associated b i l i n e a r  form i s  
0 0 
Equation (34) was encountered by Brayton [l3] i n  t h e  study 
of  t ransmission l i n e s  and he showed t h a t  f o r  y > $ > 0 t h e r e  a r e  
an i n f i n i t e  s e t  of r e a l  p a i r s  
2 io a r e  simple roo t s  of (35) and oo,ao a r e  r e l a t ed  by t h e  formulas 
2 (ao,uo), oo > 0, a. < 1, such t h a t  
0 
34 
Let us assume t h a t  a i s  such a r e a l  number and compute t h e  de- 
composition of C assording t o  t h e  s e t  A = { +  ico - icoo). 
0 
0’ 
If 0 = (cp , ,~ , ) ,  C p p )  = s i n  o e ,  (p2(e)  = cos CD e,  
0 0 
-r 5 8 5 0, then 0 i s  a b a s i s  f o r  t h e  generalized eigenspace 
of (33) associated with A since we a re  assuming these  eigenvalues 
a r e  simple. Furthermore, A 0  = OB implies 
B = ( b .  .), bll = b22 = 0, b12 = -a = -bZ1. ( 3 8 )  1 J  0 
The equation ad jo in t  t o  ( 3 3 )  i s  
and Y* = col($* $*) $ ; (e )  = s i n  o e, $;(e)  = cos co e ,  o 5 e 5 r 
i s  a bas i s  f o r  t h e  generalized eigenspace o f  (39) associated with 
h 
1’ 2 ’ 0 0 
After some s t ra ightforward but  ted ious  ca l cu la t ions  using 
(37) one obtains  
If we now def ine  Y = (Y*,0)-%*, then  (Y ,O)  = I, t h e  i d e n t i t y  
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and we are in a position to make our decomposition of C by A. 
Our main interest lies in formulas (31),(32) 
(31b) and (32). Consequently, we only need Y ( 0 )  which is easily 
calculated from the above formulas and found to be 
and in particular 
D C Y ( 0 )  = col [- 
C +D 
Finally, equation (34) is equivalent to the following 
system 
Xt = oy(t) + xt Q
( 41) $(t) = By(t) + Y(0)h 
where Y ( 0 )  is given in ( 4 0 )  and B is defined in (38). 
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IV. THE CHARACTERISTIC EQUATION AND EXPONENTIAL BOUNDS. - - -
In this section the zeros of the characteristic equation 
are discussed and estimates are obtained for the growth ofthe solu- 
tions on the compliment of the generalized eigenspaces. 
In order to analyze the characteristic equation it is neces- 
sary to further restrict the functional g or  equivalently the measure 
p. It is known [ lo]  that every function of bounded variation can be 
decomposed into three summands 1) a saltus function (essentially a 
step function with a countable number of discontinuities) 2) an absolute- 
ly continuous function and 3) a "singular function" that is a continuous 
function of bounded variation whose derivative is zero almost every- 
where. We shall assume that the measure p is without singular part. 
Specifically, assume that 
0 
m 
where the Ak are n X n constant matrices with c A absolutely 
convergent, the 
k 1 
are a countable sequence of real numbers with % 
A 
n2 0 < % S r for all k and A ( 8 )  E .Zl([-r,O],R ).  




( 3 )  b) H2()L) = -J A(8)eXed8 
-r 
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he 0 c)  H3(X) = - I e dV(e). 
-r 
Moreover 
and h2(h) = det  @(A) - Xnhl(h) . 
For any p a i r  of r e a l  numbers a,@ ( a  @) l e t  [a,@] =
= (A: a S R e  X d @). I n  any [a,@] t h e  elements of H ( h )  a r e  
bounded and t h e  elements of %(A) tend uniformly t o  zero as I XI +m. 
Thus h2(X) = o(Xn) as 1x1 - )m i n  [a,@].  
3 
LEMMA 1. If {\) i s  a sequence of zeros of hl i n  [ a  + 6,B-6], 
($1 of zeros 6 ' 0, with I knI +O0, then t h e r e  e x i s t s  a sequence 
of  d e t  A ( X )  in [a,@] 
- - -  --- 
-- 
t 
w i t h  t h e  property t h a t  I $-$I + 0, as k + m. - -- --
LEMMA 2. && a be a r e a l  number such t h a t  only a f i n i t e  number of 
zeros  of de t  A ( A )  have r e a l  p a r t  g rea t e r  than a-E f o r  some e > 0. 
Then t h e r e  e x i s t s  an a* and a K > 0 such t h a t  a- e S a* 5 a and 
I lA(a*+it>-j  5 K/(~+IE~) f o r  E r e d .  
---- ---- 
----- --- 
1 ----- -- 
PROOFS. The func t ion  hl(X) i s  an ana ly t i c  almost per iodic  func t ion  
f o r  a l l  A. 
number N such t h a t  t h e  number of zeros of hl(X) i n  t h e  box 
$(a + 6,@-6,t*) = (X: a + 6 5 ReX S @-6, t*-1/2 S Im X S t* + 1/2) 
does not exceed N f o r  any r e a l  t*. Moreover f o r  each r > 0 t h e r e  
e x i s t s  an m ( r )  > 0 such t h a t  f o r  a l l  X i n  [a,@] at a d is tance  
g r e a t e r  than r from a zero of hl( A) 
holds.  
Then by a theorem i n  [14], page 351 t h e r e  e x i s t s  a 
t h e  inequa l i ty  I hl( A ) !  5 m( r )  
Thus Lema 1 follows by applying Rouchg’s Theorem. 
Now l e t  a be as i n  Lemma 2. Since h(X) has only f i n i t e l y  
many zeros with r e a l  p a r t  g rea t e r  than a-6 for some & > 0 it 
follows f r o m  Lemma 1 t h a t  
r e a l  p a r t  g rea t e r  than a-&/2* Therefore t h e r e  e x i s t s  an a*, 
a-&/2 5 a* 4 a, and a % > 0 such t h a t  I hl( X)l 2 % f o r  a l l  
h = a* + is, 5 ,  r e a l .  Thus I h(a* + i S ) - l l  = O( 5-”) as I 51 + 03, 
5 r e a l .  
hl(X) has only f i n i t e l y  many zeros with 
Since a ( A ) - l  = (h(X)- l )adj  n(h)  and )IadjA(a* + i 5 ) l l  = O (  Sn-’) 
as 1 5 1  +m, 5 r e a l ,  Lemma 2 follows. 
With t h e  a id  of Lemma 2 one can now estimate t h e  growth of 
t h e  solut ions on t h e  space QA. Let A be a f i n i t e  set  of eigenvalues 
of A w i t h  t h e  property t h a t  a l l  other  eigenvalues o f  A have r e a l  
p a r t  l e s s  t h a t  a-& f o r  a fixed r e a l  number a and some & > 0. 
Let u(.,u,h) be t h e  so lu t ion  of t h e  nonhomogeneous equation t h a t  
s a t i s f i e s  u = 0, i . e . ,  t h e  so lu t ion  given by t h e  i n t e g r a l  i n  t h e  
Corollary 1 of Section 111. 
d 
Let u: be t h e  p ro jec t ion  of ut on t h e  
space Qn and u ( t ) Q  = ut(0). Q 
Let C’ denote t h e  s e t  of continuously d i f f e r e n t i a b l e  funct ion 
from [ - r , O ]  i n t o  Rn with t h e  norm 1 1 $ 1 1 1  = sup ( l q ( @ ) l + l $ ( @ ) [ } .  
e€ [  - r ,o]  
1 THEOREM 1. k t  C$ E C . Then t h e r e  e x i s t  cons t an t s  M and N such t h a t  
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PROOF: I n  t h e  proof of t h i s  theorem t h e  fact  t h a t  t h e  formulas 
de f ine  a u n i t a r y  transformation of t h e  space 
ve r se  w i l l  be used several t imes ( see  [ lo]). I n  t h e  formulas I = l i m  I . 
L2(-m,w) and i t s  in- 
T 
-00 T + m  -T 
00 
By standard Laplace transform methods 
- XT t u(t)‘ = I e’ta(X)-l(/ e h(T)dT}dX 
C 0 
a*+iT 
C T + m  a*-iT 
and a* i s  i n  Lemma 2. Now (6)  can where I = l i m  s 
be w r i t t e n  
2 
The function i n  t h e  braces  i s  an L function of 5 f o r  each t and 
A( a*+i 5 )  i s  an L2 function of 5 by Lemma 2. Applying Schwartz’s 
i n  equa l i ty  y i  e I d  s 
-1 
from which t h e  inequa l i ty  ( 3 )  follows a t  once. 
Let cp E /(A). Then 
by [: 1 1 3 .  
e 
The t e r m  containing I e h(e-cr;)cp(a)da con t r ibu te s  nothing 
0 
s ince  it i s  an e n t i r e  funct ion o f  h and t h e  contour can be s h i f t e d  t o  
Now 
-r -r 0 




x t  0 
-r 
e 
[ 1 dv( e) exe]dh)(p( 0). x (-1 h . d h  + 1 e 
C C 
The f irst  i n t e g r a l  i s  in t eg rab le  and i s  known t o  admit an estimate of 
t h e  form 
The second i n t e g r a l  i s  absolutely convergent s ince  A . - ~ ~ x ) - ’  i s  
l i k e  on c, and t hus  
For h = a*+it, w e  have 
- .  . , -  
-r 0 o -r 
42 
A s  a funct ion of 5 t h e  above i s  an element of L2(-m,w) 
whose norm can be estimated by M4l1(pf. By applying Schwartz's i nequa l i ty  
we  obtain 
C -r 0 
I n  t h e  same way as t h e  above 
C -r 0 
Thus t h e  est imate  (4) i s  obtained f o r  a l l  Cp E d ( A ) .  The 
est imate  (4) remains t r u e  f o r  a l l  continuously d i f f e r e n t i a b l e  (p s ince  
1 @(A) i s  dense i n  C . 
COROLLARY 1. If g = 0 i n  III( 1)b) then 
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V. APPLICATIONS: STABILITY AND INTEGRAL MANIFOLDS. -
I n  t h i s  sec t ion  two appl icat ions a r e  given t o  i l l u s t r a t e  
how t h e  previously developed t h e o r y  o f  l i n e a r  equations can be used 
t o  study weakly nonlinear systems. It i s  hoped t h a t  t h i s  sec t ion  
w i l l  i nd ica t e  t h e  p o s s i b i l i t y  o f  fu r the r  extensions and appl icat ions.  
The f i rs t  appl ica t ion  i s  t h e  analogue of a we l l  known s t a b i l i t y  theorem 
by f i r s t  approximation f o r  ordinary d i f f e r e n t i a l  equations. The second 
i s  an extension of t h e  method of i n t e g r a l  manifolds t o  t h i s  new 
class of equations. 
The general  ou t l i ne  o f  the proofs given below i s  t h e  same 
as i n  t h e  case of ordinary d i f f e r e n t i a l  equations, b u t  c e r t a i n  
t e c h n i c a l  d e t a i l s  a r e  markedly d i f f e ren t .  
V. 1. S t a b i l i t y  
Our proof of t h e  s t a b i l i t y  theorem i s  modeled on t h e  
standard proof using Gronwall' s inequal i ty  ( see [ 153 and [ 161). 
For t h i s  we need the  following: 
LEMMA 1. There e x i s t s  a constant K > 0 independent of a,f3 > 0, such - - -
t h a t  any funct ion u t h a t  i s  continuous f o r  a l l  t B 0 and s a t i s f i e s  -- -- -- -
t 
u( t )  B Q + p{.f u ( s )  ' ds)  f o r  t z 0 
0 
2 
_I_ also s a t i s f i e s  - t h e  inequa l i ty  u ( t )  5 aK exp l3 t /2 .  
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PROOF. Note t h a t  t he re  i s  no lo s s  i n  gene ra l i t y  by tak ing  a = 1. 
Consider the continuous l i n e a r  operator I from C([O,E],R) i n t o  
i t s e l f  for  each E > 0 defined by 
Observe tha t  I has t h e  following property:  i f  u ( t )  5 v ( t )  f o r  
t E [O,E], E L 0, then ( I u ) ( t )  S ( I v ) ( t )  f o r  t E [O,E]. Hence 
by [ 1 1, p. 61, it follows t h a t  any funct ion w continuous f o r  
t 1 0 w i l l  dominate funct ions s a t i s f y i n g  (1) i f  ( I w ) ( t )  > w ( t )  
f o r  t 1 0. That i s  i f  w s a t i s f i e s  ( I w ) ( t )  > w ( t )  f o r  a l l  
t h 0 and u ( t )  s a t i s f i e s  (1) then u ( t )  S w ( t )  f o r  t 1 0. 
Observe t h a t  i f  v s a t i s f i e s  I v  = v; ( I v ) ( t )  = v ( t ) ,  
t 1 0; then w = Bv, B > 1 s a t i s f i e s  ( I w ) ( t )  > w ( t )  f o r  t 1 0. 
Hence we must only analyze t h e  equation I v  = v. 
By a simple appl ica t ion  of t h e  con t r ac t ing  mapping 
p r inc ip l e  one f inds  t h a t  I has a f ixed point  i n  C([O,E],R) 
f o r  E s u f f i c i e n t l y  small. Denote t h i s  f ixed  poin t  by u and 
then u s a t i s f i e s  t h e  d i f f e r e n t i a l  equation 
f o r  0 < t < E. -1 
2 
1-u 
Clear ly  u can be shown t o  e x i s t  f o r  t 2 E and hence f o r  t 2 0. 
Moreover it i s  c l e a r  from (2)  t h a t  u a d m i t s  an est imate  o f  t h e  
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Now consider t h e  equation 
where F i s  a continuous mapping from [T,w) X S i n t o  Rn where E 
= ( c p  E C: IIcpII < E) and a l s o  T I u. Also assume F i s  Lipschi tz ian sE 
i n  t h e  second argument on a l l  of 
o(IIcpII) uniformly i n  t as IIcpll + o .  
[ ~ , m )  X S and l e t  I F(t,cp)l = E 
Furthermore l e t  g be such t h a t  t h e  est imates  of  s ec t ion  
I V  apply and l e t  
generated by (3) with 
A b e  t h e  i n f i n i t e s i m a l  generator of t h e  semigroup 
F G 0. 
THEOREM1. L e t  a l l  t h e  eigenvalues o f  A 
-a < 0, cp E C ([ -r,O],Rn) and l e t  x(cp) be t h e  so lu t ion  o f  >- - -- -
(3) with xu(cp) = cp. 
a $air  of  constants  p and L such t h a t  
have r ea l  p a r t s  less  than - --------
1 
Then f o r  any & > 0, 0 < & < a, t h e r e  e x i s t s  ---
- ---- - 
1 provided llcpll 6 p. 
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REMARK. 
be established i n  a manner similar t o  t h a t  found i n  sec t ion  11. The 
present  problem i s  s l i g h t l y  more complicated s ince  t h e  app l i ca t ion  
of t h e  contract ing mapping p r i n c i p l e  gives t h e  exis tence of so lu t ions  
over an i n t e r v a l  whose length depends on t h e  norm of t h e  i n i t i a l  
condition. 
argument as i n  ordinary d i f f e r e n t i a l  equations. Indeed it can be 
shown t h a t  a so lu t ion  of ( 3 )  can be extended e i t h e r  f o r  a l l  
o r  u n t i l  it reaches t h e  boundary of 
Existence and uniqueness of a so lu t ion  t o  equation (3) can 
This d i f f i c u l t y  can be overcome by using a cont inuat ion 
t 3 0 
SEe 
PROOF. Let x be t h e  so lu t ion  of ( 3 )  corresponding t o  t h e  con- 
t inuously d i f f e r e n t i a b l e  i n i t a l  funct ion cp E: S A s  long as x(cp) 
s a t i s f i e s  ( 3 )  then 
E' 
From t h e  r e s u l t s  of s ec t ion  I V  t h e r e  e x i s t  constants  M and N 
such t h a t  
and s ince  I F( s,cp)( = o( IIcpII ) w e  can choose a p > 0 such t h a t  
I F( s,cp)l 6 N-ld2& llcpll f o r  a l l  I(cp\l < p and so  
a( s-a) 2 1/2 t 
IIXtll 5 Mllcpll + ( /  e lIxsIl 3 a s )  a( t - a )  e 
(5 
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le&( t - a )II Xtll 5 WPll o r  IIxtll 5? a( t -a)  
f o r  t B a. The l a s t  es t imate  holds f o r  a l l  
and so by Lemma 1 e 
le-( a-&)( t - a )  
KMIITII 
t 2 u provided 
implies t h a t  t h e  so lu t ion  does not leave . 
p i s  s u f f i c i e n t l y  small  s ince  t h e  above est imate  
sE 
V.2. Averaging and i n t e g r a l  manifolds. 
I n  t h i s  sect ion,  we s h a l l  show how t h e  r e s u l t s  of t h e  
previous pages together  w i t h  general izat ions of we l l  known pertur-  
b a t i o n a l  methods of ordinary d i f f e r e n t i a l  equations can be used t o  
d i scuss  t h e  exis tence and s t a b i l i t y  of per iodic  so lu t ions  and 
i n t e g r a l  manifolds of  perturbed l i nea r  systems where the  nonlinear 
term i s  of a spec ia l  type.  
r e s t r i c t i v e  and t h e  presenta t ion  i s  given i n  t h i s  way f o r  s impl ic i ty  
only. General izat ions w i l l  be obvious t o  t h e  reader  acquainted with 
t h e  theory of  o s c i l l a t i o n s  for ordinary d i f f e r e n t i a l  equations. 
The hypotheses a r e  unnecessar i ly  
Consider t h e  l i n e a r  system 
a) x E Cp where cp c C , 
0 
where e 2 0 i s  a parameter, y(cp,e) = ' p ( 0 ) - g ( ' p y & ) ,  g(cP,e), f(9,e) 
are l i n e a r  i n  ~9 and continuous in  'p, fo r  a l l  CP in C, 
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0 5 & 5 & with t h e  con t inu i ty  i n  cp being uniform i n  e. Further- 
more, suppose g(Cp,&) has t h e  nonatomic property I( 5 )  uniformly 
i n  e. The c h a r a c t e r i s t i c  equation of (7) i s  
0 
d e t  A(&,&) = 0 
ah,&) = X[I-g(e ,E!)] - f ( e  ,e). A* h" 
We s h a l l  always assume t h a t  equation (8) has two simple r o o t s  
&v(e) 2 ico(e), a(&) = uo + &ul(e), 
i n  e ,  0 4 & 5 e and t h e  remaining r o o t s  have real  parts 5 -6 < 0. 
Notice t h a t  f o r  
parameter family o f  pe r iod ic  so lu t ions  o f  period %/ao t o  which 
a l l  other  so lu t ions  (with smooth enough i n i t i a l  data) approach as 
cu0 > 0 ,  v ( e ) ,  d e )  continuous 
0' 
& = 0, t h i s  hypothesis implies t h a t  (7) has a two 
t, + w e  For E > 0, t h e r e  i s  a two parameter family of so lu t ions  
[corresponding t o  t h e  c h a r a c t e r i s t i c  r o o t s  &v(&) 2 ia(&)] which 
are exponentially s t ab le .  We s h a l l  l e t  Qe = (~p,,Cp~~) be a basis 
f o r  t h e  solut ions i n  C generated by t h e  r o o t s  A = (&v(&) 2 iw(e) )  
and Ye = c o l  (+E,$2e) 
t h e  adjoint  equation, ( Y  Q ) = I. 
a corresponding basis f o r  t h e  so lu t ions  of 
&, e 
Suppose F: R X C + Rn i s  continuous and F(t,cp), t E R, 
rp E C has continuous second d e r i v a t i v e s  with r e spec t  t o  cp and 
consider t he  nonlinear equation 
a) x ( t )  = rp(t-a), u - r  5 t 5 u, 
t t 
CI 0 
b) x ( t )  = Y((P,&)+g(xt,&)+ ./ f(x7,&)dT + &  1 F('C,x,)d?,t B 6. (9)  
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Notice t h a t  formal d i f f e r e n t i a t i o n  of  t h i s  equation with respec t  
t o  t y ie lds  
t h a t  i s ,  an equation of n e u t r a l  type where t h e  non l inea r i ty  does 
not involve t h e  de r iva t ive  of X. An equation of t h i s  type with 
F(t,cp) independent of t was encountered by Miranker [l7] and 
Brayton [13] i n  t h e  theory of transmission l i nes .  Similar  
equations have a l s o  been studied by Marchenko and Rubanik [l8) i n  
connection with some mechanical v ibra t ion  problems. 
If  t h e  space C i s  decomposed by A = lev(&) f i w ( & ) )  , 
then  t h e  theory of s ec t ion  3 shows t h a t  system ( 3 )  i s  equivalent 
t o  t h e  system 
where t h e  eigenvalues of Be a r e  {&v(&) f iu(&));B& i s  determined 
by (D,(e) = Qe(0)expBEB, -r 5 e 5 0, T & ( t ) ,  t 2 0 designates  t h e  
semigroup of t ransformations associated with (7) and W i s  t h e  
k e r n e l  func t ion  associated with the v a r i a t i o n  of constants  formula 




matrix Be can a c t u a l l y  be chosen as 
- 
B& - 
The above hypotheses on the  c h a r a c t e r i s t i c  equation (8) 
and t h e  estimates of  sec t ion  4 imply t h a t  t he re  a r e  p o s i t i v e  constants  
such t h a t  
2 1/2 
Ih(s ) l  1 -c( t -s)  
t t 
a a 
] h ( s ) d s (  d K(J  ( e  
f o r  a l l  bounded funct ions h ( s )  and 0 5 & d & 
0 
If y = col( y1,y2), y1 = p cos (r, y2 = p s i n  f ,  then 





Suppose t h a t  t h e  funct ions F, Z,  R a r e  almost per iodic  
i n  t uniformly with respec t  t o  t he  other  va r i ab le s  [F ( t , q )  i n  
(10) almost per iodic  i n  t uniformly with respec t  t o  cp w i l l  imply 
t h i s ]  and suppose t h a t  
t h a t  i s ,  t h e  mean values  of Z, R a r e  independent of t ,  e. Notice 
t h a t  t hese  mean values  a r e  computed s l i g h t l y  d i f f e r e n t l y  then i n  
ord inary  d i f f e r e n t i a l  equations. A s  i n  [ 3 ,  we have put x = 0 
and t h i s  i s  t h e  bas i c  f a c t  t h a t  allows t h e  theory t o  go through i n  
Q 
t 
a simple way. On t h e  o ther  hand, it makes some est imates  more 
d e l i c a t e  as we s h a l l  see below. 
Fuiiuwiiig tiie sGe &--- bypF "I Ai- -n.-,eT\m-lnrr rL.w""rrl&rp 8s iI? ordina_ry dif- 
f e r e n t i a l  equations ( s e e  [ 6 3 o r  [ lg]), t h e r e  i s  a t ransformation 
of  va r i ab le s  
such t h a t  system (13) i s  equivalent t o  t h e  system 
- 
where Fl(t,f,p,cp,E) = F(t,f&u,p&v,cp,&), t h e  funct ions Z1, R1 
have t h e  same smoothness p rope r t i e s  as 
i n  t 
Z, R,  a r e  almost per iodic  
uniformly with respec t  t o  t h e  o ther  va r i ab le s ,  per iodic  i n  
as we l l  as t h e i r  l i p s c h i t z  constants  with respec t  t o  
zero a s  & + O e  
f , p  approach 
Equations of type (17) can a r i s e  from system (9) without 
t h e  severe r e s t r i c t i o n s  made above on t h e  c h a r a c t e r i s t i c  equation 
( 8 ) .  
r e a l  pa r t s  f o r  & = 0. 
used i s  the  dependence of t h e  roo t s  on & near & = 0. I n  t h i s  case,  
var ious transformations on (Ilb) y ie ld  equation of t h e  form (17) with 
f ,p 
( a  f i n i t e  number) o f  (8) could have p o s i t i v e  r e a l  p a r t s  f o r  
This adds an ex t r a  equation t o  (17) which can be e a s i l y  discussed. 
For t h e  sake o f  gene ra l i t y  i n  t h e  app l i ca t ions ,  we w i l l  assume t h a t  
(,p a r e  vectors  of dimension p,q, r e spec t ive ly ,  and t h e  func t ions  i n  
(17) a r e  2rr-periodic i n  t h e  components of t h e  vec tor  = (cl, ...,cp). 
I n  f a c t ,  t h e r e  could be any number of  roo t s  of (8) with zero 
The main p a r t  of  t h e  assumption t h a t  we have 
vectors of not necessa r i ly  t h e  same dimension. Also,  some r o o t s  
& = 0. 
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P If a : R x R’ + R ~ ,  B : R x R 4 c a r e  given funct ions,  
we say t h a t  t h e  s e t  
i s  an i n t e g r a l  manifold of (17) i f  f o r  every 0 i n  Rp, U i n  R 
and 
p, xQ replaced by a ( t , $ ) ,  B( t , f ) ,  respect ively,  it follows t h a t  
t h e  t r i p l e  $(t), p ( t )  = a(t ,$(t)) ,  x: = B ( t , $ ( t ) )  i s  a so lu t ion  
$(t) = $(t,U,0), $(a,a,0) = 0, t h e  so lu t ion  of ( l l a )  with 
t 
of (17). 
THEOREM 1. Suppose We,t, Q Te(t)cpQ s a t i s f y  (12) and t h e r e  i s  a ---- Po 
such t h a t  Ro(po,O) = 0 and t h e  eigenvalues of aRo(po,O)/ap have 
nonzero r e a l  par t s .  Then the re  i s  an eo > 0 and funct ions 
a& : R x RP + ~ q ,  B, : R x RP +c, a&(t,$), B E ( t , $ )  continuous 
-- -- - -
-- ---- -
i n  t,$,& f o r  t E R, $ E Rp, 0 4 & S & almost per iodic  i n  t - - 0’ - 
uniformly with respec t  t o  $, periodic  i n  t h e  components of $ of 
= 0 such t h a t  S(%,B&) i n  (18) i s  an period m, a. = P, Bo 
-- - -- -
-- - -- 
i n t e g r a l  manifold of (17) f o r  0 5 & 5 eo. Furthermore, i f  ye = ( a  ,p ), - & E  - -
5 k, B - Bo --- t hen  ay,(t,$)/& B B  oh$,1. ..h$pp e x i s t s  and i s  continuous f o r  -
wP 5 ir+j $ +p + e o 0  
continuous de r iva t ives  with respect  t o  t (k+J) l i p s c h i t z  
if t h e  functiuiis iii (17) ~ Z Y S  k l i p e ~ h i t z  -- - -0 1  
- -
Q continuous de r iva t ives  with respect t o  ($,P,CP ) Fina l ly ,  t h e  
manifold S( % ,Be) asymptotically s tab le*  i f  t h e  matr ix  aRo( po)/ap 
- -
--
* 1 The s t a b i l i t y  here  i s  t h e  same sense a s  i n  Section V.l; namely C 
pe r tu rba t ions  i n  t h e  i n i t i a l  data. 
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has a l l  eigenvalues with negative r e a l  p a r t s  and unstable i f  t he re  
i s  one eigenvalue with a p o s i t i v e  r e a l  par t .  
-7 - --- -- 
-- -- --
Sketch o f t h e  proof: We only give t h e  main elements of t h e  proof of 
Theorem 2 since it i s  so  similar t o  the  usual  ones i n  the  theory of 
--- 
ordinary d i f f e r e n t i a l  equations. Also,  t o  avoid so many formulas, 
we assume a l l  eigenvalues of EdzfaR ( p  ,O)/dp have negative r e a l  
p a r t s  and 1 expEt( 5 Kexp( - e t ) ,  t h 0. 
equations ( 17) become 
0 0  
Let t ing  p + po+ p, t h e  
s a t i s f y  t h e  following propert ies .  For any given r > 0, &, > 0 ,  
H > 0 ,  there  e x i s t  a constant  K 1 > O  and a continuous nondecreasing 
funct ion v ( & ) ,  0 5 & 5 &l  such t h a t  v ( 0 )  = 0 and 
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Let q i ( 4 , D 1 )  be t h e  c l a s s  of continuous funct ions 
a : R X Rp +Rq which a r e  bounded by D1 and have l i p s c h i t z  
constant  4 with respec t  t o  t h e  second var iable .  S imi la r ly ,  
l e t  e2(+,D2) be t h e  c l a s s  of  : R X Rp +C. We introduce t h e  
&2 ' uniform norm i n  these  spaces and designate t h e  norm by Ildlg 11811 1 
It is convenient t o  introduce some notat ion.  For a E G1(4,D1), 
f3 E g2(L$,D2), we abbreviate  t h e  co l l ec t ion  (t,c,a(t,f),B(t,c),&) 
by (t,C,a,p,&). A l s o  l e t  
a = (V(&)+K1D2)(1+%)+Kl% 
b = v(&)  + K1D2 
and then it follows from (14) t h a t  
56 
.- 
With t h e  constants  defined as above choose & > 0 and continuous 
Aj(&),Dj(&),  0 6 & 5 e,, Aj(&), D j ( & )  + O  
1 
a s  & + O  such t h a t ,  
f o r  0 5 & 6 el, 
V ( & )  + [b+v(D 1 )ID,+ K1D2 6 Dlc/K ; 
(23) 
a+b4+2v ( D1)4+KlL+ 4 4 c / 2 K  ; 
2 J? &Kl& 4 4 6 min [ KK1/4c, 1/43 ; 
c-a > c/2; c-&a > c/2 ; V K  < K/4;  2b +1 6 4 2 




( lga)  with (P,xt) replaced by u(t,{) and def ine  a t ransformation 
T r  by 
We s h a l l  show t h a t  t h i s  equation has a unique so lu t ion  i n  
q ( A , D )  
manifold. From (12) , (22)  and ( 2 3 ) ,  we have llTldl~15 D1, IIT dl 
f o r  0 6 e 5 This w i l l  prove t h e  exis tence of an i n t e g r a l  
5 D2- - @2 
From t h e  Lipschi tz  constant of Z1 i n  (22) and ( lga) ,  
we obta in  
f o r  -m < u 6 0. 
Using t h i s  f a c t  and t h e  est imates  (22) , (23) ,  we have 
f o r  0 6 & 5 e,. This implies  T : ,$(A,D) -tF(A,D) and i s  a 
cont rac t ion  s ince \\Tyl-Ty2l1 5 11 y - y  11 /4  f o r  0 5 e 5 &le This 
2 Y  
completes t h e  proof of t h e  exis tence of an i n t e g r a l  manifold and 
a l s o  shows t h a t  t h e  i n t e g r a l  manifold i s  l i p s c h i t z i a n  i n  f .  
To obtain t h e  smoothness p rope r t i e s  of  t h e  manifold 
S(%,BE)  
making use of  a d i f f e r e n t  c l a s s  of funct ions el,$$. For example, 
t o  show t h a t  ae,pe have continuous f irst  de r iva t ives  with respec t  
t o  f i f  t h e  funct ions i n  (17) have continuous f i rs t  de r iva t ives  
with respect  t o  (,p,CpQ one def ines  4 i ( 4 , D 1 )  t o  be a c l a s s  of 
funct ions a : R X Rp + Rq such t h a t  
f o r  a l l  t,(. 
Using t h e  same d e f i n i t i o n  of T 
one proceeds i n  exac t ly  t h e  same manner as above except 
I a(t,f)I 5 D1, I &(t, ( ) /af(  5 D2 
The c l a s s  g2(L$,D2) i s  defined i n  t h e  same manner. 
a s  i n  (24), one shows by a 
proper choice of Aj(E),Dj(&) + O  as  & + O  t h a t  T has a unique 
f ixed point i n  $. X g2. 
exac t ly  the  same manner. 
The other  de r iva t ives  a r e  analyzed i n  
We w i l l  not prove t h e  s t a b i l i t y  r e s u l t  s ince  it again 
involves complicated est imates  of  t h e  above type and t h e  reader  
can e a s i l y  supply t h e  d e t a i l s  by following t h e  standard procedure 
i n  t h e  method of i n t e g r a l  manifolds i n  ord inary  d i f f e r e n t i a l  
equations together  with t h e  lemma 1 of  s ec t ion  V.1. 
It i s  c l e a r  t h a t  Theorem 2 has an i n t e r p r e t a t i o n  i n  t h e  
o r i g i n a l  equation (9) at  t h e  beginning of t h i s  sect ion.  
we s t a t e  an important c o r o l l a r y  f o r  t h e  s p e c i a l  case when F 
For s impl ic i ty ,  
i n  ( 9 )  
i s  independent of t. The nota t ions  are t h e  ones given a t  t h e  
beginning of t h i s  sect ion.  
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COROLLARY 1. Suppose F(t,cp) = F(cp) f o r  a l l  t and l e t  
2rr + 1 J0 [ J'lo(0)cos s+b20(0)sin s]F[ p(cplocos s-rcp20sin s)]ds.  
If there i s  a po such t h a t  G(po) # 0, dG(po)/dP # 0, then  the re  
i s  an & > 0, a constant  u*(&) and a func t ion  x*(t ,&),  continuous 
i n  t,& and having a continuous der iva t ive  w i t h  respec t  t o  t, 
1 
1' - o o < t < m , O 5 & 5 &  
u*(o) = uo, X*(tW*(&),&) = x*(t ,&) such t h a t  x*( t ,&) s a t i s f i e s  
(9) and s ince  it i s  d i f f e r e n t i a b l e  s a t i s f i e s  (10). The per iodic  
so lu t ion  x*( ,&) i s  o r b i t a l l y  asymptotically s table"  i f  dG( po)/dp < 0 
and unstable  i f  dG(po)/dp > 0. 
A s  an example, consider t h e  equation 
( 2 6 )  k ( t )  = &(t - r ) -@x( t )  - a m ( t - r )  + &F(xt) 
where & h 0, r > 0, r > p > 0 ,  a = a(&)  = ao( l+€) ,  where a. i s  
* 
A per iodic  so lu t ion  x ( t )  of (10) i s  ca l l ed  asymptot ical ly  
o r b i t a l l y  s t a b l e  i f  t h e  o r b i t ,  of x i n  C i s  asymptot ical ly  
s t a b l e  i n  t h e  sense of C1 
t h e  unique r e a l  number i n  (0,l) such t h a t  t h e  c h a r a c t e r i s t i c  
equation III(33) f o r  t h e  l i n e a r  system III(33) has two purely 
imaginary roo t s  icu  cu > 0, and t h e  remaining roo t s  have r e a l  
p a r t s  < -6  C 0. Brayton [ 133 has shown t h a t  such an oo ex i s t s .  
0’ 0 
This implies t h a t  t he re  i s  an > 0 such t h a t  t h e  equation 
(27) x - a(&)xe-xr+ p + a ( & ) p - k r  = 0 
has  two simple roo t s  
i n  0 5 & d & 
f o r  0 4 & 4 We a r e  wr i t i ng  t h e  equation (26) i n  d i f f e r e n t i a l  
form f o r  s impl i c i ty  i n  nota t ion  but it always understood t h a t  
& v ( C )  ? i c u ( & ) ,  cu(0) = wo, v(&),cu(&) continuous 
and t h e  remaining roo t s  have r e a l  p a r t s  < -6 < 0 1’ 
solut ions a r e  defined by means of t h e  in tegra ted  form of t h i s  equation. 
I n  t h e  d iscuss ion  of t h i s  example, we use t h e  nota t ions  
introduced a t  t h e  end of sec t ion  111. A s t ra ightforward computation 
on t h e  c h a r a c t e r i s t i c  equation (27) shows t h a t  
f3C + cuoD 
2V(O) = > o  ’ 
c2 + D2 
( 28) 
where C,D a r e  defined i n  III(40). Using t h e  formula f o r  Y ( 0 )  
i n  
given by 




2Tr 1 - - (Dcos s+Csin s)F(p(cp* cos sXp20sin s ) ) d s  P 1 @C+woD 2 ? ~  l o  G*(p) = 2 + 
From Corol lary 1, we can now s t a t e  t h e  following r e su l t :  equation 
(26) w i l l  have an asymptotically o r b i t a l l y  s t a b l e  per iodic  so lu t ion  
i f  the re  e x i s t s  a such t h a t  G*(po) = 0, dG*( po)/dp < 0 and 
an unstable  one i f  G*(po) = 0, dG*( po)/dp > 0. 
I n  t h e  p a r t i c u l a r  case where F(xt) = h ( x ( t ) )  r e l a t i o n  
(29) y i e lds  
and t h e  c r i t e r i o n  f o r  exis tence of a per iodic  so lu t ion  i s  t h e  same 
as t h e  one obtained by Brayton [13]. 
something about t h e  s t a b i l i t y  of the solut ion.  I n  t h e  p a r t i c u l a r  
case,  when h(x) = -x , an easy computation y i e lds  G*(p) - 
( P / ~ ) [ ~ - ~ C P ~ / ~ ( B C + D ) ]  and G * ( P ~ )  = 0, dG*(po)/dp = -1 f o r  
= 4(pC+cuoD)/3C. Thus, t h e  equation has an asymptot ical ly  
However, we can a l s o  say 
3 
2 
o r b i t a l l y  s t a b l e  per iodic  solution. 
A s  another i l l u s t r a t i o n ,  suppose F( x t l  = -g( t-s)  , 
0 d s 5 r. Then 
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[ C  cos w s-D s i n  w s] 3P2 
4( BC+ro0D) (2/p)G*(p) = 1- 0 0 
A s  before,  i f  
t o t i c a l l y  o r b i t a l l y  s t a b l e  per iodic  solut ion.  
on s f o r  which t h i s  i nequa l i ty  remains va l id  i s  d i f f i c u l t  s ince  
w 
III( 3 3 )  
C cos w s - D s i n  w s > 0 ,  t h e  we obta in  an asymp- 
0 0 
To f ind t h e  l i m i t a t i o n s  
depends upon a l l  parameters i n  t h e  l i n e a r  d i f f e r e n t i a l  equation 
0 
This example i l l u s t r a t e s  t h e  appl ica t ion  of t h e  general  
theory t o  autonomous systems, but  it i s  c l e a r  t h a t  Theorem 2 i s  
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