A new technique is proposed to improve the performance of di erential detection of MDPSK (M{ary di erential phase{shift keying) signi cantly, applying sequence estimation. In order to obtain an appropriate representation of the received signal, a nonlinear time{variant FIR or IIR prediction{error lter is used. For both lter structures the optimum coe cients are derived, assuming transmission over an additive white Gaussian noise (AWGN) channel. Delayed decision{feedback sequence estimation (DDFSE) is employed to estimate the transmitted symbol sequence. It is shown by simulations that even for decision{feedback equalization (DFE), which is a simple special case of DDFSE, a signi cant performance improvement of conventional di erential detection under AWGN conditions results. In contrast to other noncoherent low complexity receivers proposed in literature this receiver is very robust under at fading (Rayleigh and Ricean) conditions.
Introduction
It is well known, that di erential detection (DD) of MDPSK (M{ary di erential phase{ shift keying) is very attractive when simplicity and robustness of implementation are more important than optimum power e ciency. In addition, tracking of the correct carrier phase, as required by coherent detection (CD), may be di cult or even impossible in a fading environment. On the other hand, for an additive white Gaussian noise (AWGN) environment, DD causes a performance loss compared to CD. In literature, modi ed noncoherent detection schemes with an improved performance for the AWGN channel have been proposed. For example, a maximum{likelihood receiver using multiple{symbol detection (MSD) has been reported by Divsalar et al. 1] . The main disadvantage of MSD is its high computational complexity compared to techniques, which rely on feeding back previously decided symbols 2, 3, 4, 5, 7, 8, 9, 10, 11, 12] . Especially the recursive decision{feedback di erential detection (DF{DD) scheme presented in 5] and 7] (in both papers the same lter structure was used as has been pointed out in 6]) and the nonrecursive DF{DD scheme proposed and analyzed in 2, 3, 4] are very attractive for implementation because, respectively, a one tap IIR lter and an FIR lter are employed prior to DD in order to stabilize the reference phase. Hence, the new detector proposed here will be compared with those structures.
Although our detector in its most simple form uses decision feedback, too, this approach is di erent from the previous ones. After conversion to complex baseband representation and sampling, the current received symbol is multiplied by the previous complex conjugated one, like in a conventional di erential detector. The resulting signal is corrupted by a noise process which is not proper 14] . Hence, symbol{by{symbol decisions of conventional di erential detectors are not optimum and sequence estimation has to be applied. By means of nonlinear noise prediction a signal representation suitable for the application of delayed decision{ feedback sequence estimation (DDFSE) 15] and decision{feedback equalization (DFE) 16] , which is a special case of DDFSE, is derived. Both schemes perform signi cantly better than conventional DD and especially the proposed DFE scheme has a very low computational complexity. For example, for an AWGN channel and M = 4, our receiver using DFE can improve conventional DD by about 1.2 dB at BER = 10 ?3 . Moreover, our detector is more robust under at Rayleigh and Ricean fading conditions than recursive DF{DD 5, 7] (1) Both, transmitter lter H t (f) and receiver lter H r (f) have square{root Nyquist characteristic. Hence, no intersymbol interference occurs as long as signals are transmitted over AWGN or slow at small{scale fading 20] channels. This also holds when there is a small frequency o set f between receiver and transmitter oscillator, i.e., fT 1, where T denotes the symbol interval. For derivation of our detection scheme an AWGN channel with an arbitrary, constant phase shift is assumed. In Section 6, the performance of the new receiver is also tested for frequency o set and at (Rayleigh and Ricean) fading channels. The complex{valued AWGN is denoted by n c (t) and the one{sided power spectral density of the underlying real passband noise process is N 0 . The samples r k] of the received signal r(t) can be written as r k] = r(kT) = e j b k] + n 0 k]; (2) applying an appropriate normalization to H r (f). Here, n 0 k] denotes uncorrelated Gaussian noise with variance 2 = N 0 E S
, where E S is the (mean) received energy per symbol. Like in a conventional di erential detector, the current received symbol r k] is multiplied with the previous complex conjugated one: coe cients indeed are time{variant. In this context it is important to note that complex conjugation is not a linear operation, i.e., it is impossible to obtain z ] from z ] by linear ltering. Therefore, the explicit introduction of the complex conjugated process z ] in Eq. (13) (14) where for simplicity of notation N+1 
The variance of the prediction error z k] can be calculated from Eqs. (6), (7), and (14):
where knowledge of b k ? ], 0 N + 1, is assumed, i.e., expectation is performed only over the noise process n ]. The optimum predictor coe cients are chosen to minimize 2 z . Thus, Eq. (15) is di erentiated with respect to k] and k], 1 N, using the method for complex di erentiation described in 18], Appendix B: (17) By setting Eqs. (16) and (17) equal to zero and applying Eq. (1), 2N equations for determination of 2N coe cients are obtained: 
ACS and PACS of z ]
By combining Eqs. (13), (27) and (28) (37) and (52) shows the similarity of both DDFSE schemes, i.e., the same number of states and transitions is required.
In the limit E b =N 0 ! 1, the prediction{error variance 2 z approaches 2 (cf. Fig. 3b) 57) is obtained. The corresponding simple structure is shown in Fig. 5 .
As has been shown above, in the limit E b =N 0 ! 1, z k] is a Gaussian random variable with variance 2 in the IIR case. Hence, the proposed DFE detector has the same performance as a coherent detector for high E b =N 0 ratios, since in both cases the decision variable has a Gaussian pdf with variance 2 . Since DDFSE performs at least as good as DFE but is bounded by CD, the performance of CD is attained by DDFSE for E b =N 0 ! 1, too.
Simulation Results
In this section, we evaluate the performance of our receiver for a QDPSK (M = 4) constellation by computer simulations. First we assume an AWGN channel and an optimum design of the prediction{error lters (i.e., 2 is chosen according to Eq. (72)). In Fig. 6 , conventional DD, CD, and our receiver using an FIR NPEF of order N = 2 are compared. Obviously, our receiver improves conventional DD signi cantly, e.g. at BER = 10 ?3 power e ciency of conventional DD is improved by 1.3 dB, i.e., the remaining gap to CD is only 0.5 dB, when a full{state Viterbi algorithm (corresponding to DDFSE, 0 = 2) is used. The gain compared to DD decreases with decreasing number of states of DDFSE. For 0 = 1 and 0 = 0 (corresponding to DFE) the improvement is 1.2 dB and 0.9 dB, respectively. A genie{ aided DFE, operating with error{free feedback symbols, even outperforms CD of QDPSK at low E b =N 0 ratios. Since the genie avoids error propagation, the BER of genie{aided DFE is lower{bounded by the BER of coherent QPSK and not by that of coherent QDPSK. Fig. 6 shows, that the performance improvement for N = 2 is only moderate if DDFSE is used instead of DFE, whereas complexity increases considerably. Further simulations have shown that for N > 2 an even smaller gain is achieved by DDFSE. Therefore, in the sequel we only consider receivers applying DFE.
In Fig. 7 , a comparison is made between DFE receivers using di erent NPEFs. The receiver applying an IIR lter yields the best result. This was to be expected since this lter causes the lowest prediction{error variance 2 z (cf. Fig. 3b) ). Note, that this very simple receiver outperforms conventional DD by 1.2 dB at BER = 10 ?3 whereas computational complexity is increased only slightly. The power e ciency of receivers using FIR lters increases with N but is always inferior to that of the receiver with IIR lter. For N = 4 the di erence between FIR and IIR structure is very small. This behaviour is con rmed by Fig. 3b ) because for 10 log 10 (E b =N 0 ) 10 dB the di erence of both structures in 2 z is only small. At this point, it is interesting to compare the results obtained for the DFE receiver using FIR NPEFs with nonrecursive DF{DD 2, 3, 4]. The complexity of both schemes is similar and for a fair comparison the number of feedback symbols should be the same in both cases. From Fig. 1 of 4] and Fig. 7 of this paper 1 it can be seen, that our scheme performs better than DF{DD for small numbers of feedback symbols, e.g. if 1 and 2 feedback symbols are used, our scheme requires an E b =N 0 ratio of 8.5 dB and 8.2 dB to obtain BER = 10 ?3 , whereas the nonrecursive DF{DD scheme requires 8.65 dB and 8.3 dB, respectively. On the other hand, for large numbers of feedback symbols DF{DD approaches CD for arbitrary E b =N 0 ratios, whereas the scheme proposed here approaches CD only at high E b =N 0 ratios. A comparison of the DFE receiver using IIR NPEFs and the recursive DF{DD scheme proposed in 5, 7] will be made in Fig. 9 .
So far only optimum NPEFs have been considered, whose coe cients depend on the channel noise variance 2 because 2 depends on 2 (cf. Eq. (72)). In practice, xed lters would be preferable. Therefore, the NPEF might be designed for a mean 2 = 2 (i.e., 2 = 2 ) and then kept xed for all E b =N 0 ratios. Further simulations showed that xed lters with 2 = 0:126 (corresponding to 10 log 10 (E b =N 0 ) = 6 dB) lead only to a loss of less than 0:03 dB in power e ciency for 2 dB 10 log 10 (E b =N 0 ) 9 dB. The design parameter 2 corresponding to this 2 is 2 = 0:7.
Figs. 8a) and b) show, respectively, the normalized prediction{error variance 2 z = 2 (calculated from Eq. (45)) and BER vs. 2 for the DFE receiver applying an IIR NPEF. The optimum values for 2 in the sense of minimum 2 z (cf. Eq. (72)) are 0.64, 0.73, and 0.80 for 10 log 10 (E b =N 0 ) = 4 dB, 7 dB, and 10 dB, respectively. The corresponding values for 2 z = 2 and BER are denoted by triangles. It is con rmed that these optimum values for 2 which yield minimum 2 z also yield minimum BER. However, it can be seen from Fig. 8b ) that the BERs corresponding to 2 = 0:7 are only slightly higher than the minimum BERs for all E b =N 0 ratios considered here. Although we cannot provide an analytical expression for BER as a function of 2 z , Figs. 8a) and b) show that BER depends monotonically on 2 z . For derivation of our receiver a constant phase has been assumed. Now, the performance of the receiver is investigated for the case of phase variations. Fig. 9 shows the in uence of a frequency o set f on the receiver performance at 10 log 10 (E b =N 0 ) = 8 dB, assuming the symbol duration of IS{136 digital cellular standard (T = 41:2 s). In the FIR case, xed lters with 2 = 2 = 0:7 are chosen. It can be observed that the sensitivity to frequency o set increases with FIR lter order N. For example, when f exceeds 430, 340 and 230 Hz, the receiver with lter order 1, 2 and 4, respectively, performs even worse than conventional DD. In the IIR case a similar result is obtained. Here, the sensitivity to frequency o set depends on the magnitude of 2 . For large j 2 j, the magnitude of the taps of an equivalent nonrecursive lter decays slowly and a high sensitivity results. This is con rmed by Fig. 9 : If f exceeds 120 Hz, 2 = 2 = 0:3 yields better results than 2 = 2 = 0:7. It can be concluded from Fig. 9 that the proposed detection scheme requires an e ective frequency o set compensation technique. However, this is not a major problem because such techniques are well{known for MDPSK, e.g. 7, 13] .
Although our receiver has been designed for AWGN channels it performs also well under at fading conditions as is shown in Appendix C. In Fig. 10 , we compare our receiver with IIR NPEF ( 2 = 2 = 0:7) with the recursive DF{DD scheme proposed in 5, 7] for AWGN, at Rayleigh and Ricean fading channels. The complexity of both schemes is similar and in all fading simulations Jakes model 21] has been used. The normalized Doppler frequency f d T has been chosen to 0:0075 (corresponding to worst case in IS{136 digital cellular standard) and 0:03 (corresponding to worst case in 7]) for Rayleigh and Ricean fading, respectively. The Ricean factor R 20] for the Ricean fading channel was 7 dB. The IIR lter coe cient de ned in 7] has been chosen to 0:6 in order to get approximately the same performance for both schemes under AWGN conditions. Fig. 10 shows that in this case both techniques perform better than DD. In many applications (for example terrestrial and satellite mobile communications) the receiver has to cope with both, AWGN and at fading channels. According to Fig. 10 , for fading conditions, our detector has the same power e ciency as DD 2 as was to be expected from Appendix C and outperforms the detection scheme proposed in 5, 7] which causes an error oor nearly twice as high. Note, that the lter coe cients of both schemes were constant for all channel models. It should be mentioned, that > 0:6 would improve performance of the scheme of 5, 7] for the AWGN channel (for ! 1 CD is approached 7]), but would cause a signi cant degradation for fading channels.
In general, a Ricean factor estimation circuit proposed in 7] would reduce the error oor for the technique there, however, computational complexity would increase considerably. On the other hand, the predictor coe cients derived here are optimized for the AWGN channel and are suboptimum for fading channels. If the coe cients of the nonlinear NPEFs were optimized for fading channels it might also be possible to lower the error oor of conventional DD. However, this is beyond the scope of this paper.
Conclusions
In this paper, a new technique has been proposed in order to improve the performance of DD of MDPSK for AWGN channels. It has been shown that the noise process contained in the decision variable for conventional DD is not proper, which means sequence estimation has to be applied in an optimum receiver instead of symbol{by{symbol decisions. Suitable algorithms can be derived using nonlinear noise prediction. Optimum coe cients for FIR and IIR prediction{error lters have been calculated. In order to reduce complexity, DDFSE or DFE may be used to estimate the transmitted symbol sequence. Simulations show for both cases that the power e ciency of a conventional di erential detector is improved considerably. Although the optimum FIR and IIR lter coe cients depend on the channel noise variance 2 , it turned out that for practical interesting E b =N 0 ratios performance degrades only slightly when xed lters are employed, which are optimized for a mean variance 2 = 2 corresponding to 2 = 2 = 0:7. Especially the DFE structure using an IIR noise prediction{error lter with xed coe cients is well suited for implementation because of its very low computational complexity. This simple receiver improves DD by 1:2 dB at BER = 10 ?3 for AWGN conditions while no performance degradation compared to DD is observed for Rayleigh and Ricean fading channels and Doppler frequencies considered here. In contrast to that, the low complexity detector presented in 5, 7] degrades considerably under fading conditions as has been demonstrated by simulations.
A Calculation of the Optimum FIR Coe cients
In the following the optimum FIR lter coe cients are calculated from Eqs. (20) and (21 
