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Abstract
Manifold-mapping is an efficient surrogate-based optimization tech-
nique aimed at the acceleration of very time-consuming design prob-
lems. In this paper we present two new variants of the original algo-
rithm that make it applicable to a broader range of optimization scenar-
ios. The first variant is useful when the optimization constraints are ex-
pressed by means of functions that are very expensive to compute. The
second variant endows the original scheme with a trust-region strategy
and the result is a much more robust algorithm. By two practical design
problems from electromagnetics we eventually show that the proposed
variants perform efficiently.
Keywords: multi-level optimization, surrogate optimization, trust-
region methods, space-mapping, manifold-mapping, electromagnetic
devices design.
1 Introduction
Space mapping (Bandler et al., 1994, 2004; Echeverr´ıa et al., 2005) was intro-
duced by J.W. Bandler as a surrogate-based optimization technique aimed at
optimization processes where very accurate (and quite often time-consuming)
models are needed. In space-mapping terminology these models are called fine
models. The surrogate is a correction of a fast-to-compute approximation of the
fine model. This correction and the approximation are commonly known as the
space-mapping function and as the coarse model respectively.
However, the space-mapping approach does not in general yield the correct
optimum. Moreover, the computation of the space-mapping function requires an
additional optimization problem. This minimization process is sometimes prob-
lematic (Bandler et al., 2004). By manifold mapping (Echeverr´ıa and Hemker,
2005) we overcome those difficulties and we obtain an improved and efficient
optimization strategy.
The manifold-mapping concept introduces an alternative correction of the
coarse model. Unlike the space-mapping function, it is very straightforward
∗Phone: +31 20 592 4122, E-mail: D.Echeverria@cwi.nl.
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to compute and the associated manifold-mapping algorithm can be proven to
converge to the true optimum (Echeverr´ıa and Hemker, 2006). The manifold-
mapping algorithm has been reported as an efficient optimization technique in
problems of practical relevance (Echeverr´ıa et al., 2006).
In this paper we present two significant improvements of the original
manifold-mapping scheme. The first one allows its use in design scenarios where
optimization constraints are expressed by functions that are very expensive to
compute. The second improvement endows the original iteration with a trust-
region strategy that increases the algorithm robustness, when for example, the
optimization problem is strongly nonlinear or ill-conditioned (i.e., multiple op-
tima are present).
This paper is structured as follows. In Section 2 the basics of manifold map-
ping are explained. The two new variants, constrained optimization with man-
ifold mapping and trust-region manifold mapping, are introduced in Section 3.
Eventually in Section 4, these two new algorithms are applied to practical design
problems from electromagnetics.
2 Manifold-Mapping Basics
Before explaining the basics of the manifold-mapping approach, we introduce
the notation adopted. The design specifications are denoted by y ∈ Rm. The
fine model response f(x) is defined over the set X ⊂ Rn and x ∈ X is the design
variable. In this work we minimize the discrepancy between the specifications
and the fine model response
x∗f = argminx∈X‖f(x)− y‖ . (1)
We refer to x∗f as the fine model optimum. Not every optimization problem is of
this type, but most practical design situations can be reduced to this structure.
The coarse model response is denoted by c(x) and it is also defined over
X. We can consider coarse models over sets Z 6= X by the introduction of an
additional mapping p¯ : X → Z, as in (Echeverr´ıa and Hemker, 2005). The
coarse model optimum is defined as
x∗c = argminx∈X‖c(x)− y‖ . (2)
A general constrained optimization problem can be stated with the help of
a constraint function kf (x) as
x∗f = argminx∈X‖f(x)− y‖ (3)
X =
{
x ∈ Xˆ; kf (x) ≥ 0
}
, (4)
or equivalently
x∗f = argminx∈Xˆ‖f(x)− y‖ subject to kf (x) ≥ 0 . (5)
Now f and kf are defined over Xˆ ⊂ Rn, a superset of X. The function kf refers
to the fine (accurate) equality and inequality constraints. In this section kf
will be assumed easy-to-compute and thus, no special care with respect to the
constraints has to be taken in the manifold-mapping approach. For those cases
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Figure 1: Manifold-mapping model alignment.
where kf requires a significant computational effort, manifold mapping can still
be applied whenever a fast-to-evaluate function kc is available for approximating
the fine constraint function kf (see Section 3.1).
In (Echeverr´ıa and Hemker, 2005) the manifold mapping S : c(X) → f(X)
is introduced with the aim of correcting the misalignment between the models
f and c. With S, the point c(x∗f ) is mapped to f(x
∗
f ) and the tangent plane
for c(X) at c(x∗f ) to the tangent plane for f(X) at f(x
∗
f ) (see Figure 1). Other
approaches are possible but in our work we define S as the affine mapping
S c(x) = f(x∗f ) + S¯ (c(x)− c(x∗f )) , (6)
where
S¯ = Jf (x∗f )J
†
c(x
∗
f ) . (7)
The † symbol represents the pseudoinverse and Jf (x∗f ) and Jc(x
∗
f ) denote re-
spectively the Jacobian of f and c at x∗f . The combination S ◦ c acts as the
surrogate model for f . Under some assumptions about the similarity between
the fine and the coarse model that usually hold in practice, it can be shown
(Echeverr´ıa and Hemker, 2006) that
x∗f = argminx∈X‖S c(x)−y‖ = argminx∈X‖c(x)−c(x∗f ) + S¯ (f(x∗f )−y)‖ . (8)
The last equality is the basis for the manifold-mapping algorithm.
The mapping S is not known a priori, because it depends on the solution
of the optimization problem. But it can be iteratively approximated. The
manifold-mapping algorithm (see Figure 2) yields both the mapping S and the
desired fine model optimum x∗f (Echeverr´ıa and Hemker, 2006). This scheme
is particularly attractive from an implementational point of view: the central
function in every minimization process is always the coarse model c(x) and not
a surrogate (the specifications are updated in each step).
3 Two New Manifold-Mapping Variants
The manifold-mapping algorithm (MM, Figure 2) in the previous section cannot
be applied efficiently when the constraint function kf is expensive to compute.
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x0 = x∗c = argminx∈X‖c(x)− y‖ ;
T0 = Im×m ;
for k = 0, 1, . . . , while . . .
do
yk = c(xk)− Tk (f(xk)− y) ;
xk+1 = argminx∈X‖c(x)− yk‖ ;
break if . . .
∆F = [f(xk+1)− f(xk), · · · , f(xk+1)− f(xmax (k+1−n,0))] ;
∆C = [c(xk+1)− c(xk), · · · , c(xk+1)− c(xmax (k+1−n,0))] ;
(U∆F , Σ∆F , V∆F ) = SVD(∆F ) ;
∆F † = V∆F Σ
†
∆F U
T
∆F ;
Tk+1 = ∆C ∆F † ;
enddo
Figure 2: The manifold-mapping (MM) algorithm. SVD denotes a singular
value decomposition.
x0 = x∗c = argminx∈Xˆ‖c(x)− y‖ subject to kc(x) ≥ 0 ;
T0 = Im×m ;
K0 • = kf (x0) + (• − kc(x0)) ;
for k = 0, 1, . . . , while . . .
do
yk = c(xk)− Tk (f(xk)− y) ;
xk+1 = argminx∈Xˆ‖c(x)− yk‖ subject to Kk(kc(x)) ≥ 0;
break if . . .
∆F = [f(xk+1)− f(xk), · · · , f(xk+1)− f(xmax (k+1−n,0))] ;
∆C = [c(xk+1)− c(xk), · · · , c(xk+1)− c(xmax (k+1−n,0))] ;
∆Kf = [kf (xk+1)− kf (xk), · · · , kf (xk+1)− kf (xmax (k+1−n,0))] ;
∆Kc = [kc(xk+1)− kc(xk), · · · , kc(xk+1)− kc(xmax (k+1−n,0))] ;
(U∆F , Σ∆F , V∆F ) = SVD(∆F ) ;
(U∆Kc , Σ∆Kc , V∆Kc) = SVD(∆Kc) ;
∆F † = V∆F Σ
†
∆F U
T
∆F ;
∆K†c = V∆Kc Σ
†
∆Kc
UT∆Kc ;
Tk+1 = ∆C ∆F † ;
Kk+1 • = kf (xk+1) + ∆Kf ∆K†c (• − kc(xk+1)) ;
enddo
Figure 3: The manifold-mapping algorithm for constrained optimization.
SVD denotes a singular value decomposition.
Moreover, it can fail when the models are ill-conditioned, i.e., a small variation
of the design variable does not affect the model response. Therefore, we present
two new variants of the basic scheme in order to cope with these two problematic
situations.
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x0 = x∗c = argminx∈X‖c(x)− y‖;
T0 = Im×m;
λ0 = 1;
for k = 0, 1, . . . , while . . .
do
yk = c(xk)− Tk (f(xk)− y)/(1 + δ λk);
xk+1 = argminx∈X‖c(x)− yk‖;
break if . . .
while ‖f(xk+1)− y‖ > α ‖f(xk)− y‖,
xk+1 = xk + τβ (xk+1 − xk);
λk = max(λTR, Rλ λk);
endwhile ;
λk+1 = max(τ, λk/rλ);
∆F = [f(xk+1)− f(xk), · · · , f(xk+1)− f(xmax (k+1−n,0))] ;
∆C = [c(xk+1)− c(xk), · · · , c(xk+1)− c(xmax (k+1−n,0))] ;
(U∆F , U∆C ,Σ∆F ,Σ∆C , V ) = GSVD(∆F,∆C);
D = diag
(
σ∆Ci +λk(σ
∆C
1 +τ)
σ∆Fi +λk(σ
∆F
1 +τ)
)
;
Tk+1 = U∆CDUT∆F ;
enddo
Figure 4: The Trust-Region Manifold-Mapping (TRMM) algorithm.
GSVD denotes a generalized singular value decomposition. Typical values for
the parameters are: δ = 0, α = 1 + τ > 1, β = 1/10, λTR = 1, Rλ = rλ = 2 and
τ = 10−10.
3.1 Constrained optimization with manifold mapping
If a fast-to-evaluate approximation kc of the fine constraint function kf is
available, the manifold-mapping idea can be extended to a constrained opti-
mization problem in a straightforward way. An additional (affine) mapping
K : kc(Xˆ)→ kf (Xˆ) between the constraint sets, kc(Xˆ) and kf (Xˆ) is intro-
duced. With K, the point kc(x∗f ) is mapped to kf (x
∗
f ) and the tangent manifold
for kc(Xˆ) at kc(x∗f ) to the tangent manifold for kf (Xˆ) at kf (x
∗
f ). Again, the
mapping K is not known a priori and therefore, it has to be approximated iter-
atively. We indicate in Figure 3 how the MM algorithm has to be modified in
order to deal with constraints that are expensive to evaluate (the approximated
constraint manifold mapping is denoted by Kk). The stationary point of the
iteration is the right optimum x∗f since in the limit, the Karush-Kuhn-Tucker
conditions (Nocedal and Wright, 1999) hold.
3.2 Trust-region manifold mapping
An important requirement for convergence of the MM algorithm is that the
matrices ∆F and ∆C are sufficiently well-conditioned (Echeverr´ıa and Hemker,
2006). In practice it is hard to foresee the effect of this requirement. In the initial
phase of the whole optimization process we cannot give any a priori guarantee
concerning the condition number associated to the mentioned matrices.
When these matrices are ill-conditioned, the algorithm can take very large
steps because of the pseudo-inverse computation. Therefore, in (Hemker and
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Echeverr´ıa, 2006) a trust-region strategy (Conn et al., 2000) is introduced in
such a way that the undesired effects do no harm and convergence is accelerated.
The matrices ∆F and ∆C are regularized with the help of a generalized singular
value decomposition (GSVD) of the pair (∆F, ∆C).
The GSVD of the pair of matrices (∆F, ∆C) is (cf. (Golub and van Loan,
1983)) a set of five matrices U∆F , U∆C , Σ∆F , Σ∆C and V , such that
∆F = U∆F Σ∆F V T and ∆C = U∆C Σ∆C V T ,
with V a regular matrix, U∆F and U∆C unitary matrices and
Σ∆F = diag
(
σ∆F1 , · · · , σ∆Fn
)
and Σ∆C = diag
(
σ∆C1 , · · · , σ∆Cn
)
diagonal
matrices with nonnegative elements. The matrix ∆C∆F † in the MM algorithm
can now be written as
∆C∆F † = U∆C Σ∆CV T (V T )−1Σ
†
∆F U
T
∆F = U∆C diag
(
σ∆Ci /σ
∆F
i
)
UT∆F
≈ U∆C diag
(
σ∆Ci + λσ
∆C
1
σ∆Fi + λσ
∆F
1
)
UT∆F , with λ ≥ 0 .
Regularization is introduced by taking λ > 0. The choice of the parameter λ
in the trust-region MM algorithm (TRMM, Figure 4) is based on the success of
the previous iteration steps. If the residual ‖f(xk+1) − y‖ decreases, the value
of λ is divided by rλ, otherwise it is multiplied by Rλ. In practice, λ is never
reduced below a tolerance τ . The values suggested for a few constants in the
algorithm are based on heuristics. Further, the scheme contains an (optional)
damping parameter δ ≥ 0. For strongly nonlinear problems it can stabilize the
convergence process at the expense of a few additional function evaluations
(Hemker and Echeverr´ıa, 2006).
4 Optimization Experiments
The two design problems in this section have practical relevance. The first
problem has an expensive constraint function and thus, it is suitable for the
manifold-mapping variant presented in Section 3.1. The second one is the well-
known TEAM problem 25 for which we will see that the trust-region strategy in
Section 3.2 makes a significant improvement on the original manifold-mapping
algorithm.
Two optimization methods are used for the function argmin in the schemes
introduced in this paper: sequential quadratic programming (SQP) (Nocedal
and Wright, 1999) and differential evolution (DE) (Storn and Price, 1995). We
use SQP and DE for local and global minimization purposes respectively.
4.1 A class-E power amplifier
In many electronic circuits, the proper device operation is specified by a number
of constraints that very often are expensive to evaluate (for example, when the
voltage in a node should be larger than a certain threshold).
Class-E power amplifiers (Sokal and Sokal, 1975; Ramos, 2005) are widely
used in the radio frequency and microwave field because of their high efficiency.
In the amplifier in Figure 5 we see a transistor M1 followed by a resonant filter
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Figure 5: Class-E power amplifier. It consists of a transistor (CMOS) M1, two
inductors L0 and L1, one capacitor C0 and a load resistor RL.
L0-C0. The transistor acts as a switch and drives the current through the
inductor L1.
The design problem consists in the minimization of the supplied power (i.e.,
the model response is a scalar and y = 0). The constraints are defined over R5
and they ensure that the circuit is an amplifier that delivers an output power
larger than a minimum value. We need to compute the current through L1 in
order to obtain the supplied power (the supplied voltage VDD is constant and
equal to 2 V). The constraints are based on the voltages in nodes P0 and P1.
The nature of the amplifier implies in all cases expensive transient simulations.
The design variable x is defined over R5: x1 is the internal drawn channel width
of the transistor, x2 and x3 the inductances L1 and L0 respectively, x4 the
capacitance C0 and x5 the load resistance RL. For a more complete problem
description see (Ramos, 2005).
The fine model response and constraint function, f and kf , result from a tran-
sient simulation where the input wave is a square signal of 50 cycles with a time
resolution of 1000 samples per cycle1. The cost function is F (x) = |f(x)− y|.
The coarse model and constraint function, c and kc, use only 5 cycles with 100
samples per cycle. In both cases, the backward Euler scheme is used for the
integration of the corresponding differential equation. In the second situation
the computation of the model and the constraint function is 100 times faster
compared to the first one. In Figure 6 we show the transient voltages (last
cycle) in node P1 for the fine and the coarse simulations with x = x∗f . Though
the differences may seem small, x∗f is only feasible for the fine constraints.
The manifold-mapping variant for constrained optimization yields the solu-
tion x = [17530 µm, 3.54 nH, 1.33 nH, 63.1 pF, 3.03 Ω] after 26 equivalent fine
transient simulations. (This value is approximately proportional to the total
1The frequency of operation is 850 MHz.
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Figure 6: Transient voltages in node P1 for the fine and the coarse simulations
when the design variable is the fine model optimum x∗f . The conditions ensuring
that the device is an amplifier are based on different features of this waveform.
computing time.) The associated (fine) supplied power is 0.694 W. We use a
combination of DE and SQP for the coarse model optimum computation and
only SQP for the rest of the minimization processes within MM. The solution
given in (Ramos, 2005) is also feasible and shows a supplied power of 0.774 W.
But it is computed with DE and therefore, a few thousand simulations are
needed. SQP, with the coarse model optimum as initial guess, finds a feasible
point (associated supplied power of 0.700 W) after 56 equivalent fine transient
simulations.
Subsequent optimization runs detect different design solutions with analo-
gous quality. The costs to compute them are also similar to those indicated
above. The presence of multiple optima is a clear sign of ill-conditioned model
responses and/or constraint functions. The influence of this fact in the perfor-
mance of the MM scheme has been almost imperceptible. More difficult cases
could be dealt with by means of a proper trust-region strategy.
4.2 A die press (TEAM Problem 25)
We will study the optimization of a die press with an electromagnet (TEAM
Workshop problem 25) (Takahashi et al., 1996). This device (see Figure 7) is
used for manufacturing anisotropic permanent magnets. The molds and the
pole are made of steel.
The specifications y are the magnetic flux computed in ten points along the
curve e-f (see Figure 7) in the cavity; i.e., y = [Bx; By] where Bx and By are
the following column vectors
Bx = [0.35 cos θi]i=1,··· ,10 (T) , (9)
By = [0.35 sin θi]i=1,··· ,10 (T) , (10)
and θi denotes the angle with the x−axis. The design variable
x = [x1, x2, x3, x4] refers to the geometry of the molds. The control space
8
Figure 7: Geometry and design variables of the die press. The die press is
symmetric with respect to both axes.
SQP MM TRMM
# iter # f evals. F (x) # f evals. F (x) # f evals. F (x)
1 11 0.0016 1 0.0017 1 0.0018
2 17 0.0005 2 0.0029 3 0.0013
3 23 0.0005 3 0.0007 4 0.0007
4 29 0.0005 4 0.0008 7 0.0007
5 35 0.0005 5 0.0013 8 0.0004
Table 1: Iteration history for SQP, MM and TRMM in the die-press optimiza-
tion problem. SQP was applied with the coarse model optimum x∗c as initial
guess. The field # f evals. denotes the cumulative number of equivalent fine
model evaluations (approximately proportional to computing time). The field
F (x) indicates the cost function.
is a polytope in R4 (inexpensive constraint function). The complete problem
description can be found in (Takahashi et al., 1996).
The fine model f is based on second order triangular finite elements with four
levels of adaptive refinement (this yields around 120000 degrees of freedom).
The cost function is F (x) = ‖f(x)− y‖22. The coarse model c is built as a
least squares quadratic approximation of sixteen finite element solutions with
a linearized characteristic of the molds and the pole. The sixteen points in the
approximation are vertices of the polytope X. The discretizations used there
are based on very coarse grids (with less than 1000 degrees of freedom). The
construction and evaluation of the coarse model has a negligible computational
cost when compared with that of the fine model.
Table 1 shows the die press optimization results. We observe that
MM after the fourth iteration seems to move away from the optimum.
This diverging tendency grows during the next iterations. The solution
x = [7.14, 13.70, 14.00, 14.33] (mm) is computed by TRMM in five iterations
(eight equivalent fine model evaluations). The associated cost function value is
0.0004 and the quality of the solution is acceptable for practical purposes. We
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use DE for the coarse model optimum computation and for every minimization
process within the manifold-mapping approach. TRMM performs much more
efficient than SQP, which was applied with the coarse model optimum as initial
guess.
5 Conclusions
Manifold mapping is a multi-level surrogate-based optimization strategy aimed
at very time-consuming design problems. In this paper we have presented two
new variants of the original manifold-mapping algorithm. The first one is useful
when the optimization constraints are given by functions that are very expensive
to compute. The second one incorporates a trust-region strategy that yields a
much more robust scheme. Both variants perform efficiently in solving practical
design problems from electromagnetics.
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