We continue our study [12] of Shannon sampling and function reconstruction. In this paper, the error analysis is improved. The problem of function reconstruction is extended to a more general setting with frames beyond point evaluation. Then we show how our approach can be applied to learning theory: a functional analysis framework is presented; sharp, dimension independent probability estimates are given not only for error in the L 2 spaces, but also for the error in the reproducing kernel Hilbert space where the a learning algorithm is performed. Covering number arguments are replaced by estimates of integral operators.
First, we improve the probability estimates in [12] with a simplified development.
Then we apply the technique for function reconstruction to learning theory. In particular, we show that a regression function f ρ can be approximated by a regularization scheme f z,λ in H K . Dimension independent exponential probability estimates are given for the error 
We shall always assume that S x is bounded. Here for each x ∈ X, ρ x is a probability measure with zero mean, and its variance σ Note that x∈x (f * (x))
H < ∞. The Markov inequality for a nonnegative random variable ξ asserts that
2)
It tells us that for every ε > 0,
By taking ε → ∞, we see that {η x } ∈ 2 (x) and hence y ∈ 2 (x) in probability.
Let γ ≥ 0. With the sample z := (x, y x ) x∈x , consider the algorithm Function reconstruction f := arg min
Proof. Denote
Taking the functional derivative [10] for f ∈ H, we see that any minimizer f of (3.3)
This proves Theorem 1.
The invertibility of the operator S T x S x + γI is valid for rich data.
Definition 1. We say that x provides rich data (with respect to H) if
is positive. It provides poor data if λ x = 0.
The problem of function reconstruction here is to estimate the error f − f * H . In this paper we shall show in Corollary 2 below that in the rich data case, with γ = 0, for every 0 < δ < 1, with probability 1 − δ, there holds
This estimate does not require the boundedness of the noise ρ x . Moreover, under the stronger condition (see 12]) that |η x | ≤ M for each x ∈ x, we shall use the McDiarmid inequality and prove in Theorem 5 below that for every 0 < δ < 1, with probability 1 − δ,
The two estimates, (3.5) and (3.6), improve the bounds in [12] . It turns out that Theorem 4 in [12] is a consequence of the remark which follows it about the Markov inequality.
Conversations with David McAllester were important to clarify this point. §4. Sample Error
The sample error takes the form f − f x,γ 2 H .
Theorem 2. If S

T
x S x + γI is invertible and Special Assumption holds, then for every 0 < δ < 1, with probability 1 − δ, there holds
If |η x | ≤ M for some M ≥ 0 and each x ∈ x, then for every ε > 0, we have
By the independence of the samples and
Then the expected value of the sample error can be bounded as
The first desired probability estimate follows from the Markov inequality (3.2).
For the second estimate, we apply Theorem 3 from [12] (with w ≡ 1) to the random variables {η 2 x } x∈x . Special Assumption tells us that E(η x ) = 0, which implies E(η
Then we see that for every ε > 0,
.
Here we have used the condition |η x | ≤ M , which implies η
The desired bound then follows from
Remark. When x contains m elements, we can take σ 
For the operator L, we have
Taking inner products on both sides with u, we have
The definition of the richness λ x tells us that
It follows that
This is true for every v ∈ H. Then the bound for the first operator follows. The second inequality is trivial.
Corollary 1. If S
T
Then
This in connection with Proposition 1 proves the following proposition.
Corollary 2.
If λ x > 0 and γ = 0, then for every 0 < δ < 1, with probability 1 − δ, there
For the poor data case λ x = 0, we need to estimate γ S
Recall that for a positive self-adjoint linear operator L on a Hilbert space H, there
Taking the infimum over g ∈ H, we have
This is the K-functional between H and the range of L. Thus, when the range of L is
See [11] .
we can use a K-functional between H and the range of S T x S x to get the convergence rate.
then there holds
In particular, if f * lies in the closure of the range of S
Compared with Corollary 2, Proposition 3 in connection with Corollary 1 gives an error estimate for the poor data case when f * is in the range of S T x S x r . For every 0 < δ < 1, with probability 1 − δ, there holds
§6. More General Setting of Function Reconstruction
From (2.1) we see that the boundedness of S x is equivalent to the Bessel sequence property of the family {E x } x∈x of elements in H, i.e., there is a positive constant B such
Moreover, x provides rich data if and only if this family forms a frame of H, i.e., there are two positive constants A ≤ B called frame bounds such that
In this case, the operator S T x S x is called the frame operator. Its inverse is usually difficult to compute, but it satisfies the reconstruction property:
For these basic facts about frames, see [17] .
The function reconstruction algorithm studied in the previous sections can be generalized to a setting with a Bessel sequence {E x } x∈x in H satisfying (6.1). Here the point evaluation (2.1) is replaced by the functional < f, E x > H and the algorithm becomes
The sample values are given by ), then a function reconstruction scheme becomes
The rich data requirement is reasonable for function reconstruction such as sampling theory [13] . On the other hand, in learning theory, the situation of poor data or poor frame bounds (A → 0 as the number of points in x increases) often happens. For such situations, we take x to be random samples of some probability distribution. §7. Learning Theory
From now on we assume that X is compact. Let ρ be a probability measure on
The function minimizing the error is called the regression function and is given by
Here ρ(y|x) is the conditional distribution at x induced by ρ. The marginal distribution on X is denoted as ρ X . We assume that
The purpose of the regression problem in learning theory [3, 7, 9, 14, 15] is to find good approximations of the regression function from a set of random samples z :
drawn independently according to ρ. This purpose is achieved in Corollaries 3, 4, and 5
below. Here we consider kernel based learning algorithms.
Let K : X × X → IR be continuous, symmetric and positive semidefinite, i.e., for any finite set of distinct points {x 1 , · · · , x } ⊂ X, the matrix (K(x i , x j )) i,j=1 is positive semidefinite. Such a kernel is called a Mercer kernel.
The Reproducing Kernel Hilbert Space (RKHS) H K associated with the kernel K is defined to be the closure [2] of the linear span of the set of functions
property takes the form
The learning algorithm we study here is a regularized one:
Learning Scheme f z,λ := arg min
We shall investigate how f z,λ approximates f ρ and how the choice of the regularization parameter λ leads to (optimal) convergence rates. The convergence in L 2 ρ x has been considered in [4, 5, 18] . The purpose of this section is to present a simple functional analysis approach, and to provide the convergence rates in the space H K as weel as sharper, dimension independent probability estimates in L 2 ρ X . The reproducing kernel property (7.1) tells us that the minimizer of (7.2) lies in
by projection onto this subspace. Thus, the algorithm can be written in the same way as (3.3). To see this, we denote 
Therefore, Theorem 1 still holds and we have
This implies the expression (see, e.g. [3] ) that
It is a good approximation of the integral operator
The operator L K can also be defined as a self-adjoint operator on H K or on L 2 ρ X . We shall use the same notion L K for these operators defined on different domains. As operators
. To get sharper error bounds, we need to get estimates for the operators with domain L 2 ρ X .
Proof. Define ξ to be the
The function f x,λ may be considered as an approximation of f λ where f λ is defined by
In fact, f λ is a minimizer of the optimization problem:
Theorem 3. Let z be randomly drawn according to ρ. Then
Proof. The same proof as that of Theorem 2 and Proposition 1 shows that
. Then the first statement follows.
To see the second statement we write
Lemma 1 tells us that
Applying Lemma 1 again, we see that
Note that f λ is a minimizer of (7.4). Taking f = 0 yields
Therefore, our second estimate follows.
The last step is to estimate the approximation error
We follow the same line as we did in [11] . Estimates similar to (7.9) can be found [3, Theorem 3 (1)]: for a self-adjoint strictly positive compact operator A on a Hilbert space H, there holds for 0 < r < s,
(A mistake was made in [3] when scaling from s = 1 to general s > 0: r should be < 1 in the general situation.) A proof of (7.9) was given in [5] . Here we provide a complete proof because the idea is used for verifying (7.10).
Proof of Theorem 4. If {λ i , ψ i } i≥1 are the normalized eigenpairs of the integral operator
It follows that
f λ − f ρ ρ = i≥1 λ λ i + λ λ r i d i 2 1/2 = λ r i≥1 λ λ i + λ 2(1−r) λ i λ + λ i 2r d 2 i 1/2 .
This is bounded by λ
r {d i } 2 = λ r g ρ = λ r L −r K f ρ ρ . Hence (7.9) holds. When r > 1 2 , we have f λ − f ρ 2 K = λ i >0 λ λ i + λ λ r− 1 2 i d i 2 = λ 2r−1 i≥1 λ λ i + λ 3−2r λ i λ + λ i 2r−1 d 2 i .
This is again bounded by
The second statement (7.10) has been verified.
Combining Theorems 3 and 4, we find the expected value of the error f z,λ − f ρ . By choosing the optimal parameter in this bound, we get the following convergence rates.
Corollary 3. Let z be randomly drawn according to
where 
Remark. Corollary 3 provides estimates for the
H K -norm error of f z,λ − f ρ . So we require f ρ ∈ H K which is equivalent to L − 1 2 K f ρ ∈ L 2 ρ X . To get convergence rates we assume a stronger condition L −r K f ρ ∈ L 2 ρ X for some
Corollary 4. Let z be randomly drawn according to
14)
where
Remark. The convergence rate (7.15) for the L 2 ρ X -norm is obtained by optimizing the regularization parameter λ in (7.14) . The sharp rate derived from Corollary 4 is 1 m 1 4 , which is achieved by r = 1.
In [18] , a leave-one-out technique was used to derive the expected value of learning schemes. For the scheme (7.2), the result can be expressed as
If we denote the regularization error (see [12] ) as
then the bound (7.16) can be restated as
One can then derive the convergence rate for the confidence 1 − δ.
In [5] , a functional analysis approach was employed for the error analysis of the scheme (7.2). The main result asserts that for any 0 < δ < 1, with confidence 1 − δ,
Convergence rates were also derived in [5, Corollary 1] by combining (7.18) with (7.9):
when f ρ lies in the range of L K , for any 0 < δ < 1, with confidence 1 − δ, there holds
Thus the confidence is improved from 1/δ to log(2/δ), while the rate is weakened to .
In the next section we shall verify the same confidence estimate while the sharp rate is kept.
Our approach is short and neat, without involving the leave-one-out technique. Moreover, we can derive convergence rates in the space H K .
§8. Probability Estimates by McDiarmid Inequalities
In this section we apply some McDiarmid inequalities to improve the probability estimates derived from expected values by the Markov inequality.
Let (Ω, ρ) be a probability space. For t = (t 1 , · · · , t m ) ∈ Ω m and t i ∈ Ω, we denote 
where σ
The first inequality is the McDiarmid inequality, see [8] . The second inequality is its
Bernstein form which is presented in [16] .
First, we show how the probability estimate for function reconstruction stated in Theorem 2 can be improved. Recall from the proof of Theorem 2 that F (y) = x∈x y x − f * (x) E x H and Then we turn to the learning theory estimates. The purpose is to improve the bound in Theorem 3 by applying the McDiarmid inequality. To this end, we refine Lemma 1 to a probability estimate form. 
Proof. Define a function F : X m → IR as
For j ∈ {1, · · · , m}, we have
