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＜要約＞
情報が無料で取得し得る世界では，いわゆる一物一価の法則が妥当する。同一財に対し
他の売り手を上回る高値をつける売り手は自らの買手を見つけることができず，価格を他
の売り手の水準に引下げない限り，市場から退出を余儀なくされるからである。
しかしながら，例えば，市場における最低価格情報を探るためには時間，金銭の形の費
用支出がともなうごとく価格情報が有料となるところでは，事態は一変する。買い手の中
には，価格情報取得に際しての支出を倹約しようとする者も存在し得る。このとき，市場
最低価格を上回る価格をつける売り手は，すべての買い手を失うことにはならない。事実，
価格は一様とはならない。
かかる情況の下で，買い手は，直面する価格を受容するか，拒否し，定額費用負担の下
で別の価格を探すか二様の行動をとり得る。このとき，二様の行動の中のいずれを選択す
べきかの問題が問われ，それは，サーチ問題（search problem）と呼ばれる。サーチ問題
に対し，最初に理論化を試みたのは Stiglerであった。そこでは，予め決定された数だけ
の価格情報取得機会のすべてについてサーチが実行される形の議論が展開された。しかる
に，そこには，それまでに取得した情報が，受容かサーチ継続かの選択に何ら反映されな
い不都合がともなう。
McCallは，上の不都合を解消すべく，既存の情報に則って次の受容かサーチ継続かの
選択を逐次的に展開する逐次的サーチ・モデルを提示し，ある臨界値を境にして，それ以
下の観察値に対し受容を選択し，それ以上のそれに対しサーチ継続を選択すべしとする最
適停止ルール（optimal stopping rule）を導いた。
以下では，Stiglerモデル，McCall（およびそれ以降）の逐次的サーチ・モデルを概観した
上で，伊藤過程にしたがって変動する状態変数をサーチ対象とする動的経済の下で，無限
大時間視野，連続時間が想定されるところで展開される逐次的サーチ過程が導く最適停止
ルールのあり方が検討される。
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序伝統的な完全競争市場モデルを構成する条件の１つを成す完全情報（perfect information）が妥
当しない現実の経済において，特定の財の購入を企図する購入者は，販売場所の各々について承知
はしていても，それぞれの場所で請求される価格については十分な情報を持ちあわせていないのが
通例であろう。情報収集活動（information−gathering activities）を通じて価格の某を知ることは可
能であるが，時間，貨幣の形での費用負担がついて来る。そこには，不可避的にトレード・オフ問
題（trade−off problem）が発生してくる。
かかる経済環境の下で販売者が直面する需要函数の決定要因となる購入者がしたがうルールのあ
り方への関心が高まる中，Stigler〔１９〕は，購入に先立って購入者が訪ねるべき店舗数はいくつか
を問う形で，上の問題に取組む嚆矢となり，サーチ理論（search theory）の礎を築くこととなっ
た。次いで，McCall〔１３〕は，より一般的な文脈の中で，逐次的サーチ（sequential search）の分
析の基礎を築いた。また，Nelson〔１６〕は，財の品質不確実性（quality uncertainty）が支配する
ところで２つのサーチ戦略の比較を試みた。さらに，Telser〔２１〕は，確率分布が不明な情況の下
で，サーチからの利得の規模のあり方を説明するためのいくつかの例示を試みた。
１９７０年代に入ると，サーチ理論は，一方で既存の枠組の中での精緻化が深まり，他方でマクロ経
済的文脈への拡散化が加速していった。前者の例として，既知の確率分布からの静態的サーチ
（static searching）と未知の確率分布からの適応的サーチ（adaptive searching）の対比を試みた
Kohn＝Shavell〔１０〕，適応的逐次サーチ・モデルを検討した Axell〔１〕，Rothschild〔１７〕，そして，
経済状態がMarkov過程（Markov process）にしたがう動学モデルを検討した Lippman＝McCall〔１１〕
等が挙げられる。後者の例としては，Phillips曲線の理論的基礎の定式化にサーチ過程を適用した
Grossman〔５〕，Mortensen〔１５〕，労働供給の再定式化として職探し（job search）過程を提示，検
討したMcCall〔１４〕，Eaton＝Neher〔４〕，Lucas＝Prescott〔１２〕等が挙げられる。さらに，近代
に入ると，マクロ経済のミクロ的基礎（micro foundations of macroeconomics）の分析に対しサー
チ均衡接近法（search−equilibrium approach）を適用する一連の試みが Diamondによって展開さ
れた。（代表として，展望作業の Diamond〔２〕参照。）
本稿における我々の目的は，経済状態が伊藤過程（Ito process）にしたがう動的経済における逐
次的サーチのあり方と最適停止ルールのあり方を検討することにある。まず，次節では，Stigler, op.
cit.,を展望し，逐次的サーチとの対比を試みる。第２節では，サーチの対象となる経済状態を表わ
す状態変数（state variable）が確率過程の伊藤過程にしたがって変動する無限大視野をもつ連続的
動的経済を想定し，逐次的サーチ過程，最適停止ルールのあり方を動的計画法（dynamic program-
ming）の適用によって検討する。最後に，結論的言及がなされる程である。
尚お，本稿は最終稿ではない。
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第１節 逐次的サーチ戦略
1．Stiglerモデル
本節では，逐次的サーチ戦略のあり方をみる。
本項では，対比のために，サーチ問題の原モデルである Stiglerのそれを概観しておく。
同一財に対し多数の店舗がそれぞれの価格を設定しているところで，各店舗の設定価格は知り得
ず，高々，店舗にまたがる価格の分布を知り得るにすぎない購入主体は，一定のサーチ費用（search
cost）ないしサーチ料（search fee）を店舗毎に支払うことによって，店舗毎の設定価格を正確に
知ることができるものとする。１）
かかる情況の下で，Stigler〔９〕は，財の購入に先立って主体が訪ねる店舗の最適数を問う形で
サーチ問題に取組む嚆矢となった。財は同一であるから，主体は設定価格の違いによってのみ店舗
の区別化を図ることになり，したがって，サーチの過程で直面する最小価格（lowest price）に専
ら関心を注ぐことになる。
いま，主体が n番目にサーチした店舗の価格を pn（n＝１，２，…）とし，そのうちの最初から N 番
目までの店舗が設定する中での最小価格を p（N）＝min（p１，p２，…，pN）とする。事前において，pn，p（N）
は確率変数となり，それぞれ密度函数 f（・），g（N）（・），分布函数 F（・），G（N）（・）をもつものとする。
したがって，上で問われた問題は，財１単位の購入価格とサーチ費用の和である総支出 Τ（N）を
最小にするサーチ数 N を見つけるそれとなる。すなわち，問題は
min
N
Τ（N）＝E（p（N）cN （１）
で表わされる。ただし，E は期待値オペレータであり，cはサーチ単位費用である。
ところで，価格は非負の値をとるから，非負の確率変数の期待値のあり方をみておこう。
すでに示唆したごとく，確率変数の価格 pの密度函数 f（p）に対し，分布函数 F（p）は，
Prob {pP}＝F（P）＝


f（p）dp （２）
で与えられる。ここで F（０）＝０，F（∞）＝１と仮定される。このとき，価格 pの期待値 E（p）は，
E（p）＝


pf（p）dp＝


pdF（p） （３）
で定義される。
いま，u＝１F（p），v＝pと設定し，部分積分



udv＝uv
b
a



vdu （４）
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を適用すれば



［１F（p）］dp＝


pdF（p） （５）
がしたがう。ここで，（３）式を考慮すれば
E（p）＝


［１F（p）］dp （６）
を得る。
さて，分布函数 F（・）から抽出（sample）される独立な２つの確率変数 p１，p２を想定する。この
とき，独立性の仮定から
Prob {event［（p１＞p）∩（p２＞p）］}＝（１F（p））×（１F（p））＝（１F（p））２ （７）
がしたがう。しかるに，（７）式の左辺の{ }内は，event［min（p１，p２）＞p］と同値となる。（図－1参照。）
したがって，
Prob {event［min（p１，p２）＞p］}＝（１F（p））２ （８）
となり，したがって，
E［min（p１，p２）＞p］＝


［１F（p）］２dp （９）
を得る。一般に，p１，p２，……，pNが F（・）から抽出された N 個の独立した確率変数であるならば，
（９）式から
E［min（p１，p２，…，pN）］＝


［１F（p）］Ndp （１０）
がしたがう。
ここで，p（N）の密度函数 g（N），分布函数 G（N）に対して
１G（N）（p）＝Prob {p（N）＞p} （１１）
を考えよう。Prob {p（N）＞p}＝Prob {min（p１，p２，…，pN）＞p}を想起し，event［min（p１，p２，…，pN＞p］と
event［（p１，p２，…，pN）＞p］は同値となることを考慮すれば
１G（N）（p）＝Prob {p（N）＞p}＝Prob {min（p１，p２，…pN）＞p}
p
p１ p２
〈N.B〉p１＜p２
図－1
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＝Prob {p１＞p}Prob {p２＞p}……Prob {pN＞p}
＝（１F（p））（１F（p））……（１F（p）） （１２）
と変形される。したがって
G（N）（p）＝１［１F（p）］N （１３）
がしたがう。ここで，（１３）式を微分すれば
g（N）（p）＝Nf（p）［１F（p）］N１ （１４）
がしたがう。g（N）（p）＝［（１G（N）p］′を想起し，部分積分を適用すれば，最小値 p（N）の期待値は
E［p（N）］＝


pg（N）（p）dp
＝p［１G（N）（p）］
∞
０



［１G（N）（p）］dp
＝


［１G（N）（p）］dp
＝


［１F（p）］Ndp （１５）
と表わされる。したがって，サーチ限界費用は一定値 cとなることを想起すれば，抽出数を N１
から N に増加させるときの限界便益は，
E［p（N１）］E［p（N）］＝


{［１F（p）］N１［１F（p）］N}dp
＝


F（p）［１F（p）］N１dp（＞０） （１６）
で表わされる。しかるに，（１６）式は正の符号をとるから，サーチの限界便益は正となり，さらに，
抽出規模 N の増加とともに減少していく，すなわち，サーチ規模に関する収積逓減性（decreasing
returns to search scale）がしたがう。このとき，購入主体は，



F（p）［１F（p）］N＊１dpc


F（p）［１F（p）］N＊dp （１７）
が満たされるような最適抽出規模 N＊を選択することになる。
（１７）式の最初の不等式は，N＊個目のサーチからの限界便益が限界費用を上回り，したがって，
N＊１個より N＊個までのサーチの方が主体にとって望ましいことを意味し，２番目の不等式は，
N＊１個のサーチからの限界便益が限界費用を下回り，したがって，N＊１までの抽出は望ましく
ないことを意味している。したがって，（１７）式の２つの不等式が満たされるとき，主体は抽出規模
N＊から乖離しても利得を得ることができないことになる。
ところで，上の議論では，特殊なルールが適用されていた。購入主体はサーチの実行に先立って
収集すべき売り手の価格の数を決定し，その数が実現されるまで抽出を維持し続けなければならな
い。しかるに，このルールの下では，それ以前のサーチ過程を通じて収集された情報の最適利用が
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図られず仕舞いとなる。
例えば，購入主体が最初の売り手から破格の低価格を手にする幸運に恵まれたならば，明らかに，
当初意図した抽出規模に関わりなく，それ以上サーチを継続することが無益であると思えてくるか
もしれない。また，購入主体が最初の N 個の売り手から格段の高価格を手にし続けてきたとして
も，固定化抽出規模ルールの下では，N が予め意図した最適抽出規模であれば，そこでサーチを
停止しなければならない。しかるに，価格に関する自前の分布に信頼を寄せる主体が N 個の高価
格を目にしてきた後サーチを行おうとする誘因は，サーチ実行前の主体が，これからサーチを行お
うとする誘因と何ら違いはない。結局のところ，既に投じたサーチ費用は埋没費用（sunk cost）
となるから，購入主体は N 個以上の価格の収集を続行していく筈である。
上の Stiglerの議論の限界は，決定ルールが逐次性（sequentiality）をもたない，すなわち，抽出
の後，その都度，抽出された値に依存しながらサーチを継続すべきか否かを決定していく逐次的サ
ーチ戦略（sequential search strategy）に拠っていないことに起因すると考えられる。
2．逐次的サーチ戦略
本項では，逐次的サーチ戦略のあり方をみる。２）
さて，前項におけると同様に，購入主体は一定費用 cの下で分布 F から独立した価格の抽出を
行うものとする。これまでに主体が出合ったすべての価格が，望むとき何時でも受容すべく行使し
得るならば，その抽出はリコール付抽出（sampling with recall）と呼ばれ，逆に，こうしたリコー
ルが許されない抽出は，リコールなし抽出（sampling without recall）と呼ばれる。リコールが認
められるとき，その以前の抽出値が情報として以後の抽出に影響を及ぼす逐次性がサーチ戦略にも
たらされる。
まず，リコールが認められない場合を想定しよう。
いま，抽出した現行価格 sをもち，最適化行動をとる購入主体の期待最小価格とサーチ費用の和
を v（s）で表わそう。このとき，主体は，現行価格を受容しサーチを停止するか，あるいは sを拒否
し，費用 cでもう一回サーチを継続し，新価格 s′を抽出するかのいずれかを選択するものとする。
前者のサーチ停止の場合 v（s）＝sがしたがい，後者の継続の場合，新価格 s′の期待値


v（s′）dF（s′）
の下で v（s）＝c


v（s′）dF（s′）がしたがう。
このとき，リコールなしのサーチ問題に対する Bellman方程式（Bellman equation）
v（s）＝mins，c

v（s′）dF（s′） （１８）
がしたがう。（図－2参照。３））したがって，
s for ss＊
v（s）＝



（１９）
s＊＝c


v（s′）dF（s′） for ss＊
を満たすような臨界値 s＊＝c


v（s′）dF（s′）が存在する。かかる臨界値 s＊は，サーチの留保価格
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（reservation price）と呼ばれる。（１９）式は，ss＊なる sに対し，sを受容し，サーチ停止を図り，s
s＊なる sに対し，それを拒否し，サーチを継続するサーチ戦略（search strategy）を導く。この
ルールを最適停止ルール（optimal stopping rule）と呼んでおこう。
しかるに，（１９）式を用いれば，cと F のタームで s＊を表示し得る。（１９）式から
s＊＝c


v（s′）dF（s′） （２０）
or s＊＝c



sdF（s）s＊



dF（s） （２１）
がしたがう。さらに
s＊


dF（s）＝s＊＝s＊



dF（s）s＊



dF（s） （２２）
を考慮すれば
s＊



dF（s）s＊



dF（s）＝c



sdF（s）s＊



dF（s） （２３）
を得る。（２３）式は，さらに




（s＊s）dF（s）＝c （２４）
と変形される。ここで，u＝（s＊s），dv＝dF（s）と設定し，部分積分を適用すれば
c


v（s′）dF（s′）
４５°
０ s＊
Accept Reject
図－2
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



（s＊s）dF（s）＝



F（s）ds （２５）
がしたがう。（２５）式を（２４）式に代入すれば




F（s）ds＝c （２６）
を得る。ここで，函数 g（s）
g（s）＝


F（p）dp （２７）
を定義すれば，g（０）＝０，g（s）０，g′（s）＝F（s）＞０，g″（s）＝F′（s）＝f（s）＞０がしたがい，g（s）は凸函数
を成し，留保価格 s＊が cと F（したがって g）のタームで表わされる。（図－3参照。４））
次に，リコールが認められる場合をみてみよう。
このとき，主体は一定のサーチ費用 cで分布 F から逐次的（sequentially）に独立な抽出を行な
うものとする。各抽出の後で，その抽出値ないしそれ以前の任意の抽出値を行使して受容するか，
あるいは，費用 cの下でもう一回の抽出を行なうことによってサーチを継続するかどちらかの選択
を行ない得るものとする。
いま，これまでの抽出の中での最小価格を sとしよう。何時でも行使し得る最小価格 sをもち，
最適化行動をとる主体の最小価格 sと追加的費用 cの和を J（s）で表わそう。最小価格を行使して受
容し，サーチを停止するとき J（s）＝sとなる。最小価格 sをリコールする権利を留保しながら，s
を拒否し，費用 cでもう一回抽出するとき，その価値は，cJ（s）


dF（s′）


J（s′）dF（s′）で与
えられる。第２項は s′＞sとなる事態を表わし，第３項は s′＜sとなるそれを表わしている。した
がって，リコールが認められる場合に妥当する Bellman方程式
g（s）
g（s）＝


F（p）dp
c
s０ s＊
図－3
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J（s）＝min {s，cJ（s）


dF（s′）


J（s′）dF（s′） （２８）
がしたがう。
さて，（２８）式の解として，（１９）式に準じて
J（s）＝



s for ss＊
s＊ for ss＊
（２９）
を推測してみよう。ただし，s＊は，
s＊＝c



s dF（s）s＊



dF（s） （３０）
を満たす。
さて，上の推測の下で，まず，ss＊の場合を想定しよう。（２８）式は
J（s）＝mins，cs
＊



dF（s′）



s′dF（s′）	 （３１）
or J（s）＝min {s，s＊}＝s＊ （３２）
と書き改められる。このことは，ss＊の場合に関する上の推測の妥当性を意味する。次に，ss＊
の場合を想定すれば，（２８）式は
J（s）＝mins，cs


dF（s′）


s′dF（s′） （３３）
と書き改められる。ここで，φ（s）≡cs


dF（s′）


s′dF（s′）と設定すれば，直ちに，φ（s＊）＝s＊
がしたがい，さらに，J（s＊）＝s＊がしたがう。さらに，s＜s＊に対して，φ（s）に Leibnitzルールを適
用すれば，積分の上下端が∞，０を含むから，φ′（s）＝


dF（s）がしたがい５），したがって，φ（s）＞s
となり，ss＊の場合に関する上の推測の妥当性が確かめられた。
以上から，（２９）式は，（３０）式の s＊を留保価格とする最適停止ルールを与えるそれであることが
帰結される。このとき，リコールが認められるか否に関わらず，図－2に準ずる同形態のルールが
妥当することに注意されたい。
3．Pandora問題
本項では，逐次的サーチ戦略の例として提示されたWeitzmanモデルを概観する。
Weitzman〔２２〕は，特性を異にする代替機会からの最良の結果に関するサーチの問題を逐次的
サーチ戦略のそれとして検討した。
そこでは，２つの技術過程が想定され，不確定な利得を含めた特性が表－1のごとく示される。
逐次的サーチ過程と最適停止ルール
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Project α ω
Cost １５ ２０
Duration １ ２
Reward １００ ５５ ２４０ ０
Probability ０．５ ０．５ ０．２ ０．８
表－1
ある財の生産に際し，より安価な新技術の発見の任務を負わされた大組織の調査部門が想定され
る。α技術と ω技術の２つがあり，どちらか１つだけが生産に適用される。例えば，表－1におい
て，α技術に関する研究開発費用は１５，結果が揃うまでの所要時間が１，利得は０．５の確率で１００
か，もしくは０．５の確率で５５となるごとくである。ω技術についても，同様の判定が妥当する。
さて，他方の技術の調査を行うことなく，一方の技術だけを調査するとき，α技術のみの調査
の期待値は
１５
１
１．１

［０．５（１００）０．５（５５）］＝５５．５ （３４）
となり，ω技術のみのそれは
２０
１
１．１


２
［０．２（１００）０．８（０）］＝１９．７ （３５）
となる。（図－4－（a）参照。）
標準的な経済規準によれば，α技術は ω技術を優越する。ω技術に比べ α技術は，調査費用が
安く，時間ラグも短かく，期待利得は高く，最低利得も大きく，分散が小さいからである。しかる
に，逐次性が認められると事態は変わってくる。
ここで，逐次的サーチ戦略がとられるものとする。まず，α技術の調査がなされ，確定利得が
５５と判明した後に，ω技術の調査の期待値は，
２０
１
１．１


２
［０．２（２４０）０．８（５５）］＝５６＞５５ （３６）
となる。この期待値は，ω技術の調査を停止し，そのまま受容するときの値打ちより大きい。し
たがって，ω技術を調査する，すなわち，サーチを継続することは価値があることになる。
５５ １００ ０ ２４０
E＝５５．５ E＝１９．７
０．５ ０．５ ０．８ ０．２
α−technology ω−technology
図－4－（a）
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また，α技術の確定利得が１００と判明したとき，ω技術の調査の期待値は
２０
１
１．１


２
［０．２（２４０）０．８（１００）］＝８５．８＜１００ （３７）
となる。しかるに，この期待値は確定利得１００よりも小さい。したがって ω技術の調査は，経済的
に価値をもたないから，停止する場合と考えられる。（図－4－（b）参照。）
以上から，α技術から始める最適策の期待値は，上の（３６）式の結果を用いて
１５
１
１．１



	０．５（１００）０．５

２０


１
１．１


２
［０．２（２４０）０．８（５５）］


＝５５．９ （３８）
と計算される。
同様の手続きを適用すれば，ω技術から始める最適策の期待値
２０
１
１．１


２
	０．２（２４０）０．８

１５


１
１．１

［０．５（１００）０．５（５５）］




＝５６．３ （３９）
がしたがう。したがって，最適策は，ω技術から始めるという直観に反するものとなる。
Weitzmanは，上の例解を経て，より一般的文脈の中で逐次的サーチ戦略のあり方を検討した。
いま，n個の封印された箱が存在し，箱 i（１in）は，他の利得とは独立な確率分布函数 Fi（xi）
をもつ潜在的利得 xiを内包しており，費用 ciを負担すれば，箱 iを抽出し開封でき，時間ラグ ti
を経た後に中身が確認し得るものとする。
ここで，n個の箱の集合 I は，抽出済みの箱の集合 Sと残る未抽出の箱の補集合 Sとに分割され
る。すなわち，
S∪S＝I，S∩S＝φ，where I＝{１，２，…，n}
がしたがう。
これまでの抽出利得の最大値，すなわち，リコール値を yとすれば，
y＝max xi
i∈S∪｛０｝
（４０）
で表わされる。ただし，i∈S∪{０}は，抽出済みの箱のインデックスである。しかるに，確率分布
は相互に独立であるから，開封済みの箱に関する情報は yに集約される。このことは，個々の xi
５５ ２４０ １００ ２４０
E＝５６ E＝８５．８
０．８ ０．２ ０．８ ０．２
５５ １００
０．５ ０．５
図－4－（b）
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の値を知ることが無用となることを意味している。
いま，（S，y）で任意の時点における状態（state）を表わせば，状態（S，y）を評価づける状態評価
函数（state valuation function）Ψ（S，y）が定義される。Ψ は遷移性（recursiveness）をもち，
Ψ（S，y）＝maxy，maxi∈S

ciβi

Ψ（Si，y）

dFi（xi）


Ψ（Si，xi）dFi（xi）	





 （４１）
を満たさなければならない。ただし，SiはS{ i }を表わし，βi＝er tiであり，r は割引率を表わす。
（４１）式は，動的計画法（dynamic programming）における最適性原理（principle of optimality）を
表わす。
いま，箱に関するサーチ戦略を展開する主体を，ギリシャ神話の Pandoraの箱（Pandora’s Box）
の挿話に因んで Pandoraと名づける６）。Pandoraは，サーチ過程を停止しリコール利得 yを取得す
ることもできるし，
ciβiΨ（Si，y）

dFi（xi）


Ψ（Si，xi）dFi（xi）	 （４２）
で計算される期待割引純利得を取得すべく箱 i（i∈S）を開封することもできる。状態（S，y）におけ
る最適策の価値は，かかる代替的選択肢の最大値である。すなわち，Pandoraの問題は，上の（４１）
式の右辺を最大化する選択肢を探すそれとなる。
ここで，２つの箱を想定しよう。１つは，封印された箱 iであり，もう１つは，開封済みで利得
ziをもたらす仮説上の箱である。箱を開封しない選択をすれば，確実値 ziを取得でき，開封する選
択をすれば，期待純利得
ciβizi

dFi（xi）


xidF（xi）	 （４３）
を取得し得る。
もし，Pandoraにとって，開封する選択と開封しないそれが無差別であれば，封印された箱と仮
説上の開封済みの箱は同値となる，すなわち，ziと（４３）式が均等化しなければならず，均等化条件
ci＝βi


（xizi）dFi（xi）（１βi）zi （４４）
が満たされなければならない。
いま，ziを最適サーチ策をとることからの期待割引現在価値と解せば，ziと（４３）式を均等化させ
る ziは，箱 iの留保価格とみなすことができる。このとき，次の Pandoraルール（Pandora’s Rule）
がしたがう。
［選択ルール］
開封されるべき箱は，最大留保価格をもつ未開封の箱である。
［停止ルール］
最大抽出利得がすべての未開封の箱の留保価格を上回るときは，必ずサーチを停止せよ。
104
上のルールにおいて注目すべきは，まず，最適策の全構造が留保価格に関する簡単な説明に帰着
してしまうこと，次は，箱の開封にともなう利得の全額によってではなく，極く近視眼的な目先の
利得と停止利得との均等化によって各箱の留保価格が算定されることである。後者は，留保価格が
他のすべてのサーチ機会から独立であり，当該の箱自体の性質にのみ依存することを意味する。
ところで，もし，n個の箱が同一的なそれであるならば，Pandoraの問題は簡単化され，共通の
留保価格を上回る利得が保証されなくなるまで，サーチを継続することが最適策となる。
１）例えば，店頭訪問，電話にともなう時間，金銭のロスがそれに妥当する。
２）本項の議論として，Sargent〔１８〕（Chap．２），Hey〔９〕（Chap．１１），Rothschild〔１７〕等参照。
３）Sargent, op. cit., Figure２．１．（p．６１）に対応する。
４）Sargent, op. cit., Figure２．２．（p．６２）に対応する。
５）例えば，Sydsæter＝Hammond〔２０〕（pp．５４７―５４９）参照。
６）Prometheusが人類の利益のために天界の Zeusの祭壇から火を盗んで人間に与えたことに対し，Zeusは，
命じて土から一人の美人を造らせ，これに生命を与えて人類を惑わすべく地上の Prometheusと弟 Epi-
metheusに贈り物として与えた。美人は，‘all gifted’を意味する Pandoraと名づけられた。彼女は，一つ
の箱を与えられていて，決して開けてはならないと言いつけられていた。好奇心に負けて箱を少し開け
ると無数の疾病の妖精が踊り出てきて，それら妖精が広がっていくにつれて，その後，人間の間に病い
が広まっていくことになる。
第２節 確率過程と最適停止問題
1．サーチと動的計画法
本節では，より一般的な経済環境の下で，サーチの対象となる変量が確率過程にしたがって変動
するところでの最適停止問題を動的計画法の適用によって検討する。
本項では，サーチの対象となる状態変数が確率過程にしたがって変動する情況に対する動的計画
法の適用可能性をみる。
いま，期間０において，主体がサーチを停止し，現行の状態変数値の下で取得可能な価値を受け
容れる選択と，一定のサーチ費用の負担の上でもう１期間サーチを継続するとき取得可能な価値の
割引現在価値，すなわち，後続価値（continuation value）の取得を目指す選択との二択選択（binary
choice）が可能であるものとする。かかる選択間の決定の問題を最大化の問題として取扱うものと
する。
かかる情況において，最適利用された経済機会全体からの純現在価値 F０は
F０＝maxV０，
１
１ρE０［F１］

 （４５）
で表わされる。ただし，１／（１ρ）は割引要因であり，E０は，期間０に利用可能な情報を用いて計算
逐次的サーチ過程と最適停止ルール
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される期間１における純価値に関する期待値オペレータである。このとき，最適な決定は，上の純
現在価値 F０を最大化するそれとなる。かかる表現は，動的計画法（dynamic programming）の発
想と本質を共有している。
サーチの余地の残る決定は，当該期間だけに限定された中での決定より制約度が緩いものとなる。
期間０だけに限定された決定からの純利益は
Ω０＝max［V０，０］ （４６）
で表わされる。これを終結価値（termination value）と呼んでおこう。このとき，（４５）式における
F０と（４６）式における Ω０との差，F０Ω０は自由度拡大分の価値とみなし得る。これを決定先送り選
択権（option to postpone the decision）と呼んでおこう。
２期間問題から多期間のそれへの一般化を考えるとき，主体の行動や機会拡大化に影響を与える
ときの現状を状態変数（state variable）xで表わし，これをサーチの対象となすものとする。しか
るに，任意の期間における現在値 xtは既知であるが，将来のそれ xt１，xt２，…は確率変数となる。
加えて，各期間において主体が何がしかの変量値それ自体を選択し得るものとし，この選択を制
御変数（control variable）uで表わそう。制御変数値 utは，その時点で利用可能な情報，すなわち
状態変数値 xtのみを用いて決定されなければならない。時点 t における状態と制御は，即時的利得
（immediate payoff）πt（xt，ut）を構成する。さらに，xt，utは将来の状態 xt１，xt２，…の確率分布に影響
を与えるものとすると，xt，utに条件付きの次期の状態 xt１に関する累積確率分布（conditional cu-
mulative probability distribution function）Φt（xt１｜xt，ut）が定義される。
ところで，動的計画法の基本的発想は，意思決定の流列を即時的期間と後続的期間とに２分割す
るそれであった。時点 t における状態 xtの評価価値，すなわち時点 t 以降でも最適決定を下し続け
る際にしたがう利得の流列の期待純現在価値 Ft（xt）を最大化すべく期間中の制御の流列{ut}が選択
され，即時的利得 πt（xt，ut）が確定する。次期 t１において，状態 xt１は，その次の期間の期待純現
在価値ないし状態評価値 Ft１（xt１）が最適決定を通じて実現されるといったごとくである。
しかるに，次期 t＋１の評価価値 Ft１（xt１）は，時点 t の視点からは未知の確率変数となり，期待
値 Et［Ft１（xt１）］が採られなければならない。この値は，後続価値に相当する。したがって，時点 t
まで割引かれた即時的利得と後続価値との和
πt（xt，ut） １１ρEt［Ft１（xt１）］
を最大化すべく制御変数 utを選択するとき，状態評価価値は，
Ft（xt）＝max
ut

πt（xt，ut）
１
１ρEt［Ft１（xt１）］ （４７）
で表わされる。ただし，期待値オペレータ Etは，
Et［Ft１（xt１）］＝Ft１（xt１）dΦt（xt１｜xt，ut） （４８）
で定義される。このとき，（４７）式は，最適性の基本方程式（fundamental equation of optimality）
を与え，これは，Bellman方程式（Bellman equation）と呼ばれる。
もし，時間視野が有限で最終時点 Τ をもつならば，Τ から遡って Τ１，Τ２と後向きに問題を
解いていく後向き帰納法（backward induction）が適用可能となる。いま，Τ 時点における最終利
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得 ΩΤ（xΤ）が既知であるものとすると，１時点前の Τ１時点における状態評価価値
FΤ１（xΤ１）＝max
uΤ１

π（xΤ１，uΤ１）
１
１ρEΤ１［ΩΤ（xΤ）］ （４９）
がしたがう。次に，制御変数 uΤ２についても同様の最大化を図れば FΤ２（xΤ２）がしたがうといった
ごとくである。
しかしながら，決定問題が固定された有限時点をもたないとき既知の最終利得が存在せず，した
がって，上の後向き帰納法は適用し得ないが，その代り問題は遷移構造（recursive structure）を
もつそれとなる。無限大時間視野が想定されると，上の（４７）式が時間 t それ自体から独立となる簡
単化が可能となる。当該時点の状態 xtは問題となるが，カレンダー的日付は，それ自体何ら効果
を持ち得ない。このことは，利得函数 π，推移確率分布函数 Φ，割引率 ρが上の日付から独立であ
るという条件の下で妥当である。このとき，１期先の問題は，出発点の状態が代わるだけで，現時
点の問題のそれと同一の様相をもつ。状態評価函数は期間を通じて共通となり，時間ラベルを外し
た形 F（xt）で表わされる。したがって，任意の時点 t に対する Bellman方程式は
F（xt）＝max
ut

π（xt，ut）
１
１ρEt［F（xt１）］

 （５０）
と表わされる。さらに，状態 xt，xt１は相異なる任意の状態を表わすものとみなし得るから，一般的
に，これらを x，x′と表わし得る。したがって，（５０）式の Bellman方程式は，さらに
F（x）＝max
u

π（x，u）
１
１ρE［F（x′）｜x，u］ （５１）
と表現し直される。
ここで，時間の連続化を図ることにする。いま，各期間が Δt の時間間隔をもつものとする。即
時的利得 π（x，u，t）はフロー量であるから，時間間隔 Δt にまたがる利得額は π（x，u，t）Δt で表わさ
れる。同様に，単位時間当たりの割引率 ρに対し，Δt にまたがる総割引要因は１／（１ρΔt）で表わ
される。このとき，Bellman方程式（（５１）式）は，
F（x，t）＝max
u

π（x，u，t）Δt
１
１ρΔtE［F（x′，tΔt）｜x，u］

 （５２）
と表わされる。ここで，（５２）式の両辺に（１ρΔt）を乗じ，整理すれば
ρΔtF（x，t）＝max
u
{π（x，u，t）Δt（１ρΔt）E［F（x′，tΔt）F（x，t）］}
＝max
u
{π（x，u，t）Δt（１ρΔt）E［ΔF］} （５３）
がしたがう。いま，（５３）式を Δt で除し，Δt→０とすると，
ρF（x，t）＝max
u

π（x，u，t）
１
dtE［dF］

 （５４）
を得る。ただし，（１／dt）E［dF］は E［ΔF］／Δt の極限値である。
さて，状態変数 xが連続時間確率過程にしたがって変動するものとする。いま，その例として，
伊藤過程（Ito process）を想定する。このとき，確率微分方程式
逐次的サーチ過程と最適停止ルール
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dx＝a（x，u，t）dtb（x，u，t）dz （５５）
がしたがう。dzは，Wiener過程の増分である。a（x，u，t），b（x，u，t）は，状態変数，制御変数，そし
て時間に依存する既知の（確定的）函数であり，それぞれドリフト係数（drift coefficient），拡散係
数（variance coefficient）と呼ばれる。このとき，E［dz］＝０から，E［dx］＝a（x，u，t）dt がしたがう。
ここで，時間間隔 Δt の期末の状態を x′＝xdxで表わし，状態評価函数 F に適用すれば
E［F（xΔx，tΔt）｜x，u］
＝F（x，t）［Ft（x，t）a（x，u，t）Fx（x，t）
１２（b（x，u，t））
２Fxx（x，t）］Δto（Δt） （５６）
がしたがう。ただし，o（Δt）は，Δt→０のとき，Δt よりも速くゼロに収束する項を表わし，無視し
得るものとする。（５６）式を考慮すれば，Bellman方程式（（５４）式）は
ρF（x，t）＝max
u
{π（x，u，t）Ft（x，t）a（x，u，t）Fx（x，t）
１２（b（x，u，t））
２Fxx（x，t）} （５７）
と書き改められる。
しかるに，（５７）式を解く最適制御値 u＊は，x，t と Ft（x，t），Fx（x，t），Fxx（x，t），さらに π，a，bの函
数形を支配するパラメータ群の函数として表現可能である。したがって，u＊を（５７）式の右辺に代
入すれば，F を従属変数，xと t を独立変数とする２次偏微分方程式（partial differential equation
of the second order）が導かれる。一般に，解くのは難かしいが，数値的に解く方法が開発されて
いる。
ところで，時間視野が無限大であり，函数 π，a，bが時間に陽表的には依存しないものとすると
き，状態評価函数も時間に依存しなくなり，（５７）式は，xを唯一の独立変数とする２次常微分方程
式（ordinary differential equation of the second order）に帰着する。すなわち，
ρF（x）＝max
u

π（x，u）a（x，u）F′（x）
１
２（b（x，u））
２F″（x） （５８）
がしたがう。
2．最適停止問題
本項では，サーチの停止と継続の間の選択問題に対する最適停止問題のあり方を動的計画法の適
用によって検討する。７）
前項で示唆したごとく，主体は，２つの選択可能性をもつ。１つはサーチを停止し，既知の状態
変数を受容し，最適行動の実行からもたらされる終結利得を取得する可能性である。もう１つは，
一定の費用負担の下でサーチを継続する一方で，最適行動からしたがう即時的利得を取得し，期待
値で示される後続価値の取得を留保する可能性である。
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このとき，サーチの最適停止の問題に対する Bellman方程式は
F（x）＝max {Ω（x），π（x）C １１ρE［F（x′）｜x］} （５９）
で表わされる。右辺 { }内第１項は，サーチ停止からしたがう終結価値を表わし，第２項は，サ
ーチ費用を控除した純即時的利得とサーチ継続からしたがう一種のキャピタル・ゲインに相当する
期待値タームの後続価値の和を表わす。
さて，サーチの最適停止問題（optimal stopping problem）は，（５９）式の右辺の最大化が，ある
領域の xに対してはサーチの停止によって実現され，反対領域の xに対しては，サーチの継続によ
って実現されるとき，その分岐点を成す臨界値（critical value or cutoff value）を探す問題として
定式化される。一般にかかる領域の分割は一義的ではなく，さらに，停止が最適となる間隔と継続
が最適となる間隔が交互に交替する可能性すらある。そこで，片側で停止が最適となり，その反対
側で継続が最適となるような一意の臨界値が存在すべく問題を設定し直さなければならない。
ここで，臨界値 x＊に対し，x＞x＊なる xの領域においてサーチ継続が最適となり，逆に，x＜x＊
となる xの領域においてサーチ停止が最適となるように問題設定を整えよう。かかる設定の妥当化
を促す２つの仮定を設けよう。
［仮定1］
H（x）≡π（x）C １１ρE［Ω（x′）｜x］Ω（x）と設定するとき，H′（x）＞０となる。
［仮定2］
条件付確率分布 Φ（x′｜x）は，正の系列相関性をもつ。
［仮定1］は，xの値が大きければ大きい程，継続がより魅力的になることを保証するものである。
π（x）C はフローであり，（１／（１ρ））E［Ω（x′）｜x］Ω（x）はストックであるから，両者を比較可能
な形で表現し，xの上昇とともに，その和も増加する，すなわち，H（x）が xの増加函数となること
を要請している。
［仮定2］は，現時点の優位性が近い将来時点で逆転する可能性を排除するために，今期の xが
上昇するならば，来期の x′に関する条件付確率分布 Φ（x′｜x）が，より大きな x′に対してより大き
な加重（weight）を与える，すなわち，分布がいたる処で右方にシフトすることを保証するもので
ある。xがしたがう確率過程における正の系列相関性（positive serial correlation）は，その持続性
（persistence）を意味している。また，確率分布に関する［仮定2］の要件は，第１次確率優位（first-
order stochastic dominance）と呼ばれる。８）
ところで，いま，Bellman方程式（（５９）式）の両辺から Ω（x）を減じ，F（x）Ω（x）＝G（x）と設定し
よう。このとき
G（x）＝max０，π（x）CΩ（x）
１
１ρF（x′）dΦ（x′｜x）


＝max０，π（x）C
１
１ρΩ（x′）dΦ（x′｜x）
１
１ρG（x′）dΦ（x′｜x）

 （６０）
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がしたがう。（６０）式右辺第２要素を最初の３項から成る第１グループと残りの１項から成る第２グ
ループとに分割すれば，［仮定1］の H（x）は第１グループに他ならない。しかるに，G（x）が増加函
数であれば，その積分値も増加函数となる。このとき，［仮定2］の下で，x′の上昇は G（x′）を右方
にシフトさせ期待値を上昇させる。したがって，増加函数がもう１つ別の増加函数を生み出すこと
になり，かかる過程は函数から函数への（縮少）写像と考えられる。しかるに，この過程の不動点
（fixed point），すなわち，（６０）式の解自体増加函数となる。９）また，第１次確率優位は，確率過程が
ランダム・ウォーク（random walk），Brown運動（Brownian motion），平均回帰的自己回帰過程
（mean−reverting autoregressive process or mean−reverting AR）であるときは，妥当する。
因みに，上の H（x）が減少函数であるならば，臨界値 x＊に対し，x＜x＊なる xにおいて継続が最
適となり，x＞x＊なる xにおいて停止が最適となるが，確率分布に関する要件が変更されることは
ない。
ところで，連続的時間を想定し，ρを ρdt，π（x）を π（x）dt と入れ替え，さらに，x′＝xdxと設定
しよう。このとき，伊藤過程
dx＝a（x，t）dtb（x，t）dz （６１）
を適用すれば
dx′＝xa（x，t）dtb（x，t）dz （６２）
がしたがう。ここで，E［Ω（x′｜x）］に伊藤補題を適用し，E［z］＝０，（dz）２＝dt を想起すれば，
E［Ω（x′）］＝E［Ω（x，t）dx′１２Ωxx（x，t）（dx′）
２］
＝Ωx（x，t）［a（x，t）dtb（x，t）dz］１２Ωxx（x，t）［a（x，t）dtb（x，t）dz］
２
＝［Ωx（x，t）a（x，t）１２Ωxx（x，t）（b（x，t））
２］dt （６３）
を得る。したがって，（６３）式を適用すれば，H（x）の表現は，
H（x）＝π（x）C １１ρ［Ωx（x，t）a（x，t）
１
２Ωxx（x，t）（b（x，t））
２］dtΩ（x） （６４）
と表現し直される。さらに，（６４）式に（１ρdt）を乗じ，次いで dt で除し，dt→０とすれば，（６４）式
は
H（x）＝π（x，t）CρΩ（x，t）a（x，t）Ωx（x，t）１２（b（x，t））
２Ωxx（x，t） （６５）
と書き改められる。したがって，［仮定1］における H（x）の表現に対して H′（x）＞０とする要件は，
上の（６５）式の表現に対して H′（x）＞０とする要件と同値となることを示唆している。
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3．最適停止ルール
本項では，上の最適停止問題の解が導く最適停止ルールのあり方をみる。
まず，最適停止問題の Bellman方程式（（５９）式）を
F（x，t）＝maxΩ（x，t），π（x，t）C
１
１ρdtE［F（xdx，tdt）｜x］

 （６６）
と表現し直しておこう。このとき，サーチ継続が最適となる領域において，（６６）式右辺 { }内の
第２項の値が第１項のそれを上回る。いま，（６６）式の両辺に（１ρdt）を乗ずれば，
ρdtF（x，t）＝max {（π（x，t）C）dt（１ρdt）E［F（xdx，tdt）F（x，t）］} （６７）
がしたがう。さらに，両辺を dt で除し，dt→０とすれば，（６７）式は，
ρF（x，t）＝max（π（x，t）C
１
dtE［F（xdt，tdt）F（x，t）］

 （６８）
と変形される。ここで，伊藤補題を適用し，整理すれば，状態評価函数 F（x，t）が満たすべき偏微
分方程式
１
２（b（x，t））
２Fxx（x，t）a（x，t）Fx（x，t）Ft（x，t）ρF（x，t）π（x，t）C＝０ （６９）
がしたがう。
さて，以下で，状態変数 xは伊藤過程の特殊ケースである幾何 Brown運動（geometric Brownian
motion）
dx＝μxdtσxdz （７０）
にしたがうものと想定し直そう。ただし，μは平均，σは分散要素である。このとき，（６９）式は
１
２σ
２x２Fxx（x，t）μxFx（x，t）Ft（x，t）ρF（x，t）π（x，t）C＝０ （７１）
と書き改められる。
ところで，時間視野が無限大であり，函数 πが時間に陽表的に依存しないものとすると，評価
函数 F も時間に依存しなくなることは上で示唆したごとくである。このとき，（７１）式は，xのみを
独立変数とする常微分方程式となり
１
２σ
２x２F″（x）μxF′（x）ρF（x）π（x）C＝０ （７２）
と表現し直される。
さて，（７２）式の解として F（x）＝Axαを試みてみよう。ただし，Aは未定定数である。代入を通じ
て２次方程式
１
２σ
２α（α１）μαρπ（x）C
ρ
＝０ （７３）
逐次的サーチ過程と最適停止ルール
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がしたがう。１０）いま，（７３）式の同次部分は
１
２α
２（ ρ
σ２
１２）α
ρ
α２
＝０ （７４）
と変形されるから，根は α１＞１なる正根と α２＜０なる負根をもち，それぞれ
α１，α２＝
１
２
ρ
σ２
±


ρ
σ２
１２


２
２ρ
σ２
（７５）
で表わされる。したがって，方程式の一般解は，同次部分の一般解と特解の和
F（x）＝A１xα１A２xα２π（x）C
ρ
（７６）
で表わされる。しかるに，π（x）が著しく大きな値をとるとき投機的バブル（speculative bubble）
が発生する可能性が生ずる。これを排除するために A１＝０が要請される。したがって，一般解は
F（x）＝A２xα２π（x）C
ρ
（７７）
と表現し直される。
これに対して，サーチ停止が最適となるところで，Ω（x）＝Bxβと設定しよう。ただし，βは確定
定数である。このとき，最適停止ルール
F（x）＝A２xα２π（x）C
ρ
if x＞x＊
Ω（x）＝Bxβ if x＜x＊ （７８）
がしたがう。
ところで，最適停止問題を解く x＝x＊（t）は，空間（x，t）を停止，継続の２つの領域に分割する曲
線を描くとみなすことができる。しかるに，曲線 x＝x＊（t）の方程式を予め知り得ることはないが，
動的計画法の解の一部として見い出す必要がある。Bellman方程式（（７１）式）から停止領域において，
F（x，t）＝Ω（x，t）がしたがい，連続性から，すべての t に対し，条件
F（x＊（t），t）＝Ω（x＊（t），t） for all t （７９）
を付加し得る。この条件は，未知の函数 F（x，t）の値と既知の利得函数 Ω（x，t）の値を均等化させる
ことを要請するから等値化条件（value−matching condition）と呼ばれる。
しかしながら，かかる境界自体未知であり，偏微分方程式（（７１）式）が妥当する（x，t）空間の領域
は，それ自体内生的に決まってくるものであり，したがって，かかる領域の境界，すなわち，x＊（t）
は自由境界（free boundary）と呼ばれ，方程式を解いたり，妥当領域を確定する問題は自由境界
問題（free boundary problem）と呼ばれる。
さらに，x＊（t）と F（x，t）を同時に見い出そうとすれば，もう一つの追加条件が必要とされる。自
由境界に適用される条件は，数学的要請ではなく，むしろ経済学的，物理学的，生物学的要請から
したがう。そこでの条件は，各 t に対し，xの函数とみなされる F（x，t）と Ω（x，t）が境界 x＊（t）上で
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接し合う，すなわち，
Fx（x＊（t），t）＝Ωx（x＊（t），t） for all t （８０）
が成立することを要求するものとなる。この条件は，その値だけでなく，微係数ないし傾きが境界
上で一致することを要求しており，平滑張合わせ条件（smooth−pasting condition）と呼ばれる。
いま，（７８）式の最適停止ルールに対し，上の２つの条件を適用すれば，
A２（x＊）α２π（x
＊）C
ρ
＝B（x＊）β （８１）
α２A２（x＊）α２１π′（x
＊）
ρ
＝βB（x＊）β１ （８２）
がしたがう。（８１），（８２）式は，未定係数 A２をも未知数とする方程式体系を成す。
即時的利得函数 π（x）が，例えば線型に特定されれば，（８１），（８２）式から A２を消去し整理すれば，
臨界値 x＊が定数解として導かれる。x＊を代入すれば，遡って A２が決定される。このことは，A２を
変化させて F（x）を Ω（x）に接するようにシフトさせることを意味する。（図－5参照。）
７）数学的手続について，Dixit＝Pindyck〔３〕に負う。
８）確率優位（stochastic dominance）について，例えば，Hadar＝Russell〔６〕，〔７〕，Hanoch＝Levy〔８〕
参照。
９）Dixit＝Pindyck, op. cit., Appendix A.（p．１２７）参照。
１０）厳密には，リスク調整を施す必要があり，安全割引率 ρとリスク調整済み割引率 δを区別しなければ
ならない。
Ω（x）F（x）
x０ x＊
C
Accept Reject
図－5
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結びにかえて
抽出規模先決型戦略（predetermined sample size strategy），すなわち，サーチの対象数が一旦
決定されると，それまでに出合った価格額とは関係なく，先決数の対象のすべてをサーチする戦略
に対する反省から，それまでに出合った価格を情報として以後のサーチの停止ないし継続の可否を
決定していく逐次的戦略（sequential strategy）が生まれてくる。そこでは，停止ないし継続の分
岐点を与える臨界値としての留保価格が算定される。
例えば，店舗，企業といった対象を特定することなく，時間とともに変化していく状態変数をサ
ーチの対象とするとき，所定の費用負担の下で，状態変数値そのものを特定するのではなく，現行
の状態変数値に条件づきの次期状態変数に関する確率分布が導かれ得る。
このとき，状態変数に対して状態評価函数を定義すれば，現行状態からの即時的価値と将来の状
態評価値の期待値から成る後続価値の和の最大化を通じて現時点で評価する状態評価価値がしたが
う。この値がサーチ継続戦略の評価値を与える。他方，現時点の確定値としての状態評価値がした
がい，この値がサーチの停止戦略の評価値を与える。
しかるに，かかる状態評価値は，状態変数が時間とともに如何に変動していくかに依存する。上
では，確率過程のうち伊藤過程にしたがうものと想定された。それは，後続価値に関する Bellman
方程式に対し最も簡単な形を生む連続時間確率過程である。
後続価値から停止価値を減ずるときの差は，現行の確定状態変数値の大小に依存する。現行状態
変数値の増加とともに，上の差も増加していく一方で，同変数値に条件づきの確率分布が１次確率
優位を満たすべく右方にシフトしていくと想定すれば，停止戦略から継続戦略への戦略変換をもた
らす状態変数の臨界値が存在し得る。臨界値の左方の値に対して停止戦略，右方のそれに対して継
続戦略の選択を促がすルールを最適停止ルールと呼ぶ。さらに，臨界値において停止価値と後続価
値が均等化し，それぞれが接線を共有するという追加条件の下で，臨界値の値そのものが特定化さ
れる。
危険（risk）の拡大にともなう臨界値（ないし留保価格）の変化のあり方の確認の問題は，興味深
い問題であろう。
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