Homotopy continuation methods to solve polynomial systems scale very well on parallel machines. We examine its parallel implementation on multiprocessor multicore workstations using threads. With more cores we speed up pleasingly parallel path tracking jobs. In addition, we compute solutions more accurately in about the same amount of time with threads, and thus achieve quality up. Focusing on polynomial evaluation and linear system solving (key ingredients of Newton's method) we can double the accuracy of the results with the quad doubles of QD-2.3.9 in less than double the time, if all available eight cores are used.
INTRODUCTION
PHCpack is an open source software package for homotopy continuation methods to solve polynomial systems. For surveys and general introductions on homotopy continuation methods, see [32] , [35] , and [43] .
The first public release of PHCpack is archived in [45] . Parallel implementations of various homotopy algorithms in PHCpack have been developed jointly with Yusong Wang [46, 48] , Yan Zhuang [31, 47, 50] , Yun Guan [23] , and Anton Leykin [29, 30, 31] . All parallel homotopy algorithms in [23 Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. 29, 30, 31, 46, 47, 48, 50] use the message passing library MPI [41] for interprocess communication on clusters of Linux nodes, developed on personal clusters and tested on the NCSA supercomputers. Other continuation software for polynomial systems (Bertini [8] , HOM4PS-2.0para [34] , PHoMpara [24] , and POLSYS GLP [44] ) use MPI.
PHCpack is developed with the aid of the GNU-Ada compiler which maps tasks [13] to kernel threads, The multitasking implementation of homotopies could complement the existing parallel versions in a multi-tiered approach: each node could run a more efficient multithreaded finer-grained homotopy algorithm, while the communication between the nodes happens with message passing in a coarser grain. Granularity issues in homotopy algorithms are discussed in [3] .
We first describe multithreaded versions of the most commonly used homotopy continuations in PHCpack. As expected from pleasingly parallel computations, the speedup of the multithreaded code is close to optimal. The second part of this paper is devoted to a "quality up" (defined in [2] ) using multiprecision arithmetic instead of the standard hardware floats. Because of locks placed on memory allocations of the existing multiprecision of PHCpack, we have started to use the quad doubles as available in the software QD-2.3.9 [25] . A quad double is an unevaluated sum of four doubles and quadruples the working precision from = 2.204 × 10 −16 to 4 = 2.430 × 10 −63 . Extending the precision in this manner was introduced in [17] , see also [38] and [40] .
Performing arithmetic with operations defined by software instead of hardware multiplies the cost with a certain factor. Experimentally we report in this paper that the multiplication factors in raising the level of precision from double to double double, and from double to quad double are close to the number eight, which is the number of available cores on our computer. Using all available cores properly, we can compensate for the extra cost of working with extended precision and thus obtain a quality up.
Our computations happened on a on a Mac OS X Pro with 2 Quad-Core Intel Xeons at 3.2 Ghz, bus speed at 1.6 Ghz, 12 Mb L2 cache per processor and 8Gb memory. We used the GNAT GPL 2009 edition of the GNU-Ada compiler. The code is available in version 2.3.56 of PHCpack. We also use QD-2.3.9 via its C interface, compiled with the g++ compiler (gcc version 4.0.1), including the pthread library. Acknowledgements. Preliminary versions of this work were presented by the first author at a session of ACA 2009 and at a minisymposium of the SIAM PP10 conference. The first author is grateful to the organizers of these meetings. We thank the reviewers for their comments.
SPEEDING UP PATH TRACKERS
In this section we describe the use of threads to speedup three different types of homotopies: cheater [33] [36], polyhedral [26] , and monodromy breakup [42] . First we outline the manager/worker paradigm applied to multithreading.
Job Scheduling Algorithms
When we use the MPI library, we typically apply the manager/worker paradigm. One manager node (or process) maintains a job queue. Worker nodes (or processes) send messages to request jobs. If the received job is not the termination signal, then after computing the job, the results of the job are sent back to the manager. This paradigm scales very well for thousands of nodes and for systems of millions of solutions.
On smaller multiprocessor multicore computers, one could of course also run MPI, but in that case one may lose one entire process to the manager. Because of the irregularities of the path tracking jobs -it is hard to predict in advance how much work one job will take -the manager must always be available to serve the worker processes with a new job. Therefore one of the available cores must be assigned to the manager and is therefore unavailable for computational jobs. On a system with 8 cores, this leaves only 7/8 or at most 87.5% of the total capacity available for computation.
The multithreaded version of the manager/worker paradigm uses one main thread to launch the worker threads. The main thread initializes the job queue but leaves the management of the pointer to the current job to the worker threads. If a worker needs a new job, it will request a lock (or semaphore) and adjust the pointer to the current job in a critical section. After adjusting the pointer, the lock is released [13] . Semaphores are supported in the GNU-Ada compiler [1] .
Starting worker tasks in Ada is relatively simple and illustrated with code in Figure 1 . The procedure Workers calls the Job procedure, which executes code based on the id number.
procedure Workers ( n : in natural ) is task type Worker ( id,n : natural ); task body Worker is begin Job(id,n); end Worker; procedure Launch_Workers ( i,n : in natural ) is w : Worker(i,n); begin if i < n then Launch_Workers(i+1,n); end if; end Launch_Workers; begin Launch_Workers(1,n); end Workers; The GNU-Ada compiler maps the Ada tasks to kernel threads. The implementation of the task scheduler is described in [39] . While our development platform is a Mac Pro with 2 Quad-Core processors, our multicore implementations have also been tested on dual core computers running Linux and Windows (win32 thread model). Also there -using the same source code -we observed good speedups. Table 1 lists preliminary timings on tracking all 924 paths in a cheater homotopy for the cyclic 7-roots problem [4] . Although the system overhead increases as we go from one to 8 threads, it constitutes only about 1% of the total wall clock time. The timings were obtained using version 2.3.45 of PHCpack, typing at the command prompt $ $ time phc -p -t8 < /tmp/input8 where the 8 was replaced subsequently by 4, 2, and 1. Since version 2.3.46 of PHCpack, the blackbox solver called as phc -b -t8 will use 8 tasks to run the polyhedral homotopies [26] . To run MPI programs, the environment of the user must be configured for mpirun or mpiexec. In contrast, using threads is done just by adding the -t8 option to the phc executable.
Multitasking Polynomial Continuation

Multitasking Polyhedral Continuation
To approximate all isolated solutions of a given system f (x) = 0 with as many equations as unknowns, using polyhedral homotopies [26] we distinguish three stages:
1. Compute the mixed volume MV (aka the BKK bound) of the Newton polytopes spanned by the supports A of f via a regular mixed-cell configuration Δω.
2. Given Δω, solve a generic system g(x) = 0, using polyhedral homotopies [26] . Every cell C ∈ Δω defines one homotopy
tracking as many paths as the mixed volume of the cell C, as s goes from 0 to 1.
Stages 2 and 3 are computationally most intensive. For example, for cyclic 10-roots (MV = 35940): stage 1 takes 21 seconds (using the version of MixedVol [22] as integrated in PHCpack) whereas stage 2 lasts 39 minutes.
We point out that PHoMpara [24] provides a parallel computation of the mixed volume.
A static distribution of the workload (as used in mpi2cell_s developed with Yan Zhuang [47] ) is shown in Figure 2 . In a static workload distribution, we assume that every path takes about the same amount of work. Because polyhedral homotopies solve a generic system g(x) = 0, this assumption may hold, although we experienced better performance with a dynamic load balancing [47] . Table 2 shows timings for running polyhedral homotopies on a random coefficient system, distributing mixed cells, for the cyclic nroots problems. On the same random coefficient system g(x) = 0 used to solve the cyclic 10-roots problem, we compared the MPI implementation with the new multitasked code, on our 8-core Mac Pro:
• mpirun -n 9 mpi2cell_d: total wall time = 270.5 seconds,
• phc -m -t8: elapsed wall clock time is 233 seconds.
Both implementations use the same tolerances and the same numerical settings for the parameters. In defense of the implementation using MPI, one must point out the differences in managing the list of solutions. Because the MPI implementation was set up to work for millions of solutions, the complete list of solutions is not kept in memory: start solutions are read from a file or computed when needed and after tracking a path, the end solution is also directly written to a file. This jumpstarting mechanism is described in greater detail in [31] .
Rather than advocating for the exclusive use of either MPI or threads, MPI and threads should be combined in a multi-tiered implementation on supercomputers with multicore nodes.
Multitasking Monodromy Breakup
Many polynomial system arising in practical applications have positive dimensional solution sets. Keeping to our running examples, the cyclic 8-roots problem [11] has a curve of degree 144. This curve factors into 16 irreducible components, 8 factors have degree 16 and the other 8 are quadrics.
The application of monodromy to factor polynomials first appeared in [6] , mainly to derive a complexity result. Actual computations were described in [15, 16] and [42] . See [14] for a nice introduction, [20] , [21] , [37] for recent developments, and to [28] for an application.
In Table 3 we show the outcome of running the real, user, and system timing on running ten monodromy loops. The fluctuations in the times are due to taking different random slices between the runs. Table 3 : Real, user, and system time in seconds (s) for running 10 random loops, tracking a total of 20 × 144 paths to factor the solution curve of the cyclic 8-roots system, using 1, 2, 4, and 8 worker threads. The speedup is the real time for one worker thread divided by the real time for 2, 4, and 8 workers.
Using a basic parallel implementation as in [29] , the experiments in Table 3 show a very good speedup. For larger number of workers, the overhead caused by scheduling and managing the irreducible decomposition leads to performance losses, remedied by the scheduling algorithms in [30] .
Although we have no formal complexity bounds on the number of loops in the monodromy breakup algorithm seems to scale very well. One limiting factor -relevant for the second part of this paper -is that factoring polynomials of high degrees requires multiprecision arithmetic.
Granularity Issues
All parallel computations described in this section are coarse grained. We have many more paths to track than the available cores. Every task is in charge of multiple paths and every path can be tracked independently.
So far we obtained nice speedups with relatively little effort on multicore workstations. In addition, because the number of cores is limited and the jobs remain pleasingly parallel, there is no significant job scheduling overhead. If we can compute benchmark problems faster, then we can of course claim that we can solve more problems, but can we improve the quality of the solutions as well? Questions like these are addressed in [2] which defines "quality up".
Shifting our attention from speedup to quality up, what if we have to track, instead of many solution paths, only a few, or even only one path? Often it occurs that there are a couple of solution paths that require extra care, for which the use multiprecision arithmetic is necessary [7] . The paper [5] surveys applications of high-precision computations. As software driven arithmetic is more expensive than hardware arithmetic, we want to offset this expense using multiple cores.
QUALITY UP
In this section we examine quality up: given 8 cores and roughly the same amount of time, can we increase the quality of our computations? Applied to polynomial system solving, we interpret quality as accuracy. We investigate the cost of obtaining more accurate solutions using Newton's method in quad double complex arithmetic. Experiments in this section were done with an Ada translation of QD-2.3.9 [25] , available in PHCpack since version 2.3.55.
Cost Overhead of Arithmetic
Complex arithmetic is standard practice in all homotopy solvers for polynomial systems and the overhead compared to real arithmetic is taken for granted. Since Ada 95, complex arithmetic is part of the language. However, PHCpack has its own packages for complex arithmetic and does not use the arithmetic provided by the language. The complex arithmetic in PHCpack happens via a generic package (generic is the equivalent to template in C++), suitable to work over any real number field. The experiment below applies the same code for all complex operations, over hardware doubles, double doubles, and quad doubles.
Fully optimized code on one core of a 3.2 Ghz Intel Xeon, performed one thousand times the following steps:
1. generate a 100-by-100 random matrix A and corresponding right hand side random vector b;
2. solve Ax = b via LU factorization and substitutions Ly = b, U x = y;
3. print ||b − Ax||∞ with 3 decimal places.
User CPU times are recorded in Table 4 Although fluctuations in these computational experiments happen, we observe that the multiplication factors in the cost of using double double and quad double are of the same magnitude as the multiplication factor in the cost of complex arithmetic. In addition, as we have 8 cores at our disposal, we could offset the extra cost of more accurate arithmetic mapping threads of execution to all available 8 cores.
Newton's Method with QD
To illustrate quality up, we consider a pleasingly parallel computation. Given a polynomial system and a list of isolated solution, we apply Newton's method till either a specified tolerance on the size of the residual is achieved, or till the maximum number of iterations is exhausted.
As an example system, we take the cyclic 10-roots system. Because of symmetry, we refine only the generating solutions, starting at 1747 solutions accurate up to double precision. With double double complex arithmetic we set the tolerance to 1.0E-30 and we allow at most 3 iterations of Newton's method. With quad double complex arithmetic, the tolerance is set to 1.0E-60 and we allow at most 5 iterations. The results are shown in Table 5 . Entries in speedup columns of Table 5 are the real time on the same row divided by the real time for one worker. We observe an improved speedup as we move from double double to quad double.
Comparing the cost of quad double over double double arithmetic, we compute the factor 58.593/4.818 = 12.161. As 12.161 is larger than the multiplication factor of 9.134 (based on the data in Table 4 ) we point out that to achieve an accuracy of 1.0E-60, typically one extra iteration of Newton's method will be required, explaining the higher multiplication factor.
Considering quality up, we compare the first real time of Table 5 with the last real time: 4.818s with 8.076s. We conclude: if we can afford to wait twice as long, we can double the accuracy of our solutions from double double to quad double precision. As the cost overhead of using quad double complex arithmetic is compensated by the 8 cores, we have achieved quality up.
Granularity and Memory
Although threads were used in the previous section, the granularity is coarse, as the 1747 solutions were mapped to the threads (8 at most). Because the layout of quad doubles is restricted in size, one quad double is regarded as four local variables of type double and there is no memory allocation and deallocation of arrays of variable size like in general types of multiprecision. Memory (de)allocations impose locks on threads, preventing speedups.
TRACKING ONE PATH FASTER AND MORE ACCURATELY
In this section we focus on tracking one path with threads using double double or quad double complex arithmetic.
Multitasking Newton's Method
The computational effort to execute one step of Newton's method can be broken up into two main parts:
1. evaluate the system and the Jacobian matrix; 2. solve a linear system to update the solution.
There is more to path tracking than Newton's method, although Newton's method is the most computationally intensive ingredient. Complexity questions often reduce to estimating bounds on the domains of quadratic convergence [12] . A report on practical work of certified homotopies appears in [9] . Parallel algorithms for linear algebra are explained in [10] and [18] .
Sparse and low degree polynomials can be evaluated fast and the cost of solving the linear system will dominate the total cost of Newton's method. The situation may be reversed for large degree polynomials. From the perspective of achieving good speedups, we better assume we are dealing with either dense and/or large degree polynomial systems.
A detailed study of the efficient evaluation of polynomials for homotopy methods appeared in [27] .
Polynomial System Evaluation
If we store all monomials of a polynomial system in one vector and its coefficients in a matrix (with proper correspondence to the monomial vector), then polynomial system evaluation is turned into a matrix-vector product. While effective for dense polynomials (all monomials up to a certain degree appear with nonzero coefficient), sparse polynomials will generate sparse coefficient matrices. Our running example starts with 30 polynomials, each with 30 monomials with nonzero random complex coefficients in 30 variables. Along with the Jacobian matrix, this leads to a system of 930 polynomials with a total of 11540 distinct monomials.
We represent a sparse polynomial
collecting the exponents in the support A in a matrix E, as
where k is an m-vector linking exponents to rows in E: E[ki, :] denotes all elements on the kith row of E. Storing all values of the monomials in a vector V , evaluating F (and f ) is equivalent to making an inner product:
Because we consider also all derivatives of all polynomials, we could exploit relations between the monomials and put evaluated powers in cache. In our first parallel evaluation algorithm, all monomials are evaluated independently, potentially by different tasks. In our running example, evaluating 11540 monomials of degree 30 requires about 346200 multiplications, more than ten times the inner products of the 930 coefficient vectors with the corresponding 30 values of the monomials. Since the evaluation of the monomials dominates the entire calculation, in our first parallel evaluation algorithm, we do not interlace the computation of the inner products with the evaluation of the monomials.
If p threads (or tasks) are labeled as 0, 1, . . . , p − 1, then the ith entry in the monomial vector is computed by the thread t for which i mod p = t.
In Table 6 , we summarize the computational results. Our first observation in Table 6 is that the system time grows as the number of tasks increase. Threads were created anew and destroyed twice for every evaluation as the evaluation of the monomial vectors was done separately from the computation of the inner products. While for double double complex arithmetic, the speedup is not so good, it is acceptable for quad double arithmetic.
Concerning quality up, we compare the sequential time of 69.536 seconds (first real time in Table 6 ) for double doubles with the 81.220 seconds (last real time) for quad double computations using 8 cores. Without parallel algorithms, the doubling of the accuracy takes an eightfold increase of computing time, as 559.085/69.536 = 8.040. With 8 cores, the cost of extra accuracy is reduced to an increase of 17% of the real time, as 81.220/69.536 = 1.168.
The system times of Table 6 are cut in half if we do not destroy and create threads between the evaluation of the monomial vector and the multiplication with the coefficient vectors. Rather than giving updated tables of timings, we describe how we avoid thread destruction and creation.
To synchronize jobs performed by p threads we maintain p flags bi of boolean values, for i = 0, 1, . . . , p − 1. The ith flag bi is true if and only if the ith thread is busy with a computational job. Before starting the next job, threads must wait till all threads are finished with their current job. The first thread manages the job counter k. When thread i finishes its job k, it sets its flag bi to false and then waits to continue to the next job till k is increased. The first thread will increase k only when no jobs are busy. After increasing k, the first thread sets all busy flags to true.
Multithreaded Linear Algebra with real Quad Doubles
In this section we consider real quad doubles and work with the original QD library. Runs are done on the same computer, but the software environment is different. We use QD-2.3.9 via its C interface, compiled with the g++ compiler (gcc version 4.0.1), including the pthread library. Optimization flags were left off.
The operations we consider are (1) matrix-vector product; (2) solving a triangular linear system (back substitution); and (3) Gaussian elimination.
The setup for the matrix-vector product is as follows. We launch a number of threads and then divide the work to do one matrix-vector product among the threads. Because doing only one product goes too fast, we run multiple instances of multiple threaded matrix-vector products. As the matrixvector products simulate polynomial evaluations, during the tracking of one solution path in our simulation we assume that one thousand evaluations of the system and all its partial derivatives are performed. Table 7 : Real, user, and system time in seconds (s) to multiply a 700-by-200 matrix of quad doubles with a vector 1000 times, using 1, 2, 4, and 8 threads.
In Table 7 we report on timings with a multithreaded implementation of a matrix-vector product. The threads are created only once, when performing multiple jobs by many threads, but they wait on each other before moving on to the next job. While not optimal, the speedup attained in Table 7 is still acceptable. In Table 8 , we consider matrices of smaller sizes. We observe decreasing speedups as the dimensions of the matrices decrease.
The sequel to Table 7 in our simulated path tracking with multiple threads is the solution of a triangular linear system, with times reported in Table 9 . As the linear system is already in triangular form, it can be solved via back substitutions. Our parallel implementation of the algorithm for solving a triangular system is inspired by [49, §5.3.4] .
Let a lower triangular n-by-n matrix L with entries i,j and an n-vector b define the system Lx = b. The solution vector x is computed via the formulas
The calculation of xi needs the values for all previous components xj, for j = 1, 2, . . . , i − 1. Labeling p threads by 0, 1, . . . , p − 1, the ith thread computes first the value xi and then computes successively all values of xi+jp for all j: i + jp ≤ n − 1. Starting to calculate xi+jp, the ith thread does not wait until all values of x k , for all k: k < i + jp are computed. At first, without waiting, the ith thread computes the partial sum where m is the number of x k values computed by the time it starts calculation of xi+jp. Then the thread merely proceeds with the computing the remaining part of the sum for xi+jp as long as each next x k appearing in it is computed. To synchronize the calculations, we keep an array of status flags associated to the variables. The status flag of a variable is updated by the processor which computes that particular variable after the calculation of the variable is complete. Other threads which need the value of the variable must wait till the status flag of the variable has been updated.
Adjusting the algorithm described above to solve upper triangular linear systems happens by reversing the indices of x, i.e.: xi = xn−i, for i = 1, 2, . . . , n.
Larger values of n/p lead to larger speedups, since then for large indexes i+jp by the time the ith thread starts computing xi+jp almost all x k with k < i+jp are already computed, thus the computations of xi+jp with large indexes are done almost uninterruptedly with relatively very few short breaks for the ith thread to wait until several preceding values of x k to xi+jp are calculated.
The analogue to Table 8 for back substitutions is Table 10 . In Table 10 we display times for back substitutions of various dimensions. As before, we observe decreasing speedups in Table 10 as the dimensions of the matrices decrease. However, it seems that the threshold dimension for achieving Table 10 : Real, user, and system time in seconds (s) for solving 10,000 triangular systems of quad doubles, using 1, 2, 4, and 8 threads.
good speedups lies higher with multithreaded back substitution than with matrix-vector products. Note that path tracking typically uses complex arithmetic, whereas the computations with quad double are fully real: the threshold dimension for good speedups is lower for complex arithmetic.
To solve a linear system Ax = b, we apply row reduction on the augmented matrix [A b]. Denoting the entries of A by ai,j, formulas using pivot row i, for i ranging from 1 to n − 1 are
and on b: bj := bj − (aj,i/ai,i)bi, for j ranging from i to n. Note that these formulas do not perform row interchanges (partial pivoting) to increase the numerical stability. Partial pivoting is done by the algorithms in the next section. To achieve an equal workload among p threads, we assign rows to threads as follows: the first thread will work on rows 1, p + 1, 2p + 1, . . ., the second thread will work on rows 2, p + 2, 2p + 2, . . ., in general: the ith thread works on rows i+pj for all natural values of j starting at 0 and increasing as long as i + pj ≤ n. As the pivot row increases, the difference between workloads among the threads is never more than one.
For correctness, threads are synchronized so no threads starts updating rows for the next pivot until all threads have finished updating their rows for the current pivot row. This synchronization is the same as described at the end of section 4.2.
Timings on our multithreaded code for Gaussian elimi- Table 11 : Real, user, and system time in seconds (s) for performing 1000 times Gaussian elimination, using 1, 2, 4, and 8 threads.
nation are reported in Table 11 . We observe a very good speedup for dimensions 50 and 100. Even with a small number of variables such as 20, the speedup is still acceptable. Compared to the timings for the back substitutions in Table 10 (where we had to do ten thousand runs), it is definitely worthwhile to use multiple threads for the row reduction stage of Newton's method.
Multithreaded Linear Algebra with Complex Quad Doubles
The routines to solve linear systems in PHCpack are based on LINPACK [19] , and in particular on ZGEFA and ZGESL to solve linear systems via an LU factorization.
In this section we report on experiments with a basic multithreaded version of our LU factorization routines. Following the same synchronization mechanism as described with polynomial evaluation, the first thread is in charge of updating the column counter. The first thread also takes care of the pivoting, i.e.: the selection of the largest element in the current column used as the denominator in formulas (7). The computational results are summarized in Table 12 .
In Table 12 we observe a significant increase in the user and system time for 8 tasks. The increase could be due to threads spending a significant amount of time in busy waiting loops, waiting for the pivoting.
Looking at speedups, we see that for double double complex arithmetic, results start to deteriorate once we go past four threads. The speedups are better with quad double complex arithmetic. Comparing the first real time with the last one in Table 12 , we see that the expense of doubling the precision from double double to quad double is compensated by the 8 threads.
Newton's Method with Threads
Comparing Tables 6 and 12 Table 12 : Real, user, and system time in minutes (m) and seconds (s) for computing one thousand times the LU factorization of an 80-by-80 matrix of random double double and quad double complex numbers, using 1, 2, 4, and 8 threads.
its 900 partial derivatives. If we perform the operations for the same number of variables, e.g.: at 30, then the time for linear algebra shrinks significantly, or e.g.: at 80, then the time for polynomial evaluation will increase significantly. In either case, the time for polynomial evaluation dominates and leads already in relatively low number of variables to good speedups. Because the cost of LU factorization and triangular linear system solvers is respectively O(n 3 ) and O(n 2 ), for n variables, and because the number of threads is typically much smaller than n, the cost of the LU factorization will remain dominant, even if we would not run the back substitution on multiple cores.
To avoid the overhead from thread destruction and creation, threads will stay alive for all iterations of Newton's method along a path. The synchronization algorithm is the same as described above, with one thread managing a job counter. There is a second level of job counters to coordinate the stages inside a Newton iteration.
CONCLUSIONS
As expected, using threads for pleasingly parallel computations leads rather directly to good speedups. Because the number of cores remains limited on workstations, we do not encounter problems to scale the calculations to hundreds or thousands of processors.
The more convenient thread model offers the opportunity for quality up: can we compute the solutions more accurately with multiple cores in roughly the same amount of time? Arbitrary multiprecision arithmetic with dynamic memory allocation imposes locks, preventing speedups, so we turned to the quad double arithmetic implemented by the software library QD-2.3.9.
Experimental results on solving linear systems, showed that going from double complex to double double complex increased the computation time by a factor of about 8.7. Using quad double complex arithmetic over double double arithmetic multiplied the user CPU times by a factor of 9.1. These experimental factors are slightly above eight, the number of available cores on our workstation, so we may potentially offset these factors using all available cores.
Placing the focus on polynomial evaluation and linear system solving -the computational ingredients of Newton's method -we experienced good speedups using quad double arithmetic. In particular, doubling the accuracy from double double to quad double can be done in less than double the time if we use all eight cores.
