We present a generic extension of variational mode decomposition (VMD) algorithm to multivariate or multichannel data. The proposed method utilizes a model for multivariate modulated oscillations that is based on the presence of a joint or common frequency component among all channels of input data. We then formulate a variational optimization problem that aims to extract an ensemble of band-limited modes containing inherent multivariate modulated oscillations present in the data. The cost function to be minimized is the sum of bandwidths of all signal modes across all input data channels, which is a generic extension of the cost function used in standard VMD to multivariate data. Minimization of the resulting variational model is achieved through the alternating direction method of multipliers (ADMM) that yields an optimal set of multivariate modes in terms of narrow bandwidth and corresponding center frequencies. The proposed extension is elegant as it does not require any extra user-defined parameters for its operation i.e., it uses the same parameters as standard VMD. We demonstrate the effectiveness of the proposed method through results obtained from extensive simulations involving test (synthetic) and real world multivariate data sets. Specifically, we highlight the utility of the proposed method in two real world applications which include the separation of alpha rhythms in multivariate electroencephalogram (EEG) data and the decomposition of bivariate cardiotocographic signals that consist of fetal heart rate and maternal uterine contraction (FHR-UC) as its two channels.
I. INTRODUCTION
N ONSTATIONARY signal processing methods have attracted a lot of interest over the last few decades owing to their relevance and applicability to a large class of real world signals. Here we are often interested in tracking time variations of packets of close frequencies in input data. One way of achieving that is through linear time-frequency transforms that correlate or project input data with a family of signals, termed as time frequency atoms, that are well concentrated in both time and frequency. Short Time Fourier Transform (STFT) [1] and wavelet transform [2] are two popular examples of linear transform methods. In addition to providing a graphical display in the form of time-frequency (T-F) spectrum (spectrogram or scalogram) for the purpose of exploratory data analysis, these The authors are with the Department of Electrical and Computer Engineering, COMSATS University Islamabad, Islamabad 45550, Pakistan (e-mail: naveed.rehman@comsats.edu.pk; syeda_ania89@yahoo.com).
Digital Object Identifier 10.1109/TSP.2019.2951223 methods enable signal separation at multiple resolution thus enabling signal processing at each scale separately and subsequent reconstruction.
A downside of linear transform methods is that the time frequency atoms are fixed and predefined. They exhibit limited joint time and frequency resolution which blurs the resulting T-F representation due to the famous Heisenberg uncertainty principle. That may be problematic in many real world applications that involve intermittent signal patterns i.e. nonstationarity. To that end, there has been a surge of interest in data-driven signal decomposition and T-F methods that make little or no a priori assumptions on input data.
The trend started in the late nineties when Huang et al. proposed a recursive algorithm, termed empirical mode decomposition (EMD) [3] . EMD decomposes input data into its inherent oscillatory modes, called as intrinsic mode functions (IMFs), through a recursive sifting process that makes use of signal extrema. Specifically, signal extrema are interpolated to yield upper and lower envelopes which are averaged to obtain a local mean of the signal. Local mean, which are low-frequency estimates of the data, are then recursively removed from input data to yield a high-frequency (or fast oscillating) mode in the signal. The process is repeated until all principal oscillatory modes present in the data are recovered. Owing to its fully data-driven nature, EMD avoids several limitations of linear T-F methods, such as limited T-F resolution (Heisenberg uncertainty theorem) and physically meaningless modes obtained due to the use of fixed T-F atoms. Consequently, EMD has made a significant impact in scientific community and is routinely employed in wide-ranging engineering applications such as biomedical signal classification [4] , climate analysis [5] and off-line machine monitoring [6] .
In essence, the goal of EMD is to extract multicomponent signals (IMFs) c k (t) and trend r(t), from input data x(t), as follows
Despite its advantages, EMD remains a recursive process whose output depends heavily on the choice of interpolation scheme and stopping criteria to stop the sifting process. Due to the lack of mathematical theory, there is a little or no margin to obtain necessary theoretical guarantees for EMD decomposition.
To overcome that difficulty, earlier attempts included replacing envelope and local mean estimation in EMD with robust constrained optimization based methods [7] , [8] . Another class of data-driven methods that aim to extract EMD-like decomposition include synchrosqueezed transform (SST) [9] and empirical wavelet transform (EWT) [10] . SST belongs to a class of methods that obtains AM-FM signal components as given in (2) , albeit through a sound mathematical framework in contrast to EMD. It can operate both in the STFT and wavelet domain and works by first sharpening the signals' STFT spectrogram (or wavelet scalogram) through a frequency reassignment operator, similar to the one proposed in [11] . Then, assuming that the total number of signal components are known a priori, ridge extraction techniques are employed to estimate ridges of IFs i.e., ω k (t). Finally, signal components are recovered by integrating the reassigned STFT (or reassigned wavelet transform) in the vicinity of the corresponding ridges of ω k (t). EWT, on the other hand, adopts an empirical approach that relies on robust peak detection mechanism and spectrum segmentation techniques based on the detected peaks to develop a wavelet filter bank for effective data decomposition.
Recently, a variational approach to data decomposition, termed variational mode decomposition (VMD), has been proposed that obtains principal modes of a signal, similar in form to (2) , adaptively and concurrently by solving a convex optimization problem [12] . In this approach, an optimization problem is formulated in order minimize the collective bandwidth of modes, subject to the constraint that the modes fully reconstruct the input signal. The bandwidth is measured as H 1 norm of corresponding analytic signal shifted to the baseband via complex harmonic mixing. The resulting variational model is minimized through alternating direction method of multipliers (ADMM) approach to find an ensemble of modes that are band-limited around a center frequency ω k ; ω k is determined on line during the optimization process.
Another EMD-like method for decomposition and T-F analysis of nonstationary signals is based on iterative filtering (IF) [13] . The method replaces the spline-based operation of computing local mean within EMD with iterative moving average filters which enables a rigorous mathematical analysis of the method as well as its stable operation under signal perturbations. The method has been further improved to make it more suitable for the processing of nonstationary signals via adaptive local iterative filtering approach (ALIF) [14] . The ALIF method operates by applying cleverly designed smooth filters, having compact support, adaptively on input data using the IF approach. Sufficient conditions on the filters to ensure the convergence of iterative filtering (IF) applied to any finite energy signal have also been derived. These class of methods are fast emerging as a reliable tool for nonstationary signal decomposition and analysis.
While efforts to develop fully data-driven yet mathematically sound algorithms for signal decomposition and T-F analysis of nonstationary data continue to grow, there has been a lot of interest in extending existing data-driven approaches to process nonstationary multidimensional and multivariate (multichannel) data sets. Owing to advances in sensor and computing technologies, such data types are routinely acquired and need to be processed in modern engineering and scientific applications e.g., classification based on multichannel electroencephalogram (EEG) and ECG signals [15] and denoising [16] . The main challenges involved in multivariate T-F algorithms for nonstationary data include: i) alignment of frequency information across multiple channels in each mode, termed as mode-alignment; ii) incorporating any correlation between multiple data channels. Typically, developing extensions that operate directly in multidimensional spaces where input signal resides are able to fulfill the above requirements.
II. MULTIVARIATE EXTENSIONS OF NONSTATIONARY SIGNAL DECOMPOSITION METHODS
Multivariate signal processing using standard linear transform methods is straightforward. Fixed basis functions (filters) associated with these transforms can be applied to each channel of a multivariate signal separately. For fully data-driven methods like EMD, however, specialized extensions are employed for multivariate data that operate directly in multidimensional space where signal resides. A generic multivariate extension of EMD, termed as multivariate EMD (MEMD) [17] belongs to this class of methods that can operate on multichannel data with any number of input channels. While univariate EMD works on the principle of separating faster oscillations from slower oscillations, MEMD aims to separate faster multivariate oscillations from slower ones. To accomplish that, local mean of a multivariate signal is directly estimated in multidimensional space using a uniform projection based approach. MEMD and other extensions of EMD, especially for bivariate [18] and trivariate [19] signals, have been utilized in wide ranging applications involving multivariate data e.g., in biomedical engineering applications involving EEG and ECG, acoustics, fault detection and machine monitoring based applications to name a few. However, these extensions inherit all the limitations of standard EMD such as sensitivity to sampling rate, lack of robustness to noise and issues related to the empirical and algorithmic nature of the EMD algorithm.
Multivariate extensions of data-driven wavelet based methods such as SST [20] and EWT [21] are also available. More recently, an extension of ALIF approach to multivariate data has emerged [22] . The multivariate extension of SST operates by first applying the standard SST algorithm to each channel separately. That is followed by an adaptive partitioning of the T-F domain in order to separate monocomponent multivariate oscillations in the input data. Finally, multivariate instantaneous frequency and amplitude are estimated and a multivariate synchrosqueezed transform operator is computed based on those estimates. That results in a sharp T-F spectrum of multivariate data which is useful for exploratory data analysis. However, individual modes cannot be reconstructed using this approach which limits its applications. The multivariate extension of EWT [21] employs a mode estimation procedure to obtain an optimum signal in the multivariate data set and then segments its corresponding spectra to recover relevant modes across all the channels of input data. The approach is elegant but still requires explicit construction of adaptive wavelet filters based on spectrum segmentation which may be problematic in real scenarios. The idea behind multivariate extension of ALIF is to apply the faster implementation of ALIF, namely the fast iterative filtering (FIF) [23] accompanied by a unified way to estimate filter support length, to each input data channel.
An extension of VMD to process complex-valued signals has been proposed in [24] . The paper investigates filterbank structure of complex VMD for wGn and also proposes bi-directional T-F spectrum for complex-valued data based on complex VMD. The method cleverly employs complex signal representation and symmetry of signal spectrum in the complex plane to decompose bivariate signals containing up to two data channels. However, extending this approach to multivariate data, containing arbitrary number of channels, is not straightforward due to its inherent dependence on complex data representation. Similarly, extensions of VMD for 2D signals or images have also emerged [25] , [26] , collectively termed 2D-VMD in the sequel. The 2D-VMD model is similar to its 1D counterpart, i.e., standard VMD, with an important exception: unlike standard VMD where an analytical signal is obtained simply by suppressing frequencies in the negative half of the spectrum, analogous 2D analytical signal within two-dimensional VMD is defined by setting one half-plane of the 2D frequency domain to zero, which is chosen relative to center frequency ω k .
III. PROPOSED APPROACH
In this paper, we present a novel extension of the VMD algorithm, termed multivariate VMD (MVMD), to process multivariate data containing any number of channels. This is the first fully multivariate extension of VMD which addresses the following limitations of existing multivariate data-driven approaches: i) multichannel extension of EMD, namely MEMD, suffers from all the problems of standard EMD, including the lack of mathematical framework and its sensitivity to sampling rate and noise; ii) mode-mixing is mostly present among different channels of MEMD decompositions [27] ; iii) multivariate extension of SST [20] does not have mode separation capability. It only gives a graphical representation of T-F spectrum thereby limiting its scope of applications to exploratory data analysis only.
In the proposed variational model of MVMD, we seek a collection of common multivariate modulated oscillations residing in multidimensional space of input data that exhibit minimum collective bandwidth while fully reconstructing all channels of input data. Multivariate oscillations are modeled using canonical analytic signal representation based on Hilbert transform with a constraint that a joint oscillation (or joint frequency component) exists among all data channels, i.e., multivariate instantaneous frequency. The proposed multivariate variational model is then constructed as a generic extension of standard univariate VMD model to multivariate data. That leads to our proposed method inheriting the desirable properties of standard VMD. Like standard VMD, we solve the optimization problem directly in the Fourier domain through the application of ADMM optimization approach [28] . The proposed method is elegant in that no extra user-defined parameters are needed to obtain multivariate modulated oscillations from input data.
The approach is inherently different and superior to applying VMD to each channel of the input data separately due to the following reasons. Firstly, contrary to channel-wise VMD, MVMD sets out to extract multivariate modulated oscillations from input data and naturally looks for those oscillations directly in multidimensional space where the multivariate signal resides. On the other hand, channel-wise VMD approach is trivial as it simply applies VMD to each channel separately thereby only managing to obtain univariate oscillations present in each data channel separately by operating in a single-dimensional space. Therefore, by design, the channel-wise VMD is unable to recover multivariate modulated oscillations, or any meaningful joint information related to multiple channels, from input data. Secondly, the ability of MVMD to obtain multivariate modulated oscillations from input data directly leads to the mode-alignment property which corresponds to the alignment or matching of modes having similar frequency content across multiple channels. The mode-alignment property is not guaranteed within modes obtained from the channel-wise VMD operation. Being a well-established and a desirable property in a number of engineering applications involving nonstationary multivariate data, including data fusion [29] , [30] , denoising [16] , [31] and biomedical signal classification [4] , the mode-alignment within MVMD modes is expected to greatly facilitate its utility in a wide range of engineering applications.
Our solution is also fundamentally different to 2D-VMD model proposed in [25] that extends standard VMD model to image data. The novel contribution within 2D-VMD extension was to define a 2D analytical signal that paved the way for a natural extension of VMD model to images whereas our variational model for multivariate data hinges on the extraction of multivariate modulated oscillations in n-dimensional space. The effectiveness of the proposed method is demonstrated through extensive simulations performed on both test (synthetic) signals and real world data sets. We specifically focus on the modealignment property of the proposed method for multivariate data that is critical in many real-life applications.
The remaining part of the paper is organized as follows: Section IV introduces the concept of univariate and multivariate modulated oscillations which are utilized in the construction of VMD and the proposed multivariate VMD models respectively. In Section V, we review the standard VMD algorithm. The proposed multivariate VMD method is illustrated in detail in Section VI. To demonstrate the effectiveness of our method, Section VII presents detailed experimental results on both synthetic and real world signals and also includes related discussion. The section is divided into two parts. Firstly, we show the ability of the proposed method to extract multivariate modulated oscillations (or common rotational modes) in multivariate data, its ability to align common modes across multiple channels and its noise robustness. Finally, we demonstrate the utility of the proposed method through its decomposition capability on real world data sets including multivariate EEG data and cardiotocographic traces. In Section VIII, we briefly discuss the computational aspects of the proposed algorithm and also comment on its dependence on user defined parameters. That is followed by conclusions and bibliography.
IV. UNIVARIATE AND MULTIVARIATE MODULATED OSCILLATIONS
In this section, we describe mathematical representations of modulated oscillations in single and multidimensional spaces that will be utilized in the construction of standard singlechannel VMD and the proposed multivariate VMD models, respectively. We only illustrate important and relevant concepts here; interested readers are referred to [32] for a detailed treatment on the topic.
A. Univariate Oscillations
We start with a univariate AM-FM signal u(t) which is given by
where a(t) is amplitude function while φ(t) represents time varying phase function due to frequency modulation. The above representation (3) is not unique since more than one functions for a(t) and φ(t) may be associated with real valued u(t). By using an analytic representation of u(t) by means of Hilbert transform, however, a unique canonic set of amplitude and phase functions can be defined. That analytic representation u + (t) is defined by pairing the signal with its own Hilbert transform to yield the following complex signal
where the Hilbert transform of u(t) is given by
where is the Cauchy principal integral value. The Fourier transform of u + (t) yields a unilateral signal spectrum and is defined aŝ
The original real-valued signal u(t) can finally be recovered from the corresponding complex-valued analytic signal u + (t) by taking its real part
B. Multivariate Oscillations
To obtain a convenient mathematical form for multivariate oscillations, we first represent a set of C real valued AM-FM signals, denoted by {u i (t)} C i=1 , in a vector form
where a i (t) and φ i (t) denote amplitude and phase function corresponding to the i-th signal component respectively. Next, we obtain an analytic representation of the vector signal u(t) by employing the Hilbert transform operator, as defined in (5) , to each component of u(t) separately. That results in the following analytic signal vector
where the canonical (and unique) set of amplitude and phase functions for the i-th component are given by
Here, "arg" denotes the complex argument or the phase function. Finally, the original real-valued signal vector can be obtained as the real part R of u + (t) i.e.,
Note that the above mathematical description of u(t) considers the C number of AM-FM components in isolation from each other. For a multivariate modulated oscillation, there may be one or more common frequency components present in u(t).
In this work, we consider a simplified multivariate analytic signal model [32] for u + (t) that assumes a single common component, i.e., ω = dφ(t) dt , among all data channels u + (t) = |u + (t)|e jφ(t) .
The above model will be used in the formulation of the proposed variational decomposition model for multivariate data in Section VI.
V. VARIATIONAL MODE DECOMPOSITION
In this section, we describe the variational mode decomposition (VMD) algorithm for univariate data [12] . The goal of VMD is to decompose an input data into a finite and predefined K number of intrinsic principal modes u k (t), that are similar in form to (2), i.e.,
The modes are chosen based on a variational model that aims to minimize the sum of bandwidths of all modes {u k (t)} K k=1 while also reconstructing the input signal fully or in least squares sense through the addition of modes. In VMD, the bandwidth of each mode u k (t) is estimated by: i) computing the analytic signal representation u k + (t) that exhibits unilateral frequency spectrum; 1 ii) shifting the resulting unilateral spectrum to baseband via harmonic mixing with a complex exponential of frequency ω k ; iii) taking the squared L 2 norm of the gradient of the harmonically mixed signal obtained in the previous step. The associated constrained variational optimization problem therefore becomes
where u k + (t) denotes analytic signal corresponding to u k (t); the symbol ∂ t represents partial derivative operation with respect to time; {u k } and {ω k } respectively denote sets of all K number of modes and their center frequencies.
Next, an augmented Lagrangian is constructed that renders the problem given in (14) unconstrained. Two penalty terms are added in the Lagrangian: a quadratic term to enforce reconstruction fidelity and a term with Lagrangian multipliers λ to ensure that the constraints are fulfilled strictly. The resulting augmented Lagrangian function is given below
The solution to the original optimization problem as given in (14) can now be found as the saddle point of the Lagrangian function (15) . In VMD, (15) is solved using the ADMM approach. Using ADMM, the complete optimization problem is solved as a sequence of iterative sub-optimization problems. These sub-problems are convenient to handle since they seek to minimize cost function iteratively for a single parameter/function of interest rather than optimizing cost function for all optimization variables simultaneously. For instance, to update the mode u k (t), the following sub-optimization problem is considered at the n-th iteration
The above minimization problem is solved in the spectral domain within VMD see (19)- (22) in [12] , resulting in the following update in the frequency domain
In the next stage, in order to get an update on center frequency ω k , the following sub-optimization problem is solved iteratively
to get an update for ω n+1 k in the dual frequency domain
which estimates the new frequency as the center of gravity of the associated modes' power spectrum. The mode and the center frequency update relations in the spectral domain, given in (17) and (19) respectively, form the crux of the VMD algorithm. We refer readers to Algorithm 2 in [12] for details.
VI. MULTIVARIATE VARIATIONAL MODE DECOMPOSITION
A novel multivariate extension of VMD, namely multivariate VMD (MVMD) is presented in this section. As a generalized extension of the original VMD algorithm for multivariate data residing in multidimensional spaces, the main goal of MVMD is to extract predefined K number of multivariate modulated oscillations u k (t) from input data x(t) containing C number of data channels, i.e.,
where
The goal is to extract an ensemble of multivariate modulated oscillations {u k (t)} K k=1 in input data such that: i) the sum of bandwidths of the extracted modes is minimum and ii) the sum of the extracted modes exactly recover the original signal u k (t). To accomplish that, let us denote the vector analytic representation of u k (t) by u k + (t) (see (9) ). The bandwidth of u k (t) can then be estimated by taking the L 2 norm of the gradient function of the harmonically shifted u k + (t). The resulting cost function f for MVMD then becomes a multivariate extension of the cost function used in the corresponding VMD optimization problem in (14) and is given by
Another important point to highlight in (21) is that a single frequency component ω k is used in the harmonic mixing of the whole vector u k + (t). By design, therefore, we are looking to find multivariate oscillations in u k (t) that have a single common frequency component ω k in all channels. That is exactly how we defined our model for multivariate modulated oscillation in (12) . The bandwidth of modulated multivariate oscillation is therefore estimated by shifting the unilateral frequency spectrum of all channels of u k + (t) by ω k and taking the Frobenius norm 2 of the resulting matrix. That leads to the following convenient
where u k,c + (t) denotes the analytic modulated signal corresponding to channel number c and mode number k. In contrast to the vector signal in (21) , u k,c + (t) is a complex-valued signal with single component in (22) . We now present the constrained optimization problem for MVMD
Note that there are multiple linear equality constraints in the above model corresponding to the total number of channels. The corresponding augmented Lagrangian function then becomes
The above unconstrained optimization problem is solved using ADMM approach as illustrated in Algorithm 1. Note from Algorithm 1 how the ADMM approach converts a complex optimization problem (23) into multiple simpler sub-optimization problems, as given by the update equations (25)- (27) . 
end for for c = 1 : C do Update λ c : We first focus on the minimization problem related to the mode update (25) . Its equivalent optimization problem is given below u n+1 k,c = arg min
This subproblem is similar in form to the mode update problem of the original VMD (16) . There, the problem was solved in the Fourier domain to yield a convenient update relation in the frequency domain (17) . We use that result to give the following mode update relation in our casê
B. Center Frequency Update
Now we turn our attention to the optimization problem corresponding to center frequency update (26) . Considering that the last two terms of the Lagrangian (24) do not depend on ω k , the relevant problem simplifies to
The optimization can be performed in the frequency domain more conveniently. Using the Plancherel theorem that relates the inner product of a function in time and frequency domain, we obtain an equivalent problem of (30) in the Fourier domain which is given below
Minimizing the above sum of quadratic functions by setting its first derivative to zero, followed by a few simple algebraic manipulations yields the following relation
By comparing the above frequency update relation of MVMD with the corresponding relation for VMD (19) , we note that while updating ω k for each mode in the proposed MVMD method, contributions from the power spectrum of all C number of channels is taken into account.
Having the mode (29) and the center frequency update relations (32) in the frequency domain at our disposal, we can perform the optimization in frequency domain using the ADMM approach; the steps are listed in Algorithm 2.
VII. EXPERIMENTAL RESULTS
To evaluate the performance of the proposed method, we conducted experiments and simulations on a wide range of multivariate signals; their detailed results are presented in this section.
Algorithm 2:
Multivariate VMD. Initialize:
end for end for for k = 1 : K do Update center frequency ω k :
end for until Convergence: 
<
Being a direct extension of the original VMD algorithm for multivariate data, MVMD inherits all the important advantages of the original VMD such as its robustness to noise and low sampling rates and the ability to separate tones very effectively. All these properties of VMD have been explored in detail in [12] and we will not verify them for MVMD, in this section. Instead, we will focus on the ability of the proposed method to align common frequency scales across multiple data channels. That is a critical requirement in many scientific and engineering applications involving multivariate data such as image fusion [33] , biomedical signal based classification and denoising [16] , to name a few.
We first show the ability of the proposed method to decompose a real world bivariate data into its inherent bivariate modulated oscillations, which are also referred to as rotational modes. Secondly, we demonstrate the mode-alignment property of MVMD on synthetic test signals containing a combination of tones across its different channels and white Gaussian noise (wGn). We also compare the results with those obtained from applying original VMD to each channel separately. We next illustrate the effect of noise in input data on mode-alignment property of MVMD. We show comparison of our method against multivariate EMD (MEMD) algorithm. Finally, the effectiveness of the proposed method is shown on a couple of real world data sets including multivariate EEG and bivariate cardiotocographic (CTG) data. The parameters used in the VMD and MVMD algorithms to obtain our results are listed in Table I . The number of modes K had been selected depending on the input signal at hand, therefore, we mention the value of K separately for each simulation result in the sequel.
A. Separation of Multivariate Modulated Oscillations
We demonstrate the ability of the proposed method to separate multivariate modulated oscillations or rotational modes from a real bivariate data set. The data was taken during the Eastern Basin experiment and consists of position record of a subsurface oceanographic float that was deployed in North Atlantic ocean to track the trajectory of salty water flowing from the Mediterranean Sea. The data can be downloaded from the World Ocean Circulation Experiment Subsurface Float Data Assembly Center (WFDAC) at http://wfdac.whoi.edu.
Separate input channels of the data are shown in Figure 1 (a) (top row) along with the illustration of the data in 2D space (see Figure 1 (b) (top left)) to visualize multivariate oscillations. From the graphical 2D representation of the input data, bivariate modulated oscillations (or 2D rotations) are quite evident. Looking at the corresponding time plots, joint or common frequency scales across data channels can be seen that explains the presence of rotations or multivariate modulated oscillations in the 2D plot of the data (See Section IV-B for detail).
We applied the proposed MVMD to the bivariate data with an aim to separate its principal multivariate modulated oscillations. We decomposed the data into K = 4 modes which are shown in Figure 1 , both as time plots (Figure 1(a) ) and 2D graphical plots (Figure 1(b) ). Note from the 2D plot that the first two modes consist of multivariate modulated oscillations or rotating modes which may correspond to the presumed coherent vortex. The non-rotating modes are characterized by the absence of joint frequency scale in one of the channels. This example demonstrates the ability of MVMD to effectively separate multivariate oscillations from input data while also verifying the mode-alignment property of the algorithm on a practical data set.
B. Mode-Alignment Property
Mode-alignment of multivariate data refers to the alignment of common or joint oscillations (containing similar frequency content) across multiple channels of a single mode. This property is of fundamental importance to ensure coherent multivariate T-F analysis in many practical applications involving multivariate data such as fusion, denoising and classification. Typically, in such applications, signal processing methods are applied to each mode separately followed by their reconstruction. In case a mode contains oscillations that exhibit different frequency content across multiple channels, application of signal processing methods will result in physically meaningless estimates or decisions due to misalignment of similar information content across channels. Readers are referred to [34] for detailed discussion on the importance of mode-alignment in fusion data related applications.
We illustrate the ability of MVMD to identify and align principal modulated oscillations present in the data across multiple channels and modes in Figure 2(a) . The input data was a bivariate signal whose individual components were a mixture of a 36-Hz sinusoid that was common to both the data channels; a 2-Hz tone in the channel-1 and a 24-Hz tone in the channel-2. The K = 3 number of modes obtained by applying MVMD to the above dataset are shown. Observe that all modes are aligned in terms of their frequency content: the 36-Hz tone present in all data channels is localized in a single mode u 3 . The 2-Hz signal is located in the channel-1 of u 1 while the 24-Hz tone is localized in the channel-2 of u 2 . In Figure 2(b) , we illustrate that similar mode-alignment across channels is not possible by applying VMD to each channel separately. Notice that frequency content across channels in mode u 2 is not aligned i.e., 36-Hz in channel-1 and 24-Hz in channel-2.
C. MVMD vs. MEMD Filterbanks for wGn
In [27] , [35] , EMD and MEMD had respectively been shown to exhibit quasi-dyadic filterbank structure for wGn, which is similar to the wavelet filterbank. That has led to diverse range of applications of (M)EMD in science and engineering. We show here that while MVMD also exhibits filterbank structure for wGn, it appears to be different from the quasi-dyadic structure observed within EMD based algorithms.
To verify that, we applied MVMD on 100 realizations of a four-channel wGn process of length L = 1000. We also applied MEMD to the same data set. The power spectral density (PSD) Fig. 3 . Filterbank structure for a) MEMD and b) MVMD for 4-channel wGn. MVMD follows a different filterbank structure as compared to the quasi-dyadic filterbank of MEMD. The mode-alignment across channels is also apparent in both cases. plots averaged over 100 realizations are plotted for both MVMD and MEMD in Figure 3 . By comparing the two set of plots, we can observe that MEMD exhibits quasi-dyadic filterbank structure for wGn as evident by almost similar bandwidths of different IMFs in the log-frequency domain. On the other hand, MVMD modes exhibit different bandwidths in the log-frequency domain. A thorough investigation of the MVMD filterbanks is beyond the scope of this paper and would be a good topic for future research.
Also observe from the Figure 3 that there is alignment of frequency content among different channels within similar modes of both MVMD and MEMD: alignment within MVMD appears slightly more prominent as compared to MEMD, resulting in well defined subband filters when compared against MEMD.
D. Quasi-Orthogonality of MVMD Modes
In linear signal decomposition and T-F methods such as STFT and wavelet transform, predefined basis functions are by construction chosen to be orthogonal. That ensures that there is no 'leakage' of information across different modes (and channels). Since basis functions within data-driven decomposition and T-F methods are adaptive in nature, it is important to demonstrate quasi-orthogonality empirically.
In this section, we establish the quasi-orthogonality of MVMD modes for multiple realizations of the four-channel wGn process, which were used in the previous section to demonstrate the filterbank structure for MVMD and MEMD. Here, we use correlation coefficient as a way to quantify the dependence between different modes that were generated from MVMD and MEMD. Specifically, to compute the correlation coefficient between the modes u i and u j , whose variances are denoted by σ i and σ j respectively, we have
where cov(.) denotes the covariance between a set of signals.
If the correlation coefficient is close to zero for a set of modes, those modes can be considered to be quasi-orthogonal; a value close to unity suggests very strong correlation. We obtained the correlation coefficient matrix for the set of K = 8 modes obtained from MVMD and MEMD for 4-channel wGn, averaged them over 100 realizations, and plotted the resulting matrix as gray-scale images in Figure 4 . Notice the almost diagonal structure of the correlation matrix in the case of MVMD, suggesting a strong quasi-orthogonality among MVMD modes. The correlation matrix corresponding to MEMD, on the other hand, shows some 'leakage' between adjacent modes as apparent from its tridiagonal nature.
E. Noise Robustness
One of the highlights of the VMD related algorithms is its robustness to noise. The origin of this robustness is the inherent flexibility of the method to forgo strict reconstruction property in the presence of noise. We demonstrate here that MVMD also inherits that property from standard VMD as a result of being a natural extension of the method. In the case of MVMD, we achieve that by making the Lagrangian term in (24) to vanish by forcing the parameter τ in (35) to be equal to zero. In this section, our interest specifically is in showing that the mode-alignment property of MVMD is preserved by the presence of noise in input channels. We also compare the performance of our method with MEMD which is known to be very sensitive to noise in input data channels.
For our experiments, we obtained a bivariate test signal that consisted of a mixture of three tones in its two channels. The 2-Hz and 288-Hz tone were present in both the channels whereas 24-Hz tone was only present in the channel-2. We added an unbalanced wGn with zero mean and variances of σ 2 = 0.1 and σ 2 = 0.05 that resulted in the SNR of 17.26 dB and 26.16 dB in channel-1 and channel-2 respectively. The resulting decomposed modes obtained from MVMD are shown in Figure 5(a) . Notice that the MVMD recovers the common modes of 2-Hz and 288-Hz tones in both channels in mode 1 and mode 3 respectively. The 24-Hz tone was only present in channel-2 of mode 2. We also show the decomposed intrinsic mode functions (IMFs) obtained by applying the MEMD algorithm to the same data set. A visual comparison between the two sets of modes reveal that MVMD is more robust to noise in that the mode-alignment is more prominent across MVMD modes as compared to those obtained from MEMD. Instead of being localized in a single IMF, the 288-Hz tone is spread across the first two IMFs c 1 and c 2 within MEMD and there is some apparent mode mixing in those IMFs too. Similar results were reported in [12] while comparing single channel VMD vs EMD in terms of robustness to noise.
By design, the VMD and MVMD algorithms are inherently robust to noise due to control over Lagrangian multipliers via the parameter τ . In the case of noisy input data, it may not be desirable to obtain a decomposition that fully reconstructs the noisy input data. That can be controlled within VMD and MVMD by forcing the parameter τ to be equal to zero. In MEMD, on the other hand, there is no mechanism to stop the noise entering into the decomposition process. As a result, in many practical application involving noisy data, a common preprocessing step in EMD involves rejecting noisy IMFs manually which may be prone to errors.
F. Performance Evaluation for Increasing Number of Channels
The performance of MVMD is evaluated for varying number of data channels. In our experiments, the input were 200 realizations of wGn process with C = 2, 4, 8 and 16 noise channels. After obtaining the MVMD modes in each case, we investigated how the mode-alignment property, filterbank structure and quasi-orthogonality of the modes were affected with increasing number of input channels. We show the resulting filterbank plots and the correlation coefficient matrices in Figure 6 . It can be observed from the top row of the Figure 6 that the filterbank and mode-alignment properties within MVMD are perfectly retained as the number of channels are increased. Similarly, quasi-orthogonality of MVMD decomposition is also not affected by increasing number of channels as highlighted by the diagonal nature of all correlation plots shown in the second row of Figure 6 .
G. Real World Examples
The utility of the proposed MVMD method in signal decomposition and T-F analysis of real world data is illustrated via two examples. Those include separation of α-rhythms in multivariate EEG data and decomposition of fetal heart rate (FHR) Fig. 6 . MVMD decomposition of wGn for increasing data channels. (Top row) Illustration of the Filterbank structure and mode-alignment of MVMD decomposition for increasing data channels i.e., C = 2, 4, 8, 16 from left to right respectively. (Second row) Illustration of quasi-orthogonality of MVMD modes for increasing data channels i.e., C = 2, 4, 8, 16 from left to right respectively. Increasing number of data channel did not affect the performance of the algorithm in terms of filterbank structure, mode-alignment and quasi-orthogonality of modes. and maternal uterine contraction (UC) recordings from cardiotocographic (CTG) traces [4] . Both these examples involve multiscale signal decomposition of multivariate data and require alignment of similar frequency content across multiple channels of each decomposed mode. MVMD, by its design, achieves such a decomposition and is therefore a suitable candidate for such applications.
1) Separation of α Rhythms in EEG: An example of multichannel Electroencephalogram (EEG) signal processing for brain computer interface (BCI) using MVMD is described. A 4-channel EEG data was obtained in an experiment that involved a subject who remained in the relaxed state with eyes closed for a certain period of time. It is well established that α-rhythms, corresponding to frequency range of 8-12 Hz, are detected in EEG data during the relaxed and eyes-closed state. The aim here is to investigate the frequency localization property of MVMD to detect α-rhythms at multiple channels. The EEG data were obtained through the OpenBCI Cyton board at a sampling frequency of 250 samples per second. The data was recorded at COMSATS University Islamabad. Figure 7 shows the time plots of the original data and selected modes (u 2 , u 3 , u 5 ) obtained from MVMD (a) along with their estimated power spectral density (PSD) plots (b). Note that the α-rhythm within EEG is localized in the second mode u 2 ; it was also observed that all channels corresponding to u 2 contained α-rhythm thus highlighting the mode-alignment property of MVMD across multiple channels of the data. Similar mode-alignment was observed across multiple channels of all the extracted modes. u 5 corresponds to artifacts due to the AC mains power line. The smoothed PSD plots of the three modes in Figure 7 (b), with each showing distinct peak along a certain frequency band, and the alignment of PSD estimates from different channels highlight the mode-mixing and mode-alignment property of MVMD respectively.
2) Decomposition of Fetal Heart Rate (FHR) and Maternal Uterine Contraction (UC) Recordings from Cardiotocographic (CTG) Signal:
Fetal heart rate (FHR) signal monitoring provides a useful means to assess the fetal health in obstetric practice. Precise monitoring of FHR can be achieved through Cardiotocography (CTG) that also captures maternal uterine contractions (UCs), making CTG an attractive technique in obstetrics [36] . A recent study utilized the mode-alignment property of bivariate extension of EMD (BEMD) to specify robust features and measures for classification of vaginal vs cesarean delivery [4] . The data was taken from a freely available CTU-UHB intrapartum cardiotocography database available at Physionet: http://www.physionet.org/physiobank/database/ctuuhb-ctgdb/ [37] . We highlight here the potential of MVMD to avoid mode-mixing and achieve mode-alignment in a single record of FHR-UC data and compare the results from those obtained from BEMD. Figure 8 shows the plots of selected decomposed modes obtained by applying the BEMD and MVMD to one of the patients' CTG record i.e., FHR-UC bivariate data; the total number of modes (or IMFs) obtained in both cases were M = 7. Looking at the BEMD decomposition of the data, multiple instances of mode-mixing can be observed, for instance, at the time = 20 sec in c 1 , c 3 and c 4 and at the time = 100 sec in c 3 , c 5 and c 6 and at the time instant of around 65 seconds in c 2 and c 3 . MVMD modes, on the other hand, are free of any artifacts arising due to mode-mixing in that each mode consists of narrow band frequencies. MVMD modes can also be seen to exhibit mode-alignment across all channels of the selected modes in the Figure 8 . Given that mode-mixing and misalignment of frequency information across channels can severely limit the performance of data-driven multiscale algorithms, MVMD is expected to perform better than multivariate extensions of EMD across a range of practical applications. 
VIII. DISCUSSION
In this section, we briefly discuss the computational requirements of the proposed method as well its dependence on different parameters. In relation to computational requirements of MVMD, we would like to mention that a detailed computational analysis of the proposed method at the algorithmic level is beyond the scope of our current work. However, since the proposed method is a multichannel extension of VMD, we deem it necessary to describe the effect of increasing number of input data channels on the computational times of MVMD. We also compare those results with the ones obtained from applying VMD channel-wise to the input data. Table II lists the computational times (in seconds) needed to decompose multivariate white Gaussian noise input with varying number of input channels, using MATLAB based implementations 3 of MVMD and VMD channel-wise. Note that the computational times for MVMD are higher than the channel-wise VMD for all cases. It can also be noticed that as the number of channels increase, the difference between VMD and MVMD computational times increases sharply. This was expected since MVMD looks for multivariate modulated oscillations in multidimensional space as compared to channel-wise VMD which looks for multiple univariate oscillations in one-dimensional space. Of course, in return, MVMD offers benefits such as alignment of common frequency modes across multiple channels which may be useful in many practical applications involving multivariate signals.
The computational times reported in Table II were obtained using MATLAB-based VMD and MVMD implementations on an Intel Core i7 Processor, running MATLAB version R2018 A, on a 64-bit Windows operating system. Secondly, the proposed method is elegant in a way that no extra user defined parameters are required for its computation. That is, MVMD depends exactly on the same parameters as VMD for the computation of multivariate modulated oscillations from input multichannel data. Like VMD, therefore, MVMD decomposition depends mainly on the following three parameters: the number of modes K, penalty term α and the initialization of center frequency ω k . To that end, MVMD is expected to benefit from several recent improvements in the VMD method including automatic selection of the penalty coefficient α using particle swarm optimization method [38] ; specification of optimal number of VMD modes K and center frequency initialization based on the spectrum of phase-rectified signal averaging [39] ; and rejection of physically meaningless modes using permutation entropy [39] , [40] .
IX. CONCLUSIONS
We have proposed a novel extension of the variational mode decomposition (VMD) algorithm to multivariate data. VMD, in its original construction, aims to decompose a multicomponent single-channel signal into univariate modulated oscillations exhibiting limited bandwidth across a center frequency. That is achieved by formulating and solving a convex optimization problem that minimizes sum of bandwidths of all modes; bandwidth of a mode is estimated in VMD through squared H 1 norm of corresponding analytic signal, shifted to baseband by harmonic mixing with a complex exponential of center frequency estimate. We have proposed a generic extension of the VMD's variational model to be applied for multivariate data. The crux of the proposed method is to decompose multivariate data into its inherent multivariate modulated oscillations. We have first defined a model for multivariate modulated oscillations that is based on constructing a Hilbert transformed multivariate analytic signal that has a common or joint frequency component across all its channels. Based on that model we formulate a convex optimization problem that aims to minimize the sum of bandwidths of all modes across all channels while fulfilling multiple constraints of exact signal reconstruction across all data channels. The resulting estimates of multivariate signal modes along with their center frequencies have been shown to fulfill the narrow band requirements typically associated with EMDinspired methods like VMD and synchrosqueezed transform.
Multiscale data-driven approaches for multivariate data require alignment of similar frequency in a single scale across all data channels, the so called mode-alignment property. The proposed method has been shown to exhibit this property on a variety of input multivariate signals ranging from test synthetic signal consisting of mixture of tones to multivariate wGn data and finally on data obtained from real world applications such as electroencephalogram (EEG) and cardiotocographic traces. The channel-wise VMD failed to achieve mode alignment, as described in detail in section VII(B).
Being a generic extension of the VMD method, our proposed approach inherits all the advantages and flaws of the original VMD. Some of the challenges in the original VMD approach include: i) need to give predefined number of modes K a priori; ii) inability to separate dc component in original data; and iii) problem to deal with signals exhibiting high level of nonstationarity such as sudden signal onset. We observed similar limitations in our proposed method. However, given the tremendous interest shown in VMD over the last few years since its inception, novel solutions to these shortcomings are expected which will improve both VMD and our proposed multivariate extension. Finally, a detailed study of performance comparison between MVMD and other existing multivariate signal decomposition methods such as MEMD and MFIF would be a good avenue for future research. The free MATLAB code of the proposed MVMD method is available at the following link: https://www.mathworks.com/matlabcentral/fileexchange/72814 -multivariate-variational-mode-decomposition-mvmd.
