Abstract. In the article [18] the authors determined the spectrum of the Cos λ transform on smooth functions on the Grassmann manifolds Grp(K). This article extends those results to line bundles over certain Grassmannians. In particular we define the Cos λ transform on smooth sections of homogeneous line bundles over Grp(K) and show that it is an intertwining operator between generalized (χ-spherical) principal series representations induced from a maximal parabolic subgroup of SL(n+1, K). Then we use the spectrum generating method to determine the K-spectrum of the Cos λ transform.
Introduction
The cosine transform is an integral operator widely used in convex geometry. It enjoys a long and opulent history, with connection to several branches of mathematics such as harmonic analysis, pseudo-differential operators, convex geometry, and group representations.
The name cosine transform was first introduced by Lutwak [16] for the integral operator on the unit sphere (1.1) (Cf )(ω) = S n |(x, w)|f (x) dx, ω ∈ S n where dx is the normalized SO(n + 1)-invariant measure on S n , (·, ·) is the usual inner product on R n (so it is the cosine of the angle between two unit vectors). It was later extended to a meromorphic family of integral operators
where the integral (1.2) is understood, if needed, in the sense of analytic continuation. We denote this transform by Cos λ . There are distinct shifts in the power λ in the literature based on distinct settings, see [19] . We use the shift λ−ρ with ρ = (n+1)/2 so that (1.2) agrees with a standard intertwining operator between principal series representations of SL(n + 1, R).
Note that C λ f = 0 for all odd functions on S n . So we can view the Cos λ transform (1.2) as an integral transform on L 2 (Gr 1 (R)) where Gr 1 (R) is the Grassmann manifold of one dimensional linear subspaces (lines) of R n+1 . It was also extended to other Grassmann manifolds. See [19] and [24] for more detailed discussion about the history of the cosine transform.
The operator (1.2) with the kernel |(x, w)| λ has been studied by many researchers in geometry and analysis like Aleksandrov [1] , Gardner [6] , Schneider [26] , and others, via different approaches, such as the Fourier transform technique, the Funk-Hecke formula, or representation theory. The importance of the cosine transform comes from intimate connections to convex geometry and classical integral transforms like the Fourier, Funk and Radon transforms. A remarkable fact, due to Gelfand-Shapiro [7] and Semyanistyi [27] , is that cosine transforms are restrictions to S n of the Fourier transforms of homogeneous distributions on R n . Another important observation is the connection of the cosine transform to the Funk transform (Ff )(ω) = (x,ω)=0
f (x) dm(x), ω ∈ S n where dm is the rotation-invariant measure on the (n−1)-dimensional sphere (x, ω) = 0. If f ∈ C(S n ), then lim λ→−1 γ n+1 (λ)(C λ f )(ω) = π 1/2 Γ(n/2) (Ff )(ω)
where the coefficient γ n (λ) is given by γ n (λ) = π 1/2 Γ(−λ/2) Γ(n/2)Γ((1 + λ) /2) , Reλ > −1, λ / ∈ 2Z + .
Several natural questions arise for the cosine transform, namely, to determine its kernel and image, to characterize its rank, to figure out the meromorphic extension of this operator and reveal singularities, and to derive the composition formula and the inversion formula. Many of the mentioned important information can be derived by knowing the spectrum of the cosine transform (it is formed by a set of spectral functions). The spectral functions of the operator (1.2) are well investigated. They are given, using a Funk-Hecke type formula, by rational functions of Γ-factors (Euler Gamma functions), see [23] and also Section 2 in [19] .
In recent years, the cosine transform has been generalized to the more general context on the Stiefel and Grassmann manifolds, for instance, Rubin [24] worked on more general higher-rank cosine and sine transforms where the main tool is the classical Fourier analysis. For some specific cases of higher-rank cosine transforms explicit forms for the spectral functions can still be obtained using the Funk-Hecke formula or the Fourier transform technique, see, for instance, [20] and [21] . However, it is unknown and difficult to proceed the same way in the most general case.
The cosine transform is closely and naturally related to the representation theory of semisimple Lie groups. In particular, the integral transform (1.2), as mentioned earlier, has an important group-theoretic interpretation as a standard intertwining operator J(λ) between generalized principal series representations of G = SL(n + 1, K) with K = R, C, or H (the field of quaternions), in the compact picture. The real case was studied in [4] , the complex case in [5] , and the quaternionic case in [22] , without mentioning any connection to the cosine transform or convex geometry. To the best of our knowledge, Alesker [2] was the first to remark that the cosine transform is a SL(n, R)-intertwining operator for some suitable λ. The operators J(λ), as a meromorphic family of singular integral operators on the maximal compact subgroup K of G, or on the orbit of certain nilpotent group N , have been central objects in the study of representation theory of semisimple Lie groups.
Let Gr p (K) be the Grassmann manifold of p-dimensional linear subspaces of K n+1 . It was shown in [18] that the Cos λ transform for smooth functions on Gr p (K) are always canonical intertwining operators between generalized principal series representations induced from maximal parabolic subgroups of G. Using the spectrum generating method (developed in [3] ), the Kspectrum of the Cos λ transform was determined. In this article, we consider the Cos λ transform on smooth sections of homogeneous nontrivial line bundles over Gr p (K). If K is the field H of quaternions, or the field O of octonions, then there are only trivial line bundles over Gr p (K). Thus we restrict ourselves to the cases K = R and C, and whence the Grassmann manifold Gr p (K) can be realized as a her-
We use the similar spectrum generating technique (build up a recursive relation between the spectral functions η µ ) to determine the K-spectrum η µ (λ) of the Cos λ transform for smooth sections of line bundles over K/L. As in [18] we use the spectrum generating operator to calculate the spectrum. For that it is needed that the χ-spherical representations have multiplicity one in L 2 (K/L; L χ ). We also need a good description of the set of highest weights of χ-spherical representations. The calculation of the K-spectrum is then reduced to evaluation of a Siegel type integral for the "smallest" K-type, see Theorem 6.5.
The article is organized as follows. In Section 2 we introduce notations and facts on simple Lie groups and Lie algebras. In Section 3 we introduce the generalized (χ-spherical) principal series representations of G. They are representations induced from a character of a parabolic subgroup P = M AN . The elements of the representation space can be viewed as L 2 sections of the G-homogeneous line bundles over B = G/P . Then we define the intertwining operator J(λ) between generalized (χ-spherical) principal series representations. In Section 4 we specialize to the case P is a maximal parabolic subgroup of G and the K-types has multiplicity one. Then we apply the spectrum generating method and give a recursive relation (4.7) between the eigenvalues η µ (λ) of J(λ) on each of the K-types. Section 5 is devoted to the cases of the hermitian Grassmann manifolds Gr p (K) = G/P = K/L. We detail the classification of χ-spherical representations of K, and prove some useful properties of χ-spherical functions for these cases. In Section 6, we stick to the cases considered in Section 5, and the recursive formula (4.7) boils down to an explicit form (6.2). We introduce the Cos λ transform C λ on homogeneous line bundles over K/L and conclude that C λ = J(λ) which allows us to compute the K-spectrum of C λ . An initial eigenvalue η µ 0 (λ) (the smallest one) is computed in (6.4) and all the others then follow by an inductive procedure using (6.2). Finally, (6.12) is derived as the formula of the eigenvalues η µ (λ). This is the main result of this article.
Semisimple Lie groups and parabolic subgroups
Let us settle on some definitions and facts related to semisimple Lie groups, Lie algebras and parabolic subgroups. The material in this section is standard. A good reference is, e.g. [11] . We adopt most of the notations in [18] .
Let G be a noncompact connected semisimple Lie group with finite center and g the Lie algebra of G. Let θ be a fixed Cartan involution on G and K = G θ the corresponding maximal compact subgroup of G. Note that K is connected. The derived involution on g and its complex linear extension to g C = g ⊗ R C are still denoted by θ. Then g = k ⊕ s where k = g θ is the Lie algebra of K and s = {X ∈ g | θ(X) = −X}. Denote by ·, · the Cartan-Killing form on g. Let a ⊂ s be abelian. Let
We assume that a = z(m) ∩ s. Let ∆ = ∆(g, a) be the set of roots of g with respect with a. For α ∈ ∆, denote by g α the root space. Fix a choice of system ∆ + of positive roots. Let
Then P is a closed subgroup of G with Lie algebra p. Let A = exp a and N = exp n denote the analytic subgroups of G with Lie algebras a and n, respectively. Let M 0 be the analytic subgroup of G with Lie algebra m and
The subscript P (here and elsewhere) is omitted if no confusion occurs. The elements κ(g) and m(g) are not uniquely determined. The map g → a(g) is right M N -invariant. Let b 0 = eL. We define the action of G on B by
Let N := θ(N ) and P = M AN = θ(P ). The Lie algebra of N is n = θ(n).
We have
is an analytic diffeomorphism onto an open dense subset NP of G. Note that as a K-manifold B = G/P but G acts on it distinctly. Denote this action by ·.
Proof. We have for k ∈ K and h ∈ L,
Using the facts that M normalizes N , and M centralizes A, we get
For α ∈ ∆, let m α = dim R g α and define
We normalize the invariant measure on B and compact groups so that the total measure is one. Normalize the Haar measure dn on N by
The following are some integral formulas we need for our proof below. They can be found in any standard reference on symmetric spaces, e.g. [11] .
Moreover, we can transfer an integral over N to an integral over K:
Generalized principal series representations
In this section, we introduce the generalized χ-spherical principal series representations and their intertwining operators. We refer to [12, 13, 28] for more information about this subject. Some of theorems in this section quote from the mentioned resource without giving proofs. We will show in Section 6 that these intertwining operators coincide with the Cos λ transform on smooth sections of homogeneous line bundles over K/L.
Note that χ is unitary. Recall that θ is a fixed Cartan involution on G.
Then we have θ(m) = θ(k)θ(exp X) = k exp(−X). The character χ is trivial on s. Therefore, χ| exp(m∩s) = Id. Hence,
This implies that
We may think of these functions geometrically as smooth sections in L χ . Similarly, L 2 (B; L χ ) consists of square integrable sections. Take a character
This is the generalized (χ-spherical) principal series representation of G induced from the character χ ⊗ λ ⊗ 1 of a parabolic subgroup P of G.
Theorem 3.2.
The representation π λ is irreducible for almost all λ ∈ a * C . Note that π λ is unitary if and only if λ ∈ ia * . We can realize B as G/P and induce the corresponding representation π(P , χ, λ).
Proof. It follows from Lemma 1.1 in [18] that for g ∈ G and k ∈ K
Using the facts that M is θ-stable, and ρ P = −ρ P , together with Lemma 3.1, we get
whenever the integral exists. Note that this integral is well defined.
There is a constant c P such that by defining
. An explicit choice of c P is given as follows:
The map λ → J(λ)f extends to a meromorphic function on a * C .
Proof. We get the case p = ∞ in (3.4). Let 1 ≤ p < ∞. We have
where we use the facts that |a(n) −λ−ρ | ≤ a(n) −2ρ and |χ(m(n)) −1 | = 1. The conclusion |J(λ)f (k)| ≤ f p follows from Hölder Inequality, (2.2), and (2.4).
Proof. We use the facts that m(κ(n)) = m(n) −1 and α(κ(n)) = a(n) −1 (see the proof of Lemma 2.5 in [18] ), and the formula (2.4) to rewrite J(λ) as an integral over K:
Moreover, by changing the variable h → k −1 h we can rewrite (3.5) as
We now show J(λ) is an intertwining operator.
Proof. Let g ∈ G and λ ∈ a * C (c P ). Let k ∈ K. Using the fact that g → α(g) is right-M N invariant, we have
It follows from (3.2), (3.5), and (3.7) that
Note that
Therefore,
Using (2.3) and (3.8), we have
Thus, we have
where we use the fact that χ • θ = χ (see Lemma 3.1). Hence,
So (3.6) for λ ∈ a * C (c P ) follows. It holds for all λ ∈ a * C by meromorphic continuation.
The spectrum generating operator
In what follows we shall discuss the connections to the χ-spherical representations and the intertwining properties. We will explain how to apply the spectrum generating method (proposed by [3] ) to our cases to achieve the eigenvalues of J(λ) on each of the K-types. The chief result is the recursion relation (4.7).
From now on we specialize the setting to the following case. Assume K is semisimple. Let K/L be a compact symmetric space such that there exists a noncompact connected semisimple Lie group G with G/P = K/L = B where P = M AN is a maximal parabolic subgroup of G and N is abelian. So dim a = 1. Furthermore, we assume K/L is of hermitian type so that there are nontrivial one dimensional representations χ of L occurring. The symmetric pair (K, L) corresponds to an involution τ on K so that K τ = L. Each irreducible representation of K that occurs in L 2 (B; L χ ) has multiplicity one.
Let k = l ⊕ q be the Cartan decomposition where l is the Lie algebra of L and q = {X ∈ k | τ (X) = −X}. Let b be a maximal abelian subspace of q and t = dim b. Denote by Σ the set of nonzero restricted roots of the pair (k, b). Since all the elements of Σ are purely imaginary on b, we see that Σ ⊂ ib * . Let W be the Weyl group associated with Σ. A multiplicity function m : Σ → C is a W -invariant function. We write m α = m(α) for α ∈ Σ. Fix a set Σ + ⊂ Σ of positive roots. Let ρ k = ρ k (m) be given by
We have the Cartan decomposition K = L(exp b)L, and (exp b) ∩ L can be bigger than {e}.
Let (π, V ) be an irreducible unitary representation of K and χ a nontrivial character of L. Let
The representation (π, V ) is said to be χ-spherical if V χ = {0}. In this case, dim V χ = 1. Let K χ be the set of equivalence classes of irreducible χ-spherical representations of K. Let Λ + χ (K) denote the set of highest weights
Then λ has the form λ| b + µ 0 where µ 0 ∈ i(b ⊥ ) * is independent of λ (see Section 3 of [15] for more details). Thus there is a bijective correspondence Λ + χ (K) ∼ = Λ + χ . Then π → µ π (µ π is the highest weight of π) gives an injective map from K χ into Λ + χ . It is bijective if and only if B is simply connected. For non-simply-connected cases, K χ is isomorphic to a sublattice of Λ + χ , because there are additional conditions need to be derived for the highest weights so that they are one-to-one correspondence with irreducible representations.
Next, we discuss how to find the eigenvalues of the intertwining operator J(λ) on each of the K-types. The idea is inspired by [18] .
Let µ ∈ Λ + χ and denote by (π µ , V µ ) the corresponding χ-spherical unitary representation of K. Put d(µ) = dim V µ . Let (·, ·) be the inner product in V µ for which π µ is unitary. Fix a unit vector e µ ∈ V χ µ . Define
Then T µ is an isometric K-intertwining operator between π µ and ℓ, where ℓ is the left regular representation of
We see that ℓ is an irreducible K-representation on L 2 (B; L χ ) and it leads to the decomposition
.
Lemma 4.2. There is a meromorphic function
. Proof. From Theorem 3.7 we have seen that J(λ) is a G-intertwining operator between π λ and π θ −λ . As K-representations, π λ and π θ −λ agree with ℓ. So J(λ) is a K-intertwining operator between (ℓ, L 2 (B; L χ )) and itself. Since the multiplicity of π µ in L 2 (B; L χ ) is one, and each L 2 µ (B; L χ ) is irreducible, by Schur's Lemma, J µ (λ) = c · id where c is a constant depending on µ and λ. That is, we can define this constant as η µ (λ) by (4.4).
It follows that
or simply, J = (η µ ). The set of spectral functions η µ (λ) with µ running over Λ + χ forms the (K, χ)-spectrum (or simply K-spectrum) of J(λ):
The numbers η µ (λ) are the eigenvalues of J(λ) on the K-types. Our foremost goal is to determine η µ (λ) explicitly. If ϕ ∈ L 2 µ (B; L χ ), then J(λ)ϕ = η µ (λ)ϕ. If ϕ is in addition a spherical function of χ-type (so that ϕ(e) = 1), then
The equation (4.5) provides us a nice formula to compute the eigenvalues η µ (λ) for µ ∈ Λ + χ . Fix a H 0 ∈ a such that ad(H 0 ) has eigenvalues 0, 1, and −1. We normalize the G-invariant R-bilinear form ·, · on g so that H 0 , H 0 = 1. Denote by the same symbol the C-bilinear extension to g C . The positive definite Laplace operator Ω on B acts on smooth sections over B the same as that of the Casimir element of k, up to a sign. Therefore,
where c is a constant not depending on µ. Denote by
where M (·) denotes the multiplication operator. Observe that Φ µ is Kintertwining and ImΦ is K-invariant. So we can define a subset S(µ)
Let pr ν denote the orthogonal projection
, and rα ∈ a * C where α ∈ a * is so that α(H 0 ) = 1 and r ∈ C. Let
Proof. Note that
so that the constant c is going to be canceled out. The rest is given by the proof of Corollary 2.6 in [3] .
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Theorem 4.4. Let µ ∈ Λ + χ , ν ∈ S(µ) and λ = rα ∈ a * C . Then
The K-spectrum {η µ (λ)} µ∈Λ + χ and thus J(λ) is uniquely determined by (4.7) and the normalization η µ 0 (λ), where µ 0 is chosen as the smallest highest weight in Λ + χ . Proof. We apply J(λ) to (4.6) and get
On the other hand, using (3.6) and the fact that θ(
As J(λ) commutes with pr ν ,
Since ω νµ (Y ) is nonzero, we have
Thus, (4.7) follows now. We can start to compute an initial eigenvalue η µ 0 (λ) and then reach the rest by the inductive formula (4.7).
Remark 4.5. We say an element µ ∈ Λ + χ is smallest if the standard norm of µ is minimal.
The Grassmann Manifolds
In Section 4 we have seen that the spectral functions η µ (λ) in (4.4) are parametrized by the χ-spherical representations of K. The main purpose of this section is to study the structure of line bundles on Grassmann manifolds K/L, to present the classification of the χ-spherical representations of K, and to discuss the connection of χ-spherical functions on K to their corresponding hypergeometric functions in the Heckman-Opdam sense. These results will be used in Section 6.
Let K denote one of the fields R or C. Set d = dim R K, which is 1 or 2 for K = R or C, respectively. Let G = SL(n + 1, K). Denote by Gr p (K) the Grassmann manifold of p-dimensional linear subspaces of K n+1 . Since Gr p (K) ∼ = G n+1−p (K), we can assume 2p ≤ n + 1. Let q = n + 1 − p. Let e 1 . . . , e n+1 be the standard basis of
where P is a maximal parabolic subgroup of G, and K/L is a hermitian compact symmetric space (it is a symmetric R-space).
The classification of hermitian type Grassmann manifolds K/L and their relevant information are given in the following table. Here, t = dim b and s = dim R K/L. Refer to Section 2 in [15] for more discussion. ( 
5.1)
Classification of Grassmann manifolds of Hermitian type:
In Table 5 .1 the complex Grassmann manifold SU(n+1)/S(U(p)×U(q)) is simply connected. The real Grassmann manifold SO(n + 1)/S(O(p) × O(q)) is not simply connected, but which has a simply connected covering
From now on we specialize our work to cases in Table 5 .1. Define an invariant R-invariant form on g by
The form (5.2) agrees with the invariant form in Section 4. For each case in Table 5 .1, we can write down explicit expressions of θ, H 0 , s, m, a, n, n, M A, N , P , τ , q, b, and so on. They were given in Section 4 and Section 5 of [18] . In particular, we mention here what we need to use:
and the elements of exp(b),
where Y (t) ∈ b and t = (t 1 , . . . , t p ) T ∈ R p (cf. [18, p.286] ). Let {ε 1 , . . . , ε p } be an orthogonal basis of ib * with ε j (Y (t)) = it j . We identify the element
Next, we classify nontrivial characters of L which determine nontrivial line bundles over K/L, and the extensions of these characters to M . Proposition 5.1. In case K = R, the only nontrivial character of L is given by
In case K = C, the group of nontrivial characters of L is parametrized by
Then χ l is a well defined character on L. If χ is a character on L, then there is a unique l ∈ Z such that χ = χ l .
Proof.
So a character on L can be determined by either a character on O(2) or a character on O(q). We know that O(n) is not abelian for n > 1. A simple observation shows that the only nontrivial character of O (2) is given by x → det x, x ∈ O(2). Therefore, the only nontrivial character of L is given by (5.5). In case K = C, the formula (5.6) follows from Proposition 3.4 in [25] .
Recall that a character on L can be uniquely extended to a character on M by (3.1), and conversely a character on M restricted to L is exactly a character on L. For an element g ∈ N M AN , .6)).
Proof. Let g ∈ G be as in (5.7). We have
satisfying the condition in (5.3). Let χ be a character of M . Then (5.8) follows with j to be determined. (1) In case K = R: if we apply χ to elements in L then (5.8) should coincide with (5.5). It gives j = 1. (2) In case K = C we write
where Z 1 is a p × p block and Z 2 is a q × q block on the diagonal with | det e tZ 1 | = 1 (recall [25, p.283, (3.1)] for the construction of Z in details). A direct calculation shows that Tr(Z 1 ) = i (a pure imaginary number). So
for some j ∈ Z. The restriction of χ to L is a (nontrivial) character on L, which should match (5.6), that is, for some l ∈ Z, χ(exp(tZ)) = χ l (exp(tZ)) = e ilt , ∀t ∈ R.
Therefore, ijt = jtTr(Z 1 ) = ilt, ∀t ∈ R. This leads to j = l.
The next two lemmas give the description of root system Σ and the classification of χ-spherical representations of K. Proof. This is a well-known result. Refer to Moore [17, Theorem 5.2] and [9, p.528, 532] .
From now on we fix a positive root system 
(1) In case K = R, let χ be given by (5.5) and µ ∈ Λ + χ . We have
and also
Consider an element in L (but not in L 0 ), e.g., let x = exp(Y (t)) given by (5.4) with t = (t 1 , t 2 ), t 1 = π and t 2 = 0. We have χ(x) = −1. Note that
Let u ∈ V µ be a highest weight vector of the weight µ such that u, e µ = 0. Then
which implies that e iπµ 1 = −1, i.e., µ 1 is an odd integer. In a similar fashion, we can show all µ j (1 ≤ j ≤ p) are odd positive integers. Hence, (5.9) follows.
(2) In case K = C, the classification (5.10) follows from Proposition 7.1 and Theorem 7.2 in [25] . Also see Theorem 3.1 in [15] .
Let O + s = {ε j } and
It follows from Proposition 3.3 in [15] that Λ
Let k = 1 for the case K = R, and k = |l| (with l ∈ Z) for the case K = C. Set
It is easy to see from (5.9), (5.10), and (5.11) that µ 0 ∈ Λ + χ is the smallest 1 element in Λ + χ for the cases K = R and K = C, respectively. To close this section, we review some useful properties about χ-spherical functions and their connections to the Heckman-Opdam hypergeometric functions (cf. Part I, Chapters 4, 5 in [8] ), and make an observation on these functions, particularly evaluated at the smallest element in Λ + χ .
χ and π µ the χ-spherical unitary representation of K with the weight µ.
(1) Consider the case K = R with the character χ on L given by (5.5). Since χ| L 0 = 1, e µ is a unit L 0 -fixed vector and thus π µ is a L 0 -spherical representation. Hence the χ-spherical functions ψ µ on K is also a L 0 -spherical function. The core property is that ψ µ are connected to the χ-spherical functions ϕ λ k on K d by holomorphic continuation where λ k ∈ b * C (cf. Section 4 in [15] ), precisely,
where ρ k is given by (4.1). We are interested in ϕ µ+ρ k at µ = µ 0 . Note that µ 0 + ρ k = 2ρ s + ρ k .
Lemma 5.5. In case K = R let b ∈ exp(b) (so b has the form (5.4) ). We have
Proof. Let L(m) be the radial part of the Laplace-Beltrami operator on X associated with the root system Σ and the multiplicity m:
Recall Lemma 5.3 for Σ + and m α . In case K = R, d = 1 and p = 2. We apply L(m) to the function 2 j=1 cos t j and get L(m)(cos t 1 cos t 2 ) = (−2q)(cos t 1 cos t 2 ).
On the other hand, we apply L(m) to the function ϕ 2ρs+ρ k :
Note that 2ρ s ∼ = (1, 1) and 2ρ k ∼ = (q, q − 2). Thus,
Hence, L(m)ϕ 2ρs+ρ k = (−2q)ϕ 2ρs+ρ k .
Since both ϕ 2ρs+ρ k (b) and cos(t 1 ) cos(t 2 ) share the same eigenvalue, and since the spherical functions are the unique normalized solutions of the system of differential equations, originated from the algebra of K d -invariant differential operators on X (cf. [10, Chapter IV, §2]), we see that
(2) For the case K = C the characters χ = χ l on L are given by (5.6) with l ∈ Z. The χ l -spherical functions ψ µ,l on K are connected to the χ l -spherical functions ϕ λ k ,l on K d by holomorphic continuation (also cf. [15] ),
Let m = (m s , m m , m l ) where m s , m m , m l denote the multiplicities of short, medium, and long roots in Σ, respectively. The multiplicity parameters (5.14)
(the ± signs are both valid) are not necessarily positive. By applying the multiplicities (5.14) to (4.1) and regrouping terms (cf. Proposition 2.10 in [14] ), we get
The χ l -spherical functions ϕ λ k ,l are linked to the Heckman-Opdam hypergeometric functions F associated to Σ and the multiplicity m ± (l) (cf. Theorem 5.2.2, part I, [8] ), that is,
Applying L(m) to the hypergeometric function (associated to a multiplicity parameter m), we get
It follows from (5.12) and (5.15) that
Lemma 5.6. We have
which implies that F (ρ k,l , m(l); · ) equals some constant function. But since we normalize ϕ λ k ,l (e) = 1, it follows from (5.16) that F (ρ k,l , m(l); · ) = 1. Hence (5.17) follows for x ∈ exp ib. Because exp ib is a totally real form of exp b C , (5.17) holds for x ∈ b C .
The formulas (5.13) and (5.17) are of crucial importance when we compute an initial (in particular, the smallest) term in the spectrum of J(λ) in Theorem 6.5.
6. The K-spectrum of the Cos λ transform
In this section we will introduce the Cos λ transform on smooth sections of nontrivial line bundles over Gr p (K) = K/L (for K = R or C as we discussed in Section 5) and prove that it coincides with the intertwining operator J(λ). Then we apply the spectrum generating method outlined in Section 4 to determine the K-spectrum of the Cos λ transform. Let x, y ∈ Gr p (K). We can view x as a dp-dimensional real vector space. Let E ⊂ x be a convex subset containing the origin and Vol R (E) = 1 (the volume). Let pr y : K n → y be the orthogonal projection onto y. Define |Cos(x, y)| := Vol R (pr y (E))
1/d .
The definition of Cos is independent of the choice of E. Moreover, |Cos(x, y)| = |Cos(y, x)| ≥ 0.
Refer to Section 3.2 in [19] for more information about this Cos-function. We identify a * C with C by λ −→ n + 1 pq λ(H 0 ) with the inverse z −→ z pq n + 1 α.
Theorem 4.2 and Corollary 4.4 in [18] give the following important result:
Theorem 6.1. For λ ∈ C, x = k · b 0 ∈ B, and y = h · b 0 ∈ B, we have
We use the convention that
For Reλ > ρ, we define the Cos
This is a higher-rank analogue of (1.2). If p = 1 and χ is a trivial character, then (6.1) matches (1.2) with a ρ-shift in the power λ. Theorem 6.1 implies that J(λ) coincides with C λ immediately. Also, the proof of Theorem 3.7 shows that C λ is an intertwining operator. Furthermore, the Cos λ transform (6.1) extends to a meromorphic family of intertwining operators C λ for λ ∈ a * C . Next we will determine the K-spectrum of J(λ) for B = Gr p (K), which determines the K-spectrum of the Cos λ transform (6.1). Recall (5.9) and (5.10) for the description of Λ + χ . Then accordingly there is a realization of the set S(µ) (defined in Section 4) for µ ∈ Λ + χ , and hence (4.7) yields an explicit form (6.2). The proofs are similar to those of Lemma 5.4 and Lemma 5.5 in [18] with Λ + (B) replaced by Λ + χ .
Lemma 6.2. Let µ = (µ 1 , . . . , µ p ) ∈ Λ + χ . Then S(µ) = ({µ ± 2ε j | j = 1, . . . , p} ∪ {µ}) ∩ Λ + χ . These representations occur with multiplicity one. Lemma 6.3. Let µ = (µ 1 , . . . , µ p ) ∈ Λ + χ and λ ∈ C ∼ = a * C . Then
The formula (6.2) is the reason for the term spectrum generating, and ensues a recursive calculation of the spectral functions η µ . We use (6.2) as an induction to determine all η µ (λ) starting from the smallest one. We will see that η µ (λ) are given by rational functions of Siegel Γ-functions. (dp/2) .
The desired formula (6.4) follows immediately.
Remark 6.6. In the integral (6.11), the factor α(b) λ−ρ+k might produce singularities. So we need the condition Re(λ − ρ + k) > −1 for (6.11) converges. That is to say, (6.4) holds for λ ∈ a * C (c P ). However it has a meromorphic continuation to a * C , as rational functions of Γ-factors. Theorem 6.7. Let Λ + χ be the sublattice in Theorem 5.4 parametrizing the χ-spherical representations of K. Let µ = (µ 1 , . . . , µ p ) ∈ Λ + χ and λ ∈ C. The K-spectrum of the Cos λ transform C λ (6.1) is given by (6.12)
