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The laws of thermodynamics allow work extraction from a single heat bath provided that the
entropy decrease of the bath is compensated for by another part of the system. We propose a
thermodynamic quantum engine that exploits this principle and consists of two electrons on a
double quantum dot (QD). The engine is fueled by providing it with singlet spin states, where the
electron spins on different QDs are maximally entangled, and its operation involves only changing
the tunnel coupling between the QDs. Work can be extracted since the entropy of an entangled
singlet is lower than that of a thermal (mixed) state, although they look identical when measuring
on a single QD. We show that the engine is an optimal thermodynamic engine in the long time
limit. In addition, we include a microscopic description of the bath and analyze the engine’s finite
time performance using experimentally relevant parameters.
I. INTRODUCTION
The rapidly developing field of quantum thermody-
namics1,2 attempts to combine the laws of quantum me-
chanics with those of classical thermodynamics. One of
the central goals is to investigate the performance of ther-
modynamic engines operating in the quantum regime.
Quantum effects can, in principle, boost the performance
of thermodynamic engines – see, e.g., the theoretical
works in Refs. 3–8 – but limitations set by the second
law of thermodynamics, such as the Carnot efficiency of
a heat engine, still always hold.
The second law can appear to be violated in setups
where some other resource, beyond heat, is in fact con-
sumed by the engine, the entropy content of which should
be accounted for. This resource can, for example, be a
non-thermal state in the reservoirs,4–11 or information
about the working ”gas” in Maxwell’s demon-type en-
gines.12 In cyclic versions of demon-type engines the ac-
quired information needs to be erased, a process that
requires expenditure of resources. The famous result of
Landauer13 states that the minimum energy required to
erase the information of a bit (e.g. put it in the 0 state) is
on average kBτ ln 2, where kB is the Boltzmann constant
and τ the temperature of the environment, although the
resource spent need not be in the form of energy.14,15 Sev-
eral experiments have confirmed this bound.16–18 Con-
versely, the maximum amount of work that can on aver-
age be extracted from a single bath using the informa-
tion content of a bit is kBτ ln 2, which has been utilized
to make on-chip compatible, information-driven, gener-
ators and refrigerators.19–24 If the system instead has d
states, the maximum energy converted is kBτ ln d. In
the quantum regime the same bounds remain valid,25–27
and Landauer’s principle has recently been experimen-
tally tested.28,29
In this paper we propose a quantum mechanical ver-
sion of a single bath heat engine and investigate its time-
dependence, revealing how to optimize work and power
output under realistic experimental conditions. The en-
gine is based on the singlet and triplet states of two cou-
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FIG. 1. (a) Sketch of the double QD setup. QD L,R has or-
bital energy L,R and the QDs are coupled by tunneling with
amplitude λ. The gray structures on top represent plunger
gates used to control L,R (which remain fixed during opera-
tion of our engine) and a pincher gate which controls λ (varied
in the engine cycle). (b) Sketch of working cycle for the en-
gine, showing the expectation value of the double QD energy
〈E〉 as a function of λ. W/Q represent work performed/heat
absorbed (see details in Sec. III) and the blue arrow at point
A emphasizes that we need to supply a singlet state at the
start of each cycle.
pled spins in a double quantum dot (QD), see Fig. 1. Its
cycle requires changing only a single parameter between
two values, namely the inter-QD tunnel coupling which
controls the energy difference between the lowest singlet
state and the triplets. The proposed engine is quantum
in the sense that its cycle starts with the system in a max-
imally entangled two-electron state, and after work has
been extracted the entropy of the electrons is increased
by ”consuming the entanglement” (converting the initial
coherent state into a thermal mixed state). Therefore,
entanglement plays the role of the engine’s fuel. The ini-
tial and final states will have exactly the same energy
and, in fact, any measurement of the spin on a single
QD will give identical random results for the two states.
Nonetheless, the initial entangled state has a lower en-
tropy than the thermal mixed state, allowing us to use it
as a resource. We note, however, that our proposal is not
a generic recipe for using entanglement to extract work,
and that similar protocols for work extraction are possi-
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2ble in other systems where entanglement is not needed,
but in this system it is crucial.
Both the physical setup and the needed operations
are closely related to the well established platform of
spin qubits in semiconductor QDs.30–33 Our proposed en-
gine provides a path towards near-term demonstrations
of fundamental principles of quantum thermodynamics.
In addition, it could be of great practical importance
for making use of quantum resources produced in future
quantum computers or simulators by consuming left-over
entangled states to extract work and cool the quantum
circuits.
II. MODEL
We consider a double QD as sketched in Fig. 1(a), de-
scribed by the Hamiltonian
HDQD =
∑
i,σ
iniσ +
∑
i
Uini↑ni↓ + ULRnLnR
+ λ
∑
i 6=j,σ
c†iσcjσ + h.c., (1)
where c†iσ creates an electron on QD i = L,R with spin
projection σ =↑, ↓, niσ = c†iσciσ, ni =
∑
σ niσ, Ui is the
intra-QD Coulomb repulsion on QD i, ULR is the inter-
QD Coulomb repulsion, and λ is the strength of the hy-
bridization between the QDs. Throughout the paper we
set L = R, UL = UR and ULR = 0, although our re-
sults would be qualitatively the same also for ULR > 0
and UL 6= UR, as long as UL, UR  ULR. Under these
circumstances the two-electron eigenstates are three sin-
glets, which we denote Sm, S±, and three triplets, T0
and T±. We distinguish the singlets by their behavior at
small λ, where Sm ≈ S(1, 1) (one electron in each QD)
and S± ≈ 1√2 (S(2, 0)± S(0, 2)) (two electrons on the
same dot), see Appendix. Furthermore, we assume that
the double QD spin states thermalize at temperature τ
on some characteristic time-scale.
III. BASIC PRINCIPLE AND IDEAL
PERFORMANCE
Here we first describe the basic principle of operation of
our engine and calculate the work output for two different
cycles, denoted (i) and (ii), under ideal conditions and
without considering the details of the couplings to the
thermal bath. In Sect. IV we will include a microscopic
model of the bath and derive estimates of the output
power under realistic operating conditions.
Both cycles start at point A [see Fig. 1(b)] with the
two QDs uncoupled, λ = 0. Then Sm = S(1, 1), and
Sm and T are degenerate while the remaining two states
are split off by the large intra-QD Coulomb interaction,
and will not be a part of further analysis. If a magnetic
field is applied, only Sm and T0 will remain degenerate
and our findings will be slightly modified. We assume
that we start with the QDs being in the state Sm; this
state may be left over from a quantum computational
operation, it may have been intentionally prepared by a
measurement in the singlet-triplet basis,32,34 or provided
by coupling the double QDs to a superconductor.35,36
What is important is that the initial pure state should
be seen as a resource that will be consumed by the engine.
We note that if the singlet was obtained by a projective
measurement of a thermal state our engine could be seen
as a quantum mechanical version of the Szilard engine.37
In the next step an energy gap between Sm and T is
created and the system is taken from A to B in Fig. 1(b),
which is done by increasing the hybridization to λ = λM .
This lowers the energy of Sm because of mixing with
S+, while the energy of T remains unchanged, see Ap-
pendix. This step should ideally be done fast enough
such that there are no transitions to the T states induced
by the environment (adiabatic in the classical thermody-
namic sense), but slow enough that there are no dia-
batic transitions to the high energy singlets (adiabatic in
the quantum sense). The decrease in energy corresponds
to electrical work performed on the gates controlling λ,
WAB = ESm(0) − ESm(λM ). We here use the standard
distinction between work and heat where work is consid-
ered as the change in eigenvalues of a quantum system,
while heat is the redistribution of occupation probabili-
ties among those eigenvalues,38,39 and we define energy
flow out from the double QDs to be positive.
The step from B to C is achieved by waiting long
enough that the system thermalizes, meaning that its
state becomes a classical thermal mixed state of Sm and
(the three-fold degenerate) T described by the probabil-
ities P (T, λM ) = 3/(3 + exp[δE/kBτ ]) and P (S, λM ) =
1 − P (T, λM ), where δE = ET (λM ) − ESm(λM ). This
thermalization corresponds to absorbing the heat QBC =
−δE × P (T, λM ) from the bath.
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FIG. 2. Work output as a function of the singlet-triplet energy
split for cycle (i) (dashed line) and cycle (ii) (solid line).
Finally, we move back from C to A and we distinguish
between two different ways of doing this step. (i) If this
final step is done adiabatically, we will on average have to
supply the work W
(i)
CA = −P (S, λM )[ESm(0)−ESm(λM )].
3Clearly, W (i) = WAB +W
(i)
CA > 0 and we have extracted
work from the system. Furthermore, the first law
gives that W (i) = −Q(i)BC . (ii) If the final step is
instead done isothermally the electrons will always
be in equilibrium with the environment. The work
required to bring the system from C to A is then
calculated using W
(ii)
CA = −
∑
n
∫ 0
λM
Pn
dEn
dλ dλ, where
the probabilities Pn are given by a thermal state for
all λ. This yields W
(ii)
CA = kBτ [ln 4− lnZ(λM )] , where
Z(λM ) = 3 + exp[δE/kBτ ], and a total amount of work
W (ii) = WAB +W
(ii)
CA = −(QBC +Q(ii)CA) > 0 is extracted
per cycle. In both cycles (i) and (ii) we thus extracted
heat from a single bath and converted it perfectly
into (electrical) work using the entropy (information)
difference between the initial and final states. For the
cycle to be repeated, a new input Sm state has to be
supplied or created.
The net work output, W , depends on δE as can be
seen in Fig. 2. In the adiabatic cycle (i) W (i) initially
increases with the energy split, but once δE & kBτ the
probability to end in T becomes increasingly small and
W (i) vanishes for big δE. In contrast, the work output
in the isothermal cycle (ii) is maximal for large δE, for
which QBC → 0 and
W = lim
δE→∞
WAB+WCA = δE+kBT ln 4−δE = kBτ ln 4.
(2)
In this case the system converts an amount of heat equal
to the free energy difference of the initial and final states,
∆F = ∆E − T∆S, into work, and thus acts as an ideal
four-level engine. The limit of large δE is equivalent to
merging points B and C in Fig. 1(b) (since QBC = 0) and
ideal performance is found when A → BC is performed
adiabatically while BC → A is done in a quasi-static
manner. However, even though the work output from
cycle (i) is always lower than cycle (ii) under ideal con-
ditions, the adiabatic cycle can still be preferred since it
can be performed faster, possibly yielding a larger power
output as we will show next.
IV. PERFORMANCE UNDER REALISTIC
EXPERIMENTAL CONDITIONS
In this section we investigate the performance of the
two cycles for a realistic (non ideal) engine. Concretely,
we include a microscopic description of the thermal bath
and a finite cycle time leading to the state after inter-
action with the bath not being a perfect thermal state.
We assume that spin-orbit coupling and/or magnetic in-
teractions with the environment cause spin flips of the
individual electrons on the double QD where the energy
difference can be absorbed by or emitted to a phonon
bath,
HB =
∑
ω
εkb
†
kbk +
∑
i,k
γc†i,σci,σ¯(b
†
k + bk) + h.c., (3)
where b†k (bk) creates (annihilates) a phonon in the
bath. The bath is assumed to be in a thermal
state described by the Bose-Einstein distribution
n(εk) = (exp[εk/kBτ ] − 1)−1 at all times. We take the
phonon density of states to be linear ν(εk) = ν0εk, which
is expected to hold for small energies,40 but note that
our results would remain qualitatively the same also for
other forms of ν(εk).
In order to make predictions about relevant time scales
and power output we include an explicit time dependence
of λ, and the total work extracted from the system during
a cycle is38
W = −
∫ tfinal
t0
Tr
[
dHDQD(t)
dt
ρ(t)
]
dt, (4)
where ρ(t) denotes the time-dependent density matrix
of the double QD. We obtain ρ(t) by assuming a weak
system-bath coupling (γ) allowing us to describe the sys-
tem using master equations on Lindblad form (~ = 1)
ρ˙ = −i[HDQD(t), ρ(t)] +
∑
i,σ
[
Ai,σ(t)ρ(t)A
†
i,σ(t)−
1
2
{A†i,σ(t)Ai,σ(t), ρ(t)}
]
.
(5)
Equation (5) is solved using the time-dependent Lind-
blad equation solver included in the Python package
QuTiP.41,42 The jump operators Ai,σ for the different
spin flip processes, expressed in the time-dependent
eigenbasis |at〉 of HDQD(t), are given by Ai,σ =∑
a,a′ |a′t〉
√
γν(|Ea′a(t)|) · (n(|Ea′a(t)|) + θ(Ea′a(t))) ×
〈a′t|c†i,σci,σ¯|at〉〈at|,43 where Ea′a = Ea′ − Ea and θ
denotes the Heaviside step-function. In order to solve
Eq. (5) we further assume that all timescales are much
larger than the bath correlation time such that memory
effects in the bath can be neglected. We start and
end the cycle at a small λ0 > 0, which should be large
enough that the minimum energy split between Sm and
T is larger than the maximal matrix element of Ai,σ(λ0)
connecting Sm and T in order for the secular approx-
imation to be valid.44 However, for weak system-bath
couplings λ0 can become arbitrary small and the effect
of not setting λ0 = 0 will be minuscule.
We define the time dependence of the two cycles as
follows. Both cycles start with increasing λ(t) from λ0 to
λM at constant rate during time t1. In (i) the system is
kept at λ
(i)
M during time t
(i)
2 until it is brought back to λ0
at a constant rate during time t3 = t1. In (ii) the system
is brought back to λ0 at a constant rate during time
t
(ii)
2 . Typically t2  t1 and the ideal cases discussed
in the previous section correspond to t1 = 0 and t2 =∞.
Figures 3(a)-(b) show how W depends on λM through
δE and the total cycle time using experimentally relevant
parameters (see figure caption for details). A common
4FIG. 3. Work output per cycle for cycle (i) (a) and cycle
(ii) (b) plotted against the maximum energy split δE and to-
tal cycle time t. (c)-(d) show power output optimized w.r.t.
δE(i)/(ii) as a function of the total cycle time excluding the
singlet initialization time tinit for cycle (i) (dashed line), and
cycle (ii) (solid line). γ is chosen such that the coupling be-
tween different T states is ~Γ0/kBτ = ~γν0 = 3.2 · 10−4,
and ET (λ0)− ES(λ0) = 1.6 · 10−3kBτ . t1 is set to 0.004/Γ0,
which corresponds to 1 ns if τ = 0.1 K. Other parameters
used are UL = UR = 100kBτ and ULR = 0. The initial state
is S(1, 1) = 1√
2
(c†1↑c
†
2↓−c†1↓c†2↑)|0〉. Additionally, in the power
plots: (c) tinit = 0.04/Γ0 and (d) tinit = 0.4/Γ0.
feature for both cycles is the vanishingly small work out-
put for short times as the system does not have enough
time to transition to a triplet state. In order to be
able to extract a significant amount of work the cycle
time should be at least on the same order as the transi-
tion time between Sm and T induced by the bath, and
for long times it should be possible to come arbitrarily
close to kBτ ln 4 using cycle (ii).
45 However, in a real
life operating scenario, e.g. recycling of singlets from
quantum computational operations, fast cycle times and
larger power output can trump a large amount of work
per cycle. We explore the power the engine can deliver
to the gates for the two cases. To effectively represent
more realistic performance we also include a time tinit
for initialization of the qubit. The total cycle time then
becomes tinit + 2t1 + t
(i)
2 for cycle (i) and tinit + t1 + t
(ii)
2
for cycle (ii). The output power in Figs. 3(c)-(d) (max-
imized w.r.t. δE(i)/(ii)) turns out to be larger in cycle
(i) for almost all relevant times. The maximum power
of P ≈ 0.3Γ0kBτ ln 4 in Fig. 3 corresponds to 2.5 aW if
τ = 0.1 K, Γ0 = 4.2 MHz, t1 = 1 ns. The reason cycle (ii)
requires more time than cycle (i) to generate the same
amount of work is that the system should re-thermalize
for all infinitesimal changes in λ to provide optimal work
output in cycle (ii), whereas the final step should be per-
formed as fast as possible to hinder further interactions
with the bath in cycle (i). The power naturally depends
on the time it takes for a new singlet to be provided,
something that will vary depending on implementation
and experimental setup. But as a rule of thumb, cycle
(i) provides more work per cycle for t < 1Γ0 and cycle (ii)
is preferable when t > 1Γ0 . As a result, picking the best
cycle becomes a matter of characterizing the transition
time between (almost) degenerate states.
We note that other protocols for changing λ(t) might
provide better performance,46–49 leaving room for further
optimizations. But the two cases presented here are the
most straight-forward to implement in an experiment,
and thus natural places to start.
V. CONCLUSIONS
We have proposed a thermodynamic quantum engine
based on a double QD that extracts energy from a single
thermal bath. We envision the engine being powered
by a constant flow of two-electron singlet states, a
condition that may be met in future quantum computers
or simulators. The performance is studied for two cycles
under both ideal and realistic experimental conditions.
In an ideal quasi-static case, complete knowledge of
the pure, maximally entangled, initial state allows for
converting a maximum of kBτ ln 4 of thermal energy to
work per cycle at the expense of increasing the entropy
of the electrons on the double QD. The final mixed state
after a cycle has exactly the same energy as the initial
maximally entangled state and any measurement on
a single electron spin would be unable to differentiate
between the two. Under realistic, finite time, conditions
we find an alternative cycle to be superior in terms of
power output whenever the cycle time is shorter than
the environment-induced transition at small energy gaps.
The engine is compatible with the well established
platform of semiconductor QD qubits, making an experi-
mental realization in the near future possible. Ideally, an
experimenter would measure the generated power, which,
unfortunately, is a highly non-trivial task. Instead, a
5proof-of-principle experiment could be conducted by per-
forming measurements of the quantum state at different
times during the cycle to map out the time-dependent
occupations of the singlet and triplet states,32,34 or by
measuring the heat flow out from a mesoscopic reservoir.
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APPENDIX
The eigenstates for two electrons on the DQD system
at λ = 0 are
|S0〉 = S(1, 1) = 1√
2
(c†1↑c
†
2↓ − c†1↓c†2↑)|0〉,
|T0〉 = 1√
2
(c†1↑c
†
2↓ + c
†
1↓c
†
2↑)|0〉,
|S+〉 = 1√
2
(c†1↑c
†
1↓ + c
†
2↑c
†
2↓)|0〉, |T+〉 = c†1↑c†2↑|0〉,
|S−〉 = 1√
2
(c†1↑c
†
1↓ − c†2↑c†2↓)|0〉, |T−〉 = c†1↓c†2↓|0〉.
(6)
When analyzing the engine performance we set L =
R = ULR = 0 and restrict our analysis to the subspace
spanned by the four lowest states, which for λ > 0 are
all T s as well as
Sm =
1√
E2Sm + 4λ
2
(
2λ|S0〉+ ESm |S+〉
)
. (7)
The two remaining states are separated from the others
by an energy split ∆E ≈ U = UL = UR  kBτ (we take
the intra-QD interactions to be equal), and transitions
to these states are very unlikely. The energies in the
relevant subspace are
ET (λ) = 0, ESm(λ) =
U
2
−
√
U2
4
+ 4λ2. (8)
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