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Abstract
We analyze the Kozachenko–Leonenko (KL) fixed k-nearest neighbor estimator
for the differential entropy. We obtain the first uniform upper bound on its perfor-
mance for any fixed k over Ho¨lder balls on a torus without assuming any condi-
tions on how close the density could be from zero. Accompanying a recent mini-
max lower bound over the Ho¨lder ball, we show that the KL estimator for any fixed
k is achieving the minimax rates up to logarithmic factors without cognizance of
the smoothness parameter s of the Ho¨lder ball for s ∈ (0, 2] and arbitrary dimen-
sion d, rendering it the first estimator that provably satisfies this property.
1 Introduction
Information theoretic measures such as entropy, Kullback-Leibler divergence and mutual informa-
tion quantify the amount of information among random variables. They have many applications in
modern machine learning tasks, such as classification [48], clustering [46, 58, 10, 41] and feature
selection [1, 17]. Information theoretic measures and their variants can also be applied in several
data science domains such as causal inference [18], sociology [49] and computational biology [36].
Estimating information theoretic measures from data is a crucial sub-routine in the aforementioned
applications and has attracted much interest in statistics community. In this paper, we study the prob-
lem of estimating Shannon differential entropy, which is the basis of estimating other information
theoretic measures for continuous random variables.
Suppose we observe n independent identically distributed random vectors X = {X1, . . . , Xn}
drawn from density function f where Xi ∈ R
d. We consider the problem of estimating the dif-
ferential entropy
h(f) = −
∫
f(x) ln f(x)dx , (1)
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from the empirical observationsX. The fundamental limit of estimating the differential entropy is
given by the minimax risk
inf
hˆ
sup
f∈F
(
E(hˆ(X)− h(f))2
)1/2
, (2)
where the infimum is taken over all estimators hˆ that is a function of the empirical data X. Here F
denotes a (nonparametric) class of density functions.
The problem of differential entropy estimation has been investigated extensively in the literature.
As discussed in [2], there exist two main approaches, where one is based on kernel density esti-
mators [30], and the other is based on the nearest neighbor methods [56, 53, 52, 11, 3], which is
pioneered by the work of [33].
The problem of differential entropy estimation lies in the general problem of estimating nonpara-
metric functionals. Unlike the parametric counterparts, the problem of estimating nonparametric
functionals is challenging even for smooth functionals. Initial efforts have focused on inference of
linear, quadratic, and cubic functionals in Gaussian white noise and density models and have laid the
foundation for the ensuing research. We do not attempt to survey the extensive literature in this area,
but instead refer to the interested reader to, e.g., [24, 5, 12, 16, 6, 32, 37, 47, 8, 9, 54] and the refer-
ences therein. For non-smooth functionals such as entropy, there is some recent progress [38, 26, 27]
on designing theoretically minimax optimal estimators, while these estimators typically require the
knowledge of the smoothness parameters, and the practical performances of these estimators are not
yet known.
The k-nearest neighbor differential entropy estimator, or Kozachenko-Leonenko (KL) estimator is
computed in the following way. Let Ri,k be the distance between Xi and its k-nearest neighbor
among {X1, . . . , Xi−1, Xi+1, . . . , Xn}. Precisely, Ri,k equals the k-th smallest number in the list
{‖Xi − Xj‖ : j 6= i, j ∈ [n]}, here [n] = {1, 2, . . . , n}. Let B(x, ρ) denote the closed ℓ2 ball
centered at x of radius ρ and λ be the Lebesgue measure on Rd. The KL differential entropy
estimator is defined as
hˆn,k(X) = ln k − ψ(k) +
1
n
∑n
i=1 ln
(
n
kλ(B(Xi, Ri,k))
)
, (3)
where ψ(x) is the digamma function with ψ(1) = −γ, γ = −
∫∞
0
e−t ln tdt = 0.5772156 . . . is the
Euler–Mascheroni constant.
There exists an intuitive explanation behind the construction of the KL differential entropy estimator.
Writing informally, we have
h(f) = Ef [− ln f(X)] ≈
1
n
n∑
i=1
− ln f(Xi) ≈
1
n
n∑
i=1
− ln fˆ(Xi), (4)
where the first approximation is based on the law of large numbers, and in the second approxima-
tion we have replaced f by a nearest neighbor density estimator fˆ . The nearest neighbor density
estimator fˆ(Xi) follows from the “intuition”
1that
fˆ(Xi)λ(B(Xi, Ri,k)) ≈
k
n
. (5)
Here the final additive bias correction term ln k − ψ(k) follows from a detailed analysis of the bias
of the KL estimator, which will become apparent later.
We focus on the regime where k is a fixed: in other words, it does not grow as the number of samples
n increases. The fixed k version of the KL estimator is widely applied in practice and enjoys smaller
computational complexity, see [52].
There exists extensive literature on the analysis of the KL differential entropy estimator, which we
refer to [4] for a recent survey. One of the major difficulties in analyzing the KL estimator is that
the nearest neighbor density estimator exhibits a huge bias when the density is small. Indeed, it was
shown in [42] that the bias of the nearest neighbor density estimator in fact does not vanish even
1Precisely, we have
∫
B(Xi,Ri,k)
f(u)du ∼ Beta(k, n − k) [4, Chap. 1.2]. A Beta(k, n − k) distributed
random variable has mean k
n
.
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when n→∞ and deteriorates as f(x) gets close to zero. In the literature, a large collection of work
assume that the density is uniformly bounded away from zero [23, 29, 57, 30, 53], while others put
various assumptions quantifying on average how close the density is to zero [25, 40, 56, 14, 20, 52,
11]. In this paper, we focus on removing assumptions on how close the density is to zero.
1.1 Main Contribution
Let Hsd(L; [0, 1]
d) be the Ho¨lder ball in the unit cube (torus) (formally defined later in Definition 2
in Appendix A) and s ∈ (0, 2] is the Ho¨lder smoothness parameter. Then, the worst case risk of
the fixed k-nearest neighbor differential entropy estimator over Hsd(L; [0, 1]
d) is controlled by the
following theorem.
Theorem 1 LetX = {X1, . . . , Xn} be i.i.d. samples from density function f . Then, for 0 < s ≤ 2,
the fixed k-nearest neighbor KL differential entropy estimator hˆn,k in (3) satisfies(
sup
f∈Hs
d
(L;[0,1]d)
Ef
(
hˆn,k(X) − h(f)
)2) 12
≤ C
(
n−
s
s+d ln(n+ 1) + n−
1
2
)
. (6)
where C is a constant depends only on s, L, k and d.
The KL estimator is in fact nearly minimax up to logarithmic factors, as shown in the following
result from [26].
Theorem 2 [26] Let X = {X1, . . . , Xn} be i.i.d. samples from density function f . Then, there
exists a constant L0 depending on s, d only such that for all L ≥ L0, s > 0,(
inf
hˆ
sup
f∈Hs
d
(L;[0,1]d)
Ef
(
hˆ(X)− h(f)
)2) 12
≥ c
(
n−
s
s+d (ln(n+ 1))−
s+2d
s+d + n−
1
2
)
. (7)
where c is a constant depends only on s, L and d.
Remark 1 We emphasize that one cannot remove the conditionL ≥ L0 in Theorem 2. Indeed, if the
Ho¨lder ball has a too small width, then the density itself is bounded away from zero, which makes
the differential entropy a smooth functional, with minimax rates n−
4s
4s+d + n−1/2 [51, 50, 43].
Theorem 1 and 2 imply that for any fixed k, the KL estimator achieves the minimax rates up to
logarithmic factors without knowing s for all s ∈ (0, 2], which implies that it is near minimax
rate-optimal (within logarithmic factors) when the dimension d ≤ 2. We cannot expect the vanilla
version of the KL estimator to adapt to higher order of smoothness since the nearest neighbor density
estimator can be viewed as a variable width kernel density estimator with the box kernel, and it is
well known in the literature (see, e.g., [55, Chapter 1]) that any positive kernel cannot exploit the
smoothness s > 2. We refer to [26] for a more detailed discussion on this difficulty and potential
solutions. The Jackknife idea, such as the one presented in [11, 3] might be useful for adapting to
s > 2.
The significance of our work is multi-folded:
• We obtain the first uniform upper bound on the performance of the fixed k-nearest neigh-
bor KL differential entropy estimator over Ho¨lder balls without assuming how close the
density could be from zero. We emphasize that assuming conditions of this type, such as
the density is bounded away from zero, could make the problem significantly easier. For
example, if the density f is assumed to satisfy f(x) ≥ c for some constant c > 0, then the
differential entropy becomes a smooth functional and consequently, the general technique
for estimating smooth nonparametric functionals [51, 50, 43] can be directly applied here
to achieve the minimax rates n−
4s
4s+d + n−1/2. The main technical tools that enabled us
to remove the conditions on how close the density could be from zero are the Besicovitch
covering lemma (Lemma. 4) and the generalized Hardy–Littlewood maximal inequality.
• We show that, for any fixed k, the k-nearest neighbor KL entropy estimator nearly achieves
the minimax rates without knowing the smoothness parameter s. In the functional estima-
tion literature, designing estimators that can be theoretically proved to adapt to unknown
3
levels of smoothness is usually achieved using the Lepski method [39, 22, 45, 44, 27],
which is not known to be performing well in general in practice. On the other hand, a sim-
ple plug-in approach can achieves the rate of n−s/(s+d), but only when s is known [26].
The KL estimator is well known to exhibit excellent empirical performance, but existing
theory has not yet demonstrated its near-“optimality” when the smoothness parameter s is
not known. Recent works [3, 52, 11] analyzed the performance of the KL estimator under
various assumptions on how close the density could be to zero, with no matching lower
bound up to logarithmic factors in general. Our work makes a step towards closing this gap
and provides a theoretical explanation for the wide usage of the KL estimator in practice.
The rest of the paper is organized as follows. Section 2 is dedicated to the proof of Theorem 1. We
discuss some future directions in Section 3.
1.2 Notations
For positive sequences aγ , bγ , we use the notation aγ .α bγ to denote that there exists a universal
constantC that only depends on α such that supγ
aγ
bγ
≤ C, and aγ &α bγ is equivalent to bγ .α aγ .
Notation aγ ≍α bγ is equivalent to aγ .α bγ and bγ .α aγ . We write aγ . bγ if the constant is
universal and does not depend on any parameters. Notation aγ ≫ bγ means that lim infγ
aγ
bγ
= ∞,
and aγ ≪ bγ is equivalent to bγ ≫ aγ . We write a ∧ b = min{a, b} and a ∨ b = max{a, b}.
2 Proof of Theorem 1
In this section, we will prove that
(
E
(
hˆn,k(X)− h(f)
)2) 12
.s,L,d,k n
− s
s+d ln(n+ 1) + n−
1
2 , (8)
for any f ∈ Hsd(L; [0, 1]
d) and s ∈ (0, 2]. The proof consists two parts: (i) the upper bound
of the bias in the form of Os,L,d,k(n
−s/(s+d) ln(n + 1)); (ii) the upper bound of the variance is
Os,L,d,k(n
−1). Below we show the bias proof and relegate the variance proof to Appendix B.
First, we introduce the following notation
ft(x) =
µ(B(x, t))
λ(B(x, t))
=
1
Vdtd
∫
u:|u−x|≤t
f(u)du . (9)
Here µ is the probability measure specified by density function f on the torus, λ is the Lebesgue
measure onRd, and Vd = π
d/2/Γ(1+d/2) is the Lebesguemeasure of the unit ball in d-dimensional
Euclidean space. Hence ft(x) is the average density of a neighborhood near x. We first state two
main lemmas about ft(x) which will be used later in the proof.
Lemma 1 If f ∈ Hsd(L; [0, 1]
d) for some 0 < s ≤ 2, then for any x ∈ [0, 1]d and t > 0, we have
| ft(x) − f(x) | ≤
dLts
s+ d
, (10)
Lemma 2 If f ∈ Hsd(L; [0, 1]
d) for some 0 < s ≤ 2 and f(x) ≥ 0 for all x ∈ [0, 1]d, then for any
x and any t > 0, we have
f(x) .s,L,d max
{
ft(x),
(
ft(x)Vdt
d
)s/(s+d) }
, (11)
Furthermore, f(x) .s,L,d 1.
We relegate the proof of Lemma 1 and Lemma 2 to Appendix C. Now we investigate the bias
of hˆn,k(X). The following argument reduces the bias analysis of hˆn,k(X) to a function analytic
problem. For notation simplicity, we introduce a new random variable X ∼ f independent of
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{X1, . . . , Xn} and study hˆn+1,k({X1, . . . , Xn, X}). For every x ∈ R
d, denote Rk(x) by the k-
nearest neighbor distance from x to {X1, X2, . . . , Xn} under distance d(x, y) = minm∈Zd ‖m +
x− y‖, i.e., the k-nearest neighbor distance on the torus. Then,
E[hˆn+1,k({X1, . . . , Xn, X})]− h(f) (12)
= −ψ(k) + E [ ln ( (n+ 1)λ(B(X,Rk(X))) )] + E [ln f(X)] (13)
= E
[
ln
(
f(X)λ(B(X,Rk(X)))
µ(B(X,Rk(X)))
)]
+ E [ ln ((n+ 1)µ(B(X,Rk(X))) ) ]− ψ(k) (14)
= E
[
ln
f(X)
fRk(X)(X)
]
+ (E [ ln ((n+ 1)µ(B(X,Rk(X))) ) ]− ψ(k) ) . (15)
We first show that the second term E [ln ((n+ 1)µ(B(X,Rk(X))))] − ψ(k) can be universally
controlled regardless of the smoothness of f . Indeed, the random variable µ(B(X,Rk(X))) ∼
Beta(k, n+ 1− k) [4, Chap. 1.2] and it was shown in [4, Theorem 7.2] that there exists a universal
constant C > 0 such that∣∣∣E [ln ((n+ 1)µ(B(X,Rk(X))))]− ψ(k) ∣∣∣ ≤ C
n
. (16)
Hence, it suffices to show that for 0 < s ≤ 2,∣∣∣∣E
[
ln
f(X)
fRk(X)(X)
]∣∣∣∣ .s,L,d,k n− ss+d ln(n+ 1). (17)
We split our analysis into two parts. Section 2.1 shows that E
[
ln
fRk(X)(X)
f(X)
]
.s,L,d,k n
− s
s+d and
Section 2.2 shows that E
[
ln f(X)fRk(X)(X)
]
.s,L,d,k n
− s
s+d ln(n+ 1), which completes the proof.
2.1 Upper bound on E
[
ln
fRk(X)(X)
f(X)
]
By the fact that ln y ≤ y − 1 for any y > 0, we have
E
[
ln
fRk(X)(X)
f(X)
]
≤ E
[
fRk(X)(X)− f(X)
f(X)
]
(18)
=
∫
[0,1]d∩{x:f(x) 6=0}
(
E[fRk(x)(x)]− f(x)
)
dx. (19)
Here the expectation is taken with respect to the randomness in Rk(x) = min1≤i≤n,m∈Zd ‖m +
Xi − x‖, x ∈ R
d. Define function g(x; f, n) as
g(x; f, n) = sup
{
u ≥ 0 : Vdu
dfu(x) ≤
1
n
}
, (20)
g(x; f, n) intuitively means the distance R such that the probability mass µ(B(x,R)) within R is
1/n. Then for any x ∈ [0, 1]d, we can split E[fRk(x)(x)] − f(x) into three terms as
E[fRk(x)(x)]− f(x) = E[(fRk(x)(x)− f(x))1(Rk(x) ≤ n
−1/(s+d))] (21)
+ E[(fRk(x)(x)− f(x))1(n
−1/(s+d) < Rk(x) ≤ g(x; f, n))] (22)
+ E[(fRk(x)(x)− f(x))1(Rk(x) > g(x; f, n) ∨ n
−1/(s+d))] (23)
= C1 + C2 + C3. (24)
Now we handle three terms separately. Our goal is to show that for every x ∈ [0, 1], Ci .s,L,d
n−s/(s+d) for i ∈ {1, 2, 3}. Then, taking the integral with respect to x leads to the desired bound.
1. Term C1: wheneverRk(x) ≤ n
−1/(s+d), by Lemma 1, we have
|fRk(x)(x)− f(x)| ≤
dLRk(x)
s
s+ d
.s,L,d n
−s/(s+d), (25)
which implies that
C1 ≤ E
[∣∣fRk(x)(x)− f(x)∣∣1(Rk(x) ≤ n−1/(s+d))] .s,L,d n−s/(s+d). (26)
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2. Term C2: wheneverRk(x) satisfies that n
−1/(s+d) < Rk(x) ≤ g(x; f, n), by definition of
g(x; f, n), we have VdRk(x)
dfRk(x)(x) ≤
1
n , which implies that
fRk(x)(x) ≤
1
nVdRk(x)d
≤
1
nVdn−d/(s+d)
.s,L,d n
−s/(s+d). (27)
It follows from Lemma 2 that in this case
f(x) .s,L,d fRk(x)(x) ∨
(
fRk(x)(x)VdRk(x)
d
)s/(s+d)
(28)
≤ n−s/(s+d) ∨ n−s/(s+d) = n−s/(s+d). (29)
Hence, we have
C2 = E
[
(fRk(x)(x) − f(x))1
(
n−1/(s+d) < Rk(x) ≤ g(x; f, n)
)]
(30)
≤ E
[
(fRk(x)(x) + f(x))1
(
n−1/(s+d) < Rk(x) ≤ g(x; f, n)
)]
(31)
.s,L,d n
−s/(s+d). (32)
3. Term C3: we have
C3 ≤ E
[
(fRk(x)(x) + f(x))1
(
Rk(x) > g(x; f, n) ∨ n
−1/(s+d)
)]
. (33)
For any x such that Rk(x) > n
−1/(s+d), we have
fRk(x)(x) .s,L,d VdRk(x)
dfRk(x)(x)n
d/(s+d), (34)
and by Lemma 2,
f(x) .s,L,d fRk(x)(x) ∨ (VdRk(x)
dfRk(x)(x))
s/(s+d) (35)
≤ fRk(x)(x) + (VdRk(x)
dfRk(x)(x))
s/(s+d). (36)
Hence,
f(x) + fRk(x)(x) .s,L,d 2fRk(x)(x) + (VdRk(x)
dfRk(x)(x))
s/(s+d) (37)
.s,L,d VdRk(x)
dfRk(x)(x)n
d/(s+d) + (VdRk(x)
dfRk(x)(x))
s/(s+d)
(38)
.s,L,d VdRk(x)
dfRk(x)(x)n
d/(s+d), (39)
where in the last step we have used the fact that VdRk(x)
dfRk(x)(x) > n
−1 sinceRk(x) >
g(x; f, n). Finally, we have
C3 .s,L,d n
d/(s+d)
E[(VdRk(x)
dfRk(x)(x))1(Rk(x) > g(x; f, n))] (40)
= nd/(s+d)E
[
(VdRk(x)
dfRk(x)(x))1
(
VdRk(x)
dfRk(x)(x) > 1/n
)]
.(41)
Note that VdRk(x)
dfRk(x)(x) ∼ Beta(k, n+ 1 − k), and if Y ∼ Beta(k, n+ 1 − k), we
have
E[Y 2] =
(
k
n+ 1
)2
+
k(n+ 1− k)
(n+ 1)2(n+ 2)
.k
1
n2
. (42)
Notice that E[Y 1 (Y > 1/n)] ≤ nE[Y 2]. Hence, we have
C3 .s,L,d n
d/(s+d) nE
[
(VdRk(x)
dfRk(x)(x))
2
]
(43)
.s,L,d,k
nd/(s+d)n
n2
= n−s/(s+d). (44)
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2.2 Upper bound on E
[
ln f(X)fRk(X)(X)
]
By splitting the term into two parts, we have
E
[
ln
f(X)
fRk(X)(X)
]
= E
[∫
[0,1]d∩{x:f(x) 6=0}
f(x) ln
f(x)
fRk(x)(x)
dx
]
(45)
= E
[∫
A
f(x) ln
f(x)
fRk(x)(x)
1(fRk(x)(x) > n
−s/(s+d))dx
]
(46)
+ E
[∫
A
f(x) ln
f(x)
fRk(x)(x)
1(fRk(x)(x) ≤ n
−s/(s+d))dx
]
(47)
= C4 + C5. (48)
here we denote A = [0, 1]d ∩ {x : f(x) 6= 0} for simplicity of notation. For the term C4, we have
C4 ≤ E
[∫
A
f(x)
(
f(x)− fRk(x)(x)
fRk(x)(x)
)
1(fRk(x)(x) > n
−s/(s+d))dx
]
(49)
= E
[∫
A
(f(x)− fRk(x)(x))
2
fRk(x)(x)
1(fRk(x)(x) > n
−s/(s+d))dx
]
(50)
+ E
[∫
A
(
f(x)− fRk(x)(x)
)
1(fRk(x)(x) > n
−s/(s+d))dx
]
(51)
≤ ns/(s+d)E
[∫
A
(
f(x)− fRk(x)(x)
)2
dx
]
+ E
[∫
A
(
f(x)− fRk(x)(x)
)
dx
]
. (52)
In the proof of upper bound of E
[
ln
fRk(X)(X)
f(X)
]
, we have shown that E[fRk(x)(x)− f(x)] .s,L,d,k
n−s/(s+d) for any x ∈ A. Similarly as in the proof of upper bound of E
[
ln
fRk(X)(X)
f(X)
]
, we have
E
[
(fRk(x)(x)− f(x))
2
]
.s,L,d,k n
−2s/(s+d) for every x ∈ A. Therefore, we have
C4 .s,L,d,k n
s/(s+d)n−2s/(s+d) + n−s/(s+d) .s,L,d,k n−s/(s+d). (53)
Now we consider C5. We conjecture that C5 .s,L,d,k n
−s/(s+d) in this case, but we were not able
to prove it. Below we prove that C5 .s,L,d,k n
−s/(s+d) ln(n+ 1). Define the function
M(x) = sup
t>0
1
ft(x)
. (54)
Since fRk(x)(x) ≤ n
−s/(s+d), we have M(x) = supt>0(1/ft(x)) ≥ 1/fRk(x)(x) ≥ n
s/(s+d).
Denote ln+(y) = max{ln(y), 0} for any y > 0, therefore, we have that
C5 ≤ E
[∫
A
f(x) ln+
(
f(x)
fRk(x)(x)
)
1(fRk(x)(x) ≤ n
−s/(s+d))dx
]
(55)
≤ E
[∫
A
f(x) ln+
(
f(x)
fRk(x)(x)
)
1(M(x) ≥ ns/(s+d))dx
]
(56)
≤
∫
A
f(x)E
[
ln+
(
1
(n+ 1)VdRk(x)dfRk(x)(x)
)]
1(M(x) ≥ ns/(s+d))dx (57)
+
∫
A
f(x)E
[
ln+
(
(n+ 1)VdRk(x)
df(x)
)]
1(M(x) ≥ ns/(s+d))dx (58)
= C51 + C52, (59)
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where the last inequality uses the fact ln+(xy) ≤ ln+ x + ln+ y for all x, y > 0. As for C51, since
VdRk(x)
dfRk(x)(x) ∼ Beta(k, n+ 1− k), and for Y ∼ Beta(k, n+ 1− k), we have
E
[
ln+
(
1
(n+ 1)Y
)]
=
∫ 1
n+1
0
ln
(
1
(n+ 1)x
)
pY (x)dx (60)
= E
[
ln
(
1
(n+ 1)Y
)]
+
∫ 1
1
n+1
ln ((n+ 1)x) pY (x)dx (61)
≤ E
[
ln
(
1
(n+ 1)Y
)]
+ ln(n+ 1)
∫ 1
1
n+1
pY (x)dx (62)
≤ E
[
ln
(
1
(n+ 1)Y
)]
+ ln(n+ 1) (63)
≤ ln(n+ 1) (64)
where in the last inequality we used the fact thatE
[
ln
(
1
(n+1)Y
)]
= ψ(n+1)−ψ(k)−ln(n+1) ≤ 0
for any k ≥ 1. Hence,
C51 .s,L,d ln(n+ 1)
∫
A
f(x)1(M(x) ≥ ns/(s+d))dx. (65)
Now we introduce the following lemma, which is proved in Appendix C.
Lemma 3 Let µ1, µ2 be two Borel measures that are finite on the bounded Borel sets of R
d. Then,
for all t > 0 and any Borel set A ⊂ Rd,
µ1
({
x ∈ A : sup
0<ρ≤D
(
µ2(B(x, ρ))
µ1(B(x, ρ))
)
> t
})
≤
Cd
t
µ2(AD). (66)
Here Cd > 0 is a constant that depends only on the dimension d and
AD = {x : ∃y ∈ A, |y − x| ≤ D}. (67)
Applying the second part of Lemma 3 with µ2 being the Lebesguemeasure and µ1 being themeasure
specified by f(x) on the torus, we can view the functionM(x) as
M(x) = sup
0<ρ≤1/2
µ2(B(x, ρ))
µ1(B(x, ρ))
. (68)
Taking A = [0, 1]d ∩ {x : f(x) 6= 0}, t = ns/(s+d), then µ2(A 1
2
) ≤ 2d, so we know that
C51 .s,L,d ln(n+ 1) ·
∫
A
f(x)1(M(x) ≥ ns/(s+d))dx (69)
= ln(n+ 1) · µ1
(
x ∈ [0, 1]d, f(x) 6= 0,M(x) ≥ ns/(s+d)
)
(70)
≤ ln(n+ 1) · Cdn
−s/(s+d)µ2(A 1
2
) .s,L,d n
−s/(s+d) ln(n+ 1). (71)
Now we deal with C52. Recall that in Lemma 2, we know that f(x) .s,L,d 1 for any x, and
Rk(x) ≤ 1, so ln
+((n+ 1)VdRk(x)
df(x)) .s,L,d ln(n+ 1). Therefore,
C52 .s,L,d ln(n+ 1) ·
∫
A
f(x)1(M(x) ≥ ns/(s+d))dx (72)
.s,L,d n
−s/(s+d) ln(n+ 1). (73)
Therefore, we have proved that C5 ≤ C51 + C52 .s,L,d n
−s/(s+d) ln(n+ 1), which completes the
proof of the upper bound on E
[
ln f(X)fRk(X)(X)
]
.
8
3 Future directions
It is an tempting question to ask whether one can close the logarithmic gap between Theorem1 and 2.
We believe that neither the upper bound nor the lower bound are tight. In fact, we conjecture that the
upper bound in Theorem 1 could be improved to n−
s
s+d+n−1/2 due to a more careful analysis of the
bias, since Hardy–Littlewood maximal inequalities apply to arbitrary measurable functions but we
have assumed regularity properties of the underlying density. We conjecture that the minimax lower
bound could be improved to (n lnn)−
s
s+d+n−1/2, since a kernel density estimator based differential
entropy estimator was constructed in [26] which achieves upper bound (n lnn)−
s
s+d + n−1/2 over
Hsd(L; [0, 1]
d) with the knowledge of s.
It would be interesting to extend our analysis to that of the k-nearest neighbor based Kullback–
Leibler divergence estimator [59]. The discrete case has been studied recently [28, 7].
It is also interesting to analyze k-nearest neighbor based mutual information estimators, such as the
KSG estimator [34], and show that they are “near”-optimal and adaptive to both the smoothness
and the dimension of the distributions. There exists some analysis of the KSG estimator [21] but we
suspect the upper bound is not tight. Moreover, a slightly revised version of KSG estimator is proved
to be consistent even if the underlying distribution is not purely continuous nor purely discrete [19],
but the optimality properties are not yet well understood.
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A Definition of Ho¨lder Ball
In order to define the Ho¨lder ball in the unit cube [0, 1]d, we first review the definition of Ho¨lder ball
in Rd.
Definition 1 (Ho¨lder ball in Rd) The Ho¨lder ball Hsd(L;R
d) is specified by the parameters s > 0
(order of smoothness), d ∈ Z+ (dimension of the argument) and L > 0 (smoothness constant) and
is as follows. A positive real s can be uniquely represented as
s = m+ α, (74)
where m is a nonnegative integer and 0 < α ≤ 1. By definition, Hsd(L;R
d) is comprised of all m
times continuously differentiable functions
f : Rd 7→ R, (75)
with Ho¨lder continuous, with exponent α and constant L, derivatives of orderm:
‖Dmf(x)[δ1, . . . , δm]−D
mf(x′)[δ1, . . . , δm]‖ ≤ L‖x− x′‖α‖δ‖m, ∀x, x′ ∈ Rd, δ ∈ Rd. (76)
Here ‖ · ‖ is the Euclidean norm on Rd, andDmf(x)[δ1, . . . , δm] is them-th differential of f taken
as a point x along the directions δ1, . . . , δm:
Dmf(x)[δ1, . . . , δm] =
∂m
∂t1...∂tm
∣∣∣∣∣
t1=t2=...=tm=0
f(x+ t1δ1 + . . .+ tmδm). (77)
In this paper, we consider functions that lie in Ho¨lder balls in [0, 1]d. The Ho¨lder ball in the compact
set [0, 1]d is defined as follows.
Definition 2 (Ho¨lder ball in the unit cube) A function f : [0, 1]d 7→ R is said to belong to the
Ho¨lder ballHsd(L; [0, 1]
d) if and only if there exists another function f1 ∈ H
s
d(L;R
d) such that
f(x) = f1(x), x ∈ [0, 1], (78)
and f1(x) is a 1-periodic function in each variable. HereH
s
d(L; [0, 1]
d) is introduced in Definition 1.
In other words,
f1(x+ ej) = f1(x), ∀x ∈ R
d, 1 ≤ j ≤ d, (79)
where {ej : 1 ≤ j ≤ d} is the standard basis in R
d.
Definition 2 has appeared in the literature [35]. It is motivated by the observations that sliding
window kernel methods usually can not deal with the boundary effects without additional assump-
tions [31]. Indeed, near the boundary the sliding window kernel density estimator may have a
significantly larger bias than that of the interior points. In the nonparametric statistics literature, it
is usually assumed that the density has its value and all the derivatives vanishing at the boundary,
which is stronger than our assumptions.
B Variance upper bound in Theorem 1
Our goal is to prove
Var
(
hˆn,k(X)
)
.d,k
1
n
. (80)
The proof is based on the analysis in [4, Section 7.2] which utilizes the Efron–Stein inequality. Let
X
(i) = {X1, . . . , Xi−1, X ′i, Xi+1, . . . , Xn} be a set of sample where only Xi is replaced by X
′
i.
Then Efron–Stein inequality [13] states
Var
(
hˆn,k(X)
)
≤
1
2
n∑
i=1
E
[(
hˆn,k(X)− hˆn,k(X
(i))
)2]
(81)
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Note that KL estimator is symmetric of sample indices, so hˆn,k(X) − hˆn,k(X
(i)) has the same
distribution for any i. Furthermore, we bridge hˆn,k(X) and hˆn,k(X
(i)) by introducing an estimator
from n− 1 samples. Precisely, for any i = 2, . . . , n, define R′i,k be the k-nearest neighbor distance
from Xi to {X2, . . . , Xn} (note that X1 is removed), under the distance d(x, y) = minm∈Zd ‖x−
y −m‖. Define
hˆn−1,k(X) = −ψ(k) +
1
n
n∑
i=2
ln(nλ(B(Xi, R
′
i,k))) . (82)
Notice that hˆn,k(X)− hˆn−1,k(X) has the same distribution as hˆn,k(X(1))− hˆn−1,k(X). Therefore,
the variance is bounded by
Var
(
hˆn.k(X)
)
≤
n
2
E
[(
hˆn,k(X)− hˆn,k(X
(1))
)2]
= 2nE
[(
hˆn,k(X)− hˆn−1,k(X)
)2]
(83)
Now we deal with the term E
[(
hˆn,k(X)− hˆn−1,k(X)
)2]
. Define the indicator function
E
(k)
i = I{X1 is in the k−nearest neighbor of Xi}. (84)
for i 6= 1. Note that R′i,k = Ri,k if E
(k)
i 6= 1 and i 6= 1. As shown in [19, Lemma B.1], the set
S = {i : E
(k)
i = 1} has cardinality at most kβd for a constant βd only depends on d. Therefore, we
have
Var
(
hˆn,k(X)
)
≤ 2nE
[(
hˆn,k(X)− hˆn−1,k(X)
)2]
(85)
= 2nE

 1
n2

 ∑
i∈S∪{1}
ln(nλ(B(Xi, Ri,k)))−
∑
i∈S
ln(nλ(B(Xi, R
′
i,k)))


2

 (86)
≤
2
n
E

(1 + 2|S|)

 ∑
i∈S∪{1}
ln2(nλ(B(Xi, Ri,k))) +
∑
i∈S
ln2(nλ(B(Xi, R
′
i,k)))



(87)
.d,k
1
n
(
E
[
ln2(nλ(B(X1, R1,k)))
]
+ E
[
ln2(nλ(B(X1, R
′
1,k)))
])
. (88)
Now we prove that E
[
ln2(nλ(B(X1, R1,k)))
]
.d,k 1 and E
[
ln2(nλ(B(X1, R
′
1,k)))
]
.d,k 1.
Using Cauchy-Schwarz inequality, we have
E
[
ln2(nλ(B(X1, R1,k)))
]
≤ 2
(
E
[
ln2(
λ(B(X1, R1,k))
µ(B(X1, R1,k))
)
]
+ E
[
ln2(nµ(B(X1, R1,k)))
])
, (89)
E
[
ln2(nλ(B(X1, R
′
1,k)))
]
≤ 3
(
E
[
ln2(
λ(B(X1, R
′
1,k))
µ(B(X1, R′1,k))
)
]
+ E
[
ln2((n− 1)µ(B(X1, R
′
1,k)))
]
+ ln2(
n
n− 1
)
)
.(90)
Since µ(B(X1, R1,k)) ∼ Beta(k, n+ 1− k) and µ(B(X1, R
′
1,k)) ∼ Beta(k, n− k), therefore we
know that both E
[
ln2(nµ(B(X1, R1,k)))
]
and E
[
ln2((n− 1)µ(B(X1, R
′
1,k)))
]
equal to certain
constants that only depends on k. ln2(n/(n− 1)) is smaller than ln2 2 for n ≥ 2. So we only need
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to prove that E
[
ln2(
λ(B(X1,R1,k))
µ(B(X1,R1,k))
)
]
.d,k 1 and E
[
ln2(
λ(B(X1,R
′
1,k))
µ(B(X1,R′1,k))
)
]
.d,k 1. Recall that we
have defined the maximal function as follows,
M(x) = sup
0≤r≤1/2
λ(B(x, r))
µ(B(x, r))
. (91)
Similarly, we define
m(x) = sup
0≤r≤1/2
µ(B(x, r))
λ(B(x, r))
. (92)
Therefore,
E
[
ln2(
λ(B(X1, R1,k))
µ(B(X1, R1,k))
)
]
≤ E
[
max{ln2(M(x)), ln2(m(x))}
]
(93)
≤ E
[
ln2(M(x) + 1) + ln2(m(x) + 1)
]
(94)
= E
[
ln2(M(x) + 1)
]
+ E
[
ln2(m(x) + 1)
]
. (95)
Similarly this inequality holds if we replace R1,k by R
′
1,k. By Lemma 3, we have
E
[
ln2(M(x) + 1)
]
=
∫
[0,1]d
ln2(M(x) + 1)dµ(x) (96)
=
∫ ∞
t=0
µ
({
x ∈ [0, 1]d : ln2(M(x) + 1) > t
})
dt (97)
=
∫ ∞
t=0
µ
({
x ∈ [0, 1]d : M(x) > e
√
t − 1
})
dt (98)
.d
∫ ∞
t=0
1
e
√
t − 1
dt .d 1. (99)
For E[ln2(m(x) + 1)], we rewrite the term as
E
[
ln2(m(x) + 1)
]
=
∫
[0,1]d
f(x) ln2(m(x) + 1)dλ(x) (100)
=
∫ ∞
t=0
λ
({
x ∈ [0, 1]d : f(x) ln2(m(x) + 1) > t
})
dt . (101)
For t ≤ 100, simply we use λ
({
x ∈ [0, 1]d : f(x) ln2(m(x) + 1) > t
})
≤ 1. For t > 100,
f(x) ln2(m(x) + 1) > t implies either m(x) > t2 or f(x) > t/ ln2(t2 + 1). Moreover, if
f(x) > t/ ln2(t2 + 1) then
f(x) ln2 f(x) >
t(ln t− 2 ln ln(t2 + 1))2
ln2(t2 + 1)
>
t
10000
(102)
since (ln t− 2 ln ln(t2 + 1))2/ ln2(t2 + 1) > 1/10000 for any t > 100. So for t > 100,
λ
({
x ∈ [0, 1]d : f(x) ln2(m(x) + 1) > t
})
≤ λ
({
x ∈ [0, 1]d : m(x) > t2
})
+ λ
({
x ∈ [0, 1]d : f(x) ln2 f(x) > t/10000
})
. (103)
Therefore, ∫ ∞
t=0
λ
({
x ∈ [0, 1]d : f(x) ln2(m(x) + 1) > t
})
dt (104)
≤
∫ 100
t=0
1 dt+
∫ ∞
t=100
λ
({
x ∈ [0, 1]d : m(x) > t2
})
dt
+
∫ ∞
t=100
λ
({
x ∈ [0, 1]d : f(x) ln2 f(x) > t/10000
})
dt (105)
.d 100 +
∫ ∞
t=100
1
t2
dt+ 10000
∫
[0,1]d
f(x) ln2 f(x)dx (106)
. 1. (107)
Hence, the proof is completed.
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C Proof of lemmas
In this section we provide proofs of lemmas used in the paper.
C.1 Proof of Lemma 1
We consider the cases s ∈ (0, 1] and s ∈ (1, 2] separately. For s ∈ (0, 1], following the definition of
Ho¨lder smoothness, we have,
| ft(x)− f(x) | =
∣∣∣ 1
Vdtd
∫
u:||u−x||≤t
f(u)du− f(x)
∣∣∣ (108)
≤
1
Vdtd
∫
u:‖u−x‖≤t
|f(u)− f(x)|du (109)
≤
1
Vdtd
∫
u:‖u−x‖≤t
L‖u− x‖sdu . (110)
By denoting ρ = ‖u − x‖ and considering θ ∈ Sd−1 on the unit d-dimensional sphere, we rewrite
the above integral using polar coordinate system and obtain,
| ft(x)− f(x) | ≤
1
Vdtd
∫ t
ρ=0
∫
θ∈Sd−1
Lρsρd−1dρdθ (111)
=
1
Vdtd
∫ t
ρ=0
dVdLρ
s+d−1dρ (112)
=
dVdLt
s+d
(s+ d)Vdtd
=
dLts
s+ d
. (113)
Now we consider the case s ∈ (1, 2]. Now we rewrite the difference as
| ft(x)− f(x) | =
∣∣∣ 1
Vdtd
∫
u:‖u−x‖≤t
f(u)du− f(x)
∣∣∣ (114)
=
∣∣∣ 1
2Vdtd
∫
v:‖v‖≤t
( f(x+ v) + f(x− v) ) dv − f(x)
∣∣∣ (115)
≤
1
2Vdtd
∫
v:‖v‖≤t
∣∣∣ f(x+ v) + f(x− v)− 2f(x) ∣∣∣dv . (116)
For fixed v, we bound |f(x+ v)+ f(x− v)− 2f(x)| using the Gradient Theorem and the definition
of Ho¨lder smoothness as follows,
|f(x+ v) + f(x− v)− 2f(x)| (117)
=
∣∣∣ ( f(x+ v)− f(x) ) + ( f(x− v)− f(x) ) ∣∣∣ (118)
=
∣∣∣ ∫ 1
α=0
∇f(x+ αv) · d(x + αv) +
∫ −1
α=0
∇f(x+ αv) · d(x + αv)
∣∣∣ (119)
=
∣∣∣ ∫ 1
α=0
(∇f(x+ αv) · v ) dα−
∫ 1
α=0
(∇f(x− αv) · v ) dα
∣∣∣ (120)
=
∣∣∣ ∫ 1
α=0
(∇f(x+ αv) −∇f(x− αv) ) · vdα
∣∣∣ (121)
≤
∫ 1
α=0
‖∇f(x+ αv) −∇f(x− αv)‖‖v‖dα (122)
≤
∫ 1
α=0
L‖2αv‖s−1‖v‖dα (123)
= L‖v‖s
∫ 1
0
(2α)s−1dα =
L‖v‖s2s−1
s
. (124)
16
Plug it into (116) and using the similar method in the s ∈ (0, 1] case, we have
| ft(x) − f(x) | ≤
1
2Vdtd
∫
v:‖v‖≤t
L‖v‖s2s−1
s
dv (125)
=
1
2Vdtd
∫ t
ρ=0
∫
θ∈Sd−1
Lρs2s−1
s
ρd−1dρdθ (126)
=
1
2Vdtd
∫ t
ρ=0
dVdLρ
s+d−12s−1
s
dρ (127)
=
1
2Vdtd
dVdL2
s−1
s
ts+d
s+ d
≤
dLts
s+ d
, (128)
where the last inequality uses the fact that s ∈ (1, 2].
C.2 Proof of Lemma 2
We consider the following two cases. If f(x) ≥ 2dLts/(s+ d), then by Lemma 1, we have
f(x) ≤ ft(x) +
dLts
s+ d
≤ ft(x) +
f(x)
2
. (129)
Hence, f(x) ≤ 2ft(x) in this case. If f(x) < 2dLt
s/(s + d), then define t0 = (f(x)(s +
d)/2dL)1/s < t. By the nonnegativity of f , we have
ft(x)Vdt
d (130)
=
∫
B(x,t)
f(x)dx ≥
∫
B(x,t0)
f(x)dx = ft0(x)Vdt
d
0 (131)
≥
(
f(x)−
dLts0
s+ d
)
Vdt
d
0 (132)
= f(x)Vd
(
f(x)(s+ d)
2dL
)d/s
−
dL
s+ d
Vd
(
f(x)(s+ d)
2dL
)(s+d)/s
(133)
= f(x)(s+d)/sVd
(
s+ d
dL
)d/s (
2−d/s − 2−(s+d)/s
)
. (134)
Therefore, we have f(x) .s,L,d (ft(x)Vdt
d)s/(s+d) in this case. We obtain the desired statement by
combining the two cases. Furthermore, by taking t = 1/2, we have Vdt
dft(x) < 1, so ft(x) .s,L,d
1. By applying this lemma immediately we obtain f(x) .s,L,d 1.
C.3 Proof of Lemma 3
We first introduce the Besicovitch covering lemma, which plays a crucial role in the analysis of
nearest neighbor methods.
Lemma 4 [15, Theorem 1.27][Besicovitch covering lemma] Let A ⊂ Rd, and suppose that
{Bx}x∈A is a collection of balls such that Bx = B(x, rx), rx > 0. Assume that A is bounded
or that supx∈A rx < ∞. Then there exist an at most countable collection of balls {Bj} and a
constant Cd depending only on the dimension d such that
A ⊂
⋃
j
Bj , and
∑
j
χBj (x) ≤ Cd. (135)
Here χB(x) = 1(x ∈ B).
Now we are ready to prove the lemma. Let
M(x) = sup
0<ρ≤D
(
µ2(B(x, ρ))
µ1(B(x, ρ))
)
. (136)
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Let Ot = {x ∈ A : M(x) > t}. Hence, for all x ∈ Ot, there exists Bx = B(x, rx) such that
µ2(Bx) > tµ1(Bx), 0 < rx ≤ D. It follows from the Besicovitch lemma applying to the setOt that
there exists a set E ⊂ Ot, which has at most countable cardinality, such that
Ot ⊂
⋃
j∈E
Bj , and
∑
j∈E
χBj (x) ≤ Cd. (137)
Let AD = {x : ∃y ∈ A, |y − x| ≤ D}, thereforeBj ⊂ AD for every j. Then,
µ1 (Ot) ≤
∑
j∈E
µ1 (Bj) <
1
t
∑
j∈E
µ2 (Bj)
=
1
t
∑
j∈E
∫
AD
χBjdµ2 =
1
t
∫
AD
∑
j∈E
χBjdµ2 ≤
Cd
t
µ2(AD). (138)
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