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TheEMalgorithmofDempster,LairdandRubin(1977)isaverygeneralandpopulariteratｉｖｅ
ｃｏｍｐｕｔａｔｉｏｎａｌａｌｇｏｒｉｔｈｍｔｏｆｍｄmaximumlikelihoodestimatesfromｉｎｃｏｍｐｌｅｔｅｄａｔａａｎｄｂｒｏａｄｌｙ
ｕｓｅｄｔｏstatisticalanalysiswithmissingｄａｔａ，becauseofitsstability，fIexibilityandsimplicity・
However，ｉｔｉｓｏｆｔｅｎｃｒｉｔｉｃｉｚｅｄｔｈａｔｔｈｅｃｏｎｖｅｒｇｅｎｃｅｏｆｔｈｅＥＭａｌｇｏｒｉｔｈｍｉｓｓｌｏｗ・Thevarious
algorithmstoacceleraｔｅｔｈｅｃｏｎｖｅｒｇｅｎｃｅｏｆｔｈｅＥＭａｌｇｏｒｉｔｈｍｈａｖｅｂｅｅｎｐｒｏｐｏｓｅｄ・Ｉｎｔｈｉｓｐａｐｅｒ９
ｗｅｐｒｏｐｏｓｅｔｈｅＥＭ－ｅAalgorithmacceleratingtheconveｒｇｅｎｃｅｏｆｔｈｅｓｅｑｕｅｎｃｅｏｆＥＭｉｔｅｒａｔｅsvia
thevectorealgorithmofWyｎｎ(1961)andshowthetheoreticalproperty・TheEM-eAalgorithmis
extendedtotｈｅＥＭａｌｇｏｒｉｔｈｍｗｉｔｈｏｕｔａｆｌｂｃｔｉｎｇｉtsstabilityゥnexibilityandsimplicity6Numerical
experimentsillustratethepotentialoftheEM-eAalgorithm．
l1ntroduction
TheEMalgorithmofDempster,LajrdandRubin(1977)isaverygeneralandpopulariterativecom-
putationalalgorithmtofindmaximumlikelihoodestimates(MLEs)fromincompletedataandbroadly
appliedtostatisticalanalysiswithmissingdata,becauseofitsstability,Hexibilityandsimplicity・How-
ever,itisoftencriticizedthattheconvergenceoftheEMalgorithmisslow,sinceitsrateofconvergence
islinear・Inparticular，theconvergenceoftheEMalgorithmisquiteslowwhentheproportionof
observationsthataremissingdataishigh、
ＩｎｏｒｄｅｒｔｏｓｐｅｅｄｕｐｔｈｅｃｏｎｖｅｒｇenceoftheEMalgorithm，variousaccelerationalgorithmshave
beenproposedLouis(1982)suggestedtheEMalgorithmincorporatingAitken，saccelerationmethod
JamshidianandJennrich(1993)proposedanaccelerationalgorithmbasedonconjugategradientsLange
(1995)usedaquasi-NewtonalgorithmtoacceleratetheEMalgorithmApplyingthealgorithmsbasedon
theNewton-RaphsonalgorithmtoacceleratingtheconvergenceoftheEMalgorithm,therearepotentially
includingunavoidableproblems・Firstly,itrequiresthecomputationoftheinfbrmationmatrixateacll
iteratioｎＴｈｅｎｉｔscomputationislikelytobecomerapidlycomplicatedasthenumberofparameters
isincreasingSecondly,theNewton-RaphsonalgorithmismoresensitivefbrinitialvaluesthantheEM
algorithm，BecauseofsuchpossiblecomputationaldifIiculties,theiraccelerationEMalgorithmsarelost
theattractivefeaturesoftheEMalgoritｈｍ,suchasitsstabilityiflexibilityandsimplicity・
AsextensionsoftheEMalgorithm，ＭｅｎｇａｎｄＲｕｂｉｎ（1993）proposedtheECM（Expectation‐
ConditionalMaximization)algorithmthatimprovesthemaximizationprocessintheM-stepLiuand
Rubin(1994)suggestedtheECME(Expectation-ConditionalMaximizationEither)algorithmthatisan
extensionoftheECMalgorithm・McLachlanandKrishnan（1997)providedacomprehensiveaccount
oftheEMalgorithm､Geng,Ｗａｎａｎｄｎｏ(2000)presentedthepartialimputationEMalgorithmthat
imputesapartofmissingdatasuchthattheobserveddataandimputeddataconstructamonotonedata
pattem．
MasahiroKuRoDAandMichioSAKAKIHARA８
Inthispaper,weproposetheEM-EAalgorithmacceleratingtheconvergenceofthesequenceofEM
iteratesusingthevectorealgorithmofWynn(1961)．Section2describesthevectorealgorithmln
section3，ｗｅｓｈｏｗｔｈｅＥＭ－ｅＡａｌｇｏｒｉｔｈｍａｎｄｇｉｖｅｔｈｅｋｅｙｒｅｓｕｌｔｏｆｔｈｅＥＭ－ＥＡａｌｇｏｒｉthmthatthe
sequenceofEM-gAiteratesconvergestothestationarypointofthesequenceofEMiteratesand，fbr
scalarsequences,itsspeedofconvergenceisfaster，Section4examinestheperfbrmanceandproperties
oftheEM-eAalgorithmbynumericalexperiments．
２Thevectorgalgorithm
TheealgorithｍｏｆＷｙｎｎ（1956)isanonlinearmethodfbracceler帥ingtheconvergenceofslowly
convergentsequences，ItisknownthatitsalgorithmispowerfulfOrthesequenceconverginglinearlyln
thissection,wepresentthevectorealgorithmofＷｙｎｎ(1961)fbrthevectorsequence
LetObecl-dimensionalvectorandO(t）denotevaluesof8afterthet-thiteration，Definetheinverse
[z]-1ofavectormby
［麺]-1=ii:iF，
wherell.ⅡistheusualEuclidnormfOrvectors､ForaccelerationofconvergenceofaseqUenceofiterates
{0(t)}tzo,themleofthevectorealgorithmis
E(t'－１）＝０，
Ｅ(t，o）＝０(t)，
．仰側＝．(…-1)+[唇(拙い-匿川]~典
AccordingtoBrezinskiandZaglia(1991),ｗｅｈａｖｅ
Ｅ(ｔ,2k＋2）
‐`|川③+[ﾄMLB帆醐]~'+[直…L壜(川川]~Ⅲ_[麿岬ﾙ,L倉(…l]~T
Fbrtheinitializationsg(t'０)＝0(t)andE(t'-2)＝。｡,weobtainthesequence{０(#))tzogeneratedby
jI鋤=匿い－，(川'+[[`(剛柵､]-'+[`(川L`川]‐『（21）
Notethat,ateachiteratioMhevectorealgorithmisachievedatacostofO(d2)whiletheNewton‐
RaphsonalgorithmrequiresO(d3)andthecomputationalcostislikelytobecomemoreexpensiveasd
becomeslarge、
３TheEM-eAalgorithm
LetybeobserveｄｄａｔａｗｉｔｈａｓａｍｐｌｅｓｐａｃｅｎＹａｎｄｚｂｅｃompletedataaugmentedbyZ/withasample
spacenX・WeassumethatthereexistssomefUnctionハ(z)＝ZﾉthatrelatesztoZﾉ．Letノ(･'0)denote
aprobabilitydensityfunctiondependingonanunknownparametervectorOwithaparameterspacee・
Definetheconditionalexpectationofthelog-likelihoodfmctioM(⑳'0)＝log池'0)given9and8'ａｓ
Ｑ(010')＝Ｅ[２(Ｘ'0)|y’8']・
TheEMalgorithmchooses
O(t)＝arg鱒Q(010(&-1))，
ateachiterationt＝１，２，．…
GivenaninitialvalueO(o）ｅＯ,theEM-eAalgorithmaddingtheE-acceleratingproCessperfbrmsthe
fbllowingsteps：
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E-step：Calculate
Q(010(ｵｰ'))＝Ｅ[((XlO)|y’0(ｵｰ')]．
M-step：ChooseOに）ｓｕｃｈｔｈａｔ
Q(0に)'0(t-1))三Ｑ(010(t-1)）
ｆｂｒａｌｌ８ＥＯ．
E-accelerating：CalculateO(ｔ-2)byequation(2.1)andchecktheconvergenceusing
l0(‘-2)－０(‘-3)'三J，
whereJisadesiredaccuracy、
AstheadvantageoftheEMalgorithm,Dempster,LiardandRubin(1977)showthattheEMalgorithm
increases2(ylO)ateachiteration,thatis，
２(p'0(ｔ))ニビ(U'0(t-1))，（3.'）
withequalityifandonlyif
Q(0(t+')'0(t))＝Ｑ(0(f)'0(t))，
andif2(D'0)isbounded,thesequenceof2(Zﾉ'0(t))fbrt＝0,1,…convergestol*,thelimitof2(Dl0(&))．
Withthee-acceleratingprocessgivenbyequation(21),thefbllowingtheoremcanbeimmediatelyshown
Theorem3､１SWose伽to(t)ＣＯ"沙emestoGstQtjo『ｗＷｏｉｎＭ*ｕ）itＭ("'0(t))＝'察．ZM2these9…ｃｅ０(`)geneMedbZﾉe9秘qtjon()2.1ルomjemestoO*,tMis，
０*＝ｌｉｍＯ(2)＝ｌｉｍ９(t)． （3.2）ｔ→○・ｔ→oc
PmqfLet〈.,.>denotetheinnerproductandset
O(t）－０(t＋'） ０(t+2）－０(ｔ＋'）り(t)＝Ⅱ0(t)－０(f+,),,２＋,,0(t+2)－０(t+,)Ⅱ２． （3.3）
Homequation(2.1),weobtain
((０(鋤-`川),り(懲)>=’ (3.4）
Accordingtoequation(3.3),り(f)divergestoinfinityasttendstoinfinity>sincelimf→－０(#)＝０*・For
anyt,eqUation(3.4)hold８，sothatlimf→｡｡(0(f)－０(t+'))＝6,where6isthezerovector・Thenwehave
theresults． □
Forascal…equence{0(t)}tどo,equation(2.1)isfbrmulatedby
,雌'‐`剛十(訳了三7両十,㈹二,(川,)~』
＝`州十(,(､)示皇;二);鐺)諾刊） （3.5）
andthenisidenticaltoAitkeM2method.、aub(1964)provedthatAitkenJ2methodacceleratesthe
convergenceoflinearconvergentsequencesandtherateofconvergenceissupplerlinear、Fbrmthefact
thatthesequencesofEMiteratesconvergelinea正ly,ｗｅｃａｎｏｂｔａｉｎthefbllowingtheorem．
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Theorem3､２Assumetﾉ､t{0(t)光どｏｊｓＱｓｃａｌ(zrseQM2ceq/EMiteMes．Ｔ/tent/teseq烟ence{0(t)}tzo
9enewItedbZ/equ(ztion(a6リco7wemestoO*/tzstertM{0(t)}tzo、
Louis(1982)gavethefbrmularesemblesequatio、(2.1)basedonAitken'saccelerationmethodsuch
as
０(t)＝0(t-1)＋(１－Ｊ(t-1))-1(8(t)－８(t-1))，
whereJistheJacobianofthemapO(t)＝Ｍ(0(t-1)）andIalsodenotesthed×didentitymatrixJn
ordertoestimate(１－Ｊ(t-1))-1,Louissuggestsmakinguseoftheequation
１－Ｊ(t-1)＝Ｅ[Z(0(t-1)|Ｘ)|z/]-1Z(8(t-1)|〃)， (3.6）
where
z(,旧躯１－論'い'のlM-1
z(`HM-論`(,',)|M_！
Meilijson(1989)pointsoutthatAitkenaccelerationmethodusingequation(3.6)isessentiallyequivalent
totheNewton-Raphsonalgorithm・
WeemphasizethattheEM-eAalgorithmacceleratestheconvergenceofthesequenceofEMiterates・
ThustheEM-EAalgorithmisextendedtotheEMalgorithmwithoutaifectingitssimplicityandstability、
Moreover,theconvergencepropertiesoftheEMalgorithmarepreserved,becausetheEM-eAalgorithm
doesnotimprovetheE-andM-stepsinthemselvesbutonlyaddingthee-acceleratingprocess．
４ＮｕmericalExperiments
lnthissectio､,weprovidenumericalexperimentstoexaminetheperfOrmanceoftheEM-eAalgorithm
incomparisonwiththeEMalgorithm．
Ｅｘａｍｐｌｅｌ：Contingencytableswithpartiallyclassifledobservations
Considera2×２contingencytablewithcompletelyandpartiallyclassifiedobservations、LetXand
YbedichotomousvariablesａｎｄＯ＝{pijLj=1,2beasetofjointprobabilitiesofXaｎｄＹ・Wedenote
thecross-classifieddataofXandＹａｓｎｘＹ＝{nxY(j,ノルj=1,2,ａｎｄpartiallyclassifieddataofXas
nX＝{､x(ノル=1,2andYasnY＝{､Y(j)}j=1,2.AssumethatthesedatahaN'eamultinomialdistribution
withanunknownparameterO、
ＴｈｅｄａｔａａｒｅｓｈｏｗｎｉｎＴａｂｌｅｌ・Fbrthesedatapatternsasnblel，theconvergenceofEMalgorithm
isquiteslow,becauseitsconvergenceisdeeplyassociaLedwiththeproportionofmissingdata、ＩｎＴａｂｌｅ
２，wesummarizethenumbersofiteratiｏｎｓｆｂｒｔｈｅＥＭａｎｄＥＭ－ｇＡａｌｇｏｒｉｔｈｍｓｗｉｔｈｅａｃｈＪ＝１０－５to
lO-8andthedata(a)ｔｏ(e),andplottheseresultsinFigurellnble3givestheestimatesof8bythe
EMandEM-EAalgorithlns・
ＡｓｓｈｏｗｎｉｎＴｂＵｂｌｅ２ａｎｄＦｉｇｕｒｅｌ，theEMalgorithmincreaseslinearlythenumbersofiterations
astheｄａｔａ(a)ｔｏ(e)change,whiletherearefewchangesinthenumbersofiterationsfbrtheEM-EA
algorithmanditsconvergenceissignificantlyfaster・Fbrexample,ｗｉｔＭ＝１０－６ａｎｄｔｈｅｄａｔａ(d),the
EM-eAalgorithmtakesonly41iterationsusing43EMiterationstoobtainthefinalvalues，whilethe
EMalgorithmtakes476iterationstoachievethesamevalues・Fbrotherdata,theEMalgorithmrequires
thenumbersofiterationsmorethanroughly3-10timesoftheEM-eAalgorithｍ・Tnble3demonstrates
thattheestimatesbytheEMalgorithmwithJ＝１０－５matchonlythree-digitstotheMLEsthatare
theestimateswith6＝ｌ０－７ａｎｄｌＯ－８・ThentheEM-gAalgorithmfindstheestimatesidenticaltothe
MLEs．
lmprovingtheEMalgorithmusingthevectorepsilonaccelerator 11
TheplotsinFigure2iUustratethat,fbreachiteration,theEM-eAalgorithmfindsthevalｕｅＯ(t）
satisfyingequations
U(Z/'0(t))三'(z/'0(t))．（4.1）
and
２("'0(t))ニビ(zﾉ'０(t-1))．
TheseequationsimplythattheEM-EAsequence{０(t)}tzoconvergestotheMLEsfasterthantheEM
sequence{0(t)旋三oandalsotheEM-gAalgorithmmonotonicallyincreases2(Zﾉ'0)．
NextweinvestigatetherateofconvergenceoftheEM-eAalgorithm・Inthisnumericalexperiments，
the(j,j)-thcomponentwiseratesofconvergenceoftheEMandEM-eAalgorithmsareassessedas
噸鰄-僻夛ＭＬ鴎,舞会'「
鴫～鮴…L脇,鍔二'１
Figure3showsthetracesof{r壽M(`)Ｌ，=1,2and{『署"~蘆A(`)ﾙ`=,ﾕ｡fthedata(a)to(e)fbreachi…ｉｏｎｗｉｔｈＪ＝10-6．Ｉｔｃａｎｂｅｓｅｅｎｔｈ帥theEM-EAalgorithmconvergesfasterthantheEMalgorithm,sinceR琴M~oAfOralljandjconvergesbozerQ
Ｅｘａｍｐｌｅ２：Ｉｎｃompletebivariatenormaldata
Let(Ｘ1,Ｘ２)beabivariatenormalvectorwithunknownparameters似＝い1,"2)and囚＝(ひ11,び22,び12）
Ｔｈｅｏｂｓｅｒｖｅｄｄａｔａａｒｅｓｈｏｗｎｉｎｎｂｌｅ４，wheretheobserveddatafromNo，lto3arecomplete，and
boththedatafromNo､４，５ａｎｄNo.６，７areincompletewithmissingX2anｄＸ１,respectively・
TheEMalgorithmfillsinmissingdataofincompletelyobserveddataintheE-stepandestimates似
andZintheM-stepWiththedata(a)ａｎｄ６＝10-6,after317iterationsoftheEMalgorithm,ｔｈｅ
ＭＬＥｓｏｆ〃andZareobtainedasfbllows
似＝(1.3005,1.4163)，Ｚ＝(0.2371,49603,-1.0478)．
TheEM-eAalgorithmfindssamevaluesafterl72iterationsusingl74EMiterates、Usingbothalgorithmswiththedata(b)andＪ＝10-6,weobtainthesameMLEsof“ndEsuchas
似＝(783977,2247.1084)，Ｚ＝(70.1051,79869.7113,2182.2234）
ThentheEM-eAa1gorithmtakesl33iterationswhiletheEMalgorithmdoes312iterations・
Fromthesenumericalexperiments,ｗｅｃａｎａｌｓｏｓｅｅｔｈａｔｔｈｅＥＭ－ｅＡａｌｇｏrithmconvergestotheMLEsfasterthantheEMalgorithm．
５ConcludingRemarks
Inthispaper,weproposedtheEM-EAalgorithmthatacceleratestheconvergenceoftheEMalgorithmincorporatingthevectorealgorithm・ThevectorEalgorithminitselfisverysimplecomputationalproce-dureandalsoitscomputationalcostismoreinexpensivethantheoneoftheNewton-Raphsonalgorithm・ThefimdalnentaldiflerencebetweentheEM-gAalgorithmandNewton-typeacceleratingEMalgorithmsisthattheEM-eAalgorithlndoesnotimprovetheE-andM-stepsbutacceleratestheconvergenceofthesequenceoftheEMiterationaTherefbretheEM-eAalgorithmisanextensionalgorithmwithintheframeworkoftheEMalgorithmwithoutajIectingitssimplicity,stabilityandflexibility．
1２ MasahiroKuRoDAandMichioSAKAKIHARA
Asthetheoreticalresult，weprovidethattheEM-eAalgorithmisguamnteedtoconvergenceto
thestationarypointofthesequenceofEMiteratesand，fbrscalarsequencesofEMiterates，theEM-
EAalgorithmacceleratestheconvergence、ThenumericalexperimentsdemonstratethattheEM-eA
algorithmproducesthesequenceofiteratesｔｏｃｏｎｖｅｒｇｅｔｏＭＬＥｓｆａｓｔｅｒｔｈａｎｔｈｅＥMsequence・Ｔｈｅｎthe
EM-eAalgorithmfindssufIicientlyaccurateestimatesusingthesmallernumberofEMiterations、
OurfiltureproblemistoevaluatetheoreticallytherateofconvergenceoftheEM-eAalgorithmfbr
vectorcases．
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Inble4：Incompletebivariatenormaldata
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