The thermal instanton determinant for the gauge group SU (2) can be reduced to a form involving two simple functions. Various boundary conditions can easily incorporated. Only a two dimensional integral has to be done numerically. As an example we compute the contribution to the free energy of N = 1 theory.
I. INTRODUCTION
Quantum Chromodynamics (QCD) at temperatures on the order of the pion mass has remarkable properties as shown in RICK and ALICE/ATLAS experiments [1] , and predicted by theoretical papers and lattice simulations [2] .
Perturbation theory has only a limited applicability, although the use of effective theories has greatly enhanced its usefulness. Semi-classical methods based on instantons [3] [4] [5] have met with qualitative success [6] .
The thermal instanton [7] determinant has stayed a calculational tour de force [8] since some thirty odd years. One of the reasons that it was not revisited is the lack of a phenomenological motive. The contribution to the pressure is quite small due to the typical exponential instanton amplitude. More recently, with the advent of calorons [9, 10] the question of the instability of the Stefan Boltzmann gas can be studied. This interesting by itself because the caloron [11] maybe the first semiclassical contribution to do so [12] . Also recent work on semi-classical methods [13] spurs a renewed analysis.
In this paper we reexamine the calculation of the fluctuation determinant for the Harrington-Shephard [7] (in the sequel called HS) thermal instanton in the case of SU (2) gauge theory. The analysis follows the traditional strategy: we break up the calculation into a part containing the short distance contribution and a contribution due to the thermalization. The first contribution was computed in a series of seminal papers by Brown et al. [14] [15] [16] . The second, thermal contribution, in an intricate, for the isospin 1 mostly numerical analysis by Gross, Pisarski and Yaffe [8] (hereafter referred to as GPY), turned out to be numerically related to the first contribution in a surprisingly simple way.
We find through straightforward analytic methods that this isospin 1 thermal contribution actually factorizes. The first factor is the contribution already computed by Brown et al. [16] .
The second factor consists of combination of a few elementary functions, and contains no reference to the parameters of the HS caloron. It depends on the boundary conditions (periodic, anti-periodic ....). In the periodic case we confirm the numerical analysis of GPY.
The lay out of this paper is as follows. The next section II recalls general aspects underlying our calculation and a brief description of the thermal instanton and the propagator of isospin 1/2 and 1 in the field of the thermal instanton.
We then, section III, discuss our results and discuss their salient properties. The reader only interested in results can skip the other sections.
The next section IV starts with the strategy to obtain our results. This strategy consists of two stages. In the subsections these stages are presented.
Conclusions are contained in section V.
In appendix A we work out two important identities used in section IV. In appendix B the reader can find useful summation formulas and apply them to his or her favored boundary condition.
II. GENERAL CONSIDERATIONS
Here we will exhibit the main ideas going into the calculation of the thermal case.
Throughout we will use the notation of GPY to ease comparison with their work.
We start with the relevance for the free energy of QCD and how the instanton gas enters into it.
The free energy density of QCD:
has periodic boundary conditions for the vector potentials A µ and anti-periodic ones for the fermions ψ. It is expanded in perturbation theory at high temperature T due to asymptotic freedom. This expansion can be done around any local minimum of the QCD action S. If the minimum is the perturbative one the leading result is due the determinant:
The four dimensional Dalembertian ∂ 2 is normalizing the four dimensional Dalembertian
T with periodic time (t → t + 1/T ).
the Stefan-Boltzman free energy for the gauge group SU (2), our main concern.
The corrections have been calculated up and including O(g 5 ), and part of the O(g 6 ) terms
are known.
In this paper we are interested in the fluctuations around the non-trivial minimum given by the self-dual and periodic Harrington-Shephard (HS) instanton, in particular the fluctuation determinant. We denote this single caloron determinant by Z 1 , and D
2
R the Dalembertian with as background the HS instanton in the adjoint representation of SU (2). Then:
This quantity has to be integrated over the zero-modes (see next section) and yieldsẐ 1 .
The grand partition function Z gr , where we admit an arbitrary number N ± of HS instanton or anti-instantons in the system becomes:
This expression supposes a very dilute gas of HS instantons, which is valid at very high temperature. This is due to the thermal screening of the instantons. Surely at asymptotic temperatures the formula makes sense. So, with Eq. (3), we have:
The fundamental building block forẐ 1 is the determinant of a scalar in the HS background, Eq. (4), and will be discussed now in more detail.
Let us denote the covariant derivative in some representation R by:
Then the result for the density n(λ, T ) of instantons with overlap λ = π T can be expressed in terms of the determinant of the scalar in representation R:
which depends only on the overlap λ. The traditional way to obtain this quantity is to compute its derivative with respect to one of the parameters in the HS caloron called λ (see next subsection) and then integrate from 0 to λ:
There is a standard expression [15] for the inverse∆ R (x, y) of the Dalembertian:
This standard expression is given below for the HS caloron. But it has not the right (anti)-periodicity. This can be enforced by considering :
and this (anti)-periodic propagator still obeys Eq. (10).
The variation in Eq. (9) obeys then:
The trace is integration over all space. In time we integrate only over one period. Furthermore a trace over color Tr c is involved.
The fundamental building block has a simple relation with the quantityẐ 1 , which is called the total instanton density. Before discussing this we have to turn to the thermal instanton in more detail.
A. HS caloron properties
In this section some of the salient properties of the thermal instanton will be discussed.
The periodic instanton was introduced [7] on the basis of the multi-instanton solution of 't Hooft [17] . In our quaternion notation
Π(r, t) In what follows we absorb the temperature T into the space-time coordinates. The combination λ ≡ π T measures the overlap between the instantons and therefore we write the prepotential Π as:
In what follows we will refer to this configuration as the HS-caloron. In these units the single instanton (labeled by the suffix 0) reads:
At short distance r, t 1 GPY noticed it behaves like:
Hence the HS potential A a µ behaves at short distance in term of the single instanton like
Note that the single instanton overlap is reduced by a factor 1 +
.
At large distance r λ the HS caloron behaves like a self-dual dipole:
The fields are rotational invariant if rotations and color transformations are in lockstep. In the opposite limit, λ r 1, the HS caloron looks like a self-dual monopole.
The HS instanton has eight periodic zero modes and how to deal with them is explained in GPY [8] . The resulting expression for the total density with a Pauli-Villars scale Λ is:
This implies, using Eq. (6) and f SB = −p SB , that the correction to the Stefan-Boltzmann pressure is:
In the remaining part of the paper we compute log det(−D 2 R ).
B. Propagators of isospin 1/2 and 1 in the field of the thermal instanton
We need explicit propagators in the background field, according to Eq. (12). They have been given for isospin 1/2 and 1. For isospin 1/2 [15] :
In the numerator we have the quaternion:
where x m = x − (m/T )σ 0 . Clearly this quaternion reduces to Π, Eq. (14), when the arguments coincide.
F 1/2 (x, y) can also be written as:
where
where K ab 1 (x, y) is a non-singular matrix. The propagators are the essential input for the determinants.
III. THE HARRINGTON-SHEPHARD (HS) CALORON CONTRIBUTION
In this section we give our result for the determinants.
The HS contribution was first computed in the seminal paper of Gross, Pisarski and Yaffe [8] (hereafter referred to as GPY ). Their method was quite elegant for the isospin 1/2 case. But this elegance was lost in the isospin 1 contribution, and their final result was obtained by numerically integrating a huge number of terms in the trace appearing in the logarithm of the determinant. Our result is equally simple for both cases. We start by writing down the definitions:
The shorthand δ λ stands for differentiating the Dalembertian D 2 with λ to get an ultra-violet finite result, which is then integrated from 0 to λ.
We introduce η = 1(−1/2) for periodic (anti-periodic) boundary conditions multiplying the surface terms proportional to λ 2 . ∆ is the thermal propagator obtained by (anti)-periodizing the propagator∆ constructed by Brown et al. [14] [15] [16] . We subtracted the single instanton contribution (labelled by the suffix 0) to get rid of the logarithmic short distance singularity common to both contributions. This singularity is only present in the term where the propagators are taken at the same point and leads to the first equation below:
The second equation concerns all the terms we get by (anti)-periodizing the propagator. As we will see in section IV it separates quite naturally into a surface term proportional to λ 2 and a simple volume term proportional to B η (λ).
The expression for the function H η is independent of the overlap variable λ and is expressed in terms of the scalar potential of the monopole
and in terms of
appearing in the HS potential:
For periodic boundary conditions one gets:
and for anti-periodic boundary conditions:
The strategy to get these simple expressions for the thermal part of the HS determinant is explained in section IV.
At this point it is instructive to see how the leading behaviour at large λ follows from examining the behaviour of the integrands.
The behavior at large overlap is dictated by short distance behavior of the traces leading to A(λ). This is clear from the behavior of the HS caloron near its center, as discussed in section II A [18] :
This leads to a logarithmic divergence in both of the two members of the first equation of Eq. (31), but it cancels out in the difference, leaving a term − 1 12 log(1 +
).
In contrast, for B p (λ) the large λ logarithm stems from its long distance behavior. To understand this the following identity is quite useful:
It follows in a straightforward way by differentiation of the left hand side and using the definitions of f and h above. It is useful because the overlap dependence λ is explicit.
Substituted in the definition of B p , Eq.(31) and use of Eq. (35), the result is:
Setting 1 λ 2 = 0 gives a logarithmic infrared divergence in d xdtB p (r, t). So both A and B p have logaritmic behaviour in λ, though for different reasons. And indeed in a wide range of values of λ we find numerically, as in GPY:
We obtained the fits (see fig. (1) ):
This matches very well with the numerical GPY result [8] .
For B a (λ) no infrared divergence appears, as follows immediately from comparing the behaviour of the numerators in (36) and (35): the first goes like 1 r compared to the second.
The fit to its behavior reads (see fig. (1) ): where:
It remains tantalizing to understand why the bosonic thermal contribution B p (λ) is numerically so near its short distance partner A(λ). Note that the infra-red behaviour of the former is related to the ultra-violet behaviour of the latter. This may have to do with the broken conformal invariance of the underlying theory.
IV. DETERMINANTS
In this section, we start by explaining our strategy to compute the periodic contribution to the determinants for both 1/2 and 1 representations. Then, in the subsections the steps are made explicit.
Our main goal is computing the following sums:
where R = 1/2, 1 denotes the representation and the operation Tr n is defined by:
where Tr c denotes the trace in matrix indices. We start with the HS potential:
where Π is defined in Eq. (16) The SU(2) propagator can be written in both representations as (see Eqs. (23) and (28)):
Explicit expressions for F R and K R for both 1/2 and 1 representation are given in the next subsections.
The case n = 0 was computed by Brown [16] and GPY and the result is summarized in the last subsection. For n = 0 we have the important resultt :
and Ω = T a T a is the quadratic Casimir operator. In the next subsection we compute separately the contribution from F R (x, y) and K R (x, y) and finally we combine both results and the contribution from n = 0 to give the final result in the last subsection.
A. Contribution from F R (x, y)
Using Eqs. (A2) and (A6), F (x, y) can be expanded as
According to Eq. (50) we need:
where d R is the dimension of the representation. As we are interested in the sum over n, only the even part contributes. So using the results from appendix A we obtain for the even 
Inserting Eqs. (53) and (54) in (50) we obtain:
Integrating by parts the first term in the rhs we obtain:
The first term is just a surface integral:
The sums over n are trivial and we obtain:
Using Table I it is easy to check that these surface terms are the only contribution for R = 1/2, as was found by GPY for the variation with respect to λ.
The case R = 1, can be easly obtained using the explicit forms of F 10 and F 1S in Table I :
Finally, we perform the sums using appendix B:
The contribution from the first term in Eqs. (61) and (62) are again surface integrals:
where η = 1(−1/2) for periodic (anti-periodic) boundary conditions. The remaining contribution is written for convenience in the following form:
Since K 1/2 = 0 (see Eq. (23)), this term only contribute to R = 1. This contribution was computed by GPY in [8] and the result can be written as:
Integrating by parts the first term, we obtain the contribution to the determinant:
and for antiperiodic boundary conditions is easy to obtain, using the relevant formulas in GPY and our appendix B:
Combining Eqs. (66), (67), (68) and (69) we obtain:
where (73) and we have used the relation:
The contribution for n = 0 can be easily computed using Eq. (3.24) in [16] and our Eqs.
(47) and (48):
Including the surface terms from Eqs (58), (59) and (65) we obtain our final result:
The result for the integrated A follows easily. That for the B η follows as easily from the λ-independence of h and f and we recover Eq. (31).
V. CONCLUSIONS
In this paper a surprisingly simple expression is given for the thermal (n = 0) part of the isospin 1 determinants, for periodic and anti-periodic case. The former case is in very good agreement with the result of GPY. The amount of analytic detail we needed to establish this simple result is almost embarrassing. It is clear we are far from understanding the underlying physics.
The reader interested in general boundary conditions will find helpful comments after
Eq. (B20).
An example is N = 1 theory. Here the non-thermal (n=0) part will drop out, and only the difference of periodic B p and anti-periodic B a will survive, together with the sum of the screening terms.
It is not hard to extend our result to other gauge groups.
Most importantly, can it be extended to the case of calorons with non-trivial Polyakov loop [9, 10] ? This would be of interest for the effective potential, and could shed light on how it behaves when calorons are taken into account [12, 19] .
VI.
In this appendix, we compute the two important functions introduced in section IV:
The fundamental matrix introduced by Brown [15] and used by GPY is:
where x m = x − mσ 0 . F 1/2 (x, y) can be written as a quaternion:
The components of F 1 (x, y) are given in terms of F 1/2 (x, y) by:
using Eq. (A2) we obtain:
so combining Eq. (A2) and (A6):
We need the case y = x n . So, we obtain[20]:
Computing the derivativates is a bit more laborious. We start with the derivative of F 0 (x, y):
so the difference is given by:
We can rewrite the second term as: 
Now, using the relations:
we obtain a more useful formula
Finally using Eqs. (B12) and (B13) we obtain:
Note that Eq. (A16) is odd in n so there is no contribution from this term for (antiperiodic) peridic boundary conditions. However, in recent years, more general boundary condition have been studied, i.e. [21] [22] [23] . In these cases, the contribution of Eq. (A16)
can be different from zero and should be taken into account. Ours results can be easily generalize using Eqs. (B23) and (B24).
The next step is computing the derivatives of F a (x, x n ). As in the previous case we have:
and for the difference
Finally, multiplying byη and using appendix B we arrive at: 
For the difference of the derivatives for spin 1: 
where CoT a (f (x)) ≡ f (x) − Taylor a (f (x)) and h + = 2πr coth(2πr) ,
h − = 2πr sinh(2πr) .
We can generalize:
where it is trivial that for b > 1
For readers interested in more general boundary conditions, i.e.:
ψ( x, t + 1) = e i2πθ ψ( x, t) ,
it is trivial to generalice our results using the expressions:
cos(2πθn) n 2a 
s θ (r) = π sinh(2πr(1 − 2θ)) sinh(2πr) ,
for 0 < θ < 1.
