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Abstract
There is a dependency between computability of algorithmic complexity and decidability of different algorithmic problems.
It is known that computability of the algorithmic complexity C(x) is equivalent to decidability of the halting problem for Turing
machines. Here we extend this result to the realm of superrecursive algorithms, considering algorithmic complexity for inductive
Turing machines. We study two types of algorithmic complexity: recursive (classical) and inductive algorithmic complexities.
Relations between these types of algorithmic complexity and decidability of algorithmic problems for Turing machines and
inductive Turing machines are considered. In particular, it is demonsrated that computability of algorithmic complexity is equivalent
not only to decidability of the halting problem, but also to decidability by inductive Turing machines of the first order of many
other problems for Turing machines, such as: if a Turing machine computes a recursive (total) function; if a Turing machine gives
no result only for n inputs; if a Turing machine gives results only for n inputs.
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1. Introduction
There are different connections between the algorithmic complexity and decidability of algorithmic problems for
Turing machines. For instance, Arslanov and Calude [2] and Chaitin [17] proved that computability of the algorithmic
complexity C(x) is equivalent to decidability of the halting problem for Turing machines. Here we extend this result to
the realm of superrecursive algorithms and obtain similar relations between computability of complexity measures and
decidability of other algorithmic problems. The necessity to consider superrecursive algorithms is caused by various
practical and theoretical problems [10].
One main achievement of 20th century scientific thought is the theory of algorithms and computation. This theory
studies abstract and real automata, computers and networks, computation and communication. In many ways, this
theory is the central cornerstone for computer science. Many key accomplishments in the theory of algorithms and
computation converge to the famous Church–Turing Thesis, a statement determining the boundaries of algorithmic
computations. The Church–Turing Thesis has long been considered as the most fundamental law within computing.
However, recent developments in the theory of algorithms allow overcoming limitations of the Church–Turing
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Thesis [8]. New mathematical models for algorithms and computation have appeared that extend prior theory in
a manner similar to the way relativity theory and quantum mechanics went beyond Newtonian mechanics. These
new models are more powerful than the classical recursive algorithm models, i.e., Turing machines, partial recursive
functions, Lambda-calculus, and cellular automata.
Algorithms and automata that can compute more than Turing machines are called superrecursive.
Algorithmic complexity for superrecursive algorithms have been studied by different authors: Chaitin [14,15] in
an implicit form, Burgin [4–6,11] and Schmidhuber [23]. The most advanced form of superrecursive algorithmic
complexity is studied in [9,10].
Here we consider such class of superrecursive algorithms as inductive Turing machines of the first order. Being
more powerful than recursive algorithms, in particular, Turing machines, inductive Turing machines of the first order
form the simplest type of inductive Turing machines and are functionally equivalent to the simple inductive Turing
machines considered in [7]. Thus, in this paper, all proofs are given for simple inductive Turing machines although it
is possible to extend this theory of equivalencies and obtain corresponding results in higher levels of the hierarchy of
inductive Turing machines [10].
2. Inductive Turing machines
A simple inductive Turing machine has the same structure as a conventional Turing machine with three tapes and
three heads: input, working, and output. This structure is much closer to the architecture of a modern computer than
the structure of a Turing machine with one tape.
Both, inductive and ordinary Turing machines make similar steps of computations. Their distinctions lie in how
they determine their outputs. We know that a conventional Turing machine produces a result only when it halts. We
assume that this result is a word written on the output tape. A simple inductive Turing machine also produces words as
its results. In some cases, it stops at its final state and gives a result like a conventional Turing machine. The difference
begins when the machine does not stop. An inductive Turing machine can give a result without stopping. To show
this, we consider the output tape and assume that the result has to be written on it.
It is possible that in the sequence of computations, the word that is written on the output tape after some step no
longer changes although the machine continues to work. Then the last reached (unchanging) word, is taken as the
result of this computation. Thus, an inductive Turing machine does not halt but it still produces a definite result after a
finite number of computing operations. This explains the name “inductive”. In induction we also proceed step by step
checking if some statement P is true for an unlimited sequence of cases. When it is found that P is true for each case
whatever number of cases is considered, we conclude that P is true for all cases.
While working without halting, an inductive Turing machine can occasionally change its output. However, people
are not put off by machines that occasionally change outputs. They can be satisfied that the result just printed is
good enough, even if another (possibly better) result may arrive in the future. And if you continue computing, it will
eventually come. Another example is a program that outputs successively better approximations to a number. Once a
few digits of accuracy are attained, the user can use the output generated even if the machine is not “done”. All these
properties essentially extend the possibilities and indicate uses of inductive Turing machines, as well as of related to
them limit Turing machines.
To show that inductive Turing machines are more powerful than ordinary Turing machines, we need to find a
problem that no ordinary Turing machine can solve and to explain how some inductive Turing machine solves this
problem. To do this, let us take the problem, which was found one the first to be unsolvable and now is one of the most
popular in the theory of algorithms. This is the halting problem for an arbitrary Turing machine with a given input.
Turing, and after him many other researchers, proved that no Turing machine can solve this problem for all Turing
machines.
However, there is an inductive Turing machine M that solves this problem. This machine M contains a universal
Turing machine U as a subroutine. Given a word u and description D(T ) of a Turing machine T , machine M uses
machineU to simulate T with the input u. WhileU simulates T , machine M produces 0 on the output tape. If machine
U stops, and this means that T halts being applied to u, machine M produces 1 on the output tape. According to the
definition, the result of M is equal to 1 when T halts and the result of M is equal to 0 when T never halts. In such a
way, M solves the halting problem.
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3. Algorithmic complexity of recursive and inductive algorithms
The original algorithmic complexity C(x) of a word x is equal to the size of the shortest program (in number of
symbols) for a universal Turing machine U that without additional data, computes the string and terminates.
Definition 1. The algorithmic complexity C(x) of an object/word x is defined as
C(x) = min{l(p);U (p) = x}
where l(p) is the length of the word p and U is a universal Turing machine.
Definition 2. The algorithmic complexity C(x) of an object/word x with respect to a Turing machine T is defined as:
CT (x) = min{l(p); T (p) = x}
where l(p) is the length of the word p.
If T never gives the output x , CT (x) is undefined.
We will need the following properties of the algorithmic complexity C(x) [12,13,16,21].
Theorem 1. The function C(x) is not recursively computable.
However, the function C(x) is inductively computable [9,10].
Theorem 2. The algorithmic complexity C(x) is additively optimal, i.e., for any Turing machine T there is a number
cT such that C(x) 6 CT (x)+ cT .
Taking Turing machines with oracles, it is possible to define relative to a set X algorithmic complexity [15].
Definition 3. The algorithmic complexity C(x |X ) of an object/word x relative to a set X is defined as
C(x |X) = min{l(p);U X (p) = x}
where U X is a universal Turing machine with an oracle for deciding membership for X .
Definition 4. The inductive algorithmic complexity ICT (x) of an object/word x with respect to an inductive Turing
machine T is defined as
ICT (x) = min{l(p); T (p) = x}
where l(p) is the length of the word p.
For the case when T never gives the output x , ICT (x) is undefined.
Definition 5. The inductive algorithmic complexity IC(x) of an object/word x is defined as
IC(x) = min{l(p);U (p) = x}
where l(p) is the length of the word p and U is a universal inductive Turing machine of the first order.
Remark 1. In what follows, we call C(x) recursive algorithmic complexity because Turing machines form a recursive
class of algorithms. Both recursive algorithmic complexity and inductive algorithmic complexity are dual complexity
measures in the sense of [4].
We will need the following properties of the recursive algorithmic complexity C(x) and inductive algorithmic
complexity IC(x) obtained in [9,10].
Theorem 3. The function IC(x) is not inductively computable.
Theorem 4. The inductive algorithmic complexity IC(x) is additively optimal, i.e., for any inductive Turing machine
T , there is a number cT such that IC(x) 6 ICT (x)+ cT .
Remark 2. For infinitely many objects x , IC(x) is essentially smaller than C(x) [9].
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Taking inductive Turing machines with oracles, it is possible to define relative to a set X inductive algorithmic
complexity.
Definition 6. The inductive algorithmic complexity IC(x |X) of an object/word x relative to a set X is defined as
IC(x |X) = min{l(p);U X (p) = x}
where U X is a universal Turing machine with an oracle for deciding membership for X .
Theorem 5. The inductive algorithmic complexity IC(x |X) relative to a set X is additively optimal, i.e., for any
inductive Turing machine T with an oracle for deciding membership for X, there is a number cT,X such that
IC(x |X) 6 ICT (x |X)+ cT,X .
4. Algorithmic problems and computability of algorithmic complexity
Here we consider relations between algorithmic problems and computability of complexity measures such as
recursive and inductive algorithmic complexities. In what follows, we assume that all machines work with an alphabet
A, this alphabet contains two symbols 1 and 0 (and may be, more), and when it is necessary, we explicitly explain
how the alphabet A changes.
Definition 7. Algorithmic problems A and B are equivalent if having a solution for A, we can solve B, and vice versa.
Lemma 1. The equivalence of algorithmic problems is an equivalence relation.
Definition 7 allows different interpretations. To make the concept of equivalence more exact, we formalize it. At
first, we define an algorithmic problem.
Let us consider a class A of automata (algorithms) with memory. For simplicity, we assume that in both classes,
memory of automata consists of tapes. Turing machines and inductive Turing machines give examples of such classes.
Pushdown automata also form such a class if we consider their stack as a specific tape.
An algorithmic decision problem is related to some set of objects and a property of these objects. Let us consider
a set X and a property P.
Definition 8. An algorithmic decision problem PR in a set X for the class A is to find an automaton D in A such that,
given a description of an element x from X , the automaton D determines whether x has the property P or not.
Usually, when x has the property P, the automaton D gives the output 1, while when x does not have the property
P, the automaton D gives the output 0. In this case, it is assumed that the automaton D solves the algorithmic decision
problem PR.
To build an oracle OPR for the problem PR is the same as to construct an oracle for the property P in X . We assume
that all elements from X are enumerated, i.e., X = {x1, x2, . . . , xn, . . . }. Then an oracle OPR for the problem PR (in
an automaton A from A) is a linear tape LPR that contains solution to PR and means that provide access to the cells
of this tape. Namely, in the tape LPR, the cell with the number n contains 1 when xn has the property P and contains
0 when xn does not have the property P. In addition, we demand that A can read the content of LPR at any step of its
functioning. The characteristic function for the property P, values of which are written in the tape LPR, is called the
advice function for A, while A with the tape LPR is called an automaton (machine) with advice or with an oracle.
Note that an oracle is an oracle for a property (or its characteristic function) and is not related to any class of
automata (algorithms). When it is written that an oracle solves the problem PR, it means that the tape of this oracle
contains solution to PR.
Equivalence of problems is based on a more basic property of reduction.
Let us consider two classes A and B of automata (algorithms) with memory and two algorithmic decision problems
PR in a set X for the class A and QR in a set Y for the class B.
Definition 9. The problem PR can be A-reduced or is A-reducible to the problem QR if there is an automaton D from
the class A with an oracle for QR such that D solves the problem PR.
Note that, in a general case, this reducibility relation is not transitive.
Now we can give a formalized version of Definition 7.
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Definition 10. Problems PR and QR are algorithmically equivalent if PR can be A-reduced to the problem QR and
QR can be B-reduced to the problem PR.
Note that, in a general case, algorithmic equivalence can be not transitive and thus, it is only a tolerance relation
and not always an equivalence relation.
Let us consider relations between well-known algorithmic problems for Turing machines and inductive Turing
machines. At first, we consider such an important property of any automaton as giving a result for some input. The
problem of validating this property for Turing machines is called the halting problem because the standard model of
a Turing machine gives a result if and only if it halts. For inductive Turing machines, the situation is different — they
can give a result even without halting [10]. Thus, the problem of finding whether a given inductive Turing machine
M with a given input x gives a result cannot be called the halting problem. We call it by the name the “result giving
problem” or “stabilizing problem” because the standard model of an inductive Turing machine gives a result if and
only if its output stabilizes.
Theorem 6. The following algorithmic problems are algorithmically equivalent:
(a) Decidability by Turing machines of the halting problem for Turing machines.
(b) Computability of the function C(x) by Turing machines.
(c) Decidability by inductive Turing machines of the first order if a Turing machine defines a recursive (total) function,
or what is the same, if a Turing machine gives no result, at least, for one input.
(d) Decidability by inductive Turing machines of the first order if a Turing machine gives no result for all inputs, or
what is the same, if a Turing machine gives a result, at least, for one input.
(d) Decidability by inductive Turing machines of the first order if a Turing machine gives no result only for n inputs.
(f) Decidability by inductive Turing machines of the first order if a Turing machine gives results only for n inputs.
Proof. 1. Equivalence of (a) and (b) is proved in [2,17].
2. Equivalence of (a) and (c).
(a) implies (c):
We consider the set of all Turing machines and the set of all inductive Turing machines of the first order with the
same fixed working alphabet A. All words in A are enumerated, forming the sequence x0, x1, . . . , xn, . . . where x0 is
the empty word.
An effective codification of all Turing machines is given as a mapping c : T → A∗. Here T is the class of all
Turing machines that work with the alphabet A, A∗ is the set of all words in the alphabet A and ‘effective’ means that
it possible to reconstruct any Turing machine T by its code c(T ). It is possible to find such codifications, for example,
in [10] or in [20].
Let us assume that we have an oracle O(TH) for the halting problem for Turing machines. It means that, given a
word x and Turing machine T , the oracle O(TH) gives 1 as a result when being applied to x , the machine T gives a
result, and O(TH) gives 0 as the result when being applied to x , the machine T does not give a result. To prove the
necessary implication, we need to build an inductive Turing machine D with the oracle O(TH) such that D solves the
problem (c) for an arbitrary Turing machine.
Here we give a general structure (architecture) of the inductive Turing machine D and describe its algorithm in
constructive with respect to Turing machines way. It means that by standard rules this algorithm can be converted
into an inductive Turing machine. It is possible to find standard rules for constructing Turing machines in [19,20].
These rules also work for inductive Turing machines of the first order because these machines are equivalent to simple
inductive Turing machines that have exactly the same structure as Turing machines [10].
The machine D contains a generator G for the sequence x0, x1, . . . , xn, . . . of all words in the alphabet A, and
functions in the following way.
When it is necessary to find if a Turing machine T gives results for all inputs, the generator G produces the words
x0, x1, . . . , xn, . . . one after another. The machine D checks with the help of the oracle O(TH) if being applied to xi
the machine T gives a result. If the answer is yes, the machine D writes 1 to its output tape and continues the process
for all x0, x1, . . . , xn, . . .. If the answer is no, the machine D writes 0 to its output tape and stops. As a result, the final
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result of D is 1 when the Turing machine T defines a recursive (total) function and 0 otherwise. Thus, the inductive
Turing machine D with the oracle O(TH) solves the problem (c).
(c) implies (a):
To prove this implication, we need to take an oracle O(TT) that solves the problem (c) and build a Turing machine
C with this oracle O(TT) such that C solves the problem (a). To do this, we determine a Turing machine E with this
oracle O(TT) that gives the answer of the oracle as its own result. Then to find if a given Turing machine T halts given
an input x , the machine C associates with T another Turing machine Tx such that Tx computes a total function if and
only if T halts given the input x . It is possible to do this in a constructive way. As a result, this allows us to reduce
problem (a) to problem (c).
Differences in functioning of inductive Turing machines and Turing machines provide for other possibilities to
prove the implication (c) ⇒ (a). Namely, because inductive Turing machines (even simple) are more powerful than
Turing machines, it is possible to use an oracle that informs not about the final result of some inductive Turing machine
that solves the problem (c), but only about partial outputs of this machine. Let us take an inductive Turing machine M
that given a description of the Turing machine T and first n + 1 words x0, x1, . . . , xn from the list x0, x1, . . . , xn, . . .,
produces the (n + 1)th partial output. This output is equal to 1 when the machine T halts for all words x0, x1, . . . , xn
given as its input, and is equal to 0 when the machine T does not halt for, at least, one of these words. In such a way,
the machine M solves the totality problem for Turing machines.
Now let us assume that we have an oracle O(PM) that contains (gives) all consecutive outputs of M . Then a Turing
machine Q with the oracle O(PM) directly solves the halting problem for Turing machines. Namely, if we want to
find whether a Turing machine T halts for a words x , we find this word in the list x0, x1, . . . , xn, . . . and construct a
Turing machine Tx that halts for all xn that are less than x . If x = xn , then the (n+1)st partial output of M determines
whether the Turing machine T halts for a words x . As the oracle O(PM) gives this information to Q, the machine Q
solves the halting problem for the pair (T, x).
2. Equivalence of (a) and (d).
(a) implies (d):
To show this, we build an inductive Turing machine H that is dual or complimentary in the following sense to the
machine D that has been built when the implication (a)⇒ (c) has been proved. The machine H has the same structure
and the same oracle O(TH) as the machine D, only when D writes 1 on its output tape, H writes 0 on its output tape,
and when D writes 0 on its output tape, H writes 1 on its output tape. In such a way, the inductive Turing machine H
with the oracle O(TH) solves the problem (c).
Indeed, let the code c(T ) of the Turing machine T is given to the machine H . Then the generator G produces the
words x0, x1, . . . , xn, . . . one after another. The machine D checks with the help of the oracle O(TH) if being applied
to xi the machine T gives a result. If the answer is no, the machine H writes 1 to its output tape and continues the
process for all x0, x1, . . . , xn, . . .. If the answer is yes, the machine H writes 0 to its output tape and stops. As a result,
the final result of H is 1 when the Turing machine T gives no result for all inputs and 0 otherwise. Thus, the inductive
Turing machine H with the oracle O(TH) solves the problem (d).
(d) implies (a):
Let us assume that we have an oracle O(NH) that given the code c(T ) of a Turing machine T , the oracle O(NH)
gives 1 as a result when the machine T gives no result for all inputs, and O(NH) gives 0 as the result when the machine
T gives a result at least for one input. To solve the halting problem for a Turing machine H and a word x , we associate
a new Turing machine VH,x with H . Given the input x , this machine VH,x works exactly as H . On all other inputs,
the machine VH,x gives no result. It is possible to build V in a constructive way changing the program of H . Thus, we
can build a Turing machine D such that, given the code c(T ) and a word x , the machine D builds the corresponding
machine VH,x and answers (with the help of O(NH)) the question whether the machine VH,x gives no result for all
inputs. Because VH,x gives no result for all inputs if and only if the machine H halts, given x as input, the machine D
solves the halting problem.
Implication (d)⇒ (a) is proved.
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3. Equivalence of (d) and (c).
(c) implies (d):
To prove this implication, we need to take an oracle O(TT) that solves the problem (c) and build an inductive
Turing machine C with this oracle O(TT) such that C solves the problem (d). In the fourth part of the proof, we have
demonstrated that a Turing machine D with this oracle O(TT) can solve the halting problem for Turing machines.
In the previous (fourth) part of the proof, we reduced problem (d) to the halting problem. This allows us to build a
Turing machine H with this oracle O(TT) such that H solves the problem (d). As for any Turing machine T , there is
an inductive Turing machine M that computes the same function, we can build an inductive Turing machine C with
this oracle O(TT) such that C solves the problem (d).
(d) implies (c):
To prove this implication, we need to take an oracle O(NH) that solves the problem (d) and build an inductive Turing
machine D of the first order with this oracle O(NH) such that D solves the problem (c). The machine D contains a
generator G for the sequence x0, x1, . . . , xn, . . . of all words in the alphabet A, and functions in the following way.
When it is necessary to find if a Turing machine T gives results for all inputs, the generator G produces the words
x0, x1, . . . , xn, . . . one after another. The machine D checks with the help of the oracle O(NH) if being applied to xi
the machine T gives a result. To do this, D builds the Turing machine VT,xi as it is done in the fourth part of the proof.
If being applied to xi the machine T gives a result, the machine D writes 1 to its output tape and continues the
process for all x0, x1, . . . , xn, . . .. If being applied to xi the machine T gives no result, the machine D writes 0 to its
output tape and stops. As a result, the final result of D is 1 when the Turing machine T defines a recursive (total)
function and 0 otherwise. Thus, the inductive Turing machine D of the first order with the oracle O(NH) solves the
problem (c).
4. Equivalence of (a) and (e).
(a) implies (e):
To prove this implication, we need to take an oracle O(TH) for the halting problem for Turing machines and build
an inductive Turing machine H of the first order with this oracle O(TH) such that C solves the problem (e).
The machine H contains a generator G for the sequence x0, x1, . . . , xn, . . . of all words in the alphabet A, a counter
C and functions in the following way.
In the beginning, the content of the counter C is made equal to 0, while the code c(T ) of the Turing machine T
and a number n are given to the machine H . Then the generator G produces the words x0, x1, . . . , xn, . . . one after
another, starting with x0. For each element xi , the machine H performs the following cycle. At first, H checks, with
the help of the oracle O(TH), if being applied to xi , the machine T gives a result. If the answer is no, the machine
H writes 1 to its output tape. Then the counter C adds one to its content and compares this content to the number n.
If the answer is yes, the machine H writes 1 to its output tape on each next step of computation. If the answer is no,
the machine H writes 0 to its output tape and repeats the cycle for the next element xi+1. In the case when the oracle
O(TH) informs that being applied to xi , the machine T gives a result, the machine H writes 0 to its output tape and
repeats the cycle for the next element xi+1. As a result, the final result of H is 1 when the Turing machine T gives no
result exactly for n inputs and 0 otherwise. Thus, the inductive Turing machine H with the oracle O(TH) solves the
problem (e).
(e) implies (a):
To prove this implication, we need to take an oracle O(nNT) that solves the problem (e) and build a Turing machine
C with this oracle O(nNT) such that C solves the problem (a).
To find if a given Turing machine T halts given an input x , we associate with T another Turing machine Tx,Nn
such that Tx,Nn works with the input x exactly as the machine T , does not halt for n − 1 other words, and halts for all
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other words. It is possible to do this in a constructive way. Thus, Tx,Nn gives no result only for n inputs if and only if
T does not halt given the input x . As a result, this allows us to reduce problem (a) to problem (e).
5. Equivalence of (a) and (f).
(a) implies (f):
To prove this implication, we need to take an oracle O(TH) for the halting problem for Turing machines and build
an inductive Turing machine K of the first order with this oracle O(TH) such that K solves the problem (f). To show
this, we build an inductive Turing machine K that is dual or complimentary in the following sense to the machine H
that has been built when the implication (a) ⇒ (e) has been proved. The machine K has the same structure and the
same oracle O(TH) as the machine H , only when H writes 1 on its output tape after checking halting on the word xi ,
K writes 0 on its output tape, and when H writes 0 on its output tape, K writes 1 on its output tape. After the work
of the checker C , both machines K and H give the same output. In such a way, the inductive Turing machine K with
the oracle O(TH) solves the problem (f).
(f) implies (a):
To prove this implication, we need to take an oracle O(nT) that solves the problem (f) and to build a Turing machine
C with this oracle O(nT) such that C solves the problem (a).
To find if a given Turing machine T halts given an input x , we associate with T another Turing machine Tx,n such
that Tx,n works with the input x exactly as the machine T , halts for n − 1 other words, and does not halt for all other
words. It is possible to do this in a constructive way. Thus, Tx,n gives a result only for n inputs if and only if T halts
given the input x . As a result, this allows us to reduce problem (a) to problem (f).
6. Equivalence of (d) and (e).
(d) implies (e):
To prove this implication, we need to take an oracle O(NH) that solves the problem (d) and to build an inductive
Turing machine C of the first order with this oracle O(NH) such that C solves the problem (e). To do this, we use the
inductive Turing machine H with the oracle O(TH) from the proof of the implication (a) ⇒ (e) such that H solves
the problem (e). As we need a machine with an oracle O(NH), we substitute in H the oracle O(TH) by the Turing
machine with the oracle O(NH). As for any inductive Turing machine H of the first order with the oracle O(TH),
there is an inductive Turing machine M of the first order with the oracle O(NH) such that M computes exactly the
same function as H , this substitution gives the necessary inductive Turing machine C of the first order with the oracle
O(NH) and proves the implication (d)⇒ (e).
(e) implies (d):
To prove this implication, we need to take an oracle O(nNT) that solves the problem (e) and build an inductive
Turing machine C of the first order with this oracle O(nNT) such that C solves the problem (d).
To find if a given Turing machine T never halts, the machine C associates with T another Turing machine TNn1
such that TNn1 works with the input equal to one of the first n words from the list x0, x1, . . . , xn, . . . exactly as the
machine T and halts for all other words. It is possible to do this in a constructive way. Then using the oracle O(nNT),
the machine C checks if TNn1 does not halt exactly on n inputs. If the answer is no, then the machine C continues to
work so that on each step, it outputs 0 or it can give the output 0 and stop.
When the answer is yes, i.e., TNn1 does not halt on the first n words from the list x0, x1, . . . , xn, . . ., the machine C
gives 1 as its output and associates with T another Turing machine TNn2 such that TNn2 works with the input equal to
one of the second portion of n words (starting with xn) from the list x0, x1, . . . , xn, . . . exactly as the machine T and
halts for all other words. It is possible to do this in a constructive way. Then using the oracle O(nNT), the machine C
checks if TNn2 does not halt exactly on n inputs.
If the answer is no, then the machine C continues to work so that on each step, it outputs 0 or it can give the output
0 and stop. When the answer is yes, the machine C gives 1 as its output and goes to the next portion of n words from
the list x0, x1, . . . , xn, . . ..
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In such a way, the machine C gives the final result 0 when T halts, at least, for one input, and gives the final result 1
when T never halts. This means that the inductive Turing machine C of the first order with this oracle O(nNT) solves
the problem (d).
7. Equivalence of (e) and (c).
(c) implies (e):
To prove this implication, we need to take an oracle O(TT) that solves the problem (c) and to build an inductive
Turing machine C of the first order with this oracle O(TT) such that C solves the problem (e). To do this, we use the
inductive Turing machine H with the oracle O(TH) from the proof of the implication (a)⇒ (e) such that H solves the
problem (e). As we need a machine with an oracle O(TT), we substitute in H the oracle O(TH) by the Turing machine
with the oracle O(TT). As for any inductive Turing machine Q of the first order with the oracle O(TH), there is an
inductive Turing machine M of the first order with the oracle O(TT) such that M computes exactly the same function
as Q, this substitution gives the necessary inductive Turing machine C of the first order with the oracle O(TT) and
proves the implication (c)⇒ (e).
(e) implies (c):
To prove this implication, we need to take an oracle O(nNT) that solves the problem (e) and to build a Turing
machine C with this oracle O(nNT) such that C solves the problem (c). To do this, we use the inductive Turing
machine D with the oracle O(TH) from the proof of the implication (a) ⇒ (c) such that D solves the problem (c).
As we need a machine with an oracle O(TT), we substitute in D the oracle O(TH) by the Turing machine with the
oracle O(nNT). As for any inductive Turing machine H of the first order with the oracle O(TH), there is an inductive
Turing machine M of the first order with the oracle O(TH) such that M computes exactly the same function as H ,
this substitution gives the necessary inductive Turing machine C of the first order with the oracle O(nNT) and proves
the implication (e)⇒ (c).
8. Equivalence of (f) and (c).
(c) implies (f):
To prove this implication, we need to take an oracle O(TT) that solves the problem (c) and build an inductive Turing
machine D with this oracle O(TT) such that C solves the problem (f). To do this, we use the inductive Turing machine
K with the oracle O(TH) from the proof of the implication (a)⇒ (f) such that K solves the problem (f). As we need a
machine with an oracle O(TT), we substitute in K the oracle O(TH) by the Turing machine with the oracle O(TT). As
for any inductive Turing machine H of the first order with the oracle O(TH), there is an inductive Turing machine M
of the first order with the oracle O(TT) such that M computes exactly the same function as H , this substitution gives
the necessary inductive Turing machine D of the first order with the oracle O(TT) and proves the implication (c)⇒
(f).
(f) implies (c):
To prove this implication, we need to take an oracle O(nT) that solves the problem (f) and to build an inductive
Turing machine C with this oracle O(nT) such that C solves the problem (c). To do this, we use the inductive Turing
machine D with the oracle O(TH) from the proof of the implication (a) ⇒ (c) such that D solves the problem (c).
As we need a machine with an oracle O(nT), we substitute in D the oracle O(TH) by the Turing machine with the
oracle O(nT). As for any inductive Turing machine H of the first order with the oracle O(TH), there is an inductive
Turing machine M of the first order with the oracle O(TH) such that M computes exactly the same function as H ,
this substitution gives the necessary inductive Turing machine C of the first order with the oracle O(nNT) and proves
the implication (e)⇒ (c).
Equivalence of the problem (b) with each of the problems (c), (d), (e), and (f) is proved based on the following
result.
Lemma 2. For any (inductive) Turing machine H (of the first order) with the oracle O(TH), which solves the halting
problem for Turing machines, there is a (inductive) Turing machine T (of the first order) with the oracle O(C), which
computes the function C(x), such that T computes exactly the same function as H.
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Proof. Let us consider a Turing machine H with the oracle O(TH) and build a Turing machine T with the oracle
O(C) that simulates functioning of H . To do this, we take the program of H as the main program of the new machine
T , construct using the implication (c)⇒ (a), a Turing machine K with the oracle O(C) that solves the halting problem
and incorporate K as a subprogram (component) F into H . It is possible to find technique for doing this in [19,20].
Then we change rules of H that describes operation of reading from the oracle O(TH). Each such rule is change to
switching the control of operations to the component (subprogram) F . This component answers the question that was
asked by H from the oracle O(TH) and then returns control to the main program of the machine T . Naturally, the new
machine T simulates functioning of the machine H .
In a similar way, given a Turing machineW with the oracle O(C), we can build a Turing machine V with the oracle
O(TH) that simulates functioning of W .
To prove the same statements for inductive Turing machines of the first order, it is necessary to use the same
technique of adding a subprogram (component) that was used in this lemma for Turing machines. It is possible to do
because a recursive component does not change the order of the inductive Turing machine to which this component
is added [10,11]. Thus, given a Turing machine T with the oracle O(C) that simulates the oracle O(TH), inductive
Turing machines of the first order with T as a component can simulate a corresponding inductive Turing machines of
the first order with the oracle O(TH), and vice versa.
Lemma is proved.
Lemma 2 shows that proved equivalencies of the problem (a) with problems (c), (d), (e), and (f) imply equivalence
of the problem (b) with problems (c), (d), (e), and (f).
Theorem 6 is proved. 
This gives new proofs to the following results.
Corollary 1 (Kolmogorov, Chaitin). The recursive algorithmic complexity C(x) is recursively noncomputable.
Definition 11 ([18]). An elegant program in a class K of algorithms is the shortest program in K that produces a
given output.
In other words, a program P is elegant if no program in K shorter than P produces the same output as P.
Corollary 2 ([18]). The problem of being an elegant recursive program is recursively undecidable.
Remark 3. The jump operation is an important concept of recursion theory [22]. For a set A, the jump A′ is defined
as A′ = {x; T Ax (x) is defined}. Here T Ax (x) is a Turing machine with an oracle for the set A and with number x in
a Go¨delian enumeration of Turing machines with an oracle for A. Another definition of the jump states that having
an oracle for deciding membership in A′ is equivalent to being able to solve the halting problem for Turing machines
with the oracle for A. For instance, 0′ denotes the jump of the empty set. The results of Theorem 6 show that the same
jump operation can be defined using a Turing machine TC(n)x (x) with an advice function C(n).
Definition 3 corresponds to the jump 0′ the relative algorithmic complexity C(x/0′).
Theorem 7. The following algorithmic problems are equivalent:
(a) Decidability by inductive Turing machines of the first order of the stabilizing problem for inductive Turing
machines of the first order.
(b) Computability of the function IC(x) by inductive Turing machines of the first order.
(c) Computability of the relative algorithmic complexity C(x/0′) by inductive Turing machines of the first order.
Proof. 1. Equivalence of (a) and (b).
(a) implies (b):
We consider the set IT of all inductive Turing machines of the first order with a fixed working alphabet A. All
words in A are enumerated, utilizing the lexicographic order and forming the sequence x0, x1, . . . , xn, . . . where x0 is
the empty word.
All inductive Turing machines of the first order are codified in the same way as Turing machines because inductive
Turing machines of the first order are equivalent to simple inductive Turing machines, which, in turn, have the same
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structure as Turing machines with three tapes [10]. Thus, we have an effective codification of all inductive Turing
machines of the first order in a form of a mapping c : I T → A∗. It is possible to find such codifications in [10].
To prove the necessary implication, we need to show that an inductive Turing machine with an oracle for the
problem (a) can solve the problem (b).
Let us assume that we have an oracle O(SIT) such that, given a word x and the code c(T ) of an inductive Turing
machine T , the oracle O(SIT) gives 1 as the result when being applied to x , the machine T gives a result, and O(SIT)
gives 0 as the result when being applied to x , the machine T does not give a result. Note that it is possible to realize
such an oracle O(SIT) by an inductive Turing machine of the first order or by a structured memory [9,10].
We build an inductive Turing machine D with the oracle O(SIT) such that D computes the function IC(x), contains
a generator G for the sequence x0, x1, . . . , xn, . . ., of all words in the alphabet A and a copy of a universal inductive
Turing machine U . We can assume, that machine U has a countable number of working and output tapes and given
input (xn , c(T )), the machine U processes it on the working tape with number n and gives output on the output tape
with number n (see [10, Section 4.3.1]).
The machine D functions in the following way. Given x and the code c(T ) of T as an input, the generator G
produces the word x0 and the machine D checks with the help of the oracle O(SIT) if being applied to x0, the machine
T gives a result. If the answer is yes, the machine D sends the pair (x0, c(T )) toU . The machineU simulates one step
of the machine T with input x0. After this, the generator G produces the word x1 and the machine D checks with the
help of the oracle O(SIT) if being applied to x1, the machine T gives a result.
If being applied to x0, the machine T does not give a result, the generator G produces the word x1. After this, the
machine D checks with the help of the oracle O(SIT) if being applied to x1, the machine T gives a result.
If being applied to x1, the machine T gives a result, the machine D sends the pair (x1, c(T )) to U . The machine U
simulates two steps of the machine T with input x1. If before the machine U , was working with x0, makes one more
step for the input x0. The same process repeats for all x0, x1, . . . , xn, . . ..
When U writes some word z on the output tape with a number k, this word is compared to x . When z = x , D
writes the number l(xk) in its output tape and U continues computations, making one more step for all words starting
with x0 and adding one new word from the list x0, x1, . . . , xn, . . .. If in this process, the word x appears on several
output tapes of U , D chooses the least number (say t) of those tapes and writes the number l(xt ) in its output tape.
The machine U works only with inputs for which T gives a result. Consequently, the lengths l(xk) of those xk for
which T (xk) is not equal to x disappear from the output tape of D. As D each time it writes l(xk) to its output tape
chooses the least number of the tape with x , D computes the function IC(x).
(b) implies (a):
Let us assume that we have an oracle O(IC) such that, given a word x , O(IC) produces the value IC(x). We define
IC(n) = max {IC(x); l(x) = n}. Then with a Turing machine that has the oracle O(IC), we can compute the function
IC(n). Thus, we can assume from the beginning that we have an oracle O(IC) that contains (produces) values IC(n)
for all n = 0, 1, 2, 3, . . ..
To continue the proof, we need the following result.
Lemma 3. If being applied to a word x, an inductive Turing machine T of the first order gives a result, then there is a
recursively computable number cT such that the number of steps (time) t it takes T to reach the stable output satisfies
the inequality IC(t) < l(x)+ cT .
Proof. We build an inductive Turing machine M such that, given x as its input, M computes the number of steps (time)
t it takes T to reach the stable output and M gives no result when T gives no result with input x . Such a machine M
consists of three components: a copy of a universal inductive Turing machineU of the first order, a Turing machine C
that counts steps of the machine U , and a Turing machine D such that, given x , combines it with the code c(T ) of the
machine T and feeds this pair to the copy of U . The machine U simulates functioning of T with the input x , and C
that counts steps of the machine U . When U writes (makes changes) in its output tape LO , machine C compares the
new content of LO with the previous content. If the content of LO changes, C writes the counted number of steps in
to the output tape of the machine M . Otherwise, C writes nothing to the output tape of the machine M .
Consequently, the output of M stabilizes if and only if the output of T stabilizes and the result of M is equal to
the number of steps t it takes T to reach the stable output. By the definition of inductive algorithmic complexity,
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ICM (t) 6 l(x). By Theorem 4, IC(t) 6 ICM (t) + cM 6 l(x) + cM . In this inequality, the number cM is
recursively computable from a description of the machine T . Indeed, as it is demonstrated in [10], it is possible
to take cM = 2l(c(M))+ 1 where c(M) is the standard description (codification) of the machine M . As the machine
M is constructively built in a finite number of steps from a description of the machine T , its description c(M) is
also constructively built in a finite number of steps from a description of the machine T . Consequently, the number
2l(c(M))+ 1 is recursively computable from a description of the machine T . Now we can take cT = cM .
Lemma is proved. 
Corollary 3. If being applied to a word x, a Turing machine T gives a result, then there is a recursively computable
number cT such that the number of steps (time) t it takes T to halt satisfies the inequality C(t) < l(x)+ cT .
Corollary 4. If being applied to a word x, a Turing machine T with an oracle for a set X gives a result, then there
is a recursively computable number cT such that the number of steps (time) t it takes T to halt satisfies the inequality
C(t/X) < l(x)+ cT .
To continue the proof of Theorem 7, let us consider the function mIC(x) = min {IC(y); l(y) > l(x)}. Because
mIC(x) 6 IC(x) for all x , Lemma 3 implies that mIC(t) 6 l(x)+ cT . Thus, if T working with input x , makes t steps
(where t satisfies the condition mIC(t) > l(x) + cT ) and does not stabilize, then T does not give a result. Really,
when T gives a result, then by Lemma 3, we have mIC(t) 6 l(x)+ cT .
By the definition, inductive computability of IC(x) implies inductive computability of mIC(x) as IC(x) → ∞
when l(x) →∞. Indeed, we consider inductive Turing machines of the first order with an oracle O(IC) that contains
all values of the function IC(x). To compute mIC(x), such a machine Q finds (from the oracle) the value IC(x) and
produces it as its first output. Then Q finds the number of x in the list x0, x1, . . . , xn, . . . and starts taking values of
IC(y) for all y with numbers larger than the number of x . These values are compared to the last output of Q. When
the new value is equal or larger than the last output, the machine Q takes the next values of IC(y) from the oracle
O(IC). When the new value is less than the last output, the machine Q gives this value as the new output. As it is
proved in [9], IC(x) → ∞ when l(x) → ∞. So, at some moment of computation the output of Q stabilizes and it
will be the value mIC(x).
This allows us to build an inductive Turing machine H of the first order such that, given a word x and the code
c(T ) of an inductive Turing machine T of the first order, the machine H gives 1 as its result when being applied to x ,
the machine T gives a result, and H gives 0 as its result when being applied to x , T does not give a result. Machine
H works in the following way. With a copy of a universal inductive Turing machine U of the first order, H simulates
functioning of T with input x . After each step of U , the machine H finds the value mIC(t) for the number t of steps
made by U . Each time when U changes its output at a step t and mIC(t) 6 l(x)+ cT , the machine H writes 1 on its
output tape. If U stops changing its output when mIC(t) 6 l(x)+ cT , then the machine T with the input x stabilizes
and gives the final result. When U changes its output at some step t and mIC(t) becomes larger than l(x) + cT , the
machine H writes 0 on its output tape because by Lemma 3, U will never stop changing its output. Thus, Lemma 3
implies that the machine H has necessary properties.
Thus, (b) implies (a) and problems (a) and (b) are equivalent.
2. Equivalence of (b) and (c).
(b) implies (c):
To prove this implication, we need to take an oracle O(IC) that computes the function IC(x) and to build an
inductive Turing machine D of the first order with this oracle O(IC) such that D computes the relative algorithmic
complexity C(x/0′).
As the set 0′ is enumerable, there is a Turing machine A that produces all elements from 0′ in a form of a list
x1, x2, . . . , xn, . . .. This allows an inductive Turing machine of the first order to simulate a Turing machine with an
oracle for 0′. Let us take a Turing machine T with an oracle for 0′ and build an inductive Turing machine C of the
first order that contains a component V equivalent to T without the oracle and another component W equivalent to A.
The machine C works in cycles, tentatively giving output only after it ends a cycle. We fix some number r and
define that the nth cycle ends if either C makes nr steps in this cycle or the simulator V of the machine T halts or C
comes to a reading from the oracle tape.
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In the first cycle, given a word x , the machine C starts simulating the Turing machine T with input x . If it halts
without taking information from the oracle, then C gives the result of T as its output. When T uses the oracle for the
first time to find whether a word z1 belongs to the set 0′, the machine C goes to the component W and obtains the
first element x1 from the list x1, x2, . . . , xn, . . .. If x1 = z1, the machine C continues its work as in the case when the
answer from the oracle was 1. If x1 6= z1, the machine C continues its work as in the case when the answer from the
oracle was 0. If it halts without another utilization of the oracle, then C gives the obtained result of T as its output.
If C comes to the next reading from the oracle, instead of doing this, C gives the output 1 and starts the next cycle.
If the machine C makes n steps and the simulator V does not halt, C also gives the output 1 and starts the next (i.e.,
second) cycle.
In the second cycle, the machine C starts simulating the Turing machine T with input x . If it halts without taking
information from the oracle, then C gives the result of T as its output. When T uses the oracle for the first time to find
whether a word z1 belongs to the set 0′, the machine C goes to the component W and obtains two first elements x1
and x2 from the list x1, x2, . . . , xn, . . .. If x1 = z1 or x2 = z1, the machine C continues its work as in the case when
the answer from the oracle was 1. If x1 6= z1 and x2 6= z1, the machine C continues its work as in the case when the
answer from the oracle was 0. If it halts without another utilization of the oracle, then C gives the obtained result of
T as its output.
When C comes to the second reading from the oracle to find whether a word z2 belongs to the set 0′, instead of
doing this, the machine C goes to the component W and once more obtains two first elements x1 and x2 from the list
x1, x2, . . . , xn, . . .. If x1 = z2 or x2 = z2, the machine C continues its work as in the case when the answer from the
oracle was 1. If x1 6= z2 and x2 6= z2, the machine C continues its work as in the case when the answer from the
oracle was 0. If it halts without another utilization of the oracle, then C gives the obtained result of T as its output. If
C comes to the next reading from the oracle tape, instead of doing this, C gives the output 0 and starts the next cycle.
If the machine C makes 2n steps and the simulator V does not halt, C also gives the output 0 and starts the next (i.e.,
third) cycle.
This process continues infinitely. When it is necessary to start a new cycle and the simulator V has not halted, the
machine C gives the output 0 in even cycles and the output 1 in odd cycles.
If given the word x , the Turing machine T with an oracle for 0′ obtains some result y, it means that T stopped after
a finite number of steps. This can include only finite number of reading from the oracle tape. Thus, in its work, the
machine C needs to check a finite number of elements z1, z2, . . . , zk whether they belong to the set 0′ or not. Because
the list x1, x2, . . . , xn, . . . contains all elements from 0′, in some cycle m, the machine C will have the correct answer
to this question for all z1, z2, . . . , zk . Then either the machine C halts in this cycle and gives the same result as the
Turing machine T with an oracle for 0′ and input x or the simulator V of the machine T does not halt. In the latter
case, C continues to do its cycles each time changing the output from 1 to 0 and backward. As a result, the machine
C also does not give a result. In such a way, the inductive Turing machine C of the first order simulates the Turing
machine T with an oracle for 0′.
Now we can build an inductive Turing machine D of the first order with this oracle O(IC) such that D computes
the relative algorithmic complexity C(x/0′). Theorem 6(b) from [15] implies that if there is a limiting recursive
function f (x) such that if z = f (x) and C( f ) < n, then C(z/0′) < n + c for some number c that can be computed
by a Turing machine. Here C( f ) = min {l(p);U (p, x) = f (x)} for a universal Turing machine U . By Theorem
4.2.5 from [10], any inductive Turing machine of the first order computes some limiting recursive function. Thus, if
IC(z) < n, then there is a limiting recursive function f (x) such that if z = f (x) and C( f ) < n. Consequently, C(z/0′)
< n + c.
Taking some universal Turing machine U0
′
with an oracle for 0′, we build an inductive Turing machine C of the
first order that simulates the Turing machine U 0
′
. Then we take an inductive Turing machine D of the first order that
has: an alphabet B that includes two symbols (e.g., # and *) that do not belong to the alphabet A of the machine
U 0
′
; an oracle O(IC) for the function IC(x); and a component Q that has the same structure as the machine C . The
machine Q is controlled by the same algorithm as the machine C , but after finishing one cycle and starting the next
one, Q gives the output # instead of 1 and * instead of 0. The inductive Turing machine D functions according to the
following algorithm.
Given the word z, the machine D goes to the oracle O(IC) and finds the value IC(z). If IC(z) = n, the machine
D finds a number c such that C(z/0′) < n + 1 + c = m. It is possible as the number c that can be computed
by a Turing machine. The inequality C(z/0′) < m means that the value C(z/0′) is achieved at some word x with
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the length less than m. Thus, the machine D takes all words x0, x1, . . . , xk with the length less than m and starts
concurrently computing U 0
′
(x0), U 0
′
(x1), . . . ,U0
′
(xk), using the simulator Q of the machine C . As we consider
sequential machines, concurrency is virtual. When the first of these values, say, U 0
′
(xi ), is obtained, D compares this
value to z. If U 0
′
(xi ) = z, the machine D gives the output l(xi ). If U 0′(xi ) 6= z, the machine D gives no output.
As C(x/0′) is a total function (cf., for example, [10]), at some step, the machine D gives some output. After this, each
time the value U 0
′
(x j ) is obtained, D compares this value to z. If U 0
′
(x j ) 6= z, the machine D gives no output. If
U 0
′
(xi ) = z, the machine D compares l(x j ) to the previous output, say, p. If l(x j ) < p, D gives the new output l(x j ).
Otherwise, the machine D gives no output. In such a way, the inductive Turing machine D of the first order with this
oracle O(IC) computes the value C(z/0′).
Implication (b)⇒ (c) is proved.
(c) implies (b):
To prove this implication, we need to take an oracle O(C0′) that computes the function C(x/0′) and to build an
inductive Turing machine D of the first order with this oracle O(C0′) such that D computes the inductive algorithmic
complexity IC(x). Let us show how to do this for an arbitrary word z. Theorem 6(a) from [15] implies that if
C(z/0′) < n, then there is a limiting recursive function f (x) such that if z = f (x) and C( f ) < n + c for
some number c that can be computed by a Turing machine. By Theorem 4.2.5 from [10], any limiting recursive
function f (x) can be represented by an inductive Turing machine M of the first order so that M that computes
the same function f (x). Consequently, there is an inductive Turing machine F of the first order that computes
the f (x). By Theorem 4, there is a number cF such that IC(z) 6 C( f ) + cF . Thus, we have IC(z) < m where
m = n + c + cF . It means that to find IC(z), it is necessary to check only words the length of which is less
than m.
Let us take a universal inductive Turing machine U of the first order. Then IC(z) is equal to the length of the
minimal word x for which U (x) = z. By Lemma 3, if being applied to a word x , an inductive Turing machine U of
the first order gives a result, then there is a recursively computable number cU such that the number of steps (time) t it
takesU to reach the stable output satisfies the inequality IC(t) < l(x)+cU . As l(x) < m, we have IC(t) < m+cU . To
find a set T that contains all such numbers t , we take k = m + cU . Then by Theorem 6(b) from [15], C(t/0′) < k + c
for some number c that can be computed by a Turing machine. Adding the oracle O(C0′) to the machine U , we or an
inductive Turing machine Q can find the largest number tm for which the inequality C(tm/0′) < k + c is true because
the function C(t/0′) tends to infinity when t tends to infinity.
Now it is possible to take an inductive Turing machine D of the first order that contains k + 1 copies of a
universal inductive Turing machine U and to let the machine D work with all words x0, x1, . . . , xk with the length
less than m in a virtually parallel mode, that is, when each copy of U works with its own input. After each of
the copies of the machine U makes tm steps, D gives the length of the least word xi for which the output of the
corresponding copy of U after tm steps was z as its output. However, after more steps the output of the copy of
U that works with the input xi can change. It means, by Lemma 3, that U does not give a result for this output.
That is why, each time when the output of U with the least word xi changes, the machine D gives a new output
equal the length of that least word x j for which the output was z and have not changed. Because IC(x) is a total
function [9], at some moment the output of D becomes equal to IC(z) and is not changing. In such a way, the machine
D computes the function IC(x) when the number tm is given. However, this assumption makes D an inductive Turing
machine of the second order because inductive Turing machine Q computes tm in the inductive and not recursive
mode.
To organize computations of the function IC(x) by an inductive Turing machine of the first order, we add Q to D
as its component (subprogram) and build a new machine C . Given an input z to the machine C , at first the machine Q
starts computing tm . When Q gives its first output t1 (the first candidate for tm), C switches the control to D, which
starts its computation, while Q continues to work. When Q changes its output t , the machine D starts its computation
from the very beginning, going into a new cycle. However, at some moment, Q gives the correct number tm and does
not change its out after this. The cycle that the machine D starts after this is not interrupted and gives the value IC(z)
as the result of the machine C . Because both inductive Turing machinesQ and D have the first order and work in a
(virtually) parallel mode, C is also an inductive Turing machine of the first order.
Implication (c)⇒ (b) is proved.
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3. Equivalence of (a) and (c).
(a) implies (c):
To prove this implication, we need to take an oracle O(SIT) that solves the problem (a) and to build an inductive
Turing machine D of the first order with this oracle O(SIT) such that D computes the relative algorithmic complexity
C(x/0′). To do this, we use the property that for a universal Turing machine U0′ with an oracle for 0′, it is possible to
build an inductive Turing machine C of the first order that simulates the Turing machine U 0
′
. This is demonstrated in
the proof of the implication (b)⇒ (c).
To find the value C(z/0′) for a given element z, we correspond to the machine C another inductive Turing machine
Cz of the first order such that Cz gives a result if and only if the result of C is equal to z. At first, we assume that z is
neither 1 nor 0. Given a word x , machine Cz simulates C but when C produces some output, the machine Cz checks
whether this output a is equal to z. When a = z, the machine Cz gives the same output. When a 6= z, the machine
Cz gives 1 as its output if it is the first output or the previous output was 0. In the case when the previous output was
1, the machine Cz gives 0 as its output. The definition of inductive Turing machines of the first order implies that Cz
gives a result if and only if the result of C is equal to z and the only possible result of Cz is z. When z is either 1 or 0
(e.g., 1), in the definition of the output of Cz , another word is used instead of z (e.g., 00 instead of 1).
It is possible to build the inductive Turing machine Cz in constructive way. Thus, it is possible to build an inductive
Turing machine D of the first order the oracle O(SIT) such that receiving some word z as its input the machine
D constructs the inductive Turing machine Cz . Then D generates the list x0, x1, . . . , xn, . . . of all lexicographically
ordered words in the alphabet A (cf. proof of Theorem 6) and starts checking with the help of the oracle O(SIT) if Cz
gives a result for the input xi for i = 0, 1, 2, 3, . . .. As the words x0, x1, . . . , xn, . . . are lexicographically ordered, the
length of the first word xi for which Cz gives a result is the value C(z/0′).
Implication (a)⇒ (c) is proved.
(c) implies (a):
To prove this implication, we need to take an oracle O(C0′) that computes the function C(x/0′) and to build an
inductive Turing machine D of the first order with this oracle O(C0′) such that D solves the problem (a).
Given a word x and the code c(T ) of an inductive Turing machine T , we have by Lemma 3, that being applied to
x , the machine T of the first order gives a result only when there is a recursively computable number cT such that the
number of steps (time) t it takes T to reach the stable output satisfies the inequality IC(t) < l(x)+ cT .
In the proof of the implication (c) ⇒ (b), it is demonstrated how to build an inductive Turing machine Q of the
first order with the oracle O(C0′) with the following property. The machine Q can find a number tm such that all t that
satisfy the inequality IC(t) < l(x)+ cT are less than tm . Then we combine the machine Q with a universal inductive
Turing machineU in a new inductive Turing machine D of the first order, construction of which is similar to one used
in the proof of the implication (c)⇒ (b). In this machine D, the machine U simulates functioning of T with the input
x , while the machine Q computes tm . When Q produces a new candidate ti for tm , the machine U starts a new cycle
of simulation. With each output ofU simulating T , the machine D gives the output 1 if the new output ofU coincides
with its previous output and 0 when it does coincide. When in the cycle number i , the machine U changes its output
after ti steps, the machine D gives the output 0 and does not change it in this cycle. As at some step, the machine Q
gives the correct number tm , the result of D is equal to 1 when the machine T gives a result and is equal to 0 when the
machine T does not give a result. This concludes the proof of the implication (c)⇒ (a).
Theorem 7 is proved. 
Theorem 7 gives new proofs to the following results.
Corollary 5 ([9]). The inductive algorithmic complexity IC(x) is inductively noncomputable.
Corollary 6. The problem of being an elegant inductive program, i.e., an elegant program for an inductive Turing
machine of the first order, is inductively undecidable.
Using results from [1,3], it is possible to obtain additional equivalency relations between other algorithmic
problems.
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5. Conclusion
We have demonstrated that several algorithmic problems for Turing machines and inductive Turing machines are
equivalent to recursive computability of recursive algorithmic complexity, as well as the stabilizing (result giving)
problem and some other algorithmic problems for inductive Turing machines are equivalent to inductive computability
of inductive algorithmic complexity.
At the same time, it is interesting to consider the following related problems.
1. Is recursive computability of recursive algorithmic complexity equivalent to such algorithmic problems as:
decidability by inductive Turing machines of the first order if a Turing machine gives no result for a finite number
of inputs or decidability by inductive Turing machines of the first order if a Turing machine gives results only for
a finite number of inputs?
2. What other algorithmic problems for inductive Turing machines are equivalent to inductive computability of
inductive algorithmic complexity?
3. What equivalencies exist between algorithmic problems for inductive Turing machines higher (than the first)
orders?
In addition, it would be interesting to study inductive Turing machines with oracles and to develop a hierarchy of
inductively computable and inductively decidable sets related to these machines.
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