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Abstract
The equation of the spin- 1
2
particles in the Friedmann-Lemaˆıtre-Robertson-Walker spacetime is inves-
tigated. The retarded and advanced fundamental solutions to the Dirac operator and generalized Dirac
operator as well as the fundamental solutions to the Cauchy problem are written in explicit form via the
fundamental solution of the wave equation in the Minkowski spacetime.
0 Introduction
In this article we derive fundamental solutions of the Dirac operator in the curved spacetime of the Friedmann-
Lemaˆıtre-Robertson-Walker (FLRW) models of cosmology. More precisely, we derive in explicit form the
retarded and advanced fundamental solutions to the Dirac operator as well as the fundamental solutions to
the Cauchy problem via the fundamental solution of the wave equation in the Minkowski spacetime.
The metric tensor in the spatially flat FLRW spacetime is
(gµν) =


1 0 0 0
0 −a2(t) 0 0
0 0 −a2(t) 0
0 0 0 −a2(t)

 , µ, ν = 0, 1, 2, 3.
We will focus on the de Sitter space with the scale factor a(t) = eHt (see, e.g., [18]) that is modeling the
expanding or contracting universe if H > 0 or H < 0, respectively. The curvature of this space is −12H2.
The Dirac equation in the de Sitter space is (see, e.g., [6])(
iγ0∂0 + ie
−Htγ1∂1 + ie
−Htγ2∂2 + ie
−Htγ3∂3 + i
3
2
Hγ0 −mI4
)
ψ = f , (0.1)
where the contravariant gamma matrices are (see, e.g., [5, p. 61])
γ0 =
(
I2 0
0 −I2
)
, γk =
(
O2 σ
k
−σk O2
)
, k = 1, 2, 3 .
Here σk are Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
,
and In, On denote the n × n identity and zero matrices, respectively. In this article we present in explicit
forms the fundamental solutions of the Dirac operator in the de Sitter spacetime.
The general approach to the study of the Dirac operator in the curved spacetime can be described as
follows. (See, e.g., [19, Sec.5.6].) Denote the Lorenzian metric tensor
(ηµν ) =
(
1 0
0 −I3
)
and by γµ(x) the matrices, which are defined by
γµ(x)γν(x) + γν(x)γµ(x) = 2gµν(x) ,
while γ
ν
(x) = gνµ(x)γ
µ(x). Here and henceforth, Einstein summation convention over repeated indexes is
employed. The covariant derivative of a spinor field ψ is
∇µψ ≡ (∂µ − Γµ)ψ ,
where the spinorial affine connections Γµ(x) are matrices, which are defined by the annihilating of the
covariant derivative of the γ-matrices,
∇µγν ≡ ∂µγν − Γ
λ
µνγλ − Γµγν + γνΓµ = 0 ,
and Γλµν are affine connections determined by the metric g. Then the covariant Dirac equation in the curved
spacetime reads (
iγµ(x)∇µ −m
)
ψ(x) = 0 .
The following identity
γµ∇µ
(
γν∇νψ
)
=
1√
|g|∇µ
(√
|g|gµν∇ν
)
− 1
4
R , (0.2)
where |g| = |det (gµν)|, establishes a relation between the Dirac operator, spinorial D’Alembert operator
and the scalar curvature R. (See, e.g., [23, Eq. (74)], [19, Sec. 3.9].) Hence, if EKG(x, x′) is a fundamental
solution to the spinorial Klein-Gordon operator,(
1√
|g|∇µ
(√
|g|gµν∇ν
)
− 1
4
R+m2
)
EKG (x, x′) = δ (x, x′) I4 , (0.3)
then
E (x, x′) := − (iγµ∇µ +m) EKG(x, x′) (x, x′)
is the fundamental solution to the Dirac operator:(
iγµ∇µ −m
) E (x, x′) = δ (x, x′) I4 .
In this paper we modify the factorization (0.2). For the first factor we put the operator of (0.1) and then
choose an appropriate second factor that leads to the diagonal 4×4 operator matrix containing scalar Klein-
Gordon operators with the modified complex-valued mass terms. Thus, in order to construct fundamental
solution to the Dirac operator the only things that remain are to find an explicit form for the fundamental
solution to the Klein-Gordon operator in the curved spacetime and an explicit form for the spin connection.
Obviously, the Klein-Gordon operator of (0.3) has variable coefficients with the spinorial structure that
makes difficult finding of the explicit representation of the fundamental solutions. The explicit form of the
fundamental solutions to the scalar Klein-Gordon operator in the curved spacetime is an interesting and
difficult problem in its own right. For some FLRW models such fundamental solutions were recently written
via special integral transform in terms of the solution to the scalar wave equation in the Minkowski spacetime.
For more details we refer the reader to [29, 31].
At the same time a straightforward approach to the Dirac operator based on the separation of variables
that was refraining from an explicit factorization led to some important sets of the exact solutions to the
Dirac equation in FLRW spaces. (See, e.g., [6, 7, 10, 14, 26].) In particular, in [7] are investigated the
hydrogen atom, the Dirac-Morse oscillator, and the Dirac particle in a curved spacetime with the metric
ds2 = e2f(r)dt2 − e2g(r)dr2 − r2dθ2 − r2 sin2 θdφ2.
2
Since time of publication of the articles by Fock [11] and Schro¨dinger [23], many exact solutions of the
Dirac equation in the de Sitter spacetime were obtained (see, e.g., [6, 14, 15, 32] and bibliography therein).
These exact solutions are products of functions depending of single variable of time, radial and angular
variables. They are produced by the separation of variables approach. Separation of variables in the Dirac
equation was possible because of the simple form taken by the metric tensor in FLRW models, and a selection
of the comoving frame.
The construction of a quantum field theory in curved spacetimes and the definition of a quantum vacuum
demand a detailed investigation of the solutions of relativistic equations in curved backgrounds. (See, e.g.,
[4].) The explicit formulas for all solutions and, in particular, for the fundamental solutions of those equations
may contribute in the resolving of that challenging problem.
Although the exact solutions obtained by separation of variables approach answer to some very interesting
questions of physics (see, e.g., [6, 8, 10, 14, 16] and bibliography therein) in the de Sitter spacetime, the
explicit formulas for all solutions and the fundamental solutions were remaining open. Our paper fills that
gap and presents the fundamental solutions and the solutions to the Cauchy problem via classical formulas
for the wave equation in the Minkowski spacetime and the certain integral transform involving the Gauss’s
hypergeometric function in the kernel. One can regard the integral transform as an analytical mechanism
that from the massless filed in the Minkowski spacetime generates massive particle in the curved spacetime.
As it is shown in Section 2 this mechanism exists even in the case of the vanishing cosmological constant
when it provides spin zero and spin 1/2 particles with the mass due to massless scalar filed. We note that
this mechanism appeals to some additional “time” variable.
Even though nowadays, numerical solutions of differential equations are available, in some cases a deep
understanding of properties of the solutions is possible only by the examination of the explicit formulas when
they are known. This is the case with the Huygens’ principle that is discussed in Section 5.
We start with the the fundamental solution to the Klein-Gordon operator in the FLRW model with the
de Sitter metric. Recall that a retarded fundamental solution (a retarded inverse) for the Dirac operator
(0.1) is a matrix operator Eret = Eret (x, t;x0, t0;m) that solves the equation(
iγ0∂0 + ie
−Htγℓ∂ℓ + i
3
2
Hγ0 −mI4
)
E (x, t;x0, t0;m) = δ (x− x0, t− t0) I4,
(x, t, x0, t0) ∈ R8, (0.4)
and with the support in the chronological future (“forward light cone”) D+(x0, t0) of the point (x0, t0) ∈ R4.
The advanced fundamental solution (propagator) Eadv = Eadv(x, t;x0, t0; m) solves the equation (0.4) and
has a support in the chronological past (“backward light cone”) D−(x0, t0). The forward and backward light
cones are defined as follows:
D± (x0, t0) :=
{
(x, t) ∈ R3+1; |x− x0| ≤ ± (φ(t) − φ(t0))
}
,
where φ(t) := (1−e−Ht)/H is a distance function. In fact, any intersection of D−(x0, t0) with the hyperplane
t = const < t0 determines the so-called dependence domain for the point (x0, t0), while the intersection of
D+(x0, t0) with the hyperplane t = const > t0 is the so-called domain of influence of the point (x0, t0). The
Dirac equation (0.1) is non-invariant with respect to time inversion and its solutions have different properties
in different direction of time.
For the construction of the fundamental solutions of the Dirac equation we use the fundamental solutions
of the Klein-Gordon equation in the de Sitter spacetime from [29, 31]. The Klein-Gordon equation for the
scalar field with the mass m in the de Sitter universe in the physical variables is:
1
c2
ψtt +
1
c2
3Hψt − e−2tH∆ψ + c
2m2
h2
ψ = 0 .
In fact, the function u = e
3
2
Htψ solves the Klein-Gordon non-covariant equation
1
c2
utt − e−2tH∆u −
(
9H2
4c2
− c
2m2
h2
)
u = 0 .
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For simplicity we set c = 1 and h = 1. We recall (see [29, 31]) the fundamental solutions of the Klein-Gordon
equation in the de Sitter spacetime. For (x0, t0) ∈ Rn × R, M ∈ C, we define the function
E(x, t;x0, t0;M) := H
n−14−
M
H eM(t0+t)
((
e−Ht0 + e−Ht
)2 − (x− x0)2)MH − 12
×F
(
1
2
− M
H
,
1
2
− M
H
; 1;
(
e−Ht − e−Ht0)2 − (x− x0)2
(e−Ht + e−Ht0)
2 − (x− x0)2
)
,
where (x, t) ∈ D+(x0, t0) ∪D−(x0, t0) and F
(
a, b; c; ζ
)
is the hypergeometric function. When no ambiguity
arises, we use the notation x2 := |x|2 for x ∈ Rn. Thus, the function E depends on r2 = (x− x0)2/H2, and
we will write E(r, t; 0, t0;M) for E(x, t;x0, t0;M):
E(r, t; 0, t0;M) := H
n−14−
M
H eM(t0+t)
((
e−Ht0 + e−Ht
)2 − (Hr)2)MH − 12
×F
(
1
2
− M
H
,
1
2
− M
H
; 1;
(−e−Ht + e−Ht0)2 − (rH)2
(e−Ht + e−Ht0)
2 − (rH)2
)
. (0.5)
Let ∆ be the Laplace operator in Rn. For the Klein-Gordon non-covariant operator in the de Sitter spacetime
SKG = ∂2t − e−2Ht∆−M2 (0.6)
we define two fundamental solutions E±,KG(x, t;x0, t0;M) (= E±,KG(x−x0, t; 0, t0;M)) as the distributions
E±,KG ∈ D′(R2n+2) with supports in the cones D±(x0, t0), x0 ∈ Rn, t0 ∈ R, supp E±,KG ⊆ D±(x0, t0), by(
∂2t − e−2Ht △−M2
) E±,KG(x, t;x0, t0;M) = δ(t− t0)δ(x − x0) .
Since all formulas for the contracting universe are evident modifications of ones for the expanding universe,
in order to avoid unnecessary complications in the formulas, henceforth we restrict ourselves to the case of
H > 0. According to [29, 31], if x ∈ Rn andM ∈ C, then for the operator SKG (0.6) the retarded fundamental
solution (retarded propagator) E+,KG(x, t;x0, t0;M) (= E+,KG(x − x0, t; 0, t0;M)) with support in the
forward cone D+(x0, t0), x0 ∈ Rn, t0 ∈ R, supp E+,KG ⊆ D+(x0, t0), is given by the following integral
E+,KG(x, t;x0, t0;M) = 2
∫ φ(t)−φ(t0)
0
E(r, t; 0, t0;M)Ew(x− x0, r) dr , t > t0.
Here the distribution Ew(x, t) is a fundamental solution to the Cauchy problem for the wave equation in the
Minkowski spacetime
Ewtt −△Ew = 0 , Ew(x, 0) = δ(x) , Ewt (x, 0) = 0 .
The fundamental solution (advanced propagator) E−,KG(x, t;x0, t0) (= E−,KG(x− x0, t; 0, t0)) with support
in the backward cone D−(x0, t0), x0 ∈ Rn, t0 ∈ R, supp E−,KG ⊆ D−(x0, t0), is given by the following
integral
E−,KG(x, t;x0, t0;M) = −2
∫ 0
φ(t)−φ(t0)
E(r, t; 0, t0;M)Ew(x− x0, r) dr , t < t0.
We remind that (see, e.g., [24]) if n is odd, then
Ew(x, t) := 1
ωn−11 · 3 · 5 . . . (n− 2)
∂
∂t
(
1
t
∂
∂t
)n−3
2 1
t
δ(|x| − t) ,
while for the even n we have
Ew(x, t) := 2
ωn−11 · 3 · 5 . . . (n− 1)
∂
∂t
(
1
t
∂
∂t
)n−2
2 1√
t2 − |x|2χBt(x) .
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Here χBt(x) denotes the characteristic function of the ball Bt(x) := {x ∈ Rn; |x| ≤ t}. The constant ωn−1 is
the area of the unit sphere Sn−1 ⊂ Rn. The distribution δ(|x| − t) is defined by
〈δ(| · | − t), ψ(·)〉 =
∫
|x|=t
ψ(x)dx for ψ ∈ C∞0 (Rn) .
Denote
M+ =
1
2
H + im, M− =
1
2
H − im .
Let Eret,KG be a matrix with the operator-valued entries (Eret,KG (x, t;x0, t0;m))ij defined as follows
Eret,KG (x, t;x0, t0;m) :=
( E+,KG(x, t;x0, t0;M+)I2 0
0 E+,KG(x, t;x0, t0;M−)I2
)
.
Let eH· be the operator multiplication by eHt. The next theorem gives in the explicit form fundamental
solutions of the the Dirac operator in the de Sitter spacetime via the fundamental solutions of the wave
operator in the Minkowski spacetime.
Theorem 0.1 The fundamental solution Eret = Eret (x, t;x0, t0;m) of the Dirac operator in the de Sitter
spacetime
D = iγ0∂0 + ie−Htγ1∂1 + ie−Htγ2∂2 + ie−Htγ3∂3 + i3
2
Hγ0 −mI4
is given by the following formula
Eret (x, t;x0, t0;m)
= −e−Ht
(
iγ0∂0 + ie
−Htγk∂k − iH
2
γ0 +mI4
)
Eret,KG (x, t;x0, t0;m) [eH·] .
The similar representation holds for the advanced propagator. The next theorem gives the representation
formulas for the solutions of the Cauchy problem. We introduce the operator G(x, t,Dx;M) by
G(x, t,Dx;M)[f ]
= 2
∫ t
0
db
∫ φ(t)−φ(b)
0
E(r, t; 0, b;M)
∫
Rn
Ew(x− y, r)f(y, b) dy dr, f ∈ C∞0 (Rn+1) .
Next, we define the kernel function
K1(r, t;M) := E(r, t; 0, 0;M)
and the operator K1(x, t,Dx;M) as follows:
K1(x, t,Dx;M)ϕ(x) = 2
∫ φ(t)
0
K1(s, t;M)
∫
Rn
Ew(x− y, s)ϕ(y) dy ds , ϕ ∈ C∞0 (Rn).
Theorem 0.2 A solution to the Cauchy problem

(
iγ0∂0 + ie
−Htγk∂k + i
3
2
Hγ0 −mI4
)
Ψ(x, t) = F (x, t) ,
Ψ(x, 0) = Φ(x) ,
is given by the following formula
Ψ(x, t) = −e−Ht
(
iγ0∂0 + ie
−Htγk∂k − iH
2
γ0 +mI4
)
×
[( G(x, t,Dx;M+)I2 0
0 G(x, t,Dx;M−)I2
)
[eH·F ]
+iγ0
( K1(x, t,Dx;M+)I2 0
0 K1(x, t,Dx;M−)I2
)
[Φ]
]
.
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Corollary 0.3 In particular, for the massless particle (e.g., neutrino [5, 8, 14]) M+ = M− =
1
2H the last
formula simplifies to the following one
Ψ(x, t) = −H2e−Ht
(
iγ0∂0 + ie
−Htγk∂k − iH
2
γ0
)
×eH2 t
[∫ t
0
(∫ φ(t)−φ(b)
0
∫
Rn
Ew(x− y, r)F (y, b) dy dr
)
e
3H
2
bdb
+iγ0
∫ φ(t)
0
∫
Rn
Ew(x− y, r)Φ(y) dy dr
]
.
In fact, for the massless filed the kernel functions are simplified to
E
(
r, t; 0, t0;
H
2
)
=
1
2
H2e
H
2
(t0+t) , K1
(
r, t;
H
2
)
=
1
2
H2e
H
2
t (0.7)
and that proves the corollary.
As an application of the last theorem we test the solutions of the equation on the Huygensian behaviour
(see, e.g, [13]). The field equations satisfy Huygens’ principle if and only if the solution has no tail, that is,
it depends on the source distributions on the past null cone of the field only and not on the sources inside
the cone.
In the terms of the fundamental solutions the Huygens’ principle maintains that a delta-like impulse of
radiation travels on a sharp front propagating at the speed of light and reaches an observer all at once.
The Huygens principle is a fundamental aspect of the physics and the mathematics of the propagation of
waves. Huygens’ principle plays an important role in quantum field theory in curved spacetime. According
to Lichnerowicz [17] the support of the commutator-or the anticommutator-distribution, respectively, lies on
the null-cone if and only if Huygens’ principle holds for the corresponding wave equation.
According to Wunsch [27] the system for symmetric spinor fields with the spin s = 12 (n+1) (n = 0, 1, 2, . . .)
in four dimensional spacetime satisfies Huygens principle if and only if the spacetime has constant curvature.
The de Sitter spacetime has a constant curvature. In fact, dimension of the spacetime and the mass of the
field govern the Huygens’ principle. The following theorem shows that Huygens’ principle holds only for the
massless fields m = 0.
Theorem 0.4 If m = 0 and the generalized wave equation vtt −A(x, ∂x)v = 0 in the Minkowski spacetime
with the differential operator A(x, ∂x) obeys the Huygens’ principle, then the generalized Dirac equation(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + i
3
2
Hγ0 −mI4
)
Ψ = 0 ,
where A(x, ∂x), Ak(x, ∂x), k = 1, 2, 3, are the scalar operators with the properties
γkAk(x, ∂x)γ
jAj(x, ∂x) = −A(x, ∂x)I4 , (0.8)
obeys as well. Furthermore, the solution of the Dirac equation with the mass m ∈ R in the de Sitter spacetime
obeys the Huygens’ principle if and only if m = 0.
One can find more recent results on the Huygens’ principle in [9, 20, 25, 30].
The paper is organized as follows. In Section 1 we introduce the formulas for the solution of the gen-
eralized Klein-Gordon equation in the de Sitter and Minkowski spacetimes. In Section 3 we introduce
the generalized Dirac operator and show how the generalized Klein-Gordon operator in the de Sitter and
Minkowski spacetimes can be factorized into a product of two first-order matrix coefficients operators with
the generalized Dirac operator in the same spacetimes as the first factor. Examples of such factorizations
are also provided in that section. Section 4 is devoted to the completion of the proof of Theorem 0.1. An
application of the obtained formulas to the Huygens’ principle is given in Section 5.
6
1 Representation of the Solution of the Dirac equation in de Sitter
spacetime
Additional to (0.5) for M ∈ C we recall two more kernel functions from [29, 31]
K0(r, t;M) := −
[
∂
∂b
E(r, t; 0, b;M)
]
b=0
, (1.9)
K1(r, t;M) := E(r, t; 0, 0;M) . (1.10)
Then according to [31] the solution operator for the Cauchy problem for the scalar generalized Klein-Gordon
equation in the de Sitter spacetime(
∂20 − e−2HtA(x, ∂x)−M2
)
ψ = f, ψ(x, 0) = ϕ0(x), ψt(x, 0) = ϕ0(x) , (1.11)
is given as follows
ψ(x, t) = G(x, t,Dx;M)[f ] +K0(x, t,Dx;M)[ϕ0] +K1(x, t,Dx;M)[ϕ1] .
Here A(x, ∂x) is the differential operator A(x, ∂x) =
∑
|α|≤m aα(x)D
α
x and the coefficients aα(x) are C
∞-
functions in the open domain Ω ⊆ Rn, that is aα ∈ C∞(Ω). The kernels K0(z, t;M) and K1(z, t;M) can be
written in the explicit form as follows
K0(r, t;M) = −Hn−14−MH
(
(1 + e−Ht)2 −H2r2)MH − 52 et(−4H+M)
×
{
e−2Ht
(
(1 + e−Ht)2 −H2r2)(−e2Ht (H(HMr2 − 1) +M)+HeHt +M)
×F
(
1
2
− M
H
,
1
2
− M
H
; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)
2 −H2r2
)
+
1
H
(H − 2M)2e3tH (e−2Ht − (H2r2 + 1))
×F
(
3
2
− M
H
,
3
2
− M
H
; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)
2 −H2r2
)}
,
K1(r, t;M) := H
n−14−
M
H eMt
((
1 + e−Ht
)2 − (Hr)2)MH − 12
×F
(
1
2
− M
H
,
1
2
− M
H
; 1;
(
1− e−Ht)2 − (rH)2
(1 + e−Ht)
2 − (rH)2
)
.
To describe the operators G,K1 we recall the results of Theorem 1.1 [31]. For f ∈ C(Ω× I), I = [0, T ],
0 < T ≤ ∞, and ϕ0, ϕ1 ∈ C(Ω), let the function vf (x, t; b) ∈ Cm,2,0x,t,b (Ω × [0, (1 − e−HT )/H ] × I) be a
solution to the problem {
vtt −A(x, ∂x)v = 0 , x ∈ Ω , t ∈ [0, (1− e−HT )/H ] ,
v(x, 0; b) = f(x, b) , vt(x, 0; b) = 0 , b ∈ I, x ∈ Ω ,
(1.12)
and the function vϕ(x, t) ∈ Cm,2x,t (Ω× [0, (1− e−HT )/H ]) be a solution of the problem{
vtt −A(x, ∂x)v = 0, x ∈ Ω , t ∈ [0, (1− e−HT )/H ] ,
v(x, 0) = ϕ(x), vt(x, 0) = 0 , x ∈ Ω .
(1.13)
Then the function u = u(x, t) defined by
u(x, t) = 2
∫ t
0
db
∫ φ(t)−φ(b)
0
E(r, t; 0, b;M)vf (x, r; b) dr + e
t
2 vϕ0(x, φ(t))
+ 2
∫ φ(t)
0
K0(s, t;M)vϕ0(x, s)ds+ 2
∫ φ(t)
0
vϕ1(x, s)K1(s, t;M)ds, x ∈ Ω, t ∈ I,
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where φ(t) := (1 − e−Ht)/H , solves the problem{
utt − e−2HtA(x, ∂x)u −M2u = f, x ∈ Ω , t ∈ I,
u(x, 0) = ϕ0(x) , ut(x, 0) = ϕ1(x), x ∈ Ω .
Here the kernels E, K0 and K1 have been defined in (0.5), (1.9) and (1.10), respectively.
Remark 1.1 We stress here that the existence of the solutions in the problems (1.12) and (1.13) is assumed.
For the case of second-order elliptic operator A(x, ∂x) in order to guarantee existence of the solutions in the
problems (1.12) and (1.13) the initial data must be given in the domain {x ∈ Rn|dist(x,Ω) ≤ c}, where c > 0
due to the propagation phenomena.
Moreover, if EwA(x, t;x0) is a fundamental solution of the Cauchy problem for the massless equation (1.13)
in the spacetime without expansion, that is,{(
∂2t −A(x, ∂x)
) EwA(x, t;x0) = 0, x ∈ Rn , t ∈ I,
EwA(x, 0;x0) = δ(x− x0) , ∂tEwA(x, 0;x0) = 0, x ∈ Rn ,
then, the fundamental solutions E±,KG,A of the operator ∂2t − e−2HtA(x, ∂x)−M2 can be written as follows
E±,KG,A(x, t;x0, t0;M) = 2
∫ φ(t)−φ(t0)
0
E(r, t; 0, t0;M)EwA(x, r;x0) dr, when ± (t− t0) > 0
on their supports.
We mention here two important examples. The first one has A(x, ∂x) = ∆ and it is related to the problem
written in the Cartesian coordinates. The second one has the equation written in the spherical coordinates
(r, θ, φ). In the FLRW spacetime with the line element
ds2 = dt2 − e2Ht
(
1
1−Kr2 dr
2 + r2(dθ2 + sin2 θ dφ2)
)
(1.14)
the Klein-Gordon equation is
∂2t ψ + 3H∂tψ − e−2HtA(x, ∂x)ψ +m2ψ = 0 , (1.15)
where
A(x, ∂x) :=
√
1−Kr2
r2
∂
∂r
(
r2
√
1−Kr2 ∂ψ
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂ψ
∂θ
)
+
1
r2 sin2 θ
∂
∂φ
(
∂ψ
∂φ
)
is the Laplace-Beltrami operator in the spatial variables, where K = −1, 0, or +1, for a hyperbolic, flat,
or spherical spatial geometry, respectively. In the Cartesian coordinates in the metric (1.14) the covariant
Klein-Gordon equation reads (1.15), where (see [12, Example 2])
A(x, ∂x) = (1−Kx21)∂2x1 + (1−Kx22)∂2x2 + (1−Kx23)∂2x3 − 2Kx1x2∂x1∂x2
−2Kx1x3∂x1∂x3 − 2Kx2x3∂x2∂x3 − 3Kx1∂x1 − 3Kx2∂x2 − 3Kx3∂x3
= ∆−K(x1∂x1 + x2∂x2 + x3∂x3)2 −K(x1∂x1 + x2∂x2 + x3∂x3)
and x1∂x1 + x2∂x2 + x3∂x3 is the radial vector field.
We note here that the transition from the Laplace operator in Rn to more general operator A(x, ∂x)
allows us to consider more general equations than ones generated by the change of coordinates.
The function u = e
3
2
Htψ solves the generalized scalar Klein-Gordon equation
∂2t u− e−2tA(x, ∂x)u+
(
m2 − 9
4
H2
)
u = 0 .
The next theorem gives a representation of the solution of the Cauchy problem for the 4 × 4 system of the
generalized non-covariant Klein-Gordon equations with complex valued mass in the de Sitter spacetime.
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Theorem 1.2 Let a vector-valued function Ψ be a solution to the equation
(
∂20 − e−2HtA(x, ∂x)
)
I4Ψ+
(
mI4 − iH
2
γ0
)2
Ψ = F . (1.16)
Then its components Ψ0(x, t),Ψ1(x, t),Ψ2(x, t),Ψ3(x, t) can be written as follows: for i = 0, 1
Ψi(x, t) = G(x, t,Dx;M+)[Fi] +K0(x, t,Dx;M+)[Ψi(x, 0)] +K1(x, t,Dx;M+)[∂0Ψi(x, 0)],
while for k = 2, 3
Ψk(x, t) = G(x, t,Dx;M−)[Fk] +K0(x, t,Dx;M−)[Ψk(x, 0)] +K1(x, t,Dx;M−)[∂0Ψk(x, 0)].
Proof. Equation (1.16) can be written as follows(
∂20 − e−2HtA(x, ∂x) +m2 −
1
4
H2
)
I4Ψ− imHγ0Ψ = F.
We write the last equation in the components Ψ = (Ψ0,Ψ1,Ψ2,Ψ3)
T (AT means transposition of the matrix
A) as follows (
∂20 − e−2HtA(x, ∂x) +m2 −
1
4
H2 − imH
)
Ψi = Fi, i = 0, 1,(
∂20 − e−2HtA(x, ∂x) +m2 −
1
4
H2 + imH
)
Ψj = Fj , j = 2, 3 .
It remains to apply Theorem 1.1 [31]. Theorem is proved. 
The last theorem can be easily extended to the diagonal system of Klein-Gordon equations(
∂20 − e−2HtA(x, ∂x)
)
I4Ψ+MΨ = F , (1.17)
where A(x, ∂x) is a diagonal matrix of operators, while M is a constant diagonal matrix M = diag(Mi),
i = 1, . . . ,m, with the entries Mi ∈ C possibly depending on some parameters. Indeed, if we introduce the
diagonal matrices of the operators
(G(x, t,Dx;M))jk = δjkG(x, t,Dx;Mj),
(K0(x, t,Dx;M))jk = δjkK0(x, t,Dx;Mj), (K1(x, t,Dx;M))jk = δjkK1(x, t,Dx;Mj) ,
then the solution to the equation (1.17) is given by
Ψ(x, t) = G(x, t,Dx;M)[F ] +K0(x, t,Dx;M)[Ψ(x, 0)] +K1(x, t,Dx;M)[∂0Ψ(x, 0)].
Theorem 1.2 allows us to write solution of the generalized Dirac equation in the de Sitter spacetime. In
order to define that class of Dirac operators we note that the Dirac operator in the Minkowski spacetime
written in the Cartesian or curvilinear coordinates is a member of the family of operators of the form
iγ0∂0 + iγ
kAk(x, ∂x)−mI4,
where the operators Ak(x, ∂x) =
∑3
ℓ=1 akℓ(x)∂xℓ , k = 1, 2, 3, have variable coefficients depending on the
spatial variables. Having in mind the diagonal system of Klein-Gordon equations (1.17) and four diagonal
linearly independent matrices
I4, γ
0, γ1γ2 = −i
(
σ3 O2
O2 σ
3
)
, −iγ3γ0γ1γ2γ3 =
( −σ3 O2
O2 σ
3
)
,
we can then define generalized Dirac operator
iγ0∂0 + iγ
kAk(x, ∂x)−mI4
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by the condition
γkAk(x, ∂x)γ
jAj(x, ∂x) = −A(x, ∂x)I4 + B(x, ∂x)γ0 + C(x, ∂x)γ1γ2 +D(x, ∂x)γ3γ0γ1γ2γ3 (1.18)
imposed on, in general, the scalar pseudo-differential operators Ak(x, ∂x), A(x, ∂x), B(x, ∂x), C(x, ∂x), and
D(x, ∂x). For the purpose of this paper it suffices to consider the case of D(x, ∂x) = 0. Accordingly, we
define generalized Dirac operator in the de Sitter spacetime
iγ0∂0 + ie
−HtγkAk(x, ∂x) + i
3
2
Hγ0 −mI4 ,
where A(x, ∂x), Ak(x, ∂x), k = 1, 2, 3, are the scalar operators with the properties (0.8). Theorem 0.2 is a
particular case of the next theorem.
Theorem 1.3 Assume that A(x, ∂x), Ak(x, ∂x), k = 1, 2, 3, are the scalar operators with the properties
(0.8). Then the solution to the Cauchy problem

(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + i
3
2
Hγ0 −mI4
)
Ψ(x, t) = F (x, t),
Ψ(x, 0) = Φ(x)
(1.19)
is given as follows
Ψ(x, t) = −e−Ht
(
iγ0∂0 + ie
−HtγkAk(x, ∂x)− iH
2
γ0 +mI4
)
×
[( G(x, t,Dx;M+)I2 O2
O2 G(x, t,Dx;M−)I2
)
[eH·F ]
+iγ0
( K1(x, t,Dx;M+)I2 O2
O2 K1(x, t,Dx;M−)I2
)
[Φ(x)]
]
.
Proof. Indeed we can write
Ψ(x, t) = e−Ht
(
iγ0∂0 + ie
−HtγkAk(x, ∂x)− iH
2
γ0 +mI4
)
X , (1.20)
where
X = −
( G(x, t,Dx;M+)I2 O2
O2 G(x, t,Dx;M−)I2
)
[eH·F ]
+
( K1(x, t,Dx;M+)I2 O2
O2 K1(x, t,Dx;M−)I2
)
[(∂0X)(x, 0)]
and
X(x, 0) = 0, (∂0X)(x, 0) = −iγ0Φ(x) .
Then the substitution of (1.20) into the equation of (1.19) and the relation (0.8) together with Proposition 3.1
imply ((
∂20 − e−2HtA(x, ∂x) +m2 −
1
4
H2
)
I4 + imHγ
0
)
X = −eHtF .
Consequently, (
iγ0∂0 + ie
−HtγkAk(x, ∂x) + i
3H
2
γ0 −mI4
)
Ψ(x, t) =
=
(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + i
3H
2
γ0 −mI4
)
×e−Ht
(
iγ0∂0 + ie
−HtγkAk(x, ∂x)− iH
2
γ0 +mI4
)
X =
= −e−Ht
(
∂20 − e−2HtA(x, ∂x) +m2 −
1
4
H2 + imHγ0
)
X
= F .
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For the initial value of Ψ(x, 0) we have
Ψ(x, 0) = lim
t→0
e−Ht
(
iγ0∂0 + ie
−HtγkAk(x, ∂x)− iH
2
γ0 +mI4
)
X
= (iγ0)(−iγ0)Φ(x) = Φ(x) .
Theorem is proved. 
In Example 5 of Section 3 we can apply Theorem 1.3 to Dirac field in the de Sitter spacetime in the
presence of constant magnetic field by using the further generalization of the relation (1.18).
2 The case of vanishing H
Now we turn to the limit case of Theorem 1.3 as H approaches zero. This includes, in particular, the Dirac
equation in the Minkowski spacetime. That theorems shows how massless filed via the integral transform
provides mass to the massive field. In fact, the integral transform approach leads to the formulas for the
solutions also of the generalized Dirac equation. We start with the Klein-Gordon equation by the following
theorem. We skip a proof that it can be done by straightforward calculations.
Theorem 2.1 The function u = u(x, t) defined by
u(x, t) =
∫ t
t0
db
∫ t−b
0
I0
(
M
√
(t− b)2 − r2
)
vf (x, r; b) dr
+vϕ0(x, t) −
∫ t
0
iMt√
t2 − r2 J1
(
iM
√
t2 − r2
)
vϕ0(x, r) dr
+
∫ t
0
I0
(
M
√
t2 − r2
)
vϕ1(x, r) dr, x ∈ Ω, t ∈ [0, T ] ,
where M ∈ C, vf (x, r; b) is a solution of (1.12), while vϕ0(x, s) and vϕ1(x, s) solve the problem (1.13), is a
solution of the problem {
utt −A(x, ∂x)u−M2u = f, x ∈ Ω , t ∈ [0, T ],
u(x, 0) = ϕ0(x) , ut(x, 0) = ϕ1(x), x ∈ Ω .
(2.21)
Here Iν and Jν are the Bessel functions.
Moreover, similar statement true for the fundamental solution of the generalized Klein-Gordon operator.
We skip the proof of the next statement since it similar to one of the previous theorem.
Theorem 2.2 If EwA = EwA(x, t;x0) is a fundamental solution of the Cauchy problem for the massless equation
that is, {(
∂2t −A(x, ∂x)
) EwA(x, t;x0) = 0, x, x0 ∈ Rn , t ∈ R,
EwA(x, 0;x0) = δ(x− x0) , ∂tEwA(x, 0;x0) = 0, x, x0 ∈ Rn ,
then, the fundamental solutions E±,KG,A of the operator of (2.21) can be written as follows
E±,KG,A(x, t;x0, t0;M) = 2
∫ t−t0
0
I0
(
M
√
(t− t0)2 − r2
)
EwA(x, r;x0) dr, when ± (t− t0) > 0
on their supports.
The fundamental solutions EwA = EwA(x, t;x0) for a wide class of hyperbolic operators are constructed
in [28, Ch.1,Ch.4] (see also referenced therin). The application of the previous two theorems leads to the
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following result. Define the operators G and K as follows
GMin(x, t,Dx;M)[f ] :=
∫ t
t0
db
∫ t−b
0
I0
(
M
√
(t− b)2 − r2
)
vf (x, r; b) dr ,
KMin1 (x, t,Dx;M)[ϕ(x)] :=
∫ t
0
I0
(
M
√
t2 − r2
)
vϕ(x, r) dr, x ∈ Ω, t ∈ R+ ,
while vf (x, r; b) is a solution of{
vtt −A(x, ∂x)v = 0 , x ∈ Ω , t ∈ R+ ,
v(x, 0; b) = f(x, b) , vt(x, 0; b) = 0 , b ∈ R+, x ∈ Ω ,
and vϕ(x, s) solves the problem{
vtt −A(x, ∂x)v = 0, x ∈ Ω , t ∈ R+ ,
v(x, 0) = ϕ(x), vt(x, 0) = 0 , x ∈ Ω .
Theorem 2.3 Assume that A(x, ∂x), Ak(x, ∂x), k = 1, 2, 3, are the scalar operators with the properties
(0.8). Then the solution Ψ = Ψ(x, t) to the Cauchy problem{(
iγ0∂0 + iγ
kAk(x, ∂x)−mI4
)
Ψ(x, t) = F (x, t), x ∈ Ω, t ∈ R+ ,
Ψ(x, 0) = Φ(x), x ∈ Ω ,
is given as follows
Ψ(x, t)
= − (iγ0∂0 + iγkAk(x, ∂x) +mI4)
(( GMin(x, t,Dx; im)I2 O2
O2 GMin(x, t,Dx;−im)I2
)
[F ]
+iγ0
( KMin1 (x, t,Dx; im)I2 O2
O2 KMin1 (x, t,Dx;−im)I2
)
[Φ]
)
.
3 Factorization of the generalized Klein-Gordon operator in
de Sitter spacetime
In this section we introduce some factorization of the generalized Klein-Gordon operator in de Sitter space-
time with scalar diagonal mass matrix. We believe that that factorization is interesting in its own right and
therefore we illustrate it with several examples.
In the next proposition, by appealing to the complex-valued mass matrix, we involve the Dirac operator
in the de Sitter spacetime in the factorization of the generalized Klein-Gordon operator. In view of Pauli’s
fundamental theorem [21] for the given generalized Klein-Gordon operator the next factorization is not
unique.
Proposition 3.1 Let A(x, ∂x), Ak(x, ∂x), k = 1, 2, 3, be scalar operators with the property (0.8) and a, b, c ∈
C. Then
eaHt
(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + ib
H
2
γ0 −mI4
)
×e−aHt
(
iγ0∂0 + ie
−HtγjAj(x, ∂x)− i(b− c)H
2
γ0 +mI4
)
= −I4∂20 + e−2HtA(x, ∂x)I4 −
(
b− a− 1− c
2
)
He−Htγ0γkAk(x, ∂x)
−
(
mI4 − i bH
2
γ0
)2
− i
(
a+
c
2
)
Hmγ0 +
(
a− c
2
)
HI4∂0 − (bc+ 2ab− 2ac)H
2
4
I4 .
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In particular,
(i) If a = c = 0 = m and b = 1 the second order operator has the diagonal imaginary mass iH/2I4.(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + i
H
2
γ0
)(
iγ0∂0 + ie
−HtγjAj(x, ∂x)− iH
2
γ0
)
=
(
−∂2t + e−2HtA(x, ∂x) +
H2
4
)
I4 .
(ii) If a = 1, b = 3 and c = 2, then
eHt
(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + i3
H
2
γ0 −mI4
)
×e−Ht
(
iγ0∂0 + ie
−HtγjAj(x, ∂x)− iH
2
γ0 +mI4
)
= −I4∂2t + e−2HtI4A(x, ∂x)−
(
mI4 − iH
2
γ0
)2
,
where the last second order scalar operator represents the generalized non-covariant Klein-Gordon operators
in de Sitter spacetime with the complex masses, while the first factor is the generalized Dirac operator in
de Sitter spacetime.
(iii) If a = −1/2 and b = 3, c = 5 then
e−Ht/2
(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + i3
H
2
γ0 −mI4
)
×eHt/2
(
iγ0∂0 + ie
−HtγjAj(x, ∂x) + i2
H
2
γ0 +mI4
)
= −I4∂20 − 3HI4∂0 + e−2HtA(x, ∂x)−
(
mI4 − iH
2
γ0
)2
− 9H
2
4
I4 ,
where the second scalar order operators are the generalized covariant Klein-Gordon operators in de Sitter
spacetime and the diagonal complex valued mass matrix is
(
mI4 − iH2 γ0
)2
+ 9H
2
4 I4.
Proof. We start with the case of diagonal imaginary mass. First we verify
−
(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + ib
H
2
γ0
)(
iγ0∂0 + ie
−HtγjAj(x, ∂x)− ibH
2
γ0
)
= I4∂
2
0 − e−2HtA(x, ∂x) + (b− 1)He−Htγ0γbAb(x, ∂x)−
b2H2
4
I4 .
Indeed, straightforward calculations lead to the claimed statement:
−
(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + ib
H
2
γ0
)(
iγ0∂0 + ie
−HtγjAj(x, ∂x)− ibH
2
γ0
)
=
(
γ0∂0 + e
−HtγkAk(x, ∂x)
) (
γ0∂0 + e
−HtγjAj(x, ∂x)
)
− (γ0∂0 + e−HtγkAk(x, ∂x)) bH
2
γ0 + b
H
2
γ0(γ0∂0 + e
−HtγjAj(x, ∂x))−
(
b
H
2
γ0
)2
= I4∂
2
0 + γ
0∂0e
−HtγkAk(x, ∂x) + e
−HtγkAk(x, ∂x)γ
0∂0 + e
−HtγkAk(x, ∂x)e
−HtγjAj(x, ∂x)
−γ0∂0bH
2
γ0 − e−HtγkAk(x, ∂x)bH
2
γ0 + b
H
2
I4∂0 + b
H
2
γ0e−HtγkAk(x, ∂x)− b
2H2
2
I4
= I4∂
2
0 + ∂0e
−Htγ0γkAk(x, ∂x) + e
−Htγkγ0Ak(x, ∂x)∂0 + e
−2HtγkAk(x, ∂x)γ
jAj(x, ∂x)
−bH
2
I4∂0 − e−HtbH
2
γkγ0Ak(x, ∂x) + b
H
2
I4∂0 + b
H
2
e−Htγ0γkAk(x, ∂x)− b
2H2
4
I4
= I4∂
2
0 − e−2HtA(x, ∂x) + (b− 1)He−Htγ0γkAk(x, ∂x)−
b2H2
4
I4 .
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If b = 1 the last equation implies (i). Since mI4 commutes with any operator, we derive(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + ib
H
2
γ0 −mI4
)(
iγ0∂0 + ie
−HtγjAj(x, ∂x)− ibH
2
γ0 +mI4
)
= −I4∂20 + e−2HtA(x, ∂x)− (b − 1)He−Htγ0γkAk(x, ∂x)−
(
mI4 − i bH
2
γ0
)2
.
Then, for every c ∈ C we have(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + ib
H
2
γ0 −mI4
)
×
(
iγ0∂0 + ie
−HtγkAk(x, ∂x)− i(b− c)H
2
γ0 +mI4
)
= −I4∂20 + e−2HtA(x, ∂x)− (b− 1)He−Htγ0γkAk(x, ∂x)−
(
mI4 − i bH
2
γ0
)2
+ic
H
2
(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + ib
H
2
γ0 −mI4
)
γ0
= −I4∂20 + e−2HtA(x, ∂x)−
(
b − 1− c
2
)
He−Htγ0γkAk(x, ∂x)−
(
mI4 − i bH
2
γ0
)2
−cH
2
I4∂0 − bcH
2
4
I4 − icH
2
mγ0 .
Furthermore,
eaHt
(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + ib
H
2
γ0 −mI4
)
=
(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + ib
H
2
γ0 −mI4
)
eaHt − iγ0aHeaHt
implies
eaHt
(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + ib
H
2
γ0 −mI4
)
×e−aHt
(
iγ0∂0 + ie
−HtγjAj(x, ∂x)− i(b− c)H
2
γ0 +mI4
)
=
[(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + ib
H
2
γ0 −mI4
)
− iγ0aH
]
×
(
iγ0∂0 + ie
−HtγjAj(x, ∂x)− i(b− c)H
2
γ0 +mI4
)
=
(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + ib
H
2
γ0 −mI4
)
×
(
iγ0∂0 + ie
−HtγjAj(x, ∂x)− i(b− c)H
2
γ0 +mI4
)
−iγ0aH
(
iγ0∂0 + ie
−HtγkAk(x, ∂x)− i(b− c)H
2
γ0 +mI4
)
.
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The last expression can be written as follows
−I4∂20 + e−2HtA(x, ∂x)−
(
b− 1− c
2
)
He−Htγ0γkAk(x, ∂x)−
(
mI4 − i bH
2
γ0
)2
−cH
2
I4∂0 − bcH
2
4
I4 − icH
2
mγ0
−iγ0aH
(
iγ0∂0 + ie
−HtγaAa(x, ∂x)− i(b− c)H
2
γ0 +mI4
)
= −I4∂20 + e−2HtA(x, ∂x)−
(
b− a− 1− c
2
)
He−Htγ0γkAk(x, ∂x)
−
(
mI4 − i bH
2
γ0
)2
− i
(
a+
c
2
)
Hmγ0 +
(
a− c
2
)
HI4∂0 − (bc+ 2ab− 2ac)H
2
4
I4 .
The proposition is proved. 
Proposition 3.2 (
iγ0∂0 + ie
−HtγkAk(x, ∂x) + i
3H
2
γ0 −mI4
)
×
(
iγ0∂0 + ie
−HtγjAj(x, ∂x) + i
3H
2
γ0 +mI4
)
= −I4∂20 − 3HI4∂0 + e−2HtI4A(x, ∂x)−He−Htγkγ0Ak(x, ∂x)−m2I4 −
9H2
4
I4 .
Proof. It suffice to consider the case of m = 0. According to Proposition 3.1 case (i):(
iγ0∂0 + ie
−HtγaAa(x, ∂x) + i
3H
2
γ0
)(
iγ0∂0 + ie
−HtγaAa(x, ∂x) + i
3H
2
γ0
)
=
(
−∂2t + e−2HtA(x, ∂x) +
H2
4
)
I4 +
(
iγ0∂0 + ie
−HtγaAa(x, ∂x) + i
H
2
γ0
)
i2Hγ0
+iHγ0
(
iγ0∂0 + ie
−HtγaAa(x, ∂x)− iH
2
γ0
)
− 2H2I4
=
(
−∂2t + e−2HtA(x, ∂x) +
H2
4
)
I4
+
(
iγ0∂0 + i
H
2
γ0
)
i2Hγ0 +
(
ie−HtγaAa(x, ∂x)
)
i2Hγ0
+iHγ0
(
iγ0∂0 − iH
2
γ0
)
+ iHγ0
(
ie−HtγaAa(x, ∂x)
)− 2H2I4
=
(
−∂2t + e−2HtA(x, ∂x) +
H2
4
)
I4 −He−HtγaAa(x, ∂x)γ0 − 3HI4∂0 − 5
2
H2I4 .
Proposition is proved. 
Corollary 3.3 If we denote the generalized spinorial covariant D’Alembert operator
✷g = I4∂
2
0 + 3HI4∂0 − e−2HtI4A(x, ∂x) +He−Htγkγ0Ak(x, ∂x)−
3H2
4
I4
and the curvature of the de Sitter spacetime R = −12H2, then(
iγ0∂0 + ie
−HtγkAk(x, ∂x) + i
3H
2
γ0
)(
iγ0∂0 + ie
−HtγjAj(x, ∂x) + i
3H
2
γ0
)
= −✷g − R
4
I4 . (3.22)
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The matrices γkγ0 in the expression of ✷g are not diagonal. The formula (3.22) is an extension of the relation
(0.2) to the generalized Dirac operators in the de Sitter spacetime.
Example 1. For the Dirac operator in the Cartesian coordinates with the operators
Ak(x, ∂x) =
∂
∂xk
, k = 1, 2, 3, A(x, ∂x) = ∆
in the spatial part the factorization (0.8) holds.
Example 2. Consider the operators
A1(x, ∂x) = a(x, y)
∂
∂x
, A2(x, ∂x) = b(x, y)
∂
∂y
, A3(x, ∂x) = c(z)
∂
∂z
,
A(x, ∂x) =
(
a2(x, y)
∂2
∂x2
(x, y, z) + b2(x, y)
∂2
∂y2
+ c2(z)
∂2
∂z2
)
+
1
2
(
∂a2(x, y)
∂x
∂
∂x
+
∂b2(x, y)
∂y
∂
∂y
+
∂c2(z)
∂z
∂
∂z
)
,
C(x, ∂x) = −
(
ay(x, y)b(x, y)
∂
∂x
− a(x, y)bx(x, y) ∂
∂y
)
with the real-valued smooth coefficients a(x, y), b(x, y), c(z). They form the generalized Dirac operator.
Indeed, using the properties of the Dirac matrices we verify the condition (1.18) as follows(
γ1a(x, y)
∂
∂x
+ γ2b(x, y)
∂
∂y
+ γ3c(z)
∂
∂z
)2
= −A(x, ∂x)I4 + C(x, ∂x)γ1γ2 .
If a = a(x) and b = b(y), then C(x, ∂x) vanishes. If the functions a(x, y), b(x, y), c(z), have zeros, then the
Klein-Gordon operator of (1.11) is weakly hyperbolic and, in general, for the well-posedness of the Cauchy
problem the so-called Levi conditions are necessary. For this example they are fulfilled. The constructions
of the parametrix and the fundamental solutions (propagators) for such operators are given in [28, Ch.4].
Example 3. The factorization of the Klein-Gordon operator in the de Sitter spacetime in the cylindrical
coordinates. In the cylindrical coordinates
x = ρ cos(ϕ), y = ρ sin(ϕ), z = z
one can choose
A1(x, ∂) = cos(φ)∂ρ − sin(φ)
ρ
∂φ , A2(x, ∂) = sin(φ)∂ρ +
cos(φ)
ρ
∂φ , A3(x, ∂) = ∂z .
Here x1 = r, x2 = φ, and x3 = z. It is easy to verify that with
A(x, ∂x) = ∂2ρ +
1
ρ
∂ρ +
1
r2
∂2φ + ∂
2
z
the condition (0.8) of Proposition 3.1 is fulfilled. The Dirac operator is
iγ0∂t + ie
−Htγ1A1(x, ∂) + ie
−Htγ2A2(x, ∂) + ie
−Htγ3A3(x, ∂) + i
3
2
Hγ0 −mI4 .
Example 4. The factorization of the Klein-Gordon operator in the de Sitter spacetime in the spherical
coordinates. For the Laplace operator in the spherical coordinates in R3
x(r, θ, φ) := r cos(φ) sin(θ), y(r, θ, φ) := r sin(φ) sin(θ), z(r, θ, φ) := r cos(θ)
one can choose
A1(x, ∂) = cos(φ) sin(θ)∂r +
cos(φ) cos(θ)
r
∂θ − sin(φ)
r sin(θ)
∂φ ,
A2(x, ∂) = sin(φ) sin(θ)∂r +
sin(φ) cos(θ)
r
∂θ +
cos(φ)
r sin(θ)
∂φ ,
A3(x, ∂) = cos(θ)∂r − sin(θ)
r
∂θ .
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Here x1 = r, x2 = θ, and x3 = φ. It is easy to verify that with
A(x, ∂x) = ∂2r +
2
r
∂r +
1
r2
(
∂2θ + cot(θ)∂θ + csc
2(θ)∂2φ
)
the condition (0.8) of Proposition 3.1 is fulfilled. The Dirac operator is
iγ0∂t + ie
−Htγ1A1(x, ∂) + ie
−Htγ2A2(x, ∂) + ie
−Htγ3A3(x, ∂) + i
3
2
Hγ0 −mI4 .
We can write the Dirac equation(
iγ0∂0 + ie
−Htγa∂a + i
3
2
Hγ0 −mI4
)
Ψ(x, t) = F (x, t)
as follows (
iγ0∂0 + ie
−Ht
(
γrc∂r + γ
θ
c∂θ + γ
φ
c ∂φ
)
+ i
3
2
Hγ0 −mI4
)
Ψ(x, t) = F (x, t) ,
where in this Cartesian tetrad gauge the gamma matrices will be given by (see, e.g., [22])
γrc = γ
1 cos(φ) sin(θ) + γ2 sin(θ) sin(φ) + γ3 cos(θ) , (3.23)
γφc = −γ1
sin(φ)
r sin(θ)
+ γ2
cos(φ)
r sin(θ)
=
1
r sin(θ)
(−γ1 sin(φ) + γ2 cos(φ)) , (3.24)
γθc =
1
r
(
γ1 cos(θ) cos(φ) + γ2 sin(φ) cos(θ)− γ3 sin(θ)) . (3.25)
We have used the subscript c for Cartesian. We can also write(
iγ0∂0 + ie
−Ht
(
γ˜rc∂r + γ˜
φ
c
1
r sin(θ)
∂φ + γ˜
θ
c
1
r
∂θ
)
+ i
3
2
Hγ0 −mI4
)
Ψ(x, t) = F (x, t) ,
where γ˜tc = γ
0 and
γ˜rc = γ
r
c = γ
1 cos(φ) sin(θ) + γ2 sin(θ) sin(φ) + γ3 cos(θ) ,
γ˜φc = −γ1 sin(φ) + γ2 cos(φ) ,
γ˜θc = γ
1 cos(θ) cos(φ) + γ2 sin(φ) cos(θ) − γ3 sin(θ) .
and with the Lorenzian metric η in the Minkowski space time, we have
{γ˜µc , γ˜νc } = 2ηµν , µ, ν = t, r, θ, φ, ηrr = ηθθ = ηφφ = −1, ηµν = 0 if µ 6= ν .
Proposition 3.4 In the spherical coordinates the following factorization of the Klein-Gordon operator in
the de Sitter spacetime holds(
∂20 − e−2Ht
(
∂2
∂r2
+
2
r
∂
∂r
+
1
r2
∂2
∂θ2
+
cot(θ)
r2
∂
∂θ
+
1
r2 sin2(θ)
∂2
∂φ2
))
I4
+
(
mI4 − 1
2
iHγ0
)2
= −eHt
(
iγ0∂0 + ie
−Ht
(
γ˜rc∂r + γ˜
φ
c
1
r sin(θ)
∂φ + γ˜
θ
c
1
r
∂θ
)
+ i
3
2
Hγ0 −mI4
)
×e−Ht
(
iγ0∂0 + ie
−Ht
(
γ˜rc∂r + γ˜
φ
c
1
r sin(θ)
∂φ + γ˜
θ
c
1
r
∂θ
)
− iH
2
γ0 +mI4
)
.
In particular, for the Dirac equation with the source term F we have
i∂0Ψ+ ie
−Htγ0
(
γr∂r + γ
φ∂φ + γ
θ∂θ
)
+ i
3
2
HI4 −mγ0Ψ = γ0F ,
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where in this Cartesian tetrad gauge the gamma matrices are given by (3.23),(3.24),(3.25).
Example 5. Let the functions a(t, x, y, z), b(t, x, y, z), c(t, x, y, z), d(t, x, y, z) be such that
az(t, x, y, z) = cx(t, x, y, z), bz(t, x, y, z) = cy(t, x, y, z),
at(t, x, y, z) = dx(t, x, y, z), bt(t, x, y, z) = dy(t, x, y, z), ct(t, x, y, z) = dz(t, x, y, z) .
It is easy to verify in the Cartesian coordinates with
A0(t, x, y, z, ∂t) =
∂
∂t
+ d(t, x, y, z), A1(t, x, y, z, ∂x) =
∂
∂x
+ a(t, x, y, z),
A2(t, x, y, z, ∂y) =
∂
∂y
+ b(t, x, y, z), A3(t, x, y, z, ∂z) =
∂
∂z
+ c(t, x, y, z),
for the Dirac operator
iγ0A0(t, x, y, z, ∂t) + iγ
1A1(t, x, y, z, i∂x) + γ
2A2(t, x, y, z, ∂y) + iγ
3A3(t, x, y, z, ∂z)−mI4, (3.26)
the following identity
(
γ0A0(t, x, y, z, ∂t) + γ
1A1(t, x, y, z, ∂x) + γ
2A2(t, x, y, z, ∂y) + γ
3A3(t, x, y, z, ∂z)
)2
=
{
∂2t −∆− 2
(
a(t, x, y, z)
∂
∂x
+ b(t, x, y, z)
∂
∂y
+ c(t, x, y, z)
∂
∂z
)
+ 2d(t, x, y, z)
∂
∂t
−a(t, x, y, z)2 − b(t, x, y, z)2 − c(t, x, y, z)2 + d(t, x, y, z)2
−∂a(t, x, y, z)
∂x
− ∂b(t, x, y, z)
∂y
− ∂c(t, x, y, z)
∂z
+
∂d(t, x, y, z)
∂t
}
I4
+
(
∂a(t, x, y, z)
∂y
− ∂b(t, x, y, z)
∂x
)
γ1γ2 .
If id(t, x, y, z), ia(t, x, y, z), ib(t, x, y, z), ic(t, x, y, z) are real-valued functions, then the operator (3.26) is
the Dirac operator in the presence of an electromagnetic potential i(d(t, x, y, z), a(t, x, y, z), b(t, x, y, z),
c(t, x, y, z)) for the particle with charge e = 1. Thus, the square of this operator is a diagonal matrix
of differential operators. It allows us to reduce solution of the corresponding equation to the scalar Klein-
Gordon equation. This reduction is effective to produce the explicit formulas of solution.
In particular, if i ~A(x, y, z) = i(a(x, y, z), b(x, y, z), c(x, y, z)) is a magnetic potential, then the magnetic
field ~H = icurl ~A(x, y, z) is in the direction of z and time independent. The case of a(x, y, z) = c(x, y, z) = 0
and b(x, y, z) = Hx, where H is constant, while
(
iγ0∂t + iγ
1∂x + γ
2(i∂y −Hx) + iγ3∂z
)2
= −
(
∂2t −∆− 2Hx
∂
∂y
−H2x2
)
I4 +Hγ
1γ2 ,
is of particular interest and thoroughly studied in the literature, see, e.g., [2, Sec. 1.6.2]. Using the last
formula we can write the explicit formulas for the general solution of the Dirac equation in the de Sitter
spacetime (
iγ0∂t + ie
−Htγ1∂x + e
−Htγ2(i∂y −Hx) + ie−Htγ3∂z + i3
2
Hγ0 −mI4
)
ψ = 0 .
This will be done in the forthcoming paper. For the irrotational vector field the term with γ1γ2 vanishes.
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4 Proof of main Theorem 0.1
Proposition 4.1 The following factorization of the Klein-Gordon operator with the matrix-valued mass
holds
(∂20 − e−2Ht∆)I4 +
(
mI4 − 1
2
iHγ0
)2
= −eHt
(
iγ0∂0 + ie
−Htγa∂a + i
3H
2
γ0 −mI4
)
e−Ht
(
iγ0∂0 + ie
−Htγa∂a − iH
2
γ0 +mI4
)
.
Proof. Indeed, by simple calculations we check the following identity(
iγ0∂0 + ie
−Htγa∂a + i
H
2
γ0 −mI4
)(
iγ0∂0 + ie
−Htγa∂a − iH
2
γ0 +mI4
)
=
(
−+ 1
4
H2
)
I4 + iHmγ
0 −m2I4
= −I4 −
(
mI4 − 1
2
iHγ0
)2
,
where  = ∂20 − e−2Ht∆ = ∂20 − e−2Ht
(
∂21 + ∂
2
2 + ∂
2
3
)
. 
Proof of Theorem 0.1. Indeed we can write(
iγ0∂0 + ie
−Htγa∂a + i
3H
2
γ0 −mI4
)
Eret (x, t;x0, t0;m) =
= −
(
iγ0∂0 + ie
−Htγa∂a + i
3H
2
γ0 −mI4
)
×e−Ht
(
iγ0∂0 + ie
−Htγa∂a − iH
2
γ0 +mI4
)
Eret,KG (x, t;x0, t0;m) [eH·] =
= e−Ht
(
∂20 − e−2Ht∆+m2 −
1
4
H2 + imHγ0
)
Eret,KG (x, t;x0, t0;m) [eH·]
= e−Ht
(
eHtδ(x− x0)δ(t− t0)
)
I4
= δ(x− x0)δ(t− t0)I4 .
Theorem is proved. 
5 Proof of the Huygens’ principle
Sufficiency of m = 0 for the Huygens’ principle. First we consider the case of m = 0, then M+ =
M− = M =
1
2H and the kernel K1(s, t;M) is given by (0.7). Consequently, we can write for that operator
K1(x, t,Dx;M)[ϕ(x)] = H2eHt/2
∫ φ(t)
0
vϕ(x, s)ds .
Denote Vϕ(x, t) the solution of the problem
Vtt −A(x, ∂x)V = 0, V (x, 0) = 0, Vt(x, 0) = ϕ(x), (5.27)
then
vϕ(x, t) =
∂
∂t
Vϕ(x, t) ,
and
K1(x, t,Dx;M)[ϕ(x)] = H2eHt/2Vϕ(x, φ(t)) .
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Thus, for the solution of the generalized Dirac equation with m = 0 and F = 0 we obtain
Ψ(x, t) = e−Ht
(
∂0I4 + e
−Htγkγ0Ak(x, ∂x)− H
2
I4
)
eHt/2


VΦ0 (x, φ(t))
VΦ1 (x, φ(t))
VΦ2 (x, φ(t))
VΦ3 (x, φ(t))


and the Huygens’ principle is valid since it is valid for the scalar generalized wave equation in the Minkovski
spacetime, when x ∈ R3.
Necessity of m = 0 for the Huygens’ principle. We set F = 0, then
Ψ(x, t) = e−Ht
(
∂0I4 + e
−Htγkγ0∂k − H
2
I4 − imγ0
)
K1(x, t,Dx;M+)[Φ0(x)]
K1(x, t,Dx;M+)[Φ1(x)]
K1(x, t,Dx;M−)[Φ2(x)]
K1(x, t,Dx;M−)[Φ3(x)]

 ,
where the matrices γ1γ0, γ2γ0,γ3γ0 can be written with the Pauli matrices σ1, σ2, σ3, as follows
γ1γ0 =
(
O2 −σ1
−σ1 O2
)
, γ2γ0 =
(
O2 −σ2
−σ2 O2
)
, γ3γ0 =
(
O2 −σ3
−σ3 O2
)
.
We set m 6= 0, that is M+ 6= H/2, and consider the solution of the Cauchy problem with the radial initial
datum Φ(x) = Φ(r), suppΦ ⊂ {x ∈ Rn; |x| ≤ min{1/2, (1− ε)/H}}, ε ∈ (0, 1). If we choose
Φ(x) = (Φ0(x), 0, 0, 0)
T ,
then the solution is
Ψ(x, t) = e−Ht
(
∂0I4 + e
−Htγaγ0∂a − H
2
I4 − imI4γ0
)
(K1(x, t,Dx;M+)[Φ0(x)], 0, 0, 0)T ,
while its components are as follows
Ψ1(x, t) = Ψ2(x, t) = e
−Ht
(
∂0 − H
2
− im
)
K1(x, t,Dx;M+)[Φ0(x)] ,
Ψ3(x, t) = e
−Ht
(
∂0 − e−Ht∂3 − H
2
+ im
)
K1(x, t,Dx;M+)[Φ0(x)] ,
Ψ4(x, t) = e
−Ht
(
∂0 − e−Ht∂1 − ie−Ht∂2 − H
2
+ im
)
K1(x, t,Dx;M+)[Φ0(x)] .
Now we are going to examine for large time a support of the first component of the vector-valued function
Ψ(x, t). We calculate
Ψ1(x, t) = e
−Ht
(
∂
∂t
− H
2
− im
)
2
∫ φ(t)
0
vΦ0 (x, s)K1(s, t;M+)ds .
We can rewrite Ψ1(x, t) in the terms of the function VΦ0 defined in accordance to (5.27)
Ψ1(x, t) = e
−Ht
(
∂
∂t
− H
2
− im
)
2
∫ φ(t)
0
(
∂
∂s
VΦ0 (x, s)
)
K1(s, t;M+)ds .
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It follows,
Ψ1(x, t) = e
−Ht
(
∂
∂t
− H
2
− im
)
2
(
VΦ0(x, φ(t))K1(φ(t), t;M+)− VΦ0(x, 0)K1(0, t;M+)
)
−e−Ht
(
∂
∂t
− H
2
− im
)
2
∫ φ(t)
0
VΦ0(x, s)
∂
∂s
K1(s, t;M+)ds
= 2e−Ht
(
∂
∂t
− H
2
− im
)
VΦ0(x, φ(t))K1(φ(t), t;M+)
−2e−2HtVΦ0(x, φ(t))
(
∂
∂s
K1(s, t;M+)
)
s=φ(t)
−2e−Ht
∫ φ(t)
0
VΦ0 (x, s)
(
∂
∂t
− H
2
− im
)
∂
∂s
K1(s, t;M+)ds .
In particular, since n = 3, we have
VΦ0(0, φ(t)) = φ(t)Φ0(φ(t)) =
1− e−Ht
H
Φ0
(
1− e−Ht
H
)
= 0
for sufficiently large t, that is if 1− e−Ht > (1− ε). Consequently, for large t we have
Ψ1(0, t) = −2e−Ht
∫ φ(t)
0
sΦ0(s)
(
∂
∂t
− H
2
− im
)
∂
∂s
K1(s, t;M+)ds
= −2e−Ht
∫ 1
0
sΦ0(s)
(
∂
∂t
− H
2
− im
)
∂
∂s
K1(s, t;M+)ds
= 2e−Ht
∫ 1
0
(
∂
∂r
rΦ0(r)
)(
∂
∂t
− H
2
− im
)
K1(r, t;M+)dr . (5.28)
Now we focus on the tail of the solution, that is on the term generated by the integral. It is easy to see that
K1(r, t;M+) = H
22−1−2i
m
H e(
H
2
+im)t
((
1 + e−Ht
)2 − (Hr)2)imH
×F
(
−im
H
,−im
H
; 1;
(
1− e−Ht)2 − (rH)2
(1 + e−Ht)
2 − (rH)2
)
.
Lemma 5.1 For m ∈ C one has(
∂
∂t
− H
2
− im
)
K1(r, t;M+)
= H22−
2im
H ime
1
2
t(2im−H)
((
1 + e−Ht
)2 −H2r2) imH −2
×
{
2
im
H
(
1− e−2Ht −H2r2)F
(
1− im
H
, 1− im
H
; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)
2 −H2r2
)
− (e−Ht + 1) ((1 + e−Ht)2 −H2r2)F
(
− im
H
,− im
H
; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)
2 −H2r2
)}
.
Proof. We skip the proof since this statement can be verified by straightforward calculations. 
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Proposition 5.2 Assume that m ∈ R and m 6= 0, then
2
im
H
(
1− e−2Ht −H2r2)F
(
1− im
H
, 1− im
H
; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)
2 −H2r2
)
− (e−Ht + 1) ((1 + e−Ht)2 −H2r2)F
(
− im
H
,− im
H
; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)
2 −H2r2
)
= 2
im
H
(
1− e−2Ht −H2r2)
(
4e−Ht
(1 + e−Ht)
2 −H2r2
)2 im
H
Γ(−2 imH )
[Γ(1− imH )]2
+R(m,H, r; t) ,
where with large T the remainder R(m,H, r; t) can be estimated as follows
|R(m,H, r; t)| ≤ o(1) for all t ≥ T and 0 ≤ r ≤ min{1/2, 1/(2H)} .
Proof. Consider the first term. According to 15.3.10 of [1, Ch. 15] and [3, Sec.2.3.1] we have for all
1/2 < z < 1
F (a, b; c; z) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)F (a, b; a+ b− c+ 1; 1− z)
+(1− z)c−a−bΓ(c)Γ(a+ b− c)
Γ(a)Γ(b)
F (c− a, c− b; c− a− b+ 1; 1− z), |arg(1− z)| < π.
Hence with
a = b = 1− im
H
, c = 2 , z =
(
1− e−Ht)2 −H2r2
(1 + e−Ht)
2 −H2r2
, 1− z = 4e
−Ht
(1 + e−Ht)
2 −H2r2
,
we can write
2
im
H
(
1− e−2Ht −H2r2)F
(
1− im
H
, 1− im
H
; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)
2 −H2r2
)
= 2
im
H
(
1− e−2Ht −H2r2)
{
Γ(2 imH )
[Γ(1 + imH )]
2
F
(
1− im
H
, 1− im
H
; 1− 2 im
H
;
4e−Ht
(1 + e−Ht)
2 −H2r2
)
+
(
4e−Ht
(1 + e−Ht)
2 −H2r2
)2 im
H
Γ(−2 imH )
[Γ(1− imH )]2
F
(
1 +
im
H
, 1 +
im
H
; 1 + 2
im
H
;
4e−Ht
(1 + e−Ht)
2 −H2r2
)}
.
From F (a, b; c; 0) = 1 it follows
2
im
H
(
1− e−2Ht −H2r2)F
(
1− im
H
, 1− im
H
; 2;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)
2 −H2r2
)
= 2
im
H
(
1− e−2Ht −H2r2)
{
Γ(2 imH )
[Γ(1 + imH )]
2
(1 +R0(m,H, r; t))
+
(
4e−Ht
(1 + e−Ht)
2 −H2r2
)2 im
H
Γ(−2 imH )
[Γ(1 − imH )]2
(1 +R1(m,H, r; t))
}
,
where with large T the remainders Rk(m,H, r; t), k = 0, 1, can be estimated as follows
|Rk(m,H, r; t)| ≤ o(1) for all t ≥ T and 0 ≤ r ≤ H/2 .
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For the second term of the proposition we note that F (a, b; c; 1) = Γ(c)Γ(c−a−b)Γ(c−a)Γ(c−b) if ℜ(c − a − b) > 0 (see
[3]). In fact, the last condition is fulfilled since ℜ (1 + 2 imH ) > 0. Hence, we have
lim
t→∞
(
e−Ht + 1
) (
(1 + e−Ht)2 −H2r2)F
(
− im
H
,− im
H
; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)
2 −H2r2
)
=
i
H
(
1−H2r2) 2m Γ
(
2im
H
)
[
Γ
(
1 + imH
)]2 .
Thus,
(
e−Ht + 1
) (
(1 + e−Ht)2 −H2r2)F
(
− im
H
,− im
H
; 1;
(
1− e−Ht)2 −H2r2
(1 + e−Ht)
2 −H2r2
)
=
i
H
(
1−H2r2) 2m Γ
(
2im
H
)
[
Γ
(
1 + imH
)]2 +R2(m,H ; r, t) ,
where with large T the remainder R2(m,H, r; t) can be estimated as follows
|R2(m,H, r; t)| ≤ o(1) for all t ≥ T and all r ∈ [0,min{1/2, /(2H)}] .
The proposition is proved. 
Continuation of the proof Theorem 0.4. From (5.28) using Lemma 5.1 and Proposition 5.2 we derive
Ψ1(0, t) = 2e
−Ht
∫ 1
0
(
∂
∂r
rΦ0(r)
)
H22−
2im
H ime
1
2
t(2im−H)
((
1 + e−Ht
)2 −H2r2) imH −2
×
[
2
im
H
(
1− e−2Ht −H2r2) 42 imH e−2imt(
(1 + e−Ht)
2 −H2r2
)2 im
H
Γ(−2 imH )
[Γ(1 − imH )]2
+R(m,H ; r, t)
]
dr
= imH221−
2im
H e
1
2
t(2im−3H)
∫ 1
0
(
∂
∂r
rΦ0(r)
)((
1 + e−Ht
)2 −H2r2) imH −2
×
[
2
im
H
(
1− e−2Ht −H2r2) 42 imH e−2imt(
(1 + e−Ht)
2 −H2r2
)2 im
H
Γ(−2 imH )
[Γ(1 − imH )]2
+R(m,H ; r, t)
]
dr .
Then we choose ϕ such that ∫ 1
0
(
∂
∂r
rϕ(r)
) (
1−H2r2)− imH −1 dr 6= 0 .
The last equation shows that for m 6= 0 the value Ψ1(0, t) of the solution Ψ = Ψ(x, t) for large t depends on
the values of the initial data inside of the characteristic conoid. Theorem is proved. 
6 Conclusions
In this paper, we have used the integral transform approach to write various fundamental solutions to the
Dirac equation in the de Sitter space. This new integral transform one can regard as an analytical mechanism
that generates a spin 1/2 (massive or massless) field in the curved spacetime from the massless scalar filed in
the Minkowski spacetime. We also have shown that this mechanism exists even in the case of the vanishing
cosmological constant; it provides spin 1/2 particles with the mass due to massless scalar filed. In fact, this
mechanism appeals to some additional “time” variable. As an application of this explicitly written solutions
we have tested the Huygens’ priciple for the field in the de Sitter space.
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