Abstract-We apply the cross-entropy method to a network design problem with multi-type links and nodes, in which the network's reliability is to be maximized subject to a fixed budget. Numerical experiments illustrate the simplicity and effectiveness of the method.
I. INTRODUCTION
Network design problems can often be formulated in terms of complicated optimization problems, possibly involving discrete and/or continuous variables, multiple constraints, and noise. Standard generic stochastic algorithms such as genetic/evolutionary algorithms [1] , [2] and simulated annealing [3] , [4] may provide a viable way to solve many of these problems, but are frequently found to be not flexible enough [5] . The purpose of this paper is to introduce the cross-entropy (CE) method [6] as a powerful and flexible new way to solve a wide range of design problems.
Most papers on optimal design deal with the selection of a single type of link between each node pair, where the objective is to either maximize the reliability subject to a cost constraint, or minimize the cost subject to a network reliability constraint, see for example [7] - [9] and references therein. In this paper we focus on a multi-type design problem. Specifically, the problem is to design a network by selecting or purchasing predefined nodes and links of various types, subject to a fixed budget, so that the system reliability is maximized. The model considered is a generalization of both [10] and [11] . In the former model, every node and link has to be purchased; however, various link and node types can be selected. In the latter model, the network design involves only single-type links and no nodes.
The CE method is an adaptive Monte Carlo technique for both optimization and rare event simulation, which has attracted considerable interest around the world. It is based on a simple iterative procedure where each iteration contains two phases: (a) generate a random data sample (trajectories, vectors, etc.) according to a specified mechanism, (b) update the parameters of the random mechanism based on the data to produce a "better" sample in the next iteration. This last step involves cross-entropy minimization. The strengths of the method are (1) its simplicity (CE programs are easy to write and require little "tuning"), (2) generality (it can handle without much alteration integer, discrete and continuous and noisy problems) and (3) accuracy. The CE method has been applied to a great range of problems in operations research, including buffer allocation [12] , the stochastic shortest path problem [13] , the vehicle routing problem [14] , queueing models of telecommunication systems [15] , network reliability [16] , and network planning [11] . An introductory treatment of the CE method can be found in the tutorial [17] . For a more comprehensive treatment and further references, we refer to the recent monograph [6] . The CE homepage can be found at http: //www. cemethod. org.
It is out of the scope of this paper to discuss the advantages and disadvantages of the multitude of stochastic search algorithms that could be applied to the network design problem. We simply wish to show that the CE method performs very well with respect to all the above criteria (1)-(3). Simulated annealing is probably closest to CE with respect to (1) and (2), although simulated annealing is a local search algorithm (whose performance depends critically on a proper choice for the cooling scheme), while the CE method is a global optimization method.
The rest of the paper is organized as follows. In Section II we formulate the problem in mathematical terms. In Section III we discuss how we tackle the design problem using the CE method. Section IV presents numerical experiments on three test cases, including some comparisons with simulated annealing (SA) and genetic algorithms (GA). 
The network design problem is thus translated into the following constrained optimization problem:
Maximize r(x), with x E X, (4) subject to C(x) < Cmax. (5) Let x* be an optimal solution and r* := r(x*) denote the optimal network reliability.
III. CROSS-ENTROPY METHOD
In this section, we look at how the CE method can be used to solve the constrained optimization problem (4), (5) . The CE method in this context involves two steps: 1) Generate a random sample of topology vectors X1,... XN according to a specified random mechanism, and 2) Update the parameters of this random mechanism in order to generate a better sample in the next iteration. This last step involves cross-entropy minimization. By iterating the above two steps, the CE aims to locate an optimal sampling distribution, in this case the sampling distribution which assigns probability mass 1 to x*, corresponding to the optimal network topology.
The mechanism that is used to generate a random topology vector is determined by a (n + m) The idea is now to generate a sequence of sampling matrices with the aim of reaching a "degenerate" matrix A* -consisting only of zeros and ones -that corresponds to the optimal sampling distribution. This is done via a two-stage procedure.
In the first stage, one determines the (1 -p)-quantile -Yt of the performance (i.e., network reliability) under the previous sampling distribution. The In the second stage, the reference matrix A is updated. More precisely, A is chosen such that the sampling distribution is as close as possible to the theoretically optimal sampling distribution for estimating IP(r(X) > -yt). In the CE method, the CE distance (also called Kullback-Leibler distance) is used [6] as a measure of proximity between the distributions. The result is that the updating rules are often of a simple form. In particular, the estimated optimal sampling parameters correspond to the maximum likelihood estimates of the parameters of the distribution, using only the elite samples: those samples for which r(X ) > i't. Denote the set of elite samples at iteration t by Et, and let At = (&t,jx) be the estimated optimal sampling matrix at iteration t. In our case, the updating formula for the sampling parameters is given by at' zx ExiESt i{xij=x} at,jx=~~~~~St (6) where Xij is the j-th coordinate of Xi. That is, we simply count how many times in the elite sample type x is assigned to component j.
The main CE algorithm for optimizing (4), (5) using the above generation algorithm is summarized as follows. 3) Update At, using (6).
4)
If some stopping criterion is met, then stop; otherwise set t = t + 1 and reiterate from step 2.
Remark 1 (Smoothed Updating): Instead of updating directly using (6) , one may choose to use a smoothed updating procedure At = aAt + (1 -a)At-I (7) where At is obtained via (6) and a is a smoothing parameter.
Note that for a = 1 the original updating procedure is attained. Typically the parameter is set between 0.7 < a < 1. Smoothed updating can help prevent the algorithm from converging too fast to a sub-optimal solution.
IV. NUMERICAL EXPERIMENTS
To illustrate the performance of the CE algorithm, we present three test cases. In each test case, we also compare the results with those obtained by SA (see the appendix for the implementation details). To make a fair comparison between the algorithms, we run them for the same number of function evaluations.
In each test case the cost and reliability of a node is only dependent on the type, but not on the node itself, i.e., ci (x) = cj (x) and pi(x) = pj (x), for all i, j E {1, . , n}. The same holds for the reliabilities of the links. The cost of the links is the product of the unit cost per length, which is the same for all links (depending on the type), and the length of the link (the distance between the corresponding nodes).
Case 1: Network with 5 Nodes and 6 Links
The first test case is concerned with the all-terminal network based on Figure 1 . We assume that any two adjacent nodes are some distance away from each other and that each link type has a fixed cost per unit distance. The cost and reliability of component and the distance matrix are given in Tables I and  II respectively. The total budget is equal to Cmax = 13000. For each algorithm we terminate when the number of function evaluations reaches 16000. We used the following CE parameters: N = 800, p = 0.1, a = 0.7 and SA parameters: T The optimal network reliability is equal to r* = 0.97371 and the optimal cost is C(x*) = 12988. Figure 2 shows the performance of the CE method. Each cell represents the probability of assigning a certain type to a corresponding component. For example, the first column in each picture represents the probability of assigning each type to component 1. As the figure shows, the probability matrix At quickly converges to an optimal solution out of 411 possible solutions. Table III shows the results for CE and SA on the first test case over 20 independent replications. Here Success denotes the number of times the algorithm obtained the optimal topology; rbest is the best network reliability obtained; rworst is the worst reliability; and rmean is the average reliability of the best solutions throughout the numerical experiments.
The CE performed exceptionally, finding an optimal topol- The second case concems a network design problem with 6 nodes and 7 links given in Figure 3 . The setting is the same as [10] where a genetic algorithm (GA) was used to tackle this problem, except that we also allow type 0 to be assigned to a component, which increases the search space.
One advantage of using CE over GA is that it does not require the penalty function to solve this problem, as in [10] . At each iteration samples are generated in such way that no infeasible networks are generated. However, there is nothing preventing CE from using penalty functions. In [10] , the authors introduce the following penalty function:
rc Y>C-otherwise, to penalize infeasible solutions, as the reproduction procedure does not ensure that all new solutions are feasible. They argue that it is important to take infeasible solutions into account as a good solution is often reproduced from feasible and infeasible solutions.
The total budget is Cmax = 14505. The total number of function evaluations is set to 15000. We take the following ..
and reliability of each component and the distance matrix are given in Tables IV and V respectively.  Table VI shows the results for CE and SA on the second test case over 10 independent replications. We also list the results for the GA algorithm from [10] , including the coefficient of variation e (standard deviation divided by mean) which is used [10] Figure 4 . We take the same cost and reliability structure as given in Table I , with the distance matrix given in Table VII. This problem is a lot harder than the previous two cases, not only because the search space is much larger (421), but also because there are many near-optimal solutions.
The total budget is Cmax = 22000 and we take the following CE and SA parameters: N = 3000, p = 0.1, a = 0. (3,3,3,2,1,3,3,3,3,2,3,2,1,1,2,3,1,3,2,2,2)  (3,3,3,1,3,3,2,1,2,3,1,3 ,2,1,2,2,2,2,0,3, 1).
These have reliabilities very close to the optimal reliability (less than 10-6 away). APPENDIX Simulated annealing is a well-know generic search and optimization algorithm. There are many different variants, but in its basic form (see e.g. [5] ) the algorithm, when applied to our network design problem, involves the following steps:
1) Randomly generate a neighboring topology Xnew from a current topology Xcurr. If r(Xnew) > r(Xcurr), accept Xnew as the new topology; otherwise accept Xnew only with probability e/r/T where A/r = r(Xnew)-r(Xcurr) and T is the temperature.
2) Reduce the temperature using a pre-specified cooling scheme. There are many possible ways to generate a neighboring topology Xnew. The simplest one is to select, given the current topology Xcurr, randomly and uniformly a component Xcurr,i, i = 1 ... ,r n + m, and set this component to any of 0,1,2,3, with equal probability. If the new topology does not satisfy the constraint (5), we repeat the above process until a feasible topology is obtained. We repeat this process L times where L is a positive integer before the temperature decrement.
The temperature decrement at each iteration is very important in obtaining the optimal network topology. For example, if the temperature decreases very quickly, the algorithm may be trapped in sub-optimal region. On the other hand, if the temperature decreases very slowly, it will slow down the convergence and as a result will increase a computational time.
113 4 There are number of methods to decrease the temperature. A simple method is to use geometric decay:
where the decay parameter / is a constant close but not equal to 1. For other decrement methods see [18] , [19] .
