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Abstract 
Single-molecule fluorescence spectroscopy is a powerful approach for probing biomolecular structure 
and dynamics, including protein folding. For the investigation of nonequilibrium kinetics, Förster 
resonance energy transfer (FRET) in combination with confocal multiparameter detection has proven 
particularly versatile, owing to the large number of observables and the broad range of accessible 
timescales, especially in combination with rapid microfluidic mixing. However, a comprehensive 
kinetic analysis of the resulting time series of transfer efficiency histograms and complementary 
observables can be challenging owing to the complexity of the data. Here we present and compare three 
different methods for the analysis of such kinetic data: singular value decomposition, multivariate curve 
resolution with alternating least square fitting, and model-based peak fitting, where an explicit model of 
both the transfer efficiency histogram of each species and the kinetic mechanism of the process is 
employed. While each of these methods has its merits for specific applications, we conclude that model-
based peak fitting is most suitable for a quantitative analysis and comparison of kinetic mechanisms. 
 
1. Introduction 
Single-molecule methods have developed into essential tools for investigating biomolecular processes. 
A particularly versatile approach is the combination of single-molecule fluorescence detection with 
Förster resonance energy transfer [8] (FRET), which enables distances and distance changes on the 
nanometre length scale to be monitored with high sensitivity [41, 42]. Single-molecule FRET provides 
a powerful way of resolving heterogeneity, e.g., the conformational heterogeneity arising in protein 
folding and misfolding reactions, and the occurrence of rare events that would elude detection by 
ensemble-averaging techniques [39].  
However, the method not only provides access to equilibrium distributions but also to the kinetics of 
biomolecular reactions. In many cases, dynamics and kinetics can be monitored at equilibrium by virtue 
of the spontaneous fluctuations occurring at the single-molecule level [41]. For example, the time series 
of signals from FRET-labelled molecules immobilized on a surface are commonly evaluated using dwell 
time analysis [38], hidden Markov models [31], or maximum likelihood techniques [11]. These 
approaches often give detailed insights into the timescales of the process, the existence of different 
conformational states, and the connectivity between them, thus providing a powerful way of kinetic 
model building. Similarly, confocal fluorescence detection of freely diffusing molecules can provide 
information on the equilibrium dynamics of biomolecules on timescales from nanoseconds to 
milliseconds with approaches such as correlation spectroscopy [37, 39], detailed modelling of the photon 
statistics [1, 12, 33], or recurrence analysis [18]. However, all these methods require the states or 
conformations of interest to be sufficiently populated at equilibrium or under steady-state conditions; at 
the same time, they require the kinetics of interconversion to be accessible on the timescale of the 
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fluorescence recording from an individual molecule. These combined requirements are often not met by 
biomolecular systems, whose dynamics can cover a vast range of timescales, from nanoseconds to days 
or weeks [39]. 
An alternative approach for the investigation of biomolecular dynamics is to use single-molecule 
detection jointly with perturbation techniques, such as rapid mixing or laser-induced temperature jumps. 
For example, experiments that combine microfluidic and manual mixing techniques with single-
molecule fluorescence spectroscopy give access to non-equilibrium kinetics of the structural changes in 
proteins (Fig. 1). This approach is similar to established ensemble-based kinetic techniques, but with the 
advantage of obtaining distributions instead of average signals, and (provided suitable detection systems 
are available) for multiple parameters [42], such as FRET efficiencies, fluorescence lifetimes, 
anisotropies, and correlation functions. By monitoring single molecules free in solution, the time 
evolution of samples can be monitored for hours or days [5], and microfluidic mixing [27, 30] reduces 
dead times to milliseconds [30, 35, 45] and below [10]. The transient population of metastable states 
enables the detailed analysis of their dynamics down to nanoseconds even if they are not detectable at 
equilibrium [4, 43]. In this way, the kinetic mechanisms of complex reactions involving up to half a 
dozen species have been elucidated [2, 3]. However, taking full advantage of the rich information 
available from these experiments in a self-consistent manner calls for advanced analysis techniques. 
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Figure 1. The protomer formation process of the pore-forming toxin ClyA followed by single-molecule spectroscopy as 
an example for a transfer efficiency histogram time series. (a) Upon binding to membranes (or in this case n-dodecyl-β-D-
maltopyranoside (DDM) micelles), ClyA undergoes a large conformational transition from the soluble monomer state to the 
membrane-bound protomer state. This process can be monitored with single-molecule FRET. (a) Structures of the monomer 
and the pore conformation of ClyA (PDB code 1QOY [44], PDB code 2WCD [32]). The protomer conformation is represented 
by one pore subunit. A488 and A594 and the atomic dye structures indicate the positions labelled with Alexa Fluor 488 and 
594, respectively. (Structure representations created with Chimera [34] and Avogadro [14].) (b) Time series of area-normalized 
transfer efficiency histograms measured for the monomer-to-protomer transition in 0.1% (w/v) DDM [2]. The cartoons 
illustrate the monomer (M), intermediate (I) and protomer (P), and the transparent planes indicate the average transfer 
efficiencies of the peaks corresponding to the individual subpopulations. R. e. f.: Relative event frequency. (c) Individual 
histograms from the time series in (b) at times where one individual state dominates. For each histogram, the time is given in 
seconds, and the cartoons indicate the conformational states. Figure adapted from Ref. [2]. 
Here we present and review several approaches that allow a detailed kinetic analysis of FRET efficiency 
histogram time series covering times from milliseconds to hours: multivariate curve resolution with 
alternating least square fitting (MCR-ALS) [7, 21, 22], singular value decomposition (SVD) [16, 47], 
and model-based peak fitting [2, 7]. SVD can provide a virtually model-free assessment of the number 
of states or kinetic components involved in a process of interest. MCR-ALS is a technique that enables 
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us to estimate the signal characteristics and time courses of individual species involved in a process. The 
underlying kinetic mechanism can often not be identified directly from an SVD or MCR-ALS analysis. 
For this purpose, a description of the data with models for both the signal characteristics of the species 
and the kinetics of interconversion is usually necessary. We will illustrate the approach of explicitly 
modelling the kinetics of single-molecule FRET efficiency histograms and show how it can be informed 
and supplemented by model-free methods such as MCR-ALS and SVD. Further, we will show how to 
incorporate additional observables available in multiparameter single-molecule fluorescence detection. 
 
2. Matrix representation of transfer efficiency histogram time series 
The experimental data from kinetic single-molecule measurements in free diffusion can be represented 
as a series of ܰ transfer efficiency histograms. The histograms are recorded at different times ݐ௡ (݊ ൌ
1,…ܰሻ after the start of a reaction, e.g., when triggered by rapid mixing. For a kinetic analysis, we want 
to obtain the time course of the population of every species observed in the histograms. Each histogram 
of the time series can be written as a vector: 
ࢎ௡ ൌ ൭
݄ଵ௡⋮
݄ெ௡
൱ 
 
Here, hmn with ݉ ൌ 1,…ܯ is the number of burst events, each originating from an individual molecule 
diffusing through the confocal observation volume, with transfer efficiency values, E, that satisfy ܧ௠ െ
∆/2	 ൏ ܧ ൑ ܧ௠ ൅ ∆/2	, where  is the bin width in the transfer efficiency histogram, and Em is the 
midpoint transfer efficiency of the mth bin. We assume that each histogram can be represented as a 
linear combination of ‘species histograms’, ࢌ௟, i.e., the transfer efficiency histograms corresponding to 
the individual species involved in the process: 
ࢎ௡ ൌ ∑ ܿ௡௟௅௟ୀଵ ࢌ௟, 
where 
ࢌ௟ ൌ ൭
ଵ݂௟⋮
ெ݂௟
൱ with ∑ ௠݂௟ ൌ 1ெ௠ୀଵ . 
The species histograms would result from measurements of samples containing only one of the species 
݈ ൌ 1,… ܮ (which in practice, however, is often difficult to obtain, as discussed below).  
ܿ௡௟ ൌ ܿ௟ሺݐ௡ሻ 
is the concentration of species l at time tn (can also be expressed relative to the respective starting 
concentration ܿ௟଴ if desired). 
For the subsequent analysis, we combine all histograms ࢎ௡ of the time series in one M x N matrix ࡴ ൌ
ሺࢎଵ,…	ࢎேሻ and, likewise, all species histograms ௟݂ in the M x L matrix	ࡲ ൌ ሺࢌଵ, …	ࢌ௅ሻ. The relative 
concentrations, ܿ௡௟, define an additional N x L matrix:  
࡯ ൌ ൭
ܿଵଵ ⋯ ܿଵ௅⋮ ⋱ ⋮
ܿேଵ ⋯ ܿே௅
൱. 
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With these definitions, we can write: 
ࡴ ൌ ࡲ࡯். 
The aim of our analysis is to find the decomposition of H into F and C. If ࡲ is already known, e.g., from 
measurements  of  samples  of  the  individual  species,  we  can  obtain  ࡯  from  linear  regression  by 
minimizing  
߯ଶ ൌ ‖ࡴ െ ࡲ࡯்‖ி		ଶ, 
where ‖ܣ‖ிଶ ൌ ∑ 	หܽ௜௝หଶ௜,௝   is  the  Frobenius  norm.  In practice,  however,  it  is  often not  possible  to 
isolate all species to obtain the individual species histograms. Additionally, the peaks of the subspecies 
frequently overlap, which can lead to ambiguities in C. The methods reviewed and presented here are 
designed  to  extract  as  much  information  on  F  and  C  from H  as  possible  under  these  suboptimal 
conditions. 
 
3. Multivariate curve resolution – alternating least square fitting (MCR-ALS) 
With the MCR‐ALS method [7, 21, 22], ࡲ and	࡯ are obtained by an iterative process  in which ߯ଶ  is 
alternatingly minimized with respect to ࡲ or	࡯ while the respective other matrix  is kept  fixed. This 
alternating minimization is repeated until the fit reaches convergence. To start the process, an initial 
guess is required, either for ࡲ or ࡯. Usually, several constraints can be imposed on ࡲ and	࡯. In the case 
of FRET efficiency histogram time series, both matrices are non‐negative, i.e., ݂ ௠௟ ൒ 0 and ܿ ௡௟ ൒ 0 (i.e., 
requiring non‐negative matrix factorization [29] of H). In addition, the total concentration of species is 
constant over time in many cases: 
∑ ܿ௡௟௅௟ୀଵ ൌ ܿ଴ for all ݊ ൌ 1,…ܰ. 
By definition, the species histogram vectors are normalized, i.e., 
∑ ௠݂௟ ൌ 1ெ௠ୀଵ  for all ݈ ൌ 1…ܮ. 
Furthermore, species histograms are typically unimodal: 
௠݂ିଵ	௟ ൑ ௠݂௟ for ݉ ൑ ݉଴	
௠݂௟ ൒ ௠݂ାଵ	௟ for ݉ ൒ ݉଴, 
where m0 is the histogram bin at the peak maximum. 
MCR-ALS is illustrated in Fig. 2 for the large conformational change that occurs during the formation 
of the protomer of cytolysin A (ClyA) upon rapid mixing of the monomer with dodecyl maltoside 
(DDM) [2]. For the analysis, we assumed the presence of three different species (monomer (M), 
intermediate (I), and protomer (P)) in the reaction and used the relative peak heights over time as an 
initial guess for C. Displayed are three results using different constraints. The first analysis was done 
using the GUI MCR-ALS implementation in Matlab by Jaumot et al. [23] and employing only the 
constraints described above. In many situations, such a virtually model-free analysis (only the number 
of species is imposed) can already provide a reasonable estimate of the species histograms, and, provided 
that the individual species are resolved sufficiently, even of their time evolution.  
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For the second and third analysis, we constrained the concentrations ܿ௡௟ with specific kinetic models, in 
this case with an off-pathway model and an on-pathway model, as depicted in Fig. 2b. The use of models 
to describe one of the matrices (ࡲ or	࡯) while the other is determined by MCR‐ALS has been termed 
‘combined  hard  and  soft modelling’  (HSM)  [7]  and  is  available  in  the  latest  GUI MCR‐ALS Matlab 
implementation by Tauler  and  co‐workers  [21]. In the following, we use the off-pathway model to 
illustrate how one can constrain C to solutions of a kinetic model. The corresponding rate equations for 
the monomer (ܿெ), intermediate (ܿூ), and protomer (ܿ௉) concentrations are:  
ௗ	௖಺ሺ௧ሻ
ௗ௧ ൌ ݇ଵ	ܿெሺݐሻ െ ݇ଶ	ܿூሺݐሻ, 
ௗ	௖ಾሺ௧ሻ
ௗ௧ ൌ ݇ଶ	ܿூሺݐሻ ൅ ݇ସ	ܿ௉ሺݐሻ െ ሺ݇ଵ ൅ ݇ଷሻ	ܿெሺݐሻ, and 
ௗ	௖ುሺ௧ሻ
ௗ௧ ൌ ݇ଷ	ܿெሺݐሻ െ ݇ସ	ܿ௉ሺݐሻ, 
with starting conditions ܿெሺ0ሻ ൌ 1, ܿூሺ0ሻ ൌ 0, and ܿ௉ሺ0ሻ ൌ 0. The system of equations is solved 
numerically for a given set of rate coefficients k1 to k4, and the concentrations of the three species are 
calculated for all times ݐ௡ to obtain the matrix C. The rate coefficients are then optimized iteratively 
using common algorithms for minimizing 2 for the entire series of transfer efficiency histograms. 
The use of a kinetic model to describe C has two advantages. First, the kinetic model helps to resolve 
ambiguities in the concentrations of the species in the case of strongly overlapping histogram peaks, and 
second, it drastically reduces the number of parameters needed to describe C because only the rate 
coefficients and the starting conditions enter into the model. A comparison between the analysis with 
and without constraints by the kinetic models is shown in Fig. 2c. Although the resulting pairs of ࡲ 
and	࡯ matrices differ substantially for the two kinetic models, the reconstructed histogram time series, 
ࡲ࡯், are nearly identical and result in similar χ2 values (Fig. 2d). The on-pathway model yields the 
lowest χ2, but the species histogram of the intermediate shows extensive peak tailing towards high 
transfer efficiency (Fig. 2c), which is not expected for a pure species corresponding to a narrow range 
of distances or rapidly interconverting conformations [12] (Fig. 1c). The on-pathway model thus 
provides a (slightly) better fit than the off-pathway model but yields more complex species histograms 
in ࡲ that correspond to mixtures of the actual species involved. This example illustrates some of the 
strengths and weaknesses of the approach. Using the MCR-ALS method to fit kinetic models to these 
data can provide a reasonable decomposition of the transfer efficiency time series, especially if the peaks 
from different subpopulations are well separated. However, since the shapes of the species histograms 
and the rate coefficients are not completely independent parameters in the analysis, mutual 
compensation can occur that leads to ambiguity in the results. In some cases, this may result in obviously 
unphysical species histograms, but in more subtle scenarios such as the one illustrated here, it poses the 
problem of choosing one set of species histograms over another and thus requires additional information 
on the pure species. 
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Figure 2. Example of MCR-ALS applied to a dataset. (a) Measured transfer efficiency histograms (normalized, ∑ ݄௠௡௠ ൌ
1) for the first minute of ClyA protomer formation in 0.1% DDM [2]. Each line represents one transfer efficiency histogram, 
with the associated time after start of the reaction color-coded (see legend). (b) The data were analysed by MCR-ALS in three 
ways: no kinetic model describing the matrix of species concentrations, C, (model-free), and C described by an off- or an on-
pathway kinetic model. (c) Species histograms (left) and their concentration time courses (right) resulting from the three fits 
with the models in (b). The coloured points represent the results from the free fit, solid lines from the off-pathway model, and 
dashed lines from the on-pathway model. (d) Reconstruction of the data (ࡲ࡯்) from the three different types of analysis. 
 
4. Model-based peak fitting 
Constraining the shapes of the species histograms by realistic model functions can help to avoid the 
ambiguities in the results described in the previous section. Most rigorously, model species histograms 
can be derived from a detailed theoretical description of the underlying photon statistics, especially shot 
noise, of fluorescent species diffusing through the confocal volume. Gopich and Szabo used such an 
approach to derive analytical functions to model FRET efficiency histograms [12, 13]. Photon 
distribution analysis (PDA) is a related approach where the experimentally observed burst size 
distribution is included to model transfer efficiency distributions [1, 24, 33]. However, in many cases, 
FRET efficiency histograms can be well approximated with sums of simple peak functions to obtain 
reliable results on the relative populations of the constituting species without the need for detailed 
information on the underlying photon statistics. In addition, such simple functions increase the 
computational speed substantially, which is particularly advantageous for the analysis of large data sets. 
Even though a full incorporation of photon statistics is possible, we thus focus on an approach using 
peak functions based on simple analytical expressions. 
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Commonly used are Gaussian peak functions for symmetric peaks and four-parameter log-normal peak 
functions for skewed peaks since they suitably reproduce the peak shapes dictated by the underlying 
photon statistics [17, 28, 40, 46]. Asymmetric peaks are observed for species with high or low mean 
FRET efficiencies [6, 12]. With the Gaussian and log-normal peak functions, the elements ௠݂௟ of the 
species histograms, ࢌ௟, are then given by 
௠݂௟ ൌ ܣ௟ exp ቈെ
ሺܧ௠ െ ݁௟ሻଶ
2	ݓ௟ଶ ቉ 
for symmetric peaks and by 
௠݂௟ ൌ 	ܣ௟ 	exp ቎െ ln 2lnሺܽ௟ሻଶ ൝ln ൭1 ൅
ܽ௟ଶ െ 1
ܽ௟ݓ௟ ሺܧ௠ െ ݁௟ሻ൱ൡ
ଶ
቏ 
for asymmetric peaks. Here, ܧ௠ is the midpoint transfer efficiency of the mth bin, ݁ ௟ is the peak position, 
and ݓ௟ and ܽ ௟ are the width and the asymmetry of the peak for species ݈, respectively. The normalization 
factor, ܣ௟, is chosen in order that ∑ ௠݂௟ ൌ 1ெ௠ୀଵ . Examples of the peak functions are shown in Fig. 3. 
 
Figure 3. Empirical peak functions used to describe transfer efficiency histograms. (a) Example of a Gaussian peak 
function for symmetric peaks with ݁௟ ൌ 0.6 and ݓ௟ ൌ 0.08. (b) Example of a four-parameter log-normal peak function for 
asymmetric peaks with ݁௟ ൌ 0.1, ݓ௟ ൌ 0.15, and ܽ௟ ൌ 1.6.  
In favourable cases, the parameters defining the shapes and positions of the peak functions (ݓ௟, ܽ௟, ݁௟) 
can be determined independently by fitting the histograms of the pure species populated exclusively or 
well separated from other populations under suitable conditions. In the analysis of the complete 
histogram time series, these parameters can then be fixed, leaving only the relative species 
concentrations as adjustable fit parameters. Alternatively, especially for species for which no reliable 
individual species histograms can be obtained, the peak parameters can often be determined consistently 
by fitting the entire histogram time series with peak functions, but with the unknown parameters el, wl, 
and al as shared global fit parameters, i.e., by requiring that the each species is described by a single set 
of peak parameters across the entire data set. Those peak parameters that could be determined 
independently can be fixed to the known values, thus leaving only the amplitudes Al unconstrained and 
independent for all histograms. This approach is robust if each species is clearly populated in the 
histograms at some time during the reaction and if the species histograms are not excessively broad, 
overlapping, or changing in mean transfer efficiency or width as a function of time. Note that although 
 
9 
the peak shapes obtained in this way are independent of any kinetic model, the resulting peak areas can 
already provide a good idea of the changes in species concentrations as a function of time. In a next step, 
the changes in concentrations are then modelled explicitly in terms of a detailed kinetic scheme 
Figure 4 illustrates the complete fit procedure for the same data set as shown in Fig. 2. In a first step, 
the measured histogram time series (Fig. 4a) is fitted with three peak functions for the three populations 
(I, M, and P) that are readily identifiable: I with a log-normal peak function, and M and P with Gaussian 
peak functions (Fig. 4b). Since the peaks are well separated and all species are sufficiently populated at 
some time during the reaction, we obtain the relevant peak parameters reliably from a global fit to the 
entire set of histograms, thus yielding, after normalization, the species histograms in F. In cases where 
a species is barely populated or where its peak strongly overlaps with that of another species, its peak 
parameters have to be obtained by separate measurements whenever possible. Using these descriptions 
of the species histograms, a kinetic model (in this example the off-pathway model, Fig. 2b) can then be 
used to fit the data in the same way as described for MCR-ALS. Since the peak function parameters 
were determined independent of the kinetics, the only remaining adjustable parameters are the rate 
coefficients of the kinetic model. The resulting fit yields the species concentration time courses 
contained in matrix C (Fig. 4c). F and C then allow the data to be reconstructed (Fig. 4d). The 
corresponding residuals, ࡴെ ࡲ࡯், are shown in Fig. 4e.  
 
Figure 4. Fitting a transfer efficiency histogram time series with a combination of peak functions and a kinetic model.  
(a) Measured transfer efficiency histogram time series (see Fig. 1a for details.). Three different peaks, one at low (intermediate 
I), one at intermediate (monomer M), and one at high (protomer P) transfer efficiency can be distinguished. (b) Species 
histograms (matrix F) resulting from a fit of the time series in (a) with one log-normal (for I) and two Gaussian peak functions 
(for M and P), with peak position el, widths wl, and asymmetries al as global fit parameters. (c) Population time courses of M, 
I, and P (matrix C) resulting from a fit of the histogram time series in (a) with the species histograms in (b) and the off-pathway 
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kinetic model. (d) Histogram time series reconstructed from the species histograms (b) and species population time courses (c). 
(e) Residuals of the fit. 2  is the total sum over all squared residuals. 
With the species histograms, F, determined independently of C, the procedure described here allows a 
direct comparison of different kinetic models, in our case the off- and on-pathway models (Fig. 5). The 
quality of the fits of the two models can be visualized and compared on different levels. For the 
individual histograms, the residuals of the fits can be plotted (Fig. 5a). To assess the fit quality over the 
entire time course of the reaction, the residuals of each histogram can be squared, and the sum of squared 
residuals (ܴܵܵ ൌ ∑ ሺ݄௠௡ െ ∑ ܿ௡௟ ௠݂௟௟ ሻଶ௠ ) of each histogram can be plotted against ݐ௡ (Fig. 5b). 
Particularly instructive is the ratio of the ܴܵܵ for the two models as function of time (Fig. 5c). In the 
present example, the ܴܵܵ ratios clearly show that the off-pathway model provides a markedly better fit 
to the data between 1 – 100 s, the very interval in which the predicted concentration time courses differ 
the most (Fig. 5b). The differences between the two models may appear small at the level of the 
individual histograms, but they are clearly identified by the ܴܵܵ ratio.  
 
Figure 5. Comparison of the fit quality for different kinetic models. (a) Visualization of the fit quality of different models 
on the level of a single histogram. In the lower panel, the black dots represent the measured histogram (in this case at t = 14.4 
s), and the solid and dashed lines show the fit to the data using either no kinetic model (solid grey line), the off-pathway model 
(solid black line), and the on-pathway model (dashed black line). The upper panel shows the residuals. (b) Model fit quality 
over the course of the complete dataset. The concentration time courses for the monomer (M, blue), intermediate (I, green), 
and protomer (P, red) (C) resulting from the fits with the two different models (d) are shown in the lower panel. The upper 
panel shows the corresponding sums of squared residuals (SSRs, see main text). (c) SSRs for the on-pathway fit divided by 
those of the off-pathway fit plotted over the time course of the reaction. The increase in the SSR ratios between 1 and 100 s 
illustrates the better fit of the off-pathway model. (d) The off- and on-pathway kinetic models used for the fits. Data taken from 
[2]. 
The robustness of the procedure and the results can be tested in several ways, e.g., by bootstrapping or 
by a systematic variation of the peak function parameters used in the fit. For bootstrapping, a number of 
synthetic data sets are produced by randomly sampling with replacement from the measured sets of 
photon bursts. Subsequently, these data sets are analysed in the same way as the original data [36]. 
Bootstrapping allows realistic estimates to be obtained for the statistical uncertainties of the fit results 
related to the analysis procedure, excluding systematic errors. To simulate reduced data quality, the new 
data sets can be constructed from a reduced number of photon bursts, or noise can be added to the 
transfer efficiency of each burst. The influence of the uncertainty in the shapes and positions of the peak 
functions on the rate coefficients can be tested by systematic variation of the peak function parameters. 
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Both bootstrapping and peak parameter variation can identify the relative uncertainty of the fit 
parameters and illustrate how robustly kinetic models can be distinguished. In our example (Fig. 5), the 
kinetic off-pathway model consistently resulted in smaller 2 values than the on-pathway model.  
We note, however, that systematic errors can result from the inadequacy of simple peak functions for 
describing peak tailing or other aberrant histogram shapes resulting from sample heterogeneity or 
photochemical effects such as photobleaching. Optimizing sample quality and experimental conditions 
to minimize such effects is thus essential for quantitative analysis. In the case of static heterogeneity on 
the timescale of observation (see Multiparameter singular value decomposition for an example), simple 
peak functions may be inadequate, and a more detailed analysis of the underlying conformational 
distributions and dynamics may be required [18, 20]. Finally, it is worth pointing out again that the 
methods used here can in principle be combined with a detailed description of the transfer efficiency 
histograms in terms of the underlying photon statistics [1, 12, 33], but for more complex kinetic 
mechanisms, the computational cost of a global analysis may still be a challenge for routine use. 
 
5. Singular value decomposition (SVD) 
A method that is frequently used for the analysis of multivariate experimental data and that is largely 
model-free is singular value decomposition (SVD) [36]. It has recently also started to be employed for 
the analysis of single-molecule experiments [9, 19, 20]. The procedures for decomposing H into F and 
C presented above require a priori knowledge of the number of species present in the reaction and, 
additionally, information on either the shapes of their individual E histograms or on the time courses of 
their relative concentrations. In contrast, SVD allows a model-free analysis of the data that provides 
information about the number of distinguishable species involved in the reaction and, in addition, where 
and on which time scales changes occur in the signals [16]. 
However, SVD does not yield a decomposition of H into F and C. Instead, it expresses the M x N matrix 
H as a product of three matrices:  
ࡴ ൌ ࢁࡿࢂ். 
U is an orthonormal M x M matrix whose columns, the left singular vectors of H, contain the information 
about the shapes of the transfer efficiency histograms. S is an M x N diagonal matrix that contains the 
singular values that determine to which extent each pair of columns of U and V, i.e., the components of 
the SVD, contributes to H. The singular values are sorted by magnitude, i.e., the largest singular value 
is the first diagonal element of S. The columns of the orthonormal N x N matrix V, the right singular 
vectors or amplitude vectors, contain the kinetics. When weighted by their singular value, they provide 
the relative contribution of the corresponding columns of U at the different times tn. 
 
5.1. SVD for FRET efficiency histogram time series 
We illustrate SVD for the same data for ClyA [2] used above (Fig. 6). The measured transfer efficiency 
histograms, which clearly show the presence of three distinguishable species (Fig. 6a), are decomposed 
into the shape components (columns of U, Fig. 6e), the weights (diagonal elements of S, Fig. 6c), and 
the kinetics (columns of V, Fig. 6f). To determine the minimum number of species in the histogram time 
series, two measures are indicative: the singular values in S, and the autocorrelations of the columns of 
U and V (see below). The relative magnitudes of the singular values provide an estimate of the relevant 
sets of vectors in U and V and which of the vectors are likely to contain only noise. In our example, the 
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first three singular values are substantially greater than the remaining ones, indicating three significant 
species (Fig. 6c). However, the difference between the third and fourth singular values does not suffice 
to unequivocally decide on the number of species. As an additional measure, we can examine the 
variations in the left and right singular vectors by means of the autocorrelations, G, of the columns of U 
and V [16]: 
ܩ൫ ௝ܷ൯ ൌ ෍ ௜ܷ,௝ ௜ܷାଵ,௝
ெିଵ
௜ୀଵ
 
ܩ൫ ௝ܸ൯ ൌ ෍ ௜ܸ,௝ ௜ܸାଵ,௝
ேିଵ
௜ୀଵ
 
Possible values of G range from 1 (complete correlation) to -1 (no correlation), and values above 0.8 are 
considered to have a high signal-to-noise ratio for large vectors [16]. For transfer efficiency histograms 
and the kinetics on timescales considered here, we found the autocorrelations to be a helpful indicator; 
however, this might not be the case for every type of signal. The autocorrelations of the column vectors 
of U and V (Fig. 6d) indicate that the first three components contain considerably more information than 
the remaining ones. Together, the information from the singular values and the autocorrelations suggests 
that the histogram time series can be adequately described with the first three components, i.e., three 
species, whereas the remaining components are likely to contain only experimental noise. 
What information about the identified species is contained in the matrices U and V? As illustrated by 
Henry & Hofrichter [16], the histograms of all species can contribute to all columns of U, and the 
concentration time courses of all of the species can contribute to every column of V. Thus, U and V in 
principle do contain the information we are looking for, i.e., F and C, but unfortunately, this information 
is not available directly, and the decomposition is not unique. A self-modelling approach has been 
employed to derive the signal characteristics of the pure species and their concentration time courses 
[47]; however, the result requires essentially the same choices as in MCR-ALS when it comes to 
deciding which signature to assume for the pure species. Nevertheless, also without the self-modelling 
approach, the columns of U contain information about the shape of the species histograms. In our 
example, the first two columns of U contain features of all three molecular species, while the third only 
shows features of one species, but with a higher contribution of noise (Fig. 6e). This example illustrates 
that the columns of U are usually a combination of all species present in the sample and do not result in 
pure histograms of individual species. However, SVD indicates at which transfer efficiencies changes 
take place in the histograms and informs us about the timescale of these changes, as illustrated in Fig. 
6f for the first four components of the SVD. The kinetics are contained in the columns of V, and since 
they are a combination of the signal from the different molecular species, a global fit of all significant 
amplitude vectors is necessary to describe the overall kinetics of the process. In a two-state system, this 
would directly yield the sum of the two rate coefficients of the reaction, but in a more complex system, 
conclusions regarding the underlying rate coefficients are more difficult to draw. The apparent rates are, 
however, a convenient way of identifying the relevant timescales in a process under different reaction 
conditions, without requiring model assumptions. 
After deciding which components of the SVD are considered significant and which contain mostly noise, 
we can reconstruct the data based on the significant components by setting the singular values of all 
other components to zero (resulting in S’) and then calculating ࡴ′ ൌ ࢁࡿ′ࢂ். Ideally, H’ contains all 
relevant information of the original data while excluding the measurement noise (Fig. 6b), another useful 
application of SVD. These noise-filtered data can then be used for subsequent fitting procedures [15]. 
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Moreover, reconstructing the data with S’ containing different numbers of non-zero values provides a 
way of assessing the identified number of significant components by comparison with the original data. 
 
Figure 6. Example of SVD applied to a time series of transfer efficiency histograms. (a) Experimentally observed transfer 
efficiency histograms, normalized to an area of one. Each line represents one transfer efficiency histogram, with the associated 
time color-coded from purple to green to red (see colour scale). The data show the first minute of ClyA protomer formation 
measured in a microfluidic mixing device [2]. (b) Reconstruction of the data from the first three SVD components yields a 
representation with reduced noise. (c) Singular values (diagonal elements of S) of the SVD of the data shown in a. The first 
two components are clearly separated from the remaining singular values, indicating their dominance of the signal. (d) 
Autocorrelations of the columns of V vs. the autocorrelations of the columns of U of the SVD of the data shown in a. The 
correlation value is indicated by the number of the component as a marker. The result indicates that the third component still 
contains useful information since it is above the 0.8 threshold (dashed lines, see text), at least for G(Uj). (e) The first four 
columns of U. U1 to U3 show clear features expected from signal, but U4 is dominated by noise. (f) Time evolution of the first 
four SVD components. The top panels show the basis vectors multiplied by their respective singular values and amplitude 
vectors. The corresponding amplitude vectors (columns of V, see text) are displayed in the lower panels. The time course of 
the fourth basis vector (V4) exhibits much more scatter than the previous three, as expected for a basis vector dominated by 
noise. 
In the case of species that contribute only little to the overall signal, SVD can fail to identify their 
contribution to the data. This is illustrated in Fig. 7, where the transfer efficiency histogram time series 
[5] clearly shows the presence of three species (Fig. 7a). However, the singular values resulting from 
SVD show only two significant components (Fig. 7b), as do the autocorrelations of the columns of U 
and V (Fig. 7c). Inspection of the columns of U shows that the signal contribution of the third species is 
distributed over several basis vectors and has a smaller amplitude than the noise on species 1 and 2 (Fig. 
7d). The latter is the likely cause of the contribution of the third species not being identified by the SVD. 
As a result, SVD is not useful for the analysis of this minor population, even though its presence and 
kinetics are highly reproducible [5].  
 
14 
 
Figure 7. SVD may not detect minor species even if they are significant. (a) Transfer efficiency histogram time series from 
an I27 refolding experiment [5] with numbers indicating the peaks of the three different states. Time progresses from blue to 
red, with a total time of 1 h for the entire series. The peak labelled ‘DO’ results from ‘donor-only’ molecules with inactive or 
absent acceptor fluorophore, or from fluorescent impurities in the sample. The inset shows a magnification of the small 
population 3. (b) Singular values of the SVD of the data in (a). (c) Autocorrelations of the columns of V vs. the autocorrelations 
of the columns of U of the SVD of the data shown in a. The dashed lines indicate the 0.8 threshold. (d) First six column vectors 
of U. 
 
5.2. Multiparameter SVD 
Biomolecular reactions such as conformational changes in proteins are intrinsically multidimensional. 
Correspondingly, rates measured with one experimental observable, such as transfer efficiency, do not 
necessarily coincide with those obtained with other observables. Single-molecule fluorescence 
experiments offer the opportunity to record multiple observables simultaneously [42]. Even though the 
transfer efficiency between a donor and an acceptor fluorophore is well suited for monitoring 
conformational changes in proteins, other quantities such as fluorescence lifetimes or fluorescence 
anisotropies may contain additional information, in particular if the local environment of the 
fluorophores differs between the molecular species. For example, fluorescence anisotropies report on 
the rotational freedom of the fluorophores, whereas fluorescence lifetimes contain information about 
distance distributions but are also sensitive to processes such as dynamic quenching, which depend on 
the local environment. Multiparameter single-molecule spectroscopy using polarization sensitive time-
correlated single photon counting (TCSPC) with four detection channels can allow the simultaneous 
acquisition of at least nine different quantities [42]. These quantities include transfer efficiency ሺܧሻ, 
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acceptor and donor fluorescence anisotropies ሺݎ஺, ݎ஽ሻ, polarization and fluorophore-dependent 
fluorescence lifetimes ሺ߬஺∥, ߬஽∥, ߬஺ୄ, ߬஽ୄሻ, burst duration ሺݐ௕ሻ, and photon detection rates. In general, 
these parameters define a multi-dimensional histogram. However, for most practical purposes, two-
dimensional maps with one coordinate being the transfer efficiency and the second coordinate being one 
of the eight remaining observables are easier to visualize and interpret. A considerable advantage of 
SVD is the ease with which to include all observables in a global analysis. Instead of one transfer 
efficiency histogram per time, ݐ௡, a series of two-dimensional histograms will be used. To include these 
maps in one SVD, each two-dimensional map can be expressed as a vector 
ࢎா,௑,௡ ൌ ൫݄ଵ,ଵ,௡ ⋯݄ଵ,௄,௡, ݄ଶ,ଵ,௡ ⋯݄ଶ,௄,௡,⋯ , ݄ெ,ଵ,௡ ⋯݄ெ,௄,௡൯T. 
Here, ݄௠,௞,௡ with ݉ ൌ 1,…ܯ and ݇ ൌ 1,…ܭ is the number of burst events with transfer efficiency 
values ܧ satisfying ܧ௠ െ ∆/2	 ൏ ܧ ൑ ܧ௠ ൅ ∆/2	 and observable ܺ satisfying ܺ௞ െ ∆ 2⁄ ൏ ܺ ൑ ܺ௞ ൅
∆ 2⁄  . In a second step, the vectors ࢎா,௑,௡ for each two-dimensional map are combined in one vector of 
vectors 
ࢎ௡ ൌ
ۉ
ۇ
ࢎா,௥ವ,௡
ࢎா,௥ಲ,௡⋮
ࢎா,௪,௡ ی
ۊ. 
As explained above, the different vectors for all times are combined into the data matrix ࡴ ൌ
ሺࢎଵ,…	ࢎேሻ, which can be decomposed into U, V, and S. As in one-dimensional SVD, the vectors of V 
report on the kinetics, and the components of U contain the two-dimensional basis vectors.  
 
Figure 8. Comparison between one- and two-dimensional SVD on a synthetic dataset. (a) Three-state model (top) and 
resulting kinetics for kAB = 5 s-1, kBA = 1 s-1, kBC = 2 s-1, kCB = 0.01 s-1. (b) Two-dimensional histograms using donor 
fluorescence lifetime versus transfer efficiency, and projections onto the transfer efficiency coordinate (top). (c) One-
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dimensional SVD with singular values (left) and amplitude vectors (right) using only the projections onto the transfer 
efficiency. (d) Two-dimensional SVD with singular values (left) and amplitude vectors (right). 
To illustrate the potential of multiparameter SVD, we compare a one- and two-dimensional synthetic 
data set of a sequential reaction that involves three molecular species (Fig. 8a). In this particular case, 
we assume that two of the molecular species (B and C) have identical transfer efficiencies but different 
fluorescence lifetimes of the donor, e.g., due to dynamic quenching of the donor in state B. Two-
dimensional histograms at different times of the reaction from A to C clearly reflect all three species, 
whereas the projection along the transfer efficiency coordinate only detects two species, one species 
with low FRET (A) and the other with high FRET (B+C) (Fig. 8b). A comparison of the singular values 
resulting from one- and two-dimensional SVD shows that we only obtain three significant components 
if both coordinates, i.e., transfer efficiency and lifetime, are included. If only the transfer efficiency is 
used as an observable, only two components are significant (Fig. 8c,d). Even though closer inspection 
of the amplitude vectors, i.e., the components of V, reveals that the decays are not single-exponential, 
thus indicating the presence of more than two species, the use of an additional variable clearly increases 
the sensitivity of SVD and thus the identification of kinetic species.  
Correspondingly, multiparameter SVD has previously been used to investigate complex reactions in 
heterogeneous environments, such as the folding of a protein (bovine rhodanese) in the cavity formed 
by the chaperonin GroEL-GroES [20]. In this example, the time series of transfer efficiency histograms 
shows broad distributions that result from the restricted mobility of the fluorophores in the small cavity 
formed by the chaperonin (Fig. 9a). These broad and nearly featureless histograms complicate a model-
dependent analysis based on peak fitting and call for a less model-dependent analysis such as SVD. 
Surprisingly, even multidimensional SVD of a data set comprising nine observables resulted in just two 
significant components with exponential relaxation (Fig. 9b,c), with the same kinetics as those of the 
transfer efficiency histograms alone. In this case, multidimensional SVD thus provides additional 
support for a description of the process in terms of only two molecular species.  
 
Figure 9. Multidimensional SVD of protein  folding  in  the chaperonin GroEL‐GroES.  (a)  Transfer efficiency histograms of 
rhodanese folding inside the GroEL‐GroES cavity as a function of time (progressing from blue to red). (b) First (red), second 
(blue), and third (green) amplitude vector weighted by the corresponding singular values of the multi‐dimensional SVD for 
the reaction shown in a. The first two amplitude vectors dominate the observed signal change. Solid lines are a global fit with 
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a  single‐exponential  function.  (c)  Examples  of  two‐dimensional  histograms  constructed  from  the  columns  of  U  from 
multidimensional SVD for the folding reaction in (a) (from Top to Bottom: donor and acceptor fluorescence lifetime, donor 
fluorescence anisotropy, duration of bursts). The colour code indicates the absolute SVD amplitude (see colour scale). The 
basis vectors U2 indicate the positions of changes of the corresponding observables in the data. Data taken from [20]. 
In summary, SVD enables a model-free analysis of the data and provides information on the minimum 
number of species involved in a reaction and the timescales of its overall kinetics, which is often useful 
for further analysis steps. However, SVD does not yield the species histograms or the time courses of 
their relative concentration that would be necessary for a detailed kinetic analysis, i.e., it is usually not 
possible to fit and compare kinetic models to the data directly. For a thorough kinetic analysis, this 
information needs to be extracted from the SVD result with methods resembling those of MCR-ALS 
and related approaches [15, 47]. We note that the use of multiple parameters, as demonstrated here for 
SVD, can in principle also be incorporated in the other analysis methods presented here. 
 
6. General experimental considerations 
For a stringent kinetic analysis using the methods described here, the experimental data have to meet 
the following three requirements.  
(1) All changes in the relative histogram amplitudes must result from changes in concentrations of the 
species. Amplitude changes resulting from differences in time binning or acquisition times must be 
eliminated by normalizing the histograms to the total number of bursts, 
෍ ݄௠௟ ൌ 1
ெ
௠ୀଵ
. 
(2) The burst identification algorithm employed must detect the bursts of all species with the same 
probability, i.e., each species must have the same likelihood to contribute to the transfer efficiency 
histograms, so that the relative concentrations in C describe the actual relative concentrations of the 
species present in the reaction. Strictly speaking, this requirement is only met for species with equal 
diffusion properties and molecular brightness, or if adequate corrections can be applied for the 
differences. In practice, small differences in brightness and diffusion coefficients can often be neglected 
for the analysis, but it is important to test for a possible bias during burst identification. For example, 
changes in the thresholds for burst identification should not influence the relative amplitudes of the 
peaks in the transfer efficiency histograms. Otherwise, the relative number of bursts identified for the 
species needs to be corrected. In the case of brightness differences, the absolute brightness of each 
species has to be determined to correct for the detection bias. Current methods for absolute brightness 
determination, e.g., FIDA [26] and PDA [25], can be applied if measurements of the isolated species are 
feasible.  
(3) All data should be recorded with identical instrument settings. Combining measurements acquired 
under different conditions, e.g., changes in instrument alignment, into one data set can require individual 
sets of species histograms, F, for each set of experimental conditions.  
7. Conclusion 
Single-molecule FRET experiments allow biomolecular reactions to be investigated in great detail. Here 
we have presented methods for the analysis of time series of transfer efficiency histograms that take full 
advantage of this opportunity. SVD enables a model-free decomposition of the data and an identification 
of the minimum number of species in the reaction, the parts of the histograms where changes occur, and 
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the overall kinetics of the process. However, SVD per se does not yield the individual species histograms 
and the time evolution of their relative concentrations, which are necessary for discriminating between 
different kinetic models. MCR-ALS requires the number of species as an input but in return provides 
estimates of the species histograms and concentration time courses. While we can fit kinetic models to 
the MCR-ALS result, the interdependence of kinetics and the shapes of species histograms can result in 
ambiguities that can complicate the quantitative comparison of kinetic models. To test and compare 
different kinetic models based on the histogram time series, model-based peak fitting, including a 
complete model of peak shapes as well as kinetics usually provides the most reliable strategy. However, 
SVD and MCR-ALS can be very useful for the process of model building. Finally, we note that the same 
approaches used here for the analysis of kinetic measurements can of course be employed for 
equilibrium single-molecule transfer efficiency histograms, e.g., upon systematic variation in solution 
conditions, such as pH, salt concentration, temperature or the like.  
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