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Abstract
We investigate randomized methods for solving overdetermined linear least-squares prob-
lems, where the Hessian is approximated based on a random projection of the data matrix.
We consider a random subspace embedding which is either drawn at the beginning of the al-
gorithm and fixed throughout, or, refreshed at each iteration. For a broad class of random
matrices, we provide an exact finite-time analysis of the refreshed embeddings method, an ex-
act asymptotic analysis of the fixed embedding method, as well as a non-asymptotic analysis,
with and without momentum acceleration. Surprisingly, we show that, for Gaussian matrices,
the refreshed sketching method with no momentum yields the same convergence rate as the
fixed embedding method with momentum. Furthermore, we prove that momentum does not
accelerate the refreshed embeddings method. Thus, picking the accelerated, fixed embedding
method as the algorithm of choice among the methods we consider, we propose a new algorithm
by optimizing the computational complexity over the choice of the sketching dimension. Our
resulting algorithm yields a smaller complexity compared to current state-of-the-art randomized
pre-conditioning methods. In particular, as the sample size grows, the resulting complexity be-
comes sub-linear in the problem dimensions. We validate numerically our guarantees on large
sample datasets, both for Gaussian and SRHT embeddings.
1 Least-Squares, Preconditioning and Randomized Newton Meth-
ods
We consider an overdetermined least-squares optimization problem
min
x∈Rd
{
f(x) : =
1
2
‖Ax− b‖22
}
, (1)
where A ∈ Rn×d is a data matrix with n > d and b ∈ Rn is a vector of observations. Let x∗ : = A†b
be the optimal least-squares solution, where A† denotes the pseudo-inverse of A. In general,
computing the solution x∗ – by, first, forming the matrix A>A, and then, solving the linear system
A>Ax = A>b through either a QR decomposition or a Cholesky factorization of A>A – takes
O(nd2) computational time, which can be prohibitive for a large sample size n.
Sketching-based methods involve using a random matrix S ∈ Rm×n to project the data matrix
A and/or the data vector b to a lower dimensional space (m n), and then solving the sketched
least-squares problem to obtain an approximate solution x˜. There are many choices of random
sketching matrices, that we discuss in Section 1.1. Given some choice of random embedding S,
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a standard form of sketching least-squares is based on solving the approximated objective x˜cl : =
argmin ‖SAx− Sb‖22 in which the data matrix-vector pair (A,b) is approximated by its sketched
version (SA,Sb). A number of works (e.g., [20], [6], [12], [16]) have investigated the properties
of the sketched solution x˜cl, and, accordingly, we refer to it as the classical sketched solution. In
the overdetermined regime n  d, this approach can lead to substantial computational savings
provided than m n. Indeed, in general, the resulting computational cost of solving the classical
sketch least-squares problem is O(md2 +CSA), where CSA is the cost of forming (SA,Sb). Under
appropriate choice of the sketching matrix S or in parallel computing architectures, the cost CSA
can be much lower than the classical cost of least-squares, O(nd2).
There are various ways in which the quality of an approximate solution x˜ can be assessed.
A standard one is in terms of the prediction (semi)-norm ‖A(x˜− x∗)‖2. It is natural to wonder
whether or not, for a reasonable sketch size, the resulting guarantees are satisfactory. For instance,
using arguments from [6] or [16], it can be shown that, given a precision ε, the classical sketched
solution x˜cl using Gaussian subspace embeddings satisfies, with high probability,
‖A(x˜cl − x∗)‖22 6 (1 + ε) ‖Ax∗ − b‖22 , (2)
provided that the sketch dimension m is selected as m & ε−1d. However, in many applications,
such as statistical estimation, the precision ε needs to be as small as ε  dn , and for the classical
sketched solution xcl, it results in a sketch size m & n. This scaling is undesirable in the regime
n d, as the whole point of sketching is to have the sketch dimension m much lower than n.
This apparent inefficiency of the classical sketched solution x˜cl has been investigated by Pilanci
and Wainwright [17]. Their analysis reveals that part of the sub-optimality is in fact due to
sketching the observations vector b → Sb. Instead, they introduced an iterative method, namely,
the iterative Hessian sketch, where only the data matrix A is sketched, as opposed to the data
pair (A,b). Concretely, starting from an initial point x0 ∈ Rd and considering a sequence of
independent sketching matrices S0, . . . ,ST−1, the iterative Hessian sketch performs the following
update at time t > 0,
xt+1 = xt +
(
A>St>StA
)†
A> (b−Axt) , (3)
and returns the approximate solution x˜H = xT . For a precision ε > 0, using a sketch size m = αd
with α > 1, the approximate solution x˜H satisfies ‖A(x˜H − x∗)‖22 6 ε‖A(x0 − x∗)‖22 provided
that T & log(1/ε)logα , resulting in a total computational cost O
(
(Csketch ∨ nd) log(n/d)logα
)
, where Csketch
is the cost of forming StA. Under appropriate choice of the sketching matrix St or in parallel
computational architectures, the cost Csketch can be reduced to O(nd), up to logarithmic factors.
For statistical estimation, with ε  dn and α = O(1), computing the iterative Hessian sketch solution
x˜H then requires no more than O(log(1/ε)nd) operations, with a sketching size m = Ω(d), thus
offering significant computational savings compared to direct computation of the solution x∗ or an
ε-approximate solution x˜cl.
The iterative Hessian sketch belongs to the class of randomized quasi-Newton methods, that is,
a method which starts from an initial guess x0 ∈ Rd and then, repeats an update of the form
xt+1 = xt − µtHt−1g(xt) , (4)
where µt is a step size, g(xt) : = A
>(Axt − b) is the gradient of the least-squares objective f
evaluated at the current iterate xt, and Ht is an approximation of the Hessian A
>A of f , based
on a random sketch StA.
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Instead of refreshing the approximation Ht at each iteration, one can compute an approximate
H at the beginning of the iterative procedure, and then use Ht = H for all t > 0 in the update (4).
Hence, the matrix H acts as a pre-conditioner to improve on the condition number of A, resulting
in more efficient gradient descent updates. On the other hand, randomized right preconditioning
methods – that is, methods which first compute a matrix P based on a random sketch SA and
such that the matrix AP−1 is well-conditioned, and then employ a first-order method such as
gradient descent, Chebychev method, or, the conjugate gradient method to the pre-conditioned
least-squares objective (1) – have been the subject of many works, which we discuss in more details
in Section 2. Roughly, the number of iterations of these methods takes, in general, the form O (κ/ε)
or O (κ log(1/ε)), where κ is the condition number of the pre-conditioned matrix AP−1, and κ is
usually a decreasing function of the sketch size.
In this paper, we provide an exact analysis of the iterative Hessian sketch, where, in each
step, we compute the gradient g(xt) = A
>(Axt − b), we draw a randomized approximate Hessian
Ht = A
>St>StA, and we perform the update (4). We will consider this algorithm with sketching
matrices St that are either refreshed (independently drawn at each iteration), or, fixed (St = S0
for all t > 0). Further, we also provide an exact analysis of the iterative Hessian sketch with
momentum acceleration, which, starting from initial points x0,x1 ∈ Rd, at each iteration t > 1,
performs the update
xt+1 = xt − µtHt−1g(xt) + β(xt − xt−1) . (5)
1.1 Different types of randomized sketches
Various types of randomized sketches are possible, and we describe the few of them that we consider
in our algorithmic procedures.
1.1.1 Gaussian sketches
A classical sketch is based on a random matrix S ∈ Rm×n with independent and identically dis-
tributed (i.i.d.) Gaussian entries N (0, 1m). Many distributional properties of such a matrix S are
tightly characterized [22], and hence, the sketch SA is the most straightforward to control from
a probabilistic perspective – resulting in sharp choices of the algorithm’s parameters such as the
sketch or step sizes. However, on the computational side, a disadvantage of Gaussian sketches is
that they require a matrix multiplication S · A which, under no further assumption, is unstruc-
tured. That is, given a generic data matrix A ∈ Rn×d, computing the sketch SA requires O(mnd)
basic operations (using classical matrix multiplication). Under parallel computation, such a matrix
multiplication can be efficiently accelerated, resulting typically in a computational time O(nd).
1.1.2 Subsampled randomized Hadamard transforms
The second type of randomized sketch we consider is the subsampled randomized Hadamard tran-
form (SRHT), for which matrix multiplication can be performed much more efficiently. SRHT
matrices belong to the more general class of randomized orthonormal systems (ROS). Although
our guarantees will apply, up to different universal constants, to other ROS sketches such as the
subsampled randomized Fourier transform (SRFT), we restrict our attention to SRHT matrices for
concreteness.
For an integer n = 2p, with p > 1, we introduce the (normalized) Walsh-Hadamard transform,
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which is defined recursively as
Hn =
1√
2
[
Hn/2 Hn/2
Hn/2 −Hn/2
]
, (6)
with H1 = 1. For a sketch size m > 1, the SRHT matrix is then defined as S : =
√
n
m RHnD,
where D ∈ Rn×n is a diagonal matrix whose diagonal entries are i.i.d. random variables uniformly
distributed on {−1,+1}, and, the matrix R is a row-subsampling matrix, i.e., R = [ei1 , . . . , eim ]> ∈
Rm×n, where the indices i1, . . . , im are selected uniformly at random without replacement from
{1, . . . , n}, and, (e1, . . . , en) is the canonical basis of Rn. Due to the sparsity of the matrices R
and D, and, to the recursive structure of the matrix Hn, the sketched matrix SA can be formed
in O(nd logm) time [2].
1.1.3 Sparse Johnson Lindenstrauss transforms
For sparse data matrices, the sketching operation can be done faster if the sketching matrix is chosen
from a distribution over sparse matrices. Several works developed sparse Johnson Lindenstrauss
(J.L.) embeddings (see, for instance, [1], [9] and [10]) and sparse subspace embeddings [14]. Here we
describe a construction proposed by Nelson and Nguyen [14]. Given an integer s, each column of the
embedding matrix S ∈ Rm×n is chosen to have exactly s non-zero entries in random locations, each
equal to ±1/√s uniformly at random. Then, the sketch operation S ·A takes less than O(s‖A‖0)
operations, and the sketched matrix SA has no more than s‖A‖0 non-zero entries. We discuss
later appropriate choices of the column sparsity parameter s for our algorithms.
1.2 Notations and assumptions
For real-valued, positive sequences {at}t>0 and {bt}t>0, we use the notation at . bt if lim supt→∞ atbt <
+∞. Equivalently, we write at & bt if bt . at. We write at  bt if at . bt and at & bt. We write
at ∼ bt if limt→∞ atbt = 1.
For a vector z ∈ Rp, the notation ‖z‖2 refers to the Euclidean norm of z, i.e., ‖z‖2 =
√∑d
i=1 z
2
i .
For a matrix M ∈ Rp×q, we denote by M† the pseudo-inverse of M. The condition number κ(M)
of M is the ratio between its largest and smallest non-zero singular values. The operator norm
of M, denoted by ‖M‖2, is the largest singular value of M. The spectral radius ρ(M) of M is
defined as the largest module of its eigenvalues. In particular, for a symmetric matrix, it holds that
ρ(M) = ‖M‖2.
We denote by k ∈ N the rank of A. The optimal solution of the least-squares problem (1) is denoted
by x∗ ∈ Rd. A standard result states that x∗ = A† b. We write a singular value decomposition
(SVD) of A as A = UΣV>, where U ∈ Rn×k has orthonormal columns, V ∈ Rd×k has orthonormal
columns and Σ ∈ Rk×k is diagonal with positive entries. We denote by κ the condition number of
A, i.e., κ : = κ(A).
2 Prior work and Our Contributions
Classical algorithms for solving the least-squares problem (1), are based on solving the normal
equation A>Ax = A>b by, first, forming the matrix A>A, then computing a QR or Cholesky
factorization of A>A and finally, inverting the latter factorization. In the large sample regime
n  d, the cost of forming A>A dominates the computational cost of these classical procedures,
and is equal to O(nd2).
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First-order methods such as gradient descent (G.D.) or the conjugate gradient method (C.G.)
applied to (1) have computational cost at least
O (√κ log(1/ε)nd) ,
where κ is the condition number of the matrix A, the term ε is the desired precision of the
approximate solution, and O(nd) is the cost of each G.D. (or C.G.) iteration. When the matrix A
is ill-conditioned (κ 1), the resulting computational cost becomes prohibitively large.
Randomized pre-conditioning methods (e.g. [19], [3]) address the latter issue. For instance,
instead of applying a first-order method to the least-squares problem (1), one first computes a right
pre-conditioner P ∈ Rd×d such that the matrix AP† has a much smaller condition number than
A. Then, starting from y0 ∈ Rd, one solves iteratively the following least-squares problem
min
y∈Rd
‖AP†y − b‖22 , (7)
up to a relative error ε, that is, ‖AP†yε −Ax∗‖22 6 ε ‖AP†y0 −Ax∗‖
2
2. Finally, one sets x˜ : =
P†yε.
Rokhlin and Tygert [19] propose the following pre-conditioned C.G. method. For a sketch size
m, the algorithm computes a sketch SA where S is a SRFT matrix, which takes O(nd logm) time.
Then, a pivoted QR decomposition of SA is computed, that is, SA = QRΠ, where Q ∈ Rm×d
has orthonormal columns, R ∈ Rd×d is upper-triangular and Π ∈ Rd×d is a permutation matrix.
This factorization procedure takes O(md2) time. Finally, the algorithm solves problem (7) with
the pre-conditioning matrix P = RΠ. Provided that the sketch size satisfies m > 4d2, they show
that the condition number of AP† is of order O(1), resulting in a total computational cost of order
nd log(d) + d4 + nd log(1/ε) . (8)
which is dominated by the term O (nd log(1/)) for large sample sizes n  d and small enough
relative error ε. To our knowledge, the computational complexity (8) is the best known complexity
to achieve an ε-relative error solution in highly overdetermined least-squares problems. It should
be noted that the empirical sketch size prescribed by Rokhlin and Tygert is actually mpr = 4d, for
which they observe an empirical performance similar to m = 4d2, as reported in [19]. Consequently,
we use in this paper mpr as the baseline empirical choice for the pre-conditioned C.G. method.
In a related vein, sketching methods have also been used to restrict the optimization vari-
able to a lower-dimensional subspace. Gower and Richtarik [7] propose a randomized iterative
method with linear convergence rate, which, at each iteration, performs the proximal update
xt+1 = argminx∈T ‖x− xt‖22, where the next iterate xt+1 is restricted to lie within an affine sub-
space T = xt + range(A
>S), and S is a n×m dimension-reduction matrix with m 6 min{n, d}. In
the context of kernel ridge regression, Yang et al. [24] propose to approximate the n-dimensional
kernel matrix by sketching its columns to a lower m-dimensional subspace, chosen uniformly at
random. From the low dimensional kernel ridge solution α∗ ∈ Rm, they show how to reconstruct
an approximation x˜ ∈ Rn of the high dimensional solution x∗ ∈ Rn. Provided that the sketching
dimension m is large enough, the estimate x˜ retains some statistical properties of x∗, e.g., mini-
maxity. More generally, randomized approximate Newton methods, which involves left-sketching
the data matrix, and random subspace optimization, which involves right-sketching the latter, have
been extended to convex optimization problems (e.g., [18], [11]).
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2.1 Our contributions
In this work, we analyze different versions of the randomized algorithm which uses the update
xt+1 = xt + µt(A
>St>StA)†A>(b−Axt) , (9)
as well as its accelerated version,
xt+1 = xt + µt(A
>St>StA)†A>(b−Axt) + β(xt − xt−1) . (10)
Leveraging our analysis, we propose an algorithm which improves the time complexity over the
previous methods by optimizing a trade-off between sketching accuracy and number of iterations.
Our main contributions are the following.
1. We provide an exact, closed-form formula of the expected squared error norm E[‖A(xt − x∗)‖22],
and, the optimal sequence of step sizes {µt}t>0, when using refreshed sketching matrices
{St}t>0. Our analysis holds for a broad class of random embeddings, which includes in
particular the Gaussian ensemble. Leveraging our analysis, we present an optimal step-size
refreshed sketches algorithm (see Algorithm 1).
2. We consider the accelerated version (see Algorithm 2) of the refreshed sketches method
(Alg. 1), which uses the update formula (10). Surprisingly, we show that Heavy-ball mo-
mentum does not improve the rate of convergence, that is, the optimal momentum parameter
β∗ is equal to 0.
3. Leveraging standard concentration results on the extremal eigenvalues of certain random
matrices, we provide a high-probability convergence analysis of the error ‖A(xt − x∗)‖22,
when using a fixed random embedding S in the update formula (9). Using our probabilistic
bounds to derive a step size µ, we present a fixed sketch algorithm (see Algorithm 3) that
uses a fixed embedding S, and its accelerated version (see Algorithm 4) based on the update
formula (10). Then, we provide a detailed comparison of Algorithms 1, 2, 3 and 4. We show
that the accelerated fixed sketching method (Alg. 4) converges faster than its unaccelerated
version (Alg. 3), and, surprisingly, approximately as fast as the refreshed sketches strategy
(Alg. 1). Thus, we pick the accelerated fixed sketch (Alg. 4) as the algorithm of choice among
iterative Hessian sketching methods.
4. By choosing the sketch size which trades-off optimally between the different computational
costs involved, we show that the accelerated fixed sketch method (Alg. 4) achieves ε-error in
time O
(
nd
√
log(1/ε) + nd log(d)
)
for not too small errors ε, and, in time O
(
nd log(1/ε)
log(n/d2)
)
for arbitrarily small values of ε. Further, if the sketched matrix computation SA can be
parallelized over the rows of S, then the optimal time complexity can always be reduced
to O
(
nd log(1/ε)
log(n/d2)
)
. We validate numerically our computational trade-off analysis, and show
significant time improvements over the current state-of-the-art pre-conditioned C.G. method
which offers complexity at least O(nd log(1/ε)), as analyzed in [19].
5. We derive the exact rate of convergence of the fixed Gaussian sketch method (Alg. 3), in
the asymptotic regime m/d→ α ∈ (1,+∞). Our analysis employs the limiting eigenvalue
density of the Gaussian ensemble, namely, the Marcenko-Pastur density [13]. Consequently,
we are able to characterize the optimal step size µ∗, as the solution of a convex polynomial
optimization problem. As opposed to the refreshed sketches method (Alg. 1), the optimal
sketch size depends on the hindsight computational horizon, which opens a new range of
theoretical and empirical research directions for randomized quadratic optimization solvers.
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3 Refreshed Sketching Matrices – an Exact Error Formula
Given a sketch size m > 1, a sequence of independent matrices {St}t>0 of size m × n, an initial
point x0 ∈ Rd, and a sequence of step sizes {µt}t>0, we consider the sequence of iterates {xt}t>0
produced by the update (9), that is, by the following algorithm.
Algorithm 1: Refreshed Sketches.
Input: Data matrix A ∈ Rn×d, sketch size m, initial point x0 ∈ Rd, sequence of step sizes
{µt}t>0.
1 for t = 0, 1, . . . , T − 1 do
2 Sample a sketching matrix St ∈ Rm×n, independently of S0, . . . ,ST−1.
3 Compute the sketched matrix SA = StA.
4 Compute a factorization of the approximate Hessian Ht = SA
>SA.
5 Compute the gradient gt = A
>(Axt − b), and perform the update xt+1 = xt − µtHt†gt.
6 end
7 Return the last iterate xT.
Intuitively, one can hope that re-drawing the randomized Hessian approximation A>St>StA pro-
vides a better convergence rate by decoupling randomness between different iterations. We recall
that we denote by U ∈ Rn×k the matrix of left singular vectors of A, where k is the rank of A. We
define the error vector ∆t : = A(xt − x∗), and we aim to characterize the expected squared error
norm E
[
‖∆t‖22
]
.
3.1 An exact error formula for bounded moments sketching matrices
Given a sketch size m > k, let PS be a distribution over Rm×n. For S ∼ PS , we denote by
σ1, σ2, . . . σk the singular values of the matrix SU, and we define the inverse moments
θ1 : = E
[
1
k
k∑
i=1
1
σ2i
]
, (11)
θ2 : = E
[
1
k
k∑
i=1
1
σ4i
]
(12)
Assumption 1. For S ∼ PS , the matrix SU is full-column rank almost surely. The inverse
moments θ1 and θ2 satisfy θ1, θ2 < +∞. The right singular vectors w1, . . . ,wk of the matrix SU
are isotropic, i.e., E
[
wiwi
>] = 1kIk. Each wi is independent of its associated singular value σi.
An important example of such a class of embeddings is the Gaussian ensemble. Indeed, if S is
a random matrix of size m× n with independent entries N (0, 1m), then the matrix SU is a matrix
of size m × k, also with independent entries N (0, 1m). It follows that the right singular vectors
{wi}ki=1 of SU are uniformly distributed on the unit sphere Sk−1, and each wi is independent of
its corresponding singular value σi. Further, according to standard trace calculations for Wishart
matrices (see Lemma 2.3 in [8]), provided that m > k + 4, it holds that
θ1 =
m
m− k − 1 (13)
θ2 =
m2(m− 1)
(m− k)(m− k − 1)(m− k − 3) . (14)
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Lemma 1. Let m > k and PS be a distribution over Rm×n satisfying Assumption 1. Then, it holds
that
E
[(
U>S>SU
)−1]
= θ1Ik , E
[(
U>S>SU
)−2]
= θ2Ik .
Further, it holds that θ21 6 θ2.
Proof. Denote a matrix of eigenvectors of U>S>SU by W : = [w1, . . . ,wk] ∈ Rk×k, and let
Σ : = diag(σ21, . . . , σ
2
k) be the matrix of associated eigenvalues. Let j ∈ {1, 2}. Then,
E
[(
U>S>SU
)−j]
= E
[
WΣ−jW>
]
=
k∑
i=1
E
[
σ−2ji wiwi
>
]
=
k∑
i=1
E
[
σ−2ji
]
E
[
wiwi
>
]
.
where the last equality holds by independence of σi and wi. By assumption, we have E
[
wiwi
>] =
k−1Ik. Therefore, we obtain E
[(
U>S>SU
)−j]
= E
[
1
k
∑k
i=1 σ
−2j
i
]
. It remains to show that
θ21 6 θ2. Let z ∈ Rk such that ‖z‖2 = 1. Then,
θ1 = θ1‖z‖22 = E
[
z>
(
U>S>SU
)−1
z
]
6
(i)
E
[
z>
(
U>S>SU
)−1
zz>
(
U>S>SU
)−1
z
] 1
2
6
(ii)
E
[
z>
(
U>S>SU
)−2
z
] 1
2
= θ
1
2
2 .
Inequality (i) is a Cauchy-Schwartz inequality. For inequality (ii), we used the fact that zz> 
Ik.
Theorem 1. Let m > k, and PS be a distribution over Rm×n satisfying Assumption 1. Then, for
any T > 0, we have the exact error formula
E ‖∆T ‖22 =
T−1∏
t=0
[( θ1√
θ2
− µt
√
θ2
)2
+ 1− θ
2
1
θ2
]
‖∆0‖22 (15)
Proof. The proof of Theorem 1 is deferred to Appendix A.1.
Corollary 1. Let m > k, and PS be a distribution over Rm×n satisfying Assumption 1. Then,
for any T > 0, the minimum error E ‖∆T ‖22 is obtained by choosing µt = θ1θ2 for all 0 6 t < T .
Consequently, (
1− θ
2
1
θ2
)T
‖∆0‖22 = minµ0,...,µT−1 E ‖∆T ‖
2
2 . (16)
Proof. Picking µt =
θ1
θ2
for each 0 6 t < T minimizes the right-hand-side of (15). It immediately
yields the error formula E ‖∆T ‖22 =
(
1− θ21θ2
)T ‖∆0‖22.
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An important aspect of the results above is that the expected error formula is exact, and it holds
universally for every input data A and b with equality. In particular, one cannot hope to do better
by adjusting the step-sizes as long as they are independent of the randomness in the sketches. Note
that, for Gaussian sketches, the above result holds for any sketch dimension m greater than k + 4.
This is in contrast to earlier works on preconditioning, where S has to be a subspace embedding for
convergence results to hold. An exception is the method proposed in [4], where the authors obtain
upper-bounds for leverage score based on row sampling by directly analyzing the expectation of
the error iteration.
3.2 Application to the Gaussian random ensemble
Leveraging Corollary 1, we now specialize Algorithm 1 to the Gaussian random ensemble. Provided
that m > k + 4, plugging-in the formulas (13) and (14) into the expression θ1/θ2, we get that the
optimal step sizes are given by
µt =
(m− k)(m− k − 3)
m(m− 1) . (17)
Corollary 2. For m > k + 4, if the sequence {St}t>0 is taken from the Gaussian ensemble, then
Algorithm 1 has expected squared norm error
E ‖∆T ‖22 = ρ∗T ‖∆0‖22 , (18)
where
ρ∗ =
k + 1
m− 1 +
2
(m− 1)(m− k − 1) . (19)
Proof. Using the fact that E ‖∆T ‖22 =
(
1− θ21θ2
)T ‖∆0‖22, and plugging-in the values θ1 and θ2 given
in (13) and (14), we get 1− θ21θ2 = k+1m−1 + 2(m−1)(m−k−1) = ρ∗.
3.3 Momentum does not accelerate the refreshed Hessian sketch
A natural question is whether the rate of convergence of Algorithm 1 can be improved by adding
a momentum term to the update formula (9). Surprisingly, in contrast to standard first-order
methods, the answer is negative. Let us precise the accelerated method we consider. Let m > k
be a sketch size and PS be a distribution over Rm×n, such that Assumption 1 is satisfied. For
initial points x0,x1 ∈ Rd, we consider the heavy-ball update (10) with i.i.d. sketching matrices
9
S0, . . . ,St, . . .
i.i.d.∼ PS , that is, the following algorithm.
Algorithm 2: Accelerated Refreshed Sketches, with Heavy-ball Momentum.
Input: Data matrix A ∈ Rn×d, sketch size m, initial points x0,x1 ∈ Rd, step size µ > 0 and
momentum parameter β > 0.
1 for t = 1, 2, . . . , T − 1 do
2 Sample a sketching matrix St ∈ Rm×n, independently of S0, . . . ,ST−1.
3 Compute the sketched matrix SA = StA.
4 Compute a factorization of the approximate Hessian Ht = SA
>SA.
5 Compute the gradient gt = A
>(Axt − b), and perform the update
xt+1 = xt − µHt†gt + β(xt − xt−1)
6 end
7 Return the last iterate xT.
We recall that we define the error vector at time t > 0 as ∆t : = A(xt−x∗). For a given momentum
parameter β > 0 and step size µ > 0, we define the upper and lower asymptotic rates of convergence
as
ρ+(β, µ) : = lim sup
t→∞
E
[
‖∆t+1‖22
]
E
[
‖∆t‖22
] , and ρ−(β, µ) : = lim inf
t→∞
E
[
‖∆t+1‖22
]
E
[
‖∆t‖22
] . (20)
According to Corollary 1, we already know that for β = 0 and µ = θ1θ2 , the asymptotic rates
of convergence are both equal to ρ∗ = 1 − θ21θ2 (provided that the initial error is non-zero, i.e.,
‖A(x0 − x∗)‖2 6= 0). Given some initial points x0,x1 ∈ Rd, we aim to characterize the optimal
momentum parameter β∗, and the corresponding optimal step size µ∗. Surprisingly, a momentum
correction does not improve the asymptotic rate of convergence, i.e., the optimal parameter β∗ is
equal to 0, and the corresponding optimal step size is µ∗ = θ1θ2 .
Theorem 2. Let x0,x1 ∈ Rd. Then, provided that (Ax0,Ax1) 6=(Ax∗,Ax∗), it holds that
ρ∗ = inf
β,µ>0
ρ+(β, µ) = inf
β,µ>0
ρ−(β, µ) ,
where ρ∗ : = 1− θ21θ2 . Further, both infima are attained at β∗ = 0 and µ∗ = θ1θ2 .
Proof. The proof of Theorem 2 relies on analyzing the roots of the characteristic polynomial of the
linear dynamics that the expected squared error E
[
‖∆t‖22
]
satisfies. We show in particular that,
for any β, µ > 0, the largest module of the roots is always greater than ρ∗. We defer details of the
proof to Appendix A.2.
Let us illustrate numerically the result of Theorem 2. We set n = 105, d = 200 and we generate a
data matrix A ∈ Rn×d such that A = UΣV>, where U ∈ Rn×n and V ∈ Rd×d have orthonormal
columns, generated uniformly at random, and, Σ = [Σ,0]> ∈ Rn×d where Σ ∈ Rd×d is a diagonal
matrix, with entries σi = 0.97
i, so that the condition number of A is approximately equal to 400.
We sample a planted vector x ∈ Rd, with i.i.d. Gaussian entries N (0, 1/d), and given x, we sample
a response vector b ∼ N (Ax, In). We run Algorithm 2 with Gaussian embeddings St ∈ Rm×n
where m = 4d, and we use the step size µ = θ1θ2 and different values of the momentum parameter
10
β. Figure 1 shows the (scaled) prediction error n−1‖A(xt − x∗)‖22 versus the number of iterations,
for each value of β ∈ {0, 0.03, 0.06, 0.12, 0.25, 0.5, 1.0}. As predicted by Theorem 2, momentum
does not accelerate the refreshed sketches method, and the value β = 0 yields a smaller error.
Further, we see on Figure 1(c) that the exact rate of convergence ρ∗ = 1− θ21θ2 given by Theorem 1
is observed numerically, that is, the predicted line with (log-scale) slope − log(ρ∗) interpolates the
points n−1‖A(xt − x∗)‖22 when β = 0.
0 5 10 15 20
(a)
10−11
10−9
10−7
10−5
10−3
10−1
101
β= 0
β= 0.03
β= 0.06
β= 0.12
β= 0.25
β= 0.5
β= 1.0
16 17 18 19 20
(b)
10−12
10−11
10−10
10−9
β= 0.0
β= 0.03
β= 0.06
β= 0.12
18 19 20
(c)
10−12
10−11
β= 0.0
β= 0.03
Prediction
Figure 1. Error n−1‖A(xt − x∗)‖22 versus number of iterations for Algorithm 2 with refreshed
Gaussian embeddings. We used n = 100000, d = 200, and a sketch size m = 4d. Results are averaged
over 50 trials. We choose the optimal step size µ∗ = θ1θ2 , and β ∈ {0, 0.03, 0.06, 0.12, 0.25, 0.5, 1.0}
4 Fixed Sketching Matrix – Exact Asymptotic Analysis
We consider the update (9) with a fixed step size µ and a fixed subspace embedding S, which is
computed once at the beginning and fixed throughout.
We recall the following notations. The thin singular value decomposition of the rank k matrix A
is denoted by A = UΣV>, where U ∈ Rn×k has orthogonal columns, V ∈ Rd×k has orthogonal
columns and Σ is a k×k diagonal matrix with positive diagonal entries. Again, we define the error
vector as ∆t : = A(xt − x∗).
4.1 An exact error formula for delocalized sketching matrices
Given a sketch size m > k, let PS be a distribution over Rm×n. For S ∼ PS , we denote by
w1, . . . ,wk the eigenvectors of the matrix U
>S>SU, and λ1, . . . , λk their associated eigenvalues.
Similarly to Assumption 1, we make the following assumptions about the distribution PS .
Assumption 2. Let S ∼ PS . The matrix SU is full-column rank almost surely. The eigenvec-
tors w1, . . . ,wk of the matrix U
>S>SU are isotropic. Each wi is independent of its associated
eigenvalue λi.
The Gaussian ensemble satisfies the above assumptions. Our next result characterizes exactly the
expected squared error, E ‖∆T ‖22.
Theorem 3. Let m > k and consider a sketching distribution PS over Rm×n, which satisfies
Assumption 2. Then, for any horizon T > 0 and step size µ > 0, it holds that
E ‖∆T ‖22 = E
[
1
k
k∑
i=1
(
1− µ
λi
)2T]
‖∆0‖22 .
Proof. The proof is deferred to Appendix A.3.
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Hence, for a finite T > 0, we get from Theorem 3 that the optimal step size µ∗ is a minimizer of
the convex function Γm,kT , defined as
Γm,kT (µ) : = E
[
1
k
k∑
i=1
(
1− µ
λi
)2T]
.
4.2 Application to the Gaussian ensemble – asymptotic analysis based on the
Marcenko-Pastur distribution
We recall the definition of the Marcenko-Pastur distribution [13] with parameter (α, σ) ∈ (1,+∞)×
(0,+∞), which we denote by MP(α, σ), and which has density with respect to the Lebesgue measure
on R given by
ν(λ) =
α
2piσ2
√
(λ+ − λ)(λ− λ−)
λ
1[λ−,λ+](λ) , (21)
where λ− = σ2
(
1−
√
1
α
)2
and λ+ = σ
2
(
1 +
√
1
α
)2
.
Let S be an m × n subspace embedding, with i.i.d. Gaussian entries N (0,m−1). By rotational
invariance of the Gaussian distribution, the matrix SU is also a matrix with i.i.d. Gaussian en-
tries N (0,m−1). Given a horizon t > 1, we aim to characterize the step size µ∗t which minimizes
the function Γm,kt (µ) in an asymptotic regime. That is, we assume that m, k → ∞, such that
m/k → α ∈ (1,+∞). According to a classical result [13], the empirical distribution of the eigen-
values λ1, . . . , λk of the matrix U
>S>SU converges weakly to the distribution MP(α, 1). It follows
that Γm,kt converges pointwise to the function
µ 7→ Γαt (µ) : = E λ∼MP(α,1)
[(
1− µ
λ
)2t]
=
α
2pi
∫ λ+
λ−
(
1− µ
λ
)2t √(λ+ − λ)(λ− λ−)
λ
dλ .
In particular, the function Γαt is strongly convex and goes to +∞ as |µ| → +∞, so that it admits a
unique minimizer µ∗t . Our next result provides an equivalent optimization problem, which relates
finding the optimal step size µ∗t to finding the shift parameter of a Marcenko-Pastur distributed
random variable, which minimizes its moment of order 2t.
Lemma 2. Let us introduce the parameters ν =
(√
λ++
√
λ−√
λ+−
√
λ−
)2
and σ =
√
λ−1+ +
√
λ−1−
2 . Let t > 1,
and define
β∗t = argmin
β∈R
EX∼MP(ν,σ)
[
(β −X)2t] .
Then, the minimizer µ∗t of Γαt satisfies
µ∗t =
1
β∗t
. (22)
Proof. This reduction follows from a simple change of variable, and we defer details of the calcula-
tion to Appendix B.1.
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The function P (β) : = EX∼MP(ν,σ)
[
(β −X)2t] is a convex polynomial of degree 2t, whose coef-
ficients are expressed in terms of the known moment expressions of the distribution MP(ν, σ).
Precisely, P (β) =
∑2t
k=0 ck,2tβ
k, where ck,2t =
(
2t
k
)
(−1)2t−km2t−k, and mj = EMP(ν,σ)[Xj ] =
σ2j
∑j−1
i=0
ν−j
i+1
(
j
i
)(
j−1
i
)
. Thus, one could efficiently find β∗t by minimizing P using, for instance,
a bisection search algorithm. However, to our knowledge, finding a closed-form expression or an
analytic expansion of β∗t – and then a closed-form expression of the rate of convergence Γαt (1/β∗t ) –
for a general value t > 1 is an open problem. For t = 1, the answer is the mean of the distribution
MP(ν, σ), given by β∗1 = σ2 =
(
1− 1α
)−2
, so that µ∗1 =
(
1− 1α
)2
. For t → ∞, we provide next a
closed-form expression for the optimal step size, and the resulting rate of convergence. That is, we
are interested in finding a step size µ∗, if any, which satisfies the following property,
lim inf
t→+∞
Γαt (µ)
Γαt (µ
∗)
> 1 , for all µ ∈ R .
Further, we aim to characterize the asymptotic rates of convergence ρ+∞ and ρ−∞, defined as
ρ+∞ : = lim sup
t→+∞
Γαt+1(µ
∗)
Γαt (µ
∗)
, and , ρ−∞ : = lim inf
t→+∞
Γαt+1(µ
∗)
Γαt (µ
∗)
(23)
Our next result gives the values of µ∗, ρ+∞ and ρ−∞.
Theorem 4. Let µ∗ = (1−
1
α)
2
1+ 1
α
. Then, for any µ 6= µ∗, it holds that
lim
t→+∞
Γαt (µ)
Γαt (µ
∗)
= +∞ , and ρ∞ : = 4α
(1 + α)2
= ρ+∞ = ρ
−
∞ .
Proof. The proof is based on standard asymptotic methods for integral calculations [5], and we
defer the details to Appendix A.4.
A natural question is how the convergence rate ρ∞ compares with the rate ρ∗ obtained for the
refreshed Gaussian sketches method (Alg. 1), that is, ρ∗ = k+1m−1 +
2
(m−1)(m−k−1) . When m/k → α,
we have ρ∗ → 1α . Hence,
ρ∞
ρ∗
∼ 4(
1 + 1α
)2 . (24)
Since α > 1, we have 4 >
(
1 + 1α
)2
, i.e., ρ∞ > ρ∗. Thus, in such an asymptotic regime, the refreshed
sketches method always converges faster, and up to four times faster when α 1.
5 Fixed Sketching Matrix – Non-asymptotic Analysis
Let S ∈ Rm×n be a fixed sketching matrix and µ > 0 a fixed step size. We recall that we denote by
U ∈ Rn×k the matrix of left-singular vectors of A, where k is the rank of the data matrix A. Given
a sequence of estimates {xt}t>0, we define the error vector ∆t at time t > 0 as ∆t : = A(xt − x∗).
Let λ,Λ > 0, and define the event
E : =
{
λ 6 λmin
(
U>S>SU
)}⋂{
λmax
(
U>S>SU
)
6 Λ
}
.
In Table 1, we recall classical results on high-probability bounds over the extremal eigenvalues
of U>S>SU for Gaussian, SRHT and sparse J.L. matrices, for which proofs and references are
provided in Appendix A.6.
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Table 1. Extremal eigenvalues of U>S>SU. Let α > 1, and η > 0 such that P[E ] > 1 − η.
For Gaussian embeddings, the term c > 0 is a user’s choice constant, e.g., c ∼ 1√
k
. For SRHT
embeddings, we set δk,n = (1 +
√
8k−1 log(2kn))2. For sparse J.L. matrices, the sparsity parameter
satisfies s = Θ(
√
α log3(k2)) (see [14] for details).
Embedding S Sketch size m Lower bound λ Upper bound Λ η
Gaussian, N (0,m−1) (1 +√2c)2αk
(
1− 1√
α
)2 (
1 + 1√
α
)2
2e−ck
SRHT 83αkδk,n log(2k
2) 1− 1√
α
1 + 1√
α
1
k
Sparse J.L. Ω(αk log8(k2))
(
1− 1√
α
)2 (
1 + 1√
α
)2
1
k
5.1 Optimal Step Size Convergence
We consider the update (9) for a fixed sketch S, which yields Algorithm 3.
Algorithm 3: Fixed Sketch.
Input: Data matrix A ∈ Rn×d, sketch size m > k, initial point x0 ∈ Rd, and step size µ > 0.
1 Sample a sketching matrix S ∈ Rm×n.
2 Compute the sketched matrix SA = SA.
3 Compute and cache a factorization of the approximate Hessian matrix H = SA
>SA.
4 for t = 0, 1, . . . , T − 1 do
5 Compute the gradient gt = A
>(Axt − b).
6 Perform the update xt+1 = xt − µH†gt.
7 end
8 Return the last iterate xT .
Lemma 3. Consider the step size µ∗ = 2
λ−1+Λ−1 . Conditional on the event E, for any T > 0, the
output of Algorithm 3 satisfies
‖∆T ‖2 6
(
κ− 1
κ+ 1
)T
‖∆0‖2 ,
where κ : = Λλ . In particular, the asymptotic rate of convergence satisfies
lim sup
t→+∞
‖∆t+1‖22
‖∆t‖2
6
(
κ− 1
κ+ 1
)2
.
Proof. The proof is deferred to Appendix A.5.
Hence, given a random embedding S ∈ Rm×n, if we know high-probability bounds λ and Λ on the
extremal eigenvalues of the matrix U>S>SU, then the result of Lemma 3 is actionable. Our next
result is an immediate consequence of Lemma 3.
Corollary 3. Let ε > 0 be a target error. Suppose that P[E ] > 1 − η, for some η ∈ [0, 1]. Then,
using µ∗ = 2
λ−1+Λ−1 , it holds that ‖∆T ‖22 6 ε ‖∆0‖22 with probability at least 1 − η, provided that
T > log(1/ε)log(1/ρ) , where ρ : =
(
Λ−λ
Λ+λ
)2
.
In Table 2, we provide convergence rates and horizon’s lower bounds in order to achieve ε-relative
error, for Gaussian, SRHT and sparse J.L. embeddings. These results are immediate consequences
of Corollary 3 and the high-probability bounds on extremal eigenvalues presented in Table 1.
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Table 2. Rate of convergence ρ and horizon’s lower bounds T to achieve ε-relative error. Let α > 1,
and η > 0 such that P[E ] > 1 − η. For Gaussian embeddings, the term c > 0 is a user’s choice
constant, e.g., c ∼ 1√
k
. For SRHT embeddings, we set δk,n : = (1 +
√
8k−1 log(2kn))2. For sparse
J.L. matrices, the sparsity parameter satisfies s = Θ(
√
α log3(k2)).
Embedding Sketch size m Step size µ Rate ρ Horizon T η
Gaussian (1 +
√
2c)2αk
(1− 1α)
2
1+ 1
α
4α
(1+α)2
log(1/ε)
log
(
(1+α)2
4α
) 2e−ck
SRHT 83αkδk,n log(2k
2) 1− 1α 1α log(1/ε)log(α) 1k
Sparse J.L. Ω(αk log8(k2))
(1− 1α)
2
1+ 1
α
4α
(1+α)2
log(1/ε)
log
(
(1+α)2
4α
) 1
k
5.2 Acceleration through the Heavy-ball method
Given a momentum parameter β > 0, we consider the update (10) for a fixed subspace embedding
S, which yields Algorithm 4.
Algorithm 4: Accelerated Fixed Sketch, with Heavy-ball Momentum.
Input: Data matrix A ∈ Rn×d, sketch size m > k, initial points x0,x1 ∈ Rd, step size µ > 0
and momentum parameter β > 0.
1 Sample a sketching matrix S ∈ Rm×n.
2 Compute the sketched matrix SA = SA.
3 Compute and cache a factorization of the approximate Hessian matrix H = SA
>SA.
4 for t = 1, 2, . . . , T − 1 do
5 Compute the gradient gt = A
>(Axt − b).
6 Perform the update xt+1 = xt − µtH†gt + β(xt − xt−1).
7 end
8 Return the last iterate xT .
Lemma 4. Consider the step size µ∗ = 4
(
√
λ−1+
√
Λ−1)
2 and the momentum parameter β
∗ =(
λ−
1
2−Λ− 12
λ−
1
2 +Λ−
1
2
)2
. Conditional on the event E, for any T > 0, the output of Algorithm 4 satisfies
∥∥∥∥[∆T+1∆T
]∥∥∥∥
2
6
(√
κ− 1√
κ+ 1
+ aT
)T ∥∥∥∥[∆1∆0
]∥∥∥∥
2
, (25)
where κ : = Λλ , and {ak}k>0 is a S-measurable sequence which converges almost surely to 0. In
particular, the asymptotic rate of convergence satisfies
lim sup
t→+∞
(
‖∆t+1‖22 + ‖∆t‖22
‖∆t‖22 + ‖∆t−1‖22
)
6
(√
κ− 1√
κ+ 1
)2
. (26)
Proof. The proof is deferred to Appendix A.7.
Corollary 4. Let ε > 0 be a target relative error. Suppose that P[E ] > 1 − η, for some η ∈
[0, 1]. Then, using µ∗ = 4
(
√
λ−1+
√
Λ−1)
2 and β
∗ =
(
λ−
1
2−Λ− 12
λ−
1
2 +Λ−
1
2
)2
, it holds that ‖∆T+1‖22+‖∆T ‖22 6
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ε (‖∆1‖22 +‖∆0‖22) with probability at least 1 − η, provided that T > log(1/ε)log((√ρ+aT )−2) where ρ : =(√
Λ−√λ√
Λ+
√
λ
)2
.
In Table 3, we provide convergence rates and horizon’s lower bounds in order to achieve an ε-
accurate solution, for Gaussian, SRHT and sparse J.L. embeddings. These results are immediate
consequences of Corollary 4, and the high-probability bounds on extremal eigenvalues presented in
Table 1.
Table 3. Convergence rate ρ and horizon’s lower bounds T to achieve ε-relative error. Let α > 1,
and η > 0 such that P[E ] > 1 − η. For Gaussian embeddings, we choose c = 1√
k
. We define
ϕ(k) = (1 +
√
2
k )
2 for Gaussian embeddings, ϕ(k) = 83δk,n log(2k
2) for SRHT matrices, where
δk,n = (1 +
√
8k−1 log(2kn))2, and, ϕ(k) = log8(k2) for sparse J.L. matrices. For conciseness, we
discard the error term aT in the reported value of T . For SRHT matrices, we report a smaller lower
bound on T , which will not affect the next discussions in the paper.
Embedding Sketch Step Momentum Convergence Horizon η
size m size µ parameter β rate ρ T
Gaussian ϕ(k)αk
(
1− 1α
)2 1
α
1
α
log(1/ε)
log(α) 2e
−√k
SRHT ϕ(k)αk 2(α−1)
α+
√
α2−α
√
α−√α−1√
α+
√
α−1
√
α−√α−1√
α+
√
α−1
log(1/ε)
log(α)
1
k
Sparse J.L. ϕ(k)αk
(
1− 1α
)2 1
α
1
α
log(1/ε)
log(α)
1
k
5.3 Comparison of Convergence Rates
5.3.1 Gaussian Embeddings
Let m > 1 be a sketch size. We consider Gaussian embeddings S ∈ Rm×n, where S has independent
Gaussian entries with mean zero and variance 1m . We compare the performance of Algorithms 1, 2, 3
and 4, through their respective asymptotic rate of convergence, defined as
ρ : = lim sup
t→∞
(
E ‖A(xt+1 − x∗)‖22
E ‖A(xt − x∗)‖22
)
. (27)
For the sake of clarity, we assume that m, k → +∞ and mk → α, for some α > 1. Collecting the
results from Corollary 2, Theorem 2, Table 2 and Table 3, we obtain the following comparison. The
fixed sketch method (Alg. 3) has rate ρf =
4α
(1+α)2
, whereas the accelerated fixed sketch (Alg. 4)
has rate ρfm =
1
α . It holds that ρf > ρfm for any α > 1, and as α → +∞, we get ρfρfm ∼ 4. The
refreshed sketches method (Alg. 1) has exact rate ρ∗ = 1− θ21θ2 = 1α +O
(
1
k
)
, and as k → +∞, we get
ρ∗ = 1α . Further, momentum does not accelerate the refreshed sketches strategy. Thus, remarkably,
Algorithms 1, 2 and 4 – with their respective optimal parameters which we summarize in Table 4
– have same asymptotic rates, and should exhibit a similar performance when dealing with large
dimensions.
Of natural interest is the practical performance of each algorithm, and if the high-probability
upper bounds used to analyze Algorithms 3 and 4 provide a tight description of their empirical
behavior. In Figure 2, we observe that the empirical curves of the refreshed sketches method and
the fixed sketch with momentum, and, their predicted curves, are all nearly superposed, which
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Table 4. Let S ∈ Rm×n be a subspace embedding with i.i.d. Gaussian entries N (0, 1m ). For each
algorithm, we consider its asymptotic rate of convergence ρ, defined in (27). We let m, k → +∞,
with mk → α, and α > 1.
Algorithm Rate ρ Optimal µ Optimal β
Refreshed, no momentum (Alg. 1) 1α
(
1− 1α
)2
-
Refreshed, momentum (Alg. 2) 1α
(
1− 1α
)2
0
Fixed, no momentum (Alg. 3) 4α
(1+α)2
(1− 1α)
2
1+ 1
α
-
Fixed, momentum (Alg. 4) 1α
(
1− 1α
)2 1
α
confirms our analysis (Table 4). On the other hand, the empirical performance of the fixed sketch
(Alg. 3) is slightly better than its predicted curve. As the sketch size m increases, the empirical and
theoretical curves get closer to each other, which tends to confirm our infinite dimensional analysis
(see Theorem 4). Additionally, we compare our algorithms to the pre-conditioned C.G. method,
with a Gaussian pre-conditioning matrix. We run the pre-conditioned C.G. method, first, with the
same sketch size m as the other algorithms and, then, with the empirical sketch size mpr = 4d
prescribed in [19]. We observe that the pre-conditioned C.G. method with same sketch size m
has the same empirical rate of convergence as Algorithms 1 and 4. However, the pre-conditioned
C.G. with sketch size mpr performs worse compared to the other algorithms with larger sketch sizes
m.
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Figure 2. Error n−1‖A(xt − x∗)‖22 versus number of iterations, for refreshed Gaussian embed-
dings (Refreshed), fixed Gaussian embedding (Fixed), fixed Gaussian embedding with momentum
(Fixed Mom.), the C.G. algorithm pre-conditioned with a Gaussian embedding (p.C.G.), and, the
C.G. algorithm pre-conditioned with a Gaussian embedding using the sketch size prescribed in [19]
(Pre-p.C.G.). We used n = 100000, d = 500, and the same sketch size m = αd for all algorithms
(except Pre-p.C.G., for which we used mpr=4d), with (a) α=4, (b) α=8, (c) α=16 and (d) α=32.
The (red) dashed line represents the predicted error of (Fixed), which has (log-scale) slope 4α(1+α2) .
The (black) dotted line represents the predicted error of (Refreshed) with (log-scale) slope ≈ 1/α.
Results are averaged over 50 trials
5.3.2 SRHT Embeddings
Let m > 1, and S ∈ Rm×n be a SRHT matrix. We assume that m, k → +∞, and mk → α,
for some α > 1. According to our results provided in Tables 2 and 3, the fixed sketch method
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(Alg. 3) has asymptotic convergence rate ρf =
1
α , and, with momentum (Alg. 4), this rate becomes
ρfm =
√
α−√α−1√
α+
√
α−1 . It holds that ρf > ρfm for any α > 1, and as α→ +∞, we get that ρfm ∼
1−1+ 1
2α
1+1− 1
2α
,
i.e., ρfm ∼ 14α , and hence, ρfρfm ∼ 4.
We compare the numerical performance of the fixed sketch method, with and without momentum.
Although our analysis leverages the tightest known bounds on the extremal singular values of
SRHT embeddings, we observed that using the corresponding optimal parameters, as described
in Tables 2 and 3, does not yield a tight prediction of the practical behavior of these algorithms.
The observed gap is significant, and the empirical performance is stronger than its theoretical
prediction. We hypothesize that this gap is due to the fact that the bounds we leverage are not
sharp enough, which results in pessimistic theoretical predictions. We leave such investigations for
future work. However, we further experimented our different algorithms with the parameters we
prescribe for Gaussian embeddings. Interestingly, our empirical observations (see Figure 3) are the
same as for Gaussian embeddings, regarding the fixed sketch with and without momentum, the
pre-conditioned C.G. algorithm using the same sketch size, and the pre-conditioned C.G. method
using the sketch size prescribed in [19]. However, regarding the refreshed sketches method, the
parameters we prescribe for Gaussian embeddings did not yield a satisfactory performance with
SRHT embeddings, that is, the error diverged in all our experiments.
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Figure 3. Error n−1‖A(xt − x∗)‖22 versus number of iterations for fixed SRHT embedding (Fixed),
fixed SRHT embedding with momentum (Fixed Mom.), the C.G. algorithm pre-conditioned with a
SRHT embedding (p.C.G.), and, the C.G. algorithm pre-conditioned with a SRHT embedding using
the sketch size prescribed in [19] (Pre-p.C.G.). We used n=100000, d=500, and the same sketch size
m=αd for all algorithms (except Pre-p.C.G., for which we used mpr=4d), with (a) α=4, (b) α=8,
(c) α=16 and (d) α=32. The (red) dashed line represents the predicted error of (Fixed), which has
(log-scale) slope 4α(1+α2) . The (black) dotted line represents the predicted error of (Refreshed) with
(log-scale) slope ≈ 1/α. Results are averaged over 50 trials
6 A Faster Least-Squares Algorithm: Optimal Sketch Size and
Computational Complexity
We present a new least-squares algorithm which has a better computational complexity than current
state-of-the-art iterative least-squares solvers, in order to achieve a given relative error ε. Our
method is based on choosing the sketch size m which trades-off optimally between the different
costs of the algorithmic procedure.
According to our comparison of Alg. 1, 2, 3 and 4 and the pre-conditioned C.G. method, the
fixed sketch with momentum (Alg. 4) exhibits the best rate of convergence, equally well – both
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theoretically and empirically – as the refreshed sketches strategy (Alg. 1), and – empirically – as the
pre-conditioned C.G. method. Thus, we consider as candidate the latter three algorithms. Since
the refreshed sketches strategy involves re-computing the sketched matrix SA at each iteration, its
computational cost is larger than the cost of the fixed sketch with momentum. Consequently, we
prefer here the fixed sketch with momentum over the refreshed sketches strategy. Then, we discuss
the fixed sketch with momentum versus the pre-conditioned C.G. method. Empirically, we observed
that they have the same convergence rate. Although we analyzed in details the convergence rate of
the accelerated fixed sketch in terms of the sketch size m, we are not aware of such an analysis for the
pre-conditioned C.G. method, which is currently known [19] to have complexity O(nd log(1/ε)) for
m > 4 d2. Further, recent empirical comparisons of these two algorithms in terms of accuracy versus
number of floating-point operations [15] suggest that the fixed sketch with momentum performs
better. Consequently, we pick Alg. 4 as the algorithm of choice for our study of the optimal sketch
size m.
Given a sketch size of the form m ≡ m(α) = αϕ(d)d – where ϕ(d) depends on the embedding
choice and is given in Table 3 – and a relative error ε > 0, the computational cost of Alg. 4 is given
by
C(α) = CS(α, n, d) +md
2 + nd
log
(
1
ε
)
logα
,
where CS(α, n, d) is the cost of forming the sketched matrix SA, the factor cost md
2 corresponds to
forming and factoring the approximate Hessian (A>S>SA), and, the term nd log(
1
ε)
logα is the number of
iterations times the per-iteration cost. It should be noted that we do not consider in our discussions
the numerical constants in front of each term. For instance, the approximate Hessian could be
factorized through several different procedures, some of them improving by significant constants
the factorization cost (e.g., Cholesky or QR factorization versus SVD). However, discarding these
constants will not affect the scaling of the optimal sketch size in terms of the problem’s dimensions
and the relative error ε.
Before providing the optimized costs, let us distinguish two settings, that is, one does not have
access to a parallel computational architecture, or, one can parallelize the matrix multiplication
SA over the rows of S, i.e., if s>i is the i-th row of S, then the matrix-vector multiplications
s>i A can be split accross m different workers. In the former situation, when S is an unstructured,
dense matrix, e.g. a Gaussian embedding, then computing the sketched matrix SA takes in general
O(mnd) floating point operations. In the latter situation, the sketching cost reduces to O(nd).
For the sake of clarity, we assume that the matrix A is full-column rank, i.e., rank A = d, and
the least-squares problem (1) is highly overparameterized, that is, there exists a constant ω > 0
such that n = ϕ(d) d2+ω. It should be noted that if such a scaling does not hold, i.e., n 6 ϕ(d) d2,
then the factor cost dominates the total cost C(α), and the resulting optimal sketch size simply
scales as m ≈ d. Consequently, our discussion will be relevant for these overparameterized settings.
Finally, we make the assumptions that ω is not too small relatively to d, that is, ω log d > 1, and,
that ε is not too small relatively to d and ω, that is, log(1/ε) 6 dω log d. Note that for the latter
assumption to hold, it suffices that ε > e−d. Thus, for any d > 22, the latter assumption only
excludes values of ε which are below 32-bits machine precision.
6.1 Optimized Complexity for SRHT Embeddings
We assume here that one does not have access to a parallel computational architecture, hence, the
sketched matrix computation S·A requires O(nd logm) operations. Given a relative precision ε > 0
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and a sketch size m = αϕ(d)d, it holds with probability at least
(
1− 1d
)
that a sufficient number of
iterations to achieve an ε-relative error solution is given by T = log(1/ε)log(α) . Then, the corresponding
complexity C(α) is equal to C(α) = nd logm + md2 + nd log(1/ε)log(α) . We aim to find a closed-form
approximation of the value α which minimizes the above cost. Due to the scaling n = ϕ(d)d2+ω,
we use the parameterization α = dγ , with γ > 0. Naturally, we require the sketch size m to be
smaller than the sample size n, which results in the constraint γ < 1 + ω.
Lemma 5. Let m = αdϕ(d) with α = dγ for some γ ∈ (0, 1 + ω). Let S ∈ Rm×n be a SRHT
matrix, and ε > 0 be a target relative error.
• If
√
log(1/ε)
log(d) 6 ω, then we pick γ∗ =
√
log(1/ε)
log(d) , which yields m
∗ = 1
dω−γ∗
n
d , T 
√
log(1/ε)
and C∗  nd
(
log d+ 2
√
log(1/ε)
)
.
• Otherwise, if
√
log(1/ε)
log(d) > ω, then we pick γ
∗ = ω + 1log d log
(
log(1/ε)
ω log d
)
, which yields m∗ =
n
d
log(1/ε)
ω log d , T  log(1/ε)ω log d and C∗  nd
(
log d+ 3 log(1/ε)ω log d
)
.
In particular, for the standard statistical error ε = dn , we obtain the following.
• If
√
ω+1
log d6ω, then we pick γ∗=
√
ω+1
log d , which yields m
∗= 1
d
ω−
√
ω+1
log d
n
d , T 
√
(ω + 1) log d and
C∗nd
(
log d+ 2
√
(ω + 1) log d
)
.
• Otherwise, if
√
ω+1
log d >ω, then we pick γ
∗=ω + 1log d log
(
(ω+1)
ω
)
, which yields m∗= (ω+1)ω
n
d ,
T  (ω+1)ω and C∗nd
(
log d+ 3 (ω+1)ω
)
.
Proof. We defer the proof to Appendix A.8. Essentially, when
√
log(1/ε)
log(d) 6 ω, then the iterations’
cost remains relatively small. Thus, one can pick a small sketch size for which the factor cost is
negligible, and the (approximate) optimal sketch size trades-off between the sketching and itera-
tions’ cost. On the other hand, when the required precision is large enough so that
√
log(1/ε)
log(d) > ω,
then one must take a larger sketch size to decrease the iterations’ cost, which results in a trade-off
between the sketching, factor and iterations’ cost.
Consider the statistical relative error ε = dn . As shown in [19], the cost of the pre-conditioned
C.G. method scales as CCG  nd(ω + 2) log d. Thus, for ω >
√
ω+1
log d , we have
C∗
CCG
. 1ω+2 +
2
√
ω+1
(ω+2)
√
log d
, and, for ω <
√
ω+1
log d , we have
C∗
CCG
. 1ω+2 +
3
ω log d . In both cases, optimizing the sketch
size offers computational improvements, which get more and more significant as the dimensions ω
and d increase. For instance, when n = 107 and d = 50, the optimized sketch size algorithm is
almost twice faster. We confirm our theoretical predictions through numerical simulations, reported
in Figure 4.
6.2 Optimized Complexity for Gaussian Embeddings
We assume that the sketched matrix SA : = SA can be formed in O(nd) computational time,
through parallelization over the rows of S. Then, the sketching cost is negligible compared to the
factor and iterations’s cost. Given a precision ε > 0 and a sketch size m = αϕ(d)d, it holds with
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Figure 4. Sketching, factor and total iterations’ times (seconds) with SRHT embeddings, to reach a
given relative error ε, versus sketch size m, for ε ∈ {10−4, 10−8, 10−12, 10−16}, and varying dimensions
n and d reported on each plot. The optimal predicted value m∗ is shown on the x-axis. The
(red) dashed line shows the computational time of the pre-conditioned C.G. method [19], using the
prescribed sketch size mpr = 4d
probability at least 1− e−
√
d that a sufficient number of iterations is T = log(1/ε)logα . The total cost is
then C(α) = nd
(
αd−ω + log(1/ε)logα
)
. Naturally, we require the sketch size m to be smaller than n,
which enforces the constraint α < d1+ω.
Lemma 6. Let m = αdϕ(d), with α ∈ (1, d1+ω). Let S ∈ Rm×n be a Gaussian embedding, and
ε > 0 be a target relative error. Then, picking α = dω log(1/ε)ω log d yields m
∗= nd
log(1/ε)
ω log d , T  log(1/ε)ω log d and
C∗2nd log(1/ε)ω log d .
In particular, for the standard statistical precision ε = dn , we obtain m
∗= nd
(ω+1)
ω , T  (ω+1)ω and
C∗2nd ω+1ω .
For an arbitrary precision ε > 0, we have the following comparison ratio between the above op-
timized cost and the cost of the pre-conditioned C.G. method, C
∗
CCG
∼ 2ω log d ≈ 2log( n
d2
) . Thus,
optimizing the sketch size yields cost improvements, which become more and more significant as
the sample size n increases. For instance, when n = 107 and d = 50, then choosing our opti-
mized sketch size yields an algorithm which is almost 5 times faster. We confirm our theoretical
predictions through numerical simulations, reported in Figure 5.
6.3 Complexity for Sparse J.L. Embeddings
Let S ∈ Rm×n be a sparse J.L. embedding matrix, with m = αϕ(d)d, and a column sparsity
parameter s =
√
α log3(d2). Assuming that the data matrix A is sparse with ‖A‖0 non-zero entries
and ‖A‖0 > d, the cost of forming the sketched matrix SA is O(s‖A‖0). Given ε > 0, we need
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Figure 5. Factor and total iterations’ times (seconds) with Gaussian embeddings, to reach error ε,
versus sketch size m, for ε ∈ {10−4, 10−8, 10−12, 10−16}, and varying dimensions n and d reported
on each plot. The optimal predicted value m∗ is shown on the x-axis. The (red) dashed line shows
the computational time of the pre-conditioned C.G. method [19], using the prescribed sketch size
mpr = 4d
T = log(1/ε)logα iterations of Algorithm 4 in order to achieve an ε-relative error solution. Each iteration
requires O(s‖A‖0) operations to compute the gradient gt, and, O(d) operations to compute the
momentum term. Instead of computing and caching the approximate Hessian H = A>S>SA at
the beginning of Algorithm 4, one can solve at each iteration the linear system Hz = gt. Using
the C.G. algorithm, it requires at most d iterations of C.G. (assuming exact arithmetic), and each
C.G. iteration requires O(s‖A‖0) operations. Then, the total cost becomes s‖A‖0+s‖A‖0 d log(1/ε)logα ,
which as a function of α, is explicitly given by C(α) = ‖A‖0 log3(d2)
√
α
(
1 + log(1/ε)logα
)
, which is
minimized for α close to 1. Thus, no significant trade-off appears for sparse data matrices using
sparse J.L. embeddings.
6.4 Summary Tables for Optimized Costs
We provide a summary of our optimal complexity trade-off analysis, for Algorithm 4 using Gaussian
embeddings (under the assumption of parallel computation for the sketching operation), and, using
SRHT embeddings. Table 5 gives the detailed results established in Lemma 5 and 6 for an arbitrary
precision ε, and Table 6 specializes these results for the statistical precision ε = d/n. We use the
same notations and assumptions as in Lemma 5 and 6.
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Table 5. Let ε > 0 be a target error. Assume rank(A) = d. Define γ∗ =
√
log(1/ε)
log(d) . Are shown
the optimal sketch size m∗, horizon T and computational complexity C∗. p.C.G. stands for the
pre-conditioned C.G. method, with the step size mpr = 4d prescribed in [19]. We report the cost of
the C.G. method with no pre-conditioning, and κ is the condition number of A.
Algorithm Embedding Computational Prob. Sketch Horizon
complexity C∗ failure η size m∗ T
Alg.4 Gaussian 2nd
log(1/ε)
ω log d
2e−
√
d n
d
log(1/ε)
ω log d
log(1/ε)
ω log d
Alg.4, γ∗6ω SRHT nd
(
log d+2
√
log(1/ε)
)
d−1 1
dω−γ∗
n
d
√
log(1/ε)
Alg.4, γ∗>ω SRHT nd
(
log d+ 3
log(1/ε)
ω log d
)
d−1 n
d
log(1/ε)
ω log d
log(1/ε)
ω log d
p.C.G SRFT nd (log d+ log(1/ε)) - 4d log(1/ε)
C.G. - nd
√
κ log(1/ε) - -
√
κ log(1/ε)
Table 6. We set ε to the standard error dn , which is the minimax error for least-squares regression
under zero-mean unit-variance Gaussian additive noise.
Algorithm Embedding Computational Prob. Sketch Horizon
complexity C∗ failure η size m∗ T
Alg.4 Gaussian 2nd ω+1
ω
2e−
√
d n
d
ω+1
ω
ω+1
ω
Alg.4, γ∗6ω SRHT nd
(
log d+2
√
(ω+1) log d
)
d−1 1
dω−γ∗
n
d
√
(ω+1) log(d)
Alg.4, γ∗>ω SRHT nd
(
log d+ 3ω+1
ω
)
d−1 n
d
ω+1
ω
ω+1
ω
p.C.G SRFT nd (ω + 2) log d - 4d (ω+1) log d
C.G. - nd
√
κ log(1/ε) - -
√
κ (ω+1) log d
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A Proofs of Main Results
A.1 Refreshed Embeddings (Algorithm 1) – Proof of Theorem 1
Let S ∼ PS . We denote the thin singular value decomposition of the rank k matrix A by A =
UDV>. It follows that A>S>SA = V>DU>S>SUDV>. By assumption, the matrix SU is
almost surely full-column rank, and we can write
(
A>S>SA
)†
= VD−1(U>S>SU)−1D−1V>.
Then,
A
(
A>S>SA
)−1
A> = UV>VD−1(U>S>SU)−1D−1V>VDU>
= U(U>S>SU)−1U> .
Multiplying both sides of the update formula (9) by A, substracting by Ax∗ and using the normal
equation A>Ax∗ = A>b, we obtain
A(xt+1 − x∗) =
(
In − µtU(U>St>StU)−1U>
)
A(xt − x∗) .
That is, we have the equality ∆t+1 =
(
In − µtU(U>St>StU)−1U>
)
∆t, which, after multiplication
of both sides by U>, yields
U>∆t+1 = U>
(
In − µtU(U>St>StU)−1U>
)
∆t
=
(
U> − µt(U>St>StU)−1U>
)
∆t
=
(
Ik − µt(U>St>StU)−1
)
U>∆t ,
and then, taking the squared norm,
‖U>∆t+1‖22 =
(
U>∆t
)> (
Ik − µt(U>St>StU)−1
)2 (
U>∆t
)
.
Taking the expectation with respect to St and using the fact that St is independent of S0, . . . ,ST−1,
and hence, independent of ∆t, we have
E St
[
‖U>∆t+1‖22
]
=
(
U>∆t
)>
E
[(
I − µt(U>St>StU)−1
)2]
U>∆t
=
(
U>∆t
)> (
1− 2µtθ1 + µ2t θ2
)
Ik
(
U>∆t
)
=
(
1− 2µtθ1 + µ2t θ2
) ‖U>∆t‖22 .
Taking the expectation with respect to S0,S1, . . . ,ST−1, we obtain
E
[
‖U>∆t+1‖22
]
=
(
1− 2µtθ1 + µ2t θ2
)
E
[
‖U>∆t‖22
]
.
By induction, it immediately follows that for any T > 0,
E
[
‖U>∆T ‖22
]
=
T−1∏
t=0
(
1− 2µtθ1 + µ2t θ2
) ‖U>∆0‖22
=
T−1∏
t=0
[( θ1√
θ2
− µt
√
θ2
)2
+ 1− θ
2
1
θ2
]
‖U>∆0‖22
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Finally, we observe that for any t > 0,
‖U>∆t‖2 = ‖U>U︸ ︷︷ ︸
=Ik
DV>(xt − x∗)‖2
= ‖DV>(xt − x∗)‖2
=
(i)
∥∥∥UDV>(xt − x∗)∥∥∥
2
= ‖A(xt − x∗)‖2
= ‖∆t‖2 ,
where equality (i) follows from the fact that for any y ∈ Rk, ‖Uy‖2 = (‖Uy‖22)
1
2 = (y>U>U︸ ︷︷ ︸
=Ik
y)
1
2 =
‖y‖2. Therefore, we get the desired equality,
E
[
‖∆T ‖22
]
= E
[
‖U>∆T ‖22
]
=
T−1∏
t=0
[( θ1√
θ2
− µt
√
θ2
)2
+ 1− θ
2
1
θ2
]
‖U>∆0‖22
=
T−1∏
t=0
[( θ1√
θ2
− µt
√
θ2
)2
+ 1− θ
2
1
θ2
]
‖∆0‖22 .
A.2 Momentum does not Accelerate the Refreshed Iterative Hessian Sketch –
Proof of Theorem 2
Let us introduce some preliminary notations and results. For t > 1, multiplying both sides of (10)
by A and then subtracting Ax∗, we obtain the linear dynamics
∆t+1 = ∆t − µU
(
U>St>StU
)−1
U>∆t + β(∆t −∆t−1) . (28)
We denote η ≡ η(β, µ) : = (1 + β)2 − 2µθ1(1 + β) + µ2θ2 and γ ≡ γ(β, µ) : = 1 + β − µθ1. Further,
we denote η0 ≡ η0(µ) : = η(0, µ) and γ0 ≡ γ0(µ) : = γ(0, µ). It holds that η = η0 + 2γ0β + β2, and,
γ = γ0 + β, for any β, µ ≥ 0. Multiplying both sides of (28) by ∆>t+1, taking the expectation and
using the independence of the sketching matrices, it follows that
E
[
‖∆t+1‖22
]
= η E
[
‖∆t‖22
]
− 2βγ E
[
∆>t−1∆t
]
+ β2 E
[
‖∆t−1‖22
]
. (29)
Similarly, multiplying both sides of (28) by ∆>t and taking the expectation, we get that the cross-
term E[∆>t−1∆t] satisfies the dynamics
E
[
∆>t+1∆t
]
= γ E
[
‖∆t‖22
]
− β E
[
∆>t ∆t−1
]
. (30)
For t > 0, setting at : = E
[
‖∆t+1‖22
]
, bt : = −βE
[
∆>t ∆t+1
]
and ct : = β
2E
[
‖∆t‖22
]
, we obtain the
three-dimensional linear dynamical systemat+1bt+1
ct+1
 =
 η 2γ 1−βγ −β 0
β2 0 0
atbt
ct
 , (31)
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which characteristic polynomial is given by
χµ,β(λ) = λ
3 +
[−β2 + (1− 2γ0)β − η0]λ2
+ β
[
β2 − (1− 2γ0)β + 2γ20 − η0
]
λ− β3 .
For a polynomial P ∈ C[X] with degree deg(P ) > 1, we recall that its root radius Λ(P ) is the
largest module of its roots, i.e.,
Λ(P ) : = max {|λ| | λ ∈ C , P (λ) = 0} . (32)
For µ, β ∈ R, we denote by Λ(µ, β) the root radius of the characteristic polynomial χµ,β, i.e.,
Λ(µ, β) : = Λ(χµ,β).
Theorem 5 (Minimal root radius). It holds that
ρ∗ = inf
{
Λ(µ, β) | µ > 0, β > 0
}
, (33)
where ρ∗ : = 1− θ21θ2 . Further, the infimum is attained at β∗ = 0 and µ∗ = θ1θ2 .
Proof. The proof of Theorem 5 is deferred to Appendix B.4.
For β = 0, we already know from Theorem 1, that the optimal step size is µ = θ1θ2 , and the
corresponding rate of convergence is ρ∗. Therefore, let us consider a positive momentum parameter,
β > 0. We fix a step size µ > 0, and we denote by λ1, λ2, λ3 the complex roots of the polynomial
χµ,β. By definition, we have Λ(µ, β) = max{|λ1|, |λ2|, |λ3|}. Given an initial point (∆0,∆1) ∈
range(A)2 for the dynamics (28), we know – from fundamental results in linear dynamical systems
– that there exists ν1, ν2, ν3 ∈ C and i1, i2, i3 ∈ {0, 1, 2} such that
E[‖∆t‖22] = ν1ti1λt1 + ν2ti2λt2 + ν3ti3λt3 , (34)
and the elements (λj , ij) – for j = 1, 2, 3 – are pairwise distinct.
Definition 1. A point (∆0,∆1) ∈ range(A)2 is said to be singular if the resulting sequence
E[‖∆t‖22] satisfies
lim inf
t→∞
{
Λ(µ, β)−tE[‖∆t‖22]
}
= 0 .
We denote by Γ the set of singular points.
Clearly, according to the decomposition (34), an initial point (∆0,∆1) is singular if and only if
νj = 0 for all j ∈ {1, 2, 3} such that |λj | = Λ(µ, β). Further, it is immediate to observe that the
initial point (∆0,∆1) = (0, 0) yields a sequence {∆t} which is constant and equal to 0. Therefore,
the point (0, 0) is singular.
We claim that Γ = {(0, 0)}. Let us first understand the implications of the latter statement.
Suppose it is true. Then, for (∆0,∆1) 6= (0, 0), according to the decomposition (34), it implies the
existence of an index j ∈ {1, 2, 3} and an exponent ij ∈ {0, 1, 2} such that νj 6= 0, |λj | = Λ(µ, β),
and, E[‖∆t‖22] ∼ νjtijλtj . Since the term E[‖∆t‖22] is non-negative, the latter asymptotic scaling is
equivalent to E[‖∆t‖22] ∼ |νj |tij |λj |t. Consequently, we have the asymptotic rate of convergence
lim
t→∞
E[‖∆t+1‖22]
E[‖∆t‖22]
= Λ(µ, β) .
But, by Theorem 5, we have the inequality Λ(µ, β) > ρ∗, which implies the claim of Theorem 2. In
conclusion, in order to prove Theorem 2, it suffices to show that Γ = {(0, 0)}.
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Lemma 7. The subset of non-singular points
Γc : =
{
(∆0,∆1) ∈ range(A)2 | lim inf
t→∞
{
Λ(µ, β)−tE[‖∆t‖22
}
> 0
}
is not empty. In particular, the sets
E : = {(∆0, 0) |∆0 ∈ range(A), ∆0 6= 0} , (35)
F : = {(0,∆1) |∆1 ∈ range(A), ∆1 6= 0} (36)
are subsets of Γc.
Proof. The proof of Lemma 7 is deferred to Appendix B.3.
Lemma 8. The set of singular points Γ is a subspace of range(A)2, and dim(Γ) 6 rank(A).
Proof. First, we show that Γ is a subspace of range(A)2. The latter could be proved by leveraging
standard results on spectral decomposition, but we provide a proof based on basic arguments. Since
(0, 0) ∈ Γ, it suffices to show that Γ is stable by linear combination. Let (∆0,∆1), (∆′0,∆′1) ∈ Γ,
and let α, α′ ∈ R. We define (∆0,∆1) = α(∆0,∆1) + α′(∆′0,∆′1). Given a sequence of sketching
matrices (St), by linearity of the dynamics (28), the resulting sequence (∆t) satisfies
∆t = α∆t + α
′∆′t , ∀t > 0 . (37)
By triangular inequality, we get ‖∆t‖2 6 |α|‖∆t‖2 + |α′|‖∆′t‖2. Squaring the previous inequality
and using the fact that (a+ b)2 6 2(a2 + b2) for any a, b ∈ R, we obtain that ‖∆t‖22 6 2α2‖∆t‖22 +
2α′2‖∆′t‖22. Taking the expectation, it follows that
E
[
‖∆t‖22
]
6 2α2E
[
‖∆t‖22
]
+ 2α′2E
[
‖∆′t‖22
]
.
and consequently,
lim sup
t→∞
{
Λ(µ, β)−tE
[
‖∆t‖22
]}
6 2α2 lim sup
t→∞
{
Λ(µ, β)−tE
[
‖∆t‖22
]}
+ 2α′2 lim sup
t→∞
{
Λ(µ, β)−tE
[
‖∆′t‖22
]}
= 0 .
Thus, Γ is stable by linear combinations and is a subspace of range(A)2. The fact that Γ is a strict
subspace with dimension no greater than rank(A) is a consequence of Lemma 7. Indeed, suppose
by contradiction that dim Γ > rank A+1. Consider the set of non-singular points F defined in (36).
Then, F : = F ∪ {(0, 0)} is a subspace of range(A)2, with dimF = rank A . Since both F and Γ
are subspaces of range(A)2, which dimension is equal to 2 rank(A), it follows that the intersection
F ∩ Γ is a subspace with dimension at least 1, which is a contradiction.
Lemma 9. Let (∆0,∆1) ∈ Γ. Then, it holds that (∆1,∆2) ∈ Γ almost surely.
Proof. Let S ≡ S1 be the first sketching matrix. Then,
∆2 = ∆1 − µU(U>S>SU)−1U>∆1 + β(∆1 −∆0) .
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Suppose, by contradiction, that the event E : = {(∆1,∆2) 6∈ Γ} holds with probability η > 0. Let
∆˜t be the sequence satisfying the dynamics (28), started at the initial point (∆˜0, ∆˜1) = (∆1,∆2).
Define
ν(S) : = lim inf
t→∞ Λ(µ, β)
−tE[‖∆˜t‖22 | S]
Conditional on E , it holds, by definition of the event E , that ν(S) > 0. Taking the expectation with
respect to S, it follows that
ES
[
lim inf
t→∞ Λ(µ, β)
−tE[‖∆˜t‖22 | S]
]
= ES [ν(S)] > η ES [ν(S) | E ] > 0 .
Further, using Fatou’s lemma and the tower rule of expectation, we obtain
lim inf
t→∞
{
Λ(µ, β)−tE[‖∆˜t‖22
}
> 0 .
Equivalently,
lim inf
t→∞
{
Λ(µ, β)−tE[‖∆t‖22
}
> 0 ,
which contradicts the fact that (∆0,∆1) ∈ Γ. Therefore, we must have (∆1,∆2) ∈ Γ almost surely,
which concludes the proof.
We are ready to show that Γ is reduced to the singleton {(0, 0)}. By contradiction, we assume that
there exists a singular point (∆0,∆1) ∈ Γ such that (∆0,∆1) 6= (0, 0). From Lemma 7, we know
that ∆1 cannot be equal to 0. From Lemma 9, we know that the point (∆1,∆2) belongs to Γ
almost surely. Denoting S ≡ S1 the first sketching matrix, we have
(1 + β)
[
∆0
∆1
]
−
[
∆1
∆2
]
=
[
(1 + β)∆0 −∆1
β∆0 + µU(U
>S>SU)−1U>∆1
]
(38)
Since Γ is stable by linear combinations, the point X˜S : = (1 + β)[∆0,∆1]
> − [∆1,∆2]> belongs
to Γ. Therefore, we must have, almost surely, that
X˜S =
[
(1 + β)∆0 −∆1
β∆0 + µU(U
>S>SU)−1U>∆1
]
∈ Γ .
Let Γ′ (resp. X˜′S) be the projection of Γ (resp. X˜S) onto (en+1, . . . , e2n), where (e1, . . . , e2n) is
the canonical basis of R2n. We claim that we must have Γ′ = range(A). Indeed, observe, first,
that the matrix (U>S>SU)−1 follows an invert Wishart distribution. Since ∆1 6= 0, the vector
v : = (U>S>SU)−1U>∆1 has a density with respect to the Lebesgue measure on Rrank(A), which
further implies that Uv, and thus, X˜S, have a density with respect to the Lebesgue measure on
range(A). If Γ′ was a strict subspace of range(A), then the measure of Γ′ would be equal to 0,
and it would further imply that P(X˜′S ∈ Γ′) = 0, contradicting the fact that X˜S ∈ Γ almost surely.
Consequently, we must have Γ′ = range(A). But, according to Lemma 8, dim Γ 6 rank(A). Hence,
we must have Γ = F , where F = {(0,∆1) |∆1 ∈ range(A)}. But according to Lemma 7, the
set F − {(0, 0)} contains only non-singular points. The latter contradiction concludes the proof of
Theorem 2.
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A.3 Fixed Embedding – Exact Analysis of Algorithm 3, Proof of Theorem 3
Fix t > 0. After subtracting x∗ from the update formula (9), and then left-multiplying both sides
with U>A, we obtain
U>∆t+1 =
(
Ik − µ(U>S>SU)−1
)
U>∆t .
It follows that after T iterations,
U>∆T =
(
Ik − µ(U>S>SU)−1
)T
U>∆0
Using the eigenvalue decomposition U>S>SU = WΛW> where W = [w1, . . . ,wk] is orthogonal
and Λ = diag(λ1, . . . , λk), we have
(
Ik − µ(U>S>SU)−1
)T
= W
(
Ik − µΛ−1
)T
W>, from which
we obtain
‖U>∆T ‖22 = ‖(Ik − µΛ−1)TW>U>∆0‖
2
2
=
k∑
i=1
(
1− µλ−1i
)2T (
wi
>ΣV T (x0 − x∗)
)2
.
Then, taking expectations, using the fact that E
[
wiwi
>] = 1kIk for i = 1, . . . , k, and using the
independence of wi and λi, it follows that
E
[
‖∆T ‖22
]
= E
[
1
k
k∑
i=1
(1− µλ−1i )2T
]
‖ΣV>(x0 − x∗)‖22
= E
[
1
k
k∑
i=1
(1− µλ−1i )2T
]
‖UΣV>(x0 − x∗)‖22
= E
[
1
k
k∑
i=1
(1− µλ−1i )2T
]
‖∆0‖22 .
A.4 Fixed Gaussian Embedding – Exact Asymptotic Analysis of Algorithm 3,
Proof of Theorem 4
By using the change of variables x = 1λ , we have that
Γαt (µ) =
α
2pi
√
ab
∫ b
a
(1− xµ)2t
√
(x− a)(b− x)
x2
dx .
where a : = λ−1+ and b : = λ
−1
− . Further, defining
ϕt(β) : =
1
β2t
∫ b
a
(β − x)2t
√
(x− a)(b− x)
x2
dx ,
we have the identity
Γαt (µ) =
α
2pi
√
ab
ϕt(1/µ) . (39)
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We set γ =
β−a+b
2
b−a
2
, and we make a change a variable in the integral defining ϕt, by setting z =
x−a+b
2
b−a
2
,
so that we obtain
ϕt
(
b− a
2
γ +
a+ b
2
)
=
1(
γ + a+bb−a
)2t ∫ 1−1 (γ − z)
2t
√
1− z2(
z + b+ab−a
)2 dz . (40)
For convenience, we define ϕ¯t(γ) : = ϕt
(
b−a
2 γ +
a+b
2
)
, κ : = b+ab−a and h(z) : =
1
(z+κ)2
. Hence, we get
the more compact expression
ϕ¯t(γ) =
1
(γ + κ)2t
∫ 1
−1
(z − γ)2t
√
1− z2 h(z)dz . (41)
Lemma 10. Define the function ψt(γ) : =
∫ 1
−1(z − γ)2t
√
1− z2 h(z) dz. Let γ ∈ (−1, 1) such that
γ 6= 0. Then, we have the following asymptotic expansions as t→ +∞,
ψt(γ) =
√
pi
8e
(1 + |γ|)2t+3/2
(−γ/|γ|+ κ)2 t 32
(1 + o(1)) ,
ψt(0) =
√
pi
2e
1 + κ2
(κ2 − 1)2
1
t
3
2
(1 + o(1)) .
Proof. The proof is deferred to Appendix B.2. It relies on standard techniques for asymptotic
approximations of integrals, namely, Laplace approximations [5].
Corollary 5. For γ ∈ (−1, 1) such that γ 6= 0, it holds that
lim
t→+∞
ϕ¯t(γ)
ϕ¯t(0)
= +∞ , and , lim
t→+∞
ϕ¯t+1(0)
ϕ¯t(0)
=
(
b− a
b+ a
)2
.
Proof. For any γ ∈ (−1, 1), we have the identity ϕ¯t(γ) = 1(γ+κ)2tψt(γ). Let γ ∈ (−1, 1) such that
γ 6= 0. Using Lemma 10, it follows that
ϕ¯t(γ) =
1
(−γ/|γ|+ κ)2
√
pi
8e
(1 + |γ|)2t+3/2
(γ + κ)2t t
3
2
(1 + o(1)) ,
ϕ¯t(0) =
√
pi
2e
1 + κ2
(κ2 − 1)2
1
t
3
2κ2t
(1 + o(1)) .
Thus, we get that
ϕ¯t(γ)
ϕ¯t(0)

(
1 + |γ|
γ
κ + 1
)2t
.
It holds that 1 > 1κ > 0. Multiplying by |γ|, we get that |γ| > |γ|κ > γκ , which further implies that
1+|γ|
1+ γ
κ
> 1, and
lim
t→+∞
(
1 + |γ|
γ
κ + 1
)2t
= +∞ .
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Thus, we have the claimed divergence result, that is, limt→+∞
ϕ¯t(γ)
ϕ¯t(0)
= +∞. In order to conclude,
we observe that
ϕ¯t+1(0)
ϕ¯t(0)
∼
t→+∞
t
3
2
(t+ 1)
3
2
κ−2 ,
so that limt→+∞
ϕ¯t+1(0)
ϕ¯t(0)
= κ−2 =
(
b−a
b+a
)2
.
We are ready to prove Theorem 4. We set β∗ : = a+b2 . Using the identity ϕ¯t
(
β−a+b
2
b−a
2
)
= ϕt(β) and
the fact that
β−a+b
2
b−a
2
∈ (−1, 1) if and only if β ∈ (a, b), it immediately follows from Corollary 5 that
for any β ∈ (a, b) such that β 6= β∗, we have
lim
t→+∞
ϕt(β)
ϕt(β∗)
= +∞ , (42)
and
lim
t→+∞
ϕt+1(β
∗)
ϕt(β∗)
=
(
b− a
b+ a
)2
. (43)
Similarly, using the identity (39) and the fact that µ∗ = 1/β∗, we get that for any µ ∈ (b−1, a−1)
such that µ 6= µ∗,
lim
t→+∞
Γαt (µ)
Γαt (µ
∗)
= +∞ , (44)
and
lim
t→+∞
Γαt+1(µ
∗)
Γαt (µ
∗)
=
(
b− a
b+ a
)2
. (45)
It remains to show that the divergence result holds for any µ ∈ R. We leverage the convexity of
the function Γαt . Let µ ∈ R be an arbitrary step size. Let ε > 0 be sufficiently small such that
µε = εµ+ (1− ε)µ∗ ∈ (b−1, a−1). Then, by convexity of Γαt ,
Γαt (µε) 6 εΓαt (µ) + (1− ε)Γαt (µ∗).
Dividing both sides of the latter inequality by Γαt (µ
∗), we have that
Γαt (µε)
Γαt (µ
∗)
6 ε Γ
α
t (µ)
Γαt (µ
∗)
+ (1− ε) .
Taking t→ +∞, it follows that
lim inf
t→+∞
Γαt (µε)
Γαt (µ
∗)︸ ︷︷ ︸
=+∞
6 ε lim inf
t→+∞
Γαt (µ)
Γαt (µ
∗)
+ (1− ε) .
Therefore, we necessarily have
lim inf
t→+∞
Γαt (µ)
Γαt (µ
∗)
= +∞ ,
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Finally, a simple calculation gives that(
b− a
b+ a
)2
=
4α
(1 + α)2
= ρ∞ , (46)
which concludes the proof of Theorem 4.
A.5 Fixed Embedding (Algorithm 3) – Proof of Lemma 3
Suppose that the event E is true, and let µ > 0 be any step size. After left-multiplying both sides
of the update formula (9) by U>A, and subtracting U>Ax∗ to each side, we obtain the recursion
formula
U>∆t+1 =
(
I − µ
(
U>S>SU
)−1)
U>∆t . (47)
Since ∆t ∈ range(U), it holds that ‖U>∆t‖2 = ‖∆t‖2. Hence, we can bound the norm of the error
∆t using the operator norm of the matrix I − µ(U>S>SU)−1 as follows,
‖∆t+1‖2 6
∥∥∥∥I − µ(U>S>SU)−1∥∥∥∥
2
‖∆t‖2
= max
{∣∣∣1− µλ−1min (U>S>SU)∣∣∣ , ∣∣∣1− µλ−1max (U>S>SU)∣∣∣} ‖∆t‖2
6 max
{∣∣1− µΛ−1∣∣ , ∣∣1− µλ−1∣∣} ‖∆t‖2 .
By recursion, it follows that for any T > 0,
‖∆T ‖2 6 ‖∆0‖2 max
{∣∣1− µΛ−1∣∣T , ∣∣1− µλ−1∣∣T} . (48)
The step size µ which minimizes the right hand side of inequality (48) is the solution of the equation
1−µΛ−1 = µλ−1−1, which is exactly µ∗ = 2
λ−1+Λ−1 . Plugging-in the value of µ
∗ in inequality (48),
we finally obtain that ‖∆T ‖2 6
(
κ−1
κ+1
)T
‖∆0‖2.
A.6 Extremal Eigenvalues of Random Embeddings – Proofs and References for
Table 1
A.6.1 Gaussian Ensemble
Lemma 11. Let U ∈ Rn×k be a matrix with orthonormal columns, and S ∈ Rm×n a random matrix
with i.i.d. Gaussian entries N (0, 1m). Then, for any c > 0, it holds that(
1−
(
1 +
√
2c
)√ k
m
)2
6 λmin
(
U>S>SU
)
(49)
6 λmax
(
U>S>SU
)
(50)
6
(
1 +
(
1 +
√
2c
)√ k
m
)2
, (51)
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with probability at least 1− 2e−ck. Thus, if m = (1 +√2c)αk where α > 1, we have with probability
at least 1− 2e−ck that(
1− 1√
α
)2
6 λmin
(
U>S>SU
)
6 λmax
(
U>S>SU
)
6
(
1 +
1√
α
)2
(52)
Proof. Using Corollary 7.3.3 from [22], for t > 0, it holds with probability at least 1 − 2e− t
2
2 that(
1−
√
k+t√
m
)2
6 λmin
(
U>S>SU
)
6 λmax
(
U>S>SU
)
6
(
1 +
√
k+t√
m
)2
. Picking t =
√
2ck yields the
first claim (49). The second claim immediately follows.
A.6.2 SRHT Matrices
Lemma 12. Let U ∈ Rn×k be a matrix with orthonormal columns, and α > 1. Define δk,n : =
(1 +
√
8k−1 log(2kn))2. Then, for any sketch size m > 83αkδk,n log(2k2), it holds with probability
at least 1− 1k that
1− 1√
α
6 λmin(U>S>SU) 6 λmax
(
U>S>SU
)
6 1 + 1√
α
.
Proof. From Lemma 12 in [23] – which is a simplified statement of results established by Tropp [21]
–, it holds with probability at least 1− η that any eigenvalue λi of U>S>SU satisfies |λi − 1| 6 ε
with ε ∈ (0, 1), provided that m > 83 kε2
(
1 +
√
8k−1 log(2η−1n)
)2
log
(
2k
η
)
. Picking ε = 1√
α
, η = 1k
and m > 83αkδk,n log(2k2), we obtain the claimed result.
A.6.3 Sparse J.L. matrices
Lemma 13. Let U ∈ Rn×k be a matrix with orthonormal columns. For S ∈ Rm×n a sparse
J.L. matrix with s = Θ(log3(k/η)/ε) and ε ∈ (0, 1), with probability at least 1−η, all singular values
of SU are 1 ± ε, as long as m = Ω(k log8(k/η)/ε2) (and under additional technical conditions –
see [14] for details). Consequently, picking η = 1/k and ε = 1/
√
α for some α > 1, with probability
at least 1− 1k , (
1− 1√
α
)2
6 λmin(U>S>SU) 6 λmax
(
U>S>SU
)
6
(
1 +
1√
α
)2
.
Proof. The first part of the claim is exactly Theorem 9 in [14]. The second part follows immediately
from the stated change of variables.
A.7 Fixed Embedding and Heavy-Ball Momentum (Algorithm 4) – Proof of
Lemma 4
Let S ∈ Rm×n be a random embedding. Given two reals λ,Λ > 0, consider the event
E : =
{
λ 6 λmin(U>S>SU) 6 λmax(U>S>SU) 6 Λ
}
, (53)
and suppose that the event E is true.
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Let µ, β > 0. Multiplying the update formula (10) by U>A, and subtracting U>Ax∗, we ob-
tain the error recursion formula
U>∆t+1 = U>∆t − µ(U>S>SU)−1U>∆t + β(U>∆t −U>∆t−1) (54)
= ((1 + β)I− µ(U>S>SU)−1)U>∆t − βU>∆t−1 . (55)
Then, the vector [U>∆t+1,U>∆t] satisfies the two-dimensional linear dynamics[
U>∆t+1
U>∆t
]
=
[
(1 + β)I− µ(U>S>SU)−1 −βI
I 0
]
︸ ︷︷ ︸
: =M
[
U>∆t
U>∆t−1
]
,
which further implies, by induction, that∥∥∥∥[U>∆T+1U>∆T
]∥∥∥∥
2
6 ‖MT ‖2
∥∥∥∥[U>∆1U>∆0
]∥∥∥∥
2
. (56)
Using the fact that ‖U>∆t‖2 = ‖∆t‖2 for any t > 0, we get∥∥∥∥[∆T+1∆T
]∥∥∥∥
2
6 ‖MT ‖2
∥∥∥∥[∆1∆0
]∥∥∥∥
2
. (57)
Denote by ρ(M) the spectral norm of the matrix M, that is, ρ(M) is equal to the largest module
of its eigenvalues. A standard linear algebra result gives that there exists a sequence {at}t>0 such
that, for any t > 0,
‖Mt‖2 6 (ρ(M) + at)t , and , limt→∞ at = 0 . (58)
From a standard Heavy-ball method analysis, we get for
β > max
{
|1−
√
µ
λ
|, |1−
√
µ
Λ
|
}2
that ρ(M) 6
√
β. Choosing µ = 4
(
√
λ−1+
√
Λ−1)
2 and β =
(√
Λ−√λ√
Λ+
√
λ
)2
yields the desired inequality,
∥∥∥∥[∆T+1∆T
]∥∥∥∥
2
6
(√
κ− 1√
κ+ 1
+ aT
)T ∥∥∥∥[∆1∆0
]∥∥∥∥
2
, (59)
where κ = Λλ .
A.8 Optimal Sketch Size for SRHT Embeddings – Proof of Lemma 5
Recall that we make the following two assumptions,
ω log d > 1 , and , log(1/ε) 6 dω log d . (60)
Let m = ϕ(d)αd, where ϕ(d) is the oversampling factor for SRHT embeddings given in Table 3.
Suppose that α = dγ for some γ ∈ (0, 1 + ω], and express the computational complexity in terms
of γ,
C(γ) ≡ C(dγ) = ϕ(d) d3
(
dω(1 + γ) log d+ dγ + dω
log(1/ε)
γ log d
)
. (61)
We introduce the value γ =
√
log(1/ε)
log d .
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• Suppose that γ < ω. We define C˜(γ) = nd
(
log d+ γ log d+ log(1/ε)γ log d
)
, which approximates
C(γ), by discarding the factorization cost dγ . Over the range γ ∈ (0, ω], we have C(γ) 6(
1 + 1log d
)
C˜(γ). The function C˜ is minimized at γ∗ = γ, which, by assumption, belongs to
the interval (0, ω). Hence, we have C(γ∗) 6
(
1 + 1log d
)
nd
(
log d+ 2
√
log(1/ε)
)
, which – up
to the bounded factor
(
1 + 1log d
)
– is the claimed result. Plugging-in the value of γ∗ into the
expression of the sketch size m and the horizon T yields the rest of the claim.
• Suppose that γ > ω. We define Ĉ(γ) = ϕ(d) d3
(
dγ + dω log(1/ε)γ log d
)
, which approximate C(γ) by
discarding the sketching cost. Picking γ∗ = ω+ 1log d log
(
log(1/ε)
ω log d
)
, we get that dγ
∗
= dω log(1/ε)ω log d ,
and
Ĉ(γ∗) = nd
 log(1/ε)
ω log(d)
+
log(1/ε)
ω log(d) + log
(
log(1/ε)
ω log d
)
 . (62)
By assumption, we have γ > ω and ω log d > 1, which together imply that log(1/ε) > ω log(d).
Consequently, Ĉ(γ∗) 6 2nd log(1/ε)ω log(d) . The sketching cost at the value γ∗ is given by nd logm =
nd log d+ndω log(d)+nd log
(
log(1/ε)
ω log d
)
. But, by assumption, ω log d 6 log(1/ε)ω log d , and therefore,
nd logm . nd log d+ nd log(1/ε)ω log d . Hence, we have C(γ̂) . nd log d+ 3nd
log(1/ε)
ω log d . It remains to
verify that γ∗ 6 ω + 1. We have γ∗ = ω + 1log d log
(
log(1/ε)
ω log d
)
, and the inequality γ∗ 6 ω + 1
is equivalent to log(1/ε) 6 dω log d, which we assumed to be true.
Plugging-in ε = dn into the expressions of γ
∗, T , m∗ and C∗ yields the rest of Lemma 5.
B Proofs of intermediate results
B.1 Proof of Lemma 2
By first-order optimality conditions, the step size µ∗t which minimizes Γαt must satisfy
E λ∼MP(α,1)
[
1
λ
(
1− µ
∗
t
λ
)2t−1]
= 0 .
Equivalently, ∫ λ+
λ−
(
1− µ
∗
t
λ
)2t−1 √(λ+ − λ)(λ− λ−)
λ2
dλ = 0 .
Using the change of variable x = 1λ , we have the following set of equalities,∫ λ+
λ−
(
1− µ
∗
t
λ
)2t−1 √(λ+ − λ)(λ− λ−)
λ2
dλ
=
∫ 1/λ−
1/λ+
(1− µ∗tx)2t−1
√
(λ+ − x−1)(x−1 − λ−)dx
= µ∗t
2t−1√λ−λ+ ∫ 1/λ−
1/λ+
(
1
µ∗t
− x
)2t−1 √(x− λ−1+ )(λ−1− − x)
x
dx .
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Using the change of variable β∗t = µ∗t
−1, it follows that finding µ∗t which minimizes Γαt (µ) is
equivalent to finding β∗t such that∫ 1/λ−
1/λ+
(β∗t − x)2t−1
√
(x− λ−1+ )(λ−1− − x)
x
dx = 0 . (63)
We introduce the following function in β,
γαt (β) : =
∫ 1/λ−
1/λ+
(β − x)2t
√(
x− λ−1+
) (
λ−1− − x
)
x
dx . (64)
The function γαt is strongly convex, and goes to +∞ as |β| → +∞. Thus, it admits a unique
minimizer β˜t, which is characterized by first-order optimality conditions,
∫ 1/λ−
1/λ+
(
β˜t − x
)2t−1 √(x− λ−1+ )(λ−1− − x)
x
dx = 0 .
We recognize the equation (63), and therefore, we have that β∗t = β˜t. Setting ν =
(√
λ++
√
λ−√
λ+−
√
λ−
)2
and σ =
√
λ−1+ +
√
λ−1−
2 , we get that, up to a positive constant independent of β, the function γ
α
t is
equal to
EX∼MP(ν,σ)
[
(X − β)2t] , (65)
which concludes the proof.
B.2 Proof of Lemma 10
Let γ ∈ (−1, 1). We distinguish three cases, that is, γ < 0, γ > 0 and γ = 0.
Case 1: −1 < γ < 0.
Using the fact that, for any z ∈ [−1, γ], we have |z − γ| 6 |γ + 1| < 1, it follows, by dominated
convergence, that the integral ∫ γ
−1
(z − γ)2t
√
1− z2 h(z) dz
converges to 0 as t→ +∞. Thus, we study the asymptotics of∫ 1
γ
(z − γ)2t
√
1− z2 h(z) dz =
∫ 1
γ
etgt(z) h(z) dz , (66)
where we introduced the function gt(z) : = 2 log(z−γ)+ 12t log(1−z2). We have the three following
facts. First, the function gt is continuous over (γ, 1). Second, limz→1− gt(z) = −∞. Third,
limz→γ+ gt(z) = −∞. Therefore, the function gt admits a maximizer z∗ ∈ (γ, 1). Let us characterize
z∗. By first-order optimality conditions, we have g′t(z∗) = 0, i.e.,
2
z∗ − γ −
z∗
t(1− z∗2) = 0 . (67)
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After re-arranging the above equation, we get that z∗ must satisfy the second-order equation
(1 + 2t)z∗2 − γz∗ − 2t = 0 , (68)
whose two solutions are equal to z± = γ2(1+2t) ±
√
2t
2t+1 +
γ2
4(1+2t)2
. The solution z∗ corresponds
to the positive branch. Indeed, when t → +∞, we have that z− → −1, whereas we must have
z∗ > γ > −1, hence, ruling out the equality z∗ = z−. Thus, the maximizer z∗ is unique, equal to
z+, and, by Laplace approximation of integrals [5], we have
ψt(γ) = e
tgt(z∗)h(z∗)
√
2pi
t|g′′t (z∗)|
(
1 +O
(
1
t
))
. (69)
Let us expand z∗ at first-order in terms of 1/t. We have,
z∗ =
γ
2(1 + 2t)
+
√
2t
2t+ 1
+
γ2
4(1 + 2t)2
= 1− 1− γ
2(1 + 2t)
+ o
(
1
t
)
, (70)
which further implies that
(z∗ − γ)2t = (1− γ)2t
(
1− 1
2(1 + 2t)
+ o(1/t)
)2t
= (1− γ)2t(1/√e+ o(1)) .
and √
1− z∗2 =
√
1− γ
1 + 2t
(1 + o(1)) .
Combining the two previous expansions, we obtain that
etgt(z
∗) = (z∗ − γ)2t
√
1− z∗2 = 1√
1 + 2t
(1− γ)2t+ 12 (1/√e+ o(1)) .
Further, we have g′′t (z∗) = − 1(z∗−γ)2 − z
∗2+1
2t(1−z∗2)2 . Using the expansions
1
(z∗−γ)2 =
1
(1−γ)2
(
1 + 12t + o(1/t)
)
,
z∗2 + 1 = 2− 1−γ2t + o(1/t) ,
1
(1−z2)2 =
(1+2t)2
(1−γ)2 (1 + o(1)) ,
we obtain g′′t (z∗) =
8t
(1−γ)2 (1 + o(1)) and, thus,√
2pi
t|g′′t (z∗)|
=
√
pi
4
1− γ
t
(1 + o(1)) .
It is immediate to verify that h(z∗) = 1
(1+κ)2
(1 + o(1)). Hence, using the Laplace approximation
formula (69), we finally obtain
ψt(γ) =
√
pi
8e
(1− γ)2t+3/2
(1 + κ)2 t
3
2
(1 + o(1)) .
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Case 2: 0 < γ < 1.
By using the change of variable z′ = −z, and setting γ′ = −γ, this case study follows exactly the
same lines as the previous one, and we obtain
ψt(γ) =
√
pi
8e
(1 + γ)2t+3/2
(−1 + κ)2 t 32
(1 + o(1)) .
Case 3: γ = 0.
Separating the integral defining ψt(0) at z = 0, we need to study separately the asymptotics of the
two following integrals,∫ 0
−1
z2t
√
1− z2h(z) dz , and ,
∫ 1
0
z2t
√
1− z2h(z) dz .
Following similar steps as in the first case-study, we obtain that∫ 0
−1
z2t
√
1− z2h(z) dz =
√
pi
8e
1
(1 + κ)2 t
3
2
(1 + o(1)) ,∫ 1
0
z2t
√
1− z2h(z) dz =
√
pi
8e
1
(−1 + κ)2 t 32
(1 + o(1)) .
By summing the two above expansions, we obtain∫ 1
−1
z2t
√
1− z2h(z) dz =
√
pi
8e
1
t
3
2
(
1
(1 + κ)2
+
1
(−1 + κ)2
)
(1 + o(1))
=
√
pi
2e
1
t
3
2
1 + κ2
(κ2 − 1)2 (1 + o(1)) ,
which is the desired result.
B.3 Proof of Lemma 7
Let β > 0 and µ > 0. We aim to show that if a point (x0,x1) belongs to the set
{(x0,x1) | Ax0 = Ax∗, Ax1 6= Ax∗}
⋃
{(x0,x1) | Ax0 6= Ax∗, Ax1 = Ax∗} ,
then, the sequence E
[
‖∆t‖22
]
satisfies the asymptotic scaling E
[
‖∆t‖22
]
& Λ(µ, β)t. Recall the
definition of the sequence ct = β
2E
[
‖∆t‖22
]
. Since we have β > 0, the statement we aim to show
is equivalent to ct & Λ(µ, β)t.
We distinguish three cases, that is, the roots of the characteristic polynomial χµ,β are pairwise
distinct (Case 1), two roots exactly are equal (Case 2), and, the roots are all equal (Case 3).
Case 1: the roots are pairwise distinct
Assume that the roots λ1, λ2, λ3 of the characteristic polynomial χµ,β are pairwise distinct. Then,
according to fundamental results in linear dynamical systems, there exist ν1, ν2, ν3 ∈ C such that
for any t > 0,
ct = ν1λ
t
1 + ν2λ
t
2 + ν3λ
t
3 . (71)
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Lemma 14. Assume that Ax0 = Ax
∗ and Ax1 6= Ax∗, i.e., ∆0 = 0 and ∆1 6= 0. Then, one of
the following statements must be true,
(a) ν1 6= 0, and |λ1| = Λ(µ, β),
(b) ν2 6= 0, and |λ2| = Λ(µ, β),
(c) ν3 6= 0 and |λ3| = Λ(µ, β).
Proof. Without loss of generality, we assume that the root λ1 satisfies Λ(µ, β) = |λ1| > max(|λ2|, |λ3|).
If ν1 6= 0, then the result is proved. Hence, let us assume that ν1 = 0. By assumption, we also have
‖∆0‖22 = 0 and ‖∆1‖22 6= 0. From the linear dynamics (31) for t= 0, 1, 2, we obtain that c0 = 0,
c1 = β
2‖∆1‖22 and c2 = β2η‖∆1‖22. Further, using the formula (71) for t=0, 1, 2, we then obtain
ν2 + ν3 = 0
ν2λ2 + ν3λ3 = β
2‖∆1‖22
ν2λ
2
2 + ν3λ
2
3 = β
2η‖∆1‖22 .
(72)
Since β2‖∆1‖22 6= 0, we get from the system of equations (72) that λ2 + λ3 = η. On the other
hand, the (negative) sum of the roots −(λ1 + λ2 + λ3) is equal to the second coefficient of χµ,β,
i.e., λ1 + λ2 + λ3 = η − β. Thus, we obtain λ1 = −β. Further, the product of the roots is equal
to (minus) the last coefficient of χµ,β, i.e., λ1λ2λ3 = β
3. By assumption, |λ1| > |λ2|, |λ3|. Hence,
we must have |λ1| = |λ2| = |λ3|. Since ν2ν3 6= 0 (otherwise, the second equation of the system (72)
has a null left-hand side and a non-null right-hand side), it follows that either |λ2| = Λ(µ, β) and
ν2 6= 0, or, |λ3| = Λ(µ, β) and ν3 6= 0, which concludes the proof.
Lemma 15. Assume that Ax0 6= Ax∗ and Ax1 = Ax∗, i.e., ∆0 6= 0 and ∆1 = 0. Then, one of
the following statements must be true,
(a) ν1 6= 0, and |λ1| = Λ(µ, β),
(b) ν2 6= 0 and |λ2| = Λ(µ, β),
(c) ν3 6= 0 and |λ3| = Λ(µ, β).
Proof. The proof follows similar lines to that of Lemma 14. Without loss of generality, we assume
that the root λ1 satisfies Λ(µ, β) = |λ1| > max(|λ2|, |λ3|). If ν1 6= 0, then the result is proved.
Hence, let us assume that ν1 = 0. By assumption, we also have ‖∆1‖22 = 0 and ‖∆0‖22 6= 0. From
the linear dynamics (31) for t= 0, 1, 2, we obtain that c0 = β
2‖∆0‖22, c1 = 0 and c2 = β4‖∆0‖22.
Further, using the formula (71) for t=0, 1, 2, we then obtain
ν2 + ν3 = β
2‖∆0‖22
ν2λ2 + ν3λ3 = 0
ν2λ
2
2 + ν3λ
2
3 = β
4‖∆0‖22 .
(73)
Since β2‖∆0‖22 6= 0, we get from the system of equations (73) that −λ3λ2 = β2. Using the facts that
λ1λ2λ3 = β
3, |λ1| > max(|λ2|, |λ3|) and β 6= 0, it follows that λ1 = −β, and thus, |λ1| = |λ2| = |λ3|.
Finally, we must have ν2 6= 0 or ν3 6= 0 (otherwise, the first equation of the system (73) has a null
left-hand side and a non-null right-hand side). It follows that either |λ2| = Λ(µ, β) and ν2 6= 0, or,
|λ3| = Λ(µ, β) and ν3 6= 0, which concludes the proof.
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Case 2: two roots are equal
Assume that λ1 = λ2, and λ1 6= λ3. Then, there exist ν1, ν2, ν3 ∈ C such that for any t > 0,
ct = ν1λ
t
1 + ν2tλ
t
1 + ν3λ
t
3 . (74)
Lemma 16. Assume that Ax0 = Ax
∗ and Ax1 6= Ax∗, i.e., ∆0 = 0 and ∆1 6= 0. Then, one of
the following statements must be true,
(a) ν1 6= 0 or ν2 6= 0, and, |λ1| = Λ(µ, β),
(b) ν3 6= 0 and |λ3| = Λ(µ, β).
Proof. First, we assume that Λ(µ, β) = |λ1| > |λ3|. If ν1 6= 0 or ν2 6= 0, then the result is
proved. Hence, let us assume that ν1 = ν2 = 0. By assumption, we also have ‖∆0‖22 = 0 and
‖∆1‖22 6= 0. From the linear dynamics (31) for t=0, 1, 2, we obtain that c0 = 0, c1 = β2‖∆1‖22 and
c2 = β
2η‖∆1‖22. Using the formula (74) for t = 0, we then obtain ν3 = 0, and hence, ct = 0 for all
t > 0. But this is in contradiction with the equality c1 = β2‖∆1‖22, which is positive. Therefore,
we must have ν1 6= 0 or ν2 6= 0.
Now, we assume that Λ(µ, β) = |λ3| > |λ1|. If ν3 6= 0, then the result is proved. Hence, let us
assume that ν3 = 0. Combining the identities c0 = 0, c1 = β
2‖∆1‖22 and c2 = β2η‖∆1‖22 with the
formula (74) for t=0, 1, 2, we then obtain
ν1 = 0
ν1λ1 + ν2λ1 = β
2‖∆1‖22
ν1λ
2
1 + 2ν2λ
2
1 = β
2η‖∆1‖22 ,
(75)
from which, after a few manipulations, we obtain 2λ1 = η. On the other hand, the sum of the
roots satisfies the equality λ3 + 2λ1 = η−β. Thus, we get λ3 = −β. Since the product of the roots
satisfies λ21λ3 = β
3, β 6= 0 and |λ3| > |λ1|, we get |λ1| = |λ3|, which is in contradiction with the
assumption that |λ3| > |λ1|. Therefore, we must have |λ3| = Λ(µ, β) and ν3 6= 0, which concludes
the proof.
Lemma 17. Assume that Ax0 6= Ax∗ and Ax1 = Ax∗, i.e., ∆0 6= 0 and ∆1 = 0. Then, one of
the following statements must be true,
(a) ν1 6= 0 or ν2 6= 0, and |λ1| = Λ(µ, β),
(b) ν3 6= 0 and |λ3| = Λ(µ, β).
Proof. The proof follows very similar lines to the proofs of Lemma 15 and Lemma 16, and we skip
it for the sake of conciseness.
Case 3: the roots are all equal
Assume that λ1 = λ2 = λ3. Then, there exist ν1, ν2, ν3 ∈ C such that for any t > 0,
ct = ν1λ
t
1 + ν2tλ
t
1 + ν3t
2λt1 . (76)
If the system is initialized at a point (x0,x1) such that (Ax0,Ax1) 6= (Ax∗,Ax∗), then the next
result immediately follows from the fact that the sequence {ct} cannot be constant and equal to 0.
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Lemma 18. Assume that Ax0 = Ax
∗ and Ax1 6= Ax∗, or, Ax0 6= Ax∗ and Ax1 = Ax∗. Then,
one of the following statements must be true,
(a) ν1 6= 0, and |λ1| = Λ(µ, β),
(b) ν2 6= 0 and |λ2| = Λ(µ, β),
(c) ν3 6= 0 and |λ3| = Λ(µ, β).
Concluding the proof of Lemma 7
Proof. Let λ1, λ2, λ3 be the three roots of χµ,β. Combining the case-study results of Lemma 14,
Lemma 15, Lemma 16, Lemma 17 and Lemma 18, we know that there exist i ∈ {1, 2, 3} and νi 6= 0
such that |λi| = Λ(µ, β), and, ct ∼ νiλti, ct ∼ νitλti, or, ct ∼ νit2λti. Using the fact that ct is non-
negative and setting ν = |νi|, it follows that ct ∼ νΛ(µ, β)t, ct ∼ νtΛ(µ, β)t, or, ct ∼ νt2Λ(µ, β)t.
Consequently,
lim inf
t→∞
{
Λ(µ, β)−tct
}
> 0 ,
which concludes the proof of Lemma 7.
B.4 Proof of Theorem 5
First, we show that (µ∗, β∗) = (θ−12 θ1, 0) is a local minimum of the function (µ, β) 7→ Λ(µ, β) over
R2.
Lemma 19 (Local optimality). The root radius function{
(µ, β) 7→ Λ(µ, β)
R2 → R+
has a strong local minimum at (µ∗, β∗) = (θ−12 θ1, 0), which is equal to ρ
∗ = 1− θ21θ2 .
Proof. We defer the proof to Appendix B.5.
We turn to the proof of global optimality of (µ∗, β∗) over R2+. For convenience of notations, we use
the linear change of variable α : = θ2θ1µ, and re-parameterize the characteristic polynomial χµ,β as
χα,β. Thus, the point (α
∗, β∗) = (1, 0) is a strong local minimizer of the root radius Λ(α, β) of the
polynomial χα,β. Before developing formally the results, we describe the main steps of the proof,
which proceeds by contradiction.
1. First, we assume that there exist some parameters β̂ > 0 and α̂ > 0 such that Λ(α̂, β̂) <
ρ∗. We show, in Lemma 20, that the latter assumption implies the existence of parameters
β′, α′ ∈ R such that 
α′ > 0 ,
β′ ∈ (0, ρ∗) ,
χα′,β′(ρ
∗) = 0 .
(77)
The proof of Lemma 20 relies on the strong local optimality of (α∗, β∗), and, the continuity
of the roots of the polynomial χα,β in the variable (α, β).
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2. Then, we seek a contradiction with the system (77). We introduce, for a fixed parameter
α > 0, the function Pα : β 7→ χα,β(ρ∗), which is a polynomial in β. In Lemma 21, we show
that for any α > 0, provided that ρ∗ 6= 12 , the polynomial Pα has no real root within the
interval (0, ρ∗). This will be a contradiction since, according to (77), for α = α′, we have
Pα′(β
′) = 0, with β′ ∈ (0, ρ∗). The proof of Lemma 21 reduces the problem to an analysis
of the roots of the degree-two polynomial dPαdβ , which enjoys simpler analytical properties.
Details are developed in Lemma 22, Corollary 7, Lemma 23, Lemma 24 and Lemma 25.
3. By continuity arguments, we conclude that the result holds for any ρ∗ ∈ (0, 1) (see Corol-
lary 6).
Lemma 20. Suppose that for some parameters β̂ > 0 and α̂ ≥ 0, the root radius Λ(α̂, β̂) satisfies
Λ(α̂, β̂) < ρ∗. Then, there exist parameters β′ ∈ (0, ρ∗) and α′ ≥ 0, such that χα′,β′(ρ∗) = 0.
Proof. For fixed parameters α, β > 0, the root radius Λ(α, β) satisfies Λ(α, β) ≥ β. Indeed, we have
λ1λ2λ3 = β
3, where λ1, λ2, λ3 are the roots of χα,β. Thus, |λ1λ2λ3| = β3, which further implies
that max(|λ1|, |λ2|, |λ3|) > β, i.e., Λ(α, β) ≥ β. In particular, we have that β̂ ≤ Λ(α̂, β̂). Along
with the assumption Λ(α̂, β̂) < ρ∗, it follows that
β̂ < ρ∗ . (78)
We know that Λ(1, 0) = ρ∗. Let (α(t), β(t))t∈[0,1] be a continuous, injective path in the rectangle
[1, α̂]×[0, β̂] such that (α(0), β(0)) = (1, 0), (α(1), β(1)) = (α̂, β̂) and β(t) > 0 for t > 0. Using (78),
we have
β(t) ∈ (0, ρ∗) , for t ∈ (0, 1] .
Denote Λ(t) = Λ(α(t), β(t)). We introduce continuous parameterizations of the roots λ1(t), λ2(t), λ3(t)
of χα(t),β(t). Then, it suffices to show that one of the roots λ1(t), λ2(t) or λ3(t) takes the value ρ
∗ for
some t > 0. Indeed, by setting α′ = α(t) and β′ = β(t), it will imply the claim, since β(t) ∈ (0, ρ∗).
We study the dynamics of Λ(t), which goes continuously from Λ(0) to Λ(1), and the corresponding
dynamics of the continuous curves λi(t) for i = 1, 2, 3.
We have that Λ(0) = ρ∗, and, Λ(1) = Λ(α̂, β̂) < ρ∗. By continuity of Λ(t) and using the fact
that Λ(t) has a strong local minimum at t = 0, it follows that there exists t0 > 0 such that
Λ(t0) = ρ
∗ and Λ(t) > ρ∗ for t ∈ (0, t0).
Without loss of generality, we choose an indexing of the roots such that λ1(0) = ρ
∗ and λ2(0) =
λ3(0) = 0. For t close to 0, by continuity, the root λ1(t) is not the conjugate of λ2(t) and λ3(t).
Therefore, for t close to 0, λ1(t) is real, equal to Λ(t) and thus, strictly greater than ρ
∗. Since
|λ1(t0)| 6 ρ∗, by continuity of the root, there must exist t1 ∈ (0, t0] such that |λ1(t1)| = ρ∗. Either
λ1(t1) = ρ
∗, which concludes the proof. Or, λ1(t1) is strictly complex or equal to −ρ∗. In both
cases, by continuity, there must exist t ∈ (0, t0) such that λ1(t) is strictly complex. Denote by t2 the
infimum time at which λ1(t) becomes strictly complex. It holds that t2 > 0, since λ1(0) has single
multiplicity. For t ∈ (0, t2], the root λ1(t) is real. Either there exists t ∈ (0, t2] such that λ1(t) = ρ∗,
which concludes the proof. Or, λ1(t) > ρ
∗ for all t ∈ (0, t2]. By conjugacy of the complex roots,
we must have λ1(t2) = λi(t2) > ρ
∗ for some i ∈ {2, 3} (without loss of generality, say i = 2). Since
λ2(0) = 0, by continuity of the root, there must exist t3 ∈ (0, t2) such that |λ2(t3)| = ρ∗.
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Either the root λ2(t) crosses the (complex) circle of radius ρ
∗ along the real axis, at the point
ρ∗, which concludes the proof.
Or, the root λ2(t) crosses the circle of radius ρ
∗ in the (strictly) complex plane or at −ρ∗, and then
it hits the real axis [ρ∗,+∞). Denote t4 the first time at which λ2(t) hits the real axis [ρ∗,+∞).
Then, by conjugacy of λ2(t4) and λ3(t4) (since, right before t4, λ1(t) is real and λ2(t) must be com-
plex and hence, conjugate to λ3(t)), we must have λ2(t4) = λ3(t4). Hence, λ1(t4)λ2(t4)λ3(t4) > ρ
∗3,
which yields that β(t4)
3 < ρ∗3 < λ1(t4)λ2(t4)λ3(t4) = β(t4)3. The latter set of inequalities yields a
contradiction, and thus the claim.
According to the previous result, we seek a contradiction by studying the equation χα,β(ρ
∗) = 0.
Let α, β > 0 be some parameters such that χα,β(ρ∗) = 0. A simple calculation gives
χα,β(ρ
∗)
(1− ρ∗) = −β
3 + ρ∗(1− 2α)β2 + ρ∗(1− α)(1 + α(2ρ∗ − 1))β − ρ∗2(1− α)2 .
Thus, it holds that χα,β(ρ
∗) = 0 if and only if Pα(β) = 0, where
Pα(β) : = −β3 + ρ∗(1− 2α)β2 + ρ∗(1− α)(1 + α(2ρ∗ − 1))β − ρ∗2(1− α)2 .
Lemma 21. Suppose that ρ∗ 6= 12 . Then, for any α ≥ 0, the polynomial Pα has no root within the
interval (0, ρ∗).
Proof. We defer the proof to Appendix B.6.
Corollary 6. For any value of ρ∗ ∈ (0, 1), it holds that
inf
α≥0,β≥0
Λ(α, β) = ρ∗ ,
and the infimum is uniquely attained at (α∗, β∗) = (1, 0).
Proof. Suppose first that ρ∗ 6= 12 . Assume that for some parameters β̂ ≥ 0 and α̂ ≥ 0, the root
radius Λ(α̂, β̂) satisfies
Λ(α̂, β̂) < ρ∗ .
Then, we must have β̂ > 0. Indeed, we have already shown in Corollary 1 that
inf
α≥0
Λ(α, 0) = ρ∗ .
From Lemma 20, we know that there must exist some parameters 0 < β′ < ρ∗ and α′ ≥ 0 such
that χα′,β′(ρ
∗) = 0. That is, the polynomial Pα′ has a root β′ ∈ (0, ρ∗). But this is contradiction
with Lemma 21.
We turn to the value 12 . For any ρ
∗ ∈ (0, 1), we denote Λ(α, β, ρ∗) ≡ Λ(α, β). Note that, as
α→ +∞ or β → +∞, then Λ(α, β, ρ∗)→ +∞. Therefore, for ρ∗ = 12 , we can restrict the range of
(α, β) to a rectangle [0, R]2 for R > 1 large enough. Therefore, for any ρ∗ ∈ (0, 1),
inf
α,β>0
Λ(α, β, ρ∗) = inf
06α,β6R
Λ(α, β, ρ∗) . (79)
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We introduce the functions f(α, β, ρ∗) = −ρ∗+Λ(α, β, ρ∗) and FR(ρ∗) = inf06α,β6R f(α, β, ρ∗). The
function f is continuous. Partial minimization of a continuous function over a compact preserves
continuity with respect to the other variables. Therefore, FR is continuous in ρ
∗. Further, we know
that for ρ∗ 6= 1/2, F (ρ∗) = 0. Hence, F ≡ 0 everywhere, which implies
inf
06α,β6R
Λ
(
α, β,
1
2
)
=
1
2
,
and concludes the proof of Theorem 5.
B.5 Proof of Lemma 19
For µ, β ∈ R, we define 
a2 = −β2 + (1− 2γ0)β − η0 ,
a1 = β
(
β2 − (1− 2γ0)β + 2γ20 − η0
)
,
a0 = −β3 ,
so that χµ,β(λ) = λ
3 + a2λ
2 + a1λ+ a0. Further, denote β
∗ = 0 and µ∗ = θ1θ2 . The roots of χµ∗,β∗
are equal to ρ∗ : = 1− θ21θ2 (with single multiplicity), and, 0 (with double multiplicity).
We introduce continuous parameterizations of the roots of χµ,β, that is, λ1 ≡ λ1(µ, β), λ2 ≡ λ2(µ, β)
and λ3 ≡ λ3(µ, β) are the three roots of χµ,β, and continuous functions in (µ, β). Without loss of
generality, we assume that λ1(µ
∗, β∗) = ρ∗, λ2(µ∗, β∗) = 0, and, λ3(µ∗, β∗) = 0.
For (µ, β) in a neighborhood of (µ∗, β∗), by continuity of (λ1, λ2, λ3), we have that λ2 and λ3
are close to 0 and λ1 close to ρ
∗, and hence, λ1 is necessarily a real root of the polynomial χβ,µ,
with single multiplicity (otherwise, λ1 would be the complex conjugate of λ2 or λ3, but λ1 is far
apart from λ2 and λ3). Since λ1 is real and has single multiplicity, it follows that λ1 is differentiable
in a neighborhood of (µ∗, β∗).
The function β 7→ χµ,β(λ1(µ, β)) is constant and equal to 0. Denoting a1 = a1(µ, β), a2 = a2(µ, β)
and a3 = a3(µ, β), we get, for (µ, β) close to (µ
∗, β∗), that
0 =
dχµ,β(λ1)
dβ
=
dλ1
dβ
(
3λ21 + 2λ1a2 + a1
)
+ λ21
da2
dβ
+ λ1
da1
dβ
+
da0
dβ
. (80)
At (µ, β) = (µ∗, β∗), we have
a2 = −η0
a1 = 0
a0 = 0

da2
dβ = 1− 2γ0
da1
dβ = 2γ
2
0 − η0
da0
dβ = 0
{
γ0 = ρ
∗
η0 = ρ
∗
Hence, 3ρ∗2 + 2ρ∗a2 + a1 = ρ∗2 6= 0. By continuity over a neighborhood of (µ∗, β∗), the term
3λ21 + 2λ1a2 + a1 is non-zero, and, from (80), we obtain
dλ1
dβ =−
λ21
da2
dβ
+λ1
da1
dβ
+
da0
dβ
3λ21+2λ1a2+a1
. In particular,
it implies that λ1 is infinitely differentiable with respect to β, around β
∗. Evaluating the latter
derivative at (µ∗, β∗), we find that dλ1dβ (µ
∗, β∗)=0. Thus, β∗ is a stationary point of β 7→ λ1(µ∗, β).
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Further, differentiating again (80) with respect to β, evaluating at (µ∗, β∗) and using the fact that
dλ1
dβ (µ
∗, β∗)=0, we get
0 =
d2λ1
dβ2
(
3ρ∗2 + 2ρ∗a2 + a1
)
+ ρ∗2
d2a2
dβ2
+ ρ∗
d2a1
dβ2
+
d2a0
dβ2
,
so that d
2λ1
dβ2
= −ρ
∗2 d2a2
dβ2
+ρ∗ d
2a1
dβ2
+
d2a0
dβ2
3ρ∗2+2ρ∗a2+a1
. At (µ∗, β∗), we find
d2a0
dβ2
= 0 ,
d2a1
dβ2
= 4ρ∗ − 2 , d
2a2
dβ2
= −2 .
Thus,
d2λ1
dβ2
(µ∗, β∗) = 2
1− ρ∗
ρ∗
.
Differentiating (80) with respect to µ, evaluating at (µ∗, β∗) and using the fact that dλ1dµ (µ
∗, β∗)=0,
we get
0 =
d2λ1
dβdµ
(
3ρ∗2 + 2ρ∗a2 + a1
)
+ ρ∗2
d2a2
dβdµ
+ ρ∗
d2a1
dβdµ
+
d2a0
dβdµ
,
At (µ∗, β∗), we have
d2a2
dβdµ
= 2θ1 ,
d2a1
dβdµ
= −4θ1ρ∗ , d
2a0
dβdµ
= 0 ,
from which we obtain
d2λ1
dβdµ
(µ∗, β∗) = 2θ1 .
Using the same type of derivations, we obtain that around (µ∗, β∗),
0 =
dχµ,β(λ1)
dµ
=
dλ1
dµ
(
3λ21 + 2λ1a2 + a1
)
+ λ21
da2
dµ
+ λ1
da1
dµ
+
da0
dµ
, (81)
from which we get that
dλ1
dµ
= −
λ21
da2
dµ + λ1
da1
dµ +
da0
dµ
3λ21 + 2λ1a2 + a1
.
At (µ∗, β∗), we have da2dµ =
da1
dµ =
da0
dµ =0, and thus,
dλ1
dµ (µ
∗, β∗)=0. Differentiating (81) with respect
to µ, evaluating at (µ∗, β∗) and using the fact that dλ1dµ (µ
∗, β∗)=0, we get
0 =
d2λ1
dµ2
(
3ρ∗2 + 2ρ∗a2 + a1
)
+ ρ∗2
d2a2
dµ2
+ ρ∗
d2a1
dµ2
+
d2a0
dµ2
.
Further, at (µ∗, β∗), we find
d2a0
dµ2
= 0 ,
d2a1
dµ2
= 0 ,
d2a2
dµ2
= −2θ2 ,
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from which we get
d2λ1
dµ2
(µ∗, β∗) = 2θ2 .
Thus, the Hessian of λ1 at (µ
∗, β∗) is M =
2
θ21
θ2
1− θ
2
1
θ2
2θ1
2θ1 2θ2
. We set x : = θ21θ2 . Since x ∈ (0, 1), we
find that Trace(M) = 2 x1−x + 2θ2, which is positive. Further, det(M) = 4θ2
x2
1−x is also positive.
Therefore, the matrix M is positive definite and (µ∗, β∗) is a strong local minimum.
B.6 Proof of Lemma 21
We recall the definition of the polynomial Pα,
Pα(β) : = −β3 + ρ∗(1− 2α)β2 + ρ∗(1− α)(1 + α(2ρ∗ − 1))β − ρ∗2(1− α)2 .
We denote the coefficients of the polynomial Pα as
a : = −1
b ≡ b(α, ρ∗) : = ρ∗(1− 2α)
c ≡ c(α, ρ∗) : = ρ∗(1− α)(1 + α(2ρ∗ − 1))
d ≡ d(α, ρ∗) : = −ρ∗2(1− α)2 .
In order to prove Lemma 21, we rely on simple variational properties of the degree three polynomial
Pα and its derivative P
′
α. In the next result, we enumerate several properties satisfied by Pα and
P ′α, which results from simple calculations, and will be used throughout the rest of the proof.
Lemma 22. Suppose that ρ∗ ∈ (0, 1) and let α ∈ R. Then, the following statements are true.
(a) Pα(0) = −ρ∗2(1− α)2 ≤ 0, with equality if and only if α = 1.
(b) Suppose that α ≥ 0. It holds that Pα(ρ∗) = −2αρ∗3. Thus, P (ρ∗) ≤ 0, with equality if and only
if α = 0. Further, P0(β) = −(β − ρ∗)(β −
√
ρ∗)(β +
√
ρ∗).
(c) The discriminant of the degree two polynomial P ′α is equal to b2 + 3c, which satisfies
b2 + 3c =
ρ∗
3− 2ρ∗
[
((3− 2ρ∗)α+ ρ∗ − 3)2 + 3ρ∗(1− ρ∗)
]
.
Consequently, we have b2 + 3c > 0. Hence, the degree two polynomial P ′α has two distinct real
roots, and its maximal root is given by
β+(α) ≡ β+(α, ρ∗) = 1
3
[
b+
√
b2 + 3c
]
.
Further, we have that
Pα(β+(α)) =
1
27
[
27d+ 9bc+ 2b3 + 2
(
b2 + 3c
) 3
2
]
.
Corollary 7. Suppose that ρ∗ 6= 12 and α ∈ R. Then, the following statements are true.
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(a) Pα(β)→ ∓∞ as α→ ±∞ and Pα(β+(α))→ +∞ as |α| → +∞.
(b) If ρ∗ < 12 , then β+(α)→ +∞ as |α| → +∞. If ρ∗ > 12 , then β+(α)→ ±∞ as α→ ∓∞.
(c) If α 6= 1, the polynomial Pα has a negative root. If α = 1, then Pα(0) = 0.
(d) Let α ≥ 0, and suppose that the polynomial Pα has a root within (0, ρ∗). Then, it holds that
α > 0 and α 6= 1. Further, it holds that, either Pα has two distinct real roots β1(α), β2(α) ∈
(0, ρ∗) such that β1(α) < β+(α) < β2(α), or, Pα has one real root β(α) with multiplicity two
within (0, ρ∗) and β(α) = β+(α).
Proof. (a) The function P is a degree three polynomial and its dominant coefficient is negative.
Thus, Pα(β)→ ∓∞ as α→ ±∞.
We have Pα(β+(α)) =
2
27
[
(ρ∗ (3− 2ρ∗)) 32 |α|3 + (10ρ∗3 − 9ρ∗2)α3
]
+O(α3), as |α| → +∞. As
α → +∞, we have Pα(β+(α))→ +∞ if and only if (ρ∗ (3− 2ρ∗)) 32 + (10ρ∗3 − 9ρ∗2) > 0. The
latter inequality is equivalent to 10− 9ρ∗ +
(
3
ρ∗ − 2
) 3
2
> 0. Set f(x) = 10− 9x+ (3x− 2) 32 , for
x > 1. Then f(x)→ +∞ as x→ +∞ and f ′(x) = 9
(
−1 + 12(3x− 2)
1
2
)
= 0 if and only if x = 2.
Further, we have f(2) = 0. Therefore, the minimal value of f(x) is 0, which is strictly attained
at x = 2. Provided that ρ∗ 6= 12 , it follows that Pα(β+(α))→ +∞ when α→ +∞. On the other
hand, when α → −∞, we have Pα(β+(α)) = 2|α|
3
27
[
(ρ∗ (3− 2ρ∗)) 32 + 9ρ∗2 − 10ρ∗3
]
+ O(α3).
Further, (ρ∗ (3 − 2ρ∗)) 32 + 9ρ∗2 − 10ρ∗3 > 0 if and only 9ρ∗ − 10 +
(
3
ρ∗ − 2
) 3
2
> 0. Setting
g(x) = 9x− 10 + (3x− 2) 32 , for x ≥ 1, we have that g′(x) = 9 + 92
√
3x− 2 > 0, and g(1) = 0.
Therefore, Pα(β+(α))→ +∞ when α→ −∞
(b) We have
β+(α) =
1
3
[
ρ∗(1− 2α) +
√
ρ∗
3− 2ρ∗
√
((3− 2ρ∗)α+ ρ∗ − 3)2 + 3ρ∗(1− ρ∗)
]
.
Thus, it holds that β+(α) =
1
3
(√
ρ∗(3− 2ρ∗) |α| − 2ρ∗ α
)
+ O(1) as |α| → +∞. Hence, the
asymptotic limits of β+(α) immediately follow from the fact that the inequality
√
ρ∗(3− 2ρ∗) >
2ρ∗ is equivalent to ρ∗ < 12 .
(c) If α 6= 1, then the zero-order coefficient of Pα, which is equal to −ρ∗2(1−α)2, is negative. Since
the degree of Pα is odd and its dominant coefficient is negative, it follows that Pα must have a
negative root. If α = 1, the zero-order coefficient is equal to 0, i.e., P1(0) = 0.
(d) Suppose that the polynomial Pα has a root β˜ ∈ (0, ρ∗). From Lemma 22.b, we have P0(β˜) =
−(β˜−ρ∗)(β˜−√ρ∗)(β˜+√ρ∗), which cannot be equal to 0 since −√ρ∗ < 0 < β˜ < ρ∗ < √ρ∗. On
the other hand, we find that P1(β) = −β3 − ρ∗β2, which roots are exactly 0 with multiplicity
two and −ρ∗. Hence, P1 has no root within (0, ρ∗). Therefore, we must have α > 0 and α 6= 1.
We claim that, either Pα has a second root within (0, ρ
∗), or, its root β˜ has multiplicity two.
From Lemma 22, we have Pα(0) < 0 and Pα(ρ
∗) < 0. First, assume that Pα(β) ≤ 0 in a
neighborhood β˜, i.e., the root β˜ is a local maximum. In that case, P ′α(β˜) = 0, which implies
that β˜ is a real root of Pα with multiplicity at least two. Since Pα(−∞) = +∞ and Pα(0) < 0,
we must have β˜ = β+(α). On the other hand, if β˜ is not a local maximum, then Pα takes
48
both negative and positive values within (0, ρ∗). Since Pα(0) < 0 and Pα(ρ∗) < 0, we obtain
that Pα must cross the x-axis at least twice, at β1(α) and β2(α), and that Pα(β) > 0 for
β ∈ (β1(α), β2(α)), which further implies that β1(α) < β+(α) < β2(α).
Lemma 23. Let ρ∗ ∈ (0, 1) and ρ∗ 6= 12 . Then the following statements are true.
(a) Suppose that ρ∗ < 12 . Then, there exist α1, α2 ∈ R such that 0 < α1 < 1 < α2 and, for any
α ≥ 0, β+(α) < ρ∗ if and only if α ∈ (α1, α2). Further, β+(α1) = β+(α2) = ρ∗.
(b) Suppose that ρ∗ > 12 . Then, there exists α ∈ (0, 1) such that for any α ≥ 0, 0 < β+(α) < ρ∗ if
and only if α ∈ (α, 1). Further, β+(α) = ρ∗ and β+(1) = 0.
Proof. Fix α ∈ R. Using the expression of β+(α) given in Lemma 22, we have that β+(α) < ρ∗ if
and only if
1
3
[
ρ∗(1− 2α) +
√
ρ∗
3− 2ρ∗ [((3− 2ρ
∗)α+ ρ∗ − 3)2 + 3ρ∗(1− ρ∗)]
]
< ρ∗ ,
which is equivalent to√
ρ∗
3− 2ρ∗ [((3− 2ρ
∗)α+ ρ∗ − 3)2 + 3ρ∗(1− ρ∗)] < 2ρ∗(1 + α) . (82)
Inequality (82) can only be true for α > −1, which we assume from now on. Squaring both sides
and after a few manipulations, we find that inequality (82) is equivalent to
Q(α) : = α2(−1 + 2ρ∗) + 2α(1 + ρ∗) + (−1 + ρ∗) > 0 .
The polynomial Q has two distinct real roots α1, α2, which are given by
α1 =
ρ∗ + 1−√ρ∗(5− ρ∗)
1− 2ρ∗ , α2 =
ρ∗ + 1 +
√
ρ∗(5− ρ∗)
1− 2ρ∗ .
If ρ∗ < 12 , the dominant coefficient of Q is negative, and Q takes positive values between its two
roots. Therefore, β+(α) < ρ
∗ if and only if α ∈ (α1, α2)∩ (−1,+∞). Further, it holds that α1 > 0,
α1 < 1 and α2 > 1. Hence, β+(α) < ρ
∗ if and only if α ∈ (α1, α2).
If ρ∗ > 12 , the dominant coefficient of Q is positive. Hence, β+(α) < ρ
∗ if and only if α ∈
(α1,+∞) ∪ (−∞, α2) and α > −1. It holds that α1 ∈ (0, 1) and α2 < −1. Thus, setting α = α1,
we have β+(α) < ρ
∗ if and only if α > α. On the other hand, a calculation yields that β+(α) > 0
if and only if ρ∗(1− α)(1 + α(2ρ∗ − 1)) > 0. Since ρ∗ > 12 , it follows that ρ∗(1 + α(2ρ∗ − 1)) > 0,
and thus, α must be less than 1. Hence, β+(α) ∈ (0, ρ∗) if and only if α ∈ (α, 1).
Lemma 24. Let ρ∗ ∈ (0, 1) such that ρ∗ 6= 12 . Then, the following statements are true.
(a) Suppose that ρ∗ < 12 . Then, the function α 7→ Pα(β+(α)) over [α1, α2] attains uniquely its
maximum at α = 1, and the maximal value is equal to 0. Consequently, for any α ≥ 0 such
that β+(α) ∈ (0, ρ∗), we have Pα(β+(α)) < 0.
(b) Suppose that ρ∗ > 12 . Then, the function α 7→ Pα(β+(α)) over [α, 1] attains uniquely its
maximum at α = 1, and the maximal value is equal to 0. Consequently, for any α ≥ 0 such
that β+(α) ∈ (0, ρ∗), we have Pα(β+(α)) < 0.
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Proof. Using the expression of Pα(β+(α)) given in Lemma 22, a simple calculation yields that
d
dα
Pα(β+(α))|α=1 = 0
d2
dα2
Pα(β+(α))|α=1 = −2(1− ρ∗)ρ∗2 .
Therefore, α = 1 is a strict local maximum of α 7→ Pα(β+(α)), and we find through further calcu-
lation that P1(β+(1)) = 0.
Suppose that ρ∗ < 12 , and that the function Pα(β+(α)) has a unique local maximum at α = 1.
From Lemma 23, we have β+(αi) = ρ
∗, for i = 1, 2. Consequently, Pαi(β+(αi)) = Pαi(ρ∗), for
i = 1, 2. From Lemma 22 and the fact that α1, α2 > 0, we know that Pαi(ρ
∗) < 0, and hence,
Pαi(β+(αi)) < 0 = P1(β+(1)) for i = 1, 2. Further, 1 ∈ (α1, α2). Therefore, the maximum of
α 7→ Pα(β+(β)) over [α1, α2] is uniquely attained at α = 1. Hence, for any α ∈ (α1, α2) and α 6= 1,
we get that Pα(β+(α)) < P1(β+(1)), i.e., Pα(β+(α)) < 0. According to Lemma 23, the latter
statement implies that for any α > 0 such that β+(α) ∈ (0, ρ∗), we have Pα(β+(α)) < 0.
Suppose that ρ∗ > 12 , and that the function Pα(β+(α)) has a unique local maximum at α = 1.
From Lemma 23, we have β+(α) = ρ
∗, and α > 0. From Lemma 22 and the fact that α > 0, we get
that Pα(ρ
∗) < 0. Thus, Pα(β+(α)) = Pα(ρ∗) < 0 = P1(β+(1)). Hence, for α ∈ (α, 1), by unicity of
the local maximum, we deduce that Pα(β+(α)) < 0. According to Lemma 23, the latter statement
implies that for any α > 0 such that β+(α) ∈ (0, ρ∗), we have Pα(β+(α)) < 0.
Hence, it remains to show that α 7→ Pα(β+(α)) has a unique local maximum at α = 1. It holds
that
Pα(β+(α)) = Q(α) +
2
27
(
b2 + 3c
) 3
2 ,
where Q(α) : = 127
(
27d+ 9bc+ 2b3
)
. Then,
d
dα
Pα(β+(α)) = Q
′(α) +R(α) .
where R(α) : = 19(2bb
′ + 3c′)
(
b2 + 3c
) 1
2 . By definition, any critical point of α 7→ Pα(β+(α)) is a
solution of the equation Q′(α) = −R(α). Squaring both sides of the latter equation, we get that
any critical point must satisfy
S(α) : = Q′(α)2 −R(α)2 = 0 .
Through a simple calculation, we find that the function S(α) is a polynomial of degree less than
four. Thus, the function α 7→ Pα(β+(α)) has at most four critical points. Suppose by contradiction
that there exist at least two local maxima. From Corollary 7, we know that Pα(β+(α))→ +∞ as
|α| → +∞. The latter fact along with the existence of (at least) two local maxima implies that
there must exist (at least) three local minima. Thus, there exist at least five critical points, which
is a contradiction, and concludes the proof.
Lemma 25. Let ρ∗ ∈ (0, 1) such that ρ∗ 6= 12 . Suppose that, for some α ≥ 0, the polynomial Pα
has a real root within the interval (0, ρ∗). Then, there must exist some α̂ > 0 such that
α̂ 6= 1 , β+(α̂) = β(α̂) ∈ (0, ρ∗) , Pα̂(β(α̂)) = 0 .
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Proof. According to Corollary 7, we must have α > 0 and α 6= 1. Further, Pα must either have one
real root β with multiplicity two within (0, ρ∗) and β = β+(α) – in which case the result holds by
setting α̂ = α –, or, Pα must have two distinct real roots β1, β2 ∈ (0, ρ∗) such that β1 < β+(α) < β2.
Thus, let us assume that Pα has two distinct real roots β1, β2 ∈ (0, ρ∗) such that β1 < β+(α) < β2.
We introduce α 7→ β1(α) and α 7→ β2(α) continuous parameterizations over [0,+∞) of two of the
roots of the polynomial Pα, such that β1(α) = β1 and β2(α) = β2. Let us distinguish two cases.
Case 1: α < 1.
Assume, by contradiction, that for any α ∈ [0, α], β1(α) 6= β2(α). For any α ∈ [0, α], Pα(0) =
−ρ∗2(1−α)2 6= 0. Therefore, as α decreases from α to 0, the roots β1(α) and β2(α) cannot become
equal to 0, nor can the third root of Pα – which, we know from Corollary 7, is negative at α –.
Then, there are two cases.
• Either, β1(α) and β2(α) remain both real and, thus, positive. Then, we must have β1(α) <
β2(α) for any α ∈ [0, α], and the third root of Pα remains negative. Then, β2(α) is the
maximal root of Pα for any α ∈ [0, α]. But, it holds that β2(α) < ρ∗ <
√
ρ∗, and P0 has roots
±√ρ∗ and ρ∗. It implies that β2(0) =
√
ρ∗, so that, by continuity, β2(α) must be equal to ρ∗
for some α ∈ (0, α). But Pα(ρ∗) = 0 implies that α = 0, which is a contradiction.
• Hence, β1(α) or β2(α) (say β1) must become strictly complex for some α ∈ (0, α). Let
α̂ : = sup{α < α | β1(α) ∈ C − R}. By continuity of β1(α) and the fact that β1(α) ∈ R, we
must have β1(α̂) ∈ R. Since β1(α) cannot cross the point 0 nor the point ρ∗ for α ∈ (α̂, α), it
holds that β1(α̂) ∈ (0, ρ∗). By continuity and conjugacy, we must have that β1(α̂) = β2(α̂),
which is a contradiction.
Case 2: α > 1.
Assume by contradiction that for any α ≥ α, β1(α) 6= β2(α). Then, there are two cases.
• Either β1(α) and β2(α) remain both real. Then, we must have β1(α) < β2(α) for any α ≥ α.
We have the inequality β1(α) < β+(α) < β2(α). If ρ
∗ < 12 , then, according to Corollary 7,
β+(α) → +∞ as α → +∞, which implies that β2(α) → +∞ and β2(α) must be equal to ρ∗
for some α > α. But Pα(ρ
∗) = 0 implies that α = 0, which is a contradiction. If ρ∗ > 12 ,
then β+(α)→ −∞ as α→ +∞, so that β1(α)→ −∞ and β1(α) must be equal to 0 for some
α > α. But Pα(0) = −ρ∗2(1− α)2, which cannot be equal to 0 for α > α > 1, and is thus a
contradiction.
• Hence, β1(α) or β2(α) (say β1) must become strictly complex for some α > α. Let α̂ : =
inf{α > α | β1(α) ∈ C − R}. By continuity of β1(α) and the fact that β1(α) ∈ R, we must
have β1(α̂) ∈ R. Since β1(α) cannot cross the point 0 nor the point ρ∗ for α ∈ (α, α̂), it holds
that β1(α̂) ∈ (0, ρ∗). By continuity and conjugacy, we must have that β1(α̂) = β2(α̂), which
is a contradiction.
Proof of Lemma 21. Assume, by contradiction, that the polynomial Pα has a real root within the
interval (0, ρ∗). By Lemma 25, we know that there exists some α̂ > 0 and α̂ 6= 1 such that β(α̂)
is a root of Pα̂ and β(α̂) = β+(α̂) ∈ (0, ρ∗). By Lemma 23, since β+(α̂) ∈ (0, ρ∗), we obtain that
Pα̂(β+(α̂)) < 0, i.e., Pα̂(β(α̂)) < 0, which is a contradiction.
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