In this paper, we propose a risk-sensitive approach to parameter estimation for hidden Markov models (HMMs). The parameter estimation approach considered exploits estimation of various functions of the state, based on model estimates. We propose certain practical suboptimal risk-sensitive filters to estimate the various functions of the state during transients, rather than optimal risk-neutral filters as in earlier studies. The estimates are asymptotically optimal, if asymptotically risk neutral, and can give significantly improved transient performance, which is a very desirable objective for certain engineering applications.
Introduction
Hidden Markov models (HMMs) are a powerful tool in the field of signal processing [2] with application to speech processing [8] , digital communication systems [3] and biological signal processing [5] .
Hidden Markov models in discrete time can be viewed as having a state x k at time k belonging to a discrete set, without loss of generality denoted as S = {el,eZ, ..., e~} , where ei is a vector that is zero everywhere excepting the ith element which is 1. There are transitions between states described by fixed probabilities which form a matrix A = (aij) where aij is the probability of transferring from state ej to state ei.
Observations of the Markov state are made. We consider a Poisson observation process, where the Markov chain modulates the rate of a observed Poisson process.
Several schemes for estimating the parameters of a HMM have been proposed including an EM approach [l] and RPE approaches [4, 6] . All these approaches require estimation of various functions of the state. For example, the number of transitions between the possible states of the Markov chain is used to estimate the transition probability matrix. Previous approaches use risk-neutral filters conditioned on model estimates to generate estimates of various state quantities. However, risk-neutral filters are only optimal in the trivial case when the model estimates are equal to the true model.
In [7] optimal risk-sensitive filters and smoothers for known hidden Markov models, are proposed. The risk-sensitive filter is finite dimensional and evanesces 0-7803-4394-8198 $1 0.00 0 1998 IEEE to the risk-neutral filter as the risk parameter 0 approaches zero. Simulation studies illustrate that the risk-sensitive filter can perform better than the riskneutral filter on limited finite data when the HMM is not known accurately.
The key proposal of this paper is that risk-sensitive filters should be used to improve performance of certain HMM parameter estimators. Unfortunately, optimal risk-sensitive filters for the various functions of the states are computational prohibitive and we propose suboptimal versions. In this paper we consider off-line estimation of HMM parameters. This paper is organized as follows: In Section 2 we introduce the notation used for HMMs in this paper. In Section 3 the parameter estimation problem is introduced. In Section 4 the risk-sensitive filtering problem is introduced and our suboptimal risk-sensitive approach to parameter estimation is proposed. In Section 5 simulation studies are presented. Finally, in Section 6 some conclusions are presented. We can also write the initial state probability vector for the Markov chain as 7r = ( x i ) where 7ri = P ( X 1 = ei).
The Observation Process
We assume x k is hidden, that is, indirectly observed by measurements yk (a Poisson process modulated by xk). That is, the state modulates the rate (ie. the rate 
The HMM described by (2),(3) is denoted by M P = ( A , A, . . I.
Parameter Estimation
In this section we consider the problem of estimating the parameters of a hidden Markov model To estimate X we note that (3) can be rewritten as where f.dk is zero mean W k 2 -X x k and ( X x k + W k ) E Z+ where Z+ is the set of non-negative integers.
Hence, a reasonable estimate of is i;
where k % = c g t x ; (8) e=i and where & = -9 1 -1 .
Conditional mean estimates
When & , O k and % are not available directly we work with estimates of these quantities. Conditional mean estimates can be obtained using the filters given in [2] if the true model is known. Thus define, Conditional mean estimates are obtained as follows [2] , where u(JGk) is the unnormalised conditional mean estimate for J : . These recursions assume knowledge of M and hence these filters are termed risk-neutral (RN) filters.
Off-line Parameter Estimation
In off-line estimation, after each pass through the data 
M p ) . The question explored in this paper is whether
or not RS filters can be shown to perform better than RN filters when used for the purpose of parameter estimation. RS filters do not assume an average noise situation, but rather move towards a worse case noise situation, which may represent in an useful way this sort of model uncertainty. In the following section we investigate RS filters and parameter estimation.
Risk-Sensitive Filters
In this section we define the RS filtering task and propose practical RS filters for the J k , o b , and % quantities. Estimators for the model parameters A and X are then proposed.
Risk-Sensitive Performance Index
The RS estimation problem is to determine the estimate ,& such that 
Risk-Sensitive State Estimation
In [7] it is shown that a information state, a k , for the state 
Here C J ( J $~) is the unnormalised conditional mean estimate for J : . We obtain unnormalised conditional mean estimates for J k from u ( J $~) using (24).
This suboptimal RS filter is not optimal in a RS sense but hopefully will be able to handle parameter uncertainty better than the RN filter.
Using the suboptimal RS filters we estimate parameters in an off-line manner as follows.
where A f S etc. are the RS estimates.
Simulations Studies
In this section, simulation studies are presented to illustrate the performance improvement of RS estimation of HMM parameters. The example presented is representative of the sort of performance improvement possible. Of course, it would be more convincing to have theorems giving relative rates of convergence during transients on finite data, but because estimation here is inherently a nonlinear exercise for which there is no precedent for such results, we settle here for simulation studies.
Off Line estimation HMM parameters
A 3000 point, 2-state HMM with parameters: A = 
Effect of 8 choices on RS estimation
A HMM was generated and estimation of A and X was performed using a online RS approach (not shown here) using three different choices of 8. Figure 2 shows the evolution of parameter estimates. 
