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Abstract-A centered difference method for the boundary value problems arising as necessary conditions for 
hereditary control problems is given. Convergence and convergence rates are established and numerical 
examples are presented and compared with other results in the literature. 
I. INTRODUCTION 
In this paper we present a numerical method for computing approximations tothe solutions of a 
class of boundary value problems for ordinary differential equations that have both delays and 
advances in the argument of the solution. Problems with just delays have been considered 
previously, see [l-4]. However mixed problems have apparently not been considered before. 
These problems arise quite naturally as the necessary conditions for certain optimal control 
problems with delays in the state equation. 
An example of such a problem is the following. Let A and B be constant s X s matrices and C 
a constant s x m matrix. Let Cp be a vector in R”, let G and Q be positive semidefinite symmetric 
s x s matrices and let R be a positive definite symmetric m x m matrix. The following optimal 
control problem (P) was studied in detail in [5]: Find an R”-valued control u* in LJO, t,] which 
minimizes the performance criterion 
J(u)=~[x(r,)‘Gx(t,)l+~ “{x(t)TQX(f)+U(I)7RU(f)}dt (1.1) 
subject to the constraints 
i(t) = Ax(t) + Bx(t - r) + G(t), r >o, x(f) = 4(f), t so. (1.2) 
The following maximum principle gives necessary conditions for the problem (P) and was given in 
bl. 
THEOREM (Maximum Principle). Let U* be the optimal control for the problem (P). Then there 
exists a scalar LY 5 0 and an R”-valued function $ in Lz[O, f, + r] such that ((Y (+ J/t,& # 0, +(t) = 0 
for t in (t,, t, + r], and such that 
(i) (k is absolutely continuous on [0, f,] and on this interval satisfies the equation 
4(f)’ = (- aQx(t))’ - $@)*A - $(t + r)*B; 
(ii) $ satisfies the transversality condition 
(iii) U* satisfies the pointwise maximum principle 
~~~u*(t)*Ru*(f)+~+I~(t)*Cu*(f)= max 
“ERm 
; avTRu + $(t)‘Cu 
for almost all t in 10, t,]. 
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There are some cases when it can be shown that necessarily a! # 0. Then without loss of 
generality one can set (Y equal to - 1 and the necessary conditions become 
i(t)=Ax(t)+Bx(t -r)-CR-'P&,(t) 
d(t)’ = (Qx(t))’ + 1,5(f)=A - $(t + r)=B, 
(1.3) 
with boundary conditions 
x(t) = 4(t) for -rZZt<O 
IL(t) = 0 for t,<t%t+r (1.4) 
rcl(tf) = - Gx(t,). 
It is for boundary value problem of the form (1.3)-(1.4) that we will develop a numerical 
method. Numerical methods that have been studied for the problem (P) generally involve 
discretizing (l.l)-(1.2) directly, see [6,7]. Discretizing (1.3)-( 1.4) does not appear to be 
straightforward. First, (1.3)-U .4) is a coupled vector system of equations with both an advice and 
a delay which will make the matrices arising out of discretizations have an unusual structure. And 
second, the solution to (1.3)-( 1.4) is not going to be smooth. For example, itis usually the case that f
will have a jump discontinuity at t = r and 4 will have a jump discontinuity at t, - r. We present a 
numerical method for (1.3)-( 1.4) that takes this into account. 
Section 2 contains a statement of the problem to be treated and the numerical method. Also, 
needed hypotheses are made. Section 3 contains a convergence analysis, and finally, Section 4 
contains some numerical examples. 
Z.PROBLEM ANDMETHOD 
Let r and t, be positive numbers with t, > r. We consider the boundary value problem to solve 
for an absolutely continuous function u on [O, trl satisfying a.e. the equation 
li(t)=A(t)u(t)+B(~)U(t-r)+C(t)U(t+r)+f(t), 0 < t < If, (2.1) 
subject to the boundary conditions 
Mu (0) + Nu (t,) = 8, (2.2) 
where A, B and C are k x k valued matrix functions with B zero for t < r and C zero for 
t > t, - r, M and N are k x k matrices, f and u are R“-valued functions, and 8 is a vector in R*. 
We will assume (Hl) that A, B and C are piecewise continuous matrix valued functions and that f
is a piecewise continuous vector valued function over [O, tf], each with only a finite number of 
jump discontinuities. Since f is only piecewise continuous, formulation of problems such as 
(1.3)-(1.4) into the form (2.1) poses no difficulty since the boundary behavior outside [0, t,] can be 
built into eqn (2.1) through f. The remaining boundary condition can be handled through (2.2). 
Defineu=(x$)T,M=(~~),N=(~!)andB=(’~)) where all submatrices and vectors have 
order s. Then the boundary condition (2.2) simply says that x(0) = 4(O) and Gx(tr) + $(tf) = 0. 
Without loss of generality, we will throughout simply take 8 = 0. 
We remark here that one can treat more general problems than (2.1)-(2.2) with the analysis to 
be given here. The addition of multiple delay terms or even more general functional behavior 
such as terms of the form &r u (s ) ds can be made quite easily. Also, more general boundary 
conditions could be added. However, such boundary conditions are not treated here due to a lack 
of important examples, and the more general equation causes only notation and not mathematical 
difficulties. These more general problem are treated by a direct minimization method in [7]. 
The difference method to be used is defined over a mesh {?,“}l=O where to” = 0, t,” = t,, 
t,” - tj’-, = hi” > 0, and A” = maxi/t;. In order to further simplify notation, we will omit the 
superscript n on the mesh designations. Our numerical method uses centered ifferences to solve 
for ui in R“ as an approximation to u at t,. Namely, we solve the system 
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a= A(t,_,,,~,)~+B(1,-II,2))(ejUBO)+(l - @j)U,,j,+l) 
hi 
subject to the boundary conditions 
Muo+ Nun =0 (2.4) 
where we have used the following notations: t-- , ,1,2j = tj - hj/2, p(j) is defined SO that foci, is the 
first mesh point less than or equal to tj-cl/z) - r if tj-tr/z, - r 2 0, y(j) is defined so that frti,+, is the 
first mesh point greater than or equal to tj-<l/z,+ r if tj-(1/2)+ r I t,, 0, = 
(tacj,+l- (tj-(1/2,- r))IhPti)+,, and ~j = (&)+I - (fj-<1/2)+ r))/hyti,+,. Recall that B(tj-<l/z,) = 0 for 
tj-cl/z, < r and C(f,--(1,2J = 0 for fj-(l/z) > t, - r so that the definitions of Ej, 0j, p(j) and r(j) are 
complete. Note also that the mesh spacings are not assumed to be uniform. Our discretization 
(2.3)-(2.4) of (2.1)-(2.2) is an adaptation of the centered difference method for ordinary 
differential equations as studied in [8,9]. 
We next make several additional assumptions. We first assume (H2) that (M + N)-’ exists. 
Note that for the model problem (1 .I)-( 1.2), M + N = (,L I”) and so this hypothesis is satisfied. 
We assume (H3) that the problem (2.1)-(2.2) has a unique solution for any piecewise continuous 
function J Finally, let ZX denote the set of discontinuities of A, B, C and the given function f in 
(2.1). We require (H4) that the partitions {tj} of [0, t,] that are used contain Z. From the form of 
eqn (2.1) and hypothesis (Hl), it follows that all the discontinuities of li will be included in the 
mesh points. Later, to achieve a high rate of convergence, we will want 2 to contain the points of 
discontinuity of ii and ii: These points can be identified a ptioti based on the form of (2.1). 
3. CONVERGENCE RESULTS 
Because (2.1) involves both an advance and a delay, the matrix arguments of [I] or [8] seem 
unlikely to apply here. The matrices are not symmetric and although sparse, the advanc.e and the 
delay introduce nonzero entries well off the diagonal. We give an operator theoretic argument 
using the theory of collectively compact operators. We first establish some lemmas. Define 
I-(M+N)-‘N G(t,d={ _(M+j,/-‘N Ossrtct, 05t<sst,. 
Lemma 3.1 Let h be a piecewise continuous mapping from [0, t,] to R “. Then u is a solution 
of 
‘f 
u(t) = G(t, s)h(s) ds 
if and only if u is a solution a.e. of 
G(t) = h(t), o<t<t, 
(3.1) 
(3.2) 
with boundary conditions 
Mu(O)+Nu(t,)=O. (3.3) 
Proof. Let u(t)=J$G(t,s)h(S)ds =JAh(s)ds -(M+N)-‘NJ%h(s)ds. Then if u solves 
(3.1), it solves (3.2). Also, since Mu(O)+Nu(t,)=(-M(M+N)-‘N+ 
N - N(M + N)-‘N) &h(s) ds = 0, (3.3) holds. Conversely, if u satisfies (3.2)-(3.3), then 
u(t)=Jl,h(S)ds+u(O) and u(t,) = _h h(s) ds + u(0). But then Mu(O)+ Nu(t,) = 0 
implies that u(O) = -(M + N)-‘NJ2 h(s) ds and the lemma follows. 
We next establish a discrete version of the preceding lemma. We let C[O, t,] denote the 
continuous R“-valued functions on [0, t,]. 
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Lemma 3.2 Let w be in C[O, tr]. Then {ui}YiO is a solution of 
ui - k-1 
- = wtti-_(,,*A 
hi 
i = I,...,n 
and 
Muo+Nu, =0 
if and only if {Ui} is a solution of 
ui = 2 G(ri, fi--(1,2))wtfi-(1,2))hi, i = 0, 1, . . . , n. 
Proof. By the definition of G, we may write (3.6) as 
ui = 2 w(ti-&hi -(M + N)-‘N2 w(ti-m)hir 
i-l i=-l 
and 
uo=-(M+N)-‘NT w(fi-t,,zJhi. 
i=, 
Thus 
Also, we have 
uj = ui-I+ hiw(ri-cud for j = 1,2, . . * 7 n. 
j=1,2,...,n 
u, = (I -(M + N)-’ N) 2 w (ti-cudhi, 
i=l 
and so 
Mu,,+ Nu. = [ - M(M + N)-‘N - N - N(M + N)-‘N] 2 w(ti-m)hi = 0. 
i=1 
Hence if {ui} solves (3.6), it solves (3.4)-(3.5). Conversely, if {ui} solves (3.4)-(3.5), 
ui = uo+ ;: w(ti--(,,zJhi, j=l,...,n, so that u, = uo+ i w(ti-,,,z,)h, 
i-1 i=l 
MUO+ N(uo+ Z? w(fi-(t&hi) = 0. Thus ~0 = -(M + N)-’ 2 ~(fi_-(,&hi and SO {ui} solves 
i=l i-1 
and the lemma is proved. 
Using Lemma 3.1, eqns (2.1)-(2.2) may be written as 
‘f 5 
u(t)= G(t,s)(A(s)u(~)fB(s)~(~ -r)+C(s)u(s +r))ds + G(f, s )f(s 1 ds. 
Define 
(3.4) 
(3.5) 
(3.6) 
then 
and 
(3.6) 
Gf=/“G(t,s)f(s)ds and Hu =r G(t,s)(A(s)u(s)+B(~)u(~ -r)+C(s)u(s +r))ds. 
0 
Then (2.1)-(2.2) becomes 
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u =Hu +Gf. (3.7) 
Note that Gf is continuous with f only piecewise continuous and so eqn (3.7) may be studied in 
the space C[O, r,]. Next using Lemma 3.2, eqns (3.1)-(3.2) may be written as 
Define H.{u,} to be the first summation on the right in (3.8) and GnCfi_-(112)} to be the second with ti 
viewed as a variable. Then in vector form, (3.8) becomes 
{~j}={~.{~i}(tj)}+{G~Cfi-~~,*~}(~j)}. (3.9) 
Next define Q. to be the mapping from C[O, t,] into R Mu+‘) given by Q,,u = {c}& where ui = u(ti), 
P, to be the piecewise linear interpolation mapping at {ti} from C[O, t,] to CEO, t,], S. to be the 
discretization mapping iven by S.u = {u(&- &}Y_,, and finally ti. to be the piecewise linear 
interpolant at the mesh points of {ui}. Then since a piecewise linear function over the mesh {ti}lZO 
is uniquely determined by its values at the mesh points, eqn (3.9) is equivalent to the equation 
ii, = PnH,Q& + P,G.S,f. (3.10) 
We will apply the theory of collectively compact operators to eqns (3.7) and (3.10) as 
developed by Anselone[lO] and his coworkers. Bounded linear operators {K,},>, and K 
operating on a Banach space X are said to be collectively compact if (Al) K is compact, (A2) 
K.y + Ky for each y in X, and (A3) the set {K,y : n 2 1, ]]y]] 5 1) has compact closure in X. We 
next established that these hypotheses are satisfied for the operators introduced here. We let X 
be the Banach space C[O, t,] with the usual supremum norm. 
Lemma 3.3 P,H,Q, converges pointwise to H on X as A. +O. 
Proof. First note that ((P.H,,Q,u - Hu(( 5 (jP,]( 1IH.Q.u - Hull + ](P,Hu - Hull. By the usual 
Arzela-Ascoli Theorem argument, H is a compact operator. Since P, +I on X as A, +O and 
I/P, II = 1 for each n, then ]IP.Hu -Hull+ 0 uniformly on bounded sets in u as A, + 0. Now 
H.Q.u may be viewed as a special Riemann sum approximating Hu for each t. Thus HnQnu 
converges to Hu as A, + 0 for each t in [0, f,]. To complete the proof of this lemma, we need to 
show that this convergence isuniform. Using the definition of HnQnu given in (3.8), it follows that 
for 5 < n in [0, t,], 
where 
wi = A (ti-cm,) *+ B(fi_-(,,2))(eiUB(i)+(1 - Bi)usci,+,)+ C(ti-_(,/Z))(EiUy(i)+(l -ei)UYci)+J 
Then for some constant c independent of n, 
I(HnQ,u X5) - (HnQnu Xv 115 c ? 
hi rc(5-17 +26.). 
f =-I -< 1,2,-=9 
Now let E > 0 be given. Let iV be chosen so that for n 2 N, A, < E/~c. Since (Hu)(t) is uniformly 
continuous in t, we may choose an increasing sequence of points {zi} in [O, t,] so that 
((Hu)(zi)-(Hu)(zi+,)((~/4 f or each i. Increase this set of points if necessary so that also 
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(Zi - Zi+,( 5 E/4C. s ince HnQnu converges to Hu pointwise in t, we may increase N if necessary 
so that I(H.Q,u)(z,)- (Hu)(zi)l 5 c/4 for each zi. Now for any t in [O, t,] and n 1 N, let zi be the 
closest zi to t. Then 
I(HnQ.u)(t)-(Hu)(t)( 5 I(HnQnu)(z,)-(Hu)(zi)l+l(HnQnu)(t)-(HnQnu)(zi)J 
+I(Hu)(zi)-(Hu)(t)l~cE4+c(It-~iI+2A.)+e/4%e. 
Hence the convergence is uniform, completing the proof of the lemma. 
Lemma 3.4 {P,H,Q,}.,, and H form a collectively compact family of operators on X as 
A, 40. 
Proof. We first note that each operator P,H,Q,, is bounded linear and of finite rank, hence 
compact. Now choose u in X and define 
r.(ti, u) = A(&-& T + B(fi-_(1,*J(&@w+ (1 - &)ug,i,+,) 
+ C(fi-_(I/*))(EiUy(i) + (1 - Ei)Uy<ij+l) hi (3.11) 
where (ui} = Q,,u. Since A, B and C are bounded, it follows that jr, (h, u>l s ch for some constant 
c and all partititions {ti} as u ranges over the unit ball in X. Now let 5 and 17 be arbitrary in [0, tf] 
and satisfy 6 < 7. Then arguing as in the proof of Lemma 3.3, it follows that 
Now let 5 = Lctlz, for some i and let ti-c112j < 7 < titcllz,. Then the right hand side of eqn (3.12) 
becomes less than or equal to chi where c is independent of {ti} and u in the unit ball in X. Thus 
the line segment connecting 
i.e. P,H.Q,u, has slope bounded by c. Thus it follows that ((PhH.Q,u)(5)-(P,H,Q,u)(~)I 5 
c (5 - ql for all {ti) and 5,~ in [0, tf]. By Lemma 3.3 and the uniform boundedness.principle, 
P,H,Q, are uniformly bounded in norm. Then using Ascoli’s theorem, the proof is complete. 
It follows from hypothesis (H3) that (I -H)-’ exists. Since H is completely continuous, then 
(I - H)-’ is bounded. Then from Theorem 1.11 of Anselone[lO], it follows that there exist 
constants S > 0 and M >O so that (I -P.H.Q,)-’ exists and I[(1 -P,H,Q,)-‘II5 M for all 
partititions with A, I 8. This result uses the collectively compact property established in Lemma 
3.4. We can now give our basic convergence result. We say that a function f is in PC” [O, tf] if 
f, f’, . . _ , f’“’ are piecewise continuous, each with only a finite number of jump discontinuities. 
Theorem 3.5 Let hypotheses (Hl), (H2), (H3) and (H4) hold. Then solutions to eqns (2.3)-(2.4) 
exist and are unique for all partitions {f, j with A, sufficiently small. Let u, the solution of 
(2.1)-(2.2) be in PC” [0, t,], p z 1. Finally, let all of the partitions used contain the discontinuities 
of u, u’,. . . , u@‘. then there exists a constant c >O so that 
(3.13) 
for all A. sufficiently small where G is the piecewise linear interpolant of {u,};=~ and o(u(‘), A,) 
is the usual modulus of continuity function taken over every interval of continuity of ucp’ in 
[O, hl. 
Proof. For A. small, (I-P,H.Q,)-’ exists and so the existence and uniqueness of {ui} 
follows from the representation of eqns (2.3)-(2.4) as 1. = P,H,,Q,iL + P,G,S,f. Now define 
2, =u(t,), j =O, 1,. . ., n. then using Taylor’s theorem and the boundedness of A, B and C, {zi} 
will satisfy eqns (2.3)-(2.4) up to a truncation error term {TV} where 7i has order given by the right 
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hand side of (3.13) as a function of t for some constant c independent of j and h.. Define Z to be 
the piecewise linear interpolant of {zi} and 7. to be the piecewise constant interpolant of {TV}. It 
then follows as before Z = P.H,QnSn + P.G.S,,f + P,G.S,,fn. Thus Z, - ii. = 
P,H,Q,(Z - a.) + P.G.S.?. and 5. - ti. = (I - P.H.Q.)-‘P.G.S.% The operators P.G.S, and 
(I - P,H,Q,)-I are uniformly bounded in norm, and so the proof is complete. 
4. EXAMPLES 
In order to illustrate Theorem 3.5 and compare our method with other recent recents obtained 
for these problems, we present he results of some numerical experiments in this section. We first 
consider the simple problem 
minI(u)=~y(x(3))2+~/1(u(t))2dt 
0 
subject to 
i(t)=x(t-l)+u(t), o<t<3, 
x(t) = 1, -1stIO. 
The necessary conditions can be explicitly solved in this case with 
i 
S { - (t - 2)2/2 - 3/2} Ostsl 
s(t -3) 1<tr2 
u*(t)=+(r)= -6 2<t13 
where 6 = 37-y&6(1 +319y/30)]. Note that 4 has jump discontinuities. We report the results of 
applying the method given in (2.3)-(2.4) to this problem with y = 3 in Table 1. Assuming the 
method converges like CA@, the observed fi is also presented in Table 1 for both the 
approximations to u * and the associated response x*. The parameter p should be approximately 
equal to 2 in this example from Theorem 3.5. We used uniform mesh spacings with A = l/n. 
In Table 2, we present a comparison of a computed value for J(u.) using the midpoint rule 
with the exact value J(u *). Our computed value for J(u. ) is designated as .I. (u,). 
This same problem was treated in [5] using their method of averaging projections. We present 
their approximation, J,, to J(u*), in Table 3. The parameter n refers to a discretization of the 
interval into subintervals of length l/n so that our two methods involve the same number of 
variables. 
They also obtained magnitudes for Iu *(x) - us(x)1 at selected points on the order of 1.4 x lo-‘. 
Their method appears to be linearly convergent whereas ours is second order. In addition, our 
absolute error estimates are smaller. 
As a second example, we considered the problem 
Table 1 
n b.m-u*u)l P Iu”(2)-u*(2)1 6 Ix”(l)-x*(l)l /3 jx”(2)-x*(2)1 p 
5 7.8x IO-‘ - 3.9x lo-’ - 2.10 x lo-’ 1.3x1o-5 - 
9 2.4 x IO-’ 2.0 I.2 x w 2.0 0.66 x lo-’ 2; 0.4 x lo-’ 2.0 
13 1.1 x lo-‘ 2.1 0.6 x IO-’ 1.9 0.32 x lo-’ 1.97 0.2 x lo-’ 1.9 
Table 2 
n J”(k) IJ”(u”)-J(u*)l p 
5 1.734606 8.17 x IO-’ - 
9 1.734042 2.53 x lo-’ 2.0 
13 1.733910 I.21 x lo-’ 2.0 
Table 3 
n IJ” -J(u*)l B 
9 1.89 x IO-’ - 
13 1.32 x W2 0.98 
17 1.01 x lo-* 1.00 
20 8.60 x lo-’ 0.99 
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minl(u)=z(y(2))2+i ‘(~(l))‘dt 
I 0 
subject to the constraints 
j;(t)+ j(t - l)+ y(t) = u(t), O<t<2 
and 
y(t) = lG, -1StSO. 
With y = 10, J(u*) equals 3.39912 to six digits for this problem. The optimal control is 
u*(t) = 
{ 
6 sin(2-t)+i(l-t)sin(t-1) 
6 sin(2- t) 
where 6 = 2.655625~/(1+0.937378r). Notethat since the state constraint is second order, it has 
to be written as two first order equations in order to set up our method. Thus the necessary 
conditions result in four fust order equations. The following table, Table 4, contains the same 
information as in the preceding tables. Again, J, denotes the result of using the midpoint 
integration rule to estimate J(k), 
The following table, Table 5, contains ome results of [5] for approximinating J(u*) for this 
problem. They also rewrite the second order state equation as a first order vector system and so 
again our two methods involve the same number of variables for each value of n. 
Table 4 
n u.(l) lun(l)-u*(l)l P Y.(l) lu.(l)-Y’(l)1 P IL -J(u*)l p 
5 2.125127 2.90x 1o-2 - 6.299584 1.24 x lo-” - 0.120 - 
9 2.145254 0.90x 1o-Z 1.99 6.291103 0.39 x lo-’ 1.97 0.037 2.0 
13 2.149877 0.42 x lo-’ 2.07 6.289082 0.19x lo-’ I.% 0.018 2.0 
Table 5 
n J” /Jm - J(u *)I B 
5 2.3391 1.06 - 
9 2.7390 0.66 0.81 
13 2.9205 0.48 0.87 
17 3.0238 0.38 0.91 
48 3.2587 0.14 0.95 
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