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1. Introduction
Recently mixed Dirichlet–Robin problems on irregular domains have been studied to characterize the so-called “Lapla-
cian transport” to and across irregular and fractal interfaces. This process can be found in nature or in technical applications
where surface effects are enhanced: in physiology (oxygen diffusion towards and across alveolar tissue pulmonary acini),
in electrochemistry (electric current through metallic electrodes into electrolyte), and in chemical engineering (diffusion of
reactive molecules towards catalytic surface) (see [5,6,19] and the references therein). The interface geometry is often made,
by nature or by engineering, very irregular in order to increase the overall diffusive ﬂux: this is the case of tortuous pul-
monary acini, rough metallic electrodes, porous catalysts. In the present context, fractal boundaries provide new interesting
settings in the framework of this analysis. Fractals are geometric sets with highly non-Euclidean characteristics: for example,
is not possible to building up any reasonable differential structure within the fractal. Despite their tricky geometry, there
are however large families of fractals which possess a very rich analytical structure. In this paper, we consider the following
– formally stated – “prefractal” problems⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−u = f in Ω()n ,
u = 0 on Γ0,
∂u
∂ν
= 0 on Γ1,
∂u
∂ν
+ cnu = dn on K ()n \ {A, B},
∂u
∂ν
= 0 on Γ3
(1)
where Ω()n are the sets bounded by Γ0 = {(x, y) ∈ R2: 0 < x < 1, y = −1}, Γ1 = {(x, y) ∈ R2: x = 1, −1 < y < 0}, Γ3 =
{(x, y) ∈ R2: x = 0, −1 < y < 0}, and Γ2 = K ()n \ {A, B} (where K ()n denotes the n-prefractal curve approximating the Koch
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curve type fractal K () , A = (0,0) and B = (1,0)) as in Fig. 1. Moreover, f is a given function in L2(Ω()n ), cn  0 and dn are
constants for each n in N.
We remark that the interest in these types of problems arises, for example, from the study of the current ﬂowing
through an electrochemical cell (as shown in Fig. 1) where the working electrode Γ2 presents an irregular geometry: in the
last years, rough electrodes of this type have been used to increase the output current because they have a large surface
area.
Existence, uniqueness and regularity results for the weak solution of the previous problems have been proved in the
paper [3].
In the present paper, we study the asymptotic behaviour of the solutions of the prefractal problems when the n-prefractal
curve K ()n tends to the Koch curve type fractal K
() . In fact, with a suitable choice of the coeﬃcients cn and dn , we prove
the convergence of the solutions of these problems to the solution of the following problem⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−u = f in Ω(),
u = 0 on Γ0,
∂u
∂ν
= 0 on Γ1,
∂u
∂ν
+ cu = d on K () \ {A, B},
∂u
∂ν
= 0 on Γ3
(2)
where Ω() is the set bounded by Γ0, Γ1, Γ3 and Γ2 = K () \ {A, B} (where K () denotes the Koch curve type fractal); f is
a given function in L2(Ω()), c  0 and d are constants (existence and uniqueness results for the solution of this problem
have been proved in the paper [3]). More precisely, with cn = c( 4 )
n
and dn = d( 4 )
n
, we obtain the strong convergence of
suitable extensions of solutions of prefractal problems (1) to the solution of the fractal problem (2). These results can be
seen as a ﬁrst step for the numerical approximation of the fractal problem.
The layout of the paper is as follows. In the second section, we recall the deﬁnitions and the properties of the Koch curve
type fractals. In the third section, we recall existence and uniqueness results when the interfaces are the prefractal curves
approximating the Koch curve type fractals. In Section 4, we consider the problem when the interfaces are the Koch curve
type fractals and we recall existence and uniqueness results. In the last section, we introduce the approximating forms, the
limit form and we state the Mosco convergence of the forms; moreover, we study the asymptotic behaviour of the solutions
of the prefractal problems.
2. The Koch curve type fractals
Let us give some deﬁnitions and notations which will be used later. We consider the family Ψ () = {ψ()1 , . . . ,ψ()4 } of
contractive similitudes ψ()i :C → C, i = 1, . . . ,4, with contraction factor −1, 2 <  4,
ψ
()
1 (z) =
z

, ψ
()
2 (z) =
z

eiθ() + 1

,
ψ
()
3 (z) =
z

e−iθ() + 1
2
+ i
√
1

− 1
4
, ψ
()
4 (z) =
z − 1

+ 1,
where
θ() = arcsin
(√
(4− )
2
)
. (3)
We note that for  = 3 we obtain the usual Koch curve.
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Fig. 3. The prefractal curves K ()n for  = 3 and n = 1,2,3 and 4 respectively.
Fig. 4. The prefractal curves K ()n for  = 2.2 and n = 1,2,3 and 4 respectively.
By the general theory of self-similar fractals (see [8]), there exists a unique closed bounded set K () , which is invariant
with respect to Ψ () , that is,
K () =
4⋃
i=1
ψ
()
i
(
K ()
)
(4)
(see Figs. 2–4).
Moreover, there exists a unique Borel regular measure μ() , with suppμ() = K () , invariant with respect to Ψ () , which
coincides with the normalized d f ()-dimensional Hausdorff measure on K () ,
μ() = (Hd f ()(K ()))−1Hd f ()∣∣K () , (5)
where
d f () = ln4ln . (6)
We remark that the Hausdorff dimensions of these fractals range between 1 and 2 continuously. According to Jonsson and
Wallin (see [11]), we say that a closed non-empty subset F of RN is a d-set (0 < d  N) if there exists a positive Borel
measure md with suppmd = F , such that, for some positive constants C1,C2,
C1r
d md
(
B(P , r) ∩ F ) C2rd, ∀P ∈ F , (7)
where B(P , r) denotes the Euclidean ball with center in P and radius 0< r  1. We note that K () is a d-set with md = μ()
and d = d f (). Let K0 be the line segment of unit length having as endpoints A = (0,0) and B = (1,0). We set, for each n
in N, K ()1 =
⋃4
i=1 ψ
()
i (K0), K
()
n+1 =
⋃4
i=1 ψ
()
i (K
()
n ); K
()
n is the so-called n-th prefractal curve. We remark that the prefractal
curves are Lipschitz polygonal curves such that the number of angles increases to inﬁnity as n goes to inﬁnity. We have
that K ()n+1 =
⋃
M∈F ()n
⋃4
i=1 ψ
()
i (M), where F
()
n = {M: M is a segment of K ()n } denotes the set of segments of the n-th
iterate K ()n . We will use the notations ψi1...in := ψi1 ◦ ψi2 ◦ · · · ◦ ψin , Ai1...in := ψi1...in (A) for arbitrary n-tuples of indices
i1, . . . , in ∈ {1, . . . ,N} and arbitrary set A ⊂ R2.
3. Prefractal problems
We recall existence and uniqueness results for the prefractal problems, i.e., when the interfaces are the prefractal curves
approximating the Koch curve type fractals. In Theorem 4.1 of [3], the weak formulation of the prefractal problem (1) is
given and, for every n in N, it is proved the existence and the uniqueness of its weak solution un . In the following, ds
denotes the arc length Lebesgue measure on polygonal curve K ()n and γ0 denotes the trace operator. We recall that, for v
in L1loc(D), where D is an arbitrary open set of R
2, the trace operator γ0 is deﬁned as
γ0v(x) := lim
r→0
1
m(B(x, r) ∩ D)
∫
B(x,r)∩D
v(y)dy (8)
(m denotes the Lebesgue measure) at every point x ∈ D where the limit exists (see, for example, p. 15 in [11]).
Theorem 3.1. For any f ∈ L2(Ω()n ), there exists one and only one solution un of the following problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ﬁnd un ∈ V
(
Ω
()
n
) := {un ∈ H1(Ω()n ): γ0un = 0 on Γ0} such that∫
()
∇un∇v dxdy + cn
∫
()
γ0unγ0v ds =
∫
()
f v dxdy + dn
∫
()
γ0v ds ∀v ∈ V
(
Ω
()
n
)
. (9)Ωn Kn Ωn Kn
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min
v∈V (Ω()n )
{ ∫
Ω
()
n
|∇v|2 dxdy + cn
∫
K ()n
|γ0v|2 ds − 2
∫
Ω
()
n
f v dxdy − 2dn
∫
K ()n
γ0v ds
}
.
The thesis follows by applying Lax–Milgram theorem to the bilinear form
an(un, v) =
∫
Ω
()
n
∇un∇v dxdy + cn
∫
K ()n
γ0unγ0v ds, (10)
and by using trace theorems on polygonal curves that state that the Sobolev spaces H
1
2 (K ()n ) are the trace spaces on K
()
n
of H1(Ω()n ) (see, for example, Theorem 2.24 in [2] and for a general discussion [7,16]).
Moreover, by the regularity results obtained in Theorem 5.1 of [3], we can establish in which sense the variational
solution of the problem (9) solves the mixed Dirichlet–Robin problem introduced formally before.
Theorem 3.2. The weak solution un of problem (9) solves⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−un = f in L2
(
Ω
()
n
)
,
un = 0 in C0(Γ0),
∂un
∂ν
= 0 in L2(Γ1),
∂un
∂ν
+ cnun = dn in L2
(
K ()n
)
,
∂un
∂ν
= 0 in L2(Γ3).
(11)
We remark that in the present section, the constants cn and dn are not determined since we work with n ﬁxed; in the
asymptotic analysis, on the contrary, these constants will be chosen in a suitable way.
4. The fractal problem
The existence and the uniqueness of the variational solution of the fractal problem has been given in Theorem 4.2 of [3].
Theorem 4.1. For any f ∈ L2(Ω()), there exists one and only one solution u of the following problem⎧⎪⎪⎨
⎪⎪⎩
ﬁnd u ∈ V (Ω()) := {u ∈ H1(Ω()): γ0u = 0 on Γ0} such that∫
Ω()
∇u∇v dxdy + c
∫
K ()
γ0uγ0v dμ
() =
∫
Ω()
f γ0v dxdy + d
∫
K ()
v dμ() ∀v ∈ V (Ω()). (12)
Moreover, u is obtained by
min
v∈V (Ω())
{ ∫
Ω()
|∇v|2 dxdy + c
∫
K ()
|γ0v|2 dμ() − 2
∫
Ω()
f v dxdy − 2d
∫
K ()
γ0v dμ
()
}
.
Again the proof follows by applying Lax–Milgram theorem to the bilinear form
a(u, v) =
∫
Ω()
∇u∇v dxdy + c
∫
K ()
γ0uγ0v dμ
(), (13)
where μ() denotes the normalized d f ()-dimensional Hausdorff measure on K () as in (5) and γ0 denotes the trace op-
erator deﬁned in (8). In this case, we use trace theorems on d-sets that state that the Besov space B2,2d f (l)
2
(K (l)) is the trace
space to K (l) of H1(Ω()) (see Theorem 2 in [21], and for a general discussion [12,20]). We recall that, for 0< α < 1,
B2,2α
(
K (),μ()
) := {u ∈ L2(K (),μ()): ‖ f ‖ 2,2 () < ∞},Bα (K )
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‖ f ‖B2,2α (K ()) =
(
‖ f ‖2L2(K ()) +
∫ ∫
|x−y|<1
| f (x) − f (y)|2
|x− y|d f ()+2α
)1/2
.
In the fractal case, we have obtained in Theorem 4.4 of [3] that the variational solution of problem (12) solves the mixed
problem in the following sense.
Theorem 4.2. The weak solution u of problem (12) solves⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−u = f in L2(Ω()),
u = 0 in H 12 (Γ0),
∂u
∂ν
= 0 in (H 120,0(Γ1))′,
∂u
∂ν
+ cu = d in (B2,2β,0(K ()))′,
∂u
∂ν
= 0 in (H 120,0(Γ3))′,
(14)
with β = d f ()2 .
We recall that the space B2,2β,0 is the “fractal” analogue of the Lions–Magenes space H
1
2
0,0 and it has been introduced by
Lancia in [13] in order to formulate Green’s formula on d-sets. More precisely, B2,2β,0(K
()) := {θ ∈ L2(K ()) such that ∃v ∈
H1(Ω()): γ0v = 0 on Ω() \ K (), γ0v = θ on (K ())o}, equipped with the quotient norm ‖θ‖B2,2β,0(K ()) := inf{‖v‖H1(Ω()): v ∈
H1(Ω()), γ0v = 0 on Ω() \ K (), γ0v = θ on (K ())o} (see also [3]); moreover, for a characterization of the dual of Besov
spaces, see [12].
5. Asymptotic analysis
In this section, we analyze the asymptotic behaviour of the solutions of the prefractal problems. We note that every form
an(·,·) is deﬁned on Ω()n ; moreover, the sets Ω()n constitute an increasing sequence of subsets in Ω() .
We extend the prefractal forms (10) an(·,·) on L2(Ω()) by deﬁning
an(u,u) =
{∫
Ω
()
n
|∇u|2 dxdy + cn
∫
K ()n
|γ0u|2 ds for u|Ω()n ∈ V (Ω
()
n ),
+∞ otherwise,
where V (Ω()n ) = {un ∈ H1(Ω()n ): γ0un = 0 on Γ0}. Moreover, we extend the fractal form (13) a(·,·) on L2(Ω()) by deﬁning
a(u,u) =
{∫
Ω()
|∇u|2 dxdy + c ∫K () |γ0u|2 dμ for u ∈ V (Ω()),+∞ otherwise,
where V (Ω()) = {u ∈ H1(Ω()): γ0u = 0 on Γ0}.
In this analysis, the choice of the constants cn plays a fundamental role in order to prove the convergence – in the
Mosco sense – of the approximating energies to the limit energy (for similar results, see [14]). We now recall the deﬁnition
of convergence of forms introduced by Mosco in [15], denoted in the following M-convergence.
Deﬁnition 5.1. A sequence of forms {an(·,·)} M-converges to a form a(·,·) in L2(Ω) if
(a) for every vn converging weakly to u in L2(Ω)
liman(vn, vn) a(u,u), as n → ∞, (15)
(b) for every u ∈ L2(Ω) there exists vn converging strongly in L2(Ω) such that
liman(vn, vn) a(u,u), as n → ∞. (16)
Theorem 5.2. Let cn = c(  )n, then the sequence of the forms an(·,·) M-converges in the space L2(Ω()) to the form a(·,·).4
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We enunciate the trace theorem for the speciﬁc geometry of the prefractal problem. This theorem is a particular case of
Theorem 1 on p. 141 in [11]: we recall the proof since we are concerned about the exact values of the constants.
Theorem 5.3. Let u ∈ Hα(R2). Then, for 12 < α  1,
‖γ0u‖2
L2(K ()n )
 Cα
(
4

)n
‖u‖2Hα(R2), (17)
where Cα is independent of n.
Proof. We closely follow the proof of Lemma C on p. 107 and Lemma 6 on p. 149 in [11]. Any u ∈ Hα(R2) can be written
in terms of Bessel kernels Gα of order α as u = Gα ∗ g , where g ∈ L2(R2), with ‖u‖2Hα(R2) = ‖g‖2L2(R2) (see, for example,
p. 6 in [11]). Then
‖γ0u‖2L2(Kn) =
∫
K ()n
∣∣∣∣
∫
R2
Gα(x− y)g(y)dy
∣∣∣∣
2
ds

∫
K ()n
( ∫
R2
∣∣Gα(x− y)∣∣2a∣∣g(y)∣∣2 dy
)( ∫
R2
∣∣Gα(x− y)∣∣2(1−a) dy
)
ds,
where the number a, 0 < a < 1, will be chosen later.
By using the estimates for the Bessel kernels and Lemma 1 on p. 104 in [11], we obtain∫
R2
∣∣Gα(x− y)∣∣2(1−a) dy  C3
if
2 > 2(2− α)(1− a), (18)
where C3 is independent of n. Moreover, since K
()
n is a 1-set with C2 = C( 4 )
n
in (5) (where C is independent of n) we
obtain, by Lemma 1 on p. 104 in [11] again,∫
K ()n
∣∣Gα(x− y)∣∣2a ds C4
(
4

)n
,
if
1 > 2a(2− α), (19)
where C4 is independent of n.
By choosing a in order to satisfy (18) and (19), we obtain
‖γ0 u‖2
L2(K ()n )
 C3
∫
K ()n
( ∫
R2
∣∣Gα(x− y)∣∣2a∣∣g(y)∣∣2 dy
)
ds
=
∫
R2
( ∫
K ()n
∣∣Gα(x− y)∣∣2a ds
)∣∣g(y)∣∣2 dy
 C3C4
(
4

)n ∫
R2
∣∣g(y)∣∣2 dy = C3C4
(
4

)n
‖g‖2L2(R2) = Cα
(
4

)n
‖u‖2Hα(R2),
where Cα = C3C4 is independent of n. 
As Theorem 5.3 involves the Hα(R2) norm, in order to prove Theorem 5.2 we need two extension results (Theorem 5.7
for α = 1 and Theorem 5.8 for 12 < α < 1).
More precisely, in Theorem 5.7 we extend equibounded functions in H1(Ω()n ) to the space H
1(R2) by an operator whose
norm is independent of the (increasing) number of sides (see (24), (25), and (26)). Next, as Hα(Ω()) is the space where
strong convergence holds with 1 < α < 1 (see (28)) we extend functions of Hα(Ω()) to Hα(R2) in Theorem 5.8.2
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factors ( 4

)
n
which appear in (17) of Theorem 5.3.
The main ingredient in the proof of Theorem 5.7 is the extension theorem due to Jones (Theorem 1 in [10]) that holds
for (ε, δ) domains. We now recall the deﬁnition of (ε, δ) domains.
Deﬁnition 5.4. An open set D ⊂ Rn is an (ε, δ) domain, ε > 0, 0 < δ ∞, if whenever x, y ∈ D and |x − y| < δ, there is a
rectiﬁable arc γ in D with length l(γ ) joining x to y, such that,
i. l(γ ) |x−y|ε ;
ii. d(z, ∂D) ε |x−z||y−z||x−y| , z ∈ γ .
Moreover, we recall the deﬁnition of non-tangentially accessible (abbreviated NTA) domains (see [9]).
Deﬁnition 5.5. A bounded domain D ⊂ Rn is an NTA domain when there exist constants M and r0 > 0 such that:
i. Corkscrew condition. For any Q ∈ ∂Ω , r < r0, there exists A = Ar(Q ) ∈ Ω such that M−1r < |A − Q | < r and d(A, ∂Ω) >
M−1r;
ii. Dc satisﬁes the corkscrew condition;
iii. Harnack chain condition. If ε > 0 and P1 and P2 belong to D , d(P j, ∂D) > ε and |P1 − P2| < Cε, then there exists a
sequence of M non-tangential balls (B(A, r) is an M non-tangential ball if M−1r < d(B(A, r), ∂Ω) < Mr) such that the
ﬁrst ball contains P1, the last contains P2, and such that consecutive balls have non-empty intersection, whose length
depends on C , but not ε.
The following proposition characterizes the (ε,∞) domains in the plane (see [1,10,17]).
Proposition 5.6. Suppose Γ ⊂ R2 is a Jordan curve and suppose D1 and D2 are the two domains complementary to Γ (let D1 be the
bounded domain). The following conditions are equivalent:
1. Γ satisﬁes the Ahlfors’ three point condition (that is, there is a constant A < ∞ such that |x− z| < A|x− y| for all z on the smaller
arc between x and y);
2. Either D1 or D2 is an (ε,∞) domain for some ε > 0;
3. D1 and D2 are (ε,∞) domains for some ε > 0;
4. D1 is an NTA-domain;
5. Γ is a quasicircle that is the image of a circle under a quasiconformal mapping.
The constants in one deﬁnition can be determined from the constants in another deﬁnition.
We now enunciate the following extension theorem.
Theorem 5.7. For any n ∈ N, there exists a bounded linear extension operator Ext J : H1(Ω()n ) → H1(R2). Furthermore, the norm
of Ext J on H1(Ω
()
n ) does not depend on n.
Proof. As the domains Ω()n are NTA-domains with some M > 2, we have that the domains Ω
()
n are (ε,∞) domains with ε
independent of n, where the relation between the crucial parameter M and ε is essentially ε = 1M (see [17]). By extension
Theorem 1 in [10], we conclude that there exists a bounded linear extension operator Ext J : H1(Ω
()
n ) → H1(R2) which
norm is independent of n, that is,
‖Ext J v‖H1(R2)  C J‖v‖H1(Ω()n ) (20)
with C J independent of n. 
Rogers has improved the extension theorem of Jones by producing a “degree-independent” operator acting on all ordinary
Sobolev spaces on (ε, δ) domains (see Theorem 8 in [18]). By making use of this theorem and interpolation results, we
obtain the following extension Theorem 5.8 for fractional Sobolev spaces from the domain Ω() to R2.
Theorem 5.8. There exists a bounded linear extension operator ExtR : Hα(Ω()) → Hα(R2), 12 < α < 1, such that
‖ExtR v‖Hα(R2)  CR‖v‖Hα(Ω()). (21)
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bounded linear extension operator ExtR : L2(Ω()) → L2(R2) and ExtR : H1(Ω()) → H1(R2) such that
‖ExtR v‖L2(R2)  CR0‖v‖L2(Ω()) (22)
and
‖ExtR v‖H1(R2)  CR1‖v‖H1(Ω()). (23)
By using interpolation results, the extension operator ExtR is bounded from the intermediate space (L2(Ω()), H1(Ω()))α
to the intermediate space (L2(R2), H1(R2))α . The former intermediate spaces in Hα(Ω()) and the latter is Hα(R2). 
Remark 5.9. We note that Theorem 5.8 can also be deduced from Theorem 1 on p. 103 in [11] (see Theorem 3 on p. 155
too) since Ω() is a 2-set.
We now give the proof of Theorem 5.2.
Proof. First we prove condition (a) of Deﬁnition 5.1. Up to passing to a subsequence, which we still denote by vn , we can
suppose that
vn|Ω()n ∈ V
(
Ω
()
n
)
(24)
and, for every n,
‖vn‖H1(Ω()n )  c
∗, (25)
with c∗ independent of n. We extend vn on Ω() by Jones extension operator: more precisely, we extend vn to a function
v∗n = Ext J vn|Ω() , such that, by (20) and (25),∥∥v∗n∥∥H1(Ω())  c J‖vn‖H1(Ω()n )  c J c∗. (26)
Then, there exists v∗ such that the sequence v∗n weakly converges to v∗ in H1(Ω()). For the limit uniqueness, we note that
v∗ = u and, in particular, u ∈ H1(Ω()). Since∫
Ω
()
n
|∇vn|2 dxdy =
∫
Ω
()
n
∣∣∇v∗n∣∣2 dxdy =
∫
Ω()
∣∣∇v∗n∣∣2χΩ()n dxdy
and the sequence v∗n weakly converges to u in H1(Ω()), we obtain that
lim
∫
Ω
()
n
|∇vn|2 dxdy 
∫
Ω()
|∇u|2 dxdy. (27)
From the compactness of Hα(Ω()) in H1(Ω()) ( 12 < α < 1) we also have that∥∥v∗n − u∥∥Hα(Ω()) → 0. (28)
Moreover,∣∣∣∣cn
∫
K ()n
|γ0 vn|2 ds − c
∫
K ()
|γ0u|2 dμ
∣∣∣∣

∣∣∣∣cn
∫
K ()n
|γ0vn|2 ds − cn
∫
K ()n
|γ0u|2 ds
∣∣∣∣+
∣∣∣∣cn
∫
K ()n
|γ0u|2 ds − c
∫
K ()
|γ0u|2 dμ
∣∣∣∣. (29)
We analyze the ﬁrst term of the right hand side in (29). Now∣∣∣∣cn
∫
K ()n
|γ0vn|2 ds − cn
∫
K ()n
|γ0u|2 ds
∣∣∣∣
 cn‖γ0vn − γ0u‖ 2 ()
(‖γ0vn‖ 2 () + ‖γ0u‖ 2 () ). (30)L (Kn ) L (Kn ) L (Kn )
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cn‖γ0vn − γ0u‖2
L2(K ()n )
 cCα
∥∥ExtR(v∗n − u)∥∥2Hα(R2)  cCαC2R∥∥v∗n − u∥∥2Hα(Ω()), (31)
by using (30), (17), (21), (31), and (28), we obtain that∣∣∣∣cn
∫
K ()n
|γ0vn|2 ds − cn
∫
K ()n
|γ0u|2 ds
∣∣∣∣→ 0 (32)
when n → ∞. Next we estimate the second term of the right hand side in (29). As u belongs to H1(Ω()), by Proposition 4.4
in [10], there exists a sequence wm ∈ C(Ω()) ∩ H1(Ω()) such that wm → u in H1(Ω()). Then,∣∣∣∣cn
∫
K ()n
|γ0u|2 ds − c
∫
K ()
|γ0u|2 dμ
∣∣∣∣

∣∣∣∣cn
∫
K ()n
|γ0u|2 ds − cn
∫
K ()n
|γ0wm|2 ds
∣∣∣∣+
∣∣∣∣cn
∫
K ()n
|γ0wm|2 ds − c
∫
K ()
|γ0wm|2 dμ
∣∣∣∣
+
∣∣∣∣c
∫
K ()
|γ0wm|2 dμ − c
∫
K ()
|γ0u|2 dμ
∣∣∣∣. (33)
The ﬁrst term of the right hand side in (33) can be estimated as before:∣∣∣∣cn
∫
K ()n
|γ0u|2 ds − cn
∫
K ()n
|γ0wm|2 ds
∣∣∣∣ C∗‖wm − u‖H1(Ω()).
The third term of the right hand side in (33) can be estimated by using the already cited trace theorem on d-sets (Theorem 2
in [21]):∣∣∣∣c
∫
K ()
|γ0wm|2 dμ − c
∫
K ()
|γ0u|2 dμ
∣∣∣∣ C∗∗‖wm − u‖H1(Ω()).
Then, ∀ε > 0, there exists m¯ such that ∀m m¯,∣∣∣∣cn
∫
K ()n
|γ0u|2 ds − cn
∫
K ()n
|γ0wm|2 ds
∣∣∣∣< ε (34)
and ∣∣∣∣c
∫
K ()
|γ0wm|2 dμ − c
∫
K ()
|γ0u|2 dμ
∣∣∣∣< ε. (35)
For the second term of the right hand side in (33) we use the fact that, for any continuous w ,
cn
∫
K ()n
w ds → c
∫
K ()
w dμ,
when n → ∞ (see Lemma 8.4 in [4]): so, we obtain that ∀ε > 0, there exists n¯ such that ∀n > n¯(m¯),∣∣∣∣cn
∫
K ()n
|γ0wm¯|2 ds − c
∫
K ()
|γ0wm¯|2 dμ
∣∣∣∣< ε. (36)
Then, by using (33), (34), (35), and (36), we obtain∣∣∣∣cn
∫
()
|γ0u|2 ds − c
∫
K ()
|γ0u|2 dμ
∣∣∣∣→ 0, (37)Kn
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∫
K ()n
∣∣γ0v∗n∣∣2 ds − c
∫
K ()
|γ0u|2 dμ
∣∣∣∣→ 0, (38)
when n → ∞, and this together with (27) concludes the proof of condition (a) of Deﬁnition 5.1. In order to prove con-
dition (b), we can assume that u ∈ V (Ω()) without loss of generality. Then, the choice of vn = u suﬃces to achieve the
result. 
As usual consequence of the M-convergence, we obtain the strong convergence of the extensions of solutions of prefractal
problems to the solution of fractal problem.
Theorem 5.10. Let cn = c( 4 )
n
and dn = d( 4 )
n
, then
Ext J un → u in H1
(
Ω()
)
.
Moreover, we obtain that the normal derivative on K ()n is weakly convergent to the corresponding normal derivative
on K () .
Theorem 5.11. Let cn = c( 4 )
n
and dn = d( 4 )
n
, then∫
K ()n
∂un
∂ν
v ds →
〈
∂u
∂ν
, v
〉
(B2,2β,0(K
()))′,B2,2β,0(K ())
where β = d f ()2 , for every v ∈ H1(Ω()) such that v = 0 on Γ0 .
We remark that Theorems 5.10 and 5.11 can be seen as a ﬁrst step for the numerical approximation of the fractal
problem.
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