The Kuramoto-Sivashinsky (KS) equation is derived as a phase equation using the perturbative renormalization group method. In our derivation, it is not necessary to introduce an unusual small scale for the phase, which is crucial in deriving the KS equation by means of standard methods, such as the reductive perturbation method. The higher order KS equation is also derived consistently. §1. Introduction
§1. Introduction
In the standard derivation of the Kuramoto-Sivashinsky (KS) equation as a phase equation by means of the reductive perturbation (RP) method, the phase must be scaled by a small quantity, that is, a small perturbation parameter. 1) It is unnatural to introduce a small scale for the leading order phase in the perturbational expansion, since absolute values of the phase have no physical meaning in unperturbed systems. Such a small scale is not necessary for other phase equations such as the diffusion equation and the Burgers equation. Therefore, the derivation of the KS equation without a small scale for the phase is desirable.
Recently, a method based on perturbative renormalization group (RG) theory has been applied to derivations of amplitude equations 2), 3) and a phase equations of the diffusion type. 4) In comparison with the RP method and a multiple-scales analysis, the RG method does not require precise scales of various variables, but rather only a straightforward perturbation solution is necessary, assuming that a perturbative framework is set up.
In this paper, taking advantage of the RG method, we focus on the derivation of the KS equation without using a small scale for the phase. In order to avoid calculational complexity, we consider the behaviour of a sinusoidal solution of the complex Ginzburg-Landau (cGL) equation. In §2, the phase of a sinusoidal solution of the cGL equation is generally described by the Burgers equation in the asymptotic sense using the RG method. In the case that a coefficient of the diffusion term in the Burgers equation is as small as the perturbation parameter, the phase is described by the KS equation, as shown in §3. In the final section, we compare the present derivation using the RG method with that using the RP method. §2. The Burgers equation
Let us consider the cGL equation,
where Ψ is a complex variable, α and β are complex constants, and s is a real (bifurcation) constant. In order to analyze a small variation of a sinusoidal solution from equilibrium, let us introduce the complex amplitude A:
Here is a small perturbation parameter expressing a deviation from the equilibrium frequency,
A dot over a function of k indicates a differentiation with respect to k (ω = dω/dk). The quantity γ is given by γ =ᾱβ, where the bar denotes complex conjugation.
Finally, we use the symbols and indicate, respectively, the real and imaginary parts of the quantity in question. Then, we have
where
Let us seek a solution of Eqs. (2 . 5) and (2 . 6) in the form of the asymptotic series
Then, ∂ ξ a 0 = ∂ ξ θ 0 = 0, but ∂ τ θ 0 must not vanish. Hereafter, we refer to variables depending on only τ (such as θ 0 ) as"constants", since τ can be treated as a parameter in the present perturbation procedure. In the RG method, we need only a secular (polynomial) solution among general perturbation solutions, which is renormalized in the leading order "constant" (that is θ 0 in this case, as will be shown later). This makes perturbational calculations considerably simpler. To O( ), Eqs. (2 . 5) and (2 . 6) give
Then we have where C 1 is an integral "constant", and D ≡ β − 2|β| 2ȧ2 0 = 0 is assumed. The only polynomial (with respect to ξ) solution of Eqs. (2 . 10) and (2 . 11) is given by
where θ 1,0 is an integral "constant". To O( 2 ), straightforward calculations yield the following polynomial solution
where C 2 and θ 2,0 are integral "constants", and
(2 . 16)
We thus obtain the polynomial solution up to O( 2 ):
Let us eliminate secular terms, i.e. terms proportional to ξ and ξ 2 , in the above solution by renormalizing the arbitrary "constants", such as θ 0 , C 1 and a 0 . It should be noted that arbitrariness of a 0 comes from the arbitrary wave number k in equilibrium. Therefore, we consider a renormalized variable k instead of a 0 . Then, Eqs. (2 . 17) and (2 . 18) are regarded as Taylor series in renormalized θ 0 , C 1 and k at ξ = 0. Owing to the translational invariance with respect to ξ, the origin ξ = 0 is arbitrarily chosen, e.g. ξ = ξ 0 , so that Eqs. (2 . 17) and (2 . 18) are regarded as Taylor series of renormalized variables at arbitrary ξ = ξ 0 . Thus, we have the following RG equations:
where renormalized θ 0 , C 1 and k are represented by θ, C 1 and k, respectively. Since ξ 0 is arbitrary, the suffix ξ = ξ 0 in Eqs. (2 . 19)-(2 . 21) can be dropped, and we have 
Substituting the expansion (2 . 7) into Eqs. (3 . 1) and (3 . 2), we obtain
where r n = a n /a 0 , b = β a 2 0 , n = 1, 2, · · · , f 1 = g 1 = 0 and f n , g n are functions of θ j , r j , and their derivatives for n > 1 and j < n. The general solution of Eq. (3 . 3) is given by
where the C i,j are arbitrary integral "constants". For n = 1, we have the first order solution,
in which secular terms should be removed by renormalizing the lower order constants, i.e. θ 0 or a 0 in this case. However, since a 0 is no longer an arbitrary "constant" and cannot be a renormalized variable, the secular term in r 1 must vanish; i.e. C 1,3 = 0. Straightforward calculations yield the following higher order solutions,
where 
j=0 g 3,j x j , while g i,j , θ 3,j and r 3,j are "constants" and polynomials with respect to C i,j , ∂ τ C i,j (i < 3) and ∂ τ θ 0 . In order to derive the KS equation valid up to O( 3 ), we only need the explicit expression of θ 3, 4 :
Since secular terms in a appear in terms of higher order than , we take C 1,2 as a leading order renormalized variable in the series of a. Then we can eliminate all secular terms up to O( 3 ) by following a procedure similar to that used in §2. Here, we list the RG equations for θ only, because the RG equations for C 1,2 can be shown to be consistent with those for θ. We have
and for j = 5, 6, ∂
while for j = 7, 10, ∂ 
where Eqs. (3 . 14) and (3 . 15) give expressions of C 1,1 and C 1,2 in terms of θ: 
From Eqs. (3 . 14) and (3 . 15), we have
Substituting Eqs. (3 . 24) and (3 . 25) into Eq. (3 . 23) and neglecting terms of order 4 and higher order terms, we obtain the higher order KS equation:
Using the leading order KS equation (3 . 22) or
we may rewrite Eq. (3 . 26) as Let us compare the present derivation of phase equations with the standard derivation by means of the RP method. In the case of the Burgers equation, the RP method requires scales corresponding to both t and x; that is, t → 2 t, x → x, 1) where a and θ are expanded in the same series (2 . 7). Contrastingly, in the RG method it is sufficient to introduce just one of these scales. In fact, we can also derive the Burgers equation introducing a scale for x instead of t. Here it should be mentioned that another form of the Burgers equation was derived as an amplitude equation from a slightly dissipative nonlinear hyperbolic equation by means of the RG method with a scale for x. 5) In order to derive the KS equation using the RP method, we need the following ingenious scales: 1)
Here a is expanded in the same form as Eq. (2 . 7). In the RG method, only the scale for t is required, as shown in the previous section. It should be noted that, in contrast to the case of the Burgers equation, a scale for x does not lead to the KS equation but to a dissipationless equation at leading order: α ∂ t θ − (∂ x θ) 2 = 0. It is easy to extend the present results to the two or three dimensional space following the procedure used in the derivation of amplitude equations in two-spatial dimensions. 3) In the derivation of the KS equation, the equilibrium state is assumed to be spatially homogeneous. If this assumption is removed (k = 0), a dispersion term of the third order derivative with respect to ξ dominates the dissipation term of the fourth order derivative and the phase equation would be the K-dV-Burgers equation.
