The current trend of computer system technology is toward CPUs with rapidly increasing processing power and toward disk drives of rapidly increasing density, but with disk performance increasing very slowly if at all. The implication of these trends is that at some point the processing power of computer systems will be limited by the throughput of the input/output (I/O) system.
INTRODUCTION
Computer systems have traditionally relied on a memory hierarchy (such as that in Figure la) , in which large amounts of less expensive storage (disk, tape) have been used to retain the bulk of the stored information, while small amounts of fast storage (main memory, CPU cache memory) have been employed to hold information while it is in active use. The problem in such systems has always been the large ratio in access times (the "access gap") between the slowest electronic storage (main memory, at less than 1 ps) and the fastest bulk storage (drum, at 5-10 ms). The difficulty is that frequent accesses to bulk storage, either through implicit (paging) or explicit input/output (I/O), may leave the CPU idle while the I/O request(s) complete. Multiprogramming is used in large-and medium-scale computer systems to overlap processing and I/O delays, but if all active programs are awaiting I/O, no processing can take place.
There exists a chain of reasoning that suggests that multiprogramming is limited in its ability to overlap I/O and CPU activity. The reasoning is as follows: (a) The speed of high-end computer systems will continue to increase at a rate comparable to the recent past, that is, doubling every 3-6 years. (b) Disk density will also continue to increase at a rate similar to the recent past, doubling every 3 or so years [35] . (c) Disk access time will continue to improve only very slowly [36] . discussed later, but the effect will be small compared with the other factors considered. (e) The cost of large, high-end disk spindles will not decrease significantly over the next few years, although sharp decreases in the cost per byte will occur. (f) The physical space required by large disk spindles, per spindle, will also not decrease significantly. (g) Therefore, the number of disk spindles in a large computer system will not increase (owing to cost and space limits) as quickly as the I/O rate from the CPU(s). (h) The throughput of the I/O system is limited by the access time of the disks and the number of independent I/O paths. (i) The number of independent I/O paths is at best proportional to the number of disk spindles. (j) Therefore, at some point the I/O system, no matter how carefully tuned, will be unable to service I/O requests as quickly as they can be generated by a fully utilized CPU or CPUs. This same argument applies to a distributed system, using a file server, and to a multicomputer or multiprocessor system. This chain of reasoning, although indicating an eventual bottleneck, does not rule out changes in the software or hardware that postpone the problem. Means of postponing the problem are discussed in Section 6.
The mechanism proposed in this paper for coping with I/O bottleneck is disk cache, also sometimes called cache disk. Disk cache is a cache or buffer used to hold portions of the disk address space contents. If such a buffer (a) can capture a significant fraction of the I/O operations, (b) without being too expensive, and (c) can provide access times and transfer rates significantly better than disk, then it can improve I/O system performance and thereby postpone or eliminate the predicted I/O system bottleneck.
There is a reason to think that disk cache will be effective, and that reason is the long established principle of locality [21] , which describes most program reference behavior. This principle has two components: (a) Information that has been used recently is likely to be reused (or conversely, the information to be used in the near future is likely to consist primarily of information used in the recent past); (b) information "near" the information in current use is likely to be used in the near future. The principle of locality accounts for the success of cache memories [74] and main memory paging [67] . Because disk files are frequently reused (databases, indexes, directories, etc.) and/or are read sequentially (most user files), we believe that the principle of locality also describes access patterns to the disk.
The function of disk cache is specifically as an I/O cache and not just as a way to add additional memory to the computer system. As discussed below, particularly in Section 6, the use of additional memory should reduce the I/O load, but unless that memory is used for the functions we assign to disk cache, it will not produce the performance improvements claimed here.
Locality in disk reference patterns has been previously observed (e.g., [65] , [66] ). It was suggested that multiple arms be used to access each of several open data sets on a given spindle in [65] , and the idea of a cache was proposed in [68] . A brief discussion of disk cache appears in [73] . The topic is also discussed in [78, 791 . More recently, a number of papers have discussed and/or evaluated aspects of disk cache: [4] , [ll] , and [23] . None of these, however, presents any miss ratio studies. Research [18] , and Memorex [61] . In this paper we are concerned with the proper design, implementation, and operation of disk cache. There are a number of design considerations that merit attention: Where in the system shall the disk cache be placed? How large does the cache need to be on the basis of cost and performance? What migration algorithms (when to fetch or replace information) should be used? What block size is best? Should all or only some files/devices be cached? Which? Are the results time varying? Should the cache be turned on and off dynamically? What technology should be used for implementation? What are the error recovery considerations? Is there any impact on the rest of the system software? Each of these is discussed and/or evaluated later in this paper.
It should be noted that because our data are taken from large systems using IBM software and IBM (or compatible) hardware, the data analysis sections of this paper incorporate discussions of the peculiarities of such IBM systems. Further, because we are stressing the direct practical implications of our results, we consider, in detail, issues that might not be relevant to systems with a different architecture. Therefore, this paper presents not only "abstract" research results, but also engineering solutions to real problems.
As explained in the next section, many of the aspects of disk cache design are sensitive to program behavior and file access patterns, and are therefore best evaluated empirically. In Section 2 we discuss our evaluation methodology and the data that we have. In Section 3 we present the results of our experiments, and in Section 4 we discuss those design considerations that are either not suitable for experiment or for which we have no relevant measurements. In Section 5 we consider briefly a related topic, disk arm buffers. Alternatives to disk cache are examined in Section 6, and current commercial products are described in Section 7. An overview is provided in the conclusion.
METHODOLOGY
AND DATA
Disk Cache Effectiveness
The final measure of disk cache effectiveness is the change in the appropriate system performance measure (usually either response time or throughput) for a given disk cache system. The worth and desirability of disk cache must then be determined by taking into account the performance improvement (if any) and the cost(s) involved. In this paper we do not try to calculate the overall system performance impact of disk cache for several reasons. The primary reason is that translating the local effect of the disk cache on I/O times to the global effect on system performance is extremely sensitive to the detailed assumptions about the system configuration (number of disks, drums, string and storage controllers, their interconnections, etc.) and workload (I/O rate, distribution of I/OS to files and devices, etc.). Further, any given system can be tuned to some extent if a performance bottleneck is found. The appropriate performance measure is also an arbitrary one; the two that are used frequently are throughput and response time, but those two are not the same. Finally, an appropriate design point is heavily influenced by technology, which is rapidly changing. We do note, however, NEC [77] , which has published some performance figures on an operating disk cache system. Additional performance figures appear in [19] , [33] , and [57] . It is possible to make some estimates of the effect of disk cache on mean disk I/O access times. That is done in [ll] , where it is noted that disk cache may or may not yield any performance benefits, depending on the hit ratio and the design.
We, instead, evaluate the effectiveness of disk cache designs in two ways. First, we measure the miss ratio, which is the fraction of I/OS that are not captured by the disk cache, given certain disk cache parameters. As noted below, miss ratio measurements are made using trace-driven simulation. Low miss ratios can be expected to translate into higher system performance, since every hit to the disk cache results in an I/O time that is substantially less (e.g., l-4 ms) than would otherwise be required (lo-100 ms).
Our miss ratio measurements are limited in a number of aspects. Some information is not available from the trace data, as noted below, and some information depends on more than the sequence of I/OS; for example, I/O path contention depends on the path configuration. Second, some aspects, such as error recovery, are not suitable for miss ratio analysis. Thus, for topics for which miss ratios cannot be generated, discussions are presented instead.
Trace-Driven Analysis
Trace-driven analysis is a powerful technique for evaluating aspects of computer systems. The idea is to trace a computer system, recording a sequence of events, along with their relevant parameters (e.g., seek address, memory address, time.). A variation of that computer system can be evaluated by using an event-driven simulation, in which the events are drawn from the trace rather than from random-number generators. If the variation to be evaluated is such that the trace can be considered to be a valid sequence of events, then the simulation will indicate the behavior of the variant system. This technique has been used quite successfully to evaluate virtual memory systems [6] and cache memories [74] using virtual address traces, and CPU scheduling [64] using CPU interval traces.
In this paper we use traces of I/O events taken from large computer systems to drive simulations of disk caches. The sequence of I/O events generated should be only slightly sensitive to the actions of the disk cache (which itself only changes the time for an I/O to complete). Therefore, we believe that the miss ratio analysis presented is valid and accurate, to the extent that our workload sample is adequate.
Data Sources
Three large IBM System/370 (or compatible) computer systems were traced for periods of 17 to 23 hours. The operating systems, as noted below, were variations of OS (OS/MVT, SVS, and MVS); the primary data collection tool was IBM's Generalized Trace Facility (GTF) [46] . GTF can be activated on the occurrence of most system interrupts, including supervisor calls (SVCs), I/O starts (SIOs), and I/O completions (I/O interrupts). The results presented in this paper are based mainly on a GTF-generated trace of data references (seek addresses) as derived from the SIO events. Each trace record includes the device address and Alan Jay Smith the physical location of the block, consisting of the cylinder and track, for a direct address device (DASD = disk and drum). The record number on the track is also available, but since the block sizes are not always known, record numbers have not been used. Therefore, the smallest unit of storage in the disk cache designs studied is the track. In all cases, only those I/O events directed to disk or drum devices were considered for caching. Our analysis (with the exception of some summary tables) uses only those DASD I/OS. The three systems traced were located at the Stanford Linear Accelerator Center (SLAC), Cracker Bank, and Hughes Aircraft. Each is briefly described below. We note that these three systems constitute a limited workload sample; each system is large and they use the same architecture and similar operating systems. Although we are confident that our results are representative of a broad class of systems, the data presented apply only to the systems and the period traced. In particular, it should be expected that some aspects of systems that magnify the effectiveness of disk cache, such as the use of small physical block sizes and the frequent use of temporary files, will diminish over time. We do feel, however, that large systems based on software from vendors other than IBM will have many similar characteristics. It is also important to note, however, the importance of having measured three real systems, rather than having modeled one hypothetical one.
The SLAC computer installation at the time of tracing consisted of two IBM 370/168s and one IBM 360/91, connected via channel-to-channel adapters. The entire system was controlled by ASP version 3.1, and the CPU measured, one of the 370/168s, ran OS/VS2 release 1.6, otherwise known as SVS. The processor measured was the support processor, and was responsible for all unit record devices, spooling, the text editing and job entry system (Wylbur [32] ), the time sharing system (Orvyl), and some portion of the batch workload, the other two machines were used as batch worker machines. The I/O configuration consisted of 16 IBM 3330 [45] disks (@lo0 Mbytes), 27 IBM 2314 disks (@29 Mbytes), two IBM 2305 drums [44] , many tape drives, and numerous unit record and lowactivity devices.
The Cracker Bank computer system had two IBM 370/168s, which were connected only in that they shared all of the I/O devices. The processor traced ran TSO and small batch jobs during the day; at night it was mostly used for batch production work, including bank transaction processing, business data processing and reporting. The operating system was CS/VSZ release 3.7, otherwise known as MVS, with JESB. The time sharing and text editing system was TSO using IBM 3277 terminals and SPF (a full screen editor). Cobol was used heavily, with some PL/I and assembler use as well. The I/O configuration consisted of twenty-five 3350 [47] disks (a317 Mbytes), sixteen 3330-il disks (a.200 Mbytes), seven 3330 disks, and numerous tape drives, unit record devices (printers, card readers, etc.), and telecommunications controllers.
The third system traced was at the Hughest Aircraft Company and consisted of an Amdahl47OV/6 and an IBM 370/165, loosely coupled via the ASP system. The installation was the central corporate computer center for Hughes and ran a variety of work; the machine traced (the 47OV/6) ran TSO, business data processing, and production scientific, representing administrative, scientific, development, and engineering support applications workloads. 
Data Reduction
As noted above, the primary data collection tool was GTF. Each GTF record (after, in one case, a modification to GTF) contained the seek address for that I/O; that is, the device address and track and cylinder location. Also used, with some modification, was IBM's System Management Facility (SMF) [48] , which generates a record for every open and close of every data set. By combining SMF and GTF data and some partial device maps, it was possible to tag each I/O as to the type of file (system, paging, or other) and type of user (system, batch program, interactive system (TSO or Wylbur)), where the "user" is the cause of the I/O. This data reduction effort (described here so briefly) was immense and required man-years of effort (see Acknowledgments). Further, the amount of data gathered is very large; a one day trace consists of about 1.5 Gbytes of data, or about 10 full reels of 6250-bpi tape. (We therefore believe that it will be some time before a more varied and larger workload is available.)
The data generated had two important omissions: First, the location of the block referenced by each I/O within the track was not known; therefore the smallest block size used in any disk cache simulation is one track. The track size, of course, varies with the device; track and cylinder sizes are shown in Section 3.3. Second, I/O events were not tagged as to read or write; therefore, measurements or studies that depend on knowing whether an event is a read or write were not possible and were not done. (Much more extensive system modifications would have been required to obtain this information.)
We also note here that the large amount of data meant that not all experiments were run on all complete traces. In particular, for many of the SLAC and Cracker data analysis runs, a trace of one million I/OS (to all devices), from a daytime period, was selected for analysis. Since non-DASD I/OS were discarded, the number of I/OS used was, respectively, 673K and 835K (see Table I ).
LRU Stack Analysis and Set-Associative Mapping
Almost all of our disk cache simulations use a technique known as least recently used (LRU) stack analysis [60] ; we assume that the reader is familiar with that technique. A couple of special aspects of our analysis are worth pointing out, however. First, almost all simulations used set-associative mapping (see, e.g., [74] ) to reduce the mean stack depth; this technique is actually used in some commercial implementations of disk cache with which the author is familiar. The number of sets used is shown in all plots and tables. Experiments that showed that the effect of the number of sets was very small for realistic disk cache sizes were run (but are not presented here for brevity 
Simple Data Characterization
In Table I we present a number of simple statistics and figures that characterize the measurements from the three sites. Most of the numbers presented in Table  I are self-explanatory. We note, however, the row labeled "fraction seeks." That set of figures gives the fraction of all SIOs that resulted in a seek taking place. As has been previously noted (e.g., [65] and [X4]), half or less of all I/OS tend to require disk arm movement. Table II shows the fraction of all DASD I/O events that can be attributed to various File type and User type combinations. We note the following points. First, the system (operating system and associated system software, including communications, and job entry system) accounts for the largest fraction of the I/OS. This tends to surprise many people, who perceive system operation as a reflection of the workload that they directly generate and not that induced indirectly. We also note the small number of paging events at SLAC. The SLAC system is generally run with a large enough memory and a small enough degree of multiprogramming that paging is relatively infrequent; further, the use of the SVS operating system, which allows only a total address space of 16 Mbytes among all processes, restricts the overcommitment of memory. is directed toward the newest and fastest disks. Second, the proportion of I/O directed toward the tapes varies a great deal and ranges from 5-30 percent.
DISK CACHE MISS RATIO ANALYSIS
As noted earlier, there are a number of aspects of disk cache design that can be usefully examined by trace-driven miss ratio analysis. In this section we present the results of our analysis, with attention to parameters and such issues as: How large should the cache be? Where should it be placed (CPU, channel, controller, spindle)? What should the block size be? What migration algorithm(s) is best? Should all or only some devices be cached? Should caching be restricted to only some types of files or users? Are there time-of-day aspects to the effectiveness of disk cache? Each of these items, and others, are considered below.
Cache Capacity
Perhaps the most basic aspect of cache design is the cache size, that is, how large it should be in order to obtain a given hit ratio. In Figures 2-4 we show the miss ratio for caches located globally, in each string controller, in each disk spindle, and (for Hughes only) in each channel connected to DASD. In each case the block size is one track, the results are based on the seek address trace for the full measurement period, the write algorithm is copy back, and the number of sets (using set-associative mapping for the LRU stack simulation) is as indicated.
The curves for the channel, controller, and device caches are the miss ratio per cache, and the capacities must be multiplied by the number of caches to get comparable figures, which has been done and presented in Figures 5-7 . Alan Jay Smith As may be seen from the data presented in Figures 2-7 , the miss ratios for the global cache are already 26 percent or less at 2 Mbytes. Improvement is apparent beyond this point, but each successive doubling of the overall global cache size yields only a small improvement. On the basis of these figures, from 2 to 8 Mbytes of total cache capacity appears to capture the "knee of the curve" when there is one global cache and the machine is an IBM 370/168 or similar. (Faster processors, of course, would access more data per unit time and might need a larger cache.) We note that the subsequent mapping of hit ratio into overall system performance is not considered here.
It should be pointed out that the miss ratios observed in the three sites are significantly different; SLAC has a relatively small disk system and shows high cache effectiveness. The Cracker Bank system shows the worst performance, perhaps because of the large data bases kept on line.
An alternative to buffering globally is to place the buffer in the channel, string controller, or disk spindle. Those measurements are also shown in Figures 2-7. Examining the controller miss ratios, we again see significant differences between the systems. It appears, as a generalization, that capacities of from 512 kbytes to 2 Mbytes per string controller seem to again include the "knee of the curve." At the device level, 256-512 kbytes seem to be needed.
3.2 Cache Location: Hit Ratio, Consistency, and Cost A disk cache can be placed in any convenient location along the data path between the CPU and the disk surface (see Figure lb) . In an IBM (or similar) system, that suggests a number of reasonable locations: (a) a global cache, at the CPU, either in main memory or outboard; (b) a cache associated with each channel or with a group of channels (e.g., with the storage director); (c) in/with a storage controller or group of storage controllers; (d) in/with the string controller; (e) in/with each device. There are a number of considerations in choosing among these possibilities, including miss ratio, data consistency, and cost.
The closer a cache is to the CPU, the more it may be shared by a number of I/O devices. That is, if disk x is active at one time and disk y at another, they can use the same cache if it is along each of their data paths to the CPU. The data paths from the CPU resemble, for the most part, a tree, so sharing is enhanced by buffering near the CPU. (Exceptions include the fact that storage controllers can connect to more than one channel and disks to more than one string controller (for some vendors).)
In Table IV we show the number of DASD devices, string controllers (for DASD) and channels (connected to DASD) for each system measured. Multiplying those numbers by the suggested capacities noted in Section 3.1, we find that the total capacity required for a given miss ratio is much larger for device caches than for string controller caches, and larger for controller caches than for a global cache. Those global figures appear in Table V and Figures 5-7. The reason for this phenomenon is that I/O loads are unbalanced both statically and dynamically between devices and strings. By that, we mean that over short periods of time (e.g., minutes) some devices are much more active than others (dynamic imbal-l Alan Jay Smith ante) and over long periods of time (days, weeks) some devices are still much more busy. For example, in [3] it is stated that over moderate to short periods of time 60 percent of the I/OS may go to two devices. It is impossible to balance devices over short periods of time, and even over long periods only very approximate balance is possible. Thus, much lower miss ratios can be expected for caches closer to the CPU than near the periphery. (Of course, if there are multiple CPUs, then a cache near the device will be shared by the CPUs, with corresponding efficiency considerations.) In addition, it is worth noting that one is likely to choose not to cache all of the devices, channels, or strings, omitting those with poor hit ratios or low traffic. Thus, the penalty for device, string, or channel caching is not likely to be as high as Table V and Figures 5-7 suggest. Consistency is the second important issue. If there can be more than one copy of a given piece of information, all copies must be kept consistent. The easiest way of doing this is to make sure that all accesses to a given disk spindle pass through the same cache buffer. Since a given device can be reached via more than one channel, storage, or string controller (if the system is so wired), a unique path is guaranteed only if the cache is at the device; otherwise, explicit steps must be taken to maintain consistency. A survey of methods for maintaining cache consistency appears in [74] , where CPU caches are discussed. See also Section 4.6.
The third issue, cost, would almost certainly be minimized by minimizing the number of different caches in the system, given the same hit ratio or total storage capacity. That is, the increased size and complexity of a shared cache is not likely to be as costly as replicating a simpler cache. This suggests that placing the cache in the disk spindle might not be cost effective, and a disk cache in main memory should be the lowest cost solution. The placement of the cache affects the amount of I/O overhead. If a cache is placed in the main memory, for example, a cache hit can bypass the entire I/O system, including some operating system routines, the channel, and storage controller. Placing the controller beyond the channel means that no operating system or channel time is eliminated; the latter is quite significant [39] and can typically be twice as large as the data transfer time. This performance advantage for placing the cache in main memory is substantial.
On the basis of the above discussion, it is not possible to specify a uniquely best location for a cache, but there are two that seem most suitable. Placing Table VI we show the block sizes that give the minimum miss ratios at a given total (global) cache capacity. The block sizes in bytes can be computed by taking the track sizes weighted by the relative frequency of device types, from Table III. The reason for the behavior displayed in Figures 8-10 is as follows: For small cache sizes, small blocks permit several pieces of information to be in the cache at once. If the blocks are large, the several active blocks must be swapped in and out frequently, instead of being coresident. If the cache becomes larger, then several large blocks can be resident at once. In this case fetching a lot of information with a large block results in a smaller miss ratio than fetching that information piecemeal using smaller blocks.
Given, as noted before, that the appropriate buffering capacity is from 2 to 8 Mbytes, block sizes of from 1 to 4 tracks yield minimum miss ratios. This observation, however, is somewhat misleading. Larger block sizes involve some other costs, the most important of which is that the very large transfer time for a multitrack block will tie up the device and data path for a very long time. If the block must be cached before it is accessed, then the latency for a large block can be a significant penalty. (See, e.g., [ll] .) Also, physical disk blocks need not end on a cylinder boundary, which will either result in a block that is partially full, an odd size block, or a block that must wait for a seek in the middle of being read or written. Since larger block sizes can be effectively simulated by prefetching, and since the miss ratio differences involved are small, it seems clear that a 1 track block size is best. (See [25] for a discussion of the problem of multitrack physical blocks.)
3.4 Migration Algorithms 3.4.1 Selective Fetch-User Type and File Type. It is very easy to imagine situations in which disk cache would be very effective, and other situations in which it would be totally ineffective; some such have been previously mentioned. For that reason we have classified the users (source of an I/O request) by type (system, interactive (TSO or Wylbur), batch job) and the files by type (temporary, system, paging, other). Miss ratios were collected separately for temporary files and then for all combinations of user and file types (excluding temporary). Each such class was buffered (globally) in its own separate cache (which means that if a given track was accessed by two different types of users, it appeared in two different caches). The miss ratios for each class for l-track blocks appear in Figures 11 and 12 ; data for the Hughes system were not classified by user and file type. From those figures (and other tables, not shown), we make the following observations:
(a) The paging data set(s) appears to show very little locality; that is, the miss ratio does not drop significantly until most of the paging data set is in the buffer. Since we are buffering using the physical disk address, we know nothing about the logical page name. Therefore, we are able to say very little about the use of gap filler technology for paging store based on these data. (It is possible that the logical addresses would show either more or less locality, but we have no way of knowing.) From our other data (not presented), it is also notable that increasing the block size does not seem to help reduce the paging data set miss ratio. It is also possible that there is little locality remaining in the memory references constituting the stream of "misses."
(b) SLAC and Cracker show different comparative results for the effectiveness of buffering batch versus buffering system data sets. The SLAC data suggest that temporary data sets show poor locality compared with batch data sets. The Cracker data show that the batch data set locality is poorer than the system and temporary data set locality. The first shift results at Cracker, however, suggest that batch and system data sets have roughly equal hit ratios when cached. (The workload at Cracker varies widely with the time of day; that is much less true at SLAC.) The interactive system miss ratios are not markedly different from the other system miss ratios. On the basis of these measurements, neither batch nor system data sets merit a consistent preference for buffering. The large variance between SLAC and Cracker, however, suggests that on some systems, a preference might be useful.
(c) It is worth noting that the batch and temporary tile miss ratios drop rapidly with increasing block size (not shown), whereas the same phenomenon is not found for the other types of data sets. This suggests, as one would expect, that such files are accessed sequentially. Therefore, prefetching might be a good strategy for batch and temporary files, possibly instead of more buffering.
For comparison with our results, we note suggestions in [19] for what should and should not be cached in IBM (software) systems. Dahman and Grossman recommend the following as strong candidates for caching: program load libraries, message format services library, application control block library, VSAM KSDS indices, the system catalog, and sort and program product libraries. Poor candidates for caching include databases with poor locality of reference, long message queues, the dynamic log, disk scratch pad areas, and restart and recon data sets. Intermediate candidates include OSAM databases, VSAM ESDA databases, and short message queues. The standard method of moving data into a cache is called demand fetch, by which data are moved into the cache at the time they are first referenced; thus demand misses result in a latency period during which the desired information is not available. If it were possible to guess accurately which disk blocks would be needed in the immediate future, those blocks could be prefetched (i.e., fetched in advance), and they would therefore be available when referenced. Some quite sophisticated methods of prefetching have been devised; see, for example, [69] for prefetching in database systems and [70] for prefetching to cache and main memory. (See also [ 71. ) For this study we have examined only the prefetching method known as one-block Zookahead (OBL).
One-block lookahead prefetching can be defined as follows: Consider each disk (or drum) to consist of a linear address space of tracks, numbered sequentially in the obvious way. Then when a block i is referenced, OBL prefetching checks to see if block i + 1 is resident in the disk cache. If so, it is moved to the head of the (its) LRU stack; if not, block i + 1 is (pre)fetched (asychonously) and is placed at the top of its LRU stack. The advantage to OBL prefetching is that, if blocks are being accessed sequentially, it ensures that the next block is either in the cache or on the way in at the time it is first used. A number of costs are associated with this prefetch, however. If references are not sequential, then it does a lot of useless fetches. These useless fetches tie up the data paths to/from the cache, tie up the spindle, busy the cache controller, and cause memory pollution, the phenomenon by which the cache is polluted with blocks that are not in use at the cost of removing those that may be reused.
The effects of prefetching for a global cache for each system (with no user/file type breakdown) are shown in Figures 13-15 ; in each case, prefetching produces a very significant drop in the demand fetch miss ratio, usually on the order of 10 to 50 percent for reasonable cache sizes. We have also tabulated the effect of prefetching on the basis of user and file type, but omit the tables for brevity; we do comment on them here, though: For both Cracker and SLAC, we find that for batch files, batch users, and temporary files, prefetching yields a dramatic drop (up to 80 percent) in miss ratio. This is clearly due to the fact that most batch and temporary files are sequentially allocated and are read and written sequentially. Conversely, paging data sets show no improvement from prefetching, which is consistent with our earlier observation that they show little locality. Intermediate between the two cases are system files and tiles used by the system that show some but not massive improvement.
Wide variations in the effectiveness of prefetching can also be seen by looking at a miss ratio breakdown by device and controller. The efficacy of prefetching seems to be highly correlated with the type of file on the device(s).
It is worth noting that our prefetching has used the crudest algorithm possible, OBL. A scheme such as that in [69] , in which a variable number of blocks are prefetched depending on the observed degree of sequentiality, could be expected to perform better. In the article cited, variable prefetching performed significantly better than prefetching by a fixed number of blocks. Therefore, we believe that prefetching should be implemented, but made optional, and the implementation should be one that minimizes the costs and overhead associated with prefetching, as noted above. 3.4.3 Purge Behind. Many files, as noted earlier, are accessed sequentially. For batch and temporary files, it would be expected that after block i is referenced, block i -1 would not have a high probability of reuse. This leads to the idea that block i -1 could be removed from the cache, which would free up a cache storage location. If the block removed were indeed no longer active, then the effect should be beneficial. We define purge behind replacement as follows: Whenever block i is referenced, remove block i -1 from the cache immediately.
Figures 13-15 also show the effect of purge behind alone and combined with OBL prefetch. As may be seen, purge behind significantly increases the miss ratio. Breaking down the results by device, controller, user type, and file type shows almost universal increases in the miss ratio from purge behind.
Because of these poor results, we recommend that purge behind not be used in disk caches. Figures 16-18 are miss ratios for the 7 or 8 most heavily used devices for the Cracker, Hughes, and SLAC computer systems. By referring to tables that show the uses of the various disk drives, we note that of the 11 most heavily used devices at Cracker, the three packs that show the worst cache performance are paging, batch applications, and unknown. At Hughes, the worst results are for the three scratch packs; we speculate that these spindles contain user batch data sets with large block sizes, since all three showed excellent results from prefetching. At SLAC, the worst results are for the packs with ASP spooling On the basis of these observations and those in Section 3.4.1 on user and file type, the following design principles seem appropriate: (1) A caching mechanism should have a provision for selecting only certain devices for caching. (2) Paging data sets/packs should not be cached. (3) Devices containing user-defined data sets should be cached only if the block sizes are small enough for there to be at least 2 or 3 blocks per track. (4) Prefetching should be available for sequential files, especially temporary files, which are almost always sequential. (5) System packs should be cached on an individual basis, depending on their contents. In Tables VII-IX, we show the global cache miss ratio as a function of the segment (portion) of the seek address trace. That is, the miss ratio was recorded for each one million trace I/OS (of which only some were to DASD) throughout the trace period, using warm start (a full buffer) for all but the first segment. We can see that the three systems exhibit somewhat different behavior. The SLAC system shows no significant time-of-day effects, excepting the initial transient while the cache fills up. Hughes shows a minor time-of-day effect, in that in the middle of the night, the miss ratio drops slightly. Cracker has a very marked effect, with a miss ratio at night much higher than during first shift. This latter behavior can be explained by the following argument: on-line TSO and IMS applications (during the day) have relatively small data working sets. The batch job and batch IMS applications that run at night (e.g., check processing) have poor locality. Conversely, both SLAC and Hughes run similar workloads during the day and night. These time-varying performance figures will reinforce our later discussion (Section 4.4) about the advantages of dynamic on/off for the cache.
Which Devices or Controllers to Cache Illustrated in

Time of Day Effects
Static Device
One possible use for a level of storage between disk and main storage, the gap filler, is as a statically allocated device, not for a dynamically managed cache such as that we have discussed so far. The idea is to allocate statically to the gap filler device those data sets with the highest density (rate per byte) of reference. Such a use exactly reflects what this author calls the "Xi,j" model, by which user i references file j as a Poisson process with rate Xi,j; if such a model is valid, then an optimal static allocation should give nonlook ahead optimal results, as with the A,, algorithm for the independent reference model for program behavior.
The method that we use to get a static allocation is optimal in the same way as A,,. For each DASD (disk and drum) cylinder, the entire trace was processed, and the number of references to that cylinder was counted, then the density of reference for each cylinder was computed, since the cylinders varied in size by device. Finally, the cylinders were sorted by decreasing density of reference and the miss ratio was computed.
In Figures 19-21 , the static and dynamic miss ratios are compared. It can be seen that, except for very small cache sizes (where the set-associative mapping distorts the results) and very large cache sizes (where the entire DASD address space is in the cache), the miss ratios for dynamic management are dramatically better. Thus, with respect to miss ratio, a static device is a very poor idea. This also suggests that fixed disk arms (as are available on the 3330 and 3350 disks) are not cost effective. Note, however, that devices such as electronic drums need not be managed statically-data can be migrated in and out in the same manner as is done for a cache.
An implication of the results presented in this section is that the hi,; model, like the independent reference model for programs, is not valid; reference probabilities are clearly time uarying. Mathematical models that are sensitive to the time invariance of the Xi,j assumption are, therefore, also not valid.
DESIGN CONSIDERATIONS
It was noted earlier that there are a number of design considerations that we have not evaluated by means of a miss ratio analysis. There are three reasons why we have not done so: First, our data are limited (e.g., no read/write differentiation) and, therefore, some studies are not possible. Second, some items, although performance related (e.g., path contention), are not usefully examined by that means. Finally, some topics, such as error recovery or data consistency, are not primarily performance related. Therefore, in this section we consider a number of design considerations, but without the use of trace data analysis.
Access Time and Bandwidth
The access time of a disk cache depends on both the access time desirable for performance reasons and that achievable from technology considerations. Because current, disks are accessible in 20-30 ms, average [39] , any access time less than 10 ms will result in a physical disk access time being reduced by more than 50 percent,. Therefore, the access time can be allowed to be primarily a function of the technology, as discussed below in Section 4.5 MOS RAMS or chargecoupled devices (CCDs) are very fast, and access times of 1 ms or so ought to be easily achieved. Magnetic bubbles are a lot slower; their access time could be as much as 5 or 10 ms, depending on the implementation. These times are still acceptable in most cases. Note that the effective access time is the sum of the device access time, the transmission time (including any path contention delays), channel and storage controller "overhead" (command processing time), and the operating system (OS) overhead time. Therefore, the devices access time may not be the limiting factor.
The bandwidth of an outboard disk cache should be dictated by the desired access time. If one assumes that it should be possible to transmit a typical block (e.g., 4 kbytes) in less than 1 ms, this implies a data rate of at least 4 Mbytes/s. This compares with a current maximum of 3 Mbytes/s in IBM systems (to/from the 3380 disk) and up to 5 Mbytes/s in Cray I systems. Thus, figures in this range are already available, and it should be straightforward to obtain higher rates for this special case. (High I/O rates are expensive to implement and may require short cables. They are probably not justified for many other devices.) We also note that if the disk cache is in main memory, bandwidth is not a problem. Table I )), and missed attempts to reconnect to the disk as the desired record comes under the read head (at 16 ms/miss for a full rotation time), the bottleneck is likely to be at the storage controller and channel.
(It is also worth noting that the channel "overhead" (command processing time) might typically be twice the transmission time [39] . See [2] and [lo] for a discussion of some of these issues. The congestion at the storage controller is worse when the storage controller contains a cache. Assume a copy back and allocate on write strategy. A hit to the cache requires the transfer (to the CPU) of only the bytes accessed. A miss to the cache requires that the cache be loaded; then the I/O takes place to the cache. (Fetch bypass can also be used, whereby the information is transmitted at the same time as the cache is loaded.) If each record is read exactly once, then the traffic to the storage controller has doubled; that is each byte is loaded into the cache when a miss occurs and is then read by the CPU. The hit ratio may still be high in this case, since the blocks can be small and several may be in each track. For a write, the track is loaded, the write occurs, and finally the track is written back, thus tripling the I/O traffic if each byte on the track is written exactly once. If only some of the records on each track are accessed (read or written), the factor by which the utilization of the storage controller data path has gone up is still larger, because the whole track still gets loaded.
The implication of the above argument is that a workable disk cache, if located at the storage controller, must have multiple data paths. In particular, it should be possible to read or write the cache from the CPU at the same time a cacheto-disk or disk-to-cache transfer is taking place. More than two data paths would be even better. The performance impact is discussed further in Section 4.11. We note that this problem is avoided if the cache is placed in main memory.
Write Through versus Copy Back
A write through cache is one in which all writes go immediately to the disk surface. A write through cache can be implemented with three different allocation mechanisms: (1) Write allocate means that a copy is made in the cache on a write, even if the block has not been in the cache previously. (2) Write update 190 l Alan Jay Smith means that, (only) if a copy is already in the cache, it is updated. (3) Write purge means that, if a copy is in the cache, it is purged. A copy back cache accepts writes and transfers them to the disk surface when that information is pushed from the cache. A copy back cache is usually implemented with write allocate, by first reading the block to be written to, if it is not already in the cache, and then modifying it.
A write, in a write through cache, has many of the undesirable characteristics of a read miss. Even though the CPU does not have to wait for a write to complete to continue work on a given process unless the operating system so requires, the write still takes the time of a physical disk access, and the relevant data paths are made busy for its duration. Since in many systems, writes are about one-fifth to one-third of all I/OS [33] , [57] , it should be clear that the frequency of disk access will be significantly higher in many or most write through systems as opposed to copy back. System performance should be better for copy back than for write through, but we have not modeled that issue.
Two aspects of system design favor write through: error recovery and consistency. Each is discussed in more detail below in its own section. We do note here, however, a modification to write through with performance advantages. It is suggested in [24] that two completions be signaled on a write. The first specifies that the write is complete to the cache (so that processing can continue); the second indicates that the write is complete to the disk surface (so that reliability and recovery are ensured).
There is a peculiarity to some system architectures (IBM's in particular) which makes it difficult to implement a copy back or write through cache. In IBM's count-key-data architecture [71] , a sequence of data commands is followed by the command that indicates whether the transfer is actually a read or write. Therefore, the transfer cannot be set up (to disk or to cache) until the last command is received. This problem does not occur in the newer fixed block architecture (FBA) of the 3310 and 3370 disks [71, 49, 501. A minor complication that relates to copy back is the removable volumeproblem. If a disk can be dismounted, all buffered information must be written back first. This must be provided for.
The conflict between performance and reliability suggests that a mixture of modes may be desirable. It is worth noting that the design by NEC [77] has multiple modes; temporary files can be made write through with allocate on write, and files in "high speed mode" can be made cache resident only; the normal mode is write through with update on write.
Dynamic Cache On/Off
It is quite possible for a disk cache to lessen rather than improve performance (see e.g., [ll] ). Consider, for example, a file that is stored with one large block per disk track and that is read once. In such case, each block will be read to cache and then to the CPU, thus doubling the I/O traffic and causing the I/O access time to increase. The hit ratio would be zero. Somewhat less realistic but even worse cases can be proposed. Further, it is likely that such poor performing situations will occur unpredictably and will be intermixed with I/O in which high hit ratios are observed. In 1261, for example, a number of situations are suggested in which cache loaded would be inhibited. The possible unpredictable occurrence of situations in which the disk cache reduces the performance of the computer system suggests that it might be a good idea to permit a disk cache to turn itself on and off dynamically. That is, the cache would dynamically monitor its own miss ratio and write ratio (fraction of I/OS that are writes), (Such monitoring is available for commercial disk caches [ 171, [55] .) When these were found to be too high, the cache would disable itself with respect to the offending devices or strings. The cache could continue to simulate the miss .ratio to be expected were it still active by maintaining a "shadow directory," and it could turn itself on when performance had improved sufficiently.
This idea has not yet been tested, and algorithms need to be developed to specify when the cache should be enabled and disabled.
Technology
There are three technologies that have been suggested in the past for use as a level of storage between disk and main memory. These three are charge-coupled devices (CCDs), magnetic bubbles, and electron-beam-accessed memory (EBAM). EBAM has not proved to be a viable technology, and there are currently no commercial EBAM projects. CCDs have not been available in sufficient supply in recent years and in all probability will not experience increased availability in the near future. It was generally predicted, however [37] , that they would be twofour times cheaper on a cost-per-bit basis should they ever be produced in comparable volume. Magnetic bubbles are also not yet available in adequate volumes and at reasonable prices. Further, they are somewhat slow and might not be suitable for many cache designs.
A better choice, and one which has been made for all current commercial designs, is that of MOS RAM. At the time of this writing, the memory chips for a megabyte can be purchased for $100, and the performance and design advantages of RAM are obvious.
MOS RAM is the technology used for main memory, and the question arises as to why there may be an advantage to outboard (external) disk cache, when the use of the storage in main memory is more general. There are several reasons, which are discussed elsewhere in this paper, but we note, in particular that consistency problems may be worse if data are shared between independent CPUs, and that operating system modifications are certainly required for a main memory cache. Using part of main memory as a disk cache is, of course, another good implementation and is likely to provide greater performance improvements than an outboard cache.
Consistency
One problem with disk cache is that multiple copies of data may exist-one copy on the disk and one in each cache connected to it. The important issue is that at any point in time there must be a unique value for every byte in a file, and any attempt to read or write that file should reference the uniquely correct value at that time.
There appear to be two general ways of ensuring that all CPUs have consistent views of a given file. One is to force all accesses to a given disk to take place via Further, it will not work if the cache is located in the channel or main memory, neither of which need be shared by independent CPUs. The alternative is to provide explicit synchronization. The synchronization required would depend on the cache design. For example, consider a write through cache. In this case it is sufficient that, if a file is opened for writing, there be no other readers or writers. If the cache is copy back, then it is necessary that all modified file blocks be rewritten to the disk before that file can be read along a different data path. See [74] for a more thorough discussion in the context of CPU caches.
It is possible for there to be inconsistent copies of a file even with only one CPU. Suppose that there are two (or more) data paths to a given file from a single CPU, with a copy back cache along each path. In such case it is possible for each cache to have different values for blocks of the file; this situation must be prevented via either explicit synchronization or by allowing only a unique path to a given disk from a given CPU. Numerous solutions to these problems exist, and further consideration of this issue is beyond the scope of this paper.
Error Recovery
Since disks are generally highly reliable, most operating systems assume that once something is written to disk it is permanently stored and will not be lost in a system failure. A disk cache design cannot afford to lower this level of reliability; otherwise, it would not be commercially acceptable. The possible exception is that the loss of temporary files by jobs that would be restarted after a crash would be permissible; this is what is presumed by "high-speed file mode" in the NEC disk cache [77] .
There are, therefore, four features that should be part of a disk cache design: (1) Error-correcting codes must be used in the cache to avoid I/O data errors, even though a correct copy of the data may exist on the disk. (2) An external copy back cache must be nonvolatile, which implies either magnetic bubbles or battery backup. The probability of a failure must be insignificant. (3) If the cache is disabled, there should be provision for access to the disks without the use of the cache. (4) There should be provision for forcing writes to the disk surface; this feature would be used by reliability and recovery software.
Software versus Hardware Management and Locus of Control
An external disk cache will consist of several parts: (1) the storage array, which holds the data; (2) the directory, which specifies which blocks are in the cache, where they belong on disk, etc.; (3) the control mechanism or logic; (4) the data transfer logic. The question about the control mechanism and the transfer logic is whether they should be implemented in software or hardware, and where.
Either the locus of control for the cache can be in the same location as the cache (e.g., the storage controller), or the cache can be managed from the CPU by means of the system software. There are several reasons why the latter should be used only when the cache is in main memory or is directly associated with the CPU: (1) The CPU would take on a new and significant processing task, resulting in increased supervisor overhead. (2) If there is more than one CPU sharing a cache, this could lead to either significant additional overhead to maintain consistency and error free operation of the shared cache, or to possible failure. (3) In the event of system failure, it seems easiest to preserve cache integrity if the control is local. Because of the complexity of the cache control (with respect to synchronization, directory maintenance, dynamic on/off, etc.), it should be clear that the control should be either in software or microcode; it is not feasible to hardwire it. Further, the algorithms for cache operation are likely to be changed and updated, which is done much more easily in software or microcode. Conversely, the data transfer logic, which must transfer data at high (23 Mbytes/s) rates, will have to be hardwired; software is not fast enough. Some of these points are made in [22] .
Operating System Implications of Disk Cache
The use of disk cache in a computer system has implications for the operating system, both as to correctness and system performance. The correctness aspects have already been discussed. The performance aspects of disk cache are somewhat more subtle, and each is discussed below.
Mechanisms for data set searches [56] are typically reflective of the storage technology used. For large disk data sets, tree structures are often used to minimize the number of disk blocks read. Such tree-structured indexes can be even more efficient when the highest level or levels of the indexes can be expected to stay cache resident. Conversely, linear searches, such as those that occur in reading catalogs and volume tables of contents, should not be permitted to go through a disk cache. Such a linear search (with large block sizes) is likely to flush the cache of other more useful information, without achieving a high hit ratio itself.
Some systems maintain main memory buffers which serve the same function as a disk cache. UNIX' [63] , for example, keeps a main memory I/O buffer. IMS [20] maintains a buffer of recently accessed blocks of the database. It is preferable that mutiple buffers serving the same function not be used; if they are, the result is increased overhead and possible side effects leading to worse performance. For example, if a main memory buffer captures many data rereferences, the reference stream to the disk cache can result in the wrong blocks being kept.
The existence of a disk cache adds a new parameter to disk I/OS: the probability of a miss. Thererefore, for all I/O system optimizations, there is a new figure of merit to consider. For example, if the cache is write through, then writes count (more or less) as misses. Thus, whenever there are trade-offs between reads and writes, one would now prefer to a greater extent additional reads and fewer writes. Also, large block sizes are likely to lower the hit ratio, so much of the incentive for increasing the block size is gone.
Traditionally, data sets are placed on I/O devices so as to balance the load among spindles, controllers, and channels. With a cache, the load must still be ' UNIX is a trademark of AT&T Bell Laboratories. balanced, but the effective load depends on the hit ratio. In addition, one may want to segregate those data sets suitable for caching from those that are not; thus caching can be made selective on a device or string basis. The use of an electronic drum and/or disk cache may suggest some changes in the scheduling algorithms used and in the way the dispatcher operates. For example, there is significant overhead in standard I/O processing, including handling I/O interrupts and executing the dispatcher at least twice. If the time to complete the I/O or page fault is short enough, it may be more effective to wait for the I/O to finish rather than to task switch. (If the cache is in main memory, then of course a real I/O has to be issued only on a miss.) Similarly, one might add as a factor in the dispatching algorithm information about which ready process has the most blocks in the cache; it would generally be advantageous to start a process that is using a lot of cache blocks.
4.10 Cache Visibility, User Control, and Operating System Modifications The purpose of a disk cache is to improve performance; it has no other user visible function. Thus, for example, if a cache is located in the string or storage controller, it should be possible to activate or deactivate the cache, or, for that matter, interchange a storage controller without a cache with one that has a cache, all without the user having to change either his programs or the way in which he uses the system. Further, in that case, it should be possible to add or delete the cache without modifying the operating system.
The problem with a completely invisible cache is that it sacrifices possible performance benefits. For example, if it is known that a given file can be lost without ill effects in a system failure, then write through need not be used. Similarly, a temporary file can be written with write allocate, whereas a permanent file should be written without write allocate. If the cache is in main memory, which has the performance advantages noted above (Section 3.2), then the cache must be visible to the operating system, which must have been modified to manage it.
As one example of the performance advantages to be gained by a user visible cache, we note the cache built by NEC for the ACOS 1000 [77] . In that system, when running real commercial workloads, performance improvements using all possible file modes (described further in Section 7.1) are twice those available using only the basic (write through, no write allocate) mode.
To obtain the full possible performance benefits for a disk cache, it seems clear that there must exist a mechanism for the user (or the system, by default, for certain classes of files) to specify how the cache should handle I/OS to a given file. This can be done in most systems by adding one or more parameters to the command that opens a file. In an IBM OS-based system, for example, job control language (JCL) parameters can be added.
Performance Impact
As noted earlier, we have not attempted to calculate directly the performance impact of disk cache in this paper. In the literature there are some papers that do look at the effect of disk cache on the mean I/O access time. In [ll] observed that if the read/write ratio is high enough and the hit ratio is high enough, then the use of disk cache can significantly cut mean I/O time; conversely, if the hit ratio is low and/or the read/write ratio is low, I/O access time increases. That analysis, however, assumes a single data path through the cached controller; thus the disk cache has the potential of impeding performance. Analysis of a design with multiple data paths should show much better results. Additional analysis is available in [59] ; it also shows performance improvements from disk cache.
In [77] and [57] , it is reported that the use of disk cache (respectively, that of NEC and IBM) yields overall gains in system performance.
DISK SPINDLE BUFFERS
The purpose of disk cache is to frequently eliminate the mechanical access time component of disk I/O. An examination of the components of that access time also suggests another idea. Most modern disk drives have a feature known as rotational position sensing (RPS), which works as follows. A command is given to the disk to search for a specific record; when that record is recognized, the disk attempts to reconnect to the storage controller and channel. If both are free, then the data transfer begins. If one or both are busy (the reconnect fails), then a full rotation time must elapse (until the record passes under the read heads) before transmission can again be attempted. This delay (known as an RPS miss) can add significantly to mean I/O times [39] , [Z] , and its frequency is obviously very sensitive to the utilization of the channel and storage controller.
A mechanism to eliminate RPS misses is called the Disk Spindle Buffer (or the DASD arm buffer 1401). The idea is to build into each disk spindle (or each disk arm controller-i.e., device address) a buffer capable of holding a disk track or some part thereof. A read from disk would then consist of the device accepting the command, loading the buffer with the track (or record), and then seizing the data path to the CPU as soon as it becomes available, without waiting for a specific angular position of the disk. In this way, RPS misses are eliminated, and, further, the channel utilization can be increased. Previously, if the channel utilization became too high (above 30 or 40 percent) [9] , RPS misses became quite frequent and costly. With a spindle buffer, queuing can take place in a useful way.
A spindle buffer also has another potential advantage. All transfers to/from a disk must run at exactly the transmission rate of the device, which itself is a function of the bit density along the disk track. If transfers are buffered in electronic storage, they can be made at arbitrary speeds, and also asynchronously, That is, they can be interrupted by other (unbuffered) transfers or slowed down if the channel or storage controller is otherwise too busy to operate at the full data rate. 6 . ALTERNATIVES TO DISK CACHE Disk cache has been proposed as a solution to a predicted I/O bottleneck. There are other ways to approach this problem and we discuss them in this section. One of the reasons that disk cache is so effective is that it avoids repeated physical I/OS to read many small blocks; those blocks are read (or written) from disk to cache a track at a time, and are then sent to the CPU from electronic storage. It is well known (see, e.g., [8] ) that block sizes are frequently small and that larger block sizes improve performance [8, 731 . If system users begin to use relatively large block sizes (half or full track), then disk cache ceases to be very useful for sequential files. This is evident from an examination of our miss ratio data on a device-by-device basis. When the miss ratios for scratch volumes (not shown) are examined, miss ratios can be seen to be very high. The reason is that scratch volumes are often used by experienced users to hold large sequential data sets with large block sizes; in that case rereferences to a given track are infrequent.
A certain amount of I/O occurs because of the limited size of main memory. For example, old compilers typically generate large numbers of temporary files so that they can run in small @OK, 100K) memory sizes. Each such temporary must be written and then reread. With large modern main memories, most such information can be kept in main storage; thus that portion of I/O (see Table II ) going to temporary files can be almost eliminated.
Some systems already do a significant amount of internal buffering. For example, it was noted earlier that the IMS database system keeps its own buffer of recently used blocks. Similarly, UNIX maintains its own main memory I/O buffer. These buffers are effectively disk caches located in main memory. To the extent that dedicated buffers are set up to manage I/O streams, the disk cache becomes redundant. In many cases it can be expected that the author of a system or program will be better able to manage his buffers than would a standardized shared disk cache. We don't believe that this is a good approach, however, because of the time, effort, and expense of writing many different buffering systems, some of which may not actually be effective.
Disk cache can be implemented in main memory by using the already existing virtual memory management system. The idea is to map the disk address space into the program address space and then rely on the paging mechanism, as is done in the Multics system [62] . Provided that either prefetching or large block sizes are used for those data sets benefiting from them, this approach should achieve performance gains similar to the more single-purpose disk cache.
The idea of disk cache is that it is a self-managed cache that retains recently used blocks of data. An alternative is to create an explicitly managed electronic storage device, such as the electronic drugs made by Intel (FAST-3805 [42] and 3825) and Storage Technology (4305). There already exists software to manage drums and maintain on them the most frequently used information. In some cases that software may work fairly well. We note that these electronic drums are managed dynamically, not statically, and thus should be able to offer performance comparable to the disk cache, rather than similar to the static device design.
From the above list of alternatives, we can see that each performs one or more functions of the disk cache. Internal buffers and main memory keep data in electronic storage just as the disk cache does; in fact, they are a form of disk cache. Reblocking explicitly accomplishes the prefetchingllarge block size function of disk cache; it does not capture locality by time. 
COMMERCIAL DISK CACHE PRODUCTS
In the last few years, a number of disk cache products have been announced; some have actually been delivered, In this section we mention some of them, with particular attention to the NEC and IBM designs.
The Nippon Electric (NEC) Integrated Disk
Cache NEC has designed and tested a disk cache for their ACOS 1000 system [77] . That machine is structured around a system control unit (SCU) through which all I/O passes. Attached to the SCU is the disk cache; thus the cache is global to the entire system and is accessible on all I/OS. (A design similar to this is suggested in [5] .) Further, the operating system is aware of the disk cache, and the type of caching provided is determined by the operating system on the basis of file type. Performance is also improved by providing a 5.3-MByte/s I/O rate between the cache and main memory. The disks in the NEC system are fixed sectored, and the cache holds fixedsize blocks, equal to some (adjustable) multiple of the fixed block size. These blocks are arranged in a set-associative manner (as with our simulations), with LRU replacement within each set.
One of the most interesting features of the NEC cache is that it provides four different modes of operation, depending on the file type:
(1) Basic Mode. (i) A read hit is serviced by a read of one block from the cache. A read miss results in a load to the cache followed by a read from the cache. (ii) A write always goes directly to disk, with write update if the block is also in the cache. Completion is reported only after the physical disk update.
(2) Sequential File Mode. This is the same as the basic mode, except a read miss causes n records to be prefetched into the cache. A cache block whose last record has been accessed is placed at the head of the list for replacement (similar to purge behind.) ( [30] .) Its use is invisible to the user and operating system, and no changes are required by either. It will support up to one string of eight model 3350 disks, although two disks are recommended per cache. Access time on a page read hit is 2.4 ms. It uses copy back rather than write through. It appears that there is only one data path in the storage controller (to which the cache is connected); thus one I/O operation at most can be transferring data at a time.
There appear to be three problems with the 3880 model 11: First, our earlier results suggest that paging data sets have low locality and, therefore, that the hit ratio will be low. It may be possible, however, to reorganize the paging data sets in such a way that they can be cached effectively. Second, the existence of only one data path suggests that there may be path contention; the suggested restriction to only two disks implies that IBM is aware of the problem. Finally, there seem to be few if any advantages to caching pages in the same type of MOS RAM storage as main memory; the cost is just as high and the performance worse. The introduction of the IBM 308x architecture with MVS/XA and 31-bit addressing suggests that the one advantage of the 3880111, a mechanism for using more than 16 or 32 Mbytes of RAM memory, has disappeared. No performance results on the 3880/11 have been published yet, but for the reasons noted, significant system performance improvements are unlikely.
The IBM 3880 model 13 storage controller [53, 54, 19 ,571, uses a cache design different from the model 11 and is explicitly designed for nonpaging I/O. It can have either 4 or 8 Mbytes and can attach to two storage directors. It supports only IBM 3380 disks. The I/O transfer rate is 3 Mbytes/s. Use of the cache requires no changes in either the operating system or the user program. Individual devices attached to the controller can be locked out of use of the cache. It is possible to lock certain data sets into the cache; prefetching and purge behind are implemented for sequential data sets. Tracks are loaded from the point of reference forward; the preceding portion of the track is not fetched. Write through is used with write update, but not write allocate; write hits write first to the cache, and then subsequently to the disk. Read hit access time is an average of 3.5 ms. Read hit ratios (based on sample IBM benchmarks) are claimed to range from 50 to 85 percent at 4 Mbytes, and 65 to 90 percent at 8 Mbytes. Other benchmark data, from [57] , show read hit ratios from 3 installations of 92, 88, and 84 percent.
It also appears that only one data path to/from the 3880/13 cache can be active at any one time. This fact, plus the use of write through and the fact that I/O overhead has not been cut, suggests that only small performance improvements are possible with the current 3880 designs. This impression is reinforced by the analysis presented in [ll] . Actual performance figures, from [57] , show decreases in average TSO response time of 12, 25, and 13 percent for three sites; batch throughput changes were -3, + 4, and + 6 percent.
Other Disk Cache Systems
Some time ago, Memorex 1611 designed and built a disk cache (the model 3770) into one of their storage controllers. It contained 1-18 Mbytes of storage which buffered recently used tracks using LRU replacement. The 3770 was never commercially successful, owing, among other reasons, to the fact that since the cache had only one data path, with no fetch bypass (a miss caused a load, followed by a read from the cache). Performance improvements, if any, were minor. Storage Technology offers a disk cache system, the 8890 Intelligent Disk Controller, or Sybercache [18, 76, 331 . It consists of from 1.5 to 12 Mbytes of RAM storage associated with two storage directors. (More recently, the cache size has been expanded to 18 Mbytes [31] .) A "typical" configuration would be 6 Mbytes of storage and 16 spindles. The design uses write through, with write purge, and full track blocks. Some actual performance figures are presented in [33] , where data from two sites are given. Read hit ratios were 76 and 84 percent with 6-Mbyte caches, and write hit ratios were 22 and 77 percent, respectively. For site A, the cache was varied in size, over consecutive 24-hour periods, and read and write hit ratios were, respectively, (74, .24) , (74, .22) , (76, .22) , and (.78, .24) at 1.5, 3.0, 6.0 and 12.0 Mbytes. The paging volume was found to have a low hit ratio.
Amperif manufactures a disk cache that can be used on Sperry Univac computers. Significant performance improvements [ 151 are reported from its use. Sperry Univac also manufacturers its own disk cache system [75] . Amperif also has a model of its cache [14] that is specifically designed to run with the Airline Control Program on IBM computers.
Computer Automation [38] makes a disk cache to run with its SyFA line of minicomputers. It uses from 0.5 to 2 Mbytes of RAM, achieves an average access time for a hit of 4 ms, and a hit ratio average of 85 percent is claimed. Replacement is by a complex algorithm reflecting both the amount of reference and time since last reference. Write through is used.
Hewlett Packard [29] provides disk caching in versions of its MPE operating system for its series 3000 computers. The Masscomp workstation [34] incorporates disk caching in its main memory.
Other disk caches are announced and/or manufactured by Minicomputer Technology [27] for Digital Equipment Corporation's PDP-11 and VAX, by Point4 Data [ 121 for its Mark 5 or Mark 8 minicomputers, by Qualex Technology [13] for the HP 3000 computers, by Integrated Business Computers [43] , by IBM for the Series I [28] , and by Amdahl 1161 in its 6880 control unit. One vendor has a software package that simulates a disk cache in main memory. [41] large computer system, either in main memory or as a separate device, can result in significant performance improvements and elimination of the projected I/O bottleneck. Our trace-driven experiments and the commercial benchmarks reported all show that a disk cache (in a large IBM-type system) of less than 8 Mbytes can capture 60-95 percent of I/OS, with access times for read operations of 2 to 4 ms for an outboard cache, and with shorter access times for a cache in main memory.
Reflecting the clear desirability of disk cache, a number of commercial instances of this product have been produced in the last few years. Performance figures, where reported, confirm the utility of disk cache. In some cases, however, the designs are suspect, because of the lack of multiple data paths to/through the cache; those products may not be very useful.
The experiments reported in this paper are only a fraction of the range of data we have gathered. Nevertheless, there are a number of aspects of disk cache design that have not yet been investigated and need to be explored. Migration algorithms need to be studied further, and the effectiveness of more sophisticated prefetch algorithms must be tested. Algorithms for managing a dynamic on/off cache must be developed. The overall system performance impact needs to be quantified.
There is the need to study information gathered from non-IBM systems, to look at the frequency of writes and compare write through with copy back, and to further refine the measurements with regard to user and file type. Our data are not sufficient to study these questions, and more complete data are needed.
