Asymptotic exponential cones of Metzler matrices and their use in the solution of an algebraic problem  by Valcher, Maria Elena & Santesso, Paolo
Linear Algebra and its Applications 432 (2010) 980–1006
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
Asymptotic exponential cones of Metzler matrices and their
use in the solution of an algebraic problem
Maria Elena Valcher ∗, Paolo Santesso 1
Dip. di Ingegneria dell’Informazione, Univ. di Padova, via Gradenigo 6/B, 35131 Padova, Italy
A R T I C L E I N F O A B S T R A C T
Article history:
Received 7 April 2008
Accepted 26 September 2009
Available online 2 November 2009
Submitted by H. Schneider
Keywords:
Continuous-time positive system
Metzler matrix
Exponential matrix
Zero pattern
Directed graph
Communicating classes
Frobenius normal form
Asymptotic exponential cone
Simplicial cone
Boundary of a cone
The aim of this paper is that of investigating the asymptotic ex-
ponential cone of a single Metzler matrix, introduced in [23],
and of deﬁning and analysing the new concept of asymptotic ex-
ponential cone of a family of Metzler matrices (along a certain
direction). These results will provide necessary and/or sufﬁcient
conditions for the solvability of an interesting algebraic problem
that arises in the context of continuous-time positive switched
systems and, speciﬁcally, in the investigation of the reachability
property [21,22,25].
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1. Introduction
In recent times, there has been an increasing interest in positive switched systems [7,14,15,16,20,21,
22,24,25,26], by thismeaning the class of systems that commute among a family of (either continuous-
time or discrete-time) positive state-space models. Generally speaking, these systems provide the
mathematical formalization of two different features. On the one hand, they take into account the
physical meaning of the describing variables involved in the system model, which constrains them
to take nonnegative values. This is what typically happens in contexts like bioengineering, economic
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modelling, biology and behavioral science, where the system variables represent quantities, like con-
centrations, population levels, pressures and ﬂows, that are intrinsically nonnegative. On the other
hand, switched systems formalize the fact that a physical system may undergo different working
conditions, each of them well captured by one of the subsystems among which the system model
commutes.
Positive switched systems arise in bioengineering. For instance, the insulin-sugar metabolismmay
be described by two different compartmental (and hence positive) models: one valid in steady-state
and the other (more complex) describing the evolution under perturbed conditions, following an oral
assumption or an intravenous injection. Similarly, discrete-time positive systems, which arise when
discretizing linear differential equations describing processes that involve nonnegative variables, or
when modelling the time evolution of productions levels or stocked amounts of some good, may
undergo different working conditions and, consequently, switch among different mathematical mod-
els. In particular, discrete-time positive switched systems have been used lately quite extensively for
dealing with “consensus" problems [11].
The research on positive switched systems hasmainly focused on two basic problems: stability and
stabilizationon theonehand [7,14,15,16], reachability andcontrollability on theother [20,21,22,24,25].
Even though several interesting results have been derived, both problems have found only partial
solutions. In particular, a computationally meaningful characterization of reachability for continuous-
time positive switched systems is still missing, and the investigation of this problem has pointed out
the need for more detailed algebraic results about the exponential matrix of a Metzler matrix. The
quest for results concerning this speciﬁc topic stimulated some recent research efforts [23], which
led to some new concepts (e.g. the echelon basis and the asymptotic exponential cone) and to useful
technical lemmas. Ref. [23] can be regarded as part of a stream of research, mainly dealing with M-
matrices (occasionally, Z-matrices), which originated in the 50s and obtained its most noteworthy
achievements in the 80s [4,8,9,10,12,18,19,27,28]. Indeed, the fundamental deﬁnitions and theorems
Ref. [23] relies on are just the concepts of weak i-combinatorial extension and of preferred basis,
together with some results about the index of the dominant eigenvalue.
As previously remarked, several algebraic problems arising in the context of positive switched
systems are still unsolved. In particular, in investigating reachability property for continuous-time
positive switched systems, the following problem has arisen [20,21,22,25]: given a strictly positive
vector v and m Metzler matrices Ai1 , Ai2 , . . . , Aim , under what conditions we can ﬁnd nonnegative
integers τ1, τ2, . . . , τm such that v belongs to the boundary of the (polyhedral) cone generated by the
columns of the matrix eAi1 τ1eAi2 τ2 · · · eAim τm? This problem is still unsolved except for some special
cases. Speciﬁcally, a solution has been obtained for m = 1 or under speciﬁc assumptions [22,25].
In all these cases, the problem solution has been possible by resorting to the concept of asymptotic
exponential cone either of a singleMetzlermatrix, a concept that has been introduced and investigated
in [23], or of a family of Metzler matrices (along certain directions). So, the aim of this paper is, on
the one hand, that of further developing the analysis started in [23], by widening and deepening our
knowledge about asymptotic exponential cones, and, on the other hand, that of making use of these
results to provide necessary and/or sufﬁcient conditions for the solvability of the aforementioned
algebraic problem. As a matter of fact, we believe that, independently of the speciﬁc need for these
tools for the reachability problem, asymptotic exponential cones of Metzler matrices represent an
interesting research topic.
The paper is organized as follows: Section 2 provides the paper motivations, the formal statements
of the algebraic problemswewant to solve, and some preliminary technical results. Section 3 analyses
in detail the asymptotic exponential cone of a single Metzler matrix and its structural properties, and
provides solvability conditions for our motivating problems. Asymptotic exponential cones associated
with an ordered m-tuple of Metzler matrices are addressed in Section 4, and by resorting to them
further sufﬁcient conditions for problem solvability (that prove to be also necessary, under additional
hypotheses) are given. Finally, in Section 5, we investigate the problem solution in the speciﬁc case
when we are dealing with at most two exponential matrices.
Before proceeding, we introduce some basic notation. For every k ∈ N, we set 〈k〉:={1, 2, . . . , k}.
In the sequel, the (i, j)th entry of a matrix A is denoted by [A]ij . If A is block partitioned, we denote
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its (i, j)th block by block(i,j)[A]. In the special case of a vector v, its ith entry is [v]i and its ith block is
blocki[v].
The symbols Z+ and R+ denote the semirings of nonnegative integers and of nonnegative real
numbers, respectively. A matrix A+ with entries inR+ is a nonnegative matrix (A+  0); if A+  0 and
at least one entry is positive, A+ is a positive matrix (A+ > 0), while if all its entries are positive it is a
strictly positive matrix (A+  0). The same notation is adopted for nonnegative, positive and strictly
positive vectors. We let ei denote the ith vector of the canonical basis in R
n (where n is always clear
from the context), whose entries are all zero except for the ith one that is unitary. For any set S ⊆ 〈n〉,
we set eS :=∑i∈Sei.
The nonzero pattern of a matrix A ∈ Rq×r is the set of index pairs corresponding to its nonzero
entries, namelyZP(A):={(i, j) : [A]ij /= 0}. For avectorv (corresponding to r = 1), thenonzeropattern
of v is ZP(v):={i : [v]i /= 0}. Conversely, the zero pattern is the set of indices corresponding to the zero
entries of a matrix A (a vector v), and it is denoted by ZP(A) (by ZP(v)).
AMetzler matrix is a real squarematrix, whose off-diagonal entries are nonnegative. If A is an n × n
Metzlermatrix, then [29] it exhibits a real dominant eigenvalue λmax(A) ∈ σ(A), by thismeaning that
λmax(A) > Re(λ),∀λ ∈ σ(A), λ /= λmax(A), and there exists a positive eigenvector v1 corresponding
to λmax(A).
To every n × nMetzlermatrix Awe associate [3,10,28] a directed graph G(A) of order n, with vertices
indexed by 1, 2, . . . , n. There is an arc (j, i) from j to i if and only if 2 [A]ij /= 0. We say that vertex i
is accessible from j if there exists a path (i.e., a sequence of adjacent arcs (j, i1), (i1, i2), . . . , (ik−1, i))
in G(A) from j to i (equivalently, ∃k ∈ N such that [Ak]ij /= 0). Two distinct vertices i and j are said
to communicate if each of them is accessible from the other. Each vertex is assumed to communicate
with itself. The concept of communicating vertices allows to partition the set of vertices 〈n〉 into
communicating classes, say C1, C2, . . . , C.
With any class Ci we associate two index sets3:
A(Ci):={j : the class Cj has access to the class Ci},
D(Ci):={j : the class Cj is accessible from the class Ci}.
Each class Ci is assumed to have access to itself. A class Ci is initial ifA(Ci) = {i}, and ﬁnal ifD(Ci) = {i}.
If j is a vertex, we denote by C(j) the class j belongs to.
The reduced graph R(A) [9,10,28] associated with A (with G(A)) is the (acyclic) graph having the
classes C1, C2, . . . , C as vertices. There is an arc (j, i) in R(A) from Cj to Ci if (and only if) at least one
vertex of Cj has access to some vertex of Ci in G(A). Any (acyclic) path (i1, i2), (i2, i3), . . . , (ik−1, ik) in
R(A) identiﬁes a chain of classes (Ci1 , Ci2 , . . . , Cik), starting from Ci1 and ending in Cik .
An n × nMetzler matrix A is reducible if there exists a permutation matrix4 P such that
P
AP =
[
A11 A12
0 A22
]
,
where A11 and A22 are square (nonvacuous) matrices, otherwise it is irreducible. It follows that 1 × 1
matrices are always irreducible. In general, given a square Metzler matrix A, a permutation matrix P
can be found such that
P
AP =
⎡⎢⎢⎢⎣
A11 A12 . . . A1
A22 . . . A2
. . .
...
A
⎤⎥⎥⎥⎦ , (1.1)
where each diagonal block Aii is square (we will denote its size, in the following, by ni) and irre-
ducible. Eq. (1.1) is usually known as Frobenius normal form of A [5,17]. Clearly, the directed graphs
2 It is worthwhile to remark that there is no homogeneity in the literature about this notation, and in several of the references
we quote, the opposite notational convention is adopted: “there is an arc (j, i) from j to i if and only if [A]ji > 0".
3 The symbolsA andD are used to recall the words “arrival" and “departure", respectively.
4 The similarity transformation associated with a permutation matrix is called cogredience transformation.
M.E. Valcher, P. Santesso / Linear Algebra and its Applications 432 (2010) 980–1006 983
G(A) and G(P
AP) are isomorphic and the irreducible matrices A11, A22, . . . , A clearly correspond to
the communicating classes C1, C2, . . . , C of G(P
AP) (coinciding with those of G(A), after a suitable
relabelling).When dealingwith the graph of amatrix in Frobenius normal form (1.1), for every i ∈ 〈〉,
A(Ci) ⊆ {i, i + 1, . . . , }, while D(Ci) ⊆ {1, 2, . . . , i} = 〈i〉, so that A(Ci) ∩ D(Ci) = {i}. On the other
hand, if i > j then A(Ci) ∩ D(Cj) = ∅, while if i < j the following conditions are equivalent
A(Ci) ∩ D(Cj) /= ∅ ⇔ i ∈ D(Cj) ⇔ j ∈ A(Ci).
A class Ci is distinguished [28] if λmax(Aii) > λmax(Ajj) for every j ∈ D(Ci), j /= i. Clearly, ﬁnal classes
are always distinguished, while the converse is not true.
Given a class Cj , consider all possible chains of classes inR(A) starting from Cj (and ending in some
ﬁnal class). Since to each class Ck we associate the corresponding dominant eigenvalue λmax(Akk), it
makes sense to deﬁne λ∗j := max{λmax(Akk) : k ∈ D(Cj)}, and, correspondingly, introduce m¯j + 1 as
the maximum number of classes Ck with λmax(Akk) = λ∗j that lie in a single chain from Cj in R(A). It
is worthwhile to remark that all classes Ck such that (a) k ∈ D(Cj), (b) λmax(Akk) = λ∗j , (c) i ∈ D(Ck)
such that λmax(Aii) = λ∗j , are distinguished classes. Speciﬁcally, they are the distinguished classes
with maximum dominant eigenvalue that can be reached from Cj . So, we may think of m¯j + 1 as a
sort of maximum distance between the class Cj and any of these speciﬁc distinguished classes, along a
chain. These conceptswill be of extreme importance in the sequel and, in particular, in Proposition 2.4.
If A is irreducible (G(A) has a single communicating class), then λmax(A) is a simple eigenvalue and
the corresponding positive eigenvector v1 is unique (up to scaling) and strictly positive.
Basic deﬁnitions and results about cones may be found, for instance, in [1,2,6]. We recall here only
those facts thatwill be usedwithin this paper. A setK ⊂ Rn is said to be a cone ifαK ⊆ K for allα  0;
a cone is convex if it contains, with any two points, the line segment between them. A convex coneK is
solid if the interior ofK is nonempty, and it ispointed ifK ∩ {−K} = {0}. A closed, pointed, solid convex
cone is called a proper cone. A convex coneK is said to be polyhedral if it can be expressed as the set of
nonnegative linear combinations of a ﬁnite set of generating vectors. Thismeans that a positive integer k
and a matrix C ∈ Rn×k can be found, such that K coincides with the set of nonnegative combinations
of the columns of C. In this case, we adopt the notation K :=Cone(C). A proper polyhedral cone K
in Rn is said to be simplicial if it admits n linearly independent generating vectors. In other words,
K :=Cone(C) for some nonsingular square matrix C. When so, a vector v belongs to the boundary of
the simplicial coneK if and only if v = Cu for someu > 0, with ZP(u) /= ∅. The positive orthantRn+ is
a simplicial cone generated by the identity matrix and its boundary, ∂Rn+, is the set of n-dimensional
nonnegative vectors, with nontrivial zero pattern.
2. Motivations and preliminaries
The algebraic problem that motivates our research efforts in the context of cones generated by
products of Metzler matrices (and hence included in the positive orthant) is the following one:
Problem 1. Givena familyA∗ :={A1, A2, . . . , Ap}of n × nMetzlermatrices, search for conditions ensuring
that, for every strictly positive vector v ∈ Rn+ there exist m ∈ N, indices i1, i2, . . . , im ∈ 〈p〉, and positive
numbers τ1, τ2, . . . , τm, such that v belongs to the boundary of Cone(e
Ai1 τ1 · · · eAim τm), namely can be
obtained as
v = eAi1 τ1 · · · eAim τmu, ∃u ∈ Rn+ with ZP(u) /= ∅. (2.1)
This general problem is quite hard to solve, and hence we also address a simpliﬁed version of it,
which assumes that v,m and the indices i1, i2, . . . , im are assigned.
Problem 2. Let A∗ :={A1, A2, . . . , Ap} be a family of n × n Metzler matrices and let v ∈ Rn+ be a strictly
positive vector. Given m ∈ N and indices i1, i2, . . . , im ∈ 〈p〉, search for conditions ensuring that there
exist nonnegative numbers τ1, τ2, . . . , τm such that v belongs to the boundary of Cone(e
Ai1 τ1 · · · eAim τm).
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In this contribution we provide necessary and/or sufﬁcient conditions for the solvability of both
problems, which naturally lead, through Proposition 4.5 in [22], to necessary/sufﬁcient conditions for
the reachability of a class of continuous-time positive switched systems. Some preliminary results on
this topic have been presented in [21,25]. Also, the solution of Problem 2 in the speciﬁc case when
m = 1, and hence we are dealing with the cone generated by a single exponential matrix, has been
given in [23] (see Lemma 4, pp. 299–300). In this paper, by resorting to the technical results provided
in [23], we will be able to further investigate both problems and to provide a series of results that
pertain Problem 1, and Problem 2 in the case m = 2. Some results that regard the case when m is an
arbitrary positive integer number will also be presented.
As a ﬁrst step, we provide a necessary condition for the solvability of both problems.
Proposition 2.1. Given a family A∗ :={A1, A2, . . . , Ap} of n × n Metzler matrices, if these matrices have
a strictly positive common eigenvector v, then Problem 2 is not solvable for v (and its positive multiples),
for any choice of m ∈ N and of the indices i1, i2, . . . , im ∈ 〈p〉 (and hence Problem 1 is not solvable).
Proof. Suppose that Aiv = λiv for every i ∈ 〈p〉. From v = eAi1 τ1 · · · eAim τmu, it immediately follows
that e−λi1 τ1v = e−Ai1 τ1v = eAi2 τ2 · · · eAim τmu. By proceeding in this way, we easily prove that u =
e−λi1 τ1 · · · e−λim τmv, and hence ZP(u) = ZP(v) = ∅. 
Remark 2.2. Notice that if v is a strictly positive eigenvector of a Metzler matrix A, it must necessarily
correspond to its dominant eigenvalue. In fact, if Av = λv and we letw
 > 0 be a left eigenvector of
A corresponding to λmax(A), whose existence is always ensured, then
λmax(A)w

v = w
Av = λw
v,
and sincew
v > 0, it must be λ = λmax(A). Consequently, if v  0 is an eigenvector of Ai, for every
index i ∈ 〈p〉, it corresponds to the dominant eigenvalue λmax(Ai) of each matrix in A∗.
The previous proof also illustrates a useful fact. If Problem 2 is solvable for some v  0 and for
somem-tuple (i1, i2, . . . , im), namely
v = eAi1 τ1 · · · eAim τmu, ∃τi  0, u > 0 with ZP(u) /= ∅,
and v is an eigenvector of Ai1 , then
v = eAi2 τ2 · · · eAim τm u¯, ∃u¯ > 0 with ZP(u¯) /= ∅,
which proves that the problem is solvable by involving less thanm exponential matrices.
In order to proceed with the analysis of the two problems solutions, in the remaining part of this
section we present some technical results. First of all, we recall a result from [23], describing the
dominant mode (by this meaning the elementary function of exponential type that dominates all the
other functions of exponential type involved in the representation) in the expression of every single
entry of the exponential eAt of a Metzler matrix A ∈ Rn×n. To this end, we ﬁrst notice that if A is in
Frobenius normal form (1.1), then [23] at every time t > 0
eAt =: A(t) =
⎡⎢⎢⎢⎣
A11(t) A12(t) . . . A1(t)
A22(t) . . . A2(t)
. . .
...
A(t)
⎤⎥⎥⎥⎦ , (2.2)
whereAii(t) is strictly positive for every i, while for i /= j the matrixAij(t) is either strictly positive or
zero. Speciﬁcally, if Ck is the communicating class corresponding to Akk , the kth (irreducible) diagonal
block of A, and wemake use of the notation introduced in Section 1, then we have the following result.
Theorem 2.3 (Theorem 1, [23]). Let A ∈ Rn×n be a Metzler matrix in Frobenius normal form (1.1). For
any pair of indices i and j in 〈〉, we have:
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• if A(Ci) ∩ D(Cj) = ∅, then Aij(t) = 0;
• if A(Ci) ∩ D(Cj) /= ∅, then the dominant mode of each single entry of Aij(t) is eλ∗i,j t tmi,jmi,j! , where
− λ∗i,j := max{λmax(Akk) : k ∈ A(Ci) ∩ D(Cj)},
− mi,j + 1 is the maximum number of classes Ck with λmax(Akk) = λ∗i,j that lie in a single chain
from Cj to Ci in the reduced graphR(A),
and such a dominant mode is weighted by a (strictly) positive coefﬁcient.
We illustrate the previous theorem by means of an example.
Example 1. The following 4 × 4 Metzler matrix is in Frobenius normal form:
A =
⎡⎢⎢⎢⎢⎢⎢⎣
1/2 3/2
3/2 1/2
0
1
0
0
2 0
−1
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
A11 A12 A13
A22 A23
A33
⎤⎥⎥⎥⎦ ,
with A11, A22 and A33 irreducible blocks. Consequently, it has three communicating classes
C1 = {1, 2}, C2 = {3}, and C3 = {4}.
The eigenvalues of A11 are {−1, 2}, and hence it is easily seen that λmax(A11) = λmax(A22) = 2,
while λmax(A33) = −1. Class C3 does not communicate with any other class, while C2 accesses C1 and
they have the same real dominant eigenvalue. (Therefore C1 and C3 are distinguished classes, while
C2 is not.) By referring to the previously introduced notation, we can say that Ai3(t) = 0 for i ∈ 〈2〉,
λ∗i,i = λmax(Aii), for i ∈ 〈3〉, and λ∗1,2 = 2 with m1,2 + 1 = 2. This allows to say that the dominant
modes of the nonzero blocks in A(t) = eAt are: e2t for Aii(t), i ∈ 〈2〉, t · e2t for A12(t) and e−t for
A33(t). In fact,
A(t) =
⎡⎢⎢⎢⎢⎢⎢⎣
e2t+e−t
2
e2t−e−t
2
e2t−e−t
2
e2t+e−t
2
−e2t+e−t+3te2t
6
e2t−e−t+3te2t
6
0
0
e2t 0
e−t
⎤⎥⎥⎥⎥⎥⎥⎦ .
Wemay easily notice that the previous exponential matrix can be rewritten in such a way to separate
the dominant mode of each column from the remaining ones, thus getting, after two steps,
A(t) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e2t
2
e2t
2
e2t
2
e2t
2
3te2t
6
3te2t
6
0
0
0 0
e−t
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e−t
2
−e−t
2
−e−t
2
e−t
2
−e2t+e−t
6
e2t−e−t
6
0
0
e2t 0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎣
1 1 0
1 1 0
0 0 0
0 0 1
⎤⎥⎥⎦
⎡⎢⎣e2t te2t
e−t
⎤⎥⎦
⎡⎣1/2 1/2 1/2
1
⎤⎦
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+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e−t
2
−e−t
2
−e−t
2
e−t
2
−e2t+e−t
6
e2t−e−t
6
0
0
e2t 0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
By referring to the last expression, it is worthwhile noticing that v˜1 :=[1 1 0 0]
 =: v˜2 is the
eigenvector of A (of unitary norm) corresponding to λmax(A) = λmax(A11) = λmax(A22) = 2, while
v˜3 :=[0 0 0 1]
 is the eigenvector of A (of unitary norm) corresponding to λmax(A33) = −1.
The decomposition illustrated in Example 1 can be performed on the exponential matrix of every
Metzler matrix. Indeed, it turns out that if A is a Metzler matrix in Frobenius normal form (1.1), we
can associate with every class Cj (with every irreducible diagonal block Ajj) a positive eigenvector
v˜j , corresponding to some eigenvalue λ
∗
j that is the largest dominant eigenvalue among those of the
classes Ck ’s accessed from Cj .
This result, illustrated in Proposition 2.4, below, is, indeed, a consequence of Theorem 2.3.
Proposition 2.4. Let A be an n × n Metzler matrix in Frobenius normal form (1.1). Then there exist (not
necessarily distinct) positive eigenvectors of A, v˜j ∈ Rn+, of unitary norm, and real modes (by this meaning
elementary modes associated with real eigenvalues and hence taking real values at each time instant)
mj(t) = eλ∗j t tm¯jm¯j! , with λ∗j ∈ R and m¯j ∈ Z+, j ∈ 〈〉, and strictly positive row vectors ci ∈ R
1×ni+ (ni the
size of Aii) such that
A(t) =
[
v˜1 v˜2 . . . v˜
]
⎡⎢⎢⎢⎢⎢⎢⎢⎣
m1(t)
m2(t)
. . .
m(t)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
c1
c2
. . .
c
⎤⎥⎥⎥⎥⎥⎥⎥⎦+ Alc(t),
(2.3)
and for every i ∈ 〈n〉, if we let Cj be the class of vertex i, then
lim
t→+∞
Alc(t)ei
mj(t)
= 0.
Moreover,
• λ∗j = max{λmax(Akk) : k ∈ D(Cj)}, and
• m¯j + 1 is the maximum number of classes Ck with λmax(Akk) = λ∗j that lie in a single chain from
Cj inR(A).
Also, v˜j is a positive eigenvector of A corresponding to λ
∗
j and it exhibits the following zero pattern
properties:
• k(j):= max{k : blockk[v˜j] > 0} ≡ max{k ∈ D(Cj) : λmax(Akk) = λ∗j , and there is a chain from
Cj to Ck including other m¯j classes Ch with λmax(Ahh) = λ∗j };
• for every k k(j), blockk[v˜j] = 0 if k /∈ D(Cj), and blockk[v˜j]  0 otherwise.
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Proof. The ﬁrst part of the previous result has been proved in [23] (see Proposition 6.1) and is a
straightforward corollary of Theorem 2.3. The second part of the result, concerning the zero pattern
properties of the vectors v˜j , can be derived from Theorem 2.3 and Proposition 4.4 in [23]. 
Remark 2.5. Notice that if Cj is a distinguished class, then λ∗j = λmax(Ajj), m¯j = 0, and, consequently,
for the positive eigenvector v˜j one ﬁnds k(j) = j.
Also, a decomposition like the one in (2.3) holds true even if A is not in Frobenius normal form,
however in that case it becomes more difﬁcult to describe the column dominant modes and the zero
pattern properties of the vectors v˜i’s.
The positive eigenvectors v˜1, v˜2, . . . , v˜ appearing in decomposition (2.3) are, in general, neither
distinct nor independent. Indeed, it turns out that oncewe select those among themwhich correspond
to the distinguished classes, all the remaining ones can be obtained as nonnegative combinations of
these distinguished vectors.
Lemma 2.6. Given an n × n Metzler matrix A in Frobenius normal form (1.1), let V :={v˜1, v˜2, . . . , v˜} be
the set of the asymptotic directions of the columns of eAt , ordinately corresponding to the classes C1, . . . , C,
as they are deﬁned in Proposition 2.4. Then the set V ′ of all vectors in V that correspond to a distinguished
class is linearly independent and Cone(V ′) = Cone(V).
Proof. We know from Proposition 2.4 that each v˜j is a positive eigenvector of A, corresponding to
some eigenvalue λ∗j and to some class Cj . Since eigenvectors corresponding to distinct eigenvalues are
linearly independent, V is linearly dependent if and only if there exists some eigenvalueλ such that the
set of (not necessarily distinct) eigenvectors in V that correspond to λ, say Vλ, is linearly dependent.
Partition Vλ into the union of two disjoint sets: Vλ = Vλ,dist ∪ Vλ,rem, with Vλ,dist containing those
eigenvectors ofVλ that correspond to somedistinguished class, andVλ,rem including those eigenvectors
of Vλ that do not correspond to a distinguished class.
Since an eigenvector v˜j corresponding to a distinguished class Cj always exhibits a strictly positive
jth block, namely blockj[v˜j]  0 (see Remark 2.5), and from any distinguished class corresponding
to λ it is not possible to access another distinguished class corresponding to the same eigenvalue, it
follows that if v˜j ∈ Vλ,dist, then blockj[v˜h] = 0 for every other v˜h ∈ Vλ,dist. This ensures that the vectors
in Vλ,dist are all linearly independent. So, if Vλ is a set of linearly dependent vectors, then it must be
Vλ,rem /= ∅.
Choose v˜j ∈ Vλ,rem, and let Cj be the communicating class corresponding to v˜j . Since v˜j is an eigen-
vector corresponding to λ, Cj must access at least one distinguished class whose dominant eigenvalue
isλ. If m¯j + 1 is themaximumnumber of classeswith dominant eigenvalue λ that can be encountered
along a chain of classes starting from Cj , and there exist k such chains, then, by Proposition 2.4, v˜j is
necessarily a linear combination of the eigenvectors (belonging to Vλ,dist) that correspond to λ and
to those k (possibly not distinct) distinguished classes, each of them representing the last class with
dominant eigenvalue λ encountered in the aforementioned k paths starting from Cj .
Now, since each one of these eigenvectors, as previously observed, has one strictly positive block
that is zero in all the other eigenvectors, in order for v˜j to be positive such a linear combination must
have only nonnegative coefﬁcients. By applying this reasoning to all vectors in Vλ,rem, we can claim
that the cone generated by the vectors in Vλ is equal to the cone generated by the vectors in Vλ,dist
alone. As each Vλ,dist is a linearly independent set, V
′, being the union of sets Vλ,dist corresponding to
distinct λ’s, is linearly independent, too. 
Remark 2.7. To complete the picture provided by Proposition 2.4 and Lemma 2.6, we observe that
every ﬁnal class Ci is distinguished, and the corresponding dominant eigenvector (of unitary norm)
has only zero blocks, except for the ith that is strictly positive. This implies that v˜i belongs to V
′. Finally,
at least one of the distinguished classes corresponds to λmax(A), and hence at least one of the vectors
v˜i in V
′ corresponds to λmax(A).
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Example 2. Consider the Metzler matrix
A =
⎡⎣1 0 10 1 1
0 0 1
⎤⎦ ,
whose exponential matrix is
eAt =
⎡⎣et 0 tet0 et tet
0 0 et
⎤⎦ .
It is easily seen that  = n = 3,
v˜1 =
⎡⎣10
0
⎤⎦ , v˜2 =
⎡⎣01
0
⎤⎦ , v˜3 =
⎡⎣11
0
⎤⎦ .
ThedistinguishedclassesofAareC1 andC2 whosecorrespondingeigenvectorsare v˜1 = e1 and v˜2 = e2,
while v˜3 = v˜1 + v˜2. Accordingly, Cone(e1, e2, e1 + e2) = Cone(e1, e2).
Example 3. Consider the Metzler matrix
A =
⎡⎣1 0 00 1 1
0 0 2
⎤⎦ ,
whose exponential matrix is
eAt =
⎡⎢⎣e
t 0 0
0 et −et + e2t
0 0 e2t
⎤⎥⎦ .
Also in this case  = n = 3, and
v˜1 =
⎡⎣10
0
⎤⎦ , v˜2 =
⎡⎣01
0
⎤⎦ , v˜3 =
⎡⎣01
1
⎤⎦ .
However, all three classes of A are distinguished (even though C3 is not ﬁnal), and, indeed, the three
eigenvectors are linearly independent.
To conclude the section, we present another technical lemma, which will be used in Section 4. As a
result of Theorem 2.3, each single nonzero entry of the exponential matrixA(t) = eAt , exhibits a real
dominant mode of exponential type, say mij(t) = eλij t tkijkij! , with λij ∈ R and kij ∈ Z+, weighted by a
positive coefﬁcient, and hence it is described as follows:
[eAt]ij = cijmij(t) + mrem,ij(t),
where cij > 0 and limt→+∞ mrem,ij(t)mij(t) = 0. In the following, we refer to the dominant mode (of unitary
coefﬁcient andprovided it exists) of a linear combinationofmodes, f (t), as todom(f (t)). If eAt is applied
to a vector of functions whose entries exhibit, in turn, the aforementioned structural constraint, then
this property is inherited by the vector obtained as their product, even more, the product of modes
of exponential type is still a mode of exponential type and the dominant one can be “predicted". The
following lemma formalizes this fact. Its proof is straightforward at the light or Proposition 2.4, once
we keep in mind that all dominant coefﬁcients are positive and hence no cancellations possibly arise,
and therefore it will be omitted.
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Lemma 2.8. Let A be an n × n Metzler matrix, and let v(t) be an n-dimensional vector whose entries,
[v(t)]i, i ∈ 〈n〉, enjoy the following properties:
1. for every t ∈ R+, [v(t)]i  0;
2. [v(t)]i is a combination of elementary modes of exponential type and it exhibits a real dominant
mode, dom([v(t)]i), weighted by a positive coefﬁcient.
Then, upon settingw(t):=eAtv(t), each ith entry [w(t)]i ofw(t) exhibits the previous two properties,
and a predictable dominant mode property5 holds:
dom([w(t)]i) = max
j:[eAt ]ij·[v(t)]j /=0
{dom([eAt]ij) · dom([v(t)]j)}. (2.4)
3. Asymptotic exponential cone of a single matrix
As previously mentioned, in Section 2, the solution of Problem 2 form = 1 was given in [23]. Such
a solution fully relies on the concept of asymptotic exponential cone of a single Metzler matrix, we
introduced in [22,23]. This concept will turn out to be useful also in the general case.
Deﬁnition 3.1 ([22,23]). Given an n × n Metzler matrix A, we deﬁne its asymptotic exponential cone,
Cone∞(eAt), as the polyhedral cone generated by the vectors v∞i , which represent the asymptotic
directions of the columns of eAt , i.e.
v∞i := limt→∞
eAtei
‖eAtei‖∞ , i ∈ 〈n〉.
Cone∞(eAt) always exists, it is a polyhedral convex cone inRn+, and it is never a zero-dimensional
set.Moreover, except for the caseof adiagonalmatrixA (inwhich caseCone(eAt) = Cone∞(eAt) = Rn+
for every t  0), we have for every 0 < t1 < t2 < +∞:
Rn+ = Cone(eA·0)Cone(eAt1)Cone(eAt2)Cone∞(eAt).
Notice, also, that while Cone(eAt) is a simplicial cone for every t  0, Cone∞(eAt) is typically not,
since it may be generated by a matrix of rank r smaller than n (and, if so, it is not solid). Actually,
from Proposition 2.4, upon assuming without loss of generality (w.l.o.g.) that A is in Frobenius normal
form (1.1), it is clear that the set of vectors v∞i , i ∈ 〈n〉, coincides with the family of vectors v˜j , j ∈ 〈〉,
involved in the decomposition of eAt . Speciﬁcally, v∞i = v˜j for every index i ∈ Cj . On the other hand,we
have seen in Lemma 2.6 that the cone generated by the positive eigenvectors v˜j , j ∈ 〈〉, coincideswith
the cone generated by the distinguished vectors in that family. Consequently, we have the following
result.
Proposition 3.2. Given an n × nMetzlermatrix A in Frobenius normal form (1.1), let V :={v˜1, v˜2, . . . , v˜}
be the set of the asymptotic directions of the columns of eAt , ordinately corresponding to the classes
C1, . . . , C, as they are deﬁned in Proposition 2.4, and let V ′ be the set of distinguished vectors in V . Then
Cone∞(eAt) = Cone(v˜1, v˜2, . . . , v˜) = Cone(V ′).
Remark 3.3. As a consequence of the previous proposition, the asymptotic exponential cone of a
Metzler matrix A is a polyhedral cone whose generators are the distinguished vectors of A. There
are at most  such eigenvectors, and hence if  is less than n, the asymptotic exponential cone cannot
5 The reason for this term is that it reminds of the predictable degree property for polynomial matrices and vectors [13].
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be simplicial. Evenmore, Cone∞(eAt) is the polyhedral cone generated by the full column rank positive
matrix whose columns are the coordinate vectors of the elements of V ′. In the following, we will refer
to that matrix as to
V∞ = [vˆ∞1 vˆ∞2 . . . vˆ∞r ] . (3.1)
We recall that each vˆ∞i is a positive eigenvector of unitary norm corresponding to a distinguished
class.
Example 4. If we consider the Metzler matrix of Example 2, it is easy to see that Cone∞(eAt) =
Cone(e1, e2, e1 + e2) = Cone(e1, e2).
Since Cone∞(eAt) is generated by r ∈ 〈n〉 linearly independent positive vectors, we want to inves-
tigate the two extreme cases and determine necessary and sufﬁcient conditions for r to be either n or
1. Both results represent rather straightforward corollaries of Proposition 2.4 and Lemma 2.6. We ﬁrst
provide necessary and sufﬁcient conditions for Cone∞(eAt) to be solid (r = n) and hence simplicial.
Proposition 3.4. Given an n × nMetzler matrix A, a necessary and sufﬁcient condition for Cone∞(eAt) to
be simplicial (namely to have n linearly independent generators) is that all the communicating classes of A
are distinguished and contain only one element each. This amounts to saying that there exists a permutation
matrix P such that
P
AP =
⎡⎢⎢⎢⎣
a11 a12 . . . a1n
a22 . . . a2n
. . .
...
ann
⎤⎥⎥⎥⎦ (3.2)
and if vertex j accesses i in G(P
AP) then ajj > aii. Finally, in this situation,
eP

APt =
⎡⎢⎢⎢⎢⎣
1 aˆ12 . . . aˆ1n
1 . . . aˆ2n
. . .
...
1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
ea11t
ea22t
. . .
eannt
⎤⎥⎥⎥⎥⎦+ ALCT (t), (3.3)
where
• aˆij  0 (speciﬁcally, aˆij > 0 if and only if j accesses i);
• limt→+∞ ALCT (t)ej
e
ajj t
= 0,∀j ∈ 〈n〉;
• for i < j condition aˆij = 0 implies [ALCT (t)]ij = 0,while for i > j it is always true that [ALCT (t)]ij =
0.
This allows us to say that for every i, j ∈ 〈n〉 either [eP
APt]ij = 0 or dom([eP
APt]ij) = eajjt .
Consequently,
Cone∞(eP

APt) = Cone
⎛⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎣
1 aˆ12 . . . aˆ1n
1 . . . aˆ2n
. . .
...
1
⎤⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎠ .
We want to address, now, the case when Cone∞(eAt) is one-dimensional.
Proposition 3.5. Given an n × n Metzler matrix A, a necessary and sufﬁcient condition for Cone∞(eAt)
to be one-dimensional, namely for it to be generated by a single positive (eigen)vector v (of A), is that A has
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a single distinguished class, which is ﬁnal and corresponds to λmax(A). This amounts to saying that either
A is irreducible (and if so, v  0) or it is reducible and there exists a permutation matrix P that reduces A
to Frobenius normal form (1.1),with the additional constraints that λmax(A11) = λmax(A) and every class
accesses C1 (namely A(C1) = 〈〉). In this latter case,
Cone∞(eP

APt) = Cone(v˜1),
with block1[v˜1]  0, while blocki[v˜1] = 0 for every i > 1.
Proof. Of course, by Proposition 3.2, Cone∞(eAt) = Cone(v), for some v > 0, if and only if A has a
single distinguished class. On the other hand, if A is not irreducible, we have to keep into account that
all ﬁnal classes are distinguished and that there is at least one distinguished class corresponding to
λmax(A). So, A exhibits a single distinguished class if and only if it has a unique ﬁnal class (which is
thus accessed by all the other classes) and this class corresponds to the dominant eigenvalue. 
As we have seen, when A is Metzler, Cone∞(eAt) is generated by r positive eigenvectors, which
are the distinguished vectors of A. As a matter of fact, something more can be proved: all positive
eigenvectors belong to this cone and, conversely, Cone∞(eAt) coincides with the cone generated by
the positive eigenvectors of A.
Proposition 3.6. Let A ∈ Rn×n be a Metzler matrix.
(i) If v is a positive eigenvector of A, corresponding to some eigenvalue λ ∈ σ(A), then there exists
iˆ ∈ 〈r〉 such that vˆ∞
iˆ
is an eigenvector corresponding toλ, and v can be expressed as the nonnegative
combination of all those eigenvectors vˆ∞i that correspond to λ, thus implying that v belongs to
Cone∞(eAt);
(ii) Cone∞(eAt) coincides with the (polyhedral convex) cone in Rn+ generated by the set of positive
eigenvectors of A.
Proof. (i) Suppose w.l.o.g. that ‖v‖∞ = 1 and that A is in Frobenius normal form (1.1). Since eAtv =
eλtv, it is easily seen that
lim
t→+∞
eAtv
‖eAtv‖∞ = limt→+∞
eλtv
‖eλtv‖∞ = v.
On the other hand, by resorting to the notation and the results of Proposition 2.4, we may say that,
when t  0, then
eAtv ≈ ∑
i∈I
v˜iciblocki[v] m(t),
where
• m(t) is the dominant mode within the set {mj(t) : blockj[v] /= 0}, and• I :={i ∈ 〈〉 : blocki[v] /= 0 andmi(t) = m(t)}.
Consequently,
lim
t→+∞
eAtv
‖eAtv‖∞ = limt→+∞
∑
i∈I v˜iciblocki[v]m(t)
‖∑i∈I v˜iciblocki[v]m(t)‖∞ =
∑
i∈I v˜iciblocki[v]
‖∑i∈I v˜iciblocki[v]‖∞ .
So, it must be
v =
∑
i∈I v˜iciblocki[v]
‖∑i∈I v˜iciblocki[v]‖∞ .
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Since
v ∈ Cone({v˜i, i ∈ I}) ⊆ Cone({vˆ∞i : Avˆ∞i = λvˆ∞i }) ⊆ Cone∞(eAt),
the result follows.
(ii) Let WA be the set of all positive eigenvectors of A. By part (i) of this proposition, Cone(WA) ⊆
Cone∞(eAt). On the other hand, Cone∞(eAt) = Cone(V∞) ⊆ Cone(WA), and hence Cone(WA) =
Cone∞(eAt). 
As just shown, the asymptotic exponential cone, Cone∞(eAt), is generated by the positive eigen-
vectors of A. This does not mean that all vectors in the asymptotic exponential cone are eigenvectors.
This is the case, however, under special circumstances.
Proposition 3.7. Let A ∈ Rn×n be a Metzler matrix in Frobenius normal form (1.1), and let V∞ ∈ Rn×r
be the positive and full column rank matrix, described as in (3.1), such that Cone∞(eAt) = Cone(V∞).
The following facts are equivalent ones:
(i) all vectors in Cone(V∞) are eigenvectors of A;
(ii) all distinguished vectors vˆ∞i , i ∈ 〈r〉, are (positive) eigenvectors of A corresponding to the same
eigenvalue λ;
(iii) all distinguished classes of A have the same dominant eigenvalue λ = λmax(A);
(iv) all distinguished classes of A are ﬁnal6 and they exhibit the same dominant eigenvalue λ.
If any of the previous equivalent conditions holds, andA is not irreducible, then there exists a permutation
matrix P such that
P
AP =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A11
A22
. . .
Arr
Â12
0 Â22
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.4)
where Aii, i ∈ 〈r〉, is an irreducible block with λmax(Aii) = λmax(A),while Â22 is, in turn, in Frobenius nor-
mal form,with irreducible diagonal blocks, andλmax (̂A22) λmax(A). Evenmore, each class corresponding
to the irreducible blocks of Â22 accesses some class Ci, i ∈ 〈r〉.
Finally, each distinguished vector vˆ∞i , i ∈ 〈r〉, of P
AP satisﬁes blocki[vˆ∞i ]  0,while blockj[vˆ∞i ] =
0 for every j /= i, and hence
Cone∞(eP

APt) = Cone
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
block1[vˆ∞1 ] 0 . . . 0
0 block2[vˆ∞2 ] . . . 0
...
...
. . .
...
0 0 . . . blockr[vˆ∞r ]
0 0 . . . 0
...
...
...
0 0 . . . 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Proof
(i) ⇔ (ii) If (i) holds, then all generating vectors of Cone(V∞), namely all distinguished vectors
vˆ∞i , i ∈ 〈r〉, are (positive) eigenvectors of A corresponding to the same eigenvalue. If not, by
6 Since we have already remarked that ﬁnal classes are always distinguished, it follows that, in this case, the set of ﬁnal classes
coincides with the set of distinguished classes.
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summing up two positive eigenvectors in V∞ corresponding to two distinct eigenvalues we
would get a vector in Cone(V∞) that is not an eigenvector of A. The converse is obvious.
(ii) ⇒ (iii) Since thevectors vˆ∞i , i ∈ 〈r〉, are thepositiveeigenvectorsofunitarynormcorresponding
to thedistinguishedclassesofA, if (ii)holds, all distinguishedclassesofAhave thesamedominant
eigenvalue. On the other hand, since there is at least one distinguished class whose dominant
eigenvalue is λmax(A), the result follows.
(iii) ⇒ (iv) Suppose that there exists a distinguished class Ci that is not ﬁnal and let λmax(Aii)
be the corresponding dominant eigenvalue. Clearly, Ci has access to some ﬁnal class Ck with
dominant eigenvalue λmax(Akk). By the assumption that Ci is distinguished, it follows that
λmax(Aii) > λmax(Akk), but by the assumption that all distinguished classes have the same
dominant eigenvalue (andCk , beingﬁnal, is distinguished) it follows thatλmax(Aii) = λmax(Akk),
a contradiction. Consequently, all distinguished classes must be ﬁnal.
(iv) ⇒ (ii) As the vectors vˆ∞i , i ∈ 〈r〉, are (positive) eigenvectors of A corresponding to the distin-
guished classes of A, the result follows.
The ﬁnal part of the statement is an obvious consequence of Proposition 2.4 and of the fact that the
distinguished classes are all ﬁnal. 
Corollary 3.8, below, stating that all distinguished classes corresponding tomin{λmax(Akk) : Ck is a
distinguished class} must be ﬁnal, can be proved along the same lines as of the previous proof.
Corollary 3.8. Let A ∈ Rn×n be a Metzler matrix in Frobenius normal form (1.1), and let V∞ ∈ Rn×r
be the positive and full column rank matrix, described as in (3.1), such that Cone∞(eAt) = Cone(V∞).
Assume, w.l.o.g., that vˆ∞i is the (unitary norm) distinguished vector corresponding to λi and that
λ1 = λ2 = · · · = λs < λs+1  · · · λr = λmax(A).
Then, there exists a permutation matrix P such that
P
AP =
⎡⎢⎢⎢⎢⎢⎢⎣
A11
A22
. . .
Ass
Â12
0 Â22
⎤⎥⎥⎥⎥⎥⎥⎦ , (3.5)
where Aii, i ∈ 〈s〉, is an irreducible block with λmax(Aii) = λ1, while Â22 is, in turn, in Frobenius normal
form, with irreducible diagonal blocks and λmax (̂A22) = λmax(A). Even more, each irreducible diagonal
block of Â22 corresponding to a distinguished class has dominant eigenvalue belonging to {λs+1, . . . , λr}.
After having investigated the main structural properties and the special structures the asymptotic
exponential cone of a Metzler matrix may exhibit, we come back to the two problems solutions.
Proposition 3.9, below, brieﬂy recalls the solution of Problem 2 for the case m = 1. This proposition
is the building block for a series of results that will allow us to address the problem solution in more
general cases, both in this section and in the following ones.
Proposition 3.9. Given an n × n Metzler matrix A and a strictly positive vector v ∈ Rn+, the following
facts are equivalent:
(i) there exists τ > 0 such that v belongs to ∂Cone(eAτ );
(ii)v /∈ Cone∞(eAt).
Even more, if any of the above equivalent conditions holds, there exists a unique τ > 0 such that v
belongs to ∂Cone(eAτ ).
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Proof. The equivalence of (i) and (ii) has been proved in [23], Lemma 4. So, it remains to prove the
uniqueness of τ . Suppose, by contradiction, that there exist τ1, τ2 > 0, with τ1 /= τ2, such that
v = eAτ1u1 = eAτ2u2,
for somepositive vectorsu1, u2 with nontrivial zero patterns. If we assume,w.l.o.g., τ2 > τ1, then from
the previous identity one gets u1 = eA(τ2−τ1)u2, which ensures (see [22] or Lemma 6 in [23])
ZP(u1) = ZP(eA(τ2−τ1)u2) = ZP(eAτ2u2) = ZP(v) = 〈n〉,
a contradiction. 
Remark 3.10. Notice that since a strictly positive vector can belong to the boundary of Cone(eAτ ) for
a single value of τ > 0, if v ∈ ∂Cone(eAτ1) ∩ ∂Cone(eAτ2) for two different values of τ1, τ2 > 0, then
v ∈ ∂Rn+, namely ZP(v) /= ∅. For instance, if we consider the Metzler matrix
A =
⎡⎣1 1 00 2 0
0 0 1
⎤⎦ ,
the associated exponential matrix is
eAt =
⎡⎢⎣et e2t − et 00 e2t 0
0 0 et
⎤⎥⎦ .
A vector v = [v1 v2 v3]
 belongs to ∂Cone(eAτ1) ∩ ∂Cone(eAτ2), for two different values of
τ1, τ2 > 0, if and only if⎡⎣v1v2
v3
⎤⎦ =
⎡⎢⎣eτ1 e2τ1 − eτ1 00 e2τ1 0
0 0 eτ1
⎤⎥⎦
⎡⎣c1c2
c3
⎤⎦ =
⎡⎢⎣eτ2 e2τ2 − eτ2 00 e2τ2 0
0 0 eτ2
⎤⎥⎦
⎡⎣d1d2
d3
⎤⎦ ,
for suitable ci, dj ∈ R+ with c1 · c2 · c3 = 0 and d1 · d2 · d3 = 0. Clearly, a strictly positive v belongs
to ∂Cone(eAτ1) if and only if c1 = 0, while c2 and c3 are positive. Similarly, v belongs to ∂Cone(eAτ2)
if and only if d1 = 0, while d2 and d3 are positive. So, it remains to verify whether there exist positive
numbers c2, c3, d2 and d3 such that⎡⎣ 0c2
c3
⎤⎦ =
⎡⎢⎣eτ2−τ1 e2(τ2−τ1) − eτ2−τ1 00 e2(τ2−τ1) 0
0 0 eτ2−τ1
⎤⎥⎦
⎡⎣ 0d2
d3
⎤⎦ .
Of course, if τ2 /= τ1, this is not possible.
As a corollary of Proposition 3.9, we get a couple of sufﬁcient conditions for the solvability of
Problem 1.
Corollary 3.11. Given a family A∗ = {A1, A2, . . . , Ap} of n × n Metzler matrices,
(i) if
p⋂
i=1
Cone∞(eAit) ⊆ ∂Rn+,
and, in particular,
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(ii) if in A∗ there are two irreducible matrices, say A1 and A2, whose (strictly) positive dominant
eigenvectors (of unitary modulus) are linearly independent,
then Problem 1 is solvable.
Proof
(i) For every v  0 there is at least one index i ∈ 〈p〉 such that v /∈ Cone∞(eAit), and hence, by
Proposition 3.9, there esists τi > 0 such that v ∈ ∂Cone(eAiτi).
(ii) Clearly, Cone∞(eAit) = Cone(vi), i ∈ 〈2〉, where v1 and v2 are linearly independent (strictly)
positive eigenvectors of A1 and A2, respectively. So, Cone∞(eA1t) ∩ Cone∞(eA2t) = {0} implies⋂p
i=1 Cone∞(eAit) ⊆ ∂Rn+ and the result follows from part (i). 
As a further corollary of Proposition 3.9, we get:
Corollary 3.12. Given an n × n Metzler matrix A, the following facts are equivalent:
(i) for every strictly positive vector v there exists τ > 0 such that v belongs to ∂Cone(eAτ );
(ii)Cone∞(eAt) ⊆ ∂Rn+;
(iii) there exists some index k ∈ 〈n〉 such that k ∈ ZP(vˆ∞i ) for every i ∈ 〈r〉.
Remark 3.13. Notice that condition (iii) (and hence condition (i)) in Corollary 3.12 can not be fulﬁlled,
unless A is a reducible matrix. Also, as a consequence of the previous results, if the rth entry of
some asymptotic vector vˆ∞j is zero (namely, r ∈ ZP(vˆ∞j )), then C(r) ⊆ ZP(vˆ∞j ). Equivalently, if A
is in Frobenius normal form (1.1) and C(r) = Ck , then blockk[vˆ∞j ] = 0.
At this point, we want to analyze when any of the equivalent conditions in Corollary 3.12 is
veriﬁed.
Proposition 3.14. Let A be an n × n Metzler matrix in Frobenius normal form (1.1). The following facts
are equivalent:
(i) Cone∞(eAt) ⊆ ∂Rn+;
(ii) there exists at least one initial class Cj , j ∈ 〈〉, that is not distinguished;
(iii) ∃k1, k2 ∈ 〈〉, k1 < k2, such that A(Ck2) = {k2}, k1 ∈ D(Ck2) and λmax(Ak1k1) λmax(Ak2k2).
Proof
(i) ⇒ (ii) Suppose, by contradiction, that every initial class is distinguished and let j be an arbitrary
index in 〈〉. If Cj is an initial class, then blockj[v˜j]  0, where v˜j is the positive eigenvector in
(2.3), associatedwithCj . On theotherhand, ifCj is not an initial class, letCh bean initial (andhence
distinguished) class accessing Cj . Then (see the last part of Proposition 2.4) blockj[v˜h]  0. This
proves that for every j ∈ 〈〉 there is at least one vector v˜i, i ∈ 〈〉, with blockj[v˜i]  0, and this
ensures that Cone∞(eAt)∂Rn+.
(ii) ⇒ (i) Assume that there is one initial class Cj , j ∈ 〈〉, that is not distinguished and hence
λmax(Ajj) λmax(Akk) for some k ∈ D(Cj), k /= j. Wewant to show that blockj[v˜i] = 0 for every
i ∈ 〈〉. Indeed, as Cj is not distinguished, blockj[v˜j] = 0. On the other hand, for every i /= j, one
has j /∈ D(Ci) and hence blockj[v˜i] = 0. This ensures that (i) holds.
(ii) ⇔ (iii) is obvious. 
Example 5. Consider the Metzler matrix
A =
⎡⎣1 0 00 2 1
0 0 1
⎤⎦ ,
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whose exponential matrix is
eAt =
⎡⎢⎣et 0 00 e2t −et + e2t
0 0 et
⎤⎥⎦ .
The asymptotic directions of the columns of eAt are
v˜1 =
⎡⎣10
0
⎤⎦ , v˜2 =
⎡⎣01
0
⎤⎦ , v˜3 =
⎡⎣01
0
⎤⎦ .
The distinguished classes of A are C1 and C2, and they are both ﬁnal. C3 is an initial class, but it is not
distinguished and, indeed, Cone(v˜1, v˜2, v˜3) = Cone(v˜1, v˜2) ⊂ ∂R3+.
As a corollary of Proposition3.14,weget another sufﬁcient condition for the solvability of Problem1.
Corollary 3.15. Given a family A∗ = {A1, A2, . . . , Ap} of n × n Metzler matrices, if there exists a matrix
Ai ∈ A∗ that has an initial class that is not distinguished, then Problem 1 is solvable.
4. Asymptotic exponential cones of a family of matrices
In this sectionwe extend the notion of asymptotic exponential cone to the case of an ordered family
of Metzler matrices. As we will see, in this case we usually associate with each family more than a
single asymptotic exponential cone.
Deﬁnition 4.1 [22]. Given m ∈ N, an ordered m-tuple of n × n Metzler matrices (Ai1 , . . . , Aim), Aik ∈
A∗, and a positive vector α¯ = (α1, . . . ,αm), we deﬁne the asymptotic exponential cone of (Ai1 , . . . , Aim)
along α¯
Coneα¯∞
(
eAi1 t · · · eAim t
)
as the polyhedral cone generated by the (normalized) vectors v∞i = v∞i (α¯, i1, . . . , im) that represent
the asymptotic directions of the columns of eAi1α1t · · · eAimαmt , i.e.
v∞i := limt→∞
eAi1α1t · · · eAimαmtei
‖eAi1α1t · · · eAimαmtei‖∞ , i ∈ 〈n〉.
For every choice of the Metzler matrices Aik and of the parameters αi  0, Cone
α¯∞
(
eAi1 t · · · eAim t
)
is a polyhedral convex cone in Rn+, and it is never a zero-dimensional set. However, no monotonicity
property can be generally guaranteed, as it happens for a single exponential matrix.
One may wonder why there is the need for introducing a whole family of asymptotic cones corre-
sponding to a certain ordered index family (i1, i2, . . . , im). The reason is that, unfortunately, different
directions α¯ lead to different asymptotic cones. So, while in the single exponential case we are dealing
with a single cone, when considering m exponentials we are typically dealing with a family of cones.
This simple example clariﬁes this point.
Example 6. Consider the two Metzler matrices
A1 =
[
1 1
0 2
]
, A2 =
[
6 1
0 4
]
.
It is a matter of simple computation to show that, for any α¯ = (α1,α2) ∈ R2+, α¯  0, we get
eA1α1teA2α2t =
[
e(α1+6α2)t e(α1+6α2)t
2
+ e(2α1+4α2)t + l.t.
0 e(2α1+4α2)t
]
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where “l.t." (“lower terms") denotes terms that are surely dominated by the two terms appearing in
the (1, 2)-entry. Consequently, we distinguish the following three cases:
1. α1 + 6α2 > 2α1 + 4α2, namely α1 < 2α2: if so,
Coneα¯∞(eA1teA2t) = Cone
([
1
0
])
;
2. α1 + 6α2 = 2α1 + 4α2, namely α1 = 2α2, in which case
Coneα¯∞(eA1teA2t) = Cone
([
1 3
2
0 1
])
;
3. α1 + 6α2 < 2α1 + 4α2, namely α1 > 2α2, in which case
Coneα¯∞(eA1teA2t) = Cone
([
1 1
0 1
])
.
Remark 4.2. Even if α¯ varies continuously in Rm+, the number of asymptotic exponential cones asso-
ciated with anm-tuple of matrices is necessarily ﬁnite, as it depends on which mode dominates each
column in the matrix product eAi1α1teAi2α2t · · · eAimαmt . Indeed, letM(ik)(αk) be the set of component-
wise dominant modes of eAikαkt , meaning that m(ik)(αkt) ∈ M(ik)(αk) if (and only if) there exists
(i, j) ∈ 〈n〉 × 〈n〉 such thatm(ik)(αkt) = dom([eAikαkt]ij). Thedominantmodeof each columnof eAi1α1t
eAi2α2t · · · eAimαmt belongs to the set of functions taking the following formm(i1)(α1t) · m(i2)(α2t) · · ·
m(im)(αmt), as m
(ik)(αkt) varies in M(ik)(αk). Since the number of possible choices of the dominant
mode in this set, as α¯ varies in Rm+, is necessarily ﬁnite, the number of asymptotic exponential cones
is ﬁnite, too.
Proposition 4.3, below, shows that the asymptotic exponential cone of an ordered family ofMetzler
matrices (independently of the direction α¯) is always included in the asymptotic exponential cone of
the ﬁrst matrix of them-tuple.
Proposition 4.3. Given m ∈ N, an ordered m-tuple of n × n Metzler matrices (Ai1 , . . . , Aim), Aik ∈ A∗,
and a positive vector α¯ = (α1, . . . ,αm), with α1 > 0, we have that
Coneα¯∞(eAi1 t · · · eAim t) ⊆ Cone∞(eAi1 t).
Consequently, if Ai1 is irreducible, then
Coneα¯∞(eAi1 t · · · eAim t) = Cone∞(eAi1 t).
On the other hand, Coneα¯∞(eAi1 t · · · eAim t) is simplicial only if Cone∞(eAi1 t) is simplicial.
Proof. It entails no loss of generality assuming that Ai1 is in Frobenius normal form (1.1). If not, we
may reduce ourselves to this situation by simply applying a suitable cogredience transformation
to all matrices in A∗. We ﬁrst show that the result is true for α¯ = (1, . . . , 1). By resorting to the
decomposition of Proposition 2.4 for each matrix eAik t , k = 2, 3, . . . ,m, (see also Lemma 2.8), we can
say that for every i ∈ 〈n〉 the jth block (with respect to the block partition of Ai1 ) of the vector
vˆi(t):=eAi2 t · · · eAim tei,
if nonzero, takes the following form
blockj[vˆi(t)] = bjieλjit t
mji
mji! + blockj[vˆi(t)]rem, (4.1)
with bji > 0, λji ∈ R,mji ∈ Z+, and limt→+∞ blockj[vˆi(t)]rem
e
λji t t
mji
mji !
= 0.
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If we assume that Cone∞(eAi1 t) = Cone(v˜1, . . . , v˜), by making use, again, of (the results and the
notation of) Proposition 2.4 and Lemma 2.8, we may say that, when t  0, then
eAi1 t vˆi(t) ≈
∑
j∈J
v˜jcjbjim(t),
where
• m(t) is the dominant mode within the set {mj(t)eλjit tmjimji! , j such that blockj[vˆi(t)] /= 0};
• J :={j ∈ 〈〉 : blockj[vˆi(t)] /= 0 andmj(t)eλjit tmjimji! = m(t)}.
Consequently,
lim
t→+∞
eAi1 teAi2 t · · · eAim tei
‖eAi1 teAi2 t · · · eAim tei‖∞ = limt→+∞
eAi1 t vˆi(t)
‖eAi1 t vˆi(t)‖∞ =
∑
j∈J v˜jcjbji
‖∑j∈J v˜jcjbji‖∞ .
Therefore, each generator of Cone∞(eAi1 t · · · eAim t) is a nonnegative combination of the generators of
Cone∞(eAi1 t), and this shows that Cone∞(eAi1 t · · · eAim t) ⊆ Cone∞(eAi1 t).
As far as the general case (when α¯ is arbitrary) is concerned, we may simply set Aik :=Aikαk , use
the ﬁrst part of the statement, and notice that Cone∞(eAi1 t) = Cone∞(eAi1 t).
The second part of the statement immediately follows from the fact that Coneα¯∞(eAi1 t · · · eAim t)
must be included in Cone∞(eAi1 t), which in this case coincides with Cone(v1) for some v1  0, and it
cannot be a zero-dimensional set. The ﬁnal part is obvious, oncewe recall that asymptotic exponential
cones are simplicial if and only if they are solid. 
Apart from the case when Ai1 is irreducible, there are other situations when the asymptotic expo-
nential cone is independ of α¯, as described in the following lemma.
Lemma 4.4. Let A1 and A2 be two n × n Metzler matrices belonging to A∗. If any of the following (not
equivalent) assumptions holds:
(i) all classes of A2 are distinguished, or
(ii)Cone∞(eA2t) is simplicial, or
(iii)A2 is irreducible,
then Coneα¯∞(eA1teA2t) is the same one for every strictly positive α¯ = (α1,α2). Even more, if
Cone∞(eA2t) = Cone(v˜1, v˜2, . . . , v˜),
Coneα¯∞(eA1teA2t) is the cone generated by the  (possibly linearly dependent) vectors
wj := lim
t→∞
eA1t v˜j
‖eA1t v˜j‖∞ , j ∈ 〈〉.
Proof
(i) Assume w.l.o.g. that A2 is in Frobenius normal form (1.1). If each class Cj of A2, j ∈ 〈〉, is dis-
tinguished, this means that each positive eigenvector v˜j , j ∈ 〈〉, involved in the decomposition
(2.3) satisﬁes
blockk[v˜j] =
{
0, if k > j;
0, if k j.
Therefore, for every i ∈ 〈n〉 such that C(i) = Cj , the dominant mode of each nonzero block of
eA2α2tei ismj(α2t). As a consequence, as t goes to +∞,
M.E. Valcher, P. Santesso / Linear Algebra and its Applications 432 (2010) 980–1006 999
eA1α1teA2α2tei ≈ eA1α1taiv˜jmj(α2t),
where ai is a suitable positive coefﬁcient. This implies that the ith generating vector of
Coneα¯∞(eA1teA2t),
v∞i = limt→∞
eA1α1teA2α2tei
‖eA1α1teA2α2tei‖∞ = limt→∞
eA1α1t v˜j
‖eA1α1t v˜j‖∞ = limt→∞
eA1t v˜j
‖eA1t v˜j‖∞ = wj ,
is independent of the speciﬁc values of α1 and α2. This concludes the ﬁrst part of the proof.
(ii) If Cone∞(eA2t) is simplicial, then (see Proposition 3.4) all classes of A2 are distinguished (and
consist of a single vertex, which implies that  = n). So, the result follows from the ﬁrst part of
the proof.
(iii) If A2 is irreducible, it consists of a single (obviously distinguished) class and hence the result
follows from part (i). In this case,  = 1 and Coneα¯∞(eA1teA2t) = Cone(w1). 
As a second step, we partially extend the result of Proposition 3.9 to the case of m exponential
matrices, thus getting the following sufﬁcient condition for Problem 2 solvability.
Proposition 4.5. Given m ∈ N, an ordered m-tuple of n × n Metzler matrices (Ai1 , . . . , Aim), Aik ∈ A∗,
and a strictly positive vector v ∈ Rn+, if there exists a strictly positive vector α¯ = (α1, . . . ,αm) such that v
does not belong to Coneα¯∞(eAi1 t · · · eAim t), then ∃τ1, . . . , τm > 0 such that v ∈ ∂ Cone(eAi1 τ1 · · · eAim τm).
Proof. As in the proof of Proposition 4.3, we ﬁrst prove that the result is true if v /∈ Cone(1,...,1)∞
(eAi1 t · · · eAim t), and then extend the result to the case when α¯ is an arbitrary strictly positive vec-
tor. Surely, v  0 is an internal point of Cone(eAi1 0 · · · eAim0), while, by assumption, v /∈ Cone(1,...,1)∞
(eAi1 t · · · eAim t). By the continuity of the exponential matrices, the boundary surface of
Cone(eAi1 t · · · eAim t) evolves continuously with t  0. So, if we deﬁne a distance function d(t) between
the vector v and Cone(eAi1 t · · · eAim t) as
d(t):= inf
x∈Rn+
{‖v − eAi1 t · · · eAim tx‖∞},
d(t) is a continuous function, which satisﬁes d(0) = 0 and d(+∞) > 0. So, once we deﬁne τ :=
sup{t  0 : d(t) = 0}, it is easily seen that v ∈ Cone(eAi1 τ · · · eAim τ ) (as polyhedral cones are closed
sets) and it must lie on the boundary of the cone, namely on some face, otherwise the deﬁnition of τ
would be contradicted.
The general case follows from the previous part of the proof, by assuming Aih :=Aihαh. Indeed,
if v /∈ Coneα¯∞(eAi1 t · · · eAim t) = Cone(1,...,1)∞ (eAi1 t · · · eAim t) then ∃τ¯1, . . . , τ¯m > 0 such that v ∈ ∂Cone
(eAi1 τ¯1 · · · eAim τ¯m) = ∂Cone(eAi1 (α¯1 τ¯1) · · · eAim (α¯m τ¯m)). 
Example 7. Consider the following Metzler matrices:
A1 =
[
1 1
0 2
]
, A2 =
[
3 0
1 1
]
.
Since
eA1t =
[
et e2t − et
0 e2t
]
and eA2t =
[
e3t 0
e3t−et
2
et
]
,
it follows that
Cone∞(eA1t) = Cone
[
1 1
0 1
]
Cone∞(eA2t) = Cone
[
1 0
1
2
1
]
,
(and both cones are simplicial). Therefore
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Cone∞(eA1t) ∩ Cone∞(eA2t) = Cone
[
1 1
1
2
1
]
.
On the other hand, from the expression
eA1α1teA2α2t
=
[
1
2
e(α1+3α2)t + 1
2
e(2α1+3α2)t − 1
2
e(2α1+α2)t + 1
2
e(α1+α2)t e(2α1+α2)t − e(α1+α2)t
1
2
e(2α1+3α2)t − 1
2
e(2α1+α2)t e(2α1+α2)t
]
it immediately follows that
Coneα¯∞(eA1teA2t) = Cone
[
1
1
]
, ∀α¯  0.
By Proposition 4.5, then, every strictly positive vector in Cone
[
1 1
1
2 1
]
, except for v∗ :=
[
1
1
]
, does not
belong to theboundaryofCone(eAiτi), for any i ∈ 〈2〉andanyτi > 0,but itbelongs to∂Cone(eA1τ1eA2τ2)
for suitable τ1, τ2 > 0. So, we have proved that Problem 2 is solvable for every strictly positive vector
(except, possibly, for v∗) by assuming eitherm = 1 orm = 2 (and suitable indices).
Wemay wonder whether Problem 2 is solvable also for v∗, by assumingm = 2. It is not difﬁcult to
show that ∀τ1, τ2 > 0 we have v /∈ ∂Cone(eA1τ1eA2τ2). Indeed,
eA1τ1eA2τ2 =
⎡⎣eτ1e3τ2 + (e2τ1 − eτ1) · e3τ2−eτ22 (e2τ1 − eτ1)eτ2
e2τ1 · e3τ2−eτ2
2
e2τ1eτ2
⎤⎦
and the only way for
[
1
1
]
to belong to the boundary of Cone(eA1τ1eA2τ2) is that of having a column of
eA1τ1eA2τ2 with two identical components. But thismeans that either eτ1 ·
(
e3τ2+eτ2
2
)
= 0or eτ1eτ2 = 0
for some τ1, τ2 > 0, that is clearly impossible. Similarly, it can be proved that
Coneα¯∞(eA2teA1t) = Cone
[
1
1
]
, ∀α¯  0,
and that, τ1, τ2 > 0 such that v∗ ∈ ∂Cone(eA2τ2eA1τ1). So, to conclude, Problem 2 is not solvable for
v∗, by assumingm = 2.
As a straightforward corollary of Proposition 4.5, we get a sufﬁcient condition for Problem 1
solvability.
Corollary 4.6. Given a family A∗ = {A1, A2, . . . , Ap} of n × n Metzler matrices, if⋂
m 1
⋂
i1,i2,...,im∈〈p〉
⋂
α¯∈Rm+ ,α¯0
Coneα¯∞(eAi1 t · · · eAim t) ⊆ ∂Rn+,
then for every strictly positive vector v ∈ Rn+ there exist m ∈ N, i1, i2, . . . , im ∈ 〈p〉 and τ1, . . . , τm > 0
such that v = eAi1 τ1 · · · eAim τmu, with ZP(u) /= ∅.
Unfortunately (and despite of the positive result of Example 7), the converse of Proposition 4.5 is
not always true. For instance, the casemay occur that a vector v  0 both belongs to Coneα¯∞(eA1teA2t),
for all α¯  0, and lies on ∂Cone(eA1τ1eA2τ2), for suitable τ1, τ2 > 0.Weprovide an example illustrating
this unfortunate occurrence.
Example 8. Consider the two 2 × 2 Metzler matrices
A1 =
[
5 1
0 6
]
A2 =
[
4 4
1 0
]
.
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It is easily seen that A2 is irreducible and its strictly positive dominant eigenvector is
v˜1=
[
1 1
2+2√2
]

. On the other hand,
w1 := lim
t→+∞
eA1t v˜1
‖eA1t v˜1‖∞ =
[
1
1
]
,
and, by Lemma 4.4, part (iii), for every α¯  0
Coneα¯∞(eA1teA2t) = Cone
([
1
1
])
.
This ensures that v∗ = [1 1]
 belongs to Coneα¯∞(eA1teA2t) for every α¯  0. On the other hand, it is
easily seen that for every τ1 > 0 there exists τ2 > 0 such that v
∗ ∈ ∂Cone(eA1τ1eA2τ2). Indeed, for
every τ1 > 0
e−A1τ1v =
[
e−5τ1 e−6τ1 − e−5τ1
0 e−6τ1
] [
1
1
]
=
[
e−6τ1
e−6τ1
]
/∈ Cone∞(eA2t) = Cone (v˜1) ,
andhence there exists τ2 > 0 such that
[
e−6τ1
e−6τ1
]
= eA2τ2u for someu > 0withZP(u) /= ∅. This implies
that [
1
1
]
= eA1τ1eA2τ2u,
thus concluding the example.
The previous example raises an interesting question. We have seen that Proposition 4.5 cannot
be reversed, as the fact that a strictly positive vector v belongs to the boundary of Cone(eA1τ1eA2τ2)
for some τ1, τ2 > 0 does not imply that v /∈ Coneα¯∞(eA1teA2t) for some α¯  0. If we consider the
previous example, however, we may easily see that the speciﬁc vector that contradicts this statement
also belongs to the boundary of Cone(eA2τ2) for some τ2 > 0. So, the statement cannot be reversed,
butm = 2 is not the smallest positive number for which Problem 2 is solvable. We conjecture that the
following result holds true.
Minimality Conjecture: if m is the smallest positive integer such that indices i1, i2, . . . , im ∈ 〈p〉 and
positive time intervals τ1, τ2, . . . , τm can be found such that v ∈ ∂Cone(eAi1 τ1 · · · eAim τm), then there exists
α¯  0 such that v /∈ Coneα¯∞(eAi1 t · · · eAim t), or, equivalently v /∈
⋂
α¯∈Rm+ ,α¯0 Cone
α¯∞(eAi1 t · · · eAim t).
Of course, if the Minimality Conjecture proves to be true, then a necessary and sufﬁcient condition
for Problem 2 solution would be available for the minimal index m. Even more, Corollary 4.6 could
be reversed and we would have found a necessary and sufﬁcient condition for Problem 1 solvability.
Unfortunately, up to now when have found several examples supporting our conjecture, but we have
not been able to formally prove it.
Under some particular hypotheses, however, Proposition 4.5 and Corollary 4.6 can be reversed, as
described in the following propositions, which provide the solutions of Problems 1 and 2 when the
matrices in A∗ are pairwise commuting.
Proposition 4.7. Given a setA∗ = {A1, . . . , Ap} of pairwise commuting n × nMetzler matrices, a strictly
positive vector v ∈ Rn+,m ∈ N, and indices i1, i2, . . . , im ∈ 〈p〉, the following facts are equivalent:
(i) ∃τ1, . . . , τm > 0 such that v = eAi1 τ1 · · · eAim τmu, with u ∈ Rn+ and ZP(u) /= ∅;
(ii)v /∈ ⋂α¯∈Rm+ ,α¯0 Coneα¯∞(eAi1 t · · · eAim t).
Proof. (i) ⇒ (ii) Suppose that v = eAi1 τ1 · · · eAim τmu, for some u ∈ Rn+ with ZP(u) /= ∅. We want to
show that, for every δ1, δ2, . . . , δm>0, the vector vdoes not belong to Cone
(
eAi1 (τ1+δ1) · · · eAim (τm+δm)
)
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= Cone(eAi1 τ1 · · · eAim τmeAi1 δ1 · · · eAim δm). If this were the case, and hence there would be somew > 0
such that
v = eAi1 τ1 · · · eAim τm
(
eAi1 δ1 · · · eAim δm
)
w,
then, by the invertibility of the exponential matrices, it would be
u =
(
eAi1 δ1 · · · eAim δm
)
w.
By Lemma A.3 in [21], once we set S :=ZP(u), it should be S = ZP
(
eAi1 δ1 · · ·
eAim δmeS
)
= ZP
(
eAi1 τ1 · · · eAim τmeS
)
= ZP
(
eAi1 τ1 · · · eAim τmu
)
=ZP(v) = 〈n〉, thus contradicting the
assumption on u. In particular, the previous result holds true if we considerm-tuples (δ1, δ2, . . . , δm)
such that
δi =
⎛⎝∑
j /=i
τj
⎞⎠+ t, t ∈ R+, i ∈ 〈m〉.
So, oncewe set τ := ∑mj=1 τj , we have proved that v /∈ Cone(eAi1 (τ+t) · · · eAim (τ+t)) for every t  0. As a
result, v /∈ Cone(1,...,1)∞ (eAi1 (τ+t) · · · eAim (τ+t)), but this latter coincideswith Cone(1,...,1)∞ (eAi1 t · · · eAim t),
as a consequence of the fact that
lim
t→+∞
eAi1 (τ+t) · · · eAim (τ+t) · ej
‖eAi1 (τ+t) · · · eAim (τ+t) · ej‖∞
= lim
t→+∞
eAi1 t · · · eAim t · ej
‖eAi1 t · · · eAim t · ej‖∞ = v
∞
j , ∀j ∈ 〈n〉.
(ii) ⇒ (i) Has been proved in Proposition 4.5. 
Corollary 4.8. Givena setA∗ = {A1, . . . , Ap}ofpairwise commutingn × nMetzlermatrices, the following
facts are equivalent:
(i) Problem 1 is solvable;
(ii)
⋂
m 1
⋂
i1,i2,...,im∈〈p〉
⋂
α¯∈Rm+ ,α¯0 Cone
α¯∞(eAi1 t · · · eAim t) ⊆ ∂Rn+.
5. Sufﬁcient conditions for Problem 2 solution whenm = 2
In this last section we aim at providing conditions for the solvability of the following problem.
Problem 3. Given a strictly positive vector v ∈ Rn+, do there exist nonnegative time intervals τ1, τ2  0
such that
v = eA1τ1eA2τ2u, ∃u > 0 with ZP(u) /= ∅ (5.1)
holds?
As it clearly follows from the previous discussion (see Section 3), this is always the case if v does not
belong either to Cone∞(eA1t) or to Cone∞(eA2t), which amounts to saying that v /∈ Cone∞(eA1t) ∩
Cone∞(eA2t). Indeed, in this case (5.1) surely holds by assuming that one of the τi’s is zero and the
other is positive (and of a suitable value) (see Proposition 3.9).
On the other hand, when v ∈ Cone∞(eA1t) ∩ Cone∞(eA2t), in order for Problem 3 to be solvable v
cannotbeaneigenvectorofA1 (seeRemark2.2). Indeed, if thiswere thecase, conditionv = eA1τ1eA2τ2u,
for some vector u > 0, with ZP(u) /= ∅, would imply eA2τ2u = e−A1τ1v = e−λτ1v, where λ is the
eigenvalue corresponding to v, so it would be v = eλτ1eA2τ2u, thus contradicting the assumption v ∈
Cone∞(eA2t). Consequently, if a strictly positive vector v belongs to Cone∞(eA1t) ∩ Cone∞(eA2t) and
it is an eigenvector of A1, we may hope to ﬁnd positive time instants τ1, τ2 such that v belongs to
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the boundary of Cone(eA2τ2eA1τ1), but not to the boundary of Cone(eA1τ1eA2τ2). This is always the case
when Cone∞(eA1t) is generated by eigenvectors corresponding to the same eigenvalue, and hence all
vectors in Cone∞(eA1t) ∩ Cone∞(eA2t) are necessarily eigenvectors of A1 (see Proposition 3.7).
Finally, if v ∈ Cone∞(eA1t) ∩ Cone∞(eA2t) is a strictly positive common eigenvector of A1 and A2,
Problem 3 cannot be solved.
For all these reasons, in the following, we will always assume that the distinguished classes of A1
correspond to at least two distinct eigenvalues and we will not consider strictly positive eigenvectors
of A1. Of course, the constraint on A1 is simply a constraint on the ﬁrstmatrix involved in (5.1).Wemay
always relabel the subsystem matrices in order to meet this requirement. Even more, we will assume
that the matrices A1 and A2 have no common strictly positive eigenvector.
As a ﬁrst step, we consider Problem 3 solvability when either A1 or A2 is an irreducible matrix.
If both matrices are irreducible and they have no common positive eigenvectors, then, by part (ii) of
Corollary 3.11, Problem 3 is surely solvable for every vector v  0.
Proposition 5.1. Let A1 and A2 be two n × n Metzler matrices.
(i) If A1 is irreducible and v1 is the strictly positive dominant eigenvector of A1 of unitary norm, then
Problem 3 is solvable for all vectors v  0, linearly independent from v1, and it is solvable for every
vector v  0 if and only if v1 /∈ Cone∞(eA2t).
(ii)If A2 is irreducible and v2 is the strictly positive dominant eigenvector of unitarymodulus of A2, then
Problem 3 is solvable for all vectors v  0, linearly independent from
w := lim
t→+∞
eA1tv2
‖eA1tv2‖∞ ,
and it is solvable for every vector v  0 if and only if either ZP(w) /= ∅ orw /∈ Cone∞(eA2t).
Proof
(i) Every vector v  0, linearly independent from v1, does not belong to Cone∞(eA1t) and hence
(5.1) holds for τ2 = 0 and some τ1 > 0. Consider, now, any vector v = αv1 with α > 0. Being
an eigenvector of A1, condition (5.1) holds if and only if it holds true for τ1 = 0 and some τ2 > 0.
But this is the case if and only v1 /∈ Cone∞(eA2t).
(ii) By Lemma 4.4, part (iii), for every α¯ = (α1,α2)  0, Coneα¯∞(eA1teA2t) = Cone(w), and hence
every vector v  0, linearly independent from w, does not belong to Coneα¯∞(eA1teA2t) =
Cone(w), for every α¯  0. This ensures, by Proposition 4.5, that v ∈ ∂Cone(eA1τ1eA2τ2) for
suitable τ1, τ2 > 0.
If ZP(w) /= ∅ we are done, since there cannot be a vector v  0 linearly dependent from w.
Otherwise, consider any vector v = αw with α > 0. Also in this case, being v an eigenvector of A1,
condition (5.1) holds if and only ifw /∈ Cone∞(eA2t). 
Wenowprovide amore general result about the solvability of Problem 3. If all positive eigenvectors
of A1 do not belong to the asymptotic exponential cone of A2, this problem is always solvable.
Proposition 5.2. Let A1 and A2 be two n × n Metzler matrices. If each positive eigenvector of A1 does not
belong to Cone∞(eA2t), then Problem 3 is solvable for every strictly positive vector v ∈ Rn+.
Proof. Assume, w.l.o.g., Cone∞(eA1t) = Cone(V1∞), where
V1∞ = [vˆ∞1 vˆ∞2 . . . vˆ∞r ]
is of full column rank, and each vector vˆ∞i , i ∈ 〈r〉, is a (positive) distinguished vector, corresponding
to some eigenvalue λi, with λ1  λ2  · · · λr .
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We already know that Problem 3 is solvable for every v /∈ Cone∞(eA1t) ∩ Cone∞(eA2t), and if so
either τ1 or τ2 is equal to zero. Consider, now, v ∈ Cone∞(eA1t) ∩ Cone∞(eA2t). For two positive time
intervals, τ1 and τ2, to exist such that (5.1) holds, a time instant τ1 > 0must exist such that the vector
w(τ1):=e−A1τ1v /∈ Cone∞(eA2t). On the other hand, since v ∈ Cone∞(eA1t), v can be expressed as the
nonnegative combination of the columns of V1∞, namely v = ∑ri=1 civˆ∞i , ci  0. As a consequence, for
τ1 → +∞, the vector
w(τ1) =
r∑
i=1
civˆ
∞
i e
−λiτ1
will align to some eigenvector w(+∞) of A1 that can be expressed as a nonnegative combination of
the eigenvectors generating Cone∞(eA1t). Speciﬁcally,w(τ1) asymptotically aligns to the eigenvector∑
i∈I civˆ∞i , where I :={i ∈ 〈r〉 : λi = λimin} and imin := min{i ∈ 〈r〉 : ci /= 0}.
But then, being an eigenvector of A1, by assumption w(+∞) /∈ Cone∞(eA2t), and since
Cone∞(eA2t) is a closed set, it is possible toﬁndsome0 < τ¯1 < +∞ such that for everyτ1 > τ¯1,w(τ1)
/∈ Cone∞(eA2t). So, by Proposition 3.9, for every such τ1 it will be possible to ﬁnd some τ2 > 0 such
thatw(τ1) ∈ ∂Cone(eA2τ2), and hence (5.1) holds. 
Remark 5.3. It is worth noticing that if no positive eigenvector of A1 belongs to Cone∞(eA2t), this does
not necessarily mean that Cone∞(eA1t) ∩ Cone∞(eA2t) = {0}. Just consider the twoMetzler matrices
A1 =
[
1 1
0 2
]
, A2 =
[
2 2
1 1
]
.
In this case
Cone∞(eA2t) = Cone
([
1
0.5
])
⊂ Cone∞(eA1t) = Cone
([
1 1
0 1
])
,
but the positive eigenvectors of A1, lying on the boundary of Cone∞(eA1t), do not belong to
Cone∞(eA2t).What canbe said, however, is that if nopositive eigenvector ofA1 belongs toCone∞(eA2t),
none of the generating vectors of Cone∞(eA1t) belongs to Cone∞(eA2t).
The result of Proposition 5.2 can be generalized. Indeed, in order to ensure that when τ1 is sufﬁ-
ciently large, we can always ﬁnd τ2 > 0 such that v ∈ ∂Cone(eA1τ1eA2τ2) (thus solving Problem 3), we
do not need to constrain all positive eigenvectors of A1 not to belong to Cone∞(eA2t), but only those
eigenvectors of A1 the vectorw(τ1):=e−A1τ1v asymptotically aligns to. In order to explore this issue,
we preliminary need a technical lemma.
Lemma 5.4. Let A ∈ Rn×n be a Metzler matrix in Frobenius normal form (1.1), and let V∞ =[
vˆ∞1 . . . vˆ∞r
] ∈ Rn×r be the positive full column rank matrix, described as in (3.1), such that
Cone∞(eAt) = Cone(V∞). We assume that vˆ∞i , i ∈ 〈r〉, is the distinguished vector corresponding to the
dominant eigenvalueλmax(Ajiji)of the (distinguished) classCji , i ∈ 〈r〉,andwedonot introduceany speciﬁc
ordering within the set of indices {j1, . . . , jr}. Suppose that the s r distinct eigenvalues the previous
eigenvectors correspond to are ordered asλ1 < λ2 < · · · < λs, and deﬁne, for every k ∈ 〈s〉, the following
sets:
• Ik :={i ∈ 〈r〉 : vˆ∞i is an eigenvector corresponding to λk} = {i ∈ 〈r〉 : λmax(Ajiji) = λk};• Dk := ⋃i∈Ik D(Cji);• V :={k ∈ 〈s〉 : ⋃j k Dj = 〈〉}.
Then, for any k ∈ 〈s〉, there exists c ∈ Rr+ such that
• V∞c is strictly positive;• k = min{i : ZP(c) ∩ Ii /= ∅}.
if and only if k ∈ V.
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Proof. Notice, ﬁrst, that since vˆ∞i , i ∈ 〈r〉, is the eigenvector corresponding to thedominant eigenvalue
of the distinguished class Cji , its nonzero pattern obeys the following rules (see Proposition 2.4):
blockk[vˆ∞i ] =
{0, if k ∈ D(Cji);
0, otherwise.
(5.2)
For any index k ∈ 〈s〉, the setDk represents the set of indices of those classes that are reached by (at
least) one distinguished class corresponding toλk . Clearly, as Ik is the set of indices i in 〈r〉 such that vˆ∞i
is an eigenvector corresponding to λk , then, by (5.2), ZP
(∑
i∈Ik vˆ∞i
)
= ∪q∈DkCq. Finally, V represents
the set of all indices k ∈ 〈r〉 for which ZP(∑i∈Ik∪Ik+1∪···∪Ir vˆ∞i ) = 〈n〉, namely∑i∈Ik∪Ik+1∪···∪Ir vˆ∞i is
strictly positive.
As a consequence, if k /∈ V , then there is no way of ﬁnding some c ∈ Rr+ such that V∞c  0 and
k := min{i : ZP(c) ∩ Ii /= ∅}. Conversely, if k ∈ V , there exists c ∈ Rr+ such that k = min{i : ZP(c) ∩
Ii /= ∅} and V∞c  0 (e.g. eS , with S = ∪q∈DkCq). 
Proposition 5.5. Let A1 and A2 be two n × n Metzler matrices, and adopt the same notation as in Lemma
5.4,where all the symbols vˆ∞1 , . . . , vˆ∞r , λ1, . . . , λs, Ik and V now refer to the matrix A1, and assume λ1 <· · · < λs. Set
Kk :=Cone({vˆ∞i , i ∈ Ik}).
If Kk ∩ Cone∞(eA2t) = {0} for every k ∈ V , then for every strictly positive vector v ∈ Cone∞(eA1t) ∩
Cone∞(eA2t) there exists τ ∗1 > 0 such that for every τ1 > τ ∗1 there exists τ2 > 0 such that (5.1) holds,
and hence Problem 3 is solvable for every strictly positive vector v.
Proof. Suppose that Kk ∩ Cone∞(eA2t) = {0},∀k ∈ V . Let v be a strictly positive vector in
Cone∞(eA1t) ∩ Cone∞(eA2t). We notice that since, in particular, v ∈ Cone∞(eA1t) = Cone(V∞), then
v = V∞c = ∑ri=1 civˆ∞i , c > 0. So, if k :=min{i : ZP(c) ∩ Ii /= ∅} then k ∈ V . Also, once we set
w(τ1):=e−A1τ1v, we easily notice that ZP(w(τ1)) = ZP(v) and hence w(τ1)  0 for every τ1  0.
Moreover, if we express v as
v = ∑
i∈Ik
civˆ
∞
i +
∑
i∈Ik+1
civˆ
∞
i + · · · +
∑
i∈Is
civˆ
∞
i ,
then
w(τ1) =
⎛⎝∑
i∈Ik
civˆ
∞
i
⎞⎠ e−λkτ1 +
⎛⎝ ∑
i∈Ik+1
civˆ
∞
i
⎞⎠ e−λk+1τ1 + · · · +
⎛⎝∑
i∈Is
civˆ
∞
i
⎞⎠ e−λsτ1 .
As τ1 goes to +∞,w(τ1) will align to the eigenvector w(+∞):= ∑i∈Ik civˆ∞i , corresponding to the
eigenvalue λk , k ∈ V , and belonging to Kk . But then, by the assumption, w(+∞) does not belong to
Cone∞(eA2t), and since Cone∞(eA2t) is a closed set, it is possible to ﬁnd some0 < τ ∗1 < +∞ such that
for every τ1 > τ
∗
1 ,w(τ1) /∈ Cone∞(eA2t). So, by Proposition 3.9, for every such τ1 it will be possible
to ﬁnd some τ2 > 0 such thatw(τ1) ∈ ∂Cone(eA2τ2), and hence v ∈ ∂Cone(eA1τ1eA2τ2).
The ﬁnal statement is obvious. 
6. Conclusions
In this paper we have investigated the structural properties of the asymptotic exponential cones
generated by m exponential matrices eAik t , where m ∈ N and Aik is a Metzler matrix of size n × n,
belonging to a ﬁnite family A∗. For m = 1, necessary and sufﬁcient conditions for these polyhedral
cones to be solid (and hence simplicial), or one-dimensional or to consist of positive eigenvectors only,
have been fully investigated. Even more, other interesting features and mutual relations have been
explored in the general case of an arbitrary positivem.
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This family of results, whichwe regard as relevant by themselves, has also been exploited to provide
necessary and/or sufﬁcient conditions for the solvability of an important algebraic problem (stated
here in three different versions) arising in the study of the reachability property for continuous-time
positive switched systems.
Of course, ourﬁnal goal is that of derivingequivalent conditions for thealgebraicproblemsolvability
that hold true in the general case. This would surely be the case if our Minimality Conjecture would
prove to be correct.
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