1 Introduction "The accuracy of global poverty numbers depends on the availability of household surveys," writes Chandy [2013, p 13] , and "this remains one of the biggest constraints to poverty data today." Twofifths of countries fail to conduct a household survey every five years [Chandy, 2013, p 14] . Even when household surveys are conducted, the poor tend to be hard-to-reach by survey or census takers [American Statistical Association, 2012] , and data quality will be correspondingly lower. Sala-iMartin and Pinkovskiy [2010] present evidence that household surveys are systematically biased and unreliable.
Conversely, satellites gather data at a constant rate throughout the year, regardless of physical or social hazards, and there are known means of cleaning the data to remove well-known inconsistencies. NASA's Moderate-Resolution Imaging Spectroradiometer (MODIS) project generates image data that is aggregated and cleaned for public use every eight days.
The bulk of the paper will concern itself with three exercises intended to explore the satellite data in the context of survey data. The first describes the quality of correlations between the survey and satellite data, the second is a panel of simple regressions including and excluding satellite measures, and the third a set of regressions that act as a stress test, asking whether there can exist survey-based models that obviate the need for satellite data. We chose to limit our modeling efforts to simple regressions, and reserve the problem of folding satellite data into a formal small-area model (such as that of Bauder et al. [2014] , Elbers et al. [2003] , or Molina and Rao [2010] ) for future work.
For most of this paper, the scale of the data is roughly the level of the 338 municipalities in Guatemala, which is a smaller scale than the previous studies. Some municipalities are as small as a square kilometer, and they follow geographic and social boundaries rather than the neat grid that the satellite data follows. Further, the Guatemalan Instituto Nacional de Estadística (INE) provides data on urban and rural poverty separately, so we were able to do some exercises dividing even the municipalities into urban and rural.
So far, we have found that there are reasonable situations where satellite imaging data does add information at this scale. For ordinary least squares regressions with poverty measures as a dependent variable, the corrected Akaike information criterion (AIC c ) improves when luminosity measures are included. However, we also show that it is possible to construct regressions where satellite data does not add information beyond that provided by the survey data.
Adding satellite data to survey data is therefore not a guarantee of improved results. But, especially when compared with fielding a survey, it is virtually costless to try the experiment of augmenting a survey with satellite data.
In our regressions regarding rural poverty, luminosity data was significant; in our regressions regarding urban poverty, luminosity data was not.
We also explored satellite measures of leaf coverage and verdancy, but these showed less correlation to poverty measures than luminosity. Section 1.1 describes some of the studies of luminosity and economic factors to date. Section 2 gives a basic overview of the data used in this paper, including correlograms displaying how well various measures correlate. Section 3 presents the basic contours of the data and correlations among the variables. Section 4 presents a panel of regressions with and without satellite measures. Section 5 presents an exercise using stepwise regressions to produce models using survey data, designed to seek a bound to how much information can be gained from survey data without luminosity data.
The use of luminosity data is not yet commonplace in the community of economists, so an appendix goes into some detail on the data-processing pipeline we used to merge map data with survey data. We used only freely-available tools for the processing, some of which we wrote and made available at http://github.com/polynumeral/satellite-pilot.
Literature
Elvidge et al. [1997] and Elvidge et al. [1999] described technical methods for obtaining measures of cloud-free, stable nighttime illumination using satellite sensors. They did so "for the analysis of social, environmental, and energy issues" and "to detect the expansion of urban areas" [p 734].
Elvidge et al. [2012] used the imaging data to develop a Night Light Development Index, and found it to have good correlation with the Human Development Index from the United Nations Development Programme. Chen and Nordhaus [2011] and Henderson et al. [2009] wrote on using luminosity as a measure of GDP on a national level, and demonstrated a strong correlation between nighttime illumination and national GDP. Pinkovskiy and Sala-i Martin [2014] primarily consider the question of whether there is correlation between errors in GDP measures and errors in luminosity; under certain linearity assumptions, they find little evidence of any such correlation.
The studies above are on the national level. Sutton et al. [2007] develop a simple model of GDP at the subnational level for India, China, Turkey, and the United States.
Productivity measures are not necessarily the inverse of poverty measures, as people do not necessarily work and live in the same area, and the distribution of wealth may differ from area to area. Ebener et al. [2005] correlate subnational poverty data to luminosity, and find a good correlation between poverty and luminosity at lower-than-country levels.
Survey data is currently the most relied-upon method of estimating poverty, so we compare the efficacy of predicting poverty using satellite sensor data with prediction using survey and census responses. Bhattacharya and Innes [2006] used basic health survey data, and the other papers above did not include survey questions in their models; they also use satellite leaf coverage data, while all of the papers above used only luminosity data.
Our paper extends the existing literature by moving to a still smaller scale than previously done, and considering the luminosity data in the context of existing survey data. The Guatemalan Instituto Nacional de Estadística divides population, poverty counts, and locations between urban and rural, allowing us to more directly evaluate the efficacy of satellite data in urban and rural contexts. To the best of our knowledge, this is the first paper to look at the relationship between luminosity and poverty in the urban and rural contexts separately.
Methods and data
This section describes the raw data sets, their basic distributional characteristics, and some considerations in adapting them to be compatible.
We analyzed the relationship between existing small-scale poverty estimation (based on census and household survey information), nighttime illumination (from the U.S. National Oceanographic and Atmospheric Administration, NOAA), leaf coverage (from the U.S. National Aeronautics and Space Administration, NASA) and albedo (a measure of reflectivity, also from NASA).
Satellite data
We begin with the characteristics of luminosity and leaf coverage data in this region. We touch on the methods used to match satellite observations to geographies, but technical details on geoTIFFs and the toolchain we used to extract a list of data points amenable to use in typical statistics packages are presented in an appendix.
NOAA
For nighttime luminosity measurements, we used the stable lights geoTIFFs from NOAA's National Geophysical Data Center (NGDC). NOAA provides two "stable lights" composites for each year. The composites are an average for a given year after correcting for cloudy days, gas flares, forest fires, and fishing boats, via procedures derived from those described in Elvidge et al. [1997] and Elvidge et al. [1999] .
Although NOAA corrects many common errors, it does not guarantee calibration of overall levels across years. Absolute year-to-year differences are unreliable. A variable measured with a constant additive or multiplicative error will bias downward the p-values on the coefficients in the linear regressions to follow [Greene, 1990] .
Distribution of values
The luminosity measure at any given pixel ranges from zero to 63. There are no observations in the data set with luminosity one.
In Guatemala, 25.90% of observed points are nonzero. Figure 1 shows the long-tailed distribution of log nonzero pixel values. There is a small uptick at the maximum value of 63, because the limits of the sensor group all areas with a brightness above a certain level at exactly 63. Top-coding affects relatively few pixels in the data set, so we did not make corrections for it. Figure 2 shows the pattern of lights in 2001, 2008 , and the change between them.
MODIS
NASA's Moderate-Resolution Imaging Spectroradiometer measures the reflections of light from the Sun in several wavelength bands. Albedo measures the reflectivity of the surface in a given band, and varies from 0% (full absorption) to 100% (full reflection). We use the .659µm (red) band. Areas with cloud cover are reported as N/A in the data. The NOAA satellite is not calibrated across years, so the overall patterns are deemed accurate but the magnitude of changes may be consistently high or low. Overlaid are the municipalities of Guatemala.
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Photosynthetic plants absorb a well-known set of wavelengths, so low intensity of light in those bands can be used as an indicator of plant density. We use leaf area index (LAI) and fraction of photosynthetically active radiation (FPAR). The MODIS data products handbook explains that "LAI defines canopy leaf area, while FPAR defines the amount of incoming solar radiation absorbed by the plant canopies." 1 Summary files are available every eight days. We averaged three files per year (spaced four months apart). Figure 3 shows LAI in the region for 2001, 2011, and the change.
Census and poverty estimate data
This section describes the census and survey data used to measure poverty and population characteristics.
Guatemalan Census data
Guatemala's Instituto Geográfico Nacional (IGN) reports basic population information for the municipailites of Guatemala. Locations at a sub-municipality level are classified into urban and rural areas. This allows the unit of analysis for the regression to be the urban or rural portion of each municipality; we refer to these geographic areas as the observed areas for Guatemala.
The outcome variables of interest are the Foster Greer Thorbecke measures of poverty:
where α is a scaling factor (typically 0, 1, or 2), z is the poverty line, y i is the individual income level, and H the count of people with incomes below the poverty line.
Processing
Our method in merging the satellite and terrestrial data was to use the NOAA data to divide the countries into squares, with one datum at the center of each square. Each datum from NASA was assigned to the single square it fell into. The bounds of the municipalities are specified as polygons (sequences of line segments forming the area boundary) in shapefiles, freely available online. 2 We assigned every point in the grid defined by the NOAA data to a polygon. Thus, there was a unique mapping from each satellite datum to an observed area.
For Guatemala, we had the opportunity to go even below the municipality level. Guatemala's IGN provides a list, generated in 2002, of 27,352 named places, each with a point-not an areamarking its location, including 25,062 rural and 2,290 urban locations. For each square defined by the NOAA grid with Census-designated places inside, we counted how many were urban and rural, and specified the square as urban or rural based on a majority rule, with the 252 square kilometers that were a 50-50 split marked as urban. For each square defined by the NOAA grid that did not have a Census-designated place inside, we found the closest place and used its urban/rural status to classify the square. This method resulted in 121,970 rural squares and 2,398 urban squares. An appendix to this paper goes into greater detail on how the conversions were done. Figure 4 presents a correlogram relating a selection of variables for Guatemala. Bright red is a high positive correlation; bright blue is a high negative correlation; dim colors indicate weak correlation. Because each variable has perfect correlation with itself, the diagonal should be bright red, but we have censored the diagonal squares to zero to improve readability. With N in the hundreds, any correlation greater than about ±0.15 is statistically significant. All instances of FGT are well correlated. For rural and urban FGT in Guatemala, change in FGT is inversely correlated to FGT, meaning that there has been some regression to the mean over the course of the period studied.
Correlations
Electrification, the percent of nonzero pixels in a region, and mean luminosity are all somewhat correlated. The leaf area index, FPAR, and albedo measures show a good correlation amongst themselves, but a weak correlation to the FGT and luminosity measures.
Regressions
This section presents a suite of regressions combining some luminosity measures and some traditional survey and census data.
For survey and census data, we used used the IGN data as above. The dependent variables for the panels of regressions were percent change in F GT 2 for Guatemala. Regressions on other FGT measures were substantially similar.
The baseline is a prediction of the same change across all observed areas (the trivial regression with only a constant term). The other regressions include some common correlates to poverty, including percent indigenous, percent in agricultural work, and inmigration to the components of an observed area. The electrification regressions use the percent of households using electric lighting in a municipality. The luminosity regressions use the NOAA luminosity data, the Albedo/LAI/FPAR regressions use the NASA data, and the kitchen sink regression uses all of these things at once. Tables 1 and 2 display the results for regressions on change in rural and urban poverty, respectively. Values in parens are p-values.
For the regressions regarding rural poverty, change in average log nonzero luminosity is statistically significant. This is true for both the set of luminosity pixels in a municipality marked as rural and as urban. This could be due to spillover effects such as commuters, the fact that many 1km 2 areas include a mix of urban and rural, or data quality/data handling issues. Percent indigenous was statistically significant, but other common predictors, including the percent using electric light and inmigration, were not.
For rural Guatemala, the corrected AIC shows less information loss relative to the base data in the regressions using luminosity [Burnham and Anderson, 1998 ]. For these regressions, the crossvalidation √ M SE also shows better predictions using luminosity than without. The adjusted R 2 also improves with the inclusion of luminosity, indicating more variation is explained with luminosity than without.
For the regressions regarding extreme poverty in urban areas, the coefficients on change in average log nonzero luminosity had no statistical significance, while the survey measures had more significant coefficients throughout. Model fit as reported by AIC c and adjusted R 2 showed a slight improvement relative to using survey data on electrification, while cross-validation √ M SE showed no improvement when using luminosity data.
In both panels, the results regarding verdancy were not significant, which is consistent with the correlograms above. Although a more sophisticated model could potentially generate better results, we dropped verdancy measures after this point.
Stress test
In this section, we run a set set of candidate regressions that explain as much of F GT 0 as is practicable using only survey data, selected via a stepwise regression. For the sake of simplicity, we restrict ourselves to linear models, and evaluate fit via comparisons of the Akaike Information Criterion for each regression. We ask whether the AIC of a regression built via stepwise procedure can improve with luminosity measures.
Our stepwise procedure begins with over forty survey variables for each country, and removes those with the least significance (exclusively according to p-value), until only very significant variables remain. Stepwise regressions are not known for producing especially useful models [Flom and Cassell, 2007] . They court problems with multiple testing, and the lists of variables our stepwise procedures selected are an implausible basis for models explaining poverty. But stepwise regressions do select models with a relatively high log likelihood and small residual errors. Adding another independent variable onto a regression built via stepwise procedure should produce very little change in model fit measures such as AIC, mean squared error, or R 2 . Thus, we use stepwise regression for a stress test: if we add luminosity measures to the model built to make the greatest use of the survey data, do the measures of model fit improve?
The stepwise regression for Guatemala includes these variables: rural population, rural literacy rate, rural indigenous population, urban indigenous population, health institutions, middle school, percent female head of household (HH), rural female literacy. Note that this set of variables was used for both rural and urban dependent variables. For regressions on poverty in 2000 and 2002, we used 2002 data; for 2011, we used 2011 data.
For Guatemala, we also include measures regarding electric light usage for some regressions, and added altitude to all regressions. Figure 3 lists the AIC for regressions with and without log of nonzero luminosity included, and the change in AIC from adding the luminosity measure. A reduction in AIC is an improvement in the likelihood that the given model minimizes information loss. We do not report the regression coefficients and their significance levels because, as per the discussion above, the coefficients are not from a well-formed model and the significance levels are not reliable.
Luminosity did not do particularly well in our stress test. When added to a regression based on a constant and electrification, luminosity improved the AIC in most of our tests. But, with the exception of rural poverty in 2000, adding luminosity to the regressions built using the stepwise procedure did not significantly improve the AIC.
Conclusion and future directions
This paper compared the data from surveys to the data from two types of satellite data, using a number of simple models. The comparison is on a very local scale, and distinguishes between urban and rural.
Consistent with the existing literature, we did find correlation between luminosity measures and poverty, and could use luminosity measures to improve (ex post) predictions of poverty rates. Luminosity seems unlikely to be sufficient to be a good predictor of changes in poverty rates by itself, but several measures showed that supplementing survey data with luminosity information was an improvement. In locations where survey data is not as reliable as that from Guatemala, one expects that the additional improvement from using sensor data to augment survey data would be greater. Especially given that satellite data is so freely available, there is promise in trying the experiment of augmenting survey data with satellite data in other contexts.
The measures of verdancy were not as effective. Their correlation with the survey measures was low, and the simple regressions correspondingly failed to show predictive power.
The Suomi National Polar-orbiting Partnership (between NASA and NOAA) is a satellite launched in 2011 with a set of sensors, including the Visible Infrared Imaging Radiometer Suite (VIIRS), intended as an improvement over MODIS. 4 One can expect that improved measurement would offer at least some reduction in the magnitude of errors in the regressions.
We did not precede this exploration of the data with a significant inquiry into how verdancy and poverty interact, and linear regressions may simply be the wrong model. Because this paper is a data exercise using simple models, one logical next step would be to incorporate all data using models more appropriate to small area estimation, such as those of Elbers et al. [2003] or Molina and Rao [2010] . Bauder et al. [2014] develop a Bayesian hierarchy that incorporates several data sources to describe small-area poverty rates in the United States; a similar exercise could be done using survey and satellite data.
Appendix: computing notes
To implement the analysis above, we used a sequence of freely-available tools in a pipeline that should be usable by any user comfortable with text files and basic scripting. This appendix describes the steps in the pipeline. All scripts that we wrote are available at http://github. com/polynumeral/satellite-pilot.
The set of line segments (the polygon) that forms the borders of a country or municipality are typically annotated using one of a few common file formats, including shapefiles and KML files (Keyhole markup language; Keyhole, Inc developed what is now Google Earth). Shapefiles and KML files for diverse geographies are readily available online. XML (extensible markup language) is a common format for expressing hierarchical information, and KML is a special-case use of XML. There exist programs and function libraries to read both shapefiles and XML (and by extension KML). We wrote a short script that takes in a KML file and a region name, and produces a plain-text list of latitude/longitude points within the boundaries of that point on a given grid. The in-or-out determination is made using the even-odd rule of Shimrat [1962] .
The geoTIFF (TIFF=tagged image file format) is a relatively simple format for representing the value at a grid of points in a given space. The file includes a header describing the geography covered, and a grid of values representing the value(s) at each pixel. At a resolution of a pixel per square km, this produces about 700MB of data for the full globe. geoTIFFs can be read by geographic information systems (GISes), such as ArcGIS, and some specialized libraries aimed at geoTIFF reading.
The libtiff C library, by Sam Leffler, provides a simple means of extracting a value from a given pixel in a TIFF. Like many C libraries, there are front-ends provided in many scripting languages, including Python, Ruby, et cetera. To minimize resource requirements, we used the plain C library. We wrote a short program to take in a list of latitude/longitude points (i.e., output from the KMLparsing program) and report the value in a geoTIFF file at that point. The output is a plain text list of latitude/longitude/value triplets, which can be read by any statistics package.
In both steps, we wrote a simple script to use an existing library that can read the file format (KML or geoTIFF) and output plain text usable anywhere. The tools needed to use the scripts are described in international standards (ISO/IEC 9899:2011 and ISO/IEC 9945:2008) , and implementations are available on all common platforms.
There are point-and-click programs, some open and some with restrictive licensing requirements, that partially automate some of the above work. But one who hopes to replicate the original analysis will need to have the same program, which can create barriers to replication, the first of which may be the need to purchase licenses and compatible hardware. For example, the popular ArcGIS system is currently on version 10.1, which does not claim the ability to read ArcGIS databases from before version 9.2 (released November 2006).
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The MODIS data is released in HDF4 (Hierarchical Data Format). HDF4 had technical limitations and was not well-supported due to difficulties in use; it is largely replaced by HDF5. HDF is a container format, intended to embody a set of data sets; in the case of the MODIS data, the individual data sets are in geoTIFF format.
We used the HEG tool from NASA to convert from HDF4 format to geoTIFFs. It is also a filter, similar to the scripts we wrote and used for the geoTIFF → plain text and KML → plain text steps. HEG filters HDF4 → geoTIFF, which we can chain with the above tools to do the full HDF4 → geoTIFF → plain text extraction. Configuration notes for using HEG for the analysis here are also available at http://github.com/polynumeral/satellite-pilot.
In all cases, the plain text file we conclude with is a list of observations of the form (year, latitude, longitude, municipality, luminosity). A wide variety of familiar programs can read this list and calculate the mean luminiosity for a municipality in a given year, or other comparable statistics. 
