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A complete determination of the discrete part of the approximation spectrum and 
the Markoff spectrum is given for the Eisensteinian field. 
1. INTRODUCTION 
Let Q, = Q(G) b e an imaginary quadratic number field of discriminant 
D < 0, and let Z, be the maximal order of QD. 
For a complex number <E C\G, the approximation constant c,(T) is 
detined by 
c,(t) = lim w(lql Id--PI)-‘, 
where the lim sup is taken over all (p, q) E Z, x (Z,\(O)). The Hurwitz 
spectrum or approximation spectrum is given by 
In analogy with the real Hurwitz spectrum, one would like to have a 
description of H,, particularly when Z, has class number one, that is, in the 
cases 
D = -3, -4, -7, -8, -I 1, -19, -43, -67, -163. 
However, a complete description of the part of HD that lies below its smallest 
limit point is known only in the Gaussian case D = -4 (cf. [5-8, 11-I 3 ]) 
and for D = -11 (cf. [9]). 
It is the purpose of the present article to treat the Eisensteinian case 
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D = -3 similarly by extending to that case the continued fraction algorithm 
of (regular) chains used by the author in the cases D = -4, -11. 
For the history of the case D = -3, it should be mentioned that Hurwitz 
[ 21 and Cassels et al. [ 1 ] did provide continued fraction algorithms, which, 
however, has not contributed so far to the exploration of the approximation 
spectrum. It was proved by Perron [3] that the smallest number in H-, is 
13 ‘j4. A major advance was obtained by Poitou [4] who showed that the 
three smallest numbers in H-, are 
13”4 9 2, (32 fi/13)“2, U-1) 
and, in addition, that 
c = ((28 + 16 fi)/13)“2 = 2.070169... 
is a limit point of the spectrum. 
(l-2) 
Recently Shiokawa et al. [IO] using a continued fraction algorithm based 
on a complex greatest integer function, reobtained Perron’s result. 
In this article we shall prove that the constant c in (1.2) is in fact the 
smallest limit point of HP,, and we shall describe the infinitely many 
approximation constants in H-, below c. In particular, the fourth approx- 
imation constant is 
( 1155 269 69788 81 50 00048 26100 59821 9 252 87963 244 09058 56495 48762 758 24480 55759 1 l/2 * (1.3) 
Similar results on the Markoff spectrum are obtained. 
In obtaining this result, the extensive use of an electronic computer proved 
inevitable, and I owe my colleague Anton Jensen my thanks for his 
invaluable aid in establishing the necessary programmes. 
2. CHAINS AND DOUBLE CHAINS 
2.1. Basic Notation 
In the imaginary quadratic number field Q(i fl), we consider the 
maximal order 
z~,=z+zw, where o=f(l +i&). 
The following matrices in GZ,,(E-,) are fundamental: 
E, = 
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For any matrix 
we write m: z t-+ (az + b)/(cz + d) for the corresponding homographic map; 
thus, the maps ej, s correspond in this way to the matrices Ej, S. Also, we 
write 
[M], =m(oo)=a/c, [M],=m(O)=b/d, [M13=m(l)= (a+ b)/(c+d), 
while i@ denotes the complex conjugate of 44. 
For any z E C we define the maps K, r, N by 
K(Z) = z; r(z) = 1 -5, N(z) = z.f= 1~1’. 
The unit matrix is denoted Z, and the upper half plane 
{z=x+yw~y~o}u{oo} is denoted Y. 
We collect in Lemma 2.1 a number of simple relations between the 
matrices and maps introduced above. Here and further on we use the 
convention that indices j, k,... range through ( 1,2, 3) and that indices like 
j + 1 have to be reduced modulo 3. 
LEMMA 2.1. 
(i) S3=ET=Z, 
(ii) Ej+, = SEjS-‘, 
(iii) E,ETE, = E,E:E/, 
(iv) Ej-,Ej?Ej+, =-EjEj-,E,+IS, 
(V) Ej-,EizEj+I=-SEj_IEjZ+IEj, 
(vi) E;’ = Ej, 
(vii) ej ’ = K 0 ej 0 K, 
(viii) e, = r 0 e, 0 r, e, = r 0 e3 0 r, e, = r 0 e, 0 r, 
(ix) ej+,=soejos-‘. 
Proof: Clear. 
Remark. The relations 
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together with Lemma 2.1 (ii), show that the group (S, Ej) generated by S and 
Ei is in fact 
lsvEj)= 1 (z i) / a,b,c,dEZ~,,ad-bc=*l , 
I 
2.2. Farey Triangles 
For any matrix 
we write p3 = p, + pz , q3 = q1 + q2, and we define the norm N(M) by 
N&f) = Wq,) + Nq,) + @,I. 
Clearly, N(M) > 2; however, in the case N(M) 2 3 we define the Farey 
triangle FT(M) as the convex hull of the three points pJ/qj = [Mlj, 1 <j < 3. 
By interchanging the columns in M if necessary, we may assume that [M] i, 
[Ml,, [Ml, define a positive orientation of BFT(M). It follows then (cf. [5]) 
that FT(M) is divided (uniquely) into three Farey triangles, namely, 
FT(ML’,), 1 <j < 3. The new vertex in this subdivision is then given by 
[Ml’ =p’h’ = (P,~ +p2Mql f3 + 4A = m(w), 
and is geometrically known as the inner isodynamic point of FT(M). 
Now consider the following angles: 
Pj = Q: L”lj- 1 I”l’IMlj+ 17 
ajl = Q ["]'[M]j[M]j+ (3 ajll = 0: ["]j- 1 ["]j[M]'Y aj=aj +a/. 
By considering m - ’ (FT(M)) the following angular relations and angular 
inequalities are deduced (cf. [5]): 
Pj = aj + X/3, (2.1) 
aj < 27~13 a ai < 7113 A a; < n/3, (24 
aj > 2~13 3 a; > 43 A a,!’ > n/3. (2.3) 
The angular relations (2.1) have two consequences (cf. [5]), namely, 
N(q’) 2 N(qj) 0 aj < 5~/6, (2.4) 
and the norm relation 
iv(q’) = $v + (A@ - 2N’2’)“2, (2.5) 
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where 
N=N,+N2+N3, N’2’=N2+N;+N2 1 37 yi = N(qj)* 
Geometrically, 
R(M) zz (N* - 2N’*‘) - ‘s’2 
is the radius of the circumscribed circle of FT(M). 
2.3. Finite Chains 
DEFINITION 2.1. A finite chain is a product 
TOT, ... T,,, 
where 
T,.=Ej,,E {E,,E*,E3} for 0 <v< n, 
(2.6) 
and such that (2.6) does not contain a subproduct 
E,j or EjZE,,EjE,,E. a.’ EjEk,EjZ, _ .I r> 1. (2.7) 
For every finite chain we associate a sign and a Farey set as follows: 
(1) The sign sgn TOT, ... T, of a finite chain is defined inductively by 
sgn To T, . . . T,=sgn TOT, -.. T,_, x sgn T,, 
where 
sgn E, = (1, O,O>, sgn E, = (0, 1, O), sgn E, = 640, 11, 
and 
(a,,a2,a3)X~,,P2,P3)=(alXPl,a2xP2,a3XP3> 
with 
0x0=0, 0x1=1, 1 x0=0, 1x1=2, 2x0=1. 
Due to the circumstance that 2 x 1 is left undefined, it becomes an easily 
established fact that the words with letters E, , E,, E, for which the sign is 
defined above are precisely the finite chains. The possible signs are (1, 0, 0), 
(2,0,0), (0, 1, 1) together with the six others obtained by (cyclic) per- 
mutations. 
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(2) For each of the nine possible signs we associate a set ZS4” by 
LY (l.o,o)=~\{z=x+yoIxz+xy+y2-x<o}, 
3 (*.o,o)=~\{z=x+ywIx2+xy+y2-x-y<o}, 
3 (o,l,l,=~\~z=x+yolYYJA(x+y<OVx> l)], 
together with 
3 (a&y) = GL%Y.OJ 
Finally, for every finite chain To T, --a T, the Farey set F(T,T, - 
defined by 
F(T,T, . . . TJ = dg;gn TOT,. . . r,), 
where A4,, = T,,T, . . . T,. 
It is now easily verified that 
3~F(T,)~F(T,T,)~~~~~F(T,T, . . . T,,), 
and that 
2=N(M,,)= . . . = NW,& < 3 = N(M,J < -.a < N(M,), 
where n, is the smallest integer (if any) in (0, I,..., n) with Tn, = E, . 
Notice that 
F(E,)= {z=x+yw 
F(E,)= (z=x+yo 
F(E,) = {z =x + yo 
such that 
3 = F(E,) U F(E,) u F(E,). 
Further, it is readily verified that 
F(T,, -a- T,)= ;, F(T, --. T,E,), 
k=l 
T,,) is 
WI 
(2.9) 
(2.10) 
(2.11) 
where k #j in case sgn To . . - T,, = (2,0,0), with the notation being defined 
below. 
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Let the angles in FT(M,), v > n,, be denoted by a,!“). It follows then by 
induction using (2.1)-(2.3) that 
~13 < a:“’ ,< 2~13, aj?, < x/3 if sgn = (l,O, O)j, 
ajU) > 2x//3 if sgn = (2,0, O)j, 
aj21 > n/3 if sgn = (0, 1, l)j, 
where sgn = sgn T,, ..- T,, and we write 
(a, P, y), = & ’ (a, P, Y) with a(a, P, Y) = (y, a, P). 
Since F(T, --- T,,) is clearly convex for 0 < v < n, (it is the intersection of 
two half planes), these angular inequalities now imply that 
F(T,, --. T,.) is convex for 0 < v < n. (2.12) 
Also we observe that 
diam F(T,, a-’ T,.) < 2/\/5 diam FT(M,,) for van,. (2.13) 
Finally we mention that the results about Farey triangles obtained in [ 5 ] 
together with (2.1)-(2.3) give 
LEMMA 2.2; Every nondegenerate Farey triangle contained in 3 occurs 
as FT(M,,) for some finite chain TO T, . -. T, . 
2.4. Chains 
DEFINITION 2.2. A chain is an infinite product 
T,, T, . - ’ T,, . . . (2.14) 
such that TO T, ... T, is a finite chain for each n E IN,, and with the 
additional condition that all three matrices E, , E,, E, occur infinitely often 
in (2.14). 
For a chain (2.14) we use the notation 
M,, = TOT, --a T,,, 
and we associate the Farey sets F,, = F(T, T, . - - T,,), n E iN,. 
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THEOREM 2.1. For any chain (2.14), we have 
where co E Y\Q(i fi). Also 
.‘l.$ py/qy = tl, for j = 1,2,3. 
Proof: It follows from (2.8) that (F,), n E No, is a decreasing sequence 
of Farey sets with F,, c J. By the definition of a chain, there exists a 
smallest number no E No with Tn, = E,, and hence N(M,J -+ co for n + co 
by (2.9). Consequently, by (2.13) 
lim diam F,, = 0. 
“-CC 
This proves Theorem 2.1 except for the assertion that to & Q(i $). 
However, by the additional condition in Definition 2.2, it follows from 15, 
Lemma 31 (withf, = 1, U, = 2n/3) that the inequality 
I to - Pjn%7~n) I < cfi I qj”) I’) - I 
is satisfied for infinitely many different numbers py’/q:“). This proves that 
(0 @ Wfil. 
In connection with Theorem 2.1 we introduce some further notation. First 
we say that chain (2.14) represents t;,, and we write 
The numbers 
k-$‘)/q~“)Iq~“)#O,jE {1,2,3},nEN,} 
are called convergents for chain (2.14). 
Also we notice that T,, T,, , -a. is a chain, and we call 
t, = [T,T,+, . ..I. nEN,, 
the n th complete quotient of (2.14). It follows that 
cl = 4lG+ J to = m,G+ J for all nER\i,. (2.15) 
DIOPHANTINE APPROXIMATION 177 
A simple calculation (cf. [6]) shows now that 
c,;“’ = (\q;“‘1 ]qJ!“)<,, -p;n)])-l = Is’-‘(<,+,) - s’-j(<,+ ,)I, (2.16) 
where 
Let p, IS be the following permutations of (E, , E,, E,): 
P = VW,), CJ = (E,E,W 
Then it follows by Lemma 2.l(viii) and (ix) that 
for any chain lTT,,. 
Two chains are called equivalent (-) if they represent the same number. 
In order to characterize equivalence of chains, we need the notion of an 
equivalence transformation for a chain ZTT,. In fact, whenever a chain 
ITT,, = Z7Ej, has j,O = k, jnO+, =jnO+ 2 =j, jnO+ 3 = 1 for some n, E N,, we say 
that the chain IEJ,, = IIE,” with k, = j, for n < n,, k,O = j, k,,, , = k,o+z = k, 
k n,+3 = j, k, = j, for n > n, + 3 in case k = I (#j), or that the chain 
IXJ,, = IirE,, with k, =j, for n < n,, k,O =j, k,O+, = knO+* = k, knef3 = I, 
k, = j, + k - 1 for n > n, + 3 in case k # 1 (and both #j), is obtained from 
ITT, by an equivalence transformation. 
THEOREM 2.2. Every <,, E 3’\0!(i @) is represented by a chain. Two 
chains are equivalent tf and only tf one can be transformed into the other bv 
successive applications of a finite or denumerable number of equivalence 
transformations. 
Proof. The existence of a chain representing To follows immediately from 
(2.10), (2.11). It is also clear from Lemma 2.l(ii)-(iv) that two chains which 
can be transformed into one another by equivalence transformations are in 
fact equivalent, and it therefore remains to prove the converse of this. 
Accordingly, let 
&,= [T,T, 0.. T,,, ...I = [U,U, ..a U,/..] 
be represented by two different chains with T,, = U, for n < n, and 
T,,, # U,,,. By (2.15), (2.17) we may assume without restriction that n, = 0 
and that 
T, = E,, U, =E,, &E2+=(x+ywIx+y> 1 r\x+;y<jj. 
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A simple calculation shows that 
F((E,E,)” E,) nfl= 0 
F((E&$ EJ,) nz = 0 
F((E2E3)” E;) nz = 0 
for n > 2, 
for n > 0, 
for n > 0. 
As a consequence, one of the following three cases must occur: 
(i) T,T, e.. = (E,E,)” E,E, -.e for some n > 1, 
(ii) T, TI . . . = (E,E,)“E,E, I.. for some n> 1, 
(iii) T,, T, ... = E2E3E, ..a . 
In case (iii) another simple computation shows that in order to have 
&, E*(U) we must have 
(iii’) T,,T, ..a =E,(EjE,)” E:E, ... for some n> 1. 
Now it follows by Lemma 2.l(ii)-(iv) that 
(E,E,)” EjE, = -E,E;(E,E,)“-‘S, 
(E,E,)” J&E, = WWW,)“, 
E2(E3E,)n E;E, = -E,E,(E,E,)“+‘S. 
Hence in all three cases (i), (ii), (iii’), successive applications of equivalence 
transformation will change ZZT,,, so that it coincides with l7U, for n = 0. By 
induction this proves the remaining part of the theorem. 
THEOREM 2.3. Let & E 7\Q(i fi), and let p/q be an irreducible 
fraction with p, q E Z _ 3, q # 0. If 
then p/q is a convergent of some chain representing &. If 
(0 
(ii) 
then p/4 is a convergent of every chain representing &,. 
Proof. When condition (i) is satisfied, it follows from [5, Theorem 31 
that p/q is a vertex in a nondegenerate Farey triangle contained in 3 and 
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containing &. Consequently, the first part of the theorem follows from 
Lemma 2.2 and (2.1 l), (2.12). 
To prove the second part, it remains therefore only, by Theorem 2.2, to 
verify that any convergent p/q of a chain XIT,, representing <,,, and which 
satisfies condition (ii), is also a convergent of any chain obtained from Z7T, 
by a single equivalence transformation. 
Suppose, for example, that I7T,, = IIEj, has j,,O = k, jnO+, =jnO+ z = j, 
jn,+3 = k for some n, E IN,, and that the equivalence transformation replaces 
IIT,, by IXJ,, =IIEk,, where k, = j, for n < n, and n > n, + 3, k,,, = j, 
k = kno+2=k k, +3 
i$‘is then p!“o+ 1) 
= j. The only convergent of l7T, not a convergent of 
n J /4j 7 
Pn,+ 1) and for this convergent we have by (2.16), 
p+” = Is’-j(&+*) -s’-q~,,+*)l 
= Is’-‘([E,E, --a]) -s’-j(ic([EjEk . . . Ej,],))( 
= /[El .**I - K([EI **.]2-j)[ 
<lo-c3l=fi, 
so that pjQ+ *)/qjQ+ I) does not satisfy condition (ii). 
The second possibility for an equivalence transformation is treated 
similarly. 
THEOREM 2.4: Let to E T\O!(i @) be represented by the chain 
TOT, ... T,, 4.. . Then 
c-3(&) = lim su~(l~([T,+, T,,, .+.I) -~OG[T, *.a Toll))D7 
where the lim sup is taken ouer all (n, j) E IN, x { 1,2,3). 
Proof: The result follows from the second part of Theorem 2.3, together 
with (2.16), since it was shown in the proof of Theorem 2.1 that cj”) 2 fi 
for infinitely many (n, j) E N, X { 1,2,3}. 
THEOREM 2.5. Suppose that & E .Y\Q(i fi) is represented by a purely 
periodic chain 
Then 
5, = [To T, .a. T,-71. 
c-,&J) = &VP9 
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where 6 and p are determined by 
= T,T, ... Th-,, 
f(-% Y) =fM(x~ Y> = cx2 + (d - a) xy - by2, 
6=(d-a)‘+4bc, p = min If(pj”), qjn))[, 
the minimum being taken over all (n,j) E {0, l,..., h - 1 } x { 1,2,3}. 
ProoJ The result is a special case of Theorem 2.4 (cf. the proof of [6, 
Theorem 2.71). 
EXAMPLE 2.1. <,, = $( 1 - o + da) has the unique purely 
periodic chain 
E,&T. 
It follows from Theorem 2.5 that 
f(x,Y)=-x2 +(I -w)xy+(-1 +o)y2, 6=-4+30, p= 1; 
hence 
c-,(&J = w  = 1.8988.m. . 
EXAMPLE 2.2. co = i(l + i) has the purely periodic chain 
E,E,GE,E, * 
It follows from Theorem 2.5 that 
j-(x, y) = -( 1 - 2w)(2x2 - 2xy + y’), 6 = -4( 1 - 2w)2, lu=& 
hence 
EXAMPLE 2.3. &, = (-w + d-)/(3 - 4~) has the purely 
periodic chain 
E:(J%E,W~ E:WWd2 E:b%W2)t 
of period 24. The calculation of c-,(&J is much facilitated by the obser- 
vation that 
T n+8 = ST,S-L for nEN,. 
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Hence by a slightly modified version of Theorem 2.5, we get 
= E;(E, E,E$S = 
-1+3w -l-3w 
3-4w 
7(x, y) = (3 - 40) x* + 2oxy + (1 + 3w)1’2, 8 = 32(-2 + w), 
hence 
cc&J = m//T= (32 &13)“’ = 2.0648... . 
2.5. Double Chains 
DEFINITION 2.3. A double chain is a two-way infinite product 
fi Tn, (2.18) 
n=-m 
such that T, T,,,, ... and T,-, Tnp2 .a- are both chains for each n E 72. For 
each double chain (2.18) we define 
t, = [T,T,+, ..-I, rT, = [T,-, T,-, ..-I, n E Z. 
DEFINITION 2.4. A complex binary quadratic form rDO with roots c$, r,, 
is called reduced if there exists a double chain (2.18) with 
6, = [TOT, . ..I. rfo = [T-, T-, ..a]. 
To each reduced form @,, with corresponding double chain (2.18) we 
associate a two-way infinite sequence of forms 
. ..) @ -23 Q-1, @I), @,, Q*,... 
by the recursion formula 
@J ?I+1 =Gno Q,, n E Z, 
where 71, is the linear map associated with T,,. 
It follows from Lemma 2.l(vii) that 0, has roots <,, q,,, where 
t,= [T,Tn+, -..I, ii,, = [T,-, Tn-2 -..I, 
so that each @,,, n E Z, is reduced. 
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THEOREM 2.6. Every complex quadratic form f with discriminant 6 # 0, 
and which represents primitively (in Z-J a number a, with 0 ( 1 a,1 < 
m, is equivalent (with respect to 7 -3) to a reduced form. 
ProoJ By assumption, f is equivalent to a form f. = (a,, &, yO) having 
discriminant 6, with ] 6, ] = ] 6 ], and since f. is equivalent to (a,, o$,,, o’a,,) 
and (a,, (1 - w)&, (1 - o)* y,,), we may as well assume (with a proper 
determination of a) that 
arg fila, E b/3,2rr/31. (2.19) 
We notice that 
dPJ/I%I=dVI%l~~. (2.20) 
We now consider the forms 
fk=(a,,2a,k+p,,a,k2+P,k+yo), kE z-3, 
which are all equivalent to f. and have fk( 1,O) = a,,. Also the roots &, qk of 
fk satisfy the relations 
tk = to - k ?k = ‘lo - k for all kE Z-,, (2.21) 
tk - vk = &da0 for all kE Z-,. (2.22) 
If 
arg fila, E b/3,7421, 
we determine by (2.21) k E Z -3 so that 
tk=xk +ykw with xk, yk E [0, 11. 
Using (2.20), (2.22), it is now easily seen by considering a number of cases 
according to the position of rk that fk is reduced. If 
art3 &/a, E [742,2431, 
we determine k E Z _ 3 so that 
tk=&+y,# -O) with xk,yk E [o, 11, 
and again it can be shown that fk is reduced. 
COROLLARY. Every complex binary quadratic form f with discriminant 
6 # 0 is equivalent to a reduced form. 
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ProoJ It follows from a theorem of Perron [3] that f represents 
primitively (in Z -3) a number a, with 
W%lQmi/~. 
Together with Theorem 2.6 this gives the result. 
For any double chain (2.18) we define 
K = K(ZIT,,) = sup Is’tr,) - s’trJl* 
ncE.jc(1.2.31 
(2.23) 
Two double chains 
lIT,, = ‘IEi, and IlU,, = IIE,, 
are called congruent (E) if 
where h is a fixed integer, and r is any permutation of (1,2,3). Two double 
chains are called equivalent (-) if one is obtained from the other by finitely 
or infinitely many applications of the identities (ii)-(v) of Lemma 2.1. 
It is easily verified that 
I7T, = l7U,, =s K(IlT,,) = K(IIU,), (2.24) 
and that 
l7T, - l7U, * K(l7TJ = K&W,). (2.25) 
Sometimes we shall find it convenient to call two double chains similar if 
there exists a third double chain which is congruent to the tirst and 
equivalent to the second double chain. 
THEOREM 2.7. Let lIT, be a double chain for a reduced form #,, of 
discriminant 6 # 0 and minimum p = pp3(@J. Then 
(A) m/p > WT,,). 
(B) If, in addition, ITT,, is periodic, then 
i@ih = KW’J. 
ProoJ Let @,, = (a,, /?,, , 7,) be the associated two-way infinite sequence 
of reduced forms with roots c&, tf,, given by 
t,= lT,T,+, -*-I, ii,, = [T,-, Tn-* ..a]. 
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Then a simple computation shows that 
VVl/l~~I=I~,-%l7 
~/IY,I = It,’ - ?,‘I = Is-%,> -s-Yr,>L 
dim,+P,+r”I=I(r,- w-oLz- 1)-‘I=IG)-~(~,I. 
Hence 
where 
KPT,,) = DIP *, (2.26) 
iu* =P”,(@o) = &$ {I @,(L O)l9 I @“a l)l, IQp,(L l)l]. (2.27) 
Since p <,u* by (2.27), (A) follows from (2.26). 
The proof of (B) is essentially identical to that of Theorem 2.5. 
EXAMPLE 2.4. Let 
V, = E:(E, E,E,)*S, V, = E;(E,E,E,)* S-‘, 
W, =E;E,E,E,E,E,E,, W, = E:E,E,E3E2E,E,. 
We consider the periodic double chain 
~WWIGWWZ~ u E IN, (2.28) 
which after removal of S, S-’ by Lemma 2.l(ii) has period 16(u + 1). Let 
Kc”) denote the value of K for the double chain (2.28). By the definition 
(2.23) the evaluation of K(“) involves the computation and comparison of 
48(u + 1) values of [S’(C$‘) - s’(qjtu’)J. However, it follows by Example 2.3, 
Theorem 2.7, and (2.24) that 
K(c) = K(vz) = (32 &13)“’ = 2.0648..., 
and hence that 
1 d((F’) - d(t$‘)l < 2.07 
for all but a finite number (independent of u) of values of (j, n) E { 1,2,3} x 
{ 1, L.., 16(u + l)}. In fact, it can be shown by a finite amount of numerical 
computation that I d(<p’) - s’(r,$“‘)l f or each u E N assumes precisely two 
values > 2.07, namely, 
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where the index n (modulo 16(u + 1)) is defined by 
rb”’ = [C w, v W,l, UE N. 
Let 
@Jr’ = (ajtu), a?‘, yr’), n E z, 
be the corresponding chain of reduced forms defined by 
@)Iu’(x, y) = a& - t’,u’y)(x - rlr’y), 
and normalized by the condition 
a:‘([:’ - qr’) = (py, 
where 
8”) = (tr( c IV, vi: W,))’ - 4 > 0. 
By Theorem 2.7(B) we have 
where NiU) = N(ar’), NY’ = N(y’U:). (2.29) 
It can be shown that 
(II) _ a, -- @u+, + 3C,+, + 5D,+, + C-B,,, + 3C,+, + 5D,+,)w), 
Y’“: = - $(-7B,+, + C,,, + 7D,+, + (7B,+, + C,,, + 7D,+,)o), 
N?” = -id%+ 1 + 3(3C,+, + 5D,+ J’), 
N:II) = &(@B:+, + 3(C,+, + 7D,+,)*), 
8’) = :((4A.+, + 7B,+ ,)* - 16), 
where (A ,, , B, , C,, D,) E iN4 are given by 
A, -B,3 I’* = cos ue, C, 3 1’4 - D, 3 ‘I4 = sin ~8, 
with 
(A,,B,,C,,D,)=(l3,8, lQ6), 
the corresponding value of 8 being 0 = 3.6841... . It follows easily that 
A, = +(N” + N-” + 2 cos ul?), B, = $3 -“*(N” + N-” - 2 cos u6), 
C, = i3-“4(NU -N-” + 2 sin uO>, D, = 4 3-“4(NY -N-” - 2 sin u6), 
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where 
N= N(-3 + 40 + (-8 - 8~)“‘) = 13 + 8 x 3”* + 10 x 3”4 + 6 X 33’4. 
Consequently, we get the asymptotic expansions 
NY’ ‘v 13(28 + 16 x 3”*)/(2i03) N*“+* for u-too, 
8”’ - (28 + 16 x 3”*)*/(2”3) N2U+2 for u-,00. 
In particular, it follows from (2.29) that 
so that 
Hence 
KF’ > 2.07 for uEiN, kE {1,2}, 
K(“) = max(KI”), KY’) for uEN. 
Kc”) = (#U)/min(N\“‘, No’))“* for uEN, (2.30) 
and 
lim ~(“1 = lim J$“’ = ((28 + 16 X 3”*)/13)i’* = C* (2.3 1) 
“-CC “‘CC 
As an illustration, we have Table I, so that 
K”’ = K:” = (8398400/1958284)“* = 2.07090625..., 
K’*’ = K\*’ = (24213227232/5649899583)“2 = 2.07016982... . 
Thus, K”’ and K”’ are both greater than c = 2.07016931... . 
In order to describe the values u E N for which KcU) < c, we consider 
(28 + 16 x 3”2) Np’ - 136’“’ = &(u~‘W’+’ + by’ + c~‘N-‘-I), 
TABLE I 
u Au+, B,+, C,,, D,,, 6” N’“’ I Ny 
1 721 416 548 316 8398400 1959724 1958284 
2 38701 22344 29406 16978 24213227232 5649899583 5649964311 
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where 
ay’ = (3”* - 2) cos(u + l)e + (4 X 3”* + 7) sin(u + l)f3, 
b(“) - - - 1 = 4 2 x 3’12 (364 208 x 3”*) sin*(u + 1)0, 
c\‘) = (3’j2 - 2) cos(u + 1)6-- (4 x 31’2 + 7) sin(u + l)cY, 
and 
ay’ = -(55 X 3”* + 98) cos(u + 1)8-- (92 x 3”* + 161) sin(u + l)& 
by’ = 196 + 110 x 3”* - (364 - 208 x 3”‘) sin*(u f I)& 
c~‘=-(55~3”*+98)cos(u+1)B+(92~3”*+161)sin(u+1)B. 
Here 
&Id’ = i),(U)* _ a’U’ct/4’ 
4 k k 
= 52(7 - 4 x 3”‘)* sin*& + 1) e(Ek + 13 sin*(u + l)@, 
where 
E,=360+208~3”*=(A,+B,~3”*)*-1, 
E, = 259752 + 149968 x 3”* = +((A2 + B, x 3”*)* - 1). 
Also 
,y, _ j$U’ = &$U)N”+ 1 + b(U) + c(U)j,-U- I), 
where 
a’“) = cos((u + 1)8 - (7r/3)), b(“) = -1 , P = cos((u + 1>e + (7r/3)), 
and 
&4) = rb(Zd’ 
4 - fP)d~) = sin*(u + qe. 
It now follows that KY’ < c if and only if 
(2.32a) 
or 
t$’ < 0 A - $bp’ - d(kU)“* < @)NU+ 1 < _ fbp’ + &u)W . (2.32b) 
Similarly, KY) < KY’ if and only if 
a(“)N”+’ > 4 + Isin(u + 1)0( (2.33a) 
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a’“’ < 0 A d”‘Nu+’ > f - ]sin(u + 1)13]. (2.33b) 
For all practical purposes it appears that (2.32b) is impossible and that 
(2.32a) is equivalent to up’ > 0 or 
((u + 1142, E 143 0, + 41 (2.34) 
where 
8, = 0.0192... has tan 8, = (3 x 3 “’ - 5)/(3 x 3r” + 5), 
8, = $l - 8, = 2.5987... has tan 8, = (3l/* - 7)/(3 l/2 + 7). 
Similarly, for practical purposes (2.33b) is impossible, and (2.33a) is 
equivalent to aCU’ > 0 or 
((u + 1)8),, E I-746, $4 (2.35) 
Thus, roughly speaking, 
K(U) = KI”’ < c when ((u + l)f?),, E ]$r, 8, + w[, 
Kc”’ = KY’ ( c when ((u + l)S),, E ]$r - 8,) $n[. 
Since the sequence ((u + l)@,, is equidistributed in the interval [0,27r[, the 
subset 
U = { 10, 22, 27, 39, 5 l,..., 247 ,... } c N 
of integers u with Kc") < c has asymptotic density 
& + /3,/z = 0.0894... . 
The smallest value u satisfying 
K(U) < ,y’ = K(U) < c 1 
is u = 247. Numerical computations show that 
~3”~’ = 1155 81750 26100 59821 87963 09058 48762 24480, 
Nil"= 269 69788 00048 99252 24463 56495 47582 55759, 
N;"' = 269 69788 00048 99252 25569 02169 51465 99399, 
~c'o'/N~lo' = [4, 3, 1, 1, 179, 1, 1, 3, 3, 1,44, 3, 1, 3, 716, 1, 6, l,... 1, 
~clo)/N~'o' = [4, 3, 1, 1, 179, 1, 1, 3, 3, 1,44, 3, 1, 3,662, 2, 1, 3 ,... 1. 
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Thus since 
c2 = (28 + 16 fi)/13 
= [4, 3, 1, 1, 179, 1, 1, 3, 3, 1,44, 3, 1, 3, 720, 3, 1, 3,44, 1, 31, 
we have 
Similarly, 
6’22’=38119 23226 70470 27515 76767 43756 61885 77816 
99019 43595 93180 75382 29858 79154 43595 12672, 
N\22’= 8894 72265 87425 56395 95511 45741 60018 28878 
52723 25519 43982 92661 02146 74376 15163 17143, 
N;22’= 8894 72265 87425 56395 95511 45741 60018 28878 
65675 34720 01504 40016 42033 27356 11171 11151, 
c~(**)/N\~~’ = 14, 3, 1, 1, 179, 1, 1, 3, 3, 1,44, 3, 1, 3, 720, 3, 1, 3,44, 1, 
3, 3, 1, 1, 179, 1, 1, 3, 3, 1,44,4, 1, 1,3 ,... 1, 
dc22)/N;22) = [4, 3, 1, 1, 179, 1, 1, 3, 3, 1,44, 3, 1, 3, 720, 3, 1, 3,44, 1, 
3, 3, 1, 1, 179, 1, 1,3,3, 1, 39, 1, 1, 11.1.1. 
Thus, 
KS**’ < K\2*’ = Kc**’ < c. 
3. THE MARKOFF AND HURWITZ SPECTRA IN Q(ifl) 
3.1. Double Chains IIT,, with K < c 
Throughout this section we deduce restrictions on a double chain IIT,, in 
order to satisfy the condition K < c by the following two principles: 
(1) Let 
CT,, = [T,,T,,+, -+.I, ‘I,, = [T,-, T,-, -.-I; 
then by Theorem 2.1 
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for all h, k E N,. However, by the definition (2.23) of K 
lr,-?“I<K<c, 
so that 
for all h, k E N, ; here d denotes the Euclidean distance between the two sets 
involved. 
(2) If by principle (1) we have excluded a product U,, + . . . 
un-1 utlun,, *** Utl,h-1 from appearing as a subproduct in Z7T,,, then by 
(2.24), (2.25) any product congruent or equivalent to it is also excluded as a 
subproduct of Z7T,. 
Principle (2) will be used throughout and mostly without explicit reference. 
The proof of the following lemmas involves a great number of very 
accurate computations of distances between one Farey set and the complex 
conjugate of another. All these computations were made by the aid of an 
electronic computer, and use was made of the convexity of Farey sets. 
LEMMA 3.1. (E,E3)3 is impossible. 
ProojI d(F((E2E3)3), P(Z)) > c. 
LEMMA 3.2. E, E, E, E: E, is impossible. 
ProoJ d(F(E, E, E,E: E,), F(Z)) > c. 
LEMMA 3.3. E, E: E: E, is impossible. 
Proof: E,E:E;E, - E,E,E,E;E,; thus the result follows from 
Lemma 3.2. 
LEMMA 3.4. E,E,E:E: is impossible. 
Proof: In . . . Y, Y,E,E,E;E: --a we must have Yi = E, by the definition 
of a double chain and Lemma 3.2. However, 
d(F(E,E,E;E;), P(E, Y2 Y, m-e)) > c 
for Y,Y, . . . =E3, E,-%, -f&E,, E,E,E,, E&E,, E,E,E,E,, E&E,, 
E,E:E,, E, E, E,E,. This proves the lemma by the definition of a double 
chain and Lemmas 3.1-3.3. 
LEMMA 3.5. (E,E,)* Ez is impossible. 
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Proof: (E,E,)* EGE, ... - E,E,EiE:E, ..m; thus the result follows from 
Lemmas 3.2 and 3.4. 
LEMMA 3.6. E:E:Eg is impossible. 
Proof. In Y,E:E:E:X,X2 ..a we must have X, = Y, = E, by the 
definition of a double chain and Lemma 3.3. However, 
d(F(E;E;E;E,X,X, ..a), &E,)) > c 
for X,X, ... = E,, E,E,, E,E,, E,E,E,, EZE,E3, E,EgE,, E,E:E,. This 
proves the lemma by the definition of a double chain and Lemmas 3.2-3.5. 
LEMMA 3.1. Any subproduct with factors E,, E, has length <5. 
Proof: By Lemmas 3.1-3.6 we need only exclude E,E,E:E,E, and 
EgE,E,E:. However, E,E,EgE,E, - Ez E: E:, and so is excluded by 
Lemma 3.6. In E:E,E2E:X, .a* we must have X, = E, by Lemma 3.2; thus 
this possibility is also excluded by Lemma 3.6 since 
E;E3E,E;E, ... - E;E;E;E, me.. 
LEMMA 3.8. (E, E,)’ E, is impossible. 
Proof: d(F((E,E,)* E,), F(E, Y2 Y, e+.)) > c for Y2 Yj +~a = E,, E,E,, 
E,E,, E,E,E,, E,E,E,, E:E,, E,E,E,4, E&E,, J%J$% E,E,W,, 
E:E, E,. This proves the lemma by the definition of a double chain and 
Lemma 3.7. 
LEMMA 3.9. E, E, E, E: is impossible. 
Proof: d(F(E2E,E2E:E,X2X3 e+.), F(E,)) > c for X,X, ..a =E2, E,E,, 
E, E,, E, E, E,, E, E, E,. This proves the lemma by the definition of a 
double chain and Lemma 3.7. 
LEMMA 3.10. Any subproduct with factors E,, E, has length < 4. 
Proof: By Lemmas 3.7-3.9 we need only exclude E,E,E:E, and 
E2 E* E 2 3 2’ However 9 
E,E,E;E, - E;E;E, - E,E;E;, 
and 
E 2 E2E2E 3 2 1”’ - E,E,E,E;E, ..a, 
so that both possibilities are excluded by Lemmas 3.7 and 3.9. 
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COROLLARY. Yi E, Y3 Yz Y, E, Xi and Y, YJ Y, Y, E,X: are impossible 
when X, , Y, ,..., Y, E {E, , E, }. 
Proof Infact a.. Y~E,Y3Y2Y1EIX:...~...E:Y4Y3YZY,X1E:... and 
Y4Y3Y2Y,EIX:...-YqY3Y2Y,XIE:.... 
LEMMA 3.11. (E,E,)’ can occur only in the context Ef(E,E,)’ Ef . 
Proof: d(F(E,E,)‘E,X,X, . . .), F(E, Y2 Yj ,..)) > c for each of the 15 
combinations of X,X, . -a =E2, E,E,, E,E,E, and Y,Y, . ..=E3. E,E,, 
E,E,, E, E,E,, E,E, E,. It follows therefore by Lemma 3.10 and its 
corollary that X2 = E, , and so by congruence also Y, = E, . 
LEMMA 3.12. E,EiE, can occur only in the context EfE,E:E,Ef . 
Proof: In ..a Y2Y,E2E~E2X,X2 .a. we must have X, = Y, = E, by 
Lemma 3.10. Using congruence and the fact that E,E:E, - E, E: E,, we 
need only exclude the possibility X2 = E,. However, 
d(F(E E2E E E X X mm.), F(E,)) > c 2321234 
for X,X, a.- =E,E,, E,E,E,, E:E,, E,E,E,E,, E:E,E,, E,E,E:E,, 
E:EfE,, E:E, E,E,. By Lemmas 3.10 and 3.11 and the corollary to 
Lemma 3.10, it therefore remains to consider the possibilities 
x,x, *** =E,E;E,E, .a. -E,E;E,E, ..a, 
and 
x,x, *a* =E,E:E, ..a -E,E;E, ..‘. 
However, 
d(F(E2E;E,E,E2X,X4 . ..). F(E, Y, Y3 e-e)) > c 
for each of the 20 combinations of X,X, . . . = E, E:E, E,, E, E:E, and 
Y, Y3 *. . = E,, E,, E,E,E,E,, E~&&J%, E,EzEjE,Ez, E,E,E:E,- 
E,E,E:E,, E,E,&E,Ej, E,E,E,E,E,E,, E,E,E:E,E,NE,E,E:E,E,, 
E, E, E, E, E, E, . By Lemma 3.10 and its corollary, this proves Lemma 3.12. 
LEMMA 3.13. E,E: E, occurs only in double chains equivalent to 
E,E,E:E,Ey. fn this case K = 2. 
Proof: In . . . Y,Y,E,E$E,X,X, .a. we must have X, =X2 = Y, = 
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Y,=E, by Lemma3.12. IfX,=E,, thenX,=X,=E, by Lemma3.12. If 
X, = E,, then since 
... E,E:E,E;E,X,X, .a+ - ..a E,E;E,E;E,X,X, ..a 
we must have X, = X, = E, by Lemma 3.12. By proceeding in this way in 
both directions, the result follows. The value of K(E, E,E:‘E,E,) was found 
in Example 2.2. 
COROLLARY. E:E, E: is impossible. 
Proof: Use equivalence. 
LEMMA 3.14. (E, E,)’ is impossible. 
Prooj In ... Y2 Y,(E,E,)‘X,X, -a. we must have X, =X2 = Y, = 
Y, = E, by Lemma 3.11, and hence X, =E2, Y3 =E, by Lemma 3.13. 
However, 
d(F((E2 E,)’ E: Ed), F(E: E, Y4 Y, a.*)) > c 
for Y,Y, ..+=E3, E,E,, E,E,E,, E2E,E3, E,EiE,-E,E:E,, 
E,E, E,E,. By Lemma 3.10 and the corollaries to Lemmas 3.10 and 3.13, 
the only possibility remaining is Y, Y5 a-. = E, E,E, E, --a. By congruence 
x,x, ‘.. = E, E, E, E, .-.; however, 
d(F((E,E,)‘E: E,E,E,E,E,), @:E,E,E,E,E,)) > c. 
COROLLARY. E,E,E,E,E:, EiE,E,E,E,Ei, E,E,E,E,E,E,E: are 
impossible. 
Prooj Use equivalence. 
LEMMA 3.15. E:(EfEzE:)2 Ei is impossible. 
ProoJ d(F(E$EfEiE:EfE,), F(E:EfE:E,)) > c, and by Lemma 3.10 
this proves the result. 
COROLLARY. E:(E:EiE:)2 E,E,E: is impossible. 
Proof: Use equivalence. 
LEMMA 3.16. E, E,E:E:E, E, is impossible. 
Proof: d(F(E:E:E,E,), P(E,E, Y, Y2 ..-)) > c for Y, Y2 -a- =E,E2E3, 
E2E,E3, E:E,E,, E,E,E,&, E,E:E,, I&E,&&, E:E,& E:E:E,, 
E,E, E:E,, EsE,E,E,. Using equivalence, Lemmas 3.10, 3.13, 3.14, and 
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their corollaries, we must have Y, Y, a.. = EfE,E,E, e-s. Similarly, 
x,x* *** =EfE,E,E, ... so that . . . Y,Y,E,E,E:E;E,EZXIX2 ..a = 
. . . E,E,E,E;E,E,E2E2E E E2E E E a.. - ... E,E;(E;E;E;)2E;E, em+. 2 3 I 2 1 3 1 2 
This is impossible by Lemma 3.15. 
COROLLARY. El E,E:E,E,E,E, is impossible. 
Proof: Use equivalence. 
LEMMA 3.17. EzE,E,EgE:E,E, is impossible. 
Proof: In m-w Y,Y,E:E,E,E~E:E,E,X,X, a-- we must have Xl =E2, 
Y, = E, by Lemma 3.10 and its corollary. However, 
d(F(E;E:E,E,E,), F(E,E3E;E, Y2 Y, mm.)) > c 
for Y, Y, -we =E3, E,E,, and 
d(F(E;E;ElE3E2X2X3 es.), &E,E,E;E,E2E,)) > c 
for X,X, -+. = E, , El E,, El E, , E,E, . This proves the lemma in view of 
Lemma 3.10, its corollary, and Lemma 3.13. 
COROLLARY. E2E 2 1 E 2 E2E 3 1 E 3 E 2 E 3 and E2E 2 1 E 2 E 3 E I E2E2E 2 3 1 E 3 are 
impossible. 
Proof: Use equivalence. 
LEMMA 3.18. If E:EgE:E,E, ... occurs, it is equivalent to 
E2E2E2E E I 2 3 1 2 **** 
Proof: In ... Y,E:E~E~E,E,X,X, -+- we must have X, =E2, Y, =E, 
by Lemma 3.10, and X2 = Ej, say. However, 
.a. E E2E2E3E E E E.... - ... E 3123132~ E2E E E2E2E E 2 3 1 2 1 3 2 j”’ 
N . . . E E2E E E2E2E E. . . . 
2132132~ 
E a.. ElE;E3E,E;E;ElE-j.... 
By Lemmas 3.16 and 3.17, E-, # E,, E, ; hence E., # El, E, . Hence 
X2 = E,, and this gives the result by equivalence. 
LEMMA 3.19. Ei(E:E:E:)2 is impossible. 
Proof: By Lemmas 3.10, 3.15, 3.18 we must have 
‘1. E:(E;E;E;)2 ... - a.. E,E2E;(E;E;E:)2 E,E, vs.. 
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However, 
d(F(E:E;E;E;E,E,), &E;E;E;E,E,)) > c. 
LEMMA 3.20. (E:E:Ei)2 is impossible. 
ProoJ By Lemmas 3.10, 3.18, 3.19 we must have 
. . . (E:E;E;)2 . . . - .-. E,E2(E;E;E;)2 E,E, .a.. 
However, 
d(F(E;E;E;E,E,), &E;E;E;E,E,)) > c. 
COROLLARY. Ef Ef E:E:Ef E,E,Ez is impossible. 
LEMMA 3.21. EGE:EfEiE: is impossible. 
ProoJ By Lemmas 3.10, 3.18, 3.20 we must have 
. . . E2E2E2E=E2 . . . 2 3 1 2 3 - a-. E,E,E;E;E;E;E;E,E, e-e. 
However, 
d(F(E;E;E,E,), F(E:E:E;E,E, Y, Y2 --a)) > c 
for Y, Y, ‘a- =E,E,, E2E,, EgE,. This proves the lemma in view of 
Lemmas 3.13, 3.14 and the corollaries of Lemmas 3.10, 3.14, 3.20. 
LEMMA 3.22. E:E:EiE: is impossible. 
Proof. By Lemmas 3.10, 3.18, 3.21 we must have 
..a E;E:E;E; .a. - ..- E,E,E;E;E;E:E,E, -a-. 
However, 
d(F(E;E:E,E,), F(E;E;E,E,)) > c. 
COROLLARY. E:E:E,E,E:, E:E,E,E:E,E,, E2E2E E E E E2 2312lf I 
(j = 2, 3), are impossible. 
LEMMA 3.23. E:EgE: is impossible. 
ProojI By Lemmas 3.10, 3.18, 3.22 we must have 
. . . E2E2E2 . . . - .,. I 2 3 YZY,E2E3E;E;E:E,E2X,X2 .s-. 
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Here X,X, a.. Z-E:, E,E,, E,E,E:, (EpQ2, E&E,, E,, E,E,, E:E, by 
Lemmas 3.13, 3.14, and the corollaries of Lemmas 3.10, 3.14, 3.22. 
Analogously, Y, Y2 a.. f E:, E,E,, E&E:, (EJ,)*, E&E,, E,, E,E,, 
Ei E, . However, 
d(F(E;E:E,E,X,X, -..), F(E:E,E, Y, Y, a--)) > c 
for each of the 9 combinations of X,X, . e. = E, E, E, E,, E, E, E, , E, Ei E, 
and Y, Y2 .a. = EiE,, E, E,, E3E,. Consequently, X, = E, and X2 = E, or 
X,X, = E, E, and by analogy Y, = E, and Y, = E, or Y, Y, = E, E,. 
Now X,X,X, . . . = E, E: . . . - E, E: . . . was excluded above and 
X,X,X,X, # (E, El)* by Lemma 3.14. Also 
d(F(E;E;E,E2E3X2X3 v-s), F(E;E3E2E, Y,Y, -a-)) > c 
for X,X, ... = E, E,, E, E, E, and Y, Y, ... = E, , E, E, . Consequently, 
X,X,=E,E, or X,X,X,...=E,E:...-E,E:..., so that wemay.assume 
that X,X, = E, E, . Analogously we may assume that Y2 Y, = E,E3. 
Now X,X, .-. #EIE,, E,E,E,, E,E2E3 by Lemmas 3.10, 3.16, 3.17; 
hence if X, = E,, we can assume by Lemmas 3.10, 3.18, 3.22 that 
x,x, *** = E, E:E, E, . However, this possibility is excluded since 
d(F(E*E*E E E~E*E~E E ) F(E;E,E,E:E,)) > C. 2312312319 
Therefore, X, #E,, and analogously, Y,, #E,. Also X, = E, and, 
analogously, Y4 = E, are impossible by the corollary to Lemma 3.22, and 
hence X, = Y,, = E,. Now X5 = E, or Y, = E, is excluded by the corollary 
of Lemma 3.13. Since 
d(F(E;E:E,E2E:E,E2E,), P(E;E,E,E;E,E,)) > c, 
we must have X, #E,. Hence X5 = E,, and by analogy Y, = E,. Now 
X, = E, is excluded by the corollary to Lemma 3.14. Since 
d(F(E;E:E,E,E;E,E,E,E,), F(E;E3E2E;E3E2E,)) > c, 
we must have X, #E,, and hence X, = E,. Then X,X,X, ... = E,Es ..a - 
E,E; se., which was excluded above. This proves Lemma 3.23. 
COROLLARY. EZE, E, Ez is impossible. 
LEMMA 3.24. E, E, Ez E: E, E, is impossible. 
ProoJ In a.. Y YE E E2E2E E X -a- 2 1 3 1 2 3 1 3 1 we must have X, = E, and 
y, y2 --a #Et, E,E,E:, (JW,)~, E&E,, E,E,, (E2W2, E,E,E:, E:, 
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E, E,, E, by Lemmas 3.10, 3.13, 3.14, 3.17, and the corollaries of Lemmas 
3.13, 3.14, 3.17, 3.22. However, 
d(F(E;E:E,EJ$), P(E,E, Y, Yz e..)) > c 
for Y,Y, ... =E,E,E,E,, E,E:E,-E,EiE,, E,E,E,, EzE,EzE,, 
E, E, E,. This proves Lemma 3.24. 
LEMMA 3.25. E:E: is impossible. 
Proof In .+ - Y, Y, E:E:X, X, ..a we must have X,X,X, = E, E, Ez and 
Y, Yz YJ = E, EzE3 by Lemmas 3.10, 3.16, 3.23, 3.24. Now 
. . . Y, Y,,E,E,E,E;E;E,E,E, ..a - .‘. Y5 Y,E,E;E; .... 
so that Y4 Y, = E, E, by the argument above. A continuation 
argument therefore yields that 
of this 
... Y Y E2E2X X 2 I 2 3 I 2”’ -E2E,E2E,E;E;E,E,EIE,. 
However, this possibility is excluded since 
d(F(E:E:(E, E&E,)‘), F(E, E,E,E,)) > c. 
COROLLARY. E, E, E: is impossible. 
LEMMA 3.26. Any subproduct with factors E,, E, has length <3 unless 
the double chain is equivalent to 
WW:EA 
Prooj The result follows by Lemmas 3.10, 3.13, 3.14, 3.25, and the 
corollary to Lemma 3.25. 
LEMMA 3.27. E,E, E, occurs only in the contexts E,E,E,E,E: or 
E;E2E,E2E,. 
Proof. In ... Y,Y,E,E,E,X,X, .a. we must have X, = Y, = E, by 
Lemma 3.26, and we assume that X2, Yz # E, . NOW 
d(F(E,E,E,E,X,X, .a.), p(E, Y,Y, . ..)) > c 
for each of the 169 combinations of X,X, ..q, Yz Y3 a.. E {E2E3E,E2E,EJ, 
E,E,E,E;E, - E,E,E,E;E,, WW,&E,~ UW, E,E, 7 
E,E,E,E,E,E,, E,E,E,E,E,, E,E:E,E,-E,E:E,E,, E,E,E>E,E,, 
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WV% -E,E,E:Ep E,E,E,Ej, E,E,E,E,E,, JW,E,E,, &E&l 
with the exceptions X,X, e.. = E,E,E,E,E,E, and Y, Y3 ... E 
(E2 E, E, E, E, E, , E,E, E, E, E, , E, E, E, E, E, } and the symmetric ones. By 
Lemma 3.26, the corollary to Lemma 3.14, and our assumption, the 169 
combinations cover all cases; hence, in particular, X, = Y, = E,. This shows 
that X,X, .s. or Y2 Y, ... equals E,E3E,E2E,E, = ESE,E2E,E,E,. 
However, it has just been established that E, E, E,E,E,E, is impossible. 
This contradiction proves the lemma. 
LEMMA 3.28. The only double chains without squares Ej are E, E, E, 
and E, E, E, . For these chains K = $6 
Prooj This follows from Lemma 3.27 and Example 2.1. 
In order to describe those double chains with K < c which are not similar 
to E, E, E, or E, E, E: E, E, , we have to introduce a special notation. Thus a 
signature is a (finite, one-way infinite or two-way infinite) sequence 
where 
I,=n,lii, 00,s with m,nE IN, m>4, 
and with the provisions that 5 can occur only as first element in (A,) and 
that co can occur only as first or last element in (A,), while no element n or 
rii can be an initial or a tinal element in (A,). 
With each signature (,I,) we associate double chains 
where 
Here E, = f 1, and all indices are reduced modulo 3. Also for each relevant r, 
the last factor in l7,-, equals the first factor in l7,, while the second last 
factor in l7,-, is different from the second factor in II,. 
Evidently the only freedom in associating a double chain to a given 
signature is the choice of (say) E,O E {E,, E,, E,) and E, E (-1, I}, so that 
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each signature defines precisely six congruent double chains. For example, 
E, E, E, E, E:E, E, E, is associated to (Z,, co), while 
E'E E E'E E E E E;E3E2E:E,E,E,E, 3 1 2 3 1 2 3 2 
is associated to the periodic signature (..., 2,4, 2,1? ,.., ). 
It is now an immediate consequence of Lemmas 3.26-3.28 that each chain 
with K < c and not similar to El E,E, or El E,E: E,E, is equivalent to a 
chain associated to a certain signature (A,). In the following we shall find a 
number of necessary conditions on a signature (A,) in order that the 
associated chains may satisfy K < c. 
LEMMA 3.29. A,+ 1,2,4,4. 
Proof. This follows from the corollaries of Lemmas 3.13, 3.14, 3.23. 
LEMMA 3.30. A, z 5,% 
Proof. In fact, A, # 5 follows by Lemma 3.29 since 
d(F(E’E 2 3 E I2 E E 3 E 12 E*E 3 E 12 E E) 39 ~(E,E,Y,Y, -.a))>~ 
for Y, Y2 ... =&E,E&E,, EP,EJ:E,EJJp E,E,E,E:&E, 
E,EJ3E, 9 J%~:EJ,W% EE'EEEEEE 2 1 3 2 3 1 2 39 E,E,E,E,&, 
ElE2E3E:E2E3. 
Using that Are1 # 5, we obtain similarly A, f 5, since 
d(F(E% E E E E EWE E E E) ~(E,E,Y,Y,...))>~ 2 3 12 3 2 13 2 137 
for Y, Y2 . . . =E,E,E,E,E,E,, E,E,E,E,E:E,E,, &E:E,EJ,Ej, 
E E2E E E E E E ElE2E3ElE,,ElE2E3E;E2E3. 2 1 3 2 3 I 2 39 
LEMMA 3.31. I, # 3. 
Proof. Using Lemmas 3.29-3.30 we can conclude I, = A,, , = A,, z = 3 
since 
d(F(E2E E E EWE E E E,X~X~X~),~(E~E~E~E;E~E~E,E~E~E,))>C 2 3 I 2 3 1 2 3 
for Xl X,X, = El E, E,, E, E, El. Therefore, &. = A,, , = 3 is excluded, since 
d(F(E~E3E,E2E~(ElE~E,)2El),~(EIE3E2E~E3E2Y,Y2~~~))>c 
for Y, Y2 ..a = El E, E, El E,, E, El E, E, El. Finally, 1, = 3 is excluded, 
since 
d(F(E~E,E,E,E~(ElE2E,)2El),~(E,E3y,y2 a--))> c 
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for Y, Y, a-- = (E,E,E,)*, E,E,E,E,EfE,E,, (E,E2E3)*, E,E,E, 
E, E; E, E, . 
LEMMA 3.32. If 1, = n, where n > 6 (incl. co), then ,I,+, = 6,6. 
ProoJ Using Lemmas 3.29-3.31, this follows from 
d(F((E2E3E,)2~2x,x2 . ..).F(E,E;(E,E,E,)~E~~,~~ -.)) > c 
for each of the 8 combinations of X,X, --- = E2E3E,, E:E,E,, E,EfE,E,, 
E,E,E, and Y, Y, ..- = E,E,E,, E,. 
LEMMA 3.33. (A,, ,I,.+ ,) = (6, n) and (6, fi) are impossible for n > 7 (incl. 
co)* 
Proof: Using Lemmas 3.29-3.31, this follows from 
d(F((E*E,E,)* E,X,X, -), F(E,E*E E E E E E E*E E )) > c 3212312312 
for X,X, ..-=E2E3E,, W:@AE,)* ~52 9 W:(EJ,W2 E29 
E,E,E:&E,, &E,E,E:(E,EJ,)* E, 3 EJ,EJ:&EJz)*E,~ 
E, E, E, E, Ef E, E, , (E, E, E,)* together with 
d(F((E,E,E,)* E,E:E,E,), G(E,E:E,E,E,E,E,E,E;E,E,)) > C. 
LEMMA 3.34. (,-II, A,+ ,) = (7, ri) is impossible for n = 7, 10, and n > 12. 
Also (A,, I,+ ,) = (7, CO) is impossible. 
Proof: Using Lemmas 3.29-3.32, this follows from 
d(F(E2E3E,E2E,X,X2 .a.), &E,E:E,(E,E,E,)* E;E2(E3E2E,)*)) > c 
for x,x, **a = E,E:(E,E,E,)* E,, J%%%E,E:(E,E~E,)* E3, 
E,E,E,E,E,E,E:(E,E,E,)* E2, (E,E,Ed* 4E:(W,E,)* E, 9 
(E, Wd* El E3 E:(El E3 E2)2 E, 7 VW,Ed3 E, e 
LEMMA 3.35. (A,., I,, ,) = (8, 5) is impossiblefor n > 7. Also (A,., A,+ ,) = 
(8, a)) is impossible. 
ProoJ Using Lemmas 3.29-3.32, this follows from 
d(F(E,E,E,E,E,X,X, -a.), F(E,E;E,(E,E,E,)* E,E;E3(E,E3E2)*)) > c 
for X,X, ..+ = E,E:(E,E,E,)* E,, E,E,E,E:(E,E,E,)* E,, E,E,E,E,E: 
(E,E,E,)*E,, E,E,E,E,E3E:(E,E,E,)*E,, E,E,E3E,E,E,E:(E,E,E,)* 
E,, (E, E, E$ E, E,, together with 
d(F((E,E,E,)* W%E,), %%E:E,(E,E,E,)* W%WJ) > c. 
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LEMMA 3.36. (&,Ar+,)= (- -) m, n is impossible for m >, 9 (incl. o(l) and 
;r==J,:)lO, and n > 12. Also (I.,, A,.,,) = (fi, a~) is impossible for m >, 9 
. . 
Proof: Using Lemmas 3.29-3.31, this follows from 
d(W,E3E,EzEJ,Xz .*a), ~(E,E:E,(E,E,E,)3)) > c 
for X, X, 1.. =W:(W,EJ2E3, J’V&W:(E,E,E,)~E,, E,E,E,E,E: 
(WzE,)2 E,, E,E,E,E,E,E,E:(E,E,E,)ZE,, (E,E,E,)* E,E,. 
LEMMA 3.37. (,I,, A,+ ,) = (11, 11) is impossible. 
Proof: d(F((E,E3E2)3E3E;E2E,), ~(~,E:E,(E,E,E,)~E,E:E,E,))>C. 
LEMMA 3.38. Only 1, = 6, 6 is possible. 
ProoJ: It follows by Lemmas 3.29-3.3 1 that A, = n, fi is possible only for 
n > 6 (incl. 00). It follows therefore by Lemmas 3.32-3.36 that L, = 00 
cannot be the final element in a signature, since no A,_, can be found. 
Therefore, by the symmetry relation K(IIT,,) = K(J7T-J, 1, = co, 5, cannot 
occur as initial element in a signature. Altogether, only A,. = n, ff with 
6 < n < co is possible. Now it follows by Lemmas 3.32-3.36 that 1, = ii is 
impossible for n = 7, 10 and n > 12, since no I,-, can be found. By the same 
argument A, = 9 would require J.. i = ?, which was just excluded. Therefore, 
& = 11 would require A,- i = 1 I, a possibility excluded by Lemma 3.37. 
Similarly, A,. = 8 is seen to be impossible, since no A,-, can be found. 
Altogether A, = 6 is possible only with n = 6. Finally, A, = n is impossible 
for n >, 7, since no Ar-i can be found by Lemmas 3.32-3.33. This proves the 
lemma. 
LEMMA 3.39. 1, = A,+, = 6 is impossible. 
ProojI Using Lemma 3.38 it follows successively from 
d(F(E,E,E,E,E,E:E,E,E,E,E,E,E:E,E,), 
~(E,E:E,E,E,E,E,E,E:E,E,E,E,E,E,E:E,E,)) > c, 
d(F(E,E,E,E,EzE:(E,E,E,)* E:(E,E,E,)* 41, 
@,E:E,E2E,E3E,E,E;E2E,E2E3E,EZE:E,Ez)) > c, 
d(F(E,EjEzE,EzE:(E1EzE,)* E:(E,E,E,)2 E,), 
~(E,E:E,E,E,E,E,E,E:(E,E,E,)* E:E,&)) > c, 
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that we can exclude the possibilities A,-, = A, = A,+ r = A,,, = 6, A,-, = II, = 
1 r+, = 6 and Jr+* = 6, A,-, = Ar+* = 6 and 1, = I,.,, = 6. This proves the 
result. 
LEMMA 3.40. The signature (..., 6,,, 6, 6,*, 6,6 “,,...) is impossible for 
u,>u,,~,~u,andforu,~u~,u,>u,. 
Proof: One of the six associated double chains would be 
with the abbreviated notation of Example 2.4. By choosing the indices n, 
so that 5, = [ c*Wz GJ -.-I, one now shows that 
under the assumption u, > ur, u3 > u2 or u, > u2, uj > ur. It follows by 
(2.23) that K > c, and this proves the lemma. 
THEOREM 3.1. A double chain has K ( c tf and only tf it is similar to 
one of the double chains 
(9 E,E,&, 
(4 E, E,E:E,E,, 
(iii> E%W2&)2 E@2&E,)2 J%&EJ~)~~ 
or is similar to a double chain having periodic signature of the form 
(iv) (..., 6, 6,, 6, 6,, 6, 6 “,... ), 
where 6, means 6, 6,..., 6 with u copies of 6, and u E U = { 10,22, 27 ,...) as 
described in Example 2.4. 
For the double chains (i)-(iii), K has the values 
m, 2, (32 \/5/13)“2, 
respectively. For the double chains (iv), the value of K was described in 
Example 2.4. 
Proof Let ITT, be a double chain with K < c. By Lemmas 3.27, 3.28, 
3.38 either IZT,, is similar to (i), (ii) or is associated to a signature (A,) with 
1,.=6,6forallrEZ.Ifno1 r = 6, L!T, would be similar to (iii). If precisely 
one A, = 6, we would have 
K(lTT,) = lim KC”) = c 
U-100 
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by (2.31), so this possibility cannot occur. If Iz, = 6 for at least two different 
values of r, then necessarily (A,) is of form (iv) by Lemmas 3.39-3.40. The 
result now follows from Examples 2.1-2.4. 
3.2. The Main Theorem on the Markoff Spectrum 
THEOREM 3.2. Let f = (a,& y) be a complex binary quadratic form with 
discriminant S(f) # 0. 
(A) V 
then f is equivalent to a multiple of one the forms f, , f2, f3, f,, u E U, or their 
complex conjugates, where (cf Theorem 2.5 and Example 2.4) 
fi =&E*E, =(-I, 1 +w,-1 +o), 
fi = (-1 + w-lfE,E*E~E*E, = (2, -2, I), 
f3 =fE~w,E,E,,u = (3 - 4w, 2&l, 1 + 30), 
fu =f”y w, y W2’ u E u. 
(B) Conversely, 
A(fi) = fi, wi) = 27 A(f,) = (32 fi/13)“2, 
A(f,) = KC”) = (G(“‘/min(N:“), Mj@))‘/‘, u E u, 
are all <c. 
Proof: In view of Theorems 2.3, 2.6, and 2.7, Theorem 3.2 is merely a 
restatement of Theorem 3.1. 
3.3. The Main Theorem on the Hurwitz Spectrum 
THEOREM 3.3. Let { E c\Q!(i @). 
(A) If 
c-,(t) < c9 
then r is equivalent to a root of one of the forms f,, f2, f3,fu, u E U, or their 
complex conjugates. 
(B) Conversely, c-,(r) has the value 
m, 2, (32 &3)“*, 
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when < is a root of fi , f2, f3, repxtiveh while 
c-&) = P) = (S(“)/min(N(Ip), NY’)) 1/Z < c, u E u, 
when r is a root off,. 
Proof: The result follows from Theorems 2.4, 3.1, 3.2. 
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