We present a numerical analysis of solutal buoyancy effects on the shape and the velocity of autocatalytic reaction fronts, propagating in thin tilted rectangular channels. We use two-dimensional ͑2D͒ lattice BathnagarGross-Krook ͑BGK͒ numerical simulations of gap-averaged equations for the flow and the concentration, namely a Stokes-Darcy equation coupled with an advection-diffusion-reaction equation. We do observe stationary-shaped fronts, spanning the width of the cell and propagating along the cell axis. We show that the model accounts rather well for experiments we performed using an Iodate Arsenous Acid reaction propagating in tilted Hele-Shaw cells, hence validating our 2D modelization of a three-dimensional problem. This modelization is also able to account for results found for another chemical reaction ͑chlorite tetrathionate͒ in a horizontal cell. In particular, we show that the shape and the traveling velocity of such fronts are linked with an eikonal equation. Moreover, we show that the front velocity varies nonmonotonically with the tilt of the cell, and nonlinearly with the width of the cell.
I. INTRODUCTION
Autocatalytic reaction fronts between a reactant and a product may propagate as solitary waves, namely, at a constant velocity and with a stationary concentration profile, resulting from a balance between molecular diffusion and chemical reaction ͓1-5͔. In most systems, the fluid left behind the front has a different density, leading potentially to buoyancy driven flows and instabilities ͓6-8͔. The density contrast is also responsible for the variation of the velocity of an autocatalytic reaction front with the inclination of the tube ͓9͔. This buoyancy driven effect was recently revisited with 2D numerical simulations of the Stokes regime ͓10͔ and with experiments in Hele-Shaw cells ͓11͔. However, the scaling law of the front extension with the cell geometry obtained in ͓11͔ does not agree with the result of the Stokes simulations of ͓10͔. The present work aims to investigate the scaling laws of the reaction front extension and velocity, for various cell inclinations. In order to do this, we use a 2D model for the propagation of an autocatalytic reaction front in rectangular channels ͑Hele-Shaw cells͒ in the presence of a density contrast. This model is simulated using a 2D lattice BGK method ͓12͔ and is validated by a comparison with experiments using the iodate arsenious acid ͑IAA͒. We then carry out a parametric study of the front velocity and extension, and we derive their scaling laws.
II. SYSTEM DESCRIPTION
For the sake of comparison, we chose an autocatalytic reaction currently used in experiments, namely, the IAA, 3H 3 AsO 3 + IO 3 − + 5I − → 3H 3 AsO 4 + 6I − . ͑1͒
For this reaction, the concentration, c, of the autocatalytic product ͑iodide ͓I − ͔͒ normalized by the initial concentration of iodate ͓͑IO 3 − ͔ 0 ͒, obeys the diffusion-reaction equation,
where D m is the molecular diffusion coefficient and ␣ is the kinetic rate coefficient of the reaction. In the absence of flow, a propagating one-dimensional ͑1D͒ stationary concentration profile, resulting from the balance between diffusion and chemical reaction, is obtained,
where the coordinate z is along the direction of propagation, and V and l are the propagation velocity of the chemical reaction front and the front width, respectively. However, the IAA reaction induces a solutal density change: the products are lighter than the reactants ͓13͔. Therefore, a descending front is stabilized by buoyancy and propagates at the velocity V , as a planar wave ͓given by Eq. ͑3͔͒, whereas an ascending front may undergo a RayleighTaylor instability ͓5,7,13͔. Indeed the density contrast leads to an induced fluid flow of velocity u ជ, which changes Eq. ͑2͒ into an advection-diffusion-reaction ͑ADR͒ equation,
The so-induced flow obeys the Navier-Stokes equation for a fluid of viscosity ͑there is no change in viscosity in the chemical reaction͒ and of density ͑c͒, * talon@fast.u-psud.fr
where = / is the kinematic viscosity. It has been observed that the coupling between the chemical reaction and the density driven flow results in a stationary distorted reaction front propagating along the cell axis at a constant velocity. Figure 1 is a sketch of a chemical reaction front in the plane ͑Oyz͒ of a Hele-Shaw cell of width W and thickness b. The front propagates from the product of density − to the reactant of density + , at the velocity V ជ f , parallel to the cell axis, Oz.
A. Experiments
In the present work, we analyzed the stationary reaction fronts, observed at long times in tilted Hele-Shaw cells. In order to validate our model, we performed experiments with the IAA autocatalytic reaction in Hele-Shaw cells of width, W = 8 mm, and thickness, b = 0.4 mm, much smaller than the cell length. Polyvinyl alcohol ͑PVA͒ was used to detect the transient iodine of the reaction front ͓14͔ ͑see Fig. 4 , left panel͒. The initial concentrations were fixed to: ͓IO 3 − ͔ 0 = 7.5 mM, ͓H 3 AsO 3 ͔ 0 = 25 mM and PVA at 6 kg m −3 . The plane of the cell was held vertical, full of arsenous acid. The reaction was then initialized with a small amount of product at the top boundary of the cell, which was subsequently sealed. The chemical wave velocity was measured in this stable downward propagating configuration, and found in the range V ͓10, 14͔ m s −1 . The cell was then tilted to the desired angle. The so-obtained chemical front did evolve toward a stationary-shaped front, traveling at a constant velocity, V ជ f . The sketch of a chemical reaction front in Fig. 2 defines the front velocity, V ជ f , parallel to the cell axis, Oz, the tilt angle, , of the cell axis with the gravity direction, and the unit vector, n ជ, normal to the front line at one front location, which gives the direction of the chemical reaction at that front location.
B. Modelization and numerical method
The 2D simulations were carried out using a NSD ͑Navier-Stokes-Darcy͒-ADR model ͓7,15͔, which was shown to efficiently account for the experimental dispersion curves measured on a buoyantly unstable IAA ascending front in a Hele-Shaw cell ͓5͔. This model describes the time evolution of the gap-averaged concentration and fluid velocity,
t͒dx through a set of two equations which, for inertialess flows, consists of:
͑i͒ an advection-diffusion-reaction ͑ADR͒ equation,
͑ii͒ and a Stokes-Darcy ͑SD͒ equation,
12 is the permeability of the Hele-Shaw cell and ⌬ = + − − is the density difference between the reactant and the product. In the present work we use the Boussinesq approximation ͓ is assumed to be constant in Eq. ͑9͔͒. The last term in the right hand side of Eq. ͑9͒ is the Brinkman correction to the Darcy equation. For the case of a Hele-Shaw cell, several values of the ␤ prefactor can be found in the literature ͓16-18͔. However, it was shown ͓18͔ that, in both cases of density stratification and no-slipping side wall conditions, ␤ takes the value 12 2 . Accordingly we used this value in our simulations but we nevertheless investigated the impact of the coefficient on our results. Figure 3 front shape does not display any significant change with the value of ␤.
In Eq. ͑8͒, D͑U͒ is an effective diffusion coefficient which accounts for the dispersion enhancement due to the flow velocity profile in the gap. In the case of a passive tracer, an expression of D͑U͒ for the moderate velocity regime was obtained by Taylor ͓19͔ ,
where D m is the molecular diffusion coefficient. In the present case of an autocatalytic reaction, it has been shown ͓20,21͔ that the expression ͑10͒ also applies in the gap mixing regime ͑b Ӷ l ͒. A 2D lattice BGK method ͓22,23͔ was used to solve Eqs. ͑8͒ and ͑9͒ on grids of typical size 256ϫ 2048, with bounceback boundary conditions for the fluid and the concentration. The accuracy of the numerical discretization was checked to give variations in the results less than 2% when the spatial resolution is varied by a factor two.
C. Dimensionless control parameters
In the literature, several dimensionless parameters have been proposed to delineate the different regimes in the presence of flow and chemical reaction propagation. The relative buoyancy strength may be estimated by two dimensionless parameters. One of them is the Rayleigh number, Ra = ͑b / L͒ 3 , where L = ͑2D m / ⌬g͒ 1/3 is the cutoff wavelength of the Rayleigh-Taylor instability in the case of an unbounded thin front ͓10,15,17͔. The other one, = V g / V , compares the chemical front velocity V with the characteristic gravitational velocity
which describes the balance between buoyancy and viscous forces in Eq. ͑9͒.
On another hand, the chemical reaction characteristic time =1/ ␣ can be compared to different transport times. The Thiele modulus, ⌽ 2 = D ͑b͒ / , compares to the diffusive time across the gap of the cell,
The Damköhler number, Da= adv ͑l ͒ / , compares to a typical advective time along the front thickness, adv ͑l ͒ = l / V g . On can also define the Péclet number, Pe = D ͑b͒ / adv ͑l ͒, which has been shown to be the relevant parameter to delineate the Taylor's regime ͓21͔.
In our case of interest, because of the large aspect ratio of the cell, W has also to be considered. It may be compared either to b or to l through ⌫ = W / b and ⌫ = W / l , respectively.
Among the different dimensionless parameters, we can show that only three are needed to describe the system. In the following, we will use:
and discuss this choice later on. We note that the previously defined numbers may be rewritten as: Ra= 6⌫ / ⌫, ⌽ 2 =2͑⌫ / ⌫͒ 2 , Da=2/ , and Pe = ͑⌫ / ⌫͒ 2 . Figure 4 shows the stationary front shapes obtained, in experiments ͑left panel of Fig. 4͒ and with numerical simulations ͑right panel of Fig. 4͒ , when the tilt angle, , is varied. It can be noticed that the front shape is flat for = 0°, which corresponds to the buoyancy stable configuration of the product of density − lying above the reactant of density + . When increases, buoyancy effects come into play, and the chemical reaction front adapts its shape and its velocity to the new external condition. We obtain a curved front, which may be characterized by its velocity, V f , and by its extension, E. Here, we defined the front extension as the distance along the cell axis, E = z 1 − z 2 , between the locations of the transverse averaged concentrations ͗C͘ y ͑z 1 ͒ = 0.01 and ͗C͘ y ͑z 2 ͒ = 0.99. A quantitative comparison between the front velocities measured in our experiments in a Hele-Shaw cell and in the numerical simulations is displayed in Fig. 6 . The front velocities are plotted versus the tilt angle, for different sets of experiments. The agreement between the experiments and the numerical simulations is rather good. Note that although the same protocol was used, the experimental data exhibit some dispersivity, which is most likely due to the uncertainty on V and to the reaction initiation procedure. As a consequence, numerical simulations may be more suitable to carry out a parametric study.
D. Comparison between experiments and numerical simulations

III. NUMERICAL SIMULATIONS
In the following, we will present a numerical investigation of the effect of the three dimensionless parameters , ⌫, and ⌫ . Figure 7 displays the front location together with the vector field of the fluid velocity obtained for different tilt angles. A buoyantly driven convection roll is observed for any tilt angle, ͔0°, 180°͓. The flow is supportive ͑same direction as the chemical front propagation͒ at the upper boundary ͑at y = W / 2, see Fig. 1͒ , and is adverse at the lower boundary ͑y =−W / 2͒. The evolution of the roll intensity with the tilt angle is similar to that of the front velocity. In particular, it is maximum for Ӎ 135°and we note that the increase of the roll intensity is accompanied by an increasing leaning of the front over the lower boundary of the cell. Also the location of the induced roll is linked with that of the front: The center of the roll is found on the front ͑close to the middle of the cell͒. Moreover, we tracked the maximum value, U max , of the fluid velocity field: It always corresponds to a velocity vector aligned with Oz, at the very location where the front is normal to Oz. Note that in vertical cells, two particular behaviors are observed. For = 0°, the fluid is at rest, and for = 180°, two counter rotating rolls are gener- ated ͑Fig. 7, right͒, similar to the observations by ͓24,25͔. In the latter case, the flow is supportive in the middle of the cell plane and adverse near the walls.
A. Influence of the front thickness
The propagation of an autocatalytic reaction front is known to have two asymptotic regimes, namely, the mixing one at large front thickness l and the eikonal one at l Ӎ 0. As discussed above, our model addresses the mixing regime ͑l Ӎ b͒ in the cell gap. However, in the plane of the cell, both regimes may still be found depending on the value of ⌫ = W / l . Figure 8 shows the evolution of the normalized front velocity with ⌫ , at = 90°, = 1.6, and ⌫ = 10. As expected, in the mixing regime, ⌫ → 0, buoyancy is inhibited, and thus, in the absence of induced flow, the chemical velocity V is recovered. Note that the mixing regime applies for W values up to several l . On the opposite, V f approaches a maximum value for ⌫ Ӎ 1000 ͑eikonal regime͒. We will use in the following, values of ⌫ of the order of a few hundreds ͑as in the experiments͒. For such values of ⌫ , the behavior is close to the eikonal regime, and should not be very sensitive to the specific value of ⌫ . This assertion is confirmed in Fig. 9 , which displays the front velocity as a function of the tilt angle for two different ⌫ . This behavior is in contrast with the one obtained by ͓10͔ in Stokes flows, where an increase of the front velocity was observed for a normalized distance between the no-slip boundaries ranging between 5 and 20. We note however that this range corresponds to the intermediate regime ͑see Fig. 8͒ .
In the eikonal regime, which applies when the front thickness is small compared to the front deformation scale, the gap-averaged ADR Eq. ͑8͒ can be replaced by the so-called eikonal equation:
where D is the macroscopic diffusion coefficient, is the front curvature and V ជ f · n ជ is the local interface velocity, which measures the propagation velocity along the direction, n ជ, normal to the interface. Moreover, the eikonal regime conditions, 1 / ӷ l , imply that ͑D͒ must be a second order correction, when compared to V , so that Eq. ͑13͒ may be approximated by the simplified eikonal equation,
where the front curvature has been neglected. Figure 10 displays a typical profile of the local interface velocity enhancement, V ជ f · n ជ − V , together with the normal component of the fluid velocity, U ជ · n ជ. The rather good agreement between the two curves indicates that the simplified Eq. ͑14͒ does apply. We note that the maxima of the two curves differ in amplitude by a small amount, of about 8%, which may be attributed to the neglected front curvature, but they are found at the same location y. At this location, the interface is perpendicular to Oz, since the maximum, V f − V , of the left hand side of Eq. ͑14͒ is reached for n ជ · z ជ = 1. At the same time, the maximum of the right hand side of Eq. ͑14͒ is equal to the fluid velocity maximum value, U max , as the latter was found to correspond to a fluid velocity vector located on the front and aligned with n ជ = z ជ. Thus, the front velocity enhancement V f − V can be estimated from the velocity field alone, as V f − V Ӎ U max . Moreover, using Eq. ͑14͒, one can infer the position and the shape of the front from the velocity field, and they are such that the front propagates along Oz at the highest velocity enabled by Eq. ͑14͒ for the given fluid velocity field. This property which was already established for the stationary front propagation in a fixed unidirectional periodic flow field U ជ = U͑y͒z ជ ͓20,26͔ must be then a robust property of the stationary eikonal regime. But we recall that in the present case, the flow is induced by the reaction itself. Then, although the flow intensity, U max , and thus V f − V , is known to scale with V g , numerical simulations are needed to measure it. We also note that the simplified eikonal equation provides also an alternative estimation of V f from the angle, = ͑n ជ , z ជ͒, at the front location where U ជ . n ជ =0: V f cos = V . A rough estimation of , assuming a straight front, may be obtained using the extension length of the front, E, and the geometrical relation tan Ӎ E / W. This leads to:
͑15͒ Figure 11 represents the normalized extension, E / W, and the normalized front velocity, V f / V , obtained for three different values of the parameter , as functions of the tilt angle. Both quantities display a similar behavior. Moreover, Eq. ͑15͒ gives a rather good ͑also slightly underestimated͒ prediction of the front velocity. This demonstrates that the front velocity and the extension are linked in our eikonal regime. Accordingly, we will focus only on the V f measurement in the following.
B. Influence of buoyancy
As expected, one can see on Fig. 11 that both E and V f increase strongly with the buoyancy parameter = V g / V . Figure 11 suggests also that the front velocity enhancement V f − V may vary linearly with . Indeed, an alternative normalization of V f − V by V g leads to a rather good collapse of the curves, as shown in Fig. 12 . Note that this behavior is consistent with the scaling E / W ϰ for the fully developed unstable front in a homogeneous porous medium ͓8͔. On the contrary, it is in contrast with the results of ͓10͔, devoted to the study of a Stokes flow in the intermediate regime ͑be-tween mixing and eikonal͒. In that work, the front velocity was reported to vary with ͱ Ra, leading to V f ϰ ͱ , whereas our results show that V f − V ϰ.
C. Influence of the cell thickness
We now investigate the influence of the parameter ⌫ = W / b. The normalized velocity enhancement ͑V f − V ͒ / V g as a function of was computed for three different values of ⌫, at = 1.6 and ⌫ = 230 ͑see Fig. 13͒ . The three curves are close to one another. However, doubling the value of ⌫ leads to a relative difference of 25% in the maximal values of the curves. This significant discrepancy may be related to the Brinkman term in Eq. ͑9͒. An insight into this effect is given by Fig. 14, which displays , for different ⌫, the fluid velocity profiles along the front, versus the distance from the lower wall, normalized by W and b ͑Fig. 14, left and right, respec- tively͒. Figure 14 , left, shows that the spatial variation of the fluid velocity scales with W on mostly all the domain except in the vicinity of the walls. In these regions, the no-slip condition at the wall affects the flow field over a distance of the order of b, as shown in Fig. 14, right . This scaling is expected from the Brinkman term in Eq. ͑8͒ and may slightly vary with the ␤ parameter ͑see Fig. 3͒ . Accordingly, b / W =1/ ⌫ should give an estimate of the damping of the flow by the no-slip condition. This explains the behavior observed in Fig. 13 , where the front velocity decreases with 1 / ⌫.
IV. COMPARISON WITH OTHER SYSTEMS
Our simulations have used the kinetics of an IAA reaction, but our results may however apply to other similar autocatalytic reactions. Recent experiments were performed with the Chlorite-Tetrathionate ͑CT͒ autocatalytic reaction ͓11͔ in Hele-Shaw cells. They focused on the effect on the chemical front extension ͑called mixing length, L m , in that paper͒, of the aspect ratio ͑from ⌫ =10 to ⌫ =40͒ and of the initial chemical composition ͑from ͓S 4 0 6 2− ͔ = 3.75 to 6.25 mM͒. The commonly reported values of V and D m as functions of the chemical composition for the CT ͑see ͓27͔͒ lead to an estimation of ⌫ Ͼ 100. Accordingly, the eikonal regime addressed in our simulations should apply. We have shown that, at a given ⌫, the chemical front extension is linear with and does not depend on ⌫ . For the CT reaction ͓11,27͔, V ϰ ͓S 4 0 6 2− ͔ 3/2 and ⌬ ϰ ͓S 4 0 6 2− ͔, leading to ϰ ͓S 4 0 6 2− ͔ −1/2 . As a result, , and hence E, varies only within Ϯ15% in the covered range of concentrations. This is in line with the independence of the mixing length, L m , with the chemical reaction observed in ͓11͔. Moreover, the measured values of the front extension are in the range of our simulations. We measured in Fig. 11 , E / W Ӎ 1.9 for = 90°, = 3.2, and ⌫ = 10. This aspect ratio corresponds in the CT experiment ͓11͔ to W = L y = 1 cm, for which a measured value of E is E Ӎ 4L m Ӎ 2.2 cm, in reasonable agreement with our simulations. In our simulations the variations of ⌫ from 7 to 14 leads to a variation of E / W of 1.15Ϯ 0.05 consistent with the power law used in ͓11͔: 2 0.19 Ӎ 1.14.
V. DISCUSSION AND CONCLUSION
We have analyzed the solutal buoyancy effect on the shape and the velocity of autocatalytic reaction fronts, propagating in thin tilted rectangular channels. We used 2D lattice BGK numerical simulations of gap-averaged equations for the flow and the concentration, namely a Stokes-Darcy equation coupled with an advection-diffusion-reaction equation. We did observe stationary-shaped fronts, spanning the width of the cell plane and propagating along the cell axis. We have shown that the local front shape is linked to the traveling velocity with an eikonal equation involving the local fluid velocity. Moreover, this regime leads to a simple relation between the velocity and the extension of the front:
͑16͒
We have performed a parametric study using = V g / V , ⌫ = W / b and ⌫ = W / l . The normalized front velocity enhancement was found to be proportional to ,
where the function G, represented in Figs. 12 and 13, varies weakly with ⌫ ͑within 20% when ⌫ is doubled͒ and remains nearly constant at large values of ⌫ ͑⌫ ӷ 1͒. The soobtained behavior justifies the relevance of the three nondimensional parameters used and suggests a scaling of V f − V with V g . Our results account rather well for experiments we performed using an Iodate Arsenous Acid reaction propagating in tilted Hele-Shaw cells. Moreover, our 2D modelization enables also some comparison with results found for another chemical reaction ͑chlorite tetrathionate͒ in similar conditions ͓11͔.
