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Abstract
Functional Magnetic Resonance Imaging (fMRI) is a neuroimaging technique
with pivotal importance due to its scientific and clinical applications. As with any
widely used imaging modality, there is a need to ensure the quality of the same, with
missing values being highly frequent due to the presence of artifacts or sub-optimal
imaging resolutions. Our work focus on missing values imputation on multivariate
signal data. To do so, a new imputation method is proposed consisting on two
major steps: spatial-dependent signal imputation and time-dependent regularization
of the imputed signal. A novel layer, to be used in deep learning architectures, is
proposed in this work, bringing back the concept of chained equations for multiple
imputation [1]. Finally, a recurrent layer is applied to tune the signal, such that it
captures its true patterns. Both operations yield an improved robustness against
state-of-the-art alternatives. The code is made available on Github.
1 Introduction
The ability to learn from functional Magnetic Resonance Imaging (fMRI) data is generally hampered
by the presence of artifact and limits on the available instrumentation and acquisition protocol,
resulting in pronounced missingness. As MRI is collected in frequency space with the usual type of
missing/corrupted values occurring at the frequency space. On the other hand, low-quality (voxel
space) recordings prevents whole-brain analyzes in clinical settings and is specially pervasive among
stimuli-inducing setups in research settings. Imputation of incomplete/noisy recordings is critical
to classification [2], synthesis and enhancement tasks. For instance, given the unique spatial and
temporal nature of each neuroimaging modality, synthesis between distinct modalities is a difficult
task (particularly of multivariate time series nature), being imputation an important step of the process
[3, 4]. Finally, the integration of heterogeneous sources of fMRI recordings by multiple initiatives
worldwide also drives the need to increase image resolutions and correct differences arriving from
distinct setups.
This work reclaims the importance of a machine learning based model to perform imputation of
multivariate signal data, as opposed to individual-specific imputation. In this context, we propose a
novel layer that perform feature based imputation with the principle of chained equations [1]. Further,
a recurrent layer is proposed to serve as a denoiser to the spatially imputed signal. This two-step
principled approach for imputation is illustrated in Fig.1. Results on resting-state and stimuli-based
fMRI recordings validate the robustness of the proposed approach against competitive alternatives.
This work is organized as follows; Section 2 introduces essential background; Section 3 describes the
proposed approach; Section 4 surveys state-of-the-art work on multivariate time series imputation;
Section 5 presents the experimental setup; Section 6 discusses the results and places final remarks.
Preprint. Under review.
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2 Problem Setting
Multivariate Time Series (MTS) Missing Value Imputation is the focus of this work, specifically
high-dimensional MTS data from fMRI recordings. The problem is divided into two parts: spatial
imputation, in which missing values are sequentially predicted from the existing features; and time
dimension regularization, where the imputed values are time tuned.
Consider an fMRI recording to be a multivariate time series x ∈ Rv×t, being v = (v0, ..., vV−1) the
voxel dimension with V voxels and t = (t0, ..., tT−1) the temporal dimension with T timesteps. An
fMRI volume, at timestep t, is denoted as xt = [xt0, ...,x
t
V−1] and a voxel time series, at voxel v, is
denoted as xv = [x0v, ...,x
T−1
v ], each can be seen as the column and row of matrix x, respectively.
In the problem of imputation, consider ψ ∈ Rv×t ∪ {nan}, ϕ ∈ Rv×t and µ ∈ {0, 1}v×t as the
variables involved in the learning phase. The nan symbol denotes a missing value in the fMRI
instance ψ. µ is the mask, with 0 representing a complete value and 1 a missing value. ϕ is the
complete fMRI instance. Illustrating, given V = 5 and T = 7,
ψ =

1 2 3 4 5 6 7
nan nan nan nan nan nan nan
15 16 17 18 19 20 21
nan nan nan nan nan nan nan
nan nan nan nan nan nan nan
 , µ =

0 0 0 0 0 0 0
1 1 1 1 1 1 1
0 0 0 0 0 0 0
1 1 1 1 1 1 1
1 1 1 1 1 1 1
 , (1)
and ϕ =

1 2 3 4 5 6 7
8 9 10 11 12 13 14
15 16 17 18 19 20 21
22 23 24 25 26 27 28
29 30 31 32 33 34 35
 . (2)
Consider the imputation of missing values is made by a model, I , and each imputed value is denoted
as ιtv ∈ R. Continuing our example, an fMRI instance, ψ, after processing by I , is ι ∈ Rv×t,
I(ψ) = ι =

1 2 3 4 5 6 7
ι01 ι
1
1 ι
2
1 ι
3
1 ι
4
1 ι
5
1 ι
6
1
15 16 17 18 19 20 21
ι03 ι
1
3 ι
2
3 ι
3
3 ι
4
3 ι
5
3 ι
6
3
ι04 ι
1
4 ι
2
4 ι
3
4 ι
4
4 ι
5
4 ι
6
4
 . (3)
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Considering typical fMRI resolution, each voxel has a 3D euclidean point correspondence. As such, a
spatial distance matrix, d ∈ RV×V , is defined, where di,j corresponds to the distance between voxels
vi and vj , with i, j ∈ {0, ..., V − 1} ∈ N.
Missing voxels can occur at random or, in contrast, be spatially autocorrelated within a variable
number of regions, resembling the characteristics of an artifact. Both modes are targeted in this work.
3 Proposed Approach
In this section, two main steps are proposed to perform imputation of missing values from MTS data:
• Spatial Imputation, where imputation is done by estimating missing values, µji = 1, from
complete features, µlk = 0, with i, k ∈ {0, ..., V − 1}, j, l ∈ {0, ..., T − 1}.
• Time Series Regularization, where the previously derived missing values are processed by
a recurrent neural network.
This two-step approach is shown in section 6 to outperform competitive baselines.
1Please note that values in (1) to (3) are shown for simplicity sake, not resembling real fMRI values.
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3.1 Spatial Imputation
We propose a novel neural network layer, Φ, that performs imputation inspired by the chained
equations principle proposed by White et al. [1]. This imputation method consists of filling a missing
value at a time, and using its estimate to guide the imputation of the remaining missing values.
The priority in which the values are filled is given by the pairwise voxel correlation matrix, C,
computed from the training set data.
This layer, Φ, is characterized by a weight matrix WΦ and bias BΦ,
WΦ =

0 w10 ... w
V−1
0
w01 0 ... w
V−1
1
...
...
. . .
...
w0V−1 w
1
V−1 ... 0
 , BΦ =

b0
b1
...
bV−1
 . (4)
The activation function of Φ is linear, making the imputed values a linear combination of the already
filled and complete values. The weight matrix has a zero-filled diagonal for each voxel to be described
as a linear combination of the remaining voxels.
Since this neural function estimates a single value at a time, one only needs to compute the dot
product of the missing value, v, with the corresponding column, W vΦ, and add the bias, B
v
Φ. The
imputation operation of a missing value, v, is denoted as
ψ0WΦ
v+BΦ
v
−−−−−−−→.
Let us consider the input presented in Equation 1 (section 2), with ψ0 = [1, nan, 15, nan, nan], and
ψ0WΦ
c+BΦ
c
−−−−−−−→ as the operation made by layer Φ at each iteration to impute a missing value, c. Being
c = max(Cµ0=1) the missing voxel that has the highest correlation with the complete and filled
voxels. This scheme allows an imputation of missings under the chained equation principle,
Φ(ψ0) =

1
nan
15
nan
nan

T
ψ0WΦ
c+BΦ
c
−−−−−−−→

1
φ1
15
nan
nan

T
ψ0WΦ
c+BΦ
c
−−−−−−−→

1
φ1
15
nan
φ4

T
ψ0WΦ
c+BΦ
c
−−−−−−−→

1
φ1
15
φ3
φ4

T
= φ. (5)
Algorithm 1 Φ chained imputation cycle
φ← ψt
while
∑
µt > 0 do
c← max(Cµt=1)
φc ← ψtWΦc +BΦc
µtc ← 0
end while
φ
φ is the output of layer Φ, with φi corresponding to the vi
missing voxel imputation. There is a total of
∑
µt itera-
tions equal to the number of missing values. Algorithm 1
presents the pseudocode for this imputation scheme.
This layer imputes all missing values for every time frame,
t, of an fMRI recording, ψt. Imputation is merely done
accounting other features, therefore spatial.
This layer contrasts with the traditional dropout layer for
imputing missing values. In a dropout layer, each weights’
column, W v, shows intra-correlation, converging to a single target independently. However, there
is no inter-column correlation/dependency. Φ layer forces the columns, W vΦ, to be inter-correlated,
converging to the same target as a unit. Here, the estimates of a column (the imputed values) influence
the estimates of the upcoming columns along the imputation process.
3.2 Time Dimension Regularization
Once spatial imputation is done for each voxel, v, of an fMRI recording, φv, the imputed values
are fed to a recurrent layer, tweaking the signal in such a way that it emulates the target time series
patterns. The recurrent layer removes the noise created by the spatial imputation method. We refer to
this recurrent layer as the Denoiser, D, component of the imputation pipeline. An illustration of this
noise removal is shown in Figure 1.
D is a single layer Gated Recurrent Unit (GRU) [5]. This choice was motivated by results collected
against its rival Long-Short Term Memory Layer on the target task, and further supported by studies
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Figure 1: Time regularization (denoising) component.
(a) Error between the true signal and
spatially imputed signal
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Time (seconds)
Original Signal
Spatial Imputation Signal
(b) Error between the true signal and spatially
imputed signal after time regularization
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Time (seconds)
Original Signal
Time Regularized Signal
showing that GRU performs well on datasets with limited observations [6], the common case when
learning Neuroimaging datasets. Luo et al. [7], Che et al. [8] altered the internal function of a GRU
layer to perform direct imputation on a multivariate time series. In contrast, we maintain the GRU
layer as it was originally proposed [5] since our purpose is to remove noise and capture the desired
temporal patterning properties of the (neurophysiological) signal.
The imputation model we propose is denoted as Φ +D, corresponding to the junction of the spatial
imputation scheme described in Section 3.1 and the time regularization described in section 3.2.
3.3 Validation and Hyperparameters
Bayesian Optimization (BO) [9] was used to find the hyperparameters that best fitted the pipeline.
For each BO iteration a 6-Fold Cross Validation was ran and the Mean Absolute Error (MAE) was
the metric targeted as alternative residue-based scores can overly focus on the minimization or large
residues. Manual tweaking was performed before to check which optimizers should be used. In
consensus, Adam optimizer [10] is used to optimize the D and Φ trainable parameters. Missing data
generation (explained in section 5.3) is made at every iteration of the BO algorithm, in order to avoid
overfitting towards a certain missing values setting.
Besides Φ + D, BO was also ran for Φ, Dropout and Dropout+D. The hyperparameters were
subjected to a total of 50 iterations. Their range spaces are: Φ learning rate, LΦ ∈ [1e−5, 1e−2] ∈ R;
D learning rate, LD ∈ [1e−5, 1e−2] ∈ R; Φ number of epochs, EΦ ∈ {2, 3, 4, 5} ∈ N; D number
of epochs, ED ∈ {2, 3, 4, 5} ∈ N; number of alternating epochs, E ∈ {2, 4, 8, 10} ∈ N; D L1-norm
regularization constant, RD ∈ [1e−5, 3] ∈ R; D Use of bias, BD ∈ {0, 1} ∈ N; D Dropout [11],
DrD ∈ [0, 3e−1] ∈ R; D Recurrent Dropout [11], RDrD ∈ [0, 3e−1] ∈ R.
4 Related Work
In this section, state-of-the-art contribution on multivariate time series imputation are presented,
discussed and comparing against our work.
S´mieja et al. [2] handles missing values by training the parameters of a Gaussian Mixture Model
(GMM) along with a neural network. Missing values are imputed at the first hidden layer by
computing the expected activation of neurons (instead of just calculating the expected input). Thus
the imputation is not made by single values, instead it is modeled by a GMM. Although competitive,
this approach performed worse than a Context Encoder (CE) [12] which, in contrast, learns from a
loss function using the complete data. In contrast to this work, we perform chained imputation based
on correlation ranking, instead of imputing values at one step by taking advantage of a GMM for
each feature. Che et al. [8] proposed a variant of the Gated Recurrent Unit (GRU) to handle generic
time series with missing values, claiming that, by placing masks and time intervals in accordance
with the properties of missing patterns, their model, GRU-D, is able to take advantage of missing
data to improve classification. Masking and time intervals in GRU-D [8] are represented using a
decay term computed by a exponentiated negative rectifier function. Given a missing occurrence,
the decay at that timestep is used over time to converge to the empirical mean. Cao et al. [13]
performs missing value imputation from two estimates produced from a spatial-based and a recurrent
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model. Results on air quality, health care and human activity datasets show superiority among
baselines reaching 11.56, 0.278 and 0.219 MAE. The imputation task is mapped as a classification
task to learn the target models. After imputation is made separately by these two models, a linear
combination, defined by a parameter, is computed to produce the final estimate. In contrast, we
take advantage of a recurrent model described in section 3.2 to remove prediction noise from the
spatial imputation model and strengthen the temporal consistency. Further, [13] assume missing
values occur sporadically in a feature time series of the multivariate time series, on the other hand our
work focuses on the imputation of whole feature time series to resemble the characteristics missing
neuroimaging data. Luo et al. [14] propose a disruptive model based on a Generative Adversarial
Architecture [15]. The Discriminator and Generator components are both an internally tweaked
version of GRU. The Discriminator classifies generated and real multivariate time series samples
and the Generator performs imputation on samples with missing values. Results show classification
superiority using the AUC metric. Fortuin et al. [16] uses a Variational Autoencoder Architecture
[17] to perform imputation. The Generative model is a Gaussian Process that generates samples from
complete encoded feature representations.
All the discussed works in this section perform multivariate time series imputation from incomplete
data. For a more objective assessment, our work tests imputation methods over complete datasets
with generated missing entries and regions according to the proposed validation scheme.
5 Experimental Setting
This section describes the setting in which results were gathered. The baselines, target datasets,
missing generation procedures, and metrics are detailed in sections 5.1, 5.2, 5.3 and 5.4, respectively.
5.1 Baselines
For the sake of comparison, the following baselines were implemented to gather the results:
• kNN imputation [18]
• Barycenter [19]
• MICE [1]
• Mean imputation
• Context Encoder (CE) [12]
• Dropout
• Dropout with time regularization, denoted as Dropout+D
• Φ with no time regularization
kNN was used with a k=3 since there were no overall significant improvements for alternative k.
Barycenter computes the average time series of a multivariate time series and imputation is made
with the average time series under the Dynamic Time Wrapping (DTW) distance criterion. MICE,
a.k.a. multiple imputation by chained equations, is a method similar to ours as it has its basis on the
same rationale of imputing one missing value at a time. It is thus considered a baseline as well. Mean
imputation method takes the mean of each feature from the training set and performs kNN imputation
(k = 3) if there is no information about a voxel in the training set. Context Encoder (CE) is a simple
Autoencoder with 2-Dimensional Convolution Layers. Dropout method drops the weights linked
to the missing values. Dropout was also extended with the time regularization scheme presented in
section 3.2. Finally, we also considered comparing Φ alone against Φ +D to measure the impact of
reshaping the imputed time series.
5.2 Datasets
EEG, fMRI and NODDI Dataset. This dataset [20, 21] contains 16 individuals, with an average
age 32.84± 8.13 years. Simultaneous EEG-fMRI recordings of resting state with eyes open (fixating
a point) were acquired. The fMRI acquisition was done using a T2-weighted gradient-echo EPI
sequence with: 300 volumes, TR of 2160 ms, TE of 30 ms, 30 slices with 3.0 millimeters (mm),
voxel size of 3.3× 3.3× 4.0 mm and a field of view of 210× 210× 120 mm. For a more detailed
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description please see the dataset references [20, 21]. The dataset is available for download in its
original source at https://osf.io/94c5t/. Each individual recording was divided into 24 equally
sized time series of fMRI volumes. Each time series is 28 seconds long and resampled to a 2 second
period. The training set is composed of 12 individuals and the test set of 4 individuals.
Auditory and Visual Oddball EEG-fMRIDataset. This dataset [22, 23, 24] contains 17 individuals.
Simultaneous EEG-fMRI recordings were performed while the subjects laid down. Stimuli of auditory
and visual nature were given to the subjects, which makes this a stimuli-based dataset. The fMRI
imaging acquisition was made with a 3T Philips Achieva MR Scanner with: single channel send and
receive head coil, EPI sequence, 170 TRs per run with a TR of 2000 ms and 25 ms TE, 170 TRs per
run with a 3× 3× 4 mm voxel size and 32 slices with no slice gap. For a more detailed description
of the dataset please refer to [22]. The dataset is available for download in its original source at
https://legacy.openfmri.org/dataset/ds000116/. Each individual recording was divided
into 12 equally sized time series of fMRI volumes. Each time series is 28 seconds long, sampled at 2
seconds period. The training set is composed of 12 individuals and the test set 5 individuals.
In both datasets, the 6-Fold Cross Validation schema explained in section 3.3, is structured by a
folding with sets of 10 and 2 individuals, for training and validation, respectively. One might argue
that because the dataset contains multiple individuals and not a single subject on the same scanner, it
might be difficult to fit the correlation matrix, due to different line ups and brain sizes. To tackle it,
we downsample the fMRI spatial resolution by a factor of 6, going from ≈ 30K voxels in total to 100
voxels to represent the whole brain of multiple subjects. The results in section 5, show the feasibility
of the task and support the claim. The selected datasets offer an important basis to validate the target
imputation models due to their artifact susceptibility caused by the instrumentation (simultaneous
EEG-fMRI recording) and monitoring protocol.
5.3 Random Value and Region Removal
Algorithm 2 Random Region Removal
R← r × V
removed← 0
vto_remove = random_choice(v)
while removed < R do
remove(vto_remove)
removed← removed + 1
adjacent_voxels← dv ≤ 1.0
while random_choice(adjacent_voxels)∧removed < R
do
vto_remove ← random_choice(adjacent_voxels)
remove(vto_remove)
removed← removed + 1
adjacent_voxels← adjacent_voxels ∪ dv ≤ 1.0
end while
end while
This manuscript performs missing data
imputation using a supervised learning
method. To guarantee an objective assess-
ment, we operate on a complete dataset
[20, 21] and generate missing data using
two distinct procedures: random value re-
moval and random region removal, where
the last captures the spatially correlated na-
ture of artifacts. Random region removal
can be further used to assess the applica-
bility of supervised principles of imputa-
tion to facilitate the synthesis of images
(e.g. EEG-to-fMRI). The occurrence of a
missing on a voxel from a certain fMRI
instance generally implies the absence of
all values for that voxel along the time axis,
t = (0, ..., T − 1). As such, We do not consider differentiated random removal across time frames
(i.e. removing a different set of voxels for each time frame). The random value removal strategy
generates missings from uniform space distribution, while random region removal strategy is outlined
in Algorithm 2. To remove random regions, a value is chosen at random and removed along with its
adjacent values. The number of adjacent values is set by a removal rate, r, indicating the number of
values to remove per region or, in alternative, by a maximum value of adjacent values. Adjacencies
are identified from the 3-Dimensional fMRI voxel coordinates.
5.4 Evaluation Metrics
For comparing results, two metrics are computed – Mean Absolute Error (MAE) and Root Mean
Squared Error (RMSE) – and differences on these residues statistically tested. Consider N to be
the individuals, S the number of recordings per individual, and M the total number of missing
values/voxels. In this context,
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MAE i =
∑M
v=0 d(ιv, ιˆv)
M
and RMSE i =
√∑M
v=0 d(yv, yˆv)
2
M
, (6)
where ιˆv = I(ψv) is the estimate of the missing time series ιv associated with voxel v, and d is the
Manhattan distance (the sum of absolute-valued residues along time). The final errors, e, are then
averaged across all available recordings,
e =
1
N × S
N×S∑
i=0
error i . (7)
6 Experiment Results
Tables 1 to 4 present the gathered results from assessing the imputation methods (section 5.1) over
the target datasets (section 5.2) using the random region removal strategy (section 5.3). The results
outline the relevance of applying a recurrent layer D for the time-sensitive regularization of spatially
imputed signals in comparison with Context Encoder and MICE alternatives. MICE does not scale
with increases on missing rate, due to its inability to deal with features that have not been observed
before. The chained imputation principle (Φ +D) further shows slight improvements against weakly-
correlated signals under a Dropout+D architecture, indicating the importance of identifying voxel
priorities. Considering the general performance limits of kNN (k=3) and DTW-based barycenter, the
results further motivate the difficulty of the task at hands and underline the role of learning from the
available data instances in light of the .
Results gathered using the alternative random value removal strategy (section 5.3) are provided in
Appendix A. Generally, these appended results yield similar ranks among the compared methods.
Please also refer to Appendix B for results collected using alternative residue-based scores that offer
complementary information on the spatial adequacy of the assessed methods, further supporting the
relevance of the proposed Φ +D imputation approach.
Figure 2: MAE for varying brain volumes on the EEG-
fMRI-NODDI testing data under a 50% missing rate.
10 50 100 200 500
#Features/Voxels
0.70
0.75
0.80
0.85
0.90
0.95
1.00
M
AE
kNN
Barycenter
Mean
MICE
Dropout
Dropout+D
+ D
Figure 2 provides a complementary view on
the performance of imputation methods for
the first dataset when considering a vary-
ing brain volume under analysis. The gath-
ered results evidence the superiority of the
proposed approach and suggest that perfor-
mance is independent of the spatial extent.
Figure 3 illustrates the denoising property
ofD on a randomly selected missing voxel –
with coordinates [14,29,14] – from the first
dataset. It compares, side by side, the error
of a single time series imputed spatially, by
Φ, with the error of an imputed signal with time regularization, by Φ +D. This image, together with
results (Tables 1-4), show the importance of this recurrent layer to capture the neurophysiological
temporal patterning of the signal.
Figure 3: Impact of time regularization on the imputation of voxel with coordinates [14,29,14].
(a) Error between original signal and spatially im-
puted signal using Φ
0 2 4 6 8 10 12
Time (seconds)
(b) Error between original signal and time regular-
ized signal using Φ +D
0 2 4 6 8 10 12
Time (seconds)
7
Table 1: MAE on time axis results on the EEG, fMRI and NODDI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 0.69± 0.73 0.67± 0.72 0.68± 0.76 0.66± 0.77 0.64± 0.84
Barycenter [19] 0.70± 0.74 0.69± 0.74 0.74± 0.84 0.73± 0.82 0.78± 0.86
Mean 0.70± 0.73 0.68± 0.72 0.67± 0.78 0.65±0.77 0.65± 0.79
CE [12] 0.71± 0.72 0.74± 0.69 0.76± 0.74 0.76± 0.71 0.78± 0.71
MICE [1] 0.71± 0.74 0.71± 0.73 0.78± 0.85 1.36± 4.42 0.71± 0.85
Dropout 0.70± 0.73 0.70± 0.73 0.71± 0.77 0.67± 0.74 0.65±0.76
Dropout+D 0.55±0.59 0.58±0.62 0.63±0.70 0.65±0.69 0.65±0.76
Φ 0.70± 0.73 0.70± 0.73 0.70± 0.77 0.64±0.77 0.64±0.79
Φ +D 0.55±0.59 0.57±0.61 0.66±0.76 0.64±0.78 0.65±0.81
Table 2: RMSE on time axis results on the EEG, fMRI and NODDI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 1.00± 0.79 0.99± 0.79 1.02± 0.84 1.01± 0.85 1.05± 0.93
Barycenter [19] 1.02± 0.81 1.02± 0.81 1.12± 0.92 1.10± 0.89 1.16± 0.94
Mean 1.01± 0.80 0.99± 0.79 1.03± 0.86 1.01± 0.85 1.02± 0.87
CE [12] 1.01± 0.78 1.01± 0.74 1.06± 0.80 1.04± 0.76 1.06± 0.76
MICE [1] 1.02± 0.80 1.02± 0.80 1.15± 0.93 4.63± 5.50 1.11± 0.93
Dropout 1.01± 0.80 1.02± 0.80 1.05± 0.84 1.00± 0.82 1.00± 0.84
Dropout+D 0.81±0.65 0.85±0.68 0.94±0.76 0.95±0.75 1.00± 0.84
Φ 1.01± 0.80 1.01± 0.80 1.04± 0.85 1.00± 0.85 1.02± 0.88
Φ +D 0.81±0.65 0.84±0.67 1.00± 0.83 1.02± 0.87 1.03± 0.89
Table 3: MAE on time axis results on the Auditory and Visual Oddball EEG-fMRI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 0.90± 0.80 0.92± 0.78 0.91± 0.77 0.88± 0.67 0.86± 0.61
Barycenter[19] 0.91± 0.82 0.95± 0.82 0.97± 0.80 0.97± 0.76 0.97± 0.73
Mean 0.92± 0.78 0.90± 0.75 0.88± 0.72 0.84±0.63 0.83±0.58
CE [12] 0.89±0.63 0.88±0.63 0.84±0.59 0.84±0.59 0.82±0.56
MICE[1] 0.94± 0.81 0.97± 0.82 0.98± 0.81 1.42± 3.01 3.61± 16
Dropout 0.93± 0.81 0.93± 0.79 0.93± 0.77 0.88± 0.67 0.85± 0.61
Dropout+D 0.58±0.42 0.66±0.47 0.73±0.40 0.75±0.55 0.86± 0.61
Φ 0.92±0.81 0.93±0.79 0.91±0.75 0.85±0.64 0.83±0.58
Φ +D 0.57±0.41 0.65±0.46 0.70±0.52 0.81±0.55 0.82±0.56
Table 4: RMSE on time axis results on the Auditory and Visual Oddball EEG-fMRI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 1.21± 0.86 1.21± 0.84 1.19± 0.81 1.11± 0.71 1.05± 0.64
Barycenter[19] 1.23± 0.88 1.25± 0.87 1.26± 0.85 1.23± 0.80 1.22± 0.77
Mean 1.21± 0.84 1.17± 0.80 1.14± 0.77 1.05± 0.66 1.01± 0.61
CE [12] 1.09± 0.66 1.08± 0.66 1.03± 0.62 1.03± 0.62 1.00± 0.60
MICE[1] 1.24± 0.86 1.27± 0.88 1.28± 0.86 3.33± 3.57 16.97± 21
Dropout 1.23± 0.86 1.22± 0.84 1.21± 0.82 1.11± 0.71 1.04± 0.64
Dropout+D 0.72±0.44 0.81±0.50 0.90±0.57 0.93±0.58 1.06± 0.65
Φ 1.23± 0.87 1.22± 0.84 1.18± 0.80 1.06± 0.67 1.02± 0.61
Φ +D 0.70±0.43 0.80±0.49 0.87±0.55 0.98±0.58 0.99±0.58
Final remarks. The rich spatiotemporal nature of neuroimaging modalities such as fMRI, together
with their high susceptibility to noise artifacts, create unique difficulties for missing data imputation
for both resting-state and stimuli-induced settings [25]. The gathered results indicate that, on one
hand, no state-of-the-art method for spatial-based imputation stands out, on the other hand, methods
able to preserve temporal dependencies, such as DTW-based barycenter, are unable to explore the
available data. One might argue that if the dataset contains multiple individuals and not a single
subject on the same scanner, it might be difficult to fit the correlation matrix, due to different line ups
and brain sizes. We recognize it as an obstacle to fit the voxel correlation matrix. To tackle it, we
downsample the fMRI spatial resolution by a factor of 6, going from 29000 voxels in total to 100
voxels to represent the whole brain of multiple subjects. The results in Section 5, actually show the
feasibility of the task and support the claim.
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This work shows the clear role of combining time regularization, D, with expedite spatial imputation
methods to achieve significant improvements on data settings with variable amount and types of
missing data.
We further presented a chained imputation method applied in a neural network setting which achieves
state-of-the-art results. In fMRI stimuli induced settings, the importance of iterative imputation
of missing time series in accordance with their pre-computed priority is highlighted by the stable
performance of the Φ layer, even when the missing rate increases.
Missing values imputation, in the perspective of this work, is seen as retrieving information from the
no-missing data. Performing imputation all at once is illustrated by the Dropout baseline. Φ has the
advantage of leveraging information from the already imputed information, something Dropout does
not do and shows the upside of the proposed approach. In sum, the proposed approach, Φ +D, is
competitive and superior to the baselines considered. Φ shows robustness as the missing rate increases
and D is able to remove the spatial prediction noise from Φ and Dropout, thus being denoted as a
denoiser. This stable performance is particularly interesting given the heightened differences between
resting state and stimuli based fMRI [26]. As future work, we intend to extend this imputation
approach to help in modality transfer. The complexity of devising end-to-end approaches for image
synthesis from modalities with different spatiotemporal resolutions can be guided under the proposed
imputation principles.
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A Spatial Results
The metrics presented in this Section are the same of Section 5.4, but instead of being taken along the
time axis, they are taken along the spatial/feature axis.
Table 5: MAE on feature axis results on the EEG, fMRI and NODDI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 0.46± 1.48 0.44± 0.98 0.49± 0.85 0.56± 0.83 0.62± 0.88
Barycenter[19] 0.69± 2.13 0.73± 1.51 0.75± 1.12 0.74± 0.97 0.75± 0.92
Mean 0.70± 2.14 0.64± 1.29 0.64± 0.99 0.64± 0.86 0.64± 0.82
CE [12] 6.59± 17 2.76± 4.29 1.48± 1.45 1.01± 0.87 0.86± 0.75
MICE[1] 0.59± 1.78 0.61± 1.20 0.72± 1.04 1.39± 4.63 0.72± 0.90
Dropout 0.60± 1.85 0.58± 1.17 0.60± 0.88 0.59± 0.78 0.60± 0.79
Dropout+D 0.60± 0.62 0.64± 0.72 0.65± 0.89 0.56± 0.71 0.67± 0.77
Phi 0.63± 1.91 0.57± 1.15 0.59± 0.87 0.61± 0.84 0.64± 0.82
Phi+D 0.58± 0.60 0.63± 0.72 0.72± 0.91 0.59± 0.81 0.73± 0.86
Table 6: RMSE on feature axis results on the EEG, fMRI and NODDI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 0.82± 2.45 0.77± 1.49 0.85± 1.16 0.95± 1.02 1.06± 1.03
Barycenter[19] 1.08± 3.22 1.13± 2.13 1.12± 1.43 1.14± 1.16 1.16± 1.05
Mean 1.03± 3.06 0.95± 1.77 0.99± 1.28 1.00± 1.03 1.02± 0.94
CE [12] 3.23± 7.94 2.04± 3.01 1.46± 1.43 1.20± 0.97 1.11± 0.82
MICE[1] 0.83± 2.45 0.86± 1.60 1.05± 1.33 4.77± 6.30 1.13± 1.03
Dropout 0.89± 2.65 0.85± 1.60 0.88± 1.13 0.92± 0.94 0.97± 0.91
Dropout+D 0.86± 0.67 0.96± 0.79 1.10± 1.00 0.91± 0.79 1.02± 0.85
Phi 0.91± 2.71 0.84± 1.56 0.87± 1.12 0.98± 1.02 1.02± 0.94
Phi+D 0.84± 0.66 0.96± 0.79 1.16± 1.01 1.00± 0.90 1.13± 0.95
Table 7: MAE on feature axis results on the Auditory and Visual Oddball EEG-fMRI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 0.57± 1.70 0.60± 1.13 0.66± 0.83 0.74± 0.69 0.86± 0.65
Barycenter[19] 1.00± 2.97 1.01± 1.89 1.01± 1.24 0.99± 0.94 0.99± 0.81
Mean 0.81± 2.38 0.82± 1.50 0.81± 0.98 0.82± 0.73 0.82± 0.61
CE [12] 7.07± 19.23 3.02± 4.59 1.58± 1.37 1.07± 0.74 0.92± 0.60
MICE[1] 0.65± 1.94 0.71± 1.33 0.78± 0.99 1.45± 3.26 3.65± 16.69
Dropout 0.70± 2.07 0.69± 1.29 0.70± 0.86 0.75± 0.69 0.81± 0.62
Dropout+D 0.30± 0.44 0.32± 0.46 0.39± 0.55 0.36± 0.52 0.43± 0.64
Phi 0.69± 2.05 0.68± 1.26 0.71± 0.87 0.81± 0.72 0.82± 0.62
Phi+D 0.28± 0.41 0.29± 0.40 0.37± 0.55 0.43± 0.59 0.43± 0.64
Table 8: RMSE on feature axis results on the Auditory and Visual Oddball EEG-fMRI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 0.74± 2.17 0.76± 1.39 0.83± 0.99 0.92± 0.78 1.04± 0.70
Barycenter[19] 1.27± 3.73 1.27± 2.30 1.25± 1.46 1.24± 1.06 1.23± 0.88
Mean 0.98± 2.86 0.98± 1.77 0.98± 1.13 0.99± 0.81 0.99± 0.67
CE [12] 2.98± 6.97 1.91± 2.52 1.38± 1.16 1.14± 0.77 1.05± 0.64
MICE[1] 0.82± 2.41 0.89± 1.61 0.99± 1.18 3.47± 4.24 17.04± 22
Dropout 0.89± 2.61 0.87± 1.59 0.86± 1.01 0.92± 0.77 0.98± 0.67
Dropout+D 0.54± 0.50 0.56± 0.51 0.67± 0.62 0.63± 0.59 0.77± 0.72
Phi 0.88± 2.59 0.85± 1.54 0.87± 1.02 0.98± 0.80 0.99± 0.67
Phi+D 0.50± 0.46 0.50± 0.46 0.66± 0.62 0.73± 0.67 0.77± 0.72
By looking at Tables 5 and 6, the extension of a Denoiser, D, does not show to be an advantage.
Instead, leaving Dropout and Φ, alone have a better performance. CE has a poor performance on
the EEG, fMRI and NODDI dataset. kNN shows a good performance spatially, which was expected
due to the high neighbour spatial correlation. Although, D does not show superiority in the spatial
oriented metrics, it still shows robustness. Further, superiority is clear in Tables 7 and 8 for D, we do
not go to deep into the reason why this happens, but it may have to do with the different nature of
the two datasets (resting state and stimuli based). In sum, D shows the best results in the Auditory
and Visual Oddball EEG-fMRI dataset, but kNN shows the best results in EEG, fMRI and NODDI
dataset (all spatial wise).
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B Random Removal - Results
B.1 Random Value Removal
In this Section, we present results by randonly removing values. In contrast, with the results shown
in Section 6, in which values were removed by region, that is random region removal, here we only
remove random values. Spatial location is not considered in this type of removal scheme.
B.2 Results
Table 9: MAE on spatial axis results on the EEG, fMRI and NODDI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 0.44± 1.47 0.47± 1.04 0.49± 0.84 0.56± 0.84 0.67± 0.85
Barycenter[19] 0.78± 2.48 0.77± 1.57 0.78± 1.13 0.76± 0.95 0.77± 0.92
Mean 0.77± 2.45 0.74± 1.52 0.68± 1.04 0.66± 0.88 0.64± 0.81
CE[12] 6.99± 20.02 2.66± 4.25 1.43± 1.42 1.03± 0.85 0.85± 0.74
MICE[1] 0.51± 1.59 0.53± 1.06 0.59± 0.83 0.69± 0.81 2.67± 24
Dropout 0.57± 1.81 0.55± 1.11 0.54± 0.77 0.59± 0.81 0.66± 0.80
Dropout+D 0.54± 0.59 0.52± 0.57 0.61± 0.69 0.58± 0.55 0.66± 0.67
Phi 0.56± 1.78 0.53± 1.07 0.52± 0.80 0.59± 0.84 0.63± 0.80
Phi+D 0.54± 0.60 0.48± 0.56 0.59± 0.69 0.56± 0.61 0.60± 0.67
Table 10: RMSE on spatial axis results on the EEG, fMRI and NODDI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 0.78± 2.44 0.81± 1.58 0.84± 1.14 0.96± 1.03 1.06± 0.97
Barycenter[19] 1.12± 3.46 1.12± 2.14 1.13± 1.44 1.14± 1.13 1.17± 1.04
Mean 1.14± 3.56 1.11± 2.12 1.04± 1.35 1.03± 1.06 1.01± 0.92
CE[12] 3.25± 8.40 1.96± 2.97 1.42± 1.42 1.19± 0.94 1.09± 0.81
MICE[1] 0.69± 2.14 0.75± 1.42 0.83± 1.04 0.99± 0.95 24.91± 34
Dropout 0.81± 2.50 0.79± 1.49 0.77± 0.98 0.94± 0.98 1.01± 0.91
Dropout+D 0.81± 0.65 0.77± 0.62 0.92± 0.76 0.80± 0.60 0.94± 0.73
Phi 0.80± 2.47 0.77± 1.46 0.80± 1.04 0.97± 1.02 1.00± 0.92
Phi+D 0.81± 0.66 0.74± 0.61 0.90± 0.75 0.83± 0.67 0.90± 0.73
Table 11: MAE on time axis results on the EEG, fMRI and NODDI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 0.50± 0.62 0.52± 0.65 0.52± 0.64 0.56± 0.73 0.66± 0.80
Barycenter[19] 0.53± 0.64 0.57± 0.70 0.63± 0.70 0.70± 0.79 0.75± 0.86
Mean 0.53± 0.65 0.57± 0.72 0.59± 0.70 0.61± 0.75 0.63± 0.77
CE[12] 0.72± 0.80 0.68± 0.74 0.71± 0.69 0.77± 0.68 0.77± 0.70
MICE[1] 0.51± 0.60 0.53± 0.61 0.57± 0.61 0.65± 0.68 2.51± 24
Dropout 0.51± 0.60 0.53± 0.62 0.54± 0.59 0.58± 0.70 0.64± 0.76
Dropout+D 0.51± 0.53 0.53± 0.56 0.56± 0.56 0.59± 0.61 0.66± 0.76
Phi 0.51± 0.60 0.52± 0.62 0.53± 0.61 0.57± 0.73 0.62± 0.76
Phi+D 0.51± 0.54 0.51± 0.56 0.53± 0.56 0.60± 0.76 0.64± 0.78
Tables 9, 10, 11 and 12 show the results for the EEG, fMRI and NODDI dataset. kNN shows
superiority in the spatial metrics, while the addition of a Denoiser, D, does not have a big significance
in this dataset.
Tables 13, 14. 15 and 16 show the results for the Auditory and Visual Oddball EEG-fMRI datset.
Φ +D shows the best results in the time wise metrics with a significatn superiority shown in Tables
15 and 16. On the other hand, Φ has the best results in the spatial/feature wise results in Tables 13
and 14, which in Appendix A was kNN the best model. This is due to the different types of missing
values settings, here removal is random, but in Appendix A removal was made by region, bringing an
advantage to neighbour methods, such as kNN.
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Table 12: RMSE on time axis results on the EEG, fMRI and NODDI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 0.79± 0.68 0.83± 0.73 0.83± 0.71 0.92± 0.81 1.04± 0.88
Barycenter[19] 0.83± 0.70 0.90± 0.77 0.94± 0.76 1.06± 0.86 1.14± 0.94
Mean 0.84± 0.72 0.92± 0.80 0.92± 0.77 0.97± 0.83 0.99± 0.85
CE[12] 1.08± 0.87 1.00± 0.80 0.99± 0.74 1.03± 0.73 1.04± 0.75
MICE[1] 0.79± 0.66 0.81± 0.67 0.84± 0.67 0.95± 0.74 24.79± 33
Dropout 0.79± 0.66 0.81± 0.68 0.80± 0.65 0.91± 0.77 0.99± 0.84
Dropout+D 0.74± 0.58 0.76± 0.61 0.79± 0.60 0.85± 0.67 1.01± 0.83
Phi 0.79± 0.67 0.81± 0.68 0.81± 0.67 0.92± 0.81 0.98± 0.85
Phi+D 0.75± 0.59 0.76± 0.61 0.77± 0.61 0.98± 0.85 1.00± 0.86
Table 13: MAE on spatial axis results on the Auditory and Visual Oddball EEG-fMRI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 0.59± 1.83 0.62± 1.18 0.66± 0.83 0.75± 0.70 0.87± 0.67
Barycenter[19] 1.07± 3.30 1.04± 1.95 1.01± 1.26 1.00± 0.94 1.00± 0.81
Mean 0.82± 2.53 0.83± 1.54 0.81± 0.99 0.82± 0.73 0.82± 0.63
CE[12] 0.66± 2.05 0.70± 1.35 0.73± 0.94 0.80± 0.77 1.62± 5.24
MICE[1] 0.74± 2.29 0.71± 1.34 0.69± 0.87 0.77± 0.71 0.81± 0.63
Dropout 0.30± 0.45 0.33± 0.47 0.31± 0.46 0.39± 0.55 0.43± 0.62
Dropout+D 0.69± 2.15 0.67± 1.28 0.68± 0.86 0.80± 0.72 0.83± 0.63
Phi 0.29± 0.45 0.33± 0.46 0.31± 0.45 0.43± 0.59 0.43± 0.60
Phi+D 0.58± 0.60 0.63± 0.72 0.72± 0.91 0.59± 0.81 0.73± 0.86
Table 14: RMSE on spatial axis results on the Auditory and Visual Oddball EEG-fMRI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 0.76± 2.34 0.79± 1.46 0.83± 1.00 0.93± 0.80 1.06± 0.73
Barycenter[19] 1.32± 4.03 1.28± 2.35 1.26± 1.48 1.24± 1.05 1.24± 0.88
Mean 1.00± 3.05 1.00± 1.83 0.99± 1.15 0.99± 0.82 1.00± 0.68
CE[12] 0.86± 2.64 0.91± 1.69 0.94± 1.13 1.01± 0.87 5.45± 6.72
MICE[1] 0.92± 2.83 0.89± 1.65 0.87± 1.03 0.95± 0.80 0.99± 0.69
Dropout 0.54± 0.52 0.58± 0.53 0.55± 0.52 0.68± 0.62 0.76± 0.70
Dropout+D 0.87± 2.66 0.85± 1.57 0.86± 1.01 0.98± 0.81 1.00± 0.68
Phi 0.53± 0.51 0.57± 0.52 0.55± 0.51 0.73± 0.66 0.73± 0.67
Phi+D 0.58± 0.60 0.63± 0.72 0.72± 0.91 0.59± 0.81 0.73± 0.86
Table 15: MAE on time axis results on the Auditory and Visual Oddball EEG-fMRI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 0.91± 0.82 0.94± 0.82 0.92± 0.78 0.89± 0.70 0.87± 0.64
Barycenter[19] 0.92± 0.83 0.96± 0.83 0.96± 0.79 0.98± 0.77 0.98± 0.74
Mean 0.90± 0.81 0.92± 0.80 0.89± 0.75 0.85± 0.66 0.84± 0.60
CE[12] 0.93± 0.84 0.97± 0.85 0.98± 0.83 0.91± 0.73 1.57± 5.12
MICE[1] 0.92± 0.83 0.95± 0.82 0.94± 0.79 0.88± 0.69 0.85± 0.62
Dropout 0.67± 0.52 0.66± 0.53 0.69± 0.53 0.72± 0.56 0.78± 0.56
Dropout+D 0.92± 0.83 0.95± 0.82 0.93± 0.78 0.86± 0.67 0.84± 0.61
Phi 0.67± 0.51 0.66± 0.52 0.67± 0.52 0.83± 0.57 0.82± 0.56
Phi+D 0.58± 0.60 0.63± 0.72 0.72± 0.91 0.59± 0.81 0.73± 0.86
Table 16: RMSE on time axis results on the Auditory and Visual Oddball EEG-fMRI Test Set.
Missing 10% 25% 50% 75% 90%
kNN 1.23± 0.88 1.25± 0.88 1.20± 0.83 1.14± 0.74 1.08± 0.67
Barycenter[19] 1.23± 0.89 1.27± 0.89 1.25± 0.84 1.24± 0.81 1.23± 0.78
Mean 1.22± 0.87 1.22± 0.85 1.16± 0.79 1.08± 0.70 1.03± 0.63
CE[12] 1.25± 0.90 1.29± 0.91 1.29± 0.89 1.17± 0.78 5.36± 6.37
MICE[1] 1.23± 0.89 1.26± 0.88 1.23± 0.84 1.12± 0.73 1.05± 0.65
Dropout 0.85± 0.56 0.85± 0.56 0.87± 0.56 0.91± 0.59 0.96± 0.59
Dropout+D 1.24± 0.89 1.26± 0.88 1.21± 0.83 1.09± 0.71 1.04± 0.64
Phi 0.84± 0.54 0.84± 0.55 0.85± 0.55 1.00± 0.59 1.00± 0.59
Phi+D 0.58± 0.60 0.63± 0.72 0.72± 0.91 0.59± 0.81 0.73± 0.86
14
