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The paper addresses the problem of calculating the noise-induced switching rates in systems with
delay-distributed kernels and Gaussian noise. A general variational formulation for the switching
rate is derived for any distribution kernel, and the obtained equations of motion and boundary con-
ditions represent the most probable, or optimal, path, which maximizes the probability of escape.
Explicit analytical results for the switching rates for small mean time delays are obtained for the
uniform and bi-modal (or two-peak) distributions. They suggest that increasing the width of the dis-
tribution leads to an increase in the switching times even for longer values of mean time delays for
both examples of the distribution kernel, and the increase is higher in the case of the two-peak dis-
tribution. Analytical predictions are compared to the direct numerical simulations and show excel-
lent agreement between theory and numerical experiment. Published by AIP Publishing.
https://doi.org/10.1063/1.5034106
Many real world dynamical systems exhibit complex
behavior often induced by intrinsic time delays. In addi-
tion, the majority of such systems are influenced by both
external and internal random perturbations. An important
practical problem, therefore, is to understand how random
disturbances are organized such that the dynamics escape
from a stable attractor and exhibit new behavior.
Although the noise amplitudes are small, the resulting
change is a large fluctuation out of the basin of attraction.
In this paper, we study the influence of noise-induced large
fluctuations on dynamical systems, where the time delay is
not taken as a constant but is rather chosen from a given
distribution. We use a variational approach to calculate
the switching rates out of the basin of attraction of the sta-
ble equilibrium for a general kernel of the delay distribu-
tion, as well as general nonlinearity. Taking two particular
commonly used examples of the distribution kernel,
namely, the uniform and bi-modal kernels, we analyze
how the width of the distribution affects the switching
rates. Our results suggest that the switching is affected not
only by the mean time delay but also by the width of the
delay distribution. Specifically, if the distribution width is
increased, this leads to an increase in the switching times.
I. INTRODUCTION
Time-delayed models have been extensively applied in
various disciplines, including neuroscience, quantum optics,
laser dynamics, mechanical and chemical oscillators, popula-
tion dynamics, mathematical epidemiology, and many others.1
In these systems, time delays are often used to account for a
finite propagation time, the time it takes for a signal to be proc-
essed and fed back, and significant time delays can arise due to
the separation between the subsystems. In neural systems,
delays represent the time it takes for neural signals to propa-
gate and be processed,2,3 and in semiconductor lasers the delay
is determined by the propagation path and is much longer than
the internal oscillation periods.4 In quantum networks, in order
to model non-Markovian aspects of quantum dynamics, one
has to account for delayed interactions between network nodes
when exchanging photons, and time-delayed feedback control
can be used to create and stabilize entangled states.5,6 In order
to describe population fluctuations in ecological setting, it is
important to include maturation time, the time it takes to
develop into a reproducing adult.7–9 In epidemiology, time
delays can represent latency or temporary immunity periods
affecting the spread of the infection,9–11 and in gene regulatory
networks they arise during the transcription and translation of
mRNA.12–14 Finally, robotic systems such as swarms and their
control have attracting states that only can be captured with
delayed communication and control actuation.15,16
In addition to intrinsic time delays, majority of real sys-
tems are also affected by both external and internal random
perturbations, which necessitate the inclusion of noise into
the dynamical models, and hence, stochastic differential
delay equations (DDEs) are used to analyze a wide range of
systems. For instance, gene regulatory networks are often
modeled as stochastic birth-death processes with time
delays,12 and anomalies during El Ni~no have been analyzed
using delayed-oscillator models, excited by external weather
noise.17–19 Recently, time-delayed feedback control has been
applied to noise-induced chimera states in FitzHugh-
Nagumo networks with non-local coupling, and it has been
shown that for some values of time delays, it can lead to the
so-called period-two coherence resonance chimera.20 Much
of the analysis of stochastic DDEs involving local fluctua-
tions has been done using delayed Fokker-Plank equations,
and several small delay approximation methods have been
suggested. Furthermore, a perturbation theory method has
been developed to determine single time point probabilitya)Electronic mail: y.kyrychko@sussex.ac.uk
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densities and mean delays, as well as autocorrelation func-
tions in stochastic differential equations (SDEs) in the con-
text of delayed Fokker-Plank equations.21,22
In this paper, we focus on understanding large fluctua-
tions in dynamical systems with distributed time delays,
which have one or more stable steady states. In the absence of
noise, the solutions will go to a stable steady state; however,
when the noise is included, even if small in intensity, it leads
to fluctuations around the stable steady state. Furthermore,
noise can force the system out of the stable steady state, or it
can lead to switching to another stable steady state. This phe-
nomenon is similar to the tipping process in dynamical sys-
tems, where relatively small changes in input can lead to
sudden and disproportional changes in output, for example,
due to a slow variation in parameter (B-tipping) or inclusion
of noise (N-tipping).23–25 For systems not in thermal equilib-
rium, as in the case of noise-induced switching between states,
the probability distribution is no longer of the Boltzmann
form. Many results have been obtained for dynamical systems
without delay driven by white Gaussian noise and for
Markovian reaction and population systems, cf., Refs. 26–37.
On the other hand, noise-induced switching has been stud-
ied for bistable systems in the presence of time delay to demon-
strate residence times depending on the noise level, as well as to
analytically calculate the expressions for the autocorrelation
function and power spectrum.38,39 Switching entire behaviors
for complex discrete delay-coupled swarming systems has been
observed in Ref. 40. Noise-induced switching rates between sta-
ble steady states, and the rates of noise-induced extinction in the
case of constant time delays, have recently been analyzed, in
general, in Ref. 41. In this paper, we will study a time-delayed
system driven by noise, where the time delay is given by an inte-
gral with a memory kernel in the form of the prescribed delay
distribution function. The research in this paper is motivated by
the effects of distributed delays on the system dynamics in vari-
ous settings, for example, in models coupled oscillators,42–44 in
traffic dynamics to describe the memory effects on drivers,45 to
represent long-range interactions between neurons,3,46 modeling
waiting times in epidemiological models,47 as well as maturation
periods in population dynamics modeling.48,49
The outline of the paper is as follows. In Sec. II, we
apply variational approach to formulate the problem in order
to calculate the rate of switching out of the basin of attraction
of the steady state for a general delay distribution and gen-
eral nonlinearity. In Sec. III, we consider the case of the uni-
formly distributed delay kernel and show how the width of
the distribution influences the switching rate. The case of the
two-peak delay distribution is analyzed in Sec. IV, and the
results are compared to the case of the uniform distribution.
For both types of distributions, we perform numerical simu-
lations, which are presented in Sec. V, and the agreement
between theory and analytical results is excellent.
II. GENERAL CASE OF THE DELAY DISTRIBUTION
KERNEL
We consider a switching process in a one-dimensional
system with distributed time delay and noise, which has the
form
_xðtÞ ¼ f xðtÞ;
ð1
0
gðrÞxðt rÞdr
 
þ gðtÞ; (1)
where the distribution kernel gðÞ is assumed to be non-
negative and normalized to unity, i.e.,
gðsÞ  0;
ð1
0
gðsÞds ¼ 1:
g(t) is the noise, and f() is a nonlinear function. If
gðuÞ ¼ dðuÞ, one obtains a system without time delays, and
if gðuÞ ¼ dðu sÞ, this leads to the case of discrete time
delay.
In the case of Gaussian noise, if D is the noise intensity,
one can characterize noise realizations g(t) by its probability
density functional Pg½gðtÞ  exp ðRg=DÞ with
Rg gðtÞ½  ¼ 1
4
ð1
1
dtdt0gðtÞF^ ðt t0Þgðt0Þ; (2)
where F^ ðt t0Þ=2D is the inverse of the pair correlator of
g(t).50 Noise intensity D is assumed to be sufficiently small,
so that sample paths will limit on an optimal path as D! 0.
In the absence of noise, we consider a situation in which
the system possesses a stable steady state, xA, and a saddle
point, xS, satisfying f ðxA; xAÞ ¼ f ðxS; xSÞ  0. For the topo-
logical switching setup, we suppose that the saddle lies on
the boundary of the basin of attraction of xA. That is, we will
consider starting initially in the basin of attraction of attrac-
tor xA and consider the dynamics of switching as escape
from the basin of attraction, which we define as a large fluc-
tuation. In the asymptotic limit as the noise intensity goes to
zero, the path away from xA will pass through the saddle
point, xS.
When compared to the effective barrier height, we
assume that the noise is small, and the mean time to switch
is much longer than the relaxation time. Thus, the occurrence
of switching is expected to be a rare event. Assuming that
the event lies in the tail of the distribution, the probability of
a switching is an exponential distribution, given as
Px x½  / exp ðR=DÞ; R ¼ minR x; g; k½ ; (3)
where
R x; g; k½  ¼ Rg gðtÞ½  þ
ð1
1
kðtÞ
 _xðtÞ  f x;
ð1
0
gðrÞxðt rÞdr
 
 gðtÞ
 
dt;
(4)
where kðtÞ is a time-dependent Lagrange multiplier. Note
that the noise source g(t) may be from any continuous or dis-
crete distribution. Here, we assume uncorrelated Gaussian
noise defined in Eq. (2) so that we substitute it into Eq. (4) as
Rg gðtÞ½  ¼ 1
4
ð
g2ðtÞdt: (5)
The main goal to determine the probability of switching is to
compute the exponent R, which, for reasons that will be
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made clear below, we define as the action, similar to the
action in classical mechanics.
A. The variational equations of motion
To simplify the analysis, we define the following
convolution:
ðg»xÞðtÞ 
ð1
0
gðrÞxðt rÞdr: (6)
In order to find the exponent R in Eqs. (4) and (5), we look
for equations that describe the maximum probability of
reaching the state xS from the initial state xA. The variation
ðdRÞ is obtained by varying deviations from the path that
minimize R. Variation with respect to noise g(t) is
gðtÞ ¼ 2kðtÞ.
The variation with respect to the Lagrange multiplier
kðtÞ has the form
_xðtÞ ¼ f xðtÞ; ðg»xÞðtÞð Þ þ 2kðtÞ:
Finally, we look at the variation with respect to x, which is
given by
dR
dx
¼ R xþ l; g; k½   R x; g; k½ 
¼
ð1
1
kðtÞ _lðtÞ  f xðtÞ þ lðtÞ; ðg»xÞðtÞð½
þðg»lÞðtÞÞþf xðtÞ; ðg»xÞðtÞð Þdt:
Taylor expanding the last expression gives
dR
dx
¼
ð1
1
kðtÞ
ð1
0
gðrÞ _lðtÞ  lðtÞf1 xðtÞ; ðg»xÞðtÞð Þ½
f2 xðtÞ; ðg»xÞðtÞð Þlðt rÞdrdtþOðl2Þ; (7)
where fið; Þ, i¼ 1 and 2 are
f1 ¼ @f xðtÞ; ðg»xÞðtÞð Þ
@x
and f2 ¼ @f xðtÞ; ðg»xÞðtÞð Þ
@ðg»xÞðtÞ :
Evaluating the second integral in (7) gives the equation of
motion for k in the form
 _kðtÞ¼kðtÞf1 xðtÞ;ðg»xÞðtÞð Þ
þ
ð1
0
kðtþrÞgðrÞf2 xðtþrÞ;ðg»xÞðtþrÞ½ dr: (8)
Note that unlike the equations for the noise and the state
functions, the last equation contains both delayed and
advanced terms, making it an acausal equation of motion for
kðtÞ. Combining the derived variational results leads to a sys-
tem of equations in the form
_xðtÞ ¼ f x; ðg»xÞðtÞð Þ þ 2kðtÞ; (9)
_kðtÞ¼kðtÞf1 xðtÞ;ðg»xÞðtÞð Þ

ð1
0
kðtþrÞgðrÞf2 xðtþrÞ;ðg»xÞðtþrÞ½ dr; (10)
which has the Hamiltonian
H x; ðg»xÞðtÞ; kð Þ ¼ k2 þ kf xðtÞ; ðg»xÞðtÞð Þ: (11)
B. Boundary conditions
To solve for the most likely, or optimal, path along
which the system switches from the attractor, we assume that
we start at or near xA and compute the path to the saddle
point xS using Eq. (10). In order to compute the actual path,
boundary conditions are required on the real line. We assume
that at steady state, the noise goes to zero. Therefore, we
have that as t!1; ðxðtÞ; kðtÞÞ ! ðxS; 0Þ. On the other
hand, as t! 1, we have ðxðtÞ; kðtÞÞ ! ðxA; 0ÞÞ.
When noise gðtÞ  0, we can linearize Eq. (1) about a
steady state, x
_XðtÞ ¼ f1ðx; xÞXðtÞ þ f2ðx; xÞðg»XÞðtÞ: (12)
In particular, when x ¼ xA, the spectrum of the characteristic
equation has values in the left half of the complex plane. In
contrast, when x ¼ xS, at least one eigenvalue has positive
real part.
On the other hand, since Eq. (8) is linear in k, at the
steady state x we have
_KðtÞ ¼ KðtÞf1ðx; xÞ  f2ðx; xÞ
ð1
0
gðrÞKðtþ rÞdr: (13)
Assuming KðtÞ ¼ eat, the characteristic equation for K is
a f1ðx; xÞ  f2ðx; xÞ fLggðaÞ½  ¼ 0; (14)
where a is an eigenvalue of a Jacobian, and
fLggðzÞ ¼
ð1
0
ezugðuÞdu
is the Laplace transform of the function g(u). Moreover, it is
easy to show that the spectrum of K has opposite signs to
that of X. Therefore, the attractor becomes a saddle, and sad-
dle remains a saddle. This result will hold true if the mean
value of the delay distribution is small.
The interpretation of the local saddle structure and the
escape path is such that at attractor xA, the conjugate variable
supplies an unstable direction for escape through xS. Escape
occurs along the most probable path which connects saddles
(xA, 0) to ðxS; 0Þ as a heteroclinic orbit. That is, as t! 1,
the path approaches (xA, 0) along its unstable manifold,
while as t!1, the path asymptotes to ðxS; 0Þ along the sta-
ble manifold.
C. Perturbation theory
Taking into account the above-mentioned assumptions
on the equations of motion and asymptotic boundary condi-
tions, the problem of finding the action R is formulated as
calculating the solutions to a nonlinear two-point boundary
problem. We assume that this solution exists in the non-
delayed case, and when the delay is non-zero, the corre-
sponding solution remains close to the non-delayed solution.
Thus, the variational problem of finding the action is
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formulated as finding its perturbation to non-delayed case.
We assume that if x(t) is a solution for a non-delayed prob-
lem, then the perturbations ½xðtÞ  Ð1
0
gðzÞxðt zÞdz should
remain small. The action can be written as the following per-
turbation problem:
R x; g; k½  ¼ R0 x; g; k½  þ R1 x; g; k½ ;
where
R0 x;g;k½ ¼1
4
ð
g2ðtÞdtþ
ð
kðtÞ _xðtÞ f ðx;xÞgðtÞ½ dt; (15)
and
R1 x;g;k½ ¼
ð
kðtÞ f ðxðtÞ;xðtÞÞ f xðtÞ;ðg»xÞðtÞð Þ½ dt: (16)
The minimizing solution can be found by first analyzing the
equations that minimize R0, which are denoted by
½xo; go; ko, and then evaluating the first order correction at
the zeroth order solution, i.e.,R1½x0; g0; k0.
From Eqs. (15) and (11), it is easy to see that the optimal
path for the non-delayed case is given by k0 ¼ f ðx0; x0Þ,
implying that _x0 ¼ f ðx0; x0Þ, which is just a time-reversed
trajectory from the zero delay case. The optimal noise is then
given by g0ðtÞ ¼ 2k0ðtÞ.
In order to make further analytical progress, we need to
specify a particular choice of the distribution kernel g(u) and
of the function f(). In this paper, we consider two particular
distributions, namely, a uniform and a two-peak distribution
kernel, and a quadratic nonlinearity in the function f().
III. UNIFORMLY DISTRIBUTED DELAY
In this section, we consider the case of the uniformly
distributed kernel that can be written as follows:
gðuÞ ¼
1
2q
; s q 	 u 	 sþ q;
0; otherwise:
8><
>: (17)
With this distribution kernel, we choose the function f() to be
f xðtÞ; ðg»xÞðtÞð Þ ¼ xð1 xÞ  c
2q
ðsþq
sq
xðt zÞdz: (18)
Substituting the expression (18) into the right-hand side of
Eq. (1), one obtains
_xðtÞ ¼ xð1 xÞ  c
2q
ðsþq
sq
xðt zÞdzþ gðtÞ: (19)
A. Steady state stability
In the absence of noise, Eq. (19) has two steady states
xA ¼ 1 c and xS ¼ 0; 0 	 c 	 1:
To study the stability of these steady states, we substitute the
Laplace transform of the distribution kernel
Lgf gðaÞ ¼ 1
2qa
easðeaq  eaqÞ ¼ eas sinhðaqÞ
aq
into the characteristic equation (14) for the conjugate vari-
able, K. (Note that since the spectra for X and K characteris-
tic equations are of opposite sign, we only examine the one
for K.) Using the Taylor expansion for small mean time
delays (and hence, for small q), we can simplify the charac-
teristic equation and find eigenvalues a as
a 1þ 2x þ cð1þ asÞ ¼ 0 ) a ¼ 1 2x  c
cs 1 :
At the steady state x ¼ xA, we have a ¼ 1c1cs > 0 for K,
and a ¼ 1c
1cs < 0 for X. Similar but opposite sign results
hold for xS.
Therefore, when t! 1, the solution of the linearized
problem tends to (xA, 0), and the solution of the linearized
problem tends to ðxS; 0Þ as t!1.
B. Perturbation of the action
In order to find the optimal path from xA to xS, which
minimizesR0, we use the fact that the optimal path solutions
satisfy _xoðtÞ ¼ f ðxoðtÞ; xoðtÞÞ and ko ¼ f ðxoðtÞ; xoðtÞÞ.
For the vector field without delay, we find that
xo ¼ xA
1þ exAt ; (20)
that as t!1; xoðtÞ ! 0, and as t! 1; xoðtÞ ! xA and
R0ðs; qÞ ¼ x
3
A
3
: (21)
Since
f ðxðtÞ; xðtÞÞ  f xðtÞ; ðg»xÞðtÞð Þ
¼ c xðtÞ  1
2q
ðsþq
sq
xðt zÞdz
" #
;
the first order action can be found as
R1ðs; qÞ ¼ 2c
ð1
1
_xoðtÞ xoðtÞ  1
2q
ðsþq
sq
xoðt zÞdz
" #
dt:
¼ 2c
ð1
1
xoðxA  xoÞ
 xoðtÞ  xA  1
2q
ln
1þ exAðtsqÞ
1þ exAðtsþqÞ
 " #
dt: (22)
Combining the above calculations, the expression for
Rðs; qÞ becomes
Rðs;qÞ¼ x
3
A
3
cx2A
c
q
 x
2
AðsþqÞ
exAðsþqÞ 1þ
c
q
 x
2
AðsqÞ
exAðsqÞ 1 ; (23)
where we have an explicit dependence on the mean time
delay s and the distribution width q. For small distribution
widths q, this expression can be further expanded as
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Rðs;qÞ x
3
A
3
2c x
2
A
2
þx
2
Ae
xAsðexAsxAs1Þ
ðexAs1Þ2
 !
þ1
3
x4Ae
xAsð3e2xAsþ3þxAse2xAsþ4xAsexAsþxAsÞ
ðexAs1Þ4
q2þOðq4Þ: (24)
If q¼ 0, then we recover the same expression as in Ref. 41,
which was derived for the case of the discrete time delay.
IV. ATWO-PEAK DELAY DISTRIBUTION KERNEL
In this section, we analyze the effect of distributed delay
on the switching rates by considering a distribution kernel
g(u) in the form of two discrete time delays with an average
delay s, which are separated by a time interval 2q.51 Under
this approximation, the distribution kernel g(u) can be writ-
ten as
gðuÞ ¼ dðu s qÞ þ dðu sþ qÞ
2
;
where d is the Dirac delta function. For simplicity, we intro-
duce the notation as follows:
sþ q ¼ s1; s q ¼ s2;
and
xs1 ¼ xðt s1Þ; xs2 ¼ xðt s2Þ:
The calculations for the variation with respect to noise and
kðtÞ will be similar to those in Sec. II, so we just state the
one variation with respect to x(t), since the problem now
involves multiple delays. Looking at the deviation with
respect to x(t) gives
dR
dx
¼ 
ð
lðtÞ _kðtÞ þ kðtÞ df ðx; xðt s1Þ; xðt s2ÞÞ
dxðtÞ

kðtþ s1Þ df ðxðtþ s1Þ; xðtÞ; xðtþ 2qÞÞdxðt s1Þ
kðtþ s2Þ df ðxðtþ s2Þ; xðt 2qÞ; xðtÞÞdxðt s2Þ

dt:
Now, the equations of motion can be written in the following
way:
_xðtÞ ¼ f ðxðtÞ; xðt s1Þ; xðt s2ÞÞ þ 2kðtÞ;
_kðtÞ ¼ kðtÞ df ðx; xðt s1Þ; xðt s2ÞÞ
dxðtÞ
kðtþ s1Þ df ðxðtþ s1Þ; xðtÞ; xðtþ 2qÞÞdxðt s1Þ
 kðtþ s2Þ df ðxðtþ s2Þ; xðt 2qÞ; xðtÞÞdxðt s2Þ :
We remark that since the problem is one with multiple
delays, the equations of motion can be derived using the
Hamiltonian
Hðx; xs1 ; xs2 ; kÞ ¼ k2 þ kf ðx; xs1 ; xs2Þ;
with the general acausal equations of motion
_xo ¼ @H
@k
ðxo; xos1 ; xos2 ; koÞ;
_ko ¼  @H
@x
ðxo; xos1 ; xos2 ; koÞ
 @H
@xs1
ðxoðtþ s1Þ; xoðtÞ; xoðtþ 2qÞ; koðtþ s1ÞÞ
 @H
@xs2
ðxoðtþ s2Þ; xoðt 2qÞ; xoðtÞ; koðtþ s2ÞÞ:
In order to compute the optimal path, we assume that
the solution exists for s1;2 ¼ 0, and the solutions for s1;2 6¼ 0
remain close to the non-delayed solution, and as before we
assume that perturbations to the optimal path when s1;2 6¼ 0
remain small. This means that if x(t) is a solution for
s1;2 ¼ 0, then the perturbations dxsi  xðtÞ  xðt siÞ, i¼ 1
and 2, should remain small. The action is formulated using
the perturbation problem given in Eqs. (15) and (16) for
R0½x; g; k andR1½x; g; k, where
R0 x; g; k½  ¼ 1
4
ð
g2ðtÞdtþ
ð
kðtÞ _xðtÞ  f ðx; x; xÞ  gðtÞ½ dt;
and
R1 x; g; k½  ¼
ð
kðtÞ f ðxðtÞ; xðtÞ; xðtÞÞ½
 f ðxðtÞ; xðt s1Þ; xðt s2ÞÞdt;
so the action now explicitly depends on two constant time
delays s1 and s2. In order to compare the results of the two-
peak distribution kernel with the results on uniform distribu-
tion obtained in Sec. III, as well as to the case of the single
discrete time delay considered in Ref. 41, we consider func-
tion f as follows:
f ðx; xs1 ; xs2Þ ¼ xð1 xÞ 
c
2
ðxs1 þ xs2Þ:
When gðtÞ ¼ 0, there are two steady states
xA ¼ 1 c and xS ¼ 0; 0 	 c 	 1:
Linearizing near the steady states, using the characteristic
equation (14), yields
a 1þ 2x þ c
2
ð1þ as1 þ 1þ as2Þ ¼ 0
) a ¼ 1 2x  cðc=2Þðs1 þ s2Þ  1 ¼
1 2x  c
cs 1 ;
and the stability characteristics of the attractor and saddle are
exactly the same as in Sec. III.
In the absence of delay, the computation of R0 is the
same as before, and we only need to computeR1. Since
f ðx; x; xÞ  f ðx; xs1 ; xs2Þ ¼ 
c
2
ðx xs1Þ þ ðx xs2Þ
 
;
we can find the first order action as
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R1ðs1; s2Þ ¼ c
ð1
1
_xoðtÞ xoðtÞ  xoðt s1Þ½ dt
 c
ð1
1
_xoðtÞ xoðtÞ  xoðt s2Þ½ dt:
¼ 2c
ð1
1
x3A
ð1þ exAtÞ3 dt cx
3
A
ð1
1
 e
xAt
ð1þ exAtÞ2ð1þ exAðts1ÞÞ dt
cx3A
ð1
1
exAt
ð1þ exAtÞ2ð1þ exAðts2ÞÞ dt:
Evaluating the integrals in the last expression gives the first
order action R1ðs1; s2Þ and the full action to the first order in
dxðtÞ can be found as
Rðs1; s2Þ  x
3
A
3
 cx2A 1þ
exAs1 xAs1  1þ exAs1½ 
ðexAs1  1Þ2
 
þ e
xAs2 xAs2  1þ exAs2½ 
ðexAs2  1Þ2
!
; (25)
where s1 ¼ sþ q and s2 ¼ s q. If the width q¼ 0, the
time delays s1 and s2 coincide, and the expression (25)
becomes the same as the one derived in Ref. 41 for the case
of the single time delay.
V. NUMERICAL SIMULATIONS
In this section, we perform numerical simulations of the
system (1) with uniform and two-peak distribution kernels,
given by (19) in order to compare theoretical predictions for
switching times. Following the same methodology as in Ref.
41, we calculate the mean switching times Tst as the noise
g(t) takes the system out of the basin of attraction of the
steady state xA to x< xS. Numerical simulations are run for
some time after the trajectory passes xS to ensure that the
probability of its return to the basin of attraction of the stable
steady state xA is exponentially small. Numerical simulations
are performed using the Heun or stochastic predictor-
corrector method,52,53 in which the solution to Eq. (1) is
approximated using the following iterative scheme:
xnþ1 ¼ xn þ 1
2
ðKn þ Knþ1Þhþ
ﬃﬃﬃﬃﬃﬃﬃﬃ
2Dh
p
u;
with a step size h, u is Nð0; 1Þ, and
Kn ¼ xnð1 xnÞ  Yn; Knþ1 ¼ xnþ1ð1 xnþ1Þ  Ynþ1;
where the approximation to xnþ1 is given by
xnþ1  xn þ Knhþ
ﬃﬃﬃﬃﬃﬃﬃﬃ
2Dh
p
u:
The terms Yn and Ynþ1 representing the delay distribution
were computed using a composite trapezoidal rule in the
case of uniform distribution, and for the two-peak distribu-
tion these were given by
Yn ¼ 1
2
ðxnk1 þ xnk2Þ; Ynþ1 ¼
1
2
ðxnþ1k1 þ xnþ1k2Þ;
where k1h ¼ s q and k2h ¼ sþ q.
Examples of switching time series for several runs are
shown in Figs. 1(a) and 2(a) for the uniform and bi-modal
delay distributions, respectively. One can see that the
dynamics fluctuates around a mean value of the attractor for
long period of time until at some point there is a large change
in which the dynamics passes through the saddle at the ori-
gin. The accompanying probability densities in panel (b)
illustrate the fact that most of the time the dynamics are in
the neighborhood of the attractor. Although the probability
density plots show many paths to going from xA to the saddle
at the origin, they also contain the most probable path to
switch.
The switching rate is proportional to the probability of
large fluctuations Px½x introduced in Sec. II, and the switch-
ing time is the inverse of the switching rate. Using Eq. (3),
the switching time can be found as
Tsw ¼ csw exp ðRsw=DÞ;
where Rsw is given by the approximation (24) for the uni-
formly distributed delay kernel, and the expression (25) in
the case of the two delay kernel approximation. Since the
noise is Gaussian, the constant csw can be found using the
Kramer’s theory54 at zero delay. This constant for non-zero
delay corresponds to the approximate vertical shift of the
theoretical results when Tsw is plotted on the logarithmic
FIG. 1. (a) Sample switching time
series in (19) and (b) a probability den-
sity of switching obtained by numerical
simulations for the uniformly distrib-
uted kernel. Black squares (circles)
denote the attractor (saddle point).
Parameters are: c ¼ 0:4; ﬃﬃﬃﬃﬃﬃ2Dp ¼ 0:12;
s ¼ 0:8; q ¼ 0:5.
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scale and is assumed to have weak dependence on noise and
delay.
In Figs. 3 and 4, the lines represent theoretical approxi-
mations as the first order in s perturbation theory given by
the expressions (24) and (25), and circles are the mean val-
ues of the numerical simulations taken over 2000 simula-
tions. In Fig. 3, we show the comparison between the
theoretical results and numerical simulations of the switch-
ing time as the function of mean time delay s for the case of
uniformly distributed kernel for several values of the distri-
bution width q. It can be seen that increasing the mean time
delay s for any distribution width q leads to the decrease in
the switching times Tsw, and theoretical predictions align
well with numerical simulations all the way up to s¼ 1. It is
also clear that increasing the distribution width leads to the
increase in the switching times even for small values of the
mean time delay s, and this increase in switching times is
maintained for a whole range of admissible values of s
(s < q).
A similar situation is observed in Fig. 4, which shows
the comparison between theory and numerical simulations
for the case of the two-peak distributed kernel, given by two
discrete time delays separated by a time interval of 2q.
Again, analytical results and numerical simulations are in an
excellent agreement for mean time delays up to s¼ 1. The
fastest switching times are achieved when the width q is
equal to zero, corresponding to the case of a single discrete
time delay in model (1), and when the mean time delay s is
large enough. As the distribution width q becomes larger,
the switching time for the trajectory to be pushed out of the
basin of attraction of the steady state increases over the
whole range of time delays s. This clearly shows that in
delayed systems, not only the value of the mean time delay
plays a role in determining the escape rates/times but the
width of the distribution also has an important influence on
the overall dynamics, and the escape rates, in particular.
Moreover, comparing Figs. 3 and 4, it is worth noting that
while in both cases the switching times grow for larger distri-
bution widths, the growth is more pronounced in the case of
the two-peak distribution.
VI. DISCUSSION
In this paper, we have considered the problem of finding
escape rates from the basin of attraction of the stable steady
state in a dynamical system with distributed time delays and
Gaussian noise. In the absence of noise, the system has stable
and unstable steady states, and the solutions initially in the
FIG. 3. A comparison of the first order
perturbation theory in time delay s given
by (19) and the log10 of the mean
switching times obtained by numerical
simulations for the uniformly distributed
kernel for several values of the distribu-
tion width q. Solid lines are theoretical
predictions, and circles are numerical
simulations. Other parameters are: c
¼ 0:4; ﬃﬃﬃﬃﬃﬃ2Dp ¼ 0:12; s ¼ 0:8.
FIG. 2. (a) Sample switching time
series in two-peak delay distribution
and (b) a probability density of switch-
ing obtained by numerical simulations.
Black squares (circles) denote the
attractor (saddle point). Parameters
are: c ¼ 0:4; ﬃﬃﬃﬃﬃﬃ2Dp ¼ 0:12; s ¼ 0:8;
q ¼ 0:5.
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basin of attraction of the stable steady state remain in the
basin. When the noise is included, most of the time the solu-
tion trajectories will fluctuate around the stable steady state.
However, there exist rare instances, where noise acts as a
coherent force, producing a trajectory that takes the system
out of the attractor’s basin of attraction. Here, we have aimed
to understand how particular delay distributions influence
the escape rates/times as compared to a single discrete time
delay situation. In order to calculate the escape rate, the
problem has been formulated for a general distribution ker-
nel as a variational problem along the optimal path, which
maximizes the probability of escape. Since noise-induced
switching occurrences are rare events, the optimal solution
to the variational problem is valid in the tail of the distribu-
tion, which is exponential. We also note that even small
changes in the action lead to exponential changes in switch-
ing probability and switching times.
In order to make further analytical progress, having
obtained the variational equations for the extreme trajecto-
ries for a general distribution, we have then considered two
particular cases of the distribution kernel, namely, uniform
and two time delay (two-peak) distributions. For both of
those distributions, we have been able to obtain closed form
analytical expressions for the escape rates, which explicitly
depend on the mean delay and distribution width. The exem-
plified results hold near a transcritical bifurcation point. It is
known that the exponent of the probability of escape from
the attractor scales linearly with distance from the bifurca-
tion point when the delay is zero. In contrast, we note that
the scaling exponent of a saddle-node bifurcation scales as
v3=2, where v is the distance to the bifurcation point.41
We have performed numerical simulations for both distri-
bution kernels and compared the results of the theoretical pre-
dictions for the escape time to the numerically calculates ones.
We have found very good agreement between theoretical pre-
diction based on the small-delay approximation and numerical
simulations for mean time delay values up to s¼ 1. We have
also compared theoretical and numerical results for larger val-
ues of time delay s but found that they start to diverge for
larger time delays, suggesting that the linear approximation
does not work well for large time delays.
We have found that the fastest switching times for all
values of the time delay are in the case when the distribution
width is equal to zero for both examples of the distribution
kernel considered. As the distribution width is increased, the
switching times are decreasing even for the large values of
the mean time delay. Moreover, comparing the change in
switching times for uniform and two-peak distribution, we
have found that while both do increase escape times, the lat-
ter has a more profound effect. This strongly indicates that
not only the mean time delay plays a role in the switching
dynamics but also the width and the choice of the distribu-
tion are another two important factors that influence expo-
nentially the switching rates in time-delayed systems.
In this paper, we have concentrated on the influence of
the delay distribution on the switching rates in the presence
of Gaussian noise and have used two particular distribution
kernels. The next step would be to analyze the influence of
the Gamma distributed kernel (for weak and strong Gamma
kernels) and compare the results to the cases of a single dis-
crete time delay studied in Ref. 41, and of the uniform and
two-peak distributions considered in this paper. The model
studied in this paper has a saddle point and only a single sta-
ble steady state. Another important future direction of this
research would be to analyze the influence of the delay dis-
tribution on the switching times in bistable systems.
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