Abstract-Most previous work in the fault-tolerant design of multistage interconnection networks (MIN's) has been based on improving the reliabilities of the networks themselves. For parallel systems containing a large number of processing elements (PE's), the capability to recover from a PE fault is also important. The dynamic redundancy (DR) network is investigated in this paper. It can tolerate faults in the network and support a system to tolerate PE faults without degradation by adding spare PE's, while retaining the full capability of a multistage cube network. The DR network can also be controlled by the same routing tags used for the multistage cube. Hence, with a recovery procedure added in the operating system, programs which can be executed in a system based on a multistage cube can be executed in a system based on the proposed network before and after a fault without any modification. A variation of the DR network, the reduced DR network, is also considered, which can be implemented more cost effectively than the DR while retaining most of the advantages of the DR. The reliabilities of DR-based systems with one spare PE and the reliabilities of systems with no spare PE's are estimated and compared, and the effect of adding multiple spare PE's is analyzed. It is shown that no matter how much redundancy is added into an MIN, the system reliability cannot exceed a certain bound; however, using the DR and spare PE's, this bound can be exceeded.
I. INTRODUCTION ARGE-SCALE parallel systems which employ a large L n umber of processing elements (PE's) and an interconnection network for inter-PE communications have received increasing interest for applications which need fast computing power. These systems are vulnerable to failures because of the large number of components involved. One of the major design problems with such systems is to make these systems fault tolerant and reliable.
Fault-tolerant design for multistage interconnection network (MIN) based systems has been intensively studied. Most preManuscript received August 28, 1986; revised April 27, 1987. vious work has focused on designing fault-tolerant MIN's. An MIN is said to be fault-tolerant if under certain types of faults it can continue to provide a fault-free connection for any input-output pair. There are many methods to make an MIN fault tolerant. One example is to use error correcting codes to tolerate bit errors in the data and/or control paths [23] . Another example is to introduce redundant connection paths for any input-output pair such that at least one faultfree path is available in the presence of switch failures or link failures (e.g., [2] ). Many fault-tolerant MIN's have been pro- [311, [341-[361, [46] , 1481. Surveys and comparisons of faulttolerant MIN's are given in [ 11 and [4] . Adding redundancy into the network can increase the system reliability. However, the overall system reliability will be bounded by the reliabilities of other components such as the PE's. One possibility to further enhance system reliability is to add spare PE's. Most fault-tolerant MIN's do not have extra 110 ports for the spares. Some networks, such as the ANC [35] and ABN [20] , contain more than N I/O ports. However, they are primarily designed for systems containing N processors (or PE's) where a single processor is connected to multiple 110 ports. The issue of adding spare PE's to these networks has not been addressed. This paper investigates a fault-tolerant variation of the generalized cube (GC) which contains extra I/O ports for adding spare PE's, and analyzes how much reliability improvement can be obtained by using this approach. The GC network is chosen as a representative of the topologically equivalent class of multistage cube networks which include the baseline [47] , the indirect binary n-cube [32] , the omega [21] , the Flip [7] , the SW-banyan (S = F = 2) [18] , and the multistage shuffle- [6] , and data flow machines [13] .
In this paper, it is assumed that each PE is attached to an input port and an output port of an MIN. However, the results presented are also applicable if processors and memories are attached to different sides of an MIN. A PE which participates in the execution of tasks will be cdled afunctioning PE, otherwise it is a spare PE. A spare PE will become functioning when a faulty functioning PE is detected and isolated. Fault posed recently (e.g., 131, [lo] , [ W , [201, [221, V71, 1301, In Section 11, the dynamic redundancy (DR) network and its properties will be discussed in detail. A variation of the DR network, the reduced DR (RDR) network, is considered in Section 111. In Section IV, the reliabilities of systems based on DR or RDR are estimated and compared to an upper bound to which the system reliability can be improved by adding redundancy into MIN's only, and the sufficient condition to obtain reliability improvement by using the DR or RDR and adding spare PE's is given. Finally, in Section V, the complexity of the DR network is discussed.
THE DR NETWORK

A . Definition of the DR Network
The design of the DR network is based on the interconnection graph of the GC. A GC for N = 8 is shown in Fig. 1 . In general, a GC with N = 2'" I/O ports consists of m stages, where each stage consists of N/2 2 x 2 interchange boxes. Stage i of a GC can implement the cubei function. Using the representation in Fig. 1 , at stage i, l i n k j and link cube;(j) can exchange data. Using the representation in Fig. 2 , at stage i, switch j and switch cubei(j) can exchange data; i.e., switch
The DR network contains m stages, where N = 2m. Stages are ordered from m -1 to 0 from the input side to the output side of the network. Each stage has N + S switches followed by 3(N + S ) links, as shown in Fig. 3 for N = 8 and S = 2. In addition, there are N + S output switches. This allows for an initial set of N functioning PE's and S spares. PE's and switches of the network are physically numbered from 0 to N + S -1 . PE j of the system is connected to the input of switch j of stage m -1 and to the network output switch j . Each switch j at stage i of the network has three output links to stage i -1 . The first link f is connected to switch ( j -2') mod ( N + S ) of stage i -1 , the second link fo is connected to switch j of stage i -1 , and the third link f+' to switch ( j + 2') mod ( N + S ) of stage i -1 . Switches at stage 0 are connected to the output switches.
A row of a DR network contains all the network switches having the same address, all links incident out of them, and the associated network input link. A row has the same address as its switches. Two rows of the DR network are said to be adjacent if their addresses are consecutive (modulo N + S ) .
B. Reconfiguring the DR Network
It is assumed that the system assigns PE 0 to PE N -1 as the functioning PE's at the beginning. When PE j or row j is detected faulty, physical PE p and row p of the network, 0 r p < N + S , will logically be renumbered t ( p ) : 
(2.4)
From the definition of the network, there is a link f +; which connects switch p at stage i to switch ( p + 2') mod ( N + S ) 
C. Control of the DR Network
The DR network can be operated in either the circuit switched mode or packet switched mode. When a PE wants to transfer data, it will generate a routing tag as header of a message to establish a connection path. Each switch is set independently. The Exclusive-OR [4 11 and destination [2 11 routing tag schemes used for the GC can be used to control the DR network. Control of the DR network is based on the logical addresses. Given a source PE with logical address X and a destination PE with logical address Y , the Exclusive-OR tag E = OR of X and Y . Each switch in stage i of II will examine e;
to determine which link to use. Let W = w m p l . . . w1 wo be the logical address of the switch. If e; = 0, then link fo is used. If e; = 1 and w ; = 0, switch W will use link f+;.
Otherwise (e; = 1 and w; = 1) it will use linkf-,. Thus, for e; = 1, W is connected to cube;( W ) .
This approach necessitates adding a one-bit flag in each switch to store the ith bit of the logical address of the switch, w;. Observe that at stage i a connection path from a source logical PE X to a destination logical PE Y will use switch with the GC in [40] ). Thus, w; = x;. Therefore, these flags can be set by each source PE sending its logical address during system initialization and after each reconfiguration due to a fault. Furthermore, as an alternative scheme that does not require a switch to store w;, the source PE logical address X can be sent with each message, and x; is used in place of w;.
The DR network can also be controlled by using a destination tag which is the destination PE logical address Y . A switch W in stage i can examine y ; and w; and use link f-, when y ; < w;, link fo when y ; = w;, or link f+; when y ; > w;. As in the case for the EXClUSiVe-OR scheme, xi can be used in place of w;.
For the GC, either routing scheme can include an m-bit broadcast mask B, where b; = 1 means broadcast at stage i [41] . At a stage i switch in the DR network, when b; = 1, if w ; = 0, links fo and f+; will be used (upper broadcast), otherwise, links fo and f will be used (lower broadcast). As before, xi can be used in place of w,.
D. Partitionability of the DR Network
The partitionability of an interconnection network is the ability to divide the network into independent subnetworks e,,, -1 . . . el eo can be derived by taking the bitwise Exclusive-
. .xo (this is shown for 1022 lEEE TRANSACTlONS ON COMPUTERS, VOL. 31, NO. 9. SEPTEMBER 1988 such that each subnetwork of size N has all of the interconnection capabilities of a complete network of that same type with size N 1391. When S is even, the DR network can be partitioned into two independent subnetworks a0 and ?rl by setting all switches in stage 0 to fo, where RO contains all even rows and R I contains all odd rows. Both a0 and R I are of size (N/2) + (S/2). The theory underlying this is similar to that for partitioning the ADM network, as discussed in [39] and [40] . An example of partitioning the DR network with N = 8 and S = 2 is shown in Fig. 5 . Each PE in a partition has a partition address between 0 and (N/2) + (S/2) -1.
Let h , be an address transformation which maps the physical addresses of switches in R; to the partition addresses. Then h x o ( j ) = j / 2 and hx,(j) = ( j -1)/2.
Since ?r0 and a1 have all the interconnection capabilities of a complete DR network, both RO and R I can be partitioned again if both N / 2 and S/2 are even. The network does not have to be partitioned into subnetworks of the same size. For example, consider a DR network with S 2 4. It could first be partitioned into odd and even halves, and then just the even half is partitioned again, resulting in one subnetwork of size (N/2) + (S/2) and two subnetworks of size (N/4) + (S/4).
In general, the physical addresses of all the switches in a subnetwork (partition) of size ( N + S)/2" must agree in their low-order U bit positions, and each partition (subsystem) can tolerate faults independently.
The partitionability of the DR network provides the necessary capabilities for multiprocessor systems which can operate in multiple-SIMD mode and use spare PE's in each SIMD subsystem to enhance system reliability. Control and reconfiguration of each subnetwork for each SIMD subsystem will be the same as discussed in the previous section. The partitionability property of the DR network can also be exploited to establish virtual MIMD subsystems in an MIMD system. It can also be used to support partitionable SIMD/MIMD systems, i.e., systems capable of being partitioned into independent SIMD or MIMD machines of various sizes. PASM is such a system
[43], [42] . The DR study was motivated by an investigation of incorporating fault tolerance into PASM.
E. Fault Recovery
In the recovery process, to ensure that the data for a task to be restarted are not polluted by faults, the task has to be rolled back to the beginning or to a point where a copy of clean data has been stored. The rollback distance depends on the fault detection techniques used and error latency [37] and will not be discussed here.
Unlike most other fault-tolerant MIN's, the proposed DR network does not provide multiple connection paths for every input-output pair. Fault tolerance of the DR network, as well as the system based on it, is achieved by reconfiguration. After reconfiguring the system, programs and data must be reloaded into the new functioning PE's to restart the task. Since the DR network eliminates network rows and PE's rather than finding a second connection path, there is no need to determine if a connection path is faulty and no need to modify the routing tags to reroute paths. In an SIMD environment, permuting data would need only one pass through the network after the recovery. Hence, with a recovery procedure added in the operating system, programs which can be executed in a system based on a GC can be executed in a DR-based system before and after a fault without any modification. The performance of the DR-based system will not be degraded after recovery.
THE REDUCED DR NETWORK
Consider the proof of Theorem 1 in Section 11-B. In stage i of the DR network, if bit i of t ( p ) , the logical address of a physical switch p , is 0, then link f+; is used to perform cubej(t)@)); if bit i of t ( p ) is 1, then linkf-, is used to perform cube;(t(p)). Therefore, if the function t ( p ) is modified such that bit i of t(p) is always equal to bit i of p for some i, then switches in these stages will need only two links: fo and f+i, orfo andf-i. Thus, the complexity of the DR can be reduced without losing the capability to emulate the multistage cube network.
The graph of an RDR network of size N + S , N = 2m and S = 2', is a subgraph of a DR. The procedure to construct an RDR network is as follows.
1) At stages m -1 to s, the RDR network has the same interstage connections as the DR network.
2) At stage i , O I i < s, a switch with physical address p , 0 I p < N + S , has two output links. If bit i of p is 0, then switch p has output links fo and f+;; otherwise, it has output links f , and f -;.
When S = 1 (s = 0), the RDR network is identical to the DR network. If S > 1 (s > 0), RDR has less links in stages s -1 to 0. The interconnections f+; and f-; in stages s -1 to 0 of the RDR network connect the switch physically numbered p to switch cube;(p). An RDR network with N = 8 and S = 4 is shown in Fig. 6 .
Since the RDR network contains less links than DR, not any N adjacent rows of the RDR network can act as a GC. When a fault occurs, the set of new functioning PE's must be carefully selected so that the RDR network can still provide the full GC interconnection capabilities for the new functioning PE's. When a PE and/or a row of the RDR with physical address j fails, PE p and row p , 0 I p < N + S , will be logically renumbered t ' ( p ) : Theorem 2: Given the mapping function I ' , the RDR network can provide all the interconnection capabilities of a GC before and after a single fault occurs.
Proof:
The proof is similar to that for Theorem 1 and hence is omitted here.
0
Fault tolerance in the DR and RDR networks is different. In the DR network, multiple faults are tolerable if they are contained within S adjacent rows of the network and their associated PE's. In the RDR, multiple faults can be tolerated when each of them causes the same PE's to be isolated. Let p and q be two physical addresses of any two faulty components.
If L(p + S)/SJ = L(q + S)/SJ, then these faults are tolerable.
For example, in Fig. 6 , multiple faults in both PE 0 and PE 3 are tolerable because both of them cause PE's 0, 1, 2, and 3 to be isolated, while multiple faults in both PE 3 and PE 4 are not tolerable because they cause different PE's to be isolated.
The RDR network has the same partitionability as the DR network. Even with the reduction of the number of links in stages s -1 to 0, the RDR network can be partitioned into S independent subnetworks, each of which provides single fault tolerance for each subsystem.
One advantage of the RDR network is that it can be constructed from smaller DR and GC networks. If the interchange box which corresponds to switches 1 and 3 in stages 1 and 0 (as well as the associated links) fails, the failure can be tolerated no matter how the RDR network is partitioned. If the RDR network is not partitioned, then failure of the interchange box can be considered as multiple faults which cause the same PE's (PE's 0, 1, 2, and 3 ) to be isolated and hence can be tolerated. If the RDR network is partitioned into two subnetworks, one containing even rows and the other containing odd rows, then the interchange box failure will cause PE's 1 and 3 in the odd partition to be isolated. So this failure is also tolerable. When the RDR network is partitioned into four subnetworks, the failure of the interchange box will affect two partitions, one containing rows 1, 5 , and 9, and the other containing rows 3 , 7, and 11. Each partition contains faults in one row of the subnetwork. Both partitions have to be reconfigured to tolerate this failure.
In general, since a 2 x 2 interchange box corresponds to switches in two rows of the RDR network, at most two partitions will be affected if an interchange box is faulty. If these Then R can be considered as an upper bound of the system reliability that can be obtained by adding redundancy to the MIN only.
Now consider a DR-based system which contains N + 1 homogeneous PE's and a DR network of size N + 1. Let R I be the reliability of the overall system with S = 1; A, , be the failure rate of an individual PE; A, be the failure rate of a network switch and all links incident out of it; p be the ratio between A, and A, , i.e., p = A,/A,,; R , be the reliability of a network switch and the associated Rr is approximately equal to RC+l because there are m switches plus one output switch in a row of the DR network. Replacing A, by PA,,, then R , can be expressed as
where cy = p(m + 1). Since a network switch is much smaller than a PE, A, is far less than A,,. Hence, p Q 1. For a PE or a row of DR to be usable in the system, both of them must be fault free, if they have the same physical address. The reliability RI of the overall system then is
where C, is a factor similar to C1.
To compare R1 to the upper bound R , it is assumed that CI = C2 = 1. Therefore, 
Since all the terms in the left side of (4.7) are positive, any nonconstant term must be less than one. Hence, aNy < 1,
(4.9) From (4.59, (4.6), (4.8), and (4.9), if
Hence, in the following, it will be proved that (4.10) is true. Since 1 -aNy -a2Ny/2 -(1 + (~)~y 2 0 (see
Ny -a(Ny)2 -~ -2 0.
(4.11) 2 2 (4.12)
Similarly,
2 4 (4.13) (4.14)
By adding (4.1 l), (4.12), (4.13), and (4.14) together and incrementing both sides by 1, (4.10) is attained. Therefore, R1 > R .
When NA,T is large, both R and R 1 become small. For example, if APT = and N = 1024, then NA,T = 1, R = 0.359, and R I = 0.366. In practice, for a system to be usable, the system reliability must be near one, i.e., NA,T must be far less than one. Thus, in a practical system, (1 + a)*A,T 4 1. The condition in Theorem 3 can be approximated by the following inequality:
When N satisfies the condition above, then reliability improvement can be made by using a DR network of size N + 1 and one spare PE in a system. For example, if A, T = 5 x and p = 0.1, then a reliability improvement can be made for any system with N I 1024. The reliability improvement in this case can be measured as follows:
where RIF is the reliability improvement factor [29] . For example, if N = 256 and
If N is very large, R I may become smaller than R (see Table I ). The reason is that when N is very large, the effect of adding one spare becomes small and the reliability enhancement is offset by the decrease in the network reliability. However, R I < R does not imply R1 < RO because the reliability of an N x N fault-tolerant MIN will also decrease as N increases and hence RO will become much less than R .
B. Effect of Multiple Spares in a Nonpartitionable System
In a DR-based or RDR-based system, using more spares (S > 1) may tolerate more faults. However, it will be shown that if a system is not designed to operate in a partitionable environment, then little reliability improvement can be made by adding additional spares. First, consider the reliability of a DR-based system. Let R, denote the reliability of a nonpartitionable system containing for inter-PE communication, and define IUF I , , as follows:
where CsiA RL = ( 1 -R:)/(1 -R,) . Since R , < 1. so 
Therefore, in practice, RIF,,, = 1 holds for most systems. Table I1 shows the system reliabilities for different values of S and N . It shows that for a nonpartitionable system, a significant enhancement can be obtained by adding the first spare (S = l ) , while only little gain can be made by further increasing S.
In a RDR-based system, not any N adjacent fault-free PE's and their associated rows of the RDR can be used. Therefore, R, for an RDR-based system will be less than R , for a DRbased system, for S = 2'. So R I F I , , = 1 holds for RDR also.
C. Effect of Multiple Spares in a Partitionable System
The partitionability of DR (or RDR) can provide the necessary capabilities for a partitionable system to incorporate spare PE's. In a system being designed to operate in multiple-SIMD mode, virtual multiple-MIMD mode, or partitionable SIMD/MIMD mode, according to the Theorem 4, only one spare is needed in each subsystem. If a system of size R! is to be partitioned into Q ( = 24) subsystems of size 2m-4, Q N + S -2 spare PE's are needed. The DR (or RDR) network to be used in the system will be of size N + Q. Because each partition 2 1 ) can operate independently, the overall system reliability is the
product of all the reliabilities of these partitions. Let-R , be the overall system reliability when the system is partitioned into Q subsystems. Then (4.19) where C3 is a factor similar to C I and C2 and R , = R,R,. (4.18) s<i R:
where C is a factor similar to C1. Using R:-')/(1 -Rc) and rearranging terms in (4.18) in
--
V. COMPLEXITY AND COMPARISON An approach to adding spares is used in the GFll SIMD machine project [9] . There a 576 input/output Benes network is used, where there are 512 "primary processors" and 64 spares. While the GF11 design is good for its intended applications, its overall architecture and centralized control Benes 
network were not designed for, and are therefore inappropriate for, emulating GC networks in multiple-SIMD, MIMD, and partitionable SIMD/MIMD systems. The crossbar networks can readily accommodate spare processors and much more easily be reconfigured. However, they are seldom considered for use in large scale multiprocessor systems because of their high cost complexity, i.e., a cost of O ( N 2 ) switches and links for a size N network. A crossbar network can be a cost-effective solution when the entire network can be built in one chip [17]. However, current technology cannot put a large (e.g., N = 2') crossbar network into one chip or even a small set of chips. Hence, for large N, an MIN with a lower cost complexity of O(N log N ) switches and links is much more favored. This is evidenced by the use of multistage cube-type networks in university projects such Using a standard unique path MIN (in our case it is a GC) with size 2N for applications which require N PE's is another straightforward method of providing spare PE's. However, using a size 2N network requires adding N spare PE's to continue functioning as a multistage cube after a network fault occurs. The total hardware required in this approach will be more than double that for one network of size N and double the number of PE's. The extra N PE's will not be used until there is a fault (otherwise, this method will be a degraded recovery method for applications requiring 2N PE's). The cost overhead due to the N spare PE's will make this method become more expensive than the RDR approach.
The graph representation of a DR network is similar to that of an ADM network [27]. The ADM network was developed for applications which need network performance or permutation capabilities beyond that of the multistage cube. In order to increase network performance, ADM adopts a routing tag scheme other than the destination tag or the Exclusive-OR tag. The ADM employs a dynamic rerouting tag scheme with which, in some cases, faulty switches or links can be avoided by taking an alternative path. However, it is not a fault-tolerant network, e.g., there is only one disjoint path if both source address and destination address are even or both are odd. The ADM network was never intended to support the use of spare PE's. On the other hand, the DR network is designed for applications which need a fault-tolerant multistage cube type of network and spare PE's. With the DR network, any faulty PE, switch, or link can be tolerated by replacing the entire faulty row of the DR with a spare row, maintaining N PE's and N parallel paths through the network. Programs which can run in ADM-based systems cannot be executed in DR-based systems. The routing scheme used in the ADM network cannot be used to control the DR network, and many permutation patterns which can be done in ADM may not be realized in the DR network. Thus, while the ADM and the DR are topologically related, there are significant differences which include design goals, network control schemes, the way in which the networks are used, permutation capability, network fault tolerance and recovery procedures, and impact on system fault tolerance.
The link ratio between the ADM and the GC is two. The link ratios between DR and GC are similar. Consider the reliability improvement obtained by using DR, from (4.16), the reliability improvement factor is about 2 1, compared to the upper bound R , for Ap T = The link ratio between the RDR and the DR is (3m -s)/3m.
However, the RDR network is more cost effective than the DR because it can be implemented more easily as discussed in Section 111. When a system is operating in a partitionable environment, the reliability improvement factor obtained by using the RDR network is about 250, compared to R , for APT = and about five for Ap T = 5 x and about 60 for APT = 5 x lop4.
VI. CONCLUSION
The purposes of this paper are to investigate the possibility of adding redundancy to MIN's as well as to other subsystems to enhance the overall system reliability, and to analyze the improvement in reliability that can be obtained. While many other fault-tolerant multistage cube type of networks have been proposed [l], the network described here differs in that in addition to being fault tolerant, it also supports the inclusion of spare processors into the system. The DR network would be more expensive than the G C , but it can significantly improve system reliability over a large range of N.
The DR and RDR networks are designed to be partitionable into up to S independent subnetworks (subsystems), each of which is single-fault tolerant in terms of network faults or PE faults. Furthermore, the DR and RDR networks retain the same multistage cube capabilities for one-to-one, broadcast, and permutation connections before and after reconfiguration due to partitioning or a fault.
With a recovery procedure added in the operating system, the application programs can be executed before and after a fault without any modification (after being reloaded into the functioning PE's). The RDR network can be implemented more cost effectively than the DR while retaining most of the capabilities of the DR network. Fault-tolerant capabilities of DR and RDR are obtained by reconfiguration and no component of these networks is assumed to be fault-free.
