We propose a prediction method based on optimization of photovoltaic power on Extreme Learning Machine. To predict the level of PV power min, the method uses Extreme Learning Machine (ELM) which were constructed spring, summer, autumn and winter four prediction model. We selected a group of important factors affecting the construction of photovoltaic power as the predictive model input feature. Then, we learned the relationship between selected features and cross-validation to predict function mapping on error. And, we use an integrated search strategy Improved Chaos particle swarm to optimize ELM Model parameters. Last, Ningxia predictions of a PV power plant measured data to verify the validity of the proposed method.
Introduction
Solar energy is an important renewable energy source. With the PV grid-connected inverter and a number of important localization to accelerate the process equipment, large-scale photovoltaic power generation is gradually coming into a large-scale, practical and commercialization of new stage of development [1] . Solar radiation intensity contains intermittent, random, instability, and therefore the PV system output power intermittent volatility and randomness is also very clear, while the output of the PV perturbation relationship of power grid stability operates safely [2] [3] [4] [5] [6] [7] [8] . Therefore, the study of large-scale photovoltaic power forecast for the photovoltaic power generation network operation and control have important theoretical and engineering significance [9, 10] .
ELM (Extreme Learning Machine, ELM) is a new machine learning algorithms [11, 12] . Compared with traditional machine learning techniques such as artificial neural networks (Artificial Neural Network, ANN), support vector machine (Support Vector Machine, SVM), etc., ELM with training faster and stronger generalization ability, has been successfully used non-technical losses network analysis [13] and price prediction [14] and other issues. Parameter selection for improving learning and generalization ability ARMA models are important, but so far for this problem is still a lack of effective theoretical guidance. Random assignment method is using more frequently. PSO (particle swarm optimization, PSO) [15] algorithm is a phenomenon inspired by birds foraging proposed effective intelligent optimization algorithms with robustness and fast convergence characteristics.
Photovoltaic power ultra-short-term prediction is a key technology to solve the problem of stable power output of photovoltaic power plants, but also a necessary prerequisite for the development of rational management plans [16] . This paper was constructed using ELM spring, summer, autumn and winter four prediction model, to predict the level of PV power min. Then, we select a set of important factors affecting the photovoltaic power as the input feature ELM model, and then study the mapping between the input feature and the prediction error learning, and improved particle swarm optimization parameters ELM model adopted to further enhance the assessment model forecast performance. 
The Basic Principle on Extreme Learning Machine
In the formula, 
Select the Best Predictive Model Input Variables
Select the appropriate input feature is photovoltaic power prediction priority and basic work. On the one hand, increasing the number of features to increase the completeness of the prediction model, but if the selected feature too much, it will deteriorate the performance prediction model; on the other hand, feature selection is necessary to consider a selected feature on the model representation, also consider the possibility and the cost of obtaining the desired characteristics [10] .There are so many factors affecting the PV power, such as the conversion efficiency of solar radiation, weather patterns, temperature, photovoltaic array, mounting angle, atmospheric pressure, relative humidity and wind speed,etc. We select from PV power strong correlation factors as input volume of prediction model, but also reduce the amount of selected features redundancy between each other, so that the prediction is accurate and reliable. Based on a comprehensive study of the existing literature,we selected PV power on history, the type of weather, temperature, relative humidity, atmospheric pressure as input of the optimal model.
The Prediction of Photovoltaic Power Based On Optimized ELM
PSO algorithm first to initialize a group (number N) of random particles (dimension D), and then use the fitness function to measure the particle quality, and iterative optimization [13] . At each iteration, the particle i（1iN） adjust its
After i times iterations, particle i find the best position pi =(pi,1,  , pi,d,, pi,D)for individual extremum; all the particles found the best position pg =(pg,1,, pg,d,  , pg,D) for the group's extremum, the particle in the group continuously update the velocity and position [17] by tracking to group and individual extremum. The position of the particle corresponds to the solution of the problem, the group's extremum is the optimal solution of the problem [15] .
PSO algorithm introduced information interaction mechanism. In this way, it can improve the search efficiency of the algorithm, but also caused premature convergence and so on questions. In this paper, we use chaotic search strategy to improved PSO algorithm, it can improve the global optimization ability and convergence speed of the algorithm.
In the process of optimization, the adaptation degree of the group variance can reflect the aggregation level of the group, suitable for dynamic adjustment of the control parameters, the formula adaptation degree variance  
In the formula, fi is the fitness value of the first I particle; favg is the average fitness of the current group; fbest is the best adaptation degree; Np is the group size.
In this paper , we use dynamic monitoring the change of the fitness variance  2 , conduct chaotic search timely, to curb the problem of premature convergence of PSO. The criterion used here is [16] 
In the formula, k+1 and k are the group fitness variance value respectively after (k+1) and kth iteration.
Because the Logistic mapping is not uniform, so this paper uses the Tent mapping in the selection of chaotic maps:
When the Tent is mapped to a small periodic point or a fixed point,firstly the random perturbation is added to update the current variable xk+1, and then the iteration is carried out. The fitness function   F  is an important basis for guiding the search direction of intelligent search algorithm. The cross validation prediction error on the training set is used as the fitness function, that is ( ) F Err  u (10) In the formula, the u is the model parameter vector to be optimized, which the position of each particle is used.
The encoding of the k individual particle is expressed k  as:
In the formula,
are integer variables, they determine the jth hidden layer node of the activation function fj:
Parameters cfj are used to adjust the number of hidden layer nodes and their activation functions. In this paper, the activation function is a linear function or sigmoid function. If cfj=0 , it represent the node is not selected; conversely,it represent the node is selected.
In this problem, the input weight ai and hidden layer thresholds bi are all real numbers. cfj are integer. In order to commit optimization speed. In this paper, the the variables to be optimized mapping for real number in the range [0,1]; and when needs of each individual particle fitness was calculated,then they are converted to the actual value [12, 18] ARMA model parameter optimization based on IPSO process includes the following steps:  Using z-score normalization sample data preprocessing  Set the parameters of the algorithm. Here, the population size is set to 20, the maximum evolution generation is set to 200, the maximum number of steps chaotic search 200; randomly generated population, and encoded each individual particle.  According to equation (4) and (10), respectively, calculated output weights βand a variety of group fitness value of the individual.  According to the principle of optimization PSO, the position of each individual particle to be updated, and then generate a new generation of populations.  If the evolution of algebraic or preset maximum fitness value (that is, cross-validation prediction error) is less than 0.50%, to end optimization; otherwise, the evolutionary generation plus 1, skip to step (3), continued optimization.  Based on obtaining the optimized model parameters u*, we get output matrix H and the output layer weights β, and finally to optimize the model according to formula (1).
Analysis and Comparison of Prediction Results
In this paper, the photovoltaic power, meteorological factors provided by a photovoltaic power station in Ningxia. The power station is located on the longitude39.11° , latitude 106.59°, the altitude is 1110m-1125m, the total installed capacity is 20MWp, photovoltaic power plant for 3 years of research and analysis of photovoltaic power, showing seasonal, spring, summer, autumn, winter, the value of photovoltaic power is similar, the four models are used to predict the PV power. The history of photovoltaic power, historical photovoltaic power, weather type, temperature, relative humidity, atmospheric pressure as the input of the model to predict the next day of the next day of photovoltaic power.
In this paper, we use the method to predict the PV power of special weather types in the spring, summer, autumn and winter seasons. The prediction time interval is 15 minutes, and the predicted results are show Figure 2 . Figure 2 shows that the forecast method is reasonable and feasible, and the prediction value of the special weather type based on the optimized extreme learning machine is in good agreement with the measured values. Individual prediction error of the large some, this may because in data acquisition, because of the error of measuring instrument and other factors, the data contain some dead pixels, weather types of randomness and uncertainty, the prediction results is not accurate. But the overall forecast value and the measured value of the difference. 
In formula: n is the output of the network number,y,y*respectively, for the network's predictive value and measured value.
Based on the proposed ipso-elm model to predict the power of PV power, and compared with the BP neural network [18] and the limit of the extreme learning machine model and other comparative algorithms were compared. The results are shown in Table 1 . The parameters of the prediction model are as follows: BP neural network is a single hidden layer neural network, the number of hidden layer neurons is 30, the training algorithm is the reverse propagation algorithm; The kernel function of SVM is based on the radial basis function, and the algorithm parameters are selected by the grid search method combined with kfold cross validation. The number of hidden layer nodes in elm is 50. 
Conclusion
In order to improve the prediction accuracy of PV power, we propose a method based on optimal prediction ultimate learning machine, and a photovoltaic power stations in Ningxia as an example of the measured data simulation, the following conclusions: Improved PSO algorithm can effectively optimize the parameters of ARMA model, improve prediction accuracy and generalization ability prediction model. The proposed method has higher prediction accuracy than other commonly used forecasting models, such as BP neural network ,support vector machines and the like ELM, etc. The proposed method not only for large-scale photovoltaic power generation and network operation and control provide a useful reference, but also in other engineering fields regression prediction provides a reference.
