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Abstract
In this thesis, convergence of time averages near statistical attractors of continuous
ows are investigated. A relation between statistical attractor and essential ω-limit
set is proved, and using this a general denition for statistical attractor is given.
Sucient conditions are given for an observable to admit a convergent time average
along the orbits of the ow. The general results are applied to ows on a torus,
and in particular to systems of coupled phase oscillators that admit attracting
heteroclinic networks in their phase space.
A particular heteroclinic network that we call heteroclinic ratchet is observed
and analysed in detail. Heteroclinic ratchets give rise to a novel phenomenon,
unidirectional desynchronization of oscillators (ratcheting). The results obtained
about the convergence of time averages near statistical attractors implies that
heteroclinic ratchets induce, besides its other interesting consequences, frequency
synchronization without phase synchronization. Dierent coupling structures that
can give rise to ratcheting of oscillators are also investigated.
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We shall denitely go to the moon,
And maybe further away,
To the places even
Telescopes cannot show us.
But shall we reach to the age,
where no one suers from hunger,
no one threatens people,
and no one gives commands?
Nazm Hikmet
1
Introduction
An ecient approach to modelling complex physical systems is the network ap-
proach, namely assuming a system of interacting identical (or similar) entities [65].
Chemical reactions, animal populations, and the internet are examples of physical
systems for which the network approach is useful (see [24, 65] and the references
therein). Although individual entities can always be modelled more realistically
as being non-identical, depending on the considered aspect dierent entities may
behave almost identically. This approach articulates the eect of connectivity and
the eect of the nature of individual entities on the considered aspect of the overall
physical system. Examples of such aspects which can be eectively analysed using
network approach are synchronization and clustering [43].
Systems considered in this thesis are networks of dynamical systems (units).
Such networks can be thought as digraphs for which vertices correspond to dynam-
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ical units and directed edges correspond to the coupling between these dynamical
units. The overall system is then called a coupled cell system and proved to be use-
ful in modelling physical systems in dierent areas [43]. It is important to note that
one can always use general techniques from the theory of dynamical systems for
analyzing the overall system behavior; however, modelling networks of dynamical
units using coupled cell systems has various advantages.
Firstly, the above-mentioned articulation of the eect of the connection struc-
ture and individual dynamics is possible. Secondly, some degenerate behavior of
dynamical systems can occur robustly in coupled cell systems. One example of
this is the heteroclinic behavior of dynamical systems which arises due to the ex-
istence of a heteroclinic cycle in the phase space. Although heteroclinic cycles are
not structurally stable, they can exist robustly in coupled cell systems. In other
words, for some coupled systems as long as the coupling structure is preserved, a
heteroclinic cycle may persist under small perturbation in parameters of the sys-
tem. Therefore, one might expect to observe heteroclinic behavior in a physical
system with an underlying network structure (e.g., neural systems [71]).
Another interesting behaviour of dynamical systems is the so-called historic
behavior, where time averages of orbits do not converge. In this case, the system
keeps having new ideas about what it wants to do [72]. Such irregular, messy
[73] behavior is generally believed to be an anomaly. There is however no justi-
cation for this belief [81]. More precisely, the open question is whether there are
persistent classes of smooth dynamical systems such that the set of initial states
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which give rise to orbits with historic behavior has positive Lebesgue measure
[81]. The Birkho Ergodic Theorem implies that the time averages of continuous
observables along the orbits converge for almost all initial states and therefore
exhibit non-historic behavior, where the term almost all is used with respect to
an invariant measure [67, 75]. However, the Lebesgue measure may not be an
invariant measure for the considered system and therefore the non-historic orbits
predicted by the Birkho Ergodic Theorem may have Lebesgue measure zero.
One approach to the open problem mentioned above is to consider attractors
of the system, i.e., the limit sets in the phase space to which considerable amount
of trajectories converge. For a general class of dynamical systems, namely for
dissipative systems, attractors always exist [28, Chapter 1]. However, what is
understood by the terms considerable and converge can give rise to dierent
denitions for attractors, such as global attractors [28], measure attractors [64], or
statistical attractors [10]. Once the type of attractor is chosen, one can consider
the basin of the attractor B(A), namely the set of initial points for which the orbits
converge to the attractor A. If for all continuous functions the time averages are
equal to the space averages with respect to an invariant measure µ on A for all
initial states in a subset V ⊂ B(A) of positive Lebesgue measure, the attractor
A is then called ergodic or µ-ergodic [69]. Otherwise, it is called non-ergodic.
The Bowen-Sinai-Ruelle Theorem gives sucient conditions for an attractor to
be ergodic [32, 75]. If Lebesgue almost all points in the basin of an attractor
give rise to historic behavior, the attactor is then non-ergodic according to the
13
Chapter 1. Introduction
aforementioned denition.
An example of a non-ergodic attractor is an attracting heteroclinic cycle. For
a system with a globally attracting heteroclinic cycle, invariant measures are sup-
ported on the equilibria in the heteroclinic cycle, therefore the consequence of
Birkho Ergodic Theorem is trivial. In fact, Gaunersdorfer [38] has proved that
for such systems Lebesgue almost all points give rise to historic orbits. Yet, this
example does not give a positive answer to the above-mentioned question, since
heteroclinic cycles are not structurally stable.
Here, we ask a dierent question: If an attractor is non-ergodic for which ob-
servables does it exhibit historic behavior for Lebesgue almost all points in the
basin? We show that the answer of this question is related to the notion of sta-
tistical attractor. Our conclusion is that if an observable has convergent time
averages for all orbits on the statistical attractor and if the limit time averages are
equal for these, then time averages converge for all points in the basin of attractor.
In the rst part of this thesis (Part I), continuous ows on compact manifolds
are considered, and it is proved that convergence of time averages for a set of initial
states with positive Lebesgue measure depends only on the statistical attractors
of the system. In order to prove this, we give a general denition for statistical at-
tractor that reveals the relation between statistical attractors and essential ω-limit
sets [11]. The denition we introduce is more general than the original denition
in [10] as it extends the original denition to the idea of non-maximal statistical
attractors. Moreover, we introduce a new concept, namely the basin of statistical
14
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attractor and prove some elementary results on the relations between measure at-
tractors, statistical attractors, and their basins. The results are applied to systems
with an attracting heteroclinic network, in particular, to such systems dened on
a torus. In Chapters 6 and 7, we apply these general result to networks of coupled
oscillators that admit a particular heteroclinic network. All material in Part I is
original unless declared otherwise. New results in Chapter 2 are also published in
a research article by myself and Peter Ashwin [55] for which I was lead author.
Many physical processes that are periodic in time can be modelled as nonlinear
oscillators. As a type of coupled cell system, networks of coupled oscillators have
been used as models of interacting units each of which produce rythmic behavior.
Due to interaction, synchronization of distinct units is possible. Recently, it was
shown that the existence of heteroclinic cycles may give rise to interesting phe-
nomena related to the synchronization of oscillators, such as slow switching [47]
and extreme sensitivity to detuning [14, 13]. In this thesis, we describe a novel
phenomenon, namely ratcheting of coupled oscillators which manifests itself as uni-
directional eect of noise and/or detuning on frequency synchronization. Usually, if
natural frequencies of the oscillators are close enough, coupling of oscillators gives
rise to frequency synchronization. Normally, one expects that synchronization
happens irrespective of which oscillator has a smaller natural frequency. However,
we observe that a particular type of heteroclinic network, which we call hetero-
clinic ratchet, causes synchronization to take place only if a certain oscillator has a
slightly smaller frequency than the other. Similarly, noise gives rise to desynchro-
15
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Figure 1.1: Mechanical ratchet. A device that allows rotary motion on applying
a torque in one direction but not in the opposite direction. Dynamics of coupled
oscillators with an attracting heteroclinic ratchet resembles to the dynamics of a
mechanical ratchet in that the oscillators desynchronize only when a positive (or
negative) detuning of natural frequencies is applied.
nization of oscillators in a certain way such that a certain oscillator ends up having
a larger observed frequency after the loss of synchrony. We call this phenomenon
ratcheting and the underlying heteroclinic network heteroclinic ratchet, since the
observed consequences are similar to that of a mechanical ratchet, a device that
allows rotary motion on applying a torque in one direction but not in the opposite
direction (see Figure 1.1). Even without noise or detuning of natural frequencies,
ratcheting can give rise to perpetual phase slips, and therefore phase dierences of
oscillators grow unboundedly. Nevertheless, using results from Part I, we show that
an important time average, namely the average dierence in observed frequencies,
converges to zero resulting in frequency synchronization of oscillators, even though
a typical time average does not converge.
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In the second part of the thesis (Part II), an overview of coupled system theory
and networks of coupled oscillators is given, as well as some recent results of the
heteroclinic behavior in such systems. All material in Part II except Section 5.3.2
is a review of previous works.
In the last part of the thesis (Part III), ratcheting phenomenon is introduced.
Existence of robust heteroclinic ratchets in networks of coupled oscillators gives
rise to interesting eects related to synchronization. All material presented in
Part III is original research. Some of the results in Part III are also published in
[54].
During this PhD project we rst observed the ratcheting phenomenon for cou-
pled oscillator systems, and then studied the convergence of time averages to ex-
plain the frequency synchronization in the ratcheting phenomenon. However, this
order is reversed in the thesis since the theoretical results on the convergence of
time averages (Part I) are applied to the ratcheting phenomenon (Part III). More-
over, before explaining the ratcheting phenomenon with an example in Part III,
we present a general denition for heteroclinic ratchets in Chapter 3 and applied
the results in Chapter 2 to this general notion of a heteroclinic ratchet.
17
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Non-ergodicity
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There is no royal road to science, and only those who do
not dread the fatiguing climb of its steep paths have a
chance of gaining its luminous summits."
Karl Marx 2
Convergence of time averages
Attractors are subsets of the phase space to which a considerable amount of tra-
jectories converge. What is understood by 'considerable' and 'converge' gives rise
to dierent concepts of attractor; see [64, 28] for dierent denitions of attractors.
We will be interested in two of these, namely measure (or Milnor) and statistical
(or Ilyashenko) attractors. We will describe an anology between these as follows:
measure attractors are dened considering the ω-limit sets of trajectories [64]; in
the same way, statistical attractor can be characterized using the essential ω-limit
sets [11] of trajectories (see Theorem 2.2.2). This unifying approach leads to a
more general denition for a statistical attractor (see Denition 2.2.5).
Each attractor is accompanied with a set of physical measures that are related
to the limits of the time averages of typical trajectories in the basin of attractor.
If this set consists of one element (namely the pointwise SRB measure in the
19
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terminology of [23]) then the attractor is ergodic; i.e., a typical trajectory in the
basin has convergent time averages over continuous functions. For non-ergodic
attractors, time averages may not exist along a typical trajectory. For instance,
it is known that time averages of trajectories asymptotic to a heteroclinic cycle
do not converge in general [38, 75], namely they show historic behavior (in the
terminology of Ruelle [72]) (for more about non-convergence of time averages see
[81, 80, 66, 51]). For a particular system and observable it may be non-trivial to
check whether an average converges or not. We show that, in order to prove the
convergence of the average or otherwise, one only needs to consider the values of
the observable on statistical attractors for the ow (see Corollary 2.3.7).
Although not all the notions described in this chapter are original, new equiv-
alent denitions for the essential ω-limit set, statistical limit set and statistical
attractor are introduced in Denitions 2.1.1, 2.2.3 and 2.2.5, respectively. All lem-
mas, theorems and corollaries are original if not indicated otherwise. These results
are also published in [55].
Notation: We will use ` to denote Lebesgue (resp. Riemannian) measure on Rn
(resp. on a compact manifold X). All subsets will be assumed to be measurable
(Borel) unless otherwise stated. For two subsets A and B, we will write as in [21]
A =◦ B to mean `((A \B) ∪ (B \ A)) = 0, and A ⊃◦ B to mean `(B \ A) = 0.
20
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2.1 Essential ω-limit set
We consider throughout a continuous ow (or semiow) γt on a compact manifold
X . For a trajectory passing through the point x ∈ X , the ω-limit set of x [56] is
dened as follows:
ω(x) =
∞⋂
T=0
(⋃
t>T
γtx
)
.
It follows that, for any x ∈ X , ω(x) is closed, connected, non-empty, ow-invariant.
It consists of the accumulation points of sequences {γTkx} where Tk →∞. Hence,
for a point y ∈ ω(x) a small neighborhood of y is visited perpetually by the
trajectory γtx. However, for some points in ω(x), the frequency of these visits
may decrease with time such that as time proceeds the possibility of nding the
trajectory near x tends to zero. Another type of limit set for a trajectory that
excludes such rarely-visited points is the essential ω-limit set dened in [11] for
maps and in [15] for ows. The essential ω-limit set of a trajectory can be thought
of as the set of points in the ω-limit set whose arbitrary small neighborhoods are
visited with a non-zero frequency. For an open set U ⊂ X and a nite trajectory
{γtx}0≤t≤T , the frequency of the trajectory being in U is dened to be the function
ρ(x, U, T ) =
`({t : 0 ≤ t ≤ T, γtx ∈ U})
T
. (2.1.1)
We give a slightly dierent denition of ωess to that in [15] and show in Theo-
rem 2.3.3 that these denitions are equivalent.
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p2
2q
q1
1p sx
x(t)
Figure 2.1: Bowen's example. There is one attracting heteroclinic cycle that con-
sists of two hyperbolic equilibria p1, p2 and two heteroclinic trajectories q1 and q2.
A typical trajectory in the region bounded by the heteroclinic cycle converges to
the heteroclinic cycle.
Denition 2.1.1 (essential ω-limit set) Let γt be a continuous ow on a com-
pact manifold X. For z ∈ X, let Uz be the set of open neighborhoods of z. The
essential ω-limit set is dened as
ω
ess
(x) = {z ∈ X : lim sup
t→∞
ρ(x, U, t) > 0, ∀U ∈ Uz}. (2.1.2)
If z ∈ ω
ess
(x) then, for all U ∈ Uz, there exist arbitrary large values of T for which
γTx ∈ U . Hence,
ω
ess
(x) ⊂ ω(x). (2.1.3)
For example, consider the so-called Bowen's Example [80] given in Figure 2.1,
namely a heteroclinic cycle which attracts almost all trajectories in the interior of
22
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the cycle. A typical trajectory with initial point x(0) = x 6= s converges to the
heteroclinic cycle, therefore ω(x) = {p1} ∪ q1 ∪ {p2} ∪ q2. However, the trajectory
stays near the equilibria p1 and p2 longer at each turn, whereas the time it spends
between equilibria, namely along the heteroclinic connections q1 and q2 remains
constant. Hence ω
ess
(x) = {p1, p2}.
2.2 Statistical attractors
Milnor denes the likely limit set Λ
likely
(also called measure or Milnor attractor
in the literature) as the smallest closed subset that contains the ω-limit sets of
almost all trajectories [64]. Similarly, Ilyashenko denes the statistical limit set
Λ
stat
(also called statistical or Ilyashenko attractor in the literature) as the smallest
closed subset for which almost all trajectories spend almost all time near Λ
stat
[10]. In the following, we show that statistical limit sets can also be dened using
the essential ω-limit set. In addition, we give a more general denition for a
statistical attractor that covers non-maximal statistical attractors. Finally, some
basic relations between measure and statistical attractors are proved.
Denition 2.2.1 (statistical limit set [10, 50]) Let ρ be dened as in (2.1.1).
The statistical limit set Λ
stat
is the smallest closed subset of X for which any open
neighborhood U of Λ
stat
satises limt→∞ ρ(x, U, t) = 1 for almost all x ∈ X, where
ρ is as in 2.1.1.
23
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Using the concept of essential ω-limit set, one can characterize the statistical
limit set as follows: (proof given later)
Theorem 2.2.2 The statistical limit set is the smallest closed subset that contains
the essential ω-limit sets of almost all trajectories.
This implies that one can dene statistical attractors in analogy to measure at-
tractors [64] by replacing the ω-limit set with the essential ω-limit set (see Section
2.2). For example, consider Bowen's example in Figure 2.1. The phase space X is
assumed to be the union of the heteroclinic cycle and the region bounded by the
heteroclinic cycle. For almost all points in X , namely all points in X except the
points on the heteroclinic cycle and the unstable equilibrium s, the ω-limit set is
the whole cycle, whereas the essential ω-limit set is the union of two equilibria p1
and p2. Therefore, the likely limit set of the system is the heteroclinic cycle while
the statistical limit set is {p1, p2}.
We dene statistical attractors in analogy to measure attractors [64]; namely,
we say a closed set is a statistical attractor if it is the minimal closed subset that
contains the essential ω-limit set of almost all points in a given positive measure
subset of X . If one replaces the term essential ω-limit set with ω-limit set,
one obtains the denition for measure attractors. Both of these attractors can be
dened using the following set valued set functions:
Denition 2.2.3 For a given subset Y of X, the likely limit set of Y and the
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statistical limit set of Y are dened, respectively, as follows:
ΛM(Y ) :=
⋂
V=◦Y
(⋃
x∈V
ω(x)
)
(2.2.1)
ΛS(Y ) :=
⋂
V=◦Y
(⋃
x∈V
ω
ess
(x)
)
. (2.2.2)
Lemma 2.2.4 Let ζ be any map from X to the set of closed subsets of X. Let
{Ui} be a countable base for X. Consider two subsets A, Y ⊂ X; then the following
statements are equivalent:
(a) Ac =
⋃{Ui : Ui ∩ ζ(x) = ∅ for `-a.e. x ∈ Y };
(b) A =
⋂
V=◦Y
(⋃
x∈V ζ(x)
)
;
(c) A is the smallest closed subset of X that contains ζ(x) for almost every point
in Y . In other words, there exists a full measure subset W of Y such that
A =
⋃
x∈W ζ(x), and for any other W
′ ⊂ Y with W ′ =0 Y , A ⊂
⋃
x∈W ′ ζ(x);
where Ac denotes the complement of A in X.
Proof. (a) ⇔ (b): We need to show that
U c :=
⋃
{Ui : Ui ∩ ζ(x) = ∅ for almost all x in Y.}c =
⋂
V=◦Y
(⋃
x∈V
ζ(x)
)
.
We show the contrapositives for both inclusions:
⊂. Assume that x /∈ ⋂V=◦Y (⋃x∈V ζ(x)), then there exists V =◦ Y such that
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x /∈ ⋃x∈V ζ(x). Then, there exists an open neighborhood U ∈ {Ui} of x such that
U ∩⋃x∈V ζ(x) = ∅. Hence, U ∩ ζ(x) = ∅ for almost all x in Y , namely x /∈ U c.
⊃. Assume x /∈ U c, that is, there exists an open neighborhood U ∈ {Ui} of x such
that U∩ζ(x) = ∅ for almost all x in Y . Hence, U∩⋃x∈V ζ(x) = ∅ for some V =◦ Y .
Since U is open, we have U ∩⋃x∈V ζ(x) = ∅. Thus, x /∈ ⋂V=◦Y (⋃x∈V ζ(x)). (b)
⇒ (c): (b) implies that A is closed and contained in any closed subset that contains
ζ(x) for almost every x in Y . We only need to show that A ⊃ ⋃x∈V ζ(x) for some
V ⊂ Y with V =◦ Y . From (a), for each Ui ∈ {Ui} with Ui ⊂ U , there exists
Vi ⊂ Y with Vi =◦ Y and Ui∩
⋃
x∈Vi
ζ(x) = ∅. LetW be the intersection of such (at
most countably many) Vi's. Hence, W ⊂ Y , W =◦ Y and
⋃
x∈W ζ(x) ⊂ U c = A.
(c) ⇒ (b): This follows from the statement of (c).
By Lemma 2.2.4, ΛM(Y ) (resp. ΛS(Y )) is the smallest closed subset of X
that contains the ω-limit set (resp. essential ω-limit set) of almost every point in
Y . Now, we can dene a statistical attractor in analogy with the denition of a
measure attractor as follows:
Denition 2.2.5 (Measure and statistical attractor) Let ΛM and ΛS be de-
ned as in Denition 2.2.3. A subset A of X is called a measure attractor if there
exists a subset V ⊂ X, such that `(V ) > 0 and A = ΛM(V ). A is called statistical
attractor if there exists a subset V ⊂ X, such that `(V ) > 0 and A = ΛS(V ).
The notions of measure (or Milnor) and statistical (or Ilyashenko) attractor
are not new. The novelty of the Denition 2.2.5 is that the statistical attractor is
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dened in terms of essential ω-limit set and that non-maximal statistical attractors
are considered (when `(V ) < `(X)). Note that the maximal measure attractor
ΛM(X), that is, the smallest closed subset that contains the ω-limit sets of almost
all points in X is the likely limit set Λ
likely
. Similarly, by Theorem 2.2.2, the
maximal statistical attractor ΛS(X) is equal to the statistical limit set Λstat. In
other words, Denition 2.2.5 covers the previous denition of a statistical limit set,
introduced by Ilyashenko [10] as a special case (the latter also called the statistical
attractor; see [49, 57]), but is more general.
Proof of Theorem 2.2.2. By denition, z /∈ ω
ess
(x) if and only if there exists
an open neighborhood of U of z such that limt ρ(x, U, t) = 0. In other words, for any
open U , ω
ess
(x)∩U = ∅ if and only if limt ρ(x, U, t) = 0. In addition, from Denition
2.2.1, Λc
stat
=
⋃{U ⊂ X : U is open and limt ρ(x, U, t) = 0 for `-a.e. x ∈ X}.
Therefore, Λc
stat
=
⋃{U ⊂ X : U is open and ω
ess
(x) ∩ U = ∅ for `-a.e. x ∈ X}.
Thus, the statement follows from Lemma 2.2.4.
We say a measure (statistical) attractor isminimal if it does not strictly contain
any other measure (statistical) attractor. Note that both measure and statistical
attractors are closed and invariant under the ow. We can dene the measure
basin BM(A) and the statistical basin BS(A) for a subset A as follows:
BM(A) = {x ∈ X | ω(x) ⊂ A} (2.2.3)
BS(A) = {x ∈ X | ωess(x) ⊂ A} (2.2.4)
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Lemma 2.2.6 Let ΛM , ΛS, BM and BS be dened as in (2.2.1), (2.2.2), (2.2.3)
and (2.2.4), respectively. Then the following statements hold, where A, Yi, Y are
(Borel) subsets of X:
(i) BM (A) ⊂ BS(A) for any subset A of X.
(ii) ΛS(Y ) ⊂ ΛM(Y ) for any subset Y of X.
(iii) If Y1 ⊃◦ Y2, then ΛM(Y2) ⊂ ΛM(Y1) and ΛS(Y2) ⊂ ΛS(Y1).
(iv) For any subset Y , BM(ΛM(Y )) ⊃◦ Y and BS(ΛS(Y )) ⊃◦ Y .
(v) For any subset A, ΛM(BM (A)) ⊂ A and ΛS(BS(A)) ⊂ A.
(vi) If A is a measure attractor, then ΛM(BM(A)) = A. If A is a statistical
attractor, then ΛS(BS(A)) = A.
Proof. (i) and (ii) follow from (2.1.3). (iii) From Lemma 2.2.4, there exists
W1 ⊂ Y1 with `(W1) = `(Y1) such that ΛM(Y1) =
⋃
x∈W1
ω(x). Let W2 := W1 ∩Y2,
then W2 ⊂ Y2 and `(W2) = `(Y2). Hence, using Lemma 2.2.4 again, ΛM(Y2) ⊂⋃
x∈W2
ω(x) ⊂ ⋃x∈W1 ω(x) = ΛM(Y1). Same argument holds if ΛM and ω are
replaced with ΛS and ωess, respectively. (iv) From Lemma 2.2.4, there exists W ⊂
Y with W =◦ Y such that ΛM(Y ) =
⋃
x∈W ω(x). Therefore, BM(ΛM(Y )) ⊃ W .
This implies `(Y \ BM (ΛM(Y ))) ≤ `(Y \W ) = 0. Hence BM (ΛM(Y )) ⊃◦ Y . Same
argument holds if ΛM , ω and BM are replaced with ΛS, ωess and BS , respectively.
(v) Consider x ∈ ΛM(BM (A)). If BM(A) has zero measure then ΛM(BM (A)) = ∅.
Hence, we assume BM (A) has positive measure. Choose a subset V ⊂ BM(A)
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with V =◦ BM(A). Then x ∈
⋃
y∈V ω(y). Since for all y ∈ BM(A), ω(y) ⊂ A,
we have
⋃
y∈V ω(y) ⊂ A. Hence, x ∈ A. Same argument holds if ΛM , ω and
BM are replaced with ΛS, ωess and BS, respectively. (vi) Assume A is a measure
attractor. Then A is closed and therefore (v) implies ΛM(BM(A)) ⊂ A. We will
show that ΛM(BM(A)) ⊃ A. Since A is a measure attractor, there exists a positive
measure subset V such that A = ΛM(V ). By Lemma 2.2.4, there exists W ⊂ V
such that ΛM(V ) =
⋃
x∈W ω(x). Hence, for all x ∈ W , ω(x) ⊂ A, therefore,
W ⊂ BM(A). From (iii), this implies A = ΛM(V ) = ΛM(W ) ⊂ ΛM(BM(A)).
Similarly, assume that A is a statistical attractor. Then A is closed and therefore
(v) implies ΛS(BS(A)) ⊂ A. We need to show that ΛS(BS(A)) ⊃ A. Since A is a
statistical attractor, there exists a positive measure subset V such that A = ΛS(V ).
By Lemma 2.2.4, there exists W ⊂ V such that ΛS(V ) =
⋃
x∈W ωess(x). Hence,
for all x ∈ W , ω
ess
(x) ⊂ A, therefore, W ⊂ BS(A). From (iii), this implies
A = ΛS(V ) = ΛS(W ) ⊂ ΛS(BS(A)).
Measure attractors and statistical attractors can be related to each other as
shown in Lemma 2.2.6. However, they are not in one-to-one correspondence as
we will see in Example 2.2.9 below. Nevertheless, we show that for each measure
attractor there is a smaller statistical attractor, and for each statistical attractor
there is a larger measure attractor:
Theorem 2.2.7 Suppose that γt is a continuous ow on a compact manifold X.
(a) If A is a measure attractor for the ow, then AS := ΛS(BM(A)) is a statistical
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attractor contained in A with BS(AS) ⊃◦ BM(A).
(b) If A is a statistical attractor for the ow, then AM := ΛM(BS(A)) is a mea-
sure attractor that contains A with BM (AM)) ⊃◦ BS(A).
Proof. (a) If A is a measure attractor, then BM(A) has positive measure and
therefore AS := ΛS(BM(A)) is a statistical attractor. From Lemma 2.2.6(iv),
it follows that BS(AS) = BS(ΛS(BM(A))) ⊃◦ BM (A). It remains to show that
AS ⊂ A. From Lemma 2.2.6(ii) and (vi), AS = ΛS(BM (A)) ⊂ ΛM(BM (A)) = A.
(b) If A is a statistical attractor, then BS(A) has positive measure and therefore
AM := ΛM(BS(A)) is a measure attractor. From Lemma 2.2.6(iv), it follows that
BM (AM) = BM(ΛM(BS(A))) ⊃◦ BS(A). It remains to show that AM ⊃ A. From
Lemma 2.2.6(ii) and (vi), AM = ΛM(BS(A)) ⊃ ΛS(BS(A)) = A.
The simplest examples where statistical attractors are dierent than measure
attractors are systems such as Bowen's example mentioned in Section 2.1. We
discuss two other illustrative examples for the remainder of this section.
Example 2.2.8 The heteroclinic cycle illustrated in Figure 2.2 arises as a minimal
measure attractor of the ow on R3 given by
x˙ = kx+ (ax2 + by2 + cz2)x
y˙ = ky + (ay2 + bz2 + cx2)y (2.2.5)
z˙ = kz + (az2 + bx2 + cy2)z
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where the real parameters are chosen such that k > 0, a < 0 and b < −c < 0
[26, 46]. The system admits the rotation symmetries (x, y, z) → (z, x, y) and the
reection symmetries (x, y, z) → (±x,±y,±z). The reection symmetries imply
that each octant is invariant and there exist symmetric copies of this cycle that
attract almost all initial conditions in each octant. These are clearly minimal
measure attractors. On the other hand, the statistical attractor in the positive
octant consist of the equilibria p1, p2, and p3 only and in each region there is a
dierent minimal statistical attractor that consist of three equilibria each of which
is a symmetric copy of p1, p2, and p3.
In Example 2.2.8, there is a one-to-one map between measure attractors and
statistical attractors. The following example shows that this is not always the case.
Example 2.2.9 Figure 2.3 shows the phase portrait of a ow with a measure at-
tractor that contains six smaller measure attractors. Three of them are minimal
measure attractors: one heteroclinic cycle ({p1, q2, p2, q3}) and two homoclinic cy-
cles ({p1, q1} and {p2, q4}). The statistical limit set consists of two points p1 and p2
each of which is a minimal statistical attractor. There are two minimal statistical
attractors but three minimal measure attractors. As a result, unlike Example 2.2.8,
there is no one-to-one map between measure and statistical attractors in this case.
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p3
p1
z
x   
y
p2
p4
Figure 2.2: A trajectory for Example 2.2.8 that converges to an attracting hetero-
clinic cycle on the boundary of the positive octant of R3. The ω-limit set of each
point except p4 in the interior of the octant {x, y, z > 0} is the whole cycle. Due to
the symmetry, there exist seven symmetric copies of this cycle in the other regions
that are attracting almost all points in their interiors and therefore are measure
attractors. Similarly, there are eight statistical attractors each of which consists
of three xed points contained in a heteroclinic cycle. There is a one-to-one map
between measure attractors (cycles) and statistical attractors (triples of equilibria
on cycles) in this example.
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p21p
q1
3
4
2q
q q
Figure 2.3: An invariant set {p1, p2, q1, q2, q3, q4} containing seven measure attrac-
tors and three statistical attractors. The measure attractors are two homoclinic
cycles {p1, q1} and {p2, q4}, the heteroclinic cycle {p1, q2, p2, q3} and various com-
binations of these, namely {p1, p2, q1, q2, q3}, {p1, p2, q2, q3, q4}, {p1, p2, q1, q4} and
{p1, p2, q1, q2, q3, q4}. The statistical attractors are {p1}, {p2}, and {p1, p2}. Hence,
in this example there is no one-to-one map between measure and statistical attrac-
tors.
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2.3 Convergence of time averages
In this section, we attempt to precisely characterize those observables whose time
averages converge for a given statistical attractor. Our main theoretical result
will be Theorem 2.3.2 and Theorem 2.3.6, In terms of applications, we give two
corollaries that have more easily checkable assumptions.
Time averages of continuous functions along trajectories can be thought as
functionals on the space of continuous functions. Hence the convergence of time
averages for all continuous functions is related to weak
∗
limits of such functionals.
It is well-known that these limit functionals correspond to certain invariant mea-
sures as we explain in the next paragraph. Using a relation between such measures
and the essential ω-limit set (Theorem 2.3.3), we explain the relation between the
essential ω-limit set and convergence of time averages (Theorem 2.3.6),and there-
fore the relation between statistical attractor and convergence of time averages
(Corollary 2.3.7).
Consider the measures µx,T =
1
T
∫ T
0
δγtx dt where T > 0 and δx is the Dirac
measure. Note that
µx,T (U) = ρ(x, U, T ), (2.3.1)
where ρ is dened in (2.1.1). Let C(X) denote the set of continuous functionals on
X . For each f ∈ C(X) we have ∫
X
f dµx,T =
1
T
∫ T
0
f(γtx) dt. Dene a functional
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on C(X)∗ by ϕx,T : f →
∫
X
fdµx,T . Then,
|ϕx,T | = sup
‖f‖=1
| 1
T
∫ T
0
f(γtx)dt| ≤ sup
‖f‖=1
‖f‖ = 1.
Since the unit (| · |)-ball in C(X)∗ is weak∗ compact (Alaoglu's theorem), the set of
accumulation points of ϕx,T as T →∞ in the weak∗ topology of C(X)∗, namely,
Θ(x) =
⋂
T>0
{
ϕx,T˜ : T˜ > T
}
(2.3.2)
is non-empty and bounded, where the closure is in the weak
∗
topology. The Riesz
Representation Theorem implies that for each ϕ˜ ∈ Θ(x) there exists a unique Borel
probability measure µ(ϕ˜) such that
ϕ˜(f) =
∫
X
fdµ(ϕ˜). (2.3.3)
The set of such measures {µ(ϕ˜) : ϕ˜ ∈ Θ(x)} can also be written as
Ω(x) =
⋂
T>0
{
µx,T˜ : T˜ > T
}
, (2.3.4)
where the closure is under the weak topology of measures. We say a sequence
of measures {µk} converges weakly to the measure µ (µk ⇀ µ) if and only if
limk
∫
fdµk =
∫
fdµ for every continuous function f [22]. Since Θ(x) is non-
empty, Ω(x) is also non-empty. We can use Θ(x) and Ω(x) to classify the behavior
of time averages of continuous observables as follows.
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Lemma 2.3.1 For every f ∈ C(X),
⋂
T>0
{
1
T˜
∫ T˜
0
f(γtx) dt : T˜ > T
}
= {ϕ(f) : ϕ ∈ Θ(x)} , (2.3.5)
where Θ(x) is dened in (2.3.2).
Proof. We prove equality in two stages. ⊂" Let f¯ ∈ R be a limit point
of
1
T
∫ T
0
f(γtx) dt as T → ∞. Then, there exists a sequence {tk} → ∞ such that
1
tk
∫ tk
0
f(γtx) dt =
∫
X
f dµx,tk = ϕx,tk(f)→ f¯ . By Alaoglu's theorem, there exists a
subsequence {tnk} such that {ϕx,tnk} converges to some functional, say ϕ˜, in weak∗
topology. That is, for each f ∈ C(X), ϕx,tnk (f) → ϕ˜(f). Therefore, f¯ = ϕ˜(f). It
is clear that ϕ˜ ∈ Θ(x). ⊃" Let f¯ = ϕ˜(f) for some ϕ˜ ∈ Θ(x). By the denition
of Θ(x), there exists a sequence {tk} → ∞ such that ϕx,tk(f) → ϕ˜(f) for all
f ∈ C(X). Therefore, 1
tk
∫ tk
0
f(γtx) dt→ f¯ .
Using (2.3.3), we can rewrite (2.3.5) as
⋂
T>0
{
1
T˜
∫ T˜
0
f(γtx) dt : T˜ > T
}
=
{∫
X
f dµ : µ ∈ Ω(x)
}
. (2.3.6)
We can now state the main result of this section:
Theorem 2.3.2 Let γt be a continuous ow on a compact metric space X and
x(t) ⊂ X be a trajectory with x0 = x(0). Let f : X → R be a continuous function.
36
Chapter 2. Convergence of time averages
Then the following limit
lim
T→∞
1
T
∫ T
0
f(γtx0) dt = f¯
exists, if and only if, ∫
X
f dµ = f¯ for all µ ∈ Ω(x0).
Proof. This follows as a special case of Lemma 2.3.1 where the sets on both
sides of (2.3.6) reduce to single points.
Theorem 2.3.2 implies that the time average of a given observable exists if and
only if the observable has a constant integral with respect to all measures in Ω(x).
We now show the relation between Ω(x) and the essential ω-limit set ω
ess
(x).
Theorem 2.3.3
1
Let γt be a continuous ow on a compact manifold X and Ω(x)
be dened as in (2.3.4). Then, for all x ∈ X,
ω
ess
(x) =
⋃
µ∈Ω(x)
supp µ. (2.3.7)
Note that Theorem 2.3.3 implies that our denition of essential ω-limit set
(Denition 2.1.1) is equivalent to the original denition in [15]. Denition 2.1.1 is
in some sense simpler in that it does not depend on measure theoretical notions
such as weak convergence. It also makes the relation between the concepts essential
1
(2.3.7) was given in [11] for maps without proof.
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ω-limit set and statistical attractor clearer.
To prove Theorem 2.3.3 we use the following lemmas:
Lemma 2.3.4 Let Ω be any set of measures on X. Then z ∈ ⋃µ∈Ω supp µ if and
only if for every open neighborhood U of z, there exists a µ ∈ Ω such that µ(U) > 0.
Proof. ('only if') Assume that there exists a sequence {zk} → z such that
for all k, zk ∈ supp µk where µk ∈ Ω. Then, for each open neighborhood U of
z there exists K > 0 such that zK ∈ U . Choose an open neighborhood V of zK
such that V ⊂ U . Since µK(V ) > 0, then µK(U) > 0. ('if') Assume that for
every open neighborhood U of z there exists a µ ∈ Ω such that µ(U) > 0. Hence,
supp µ ∩ U 6= ∅, that is, there exists a z¯ ∈ U such that z¯ ∈ supp µ. This implies
that z ∈ ⋃µ∈Ω supp µ.
We quote the following result from [22, Theorem 2.1] without proof.
Lemma 2.3.5 ([22]) Let µ and µk, k = 1, 2, . . . be Borel probability measures.
The following statements are equivalent:
• µk ⇀ µ, (i.e. µk converges weakly to µ).
• lim inf µk(U) ≥ µ(U) for every open set U .
• lim sup µk(F ) ≤ µ(F ) for every closed set F .
Proof of Theorem 2.3.3. ('⊃') Assume z ∈ ⋃µ∈Ω(x) supp µ. From Lemma
2.3.4, for each open neighborhood U of z, there exists a µ ∈ Ω(x) such that
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µ(U) > 0. Note that µ ∈ Ω(x) implies there exists a sequence {Tk} → ∞ such that
µx,Tk ⇀ µ. Hence, from Lemma 2.3.5 and Equation (2.3.1), lim inf ρ(x, U, Tk) =
lim inf µx,Tk(U) ≥ µ(U) > 0. Therefore, lim supt→∞ ρ(x, U, t) > 0, and from De-
nition 2.1.1, z ∈ ω
ess
(x). ('⊂') Assume that z ∈ ω
ess
(x) and U is an arbitrary open
neighborhood of z. Let U ′ and F be open and closed neighborhoods of z, respec-
tively, that satisfy U ′ ⊂ F ⊂ U . From Denition 2.1.1, lim supt→∞ ρ(x, U ′, t) > 0
since z ∈ U ′ and U ′ is open. Then, lim supt→∞ ρ(x, F, t) ≥ lim supt→∞ ρ(x, U ′, t) >
0. Therefore, there exists a sequence {tk} → ∞ such that limk ρ(x, F, tk) =
limk µx,tk(F ) > 0. By compactness, there exists a subsequence {tkm} → ∞
such that µx,tkm converges weakly to a measure µ ∈ Ω(x). From Lemma 2.3.5,
lim sup µx,tkm (F ) ≤ µ(F ). Hence,
µ(U) ≥ µ(F ) ≥ lim sup µx,tkm (F ) = limk µx,tk(F ) > 0.
Finally, Lemma 2.3.4 implies z ∈ ⋃µ∈Ω supp µ.
Using the Ergodic Decomposition Theorem [56, Theorem 4.1.12] one can re-
strict the condition on measures in Theorem 2.3.2 to ergodic measures supported
on the essential ω-limit set. Let E(X) denote the set of ergodic γt-invariant prob-
ability measures supported on X . Namely, E(X) = {µ ∈ M(X) : supp(µ) ⊂ X},
where M(X) is the set of invariant ergodic measures of the ow (X, γt). Since the
supports of the measures in Ω(x) are contained in ω
ess
(x), the Ergodic Decompo-
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sition Theorem implies
Ω(x) ⊂ conv(E(ω
ess
(x))) (2.3.8)
Using this, we can conclude in the following result that the time average of an
observable along a trajectory depends only on the time averages of trajectories in
the essential ω-limit set.
Theorem 2.3.6 Suppose that γt is a continuous ow on a compact manifold X.
Assume that, for a given continuous function f : X → R, there exists a constant
f¯ ∈ R such that, for all y ∈ ω
ess
(x0), limT→∞
1
T
∫ T
0
f(γty) dt = f¯ . Then the limit
limT→∞
1
T
∫ T
0
f(γtx0) dt exists and equal to f¯ .
Proof. Let µ be an ergodic measure supported on ω
ess
(x0), namely µ ∈
E(ω
ess
(x0)). From a corollary of Birkho Ergodic Theorem [75, p. 223] , there exists
a point y ∈ ω
ess
(x0) such that limT→∞
1
T
∫ T
0
f(γty) dt =
∫
fdµ. Then, by assump-
tion,
∫
fdµ = f¯ . Let F denote the set of accumulation points of 1
T
∫ T
0
f(γtx0) dt
as T →∞. From (2.3.6) F = {∫
X
f dµ : µ ∈ Ω(x0)
}
. Using (2.3.8), we conclude
F ⊂ conv(
{∫
X
f dµ : µ ∈ E(ω
ess
(x0))
}
) = conv({f¯}) = {f¯}.
Theorem 2.3.6 gives a sucient condition for the existence of time averages of
continuous functions along a trajectory. In order to see that this condition is not
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necessary, one can consider an Axiom-A attractor (see [32] for denition) for which
there is an SRB measure µ supported on the attractor A. The essential ω-limit set
of a typical point in the basin is then the whole attractor A, and one can construct
a continuous function that has dierent time averages on the periodic orbits in A
and therefore does not satisfy the condition in Theorem 2.3.6.
The results given above are related to statistical attractors in the following
way: If an observable f has a constant time average along all trajectories in a
statistical attractor, then there is a positive measure subset of initial states for
which time averages of f exist. Both the following corollaries follow directly from
Theorem 2.3.6.
Corollary 2.3.7 If A is a statistical attractor and limT→∞
1
T
∫ T
0
f(γtx)dt = f¯ for
all x ∈ A. Then, for all x ∈ BS(A), limT→∞ 1T
∫ T
0
f(γtx) dt exists and is equal to
f¯ .
Proof. If x ∈ BS(A), then ωess(x) ⊂ A. Therefore the assumption of Theo-
rem 2.3.6 is satised.
Corollary 2.3.8 If time averages of an observable f have the same limit for all
trajectories in the statistical limit set, then time averages of f exist for almost all
trajectories.
Proof. Since the statistical limit set is a statistical attractor whose basin is
equal to the whole phase space up to a zero measure set, Corollary 2.3.7 implies
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the result.
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Death is God's will,
If only there was no separation.
Orhan Veli
3
Heteroclinic networks and ratchets
Heteroclinic networks are invariant sets in phase space that contain heteroclinic
cycles, a sequence of trajectories forming a cycle. This phenomenon is highly
degenerate, but it has important eects on the dynamics. Heteroclinic networks
exist, in general, as non-ergodic attractors, hence giving rise to non-convergent,
namely historic behaviour in the terminology of [72]. They also have interesting
consequences in coupled oscillator systems (see Section 5.4 and Part III).
In Section 3.1, we give a formal denition of heteroclinic networks from [15].
The results of Chapter 2 have direct implications to heteroclinic networks; these
are given in Theorem 3.2.2, Theorem 3.4.4 and in Theorem 3.5.3. We consider
heteroclinic networks on a torus and therefore dene some properties of invariant
sets on a torus in Sections 3.3 and 3.4. Finally, a particular type of heteroclinic
network on a torus is dened in Section 3.5, whose eects on the dynamics of
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coupled oscillators will be analysed in the next chapters.
The material in Sections 3.1, 3.2 and 3.3 are introductory and not original
except Theorem 3.2.2, which is a consequence of the results in Chapter 2. All
material stated in Section 3.4 and Section 3.5 is original and unpublished.
3.1 Intrinsic denition for heteroclinic networks
In this section, we summarize the denitions of heteroclinic networks given in [15].
For this we need to dene various notions related to the recurrence properties of a
ow, such as pseudo-trajectory, recurrent set, chain-recurrent set, etc.
Let (X, ‖ · ‖) be a compact connected metric space. Consider a continuous ow
on X :
γt : X → X , t ∈ R. (3.1.1)
We refer to (3.1.1) as (X, γ), or in short as X if the ow γ is clear from the
context. A trajectory of (X, γ) is a function x : R → X that satises x(t) = γtx0,
t ∈ R for some x0 ∈ X . A nite trajectory is a function x : [t0, T ] → X , where
t0, T ∈ R and t0 < T such that x(t) = γt−t0(x(t0)), t ∈ [t0, T ]. We sometimes
denote a nite trajectory as x([t0, T ]) if the time domain needs to be stated. A
nite trajectory x([t0, T ]) is called periodic to y if x(t0) = x(T ) = y.
Denition 3.1.1 ((, τ)-pseudo-trajectory) Let  and T be positive real num-
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bers. A function x,τ : [t0, T ]→ X, t0, T ∈ R dened as
x,τ (t) =


x0(t) , t0 ≤ t < t1
.
.
.
.
.
.
xn(t) , tn ≤ t ≤ tn+1 = T
is called an (, τ)-pseudo-trajectory of (3.1.1) (with n discontinuities) if tk+1−tk >
τ ,  > ‖xk+1(tk+1) − xk(tk+1)‖ > 0 and xk(t) is a trajectory of (3.1.1) for all
k = 0, . . . , n.
A pseudo-trajectory x,τ ([t0, T ]) is said to be periodic to y if x,τ (t0) = x,τ(T ) =
y.
We sometimes write a pseudo-trajectory with n discontinuities as
x,τ = {x0, . . . , xn}.
Remark 3.1.2 A nite trajectory of (3.1.1) is an (, τ)-pseudo trajectory with
zero discontinuities for some T > 0 and for any  > 0.
The set of all limit points of a trajectory passing through x as t→∞ (t→ −∞)
is called the ω-limit set (α-limit set) of x and denoted by ω(x) (α(x)). A point
x ∈ X is called a recurrent point if x ∈ ω(x) ∩ α(x). The set of recurrent points
of X is denoted by R(X). The chain-recurrent set R
ch
(X) is the set of all points
x ∈ X such that for all , τ > 0 there is a periodic (, τ)-pseudo-trajectory to x.
In R(X), each point returns back to its arbitrary small neighborhood in forward
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and backward time. The same is true for a point in R
ch
(X) up to arbitrary small
error in the estimation of trajectories. Note that, by denition, R(X) ⊂ R
ch
(X).
Let V be a compact subset of X . Dene
λ1(V) =
⋃
x∈V
ω(x) ∪ α(x)
and for n ≥ 2 dene λn(V) = λ1(λn−1(V)), inductively. The sequence λ0(X) = X ,
λ1(X), λ2(X), . . . is called the asymptotic ltration of the ow (X, γ) [5]. Note that
λn(X) contains R(X) for n ≥ 0. We say that X has depth N if λN (X) = R(X)
and λn(X) ) R(X) for all non-negative integers n < N .
Denition 3.1.3 (Heteroclinic Network, [15]) Let Σ be a compact connected
metric space and γ a continuous ow on Σ. We say the ow (Σ, γ) is a heteroclinic
network if
a) R
ch
(Σ) = Σ
b) R(Σ) consists of the nite union of M disjoint, compact, connected ow-
invariant sets.
c) Σ has nite depth.
By denition, if Σ is a heteroclinic network then R(Σ) is closed. The components
of R(Σ) are called the nodes of the heteroclinic network. The set of nodes is called
the nodal set of Σ and denoted by N . The set C(Σ) = Σ \R(Σ) is called the set of
connections.
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The (measure) attractors in Example 2.2.8 and 2.2.9 in Chapter 2 are het-
eroclinic networks where the equilibria form the nodal set and the trajectories
connecting the equilibria form the set of connections. Note that more complex
heteroclinic networks can exist where the nodes consist of chaotic sets and connec-
tions may be higher dimensional [16].
3.2 Time averages near embedded heteroclinic
networks
In Chapter 2 we give some results on the convergence of time averages along the
trajectories of a ow. The application of these results to heteroclinic networks is
straightforward. Consider a heteroclinic network Σ embedded in a ow (X, γ),
namely Σ ⊂ X is a ow-invariant set. We assume that there exists a trajectory
approaching Σ.
Lemma 3.2.1 ([15]) Let Σ ⊂ X be a heteroclinic network and x ∈ X be such
that ω(x) ⊂ Σ. Then
ω
ess
(x) ⊂ R(Σ). (3.2.1)
Theorem 3.2.2 Let Σ ⊂ X be a heteroclinic network embedded in a compact met-
ric space X and x(t) be a trajectory with ω(x(0)) ⊂ Σ. Let f : X → R be a continu-
ous function and assume that there exists f¯ ∈ R such that limT→∞ 1T
∫ T
0
f(γy0) dt =
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f¯ for all y0 ∈ R(Σ). Then
lim
T→∞
1
T
∫ T
0
f(x(t)) dt = f¯ . (3.2.2)
Proof. By Lemma 3.2.1, limT→∞
1
T
∫ T
0
f(x(t)) dt = f¯ ∈ R for any x0 ∈
ω
ess
(y(0)). Hence, Theorem 2.3.6 implies the result.
We will mostly consider a heteroclinic network Σ that is a measure attractor.
Then, it contains the statistical attractor ΣS = ΛS(BM(Σ)) (see Section 2.2).
Clearly, ΣS is contained in R(Σ).
3.3 Synchronization for trajectories on a torus
In this section, we dene various notions of synchronization for trajectories of a
ow on a torus X = TN = [0, 1)N . We consider a continuous ow
γt : T
N → TN , t ∈ R. (3.3.1)
We give denitions of synchronization in terms of a function, called the winding
vector, of trajectories. In the next section, we will relate the winding vector to a
time average of a particular continuous function along trajectories.
We dene the winding vector similar to the denition of winding number in [39].
Firstly, we need to consider the lifted ow γLt of (3.3.1), that is, the continuous
48
Chapter 3. Heteroclinic networks and ratchets
ow
γLt : R
N → RN , t ∈ R (3.3.2)
satisfying γLt (x) mod 1 = γt(x mod 1) for all x ∈ RN , t ∈ R. For a nite trajectory
x([t0, T ]) of (3.3.1), the nite trajectory x
L([t0, T ]) of (3.3.2) that has the same
initial state (x(t0) = x
L(t0)) is called the lift of x. Similarly, one can dene the
lift of a pseudo-trajectory: the lift of an (, τ)-pseudo-trajectory x of (3.3.1) with
n discontinuities is the (, τ)-pseudo-trajectory xL of (3.3.2) with n discontinuities
whose continuous parts xLi satisfy x
L
i (ti) = xi(ti) mod 1. This is well-dened if  is
small enough.
We assume that a basis on TN is xed and an element x ∈ TN is shown
as x = (x1, . . . , xn) with respect to this basis. Later, for a system of coupled
oscillators in Chapter 5, the basis will be chosen as the set of states of the individual
oscillators.
Denition 3.3.1 (Winding vector) The winding vector of a (pseudo-) trajec-
tory x([t0, T ]) of (3.3.1) is dened as ρ(x) = x
L(T )− xL(t0).
Note that although a winding vector of an arbitrary (pseudo-)trajectory does
not necessarily consist of integer numbers, the winding vector ρ = (ρ1, . . . , ρN) of
a periodic (pseudo-)trajectory p is a vector of integers (ρ(p) ∈ ZN ).
Lemma 3.3.2 Let x,τ = {x0, . . . , xn} be a pseudo-trajectory, then∑n
i=0 |ρ(xi)| ≤ n+ |ρ(x,τ )|.
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Proof. This is a straightforward result of the triangle inequality.
Dene the functions ρi,j on a trajectory x([t0, T ]) as ρi,j(x) = ρi(x)− ρj(x).
Denition 3.3.3 (Phase Synchronization) A trajectory x(t) of (3.3.1) is said
to be (i, j)-phase-synchronized if ‖ρi,j(x([0, T ]))‖ is bounded for all T > 0
Denition 3.3.4 (Frequency Synchronization) A trajectory x(t) of (3.3.1) is
said to be (i, j)-frequency-synchronized if ‖ρi,j(x([0, T ]))‖/T → 0 as T →∞
Note that Denition 3.3.3 and 3.3.4 are consistent with the corresponding de-
nitions in the coupled oscillator systems literature. Assume θ(t) is the vector of the
states of oscillators. If θ(t) is (i, j)-phase-synchronized then |θi(t)− θj(t)| remains
bounded for all t > 0. Similarly, (i, j)-frequency-synchronization of θ(t) implies
that the average frequencies Ωi and Ωj are equal (if they exist), where the average
frequency for an oscillator k is dened as
Ωk := lim
t→∞
θLk (t)
t
.
Note that a trajectory θ(t) can be (i, j)-frequency-synchronized, although the av-
erage frequencies Ωi and Ωj do not exist. In this case, the rate of phase growth
θi,j(t)/t of oscillators do not converge, yet tend to be equal. It is clear that phase-
synchronization implies frequency-synchronization, although the converse is not
true.
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3.4 Heteroclinic networks on a torus
Let Σ ⊂ TN be a heteroclinic network embedded in an N-torus. We assume that
there is a trajectory x(t) converging to Σ. We will show that the frequency synchro-
nization of x(t) is strongly related to the time average of a particular continuous
function along x(t).
Since we will be interested in frequency synchronization of two oscillators, say i
and j, the case where ρi 6= ρj in the winding vector of a periodic (pseudo-)trajectory
is important.
Denition 3.4.1 ((i, j)-winding) An invariant set X is (i, j)-winding if for ev-
ery , τ > 0 there exists a periodic (, τ)-pseudo-trajectory on X with winding
number ρ satisfying ρi > ρj.
Lemma 3.4.2 If for two invariant sets V1 and V2, V1 ⊂ V2 and V2 is not (i, j)-
winding then V1 is not (i, j)-winding.
Let Lγf : X → R be the Lie derivative of the function f along the ow γ, that
is Lγf(x) = ddtf(γt(x))
∣∣
t=0
. Consider the function
pii,j(x) = xi − xj . (3.4.1)
Then
ρi,j(x[0, T ]) =
∫ T
0
Lγpii,j(γtx(0))) dt. (3.4.2)
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Lemma 3.4.3 Assume that a recurrent set V ⊂ X is neither (i, j)-winding nor
(j, i)-winding. Then
lim
T→∞
1
T
∫ T
0
Lγpii,j(γtx0) dt = 0 for all x0 ∈ V. (3.4.3)
Proof.
Let x(t) ⊂ V be a trajectory with x(0) = x0. Since V is neither (i, j)-winding
nor (j, i)-winding, there exist ˜, τ˜ > 0 such that  ≤ ˜ and τ ≥ τ˜ implies a periodic
(, τ)-pseudo-trajectory p,τ ⊂ V has ρi,j(p,τ) = 0.
Assume that (3.4.3) is not true. Then, there exists a sequence {Tk} → ∞ such
that
1
Tk
∫ Tk
0
Lγpii,j(γtx0) dt → c 6= 0. Since V is closed and X is compact, V is
compact, and therefore {x(Tk)} has a convergent subsequence, say {x(Tkm)} →
x∗ ∈ V . Then, there exists a sequence {mn} such that ‖x(Tkmn ) − x∗‖ < ˜ ·
2−n−1 for n = 0, 1, . . . . Note that the sequence {mn} can be chosen such that
|Tkmn − Tkmn+1 | > 2 · τ˜ for n = 0, 1, . . . . Let us dene the periodic (˜ · 2−n, τ˜)-
pseudo-trajectories pn = {x([T ∗n , Tkmn+1 ]), x([Tkmn , T ∗n ])} for n = 0, 1, . . . , where
T ∗n = (Tkmn +Tkmn+1 )/2. Since pn ⊂ V , ρi,j(pn) = 0. Therefore, from Lemma 3.3.2,
|ρi,j(x([Tkmn , Tkmn+1 ]))| = |ρi,j(x([Tkmn , T ∗n ])) + ρi,j(x([T ∗n , Tkmn+1 ]))|
≤ |ρi,j(x([T ∗n , Tkmn+1 ]))|+ |ρi,j(x([Tkmn , T ∗n ]))|
≤ ˜ · 2−n+1 + ρi,j(pn)
= ˜ · 2−n+1.
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This proves that
|ρi,j(x([0, Tkmn ]))| ≤ |ρi,j(x([0, Tkm0 ]))|+ 2 · ˜,
namely ρi,j(x([0, Tkmn ])) =
∫ Tkmn
0
Lγpii,j(γtx0) dt is bounded. Therefore,
1
Tkmn
∫ Tkmn
0
Lγpii,j(γtx0) dt→ 0,
which is a contradiction.
Theorem 3.4.4 Let Σ ⊂ TN be a heteroclinic network and R(Σ) is neither (i, j)-
winding nor (j, i)-winding. Let x ∈ TN such that ω(x) ⊂ Σ, then
lim
T→∞
1
T
∫ T
0
Lγpii,j(γtx) dt = 0. (3.4.4)
In other words, trajectories approaching Σ are (i, j)-frequency-synchronized.
Proof. Since R(Σ) is closed, by Lemma 3.4.3, we have that the limit exists
and is equal to zero whenever x ∈ R(Σ). Therefore, by Theorem 3.2.2, the limit
exists and is equal to zero for any x that satises ω(x) ⊂ Σ.
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3.5 Heteroclinic ratchets on a torus
We consider a particular type of heteroclinic network (see Denition 3.1.3) embed-
ded in TN that has an interesting eect on synchronization of trajectories approach-
ing the heteroclinic network. Roughly speaking, a heteroclinic ratchet is a hete-
roclinic network on which all trajectories are (i, j)-phase-synchronized, and thus
(i, j)-frequency-synchronized, although there are (, τ)-pseudo-trajectories that de-
stroy frequency synchronization in one-way even for arbitrary small  and arbitrary
large τ . By the term one-way we mean that after the synchrony loss, a specic
oscillator always has a larger rate of phase growth. This justies the use of the
term ratchet. (See [54] for the rst example of heteroclinic ratchets in networks
of coupled oscillators). We give the denition of the heteroclinic ratchet in terms
of the winding property (see Denition 3.4.1) of certain subsets.
Denition 3.5.1 (heteroclinic ratchet) A heteroclinic network Σ embedded in
TN is a heteroclinic (i, j)-ratchet (or (i, j)-ratcheting) if
a) Σ is (i, j)-winding,
b) Σ is not (j, i)-winding,
c) and R(Σ) is not (i, j)-winding.
Remark 3.5.2 If Σ is a heteroclinic ratchet, then
a) Σ has depth at least one, since otherwise Σ = R(Σ) and the conditions (a)
and (c) are in contradiction.
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b) There exists no periodic trajectories in Σ with ρi > ρj.
c) There exists an (i, j)-ratcheting heteroclinic cycle in Σ.
d) There exists no (j, i)-winding heteroclinic cycle in Σ.
Note that for a heteroclinic network being (i, j)-ratcheting is a stronger con-
dition than being (i, j)-winding. Ratcheting implies that the winding is only due
to the connections of the network. Namely, in heteroclinic (i, j)-ratchets there are
no (i, j)-winding (pseudo-)trajectories contained in the nodes of the heteroclinic
ratchet, but there is at least one (i, j)-winding pseudo-trajectory that contains
heteroclinic connections.
Theorem 3.5.3 Let Σ ⊂ TN be a heteroclinic (i, j)-ratchet. Consider a point x
for which ω(x) ⊂ Σ. Then, limT→∞ 1T
∫ T
0
Lγpii,j(γtx) dt = 0. In other words, tra-
jectories approaching a heteroclinic (i, j)-ratchet are (i, j)-frequency-synchronized.
Proof. By Lemma 3.4.2, R(Σ) is not (j, i)-winding. Therefore, Theorem 3.4.4
implies the result.
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Background: Coupled Oscillators
56
Science would not give you anything, unless you devote
yourself to it. Once you are devoted, it is still not for sure
whether it will give you anything.
el Nazzam 4
Coupled systems
When a group of dynamical systems (cells) are coupled together with a certain
coupling structure, they clearly form a new higher dimensional dynamical system
which we call a coupled system. Although a coupled system can be analysed using
general techniques from the theory of dynamical systems, new questions arise such
as how the dynamics of cells aect the overall dynamics of the coupled system or
which properties of the overall dynamics only depend on the coupling structure?
For instance, it is well known that symmetries in the coupling structure induce
symmetries in the overall dynamics. These symmetries give rise to certain invari-
ant subspaces in the phase space and impose special types of bifurcations, namely
symmetry-breaking bifurcations [42, 44, 37, 19, 30, 31, 45, 7, 8, 9, 33, 40]. On
the other hand, even non-symmetric coupling structures may have similar eects
on dynamics [41, 45, 43, 36, 2, 41, 29, 4, 52, 53]. Authors of [77] show that (not
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necessarily symmetric) network structures impose invariant subspaces in dynam-
ics. They also give a denition of a coupled cell network, a digraph with certain
equivalence relations on the set of vertices (or cells) and on the set of edges (or
arrows). This denition is improved in [45] so as to represent coupling structures
for a larger class of coupled systems.
In this chapter, we introduce a denition of a coupled cell system similar to
the one given in [45]. In Section 4.2 we describe the so-called balanced partitions
of the set of cells, which give rise to invariant subspaces. In Section 4.3 we briey
explain the notion of a quotient network. This governs the reduced dynamics in
an invariant subspace of a coupled cell system. In Section 4.4 we summarize the
eect of symmetry using the theory given in [42]. This theory can be applied to
coupled cell systems with symmetries. Finally, in the last section, we mention
symmetry-breaking and synchrony-breaking bifurcations.
This chapter is a review of the material needed for the remaining chapters and
is not original work with the exception that Denition 4.1.2 has been modied
from the usual denition in [43].
4.1 Coupled cell systems
The coupling structure of a coupled system can be represented by a digraph where
each vertex (cell) corresponds to individual dynamical units and directed edges
(arrows) represent the coupling between these dynamical units. If we take into
account that some dynamical units and/or couplings may be identical, a dierent
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concept, called coupled cell network, arises that describes a digraph structure with
certain equivalence classes on vertices and edges (see Denition 4.1.2). Then, we
can describe the coupled cell system as a dynamical system of coupled dynamical
units where the coupling respects a certain coupled cell network.
First of all, we need some denitions related to equivalence relations on sets.
Let ∼1 and ∼2 be equivalence relations on a set X . We say ∼1 is ner than ∼2
and write ∼14∼2 if and only if x ∼1 y implies x ∼2 y for all x, y ∈ X . We say ∼1
is coarser than ∼2 and write ∼1<∼2 if and only if ∼2 is ner than ∼1. By ∼I , we
denote the trivial equivalence, that is, x ∼I y ⇐⇒ x = y.
Denition 4.1.1 (Subset Equivalence) Given a set X and an equivalence relation
∼ on X we dene subset equivalence ∼P on the set P (X), that is, on the set of
subsets of X (or, more generally, on the set of all multisets whose elements belong
to X), as
V ∼P W ⇐⇒ ∃ a bijection from V to W that preserves ∼ -equivalence.
In other words, there exist same number of elements in the sets V and W from
any given ∼-equivalence class.
In the following, we use the terms cells and arrows as usual in coupled systems
literature for vertices and edges in graph theory literature.
Denition 4.1.2 (Coupled Cell Network, adapted from Denition 5.1 in [43]) A
coupled cell network G = {C, E ,∼C,∼E} consists of
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(a) two nite sets: a set C = {1, . . . , N} of cells and a multiset E ⊂ C × C
of arrows. (The cells indicate individual dynamical systems and the arrows
represent coupling between these dynamical units.)
(b) two equivalence relations: `cell equivalence' ∼C and `arrow equivalence' ∼E
dened on C and E , respectively. (The corresponding equivalence classes
represent the type of cells and arrows in order to take into account the possible
identity of dynamical units and the identity of couplings between them.)
(c) two maps H : E → C and T : E → C. For an arrow e ∈ E , H(e) is the head
of e and T (e) is the tail of e.
that satisfy two consistency conditions:
• Equivalent arrows have equivalent tails and heads. That is, for any e1, e2 ∈ E ,
e1 ∼E e2 implies
H(e1) ∼C H(e2), T (e1) ∼C T (e2).
• Equivalent cells have equivalent input structure. That is, c1 ∼C c2 implies
H−1(c1) ∼PE H−1(c2). (H−1(c) is the set of arrows whose heads are c, which
is called the input set of c)
The second consistency condition is not included in the original denitions
of coupled cell systems in [77, 45]. Instead, the so called `input equivalence' is
introduced as an equivalence relation on C ner than ∼C. Since by means of
60
Chapter 4. Coupled systems
4
2
3
1
Figure 4.1: A coupled cell network with dierent cell and arrow types. Cell types
are depicted by the shapes of cells (square or circle), and arrow types are shown
by dierent line types (solid, dashed or dot-dashed).
synchrony and bifurcations there is no need to consider cells having the same
cell type but dierent input structures, we assume that the input equivalence is
identical to the cell equivalence here, as done in the combinatorial denition of
coupled cell systems in [36].
Figure 4.1 shows a network of cells with dierent cell and arrow types. Note
that cells of the same type receive the same number of arrows of a given arrow
type (solid, dashed or dot-dashed). Moreover, arrows of the same type have the
same type of cells on their tails and heads. Therefore, this network is a coupled
cell network.
One can consider a coupled system with any cell dynamics, such as continuous-
time, discrete-time or hybrid systems. Here, we restrict ourselves to the continuous-
61
Chapter 4. Coupled systems
time case, in particular, coupled ODEs:
x˙ = F (x) (4.1.1)
where F : P → P is a vector eld on a smooth manifold P. We assume that,
corresponding to each cell c, there is a phase space Pc, which is a smooth manifold,
such that c1 ∼C c2 =⇒ Pc1 = Pc2 and that the phase space P is the direct
product of the spaces Pc, c ∈ C. The condition that the system (4.1.1) has a given
coupling structure (i.e. respects a coupled cell network G as dened in Denition
4.1.2) implies certain conditions on the vector eld F . In fact, a denition for the
so-called G-admissibility of vector elds given in [43] is required. Here, instead
of reproducing the formal denition of G-admissibility, we explain this with an
example. Consider the coupled cell network G in Figure 4.1 and let the state for
the cell i be xi. Then, we can write an admissible vector eld, namely, the coupled
cell system (of ODEs) that respects G as follows:
x˙1 = f1(x1; x1, x3)
x˙2 = f1(x2; x1, x3)
x˙3 = f2(x3; x1, x3, x4)
x˙4 = f2(x4; x2, x3, x3)
(4.1.2)
For each cell there is a Lipschitz continuous map fi that governs the dynamics
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of the cell. Note that cells of same type have identical dynamics represented by
f1 and f2. Each cell has internal dynamics, hence the state of each cell appears
in the rst argument. The arguments that are interchangable are specied by an
overline. In other words, the order of the arguments under an overline does not
aect the value of the function. For example, cell 1 receives two dierent input
types: rst argument after the semicolon represents solid edge coming from cell
1 and the next one represents the dashed edge coming from cell 3. On the other
hand, cell 3 receives three input, two of same type and one of dierent type: The
rst argument after the semicolon represents the input from cell 1 whereas the last
two arguments show inputs from cell 3 and cell 4. These two inputs marked by an
overline are of same type, hence their eect are the same. This means that
f2(x3; x1, x3, x4) = f2(x3; x1, x4, x3).
4.2 Balanced partition
The coupling structure of a coupled cell system may impose certain properties on
the dynamics. One of these is the invariance of certain subspaces in the phase
space. For example, for the system (4.1.2), the subspace given by x1 = x2 is
invariant, which can be seen directly from the equations (Setting x1 = x2 = y
one gets the same dynamics for y from the rst and second equations in (4.1.2)).
This is due to the coupling structure given in Figure 4.1. In other words, for
any coupled cell system that respects the network given in Figure 4.1 the subspace
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given x1 = x2 is invariant. This is related to the existence of the so-called balanced
partitions (also called balanced coloring) of the set of cells C in the network.
Let Σ = {Π1,Π2, . . . ,ΠK} be a partition of the set C, i.e., C =
⋃K
i=1Πi and
Πi ∩ Πj = ∅ whenever i 6= j. We call each Πi a cluster of the partition Σ. Then
there exists an equivalence relation ∼Σ induced by the partition Σ. This can be
dened as follows:
x ∼Σ y if and only if x, y ∈ Πi for some i.
Note that, the above mentioned partial ordering of equivalence relations (see the
second paragraph of Section 4.1) induces a partial ordering of partitions:
Σ1 4 Σ2 if and only if ∼Σ14∼Σ2
If c ∈ C and [e] is a ∼E -equivalence class, we denote the [e]-type input set of c by
I[e](c) = T ({e ∈ E | e ∈ [e],H(e) = c}). Namely, I[e](c) is the multiset of cells in C
which provide an [e]-type input to the cell c.
Denition 4.2.1 (Balanced Partition, [77]) Let N = {C, E ,∼C,∼E} be a coupled
cell network and ∼Σ4∼C be an equivalence relation corresponding to a partition
Σ = {Π1, . . . ,ΠN} of C. We say Σ is balanced if for any edge class [e]
x ∼Σ y =⇒ I[e](x) ∼PΣ I[e](y).
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We can rewrite the above denition as follows: A partition of cells is balanced
if and only if, for each ∼E -equivalence class [e], any pair of cells in a cluster receive
equal number of type-[e] inputs from cells in any other cluster and each cluster
consists of cells of same type. It follows that the minimal partition where each
cluster consists of one cell is always balanced. On the other hand, the cell-type
partition induced by∼C is also balanced and this is the maximal balanced partition.
In fact, the set of balanced partitions of a coupled cell network form a complete
lattice with respect to the ordering given by 4 even for the coupled cell networks
with innitely many cells [76].
For the network given in Figure 4.1 the minimal and maximal balanced parti-
tions are Σ1 := {{1}, {2}, {3}, {4}} and Σ3 = {{1, 2}, {3, 4}}. One can check that
Σ2 := {{1, 2}, {3}, {4}} is also a balanced partition, and there is no other balanced
partition for this network.
Each balanced partition imposes an invariant subspace in the phase space of
the coupled cell system, namely in P, and vice versa. Let Σ be a partition of C,
then the polydiagonal subspace VΣ corresponding to the partition Σ is dened as
follows:
VΣ = {x ∈ P | c1 ∼Σ c2 =⇒ xc1 = xc2 for all c1, c2 ∈ C}
Proposition 4.2.2 ([77, Theorem 6.5]) A partition Σ of cells of a coupled cell
network G is balanced if and only if the polydiagonal subspace VΣ is invariant for
all coupled cell system that respects G.
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4.3 Quotient networks
Recall the example in the previous section: the coupled cell system with dy-
namics given in (4.1.2) and the coupling structure depicted in Figure 4.1. Since
{{1, 2}, {3}, {4}} is a balanced partition, Proposition 4.2.2 implies that the poly-
diagonal subspace {x ∈ P | x1 = x2} is invariant. The dynamics on this subspace
can be obtained by substituting x1 = x2 = y in (4.1.2):
y˙ = f1(y; y, x3)
x˙3 = f2(x3; x1, x3, x4)
x˙4 = f2(x4; x2, x3, x3)
(4.3.1)
The system of ODEs in (4.3.1) also describes a coupled cell system whose con-
nection structure is as in Figure 4.2. This 3-cell network can also be obtained from
the 4-cell network in Figure 4.1 as a quotient by the partition {{1, 2}, {3}, {4}}.
In general, if a network G admits a balanced partition Σ = {Π1, . . . ,ΠK}, then
the quotient network G/Σ consists of K cells c1, . . . , cK , where cell ci represents
the cluster Πi. The quotient has n [e]-type arrows from ci to cj if and only if for
the original network G a cell in cluster Πj receives n [e]-type arrows from the cells
in cluster Πi.
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43
1,2
Figure 4.2: The quotient network of the network in Figure 4.1 corresponding to
the balanced partition {{1, 2}, {3}, {4}}.
4.4 Symmetries and xed point subspaces
Invariant subspaces are sometimes related to symmetries in the coupling structure.
Assume that a coupled cell network G is invariant under a permutation of cells and
edges. To be more precise, let σC be a cell-type preserving permutation on C and σE
be an edge-type preserving permutation on E . If (σC, σE)(G) = (σC(C), σE(E),∼C
,∼E) = G, then we say (σC, σE) is a symmetry of the network G. Obviously, all
symmetries of a network G form a group, which we denote by Γ(G). Note that
the permutation σC can be seen as acting on the phase space P by permutations
of the corresponding axes. Hence, we can dene the so-called xed point subspace
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of a subgroup T ⊂ Γ(G) as follows:
Fix(T ) = {x ∈ P | σC(x) = x for all (σC, σE) ∈ Γ(G)}
One can see that for a coupled cell system x˙ = F (x) that respects the coupled cell
network G, σC ◦F = F ◦ σC for all σC ∈ Γ(G). Namely, F is Γ(G)-equivariant (For
a general introduction to equivariant dynamical systems see [42]). This implies
that, for any subgroup T ⊂ Γ(G), Fix(T ) is an invariant subspace [42, Theorem
1.17]. In fact, these invariant subspaces are polydiagonals, hence by Proposition
4.2.2, one can nd balanced partitions related to these. These partitions would
simply be obtained by the group orbit of T on C. In conclusion, some (but not all)
balanced partitions, and therefore some invariant subspaces arise as a result of the
symmetry in the coupling structure.
4.5 Symmetry-breaking and synchrony-breaking
bifurcations
Symmetries give rise to invariant subspaces that are xed point subspaces of the
subgroups of the symmetry group. A solution in such an invariant subspace would
be xed by the transformations in the corresponding subgroup, hence would have
a certain amount of symmetry. As the subgroup gets larger, a solution xed by
this subgroup would have more symmetries. Therefore, in symmetric systems, the
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phase space is decomposed into regions of solutions with dierent symmetries. In
order to explain the eect of symmetries on the phase portrait and on the bifurca-
tions of the system, one needs to dene more notions. Here, instead of reproducing
the theory we refer to the book [42] and mention only the existence of certain type
of bifurcations: symmetry-breaking and synchrony-breaking bifurcations.
Assume that a Γ-equivariant system of ODEs varies continuously by a param-
eter, say α. Namely, we consider the systems
x˙ = F (x, α).
If this system has an equilibrium x∗, we call the group {σ ∈ Γ | σx∗ = x∗} the
symmetry group of x∗. When the parameter α varies, the equilibrium x∗ may
undergo a bifurcation and new equilibria y∗1, . . . , y
∗
n may emanate from x
∗
. Now
we can ask whether the new equilibria have the same symmetry group or a smaller
symmetry group. The Equivariant Branching Lemma [42, Lemma 1.31] answers
this question by stating that under certain conditions one can expect symmetry-
breaking bifurcations, namely the new equilibria have smaller symmetry group.
On the other hand, the existence of invariant subspaces induced by the non-
symmetric coupling structure, those which can found by the balanced coloring
method explained above, suggests that some bifurcations may gives rise to less
synchronized solution. Namely, one might expect that new equilibria stay in
some smaller synchrony subspaces. Such bifurcations can be named as synchrony-
breaking bifurcations. Although there is no well-established theory on this type
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of bifurcation, there are some results along this line in [6, 29, 4, 53]. Note that
some bifurcations may be both synchrony-breaking and symmetry-breaking. In
the next chapter we will explain the emergence of a heteroclinic ratchet from such
a synchrony- and symmetry-breaking bifurcation (Theorem 6.1.1).
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It is contrary to the mode of thinking in science to con-
ceive of a thing which acts itself, but which cannot be
acted upon.
Albert Einstein 5
Coupled oscillators
Many physical processes that are time-periodic in nature can be modelled by limit
cycle oscillators, by which we mean ODEs with hyperbolic, attracting limit cy-
cles. A state of a limit cycle oscillator can be represented by its amplitude and
phase. When several oscillators are coupled, various phenomena related to the syn-
chronization of oscillators can arise [68], such as complete (phase and amplitude)
synchronization, phase synchronization and frequency synchronization. Recently,
interesting phenomena such as extreme sensitivity to detuning [14, 13] and ratchet-
ing [54] of coupled oscillators are observed. These last two phenomena are related
to the presence of attracting robust heteroclinic networks in the phase space of
coupled oscillator system.
In the following, in Section 5.1 and 5.2 we rst give some background on cou-
pled phase oscillators; a simplication of limit cycle oscillators in case of weak
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coupling [48, 20]. Then, in Section 5.3, we dene the above-mentioned phenom-
ena in coupled oscillator systems. Finally, in Section 5.4, some recent works on
heteroclinic networks in coupled oscillator systems are summarized.
The material in this chapter is a review of the literature except Section 5.3.2
where new concepts, tolerance to positive and negative detuning and ratcheting of
oscillators, are introduced.
5.1 From limit cycle oscillators to phase oscillators
By a limit cycle oscillator, we mean a dynamical system x˙ = f(x) on a manifold
M that has an attracting hyperbolic periodic solution γ(t). Coupled limit cycle
oscillator systems are dynamical systems of the form
x˙ = F (x, κ) , x ∈MN (5.1.1)
that reduce to N uncoupled limit cycle oscillators when the coupling strength is
zero. In this uncoupled case (κ = 0), the N-torus
τN = {xi = γi(t+ θi) : (θ1, . . . , θN) ∈ TN},
dened as the direct product of the limit cycles of each oscillator, is an attracting,
normally hyperbolic, invariant manifold. Therefore, one can predict that this at-
tractingN-torus persists in the weak coupling case κ 1. As a result, for the weak
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coupling case, the asymptotic dynamics of (5.1.1) can be reduced to dynamics on
this N-torus. Note that, a point on this torus represents phase variables t+ θi ∈ T
of oscillators. Using an averaging technique [20], one can obtain a coupled phase
oscillator system of the form
θ˙ = F¯ (θ, κ) , θ ∈ TN , (5.1.2)
where θi ∈ T represents the phase of the oscillator i and F is invariant under the
action of S1 given by θ 7→ θ+ (1, . . . , 1),  ∈ [0, 2pi) (see e.g. [20] for details). This
phase-shift symmetry gives rise to a further reduction of the system on N-torus to
a system on the quotient space TN/S1, which is an (N − 1)-torus,
φ˙ = F˜ (φ, κ) , φ ∈ TN−1, (5.1.3)
where φi's can be chosen as independent phase dierence variables θmi−θni . In the
remaining part, we refer to the space of phase dierences TN−1 as phase dierence
space of the coupled oscillator system (5.1.2).
5.2 Kuramoto's model
The idea of reducing coupled phase oscillator systems to limit cycle oscillators was
rst proposed by Winfree in 1967. However, coupled phase oscillator systems began
to be studied widely after Kuramoto's works in 1984 ([79, 1] and the references
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θ1
θ2
x2 y2 y1, y2
x1, x2y1x1
θ2
θ1
θ2θ1
Figure 5.1: Schematic diagram representing the reduction from limit cycle oscil-
lators (upper gures) to phase oscillators (lower gures). In the uncoupled case
κ = 0, the direct product of limit cycles (upper-right) is invariant and corresponds
to the torus (lower-right) which is the phase space for the reduced system of cou-
pled phase oscillators.
therein).
Kuramoto's model consists ofN phase oscillators that are coupled globally with
a sinusoidal coupling function. That is, the governing equation for each oscillator
is
θ˙i = ωi +
κ
N
N∑
j=1
sin(θi − θj), (5.2.1)
where θi ∈ T = [0, 2pi) is the phase and ωi is the natural frequency of the oscillator i.
Considering an arbitrary coupling structure and a more general coupling function,
the coupled phase oscillator dynamics can be written as follows:
θ˙i = ωi +
κ
N
N∑
j=1
cijg(θi − θj). (5.2.2)
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Here, the connection matrix {cij} represents the coupling between oscillators. cij =
1 if the oscillator i receives an input from the oscillator j and cij = 0 otherwise. The
coupling function g is a 2pi-periodic function. Therefore, it is natural to consider
a Fourier series expansion of g
g(x) =
∞∑
k=1
rk sin(kx+ αk) (5.2.3)
Note that, by scaling the time, we can set κ = N and r1 = 1. In this case, the
coupling is modulated by the parameters α1, α2, . . . and r2, r3, . . . .
Several truncated cases of the general case (5.2.3) were considered in the liter-
ature. Considering the rst Fourier term only (as in the Kuramoto model (5.2.1)),
frequency synchronization and clustering phenomena have been analyzed [62, 74].
Hansel et al. used the rst two Fourier terms and observed a new phenomenon,
called slow switching, as a result of the presence of an asymptotically stable robust
heteroclinic cycle [47, 58]. Recently, using the rst three harmonics an attracting
heteroclinic ratchet was found for a non-symmetric connection structure [54].
5.3 Synchronization properties
Although we have given denitions of synchronization for general systems on the
torus in Section 3.3, here we give denitions for synchronization and similar con-
cepts in the more special context of coupled oscillators. These are consistent with
the general denitions in Section 3.3.
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In the literature, there are various denitions for phase/frequency synchroniza-
tion of oscillators. Moreover, one can dene other concepts related to the synchro-
nization, such as sensitivity to detuning [14]. For an ordered pair of oscillators, we
call all such properties synchronization properties of the oscillator pair, including
phase locking, phase synchronization, frequency synchronization, sensitivity to de-
tuning and ratcheting. The former three are discussed for example in [68] while
the latter two are discussed in [14, 54].
5.3.1 Phase and frequency synchronization
For a solution θ(t) = (θ1(t), . . . , θN (t)) of (5.2.2), let θ
L(t) = (θL1 (t), . . . , θ
L
n (t))
denote the lifted phase variables. We say the oscillator pair (i, j) is phase syn-
chronized on the solution θ(t) if θLi (t)− θLj (t) is bounded for all t and phase locked
if limt→∞(θ
L
i (t) − θLj (t)) exists. We say oscillators are frequency synchronized if
limt→∞
θi(t)−θj(t)
t
= 0. Note that phase locking implies phase synchronization and
phase synchronization implies frequency synchronization. However, the converses
are not true in general. For example, on a typical solution approaching a hetero-
clinic network, particular pairs of oscillators are never phase locked, but they can
be phase synchronized if the heteroclinic network is contractible to the diagonal in
Tn. More interesting is the eect of heteroclinic ratchets on the synchronization
properties of oscillators. On a solution approaching a heteroclinic ratchet, some
oscillator pairs can be frequency synchronized but not phase synchronized, as we
will see in the next chapter.
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Figure 5.2: Dierent (ωij, |Ωij |)-characteristics of coupled oscillators. (a) Usual
case: Frequency synchronization of the oscillators persist in a certain tolerance
range of detuning. (b) Extreme sensitivity to detuning: Although there is a dy-
namically stable frequency synchronized behaviour at ωij = 0, synchronization
is broken by arbitrarily small detuning. This can happen if there is an attract-
ing heteroclinic cycle in state space (see Section 5.4). (c) Unidirectional extreme
sensitivity to detuning (or ratcheting): Under small detuning synchronization is
broken only if the detuning is of one sign.
5.3.2 Sensitivity to detuning and ratcheting
It is well-known that when oscillators are synchronized, a mismatch (detuning)
in natural frequencies may cause loss of synchronization depending on how large
the detuning is. Let ωij = ωi − ωj denote the detuning and Ωij = Ωi − Ωj the
dierence in observed average frequencies. Here Ωi = limt→∞
θLi
t
. The typical
(ωij , |Ωij|) characteristic of coupled oscillators is as in Fig. 5.2a.
For an ordered oscillator pair (i, j), we generalize notions in [14] to dene the
tolerance to positive detuning and tolerance to negative detuning as
∆+ij : = sup{∆: 0 ≤ ωij < ∆ =⇒ (i,j) is phase synchronized.},
∆−ij : = sup{∆: −∆ < ωij ≤ 0 =⇒ (i,j) is phase synchronized.},
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respectively. We call ∆ij := min(∆
−
ij ,∆
+
ij) the tolerance to detuning of (i, j). If
∆ij = 0 then the oscillator pair (i, j) is said to have extreme sensitivity to detuning.
If ∆+ij = 0 but ∆
−
ij > 0, we say that the oscillator pair (i, j) is ratcheting (see Fig.
5.2) (for details see Chapter 6). Note that ratcheting is an asymmetric relation on
the set of oscillators, that is, if (i, j) is ratcheting then (j, i) is not ratcheting. In the
following, we will show that heteroclinic networks may result in extreme sensitivity
to detuning (Section 5.4) and heteroclinic ratchets give rise to ratcheting of some
oscillator pairs (see the next chapter).
5.4 Heteroclinic phenomena in coupled oscillators
An attracting heteroclinic cycle in the phase dierence space of a coupled oscillator
system has a strong eect on the synchronization properties of oscillators. For
instance, a solution approaching a heteroclinic cycle implies the absence of phase
locking of certain oscillator pairs. Moreover, heteroclinic cycles are related to
extreme sensitivity phenomena [14].
Heteroclinic cycles induce an intermittent behaviour called slow switching where
the dynamics stays long time near one cluster and then passes to another cluster.
Slow switching behaviour of coupled oscillator systems was rst studied by Hansel
et al. in [47]. They found heteroclinic cycles for four globally coupled phase oscil-
lator system with a coupling function up to second order Fourier terms (α1 = 1.25,
r2 = 0.5). Heteroclinic cycles associated with slow switching were also studied for
dierent oscillator types, such as delayed pulse-coupled integrate-and-re oscilla-
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tors [59, 25] and limit cycle oscillators [58]. In the following, we will describe the
heteroclinic behaviour observed in coupled phase oscillators [13, 14, 12, 18], and ex-
plain its eect on synchronization properties. This eect has been investigated for
fully symmetric (all-to-all coupled) systems but not in many other congurations.
All-to-all coupling of identical units gives rise to an SN -permutation symmetry
for the system. This imposes many dynamically invariant subspaces arising as
xed point subspaces of subgroups of SN . Therefore, the dynamics is trapped in
invariant regions bounded by these xed point subspaces. Let us choose the phase
dierence variables as φi = θ1 − θi + 1, i = 1, . . . , N − 1. Then, the invariant
regions are {φ ∈ TN−1 : φσ(1) ≤ φσ(2) ≤ · · · ≤ φσ(N−1)} where σ is a permutation
of oscillators. When σ is identity, this region is called canonical invariant region
[20]. Since all these regions are symmetric images of each other, it suces to study
the dynamics on the canonical invariant region. Note that, since the dynamics
is trapped in these invariant regions in the phase dierence space, oscillators are
always phase synchronized and therefore frequency synchronized (the subspace
θi = θj being invariant implies phase synchronization of oscillators i and j [39]).
We will be more interested in the extreme sensitivity properties of oscillators for
which the existence of heteroclinic networks are crucial.
For N coupled phase oscillators, heteroclinic behaviour can arise if N ≥ 3. The
case N = 3 and N = 4 is analyzed in detail by Ashwin et al. in [13]. Using a
second order Fourier truncation of the coupling function, they show that for N = 3
a heteroclinic cycle appears as a codimension one phenomenon in phase dierence
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Figure 5.3: Schematic diagrams illustrating a bifurcation of all-to-all coupled 3-
oscillator system in the canonical invariant regions. The edges of the triangles
represent the xed point subspaces of the form {θi = θj}. On these lines two
equilibria P and R (a) join together by a saddle-node bifurcation (b) and disappear
giving birth to a periodic orbit in the interior of the canonical invariant region (c).
At the bifurcation point (b), a heteroclinic cycle appears connecting the saddles P
and Q on the invariant lines. (Adapted from [13]).
space (see Figure 5.3). This heteroclinic cycle connects the saddles labelled by P
and Q on the invariant lines, which have S2 × S1 isotropy [13]. Note that, the
heteroclinic network on TN−1 formed by these heteroclinic cycles contains winding
heteroclinic cycles in each θi − θj direction. Therefore any detuning ∆ij gives rise
to a periodic orbit that breaks the synchronization of the oscillators i and j (see
[14] for details). As a result, this heteroclinic network leads to extreme sensitivity
to detuning (see [14]). However, this phenomenon is not robust for N = 3 as it
occurs at a bifurcation point.
For the case N = 4, one can observe robust heteroclinic cycles (see Fig. 5.4).
In this case the canonical invariant region is a tetrahedron whose lines have either
S2 × S2 or S3 × S1 isotropy. The heteroclinic cycle shown in Figure 5.4 exists
robustly for an open set in the parameter space (see [13] for details.) This time
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the heteroclinic network formed by these heteroclinic cycles in dierent invariant
regions does not contain any winding heteroclinic cycle, except for the critical case
when the heteroclinic cycles rst appear and lie on the invariant lines. As a result,
although the heteroclinic behaviour is robust when N = 4, the extreme sensitivity
phenomenon is again not robust.
Robust extreme sensitivity behaviour arises when one considers an all-to-all
coupled oscillator system with N ≥ 5. It is numerically shown in [14] that for
N = 5, the extreme sensitivity is robust. In [12], a heteroclinic network for the 5-
oscillator all-to-all coupled system is shown to exist on the phase dierence space
T4. In this case, the heteroclinic network contains winding heteroclinic cycles
in any direction breaking the frequency synchronization of oscillators, and this
happens robustly under small parameter changes. This robust extreme sensitivity
behaviour is bidirectional due to the presence of full permutation symmetry.
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Figure 5.4: A robust heteroclinic cycle for the all-to-all coupled 4-oscillator system.
The heteroclinic cycle consists of two saddle equilibria P1 and P2 with S2 × S2
isotropy and two connections Γ1 and Γ2 on the two dimensional invariant subspaces.
The invariant subspaces are embedded in a cube that represents a unit cell for
the torus of phase dierence space- in this representation all vertices of the cube
represent in-phase solutions where all oscillators are synchronized. (Adapted from
[13]).
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Part III
Heteroclinic Ratchets
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Death is God's will,
If only there was no trac.
Özdemir Asaf
6
A heteroclinic ratchet for a system of 4
coupled oscillators
We have already mentioned ratcheting phenomenon in Section 5.3.2 and dened a
heteroclinic ratchet as a heteroclinic network with certain properties in Denition
3.5.1. In this chapter, we explain the rst example that exhibits ratcheting phe-
nomena. This is a coupled oscillator system that consists of four identical phase
oscillators. The coupling structure gives rise to certain invariant subspaces and a
particular type of synchrony-breaking bifurcation (see Section 6.1). The invariant
subspaces persist as far as the coupling structure is conserved (see Chapter 4),
therefore a robust heteroclinic network can exist on these subspaces. For some
parameter values, we identify a heteroclinic ratchet that seems to appear after the
above-mentioned synchrony-breaking bifurcation of the zero solution (see Section
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6.2). Heteroclinic ratchets have interesting eects on the synchronization proper-
ties of coupled oscillators (see Chapter 5), especially when small noise or detuning
of the natural frequencies of the oscillators are considered (see Section 6.3).
All material in this chapter is original and published in [54].
6.1 4-cell example
In this section, we consider four oscillators coupled by a connection structure shown
in Figure 6.1. This can be seen as a coupled cell system (see Section 4.1) where
each cell is a phase oscillator as in (5.1.2). More specically, the system we consider
is
θ˙1 = ω1 + f(θ1; θ2, θ3)
θ˙2 = ω2 + f(θ2; θ1, θ4)
θ˙3 = ω3 + f(θ3; θ1, θ2)
θ˙4 = ω4 + f(θ4; θ1, θ2),
(6.1.1)
where θi ∈ T = [0, 2pi) is the phase of the ith oscillator and f is a 2pi periodic
continuous function that represents the coupling.
We rst assume identical oscillators, that is
ω = ω1 = · · · = ω4. (6.1.2)
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Figure 6.1: A 4-cell coupled cell network that gives coupled cell systems of the form
(6.1.1). The network has a single symmetry given by the permutation (12) (34).
Oscillators with dierent natural frequencies will be considered in Section 6.3. The
overlines in the function f indicates that the inputs to each cell are indistinguish-
able, i.e.
f(x; y, z) = f(x; z, y) for all x, y, z ∈ T. (6.1.3)
We will also assume the phase-shift symmetry
f(x+ ; y + , z + ) = f(x; y, z) for all x, y, z,  ∈ T. (6.1.4)
This S1-symmetry arises for example in weakly coupled limit cycle oscillators via
averaging [20]. Note that, for the present section, the form of coupling we assume
will be more general than (5.2.2).
In the following we describe the invariant subspaces of (6.1.1) and give a result
about the solution branches on invariant subspaces that emanate at bifurcation
from a fully synchronized solution.
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6.1.1 Invariant subspaces
In order to identify invariant subspaces forced by the coupling structure in Fig-
ure 6.1 we use the theory of coupled cell systems summarized in Chapter 4. The
network in Figure 6.1 has a symmetry that we characterize as follows. Let Γ be
an S2-action on T
4
generated by
σ : (θ1, θ2, θ3, θ4)→ (θ2, θ1, θ4, θ3).
The symmetry of the network implies that the system (6.1.1) is Γ-equivariant and
the xed point subspace of Γ, that is,
Fix(Γ) = {x ∈ T4 | σx = x for all σ ∈ Γ}
is invariant under the dynamics of (6.1.1) (see Section 4.4). On the other hand,
there are many other invariant subspaces of which not all appear because of the
symmetries of the network but because of the groupoid structure of the input sets
of cells (see [43] for groupoid formalism). These invariant subspaces corresponds
to the balanced partitions (see Section 4.2) of cells in Figure 6.1. Recall that
a partition of cells into a number of clusters is called balanced if, for any arrow
type [e], two cells in a cluster receive same number of type-[e] arrows from any
given cluster. Each balanced partition of cells gives rise to an invariant subspace
where the states of cells in clusters are equal (4.2.2). Moreover, each balanced
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Dimensions Invariant Subspaces
4 V4 = T
4
3 V s3 = {θ ∈ T4 | θ3 = θ4}
3 V 13 = {θ ∈ T4 | θ2 = θ4}
3 V 23 = {θ ∈ T4 | θ1 = θ3}
2 V2 = {θ ∈ T4 | θ1 = θ3, θ2 = θ4}
2 V s12 = {θ ∈ T4 | θ2 = θ3 = θ4}
2 V s22 = {θ ∈ T4 | θ1 = θ3 = θ4}
2 V s32 = {θ ∈ T4 | θ1 = θ2, θ3 = θ4}
1 V1 = {θ ∈ T4 | θ1 = θ2 = θ3 = θ4}
Table 6.1: Invariant subspaces forced by the coupling structure in Figure 6.1 for
the system (6.1.1)
partition corresponds to a quotient network which gives the dynamics reduced to
the corresponding invariant subspace (see Section 4.3).
For the system (6.1.1) the invariant subspaces that correspond to the balanced
partitions of cells are listed in Table 6.1. The subscripts indicate the dimensions
of the invariant subspaces and the superscript s labels the subspaces related to
the S3 symmetry of the quotient network for θ3 = θ4 (see Table 6.2). There
exists a partial ordering for the set of these subspaces given by containment, that
is, Vx ≺ Vy ⇔ Vx ⊂ Vy. This ordering of invariant subspaces is illustrated in
Figure 6.2.
Consider the balanced partition {{1}, {2}, {3, 4}}, where only cell 3 and cell 4
are clustered. The corresponding invariant subspace is V s3 and the quotient network
is the S3-symmetric all-to-all coupled 3-cell network (see Table 6.2). Necessarily
all the xed point subspaces of this 3-cell quotient lift to some invariant subspaces
of the 4-cell system and these are labelled by the superscript s. Note that V s32 is
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Balanced Invariant Quotient
partitions subspaces networks
{{1}, {2}, {3, 4}} V s3 N1:
θ1 θ2
θ3 = θ4
{{1}, {3}, {2, 4}} V 13 N2:
θ1
θ2 = θ4
θ3
{{2}, {4}, {1, 3}} V 23 N3:
θ2
θ1 = θ3
θ4
Table 6.2: Quotient networks for three dimensional invariant subspaces V s3 , V
1
3 ,
and V 23 of the 4-cell system (6.1.1)
the only one of these that arises from the symmetry of the system (6.1.1) (V s32 =
Fix(Γ)), but there are some pairs of subspaces for which one subspace is related to
the other by the symmetry of the system, namely σ(V s22 ) = V
s1
2 and σ(V
2
3 ) = V
1
3 .
As a result, the quotient networks corresponding the subspaces V 13 and V
2
3 are also
symmetrically related (see Table 6.2).
Exploiting the phase-shift symmetry (6.1.4), the 4-dimensional system (6.1.1)
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Figure 6.2: Containment of the invariant subspaces given in Table 6.1. Vx → Vy
means Vx ⊂ Vy. The subscripts indicate the dimensions of the invariant subspaces
and the superscript s labels the xed point subspaces related to the S3 symmetry
of the quotient network for θ3 = θ4.
and (6.1.2) can be reduced to a 3-dimensional one by dening new variables
(φ1, φ2, φ3) := (θ1 − θ3, θ2 − θ4, θ3 − θ4)
so that
φ˙1 = f(φ1;φ2 − φ3, 0)− f(0;φ1, φ2 − φ3)
φ˙2 = f(φ2;φ1 + φ3, 0)− f(0;φ1 + φ3, φ2) (6.1.5)
φ˙3 = f(φ3;φ1 + φ3, φ2)− f(0;φ1 + φ3, φ2).
The symmetry of the system (6.1.1) has implications for this system. Let Γ˜ be an
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V s32
V 13
V
2
3
2pi
2pi
0 2pi
V s3
V2 (φ3 axis)
V s22 (φ2 axis)
V s12 (φ1 axis)
Figure 6.3: Invariant subspaces given in Table 1 projected onto T3 (represented
by a 2pi-cube in R3) and the synchrony-broken branches given in Theorem 6.1.1.
Subscripts indicate the subspace dimensions on T4. The bifurcating branches of
equilibria given in Theorem 6.1.1 are represented by disks lled by black and gray
colors for pitchfork and transcritical branches, respectively.
S2-action on T
3
generated by
ρ : (φ1, φ2, φ3)→ (φ2, φ1, 2pi − φ3). (6.1.6)
Then the system (6.1.5) is Γ˜-equivariant. In this case the xed point subspace
of Γ˜ is the union of the lines {φ ∈ T3 | φ1 = φ2, φ3 = 0} and {φ ∈ T3 |
φ1 = φ2, φ3 = pi}. Other invariant subspaces can be obtained by projecting the
previously found invariant subspaces onto T3. These are illustrated in Figure 6.3,
where the previous notation for subspaces is used. That is, subscripts indicate
dimensions of the subspaces in T4.
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6.1.2 Synchrony-breaking bifurcations
For this section, we assume that f depends on a parameter α. Hence, we can
rewrite (6.1.5) as
φ˙1 = f(φ1;φ2 − φ3, 0;α)− f(0;φ1, φ2 − φ3;α)
φ˙2 = f(φ2;φ1 + φ3, 0;α)− f(0;φ1 + φ3, φ2;α) (6.1.7)
φ˙3 = f(φ3;φ1 + φ3, φ2;α)− f(0;φ1 + φ3, φ2;α).
In [3], it is shown that any coupled cell system that has a connection structure
as in Figure 6.1 admits an S3-transcritical bifurcation on V
s
3 at the origin. More
specically, there exist three transcritical branches of unstable solutions on V s12 ,
V s22 , and V
s3
2 simultaneously emanating from the origin if fx(0, 0)−fy(0, 0) = 0 and
some transversality inequalities are satised (The zero vector is denoted by 0, and
f(0, α) = f(0; 0, 0;α)). However, for the coupled phase oscillators of type (6.1.1),
apart from the connection structure, dynamical properties aect the bifurcation
scheme. Now we will show in Theorem 6.1.1 how the S2-symmetry of the 4-cell
network gives rise to a pitchfork bifurcation on V2 that takes place simultaneously
with the transcritical bifurcations mentioned above. The simultaneous occurrence
of branches on invariant lines is not only a consequence of the Equivariant Branch-
ing Lemma [42] but also a result of the connection structure and the property of
the individual dynamics, that is the S1-symmetry of f .
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Adjacency matrix eigenvalues and eigenvectors
A =


0 1 1 0
1 0 0 1
1 1 0 0
1 1 0 0


µ1 = −1, ν1 = (1,−1, 0, 0)T
µ2 = −1, ν2 = (0,−1, 1, 1)T
µ3 = 0, ν3 = (1,−1, 1,−1)T
µ4 = 2, ν4 = (1, 1, 1, 1)
T
Table 6.3: Adjacency matrix of the network in Figure 6.1 with eigenvalues and
eigenvectors
Theorem 6.1.1 Assume that f satises fx(0, α
∗) = 0, fxα(0, α
∗) 6= 0, fxx(0, α∗) 6=
fyy(0, α
∗), and fyyy(0, α
∗) 6= 0. Then there exists a pitchfork bifurcation of the ori-
gin of (6.1.7) on V2 at α = α
∗
appearing simultaneously with the transcritical
bifurcations on V s12 , V
s2
2 and V
s3
2 .
Remark 6.1.2 A direct consequence of the Theorem 6.1.1 is that a generic bifur-
cation of the fully synchronized periodic solution (x, x, x, x) of (6.1.1) will give rise
to three branches of periodic solutions of the form
(x, y, x, x)
(y, x, x, x)
(x, x, y, y)
and two other branches of the form
(x, y, x, y),
where the rst three appear by transcritical bifurcations and the nal two via a
pitchfork bifurcation.
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Proof. Consider the adjacency matrix A of the network (see Table 6.3). The
eigenvalues of A and partial derivatives of f (fx, fy and fz) at the origin determine
the stability of the origin (see Proposition 2 in [3]). The eigenvalues of (6.1.7) at
the origin are
λi = fx(0, α) + µify(0, α) (6.1.8)
where µi is an eigenvalue of A and i = 1, 2, 3. The eigenvectors of (6.1.7) are the
same as the eigenvectors of A that correspond to its nonzero eigenvalues. It is
important to note that the S1-phase-shift symmetry of (6.1.1) induce a relation
between partial derivatives:
fx(u, v, w, α) + fy(u, v, w, α) + fz(u, v, w, α) = 0, ∀u, v, w, α ∈ R. (6.1.9)
This can be obtained by taking the derivative of (6.1.4) with respect to , and
(6.1.3) implies
fy(u, v, w, α) = fz(u, w, v, α), ∀u, v, w, α ∈ R. (6.1.10)
Thus, from (6.1.9) and (6.1.10), there exists a linear relationship between the
partial derivatives:
fx(0, α) = −2fy(0, α) = −2fz(0, α), ∀α ∈ R. (6.1.11)
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Similarly, the derivatives of (6.1.9) and (6.1.10) with respect to α give
fxα(0, α) = −2fyα(0, α) = −2fzα(0, α), ∀α ∈ R, (6.1.12)
and the derivative of (6.1.10) with respect to v gives
fyy(0, α) = fzz(0, α), ∀α ∈ R. (6.1.13)
Finally, deriving (6.1.10) twice with respect to v gives
fzzz(0, α) = fyyy(0, α), ∀α ∈ R. (6.1.14)
Equation (6.1.8) and Equation (6.1.11) imply that all eigenvalues λi become zero
simultaneously when fx(0, α) = 0. To see that there exists a pitchfork branch on V2
we consider the solutions of type (x, x+ u, x, x+ u). Substituting this into (6.1.7)
and using Equation (6.1.4), one gets u˙ = F (u) := f(0; 0,−u, α) − f(0; u, 0, α).
Thus the assumptions fx(0, α
∗) = 0, fxα(0, α
∗) 6= 0, fyyy(0, α∗) 6= 0 and Equations
(6.1.11)-(6.1.14) imply the pitchfork bifurcation conditions (∂F/∂u)(0, α∗) = 0,
(∂2F/∂u2)(0, α∗) = 0, (∂2F/∂α∂u)(0, α∗) 6= 0 and (∂3F/∂u3)(0, α∗) 6= 0. Since
these and the condition fxx(0, α
∗) 6= fyy(0, α∗) also imply the assumptions of
Theorem 1 in [3], there exist simultaneous transcritical bifurcations on V s12 , V
s2
2
and V s32 .
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Remark 6.1.3 The existence of pitchfork branches can also be explained by con-
sidering the S2 interior symmetry of the set of cells {3, 4} in Figure 6.1 (see [41]
for the concept of interior symmetry and the interior symmetry branching lemma).
However, this does not imply the simultaneous occurrence of transcritical and pitch-
fork branches for the system (6.1.7).
6.2 Robust heteroclinic ratchets
For a vector eld F : RN → RN (or TN → TN ), a heteroclinic cycle consists of a set
of saddle equilibria ξ0, . . . , ξm−1 and trajectories (connections) x0(t), . . . , xm−1(t)
such that limt→−∞ xi(t) = ξi and limt→∞ xi(t) = ξi+1 (mod m) for i = 0, . . . , m −
1. We call a connected invariant set a heteroclinic network if it is a union of
heteroclinic cycles.
In the previous section, it is shown that the connection structure of the system
(6.1.1) forces a number of invariant subspaces to exist. These subspaces persist
under the perturbations that preserve the connection structure. For this reason,
as in symmetric systems, one can nd robust heteroclinic networks lying on the
invariant subspaces of the system (6.1.1). By robust we mean the persistence
under small perturbations that preserve the coupling structure. We will see that for
the phase-dierence system (6.1.5) some unusual heteroclinic networks exist, which
are not seen for symmetric systems. We distinguish one type of these heteroclinic
networks, which we call a heteroclinic ratchet because it includes connections that
wind around the torus in one direction only. For a more general denition of
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heteroclinic ratchets see Denition 3.5.1.
Denition 6.2.1 For a system on TN , a heteroclinic network is a heteroclinic
ratchet if it includes a heteroclinic cycle with nontrivial winding in one direction
but no heteroclinic cycles winding in the opposite direction. More precisely, we say
a heteroclinic cycle C ⊂ TN parametrized by x(s) (x : [0, 1)→ TN ) has nontrivial
winding in some direction if there is a projection map P : RN → R such that
the parametrization x¯(s) (x¯ : [0, 1) → RN ) of the lifted heteroclinic cycle C¯ ⊂ RN
satises lims→1 P (x¯(s))−P (x¯(0)) = 2kpi for some positive integer k. A heteroclinic
cycle winding in the opposite direction would satisfy the same conditions for a
negative integer k.
In this section, we will rst explain how a heteroclinic ratchet emerges for the
system (6.1.5) after a synchrony-breaking bifurcation. Then, we will discuss the
stability of the heteroclinic ratchet and exhibit a coupling function g for which the
heteroclinic ratchet is an attractor. Finally, dierent routes that lead to hetero-
clinic cycles will be discussed.
6.2.1 Heteroclinic ratchets for the four coupled oscillators
We consider a particular case of (6.1.1), where the coupling has the same form as
in (5.2.2):
f(x; y, z) = g(x− y) + g(x− z). (6.2.1)
Using (6.2.1), we can write the phase-dierence system with identical natural
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frequencies given in Equation (6.1.5) in the form
φ˙1 = g(φ1 + φ3 − φ2) + g(φ1)− g(−φ1)− g(φ3 − φ2)
φ˙2 = g(φ2 − φ3 − φ1) + g(φ2)− g(−φ3 − φ1)− g(−φ2) (6.2.2)
φ˙3 = g(−φ1) + g(φ3 − φ2)− g(−φ3 − φ1)− g(−φ2).
We consider the coupling function g with up to three harmonics:
g(x) = −r1 sin(x+ α1) + r2 sin(2x+ α2) + r3 sin(3x+ α3), (6.2.3)
where by scaling the time variable, r1 can be set to 1, and α2, α3 are assumed to
be zero for simplicity. For this coupling function, there may exist dierent types
of robust heteroclinic networks for dierent parameter values of α1, r2 and r3. We
rst demonstrate a heteroclinic ratchet that exists for an open set of parameters.
Heteroclinic networks are usually exceptional phenomena, but they can be ro-
bust if the associated heteroclinic connections are contained within invariant sub-
spaces [60]. For (6.2.2) and (6.2.3) there are invariant subspaces that are found
in the previous section for a more general system (6.1.5) (see Figure 6.3). For the
parameter set
(α1, r2, r3) = (1.4, 0.3,−0.1), (6.2.4)
we identify robust heteroclinic connections between two equilibria on the invariant
subspaces V 13 and V
2
3 , using the simulation tool XPPAUT [34]. Note that the
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symmetry (6.1.6) of (6.1.5) acts on V2 = V
1
3 ∩V 23 (φ3 axis) as (0, 0, x)→ (0, 0, 2pi−
x). Therefore, an equilibrium p = (0, 0, p3) on V2 has its symmetric counterpart
on V2 as q = σ(p) = (0, 0, 2pi − p3). These equilibria p and q with the connections
between them on the invariant planes V 13 and V
2
3 form the heteroclinic network in
Figure 6.4.
Recall that the subspaces V 13 and V
2
3 are mapped to each other by the symmetry
(6.1.6). Thus, the presence of a connection from p to q on V 13 implies the presence
of another connection on V 23 that connects q to p. Therefore, in order to verify the
existence of a heteroclinic network in T3, it suces to identify connections from p
to q on V 13 , as done in Figure 6.4(a) for the parameter set (6.2.4). Note that this
is a heteroclinic ratchet since it includes phase slips in the directions +φ1 and +φ2
only (see the winding trajectories in Figure 6.4(b)).
The winding connections of the heteroclinic ratchet are contained in symmetri-
cally related subspaces V 13 and V
2
3 (Figure 6.3), where the dynamics are governed
by the quotient networks N2 and N3 illustrated in Table 6.2. However, neither
N2 nor N3 has a network symmetry and this can be related to the existence of
the heteroclinic ratchet, since a symmetry in these networks may leave out the
possibility for a winding orbit or may result in symmetric connections winding in
opposite directions.
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Figure 6.4: Heteroclinic ratchet for the system (6.2.2,6.2.3) with the parameter set
(6.2.4). Sources, saddles and sinks are indicated by small disks lled with white,
gray or black color, respectively. (a) Phase portrait on V 13 (projected onto T
2
).
(b) The heteroclinic ratchet on T3 (represented by a 2pi-cube in R3).
6.2.2 Stability of the heteroclinic ratchet
A necessary and sucient condition for stability of a heteroclinic cycle in R3 whose
connections are included in 2-dimensional invariant regions is given in terms of the
eigenvalues of equilibria by Melbourne [63] (for more results on stability of het-
eroclinic cycles see [35, 61]). Melbourne proves that the eigenvalues λ0(ξi) < 0,
corresponding to the eigenvectors tangent to the intersection of the invariant re-
gions, are irrelevant for the stability of heteroclinic cycles and only the saddle
quantities σi = |λ+(ξi)/λ−(ξi)| determine the stability, where ξi is a saddle in the
heteroclinic cycle and λ−(ξi) < 0 (λ
+(ξi) > 0) is the eigenvalue at ξi corresponding
to the eigenvector on the stable (unstable) manifold of ξi that is not contained
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in the intersection of the invariant regions. Note that the eigenvalues λ0(ξi) that
correspond to the eigenvectors in the intersection of the invariant regions are nec-
essarily negative for robustness (saddle-to-sink connections on invariant regions).
Under some generic assumptions, a heteroclinic cycle in R3 whose connections are
contained in two-dimensional invariant regions is asymptotically stable if
∏
i σi < 1
and is unstable if
∏
i σi > 1.
Now, we will show that the heteroclinic ratchet depicted in Figure 6.4 is asymp-
totically stable. Note that the equilibria p = (0, 0, p3) and q = (0, 0, 2pi− p3) in V2
are given by
p3 = cos
−1
(
cosα1
2r2 cosα2
)
. (6.2.5)
This can be obtained from (6.2.2) by setting φ1 = φ2 = φ˙3 = 0. Let us calculate
the eigenvalues at p. Linearizing (6.2.2) at p gives
λ∓(p) = g′(∓p) + 2g′(0), λ0 = g′(p) + g′(−p), (6.2.6)
where λ+(p) and λ−(p) correspond to the eigenvectors in V 13 \ V2 and V 23 \ V2,
respectively, and λ0(p) is the eigenvalue corresponding to the eigenvector in V2 =
V 13 ∩ V 23 . A heteroclinic cycle in [63] is dened as a set of saddle equilibria and
their one-dimensional unstable manifolds and it is assumed that each of these
unstable manifolds is contained in a stable manifold of some equilibrium inside the
heteroclinic cycle. Therefore, the heteroclinic ratchet in Figure 6.4 satises this
denition. Since in our example the equilibria p and q are symmetrically related,
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it follows from [63] that the heteroclinic ratchet in Figure 6.4 is asymptotically
stable if |λ+(p)/λ−(p)| < 1 and unstable if |λ+(p)/λ−(p)| > 1. For the parameter
set (6.2.4), the equilibrium is at p = 1.4432. Then, λ+(p) and λ−(p) are 0.74
and −1.2 by linearizing (6.2.2) at p. This implies the asymptotic stability of the
heteroclinic ratchet.
Since the condition for the asymptotic stability is open and the heteroclinic
connections are robust, one can nd an open set in parameter space {(α1, r2, r3) |
0 ≤ r2, r3 and 0 ≤ α1 < 2pi}, for which the system (6.2.2) admits an asymptotically
stable robust heteroclinic ratchet. On the other hand, for the system (6.2.2), the
robust heteroclinic ratchet connecting a pair of saddles p and q on V 13 cannot be
asymptotically stable if r3 = 0 (see Appendix). Therefore, the heteroclinic ratchets
for the system (6.2.2) cannot be asymptotically stable unless the third or higher
harmonics of the coupling function g are taken into account.
Finally, we show that a robust heteroclinic ratchet that connects the symmetri-
cally related equilibria p and q (as the one in Figure 6.4) cannot be asymptotically
stable if only the rst two harmonics of the coupling function are considered,
namely, if
g(x) = − sin(x+ α1) + r2 sin(2x+ α2). (6.2.7)
Without loss of generality, we assume that the heteroclinic network connects
the equilibrium p to its symmetric image q = ρ(p) on V 13 and q to p on V
2
3 .
Note that for the robustness of the heteroclinic ratchet, it is necessary that the
heteroclinic connections are contained in invariant subspace of codimension at least
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one, therefore the connections are necessarily contained in V 13 and V
2
3 .
For the asymptotic stability of the heteroclinic network, the following conditions
are necessary:
Existence of saddles p and q (from (6.2.5)):
∣∣∣∣ cosα12r2 cosα2
∣∣∣∣ < 1. (6.2.8)
Existence of connections on V 13 : λ
0(p) = g′(p) + g′(−p) < 0, (6.2.9)
λ+(p) > 0, λ−(p) < 0. (6.2.10)
Asymptotic stability condition [63]:
∣∣∣∣λ+(p)λ−(p)
∣∣∣∣ < 1. (6.2.11)
Conditions (6.2.10) and (6.2.11) imply
λ+(p) + λ−(p) = g′(p) + g′(−p) + 4g′(0) < 0. (6.2.12)
We rst assume r2 cosα2 < 0. From (6.2.9) we have
− 2 cos p cosα1 + 4r2 cos 2p cosα2 < 0 (6.2.13)
− 2 cos p cosα1 + 8r2 cos2 p cosα2 − 4r2 cosα2 < 0. (6.2.14)
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Substituting (6.2.5) we get
cos2 α1
r2 cosα2
− 4r2 cosα2 < 0.
Our assumption then follows
cos2 α1
4r22 cos
2 α2
> 1,
which contradicts (6.2.8). On the other hand, if we assume r2 cosα2 > 0, the
condition (6.2.12) cannot be satised since
λ+(p) + λ−(p) = g′(p) + g′(−p) + 4g′(0)
= −2 cos p cosα1 + 8r2 cos2 p cosα2 − 4r2 cosα2 − 4 cosα1
+8r2 cosα2
and substituting (6.2.5) one gets
λ+(p) + λ−(p) = − cos
2 α1
r2 cosα2
+
2 cos2 α1
r2 cosα2
+ 4r2 cosα2 − 4 cosα1
=
(
cosα1√
r2 cosα2
− 2√r2 cosα2
)2
≥ 0.
Thus, (6.2.12) can not be satised for two harmonics coupling.
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6.2.3 Routes to heteroclinic ratchets
The equilibria p and q in V2 = V
1
3 ∩ V 23 bifurcate from the origin via a pitchfork
bifurcation simultaneously with other transcritical branches of solutions on V s12 ,
V s22 and V
s3
2 . This synchrony-breaking bifurcation is discussed in Theorem 6.1.1.
Although we cannot rule out the possibility of the presence of more complex be-
havior near this bifurcation, we numerically nd the heteroclinic ratchet for the
parameter values close to the bifurcation point. This suggests that the bifurcation
given in Theorem 6.1.1 may be associated with a global bifurcation to a heteroclinic
ratchet.
Although the subspace V s3 does not include any part of the heteroclinic network,
the dynamics restricted to this subspace, that is, the dynamics of the network N1
(see Table 6.2) gives rise to another bifurcation to a heteroclinic ratchet as shown
in Figure 6.5. The detailed bifurcation analysis of the 3-cell all-to-all coupled
oscillators with a coupling function having the rst two harmonics is given in
[13]. There, it is stated that apart from the transcritical bifurcation of the origin
there exists a saddle-node bifurcation on invariant lines. This bifurcation should
also exist for nonzero r3 values. In Figure 6.5(a)-(c), phase portraits on V
1
3 are
illustrated for α1 = 1.2, α1 ∼= 1.327 and α1 = 1.4, respectively, while r2 = 0.3
and r3 = −0.1 are xed. As α1 increases, a sink and a saddle equilibrium on V s12
(see Figure 6.5(a)) collide (Figure 6.5(b)) and disappear by a reverse saddle-node
bifurcation giving rise to a winding connection from p to q (see Figure 6.5(c)). With
this disappearance of the sink on V s12 (and on V
s2
2 by symmetry), a heteroclinic
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Figure 6.5: Phase portraits for the system (6.2.2,6.2.3) on V 13 demonstrating a
bifurcation from a heteroclinic cycle (d) to a heteroclinic ratchet (e). Parameters
are chosen as r2 = 0.3, r3 = −0.1 and dierent values for α are considered: (a)
α1 = 1.2, (b) α1 ∼= 1.327, and (c) α1 = 1.4. As α1 increases, the reverse saddle-
node bifurcation indicated in (b) takes place resulting in disappearance of the sink
s and therefore changes the structure of the unstable manifold of p. This gives rise
in a global bifurcation from a heteroclinic cycle (d) to a heteroclinic ratchet (e).
(For each graph sources, saddles and sinks are indicated by small disks lled with
white, gray or black color, respectively. The unstable manifolds of p are shown by
thick lines.)
106
Chapter 6. A heteroclinic ratchet for a system of 4 coupled oscillators
cycle (see Figure 6.5(d)) that exists for the parameter set
(α1, r2, r3) = (1.2, 0.3,−0.1), (6.2.15)
bifurcates to the heteroclinic ratchet which is observed in the previous section for
the parameter set (6.2.4) (see Figure 6.5(e)). Therefore, this bifurcation describes
another route to heteroclinic ratchets where S1-symmetry is not necessary (see
Section 7.2 for a heteroclinic ratchet in a system without symmetry).
Although the heteroclinic cycle seen for the parameter set (6.2.15) satises
|λ+(p)/λ−(p)| = |0.68/− 0.7| < 1, it is not stable because p has an unstable man-
ifold which approaches a sink s outside the heteroclinic ratchet (see Figure 6.5(a)
and Figure 6.5(d)). This type of heteroclinic cycle is also unusual for symmetric
systems. It attracts nearby trajectories with initial states φ(0) close to p and with
φ1(0), φ2(0) on the left of 0 ∈ T1, whereas other nearby trajectories with initial
states φ(0) close to p and with φ1(0) or φ2(0) on the right of 0 ∈ T1 converge to the
sink s because of the connection from p to s. (see Figure 6.5(d)). Therefore, this
heteroclinic cycle has a basin with positive measure, so it is a measure attractor
(see Denition 2.2.5), though not asymptotically stable.
6.3 Dynamical consequences of ratchets
We have so far demonstrated that the system of four coupled oscillators in Fig-
ure 6.1 with identical natural frequencies ωi can support a robust heteroclinic
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ratchet. In this section, we consider the response of such an attractor to imperfec-
tions in the system. In particular, we consider the eect of setting the detunings
∆ij = ωi − ωj
to be nonzero, and the eect of adding noise to the system. The frequency locking
response to detuning and/or noise is an indicator of the heteroclinic ratchet.
For typical trajectories, in terms of the original phases θi(t) ∈ R, one can dene
the average frequency of the ith oscillator Ωi = limt→∞
θi(t)
t
and the frequency
dierence
Ωij = lim
t→∞
θi(t)− θj(t)
t
.
Denition 6.3.1 We say the ith and jth oscillators are frequency synchronized
on an attractor of the system if all trajectories approaching the attractor satisfy
Ωij = 0.
Note that a stronger notion is phase synchronization; we say the ith and jth
oscillators are phase synchronized if all trajectories approaching the attractor have
θi(t) − θj(t) bounded in t. Phase synchronization is a sucient condition for
frequency synchronization, but the converse is not always true as we see below.
6.3.1 Response of the system to detuning
Note that in the case of identical natural frequencies, the oscillators of the orig-
inal system are frequency synchronized for all trajectories; this follows because
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trajectories of the reduced phase-dierence system are trapped inside a bounded
invariant region, namely the boundary of the 2pi-cube in Figure 6.3, and so they
are phase synchronized. As soon as ∆ij 6= 0 for some i, j, this may no longer be
the case. Here, we choose three independent detuning variables as ∆13, ∆24, and
∆34 so that the natural frequencies can be written as
ω1 = ω +∆13 +∆34
ω2 = ω +∆24
ω3 = ω +∆34
ω4 = ω.
(6.3.1)
Using (6.3.1) instead of (6.1.2), the phase-dierence system (6.1.5) can be rewrit-
ten as
φ˙1 = ∆13 + f(φ1;φ2 − φ3, 0)− f(0;φ1, φ2 − φ3)
φ˙2 = ∆24 + f(φ2;φ1 + φ3, 0)− f(0;φ1 + φ3, φ2) (6.3.2)
φ˙3 = ∆34 + f(φ3;φ1 + φ3, φ2)− f(0;φ1 + φ3, φ2).
An interesting property of heteroclinic ratchets (such as that illustrated in Fig-
ure 6.4) is that the qualitative response to detuning depends on the sign of the
detuning. An example showing Ω13, the dierence between the observed average
frequencies of the oscillators 1 and 3, as a function of ∆13 is given in Figure 6.6.
Considering (6.3.2), one can observe that since the heteroclinic ratchet includes
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Figure 6.6: The main graph shows the frequency dierence Ω13 for (6.1.1) with
parameters (6.2.4) as a function of detuning ∆13. The other independent detuning
variables are chosen as ∆24 = ∆34 = 0. Note that oscillators remain frequency
synchronized for ∆13 ≤ 0 but quickly break synchrony for ∆13 > 0; this is the evi-
dence of the attractor being a heteroclinic ratchet. The insets show time evolution
of the phase dierences φi for a positive and a negative value of ∆13; observe that
oscillators 1 and 3 are phase and frequency synchronized for ∆13 < 0 but neither
phase nor frequency synchronized for ∆13 > 0.
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winding connections in the +φ1 direction but no connections winding in the −φ1
direction, the oscillator system responds to ∆13 > 0 by breaking the frequency
synchronization of the oscillator pair (1, 3), whereas ∆13 ≤ 0 leaves the frequency
synchronization unchanged, Ω13 = 0. There is a similar response for the dierence
between oscillators 2 and 4 as can be seen by the symmetry of the original system
(6.1.1). Small positive and/or negative detunings ∆34 do not have any qualita-
tive eect on dynamics of (6.3.2) near the heteroclinic ratchet considered, since
the heteroclinic ratchet does not include winding connections in the +φ3 or −φ3
directions.
6.3.2 Response of the system to noise and detuning
Here, we consider the eect of additive white noise with amplitude ε for the sys-
tem (6.3.2) with ∆34 = 0 and ∆13 = ∆24 = ∆. The noise terms are added to all
equations in (6.2.2) independently and have the same Gaussian distribution with
mean 0, amplitude 10−6 and variance 1. Recall that the heteroclinic cycle shown
in Figure 6.4(b) contains two non-winding and two winding trajectories, and a
solution converging to the heteroclinic ratchet oscillates near the non-winding tra-
jectories (in the absence of detuning or noise). However, addition of noise to the
system (without detuning) will cause phase slips in +φ1 and +φ2 directions such
that winding will be present even for arbitrary low amplitude ε (see Figure 6.7).
We dene a winding frequency of the system (6.1.1) as Ω = (Ω13 + Ω24)/(2pi)
and the corresponding winding period as T = Ω−1. For a given noise amplitude ε
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Figure 6.7: A solution of the system (6.2.2) with no detuning and additive white
noise for the parameter set (6.2.4). The noise terms are added to all equations
in (6.2.2) independently and have the same Gaussian distribution with mean 0,
amplitude 10−6 and variance 1. The noise causes the system to have repeated
phase slips in the +φ1 and +φ2 directions.
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and detuning ∆, the winding frequency Ω (ε,∆) can be obtained numerically as in
Figure 6.9. Even in the presence of negative detuning ∆ < 0, arbitrarily low am-
plitude noise will eventually cause uctuations such that the winding trajectories
in the ratchet are visited. This can be seen from Figure 6.9(a), where Ω is plotted
as a function of ∆ < 0 for dierent noise amplitudes ε.
The eect of noise on the dynamics near the heteroclinic ratchet is dierent
when ∆ > 0 is considered. In this case noise can cause uctuations such that
non-winding trajectories are visited more frequently than in the case of positive
detuning without noise. This happens only when 0 < ∆ ε, and diminishes the
observed winding frequency Ω.
Note that the winding period T , in the absence of noise, varies linearly with
log (∆) for 0 < ∆ 1 (see Figure 6.9(c)). This is because T can be expressed in
terms of ∆ as
T(0,∆) = Ω (0,∆) ∼= −1
λ
ln (∆) = − ln (10)
λ
log (∆) ,
as expected from the residence time near an equilibrium of a perturbed homoclinic
cycle [78], where λ is the most positive eigenvalue at the saddle and log = log10.
In our case, λ = 0.74 as found in Section 6.2 and the corresponding slope of line
representing the relation between T and log (∆) is − ln (10) /λ = −3.11, consistent
with simulations (see Figure 6.9(c)).
Ω (ε,∆) ∼= Ω(0, ε) /2 for 0 < ∆ ε.
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Figure 6.8: Schematic diagrams demonstrating trajectories switching between sad-
dles of the heteroclinic ratchet in Figure 6.4(b) under small additive noise. (a) A
trajectory switching randomly between saddles p and q is shown on the lift of T3
to R3. (b) All possible switchings between saddles p and q with probabilities under
homogeneous noise are plotted as projected onto φ1 − φ2 plane.
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Figure 6.9: Winding frequency Ω plotted against log (∆) for (a) ∆ < 0, (b) ∆ > 0
and additive noise of amplitude ε. The corresponding winding period T = Ω−1 is
plotted in (c) for ∆ > 0. Note that for |∆|  ε, noise dominates causing a ∆-
independent winding, while ∆ > ε implies winding and ∆ < −ε gives no winding.
The winding period T varies linearly with log (∆) until noise eects dominate.
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6.3.3 Frequency synchronization without phase
synchronization
Adding homogeneous (same distribution for all equations) noise without detuning
can lead to frequency synchronization without phase synchronization; one can have
a situation where φ1 and φ2 are frequency synchronized but φ1−φ2 is unbounded.
This occurs because the presence of unbiased noise means that the average fre-
quency of the phase slips in the +φ1 and +φ2 directions should be equal, that is
limt→∞
φ1−φ2
t
= 0.
Using the usual phase variables we can write this as
lim
t→∞
θ1 − θ3 − θ2 + θ4
t
= 0. (6.3.3)
Due to the symmetry of the system when the detunings are zero, we have Ω34 =
limt→∞
φ3
t
= limt→∞
θ3−θ4
t
= 0. Thus, (6.3.3) implies Ω12 = limt→∞
θ1−θ2
t
= 0. As
a result, the oscillator pairs (1, 2) and (3, 4) are frequency synchronized.
On the other hand, arbitrary small homogeneous noise will cause all oscillator
pairs to lose phase synchronization. Moreover, the oscillator pairs (1, 3) and (2, 4)
lose their frequency synchronization since noise results in repeated forward phase
slips of the oscillators 1 and 2 due to the winding connections of the ratchet,
whereas the pairs (1, 2) and (3, 4)maintain their frequency synchronization without
phase synchronization.
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Further examples of heteroclinic ratchets
In this chapter, we mention some interesting examples of heteroclinic ratchets
found in various systems of coupled oscillators. Firstly, we give an example where
phase slips between oscillators occur even without noise or detuning. In this case a
trajectory approaching the heteroclinic ratchet perpetually undergoes phase slips,
therefore, phase dierences are not bounded and some oscillators are not phase
synchronized. However, an application of Theorem 3.5.3 shows that oscillators
maintain frequency synchronization. In Section 7.2, we give an example where
reduction to phase dierence space is not possible, but still one can observe a
heteroclinic ratchet connecting limit cycles. This system has no symmetry unlike
the main example in the previous chapter. Therefore, it shows that ratcheting
does not rely on symmetry in the system. Finally, in Section 7.3, we give two
examples of heteroclinic ratchets in high dimensional systems. We consider two
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generalizations of the coupling structure given in Figure 6.1 and show ratcheting
phenomena for high dimensional coupled systems with these coupling structures.
This chapter contains original material. The rst three examples are published
in [54] and [55], whereas the last two examples are unpublished.
7.1 Ratcheting without noise or detuning
The heteroclinic ratchet described in Chapter 6 exists robustly for the 4-cell cou-
pled system (6.1.1). This is due to the persistence of invariant subspaces in which
the heteroclinic connections are saddle-to-sink type, and therefore robust. How-
ever, as seen in the previous chapter, these invariant subspaces can trap the dy-
namics such that phase slips (winding of the trajectory around the phase dierence
torus) cannot occur. The example shown in this section implies that this is not
always the case. Therefore, one directional phase slips occur repeatedly even in
the absence of noise or detuning. This gives rise to the question as to whether
oscillators stay frequency synchronized in this case. We provide an answer to this
question using Theorem 3.5.3.
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Consider the following system of ODEs:
θ˙1 = ω + f(θ1, θ2, θ3) + 2 sin(θ1 − θ3)
θ˙2 = ω + f(θ2, θ1, θ4)
θ˙3 = ω + f(θ3, θ1, θ2) + 2 sin(θ1 − θ3)
θ˙4 = ω + f(θ4, θ1, θ2),
(7.1.1)
where f is given in (6.2.1) and (6.2.3). Choosing phase dierence variables φ1 :=
θ1−θ3, φ2 := θ2−θ4 and φ3 := θ3−θ4, we can write the reduced system as follows:
φ˙1 = f(φ1, φ2 − φ3, 0)− f(0, φ1, φ2 − φ3)
φ˙2 = f(φ2, φ1 + φ3, 0)− f(0, φ1 + φ3, φ2) (7.1.2)
φ˙3 = f(φ3, φ1 + φ3, φ2)− f(0, φ1 + φ3, φ2) + 2 sinφ1.
Note that the surfaces φ1 = 0 and φ2 = 0 are invariant subspaces for any system of
the form (7.1.2), but φ3 = 0 may not be invariant. Setting α1 = 1.4, r2 = 0.3 and
r3 = −0.1, one can verify, using numerical simulation and examination of the ows
in the invariant subspaces, that there is an attracting heteroclinic ratchet contained
within the invariant subspaces (see Figure 7.1a). This heteroclinic network consists
of a heteroclinic cycle between the equilibria p1 and p2 that winds in −φ3 direction.
Therefore, when lifted to R3, a typical trajectory converging to the attractor has
φL3 → −∞, where φL denotes the lifted trajectory (see Figure 7.1b). Namely, the
phase dierence θ4−θ3 increases unboundedly. Therefore, oscillators 3 and 4 are not
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Figure 7.1: A heteroclinic attractor ({p1} ∪ q1 ∪ {p2} ∪ q2}) for the system (7.1.2).
(a) Schematic illustration of the attractor in T3 = {φ1, φ2, φ3} lifted to R3. (b) The
φ3 component of a trajectory converging to the attractor; note that a lift of this
component will be unbounded, but it grows so slowly that its average converges
to zero.
phase synchronized. However, one can show that they are frequency synchronized.
This follows directly from Theorem 3.5.3 as follows: Observe that the heteroclinic
ratchet shown in Figure 7.1 is a (3, 4)-ratchet according to Denition 3.5.1. The
recurrent set of the heteroclinic ratchet consists of two constant solutions, namely
p1 and p2. For these, the condition limT→∞
1
T
Lγpii,j(x(t)) dt = 0 is satised because
the Lie derivative of a function vanishes along constant solutions.
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7.2 Heteroclinic ratchets in a system without
symmetry
Although the system (6.1.1) has S2 permutation and S
1
phase-shift symmetries,
we show in this section that these symmetries are not necessary for the existence
of a heteroclinic ratchet. In fact, for the system (6.1.1), the S2 symmetry merely
simplies the existence and stability discussions in Section 6.2.1 and 6.2.2 and
gives rise to a clear explanation for the emergence of the heteroclinic ratchet via the
synchrony-breaking bifurcation in Theorem 6.1.1. On the other hand, S1 symmetry
makes it possible to describe heteroclinic connections between periodic orbits of
(6.1.1) by heteroclinic connections between saddle equilibria of (6.1.5) with the
help of the phase-dierence reduction. In order to see that S2 and S
1
symmetries
are not necessary for the existence of heteroclinic ratchets, we consider a perturbed
system of (6.1.1) on T4:
θ˙1 = ω + f(θ1; θ2, θ3) + α1 cos(θ1)
θ˙2 = ω + f(θ2; θ1, θ4) + α2 cos(θ2)
θ˙3 = ω + f(θ3; θ1, θ2) + α1 cos(θ3)
θ˙4 = ω + f(θ4; θ1, θ2) + α2 cos(θ4).
(7.2.1)
Note that the above system has the same coupling structure as in Figure 6.1, but
with two dierent cell types, namely the cells 1 and 3 are of one type and the
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Figure 7.2: A non-symmetric coupled cell network that allows heteroclinic ratchets.
The coupling structure is the same as the network in Figure 6.1 but there are two
dierent cell types.
cells 2 and 4 are of another type as illustrated in Figure 7.2. This is due to the
αj cos(θk) terms in (7.2.1). The balanced coloring method from Section 6.1.1 only
gives three non-trivial invariant subspaces V2, V
1
3 and V
2
3 , since in the case of
dierent cell types, only cells of the same type can have the same color. Note that
these invariant subspaces are the ones that contain the saddles and the connections
of the heteroclinic ratchet for the symmetric system (6.1.1). Therefore, we expect
robustness of the heteroclinic ratchet for (7.2.1) that exists when α1 = α2 =
0. Here, by robustness we mean persistence under small enough perturbations
of the system that preserve the connection structure and cell types, specically
perturbations of the parameters α1 and α2. We denote by p¯(0) and q¯(0) the
saddle periodic orbits of (7.2.1) in V2 for α1 = α2 = 0 corresponding to the saddle
equilibria p and q in Figure 6.4 for the phase-dierence system (6.1.5). In T4, the
heteroclinic ratchet is between the saddle periodic orbits p¯(0) and q¯(0), whereas
the connections between these are the two dimensional unstable manifolds of p¯(0)
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Figure 7.3: A solution of the system (7.2.1) with additive white noise
(amplitude=10−6) for α1 = 0.01 and α2 = 0.02. Repeated phase slips in spe-
cic directions indicate the presence of an attracting heteroclinic ratchet. The
inset shows the oscillations in detail when the rst oscillator undergoes a forward
phase slip relative to the others.
and q¯(0), which are contained in V 13 and V
2
3 respectively. Similar to the case in the
phase-dierence system, p¯(0) (q¯(0)) is a sink in V 23 (V
1
3 ) and a saddle in V
1
3 (V
2
3 ).
By robustness, we expect the heteroclinic ratchet in T4 between the perturbed
periodic orbits p¯(α) and q¯(α) to persist for small enough α1 and α2. In Figure
7.3, a solution of the perturbed system with additive white noise is shown for
α1 = 0.01 and α2 = 0.02. Repeated forward phase slips of the oscillators 1 and
2 are indicators of the presence of a heteroclinic ratchet. The inset in this gure
shows clearly the transition from one periodic orbit to another as discussed above,
accompanied by a forward phase slip of oscillator 1 relative to the other oscillators.
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Figure 7.4: A coupled cell network that consists of 6 identical cells and allows
heteroclinic ratchets.
7.3 Ratcheting in large networks
One may expect to observe heteroclinic ratchets in larger oscillator networks. How-
ever, due to the growth in phase space dimension, analysis of heteroclinic ratchets
can be quite complex as these may include unstable manifolds of saddles with di-
mension greater than one. Here, we give two examples of large coupled cell network
structures, which can support heteroclinic ratchets.
Let us consider the 6-cell network illustrated in Figure 7.4 and simulate the
same coupled oscillator dynamics in (5.2.2) where N = 6, cij's are determined by
the given network structure and the coupling function g is the same as in (6.2.3).
Similar to the example in Section 6.2, ratcheting solutions are found when small
additive noise is applied. The phase dierences are illustrated in Figure 7.5, which
suggests the existence of an attracting heteroclinic ratchet in T6.
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Figure 7.5: A solution of the coupled oscillator network in Figure 7.4 under small
additive white noise (amplitude = 10−4) with zero initial states. The equations
for the dynamics are as in (5.2.2) and (6.2.3) and the parameters are α1 = 1.15,
r2 = 0.3 and r3 = −0.1. The phase dierences between certain pairs of oscillators
increase monotonically. This suggests the existence of an attracting heteroclinic
ratchet including connections winding in θ1 − θ4, θ2 − θ5 and θ3 − θ6 directions.
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The network structure given in Figure 7.4 can be generalized to 2N -cell net-
works to give heteroclinic ratchets in higher dimensional tori (see Figure 7.6).
Another generalization of the 4-cell network in Figure 6.1 is given in Figure 7.7.
This network consists of n1 + n2 + 2 cells. A coupled cell system that has this
network structure can be written as
θ˙1 = f(θ1, θ2, . . . , θn1+n2 , θn1+n2+1)
θ˙2 = f(θ2, θ1, θ3, . . . , θn1+n2, θn1+n2+1)
.
.
.
θ˙n1 = f(θn1, θ1, . . . , θn1−1, θn1+1 . . . θn1+n2 , θn1+n2+1)
θ˙n1+1 = f(θn1+1, θ1, . . . , θn1 , θn1+2 . . . θn1+n2 , θn1+n2+2)
.
.
.
θ˙n1+n2 = f(θn1+n2 , θ1, . . . , θn1+n2−1, θn1+n2+2)
θ˙n1+n2+1 = f(θn1+n2+1, θ1, . . . , θn1+n2)
θ˙n1+n2+2 = f(θn1+n2+2, θ1, . . . , θn1+n2).
Dening new variables φi = θi − θn1+n2+1 for i = 1, . . . , n1, φi = θi − θn1+n2+2
for i = n1 + 1, . . . , n1 + n2 and φn1+n2+1 = θn1+n2+1 − θn1+n2+2, one can write the
reduced dynamics on the phase dierence space Tn1+n2+1 as follows:
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N+1 k+N 2N
k N1
Figure 7.6: 2N-cell coupled cell networks that may support heteroclinic ratchets
in higher dimension. Note that for N = 2 and N = 3 one gets the networks given
in Figure 6.1 and 7.4, respectively.
For i = 1, . . . , n1,
φ˙i =f(φi, φ1, . . . , φi−1, φi+1, . . . , φn1, φn1+1 − φn1+n2+1, . . . , φn1+n2 − φn1+n2+1, 0)
− f(0, φ1, . . . , φn1, φn1+1 − φn1+n2+1, . . . , φn1+n2 − φn1+n2+1),
for i = n1 + 1, . . . , n1 + n2,
φ˙i =f(φi, φ1 + φn1+n2+1, . . . , φn1 + φn1+n2+1, φn1+1, . . . , φi−1, φi+1, . . . , φn1+n2, 0)
− f(0, φ1 + φn1+n2+1, . . . , φn1 + φn1+n2+1, φn1+1, . . . , φn1+n2),
and for the last variable
φ˙n1+n2+1 =f(φn1+n2+1, φ1 + φn1+n2+1, . . . , φn1 + φn1+n2+1, φn1+1, . . . , φn1+n2)
− f(0, φ1 + φn1+n2+1, . . . , φn1 + φn1+n2+1, φn1+1, . . . , φn1+n2).
(7.3.1)
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n1 n1 + 1 n1 + n2
n+ 1n
1
Figure 7.7: n1 + n2 + 2-cell coupled cell networks that may support heteroclinic
ratchets in higher dimension (n := n1 + n2 + 1). Note that for n1 = n2 = 1 this
network is identical to the network in Figure 6.1.
Here, we again assume the phase shift symmetry of f , namely f(x) = f(x +
ε(1, . . . , 1)) for all x ∈ Tn1+n2+1 and for all ε ∈ T. Note that permutations within
the rst group of n1 cells or within the second group of n2 cells would not change
the network. Therefore, the coupled cell system has Sn1 × Sn2-symmetry, which
means that ratcheting cannot occur between the cells in the rst group or between
the cells in the second group, but ratcheting of a cell in one of these groups can
occur with respect to the (n1 + n2 + 1)th or (n1 + n2 + 2)th cell. Note that the
subspaces
• {φi = 0} for i = 1 . . . , n1 + n2 + 1
• {φi = φj} for i, j ∈ {1, . . . , n1}
• {φi = φj} for i, j ∈ {n1 + 1, . . . , n1 + n2}
128
Chapter 7. Further examples of heteroclinic ratchets
φ1 = θ1 − θ8
φi
t
φ2 = θ2 − θ8
φ3 = θ3 − θ8
φ4 = θ4 − θ8
φ5 = θ5 − θ9 φ6 = θ6 − θ9
φ7 = θ7 − θ9
φ8 = θ8 − θ9
Figure 7.8: A solution of (7.3.1) with n1 = 4 and n2 = 3 under small additive white
noise (amplitude = 10−4). The parameters for the coupling function are chosen as
α1 = 1.4, r2 = 0.3 and r3 = −0.1. The transient dynamics shows a switching from
one ratcheting behaviour to another.
• {φn1+n2+1 = 0, φi = φj} for i, j ∈ {n1 + n2}
are invariant. All the other invariant subspaces of the system (7.3.1) arise as
intersections of these subspaces.
For an example, we choose n1 = 4 and n2 = 3 and employ the same coupling as
in (5.2.2) and (6.2.3) with parameters α1 = 1.4, r2 = 0.3 and r3 = −0.1. For these
parameters, a solution of the system (7.3.1) is shown in Figure 7.8. The transient
dynamics switches between dierent ratcheting behaviour. From t = 0 to t ∼= 500,
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ratcheting occurs for the rst four oscillators with respect to the 8th oscillator and
then ratcheting occurs for the second group of oscillators (5-7) with respect to the
9th oscillator. After long run the dynamics settles downs at a stable equilibrium.
Nevertheless, the eect of the coupling structure manifests itself in the transient
dynamics.
Analyzing the structure of high dimensional robust heteroclinic ratchets and
nding conditions for networks that allow heteroclinic ratchets are interesting top-
ics motivated by the examples given here. For the latter, the balanced partition
method (see Section 4.2) can be used even for larger networks to see whether there
exist invariant subspaces on which robust heteroclinic ratchets can be found.
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I wish he, the old savant who knows all
mysteries, would not hide anything from
me. Last night, he came quietly and told
me: `Do not ask! You must feel, in order
to learn the things impossible to tell'.
Rumi
8
Discussion
In this thesis, heteroclinic networks have been investigated in terms of their eects
on time averages and, in particular, on the synchronization properties of coupled
oscillators. A new phenomenon that we call ratcheting has been analyzed in detail.
In order to explain the frequency synchronization in ratcheting, the convergence
of time averages of continuous functions has been studied. Some results on dif-
ferent notions of limit sets, attractors, and on the convergence of time averages
have been obtained in Chapter 2 for general continuous ows. In particular, for
continuous ows on a torus that admit attracting heteroclinic networks, conver-
gence of time averages and synchronization properties have been investigated in
Chapter 3. These two chapters form the rst part of the thesis (Part I) where new
abstract results are stated. In Part II, some background for coupled cell systems
and networks of coupled oscillators have been given. In particular, recent results
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on the eect of heteroclinic cycles on synchronization properties of coupled oscil-
lators have been reviewed in Section 5.4. Finally, in Part III, a new interesting
example of a heteroclinic network, called a heteroclinic ratchet, has been discussed
in terms of its eect on an important time average, namely, the average frequency.
The results obtained in this thesis give rise to new problems, on the one hand,
about the general theory for convergence of time averages and attractors, and on
the other hand, about ratcheting phenomenon for coupled oscillators.
A relation between statistical attractors and convergence of time averages has
been described in Corollary 2.3.7. Naturally, the question arises as to whether
the conditions in this corollary can be weakened. Another interesting question is
the following: Lemma 2.2.4 provides a unifying approach for dierent denitions
of attractors and implies that the statistical attractor can be dened in terms
of the essential ω-limit set (Theorem 2.2.2). Is it possible to dene other new
and useful notions of attractors using this approach or can this approach help us
in understanding the existing ones better? For example, as pointed out by an
anonymous referee of [55], a relation between minimal attractor
1
and the limit set
ω
min
(x) := {z ∈ X : lim inft→∞ ρ(x, U, t) > 0, ∀U ∈ Uz}may be possible. Consider
the modied Bowen's example studied by Kleptsyn [57], namely the heteroclinic
cycle shown in Figure 2.1 where p1 is non-hyperbolic with exponential contrac-
tion and p2 is hyperbolic. For this example, as shown below, ωess(x) = {p1, p2}
and ω
min
(x) = {p1} for a typical initial point x ∈ X , which suggests that ωmin
1
In [57], the minimal attractor is dened as the complement of the union of open sets U that
satisfy
1
T
∫ T
0
`(γ
−t(U)) dt→ 0 as T →∞
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may be related to the minimal attractor introduced by Ilyashenko. (the point
p1 for the modied Bowen's example). However, there is no reason to assume
that ω
min
(x) is non-empty in general, and in addition, the minimal attractor is
a set-wise denition. This suggests that the relationship between minimal at-
tractor and ω
min
may be non-trivial. In order to see that ω
ess
(x) = {p1, p2} and
ω
min
(x) = {p1}, let τn,1(x) and τn,2(x) denote the period of time spent by the
orbit γtx in some neighborhoods of p1 and p2, respectively, on the nth turn (the
rst turn starting from the rst entrance of the trajectory to the neighborhood of
p1). By [57, Proposition 1] a typical trajectory asymptotically spends compara-
ble periods of time near p1 and p2, namely τn,2(x)/τn,1(x) → c 6= 0 as n → ∞.
Therefore, ω
ess
(x) = {p1, p2}. However, [57, Equation 1 and Equation 2] imply
that τn+1,1(x)/τn,1(x)→∞ as n→∞. Hence, for a suciently small open neigh-
borhood U2 of p2, lim inf t→∞ ρ(x, U2, t) = 0, but for all open neighborhoods U1 of
p1, lim inf t→∞ ρ(x, U1, t) > 0. Namely, ωmin(x) = {p1}.
The ratcheting phenomenon introduced in Part III is novel for coupled oscilla-
tors literature. It has strong eect on the synchronization properties of oscillators.
Although heteroclinic networks, and therefore also heteroclinic ratchets, are not
structurally stable for generic dynamical systems, they can exist robustly for fami-
lies of coupled dynamical systems with certain coupling structures. Some examples
of such connection structures have been given in Section 7.3. Identifying such con-
nection structures that may support heteroclinic ratchets needs further work which
may require new results in coupled systems theory summarized in Part II. For ex-
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ample the idea of ination, used for generating larger networks from smaller ones
[2], might be useful if it can be done in such a way that certain properties of the
network are preserved. One can further discuss that the connection structure re-
quired for robustness are also highly degenerate. Here, we should point out that
small perturbation in the coupling structure, for instance varying the coupling
strengths of some arrows can yield to bifurcations to periodic orbits winding in
certain directions (for bifurcations of nonsingular heteroclinic cycles see [82, 27]).
Such systems close to a ratcheting system may be structurally stable. Moreover,
the winding vectors of these periodic orbits would depend on the properties of the
heteroclinic ratchet as well as on the perturbation term, and give rise to certain
frequency-locked oscillations. In other words, a system with a heteroclinic ratchet
can play a role of an organizing center. Another question motivated by the work
presented in Part III is about the possibility of nding ratcheting phenomenon in
physical systems. In this thesis, we have shown the existence of ratcheting using
computer simulation. However, whether the ratcheting phenomenon takes place
in physical systems and whether it plays an important role is not known. It may
be possible to observe ratcheting phenomenon in neural systems for which cou-
pled phase oscillator models have been proved to be useful [71] and heteroclinic
networks might play an important role in dynamics [70, 17].
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