The aim of this study was to strengthen the engineering curriculum by integrating innovative electrical and computer engineering (ECE)-specialized artificial intelligence (AI) methodologies and algorithms into traditional civil engineering (CE) problem-solving methods. An interactive and comprehensive knowledge-based expert system (KBES) was developed to document, compare, and analyze cutting-edge AI applications in the field of CE. With a large amount of successful/unsuccessful AI applications being tried and tested in the CE field, this unique intelligent database can be used as the platform and educational media for the development and implementation of curricula for the problembased learning approach to bridge the gap in the current curricula between conventional mathematics, physics, engineering methods and state-of-the-art AI techniques. This study is the first of its kind to (1) develop an intelligent KBES platform to increase the intellectual rigor, breadth, and depth of undergraduate engineering study and lay a foundation for students pursuing master's degree or PhD in engineering; (2) establish a new interdisciplinary AI curriculum as a capstone course, enrich existing curricula by integrating case studies of AI applications into different levels of undergraduate CE courses, and include knowledge automation software in an ECE course; (3) foster interdisciplinary academic setting that will introduce latest state-of-the-art AI applications to undergraduate students and facilitate their early involvement in research. A brief description of the comprehensive literature search is presented, followed by the proposal of methodologies for the development of the KBES and curriculum. Furthermore, a case study is described to demonstrate the effectiveness and advantages of introducing AI tools into the syllabus of a sophomore CE core course. Students' experiences were assessed and evaluated. The results of the analysis showed that the interdisciplinary curriculum could significantly increase students' awareness on the need for knowledge acquisition, which, in turn, will enhance the learning outcome. The integration of innovative theories and practical applications also improves the problem-solving and critical thinking skills of engineering students, broadens their horizons to new technology, and fosters interdisciplinary settings to better prepare them for diverse and multidisciplinary workforce requirements.
Introduction and background
The integration of state-of-the-art artificial intelligence (AI) methodologies and algorithms with state-of-the-practice engineering methods is a recent advancement in AI technologies, which has transformed it to a powerful and ubiquitous tool to solve many complex engineering problems.
The objective of this study is threefold. The first objective is to develop an interactive and comprehensive intelligent database that can serve as the platform and educational media. This requires a knowledge-based expert system (KBES) that not only can document, compare, and analyze cutting-edge AI applications in the field of CE (civil engineering), but also can assist users (students and researchers alike) in selecting and studying the best-suited AI tools for their casespecific needs to solve CE problems such as optimization, prediction, modeling, and simulation.
The second objective is to incorporate the knowledge into the development of a new curriculum and the enrichment of the existing curricula. The third objective is to foster an interdisciplinary academic setting that will introduce the latest state-of-the-art AI applications to undergraduate students and encourage their early involvement in research.
In addition to the existing civil, electrical, and computer technology courses to meet the increasing job demands in the field of engineering, two new bachelor's degree programs were approved by the Department of Engineering, Texas Southern University (TSU): CE and Electrical and Computer Engineering (ECE). At present, CE core curricula, especially junior-and senior-level (CIVE 300 and 400) courses, focus exclusively on conventional mathematics, physics, and/or engineering methods for design and analysis in the field of engineering. These classical curricula have different highly specialized sub-disciplines, such as environmental engineering, geotechnical engineering, transportation engineering, structural engineering, and construction engineering and management. On the contrary, ECE major students learn AI theories and algorithms in depth (CMET 438) but lack practical engineering applications in their curriculum to fully appreciate the knowledge they are learning. As pointed out by famous educator Malcolm Knowles, adults learn best when they understand why something is important to know. Therefore, there is an urgent need to bridge this gap and strengthen engineering curricula by incorporating innovative ECE-specialized AI methodologies and algorithms (henceforth referred to as AI tools) into traditional problem-solving methods in the field of engineering.
Literature review
On the basis of the results obtained from a preliminary review of literature, several different AI tools have been successfully applied to solve real-world problems, such as planning, diagnosis, design, classification, monitoring, construction, and management in various sub-disciplines of CE.
In the following section, we will briefly introduce some of the AI tools that have been identified and are being applied for curriculum development.
AI tools have the ability to handle both quantitative and qualitative measures effectively, and they are especially useful in cases that have some similarities to cognitive mechanisms applied by individuals in the process of decision-making and problem-solving. However, most of the AI tools are used to solve a particular engineering problem or test a particular phenomenon. However, rarely, if ever, are they compared with each other, not to mention integrated into an intelligent database. There have been attempts to acquire collective knowledge of the successful AI applications in the field of CE with respect to the specific problem faced and the technique applied (Karlaftis, Easa, Jha, & Vlahogianni, 2012; Lu, Chen, & Zheng, 2012) . However, such effort has long been the major bottleneck since it is extremely difficult across different knowledge domains. As one of the oldest engineering disciplines, CE covers several different areas of study, including transportation engineering, water resources and environmental engineering, structural design and analysis, geotechnical engineering, and construction management. In order to solve a specific problem in the field of CE, finding the best-suited AI tool to integrate becomes strategic priority as combining the advantages of AI techniques with traditional problem-solving methods in engineering can result in highly effective solutions.
Several AI methodologies have been placed under the category of knowledge-based systems (KBS), including the proposed KBES, case-based reasoning, and agent-based models. A KBS is a computer program that stores and uses knowledge, when compared with pure data to reason and solve complex problems (Schmidt & Costantino, 2012) . Knowledge is acquired and represented using various knowledge representation techniques, rules, frames, and scripts such as rule-based reasoning, dynamic form-based user interaction, and sophisticated successive refinement knowledge acquisition. Expert system, as one of the KBS, is an ideal AI tool to codify substantive insights in and assumptions of our research question on which AI tool(s) should be chosen from a pool of possibilities to solve a case-specific engineering problem. A typical KBES has four major parts, namely user interface, knowledge base, inference engine, and explanation sub-system (Turban, 1990) . The user provides information such as preference to the database and obtains expertise in response by accessing the knowledge base through an inference engine.
Internally, the knowledge base contains the knowledge with which the inference engine draws conclusions. The inference engine serves as the subsystem to obtain answers from a knowledge base. It acts like the "brain" to reason about the information in the knowledge base and applies decision-making algorithms to reach new conclusions. These conclusions are not simple data, but the analyzed responses to the user's queries for expertise. The explanation subsystem remembers its logical chain of reasoning, to retrieve the factors it considered in providing a particular recommendation. This attribute is particularly useful as a teaching platform and educational medium to enhance students' understanding, confidence, and acceptance in reaching their own conclusions. The KBES proposed in this study contains more engineering expertise than any single practitioner in a particular engineering. It can surpass the engineering knowledge in a schematic yet dynamic way to facilitate the development and implementation of curricula.
Evolutionary computing is the collective name for a range of problem-solving techniques based on the principles of biological evolution, such as natural selection and genetic inheritance (Eiben & Smith, 2010) . Evolutionary algorithms use iterative processes that are inspired by biological mechanisms of evolution to generate a set of solutions to a specific problem, with genetic algorithm (GA) being the most prominent example. GA is widely used to find optimal solutions by examining only a small fraction of the possible candidates (Senouci & Al-Derham, 2008) . It can also be used as a filter to screen out unwanted paths in order to find the optimal/ near-optimal solution (Mahdi Amiripour, Mohaymany, & Ceder, 2014) . Other evolution-inspired techniques, such as swarm intelligence, ant colony optimization, particle swarm optimization, hill-climbing, bee algorithm-simulated annealing, and tabu search, are considered as effective alternatives to exact algorithms for solving complex optimization problems.
The artificial neural network (ANN) is a computational system inspired by the structure, processing method, and learning ability of a biological brain. They are usually presented as systems of interconnected "neurons" that can compute values from inputs by feeding information through the network (Yegnanarayana, 2009) . ANNs are good candidates for prediction, modeling, and simulation problems in cases where the input-output data are noisy; the relationship between input and output variables is multivariate and highly nonlinear; and the relationship is poorly understood, that is, there are no valid (physical) theories or models to explain it. The ability to learn and generalize "knowledge" from sufficient data pairs facilitates ANNs to solve large-scale complex problems such as pattern recognition, nonlinear modeling, classification, clustering, categorization, function approximation, prediction, forecasting, optimization, association, and control, all of which find application in different disciplines of CE today (Govindaraju, 2000) .
Fuzzy logic system is another AI paradigm well suited for decision-making problems that deal with inaccurate or imprecise information (e.g., analyzing qualitative or descriptive information and modeling a system whose properties are descriptive as approximate or vague) as this type of uncertainty cannot be effectively handled by probability theory. The fuzzy logic method defines concepts and numbers as fuzzy sets. Fuzzy sets were first introduced by Zadeh (1965) to represent and manipulate data that were not precise, but rather "fuzzy." Fuzzy logic enables approximate human reasoning capabilities. Different operation mechanisms and algorithms can be used to operate on fuzzy sets to define new concepts. Some of the CE areas in which fuzzy logic can be applied are inference, control, classification, decision-making, and optimization. For example, Taghavifar et al. (2016) used neuro-fuzzy network system with a modified differential evolution method to model wheel dynamics caused by road irregularities. The new neuro-fuzzy model can serve as a functional alternative to classical modeling tools for the prediction of nonlinear wheel dynamics.
In recent years, a large number of research efforts have been devoted to the study of integrating two or more AI tools to derive a better solution than those using a single AI method.
The combination of different AI paradigms offsets the demerits of one method by the merits of another (Marzouk & Amin, 2013; Tayfur, Erdem, & Kırca, 2013) .
Methodology

Overview of the integration framework
This study focuses on weak AI, which concerns itself more with the algorithms and mechanisms that underline human intelligent behavior (Russell & Norvig, 2009 ) in the field of CE. Figure 1 shows the overview of the integration framework. The left box highlights the existing CE and ECE courses that will be revised with technology-rich AI tools. Case studies on AI applications will be included in the syllabus of 13 CE courses, grouped into five different sub-disciplines in the upper part. Introduction of knowledge automation software will be added to one senior elective ECE course shown at the bottom. The big box on the right indicates the proposed intelligent KBES program, which provides valuable alternative for documentation of knowledge, intelligent decision support, self-learning, reasoning, and explanation, compared with the regular database.
As shown in Figure 1 , the new interdisciplinary curriculum is located inside the KBES box, which means the course contents are based on the knowledge pool of AI application cases stored in the database and that the KBES will serve as an innovative instructional medium to enhance students' learning experiences. The new course is designed as the senior elective for all undergraduate engineering students.
With the large amount of successful/unsuccessful AI applications being tried and tested in the field of CE, the proposed KBES is the first in this domain to bridge the knowledge gap between
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Intelligent Database conventional mathematics, physics, engineering methods and state-of-the-art AI techniques. This will enhance critical thinking and problem-solving skills of undergraduate engineering students, increase the vision of engineering programs, and produce a new interdisciplinary AI curriculum as a capstone course to increase the intellectual rigor, breadth, and depth of the undergraduate engineering study and lay a foundation for students pursuing master's degree or PhD in the field of engineering. In the long term, using the framework laid out here, AI applications can be integrated into graduate curricula and/or other engineering disciplines such as petroleum, chemical, and mechanical engineering with modifications. The expandable KBES platform will enhance the academic infrastructure by storing complicated knowledge data, processing inquiries, performing logical reasoning and analysis, comparing output, providing interactive explanations, giving useful references, and disseminating research results.
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Development of the KBES platform
In order to achieve the aforementioned three goals, the KBES platform has to be built first. The conceptual design of the proposed KBES consists of five main modules, namely Input, Mechanisms, Constraints/Controls, Function, and Output. As shown in Figure 2 , Function is illustrated at the center cell, containing the main Inference engine of the KBES. The Inference engine uses the knowledge in the knowledge base to construct the line of reasoning that leads to the solution of the problem (Feigenbaum, 1984) . It will be constructed using different approaches, such as hybrid algorithms, data-driven forward chaining, goal-driven backward chaining, and object-oriented (OO) approach. The OO approach describes objects by abstraction, which is easier to comprehend than detailed descriptions, and they view a system as a collection of interacting objects that work together to accomplish tasks (Schreiber, 2000) . The advantages of the OO approach lies in the extensibility, maintainability, and reusability. Objects can be reused, added, and changed without affecting the system. Cheng, Tsai, Ko, and Chang (2008) proposed a hybrid inference algorithm that combines GA, ANN, and fuzzy logic for decision-making in the geotechnical engineering area, which provide a possible direction to enable self-learning for the KBES. The inference engine runs on conversational mode, which means the KBES will interact with the user by asking questions to collect information needed for Input, Mechanisms, and Constraints/Controls. Then, the KBES will work on the programmed reasoning rules to request the missing data from the user, "invent" the way to solve the problem, and approaching the goal gradually.
The objective of the Input module is to collect as much relevant information as possible from the user without requiring extensive amounts of unnecessary details. Questions are selected based on the user's answers to previous questions and may include both numerical and descriptive questions. All inputs will be categorized and stored in the program database and will be distributed by the inference engine to other modules. The Mechanisms module includes all technical attributes of different AI tools such as evolutionary computing, ANN, fuzzy system, and KBS. The following attributes of each AI tool will be identified and coded: basic elements of the AI tool; advantages; computational properties; practical issues; applications; learning ability; generalization ability; and fault tolerance. The Constraints/Controls module contains nontechnical attributes that govern the selection of the appropriate AI tool(s). It is depicted in the lower portion of the diagram. These constraints include complexity, imprecision, uncertainty, nonlinearity, missing information, noisy or poorly understood relationships, and others. The Output will provide recommendations on which AI tool(s) is (are) best suited for the specific problem. To take full advantage of the KBES, output will be programmed to provide extensive justifications and explanations of such recommendations, on demand, to assist the end-user (especially targeted students) in fully understanding why and how the conclusion was deduced, so that the user can effectively use the program output such as references from the literature, summary of expert survey results, and comparison between possible alternatives. Another possible output format that can be incorporated is the ranking function, which will use confidence level (degree of certainty) computed by some form of mathematical algorithm.
Both qualitative and quantitative methods will be used in developing the proposed framework. As discussed earlier, the program development is divided into different modules. One of the defining features of KBES is the explicit separation of knowledge data from logic control, which makes it much easier to add new knowledge or modify existing knowledge when necessary.
The whole knowledge base will be programmed for easy expansion and maintenance when new pieces of information become available.
Integration of AI into the engineering curriculum
The curriculum revision and addition is designed carefully to complement the existing courses in the Department of Engineering in order to increase the coherency and synergy among courses across disciplines or colleges. Although proficiency within the discipline is desired, with a more global society, today's practicing engineers are also required to become less bounded by their traditional area of study (Huber & Hutchings, 2004) . It does not duplicate the existing courses or contents; however, it introduces new techniques and interdisciplinary concept to increase the student's analytical and problem-solving skills by the following methodologies:
Development of a new interdisciplinary curriculum
The new course of "AI Tools for Engineering Problem Solving" is designed for all senior engineering students in the department to integrate cutting-edge AI tools into meaningful application cases in their discipline. The problem-based learning (PBL) approach will be used to help students develop flexible knowledge, effective problem-solving skills, self-directed learning, and effective collaboration skills.
Enrichment of the existing CE and ECE curricula
The revision of more than 13 undergraduate CE courses is designed for civil engineering students to work on case studies and use the KBES platform to explore and search alternative candidates and solutions. This will help students learn both thinking strategies and domain knowledge.
According to the National Survey of Student Engagement (NSSE), a leading authority dedicated to improving undergraduate education, such curriculum has the pedagogical merit of engaging undergraduates in more in-depth thought, which will provide them greater educational and personal gains (NSSE, 2012) . The adoption of knowledge automation software into the existing senior ECE course (CMET438 Artificial Intelligence) aims to provide students hands-on experience to apply AI theories in representing, searching and capturing intelligence, which is often considered the most important part of any successful AI applications.
Case study: Multidisciplinary research-supportive curricula
This study aims to initiate research-supportive curricula in the Department of Engineering for undergraduate students. Undergraduates' early involvement in research can enhance students' professional and personal development, career preparation, and general skill development. It is the authors' belief that acquiring the ability to learn with a lifelong interest in learning is more important than just acquiring the knowledge. All undergraduate students in engineering should participate in some research because that is how they learn what professionals actually do.
Carrying out research is very different from classroom learning or standard laboratory instructions. They learn to think critically and flexibly and to communicate their ideas and observations in a clear way. Specific to this study, it is CE oriented and multidisciplinary based; therefore, it is beneficial not only to civil engineering majors, but also to students in electrical and computer engineering who want to further their study in a graduate school.
This study has supported seven undergraduate student research assistants during the Summer, Spring, and Fall semesters of 2015-16. Highly motivated and well-qualified undergraduate students from different academic backgrounds (CE and ECE) were recruited to collect information, build prototype of the KBES, conduct test runs, carry out modifications, expand the prototype into full version, conduct user surveys, and document research findings.
One important characteristic of the KBES is that it can be quickly prototyped and expanded. The quick prototyping attribute makes the infusion framework through the KBES a perfect research opportunity for undergraduate students. Every individual's work described in this apprenticeship Wanyan, Chen, Olowokere, Engineering Education Letters 2017:3 is a part of a larger, collaborative project; therefore, the students also have opportunities to interact with graduate students and other faculty and researchers.
Students were first guided to perform literature review to collect information needed for the development of KBES. Even though the research activity requires sophisticated technology and advanced engineering concepts, it provides some of the most stimulating and creatively inspiring activities that young engineers-to-be can perform. The research mentor employed first induction, then deduction approach to help students overcome their learning curves. At each stage of the research, students are given carefully planned tasks one at a time following the inductive learning style. This keeps them motivated and interested. Then as it goes on into technical details, the mentor guides students to read carefully selected textbook chapters and literature to provide necessary exposure and preparation to the basic concepts related to the knowledge content (CE concepts) and the application (AI tools).
In this case study, contents of Chapter 5 in CE 200-level core course "Soil Engineering" was selected as the knowledge base (Das & Sobhan, 2013) . Students were asked to develop a small KBES prototype (referred to as "Geotechnical Engineering Soil Classification Expert Program," or simply "Geo-Expert") that could classify soils following one of the three commonly used soil classification systems, namely US Department of Agriculture textural classification (USDA), American Association of State Highway and Transportation Officials (AASHTO), and Unified Soil Classification System (USCS). Because of the different background of recruited students, that is, CE students who are familiar with the technical concepts and steps and ECE students who have programming background and been exposed to computer algorithms and data structures, their assigned reading materials are customized to fill in their knowledge gap.
Knowledge acquisition and representation are the most critical and difficult steps in the construction of the KBES (Feigenbaum, 1984) . The mentor helped students in knowledge acquisition and gave students the challenge of finding their own way to put such knowledge into IF-THEN rules for action-oriented knowledge and unit (or frame, or schema) for OO knowledge. As the knowledge acquired for soil classification comes in different forms including numerical, graphical, decision tree and heuristic information, different ways of knowledge representation is necessary. Figure 3 shows the graphical knowledge of the USDA classification system for demonstration purposes.
Rather than building the KBES from scratch, a commercial developmental tool that contains pre-programmed building blocks to develop the Geo-Expert was selected by the mentor and introduced to the students. This allows nonprogrammers to capture the logic and processes used in the developmental stage with enough flexibility for user-interface customization and inference engine construction. Students do not need an extensive programming background to start using the developmental package. To get undergraduates without previous research experiences started, they were asked to use any tools/platforms they felt most comfortable with to set up the algorithm (knowledge representation). Once the knowledge is properly represented, it becomes easy to transfer such algorithm into the KBES developmental package with the help from the mentor. For this particular task, students from different academic backgrounds followed different approaches:
1. Platform: two CE students used Microsoft Excel as their developmental platform, and one ECE student with programming knowledge chose Cþþ.
2. Algorithm: CE students chose forward chaining, whereas the ECE student chose backward chaining. In the forward chaining approach, the user will supply three numerical values (x, y, z), and the KBES compares it with all types of soils (different shapes of blocks in Figure 3 ) and pinpoints the correct one. The output is text strings that describe the soil type, for example, Clay loam is the output for input (30, 40, 30) , as the point shown in the middle part of Figure 3 falls within the rhombus defined as Clay loam. All CE students who have prior knowledge on how to classify soils selected this straightforward approach. Interestingly, students from the ECE program, who come strong in the sense of programming logic but had not been exposed to the domain knowledge of soil classification chose the backward chaining approach. That is, they try to answer the questions in reverse order: in order for a soil to be classified as Clay loam, what conditions it needs to satisfy. Both students' work yielded satisfactory results and reasonable accuracy (.95% correct rate by comparing all textbook examples and exercise questions at the end of the chapter). Students with domain knowledge (CE students) felt they now understood the topic much better. Students without such knowledge (ECE students) reported they now appreciated their training with computer programming which played an essential role in helping them complete this task.
Students from different engineering backgrounds all felt they were more interested in what they learned and more motivated to use what they knew into practical applications. Student sample work using the forward chaining method is discussed in detail in the following session. Sets of embedded "IF-THEN" rules were used by one of the CE students in Excel spreadsheet.
As shown in Figure 3 , to define the points (including A) that falls into the "Clay loam" category, the following set of "IF-THEN" rules is used:
IF "the Percentage of clay (PClay)" is greater than or equal to 27.5 and less than or equal to 40;
AND IF "the Percentage of Silt (PSilt)" is greater than or equal to 15 and less than or equal to 52.5;
AND IF "the Percentage of Sand (PSand)" is greater than or equal to 20 and less than or equal to 45, THEN the soil is classified as "Clay loam."
For example:
IF 27:5 # P Clay # 40 AND 15 # P Silt # 52:5 AND 20 # P Sand # 45
THEN Clay loam
Special attention is needed for areas that have irregular shapes, for example, "Sandy loam" in Figure 3 . Each category was defined in a similar manner to cover the entire graph. A total of 12 IF-THEN rule sets were used to represent the graphical information shown in Figure 3 . The other two classification systems were represented using the same approach.
Rapid prototyping provides undergraduate students a hands-on approach to get a good understanding about the overall picture of the research project and become familiar with KBES components, developmental basics and how to systematically transfer collected literature into actual coding. It is evident from the case study described here that students will work on simple AI application cases to build small yet functioning blocks, and gradually expand and link them to a bigger block with added information (from student's own literature review findings or guided knowledge acquisition). In this case study, students built three independent Geo-Expert blocks for the aforementioned soil classification systems, namely USDA, AASHTO, and USCS. These blocks will then be "assembled" together with the help from the mentor. This "Lego-building" approach provides a perfect hands-on learning project for undergraduate students.
Results and discussion
The authors have identified and evaluated several different instruments and methodologies for measuring the progress toward desired student learning outcomes and program goals. Our research team has partnered with educational psychologist Dr David Lopatto to utilize a set of online surveys developed by him for the evaluation and assessment of undergraduate research and classroom experience, including the RISC (Research on the Integrated Science Curriculum) survey, the CURE (Classroom Undergraduate Research Experience) survey, and the SURE (Survey of Undergraduate Research Experiences) survey (Lopatto, 2008) .
A total of seven students participated in the research project from July 2015 to present, of which two summer participants of 2015 (ten weeks) left without taking the survey because our partnership with Dr Lopatto was not established then. The other two students currently working with the PI during summer 2016 were not included in the SURE; however, they were asked to complete a different set of pre-experience survey before they began their experience in hope to build up a pre-postexperience comparison later. They will be asked to complete the post-SURE survey after completing their Summer Undergraduate Research Program. The three students who had participated and completed the academic-year research experience (long semesters starting Fall 2015 and continued through Spring 2016) took the postexperience survey before exit (they did not take the pre-survey for the same reason as those of summer 2015). They were two male students and one female student in their third or fourth year in college, of which one student majored in ECE and two majored in CE. Two students had never participated in any research project before this research project with no research experience at all; one student had research experience in several previous semesters. Students' feedback on the mentoring is "Overall great experience." They strongly agreed that they gained self-confidence as a researcher and their oral communication skills were improved through the responsibility given to them beyond their prior experience. They also strongly agreed that their role in the project increased their motivation to work on research and they felt that research is more interesting than course work.
The students reported that they gained a variety of benefits from their research experience in the 21 areas listed in Table 1 . When compared with the nation-wide results (N ¼ 2970), TSU students rated 13 areas to be higher than the national average ( Figure 1 ). All students reported that their overall experience was much better than they expected and that their research experience was very satisfactory. Furthermore, they all expressed their strong willingness to choose another research experience in the future. In the evaluation of working with other students, one student felt that the teamwork enhanced the research experience and the other two students felt that the collaborative work was one of the best parts of the experience.
Students also provided feedback on program components, and their overall experience was good (Table 2) .
Summer and long-semester research experiences were also compared; however, as only a few students had participated, the results were inconclusive.
Conclusions
The research efforts described herein have provided training and early involvement in research to a small group of selected undergraduate students. The impact on undergraduate students was evidenced by the data collected in the SURE III Survey (Lopatto, 2008) .
Based on the successful small-scale pilot case study on a curriculum implementation trial, we concluded that integrating AI tools into the traditional engineering curriculum is feasible, and can enhance and enrich students' experience by enabling in-depth learning and helping them develop problem-solving, critical thinking, and communication skills through collaborative learning. It was also noted that if such integration is closely related to the subject and focused on a targeted narrow subject domain, even lower-level classes (200-level, targeted for sophomores) could be good candidates for such integration.
The PBL approach is one of the instructional methods in classroom teaching through the developed KBES platform to facilitate student learning. KBES provides rich and real-world problem scenarios such as the case study described herein, and student learning will focus on solving problems in several different situations either by themselves or through group activities.
The whole process will engage students in active learning through meaningful experiences of analyzing scenarios, identifying problems, finding out the best solutions, and applying them to solve the problems with guidance and facilitation from instructors. PBL is a student-centered learning approach in which students play an active role in knowledge construction and Overall, integrating AI tools into the undergraduate CE curriculum through PBL research experience has significantly enhanced and enriched the students' experience by more in-depth learning, generating new knowledge through the exploration of new ideas, improving communication and problem-solving skills, and receiving mentoring from faculty not only as their classroom instructor but also as researcher. For future engineers, the ability to understand the problem and to see the overall picture is instrumental to their success as practitioners. The approach described in this study will help students develop problem-solving, critical thinking, and communication skills through collaborative learning.
Our research team has planned to integrate AI tools into classroom teaching in two CE core courses for the coming academic school year: a lower-level sophomore class (CIVE 224 Geotechnical Engineering) and a higher-level junior/senior design class (CIVE 339 Reinforced Concrete Design). The enrollments for those two courses are expected to be approximately 50 and 40, respectively. Pre-and postsurveys will be conducted to assess and evaluate students' experiences in a "research-like" interdisciplinary curriculum. The study results are expected to influence many undergraduate CE/ECE students by increasing their learning interest, stimulating the cognitive process, emphasizing underlying engineering problem-solving activities, enhancing the academic infrastructure, and fostering an interdisciplinary setting that reflects the multidisciplinary nature of many engineering processes. The authors hope to start a replicable model to strengthen engineering and technology programs by studying how new technologies can be taught in the old-fashioned engineering field such as CE and how students learn these concepts more efficiently. The expandable and sustainable KBES developed in this study can be used both as an educational medium and as a research platform to disseminate outcomes effectively to different level users: from demonstrating to high school students in pre-college engineering programs to serving as an interdisciplinary research database for students, researchers, and engineers alike to exchange ideas, experiences, and literature across different specializations.
