We study an optimal distributed control problem associated to a stochastic CahnHilliard equation with a classical double-well potential and Wiener additive noise, where the control is represented by a source-term in the definition of the chemical potential. By means of probabilistic and analytical compactness arguments, existence of an optimal control is proved. Then the linearized system and the corresponding backward adjoint system are analysed through monotonicity and compactness arguments, and first-order necessary conditions for optimality are proved.
Introduction
The pure Cahn-Hilliard equation on a smooth bounded domain D ⊂ R N , N = 2, 3, can be written in its simplest form as
where T > 0 is a fixed final time, y and w denote the order parameter and the chemical potential of the system, respectively, and u represents a given distributed source term. Furthermore, Ψ ′ is the derivative of a so-called double-well potential Ψ, which may be seen as the sum of a convex function and a concave quadratic perturbation: typical examples of Ψ which are relevant in applications are discussed in [17] . Usually, in order to ensure the conservation of the mean on D, the equation is complemented by homogenous Neumann conditions for both y and w, and a given initial value, namely ∂ n y = ∂ n w = 0 in (0, T ) × ∂D , y(0) = y 0 in D ,
where n denotes the outward normal unit vector on ∂D.
The Cahn-Hilliard equation was originally introduced in [6] (see also [30, 31, 47] ) to capture the spinodal decomposition phenomenon occurring in a phase-separation of a binary metallic alloy. The mathematical literature on the deterministic Cahn-Hilliard equation has been widely developed in the last years, especially in much more general settings as the presence of viscosity terms and dynamic boundary conditions: in this direction we mention, among all, the contributions (as well as the references therein) [4, [7] [8] [9] 12, 13, 17, 36, 46, 55] on the well-posedness of the system, and [14, 20, 37] on asymptotic behaviour of the solutions. Optimal distributed and boundary control problems have been studied in the context of Allen-Cahn and Cahn-Hilliard equations in the works [10, 11, 15, 16, 18, 19, 41, 52] .
More recently, in order to account also for the random vibrational movements at a microscopic level in the system, which may be of magnetic, electronic or configurational nature, the equation has been modified by adding a cylindrical Wiener process W (see [22, 45] ). This has resulted in the well-accepted version of the stochastic Cahn-Hilliard equation where B is a stochastically integrable operator with respect to W . The mathematical literature on the stochastic Cahn-Hilliard and Allen-Cahn equations is significantly less developed. Let us mention the works [23, 24, 29, 53] dealing with existence, uniqueness and regularity for the pure equation, and [40, 44, 53] for an analysis of the viscous case in terms of well-posedness, regularity and vanishing viscosity limit. We point out for completeness also the contributions [1] for a study of a stochastic Cahn-Hilliard equation with unbounded noise, and [25, 26, 38] dealing with stochastic Cahn-Hilliard equations with reflections. The reader can refer also to [3, 49] for the context of stochastic Allen-Cahn equations, and [32] for a study of a diffuse interface model with termal fluctuations.
While the literature on stochastic optimal control problems is widely developed, we are not aware of any result dealing with controllability of the stochastic Cahn-Hilliard equation. The main novelty of the present contribution is to provide a first study in this direction, and represents a starting point for the study of optimal control problems associated to the wide class of more general phase-field models with stochastic perturbation. Optimal control problems have been studied in the stochastic case especially in connection with the stochastic maximum principle: the reader can refer to [58] for a general treatment on the subject. Let us mention the works [35, 48] dealing with stochastic maximal principle for nonlinear SPDEs with dissipative drift, [28] for optimal control of stochastic evolution equations in Hilbert spaces, and [34] for a study on optimal control of SPDEs with control contained both in the drift and the diffusion. Let us also point out [51] for a stochastic optimal control problem on infinite time horizon, [50] on ergodic maximum principle, and [5] for a study on optimal relaxed controls of dissipative SPDEs. Stochastic optimal control problems have also been considered in [2] in the context of the Schrödinger equation.
In the present contribution we are interested in studying a distributed optimal control problem associated to the stochastic pure Cahn-Hilliard equation, where the control is the source term u in the definition of the chemical potential and the cost functional is of standard quadratic tracking-type. More precisely, we want to minimize 5) subject to the state equation (1.1)-(1.4) and a suitable control constraint on u ∈ U, where U is a suitable convex closed subset of L 2 (Ω×Q) which will be specified in Section 2 below. Here, α 1 , α 2 , α 3 are nonnegative constants, x Q and x T are given functions in L 2 (Ω × Q) and L 2 (Ω×D), respectively. The main results of this work are the existence of an optimal control and the proof of first-order necessary conditions for optimality.
The first step of our analysis consists in studying the control-to-state mapping. In particular, we show that for every admissible control u ∈ U, the state system (1.1)-(1.4) admits a unique solution y, and the map S : u → y is Lipschitz-continuous in some suitable spaces. Consequently, the cost functional J can be expressed in a reduced form only in terms of the control u, i.e. introducing the reduced cost functionalJ as
At this point, in the deterministic setting the most natural necessary condition for optimality ofū ∈ U would read
where DJ represents the derivative ofJ at least in the sense of Gateaux. In this direction, the classical approach consists in showing that the map S is Fréchet-differentiable, hence so isS by the usual chain rule for Fréchet-differentiable functions, and to characterize the derivative DS(ū) as the solution of a suitable linearized system. In the context of Cahn-Hilliard equations with possibly degenerate potentials, the Fréchet differentiability of the control-to-state mapping is usually obtained by requiring sufficient conditions in the box constraint for u, ensuring that
However, if we add a stochastic perturbation in the equation, under reasonable assumptions on the data it is not possible to prove that ψ ′′ (ȳ) is uniformly bounded in L ∞ (Ω × Q), even if we add a constraint on the L ∞ -norm in the definition of the admissible controls. This behaviour gives rise to several nontrivial difficulties: among all, it is not true a priori that the control-to-state map S is Fréchet-differentiable in some space. This issue is usually overcome in the stochastic setting using specific time-variations on the control (the so-called "spike-variation" technique). In our case, however, we are able to avoid such procedure by analysing explicitly the linearized system. More specifically, we prove that the linearized system admits a unique variational solution by means of compactness and monotonicity arguments. Then, we show that the control-to-state mapping is Gateaux differentiable in a suitable weak sense, and that the (weak) Gateaux derivative of S can still be identified as the unique solution z to the linearized system. Performing usual first-order variations around a fixed optimal controlū, we then prove that the weak Gateaux-differentiability is enough to ensure first-order necessary conditions for optimality.
The second main issue that we tackle in this work consist in removing the dependence on z in the first-order necessary conditions by studying the adjoint problem. As it is wellknown, in the stochastic framework the adjoint problem becomes a backward stochastic partial differential equation (BSPDE) of the formp 9) where the unknown is the triple (p,p, q). Due to the singularity of Ψ ′′ (ȳ) this is absolutely nontrivial and interesting on its own. Through a suitable approximation involving a truncation on Ψ ′′ and a passage to the limit, we show existence and uniqueness of a solution to the adjoint problem. Furthermore, we prove a suitable duality relation between z andp, which allows us to express the first-order optimality conditions only in terms of p andū in a much more simplified form.
The paper is organized as follows. In Section 2 we fix the assumptions, the general setting of the work and the main results. In Section 3 we prove that an optimal control always exists, using Prokhorov and Skorokhod theorems and natural lower semicontinuity results. In Section 4 we study the control-to-state map: we show that it is well-defined and differentiable in a certain weak sense, and we identify its (weak) derivative as the unique solution to the linearized problem. Finally, in Section 5 we study the adjoint problem and prove the first-order necessary conditions for optimality.
Setting and main results
Throughout the paper (Ω, F , (F t ) t∈[0,T ] , P) denotes a filtered probability space satisfying the usual conditions, with T > 0 fixed, and W is a cylindrical Wiener process on a separable Hilbert space U. The progressive σ-algebra on Ω × [0, T ] is denoted by P. Furthermore, D ⊂ R N , with N = 2, 3, is a smooth bounded connected domain, and we use the notation Q := (0, T ) × D and Q t := (0, t) × D for every t ∈ (0, T ).
For every Hilbert spaces E 1 and E 2 we denote by L (E 1 , E 2 ) and L 2 (E 1 , E 2 ) the spaces of linear continuous and Hilbert-Schmidt operators from E 1 to E 2 , respectively. The symbols for norms and dualities are · and ·, · , respectively, with a sub-script indicating the specific spaces in consideration. For any Banach space E and p ∈ [1, +∞] we shall use the symbols L p (Ω; E) and L p (0, T ; E) for the usual spaces of Bochner-integrable functions;
We define the functional spaces
endowed with their natural norms. In the sequel H is identified to H * , so that (V, H, V * ) is a Hilbert triplet, with dense, continuous and compact inclusions. The Laplace operator with Neumann homogeneous conditions will be intended in the usual variational way as the operator
We recall also that in the context of Cahn-Hilliard equations it is useful to introduce the operator N as the inverse of −∆ restricted to the subspace of null-mean elements in V .
More specifically, if we denote
x, 1 V for any x ∈ V * , by the Poincaré inequality we know that
is an isomorphism, hence its inverse N is well-defined. Furthermore, it is well-known (see [17, pp. 979-980] ) that
defines a norm on V * , equivalent to the usual one, such that
The following assumptions on the data of the problem will be in force throughout:
In order for the state system (1.1)-(1.4) to be well-posed, one can require less stringent assumptions on the data (see for example [53, 54] ). However, in order to study the linearized and the adjoint problems, one needs some further regularity on the solution y to the state equation, and for this reason (A1)-(A4) are in order.
Remark 2.1. Let us point out that by the hypotheses (A1)-(A2) we can decompose Ψ ′ as the sum of a continuous increasing function and a Lipschitz-continuous function as Ψ ′ (r) = (Ψ ′ (r) + c 1 r) − c 1 r, r ∈ R. Furthermore, note that (A3)-(A4) are trivially satisfied for example when y 0 ∈ V is nonnradom with Ψ(y 0 ) ∈ L 1 (D) and B ∈ L 2 (U, V ) is non-random and time-independent. The reason why we assume existence of moments of order 6 on y 0 and B might not be intuitive at this level and will be clarified later: let us mention that these assumptions will be needed to solve the linearized system and the adjoint problem, and that the hypothesis on the moment of order 6 is "optimal" in this sense.
We define the set of admissible controls U as
(Ω; L 6 (0, T ; H)) mean that when α 2 (resp. α 1 ) is not 0 then we are forced to require more regularity on x T (resp. x Q ). This might look unnnatural to the reader at this level, due to the form of the cost functional. However, this will be necessary in order to solve the adjoint system. Let us mention that conditions of this type are not new in literature of optimal control problems: see for example [21] for an analogous assumption in the context of the Allen-Cahn equation.
As we have anticipated in Section 1, we are interested in minimizing J(y, u) subject to the constraint u ∈ U and the state system (1.1)-(1.4). We shall call optimal pair any couple (y, u) with u ∈ U satisfying (1.1)-(1.4) and minimizing the cost functional J.
Under the hypotheses (A1)-(A4), we can prove that the state system is well-posed for every admissible control, and that the map u → y is well-defined and Lipschitz-continuous. These results are summarized in the following theorem.
there exists a unique pair (y, w) with
such that y(0) = y 0 and, for every ϕ ∈ V , for almost every t ∈ (0, T ), P-almost surely,
Moreover, there exists a positive constant M such that, for any
) and for any respective pairs (y 1 , w 1 ), (y 2 , w 2 ) satisfying (2.1)-(2.6), it holds
Finally, there exists M ′ > 0 only depending on y 0 and B such that
) and respective state (y, w) satisfying (2.1)-(2.6).
Proof. All the results have been proved in [54] except (2.8). To this end, note that
so that testing the first equation by y 1 − y 2 , the second by −∆(y 1 − y 2 ) and taking the difference yields, by the Young inequality,
where, by the mean-value theorem, assumption (A2), the Hölder inequality and the em-
Hence, (2.8) follows rearranging the terms and using (2.7) and (2.10).
By Theorem 2.3, it is clear that uniqueness of y holds for the state system. Consequently, it is well-defined the control-to-state map
which is Lipschitz-continuous in the sense specified in (2.7)-(2.8). This allows us to introduce the reduced cost functional as
The optimal control problem is thus equivalent to minimizingJ over U. We shall call "optimal control" any u ∈ U minimizingJ in U. The first main result that we prove concerns with the existence of an optimal control.
We focus now on the necessary conditions for optimality. As we have anticipated, the first step consists in showing that S is Gateaux-differentiable in certain weak-sense and to characterize its weak derivative as the unique solution of a linearized system. The following proposition ensures that the linearized system is well-posed in a suitable variational sense.
such that z h (0) = 0 and, for every ϕ ∈ Z, for almost every t ∈ (0, T ), P-almost surely,
Remark 2.6. Let us point out that (2.11)-(2.14) is the weak formulation of the linearized system, which can be obtained formally differentiating the state system (1.1)-(1.4) with respect to u in the direction h, i.e.
We are now able to give a characterization of the weak Gateaux derivative of S in terms of the unique solution to the linearized system (2.11)-(2.14).
Theorem 2.7. Assume (A1)-(A4). Then the control-to-state map
where z h is the unique solution to the linearized system (2.11)-(2.14).
The first natural necessary condition for optimality is collected in the following result.
Theorem 2.8. Assume (A1)-(A4), letū ∈ U be an optimal control andȳ := S(ū) be the respective optimal state. Then
where z v−ū is the unique solution to (2.11)-(2.14) with respect to the choice h := v −ū.
The last result that we present is an alternative formulation of the first-order necessary conditions for optimality which does not involve the solution z to the linearized problem, but the solution to the corresponding adjoint problem. In this sense, the advantage is that the resulting variational inequality that we obtain is much simpler to interpret. The following proposition states that the adjoint problem is well-posed in a suitable variational sense.
Proposition 2.9. Assume (A1)-(A4). Then for every u ∈ L 6 P (Ω; L 2 (0, T ; V )), setting y := S(u), there exists a triple of processes (p,p, q), with 17) such that, for every ϕ ∈ Z,
P-almost surely for every t ∈ [0, T ]. Moreover, the solution componentp is unique.
Our last result is a simplified version of the first-order necessary optimality conditions which do not involve the solution z to the linearized system, but the unique solutionp to the adjoint problem instead. Theorem 2.10. Assume (A1)-(A4), letū ∈ U be an optimal control andȳ := S(ū) be the respective optimal state. Then the following variational inequality holds:
wherep is the unique second solution component satisfying (2.15)-(2.19) with respect to (ū,ȳ). In particular, if α 3 > 0, thenū is the orthogonal projection of the point −p α 3 on the closed convex set U in the Hilbert space L 2 (Ω; L 2 (0, T ; H)).
Existence of an optimal control
This section is devoted to the proof of Theorem 2.4: we show that an optimal control always exists.
Let (u n ) n ⊂ U be a minimizing sequence for the reduced cost functionalJ, and set (y n , w n ) as the respective solution to (2.1)-(2.6). Then, by definition of U and the uniform estimates (2.9)-(2.10), we deduce that there exists a positive constant c, independent of n, such that
Clearly, u ∈ U by weak lower semicontinuity of the norms. Recalling hypothesis (A4), by [33, Lem. 2.1] we also know that
Let us define now π yn as the law of
and show that (π yn ) n is tight. By [56, Sec. 8, Cor. [4] [5] we have the compact inclusions
: if we define the space
compactly and also the estimate
This ensures by a standard argument that (π yn ) n is tight on
, and by Markov's inequality
from which the tightness of (π yn ) n . Similarly, by [56, Sec. 8, Cor. [4] [5] we have the compact inclusion
so that an entirely analogous argument yields that the laws (π un ) n of (u n ) n on the space
By a well-known criterion on convergence in probability due to Gyöngy-Krylov (see [39, Lem. 1.1] and [42, Prop. 4.16] ), this is equivalent to showing that for every subsequences (y k ) k and (y j ) j of (y n ) n , there is a joint sub-subsequence (y k i , y j i ) i converging in law, as i → ∞, to a probability measure ν on
Since the entire sequence of laws of (u n ) n is tight on L 2 (0, T ; V * ), by Skorokhod theorem (see [43, Thm. 2.7] ) there is a probability space (Ω,F ,P) and measurable random variables
n for every n and (possibly relabelling the sequence n)ũ
Moreover, by [57, Thm. 1.10.4, Add. 1.10.5] we know that (ũ n ) n can be obtained with the representationũ n = u n •φ n , whereφ n : (Ω,F ) → (Ω, F ) are measurable and satisfy
n for every n ∈ N. Let us fix then arbitrary sub-sequences (y k ) k and (y j ) j of (y n ) n , and setỹ n := y n •φ n for every n ∈ N. By the properties of (φ n ) n we have that the law of (ỹ k ,ỹ j ) coincides with the one of (y k , y j ): consequently, the computations performed above show that the sequence of laws of
Hence, by Prokhorov's theorem we can extract a joint sub-subsequence (ỹ k i ,ỹ j i ) i whose laws converge weakly to a certain probability measure ν, and so does the sequence (y k i , y j i ). Again by Skorokhod theorem, there is another probability space (Ω,F ,P), a sequence of measurable maps φ i : (Ω,F ) → (Ω,F ) and a measurable random variable (y ′ , y ′′ ) :
for every i ∈ N and, as i → ∞,
Setting now (u
Hence, possibly relabelling the sequence i, we deduce that
where, by lower semicontinuity of the norms,
The strong-weak closure of the maximal monotone operator r → Ψ ′ (r) + c 1 r, r ∈ R, ensures that ξ ′ ∈ Ψ ′ (y ′ ) and ξ ′′ ∈ Ψ ′ (y ′′ ) almost everywhere. Furthermore, from (2.1)-(2.6) for every ϕ ∈ Z, for almost every t ∈ (0, T ),P-almost surely,
Testing by N (y
), employing the monotonicity of r → Ψ ′ (r) + c 1 r and integrating by parts yields, by the Young and Poincaré inequalities we have, for every δ > 0,
for every t ∈ [0, T ],P-almost surely. Choosing δ sufficiently small and using the Gronwall lemma yields then
Now, taking expectations inΩ, we have
where the right-hand side converges to 0 as i → ∞ sinceũ n →ũ in L 2 (0, T ; V * )P-a.s. and (ũ n ) n is uniformly bounded in L 2 (Ω; L 2 (0, T ; V * )). We deduce that y ′ (t) = y ′′ (t) for every t ∈ [0, T ],P-almost surely, hence also, recalling that the law of (y ′ , y ′′ ) is ν that
Hence, we have proved that
By the uniform estimates on (y n , w n , Ψ ′ (y n )) we also have that
The strong-weak closure of the maximal monotone operator r → Ψ ′ (r) + c 1 r, r ∈ R, ensures that ξ ∈ Ψ ′ (y ′ ) almost everywhere. Furthermore, passing to the weak limit in the variational formulation (2.5)-(2.6) as n → ∞ it follows that (y, w) is the unique solution to (2.1)-(2.6) corresponding to u, hence y = S(u). The weak lower semicontinuity of J and the definition of the minimizing sequence (u n ) n implies then that
so that u is an optimal control.
The control-to-state map
In this section we study the Gateaux-differentiability of the control-to-state map and we prove the first version of first-order necessary conditions for optimality.
Existence-uniqueness of the linearized system
We prove here Proposition 2.5. Let u ∈ L 6 P (Ω; L 2 (0, T ; V )) be given, set y := S(u), and let h ∈ L 6 P (Ω; L 2 (0, T ; H)). We show that the linearized system (2.11)-(2.12) admits a unique solution z h .
Uniqueness. For
) satisfy (2.13)-(2.14). Then we have, in the variational sense in the triple (Z, H, Z * ),
We test the first equation by N (z
h and take the difference:
Since Ψ ′′ ≥ −c 1 , by definition of T n we have Ψ ′′ n ≥ −c 1 for every n ∈ N, so that the Young inequality yields Approximation. Let us focus on existence. To this end, we consider the approximation
where Ψ ′′ n := T n • Ψ ′′ and T n : R → R is the truncation operator at level n. i.e.
, it is not difficult to check that such approximated problem admits a unique solution (z n h , µ n h ) satisfying (2.11)-(2.14) with Ψ ′′ n instead of Ψ ′′ . Indeed, one can reformulate the problem in the variational triple (Z, H, Z * ) as
, it is not difficult to check that A n is progressively measurable, weakly monotone, weakly coercive and linearly bounded. Hence, the approximated problem admits a unique solution z 
Since Ψ ′′ ≥ −c 1 implies that Ψ ′′ n ≥ −c 1 for every n ∈ N, by the Young inequality and the properties of N we have
for a certainc > 0 independent of n, so that rearranging the terms and using the Gronwall lemma yields
Now we test the first equation by z n h , the second by −∆z n h and take the difference:
Hence, the Young inequality implies that
where by (A2), the Hölder inequality and the Sobolev embedding V ֒→ L 6 (D) and (4.1),
∀ n ∈ N , P-a.s.
By comparison in the equations we also deduce that
Passage to the limit. Now, fix ω in a set of probability 1 such that (4. 
and a subsequence n ′ = n ′ (ω) such that, as n → ∞,
It is clear that these convergences are enough to pass to the limit in the variational formulation (2.13)-(2.14), except for the term Ψ ′′ n (y)z n h : let us analyse it explicitly. For every ϕ ∈ Z, recalling the computations already performed on Ψ ′′ n (y) we have
The first term converges to 0 as z n h → z in V almost everywhere in (0, T ), while the second converges to 0 as so does the integrand almost everywhere in D and by the dominated convergence theorem. Hence, letting n → ∞ in (2.13)-(2.14) we deduce that (z h , µ h ) satisfies the variational formulation of the linearized system. Moreover, as we have already proved that the limit problem has uniqueness of solution, a classical argument implies also that the convergences hold along the entire sequence n (which is independent of ω), so that (z h , µ h ) are also measurable and adapted processes. Finally, recalling that by the Hölder inequality
taking expectations in the estimates yields the integrability conditions (2.11)-(2.12).
Weak differentiability of the control-to-state map
We show here that the map S is weakly Gateaux-differentiable in the sense specified by Theorem 2.7, and that its weak derivative is the unique solution z h to (2.11)-(2.14).
) and let z h be the unique solution to the linearized system given by Proposition 2.5. Set also y := S(u) and y ε h := S(u + εh) for any ε ∈ (−1, 1) \ {0}: then we have, in the variational triple (Z, H, Z * ),
We repeat now the same estimates of the previous section. Testing the first equation by N (
, the second by
and integrating by parts yields, by monotonicity of r → Ψ ′ (r) + c 1 r,
for a certainc > 0 independent of ε, so that the Gronwall lemma yields
We test now the first equation by
, the second by −∆ y ε h −y ε and take the difference: proceeding as in section 4.1 yields
Proceeding exactly as in the estimates in Section 4.1, by the Hölder inequality, the embedding V ֒→ L 6 (D), (4.3), and again the Hölder inequality with exponents 3 2 and 3, we deduce that
Recalling now Theorem 2.3 we have
Similarly, the same argument implies that
hence by comparison in the equation we also have that
Let us pass to the limit as ε ց 0. From the estimates already performed we deduce that there are
such that, as ε ց 0,
Let us prove that, possibly extracting a further subsequence,
Since the proof is similar to the one performed in Section 3 we shall avoid the technical details: the idea is to use again the criterion on convergence in probability contained in [39, Lem. 
, the estimate (4.4) together with the Markov inequality ensures through a classical argument that the sequence of laws of (
Moreover, by the regularity of y and by comparison in equation
Hence, by Prokhorov and Skorokhod theorems, there is a new probability space (Ω ′ , F ′ , P ′ ) and measurable maps
ε for every ε and, P ′ -almost surely,
ε , by the uniform estimates we also deduce that
Consequently, possibly extracting a further subsequence, the continuity of Ψ ′′ implies that
almost everywhere in Ω × Q. Since the sequence (
, by a well-known consequence of the Severini-Egorov theorem we deduce that
Hence, letting ε → 0 in the variational formulation we deduce that (z ′ h , µ ′ h ) satisfy the linearized system (2.11)-(2.14) on the space (Ω ′ , F ′ , P ′ ) with respect to Ψ ′′ (y ′ ) and h ′ . Since we have already proved uniqueness for such system in the previous section, and uniqueness continues to hold also on (Ω ′ , F ′ , P ′ ), we deduce through the Gyöngy-Krylov criterion [39, Lem. 1.1] that the strong convergence of (
holds also in P-measure on the original probability space (Ω, F , P): consequently, arguing in exactly the same way on Ω instead of Ω ′ , we deduce that (z h , µ h ) is (the unique) solution to (2.11)-(2.14).
First-order necessary conditions for optimality
We prove here the version of first-order necessary optimality conditions contained in Theorem 2.8.
Letū ∈ U be an optimal control and setū := S(ū). For every v ∈ U let us define
, and y ε h := S(ū + εh) for every ε > 0. By definition of optimal control it is clear thatJ(ū) ≤J(ū + εh) for every ε = 0, which may be rewritten
Using the definition of J(ȳ,ū) and rearranging the terms we have
Since the functions x → E Q |x| 2 and
, respectively, dividing by ε we get
Sinceū+εh →ū in L 6 (Ω; L 2 (0, T ; V )) as ε ց 0, we deduce from (2.7)-(2.8), the definition of U and the dominated convergence theorem that
Furthermore, by Theorem 2.7 we know that y
so that letting ε ց 0 in the last inequality Theorem 2.8 is proved.
The adjoint problem
In this section we study the adjoint problem (1.6)-(1.9) in terms of existence and uniqueness of solutions. Moreover, we prove the refined version of first-order necessary optimality conditions contained in Theorem 2.10.
Existence-uniqueness of the adjoint problem
We prove here Proposition 2.9. Let u ∈ L 6 P (Ω; L 2 (0, T ; V )) and y := S(u).
Uniqueness. First of all we prove uniqueness of solutions. Let (p i ,p i , q i ) satisfy (2.15)-(2.19) for i = 1, 2: taking the difference we have of the respective equations we have
Itô's formula for
Recalling (A2) and noting that (p 1 −p 2 ) D = 0 we get
for every σ > 0 for a certain C σ > 0. Choosing σ sufficiently small and applying the Gronwall lemma yields then
Approximation. Let us prove now existence of solution to the BSPDE (1.6)-(1.9). We perform the same approximation that we used for the linearized system in Section 4.1, and we consider for every n ∈ N the approximated problem
where Ψ ′′ n := T n •Ψ ′′ and T n : R → R is the truncation operator at level n. The variational formulation of the approximated problem is given by
for every ϕ ∈ Z, P-almost surely, for every t ∈ [0, T ]. Hence, we introduce the operator
n is progressively measurable, weakly monotone, weakly coercive and linearly bounded. Hence, by the classical variational approach to BSPDEs (see [27, Sec. 3] ) the approximated problem admits a unique solution (p n ,p n , q n ) with
Moreover, by assumption we have
, so that y is weakly continuous in V and y(T ) ∈ L 2 (Ω, F T , P; V ). Consequently, we have that α 2 (y(T ) − x T ) ∈ L 2 (Ω, F T , P; V ), and this ensures a further regularity on (p n ,p n , q n ), namely
In order to prove this, one should perform a further approximation on the problem depending on a further parameter (let us say k, for example), write Itô's formula for and then pass to the limit as k → ∞. Since the procedure is quite standard, to avoid heavy notations we shall proceed formally writing Itô's formula for 1 2 ∇p n 2 H : this reads
(recall that here n is fixed) and we already know that p n ∈ L 2 (Ω; LFirst estimate. We now prove uniform estimates independently of n and pass to the limit as n → ∞. First of all, taking expectations in (5.1), we use the definition ofp n , the fact that Ψ ′′ n is uniformly bounded from below by −c 1 , and the Young inequality, getting
Recalling that
for every σ > 0 and a positive constant C σ , rearranging the terms and using the Gronwall inequality yields
Hence, going back again in Itô's formula (5.1), we now take supremum in time and then expectations: we estimate the stochastic integral using the Burkholder-Davis Gundy inequality and integration by parts as Moreover, recalling that Ψ ′′ ≥ −c 1 ad p n V * ∇p n H , for every δ > 0 we have
Hence, taking expectations in (5.3), recalling the assumptions on x T and x Q and that y ∈ L 6 (Ω; L ∞ (0, T ; V )), choosing δ > 0, the Gronwall lemma yields
At this point, we go back to (5.3), take supremum in time and then expectations: estimating the stochastic integral through the Burkolder-Davis-Gundy inequality as
Choosing δ > 0, rearranging the terms and taking into account the estimate already proved, we get
Finally, we go back to (5.1), take the 3rd-power and then expectations: using again (A2) and the Young inequality we get (y − x Q )(s)p n (s) ds .
Taking expectations and using the Young inequality,
so that the Gronwall lemma ensures that, for every t ∈ [0, T ], E p n (t) where the implicit constant only depends on y, x T and x Q (and not on n). Now, by (A2) and the Hölder and Young inequalities, we have so that choosing δ sufficiently small, using (5.6) and the Gronwall lemma, we infer that p n L 2 (Ω;C 0 ([0,T ];H)) ≤ c .
(5.7)
Passage to the limit. We deduce that there is (p,p, q) with
such thatp = −∆p and Finally, by (A2), the embedding V ֒→ L 6 (D) and the fact that y ∈ L 6 (Ω; L ∞ (0, T ; V )) it is immediate to check that Ψ ′′ (y) ∈ L 3 (Ω; L ∞ (0, T ; L 3 (D))), so in particular
Hence, since by the convergences of (p n ) n we havep n ⇀p in L 2 (Ω × Q), so that
Hence, passing to the weak limit as n → ∞, we get that (p,p, q) is a solution to the (2.15)- (2.19) . Note the regularities p ∈ C 
Duality and conclusion
In this final section we prove the last Theorem 2.10 containing the simpler version of firstorder necessary conditions on optimality. The main idea is to remove the dependence on z in the variational inequality of Theorem 2.8 by using the adjoint problem and a suitable duality relation between z andp.
