Towards low power radio localisation by Goverdovsky, Valentin
Imperial College London
Department of Electrical and Electronic Engineering
Towards Low Power Radio
Localisation
Valentin Goverdovsky
June 2013
Supervised by Dr. Christos Papavassiliou
Submitted in part fulfilment of the requirements for the degree of
Doctor of Philosophy in Electrical and Electronic Engineering of Imperial
College London
and the Diploma of Imperial College London
Declaration
I herewith certify that all material in this dissertation which is not my own
work has been properly acknowledged.
Valentin Goverdovsky
2
Copyright
The copyright of this thesis rests with the author and is made available
under a Creative Commons Attribution Non-Commercial No Derivatives
licence. Researchers are free to copy, distribute or transmit the thesis on
the condition that they attribute it, that they do not use it for commercial
purposes and that they do not alter, transform or build upon it. For any
reuse or redistribution, researchers must make clear to others the licence
terms of this work.
3
Abstract
This work investigates the use of super-resolution algorithms for precision
localisation and long-term tracking of small subjects, like rodents. An
overview is given of a variety of techniques for positioning in use today,
namely received signal strength, time of arrival, time di↵erence of arrival
and direction of arrival (DoA). Based on the analysis, it is concluded that
the direction finding signal subspace based techniques are most appropriate
for the purposes of our system.
The details of the software defined radio (SDR) antenna array testbed
development, build, characterisation and performance evaluation are pre-
sented. The results of direction finding experiments in the screened ane-
choic chamber emulating open-space propagation are discussed. It is shown
that such testbed is capable of locating sources in the vicinity of the array
with high precision. It can estimate the DoAs of more simultaneously work-
ing transmitters than antennas in the array, by employing spread spectrum
techniques, and readily accommodates very low power sources.
Overall constraints on the system are such that the operational range
must be around 50 – 100m. The transmitter must be small both volumetri-
cally and in terms of weight. It also has to be operational over an extended
period of around 1 year. The implications of these are that very small an-
tennas and batteries must be used, which are usually accompanied by very
low transmission e ciencies and tiny capacities, respectively. Based on the
above, the use of ultra-low power oscillator transmitters, as first cut proto-
types of the tag, is proposed. It is shown that the Clapp, Colpitts, Pierce
and Cross-coupled architectures are adequate. A thorough analysis of these
topologies is provided with full details of tag and antenna co-design. Finally
the performance of these architectures is evaluated through simulations with
respect to power output, overall e ciency and phase noise.
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1. Introduction
Locating objects, large and small has a lot of interest among researchers,
which is driven by the needs of a broad range of potential applications.
Logistics companies require tracking of small parcels inside the warehouses
as well as containers travelling around the globe. Transponder devices in
skier’s/snowboarder’s gear facilitate quick detection of victims by rescue
services in case of an avalanche. Environmental biologists have need for
tracking animals of various sizes from elephants to insects. Great number
of areas requiring accurate and low power positioning exist in the military
context. The list of applications doesn’t stop there, but we can already see
that the range is very wide. Extensive amount of work has already been done
to develop positioning systems and bring them to market. In particular,
there are quite a lot of devices able to provide accurate positioning of big
subjects, of the size of humans, but localisation of very small ones proves
to be challenging.
1.1. Rationale
Currently there is ongoing research at Imperial College’s Silwood Park Cam-
pus which monitors the population of mice in their natural habitat, i.e. in
the forest. The size of the area under investigation is around that of a
football field. At the moment, the monitoring of the habitat is performed
“by-hand” when the mice are trapped several times every week and the
trapping positions are then recorded with location estimates rounded to the
nearest 10m. It is clear that this method is both neither e cient nor ac-
curate, and also possibly distorts the results obtained, since food is placed
inside the traps. A more automated, precise and unbiased system is clearly
required.
There’s also a significant research e↵ort at the Department of Electrical
and Electronic Engineering of Imperial College London in the development
18
of advanced array processing techniques. These, must be ultimately, imple-
mented and evaluated on real-world hardware system, hence a testbed is
needed. There are ready-made solutions, provided by companies like Na-
tional Instruments; these are not very versatile, have restricted access to the
nuts and bolts of both hardware and software. Besides, they are very expen-
sive as well, e.g. NI 5791 single channel transceiver adapter costs £5,733,
while FPGA accessory is £6,111 [2] and this is excluding the chassis, con-
troller module and software. The total cost for an 8 channel transceiver is in
the range of tens of thousands of pounds and sometimes beyond £100,000
with the high-end options.
1.2. Problem Statement and Motivation
It is desirable for positioning systems to work at as low power as possible,
particularly the transmitters, which frequently have very constrained energy
budgets. Depending on the subjects under investigation, the size of the tag
may be relatively big (cattle in the field), so that a standard coin-size or
even bigger battery can be used and o↵-the-shelf hardware performing lo-
calisation through for example GPS is adequate. On the other hand, if one
wants to monitor, say, mice, the beacon must be tiny; the capacity of the
battery of that size would be very small indeed, only 10s of mAh. Addi-
tionally, the demand on accuracy varies depending on what is monitored.
If the subject is big, location precision of a few, if not tens, of meters might
be adequate. If the application is tracking mice, the requirement is a lot
stricter.
The motivation for our research is to evaluate viability of a direction of
arrival based positioning system and to design a tag which could be put
on mice, thereby allowing biologists to locate and track the animals. This
would automate the monitoring process and make the results more reliable,
by providing better than existing (10m, several times a week) spatial and
temporal resolution. The tag must be small (< 1 g) to be put on mice,
hence extremely low-profile antenna and battery are needed. Under such
size constraint, these normally have poor e ciencies and tiny capacities,
respectively, hence ultra-low power and high-e ciency tag is required. It
has to work over relatively large distances (tens of meters) and must have
power consumption that would make it last preferably for the lifetime of
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the mouse. The area under investigation is a rather dense forest with large
patches of rhododendra, where signal propagation is severely impaired by
vegetation. The overall number of subjects to be tracked simultaneously is
approximately 100.
The need of biologists for a localisation system largely overlaps with the
capabilities of the array processing group. A variety of techniques has been
developed for position computation, each using di↵erent characteristics of
the signal: its strength or the time of arrival, manifested in phase or the
timestamp. Some of the best known methods are triangulation and multi-
lateration, which rely on accurate direction or timestamp estimation respec-
tively. To squeeze maximum performance from these methods, researchers
have been looking at various modulation techniques such as chirp and direct
sequence spread spectrum (DSSS). These have led to significantly improved
position estimates of the transmitters through partial mitigation of multi-
user interference, attenuation, multipath e↵ects, etc. All of these algorithms
need to be evaluated not only in software, but on a real hardware as well.
The implication is that a↵ordable, versatile and capable of accurate posi-
tioning systems are required. Ideally they must comprise general purpose
equipment and have open access components. Development of such system
and its evaluation forms another focus of this research.
1.3. Testbeds and low power transmitters
Since the introduction of super-resolution direction finding algorithms in
the late 1980s, a number of research groups in di↵erent universities built a
variety of testbeds for evaluating those algorithms on real world hardware.
Most of the systems created before mid-late 2000s use custom made digi-
tal signal processing (DSP) hardware, making them highly specialised and
particularly tuned for individual applications and techniques, e.g. [3]. Only
relatively recently, and with the advancement of general purpose computing
power and emergence of technologies like SDR have we seen testbeds that
provide a certain degree of flexibility [4]. Unfortunately even these are not
very reconfigurable, since all the channels are frequently integrated inside
the same bulky hardware block [5], which in most cases is not cheap.
Advanced array processing algorithms deal with a broad range of antenna
configurations (small and large aperture), bandwidths and frequencies. The
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constraints of a given scenario or application call for optimisation in the
above parameters hence a rapid prototyping apparatus is needed. The sys-
tem required must be mobile, lower power, highly flexible and capable of
evaluating techniques in both confined and large open spaces, allowing for in
situ tests. An architecture with receiver channels physically separate from
one another is most appropriate as a high resolution testbed.
Ultra-low power transmitters are a ripe research area. Numerous publica-
tions have been produced on wireless and body sensor networks over the last
decade, and a lot of work has been performed on minimising power require-
ments. There is a strong direct correlation between e ciency of transmitters
and their output powers. In standard topologies the power amplifier, which
drives the antenna, is usually responsible for most of the energy consump-
tion. The implication is that the overall e ciency is very nearly that of
the amplifier; unfortunately these are usually very ine cient at low output
powers. It is a great challenge to make low power, high e ciency devices.
At ultra-low powers the amplifier is often omitted or combined with other
stages. In such cases the e ciency is dominated by the carrier generation
and modulation circuitry, which brings along a host of other challenges.
Two recent and most notable designs are those of Pandey et al. [6] and
Joonsung et al. [7]. The overall e ciency of these is 22% and 14%, with
transmit powers of  17 dBm and  10 dBm, respectively. Both topologies
operate at sub-GHz frequencies and utilise FSK modulation. A broad
overview of other existing transmitters with comparative table is given
in Chapter 5. It is shown that existing architectures for the most part
aren’t suitable, because their overall e ciencies and corresponding power
consumptions fall outside the requirements of our system.
1.4. Proposed solutions and research areas
For the purposes of a versatile and inexpensive receiver testbed, the con-
cept of software-defined radios (SDR) is investigated. These systems have
recently attracted a lot of attention and the research is still gaining pace.
Most notable aspect of SDR is the ability to translate hardware design prob-
lems into software domain, thereby providing the required flexibility. The
performance of such systems is frequently not comparable to that of custom-
made devices, hence an evaluation is needed to establish their suitability,
21
determine the performance bounds and identify aspects that require partic-
ularly careful design and attention. This work deals with building such SDR
based system out of standalone o↵-the-shelf hardware. A novel way of mak-
ing it fully MIMO capable is outlined and the results of extensive tests in
the screened anechoic chamber with super-resolution signal subspace based
techniques are described.
The main constraint for the tag under development is the energy budget.
The small size of the transmitter dictates the need for the smallest batteries
available. The ones similar to those used in the hearing aids are the most
suitable; their capacities range from 20mAh to 100mAh. As mentioned
earlier the size of the antenna is very constrained as well. Both of the above
restrict our choice of viable topologies to the lowest power and simplest ones.
First the requirements imposed on the tag by the geometry of the array in
light of signal subspace based techniques are evaluated and it is demonstrate
that even ultra-low power transmitters are adequate. The thorough analysis
of the Clapp, Colpitts, Pierce and Cross-coupled oscillators is presented,
followed by transmitter and loop antenna co-design. Through simulations
it is demonstrated that with careful design, enough e ciency and power
output can be achieved from the above topologies to satisfy the autonomy
as well as accuracy requirements of the system.
Considering high multipath environment, large number of active tags and
fine resolution required, an alternative route in the transmitter design would
be ultra-wideband (UWB). Although indeed it has some clear advantages
over the narrowband approach, there are several obstacles that make it
unfeasible. First and foremost is the size of the antenna, which usually must
be quite large in order to provide good transmission e ciency across the
whole frequency range in question. Additionally, most of these are planar,
built on rigid substrates, making the setup very sensitive to polarisation [8].
Second, very high sampling rate converters must be used on the receiver side
to digitise the incoming signals [9], putting sever restrictions on the cost and
flexibility of the array. Finally, the forest environment is likely to exhibit
significant frequency-selective fading, degrading the wideband transmission
quality.
Over the years alternative to the RF systems based on ultrasound and
infra-red (IR) radiation have been proposed providing very high precision
[10] [11]. Ultrasound is not a good choice for tracking wildlife since many
22
animals are sensitive to it. IR systems would require high-density infrastruc-
ture, are associated with high maintenance costs and experience problems
when signals are blocked by vegetation.
Based on the above considerations, the narrowband RF route was chosen
for this project.
1.5. Thesis outline
The thesis is organised as follows:
Chapter 2 introduces the mathematical framework of localisation algo-
rithms based on received signal strength indication (RSSI), time of arrival
(ToA), time di↵erence of arrival (TDoA) and direction of arrival (DoA).
The advantages and disadvantages of each approach are investigated. Of
these techniques signal subspace based framework for direction finding is
particularly suited for antenna arrays. This approach is chosen for further
investigation and testing with the hardware. Mathematical models of sig-
nal propagation are also discussed. Key concepts of a number of direction
finding algorithms are examined in detail.
Chapter 3 deals with various aspects of SDR hardware. First the exist-
ing front-ends are looked into and an extensive comparison between them
is provided. Then several successful projects utilising software radios are
reviewed to get a feel of what’s possible. Finally the details of the operation
of the USRP2 based fully MIMO capable array testbed developed for this
project are described.
Chapter 4 provides details of extensive tests carried out with the novel
SDR testbed. Single as well as multiple transmitter direction finding ex-
periments performed in an electromagnetically shielded anechoic chamber
are presented. It is shown that radio hardware has very good stability and
is surely capable of operating as a fully synchronised array. Problems with
resolution are identified and investigated, showing that direction dependent
errors both in phase and gain are present in the chamber, but are introduced
by external components and possibly environment rather than the USRP2
boards. Then it is shown that the array is capable of locating more sources
than the number of antennas in the array. It is also capable of locating
very low power transmitters with high accuracy. Subsequently localisation
simulations are described for high as well as low power transmitter scenarios
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illustrating the viability of DoA approach for radio source positioning. Fi-
nally wide aperture localisation scheme is implemented with the SDR array
to demonstrate the flexibility of the hardware [12].
InChapter 5 the transmit power requirements imposed on the tag by the
super-resolution signal subspace based techniques are discussed. Very low
power transmitters are shown to be theoretically adequate and a number
of topologies are investigated in light of the insight from the link budget
analysis. The general theory of the three-point oscillator design is presented
followed by optimal co-design of Clapp, Colpitts and Pierce oscillators with
loop antenna, acting as high Q inductor in the tank as well as high e ciency
radiator. The cross-coupled topology is investigated as well and all the
transmitters are compared in terms of e ciency, transmit power capabilities
and phase noise. Brief description of the manufactured prototypes is given,
outlining the design constraints and choices made.
Finally, Chapter 6 summarises the work presented in the thesis, forms
conclusions and lays out directions for future work.
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2. Localisation techniques and
mathematical modelling
2.1. Localisation methods
Finding the position of an unknown node in a wireless system is based
on analysing the properties of the signal coming from it. There are sev-
eral localisation techniques which utilise received signal strength indication
(RSSI), time of arrival (ToA), time di↵erence of arrival (TDoA) or direc-
tion of arrival (DoA) information. Each technique has its own advantages
and disadvantages, hence some are more suitable for a particular applica-
tion than others. The RSSI, ToA and TDoA are based on estimating the
distance between the emitter and a number of base stations with known co-
ordinates, while DoA uses angles between reference nodes and the unknown
transmitter for positioning.
In this chapter these techniques are investigated, and their mathematical
formulations together with signal models are provided. Also the details of
the particular direction estimation algorithms used in the latter part of the
thesis to test the performance of the novel SDR based testbed are presented.
Received Signal Strength Indication
The technique’s name clearly implies that this method utilises the power
of the incoming signal to estimate distances between the reference nodes
and the transmitter. It is relatively cheap to implement, and there are two
major approaches in using RSSI for positioning.
The first one deals with creating maps of received signal strength to each
of the base stations. Such approach requires great deal or preliminary sur-
veying work prior to system deployment and regular re-calibration must be
done to maintain the accuracy. A lot of work has been carried out in this
area starting with RADAR [13], subsequently followed by those utilising
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probabilistic approaches [14] [15] and others aiming to reduce the initial
calibration e↵ort [16]. Such systems have been shown capable of locating
high-power sources to within a few meters [14] [17].
Another approach uses mathematical propagation models and relies heav-
ily on their accuracy. These are specifically developed for particular prop-
agation environment and great variety has been proposed over the years,
e.g. [18] [19]. A number of systems have been developed following this ap-
proach with some of the most notable described in [20] [21].
In case of line-of-sight (LoS) communication, with no obstacles in the
path, the elementary free space path loss (FSPL) model can be used. As
the signal propagates through the environment its power spreads over ever
larger area, hence received power per unit area decreases. In this case the
attenuation is directly proportional to the square of the distance between
transmitter and receiver, as well as the frequency of the signal. The loss
factor is given by:
LFSPL =
✓
4⇡dlFc
c
◆2
, (2.1)
where Fc – signal frequency (Hz), dl – distance from the transmitter (m)
and c – speed of light (m/s).
It is usually more convenient to work with decibels (dB), hence
LFSPL(dB) = 10 log10
 ✓
4⇡
c
dlFc
◆2!
= 20 log10 (dl) + 20 log10 (Fc) + 20 log10
✓
4⇡
c
◆
= 20 log10 (dl) + 20 log10 (Fc)  147.55. (2.2)
It is clear that in a more hostile environment this model has to be supple-
mented with other models, which would take into account additional losses
due to obstructions like buildings, people, animals or trees. For example in
a forest, significant signal attenuation is caused by foliage. This increases
with the density of the cover. To estimate losses in such an environment,
the empirical Weissberger model can be used [22].
The Weissberger model is applicable to scenarios with one or more trees
present in a point-to-point radio link with maximum separation between
transmitter and receiver of 400m. The model’s validity is further limited
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by the frequency of the signal which must be in the range of 230MHz to
95GHz. Losses due to foliage, over and above those caused by free space
propagation, can be calculated with a loss factor:
LW =
(
0.0037F 0.284c d
0.588
f , if 14 < df  400
0.0013F 0.284c df , if 0 < df  14
, (2.3)
where df – depth of foliage (m), Fc – signal frequency (Hz).
RSSI techniques rely heavily on the accuracy of the exponents used in the
models. Their precision also depends on the stability of the receiver and
transmitter hardware, specifically that of amplifiers and their gains. Even
the slightest perturbation in gain of a few dBs can cause significant error
in the distance estimates. As an example, at a range of 100m from the
transmitter working at 2.4GHz the FSPL predicts losses to be 72.44 dB.
If the amplifier gain varies with time by mere 1 dB, the distance estimates
would vary by up to 12m, or approximately 10% of the distance, which is
quite significant.
Additionally, the radiation pattern of the antennas as well as polarisa-
tion, play an important role and need to be known precisely for accurate
range estimation. In reality even monopole isotropic antennas have certain
radiation pattern perturbations due to errors in feed point locations, slight
bending of the antennas and interaction with nearby objects. Polarisation
is relatively easy to control in a static system where antennas are fixed to
rigid structures. On the other hand, for a wearable transmitter scenario,
polarisation is extremely di cult to predict and control.
These drawbacks of the RSSI system have been demonstrated numerous
times with real hardware systems [23] [24]. Research has shown that the
estimation accuracy varies greatly with the environment. Real open spaces
– fields, or synthetic ones – anechoic chambers, yield significantly better
results than high multipath, cluttered environments – forests or o ces. Ad-
ditionally in case of an outside environment, such factors as rain [25] or
temperature may a↵ect the estimation results of the RSSI system.
Since signal strength based methods are relatively cheap to implement,
they are frequently used to provide rough initial estimates for the source
location, which can then be refined with more precise techniques.
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Time of Arrival
Just like RSSI, ToA estimates the distances between tag and the reference
nodes. Although the techniques is usually more resource demanding, the
concept in general is relatively simple. Assuming t0 is known and is the
time when the signal is sent from the mobile station. Three receivers get
this signal at t1, t2 and t3. The distances r1, r2 and r3 can be calculated
using c(ti   t0), where c is the propagation speed, (Figure 2.1). It is clear
that a minimum of three base stations are required to localise a tag in two
dimensions, and four for localisation in 3D.
Figure 2.1.: Usage of distance estimates for localisation. Results from three
receivers are used to find the location of the tag.
The method requires very accurate synchronisation between the base sta-
tions’ as well as mobile stations’ clocks. This is particularly challenging
in the uncontrolled environments, where fluctuations in ambient conditions
may lead to dramatic drifts in the clocks. As an example a clock error of
mere 5 ns in radio localisation system would lead to distance estimate errors
of 1.5m. Such errors may be reasonable when tracking large objects, like
cars or cattle, but inappropriate for localisation of small animals or parcels.
Although not impossible to achieve, so precise synchronisation can be
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quite costly. The usual way to implement this is using high accuracy clocks,
which are usually bulky and power hungry, since they utilise a number of
control loops to keep frequency in check. Once again if the mobile object is
large enough and capable of carrying significant load that’s not a problem,
otherwise alternative localisation methods are more appropriate.
ToA based estimates are very susceptible to noise, multi-user and multi-
path e↵ects. The bandwidth of the signals transmitted is another very
important aspect a↵ecting the accuracy. The larger the bandwidth the
more accurate the positioning is, since wideband signals have high time
resolution. Ideally the signal used for ToA should be a pulse of extremely
short duration. This is exactly what’s used in UWB systems.
Both RSSI and ToA are ranging techniques, i.e. they use the distance
between the known anchor nodes and the unknown transmitter for location
estimation. Mathematically this can be modelled as follows [26].
With reference to Figure 2.1 consider Receiver 1 to be located at the origin
r1 = [0, 0]
T , while the two others are at r2 = [x2, y2]
T and r3 = [x3, y3]
T .
Additionally, unknown node is located at rm = [xm, ym]
T . Then the squares
of the distances between the anchors and the transmitter can be written as:
r21 = kr1   rmk2 = krmk2, (2.4)
r22 = kr2   rmk2, (2.5)
r23 = kr3   rmk2. (2.6)
One can expand Equations 2.5 or 2.6 as
r2i = kri   rmk2 = krik2   2rTi rm + krmk2, (2.7)
rearranging and using 2.4
rTi rm =
1
2
(krik2   r2i + r21). (2.8)
Using 2.8 for receivers 2 and 3 a set of equations can be obtained repre-
sented in matrix form as:
h
r2, r3
iT
rm =
1
2
"
kr2k2   r22 + r21
kr3k2   r23 + r21
#
. (2.9)
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These can be used to find rm – unknown vector of transmitter coordinates.
The formulation above is valid for the cases with unique intersection point
between the circles/spheres. Estimation of rm gets more involved if this is
not the case i.e. there are errors in the range estimates, in which case no
common intersection point exists. The least squares solution to 2.9 can
be found using the pseudo-inverse; alternatively one or the other form of
iterative optimisation procedure can be employed. It must be noted that the
above solution is relevant for a two dimensional case, but it is also readily
extendable to three dimensions.
Time Di↵erence of Arrival
Similar to ToA, this method uses the timestamps of received signals; unlike
the ToA technique no knowledge of t0 – transmission time, is required. This
removes the need to synchronise the mobile stations’ clocks with those of
base stations. The method, utilised to find the position of the emitter, is
called multilateration. Its principle, is based on recording the time di↵er-
ences of signal arrival between the base stations, and using those, to solve
a set of equations. The generalised geometry of the problem is illustrated
on Figure 2.2.
It is clear that as the wavefront travels from the emitter it hits each one
of the base stations at slightly di↵erent times. The distance ri between the
tag and each receiver can be found with Equation 2.7. Therefore, separation
between base stations 2 and 1, can be calculated as r21 = r2   r1, similarly
r31 = r3   r1. Using these and 2.7 a set of equations can be written
(r21 + r1)
2 = kr2   rmk2, (2.10)
(r31 + r1)
2 = kr3   rmk2. (2.11)
Expanding the quadratics, rearranging and using 2.4 the following simul-
taneous equations expressed in matrix form are obtained:
h
r2, r3
iT
rm =
1
2
"
kr2k2   2r221   2r21r1
kr3k2   2r231   2r31r1
#
. (2.12)
In 2.12 all of the r’s are known, except for r1. It can be estimated by
noting that the norm squared of rm is equal to r21, hence using 2.12 and
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Figure 2.2.: Geometry of the TDoA technique.
2.4 a quadratic equation can be formed, whose positive root would be the
estimate of r1.
Although no time synchronisation is required between the anchor and
unknown nodes, the base stations’ clocks must still be synchronised. This
is a lot easier to achieve and can be conveniently done with GPS disciplined
clocks. Obviously this would work only if such a clock can receive the
GPS signal, i.e. the whole system operates outdoors, or in case of indoor
operation, at least a GPS antenna is located outdoors.
Similarly to the ToA method transmitted signal bandwidth plays a very
important role in estimation accuracy. Very short duration, high bandwidth
pulses characteristic of a UWB system are ideal. The shorter the pulse
the higher temporal resolution can be achieved. TDoA just like ToA is
susceptible to errors introduced by multipath propagation. Nonetheless if
the signal used is of high enough bandwidth these parasitic components
can be resolved in time and eliminated, significantly improving the overall
system accuracy.
There’s a variety of ways to implement a broadband system, with short
duration pulses being the most popular one. Another method is to used
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pseudo-noise codes and spread the data transmission with those. Each bit
of such code is called a chip. For the spreading to be e↵ective in resolving
multipath components the chip rate has to be very high. If a cluttered o ce
space is considered it is obvious that multipath components will di↵er from
LoS signal in terms of path length by very small amounts. If for example the
transmitter is located 1m away from a concrete wall, that di↵erence in paths
would be close to 1m. For a spread spectrum system to be able to resolve
these, the chip length in space has to be shorter than 1m, hence Chip rate
required is 300MHz. Depending on the modulation scheme the bandwidth
occupied by such a signal can be up to around 600MHz. To deal with such
large instantaneous bandwidth, high precision, very expensive components
in particular ADCs are required. If impulse radio is used instead, the pulse
width has to be of the order of a few nanoseconds to resolve 1m di↵erence
multipath components.
Direction of Arrival
DoA techniques use the phase information of the incoming signal to deter-
mine its direction of arrival with respect to a fixed reference. Clock synchro-
nisation is required between elements of the array, but not required between
the arrays. There exist various methods for direction estimation like Pis-
arenko’s eigen analysis method [27], McClellan’s maximum entropy [28], etc.
The most highly regarded and superior algorithm is so called MUSIC (MUl-
tiple Signal Classification) developed by Shmidt, which is based on signal
subspace analysis.
The performance of the algorithm is directly proportional to the product
of two factors – signal to noise ratio (SNR) and number of observations
(“snapshots”), used in calculation (L). MUSIC belongs to a class of so
called super-resolution techniques. In the limit of infinite SNR or L, these
are capable of resolving arbitrarily closely located sources. Additionally,
MUSIC provides e cient and unbiased estimates of DoAs.
The accuracy of the algorithm depends on how closely the propagation
model matches the real environment. It is quite sensitive to errors in loca-
tions of the receiving sensors as well as mismatches in gains and phases of
the array [29]. Fortunately a number of calibration techniques exist allowing
one to eliminate most of those errors.
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Just like all of the other localisation methods discussed earlier, MUSIC
based direction finding is susceptible to multipath e↵ects. Like in other
techniques this problem can in principle be solved with spread spectrum
transmission even if the requirements on bandwidth can be prohibitive in
certain scenarios.
The major advantage of this localisation method is that MUSIC utilises
signal’s second order statistics, i.e. its covariance. As mentioned earlier the
algorithm’s performance is determined primarily by the product SNR⇥L.
Even with weak signals one can increase the number of snapshots to obtain
an arbitrarily high performance. For this reason, this method lends itself
well to the area of ultra-low power transmitter localisation.
Despite its advantages plain MUSIC has one quite restrictive require-
ments on the size of the array. It cannot estimate the directions of arrival of
more sources than the number of array elements. To track 100 simultaneous
transmitter one would require 101-element array, which is unrealistic. The
limitation can be tackled with a method called STAR, where the transmit-
ters are separated in code space with spread spectrum modulation. In the
case of this algorithm spread spectrum techniques not only combat multi-
path but allow the system to track more sources with an array of a modest
size.
Acquisition of the angle of arrival is only one part of whole localisation
procedure. A total of two angles is required to determine the location of
the source. The geometry for this case is illustrated on Figure 2.3.
Since the locations of the base stations are known, their separation is
known as well and can be found using kr2   r1k. From Figure 2.3 it
is clear that the location of the coordinates of the tag can be found as
rm = r1 + [r1 cos↵2, r1 sin↵2]
T = r2 + [r2 cos↵1, r2 sin↵1]
T . This is a set of
simultaneous equations, which can be re-written as this:
rm =
"
x1 + r1 cos↵2
y1 + r1 sin↵2
#
. (2.13)
Since the distances between the base stations are known, then:
r1 =
kr2   r1k sin (↵1)
sin (180    ↵1   ↵2) , (2.14)
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Figure 2.3.: Geometry of the triangulation method to find the position of
the emitter using estimates of two directions of arrival.
r2, if required, can be calculated in a similar way.
Because DoA and TDoA techniques don’t require synchronisation be-
tween the tags’ and base stations’ clocks, and don’t rely on inherently in-
accurate path loss models, they are usually the methodologies of choice
in high precision systems. Direction-based localisation has been shown to
attain favourable results for indoors positioning in [30]. There’s also ongo-
ing research to implement an indoors high-precision DoA-based localisation
system providing additional layer of security [31] [32].
In general TDoA and DoA are similar in terms of the physical phe-
nomenon that is used to find the locations of the sources. The di↵erence in
times of arrival of the signal at di↵erent points in space can be used as is
– timestamps (TDoA), while in DoA techniques the phase of the signal is
parametrised as a function of the array geometry. As will be shown later
MUSIC and related algorithms use signal’s second order statistics, hence the
e↵ects of noise can be minimised and even very weak signals can be accu-
rately located. Because of this inherent advantage of signal subspace based
techniques the DoA methodology is the most optimal for the positioning
system in question.
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2.2. Mathematical models for direction finding
As mentioned above, for direction of arrival estimation an antenna array has
to be used. If the total number of elements in the array is denoted as N ,
then such system, using MUSIC, is capable of estimating the directions of
M sources, whereM < N . In order to explain how exactly the methodology
works the mathematical signal models used must be introduced first.
Near and far field boundaries
Before introducing mathematics required to understand the localisation al-
gorithms the question of electromagnetic field boundaries in the vicinity of
the antenna must be addressed. To do that consider the illustration shown
on Figure 2.4.
Transmitter
Wavefront
4 element array in the 
radiated near ﬁeld
of the transmitter
Reactive
near
ﬁeld
Radiated
near
ﬁeld
Radiated
far
ﬁeld
4 element array in the 
radiated far ﬁeld
of the transmitter
Figure 2.4.: Near-far field boundaries.
Based on this diagram three major regions around the transmitter rel-
evant for our discussion can be distinguished: 1) Reactive near field, 2)
Radiated near field and 3) Radiated far field [33].
The first of these regions is characterised predominantly by reactive cou-
35
pling fields, i.e. inductive and capacitative coupling between the transmitter
and receiver antennas. Electric and magnetic fields are in general not per-
pendicular to one another. The stored energy in this region is a lot greater
than that radiated and if the transmitter is turned o↵ the field disappears.
The shape of the field is completely dependent on the source circuit, hence
it is extremely di cult to model the array response and derive direction
information from the received data.
Radiated near field is far enough from the transmitter so that the energy
is propagated away from it, but close enough for the field pattern to be
represented with a spherical wave model. In this region the presence of
receiving antennas has no e↵ect on the source. If the transmitter is turned
o↵ the radiated energy continues its propagation until it is absorbed.
Finally as the electromagnetic wave propagates ever further from the
transmitter a third region – radiated far field, can be distinguished. Here
planar wave model can be assumed to be valid. The exact boundary between
the radiated near and far fields is not strict and depends not only on the
distance between the receiver and the transmitter, but also on the size of the
receiving element. This e↵ect is quite intuitive to understand if one considers
a human on the surface of the Earth. Although the planet is curved, but
due to relatively small size of the observer it appears flat. In exactly the
same way at a certain distance the electromagnetic field pattern appears
curved to a large aperture array, while looking flat to a small aperture one.
In antenna theory, the radiating near field region is usually called the
Fresnel zone, while the region with planar wave propagation is called the
Fraunho↵er zone. It is possible to establish the approximate boundary of
the Fraunho↵er region as
d >
2D2
 
, (2.15)
where d – distance from the transmitter, D – aperture of the array (max-
imum separation of any two elements of the array) and   – carrier wave-
length.
Additionally the boundary of a Fresnel zone is approximately located
where radiated field dominates the reactive components and can be defined
as
d   0.62
r
D3
 
. (2.16)
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Planar wave propagation model
Consider a point source i with a message signal mi (t). Assuming complex
modulation the transmitted signal can be represented asmi (t) exp (j2⇡Fct),
where the exponential term is the carrier and Fc is its frequency. Without
loss of generality consider one of the array elements as a zero-phase reference
point. The e↵ects of the channel can be represented with a complex fading
coe cient  i. Based on the above, the signal received at the reference
element is the same as that transmitted, but attenuated by the channel, i.e.
 imi (t) exp (j2⇡Fct). If the array has a small-aperture and the source is in
the far-field, then  i can be considered antenna element independent, hence
usually is grouped with signal term mi(t). Then kth element of the array
would get a time-delayed version of the original signal. Denoting time delay
as ⌧ik, kth element signal is
mi (t  ⌧ik) exp (j2⇡Fc (t  ⌧ik)). (2.17)
Reference sensor
kth sensor
Planar wavefront from ith user
travelling with propagation speed c
Figure 2.5.: Planar wave from a far field source i traversing array of sensors.
According to the geometry depicted on Figure 2.5 a planar wave from a
distant source i, located at azimuth ✓i and elevation  i from the reference
point, traverses the array. It can be shown [1] using this illustration that
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the time delay is
⌧ik =
rTk ui
c
, (2.18)
where rk = [xk, yk, zk]
T is the column vector of Cartesian coordinates of the
kth sensor. ui = u (✓i, i) is the unit norm vector pointing in the direction
of the ith source, which can be represented as
u (✓i, i) = [cos✓icos i, sin✓icos i, sin i]
T . (2.19)
Note that ✓i is measured counter clockwise with respect to the positive
x -axis.
Following complex down-conversion and assuming message is narrowband
(mi (t  ⌧ik) = mi(t)) the kth sensor signal due to single transmitter can be
written as
xik(t) = mi(t) exp
✓
 j2⇡Fc r
T
k ui
c
◆
. (2.20)
As the signal impinges on the array element, it experiences attenuation
and phase shift. Both of these parameters depend on the direction of arrival.
This implies that the complex response of the sensor can be modelled with
just a complex number of a given magnitude and phase, i.e.  k(✓i, i). In
most cases the complex gain of the channel can also be lumped in this term.
Finally a parameter called wavenumber vector pointing in the direction
of the source i, can be defined as ki = k(✓i, i) =
2⇡Fc
c · u.
Now consider a number of sources working in the vicinity of the array,
and supplement our model with complex sensor response and a wavenumber
vector concept, the signal on the kth array element is the summation of the
individual sources’ waves:
xk(t) =
MX
i=1
 k(✓i, i) ·mi(t) · exp( jrTk ki) + nk(t). (2.21)
Here one additional term – nk(t), is introduced to model additive baseband
noise on a given sensor.
Since the array has N elements it is possible to represented signals on all
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the sensors in a compact matrix notation as
x(t) = [x1(t), x2(t), . . . , xN (t)]
T =
MX
i=1
mi(t)ai + n(t). (2.22)
where x(t) has dimensions of N ⇥ 1 and each row represents individual
sensor’s signal.
In Equation 2.22 the total e↵ect on the signal from source i by the array
elements has been combined in ai, defined as the array manifold vector,
ai = a(✓i, i) =  (✓i, i)  exp ( j[r1, r2, . . . , rN ]Tk(✓i, i)). (2.23)
For a simplified case of linear array, isotropic sensors and source being at
the same elevation as the array elements, ai can be simplified to
a(✓i) = exp
✓
 j 2⇡
 
rx cos ✓i
◆
. (2.24)
The summation in 2.22 can be replaced with matrix operations by com-
bining all of the array manifold vector terms into a single matrix. So a more
compact form of 2.22 is
x(t) = Sm(t) + n(t), (2.25)
with S being N ⇥M array response matrix and m(t) the column vector
of signal messages, while n(t) is the noise term that can be modelled as a
random process following Gaussian distribution of zero mean.
It is clear that any given array manifold vector represents the array re-
sponse due to single transmitter’s signal coming from a particular direction.
This vector is e↵ectively a point in N dimensional complex observation
space, and all of the subspace based techniques are concerned with extract-
ing the individual vectors of S from a real set of data.
Equation 2.22 forms mathematical framework for modelling the array re-
sponse due to M sources operating in its vicinity. If, using a simulation,
each of the real parameters of the array manifold vector is varied, e.g. ✓i
in 2.24, the results are computed and stored, one would get a geometrical
object in the complex observation space. In case of varying only one param-
eter that object would be a curve, for two a plane and for three something
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similar to a sphere. Each one of those objects is called an array manifold.
This manifold is characteristic of a particular array geometry and can be
constructed using knowledge only of sensor positions and their directional
characteristics. Using this concept one can create a mathematical model of
the array response which can then be used to extract the individual manifold
vectors from the observation data.
Spherical wave propagation model
Drawing on the conclusions from the previous chapter the mathematical
signal model can be established, appropriate for when the antenna array
sits in the radiated near field of the transmitter. One of the key features
of such model is that the range between the receiver and the transmitter is
an additional unknown parameter that needs to be estimated alongside the
DoA.
Now consider a simplified 2D diagram of a spherical wave traversing the
array – Figure 2.6.
Reference sensor kth sensor
Spherical wavefront from ith user
travelling with propagation speed c Transmitter
Figure 2.6.: Spherical wave from a near field source i traversing array of
sensors.
Recall that the signal received by the kth element of the array can be
expressed with Equation 2.20. Note that the term 2⇡Fc
rTk ui
c represents the
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phase di↵erence between the reference and the k-th sensor. In the case of
spherical wave propagation this phase di↵erence can be calculated as
2⇡Fc
c
(⇢ · 1N   ⇢), (2.26)
where ⇢ is the column vector of distances between each array element k and
the source. It is possible to prove [34] that this vector can be computed as
⇢ =
r
⇢21N + r
2
x + r
2
y + r
2
z  
⇢c
⇡Fc
rTk(✓, ), (2.27)
where rT = [rx, ry, rz], i.e. a N ⇥ 3 matrix where the columns are x, y and
z coordinates of the sensors.
Additionally, the signal will exhibit slightly di↵erent attenuation between
the sensors, due to di↵erent distances between the source and each one of
the antennas. This can be modelled using path loss coe cient a as
⇢a · ⇢ a. (2.28)
Finally, based on the above discussion the expression for a spherical man-
ifold vector, also known as source position vector (SPV) can be formulated
si = ⇢
a · ⇢ a
i
  exp
✓
 j 2⇡Fc
c
(⇢ · 1N   ⇢i)
◆
, (2.29)
which has similar form to that of planar wave equivalent show in Equation
2.23.
SPV serves the purpose of a mathematical model for both planar and
spherical wave propagation. The direction finding algorithms extract the re-
quired received signal parameters from raw data and subsequently compare
these with the above model using appropriate methodology. Such compar-
ison leads to estimation of signals’ DoAs and if required other parameters
of interest.
2.3. MUSIC algorithm
As stated earlier MUSIC algorithm is a versatile super-resolution technique
which can be used for signal direction finding with arrays of arbitrary ge-
41
ometry.
Consider Equation 2.25 noting that it comprises two terms in a sum.
Sm(t) is array response to signals coming from sources operating in the
vicinity of the array, while n(t) represents noise. The signal term is a set
of vectors spanning a subspace of order M in an N dimensional complex
observation space. Additionally there is a complement subspace of order
N  M which is orthogonal to the signal subspace, hence is called the noise
subspace. For a simplified illustration see Figure 2.7.
Figure 2.7.: Illustration of signal and noise subspaces [1].
Based on the above, if the array manifold and signal subspace are known,
one can determine parameters of interest, e.g. ✓i, by looking for the inter-
section points between the two.
Unfortunately the noise and signal subspaces are in reality not known and
must be estimated from the data observed, which is exactly the task that
MUSIC algorithm is designed to solve. It allows one to estimate both of
the subspaces, using eigendecomposition of the received signal’s covariance
matrix, defined as
Rxx , E(x(t)x(t)H) = SRmmSH +  2IN , (2.30)
where Rmm is the source covariance matrix (Rmm is diagonal if the signals
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are uncorrelated).
Eigendecomposition is performed by defining E as a set of eigenvectors of
Rxx and D as a diagonal matrix of corresponding eigenvalues. If the columns
of E are orthogonal (EEH = IN ), i.e. the signals from di↵erent sources are
uncorrelated, it can be shown that
Rxx = EDEH = E(⇤+  2IN )EH . (2.31)
Based on 2.31 the diagonal matrix of eigenvalues has two components,
that of the signal and that of noise. If the number of sources isM as before,
then the diagonal matrix would have M eigenvalues each corresponding to
a source (with additive noise), while the rest, i.e. N  M eigenvalues would
be equal of magnitude  2. In the ideal case it would then be possible to
determine the smallest eigenvalue and find its multiplicity Q. The number
of sources M is then equal to N  Q, hence the signal subspace is spanned
by the eigenvectors corresponding to the N  Q eigenvalues.
Only a finite number of data snapshots is available with real signals, hence
the covariance matrix must be estimated as
Rxx =
1
L
XXH . (2.32)
Consequently the eigenvalues corresponding to the noise terms are not equal
exactly, and a specific algorithm has to be used to estimate the number of
sources M . The simplest version of such method would be to set an upper
threshold below which eigenvalues are to be regarded as noise, equal to
a constant factor multiplied by the smallest eigenvalue of the covariance
matrix. Although such approach is simple it works well for many scenarios.
If a more rigorous methodology is required there exists a number of other,
more sophisticated techniques [35].
After the noise and signal subspaces are estimated, the final step in the
procedure is to search the model – the array manifold – for basis vectors
which are approximately orthogonal to the noise subspace. Those would
correspond to the directions of M sources in question. This search can be
done with the aid of a cost function developed by Schmidt [36]:
P (✓, ) =
1
a(✓, )HEnEHn a(✓, )
, (2.33)
43
where En is the estimated noise subspace.
2.4. Wide Aperture Localisation Algorithm
Consider an arbitrary array geometry, where N sensors are uniformly dis-
tributed in the area of interest and their clocks are synchronised. Also
assume that the density of the network is such that any signal operating
within the area can be modelled with a spherical wave propagation model,
such that each SPV can be described by Equation 2.29.
The overall signal, received by such array assuming a single active trans-
mitter, can be described with an N⇥L matrix X, where each row represents
L signal snapshots from sensor N . It is possible to place the reference point
of such an array at each element by dividing the signals from every element
by the signal from the sensor chosen as the current reference. Mathemati-
cally this can be written as Xi = X↵ (1N · rowi(X)). Placing the reference
point in this manner at every sensor, N signal matrices can be formed, and
from these covariance matrices can be calculated as
Ri =
XiXTi
L
. (2.34)
It is shown in [37] that the eigenvalues ( i) of these covariance matrices
can be related to ranges (⇢i) from the source to each one of the sensors as
follows:
2a
s
 i
 j
=
⇢i
⇢j
= ij , (2.35)
where the indices denote the ith and jth antenna and a is the propagation
path-loss exponent.
Using Equation 2.34 and letting receiver 1 to be the reference, N   1
ratios of ranges can be formulated as i = 2a
q
 i
 1
. According to [37] these
can then be used to calculate N   1 centres and radii of positioning circles
Ci =
1
1  2i
· ri  
21
1  21
· r1, (2.36)
Ri =
     i1  2i
     kr1   rik, (2.37)
where ri is the column of x, y and z coordinates of receiver i. The intersec-
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tion of these loci provides an estimate of the source location.
Although the wide aperture technique uses the signal’s second order
statistic allowing accuracy to be improved with larger sample size, it is
very dependent on the radiation and gain pattern of the antennas. Addi-
tionally, just like the RSSI technique it is quite sensitive to accuracy in the
estimates of the path loss exponent.
2.5. Root-MUSIC algorithm
If the array has uniform linear configuration with equal distances between
adjacent sensors, then the Root-MUSIC algorithm [38] can be used for di-
rection finding. It produces one-shot estimates without the need for a full
manifold search.
SPV for a linear array of N isotropic sensors is defined in 2.24. If the
inter-element separation of the sensors is d and the first one is located at
distance d from zero phase reference point along the positive x -axis, then
the SPV can be alternatively written as
a(✓) =
266664
exp
  j 2⇡d cos ✓   
exp
  j 2⇡2d cos ✓   
...
exp
  j 2⇡Nd cos ✓   
377775 . (2.38)
Consider the MUSIC cost function in 2.33 for when the SPV is appro-
priately normalised, i.e. numerator equal to 1. Define E = EnEHn , N ⇥ N
Hermitian matrix, then
P (✓) 1 =
NX
p=1
NX
q=1
exp
✓
j
2⇡pd cos ✓
 
◆
Epq exp
✓
 j 2⇡qd cos ✓
 
◆
=
N 1X
l= N+1
el exp
✓
 j 2⇡ld cos ✓
 
◆
=
N 1X
l= N+1
elz
 l, (2.39)
where el is the sum of entries along lth diagonal of E.
2.39 is the equation of a polynomial in z with z = exp
  j 2⇡d cos ✓   , hence
evaluating the MUSIC spectrum is equivalent to evaluating 2.39 on the unit
circle. The peaks in the cost function 2.33 are due to roots of the polynomial.
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It is possible to estimate the signal’s DoAs by finding the arguments of the
roots closest to the unit circle.
In fact it has been demonstrated that in addition to reduced compu-
tational complexity Root-MUSIC algorithm provides better resolution of
closely spaced sources under the same SNR and L conditions. These ad-
vantages are made at the expense of the algorithm’s generality.
2.6. ESPRIT algorithm
Another method providing significant reduction in computational complex-
ity is ESPRIT [39]. The improvement is achieved via elimination of full
manifold search and direction is found through sequential eigendecompo-
sition of a number of matrices. One-shot estimates are provided, but un-
fortunately once again the generality is traded for speed, and in case of
array having other geometry than uniform linear, twice as many sensors are
required than in the case of MUSIC.
In contrast to Root-MUSIC the array can have arbitrary shape, but the
sensors must come in doublets separated by distance   and the translation
has to be in one particular direction. In other words if the total number of
sensors is N , then array must be splittable into two sub-arrays of the same
geometry and size N2 .
If the geometries of the sub-arrays are identical, while reference points are
di↵erent, the information on signal environment (signal subspace) contained
in the data is the same for both arrays. This translational invariance in
space leading to rotational invariance of signal subspace is exploited by the
algorithm to estimate signal parameters without complete knowledge of the
array manifold or full manifold search.
Modelling of the signal received by the array is done in exactly the same
way as before. Assume the whole array is split into sub-arrays X and Y .
Then the signal from the sensors in sub-array X can be modelled using
2.23. The signal from Y is the same as that from X, but with phase shifts
of exp
⇣
j 2⇡  cos ✓i 
⌘
on each sensor due to translation in space. ✓i is the DoA
of source i measured anti-clockwise with respect to translation vector  .
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Then the total signal coming from the array can be modelled as
z(t) =
"
x(t)
y(t)
#
= S¯m(t) + nz(t), (2.40)
where S¯ =
⇥ S
S 
⇤
, with   being the matrix of phase shifts between doublet
sensors for M wavefronts
  = diag
✓
exp (j
2⇡  cos ✓i
 
), . . . , exp (j
2⇡  cos ✓M
 
)
◆
. (2.41)
Since   contains all of the DoAs the task is to estimate this diagonal matrix
without the knowledge of S.
To perform the estimation, assume for the moment that the environment
and sensors are noiseless. Then following eigendecomposition of Rxx ma-
trix, the signal subspace can be estimated by taking a set of eigenvectors
corresponding to the M largest eigenvalues, call this set ES .
ES spans the same subspace, of the N dimensional complex space, as
does S¯, then
ES = S¯T, (2.42)
where T is unique and non-singular (if M < N). Since the array is trans-
lation invariant ES can be decomposed into two matrices corresponding to
the X and Y sub-arrays as
ES =
"
EX
EY
#
=
"
ST
S T
#
. (2.43)
Define EXY , [EX , EY ], this matrix is column rank deficient since the
signal subspace (EX) extracted from sub-array X is the same as that (EY ),
extracted from Y , hence the columns of EX can be written as linear com-
binations of the columns of EY . Therefore there exists 2N ⇥ N matrix F
such that
0 = EXY F = EXFX + EY FY = STFX + ST FY . (2.44)
Finally defining  ,  FXF 1Y , substituting it into 2.44 and rearranging
T T 1 =  . (2.45)
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Since   is diagonal, then it is equal to the the eigenvalues of  , hence
through eigendecomposition of the directions of the sources can be found.
Under the noise-free assumption   can be estimated from 2.44, since
 EX = EY . (2.46)
For a real array working in a real environment 2.46 doesn’t hold. Then
the estimation procedure is slightly more involved, whereby F is found by
eigendecomposition of EHXYEXY and is equal to M smallest eigenvectors.
2.7. STAR manifold algorithm
One of the key drawbacks of all the previous algorithms is their inability
to estimate directions of more sources than there are antennas in the array.
This aspect is very important if the system is to track large number of
transmitters working simultaneously. To circumvent this problem a Spatio-
Temporal Array Receiver (STAR) has been developed in [40].
This method relies on signal transmitted, having particular structure.
More specifically the idea is to separate the transmission using pseudo noise
(PN) codes. These have a number of desirable properties, more specifi-
cally low, ideally zero, cross-correlation as well as low correlation between
the code and the shifted version of itself. On the other hand, the auto-
correlation must be high for zero shift. Such codes, called Gold sequences,
have been developed for CDMA systems and, in general, for the applications
requiring spread spectrum transmission, e.g. GPS [41].
In such a system the data symbols are spread with codes before trans-
mission. The rate of the code, also known as chip rate (1/Tc) is usually
significantly larger than the data rate (1/Tcs). The ratio of the two
Tcs
Tc
determines the process gain. This means that the bandwidth of the trans-
mission is a lot larger than what’s necessary to sustain a given bit rate, but
many users can be simultaneously tracked. The ultimate upper limit on the
number of transmitters is imposed by the process gain and tracking time
resolution required. In fact if the system is designed in such a way, that
only localisation of the sources is needed, it is possible to transmit codes
only without a data stream, thereby significantly reducing the complexity
of the transmitter circuitry.
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Finally, as mentioned earlier, if the bandwidth of the code is high enough,
then in addition to good multiplexing capabilities a spread spectrum system
is also resilient to multipath propagation. In fact, multiple directions of
arrival for the same signal can be exploited and judiciously combined to
improve the overall performance of the data transmission.
STAR can be combined with super-resolution subspace based techniques
to allow accurate direction finding of sources as well as multipath compo-
nents. STAR variant uses the same underlying mathematical signal model
as that described in section on planar wave propagation. Albeit modified
with information on PN codes to allow search along additional dimension,
that of time.
The overall derivation of the algorithm is quite involved and its details are
describe in [40], here the key aspects relevant and important to this project
are presented.
The signal from spread spectrum transmitter i can be modelled as
mi(t) =
+1X
n= 1
ai[n]cPN,i(t  nTcs), (2.47)
nTcs  t < (n+ 1)Tcs.
Here ai[n] is the data symbol with period Tcs, while the second term is one
period of the PN sequence defined as
cPN,i(t) =
Nc 1X
k=0
↵i[k]c(t  kTc), (2.48)
kTc  t < (k + 1)Tc.
↵i[k] is a sequence of chips with length Nc, represented by ±1’s, while c(t)
is the pulse shaping waveform having a period Tc, equal to the duration of
one chip.
Recall that array response vector for source i can be written as 2.23. In
a multipath environment the signal from single transmitter undergoes Ki
reflections which are then combined by the array. To accommodate this
the SPV can be appended with additional subscript j and for the moment
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ignoring the complex antenna response, written as
aij = a(✓ij , ij) = exp ( j[r1, r2, . . . , rN ]Tk(✓ij , ij)), (2.49)
without loss of generality subsequently  ij is assumed to be 0.
The total signal received by the array can be represented by
x(t) =
MX
i=1
Si diag( i) mi(t) + n(t). (2.50)
Si = [ai1, ai2, . . . , aiKi ] is a matrix of array responses to Ki multipath
signals from source i.  
i
= [ i1, i2, . . . , iKi ]
T – column vector repre-
senting complex channel response, while the complex antenna character-
istics represented by   in 2.23 can be lumped in this vector without loss
of generality. The narrowband assumption is no longer valid, mi(t) =
[mi(t  ⌧i1),mi(t  ⌧i2), . . . ,mi(t  ⌧iKi)]T and as before n(t) is the column
vector of noise terms.
The above modelling is valid for a time-domain signal, assume now that
the signal from each individual antenna is sampled by the receiver at a chip
rate of (1/Tc). Then a complex spread-spectrum sample can be formed by
using 2Nc samples from each antenna k (xk vector of size 2Nc ⇥ 1) and
stacking those one on top of another forming a 2NcN ⇥ 1 column vector.
x[n] = [xT1 , x
T
2 , . . . , x
T
N ]
T . (2.51)
Each one of these contains information about direct as well as multipath
components of the signal, hence each x[n] contains information about the
current, previous and next data symbols. Stacking side by side each of the
spread spectrum samples, forms a complete received signal matrix of size
2NcN ⇥ L⇤
X = [x[1], x[2], . . . , x[L⇤]], (2.52)
here L⇤ represents the total number of spread spectrum samples obtained
by the receiver. E.g. if the total number of snapshots obtained is L, then
L⇤ = b LNc c   1.
To model the contributions of the previous and next data symbols present
in the spread spectrum sample a modification to the array response vector
is required. Considering 2.49 a STAR SPV of size 2NcN ⇥ 1 can be defined
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as
hij , aij ⌦ (Jlijci), (2.53)
where ci is a column vector of ±1’s padded with zeroes to length 2NcN
representing PN code of user i. Jl is a matrix which, when multiplied by a
vector, shifts it by l elements downwards, while (JT )l shifts vector elements
by l upwards. Finally lij is a rounded up signal delay measured in chips,
i.e. d⌧ij/Tce.
To perform channel estimation and in particular direction finding a trans-
formation Zi is proposed for each spread spectrum sample corresponding to
a particular user i
Yi = ZiX, (2.54)
with Zi , IN ⌦ (diag(Fci) 1F), where F is a 2Nc ⇥ 2Nc matrix of Fourier
transforms
F = [ 0, 1, . . . , 2Nc 1], (2.55)
  = [ 0, 1, . . . , 2Nc 1]T ,
  = exp
✓
 j 2⇡
2Nc
◆
.
The transformation above directly a↵ects the SPV of the desired user in
such a way that
Zihij = aij ⌦  lij . (2.56)
Here the right hand side (RHS) of the equation represents a point on a
surface which is the transformed ‘STAR manifold surface of the desired
user’. The whole surface for a given transmitter i can be determined by
evaluating the RHS of 2.56 for all j from 1 to Ki and is denoted by
Si ⌦  li . (2.57)
It can be shown that, the desired user signal subspace extracted from
Yi has dimension of one. To restore the dimensionality to Ki a temporal
smoothing approach is proposed, similar to spatial smoothing described
in [42], where a smoothed covariance matrix is estimated for further use
with MUSIC algorithm.
This procedure involves going through the following steps:
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1. Choose variable d such that it is less than 2Nc.
2. Define q = 0.
3. Define p = 1.
4. Vary p from 1 to N and extract a set of N matrices Qp of size d⇥L⇤
from Yi starting from rows (1 + (p   1)2Nc + q). Note Yi has size
2NcN ⇥ L⇤.
5. Form matrix B =
24 Q1Q2...
QN
35 of size dN ⇥L⇤, then calculate and store its
covariance.
6. Increment q by 1 and repeat steps 3 to 5, stop when q is equal to
(2 ⇤Nc   d) + 1.
7. Calculate smoothed covariance matrix Rsmooth by summing the co-
variance matrices of B and dividing by (2 ⇤Nc   d+ 1).
Finally to estimate the signal (Es) and noise subspaces (En) Rsmooth must
be eigendecomposed in the same way as in standard MUSIC algorithm.
The STAR cost function for transmitter i is then defined as
Pstar,i(✓, l) =
(Si ⌦  li)H(Si ⌦  li)
(Si ⌦  li)HEnEHn (Si ⌦  li)
, (2.58)
with  
d
= [ 0, 1, . . . , d 1]T and produces a two dimensional spectrum
which varies with delay l as well as azimuth angle ✓.
2.8. Errors and calibration
It has been shown by a number of researchers that virtually all of the super-
resolution subspace techniques are sensitive to the array uncertainties in
gain, phase and sensor locations. The degree of sensitivity varies between
the algorithms. Most of the time, these errors lead to incorrect parameter
estimation, but at times may cause complete failure of the algorithm, e.g.
MUSIC’s failure with relatively small errors in sensor positions [29].
Any real system inevitably has inherent electrical errors in gains and
phases of the channels, due to hardware imperfections. Additionally, sensor
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positions can be measured only with finite precision, which depends on the
techniques and apparatus used. The implication is that any real array needs
to be adequately calibrated to eliminate errors before the full capabilities of
the subspace based algorithms can be achieved.
A number of di↵erent techniques have been suggested [43] [44] [45] [46],
with the most notable one being the global calibration approach described
in [47]. The technique utilises a number of pilot sources whose electrical
and positional characteristics are known with high precision.
Denote gain, phase and sensor position errors, as  ˜,  ˜, r˜ respectively.
These can then be described mathematically as
 ˜ = [ ˜1,  ˜2, . . . ,  ˜N ]
T , (2.59)
 ˜ = [ ˜1,  ˜2, . . . ,  ˜N ]
T , (2.60)
r˜ = [r˜1, r˜2, . . . , r˜N ]
T . (2.61)
If there is one pilot source of unity power operating in the vicinity of the
array, then its error-free SPV can be described with 2.23. It can be shown
that due to errors the true SPV is described by
aˆpilot = apilot + apilot  
✓
  +  ˜
 
   ˜   a˜pilot   1N
◆
, (2.62)
with a˜pilot = exp ( jr˜Tkpilot), and  ˜ = exp (j ˜).
The covariance matrix of the received signal including the errors in SPV
is modelled as
Rˆxx = aˆpilotaˆHpilot + Rnn (2.63)
= (IN +  ˜)apilot · aHpilot(IN +  ˜)H +  2IN, (2.64)
where  ˜ = diag
⇣
 + ˜
     ˜   a˜pilot   1N
⌘
, i.e. a diagonal matrix of errors.
To estimate these errors a pre- and post-processing matrix P for Rˆxx is
defined
P = diag(   a), (2.65)
with  and a being the nominal values for phase and isotropic SPV re-
spectively. Define also   as nominal gain of the sensors of the array. Then
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applying the processing to the covariance matrix leads to
PHRˆxxP = diag(U) · diag(U)H +  2IN, (2.66)
where U = (IN +  ˜) · diag( ) = diag(  +  ˜) · diag( ˜) · diag(a˜). Then if
the first sensor as before is taken as reference, then its gain is known or the
whole array is normalised with respect to it, hence U = diag [  1u ] with u
corresponding to the rest of the N   1 elements of U. Finally 2.66 can be
expressed as
PHRˆxxP =
"
 21 +  
2  1 + uH
 1 · u u · uH +  2
#
. (2.67)
It is clear that if there are no errors in sensor positions of the array, then
the arguments of the elements of the first column of the matrix in 2.67 would
correspond to electrical phase errors, while the magnitude of those elements
corresponds to electrical gain errors.
Based on the above discussion only one pilot source is required to remove
electrical errors. These are direction independent, and this aspect can be
used to estimate the sensor location errors, which produce direction depen-
dent phase errors. To do this a total of 3 pilot sources is required leading
to three U matrices and the exact procedure is outlined in [47]. It was not
presented here, since sensor location calibration is relevant if pilot source
locations are known with better accuracy than those of the sensors in the
array. This is not the case in our project, because the locations of all the
elements in a given setup are measured using the same technique involving
use of theodolite.
2.9. Summary
A number of localisation methodologies were discussed, more specifically,
received signal strength indication, time of arrival, time di↵erence of ar-
rival and direction of arrival. It was shown that RSSI is very sensitive to
the accuracy of the path loss models used to predict signal attenuation as
it travels from the transmitter to the receiver, hence is not very accurate.
Similarly ToA has a major drawback requiring clock synchronisation be-
tween tags and receivers, which is not realistic for low SWAP transmitters.
Based on this it was demonstrated that TDoA and DoA approaches are
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most suitable. Direction finding was chosen for the system in question due
to its reliance on signal’s second order static, hence high theoretical accu-
racy even with low power transmitters. Then, the mathematical models
that form the bases of the signal subspace-based techniques were presented,
namely spherical and planar wave propagation models. Finally, a range of
direction finding/localisation techniques, used later in the thesis to evaluate
the performance of the developed SDR testbed was discussed.
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3. Software-Defined Radio Testbed
Development
Software-defined radios (SDR) are communication systems where standard
functions, normally implemented in hardware, can be realised in software.
This provides tremendous flexibility to the designers, allowing them to read-
ily modify the system and rapidly adapt it to specific application require-
ments. Although the SDR concept is certainly not new, there has been an
explosion of interest in this area over the last decade, fuelled by the ad-
vances in digital electronics, hence ever cheaper processing power. As of
right now, these systems are widely used in academia, industry as well as
by the military.
Our project is in part concerned with building a SDR based testbed for
testing of localisation algorithms. In most of the applications to date, soft-
ware radio components have been used as stand-alone devices for point-
to-point communication. They are usually not designed to operate in an
array configuration, hence the main challenge that had to be tackled was
to put together a system using standard o↵-the-shelf inexpensive devices
and make them work in unison, providing full MIMO capabilities. This has
indeed been achieved and it has been shown that readily available SDRs are
certainly capable of fulfilling the tasks usually accomplished with custom-
made expensive hardware.
3.1. Concept overview
Traditionally, functions such as filtering, amplification, modulation and de-
modulation, are implemented in specialised hardware, therefore a given com-
munication system is tied to specific application. Say a GSM base station
can provide GSM service only, requiring installation of new equipment if the
network were to migrate to LTE. This leads to high cost and little flexibil-
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ity. In SDR these functions are handled in software and the whole system
comprises two major blocks. A digital signal processing station, having gen-
eral hardware – a standard PC or an FPGA – and a radio frequency (RF)
front-end.
The front-end must acquire the over-the-air signal, hence needs to have
one or more antennas. Then it must translate this signal into digital repre-
sentation through analog to digital conversion (ADC). On transmission the
operations are reversed and the signal goes through DAC and then to the
antenna. A perfect SDR front-end would therefore contain just two blocks.
This is obviously unrealistic and the main culprit is the speed of ADC/DAC.
For example if the signal to be received uses, say 2.4GHz carrier, it is
unrealistic to employ ADC/DAC to directly digitise it, hence using mixers is
necessary. To improve the noise figure and ensure that the full range of the
converters is utilised, amplifiers are also required. Additionally, resonant
filters help reject unwanted interferers and out-of-band noise. Based on the
above a typical generalised block diagram for one SDR channel is shown on
Figure 3.1.
ADC
DAC
PC/
FPGA
Figure 3.1.: Block diagram of a typical SDR system.
Although the signals coming from the antenna cannot be digitised directly
and have to go through several stages of preprocessing, such a system still
carries great degree of flexibility. After the data is fed into computer the
user can perform digital modulation/demodulation, detection, further filter-
ing, mixing, amplification and a variety of other functions. Such a system
can work virtually in any frequency band utilising any modulation scheme,
provided appropriate front-end consisting of amplifiers, down/upconverters
and filters is used. Swapping these front-ends or even switching between
them programmatically is a lot cheaper than having to change the whole
transceiver and processing chain from one application to the next.
57
3.2. SDR hardware
Due to expanding reach of SDR technology, there’s ever greater number
of systems available on the market – around 50 as of this writing. Price
plays important role when choosing the software-define radio, since one
of the major points of attraction apart from flexibility lies with the cost
saving. The most expensive options stand at around $5,000 [48] [49], while
the cheapest ones are more than two orders of magnitude less. Such a wide
price range reflects di↵erences in the available bandwidth, carrier frequency,
interface to the host computer, real estate on the FPGA and a variety of
other features, like MIMO capabilities.
The majority of these devices operate at relatively low carrier frequencies
of 10s or 100s of MHz, since most of them target hobbyists [50] [51] [52].
Ham radio operation is one of the areas where the SDR movement has
started. Radio amateurs are using simple front-ends to listen in the ra-
dio transmissions at low frequencies, by connecting SDRs directly to PC
sound card ADCs. The implication is that most of the inexpensive options
don’t even have dedicated converters, while the speed of these dictates how
much bandwidth a given radio can provide. Tuning of such devices is usu-
ally performed through a microcontroller which changes the settings on the
programmable oscillator. The bands these radios target are usually those
of shortwave transmission and are particularly suited for DRM and AM
broadcasts [53]. Although the simplest devices are all very similar, their
cost varies from $20 up to $400 and depends on the quality of the software,
whether the radio is assembled at the factory or by the buyer and a variety
of other things.
Some of the relatively cheap versions like FUNcube [54] are targeted not at
hobbyist, but educations institutions – schools in particular. The FUNcube
dongle originated as part of the AMSAT-UK FUNcube satellite project,
which aims at primary and secondary school pupils being able to receive
a 145MHz telemetry beacon from a satellite in space. The satellite itself
is yet to be launched (target launch date is in Q3 2013), but the dongle is
being developed separately and the second iteration although simple can do
quite a bit more than receive a beacon signal. It covers two frequency bands
150KHz to 240MHz and 420MHz to 1.9GHz, providing sampling rate of
192KHz, with noise figure of well below 10 dB.
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In the price range of $1,000 most of the radios are usually targeted at
spectrum analysis applications and therefore have receive capabilities only.
Additionally they can frequently be connected directly to a sound card or
have one integrated. Some of the devices do provide access to the raw sam-
ples but the bandwidth is often limited by the throughput of the interface
connecting the radios and the computers. The well known Nyquist theorem
states that the signal can be fully reconstructed from it’s sampled repre-
sentation if the sampling frequency is at least twice the highest frequency
component in that signal. Based on this a typical 100MS/s converter can
digitise spectrum 50MHz wide. The amount of data produced by such ADC
depends on its precision. At 16 bits per sample the throughput required be-
tween SDR system and the processing node is 1.6Gb/s. Such throughput is
very high and beyond the capabilities of most standard interfaces currently
installed on the computers, like Gigabit Ethernet or USB 2.0. This forces
hardware designers to implement one of the following options: 1) Process-
ing takes place on the FPGA/CPU locally [55], 2) The data bandwidth
is reduced through decimation [56] or 3) An interface with high through-
put rates, like PCI-e is used [48]. Option 3) although attractive means
that the radio has to be slotted into the motherboard of the standard PC,
significantly reducing its flexibility and mobility. Option 1) is completely
adequate if the SDR radios are to operate in point-to-point single device
configuration. Unfortunately it’s not suitable if the array capabilities are
required, because data from all the channels must be aggregated at a par-
ticular location and batch-processed to extract space diversity information.
This leaves option 2) as the most viable for a MIMO-capable SDR.
Finally the most expensive solutions boast multiple receive channels [57].
Some are e↵ectively stand-alone computers with both FPGAs and CPUs
integrated inside the box [55], so that signal processing is performed as
close to the source as possible, while still using general purpose hardware
components.
Apart from price and sophistication of the hardware, SDRs vary dra-
matically in terms of development software provided. Some have closed
proprietary APIs which must either be bought separately or come with the
hardware [55]. Others rely on open-source tools, like GNURadio, for pro-
gramming the devices as well as processing the samples [56] [58].
Most of the available systems are intended for stand-alone point-to-point
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communication, hence they don’t have MIMO capabilities. On the other
hand the more expensive radios marketed primarily towards academia do
have additional inputs allowing internal clocks [59] as well as samples to
be synchronised between the channels [56]. It is important to note that
virtually none of these devices provide explicit phase alignment capabilities
required for true MIMO operation.
Even the high-end SDR receivers come nowhere near in terms of cost, to
the hardware tailor-made for specific applications. A MIMO capable system
similar to the SDR concept produced by National instruments can cost in
excess of £50,000. High-speed multichannel ADCs, are routinely priced at
more than £10,000, hence the savings from moving to software radios are
very much obvious.
For the purposes of our project the SDR of choice is USRP2 radio sup-
plemented by RFX2400 front-end produced by Ettus Research [60]. The
hardware has mid-range cost of $1,500, providing an optimal trade-o↵ in
terms of cost and performance. Development software as well as all the
schematics are open-source which has both good and bad aspects to it. The
obvious positive is that the designer is free to perform any modifications
required – imagination is the limit, but the negative is that virtually no
o cial documentation is provided. All the knowledge base for USRP2s just
like for other open-source devices is concentrated mainly in internet forums.
The boards provide real-time access to 25MHz bandwidth through Gigabit
Ethernet interface which is the most optimal solution in terms of speed and
ubiquity. The samples are fully routable through switches, hence multiple
devices can be operated form a single computer. Although not specifically
designed for MIMO the hardware can be synchronised and made MIMO-
capable as demonstrated later.
3.3. SDR based projects
Since SDR systems have experienced significant proliferation over the last
decade, there has been a number of successful projects utilising this hard-
ware. A few of those, run by commercial enterprises and research groups
have experienced significant attention, clearly demonstrating enormous pos-
sibilities of software radios.
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OpenBTS
One of those projects is called OpenBTS [61]. It is an application provid-
ing 2G phone connectivity using software-defined radio concepts. Standard
GSM air interface is combined with VoIP methodology, allowing rapid de-
ployment of a cellular network at a fraction of a cost of the standard tech-
nology. There are two versions of this application, one is a public release,
while the other is targeted at commercial use.
A number of community networks have been installed and successfully
operated using OpenBTS throughout the world. As an example, there are
projects in Papua run by UC Berkley and Zambia by UC Santa Barbara’s
Moment Lab.
Global Navigation Satellite System (GNSS)
Another successful project uses software radios for global positioning [62].
Researchers have been able to successfully locate and track the receiver’s
location using an SDR front-end (SiGe GN3S Sampler) with active antenna.
The computer used was a Dell XPS M1530 laptop with Intel Core 2 Duo
T9300 CPU with 4GB of RAM. The system was shown to be capable of
processing concurrent data streams from up to 7 satellites.
A similar project used slightly modified USRP2 front-end as a GNSS
receiver, for the purposes of ionosphere scintillation studies [63]. Here, two
boards with RFX1200 and RFX1800 front-ends were fed signals from a
20 dB amplifier and wide band GPS antenna. The system was shown to be
capable of intercepting and subsequently processing GPS L1, L2C, and L5
as well as GLONASS L1 and L2 signals. The performance was compared
with three pieces of high-end hardware: 1) Instrumentation quality custom-
made GPS receiver called TRIGR, 2) NovAtel propak GPS receiver and
3) Septentrino PolaRxS GLONASS receiver. SDR-based system generated
carrier to noise performance of 1   3 dB below that of TRIGR, 1   2 dB
below NovAtel’s receiver and approximately equal to that of the Septentrino.
Based on these results it was concluded that USRP2 device can be used for
ionosphere scintillation studies with favourable performance when compared
to custom high-end hardware. The only modification required to the o↵-the-
shelf components was additional amplifier at the input of the USRP2 boards.
In fact currently a single USRP2 device, rather two, can be used to achieve
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the results described above, since Ettus Research has recently produced
wide band front end – SBX daughterboard – covering the 400  4400MHz
frequency range [64].
Software defined passive radar
Some of the SDRs have both transmit and receiver capabilities [56]. This
allows the same hardware front-end to be used in the radar setup. The con-
cept has been proven by a group of researchers who have used USRP2 boards
operating in the receive mode only and using a transmitter of opportunity
broadcasting DVB-T signals. They have successfully been able to detect
reflections of the signal from the ships leaving the harbour. The results
clearly showed both the location and the dimensions of the target [65].
These projects demonstrate the range of flexibility provided by software
radios allowing the same hardware to be used for some very di↵erent appli-
cations. These have di↵erent carrier frequencies, modulation schemes and
bandwidths, but no specialised hardware is used for processing the signals.
The same set of software radios can be utilised to obtain digital represen-
tation of the over-the-air data which is then crunched using conventional
processors or FPGAs.
3.4. USRP2 radios
3.4.1. Hardware overview
As mentioned already USRP2 boards are the hardware of choice for this
project. They can be used as both transmitters and receivers, allowing
flexibility and experimentation with array auto-calibration techniques as
well as radar. Di↵erent channels can be fully synchronised with one another
using reference clocks and PPS signals, which are conveniently provided by
GPS disciplined clocks. Finally they interface to the host computer with
Gigabit Ethernet interface which is the faster of the two standards found
on a conventional PC, the other one being USB 2.0 with throughput of less
than 0.5Gb/s.
Each USRP2 board has two major parts to it: a motherboard with a
FPGA and a swappable daughterboard acting as a RF front-end. The block
diagram for major components of the USRP2 radio is shown on Figure 3.2.
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Daughterboard receive path
Since our project is targeted at operation in the 2.4GHz ISM band, RFX2400
board has been used. This front-end allows USRP2s to operate at carrier
frequencies of 2.4–2.45GHz. In fact the local oscillator can be tuned to work
in a significantly wider range: 2.3–2.5GHz, but there’s a SAW filter at the
forefront of the board that narrows the available range down to that stated
above. If required this filter can be bypassed.
Each front end has two chains. One is receive only (RX2) while the other
is capable of both transmitting as well as receiving (TX/RX). TX/RX is the
one most commonly used. Its receive path is the same as of RX2 with only
two additional components: an RF Switch (switching between transmit and
receive) and a SAW filter; the rest of the chain is essentially identical. First
there’s a low-noise amplifier providing fixed gain of 12.5 dB. This amplifier
ensures that the noise figure of the front-end is kept within specified range
of 5-10 dB. Afterwards there’s a variable gain amplifier, programmable by
the user from the host computer, having gain range of 0–70 dB. After the
signal is filtered and amplified to an adequate level, it is down-converted to
baseband using a quadrature mixer. If front-end can’t tune exactly to the
carrier frequency, a non-zero IF is used and the signal goes through further
downconversion stages on an FPGA.
Generation of the carrier signal is performed using phase-locked loop.
This utilises reference signal provided by the motherboard, i.e. 100MHz
clock which drives all of the motherboard components including FPGA.
This clock is first divided inside the LO generation hardware by a factor P
to get a reference compare frequency. The factor is programmable through
an FPGA by changing its firmware, but is not available as a setting to the
user of the host computer. The default value of P is 16, producing 6.25MHz
reference. The resulting reference signal can have any of the 16 possible
phases with respect to the clock, hence a phase ambiguity is created. Finally
the carrier is generated by multiplying reference by a certain integer factor,
e.g. 392⇥ 6.25MHz = 2.45GHz. In this operation 16 is not a factor of 392,
but 8 is, hence the final carrier phase has ambiguity of 2. As a crude rule
of thumb divisions of signals create phase ambiguities while multiplications
remove those. Similarly 2.4GHz carrier doesn’t have phase ambiguity since
6.25MHz signal needs to be multiplied by 384, and 16 is a factor of it.
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Finally before the signal is fed to the motherboard it’s split into two
branches and multiplied by two carrier signals 90  out of phase. This pro-
duces I & Q quadrature signals which are then fed into the motherboard
for further processing.
Daughterboard transmit path
The sequence of operations performed on the signal while in transmit mode
is the reverse of that on receive, but with only one subtle di↵erence. There
are no variable gain amplifiers allowing the user to programmatically set the
output power of the boards. If the digital signal transmitted uses full range
of the DAC, then the power output of the front-end is around 17 dBm.
In fact it can be slightly higher by a few dBs, due to di↵erences in the
performance of the RF components between hardware batches. There’s
also certain amount of random ripple in the band-pass SAW filter response.
The only way for the designer to modify the power transmitted is to
attenuate the digital amplitude of the waveform. This is unfortunately not
optimal, because decreasing the power of the digital amplitude leads to
decrease in signal to quantisation noise ratio. Ultimately it becomes very
problematic to test the boards at low transmit powers. Consequently RF
signal attenuators are required.
Motherboard
The signals arrive to the motherboard through two channels – I & Q –
and are first digitised with two high-speed 14-bit precision ADCs working
at 100MS/s. Then, if required, the signal is down-converted from IF to
baseband, subsequently being decimated in order to bring down the data
rates to the level adequate for the Gigabit Ethernet. Though samples have
14-bit precision they are represented with 16-bit value when sent to the
host computer in order to match the interface on transmit which has 16-bit
real precision. Decimation is required because I & Q channels each with
16-bit samples at a rate of 100MS/s would produce data streams requiring
throughput of 3.2Gb/s. Since usually around 15% of any interface is oc-
cupied with protocol overheads the real throughput of Gigabit Ethernet is
close to 800Mb/s, hence the default decimation factor is 4. This can also
be programmatically changed through modifications of FPGA firmware, but
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not using the interface on the host computer.
All signal conditioning operations are performed on an FPGA. In par-
ticular, quadrature IF signal generation is performed using the Cordic al-
gorithm, while decimation is done with cascaded integrator-comb (CIC)
filters, which are high performance filters utilising only adders and delays.
For noise rejection and spectral shaping there are also half band filters in
series with CICs.
On transmit the operations on the motherboard are reversed, whereby
first the digital waveform is interpolated and upconverted using DUC on
the FPGA. Subsequently it’s converted into analog domain through high-
speed 16-bit precision 400MS/s DACs.
3.4.2. Synchronisation
Localisation algorithms, to be tested on the array system, are very sensitive
to mismatches in frequency, gain and phase between the channels, hence
precise synchronisation is required. Usually this poses significant challenges
to the hardware designers developing phased array systems. Ultimately, the
best performance is achieved when di↵erent channels are integrated inside
a single device, providing best matching between the transmit and receive
chains, hence best performance. This approach breaks the whole idea of
array system flexibility associated with SDR.
Frequency, phase and timestamps
A testbed out of standalone SDR based channels has been developed to
keep the flexibility aspect intact, but that posed a challenge of correctly
synchronising the boards. USRP2s have inputs for external clock reference
signals for frequency synchronisation, as well as PPS inputs to ensure that
samples obtained from the boards are aligned in time.
Both of the above signals are provided by GPS disciplined clocks, but if
there’s a large number of boards to be synchronised, then an amplifier is
required as well as a proper splitter. For the purposes of testing the system,
no GPS clocks were used and rather bench top signal generators, capable
of providing enough power to drive 8 boards simultaneously. Clearly the
splitters were still required.
Since PPS signal is very low frequency – 1Hz, the splitting of the power
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equally between 8 channels can be achieved with just wires connecting com-
mon input and each one of the eight outputs. The design of the 10MHz
reference clock splitter is more involved, therefore an LC network matching
50⌦ input to eight 50⌦ outputs was implemented.
Each of the eight outputs of the splitter, when connected to a load appears
in parallel with the rest. This reduces overall impedance seen at the common
input node, e.g. with 8 channels of 50⌦ the total impedance is only 6.25⌦.
The power delivery in this case is not optimal.
One of the ways to solve the mismatch is to up-convert the impedance on
each one of the outputs by a given factor. The simplest way to achieve this
is with a so called L-match network shown on Figure 3.3.
Figure 3.3.: L-match – upward impedance transformer to split the power
between 8 channels.
Here 50⌦ RL is transformed to it is equivalent RP which appears in
parallel with Cmatch. The corresponding transformation ratio is Rp =
Rs(Q2+1). Since Lmatch is in series with the resistor the Q factor is defined
as !0Lmatch/RL, assuming that the quality factor of the inductor itself is
relatively high. Finally !0 is the resonant frequency of the LC network
defined as 1/
p
LC.
For an 8-way splitter the up-conversion transformation ratio must be 8,
hence Q =
p
8  1 = 2.65. The frequency at which the match is required is
10MHz, hence
Lmatch =
QRL
!0
=
2.65 ⇤ 50
2⇡107
= 2.1µH.
Finally the corresponding value for Cmatch is 1/(!20L) = 120 pF. This
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value of capacitance is small and in fact is comparable with the parasitic
capacitance between the common node and the metal box within which the
splitter is implemented. The final design of the splitter consists of 2.1 µH
inductors running from the common input terminal and each one of the
outputs as per Figure 3.4.
Figure 3.4.: Photo of the insides of the 10MHz splitter for reference clock
signal.
After the reference clock and PPS signals are fed to the boards from the
splitters, the internal clocks as well as local oscillators on all of those are
aligned and don’t drift with respect to one another in phase. Since the clocks
are aligned the sampling instances of the converters are in sync as well. The
timestamps of the samples get synchronised by resetting the timers on all
the boards simultaneously before fetching of the data occurs.
The above synchronisation technique is easy to implement and works well,
but still does not make the array fully MIMO capable. That is because
although the LOs don’t drift with respect to each other, their phases are
not aligned due to an ambiguity e↵ect described earlier. Mathematically
and diagrammatically this phase ambiguity problem can be illustrated as
shown on Figure 3.5.
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Array of  antennas
Figure 3.5.: Gain, frequency and phase erros inherent in a SDR array sys-
tem.
  = [ 1  2 ...  N ]
T , (3.1)
F˜ c = [F˜c1 F˜c2 ... F˜cN ]
T , (3.2)
 ˜
c
= [ ˜c1  ˜c2 ...  ˜cN ]
T . (3.3)
Here   is a N ⇥ 1 vector of gains for each one of the array elements. In
fact each one of the gains can be direction dependent if the antennas are
not isotropic. F˜ c is the vector of carrier tuning errors, which are caused
by di↵erent clock drifts between the transmitter and the receiver. If all the
boards are synchronised to an external clock, then this vector will contain
N identical values. Finally  ˜
c
is the vector of phase ambiguities, due to
PLL tuning.
Each one of the channels has a fixed o↵set chosen randomly from P pos-
sible. This o↵set, if not dealt with, would cause algorithms which use the
phase di↵erences between the antenna elements (MUSIC, ESPRIT, Root-
MUSIC, etc.) to fail completely.
The parameters of the ambiguity (see Figure 3.6) change every time a
retune command is sent to the boards from a host computer which happens
every time a new fetch of data is taken. It is theoretically possible to prevent
the boards from de-tuning between the fetches, but that involves changing
the firmware. This also would lead to higher power consumption and heat
since most of the daughterboard circuitry will be permanently active.
Because the ambiguity changes between fetches it needs to be constantly
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Figure 3.6.: Phase ambiguity between 4 channels of SDR array with antenna
1 as reference. Signal is fed directly to the boards, hence ideally
0  is expected on all channels.
compensated for with some technique. There’s no procedure designed into
the architecture of the boards to deal with this problem, but a solution was
devised that was proven to work.
The boards have two receive channels TX/RX and RX2 and they are
coupled together through an RF switch. Usually the TX/RX port is used
as a primary one on reception since it has SAW filter at the front to reject
the out-of-band noise. The switch between the two ports is not ideal and
it was found that by utilising the parasitic characteristics of the switch it is
possible to measure and compensate the phase ambiguity.
To do that, a low power sinusoidal signal was applied to the RX2 port, at a
frequency outside the range used for data transmission while receiving data
through TX/RX. Part of this signal couples to the main receive chain and is
summed with the data. After the samples arrive at the host computer, it is
possible to apply filtering and separate the two signals. The synchronisation
tone’s phase is then measured and the compensation phase recorded. This
correction is then applied to the data stream before localisation algorithm is
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Figure 3.7.: Phase ambiguity removed from 4 channels of SDR array with
antenna 1 as reference.
run. This technique was demonstrated to successfully work and the results
are shown on Figure 3.7.
Phase noise e↵ects
The fact that all of the channels in our system comprise separate SDR
boards, poses di culties not only with synchronisation, but a number of
other undesirable e↵ects. One of those is the phase noise of the local oscil-
lators. When the array is synchronised with the external source, all of the
LOs are e↵ectively derived from that one reference signal and therefore its
phase noise characteristics directly impact the cleanness of the carrier.
Most of the algorithms utilising second order signal statistics in the limit
of infinite number of snapshots are essentially insensitive to phase variations.
Unfortunately in real applications L is never infinite and is dictated by the
temporal resolution required from the system, i.e. how frequently the posi-
tion of the target needs to be updated. In a real-time tracking system this
requirement can be such that L is very small, and the phase change within
that time-frame is large, leading to bias errors in the location estimates.
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The phase noise performance of the USRP2 boards when driven with
reference clocks from two di↵erent signal generators was investigated. The
phase when driven by Agilent 33522A can be seen on Figure 3.6, while that
with the Agilent E4422B is illustrated on Figure 3.8.
Figure 3.8.: Phase variation on each SDR channel with boards driven using
Agilent E4422B.
The phase performance of the boards varies drastically depending on the
quality of the reference clock, hence this requires the designer to choose a
good quality one, preferably a GPS disciplined clock to minimise the phase
noise e↵ects ensuring precise phase even over short time-frames.
Receiver–transmitter carrier frequency mismatch
There’s another very important characteristic of the clock that needs to be
taken into account – drift. Any crystal oscillator is a physical device with a
number of parasitics, hence its oscillation frequency is never exactly correct.
The name of this parasitic comes from the fact that any two clocks of the
same specified frequency will ”drift” in phase with respect to each other.
There’s great variety of factors that e↵ect the drift. To list a few: temper-
ature, humidity, stress, load, etc. This characteristic is measured in parts
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per million, i.e. a crystal with frequency of 100MHz and a drift of 5 ppm
will experience frequency error of a few hundred hertz.
As was explained earlier the carriers are generated on the boards from
the clocks having certain parasitics associated with them. These clocks
are multiplied by a given factor to produce the carrier. When the clock is
multiplied by a factor the absolute value of frequency error is multiplied by
the same factor as well. This implies that if a good quality 10MHz clock
has a drift of 1 ppm and is used to generate a carrier of 2.45GHz, then the
absolute error of the carrier frequency will be some 2.45KHz.
Since the transmitter and the array clocks are not the same, they will
most certainly have di↵erent drift, hence slightly di↵erent carrier frequen-
cies. Measurement of this error and compensation is important, because on
reception the signal has to be brought down to baseband, so that only the
digital waveform persists, while the carrier sinusoid is removed completely.
If this is not done, the data gets corrupted and may be lost completely. This
in fact leads to almost the complete failure of the STAR algorithm utilis-
ing the spread-spectrum techniques and the codes structure to separate the
sources. The frequency uncertainty on a number of occasions was measured
and was found to be always in the range of 100s of Hz, while at times can
be as large as 10KHz.
This phenomenon is quite well known and is present in any real com-
munication system, where the transmitters are not synchronised with the
receivers. The most standard technique to overcome the carrier mismatch
problem is to use FFT as well as an adaptive algorithm that measures the
error and performs the tuning. For the FFT to work the transmission of
carrier-only signal is required. Indeed this is what is used in the mobile
communication protocols, where part of the pre-amble in the data packet
contains carrier-only signal. This allows the carrier o↵sets between the base
station and the mobile phones to be estimated and compensated.
For the purpose of testing the USRP2 boards the carrier uncertainty error
was characterised. It was shown that it can be removed with digital tuning
in software. The ultimate goal, is to build a triangulation system, where
the SDR testbed acts as a receiver and ultra-low power transmitters are
attached as tags to the subjects to be tracked. If such system is to be fully
autonomous, the error compensation scheme would need to be built into
signal transmission from the tags. The receiver would then constantly run
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a control loop estimating and correcting this error. All of this can be done
in software without any modifications to the hardware.
3.5. Requirements on the external hardware
Apart from the boards, there is a number of other components, which play
an important role in the performance of the array system. The three most
important are discussed below.
Cabling
USRP2 boards’ casing is made of metal to prevent leakage of signals to/from
inside of the boards. Unfortunately, this implies that antennas should not be
attached directly to the connectors on the boards. That is because metal
object next to the transmitting elements disturb their radiation pattern
and can cause unwanted phase shifts as well as negatively a↵ect the gain in
certain directions. Therefore the antennas have to be located at a reasonable
distance away from the boards and must be connected using cables.
Experimentally it was found that cabling plays very important role and
can dramatically a↵ect the performance of the system. Low quality wires
have poor shielding, hence there’s a lot of power being leaked, meaning
that the whole cable acts as a transmission element. This implies that
the location of the transmitter is not fixed at one particular location but
rather can be anywhere along the length of the wire, therefore making the
localisation quite problematic. On the other hand, if the USRP2 acts as a
receiver, the whole cable length acquires the signal from the air due to poor
shielding, which leads to mutual coupling between the antenna elements if
the cables are put close to one another.
Antennas
Most of the algorithms in their plain form assume that antennas in the
array are omnidirectional. Though of course most of these have means of
incorporating the antenna directionality into the signal model, but that adds
a level of complexity to the system. The pattern of a given radiator has to
be measured at quite a large number of points on the sphere around it. Since
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simple monopoles and dipoles do theoretically adhere to omnidirectionality
requirement they were the antennas of choice in this project.
One culprit is that di↵erent antennas have di↵erent means of connecting
to the terminals of the transceivers and this can have detrimental e↵ects on
the performance of the system. It was found for example that monopole
antennas from Maplin which are supplied with bases have a lot of parasitic
signal leakage. This leakage comes from cables connecting the base and the
transceiver as well as from the base itself.
Based on experimental evidence from working with di↵erent antennas,
preferably the antenna should be connected directly to the good quality
shielded cable to minimise parasitics.
Gigabit Ethernet switches and host computer processing
capabilities
As briefly mentioned earlier the ultimate bandwidth limitation is imposed on
the USRP2 boards by the interface that connects these to the computer. The
samples have to be decimated by at least a factor of 4 to bring the data rate
down to within the capabilities of the Gigabit Ethernet. Since the boards
are to be used in the array system, receiving the data simultaneously, their
data-streams must be sent in parallel to the host computer for processing.
There is a number of options that allow one to implement this.
One is to multiplex separate channels from each of the boards into one
ethernet connection through a switch. This implies that the sampling rate
of each individual array channel must be scaled down accordingly, e.g. with
four channels the maximum sampling rate supported is 25MS/s4 = 6.25MS/s.
The Gigabit Ethernet switch to be used must be of good quality in order
to ensure reliable data transmission, with no packet loss. Additionally,
the host computer must be capable of processing the samples coming at
the full rate of 100MB/s. Processing means either saving the to data files
in the simplest scenario, or extracting location estimates in the real-time
transmitter tracking situation.
Another possibility is to use a specialised network card on the host com-
puter with a number of separate channels (N) each supporting the full
1Gb/s rate, ensuring that boards work at their maximum sampling rate
of 25MS/s. This puts additional burden on the processing power of the
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computer since it has to process N channels each operating at 800Mb/s,
i.e. it must crunch up to N ⇥ 100MB of data per second. Evidently very
powerful workstations are required.
3.6. Full array system setup
The full array testbed diagram is shown on Figure 3.9. This testbed is fully
synchronised and can be used for testing the localisation algorithms.
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Figure 3.9.: Four element MIMO capable USRP2 radio array testbed.
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3.7. Summary
The key concepts of the software-defined radio transceivers were introduced.
The most important is that minimal signal conditioning is done with spe-
cialised hardware. A number of di↵erent devices have been surveyed, with
their characteristics as well as advantages and disadvantages. It was ar-
gued that Ettus Research USRP2 boards [56] are the optimal hardware
for SDR-based testbed localisation system, and are a viable alternative to
custom-made instruments. It was demonstrated how stand-alone boards,
designed for point-to-point communication, can be assembled into a fully
coherent MIMO capable system. This involved investigation of both trans-
mit and receive signal paths of the boards and nuances of carrier genera-
tion. Parasitic coupling of the RF switch has proven to be an advantage
which was exploited to successfully eliminate the phase ambiguity between
the channels. Other undesirable e↵ects of clock drift, cable coupling, data
throughput, etc. have been studied and proven not to be prohibitive to the
operation of the system. In the end it is impossible to eliminate all the
hardware parasitics from any system, no matter how sophisticated it might
be. The implication is that any algorithm that seeks to operate on a real-
world hardware must be designed with those parasitic phenomena in mind,
and be robust to their influence.
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4. Experimental evaluation of the
SDR testbed
To the best of our knowledge, the first reported SDR-based testbed compris-
ing stand-alone o↵-the-shelf components designed for point-to-point commu-
nication was developed and evaluated. In this project it is shown to be fully
MIMO capable. The extensive testing described in this chapter demon-
strates that such system can be used in a triangulation scenario to locate
ultra-low power narrowband tags, the analysis and design of which is fully
described in the following chapter. Additionally, the developed testbed
can be used as an evaluation platform for a variety of signal processing
algorithms. The requirements imposed by these applications, have been
discussed earlier. In this section it is shown that the USRP2 hardware is
capable of satisfying them.
To demonstrate that the system behaves in line with expectations and
identify potential problems, a number of direction finding experiments have
been carried out. Single as well as multiple transmitter scenarios were con-
sidered. A uniform linear array (ULA) geometry was used throughout, since
it is easy to setup, has well-known characteristics, and a number of di↵erent
algorithms are particularly well suited for it. The fully synchronised SDR
testbed was used to collect data both in the close-to-ideal environment of an
anechoic chamber as well as in a cluttered, high multipath propagation o ce
space. After collection, the data was processed o✏ine using a range of well
known algorithms (MUSIC, ESPRIT, Root-MUSIC and STAR), to estimate
signals’ directions of arrival and evaluate the performance of the hardware.
The experimentation and data analysis was performed on a single laptop
running open-source application development interface called GNURadio
companion. It includes all of the required components for rapid prototyp-
ing of RF systems with USRP2 SDRs and allows easy access to raw data
from/to the hardware.
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4.1. Anechoic chamber
The first set of experiments was carried out inside an anechoic chamber
located at Imperial College’s Institue of Biomedical Engineering. The room
is sized at H : 2.1m⇥W : 3.6m⇥ L : 4.3m – marginally adequate for our
purposes. The chamber is a Faraday cage with all the surfaces covered with
RF absorbing/dissipating foam, rated at approximately 50 dB of attenuation
in the 2.4GHz frequency band, and a 500MHz low pass cuto↵. The external
metal shielding prevents any extraneous signals leaking into the chamber,
while the material cladding the walls, minimises signal reflections, thereby
mitigating the e↵ects of multipath.
Ideally, to keep the noise floor down, a minimum of hardware should
be located within the chamber. For most experiments only antennas were
placed inside. These were positioned on wooden stands at an elevation
above the floor of approximately 1m. Antenna cables running from the
SDR boards were fed through a 2 cm hole in the wall of the chamber, while
all the rest of the equipment, including the testbed, was mounted on a server
rack outside. A photograph of a typical array setup inside the chamber is
shown on Figure 4.1.
Figure 4.1.: 8-antenna array inside the anechoic chamber, showing plexiglass
holder and the wooden stand.
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4.1.1. Narrowband transmission
The simplest direction finding scenario comprises antenna array and a num-
ber of narrowband sources. All of these were realised with USRP2 boards.
The transmitters output message signals consisting of single frequency tone
bursts. To achieve this a sinusoid consisting of complex samples was gen-
erated in GNURadio companion and fed to the boards. This produced
single sideband suppressed-carrier signal at the TX/RX output of the ra-
dios. A maximum of four transmitters have been setup and all have been
made to work with di↵erent tones, more specifically: TX1   100KHz,
TX2   200KHz, TX3   300KHz, TX4   400KHz. This translates to
transmission of carriers at the corresponding frequencies of 2.4301GHz,
2.4302GHz, 2.4303GHz and 2.4304GHz . The general shape of the lay-
out used is shown on Figure 4.2.
All the geometrical measurements were made with a theodolite model
TS02 from Leica. This device performs distance measurements with a pre-
cision of 2mm standard deviation even without a tape reflector, while angles
can be measured with accuracy of 700 of the arc.
USRP2 settings relevant for the narrowband experiments are summarised
in Table 4.1.
Sampling rate 2MS/s
Carrier frequency 2.43GHz
Direct connection frequency 20KHz
Direct connection power  25dBm
RX gain 40  48dB
Table 4.1.: USRP2 settings for anechoic chamber experiments.
Calibration
As has been mentioned before, super-resolution algorithms like MUSIC are
extremely sensitive to the array uncertainties. More specifically if the gains,
phases and locations of the sensors are not known precisely, the quality of
location estimates is significantly degraded.
To overcome this problem a variety of calibration techniques have been
suggested and one of the most notable is the global calibration approach
from [47] introduced earlier. This requires one pilot source to remove electri-
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Figure 4.2.: Generic illustration of the sensor and transmitter positions in-
side anechoic chamber.
cal gain and phase uncertainties, while a total of three is needed to estimate
the sensor location errors.
For sensor positions to be known more precisely after pilot calibration,
the locations of the pilots must be measured to a better accuracy than the
locations of the receivers in the array. In our experiments all the anten-
nas, for both transmitters and receivers are measured and calculated using
exactly the same technique with the aid of theodolite. This implies that
there’s no advantage in using full calibration approach in our experiments.
It must also be noted that even accuracy of down to 2mm standard devi-
ation means that only 68% of the measurements lie within 2mm of true
position. 99% are within 6mm, hence theoretically the maximum error in
81
the paths between the transmitter and two adjacent sensors is 12mm. At
2.4GHz carrier this translates to 36  error in phase, which is very signif-
icant. This culprit is the direct consequence of working at relatively high
frequencies and poses additional challenge to the localisation algorithms.
Any instrumentation equipment has certain accuracy associated with its
measurements and the total station is the most precise device available to
us. This implies that, realistically, ideal or even close-to-ideal performance
should not be expected from the system, unless very precise custom-made
antenna array is employed. The drawback of such an array would be to
greatly reduce flexibility of the whole setup, hence was not used.
Electrical gain and phase errors arise from the di↵erences in paths taken
by the signals as they travel from antennas to the point they are digitised.
To minimise these e↵ects, all cables were chosen to be of equal length and
the antennas were made as identical as possible.
The array geometry shown on Figure 4.2 was used for calibration. Only
one transmitter is required, but to introduce redundancy the data was col-
lected for all four sources. For each dataset only one transmitter was active
at a time and 5⇥ 106 samples were collected from a four element ULA.
The angles of signal arrival are TX9 : 111.5 , TX10 : 82.2 , TX11 : 62.3 ,
TX12 : 41.4 . Either one of these can be used in the algorithm. Phase and
gain uncertainty estimates produced are shown in Table 4.2.
There is quite a lot of variation in both gain and phase error estimates.
The average standard deviation of gain uncertainties is around 0.2, while
that of the phase is 15 . Ideally the errors should be the same for all the
sources without any variation. It will be shown later that the boards be-
have consistently between the retunes and more importantly even between
power cycles. The hardware external to the boards is far from ideal, there’s
certain amount of variation in antenna height, straightness and feed-point
location. Additionally there’s apparently a certain amount of mutual cou-
pling between the channels; all the cables go through a small whole in the
wall of the chamber and are densely packed together. Finally, although the
chamber is anechoic, the material it is cladded with is not ideal and it is
quite possible that 50 dB attenuation is not su cient to completely elimi-
nate multipath propagation, particularly considering the high transmission
power of 17 dBm.
For the rest of the narrowband experiments the array was calibrated using
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Source Receiver Gain Estimate Phase Estimate
Calibration source TX 9
RX 1 1.0000 0 
RX 2 1.0363 90.0159 
RX 3 1.2492 69.8345 
RX 4 0.8319 96.2398 
Calibration source TX 10
RX 1 1.0000 0 
RX 2 0.6686 77.9352 
RX 3 1.1112 65.4760 
RX 4 0.7703 68.5270 
Calibration source TX 11
RX 1 1.0000 0 
RX 2 1.1322 62.2538 
RX 3 1.4527 64.4194 
RX 4 1.0657 63.1460 
Calibration source TX 12
RX 1 1.0000 0 
RX 2 0.8305 68.4504 
RX 3 0.9022 40.2410 
RX 4 0.9463 43.7067 
Table 4.2.: Gain and phase uncertainties estimated, using di↵erent calibra-
tion sources.
phase data for TX10 source at 82.2 , since its estimates are closest to the
mean. No gain error data was used at all, because it was found to be
direction dependent, hence in most cases it degraded the performance of
the algorithms rather than improved. Despite this all the channels were
equalised in software and this proved to be quite beneficial to the sharpness
of the MUSIC peaks.
Single source direction finding
For single source direction estimation the total of four di↵erent transmitters
have been used. They were moved to a number of locations and activated
sequentially, making sure that only one transmitter was ON at a given
time. Subsequently 5⇥ 106 snapshots were collected from the array. 10, 000
of these were then analysed in Matlab using MUSIC, Root-MUSIC and
ESPRIT to find the directions of arrival. The phase calibration estimates
were applied to the signal model, prior to processing the data. All the
transmitters were placed more than 2.5m away from the array.
Selected plots illustrating MUSIC performance are shown on Figures 4.3,
4.4, 4.5 and 4.6. The sharpness and height of the peaks indicate how close
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the mathematical model matches the data obtained from the array, essen-
tially it is related to the confidence placed at a given estimate. Figure 4.5
shows the DoA with the sharpest peak of all experiments, while Figure 4.6
illustrates the worst result in terms of accuracy. For comparison a single
source MUSIC plot for an ideal case is shown on Figure 4.4; here the same
set of data is used for calibration as for DoA estimation. Finally, Figure
4.3 demonstrates the performance if the array is not calibrated at all. The
system does detect the source, but the location estimate is approximately
20  o↵.
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Figure 4.3.: MUSIC plot with no calibration applied. Location error is 20 
and the peak is relatively shallow. True DoA: 82.2 .
The single source direction finding results are summarised in Table A.2
(Appendix A). Every row of the table corresponds to a particular data set
which in this case comprises one transmitter. DoA estimation is performed
by each algorithm at quarter of a second intervals for a total of 10 times.
Variation of the direction estimates with time was found to be extremely
small (hundredth of a degree), hence Table A.2 contains time averages. The
corresponding plots can be found on Figures 4.11, 4.12 and 4.13. These
demonstrate the estimation accuracy provided by ESPRIT, Root-MUSIC
and MUSIC algorithms for single source scenario. Based on the plots all
the algorithm have comparable performance with only slight di↵erences for
certain source locations. The most accurate estimates are obtained when
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Figure 4.4.: MUSIC plot showing ideal performance. Calibration data from
a given source is used for locating that source. True DoA:
82.21 .
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Figure 4.5.: MUSIC plot for the calibrated array showing best performance
achieved in terms of accuracy and peak sharpness. True DoA:
73.21 . DoA error: 0.76 .
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Figure 4.6.: MUSIC plot for the calibrated array showing the worst perfor-
mance achieved in terms of accuracy and peak sharpness. True
DoA: 58.57 . DoA error: 4.72 .
the transmitter is placed in close proximity to the calibration source. The
size of the MUSIC peak varies to a certain extent, but the mean is relatively
high at close to 21 dB.
In general the best accuracy is provided by Root-MUSIC algorithm with
an RMS error of just 1.9 , closely followed by MUSIC with 2.14 . Although
the peaks of the cost function plots are not as high as in the ideal case, they
are still substantial. The array works quite well for single source direction
finding and locates the accurately transmitters.
Two source direction finding
In this part of experimentation the procedure and the settings on the SDR
hardware are exactly as before, with only one major di↵erence – two sources
are active simultaneously for a given data fetch.
Apart from dynamic range, and sharpness of the MUSIC peak, in the
two source case there’s another very important performance metric. It is
the resolution, which dictates how close the transmitters can be in azimuth,
while they can still be resolved by the algorithms. Theoretically this dis-
tance depends on the product of SNR⇥L. As either of the quantities tends
to infinity, the distance between the sources can be arbitrarily small.
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Two MUSIC plots are shown for the two source case on Figures 4.7 and
4.8. They illustrate best and worst performance in terms of peak sharpness
and accuracy. The rest of the results are summarised in Table A.2 (Ap-
pendix A) and plotted on Figures 4.14, 4.15, 4.16. Similar to single source
case, data is split into sets and this time each set comprises two simultane-
ously working transmitters placed at di↵erent locations. Once again time
averages of the estimates are provided over the total interval of 2.5 sec-
onds (10 estimates at quarter of a second interval). The missing entries for
MUSIC algorithm indicate data sets where no resolution was achieved.
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Figure 4.7.: Two source MUSIC plot, showing best performance in term of
accuracy and peak size. True DoAs: 85.66 , 32.82 .
Most importantly, in a number of cases peaks fail to be resolved when
the sources are closer than approximately 20 . As mentioned before, the-
oretically the number of snapshots can be increased to improve resolution.
L was brought up to 4 million, but this did not improve the result. This
implies that there’s some systematic error present in the estimates, which
cannot be averaged out.
As opposed to MUSIC, ESPRIT and Root-MUSIC resolve all combina-
tions of two source transmissions. It must be noted that they produce rela-
tively large error of around 10  at one of the instances where MUSIC fails.
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Figure 4.8.: Two source MUSIC plot, showing worst performance in term of
accuracy and peak size. True DoAs: 65.16 , 51.05 .
This means that they are also prone to the same type of errors, although to
a lesser extent.
RMS errors were calculated for all the algorithms, excluding locations
where MUSIC failed to resolve sources. Once again Root-MUSIC had the
best performance with an error of only 1.96 , followed by ESPRIT with
2.33  and finally MUSIC with 2.49 .
Three source direction finding
Most of the direction finding algorithms are capable of locating N   1
sources, where N is the number of antenna elements in the array. Hence
with a four element array, it is possible to estimate up to three sources.
This scenario is investigated in this section.
A number of di↵erent source combinations are set up in the same way as
before, making sure now that three transmitters are active at a given data
fetch. MUSIC plots for the best and worst cases are presented on Figures
4.9 and 4.10.
In the best case scenario the sizes of the MUSIC peaks are large (in
excess of 25 dB), implying good correspondence between the model and
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data. Additionally, the locations of the peaks match very well with the
actual source positions, having average error of 1 . On the other hand the
worst case scenario demonstrates the same problem as that encountered
with a 2-source transmission, i.e. failure of resolution and relatively shallow
peaks. The worst case plot contains only two peaks, even though there are
3 sources transmitting.
The full 3-source direction finding results are presented in Table A.3 (Ap-
pendix A) and plotted on Figures 4.17, 4.18, 4.19. Similar to one and two
source cases the data is split into sets. Each set comprises three simultane-
ously working transmitters placed at di↵erent locations. DoA estimates are
time averages over 2.5 seconds (10 estimates at quarter of a second inter-
val). Out of 10 data sets considered the MUSIC algorithm fails to resolve
the transmitters in 3. The ESPRIT and Root-MUSIC fail only once in case
of Geometry 1 TX10&11&12. In fact for the cases of MUSIC algorithm
failure, 2 out of 3 sources are estimated with reasonable accuracy, while the
third is either completely obscured (MUSIC) or is estimated with a very
large error (ESPRIT, Root-MUSIC).
Similar to the single and two source cases Root-MUSIC produces the
best result in terms of an RMS error, which is 3.16 , followed by the ES-
PRIT (3.26 ) and the MUSIC (3.63 ). For the purposes of fair comparison
RMS error was calculated only for those sets where all sources have been
successfully resolved by all three algorithms.
Based on these results, Root-MUSIC single-shot estimates work best with
the current hardware setup for single as well as multiple simultaneous trans-
mitters.
4.1.2. Investigation of errors
In the previous section it was demonstrated that single-source direction
finding works well both in terms of accuracy as well as peak amplitude.
Despite this the algorithms have certain di culty in dealing with multiple
source resolution and estimation. Theoretically the array was operating far
from the limits of resolution, hence the problem must be related to hardware.
This section investigates possible causes.
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Figure 4.9.: Three source MUSIC plot, showing best performance in term
of accuracy and peak size. True DoAs: 113.64 , 85.66 , 32.82 .
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Figure 4.10.: Three source MUSIC plot, showing worst performance in term
of accuracy and peak size. True DoAs: 119.08 , 73.21 , 58.57 .
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Figure 4.11.: Single source ESPRIT performance showing estimated DoAs,
overlaid with true DoAs and errors.
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Figure 4.12.: Single source Root-MUSIC performance showing estimated
DoAs, overlaid with true DoAs and errors.
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Figure 4.13.: Single source MUSIC performance showing estimated DoAs,
overlaid with true DoAs, errors and sizes of the peaks.
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Figure 4.14.: Two source ESPRIT performance showing estimated DoAs,
overlaid with true DoAs and errors.
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Figure 4.15.: Two source Root-MUSIC performance showing estimated
DoAs, overlaid with true DoAs and errors.
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Figure 4.16.: Two source MUSIC performance showing estimated DoAs,
overlaid with true DoAs, errors and sizes of the peaks. Missing
points correspond to unresolved sources.
93
030
60
90
120
150
1 2 3 4 5 6 7 8 9 10
-15
-10
-5
0
5
10
15
20
25
30
35
Di
re
ct
io
n 
of
 a
rri
va
l
Set serial number
Er
ro
r
ESPRIT
ESPRIT error
True DoA
Figure 4.17.: Three source ESPRIT performance showing estimated DoAs,
overlaid with true DoAs and errors.
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Figure 4.18.: Three source Root-MUSIC performance showing estimated
DoA, overlaid with true DoA and error.
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Figure 4.19.: Three source MUSIC performance showing estimated DoAs,
overlaid with true DoAs, errors and sizes of the peaks. Missing
points correspond to unresolved sources.
USRP2 hardware imperfections
To pinpoint the possible sources of errors a ULA of 8 sensors was setup
inside anechoic chamber. The USPR2 boards were synchronised as before
with a 10 MHz clock as well as with a 1 PPS external signal. The system is
operated at 2.4 GHz carrier frequency to remove phase ambiguity, thereby
eliminating the need for direct RF connection to the 8 receiver boards.
Base on the results in the previous section, calibration sources positioned
at di↵erent locations produce drastically di↵erent estimates for electrical
phase and gain (see Table 4.2). This implies the presence of direction de-
pendent errors. To investigate the e↵ects of these errors the experiment has
been carried out in the following way.
First the transmitter is positioned at a particular location with a fixed
direction of arrival of 113.1 . 5⇥ 106 samples are collected from 8 sensors
and stored. Since the system doesn’t have any phase ambiguity these can be
used directly to estimate the signal’s DoA. Errors due to slight discrepancies
in the receiver paths undermine the direction estimation which fails to pro-
duce accurate estimate with sharp peak in the same way as demonstrated
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on Figure 4.3. This necessitates calibration.
After obtaining the first set of data all the hardware was power cycled to
make sure all the settings are reset. None of the antennas were moved inside
the chamber. Following this, the second set of data is collected and stored.
These two sets are expected to contain identical information about signal’s
direction of arrival. This implies that if one set is used for calibration and
the second for estimation then, provided power cycling hasn’t introduced
any errors and the USRP2 hardware is stable, MUSIC should accurately
estimate DoA with sharp peaks. This is indeed the case and the relevant
plot is shown on Figure 4.20.
Although the estimate is very close to true DoA and the peak is sharp,
the performance is not perfect. The size of the peak is lower than ideal
by some 35 dB and there is a direction error of 0.2 . The only factor that
a↵ects the accuracy of the estimate is the electrical phase of the radios.
Observed deviation from the ideal is caused by slight mismatches between
the expected and actual phase on some array elements shown on Figure 4.21.
Some of the sensors exhibit almost 4.5  error after power cycling. This is
most likely caused by temperature variation of the radio components and is
expected to be present in any hardware.
The size of the MUSIC peak is a↵ected by electrical gain as well. It was
found that the gain of the sensors didn’t change very much after power
cycling and was within 0.25 dB of the original value. This was enough to
decrease the MUSIC amplitude from 66 dB to 50 dB, which implies that
even tiny ripple in the gain response of the amplifiers at the RF front-end
has very significant impact on performance of the MUSIC algorithm.
Despite the above imperfection the USRP2 hardware works quite well
and the lack of resolution in the two and three source cases, as well as
inaccurate and shallow peaks we’ve observed before are not explained by
these imperfections in radio components. The implication is that the errors
observed earlier are direction dependent. They are investigated by moving
the source to a di↵erent location with DoA of 92.32  and collecting 5⇥ 106
samples of data. At this point there are three sets of data, this allows
comparison of the e↵ects of using calibration data from the co-located pilot
as well as one with a di↵erent DoA.
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Figure 4.20.: MUSIC algorithm’s direction estimation after co-located pilot
calibration. True DoA: 113.1 .
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Figure 4.21.: Expected and actual phase on each of the 8 sensors in the
array after power cycling the boards. Error is shown as well.
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Direction dependent errors
The estimates of gain correction from the two calibration data sets described
above are shown in Table 4.3.
Gain estimates Phase estimates
RX Cal113  Cal92  Error(dB) Cal113  Cal92  Error( )
RX1 1.00 1.00 0 0  0  0 
RX2 0.93 0.99 0.5 6.52  10.52   4.0 
RX3 0.97 0.98 0.1  150.45   141.42   9.0 
RX4 0.82 1.38 4.5  59.98   82.39  22.4 
RX5 0.63 0.97 3.7  129.67   169.57  39.9 
RX6 0.82 0.93 1.1 129.09  103.97  25.1 
RX7 0.94 1.17 1.9  153.06   179.24  26.2 
RX8 0.60 0.66 0.8  108.28   92.45   15.8 
Table 4.3.: Gain and phase uncertainties estimated, using two di↵erent cal-
ibration sources.
Directional gain error
Evidently the discrepancy in gain correction estimates is quite di↵erent for
two pilots and is nowhere near to the observed earlier 0.25 dB. Some sensors
show directional gain variation of up to 4.5 dB which is very significant and
strongly a↵ects the amplitude of the MUSIC, though does not a↵ect the
accuracy. To demonstrate this refer to Figure 4.22. Here the cost function
is obtained after applying gain calibration from pilot at 92 , while phase
error estimate from a co-located pilot is used.
Now, if this plot is compared with Figure 4.20, the e↵ect of directional
gain errors is apparent. The peak drops by more than 15 dB, while the
accuracy as expected is not a↵ected.
Direction dependent phase error
In addition to direction dependent gain error, the estimates for phase vary
drastically between the pilots. To see how these further degrade the perfor-
mance of MUSIC, the phase and gain errors from a pilot at 92.32  are used,
while locating the source at 113.1 . The result is depicted on Figure 4.23.
The plot shows degradation in accuracy as well as peak sharpness. This
is caused by the mismatch in the expected and actual phase on each array
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Figure 4.22.: MUSIC algorithm’s performance after co-located pilot calibra-
tion for phase and with di↵erent pilot (92.32 ) used for gain
error estimation. True DoA: 113.1 .
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Figure 4.23.: MUSIC algorithm’s performance with gain and phase calibra-
tion data from pilot 92.32 . True DoA: 113.1 .
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sensor, illustrated on Figure 4.24. Some antennas have relatively low error,
while on others it can reach up to 40 , which means that the array manifold
doesn’t provide accurate model for the signal environment.
-150
-100
-50
0
50
100
150
200
250
1 2 3 4 5 6 7 8
-30
-20
-10
0
10
20
30
40
50
Ph
as
e 
(°)
Sensor number
Ph
as
e 
er
ro
r (
°)
Expected Phase Actual Phase Error
Figure 4.24.: Expected and actual phase on each of the 8 sensors when locat-
ing source 113.1 , following pilot calibration with transmitter
at 92.32 . Error is shown as well.
Since USRP2 hardware works as expected and well within the limits of
the real components, it can therefore be used for algorithm testing. It must
be noted that similar tests were performed, where the radios operated at
carrier frequencies resulting in phase ambiguities and requiring direct RF
connection. The results were very similar to those presented above, hence
are not included here.
There are three possible reasons for the observed directional errors. One
is the imperfection of the external to the boards hardware and in partic-
ular antenna directionality. The antennas used are monopoles constructed
in-house with relatively crude tools. They are all subtly di↵erent having
slightly varying bending and length, hence it is quite possible that the real
radiation patterns exhibit directional ripple. Additionally, the cables con-
necting these to the boards are not perfect and introduce channel coupling
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when brought in close proximity.
A further cause of errors is the imperfection of the anechoic chamber.
Although it provides 50 dB attenuation at 2.4GHz it doesn’t completely
eliminate multipath. The problem is aggravated but he small size of the
chamber which necessitates placement of receivers and the transmitters in
close proximity to the walls.
Finally, as discussed earlier, the position measuring equipment has its own
limitations in terms of accuracy which, however small, can lead to significant
errors in phase.
4.1.3. PN code transmission and STAR
Super-resolution direction finding algorithms like MUSIC and ESPRIT, in
their simplest form, su↵er from a number of major drawbacks. First, is
the inability to estimate more sources than antennas in the array. This
limitation is extremely important for a system aiming to track large number
of unsynchronised transmitters. It is not a viable option to use 50 sensor
channels in order to track 49 tags, both due to dimensional constraints of
the array as well as limited processing capacity of the host computers.
Another major shortcoming is the ultimate failure of these algorithms to
resolve closely-located sources. Even though, it is possible to mitigate to
a certain extent this e↵ect by increasing SNR or L, ultimately one of the
two quantities has to approach infinity to separate co-located transmitters.
It is usually undesirable and frequently not possible to arbitrarily increase
signal power or the number of observations. The reason being that SNR
is dictated by the power capabilities of the transmitter and in a low-power,
low foot-print system this resource is very limited. L on the other hand
is dictated by the temporal resolution required, hence if the system is to
experience low time lag and close to real-time operation, observation time,
hence the requirement on the number of snapshots must be kept as small
as possible.
To deal with the above limitations a solution employing spread spectrum
transmission has been introduced in [40]. The technique is known as Spatio-
Temporal Array Receiver (STAR). This approach allows the observation sys-
tem to handle more sources than antennas in the array, and also to estimate
the directions of co-located transmitters. This is achieved through spread-
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ing the data transmitted with pseudo random noise (PN) codes, as long as
the codes possess certain desirable cross– and auto–correlation properties.
By separating signals in code space the system is capable of simultaneously
estimating the time delays of the received signals as well as their directions
of arrival.
PN codes
The first property of a set of codes to be used in a spread spectrum system is
ideally zero cross-correlation. Additionally, zero auto-correlation is required
for any integer shift except for 0, where the auto-correlation is 1. Real codes
don’t possess all of these properties simultaneously. There exists a set, which
closely matches the above requirements. These are known as Gold codes
and are produced using two maximum (m) length sequences, which in turn
are each obtained from convolutional shift registers using as coe cients the
primitive polynomials of a given degree.
Consider a polynomial of degree m = 5: 1 + x2 + x5. It can be used to
construct a 31-bit (2m  1) m-sequence generator illustrated in Figure 4.25.
Here the outputs of the cells in the shift register corresponding to non-zero
coe cients of the polynomial are fed to a modulo-2 adder. Its output is
in turn used as input to the shift register, forming a feedback loop. The
individual bits of the m-sequence can be read at every clock cycle from the
output of the 5th cell in the register and the code loops every 31 bit.
Cell 1 Cell 2 Cell 3 Cell 4 Cell 5
Shift register
In Out
Modulo-2 adder
Figure 4.25.: m-sequence generator using 1 + x2 + x5 primitive polynomial.
In a similar fashion 1+x2+x3+x4+x5 polynomial can be used to construct
another sequence of the same length. By summing the first sequence with
shifted versions of the second in a modulo-2 adder, 2m + 1 Gold codes are
constructed.
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Experimental STAR results
To demonstrate the capabilities of the SDR array system running STAR
the same general geometry as depicted on Figure 4.2 is used. The only
di↵erence is that only 3 receive antennas are utilised for localisation of 4
sources transmitting simultaneously.
With PN code transmission the signal occupies bandwidth all the way up
to approximately twice the chip rate. This implies that in order to remove
the phase ambiguity from the system, direct connection signal must operate
at higher frequency than the maximum frequency component of the data
transmission. 500KHz sinusoid was chosen, cf. 20KHz in a narrowband
case. All of the relevant settings for the setup are summarised in Table 4.4
below.
RX Sampling rate 2MS/s
RX gain 43 dB
Carrier frequency 2.43GHz
Dir. conn. freq. 500KHz
Dir. conn. power  25 dBm
TX Samples/symbol 16
TX 9 code -11-1-1-1111111-11-1-1-1-1-1-1-1-111-11111-111
TX 10 code 1-1-1-1-11-11-1-11111-1-1-1111-1-1-11-1-111111
TX 11 code 11111-1-11-1-111-1-1-1-11-111-11-11-1-1-1111-1
TX 12 code 11111-1-111-11-1-11-1-1-1-11-11-1111-111-1-1-1
Table 4.4.: Transmitter and receiver settings for spread spectrum experi-
ments.
Out of 33 Gold codes generated, four balanced codes, which have dif-
ference between the number of 1’s and -1’s equal to one, were chosen for
transmission.
It was discussed earlier that due to clock drifts the tuning of the receiver
boards is not exact with respect to the carrier of the transmitter which leads
to residual sinusoid in the baseband signal. This e↵ect wasn’t important
when single tone was employed, but it plays crucial role in the case of BPSK
spread spectrum case. This carrier frequency uncertainty must be removed,
i.e. digital tuning is required, because otherwise the data is corrupted and
it is not possible to extract codes from it. This problem is very well known
in the area of communication system design and is usually dealt with by
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making sure that before payload is transmitted a carrier only signal is sent in
the pre-amble. The FFT of the received signal is then used to estimate the
di↵erence between the expected and received carrier frequency, subsequently
compensating for the mismatch.
Similar approach was taken, whereby the sources first transmitted nar-
rowband signals, while 5⇥ 106 of samples were collected. Then the trans-
mission together with reception were stopped and restarted, but this time
PN codes were used rather than sinusoids and another 5⇥ 106 snapshots
were stored. Subsequent carrier mismatch estimation was done o✏ine with
the aid of FFT and the corrections were then applied to the spread spectrum
data.
Results of the STAR are presented on Figures 4.26, 4.27 4.28 and 4.29.
The plots show sharp peaks corresponding to four sources in the vicinity
of the array. Each of the plots has one distinct peak corresponding to
the transmitter with a particular PN code, while all the rest of the peaks
are almost completely attenuated. With an RMS error of just 2.27 , the
accuracy of the location estimates is comparable with single source MUSIC
results discussed earlier, cf. single source MUSIC RMS error of 2.13 .
If the carrier frequency uncertainty is not compensated for, its e↵ects
manifest themselves in lack of process gain, leading to dramatic reduction
in the sharpness of the STAR peak. It happens because PN code ends
up AM modulating the residual sinusoid and hence gets flipped every time
the sinusoid crosses the x-axis. Constructive summation of the desired sig-
nal becomes impossible. This e↵ect is illustrated on Figure 4.30, showing
complete failure of the algorithm.
The STAR results su ce to illustrate that the system is capable of locat-
ing more sources that antennas in the array with relatively high accuracy.
Hardware was shown to work as expected. Nonetheless further develop-
ments on the programming side are required to automate the calibration
and frequency uncertainty estimation procedures.
4.1.4. Low-power direction estimation
The accuracy as well as resolving capabilities of super-resolution algorithms
are theoretically directly proportional to the product of SNR and L. This
implies that it is possible to accurately locate sources even with very low re-
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Figure 4.26.: STAR plot for TX9, using 3 element array and 4 simultaneous
sources. True DoA: 113.7 .
Figure 4.27.: STAR plot for TX10, using 3 element array and 4 simultane-
ous sources. True DoA: 85.7 .
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Figure 4.28.: STAR plot for TX11, using 3 element array and 4 simultane-
ous sources. True DoA: 65.2 .
Figure 4.29.: STAR plot for TX12, using 3 element array and 4 simultane-
ous sources. True DoA: 51 .
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Figure 4.30.: STAR plot for TX12, using 3 element array and 4 simultane-
ous sources with no frequency mismatch compensation. True
DoA: 51 .
ceived powers by increasing the number of snapshots processed. This notion
was investigated through single source direction estimation in the anechoic
chamber, where the transmitter was implemented using an Agilent E4422B
signal generator capable of generating high spectral purity waveforms at
very low powers.
The real world scenario of interest is of a very low power transmitter, say
10 µW, operating in the forest environment, which must be located from
a range of around 100m. At this distance the signal would loose around
80 dB of power through free space path loss. Also if it is assumed that all
100m are covered in foliage, then additional losses would amount to around
25 dB, implying total received power of  125 dBm.
To simulate this scenario in the chamber the generator was setup to op-
erate at 2.4GHz (no phase ambiguity frequency) with  70 dBm output.
It was positioned at approximately 3m away from the array, which meant
that the total received power by the sensors was approximately the same
 125 dBm, assuming 5 dB losses due to cable imperfections.
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A ULA of 8 sensors was setup consisting of the USRP2 boards. Since
no phase ambiguity frequency was chosen, no direct RF connection was
required. Only one transmitter was active at a given time, negating the res-
olution problem encountered earlier. It should be noted that this does not
reduce the generality of the test, since low power spread spectrum transmit-
ters working simultaneously can be separated in code as shown earlier. The
phase of the array was calibrated using single pilot source, while di↵erences
in gains of the boards where compensated through equalisation of individual
channels in the same manner as before.
A total of five di↵erent transmitter positions were investigated with one
at 113.1 , used for calibration. As before 5⇥ 106 samples were collected
and this time 3⇥ 105 rather than 104 were used for direction estimation
and analysis. It was found that the data could not be processed directly by
the algorithms without prior filtering. This was caused by imperfections in
the receiver hardware which exhibited relatively large number of spurious
low power spikes, refer to Figure 4.31.
The observed spurious response is due to the front-end hardware. The
FFT plot demonstrates that these spurious spikes are significantly higher
than the noise floor. The implication is that if the desired signal level is
weaker than these spikes it would get masked and the localisation algorithms
would fail. This is exactly what is observed. These spurious peaks don’t
pose any problems when the transmitted signal power is higher, at 17 dBm,
but need to be removed in a low power case.
To mitigate this e↵ect and to enable the low power experiment the signals
were filtered in software, thereby removing the unwanted spurious spikes. It
must be noted that filtering is required only in this specific case of working
very close to 2.4GHz. If the carrier was set to be at a di↵erent frequency
where the spectrum is clear, no filtering would be necessary.
After filtering a significantly better performance was observed. Similar
to the high power case the best and worst results are shown on Figures 4.32
and 4.33 respectively, with the four estimates using ESPRIT, Root-MUSIC
and MUSIC shown on Figure 4.34 . The data is summarised in a Table A.4
of Appendix A. Data is obtained and presented in the same way as before
for one, two and three source scenarios.
The plots indicate presence of sources with expected DoAs. The peak
sizes are relatively small, but this is to be expected at really low power
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Spurious response
Figure 4.31.: Spurious response of the front-end illustrating a number of
undesirable spikes that drown the signal.
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Figure 4.32.: MUSIC plot for transmitter with true DoA of 92.3  having
output power of -70 dBm. Best estimate in terms of peak size
and accuracy.
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Figure 4.33.: MUSIC plot for transmitter with true DoA of 76  having out-
put power of -70 dBm. Worst estimate in terms of peak size
and accuracy.
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Figure 4.34.: Cumulative low power performance of all three algorithms for
all 4 locations considered.
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levels since the signal is very close to the noise floor. Overall the RMS
error is comparable to that in the case of three simultaneous transmitters,
but this time MUSIC algorithm’s accuracy is the best at 3.49  RMS error,
followed by Root-MUSIC and ESPRIT.
In general, the array works as expected at low powers as well. It has been
proven as a concept with a few minor kinks to be ironed out in a more robust
system. The accuracy should be improved with larger number of snapshots,
requiring a lot more processing capabilities than those provided by stan-
dard PCs. Additionally, the antenna array must be carefully designed to
eliminate the directional errors. Finally, multiple source separation and the
low power performance can be significantly improved with higher processing
gain, clearly at the expense of lower data transmission rate.
4.2. Source localisation
Using experimental direction finding results discussed in the previous sec-
tions it is possible to extract statistical parameters of the directional error
distribution. These can be used to perform source localisation simulations
which in turn indicate how well the DoA approach performs in positioning.
The two primary scenarios to consider are: high power and ultra-low
power single transmitter cases. It is reasonable to assume that the error
follows Gaussian distribution. Then, based on the results obtained earlier,
in the high power case the mean error (µhp) is around  0.4  and its standard
deviation ( hp) is 2.1 . The parameters for the low power case are µlp = 0.2 
and  lp = 3.5 .
Localisation simulations consider an open-space environment of area 100⇥
100m. The ideal transmitter positions form a spiral from the origin outward
and up to a radius of around 40m. The antenna arrays are placed in the
corners of the area in question. Each source position is used to find the true
angles of arrival that would ideally be produced by arrays. Subsequently
every angle is corrupted with Gaussian noise having distribution parameters
discussed above. Finally, the corrupted source position is calculated based
on these angles.
Figure 4.35 shows simulation result for the high power transmitter sce-
nario and two uniform linear arrays placed in the adjacent corners of the
environment. The position RMSE over 1000 simulations is 1.74m. Better
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Figure 4.35.: High power source localisation with two ULAs.
RMSE=1.74m.
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Figure 4.36.: High power source localisation with four ULAs.
RMSE=1.34m.
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Figure 4.37.: Low power source localisation with two ULAs. RMSE=2.4m.
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Figure 4.38.: Low power source localisation with four ULAs. RMSE=1.8m.
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accuracy can be obtained by increasing the number of receivers. If four
ULAs are used RMSE of 1.34m can be obtained. The corresponding plot is
shown on Figure 4.36, demonstrating significantly tighter clustering of the
estimates around ideal positions.
The low power localisation simulations were performed in a similar way,
but using the appropriate mean and standard deviation for the error distri-
bution. Two and four array simulation results are shown on Figures 4.37
and 4.38. Once again significantly tighter clustering around true locations
is observed with more arrays. RMSE corresponding to two array scenario
is 2.4m while that for four is 1.8m.
Both high and low power simulations demonstrate that the direction find-
ing approach for radio positioning works very well providing high precision
location estimation. RMSE for both low and high transmit power cases
compares favourably with other indoor and outdoor positioning schemes.
4.2.1. Wide aperture array localisation
In addition to using the boards as channels of a small aperture array system,
they can be widely distributed in space. A di↵erent set of algorithms can
be used, which are range based methods similar to RSSI. For the purpose of
testbed evaluation the Wide Aperture Array algorithm was implemented,
whose mathematics was described earlier.
In a distributed configuration the sensors are frequently not arranged in
any particular shape, like a line or a circle, but rather are randomly scattered
within the space of interest. Of course there are certain geometries that work
better, which should be preferable. In our setup antennas are attached to
the SDR boards with relatively long cables, so that the boards themselves
don’t need to be moved between di↵erent array configurations.
For these tests 4 receiver antennas were approximately positioned in the
four corners of the anechoic chamber as shown in Figure 4.39. It is important
to note that this time, o↵-the-shelf high quality monopoles were used instead
of the home-built antennas used before. These have radiation patterns as
close to isotropic as possible. The exact characteristics of the new antennas
can be found in [66].
Since the array is to operate as a single unit all of the elements still need
to be synchronised with 10 MHz clock and 1 PPS signals. An RF connection
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was still provided to all the boards although it was found experimentally
that the algorithm is not sensitive to phase variations. Strictly speaking the
direct signal was not required . The transmitter was implemented with a
single USRP2 board. All the relevant setup parameters are summarised in
the Table 4.5.
Sampling rate 1.5625MS/s
Carrier frequency 2.43GHz
Direct connection frequency 0Hz
Direct connection power  25 dBm
RX gain 26 dB
Table 4.5.: USRP2 settings for anechoic chamber experiments.
106 samples of data were collected with the source placed at three di↵erent
locations as shown in Figure 4.39. Tx location 1 was used to calibrate the
gain of the array. After calibration the positions of the source at location 2
and then 3 were estimated and the corresponding diagrams demonstrating
the performance of the algorithm are shown on Figures 4.39 and 4.40.
Sensor 1
(0,0)
Sensor 2
(210, 0)
Sensor 3
(72.9, 260) Sensor 4
(269, 240)
Tx location 1
(150.3, 121)
Tx location 3
(47.4, 33)
Estimated position
(94.5, 80.2)
Tx location 2
(100.6, 79.02)
Figure 4.39.: Wide aperture array localisation of a source at Location 2.
The accuracy of both positions is good, but far from perfect. This is most
likely due to imperfections of the antennas, which is seen in the data sheet
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Figure 4.40.: Wide aperture array localisation of a source at Location 3.
[66], where radiation pattern varies in the XY plane by nearly 1 dB from
0  to 180 . Additionally, as it was found earlier, the USRP2 boards exhibit
certain variation in gain (0.25 dB) with time which inevitably degrades the
accuracy of the estimates. If a source at a distance of 2m from a given sensor
is considered, then the above gain variation would introduce an error in the
distance estimates of up to 5 cm. Finally, as mentioned before, the multipath
components are not completely suppressed by the chamber cladding, and
degrade the performance even further.
It was shown that the SDR testbed can be used for testing a wide range
of algorithms utilising a number of array geometries. The hardware can
be fully synchronised and is MIMO capable. The SDR array was shown
to perform satisfactorily in the ideal environment of the anechoic chamber
which is equivalent to open space, and is capable of estimating the direc-
tions of both high power as well as extremely low power sources. Potential
problems and requirements on the external hardware have been identified.
These must be addressed in the later iterations of the system.
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4.3. Summary
In this chapter the performance of the direction finding software defined
radio based testbed is investigated both in the anechoic chamber as well
as in the o ce space. The results from the controlled environment demon-
strate good performance from the USRP2 boards in terms of phase and
gain stability. Certain residual direction dependent errors were identified,
attributable to the external to the boards hardware (antenna system) as
well as the environment.
Single source direction finding results from all the algorithms considered
show very good accuracy with RMS errors of less than 2  in certain cases.
Multiple source scenarios demonstrated reasonable precision as well, but
identified resolution problems due to direction dependent errors. The per-
formance of the STAR algorithm illustrates the ability of the testbed to
estimate DoAs of more sources than antennas in the array with relatively
high accuracy, while low power experiments established that with increased
L even low energy transmitters can be triangulated. Wide aperture al-
gorithm’s performance was evaluated with distributed array configuration,
having improved antenna setup and was demonstrated to work satisfactorily
at least in the anechoic chamber.
Finally a similar set of experiments to those carried out in the chamber
was attempted in general o ce space. The results proved to be extremely
unstable and inconsistent indicating that change in the environment pro-
duced e↵ects that significantly degrade the performance of the system. The
most likely issue was the presence of large number of multipath compo-
nents interfering with direct path signal. This assumption was investigated
through observation of location dependent fading and MUSIC algorithm’s
behaviour, which were consistent with our expectation that multipath prop-
agation is dominant.
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5. Low power transmitter
The MUSIC algorithm is a signal subspace based technique. Its accuracy
and resolving capabilities are directly proportional to the product of signal
to noise ratio (SNR) and number of snapshots used in estimation (L). This
chapter deals with the question of how this dependence a↵ects the design
specification for the low power transmitter, which is to be eventually lo-
cated with MUSIC or other related techniques. The conditions that dictate
the performance of the receiver array in terms of accuracy, resolution and
detection are explored. This leads us to the discussion of the link budget
analysis for low power triangulation system and conclusion that, using sub-
space based techniques, even very low power transmitters can be resolved
and accurately positioned. Finally, a review of the state-of-the-art trans-
mitter architectures is given, before presenting evaluation of a number of
proposed prototype tag designs with simulations.
5.1. Accuracy, resolution and detection bounds of
signal subspace based techniques
There are three important bounds or thresholds that indicate the perfor-
mance of a given array of sensors – Cramer-Rao Bound (CRB), Resolution
and Detection thresholds. Each one depends on the array geometry and
SNR ⇥ L product. The latter two are relevant for two sources operating
simultaneously in the vicinity of the array, while CRB can be formulated
for both single and two emitter cases.
Detection Threshold
Consider scenario when two sources are located in the same plane as the
array. Prior to estimating the directions of arrival of signals from these, the
system must be able to detect them. For that to happen the two emitters
118
must not be located closer than an angular distance  pdet thr in azimuth.
It has been shown in [1], using di↵erential geometry, that it is possible to
formulate analytical expression for the minimum angular separation needed
to detect two sources, and it is given by
 pdet thr =
1p
2s˙(✓˘)
✓
1p
SNR1 ⇥ L +
1p
SNR2 ⇥ L
◆
. (5.1)
Here s˙(✓˘) = ⇡krk sin ✓˘, while ✓˘ can be approximated as the mean of angles
of the two sources ( ✓1+✓22 ).
For design purposes it is more useful to write 5.1 in such a form as to
obtain an SNR1 ⇥ L requirement for the detection of the first transmitter
with received power P1 working in the presence of another source with
received power P2,
(SNR1 ⇥ L)det thr = 12 s2
 
1 +
r
P1
P2
!2
, (5.2)
with  s = ⇡krk|cos ✓1   cos ✓2|. Figure 5.1 shows the detection threshold
for the circular and uniform linear arrays when the powers received from
two sources are assumed equal. The arrays have the same number of sensor
with half wavelength spacing, but non-equal aperture.
Resolution Threshold
The next threshold is more strict. It is for resolution and indicates the
minimal source separation in azimuth for which the sources can be resolved,
i.e. distinguished from one another. Alternatively this bound shows the
SNR⇥ L product requirement to achieve a given level of resolution.
In a similar way to 5.1 and 5.4 this bound can be expressed according
to [1] as
 pres thr =
1
s˙(✓˘)
4
s
2 
ˆ21   1N
  ✓ 1p
SNR1 ⇥ L +
1p
SNR2 ⇥ L
◆
, (5.3)
where N is the number of sensors. ˆ1 is the curvature of the circular ap-
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Figure 5.1.: Detection and resolution thresholds of a 12 element uniform cir-
cular and uniform linear arrays for two sources of equal received
powers separated by 0.25  in azimuth. Arrays have di↵erent
aperture.
proximation of the array manifold. The corresponding design equation is
(SNR1 ⇥ L)res thr = 2
 s4
 
ˆ21   1N
   1 + 4rP1
P2
!4
. (5.4)
Using this equation, a plot similar to that for detection thresholds can be
constructed and is shown on Figure 5.1.
Based on the plot and noting non-equal array apertures, a ULA with half
wavelength sensor spacing requires smaller number of snapshots or lower
SNR to achieve detection as well as resolution if the source is located ap-
proximately in the range of 25  to 155  in azimuth. The opposite is true if
the apertures of both arrays are made equal. A uniform circular array of
half wavelength sensor spacing imposes the same constant requirement for
any azimuth angle and in fact it is valid for the whole 0  to 360  range, since
it is a planar array. For successful direction estimation the sources must be
ultimately resolved, hence the received signal strength and the number of
snapshots must be high enough to achieve resolution, for this reason, the
resolution threshold is used in the link budget analysis.
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Cramer-Rao Bound
Ultimately even if the sources are resolved, their calculated directions will
contain errors due to finite SNR and snapshot window L. The magnitude
of variance in the estimates is characterised by the Cramer-Rao Bound, a
metric indicative of the minimum error a given array geometry can achieve
with e cient algorithms.
For a single transmitter operating in the same plane as the array (  = 0)
the bound is
CRB[✓] =
1
2(SNR⇥ L)s˙(✓)2 , (5.5)
where s˙(✓) = ⇡kr˙(✓)k.
In the case of two transmitters with received powers P1 and P2, using the
circular arc approximation for the array manifold, the Cramer-Rao Bound
for transmitter 1 can be expressed as
CRB[✓1] =
1
SNR1 ⇥ L
2
s˙(✓1)2( s)2
 
ˆ21   1N
  . (5.6)
Both of the bounds are plotted on Figure 5.2 for UCA and ULA geome-
tries. Alternatively as before equations 5.5 and 5.6 can be re-arranged to
obtain the SNR⇥ L required for a given estimation accuracy.
The plot shows that as the number of simultaneous sources increases, the
direction estimate’s variance increases as well, implying larger errors which
must be compensated with higher signal strength, lower noise or increased
number of snapshots.
5.2. Transmit power requirement
Super-resolution localisation algorithms o↵er a framework in which the sig-
nal to noise ratio (SNR) can be traded with the number of snapshots (L) to
achieve a given accuracy [67]. All of the thresholds and boundaries which
dictate the performance of the array have the same common term – the
product of SNR and L, hence the dependence of tag power consumption
on these must be established.
First consider the noise floor at the receiver (Pnoise) in the bandwidth of
interest, which is equal to kTB, with k – Boltzmann constant, T – temper-
ature and B – bandwidth. Eventually the goal is to implement a spread
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spectrum system. In this case the localisation system needs to receive only
one length of code sequence which is equivalent to reception of one bit. This
implies that the tag has to transmit one bit of information over the period
required by the receiver to obtain L snapshots. The bit rate required is
therefore
Rb,req = 1/
L
FS
=
FS
L
,
with FS being the receiver sampling rate.
The most optimal modulation schemes for low power transmission are
OOK, FSK and BPSK [68] which all have approximately the same spectral
e ciency of 0.5 b/s/Hz [69]. This means that the bandwidth occupied by
the signal will be approximately twice the bit rate, i.e.
B = 2
FS
L
.
The incoming signal needs to be greater than the noise floor by a factor
equal to the noise factor of the receiver front-end to compensate for addi-
tional noise introduced by the hardware. The typical noise figure NF of
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the RF front-ends is around 10 dB.
As the electromagnetic wave propagates through the space it undergoes
spreading, characterised by free space path loss as per Equation 2.1. Ad-
ditionally, obstacles in the line-of-sight (LoS) path cause signal attenuation
that can be modelled using a Weissberger model for a forest environment,
expressed as 2.3.
Finally the SNRreq of the received signal must be greater than a given
threshold which depends on the modulation scheme and the desired Bit
Error Rate (BER). Alternatively in case of localisation system the SNRreq
must be adequate enough to achieve given level of resolution.
Grouping the above terms together an equation providing transmit power
requirement that a given emitter must satisfy is obtained.
PTX,req = Pnoise ·NF · LFSPL · LW · SNRreq · FM (5.7)
=
2kTFS
L
·NF ·
✓
4⇡df
c
◆2
· 10(0.0037f0.284d0.588) · SNR · FM , (5.8)
where additional term FM is included, known as fade margin, to account for
any additional losses in the system due to polarisation mismatch between
receiving and transmitting antennas, losses due to cables and any other
unaccounted and hard to quantify losses.
The average power consumption – Pa, of the tag will be dominated by the
total power consumption when transmitting – Pon, because the start-up time
compared to transmit time is negligible for a transmitter employing high Q
components. Additionally the clock controlling the duty cycle (DC) is both
low frequency and has low precision requirements. Therefore Pa ⇡ Pon ·DC.
Any real transmitter has parasitics a↵ecting its performance, causing only
part of the total power consumed to be broadcast into the medium, hence
Pon = Ptx/⌘, where ⌘ is the e ciency and Ptx is the power transmitted.
Detection, resolution and accuracy capabilities of the array depend on L,
hence the tag must operate long enough for the receiver to produce that
number of snapshots. If sampling rate of the receiver as FS , then the total
time the source must be ON, for a single location estimation, is L/FS . In
a continuous tracking system the transmitter location must be determined
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FL times per second, therefore its duty cycle can be expressed as
DC =
L
FS
FL,
leading to an average power consumption equation of
Pa =
Ptx
⌘
L
FS
FL. (5.9)
Substituting 5.8 into the expression above, after simplifying and com-
bining the free space and Weissberger path losses into LPL leads to the
following requirement on the average power consumption of the tag:
Pa,req =
(2kT )
⌘
· LPL · SNRreq ·NF · FM · FL. (5.10)
This analysis shows that Pa,req is directly proportional to SNRreq but in-
dependent of the number of snapshots L. It was shown that L and SNRreq
can be traded for identical resolution. 5.11 suggests that the transmitter
power can be made arbitrarily low, while L must be correspondingly high.
This paves the way for the use of ultra-low power transmitters, in com-
plete contrast to standard communication system requirements for which
the above trade-o↵ is not possible. Essentially, this is because information
of interest is the location of the transmitter rather than the payload carried
by the signal.
Evidently, L cannot be increased arbitrarily because the transmission
time is ultimately limited by the channel coherence time (Tcoh), which in
turn is limited by the speed of the subjects being tracked. Tcoh indicates
the time frame over which the channel impulse response can be assumed
invariant and is routinely calculated as
Tcoh =
s
9 2
16⇡v2m
, (5.11)
where   is the carrier wavelength and vm is the speed of the subject, hence
Lmax = TcohFS . Given Lmax and using requirement on resolution or esti-
mation accuracy with the aid of a plot similar to 5.1 the minimum signal-
to-noise ratio required can be determined, SNRmin,req, and from this the
minimum average power requirement, Pa,min,req.
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Based on the above analysis two constraints can be specified that a suit-
able transmitter has to satisfy. First is Ptx,min,req, which is shown as the
vertical side of the triangles on Figure 5.3, i.e. the transmitter must be able
to provide at least this power output. The value shown on Figure 5.3 was
obtained assuming angular resolution requirement of 0.15  (which trans-
lates to a spatial separation of approximately 20 cm at 75m), vm = 3m/s,
d = 75m, f = 2.45GHz, FS = 25MS/s, NF = 10dB, FM = 10dB,
T = 300K, array having ULA geometry with N = 12 and the source being
located approximately at the broadside of it.
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Figure 5.3.: Suitability triangles for duty cycles (DC) of 2.5% and 5%. Red
triangle is overlaid on top of the black one.
A second constraint is imposed by the average power consumption of
the tag. This heavily depends on the available battery technology and the
operational time required before the battery is fully depleted and needs
replacement. For low size, weight and power transmitter a most appropri-
ate power source is a Zn/Ag2O coin cell [70] with 30mAh capacity from
the 1.5V nominal voltage down to 1V, weighing 0.5 g and occupying only
0.12 cm3 in volume. To achieve a reasonable tag life-time of 1 year with
such a battery the average power consumption of the tag has to be lower
than 5 µW.
This requirement is also plotted on Figure 5.3 as two sloped sides for
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the triangles with gradients DC/Pa (a and vm are assumed as above). If
a and FL are fixed, i.e. a certain value for the duty cycle is chosen, then
the response of any transmitter under consideration can be evaluated. It
must lie above the sloped side for a chosen duty cycle, to be able to satisfy
the requirement of 1 year of operation and to the right from the vertical
line of the Ptx,min,req in order to provide su ciently high SNR. Figure 5.3
provides a so called suitability triangle within which any given transmitter
performance must lie in order to satisfy the requirements of our low-power
localisation system.
The general framework for assessing a given transmitter topology has
been laid out. Any architecture can be characterised and its response plot-
ted on the e ciency vs. transmit power curve to evaluate its suitability
for low-power localisation system. In fact, such a plot can also be used to
optimise the performance of a given transmitter. Points on the curves that
lie closer to the vertical left side of the triangles represent the lowest power
consumption region (longest autonomy), while those closest to the upper
right corner correspond to best resolution and accuracy. If neither the au-
tonomy nor the resolution are to be optimised separately, it is possible to
also find points which are optimal in terms of both of these parameters.
5.3. Transmitter design
5.3.1. Previous low-power transmitters
Broadly speaking there are two major areas where low or ultra-low power
transmitters are needed. Wireless Sensor Networks (WSN) and Body Area
Networks (BAN). Both have similar yet subtly di↵erent requirements to the
specification of the transmitters. WSNs usually seek transmit powers of at
least 0 dBm and not necessarily high transmission rates. On the other hand
BANs frequently need high data rates, but not very high transmit powers,
thanks to the relatively short distances between transmitter and receiver
nodes.
Additionally, the device architectures can be split into two major design
methodologies: those being compatible with existing standards (e.g. Blue-
tooth, ZigBee), and those utilising proprietary protocols. In the latter case
the devices are usually optimised for high overall e ciency and very low
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transmit power, hence use the simplest modulations schemes available, such
as OOK and FSK. Transmitters compatible with existing technologies usu-
ally operate at relatively high power, but have quite low overall e ciency,
due to the significant complexity of the circuits.
Table 5.1 summarises some of the published key specifications of trans-
mitter nodes.
Reference Frequency (GHz) Modulation Ptx (dBm) ⌘tx (%)
[71] 1.9 OOK 0.8 46
[72] 0.433 FSK 10 38
[73] 2.4 OOK 0 24
[74] 2.4 FSK -8.5 24
[6] 0.4 MSK -17 22
[75] 1.9 OOK -4 23
[7] 0.9 FSK -10 14
[76] 0.4 MSK -16 7.1
[77] 2.4 OQPSK 0.5 3.7
[78] 2.4 Bluetooth 2.1 2 2.8
[79] 2.4 GFSK -4 1
Table 5.1.: Comparison of some previous transmitter topologies.
Transmitters with large output powers tend to have relatively high e -
ciencies. This is dictated by the fact that usually the power consumption
of the devices is dominated by that of amplifiers which are inherently ine -
cient at low powers. Although this is true in a broad sense, Table 5.1 shows
at least one outlier [6], meaning that high e ciency is attainable even at
low powers with careful design.
The previous discussion indicates that the power transmitted from the
tags has to be small. On the other hand the transmitter e ciency must be
fairly high to ensure long lifetime of the tag. This implies that the standard
topologies employing both oscillators and power amplifiers aren’t viable for
the purposes of our system and an alternative must be found.
5.3.2. Oscillator transmitter prototype
It was shown above that the employment of super-resolution signal subspace
based techniques allows even ultra-low power transmitters to be used as
nodes of a high-accuracy localisation system. There is a family of small
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size weight and power (SWAP) transmitters – oscillator transmitters – that
potentially satisfy the requirements of the system in question, and these are
investigated next.
Loop antenna
It has been demonstrated [80] that a properly sized loop antenna can act
both, as relatively high-Q inductor as well as high e ciency radiator. These
characteristics lend themselves well to co-design with oscillator transmitters.
Based on investigations in [80] a single loop radiator exhibits inductive
behaviour within certain range of its electrical size. Four key inter-related
characteristics of such an antenna, relevant to prototype design, are its
radiation e ciency, quality factor, equivalent series resistance (ESR) and
equivalent parallel resistance (EPR). These are plotted on Figures 5.4 and
5.5 as functions of a loop antenna radius, assuming operating frequency of
2.45GHz.
For lowest power operation, highest frequency stability and spectral pu-
rity the loop must be sized at around 2.5 mm radius, corresponding to
the highest Q factor region. Unfortunately this region also corresponds to
relatively low radiation e ciency, hence low overall transmitter e ciency,
which is critical in battery operated transmitters. The implication is that
to optimise for overall transmitter e ciency, antenna and circuit co-design
must be carried out.
Three point oscillators
There is a large number of oscillator topologies available to the designer.
The three most popular ones, and among the oldest, are the Clapp, Colpitts
and Pierce oscillators, bearing the names of their respective inventors. Al-
though di↵erent superficially they all lend themselves to the same analysis
framework and are essentially equivalent circuits only di↵ering in the loca-
tion of the AC ground, see Figure 5.6. Strictly speaking, Clapp oscillator
has an additional capacitor in series with inductor inside the resonant tank,
but for the purposes of initial analysis, without loss of generality, For the
time being this detail can be disregarded.
There is a number of ways that oscillators can be analysed. An oscillator
is created by providing feedback through a network from the output of an
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amplifier to its input as shown on Figure 5.7. The phase shift around the
loop has to be a multiple of 360  to ensure that signal undergoes in-phase
summation as it travels from output to the input. Additionally, total gain
around the loop must be 1 to sustain oscillations, or greater than 1 for
oscillations to grow. This implies that the amplifier must overcome the
losses in the feedback network to allow growing oscillations or sustaining
existing ones. The above two requirements are known as the Barkhaussen
criterion for oscillations.
Lossy
Feedback
Amp
Noise component
at resonant frequency
Figure 5.7.: Generalised oscillator diagram. Noise is required to startup up
the oscillations.
Another convenient way of viewing oscillators is through the concept of
negative resistance. It states that the amplifier together with its feedback
network and parasitics must provide negative resistance to the resonant
tank, thereby cancelling its losses. This is the preferred concept for the
analysis of the three point oscillator circuits.
Consider the small signal equivalent circuit model for the Pierce topology
on Figure 5.6 and replace the tank with a current source driving current
Iin from node A to C. Denoting impedances of capacitors C1 and C2 as
Z1 and Z2 respectively, VA =  Z2Iin. Also, VC = Z1Iin   Z1gmVA =
Iin(Z1 + Z1Z2gm), where gm is the small signal transconductance of the
MOSFET. Finally, Vin = VCA = Iin(Z1 + Z2 + gmZ1Z2), hence
Zin = Z1 + Z2 + gmZ1Z2 = Z1 + Z2   gm
w2C1C2
. (5.12)
This equation suggests that a transconductor in a three point oscillator
provides a series combination of negative resistor and capacitor across the
tank with values of Rneg =  gm/(w2C1C2) and Ctr = C1C2/(C1 + C2).
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It also suggests that arbitrarily large absolute values of negative resistance
can be realised with the appropriate choice of capacitances and transcon-
ductance, which in turn implies that a tank with arbitrarily large losses can
be used.
In reality there is always some parasitic or deliberate (provided by tank)
capacitance between points A and C which limits the minimum realisable
negative resistance, restricting the design of the tank. To illustrate the e↵ect
of such shunt capacitance C3, having impedance Z3, consider Equation 5.12,
then
Zin,true = Zin k Z3 =
✓
1
Z3
+
1
Z1 + Z2 + gmZ1Z2
◆ 1
=
Z1Z3 + Z2Z3 + gmZ1Z2Z3
Z1 + Z2 + Z3 + gmZ1Z2
. (5.13)
Substituting the capacitive impedances instead of generic ones and taking
real and imaginary parts
Re{Zin,true} =   gmC1C2
w2(C1C2 + C2C3 + C1C3)2 + (gmC3)2
, (5.14)
Im{Zin,true} =  g
2
mC3 + w
2(C1 + C2)(C1C2 + C1C3 + C2C3)
w(gmC3)2 + w3(C1C2 + C1C3 + C2C3)2
. (5.15)
Both real and imaginary parts are negative implying that C3 doesn’t
change the general topology of the equivalent circuit, i.e. that of negative
resistor in series with a capacitor. By taking the derivative of Re{Zin,true}
and equating it to zero, the optimum transconductance can be determined
for which the absolute value of negative resistance is maximised:
gm,opt = w
✓
C1 + C2 +
C1C2
C3
◆
. (5.16)
Substituting the above value of gm,opt into 5.14, the minimal (maximum ab-
solute) value of the negative resistance that can be realised by the transcon-
ductor is:
Rneg,min =   1
2wC3
⇣
1 + C3
(C1+C2)
C1C2
⌘ . (5.17)
Equation 5.14 is plotted on Figure 5.8 as a function of transconductance
and for a number of typical shunt capacitances. It shows that the absolute
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value of Rneg decreases with larger values of C3. Additionally the maximum
realisable absolute Rneg also decreases with increased C3. This suggests
that it is desirable to keep C3 as small as possible. Since frequently this
capacitance is parasitic and dominated by either Cgs or Cgd of the MOSFET,
the transistor must be sized appropriately. Finally, in certain conditions, it
might be detrimental to keep increasing gm since it would lower the absolute
value of negative resistance.
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Figure 5.8.: Negative resistance realisable by the transconductor versus gm
for a number of typical values of shunt capacitance across the
tank.
In any of the three topologies the tank can be realised in a number of
ways. In the simplest case, it is a sole inductor, such as in the Colpitts or
Pierce oscillator. The frequency of oscillations then depends on Ccircuit =
 1/ (wIm{Zin,true}), and LT - inductance of the tank, i.e.
! =
r
1
LTCcircuit
.
Alternatively, e.g in case of Clapp oscillator or modified Pierce, the tank
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is implemented with series LC network. Because of this, the total capaci-
tance of the circuit is the series combination of CT - tank capacitance and
Ccircuit, i.e. Ctot = (CTCcircuit) / (CT + Ccircuit). In this case the frequency
of oscillations is determined by
! =
r
1
LTCtot
.
Based on the above discussion, for any tank topology the overall circuit
can be simplified into an equivalent series RLC resonator. At startup the
overall resistance ( Req) in the circuit is negative, since it comprises RT ,
the tank series resistance and Rneg. Eventually, as oscillations build up and
large signal amplitude limiting e↵ects come into play, the total equivalent
resistance Req reaches 0. Considering the undriven case and using KVL ,
the series network can be modelled as
 Reqi(t) + Leq di
dt
+
1
Ceq
Z t
 1
i(⌧) d⌧ = 0. (5.18)
Dividing by Leq and di↵erentiating the following di↵erential equation is
obtained
d2i
dt2
  Req
Leq
di
dt
+
1
CeqLeq
= 0. (5.19)
Generalised time domain solution of this equation is
i(t) = K exp
✓
Req
2Leq
t
◆
sin
 
1p
LeqCeq
+  
!
, (5.20)
where K is a constant and and   is the phase determined by initial condi-
tions. This is the equation for exponentially growing sinusoidal oscillations,
and the circuit is the self-starting oscillator.
Startup time of the oscillator is governed by the time-constant of the
exponential envelope (tstart = 2Leq/Req). Ideally it should be zero, to min-
imise power dissipation during transient buildup and allow for high bit-rate
transmitters. This implies that Leq should be minimised, while absolute
value of equivalent negative resistance maximised.
Using the above discussion of three-point oscillators the optimal design
of each of the specific topologies can be investigated. Shown earlier, single
loop antenna acts as an inductor for certain range of electrical sizes, hence
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in case of Colpitts topology the tank can be implemented just with such an
antenna and this oscillator’s design is discussed next.
Colpitts oscillator transmitter
Since single loop antenna is used both as radiator and inductor in the tank,
the transmit power is maximum at the maximum voltage swing across the
antenna. In case of Colpitts topology this amplitude is dictated by the
power supply level. The technology of choice for this prototype design is
AMS 0.18 µm 1.8 V process, and Silver-Oxide battery with 1.5 V output is
appropriate choice. Based on this, the maximum voltage swing achievable
across the inductor is approximately 1.5 V. With that fixed, the maximum
transmit power is reached with the maximum ESR (minimum equivalent
parallel resistance, EPR) of the antenna, since:
PTX =
V 2RMS
REPR
= I2RMSRESR. (5.21)
The maximum power output from a loop antenna with a fixed maximum
voltage swing across it is demonstrated on Figure 5.9.
Figures 5.4 and 5.5 show that as size of the antenna increases its ESR
increases as well, together with the antenna inductance, while the Q factor
drops. Since inductance increases with radius, the total capacitance must
be decreased to keep the frequency of oscillations at 2.45 GHz (see Figure
5.10). This capacitance cannot be decreased arbitrarily and there’s a limit
dictated by parasitics associated with transistor and other components (e.g.
bondpads).
The total capacitance in the Colpitts case is essentially determined by
C1, C2 and C3. The larger these are the larger is the total. Considering
the above together with technology limitations for the minimal size of the
MIM capacitors, C1 = C2 = 31 fF are chosen. In addition to a↵ecting the
oscillation frequency these two capacitors determine the magnitude of posi-
tive feedback in the single transistor amplifier. The larger the feedback the
faster the oscillations would start up; it is at its largest when the capaci-
tors are equal. It must be noted that for optimal phase noise performance
C1 = 4C2. Nonetheless since the greatest concern is e ciency and squeezing
as much juice from the transmitter as possible, phase noise is not optimised
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Figure 5.9.: Power transmission capabilities for loop antennas. Maximum
voltage amplitude is 1.5 V, carrier frequency 2.45GHz.
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Figure 5.10.: Circuit capacitance needed for oscillation frequency of
2.45GHz. Antenna radius is varied across its inductive region.
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for.
In this topology, capacitor C3 is parasitic and depends on the size of the
transistor, which in turn also determines the transconductance e ciency.
Hence for a given range of bias currents there is an optimal transistor size in
terms of realisable negative resistances. Through DC and AC simulations a
set of curves (see Figure 5.11) is obtained, illustrating the range of realisable
negative resistance for a given transistor size.
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Figure 5.11.: Realisable negative resistance as function of transistor size for
a given range of bias currents for Colpitts oscillator transmit-
ter.
Figure 5.11 demonstrates that transistor with 4.76 µm width per finger,
2 fingers and L = 360 nm is optimal. Note that L is chosen at twice the
minimal length to ensure high enough transistor output resistance, in order
to minimise loading of the tank and losses in the circuit. Transistor lengths
in other topologies are chosen in a similar way.
Although the above sizing is optimal in terms of negative resistance, it
is not in terms of overall transmission power. The antenna required to
sustain oscillations at 2.45GHz is relatively small, implying that ESR and
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e ciency are low as well. Hence to ensure that optimal transmission power
and e ciency are achievedWf is decreased from 4.76 µm to 1.76 µm, thereby
lowering the overall capacitance of the circuit. Transistor width per finger
cannot be decreased to the smallest value of 0.88 µm because the range of
Rneg is too small. Finally the above scaling of the transistor width allows
for an antenna of L = 43nH, ESR = 5⌦ and radius 5mm to be used.
A plot of e ciency versus transmit power is shown on Figure 5.17. From
this the maximum power output of such transmitter is at around 11.5 µW
with peak e ciency of 28% at transmitted power of 8 µW.
One of the key factors limiting the transmission power of the Colpitts
architecture is the fixed maximum amplitude of oscillations. This can be
overcome to a certain extent with alternative tank topologies placing induc-
tor in series with a capacitor. Such tank arrangement is characteristic of
Clapp oscillator, whose performance is investigated next.
Clapp oscillator transmitter
The Clapp oscillator is very similar to the Colpitts with one major di↵erence,
an additional capacitor is connected in series with the inductor in the tank
circuit. This implies that the single transistor amplifier must be arranged in
a common-drain configuration to establish the appropriate DC conditions.
Even though the additional capacitor somewhat complicates biasing, it
also creates a tapped capacitor network, where inductor impedance is trans-
formed so that the voltage swing across it can exceed the supply level. To
visualise the e↵ect of the additional capacitor it is beneficial to redraw the
Clapp topology as shown in Figure 5.12. The voltage across the inductor is
divided by the capacitor chain into smaller chunks, thereby allowing the Vgs
and Vds to stay within reasonable limits even during large inductor voltage
swings. The implication of this arrangement is that transmit power is no
longer limited by the power source voltage so that higher output levels can
be obtained.
The tank inductor external to the chip is implemented with loop antenna,
which must be attached to the oscillator via bondpads. This places a limit
on the minimum value of capacitor in series with the inductor, since the
capacitance provided by the bondpad is around 72 fF. Another of these
bondpads appears in parallel with the tank and provides significant contri-
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!"#$
LT
Figure 5.12.: Clapp oscillator circuit redrawn to show tapped capacitor net-
work, allowing for voltage across the inductor to exceed that
on the gate or source of the transistor. Biasing is not shown.
bution to C3, limiting the realisable negative resistance.
The frequency of oscillations for Clapp topology is
!Clapp = !s
r
1 +
CT
Ccircuit
,
where !s is the resonant frequency of the loop antenna and the series ca-
pacitance. This implies that unlike the Colpitts oscillator it is possible to
shift the frequency of oscillations upwards for a given value of Ccircuit and
LT , by decreasing the size of CT .
The optimal design procedure is very similar to that of the Colpitts os-
cillator. A plot of realisable negative resistances for a given transistor sizes
and bias currents is obtained and shown on Figure 5.13. Subsequently, op-
timal transistor size is chosen at Wf = 880 nm, Nf = 8 and L = 360 nm.
As before C1 = C2 = 31 fF, putting Ccircuit at 95 fF. At this point the
procedure deviates because CT provides an additional degree of freedom
allowing to bring the optimal transistor size in term of negative resistance
in line with relatively large, hence e cient antenna.
Since the minimum value of CT , dictated by the bondpad, is 72 fF, an
antenna with L in excess of 90 nH can be used. As a general rule of thumb
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Figure 5.13.: Realisable negative resistance as function of transistor size for
a given range of bias currents for Clapp oscillator transmitter.
the transconductor should be capable of providing negative resistance of at
least four times the ESR of the tank across a given range of bias current.
Based on this consideration an antenna with radius of 5.6mm, L = 58nH
and ESR of 11⌦ was selected. Finally, a capacitor of 160 fF was added
across the bondpad to reduce the frequency of oscillations to 2.45GHz.
This transmitter has been characterised in terms of output power versus
e ciency, the plot is shown on Figure 5.17 together with the other topolo-
gies. A maximum e ciency of 23% is achieved at an output power level of
37 µW.
The Clapp topology is capable of significantly higher output powers due
to additional degree of freedom introduced by CT . By providing one more
tap in the capacitive divider chain it removes the supply level limitation
from the voltage swing across the inductor. Furthermore it allows higher
ESR antennas to be used.
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Pierce oscillator transmitter
The final, three point oscillator topology that was investigated is the Pierce
oscillator, where the AC ground is located at the source of the transistor. In
its standard configuration this oscillator uses a single transistor with a large
resistor connecting its drain to the gate for biasing. A better realisation uses
both NMOS and PMOS devices arranged in a CMOS inverter configuration
which allows current reuse and increases gm for a given bias current. A large
resistor is still required between the input and output of the inverter to bias
both sides at the same level of approximately half the supply voltage.
This topology does not inherently have mechanism for controlling the bias
current for the amplifier, without significantly degrading its e ciency. As a
result there are only two ways of controlling its power consumption; through
the supply voltage or via transistor size. Since the gates of the transistor
are biased at half the VDD it is beneficial to choose the supply so that the
gate voltage is close to the threshold of the transistors, ensuring a high
transconductance e ciency. A supply of 1V was chosen for this reason.
Similarly to the Colpitts and Clapp topologies, the size of the transis-
tor provides a parasitic C3 across the tank and dictates the magnitude of
transconductance. Figure 5.14 shows a plot of realisable negative resistance
for di↵erent transistor sizes with fixed values of gm (bias current not ad-
justable), as a function of series combination of C1 and C2. Note that the
number of fingers of a PMOS is thee times that of an NMOS to compensate
for di↵erence in carrier mobilities.
Unlike the other two topologies the Pierce oscillator is usually designed
without explicit capacitors C1 and C2. This is because these are usually
provided by parasitics of other components, such as transistors and bond-
pads. The total parasitic capacitance attributable to each C1 and C2 is
around 70 fF. Figure 5.14 demonstrates, that the optimal size of the tran-
sistors in terms of realisable Rneg is Wf = 3 µm with gm = 0.496mS. The
corresponding C3 is 32 fF which implies that the total inductance required
to sustain oscillations at 2.45 GHz is in the neighbourhood of 90 nH. A loop
antenna with such inductance has an ESR of 40⌦, high radiation e ciency,
but also a low Q of only 35. This can have adverse e↵ects on the frequency
stability of the oscillator and phase noise. It is therefore desirable to choose
an inductor somewhat smaller than indicated by this analysis. A loop an-
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Figure 5.14.: Realisable negative resistance as a function of series combina-
tion of C1 and C2 for a number of transistor sizes for Pierce
oscillator transmitter.
tenna with L = 72.44 nH, ESR = 20⌦ and radius of 6mm is an acceptable
compromise.
The tank in the Pierce topology can be implemented both as a standalone
inductor and a series combination of inductor and capacitor. As shown ear-
lier, the additional capacitor allows large voltage swing across the antenna
and provides an additional degree of freedom for frequency tuning. Based
on this an external capacitor in series with the antenna of size 100 fF was
chosen to put the frequency of oscillations at required 2.45GHz. This ca-
pacitor is external, but it has a Q in excess of 150 [81] and doesn’t load the
tank in any significant way.
Similar to the other three point oscillator topologies the Pierce oscillator
transmitter is characterised in terms of e ciency and transmit power capa-
bilities which are 40% and 40 µW respectively. Since bias current cannot
be swept, the transmit power cannot be adjusted without significant degra-
dation of e ciency, therefore only single point is shown for this transmitter
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on Figure 5.17.
Three point oscillators are not the only topologies that are available to
be implemented as oscillator transmitters. A very popular one is the com-
plementary cross-coupled oscillator discussed next.
Complementary cross-coupled oscillator transmitter
The complementary cross-coupled oscillator topology is one of the most
popular in RF design and is shown on Figure 5.15 together with its small
signal equivalent circuit. It provides di↵erential signal across the antenna
and can be easily tuned with two varactors arranged in series, with voltage
source connected to the common point between them.
Tank Tank
Cshunt Cshunt
-2/gm,P
-2/gm,N
Figure 5.15.: Complementary cross-coupled topology with its small signal
equivalent circuit model.
The cross-coupled pair of NMOSes and PMOSes provides negative resis-
tance across the tank which cancels the tank losses in just the same way as in
the three point oscillators. One major di↵erence is the lack of capacitance in
series with negative resistance. There is still some shunt capacitance across
the tank, parasitic and/or deliberate, which limits the negative resistance
and sets the frequency of oscillations. By analysing the equivalent circuit
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model it can be shown that
Re{Zin,true} = Rneg =   gm,tot
g2m,tot + !
2C2shunt
, (5.22)
Im{Zin,true} =   !Cshunt
g2m,tot + (wCshunt)
2
. (5.23)
Here gm,tot is the total transconductance provided by both NMOS and
PMOS transistors, equal to (gm,N + gm,P ) /2, this is the arithmetic aver-
age of individual transistor transconductances.
The standard form of this topology requires a DC short between the
branches of the oscillator for correct biasing, hence the tank is implemented
with just the antenna. The frequency of oscillations is given by
p
1/LTCcircuit,
where LT is the same as before, while Ccircuit =  1/(wIm{Zin,true}).
From 5.22 it follows that the maximum absolute value of negative resis-
tance is reached at the minimum of Cshunt, i.e. at the smallest transistor
size. On the other hand, similar to three point oscillators, the transistor size
determines the gm of the circuit, hence the characterisation of the circuit
in terms of absolute maximum achievable Rneg is required. This is shown
on Figure 5.16 which demonstrates that the smallest width per finger size
is optimal. L = 360 nm was chosen in the same manner as before, while
NMOS had the smallest number of fingers of 2 and PMOS three times as
much to compensate for mismatch in mobility.
This transistor sizing introduces a parasitic shunt capacitance across the
tank at around 66 fF, implying that antenna of radius 5.6mm can be used,
having L = 64.4nH and ESR = 14.6⌦.
To allow tuning of the transmitter, additional deliberate shunt capaci-
tance provided by varactors is required. This lowers the oscillation frequency
below the required 2.45GHz; this reduction can be compensated for by de-
creasing the number of fingers of PMOS from 6 to 4. Although this moves
the bias point slightly and lowers the gm, it provides a better alternative to
decreasing antennas size, having a lower ESR. The varactors were sized at
W = 1.7 µm, L = 240 nm and y repetition of 5 for the highest Q to prevent
additional losses. This arrangement provides additional shunt capacitance,
capable of being varied with voltage from 3 fF to 7 fF and allows tuning of
the oscillator by more than 30MHz in the 2.4GHz band.
As with the Colpitts the output power of this transmitter is limited by
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Figure 5.16.: Realisable negative resistance as a function of bias current
for di↵erent widths per finger of the transistors in the cross-
coupled oscillator transmitter.
the supply voltage, assumed to be 1.5V. Like the previous topologies the
cross-coupled oscillator transmitter was characterised in terms of e ciency
and Ptx. Since the chosen antenna has an ESR of 14.6⌦, the maximum
power output is limited to approximately 16 µW, assuming a fixed maximum
amplitude of 1.5V. This is demonstrated in Figure 5.17, where e ciency
starts dropping at a fast rate beyond 15 µW of Ptx. Maximum e ciency
of 31% is achieved at around 6 µW and linearly decreases as output power
rises to 15 µW.
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5.4. Comparison of oscillator transmitter
topologies
5.4.1. E ciency and transmit power
The four topologies, described in the previous sections have been simulated
for a range of bias currents. The curves of e ciency versus transmit power
obtained are shown on Figure 5.17. Since Pierce oscillator transmitter does
not provide means of regulating its power consumption without significant
e ciency degradation, only one point lying within both suitability triangles
was designed for and is shown on the plot.
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Figure 5.17.: E ciency versus transmit power for the Colpitts, Clapp, com-
plementary cross-coupled and the Pierce oscillator transmitter
topologies. Boundaries of the suitability triangles are shown
as well in red and black straight lines.
This figure shows that at low power consumptions (longest tag lifetimes)
complementary cross-coupled topology is the clear winner. This oscillator
provides lower shunt capacitance across the tank as compared to another
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fixed-amplitude topology, the Colpitts. It also achieves a larger gm for a
given bias current, ensuring faster startup and higher e ciency. Addition-
ally it is the only topology which can be readily tuned if the characteristics
of the antenna change, when the transmitter is brought in close proximity
to the body of the subjects to be tracked or other objects. Other oscillator
transmitters can be tuned via capacitor banks in place of the fixed feed-
back capacitors (C1 and C2). This involves a larger chip area and decreased
oscillator Q due to series resistance of the transmission gate switches.
The Clapp topology is the good alternative at transmit powers beyond
17 µW. Since its curve lies within the suitability triangle corresponding to
positioning frequency of once every two seconds, it is not possible to use such
a transmitter in a system requiring a faster update time. At Ptx = 40 µW
the Pierce topology provides twice the e ciency of Clapp, but doesn’t allow
adjustment of the power consumption. Clapp has one major drawback and
that is the requirement of the voltage reference of VDD2 at the gate of the
transistor. This is usually realised with large resistors at low frequencies,
but poses significant challenges at 2.45GHz.
To conclude, out of the four oscillator transmitter topologies there are
two, the cross-coupled and Pierce oscillators, that lend themselves best for
taping out and testing in the real world system. One is suitable for low
power operation, providing long tag lifetime, but still allowing accurate
positioning. The other has relatively large power output allowing possibility
of better accuracy and resolution.
5.4.2. Phase noise
Since signal subspace based techniques utilise second order statistics, it is
not necessarily required to have very good phase noise performance on the
transmitters to be tracked. But at times due to environmental factors there
might be significantly less useful samples available to the algorithm than
are required to average out the e↵ects of phase noise. This means that
the transmitters must provide adequately clean carrier preferably not worse
than that realised with low Q on chip passive components.
Due to the above, four topologies in question have been characterised
using simulations in term of phase noise. All the transmitters except for
cross-coupled have been biased to provide maximum e ciency since that is
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usually the optimal point of operation. Cross-coupled transmitter has been
simulated at its maximum transmitted power, since that point is within
both suitability triangles, hence most optimal. Figure 5.18 shows the cor-
responding plots.
In general the Colpitts oscillator provides the best performance, closely
followed by Complementary cross-coupled topology. At low frequency o↵-
sets Pierce has comparable phase noise characteristic to cross-coupled, but
as the o↵set increases the cross-coupled curve drops at a faster rate. The
Clapp oscillator transmitter shows the worst performance at low frequency
o↵sets.
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Figure 5.18.: Phase noise comparison of the four topologies.
5.5. Ultra low power transmitter prototypes
Prior to the above analysis and design an opportunity to tape out two
oscillator transmitter topologies was seized, namely the cross-coupled and
the Colpitts. They were designed in light of data transfer applications,
rather than within super-resolution localisation system constraints. There
are three major motivations for having such prototypes. Firstly, the AMS
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0.18 µm process hasn’t been used in our research group before, hence its
characterisation was required to establish the limits of similarity between
the modelling in software and the real-world hardware, particularly at the
RF frequencies. Secondly, flip-chip bonding techniques needed to be tested,
which were expected to yield significantly smaller parasitics when compared
to wire bonding. Finally, although the design was not optimal in terms
of e ciency and power consumption, these prototypes could be used to
perform initial evaluations of the whole low power triangulation system in
the controlled environment of the anechoic chamber.
Since the transmitters were designed for data transfer, no co-design with
loop antenna was done. The size of the antenna was chosen independently
from the oscillator circuit components and set to be at the optimal trade-
o↵ point between the Q (290) and radiation e ciency (73%). Henceforth,
the radius was around 4mm, providing L = 26nH and ESR = 1.4⌦. The
voltage swing across the inductor in both topologies is limited by the power
supply of 1.5V, implying that the maximum power output achievable is
only 6 µW. Although small it is still adequate for testing these tags with
the SDR testbed.
5.5.1. Cross-coupled oscillator transmitter
Since cross-coupled architecture is inherently easy to tune, it was designed
with two varactors, providing variable capacitance across the antenna. These
were chosen to be of the same size, such that the common node between
them is virtual ground, hence can be driven with a DC voltage source to
set the capacitance of the oscillator tank. The exact geometry of the varac-
tors determines their quality factor, a↵ecting power consumption and phase
noise. Through simulations it was determined that RX length = 1.7 µm
and PC length = 240 nm ensure maximum Q (> 120). This structure was
repeated 80 times to achieve 100 fF – 240 fF range of capacitances for each
varactor, providing approximately 140MHz tuning range in simulations.
The transistors were sized atWP = 19.2 µm, LP = 180 nm,WN = 9.6 µm,
LN = 180 nm, so that enough transconductance is provided to start oscilla-
tions at bias current of below 10 µA. Such sizing also ensures that maximum
transmission power is achieved within 40 µW – 60 µW of power consumption.
The final layout of the taped out cross-coupled oscillator transmitter con-
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nected to the bond pads together with current mirror, providing biasing, is
shown in Figure 5.19.
Figure 5.19.: Layout of the 2.45GHz cross-coupled oscillator transmitter in
AMS 0.18 µm process.
5.5.2. Colpitts oscillator transmitter
As mentioned earlier the loop antenna of the same size was used for the
Colpitts topology as for the cross-coupled one. Since the transmitters are
designed for data transfer, phase noise performance is important, therefore
the capacitive feedback ratio was chosen to be 1/4. 89 nH inductance of
the loop antenna indicates that theoretically C1 = 180 fF and C2 = 720 fF.
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Through simulations significant parallel parasitic capacitance was identified.
To ensure oscillation frequency of 2.45GHz values of C1 and C2 were brought
down to 80 fF and 300 fF, respectively.
The amplifier transistor was sized at WN = 20 µm, LN = 180 nm, follow-
ing similar logic described in the previous subsection. Additionally, the same
current mirror as in the cross-coupled topology was used to provide biasing
to the circuit. Final layout of the taped out Colpitts oscillator transmitter
is depicted in Figure 5.20
Figure 5.20.: Layout of the 2.45GHz Colpitts oscillator transmitter in AMS
0.18 µm process.
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5.5.3. Comments
The transmitters designed were manufactured successfully. The micrograph
of the final chip with RF circuits located in the middle is shown in Figure
5.21.
Figure 5.21.: Micrograph of the 2.45GHz cross-coupled and Colpitts oscil-
lator transmitters in AMS 0.18 µm process.
Note that the two transmitters are positioned on either side of a bigger
structure with 8 bond pads. This is also the cross-coupled oscillator, but
with additional output bu↵ers on either side of the tank, introduced for
testing purposes.
The chip has not been measured at the time this thesis is finalised. Mea-
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surements were delayed by the unforeseen di culty in securing a contractor
to supply a suitable test board to our specification and assemble a bare chip
on it.
5.6. Summary
In this chapter, the requirements that signal subspace techniques impose
upon the transmitter design have been investigated . It was shown that
theoretically even topologies with output powers as low as 5 µW should be
appropriate, providing the system with 0.15  resolution and tag lifetime of
around one year. A number of oscillator transmitter topologies have been
investigated through Cadence simulations. The performance of these was
optimised for use with loop antennas. They were characterised in terms
of e ciency, transmit power and phase noise, demonstrating that some of
these, namely Pierce and complementary cross-coupled, would be appropri-
ate choices for the system in question. Finally the design decisions of the
cross-coupled and Colpitts oscillator transmitters suitable for data transfer
were described, which can be used as rudimentary prototypes for testing
the low power triangulation system.
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6. Conclusion
6.1. Contributions
This work has laid the framework for the eventual development of a small
size, low weight localisation system suitable for tracking small animals, such
as wood mice.
A novel array processing testbed from standalone SDR components not
specifically designed to provide full MIMO capabilities was built. It was
shown to be completely synchronisable in terms of timestamps, clocks and
phases of the carrier signals. The details of transmit and receive chains were
studied and a novel way of removing phase ambiguity by coupling direct RF
signal to all the separate channels has been identified. USRP2 boards with
no dedicated coupler were used, but rather the on-board coupling of the
RF switch between the receive and transmit channels was exploited. Subse-
quently the array system was thoroughly tested inside the anechoic chamber
with both low and high power signals and shown to work satisfactorily using
standard direction finding algorithms. It has been demonstrated that with
more advanced techniques like STAR it is possible to extend the capabilities
of the array to estimate directions of more sources than antennas in the ar-
ray. Identical tests were attempted in the cluttered o ce space environment
which demonstrated drastic degradation of the algorithms’ performance in
the presence of multipath. Characteristics of multipath environment phe-
nomena of location dependent fading and phase variation were demonstrated
to highlight the practical limitations of super-resolution algorithms.
The detection, resolution and accuracy bounds were used to establish the
specification requirements these impose upon the transmitter to be located.
It was shown that the required average power consumption of the tag does
not depend on L, the size of the observation interval. All the array perfor-
mance bounds suggest that the quality of the estimates is improved as the
product SNR⇥L increases. The implication is that power consumption can
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be traded for the number of snapshots, hence in an energy constrained di-
rection finding system even ultra-low power transmitters can theoretically
be triangulated with high precision. This insight leads to the conclusion
that even the lowest power topologies of oscillator transmitters are suitable
as rudimentary prototypes for the purposes of the rodent tracking system.
Finally a thorough analysis and co-design of loop antenna with three-point
oscillator transmitters, namely the Colpitts, Clapp and Pierce as well as the
cross-coupled topology are provided. The theoretical basis for optimal tran-
sistor and antenna sizing is established leading to optimal designs in terms of
e ciency and power consumption, which are the two most critical aspects
relevant to the transmitter design in our system. Finally, a comparative
analysis is presented. It is demonstrated that the Pierce and Cross-coupled
topologies are the most promising architectures and well suited for further
integrated circuit prototyping and testing.
In summary, all aspects of the ultra-low power high performance trian-
gulation system have been explored.
6.2. Future work
It was shown in Chapter 4 of this work that a software defined radio array
processing testbed performs well within expectations, but there are signif-
icant direction dependent errors still present in the system attributable to
non-isotropic antenna patterns. Several sources of error can theoretically
be responsible, hence further analysis and additional tests are required to
isolate and eliminate them. Identical tests could be performed in a larger
anechoic space not available at Imperial College. Directional antennas could
be experimented with to investigate the e↵ects of antenna radiation patterns
on the performance of the system.
External-to-the-boards hardware must be modified and preferably preci-
sion manufactured to ensure perfect positioning of sensors in the array. Ad-
ditionally, a robot-controlled antenna system could be implemented, which
would provide added benefit of remote manipulation.
The manufactured prototypes of the cross-coupled and the Colpitts oscil-
lator transmitters, must be tested. As an alternative to flip-chip bonding it
should be possible to wire bond to the required pads. The bond wires will
inevitably introduce additional parasitics. Nonetheless useful information
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can still be obtained from such tests, allowing us to incorporate the addi-
tional parasitic e↵ects in future versions of the prototypes. Additionally,
these transmitters should be tested with the SDR testbed in the anechoic
chamber and in an open space environment to further characterise the ca-
pabilities of the array.
The Cross-coupled oscillator transmitter designed for low power triangu-
lation system should be taped out. The Pierce topology oscillator could
either be manufactured in its fixed form or with tuning capabilities added
to it. This would be beneficial in case the antenna characteristics change at
close proximity to the body of the subjects to be tracked. Both topologies
need to be tested in terms of e ciency, transmit power and lifetime, while
working o↵ a standard coin cell battery.
The whole system with tags and improved SDR-based antenna array must
be tested inside the anechoic chamber and, ultimately, in the real forest envi-
ronment. Finally after the whole system is tested it can be further improved
by designing array geometries satisfying pre-specified requirements in terms
of detection-resolution thresholds and CRB by following principles outlined
in [82].
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A. Direction finding data
A.1. Single source direction finding results
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Figure A.1.: Results for single source direction finding scenario.
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A.2. Two source direction finding results
Tr
an
sm
itt
er
 ID
Se
tT
ru
e 
Do
A
ES
PR
IT
ES
PR
IT
 e
rro
rR
-M
US
IC
R-
M
US
IC
 e
rro
r
M
US
IC
M
US
IC
 e
rro
rM
US
IC
 p
ea
k
Ge
om
et
ry
 1
TX
9 
& 
TX
10
1
11
9.
08
º
11
6.
52
º
2.
56
º
11
7.
06
º
2.
02
º
11
3.
91
º
5.
17
º
12
.9
3
96
.8
3º
94
.2
8º
2.
55
º
94
.7
º
2.
13
º
94
.7
4º
2.
09
º
23
.6
1
TX
9 
& 
TX
11
2
11
9.
08
º
12
0.
59
º
-1
.5
1º
11
9.
22
º
-0
.1
4º
11
8.
79
º
0.
29
º
12
.4
2
73
.2
1º
73
.7
º
-0
.4
9º
73
.7
3º
-0
.5
2º
73
.9
7º
-0
.7
6º
18
.3
5
TX
9 
& 
TX
12
3
11
9.
08
º
12
1.
56
º
-2
.4
8º
12
0.
17
º
-1
.0
9º
11
9.
79
º
-0
.7
1º
12
.0
4
58
.5
7º
62
.4
4º
-3
.8
7º
62
.4
7º
-3
.9
º
62
.8
3º
-4
.2
6º
14
.8
1
TX
10
 &
 T
X1
1
4
96
.8
3º
96
.3
9º
0.
44
º
96
.6
3º
0.
2º
96
.2
9º
0.
54
º
20
.1
6
73
.2
1º
73
.6
7º
-0
.4
6º
73
.7
4º
-0
.5
3º
74
.1
7º
-0
.9
5º
22
.3
1
TX
10
 &
 T
X1
2
5
96
.8
3º
96
.8
5º
-0
.0
2º
97
.2
6º
-0
.4
3º
97
.1
1º
-0
.2
8º
20
.5
3
58
.5
7º
63
.9
8º
-5
.4
1º
63
.8
3º
-5
.2
6º
64
.3
7º
-5
.8
º
17
.3
3
TX
11
 &
 T
X1
2
6
73
.2
1º
71
.7
6º
1.
45
º
74
.4
3º
-1
.2
2º
71
.1
2º
2.
09
º
27
.0
1
58
.5
7º
68
.1
4º
-9
.5
7º
70
.7
2º
-1
2.
15
º
Ge
om
et
ry
 2
TX
9 
& 
TX
10
7
11
3.
64
º
11
0.
49
º
3.
15
º
11
1.
29
º
2.
35
º
11
0.
81
º
2.
83
º
20
.8
1
85
.6
6º
85
.5
4º
0.
12
º
85
.7
º
-0
.0
4º
85
.8
4º
-0
.1
8º
24
.2
5
TX
9 
& 
TX
11
8
11
3.
64
º
11
1.
35
º
2.
29
º
11
1.
46
º
2.
18
º
11
1.
15
º
2.
49
º
20
.7
8
65
.1
º
67
.4
2º
-2
.3
2º
67
.3
7º
-2
.2
7º
67
.7
3º
-2
.6
3º
23
.0
2
TX
9 
& 
TX
12
9
11
3.
64
º
11
1.
6º
2.
04
º
11
1.
59
º
2.
05
º
11
1.
27
º
2.
37
º
24
.3
2
32
.8
2º
32
.1
6º
0.
66
º
32
.1
2º
0.
69
º
33
.4
2º
-0
.6
1º
20
.0
6
TX
10
 &
 T
X1
1
10
85
.6
6º
85
.4
3º
0.
23
º
85
.4
9º
0.
17
º
85
.4
4º
0.
22
º
27
.3
0
65
.1
º
68
.3
6º
-3
.2
6º
67
.9
6º
-2
.8
6º
69
.1
5º
-4
.0
5º
20
.4
6
TX
10
 &
 T
X1
2
11
85
.6
6º
85
.7
9º
-0
.1
3º
85
.7
7º
-0
.1
1º
85
.8
5º
-0
.1
9º
23
.8
3
32
.8
2º
30
.7
3º
2.
09
º
31
.5
2º
1.
3º
32
.8
5º
-0
.0
3º
18
.8
6
TX
11
 &
 T
X1
2
12
65
.1
º
68
.7
5º
-3
.6
5º
67
.6
º
-2
.5
º
67
.6
7º
-2
.5
7º
15
.8
8
32
.8
2º
31
.4
8º
1.
34
º
32
.6
6º
0.
16
º
34
.6
1º
-1
.7
9º
15
.5
3
Ge
om
et
ry
 3
TX
11
 &
 T
X1
2
13
65
.1
6º
66
.6
8º
-1
.5
2º
65
.3
2º
-0
.1
6º
64
.0
5º
1.
11
º
21
.0
6
51
.0
5º
52
.9
5º
-1
.9
º
51
.8
º
-0
.7
5º
M
ea
n 
er
ro
r
-0
.2
6º
-0
.3
2º
-0
.2
3º
Er
ro
r s
ta
nd
ar
d 
de
via
tio
n
2.
33
º
1.
96
º
2.
49
º
RM
S 
er
ro
r
2.
29
º
1.
95
º
2.
45
º
Figure A.2.: Results for two simultaneous source direction finding scenario.
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A.3. Three source direction finding results
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Figure A.3.: Results for three simultaneous source direction finding sce-
nario.
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A.4. Single low power source direction finding
results
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Figure A.4.: Results for single low power source direction finding scenario.
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