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Re´sume´ – Une structure de filtrage non line´aire pour l’e´galisation aveugle est pre´sente´e. Cette structure est base´e sur un re´seau
de neurones, ce qui permet l’inclusion de non line´arite´s dans la structure du filtre. D’autre part, la strate´gie d’apprentissage du
re´seau est se´pare´e en deux parties : une supervise´e et l’autre auto-organise´e. La divergence de Kullback-Leibler est utilise´e comme
base pour une fonction de couˆt d’une re`gle d’apprentissage auto-organise´e, tandis que le crite`re du (( constant modulus )) est utilise´
dans la partie supervise´e. Les re´sultats des simulations comparent la performance de cette strate´gie par rapport aux strate´gies
classiques d’e´galisation adaptative. Les re´sultats montrent que, pour certains canaux, la strate´gie propose´e est plus performante
que l’e´galiseur a` retour des de´cisions (DFE) supervise´.
Abstract – A nonlinear structure of filtering for blind equalization is presented. The neural network-based structure is used
in order to provide nonlinearity on the filter structure while the learning strategy is divided in two stages. The Kullback-Leibler
divergence is used as the base for the cost function of a self-organized rule and constant modulus criterion for the supervised one.
Simulation results illustrate the performance of the strategy compared to classical ones for adaptive equalization. The results
show that the proposed strategy outperforms even trained DFE for some cases of channels.
1 Introduction
Dans le cadre de l’e´galisation aveugle, il est bien connu
que lorsque les symboles e´mis sont i.i.d., on peut utiliser
la pre´diction [1] dans le but d’optimiser les parame`tres
de l’e´galiseur. De plus, en prenant le proble`me autrement,
c’est-a`-dire, en regardant l’e´galisation comme une taˆche
de classification des observations a` la sortie du canal, nous
pouvons e´nume´rer certains aspects inte´ressants [2, 3, 4]:
1. L’e´galisation correspond a` l’obtention d’une fonction
se´paratrice de classes ;
2. Les fonctions se´paratrices les plus souhaitables sont,
en ge´ne´ral, non line´aires ;
3. Certains types de canaux ne peuvent pas eˆtre
e´galise´s par des structures line´aires, comme le filtre
transversal.
D’apre`s les points 2 et 3, l’utilisation des structures non
line´aires, au lieu des line´aires, semble eˆtre un choix per-
tinent pour des canaux (( difficiles )). Ainsi, e´tant donne´
que l’approche d’e´galisation par pre´diction peut eˆtre vue
comme un proble`me d’interpolation [4], nous nous sommes
inte´resse´s a` des structures capables d’engendrer les sur-
faces d’interpolation cherche´es.
Par conse´quent, nous avons propose´, dans [3], un
e´galiseur pre´dictif base´ sur un re´seau de neurones qui uti-
lise une strate´gie mixte d’apprentissage : une partie super-
vise´e base´e sur la minimisation de l’erreur de pre´diction,
et une autre base´e sur la minimisation de la divergence de
Kullback-Leibler. Cette strate´gie nous a permis d’e´galiser
des canaux non minimum de phase (NMP) en utilisant
seulement des statistiques d’ordre 2. Nous avons appele´
cette structure ((Neural Predictive Structure )) (NPS). En
plus, duˆ a` l’utilisation de la minimization de l’erreur de
prediction, cette strate´gie est appele´e ((NPS Minimizing
Prediction Error )) (NPS-MPE).
Certains travaux proposent l’utilisation d’une classe de
fonctions de couˆt base´es sur la minimisation du crite`re du
(( constant modulus )) (CMC) pour les strate´gies pre´dictives
- comme dans [6], par exemple. Les bons re´sultats obtenus
nous ont pousse´ vers l’utilisation du CMC dans le NPS.
Ce travail est donc, consacre´ a` l’e´tude et a` la comparaison
de cette nouvelle strate´gie, appele´e de´sormais ((NPS using
Constant Modulus Criterion )) (NPS-CMC), avec d’autres
strate´gies d’e´galisation, y compris la NPS-MPE.
Avant la pre´sentation de ce travail, nous rappelons dans
la section 2 la structure du NPS en mettant en e´vidence
la strate´gie mixte d’apprentissage. Dans la section 3 nous
pre´sentons la nouvelle strate´gie. Les re´sultats des simula-
tions sont pre´sente´s dans la section 4 pour l’e´valuation de
performance vis-a`-vis des autres strate´gies. Finalement,
les conclusions et perspectives sont pre´sente´s dans la sec-
tion 5.
2 Rappel sur le NPS
Soit a(n) une variable ale´atoire (v.a.), avec une loi de
probabilite´ uniforme, dont les re´alisations repre´sentent les
symboles e´mis. Soit aussi un canal dont la re´ponse impul-
sionnelle est donne´e par
F (z) =
N−1∑
n=0
fnz
−n (1)
il est aussi possible de la repre´senter avec la notation vec-
torielle f =
[
f0 · · · fN−1
]T . Alors, on peut e´crire les
e´tats non bruite´s du canal selon l’e´quation suivante
x¯(n) = FHa(n) (2)
ou` F est la matrice de convolution du canal [2, 4] et
a(n) =
[
a(n) a(n− 1) · · · a(n−N + 1) ]T . Donc,
nous pouvons calculer les entre´es de l’e´galiseur comme:
x(n) = x¯(n) + n(n) (3)
ou` n(n) est un vecteur de variables ale´atoires normales
(Gaussiennes) qui repre´sentent le bruit.
Le mode`le d’un e´galiseur pre´dictif ge´ne´ral est montre´
sur la figure 1.
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Fig. 1: Mode`le d’un e´galiseur pre´dictif.
Etant donne´ que nous sommes dans un cadre de
pre´diction, qui est lie´ a` l’extraction de l’innovation, nous
remarquons que l’utilisation d’une strate´gie non line´aire
permet l’usage d’une seule entre´e pour le pre´dicteur, ceci
veut dire que nous pre´disons x(n) par TNL (x(n− 1)), ou`
TNL (•) est une transformation non line´aire [3, 4], et g re-
present le gain responsable par re´cupe´rer la puissance des
symboles e´mis .
Dans une approche de classification, cela correspond
a` trouver une fonction capable de se´parer les diffe´rentes
classes d’observations unidimensionnelles a` la sortie du ca-
nal. Pour la communication nume´rique, ces classes corres-
pondent aux symboles de l’alphabet de modulation [2].
Une illustration avec un alphabet binaire est montre´e sur
la figure 2.
La structure a e´te´ adopte´e a` cause de sa facilite´
d’imple´mentation d’une fonction comme celle repre´sente´e
dans la figure 2 comme ψRN (x(n− 1)).
Bien entendu, trouver automatiquement ce genre de
fonction a` partir seulement des observations (adaptation
aveugle) n’est pas une taˆche simple. Et pour y aboutir,
nous avons de´veloppe´ un e´galiseur pre´dictif base´ sur des
re´seaux de neurones.
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Fig. 2: Surface de se´paration pour signaux binaires.
La figure 3 met en e´vidence la structure du NPS, ou`
θ =
[
θ1 · · · θM
]T est le vecteur de neurones de biais,
ϕNPS (·) est la fonction seuil et β =
[
β1 · · · βM
]T est
le vecteur des coefficients line´aires des neurones.
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Fig. 3: Structure de la NPS (Neural Predictive Structure).
Cette structure e´tant choisie, il faut maintenant de´finir
une strate´gie d’apprentissage qui soit capable d’ap-
proximer proprement et rapidement la fonction cible
ψ (x(n− 1)) dans chaque cas. Nous avons choisi de couper
ce proble`me en deux parties, a` savoir:
1. L’apprentissage des parame`tres θ;
2. L’apprentissage des parame`tres β,
Ceci sera de´crit dans les prochaines sections.
2.1 L’algorithme auto-organise´
Il est connu que l’utilisation d’un mode`le line´aire pour
le canal et d’un mode`le gaussien additif de bruit ame`ne a`
une fonction de densite´ de probabilite´ (fdp) du signal rec¸u
sous la forme d’un me´lange de gaussiennes centre´es sur les
sorties non bruite´es du canal (appele´es de´sormais e´tats du
canal) [2, 4].
En plus, il est montre´ sur la figure 2 que les transitions
rapides de la fonction ψ (x(n− 1)) doivent eˆtre place´es
entre les gaussiennes de la fdp du signal rec¸u. Ainsi, dans
la premie`re partie de l’algorithme d’apprentissage du NPS,
il faut d’abord trouver ces (( valle´es )) entre les gaussiennes,
ce qui est en rapport e´troit avec les biais des neurones.
Pour ce faire, nous avons cre´e un algorithme adaptatif
de de´tection de valle´es du type LMS par la minimisation
de la divergence de Kullback-Leibler [5] entre fonctions du
type |x−θi| (fonctions en forme de ‘V’) et la fdp du signal
rec¸u. Cet algorithme est auto-organise´ parce qu’il n’utilise
que les observations a` la sortie du canal. En plus, il ame`ne
a` une re`gle d’apprentissage du type Anti-Hebbienne [5].
Nous avons appele´ cet algorithme SOFVA (Self-Organized
for Finding Valleys Algorithm). Pour plus de de´tails voir
[3, 4]. La fonction de couˆt est donne´e par :
JSOFVA (θ) = −E {ln (|x− θ|+ κ)} (4)
ou` E {·} est l’ope´rateur espe´rance et ou` κ est une constante
positive qui sert a` assurer que la fonction est de´finie po-
sitive. Ainsi, le gradient de cette fonction par rapport au
vecteur θ est donne´ par:
∇JSOFVA (θ) = −E
{
sgn (x− θ)
|x− θ|+ κ
}
(5)
2.2 L’algorithme supervise´
Pour l’optimisation des parame`tres β nous avons choisi
une strate´gie LMS classique pour la pre´diction. C’est-
a`-dire, la minimisation de la puissance de l’erreur de
pre´diction. Cela correspond a` un processus de blanchis-
sement sur la sortie du pre´dicteur [7]. Il faut noter que
cet algorithme est supervise´ seulement dans le sens ou` le
re´seau des neurones dispose d’une sortie de´sire´e, qui est la
re´alisation de x(n). Cependant, l’e´galiseur reste toujours
autodidacte (ou aveugle) car il ne connait pas le symbole
e´mis.
La fonction de couˆt pour l’algorithme (( supervise´ )) est
JSUP−MPE (β) = E
{
|ep(n)|2
}
(6)
et la version stochastique de l’algorithme d’adaptation est
donne´e par
ep(n) = x(n)− ψ (x(n− 1),θ(n),β(n− 1))
∇JSUP−MPE (β) = ep(n) · r(n)
β(n+ 1) = β(n) + µ · ∇JSUP−MPE (β)
(7)
ou` ψ(·) est la fonction imple´mente´e par la NPS, µ est le
pas de convergence et r(n) =
[
r1 · · · rM
]T est le
vecteur de sortie des neurones (voir la figure 3).
La fonction de couˆt pour le NPS-MPE est donc
JNPS−MPE (θ,β) = JSUP−MPE (β) + JSOFVA(θ)
JNPS−MPE (θ,β) = E
{
|ep(n)|2
}
+ E {ln (|x− θ|+ κ)}
(8)
3 La strate´gie NPS-CMC
Inspire´s par les bons re´sultats de [6], qui montrent une
convergence plus rapide pour les e´galiseurs pre´dictifes avec
le CMC, nous avons aussi e´tudie´ l’apport d’un crite`re du
type CM pour optimiser les coefficients β.
Pour la strate´gie que nous avons appele´e NPS-CMC, la
fonction de couˆt de la partie supervise´e a e´te´ remplace´e
par :
JSUP−CMC (β) = E
{(
|y(n)|2 −R2
)2}
(9)
ou` R2 =
E{|a(n)|4}
E{|a(n)|2} est le rayon d’e´galisation.
Donc l’algorithme stochastique d’adaptation est:
ep(n) = x(n)− ψ (x(n− 1),θ(n),β(n− 1))
∇JSUP−CMC (β) = g · ep(n) · r(n) ·
(
R2 − |g · ep(n)|2
)
β(n+ 1) = β(n) + µ · ∇JSUP−CMC (β)
(10)
ou` g est le controle automatique de gain (CAG) adapte´ de
l’algorithme pre´sente´ dans [1].
La strate´gie NPS-CMC a donc les e´quations d’adapta-
tion suivantes
JNPS−CMC (θ,β) = JSUP−CMC (β) + JSOFVA (θ)
JNPS−CMC (θ,β) = E
{(
|y(n)|2 −R2
)2}
−E {ln (|x− θ|+ κ)}
(11)
4 Simulations
Dans l’e´tude par simulations suivante, le but est la
comparaison entre nos algorithmes et diffe´rents types de
strate´gies d’e´galisation. Pour ce faire, nous avons fait 100
simulations de Monte-Carlo (avec la modulation BPSK)
pendant lesquelles l’erreur de de´cision quadratique (EDQ)
- [Dec (y(n))− y(n)]2, ou` Dec(·) est la de´cision - a e´te´ me-
sure´e. Les re´sultats ont e´te´ lisse´s par un filtre passe-bas
avec ωc = 10−2.
Pour de´finir le (( status )) du canal, c’est-a`-dire, si il est
dans la condition de (( l’œil ouvert )) ou bien (( l’œil ferme´ )),
nous avons utilise´ le crite`re de distorsion maximale (MD)
[2, 4].
Les autres algorithmes simule´s pour comparaison sont:
le CMA avec un filtre transversal, le pre´dicteur line´aire
avec des statistiques d’ordre 2 et l’e´galiseur a` retour de
de´cisions (DFE) supervise´. Comme re´fe´rence pour les
structures line´aires, la solution de Wiener [7] est aussi
montre´e.
En ce qui concerne l’initialisation du NPS-MPE et du
NPS-CMC, pour que le SOFVA puisse aboutir a` une
bonne estimation des positions des (( valle´es )) entre les
gaussiennes, l’initialisation des biais des neurones joue un
roˆle tre`s important. Par conse´quent, nous avons choisi
d’utiliser un assez grand nombre de neurones, dont les
biais sont initialise´s ale´atoirement. Cela permet qu’au
moins un certain nombre des transitions de la fonction
ψ (·) soient bien place´es avant meˆme le de´marrage de l’al-
gorithme d’apprentissage auto-organise´e.
Dans les simulations nous avons utilise´ deux canaux mi-
nimum de phase: le premier sous la condition d’œil ouvert(
f1 =
[
1 0.6 0.2
]T) voir figure 4, et l’autre sous la
condition d’œil ferme´
(
f2 =
[
1 0.8 0.4
]T) voir figure
5. Dans ces deux cas nous avons SNR = 40 dB.
Il est a` noter, sur les figures 4 et 5, que le NPS-CMC
est plus performant que les autres strate´gies, y compris le
DFE supervise´. La meilleure performance du NPS-CMC
par rapport au NPS-MPE est due a` l’utilisation d’une
strate´gie ou` l’erreur instantane´e - utilise´e pour l’adapta-
tion stochastique des parame`tres - converge vers le ze´ro (le
crite`re CM), tandis que pour le MPE cette erreur converge
vers une variable dont la variance est e´gale a` celle du signal
a` l’entre´e du canal, donc non nulle.
Enfin, d’autres simulations ont e´te´ faites avec un canal
NMP
(
f3 =
[
0.5 1 −0.6 ]T), voir figure 6. Dans ce
cas, nous n’avons pas eu une grande diffe´rence de perfor-
mance entre le NPS-CMC et le NPS-MPE. Cela vient du
fait que la strate´gie est limite´e par l’utilisation d’une seule
entre´e (pre´dicteur sans me´moire) [4].
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Fig. 4: E´volution de l’EDQ pour le canal f1.
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Fig. 5: E´volution de l’EDQ pour le canal f2.
5 Conclusions
Dans ce travail nous avons pre´sente´ une structure
pre´dictive base´e sur un re´seau des neurones avec une
strate´gie d’apprentissage mixte: une partie auto-organise´e
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Fig. 6: E´volution de l’EDQ pour le canal f3.
et l’autre supervise´e.
Un des deux algorithmes pre´sente´s s’est montre´ plus
performant que d’autres algorithmes d’e´galisation clas-
siques lorsque le canal est du type minimum de phase. En
revanche, pour les canaux NMP, la performance n’est pas
assez bonne, ce que nous fait envisager des ame´liorations
qui peuvent eˆtre apporte´es au NPS-CMC, comme par
exemple l’augmentation du nombre d’entre´es (me´moire)
du pre´dicteur.
D’autre part, l’algorithme SOFVA est encore un sujet
d’e´tude assez vif. En effet, nous sommes maintenant en
train d’e´tudier les performances de nouvelles strate´gies
pour acce´le´rer sa convergence et aussi pour avoir une
(( re´gularisation )) de la fonction de couˆt, ce qui doit re´duire
la complexite´ de calcul due au nombre de neurones.
Finalement, e´tant donne´ que l’algorithme SOFVA est
e´galement capable d’estimer des valle´es de fonctions meˆme
quand les noyaux qui composent ces fonctions ne sont pas
forcement gaussiens, il semble que le NPS-CMC est aussi
une strate´gie valable dans le cas de canaux non line´aires,
ce qui sera e´tudie´ par la suite.
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