Ray-tracing based radio wave propagation prediction models play an important role in the design of contemporary wireless networks as they may now take into account diverse physical phenomena including reflections, diffractions, and diffuse scattering. However, such models are computationally expensive even for moderately complex geographic environments. In this paper, we propose a computational framework that functions on a network of workstations (NOW) and helps speed up the lengthy prediction process. In ray-tracing based radio propagation prediction models, orders of diffractions are usually processed in a stage-by-stage fashion. In addition, various source points (transmitters, diffraction corners, or diffuse scattering points) and different ray-paths require different processing times. To address these widely varying needs, we propose a combination of the phase-parallel and manager/workers paradigms as the underpinning framework. The phase-parallel component is used to coordinate different computation stages, while the manager/workers paradigm is used to balance workloads among nodes within each stage. The original computation is partitioned into multiple small tasks based on either raypath-level or source-point-level granularity. Dynamic load-balancing scheduling schemes are employed to allocate the resulting tasks to the workers.
Introduction
Ray-tracing based radio wave propagation prediction models play an prevalent role in the design of modern wireless networks [32, 50, 77, 46, 58] . The main objective of such models is to efficiently yield accurate predictions on radio wave propagation pertinent statistics including received signal strengths for mobile locations, delay spread, and angle of arrival. At the same time, it has been recognized that these models are computationally very expensive and require a considerable amount of processing time to attain reasonable accurate prediction results [7, 53] . In this context, it is typical that ray-tracing based models take hours to generate predictions for moderately sized geographic areas such as 1 km 2 [53, 50] . The core pincushion method (or otherwise known as the shoot-and-bounce method) is the main source for computational intensity for the models in discussion [46, 53] . In this method, rays are launched with an angular separation δ from source points, which are either transmitters or diffraction corners acting as secondary sources. Each raypath may encounter reflections, diffractions, refractions (transmissions), and diffuse scattering. To achieve reasonable prediction accuracy, the angular separation δ needs to be very small and usually less than 0.6 • (or about 0.01 radians [7] ). Consequently, the number of raypaths between base stations and mobile stations may be explosive and extremely long CPU processing times are required to examine all the raypaths in question. As the coverage of a wireless system increases, and the corresponding network environment becomes more complex, the interactions between raypaths and geometric objects including various types of buildings, terrain, and vegetation make matters worse calling for even more dramatic increases in computation [32, 7, 50] .
A number of approaches have been proposed to shorten the computation time for prediction models. The complexity of building databases can be reduced by simplifying footprints [16] . Data filtering and cleansing techniques have been proposed in [50] . Procedure-approximation methods are also employed to address the same problem [15] . In these methods, either a subset of raypaths are processed based on different requirements for prediction accuracy [15] or different physical phenomena such as vertical plane diffractions, multi-paths, and existence of vegetation are exploited to offer balance between prediction accuracy and computation time [50] . Both data-reduction methods and procedure-approximation methods have a common drawback: they trade prediction accuracy for processing time.
A natural way to overcome the above drawback is to use the parallel and distributed computation techniques to speed up computations, while keeping the accuracy intact [40, 41, 17, 3] . More specifically, the usage of a network of workstations (NOW) is particularly attractive as such computer system configurations are readily available at this time. By resorting to such parallel/distributed computation methods, our main objective is to both distribute and/or parallelize various components of our ray-tracing prediction model among multiple nodes in such a way that the processing time will decrease proportionally to the number of nodes involved. Should the latter be feasible, we anticipate significant gains in the radio wave propagation prediction area. There are many advantages to use NOW-based computation techniques in a ray-tracing based radio propagation prediction model. The accuracy of prediction results is not affected since neither data reduction nor procedure approximation methods are introduced. The relationship between computation resources (i.e., the number of nodes involved) and prediction time is straightforward as more resources yield shorter response times. The NOW-based computation techniques also improve overall scalability of the model used. In the data reduction methods, the prediction time is not linear to the data complexity at hand while in the procedure-approximation methods, the requisite time mostly depends on the accurate es-timate of each raypath's contribution to the prediction results. Finally, NOW-based ray-tracing models are much more flexible since new nodes can dynamically join existing sites to help the ongoing computation. On the other hand, the design and analysis of a NOW-based prediction model involves the examination of a complex set of interrelated issues such as computational concurrency, computing unit (task) granularity, task allocation and scheduling, communication and synchronization, as well as workload-balancing. It is this diversity of frequently competing factors that make the design and implementation of NOW-based algorithms for radio propagation prediction a challenging task. Clearly, there are tradeoffs among the above interrelated factors. Metrics used to measure and evaluate the performance of a NOW-based system attempt to capture and quantify most of such factors and include the nature of workloads processed, such as speedup, workload expansion ratio, and resource utilization.
In this paper, we investigate these interrelated factors, and establish a feasible and effective parallel/distributed computation model for radio wave propagation prediction. We use a combination of phase parallel and manager/workers paradigms to coordinate, synchronize, and distribute computation, and employ dynamic load-balancing scheduling scheme to allocate workload among nodes. The metric of speedup is the main performance index as our overall design goal is to generate predictions as quickly as possible. In addition, we monitor other performance indicators including workload expansion ratio, efficiency, isoefficiency, and resource utilization. Our experiments show that the proposed NOW-based radio propagation prediction model presents consistent performance rates across a wide range of workloads, and achieves almost-linear speedup rates in most examined cases.
The rest of the paper is organized as follows: Section 2 presents related work. Section 3 discusses the baseline ray-tracing based radio propagation prediction algorithm and examines the unique characteristics of the problem at hand. Section 4 outlines our proposed NOW-based parallel/distributed computational model, computation decomposition methods, and workload-balancing schemes. Techniques to further improve the efficiency of the proposed model are discussed in Section 5. Section 6 presents a comprehensive experimental evaluation of our model while concluding remarks and future work can be found in Section 7.
Related Work
In order to address computationally intensive problems, NOWs have been used in a wide range of fields including large-scale databases, scientific computations, computer graphics, multimedia, wave propagation predictions, and telecommunication systems simulations [18, 62, 54, 56, 2, 39, 71, 59 ].
The fundamental idea in NOW database systems is to carry out simultaneous I/O operations whenever possible and to execute highly intensive CPU processing in a distributed fashion [43, 66] . Computationally intensive problems such as the N -body problem have been addressed in the context of NOW environments. Here, the movement of a set of particles is simulated under the influence of gravitational, electrostatic and Vander Waals attractions [69, 10, 36] . Two prevalent forms of the N -body problem known as the Barnes-Hut and the Fast multi-pole (FMM) methods have been implemented using message passing and shared-memory architectures [11, 31, 54, 74, 47, 57, 37] . In this context, computation-partitioning and workload-balancing scheduling approaches have been proposed in [69] .
One field closely related to our work is the ray-tracing illumination models used in computer graphics that are known to generate high-quality images but suffer from long rendering times [72, 60, 65] . A ray-tracing illumination model launches a very large number of raypaths in a scene consisting of many geometric objects. Each raypath is tested for intersection with objects to determine the visibility of their surfaces, meanwhile, pixel intensities are generated for the produced image. Due to the inherent computation costs, such illumination models have been traditionally used off-line. However, the appearance of networks of processors or workstations has provided the needed computational framework for on-line and interactive raytracing illumination models. For instance, an airplane and missile simulator uses a 96-processor SGI PowerChallenge cluster to create real-time effects [55, 56] . Similarly, the Utah ray-tracing system offers interactive capability by utilizing a multi-processor supercomputer with static workload-balancing scheduling scheme to minimize synchronization overhead [60] . The parallel ray-tracer proposed in [27, 26] uses a NOW as its computation platform. Its main assumption is that every participating workstation can retain the entire scene in its main memory at all time. The parallel radiance model in [67] also uses message passing method to communicate among processors and assumes that the entire scene of operation resides in every node's main memory throughout the computation. Additional "parallel" and interactive ray-tracing systems are discussed in [65, 45, 63, 64] . All these systems consider their computational problem as an (nearly) embarrassingly parallel one that can be divided into a number of completely independent and equally intensive components and each such component can be designated to any processor (or machine). Therefore, the communication and/or synchronization overhead is considered minimal [76, 25] .
The ray-tracing based radio wave propagation prediction model discussed in this paper differs significantly from conventional ray-tracing illumination models in a number of aspects. First, the objective of illumination models is to create photo-realistic images that focus on visual effects, such as texture and color while radio wave propagation prediction systems put great emphasis on the numerical evaluation of ray qualities, such as field amplitude and time delay. Illumination models are mostly based on diffuse reflections and occasionally specular reflections with only a limited number of such events along the raypath. On the other hand, radio propagation prediction models use reflections, diffractions, and diffuse scattering, and often account for multiple events along a raypath. The inclusion of diffraction forces prediction models to function in "stages" (or phases) of computations. There is also a strong correlation among different raypaths in radio propagation prediction models. The energy carried by a raypath can be known only after all diffraction corners along the raypath are found and their strengths are determined. Consequently, the processing of various raypaths is not independent as is the case in traditional illumination models. More importantly, the processing time for different raypaths can be quite different and the variance is large in radio prediction models compared with their illumination counterparts. The above characteristics lead to the observation that the ray-tracing based radio propagation prediction problem discussed in this paper is not an embarrassingly parallel/distributed problem (not even a nearly embarrassingly parallel/distributed one) as is the case with illumination models [60, 55, 56] . Thus, illumination model techniques cannot be directly applied to radio wave propagation prediction models.
Modeling three-dimensional sound wave propagation is critical for applications such as concert hall design [6, 5, 51] , virtual reality [20, 13] , and interactive systems [29, 24] . Ray tracing techniques are widely used to find the sound wave propagation paths representing different sequences of reflections, transmissions, and diffractions at surfaces of the environment. The effect of such propagations is the reverberation at the receiver [52, 48] . In contrast to illumination models, more orders of reflections are computed to account for the large range of audible sound frequencies requiring heavy computations [28] . When the wavelength of the sound wave is similar to the geometric feature size, diffraction becomes an essential effect [7, 61] . The wavelengths of audible sound range between 0.02 and 17 meters (for 20 KHz and 20 Hz, respectively, with sound speed of 343 meters per second). Therefore, diffraction effects are considered only for low frequency sound waves and environments where there are large obstacles between source and listener [70, 44] . The diffraction effects and late reverberations are routinely modeled with statistical, perceptual approximations [68, 1] . Even in ray-tracing based acoustic models, the diffraction effect is applied only to a small portion of the environments described with little geometric detail. Thus, most techniques used in traditional illumination models can be applied directly to sound wave models [28] . In contrast, radio wave propagation models examined in this paper base their computation on all pertinent physical phenomena such as specular reflections, diffuse reflections, and diffractions [7] .
Recently, there have been efforts to parallelize/distribute CPU intensive simulation tasks for telecommunication systems. An outdoor propagation model for microcells is parallelized by using a Cray T3E supercomputer in [39, 38] . Message passing and the workpool paradigm are used to communicate and balance workload among nodes. However, experimentation shows that the achieved speedup is far from linear. In [71, 34] , a parallel ray tracing system is used to optimize the placement of transmitters in an indoor wireless system. A 200-node Beowulf NOW with each processor locally having a complete copy of the building database is employed to carry out the optimization considering only reflections and transmissions (penetrations). In [59] , the FastScat system is proposed to parallelize electromagnetic scattering calculations on a SGI Origin-2000. The system is implemented in a threaded style assuming a cache-coherent distributed shared memory. Selected data structures are replicated on every processor and data locality is exploited to achieve scalability. Experiments show that speedup of 25.9 is attained for 32 processors.
Observations on Sequential Ray-Tracing Prediction Models
In modern wireless network design, ray-tracing models are used to predict the received powers at various locations in the coverage area of a base station so that quality of service is guaranteed. To attain good prediction accuracy, reflection, diffraction, and diffuse scattering should be considered. Suppose that a cellular network is established in Rosslyn, VA as depicted in Figure 1 . The base station is located atop a building at the center of the area (location Tx5) and three receiver locations are marked as spots 1, 2, and 3 respectively. Each of these spots may be "reached" with the help of the three propagation planes shown in Figure 1 . However, none of these locations can be reached directly as no line-of-sight (LOS) can be established between the base station and the receivers [7] . A raypath that is part of Plane 2 is essentially of non-line-of-sight nature consisting of one reflection and one diffraction at an horizontal building edge to reach spot 2. As no line-of-sight exists between the base station and spots 1 and 3, horizontal or vertical edge diffraction becomes the dominant contributor to the received power at the spots in question. More specifically, a raypath that is part of Plane 3 encounters two vertical diffractions in order to finally reach spot 3. Surfaces illuminated by the base station scatter rays in all directions as well. These scattered rays may reach receivers and contribute to the received powers.
Algorithm 1 can be used to compile radio wave propagation prediction results in a geographic area (as the one depicted in Figures 1 and 2 ). This baseline ray-tracing based prediction algorithm consists of five distinct stages. In the initialization phase, key user parameters about the prediction settings and operating environment are obtained. The terrain/building databases are initialized and locations of transmitters and receivers, antenna patterns for base stations and mobile stations, carrier frequency, as well as maximum As raypaths from all transmitters are traced, all illuminated receivers and first order diffraction corners are determined. In the subsequent stage, orders of diffraction corners are processed. All diffraction corners found act as secondary sources and are treated as if they were transmitters themselves. All illuminated receivers are determined. This step is repeated for each order of diffraction; in practice, two orders of diffractions are adequate. After that, all diffuse scattering points are determined and processed as if they were transmitters. The final stage is to generate prediction results. Intermediate results generated by all previous phases are assembled to form predictions, such as received powers by all receivers, delay and angle spreads. Prediction accuracies are found to be adequate for communication system planning-see for example the comparison of predictions with measurements for low base station antennas in Figures 15, [23] [24] [25] [26] It is rather evident from its description that Algorithm 1 has its own intrinsic characteristics that cannot be easily distributed and/or parallelized. Both initialization and prediction results generation stages are rather sequential in nature as they involve I/O operations. The other three stages have to be executed in a synchronized fashion. For example, the output of the transmitters processing is the input of the diffraction corners processing and Bernstein's conditions are formed [41] . There is also control dependency between different stages. Although it is possible to use pipeline techniques to overlap the executions of different stages, the complexity of the resulting system will increase dramatically.
Should the function of Algorithm 1 be distributed, a number of hidden costs should be taken into considerations as well. Firstly, additional computational control has to be introduced. Broadcasting of building Algorithm 1 Sequential Radio Propagation Prediction Algorithm 1: read building database into main memory, cluster all buildings into grids; read configuration file or get input about settings from the user interactively 2: for (each transmitter) do 3: trace its raypaths sequentially; determine illuminated receivers and diffraction corners 4: end for 5: for (each diffraction level l) do 6: for (each secondary transmitter i at level l) do 7: trace raypaths emitted by i; determine illuminated receivers and diffraction corners 8: end for 9: end for 10: generate all the diffuse scattering points 11: for (each diffuse scattering point) do 12: treat it as a transmitter and trace its raypaths upto maximum number of reflections and diffractions. 13 : end for 14: output prediction results database and configuration parameters, collection of intermediate results from all nodes to a single node or vice versa are just some examples. The establishment of lookup tables on various computing nodes that are deemed indispensable in the compilation of radio propagation prediction is another example. Secondly, some communication overhead is unavoidable when message passing is used. Since the problem we study is not embarrassingly parallelizable, many inter-node communications have to take place in order to coordinate, synchronize, and exchange information among different sites. Finally, main memory consumption is of vital importance in a NOW-based solution as the full duplication of data in every site is not necessarily deemed a viable option at all times. In the course of tracing raypaths, partial data replication is required since any processing unit ultimately needs information about the same buildings and environmental obstacles involved in a computation. Because of the hidden overheads, it is challenging to achieve speedup rates that are linearly proportional to the size of NOW.
Without taking any overheads into account, the best achievable speedup for a computation is governed by the fraction α of the workload that must be executed sequentially as Amdahl's law points out [4] . Suppose the portion (1 − α)W of a workload W can be perfectly parallelized, then the attained speedup is S n = n/[1 + (n − 1)α]. In the case of a very large NOW with n → ∞, Amdahl's law yields the best possible speedup rate of S n =1/α. The value of α is determined by the intrinsic features of the specific computation and in our case mainly by the angular separation δ between neighboring rays. In the presence of tasks with light CPU requirements, Gustafson's law [33] offers a flexible mechanism for better use of computing resources. By pursuing a "higher resolution" setting of the problem at hand (i.e., by reducing the angular separation in our case), one can expand the workload and improve the quality of results obtained. Overall, the ray-tracing based radio propagation prediction problem is parallelizable for the transmitters, diffraction corners, and diffuse scattering points processing stages. However, it is not embarrassingly parallelizable due to its intrinsic serial parts and data/control dependence between different stages as well as correlations between different raypaths or source points (diffraction corners or diffuse scattering points). Therefore, extra computation and communication overhead is unavoidable. It is in this context that we propose techniques that aim to minimize overheads.
Considerations for the NOW-based Propagation Prediction Model
There is a wide array of computational paradigms for parallel/distributed computations including the phaseparallel, divide and conquer, pipeline, process farm, and work pool [41] . The phase-parallel paradigm consists of a number of supersteps with each containing a computation phase and an interaction phase. Every processing unit performs an independent computation task in the first phase and executes synchronous communications among all the units in the interaction phase. Since our baseline ray-tracing algorithm functions in stages, it nicely fits the phase-parallel paradigm with the existing constraints of data dependencies between stages. Each stage can be considered as a "super-step" featuring both a computation and an interaction phase. For instance, in the transmitters processing stage, all raypaths emitted by transmitters are decomposed into multiple tasks and each workstation handles a fraction of these tasks in the first phase. During the interaction phase, all processing units exchange intermediate results to generate the needed information for the superstep that computes the diffraction corners and received powers at the receiver locations.
Computations within each superstep are rather complex as there is a close correlation between different raypaths and raypaths do require varying processing times. Thus, it is imperative that computations be partitioned into jobs with fine granularity and be uniformly assigned to different workstations. The above does call for synchronization of all participating sites making inter-processor communication required even during the computation phase. To reduce the inter-processor communication overhead, we adopt the manager/workers paradigm within each stage. One site is appointed the manager and all others are the workers. The manager is responsible for the input processing, computation task distribution, result generations and more importantly for coordination among workers. Each worker repeatedly requests new jobs from the manager, carries out the processing, and ultimately ships back the results to the manager. Evidently, there is no direct communication among workers. As the manager is aware of the current state of all NOW nodes, it is capable of best scheduling and load-balancing tasks. In this regard, the manager makes decisions about workload decomposition and job assignment. Traditionally, two types of decomposition methods have been used: data domain decomposition and control domain decomposition [18] . The former partitions data into non-overlapped subsets assigned by the manager to different sites; the latter divides the original computation into small and disjoint tasks assigned to workstations. Although data domain decomposition is easier to deploy and often features small memory consumption, it has the potential to generate sizable communication overheads.
In our problem domain, a raypath may interact with many buildings. Should these buildings be distributed among various workstations, the tracing of a raypath has to be decided in collaboration with all pertinent sites potentially incurring communication overheads. Data decomposition does not necessarily lead to well balanced NOW-nodes. The distribution of raypaths among different data partitions is in all likelihood not uniform and "hot-spot" data partitions inevitably emerge. Such "hot-spots" which are impossible to determine a priori often contain numerous raypaths that are of interest to multiple workstations rendering some NOW-nodes bottleneck points for the prediction computation. Finally in the data domain decomposition, it is not easy to efficiently determine the termination of a computation as idleness and/or emptiness of job queues at all sites cannot be used as an indicator [9, 19, 75] . In contrast, the control domain decomposition method overcomes the above drawbacks and has a good termination indication (i.e., all sites finish their assigned computations and there is no unassigned task left at the manager). Thus, we advocate control domain as the computation decomposition method. Next, we talk about the specific issues of task granularity, workload balancing schemes, and overall organization of our NOW-based model.
Task Granularity
In a NOW, the selection of task granularity is crucial as it presents a trade-off between idle nodes and excessive communication costs. The expected NOW speedup is predominantly determined by the site having the maximum finish time. The latter occurs as all nodes complete their ongoing jobs at the same time and the last unprocessed task is awaiting assignment. To decrease this maximum finish time gap, the task granularity should be designated as small as possible while avoiding the potential network message flooding. The minimum feasible task granularity is a single ray-segment that typically has processing time at the order of milliseconds. If ray-segment is adopted, the communication overhead will certainly be large and its cost will surpass the original computation cost. Therefore, the task granularity we propose here is either at raypathlevel or source-point-level. If raypath-level task granularity is used, the computation is decomposed based on raypaths (a single raypath or a set of raypaths). In the case of source-point-level task granularity, the computation is divided into tasks based on source points (e.g., transmitters, diffraction corners, or diffuse scattering points). It can also be a single source point, or a set of source points.
The task granularity also depends on the computation stage as the amount of needed computation per stage differs. For example, the number of diffraction corners is often much larger than the number of transmitters [53, 15] . Should the same task granularity be used for different stages, it may lead to lack of load-balancing throughout the stages of the prediction. If the source-point-level task granularity is used for both the transmitters stage and the diffraction corners processing stage when the number of transmitters is less than the number of workstations, a number of sites will remain idle during the entire stage. Similarly, if we use raypath-level task granularity in all stages, the communication overhead for workload assignments in the diffraction corners processing stage will be particularly heavy. Therefore, we use raypath-level task granularity in the transmitters processing stage and source-point-level task granularity during the diffraction corners and diffuse scattering points processing stages.
Load Balancing Schemes
As time requirements for processing raypaths cannot be determined a-priori and wide variances exist in the processing times for both source points and raypaths, static workload assignment schemes [75] are not suitable for our NOW-based ray-tracing prediction model. Instead, we resort to dynamic load-balancing scheduling schemes, which partition and allocate the workload according to the progress of the computation as well as the state-of-affairs of the NOW-nodes. The latter is a function of past and current status of job execution at nodes as well as the state of the communication substrate. We have considered three loadbalancing schemes functioning at the coordinator site in our adopted manager/workers model: fixed-sizetask, variable-size-task, and hybrid-size-task schemes [26, 64, 69, 41] .
In the fixed-size-task approach, the manager always allocates the same fixed number of computation units G to the requester (worker) no matter who the requester is and when the request is posted. In our model, a computation unit is a raypath during the transmitters processing stage or a source point at the diffraction corners or diffuse scattering points processing stages. The manager does not take into consideration factors such as the current workload, workstation's CPU clock rate, and the behavior of the requester regarding to its past assigned tasks. Should the size of the unassigned computation be T rem computation units, then the fixed-size-task scheme allocates A = min (G, T rem ) to the current requester, and updates T rem as T rem −A. In the variable-size-task scheme, the manager allocates a variable portion of the remaining workload to the requester. If a NOW consists of N sites, the size of the pending work is T rem and F is an adjustment factor (with 0 < F < 1 and F experimentally determined), then the size of the current assignment A will be A = ⌈T rem F /N ⌉. In the hybrid-size-task scheme, the manager uses the variable-size-task scheme first and checks the size of the current assignment. If it is below a pre-specified threshold G, the manager switches to the fixed-size-task scheme with task size of G. Therefore, the current assignment A to the requester is A = min {max (⌈T rem F /N ⌉, G), T rem }. Each assignment requires a round-trip message (i.e., a task-request message and a task-assignment message). The performance behavior of the above schemes is analyzed in Appendix A. We derive the condition under which variable-size-task assignment outperforms its fixed-size-task counterpart. In addition, the hybrid-size-task scheme does better than the variable-size-task as long as G ≥ 1.
The NOW-Based Radio Propagation Prediction Model
To deploy the baseline Algorithm 1 in a NOW, we assume the existence of a coordinator (or manager) that initially accesses the building/terrain databases and descriptions of transmitters and receivers, accepts user parameters, and delivers the predictions to the user. For the time being, assume that the entire building database can be held in the memory of each workstation, as well as the location of transmitters and receivers and other necessary information 1 . Based on all above discussion, the NOW-based prediction model works as follows:
• Initialization stage: The manager reads the geographic terrain into its main memory, partitions it, and pre-processes all data (e.g., clusters and indexes buildings) that is ultimately broadcasted to all workers in the NOW. The coordinator undertakes the responsibility to read and alert workers about additional user-provided input as well as pertinent configuration information.
• Transmitters processing stage: The manager divides the raypaths from all transmitters into disjoint computation units (tasks or jobs) with raypath-level task granularity. These tasks are scheduled to workers by using a dynamic load-balancing scheme. Since the raypath-level task granularity is used and the processing time for each computation unit (a raypath) is relatively small, large values for F and G can be used to increase the ratio of the computation time over the communication time for each assignment. As soon as all tasks of this phase complete, the manager collects their intermediate results and generates data about the first order of diffractions. The latter is dispatched to all workers.
• Diffraction corners processing stage: This stage is composed of several supersteps, one for each order of diffraction. In each superstep, similar procedure as that used in the transmitters processing stage is followed except that the task granularity is set at source-point-level. To reduce the maximum finish time gap among all workers, small F and G should be used.
• Diffuse scattering points processing stage: All diffuse scattering points are determined and treated as transmitters. The task granularity is set at source-point-level as in this phase we are dealing with diffuse scattering points.
• Prediction results generation stage: The manager assembles all intermediate results, compiles predictions, and delivers the results to the user.
If either the problem size is relatively small or the number of NOW nodes is moderate, the manager site can assume a dual responsibility by becoming a concurrent worker as well. On the other hand, if the resources of the coordinator reach saturation, multiple managers can be used to amortize the overall coordination and communication overhead.
Distributing Data and Computations in a NOW

Data Partitioning Techniques
If we were to completely eliminate the communication costs due to data movement, we should maintain an in-memory full copy of the building/terrain databases at every workstation. This would necessitate the highest possible memory consumption of N ×B bytes where N and B are the number of NOW nodes and the size of database respectively. This is an optimistic scenario as in general nodes may have less than B available memory or even the sum of the entire NOW memory may be less than B bytes. By assuming M i bytes of memory available at the i-th NOW site, we could identify four distinct cases for our data placement problem:
. ., N ) with every site being able to hold the entire building database in main memory (mentioned as baseline case in Section 4). 2. Case II: B ≤ M i for some i and B > M j for some j with i, j assuming distinct values in
Here, only a subset of workstations can host the entire dataset in memory while the remaining nodes buffer only a fraction of the data. 3. Case III: M i < B (i = 1, . . .,N ) and
No site can store in its own buffer space the entire dataset but the collection of NOW memory available is larger than B. 4. Case IV: M i < B (i = 1, . . ., N ) and
In this case, no site can hold the entire data in volatile memory and the collective available NOW memory in all sites is less than B.
With the exception of the first case, the trade-offs between communication overheads and memory consumption have to be examined under the assumption that in general accessing data over the network and/or from local disks takes at least an order of magnitude more time than from main memory [41, 18] . In our control domain decomposition method, we move data to appropriate computation sites. To reduce the incurred communication costs, each site should store the largest portion of the building database possible. In an effort to differentiate which portions of the dataset should be core-resident we classify groups of buildings as either "hot-spots" or "cold-spots". We adopt this classification as raypaths are not uniformly distributed among all buildings as limited extent areas often experience heavier concentration of raypaths. In the transmitters processing stage, buildings located nearby transmitter locations intercept many more launched raypaths and are expected to be accessed much more frequently than distant ones designating in this manner hot-spots. As all nodes participate in the processing of transmitter emitted raypaths, it is beneficial if nodes keep in memory buildings located around transmitters during the transmitters processing phase. We can further prioritize buildings placed in cold-spots according to their spatial relationships to formed hot-spots. Such a classification would be beneficial when only part of the cold-spot areas can be memory resident with the remaining cold-spot data stored at the manager's disk.
Building hot-spots can be automatically generated as follows: the manager collects M i (i = 1, . . ., N ) from all workers and determines B hot = min N i=1 M i . The manager computes the number of buildings N hot that can fit in B hot , retrieves the N hot buildings spatially nearest to the transmitters and finally broadcasts these buildings to all workers. Naturally, hot-spots can change during the computation process and different nodes may have different hot-spots especially in the diffraction corners and diffuse scattering points processing stages. Worker i can adjust its hot-spot set of buildings dynamically as follows: every time worker i obtains a new assignment (e.g., a source point), it constructs the hot-spot B ′ hot for the source point based on M i such that B ′ hot < M i and buildings in B ′ hot are those nearest to the source point among all buildings. The worker then proceeds to examine whether buildings in B ′ hot are already memory resident; if not, the worker fetches the new hop-spot elements from the manager at one request that ultimately replace outdated hot-spot items.
Different methods for further classification and allocation of buildings in cold-spots among nodes are adopted for different cases. For example, in Case III, the cold-spots may be divided into N parts with each part having size B i (in bytes for i = 1, . . ., N ) so that
Buildings in cold-spots can be assigned to B i based on their spatial locations. In Case IV, the cold-spot buildings are subdivided into two parts, B warm and B cold . The set B warm contains buildings around B hot and consists of N components whose size is B i with B i ≤ (M i − B hot ) for i=1,. . .,N . These N components are delegated for storage to the available main memory of the NOW nodes. All remaining buildings are placed in B cold and are stored on the manager's disk.
For brevity, we discuss the building database partitioning technique for Case II-methods for cases III and IV can be derived in a similar manner. By assuming that the manager's physical memory can accommodate the entire building database, the method works as follows:
• The manager retrieves the entire building database into its memory and collects the sizes of main memory available M i (i = 1, . . ., N ) from all workers. It then generates the hot-spot B hot following the outlined procedure and dispatches it to all other NOW nodes.
• The rest of the building database is sent by the manager to all those workers whose main memory M i satisfies B ≤ M i .
• For sites whose main memory M j is less than B, the manager delivers buildings in cold-spots upon request. Workers manage and adjust buildings in the hot-spots and cold-spots according to their local situation. Buildings in cold-spots are replaced with a FIFO policy.
• To improve system efficiency, two threads, a computation thread and a communication thread, are used in all sites. The computation thread is in charge of carrying out CPU intensive tasks such as tracing raypaths while the communication thread handles requests for building data from/to other sites.
It is worth pointing out that the above data partition techniques are also used to partition terrain databases and scatter them to machines in a NOW configuration.
Computation-Duplication and Computation-Partition
Let us assume that computation C consists of two parts C x and C y in that order with C x being much shorter than C y . In addition, C x -generated results are not only large but are also heavily used by C y . Clearly when C is to be distributed, it is advantageous to parallelize C y as much as possible; should a complete copy of the C x 's results become available at all NOW sites, the entire C would benefit. To obtain a copy of C x 's result at every site, there are two alternatives: One candidate for such a computation is the establishment of lookup tables. Lookup tables constitute an efficient technique in massive computations problems where values of lookup table are used to avoid time-consuming frequently occurring function calls. In ray-tracing models, the ray-wall-intersection test is the most frequently used operation and it is known to consume up more than 85% of the total processing time [21] . To find out the slope of a line, reflection angle for a ray, or intersection point between a ray and a wall, we need to calculate the tangent or arctangent for a given ray. Performance-wise, it is beneficial to establish a tangent lookup table before computation commences in every NOW node. In Appendix B, we derive processing times for the above two methods; based on our formulae we show that when the number of NOW sites is larger than 2, computation-partition outperforms the computation-duplication method for a 100 Mbps network.
Another candidate for this type of handling is the pre-processing of the building database in order to improve the ray-wall-intersection test operations. This involves partitioning buildings into clusters (or octrees) [21, 35, 42] , setting up the indexing structure for building retrieval, and creating statistical information about buildings (e.g., size of buildings). In the computation-duplication method, the manager sends the entire building dataset to all sites (it may not be realistic in some cases) and each site may locally pre-process the building database in an independent and simultaneous fashion. In the computation-partition method, all sites take part in the pre-processing procedure but each site just performs a portion of the computation, and exchanges local results with all other sites so that every site gets a complete copy of the results. Similar analysis and computation can be performed as the case of using lookup tables.
In summary, when the number of NOW nodes is at least three and sites are attached to a high bandwidth (at least 100 Mbps), we use the computation-partition method to establish lookup tables and pre-process building/terrain databases. Otherwise, we use the computation-duplication method.
Intermediate Results Assembly
Due to data and control dependencies among different stages, all input data should be available before a stage commences. In the course of ray-tracing prediction, the output of each stage is information for diffraction corners (or diffuse scattering points) and raypaths illuminating these source points. The corresponding numbers of first and second order diffraction corners as well as raypaths illuminating each corner are huge (see Section 6) . Therefore, the output of pertinent stages can be very large and it is a challenge for the manager to collect data from all workers efficiently.
The use of a superstep's interaction phase can assist in the efficient collection of results that are to be consumed by follow-up stages in the prediction computation. To reduce both the complexity of the system and the communication overhead, NOW sites can employ the manager/workers paradigm to materialize the above result assembly in a first-come-first-serve (FCFS) discipline. This method is depicted in Algorithm 2. The manager site is in charge of the assembly operation while all workers are idle before and after they ship out their partial yet locally generated results. To further reduce the idle period each worker may remain at, we propose a multi-level assembly method. A "virtual" binary tree is formed among all NOW sites. Initially, all leaves (sites) are grouped pairwise, that is, sites n i and n i+1 are paired together where i = 1, . . . , ⌈N/2⌉. Intermediate data is assembled within each pair of sites and the assembled results are stored at one of them (for example, the site with the lower index). The assembling operation proceeds for each pair simultaneously. Nodes currently holding the assembled results participate in the next round of assembly, while others remain idle. This procedure is repeated until all intermediate data are collected and kept in only one node. To ensure that the manager's site is the final destination, we designate it with identifier n 1 in the above procedure. Algorithm 3 presents our multi-level assembling method with each site having a unique identifier (rank) and the manager assigned-rank equal to one. peer rank = my rank -f 1 ;
10:
send S to the site with identifier of peer rank 11: else 12: exit; 13: end if 14: end if 15 :
We analytically compare the above two assembly techniques in Appendix C and find that the multi-level assembly method is preferable to FCFS when at least two NOW sites carry out the prediction computation. Hence, the multi-level assembly technique is our choice in our NOW-deployed model.
Prediction Results Generation
Our radio wave prediction model produces prediction results mainly related to received signal strengths such as system coverage, delay spread, and angle spread observed by receivers. The signal strength reaching a receiver R is determined by all the raypaths illuminating R. To reduce processing time and main memory consumption, we only store a raypath for R if its energy P (expressed in dB) is larger than P max − P thd , where P max is the maximum energy among all raypaths illuminating R, and P thd is the pre-specified threshold (typically 20 dB) [7, 53] . A raypath satisfying the above requirement is called a significant raypath. In our model, each site processes disjoint sets of raypaths and stores illuminating raypaths for each receiver locally. To ensure that all raypaths kept at different sites for the same receiver are significant, we prune all non-significant raypaths. We examine two pertinent pruning techniques: "one-site-pruning" and "allsite-pruning". In the former, all workers dispatch their locally stored raypaths to the manager, where the entire pruning takes place. In the "all-site-pruning" technique, each site first determines the local maximum power for each receiver based on its local information. Then, the local maximum power data is exchanged among all sites so that the global maximum power for each receiver can be determined and becomes globally known. Subsequently, each site prunes its own local raypaths for each receiver based on the global maximum powers, and locally generates partial predictions. Finally, all workers send their partial predictions to the manager that is responsible for their synthesis and compilation of final predictions.
The crucial step in "all-site-pruning" is to exchange local maxima and determination of global maxima among all sites. Since we use the MPI standard [22, 23] , the global maximum reduction operation (MPI Allreduce(·) with operation code of MPI MAX) can be used to find out the maximum power for each receiver among all sites and the results are delivered to all sites. Similarly, the global summation reduction operation (MPI Reduce(·) with operation code of MPI SUM) can be utilized to perform the assembly of partial results into the final predictions that are stored at one site only (i.e., the manager site). Appendix D compares the performance features of the above two methods and shows that the "all-site-pruning" method has better performance than the "one-site-pruning" method as long as the bandwidth of the network used is high, and the number of sites in the NOW configuration is relatively large. Therefore, we select "all-sitepruning" method to generate final predictions in our model.
Reduction of Communication Overheads
The communication overhead emanates from information dissemination initiated by the manager to all workers, data movements between different sites when constraints are imposed on the main memory consumption, task allocations, intermediate data collections and final prediction results generation. One way to reduce the communication overhead is to overlap the communication with the computation by using the asynchronous communication mode (also called nonblocking communication or immediate communication mode in [22, 23] ). We exploit asynchronous communication mode in the deployment of our prediction model. For instance, in the task allocation procedure, each worker maintains a local task queue holding all unprocessed tasks. When the worker dequeues a task from the task queue, it checks whether or not the task queue is below a specified threshold. If so, it sends a task request to the manager by using the asyn-chronous communication mode (e.g., MPI Isend(·) function in MPI application programming interface), and returns to its on-going computation immediately. Once the current task is finished, the worker examines whether or not the new task assignment has arrived from the manager by asynchronous communication mode (e.g., MPI Wait(·), MPI Waitany(·), or MPI Testany(·) in MPI API). If a new assignment is available, the worker fetches and places it into its task queue.
One drawback of the asynchronous communication mode is its high main memory consumption. The communication substrate needs extra memory to store those messages generated by the asynchronous communication mode, thereby competing with the ray-tracing prediction model for main-memory resources. Another potential drawback is that it may cause some unbalanced workload among sites, which occurs when all workers request new tasks at the same time. If only one unassigned task remains at the manager, it may happen to be sent to a node already involved in a lengthy computation. In this case, the unprocessed tasks accumulate at a single site, while all others complete their own tasks and enter idle periods.
The use of piggybacked messages can substantially reduce communication overhead. In our prediction model, task assignments are carried out by message exchanges between the manager and workers. Taskrequest and task-assignment messages are often very short, thereby other information can be piggybacked in them. Such information includes non-time-sensitive and non-time-critical data that can tolerate some time delays. They include statistics about computation progress, network status, and some intermediate data (e.g., the maximum power so far for each receiver).
Experiments and Evaluations
We have implemented our proposed ray-tracing based radio wave propagation prediction model on a NOW cluster consisting of 26 nodes. All machines are homogeneous Sun Ultra-10 workstations with CPU clock rate of 400 MHz, main memory of 128 MBytes, and swap area of 262 MBytes, inter-networked with a switch at 100 Mbps bandwidth. The nodes run Solaris 5.7 and the communication substrate is provided with Message Passing Interface (MPI) standard [22, 23] . The C and Perl languages have been used in the development of our prototype whose sequential version is available at [7] . Pthreads and their synchronization primitives are used for coordinating concurrent activities within nodes [12] . The main techniques used in each stage are summarized in Table 1 .
We have conducted extensive experiments by using both real-life and synthetic building/terrain databases. In all experiments, we assume that only the manager site can access the building databases and configuration files, interact with the user for inputs as well as for predictions display. To simulate constraints on main memory consumption, a user-defined threshold on the usage of main memory may be imposed separately for each site. For the experiments discussed here we have mainly made use of a 2D ray-tracing system which is appropriate for low antennas among tall buildings [8, 73, 7] . When the base station antenna is at a height close to or above the surrounding buildings, it is necessary to consider rays that go over the buildings, as well as around them. Ray-tracing systems handling this case are similar in structure to the 2D ray-tracing systems [53, 58, 7] , therefore, the conclusions identified by 2D models are directly applicable to 3D ray-tracing prediction models. The building database used in the 2D ray-tracing system is limited to the footprints of buildings, the heights for all buildings are assumed to be uniform and infinite, and the terrain is assumed to be flat for simplicity. To further corroborate our analysis, we developed a 3D NOW-based Table 1 : Summary of stages and techniques in our proposed NOW-based ray-tracing system ray-tracing prototype for radio wave propagation prediction based on the Vertical Plane Launching system [7, 53] . In this prototype, 3D terrain databases are used and diffuse scattering is also considered to further improve prediction accuracy.
Environments used in Experiments
We use four city maps to conduct our experiments. The first map is that of Rosslyn, VA ( The frequency of the carrier used to conduct all experiments is 900 MHz, and the physical phenomena we consider include reflections, diffractions, and diffuse scattering. When 2D building databases are used, the maximum number of reflections each raypath may encounter is 10, and the maximum number of diffractions each raypath may undergo is two (2) when city maps of Rosslyn, Manhattan, and Turin are used, and one (1) when Dupont Circle map is used (for the sake of shortening the experiment time). The corresponding numbers are 4 and 1 when 3D terrain databases are used. The antenna heights used by transmitters (base stations) and receivers (mobile stations) are 10 m and 1.5 m, respectively. All the walls of buildings are assumed to be made of the same material and have dielectric constant ǫ r = 6. The pincushion ray tracing [7] .
To evaluate the performance of our prediction model, we mainly use metrics such as speedup, workload expansion ratio, and resource utilization. Suppose that T seq is the best finish time achieved when only one machine is used, t i is the finish time for the i-th node when a n-node NOW configuration is used, T max and T avg are the maximum and average finish times, among the n nodes, while T sum is the summation of finish times for all nodes and T oh is the computation and communication overhead, then,
t i )/n, and T oh = T sum − T seq . The speedup S n , the workload expansion ratio W n , and the resource utilization U n can be computed as S n = T seq /T max = T seq /max n i=1 t i , W n = T sum /T seq = n i=1 t i /T seq , and U n = T avg /T max = n i=1 t i /(nT max ). In order to more accurately measure the scalability of our NOW-based model, we employ the metrics of efficiency E n and isoefficiency K n whose respective definitions are: E n = S n /n = 1/(1 + T oh /T seq ) and K n = E n /(1 − E n ) [49, 30] .
Characteristics of the NOW-based Ray-Tracing System
To investigate the core characteristics of our NOW-based 2D ray-tracing system, we use the city maps for Rosslyn (Figure 3 ) and Turin ( Figure 5 ) in the following settings: raypath-level and source-point-level task granularities are employed for the processing of transmitters and diffraction corners respectively. In addition, we use the hybrid-size-task dynamic load-balancing scheduling scheme. To compromise between the communication overhead due to task allocation and workload balance among all nodes, the adjustment factor is set to F =1/3 for the transmitter processing stage, while the value F =1/4 is used for the diffraction corners processing stage. To reduce the maximum finish time gap, parameter G is set to two (2) raypaths and two (2) diffractions corners in the transmitters and diffraction corners processing stages respectively. The above parameter values are experimentally calibrated and in this way, we assert the validity of our choices.
We conduct experiments while using up to 26 NOW nodes. For brevity, we present detailed results for up to 6 nodes and for the case where 26 NOW nodes are in operation. In general, we consistently establish the same trends independent of the number of nodes used. Tables 2 and 3 show the specific statistics obtained when the nodes ranges from 1 to 6 for Rosslyn and Turin respectively. The number of ray trees and finish time (wall clock time) for each node in the transmitter processing stage are listed in columns "tx-ray" and "rtime". The number of first-order diffraction corners, number of ray trees from these diffraction corners, and finish time (wall clock time) for each node in the diffraction corners processing stage are given in columns "df-cnr(1)", "df-ray(1)", and "df-time". The number of second-order diffraction corners, number of ray trees from these diffraction corners, and finish time for the entire prediction procedure (wall clock time) in each node are listed in columns "df-cnr(2)", "df-ray(2)", and "time" respectively. Figures 7, 8 , and 9 show the results obtained when 26 NOW nodes are employeed for the processing of Rosslyn; similarly for the case of Turin, our results appear in Figures 10, 11 , and 12. In all aforementioned graphs, we depict 26 unique identifiers (0 to 25 inclusive) along the x-axis-each one of them corresponds to a distinct workstation used in the NOW configuration. Along the y-axis, we depict all the related performance measurements as those shown in Tables 2 and 3. We can observe from Tables 2 and 3 that the number of first-order diffraction corners is large, while the number of second-order diffraction corners is much larger, yet. This is especially true for large databases, such as Turin where the numbers of first-order and second-order diffraction corners are 327 and 10,802, respectively. The first-order diffraction corners are formed due to raypaths originating from the transmitters, while the second-order diffraction corners are generated by rays originating from the first-order diffraction corners. Although the number of diffraction corners depends on both the density of the area and the maximum numbers of reflections and diffractions we consider, the number of diffraction corners appears to exponentially increase with the orders of diffractions. For example in Rosslyn, VA, the numbers of diffraction corners for the first order and second order are 243 and 373, respectively, which are 59% and 91% of the total corners in the entire map (whose number is 412). Here, only about half of the building corners are (2) Table 2 : Statistics for Rosslyn, VA when various NOW configurations are used reached by rays from the transmitter, but almost all building corners are second order diffraction corners.
# of NOW pid tx-ray r-time df-cnr(1) df-ray(1) df-time df-cnr
The processing time for different stages are quite different and the gaps between them are large. We take Turin as an example: the processing time for the only transmitter is 5.00 seconds, while it is 6,775.50 seconds and 31,167.50 seconds for the first-order and second-order diffraction corners, respectively. The average processing time for a first-order diffraction corner and a second-order diffraction corner are quite different. For instance in Rosslyn, the average processing times for a first-order and a second-order diffraction corner are 0.78 seconds 2 and 0.23 seconds respectively. The corresponding values for Turin are 20.71 and 2.89 seconds. It is clear that the processing time for a first-order diffraction corner is much larger than that for a second-order diffraction corner. The main reason is that when tracing the second-order diffraction corners, it is not necessary to check whether rays illuminate any corner, which turns out to be a time-consuming process. The processing time for each individual raypath is quite different as the variance is very large no matter where the raypath comes from (transmitter, first-order diffraction corner, or second-order diffraction corner). For instance, when the NOW configuration has 6 nodes, within the transmitter processing stage in Rosslyn, the number of raypaths processed by node 2 is 150, while only 100 are processed by node 5. The average processing times for raypaths handled by nodes 2 and 5 are 0.0081 seconds (i.e., 1.22/150) and 0.012 seconds (i.e., 1.22/100), respectively. Similarly, under the same NOW configuration, for the first-order diffraction corners in Turin, the numbers of raypaths traced by nodes 2 and 4 are 30,539 and 27,161, while the average processing times are 0.037 seconds and 0.041 seconds respectively. Should we also examine Figures 7, 9 , 10, and 12, we can draw the same conclusion. For instance in the case of Rosslyn and during the second-order diffraction corners processing stage, all 26 nodes finish at approximately the same time. (2) However, the number of rays emitting from second-order diffraction corners (depicted by curve "df-ray(2)" in Figure 9 ) and processed by each node differs dramatically between a minimum of 9262 (at node 21) and maximum of 16836 (at node 0).
The processing time for each diffraction corner occasionally presents large variance. For example, when 6 NOW-sites are used in the Turin map, the corresponding numbers of second-order diffraction corners processed by nodes 2 and 5 are 1,866 and 1,681. Therefore, the average processing time for these two subsets of diffraction corners are 2.78 seconds 3 and 3.09 seconds respectively. The same observation can be made with the help of Figures 7, 8, 10 , and 11. In the case of Turin and during the second-order diffraction corners processing stage, all 26 nodes finish at almost the same time. In contrast, the number of second-order diffraction corners (as shown by curve "df-cnr(2)" of Figure 11 ) processed by each node varies significantly, with minimum of 373 (at node 25) and a maximum of 451 (at node 14).
The maximum finish time gap (difference of finish times among all sites) is very small indicating that workload is well balanced among all sites. More specifically, it is less than 1 second in all experiments for Rosslyn (Table 2) , while it is less than 4 seconds in all experiments for Turin (Table 3 ). This is also evidenced by Figures 7 and 10 where curves representing the finish times of all nodes at different stages are almost horizontal straight lines. In general, the finish time gap is caused by coarse task granularity, which in our experiments is set by G = 2 in assigning diffraction corners. For instance in the Turin case, it can be seen that the average processing time for a second-order diffraction corner, t dif f 2 , is about 3.00 seconds, thereby, the maximum finish time gap is t dif f 2 G ≤ 6 seconds. It is expected that if we set G = 1, the finish time gap will be further reduced. Tables 2 and 3 also show that the speedup is nearly linear with the number Figure 12 : Numbers of corners and rays processed by each node at various stages of ray-tracing in a 26-node NOW and Turin database of nodes in the NOW (complete speedup presentation can be found in Figure 16 ).
In summary, the complexity of computations at different processing stages of the ray-tracing procedure is quite different, and the processing times for different raypaths, diffraction corners vary dramatically. However, by using different task granularities for different stages and dynamic load-balancing scheduling scheme, the finish time gaps among nodes can be reduced and linear speedups can be achieved.
Effects of Task Granularity
To compare the performance of different load-balancing scheduling schemes, we use the city maps of Manhattan ( Figure 4 ) and Dupont Circle ( Figure 6 ) while we vary the number of NOW sites from 1 to 26. We assume that there is no constraint on the amount of main memory a machine can use and the manager ships the entire building database to all workers at the beginning of the computation. Since the hybrid-size-task assignment scheme is better than the variable-size-task assignment scheme (as derived in Appendix A), we show experimental results only for the fixed-size-task scheme and hybrid-size-task scheme. In the fixedsize-task scheme, the size of each assignment G is set to 2 raypaths in transmitter processing stage and 2 diffraction corners in diffraction corners processing stage. In the hybrid-size-task scheme, the adjustment factor F is 1/3 and 1/4 for the transmitter processing stage and the diffraction corners processing stage, respectively. The parameter G is the same as that in the fixed-size-task scheme. Figures 13 and 14 depict the resulting speedup and workload expansion ratios when the fixed-size-task and hybrid-size-task schemes are used for Manhattan and Dupont Circle maps. Tables 4 and 5 show obtained statistics for Manhattan and Dupont Circle that include the minimum (earliest), maximum (latest) finish times among all involved machines (in columns "min-time" and "max-time"), the summation of finish times for all machines (column "sum-time"), and resource utilization (column "util"). Figure 14 : Workload expansion ratios for Manhattan and Dupont Circle when the fixed-size-task and hybrid-size-task schemes are used Figures 13, 14 , and Tables 4, 5 point out that the speedup achieved by the hybrid-size-task scheme is better than its fixed-size-task counterpart in most experiments we have conducted. For instance when the Dupont Circle map is used and the number of sites in NOW is 26, the corresponding speedup rates for the fixed-size-task and the hybrid-size-task scheme are 23.95 and 25.05. Similar observations can be made for other NOW configurations that use the Manhattan building database. It is noteworthy to point out that the relationship between the speedup and the number of sites in the NOW configuration is nearly linear.
The workload expansion ratio is higher for the fixed-size-task scheme than its hybrid-size-task counterpart (Figure 14) , indicating that the latter has lower extra computation and communication overhead. For instance when 6 NOW-nodes are involved, the workload expansion ratios for the fixed-size-task and the hybridsize-task scheme are 1.12 and 1.09 respectively. When the number of NOW sites increases to 26, the corresponding workload expansion ratios are 1.28 and 1.23. The workload expansion ratio is related to the complexity of the computation. In general, it is expected that a more complex computation demonstrates lower workload expansion ratio. Based on experimental results given above, the respective processing times Table 4 : Statistics for Manhattan when the fixed-size-task and hybrid-size-task schemes are used for Dupont Circle and Manhattan are 2374.00 and 304.00 seconds when only one node is used to carry out the computation. When 26 nodes take part in the computation, the maximum workload expansion ratios are 1.08 and 1.28, respectively, for Dupont Circle and Manhattan by using the fixed-size-task scheme, while 1.03 and 1.23 by using the hybrid-size-task scheme. It is clear that the workload expansion ratio incurred by the Manhattan map is larger than that of Dupont Circle. The resource utilization rates are similar for both scheduling schemes and very close to the ideal utilization rate indicating that all sites spend little time in idle status.
The maximum finish time gap is very small for both the fixed-size-task and hybrid-size-task schemes. When the Manhattan map is used, the maximum finish gap of 0.71 seconds occurs when the number of nodes in NOW is 6 and the fixed-size-task scheme is used. When the hybrid-size-task scheme is used, the maximum finish gap is also 0.71 seconds, but occurs when the number of sites in the NOW is 14. Similarly, when Dupont Circle map is used, the maximum finish time gaps are 2.04 and 1.98 seconds, respectively, for the fixed-size-task scheme and the hybrid-size-task scheme, both occurring when the number of sites in the NOW is 22. Therefore, the workloads are allocated almost evenly among all sites. Based on the above observations, we conclude that the hybrid-size-task assignment scheme outperforms the fixed-sizetask scheme. Figure 15 shows prediction results for transmitter site Tx1a in Rosslyn, VA (as depicted in Figure 3 ) along with actual measurements obtained in the field readily establishing the accuracy of our model.
Speedup Rates Without Memory Constraints
Experiments thus far for Manhattan and Dupont Circle using hybrid-size-task scheduling scheme at 26 nodes deliver speedup rates of 20.54 and 25.05, respectively. To evaluate the robustness of our proposed model under varying computation complexities, we also use the city maps for Rosslyn ( Figure 3 ) and Turin ( Figure 5 ) and conduct experiments while ranging the number of NOW-nodes from 1 to 26.
Rosslyn and Manhattan essentially constitute our "light computations" as they feature 56 buildings (with Tables 3 and 5 ). Table 6 : Statistics for Rosslyn and Turin with hybrid-size-task scheme and no memory constraint finish times (column "sum-t" in Table 6 ), the computation and communication overhead (column "oh-t"), isoefficiency (column "iso"), speedup ( Figure 16 ), workload expansion ratio (Figure 17 ), as well as efficiency ( Figure 18 ). The speedup rates are similar for Rosslyn and Manhattan as their processing needs are comparable. The attained speedup for Turin is slightly higher than Dupont Circle; when a 26-node NOW is involved, the corresponding rates for Turin and Dupont Circle are 25.84 and 25.05. This indicates that speedup improves as the computation becomes more complex and the duration of I/O and results delivery phases is small if compared to the parallelizable part. Here, the serial fraction α in Amdahl's law is small yielding a sizable speedup.
The maximum finish time gap tends to increase with the complexity of the computation. The maximum finish time gaps are 0.70, 0.71, 1.98, and 4.15 for Rosslyn, Manhattan, Dupont Circle, and Turin respectively. The workload tends to skew when the complexity of the computation increases. However, the workload expansion ratio decreases with the complexity of computation. For example, when a 26-node NOW is used, the maximum workload expansion ratios are 1.20, 1.26, 1.03, and 1.01 for Rosslyn, Manhattan, Dupont Circle, and Turin, respectively. Therefore, the extra computation and communication overhead (measured by the workload expansion ratio) decreases with the computation complexity as Figure 17 depicts. In addition, Figure 18 shows that the efficiency of our model improves as the computation complexity increases. Figure 16 clearly shows that the speedup achieved for Rosslyn is less than linear when δ = 0.5 • . For instance, when the number of nodes in NOW is 26, the speedup is 21.06 only. Since the computation is relatively small (processing time is 279.00 seconds), when the number of sites is large, the communication overhead becomes significant and slows down the progress of computation. We use Gustafson's law in the Rosslyn context to expand the workload by changing the angular separation δ from 0.5 • to 0.1 • . The resulting statistics are shown in Table 6 . Figure 16 shows that with angular separation δ of 0.1 • , the speedup improves in comparison with that for δ = 0.5 • . For example, when 10 NOW sites are present, the speedup rates are 9.78 and 8.98 for δ = 0.1 • and 0.5 • , while at 26-nodes, the speedup rates are 23.38 and 21.06, respectively.
It is also noticeable that the isoefficiency K n is much higher for δ = 0.1 • than 0.5 • (Table 6) that the former is more efficient and features better scalability. However, the isoefficiency for both cases decreases rapidly as the number of machines increases in the NOW configuration. It is expected that the isoefficiency may reach zero as the number of sites in the NOW goes up further (e.g., beyond 50). On the other hand, the isoefficiency variation for Turin is not so dramatic raising expectations for better scalability. The same conclusion can also be established with the help of Figure 17 . Due to a much lower workload expansion ratio, it is expected that a better scalability will be achieved for Turin.
Speedup Rates With Memory Constraints
When the entire building database cannot reside in memory, machines can manage database elements using the hot/cold-spot classification discussed in Section 5.1. For brevity, we only offer experimental results pertinent to Case II (Section 5.1) that is certain to generate a very large number of message exchanges for fetching building elements. In this context, we discuss two scenarios: in the first, we impose no limit on main memory consumption for NOW machines but with the manager partitioning the building database into two equal parts. The first contains the hot-spots (buildings around the transmitters) while all other buildings make up the cold-spots. The manager sends the first part to all workers at the beginning of the computation, while buildings in the second part are delivered to workers upon request. When a worker fetches buildings in the second part from the manager, it keeps them in its main memory during the remaining computation.
In the second scenario, only the manager can hold the entire building database in its main memory during the entire computation, while all workers can only hold a fraction i% (i = 97, 95, 90, 85) of the buildings (including both hot-spots and cold-spots) in their main memory. The manager only sends the hot-spot part to all workers at the beginning of the computation, while elements of the cold-spots are delivered to workers on request. If needed, a worker selects a victim building (using FIFO) to accommodate an newly requested/arrived element. For each of the above i% settings (i.e., i = 100, 97, 95, 90, 85), we vary the number of sites in the NOW configuration from 1 to 26, and run our model for Rosslyn and Dupont Circle. We compute speedup and workload expansion ratio for each execution and present them in Figures 19, 20 for Rosslyn, and Figures 21, 22 for Dupont Circle. Our results show that the effects of main memory constraints on computations are closely related to the complexity of the computations. The lower the complexity, the more the speedup deteriorates. For instance, when each site can only hold 85% of the entire building database in its main memory and the number of nodes in the NOW is 26, the speedups are 2.42 and 23.38, respectively, for Rosslyn and Dupont Circle. The performance for Rosslyn is poor as the net effect of using 26 machines to carry out the computation under this main memory constraint is only equivalent to that of using 3 nodes with no constraint at all. However, for Dupont Circle, the speedup only decreases from 25.05 to 23.38 when the number of nodes in the NOW is 26. Speedup rates proportionally deteriorate when lower percentages of the database were memory-resident at nodes. The main reason for this deterioration is the communication overhead due to fetching of buildings. At some point, the communication overhead dominates the computation and becomes the bottleneck of the system, as can be seen from the change of the workload expansion ratio. We use Rosslyn under the main memory constraint of 90% as an example. When the number of nodes in the NOW is less than 6, the workload expansion ratio is about 2, which is equivalent to solving a problem twice the size of the original one. Similarly, when the number of nodes in the NOW is between 16 and 22, the workload expansion ratio is about 5, it is expected that its speedup is only about 1/5 of that without main memory constraint.
In the first scenario outlined above (curves under "100%" in Figures 19, 21) , speedup rates are also affected noticeably for all city maps. For example, under the 26-node NOW configuration, the speedups are 20.84 and 24.74, respectively, for Rosslyn and Dupont Circle, while in the case where the manager sends the entire building database to all workers at the beginning of the computation, the speedups are 21.06 and 25.05, respectively (see Figures 16 and 13) . Overall, if main-memory is limited, workers should 
Enhancements With Diffuse Scattering
The diffuse scattering effect is a critical physical phenomenon in radio wave propagation. Here, we classify building surfaces into two types, namely Lambertian and reflection surfaces. A surface is Lambertian if it can establish a line-of-sight (LOS) path and is within a pre-specified distance (e.g, 30 m in the following experiments) to the base or mobile stations. Otherwise, a surface is considered a reflection surface. If a raypath hits a reflection surface, only a reflection path is generated. However, if a raypath intersects a Lambertian surface, the latter re-emits rays uniformly in all directions along with a reflection ray [14, 7] . We only consider the receiver side diffuse scattering. Each Lambertian surface is partitioned into small meshes (in the following experiments, the size of a mesh is 3×3 m 2 ) and the centroid of the mesh is used as the diffuse scattering point that is traced as if it were a transmitter.
We investigate the impact of diffuse scattering in the context of 3D ray-tracing using a 3D terrain database and compare performance rates with those derived for 2D ray-tracing. To accomplish this, we use the building database for Rosslyn, VA (see Figure 3) . Figure 27 depicts its building height distribution with maximum and average values at 99.62 m, and 29.37 m; this is a typical high-core city with most buildings ranging from 3 to about 25 stories. Base stations and antennas with different heights are placed in a number of locations (see columns "ID for base stations", "locations", and "antenna" of Table 7 ). To create realisticterrain conditions in the database, we partition the coverage of the wireless network into a grid of small uniform-sized cells (e.g., with size of 10×10 m 2 ) and then for each such cell we randomly generate this cell's terrain height in the range of [0, 5] m. All the buildings and receiver locations within this grid are recomputed based on the terrain information; the recomputed dataset is the entry to our NOW-based radio wave propagation prediction model. For brevity, we trace each raypath upto 4 reflections and 1 diffraction. Table 7 : Prediction times for 2D/3D Rosslyn, VA database (with or without diffuse scattering effect)
While retaining identical parameter settings with those of Section 6.3, we first conduct experiments with a single machine and compile the results appearing in Table 7 for a) 2D ray-trace only; b) 3D ray-trace without diffuse scattering effect; and, c) 3D ray-trace with diffuse scattering effect. When base station Tx1a is used, the prediction results generated by cases (a) and (b) along with the measurements obtained from the field are shown in Figure 23 . Predictions generated by cases (b) and (c) are depicted in Figure 24 . We also provide the prediction results (and corresponding actual measurements) for cases (b) and (c) when base stations Tx4b and Tx10 (with their locations shown in Figure 7 ) are used in Figures 25 and 26 respectively. Next, we conduct the same experiments on a NOW whose number of nodes vary from 1 to 26. Figure 28 shows the obtained speedup rates for all three settings when base station Tx1a is used. Results in Table 7 clearly point out that, when a 3D ray-trace is used, prediction times increase significantly; this increase becomes even more notable when diffuse scattering is taken into account. For example, when base station Tx1a and 3D ray-tracing are used, the required processing times are 1,726.29 seconds and 11,562.11 seconds without and with diffuse scattering effect. These values are 6.19 and 41.44 times higher if compared to that needed to process the 2D setting. This is the reason that the curve corresponding to diffuse scattering in Figure 28 demonstrates the best overall speedup.
The accuracy of prediction results is generally, but not necessarily better for 3D ray-tracing if compared with those derived with 2D ray-tracing. In the latter, the height of buildings is assumed to be infinity, thereby causing reflection of raypaths that in 3D would pass over the tops of buildings. This effect can cause the 2D predictions to be higher than those obtained in 3D in some locations, and lower in other locations.
Diffuse scattering improves the prediction accuracy significantly as shown in Figures 24-26 . The improvement of prediction accuracy is at the cost of prediction time. The workload is much heavier when we consider diffuse scattering. A larger workload helps to improve the speedup rates as indicated in Figure 28 . It is clear that the speedup achieved by using 3D building database is better than that of the 2D dataset, while it is much better when diffuse scattering effect is taken into account.
Conclusions and Future Work
In this paper, we address the computationally expensive problem of radio wave propagation and we propose a NOW-based ray-tracing model to overcome long response times in attaining accurate prediction results. Our model combines both phase parallel and manager/workers paradigms to offer scalable performance. As the ray-tracing process is carried out in stages due to inherent data and control dependencies, we employ the phase parallel paradigm to provide coordination between computational stages. The phase parallel paradigm presents the best match to the characteristics of our overall radio wave propagation prediction process. The manager/workers paradigm is used within each stage to control, coordinate, and synchronize the To decompose a computation into small units, we use the control domain decomposition method that allows for the partition of a computation based on task granularity. In particular, we use raypath-level task granularity for transmitter processing and source-pointlevel task granularity for diffraction corner and diffuse scattering point processing. To allocate workload uniformly among all sites, we utilize a dynamic hybrid-size-task scheduling scheme that takes into account both the state-of-affairs at NOW-nodes and progress of the on-going computation. To further improve the efficiency of our model, we investigate and design suitable techniques for intermediate results collection, final predictions generation, and reduction of extra computation and communication overhead.
Main memory consumption is a crucial issue when control domain decomposition methods are used to partition the problem in consideration. When the building database is large, it can be automatically partitioned into hot-spot and cold-spot parts. The hot-spot consists of those buildings around the transmitters, diffraction corners, or diffuse scattering points, while other buildings are designated as the non-hot-spot (cold-spot) area. During the entire computation, workers always store hot-spot part in their main memory, while other non-hot-spot buildings are fetched from the manager on demand, and may be replaced by other newly fetched buildings based on a replacement policy (e.g., FIFO).
Experiments with our NOW prototype show that when no constraint is imposed on the main memory consumption, the proposed prediction model can achieve speedup nearly-linear to the number of participating nodes. Our model is robust under computations featuring different complexity and processing time requirements. The workload expansion ratio increases slowly along with the number of nodes in the NOW configuration indicating that our model has reasonable computation/communication overheads and good scalability. The scalability of the proposed NOW-based model can be further verified by its isoefficiency metric. The resource utilization is close to the ideal value, implying that all nodes spend little time in the idle state during the entire computation process. When main memory consumption is a concern, the proposed prediction model still delivers very good performance when the duration of undertaken computations is long.
In this setting, the introduced extra computation and communication overheads do not dominate the original computation. Our experimental results also show that the speedup rates can be significantly improved when 3D building/terrain databases are used. Finally, when diffuse scattering is considered, our model not only offers predictions closer to actual measurements but also further improves the obtained speedup rates.
We plan to extend our work in the field of radio wave propagation prediction by pursuing a number of issues: first, we intend to investigate the deployment of our model in a heterogeneous networked environment (not necessarily a NOW) where contributing nodes might display varying characteristics; second, further examine the performance of our prototype with wide-area GIS databases; and finally, study the viability of our model in modern computational environments where resources may join and/or depart the on-going computations in a dynamic manner.
A Load-Balancing Scheduling Schemes
We consider three scheduling schemes used by the manager to assign tasks to workers, the fixed-size-task, the variablesize-task, and the hybrid-size-task assignment schemes. Suppose that the number of computation units for the original problem is T , the number of remaining computation units is T rem , the number of nodes in the NOW configuration is N , the size of each assignment is G computation units in the fixed-size-task scheme and the hybrid-size-task scheme, the adjustment factor is F (0 < F < 1) when the variable-size-task scheme or the hybrid-size-task scheme is used. We define A f , A v , and A h as the sizes of the current assignment by these three schemes, respectively. We also define N f , N v , and N h as the number of assignments by these three schemes. Then (⌈x⌉ is the smallest integer larger than x), A f = min (G, T rem ), A v = ⌈T rem F /N ⌉, and A h = min {max (⌈T rem F /N ⌉, G), T rem }. It is easy to show that N f = ⌈T /G⌉. To compute N v , we let T i be the number of remaining tasks at the i-th assignment and A i be the size of the i-th assignment, then, T 1 = T and A i = ⌈F T i /N ⌉. For simplicity, we drop the constraint of ⌈⌉ in the following derivation. After the i-th assignment, the number of remaining tasks T i+1 becomes T i+1 = T i − A i = (1 − F/N ) i T .
Suppose that at the k-th step, A k ≤ 1, but A i > 1 for all i < k, then
The remaining tasks are T k and are assigned to the workers by using size of 1. So, the total number of assignments N v is
Similarly, to calculate N h , we let T i be the number of remaining tasks at the i-th assignment and A i be the size of the i-th assignment, then A i = min max (⌈ F Ti N ⌉, G), T i . Again, for simplicity, the constraint of ⌈⌉ is dropped in the following calculation. After the i-th assignment, the number of remaining tasks T i+1 becomes
Suppose that at the k-th step, the size of the assigned tasks is A k ≤ G, but A i > G for all i < k, then
For the remaining tasks (T k ), the fixed-size-task scheme with G is used. Therefore, the total number of assignments N h is
Under the condition
C Intermediate Results Assembly
We consider two intermediate result assembling methods here, the first-come-first-serve (FCFS) method and multilevel assembly method. In FCFS assembly method, every worker sends its intermediate results to the manager, the manager collects and merges the intermediate results according to the policy of "first come first serve". While in the multi-level assembly method, a binary tree is formed among all sites. The assembly process begins at the leaf level where every site is a leaf node, Nodes are grouped pairwise and assembly proceeds simultaneously among all nodepairs. The assembled data within each pair is stored at only one node, and the latter will take part in the next round of assembly, while the other in the same pair will be idle from then on. This procedure is repeated until all data are assembled at one site (i.e., the manager site).
We assume that the number of sites in the NOW configuration is N , the size of intermediate data held by each site before assembly is the same and is denoted as L (in bits), all intermediate data are distinct (i.e., no overlap), the cost of sending one bit through the network is t c (in seconds), the cost of processing one bit data is t p (in seconds), T f cf s and T ml are the processing time for the FCFS method and multi-level assembly method, then, T f cf s and T ml can be calculated as follows. For the FCFS assembly method, we let T c , T p be the communication and data-processing overheads, respectively, then
