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We propose a method to create “spin cat states”, i.e. macroscopic superpositions of coherent spin
states, in Bose-Einstein condensates using the Kerr nonlinearity due to atomic collisions. Based on
a detailed study of atom loss, we conclude that cat sizes of hundreds of atoms should be realistic.
The existence of the spin cat states can be demonstrated by optical readout. Our analysis also
includes the effects of higher-order nonlinearities, atom number fluctuations, and limited readout
efficiency.
Great efforts are currently made in many areas to bring
quantum effects such as superposition and entanglement
to the macroscopic level [1–16]. A particularly dramatic
class of macroscopic superposition states are so-called cat
states, i.e. superpositions of coherent states where the
distance between the two components in phase space can
be much greater than their individual size [1, 2]. For ex-
ample, the recent experiment of [16] created a cat state
of over one hundred microwave photons in a waveguide
cavity coupled to a superconducting qubit. It was essen-
tial for the success of the latter experiment that the loss
in that system is extremely small, since even the loss of
a single particle from a cat state of this size will lead to
almost complete decoherence.
Here we show that it should be possible to create cat
states involving the spins of hundreds of atoms in another
system where particle losses can be greatly suppressed,
namely, Bose-Einstein condensates (BECs), where the
spins correspond to different hyperfine states. We use
the Kerr nonlinearity due to atomic collisions, which
also played a key role in recent demonstrations of atomic
spin squeezing [9–11]. In contrast to previous proposals
[17, 18] we do not make use of Josephson couplings to
create the cat state, but rely purely on the Kerr nonlin-
earity in the spirit of the well-known optical proposal of
Ref. [19].
Our approach is inspired by the experiment of Ref.
[20], which stored light in a BEC for over a second. Ref.
[21] proposed to use collision-based interactions in this
system to implement photon-photon gates, see also Ref.
[22]. Here we apply a similar approach to the creation
and optical detection of spin cat states. Because of the
great sensitivity of these states, this requires a careful
analysis of atom loss. Our theoretical treatment goes be-
yond that of Ref. [21], which was based on the Thomas-
Fermi approximation (TFA). Our new approach allows
us to study several key imperfections in addition to loss,
including higher-order nonlinearities, atom number fluc-
tuations, and inefficient readout, and we conclude that
their effects should be manageable.
Our scheme is illustrated in Fig. 1. The setup is similar
to the experiment of Ref. [20]; See also Ref. [26]. In
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FIG. 1: (color online) Spin cat state creation (a)-(d) and de-
tection (e)-(g). In (a)-(f) the radially symmetric photons and
spherically symmetric BECs are represented by spatial den-
sity distributions. (a) A coherent light pulse is sent into the
BEC. (b) The light state is absorbed in the BEC (see inset),
creating a CSS. The shape of the input pulse is chosen such
that the two-component BEC is in its ground state after the
absorption. (c) The trapping frequency ωb for the small com-
ponent is increased adiabatically. The density of the small
component now exceeds that of the large component at the
center. (d) The collision-induced Kerr nonlinearity drives the
system into a spin cat state (CAT). (e) The trapping fre-
quency is adiabatically reduced to its initial value. (f) The
spin state is reconverted into light, whose Husimi Q function
[23] is determined via homodyne detection [24]. (g) Expected
shape of the Q(β) function in phase space. The coherent state
at t = 0 gives a single peak, while the cat state at t = τc yields
two peaks. Further evolution for another interval τc returns
the output light to a coherent state, yielding a single peak
at t = 2τc. This would not be possible if the two peaks at
t = τc corresponded to an incoherent mixture, thus proving
the existence of a coherent superposition of CSSs in the BEC
at τc [25].
particular, the light is converted into atomic coherences
using a control beam (’slow’ and ’stopped’ light) [20, 27–
32]. We start with a ground state BEC with N atoms
in internal states |A〉. To create a spin state, a coherent
light pulse, |α〉L =
∑
n cn |n〉 with mean photon number
n¯ = |α|2 and cn = e−|α|2/2(αn/
√
n!), is sent into the
BEC (see Fig. 1a). The light is absorbed by the BEC
2and some atoms are converted into internal states |B〉 as:∑
n
cn |n〉L |N, 0〉S → |0〉L
∑
n
cn|N − n, n〉S := |0〉L|α〉S ,
(1)
where the Fock state |Na, Nb〉S represents Na and
Nb excitations of wavefunctions ψa and ψb in the
A and B components respectively. Note that
|α〉S is an excellent approximation of a CSS [33]∑N
n=0
√
N !/(n!(N − n)!)αn|N−n, n〉 in the limit ofN ≫
n¯ which is the case in this scheme.
The described absorption process should prepare the
two-component BEC in its motional ground state to
avoid the complication of unnecessary dynamics such as
oscillations. This can be achieved by matching the shape
of the input pulse to the ground state of the effective
trapping potential for the small component [21], provided
that the effective trap is not too steep. Once the light
has been absorbed, the trapping frequency ωb is then in-
creased adiabatically independently of ωa, which can be
achieved by combining optical and magnetic trapping. In
the regime ωb ≫ ωa, a narrow wavefunction ψb is formed
at the center and its density can exceed the large compo-
nent A, see Fig. 1c. This results in strong self-interaction
and hence a large Kerr nonlinearity. On the other hand,
keeping ωa low reduces the unwanted effects due to col-
lision loss involving the large component.
The spin state will now evolve with time according to
|χ(t)〉S =
∑
n
cne
−iE(N,n)t/~|N − n, n〉S (2)
with |χ(0)〉S = |α〉S . If the energy takes the Kerr non-
linear form Hˆ = ~η2nˆ2, then a spin cat state |χ(τc)〉S =
(|α〉S+i|−α〉S)/
√
2 is formed at the time τc = pi/|2η2| in
full analogy with the proposal of Ref. [19]. The problem
is thus reduced to the computation of the ground state
energy E(N,n).
The energy of the system can be calculated by the
following mean-field energy functional E[ψa, ψb;Na, Nb]:
E =
∑
i=a,b
Ni
(
Ki + Vi + 1
2
(Ni − 1)Uii
)
+NaNbUab (3)
where Ki, Vi, Uii and Uab are the kinetic energy, po-
tential energy, intra- and inter-component interaction
energy respectively, given by Ki =
∫
(~2/2m)|∇ψi|2,
Vi =
∫
Vi|ψi|2 with spherically symmetric trapping Vi =
mω2i r
2/2, and Uij =
∫
Uij |ψi|2|ψj |2 with interaction
strength Uij = 4pi~
2aij/m. Here, ψi are single parti-
cle wavefunctions for i-th component with normalization∫ |ψi|2d3r = 1, aij are the scattering lengths, and m is
the atom mass. The corresponding dynamic equation
governing the system evolution is the Gross-Pitaevskii
equation (GPE) [34–36]. With the restrictionNa = N−n
and Nb = n of spin states creation in Eq. (1), the non-
linearity in n can be obtained by the expansion of the
energy E(N,n) = ~η(N,n) around n = 0 as:
η(N,n) = η0(N)+η1(N)n+η2(N)n
2+η3(N)n
3+... (4)
where ~η0 generates a global phase and ~η1 = −µa + µb
with chemical potential µi (i = a, b) is the energy to
remove one atom from |A〉 and add one atom to |B〉.
~η1 generates a simple rotation in phase space |α〉 →
|αe−iη1t〉, which can be eliminated by a frame rota-
tion. The term η2 is the Kerr nonlinearity. We obtain
these coefficients by fitting the total energy E(N,n) with
n ∈ [0, 200] up to fourth orders in Eq. (4), where the nu-
merical ground state ψi of GPE used in Eq. (3) is found
by the imaginary time method [37]. This numerical ap-
proach is better than Ref. [21] because we can avoid
the problems associated with the TFA of high densities
[38]. Also, the high density for the small component at
the center limits the negative effect of quantum fluctu-
ations in the large component [39]. The latter are less
important than the classical fluctuations in ηk(N) due to
uncertainty in N , whose effects will be discussed below.
Moreover, we can now study the effects of higher-order
nonlinearities (in particular η3 and η4).
Fig. 2 shows our results for the spin cat creation
time τc = pi/|2η2| and achievable cat size n¯, taking
into account the effects of atom loss. It is clear that
the cat time τc decreases significantly as the trapping
strength ωb increases. Note that the Kerr effect disap-
pears (η2 = 0) around ωb ≈ 2pi × 55Hz, which may be
used for long term storage. As mentioned above, the rea-
son for the strong Kerr effect for large ωb is that strong
trapping potential forces ψb into a highly localized Gaus-
sian φ0(r) = (
mωb
π~ )
3/4e−(mωbr
2)/2~. The radius of ψb is of
the order of the characteristic length sb =
√
pi~/(mωb),
and the density ρb(r) = n|ψb(r)|2 is peaked at the cen-
ter ρb(0) ≈ ns−3b which can be much higher than ρa(0)
in our regime, see Fig. 1d. Therefore, the system can
be effectively described by Hˆ ≈ 12Ubbnˆ(nˆ− 1)
∫
d3r|φ0|4,
and the second order term is approximately ~η2(N) ≈
(Ubb/2)
∫
d3r|φ0|4 = Ubb2−5/2s−3b , which is consistent
with the first order perturbation theory in the Supple-
mental Materials [40].
The phase between the two components of the spin cat
state is flipped by losing just one atom (see the Supple-
mental Materials [40] for more details on the effects of
atom loss). This means that τc must be smaller than the
time to lose one atom τℓ, which depends on the density
and thus n¯. In our scheme, the loss of atoms in compo-
nent A will not affect the cat states directly, so we focus
on the loss of component B only, which can be estimated
by the following loss rate equation [42, 44, 45]:
dn/dt = −τ−1ℓ = −(L1 + L2 + L3) (5)
where τℓ = 1/(L1 + L2 + L3) is the approximate time to
lose one atom through all possible loss channels if n≫ 1.
The loss rates Lm correspond to the loss through m-
body collisions involving particles in component B, where
L1 = L1n is due to collisions with the background gas,
L2 =
∑
j L2,bj
∫
ρbρj is due to spin exchange collisions,
and L3 =
∑
j,k L3
∫
ρbρjρk is due to three-body recombi-
nation [42]. It is known that the two-particle loss can be
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FIG. 2: (color online) (a) The time to create a spin cat state
τc = pi/|2η2| (thick red curve) versus the time to lose one
atom τℓ in component B (thick black curve) as a function of
the trapping frequency for the small component ωb. The size
of the cat n¯ = 100 in this example. One sees that τc < τℓ
is possible for sufficiently large ωb. The plot also shows the
main individual loss channels contributing to the calculation
of τℓ, where τm,c is the individual time of losing one atom
through m-body collision with particle combinations c. It
furthermore shows analytic approximations for τc ∼ ω
−3/2
b
(red dotted curve) and τ3,bbb ∼ ω
−3
b (blue dashed curve), see
text. (b) Achievable cat size n¯ as a function of ωb. The
shaded region corresponds to τc < τℓ for a condensate size
N = 105 as in (a). The cat size can be increased somewhat by
reducing N (dashed line). We also show that there is a region
where τc < 0.1τℓ so that loss should really be negligible. The
green circles correspond to τc = 10, 1, 0.1s (from left to right).
The star corresponds to the values used in Fig. 3, and the
corresponding density distributions are shown in Fig. 1(d).
Both plots are for 23Na with spin states |A〉 = |F = 1, m = 0〉,
|B〉 = |F = 2, m = −2〉, scattering lengths aaa = 2.8nm,
abb = aab = 3.4nm [20], loss coefficients L1 = 0.01/s, L2 = 0,
L3 = 2 × 10
−42m6/s [41], and a trapping frequency ωa =
2pi × 20Hz for the large component.
eliminated by certain choices of internal states and con-
trol methods such as applying a microwave field in [43],
or a specific magnetic field as in Ref. [20]. The latter
example motivates our choice of parameters in Fig. 2.
Fig. 2a shows the time to lose one atom through dif-
ferent channels: τ1 = (L1n)
−1 for one-body loss and
τ3,ijk = (L3
∫
d3rρiρjρk)
−1 for three-body loss with dif-
ferent combination of collisions. It can be observed
that the high ωb regime is dominated by the loss of∫
ρ3b ∼ s−6b n3, which corresponds to τ3,bbb. For even
larger values of ωb than those shown in the figure, the
three-body loss time τ3,bbb becomes shorter than τc. The
small ωb regime is dominated by the effect of τ1. See
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FIG. 3: (color online) Optical demonstration of the spin cat
state in the presence of various imperfections for the parame-
ter values corresponding to the star in Fig. 2(b) (n¯ = 100 and
ωb = 2pi×500Hz). The spin state is reconverted into light and
the Husimi phase space distribution function Q(β) is deter-
mined via homodyne tomography. (a) Includes the effects of
the higher-order nonlinearities η3 and η4. Two far separated
peaks corresponding to the cat state are clearly visible at
τ∗c = 0.68s, and one peak corresponding to the revived coher-
ent state at 2τ∗c . The shift of the cat creation time due to the
higher-order terms is τ∗c /τc = 1.06. (b) Furthermore includes
90% photon retrieval loss, which moves the peaks towards the
origin, and 5% uncertainty in the total atom number, which
spreads the peaks in the angular direction.
the Supplemental Materials [40] for an approximate an-
alytical treatment of atom loss. The desirable region for
experiments is τc < τℓ which also depends on n¯. There-
fore, we can draw a n¯-ωb phase diagram, which shows the
achievable cat size as the shaded area in Fig. 2b.
We now discuss how the existence of the spin cat states
can be demonstrated via optical readout, see also Fig.
1(e) to 1(g). Our detection scheme is based on a re-
vival argument and hence involves measurements at dif-
ferent times [25] (See also the related experiment of Ref.
[46]). In all cases the readout process starts by reduc-
ing the trapping frequency adiabatically to its initial
value. Then the spin state |χ(t)〉S is reconverted into
a state of light |χ(t)〉L, followed by homodyne detection
on the output light. Using optical homodyne tomog-
raphy [24], we can reconstruct the Husimi Q-function
[23] Q(β, t) = 1π 〈β |ρˆ(t)|β〉 with the density matrix
ρˆ(t) = |χ(t)〉L 〈χ(t)|. The Q-function allows us to vi-
sualize the resulting spin states of BEC as a function of
time.
Higher-order nonlinearities distort the cat state and
shift the cat creation time from τc for a pure Kerr non-
linearity to a different observed value τ∗c . Fig. 3(a) shows
Q(β, τ∗c ) for ωb = 2pi×500Hz including up to fourth-order
4nonlinear terms ηk. Two peaks at t = τ
∗
c can be identi-
fied clearly. At the revival time t = 2τ∗c , a single peak is
recovered, which proves the existence of spin cat states in
the BEC at τ∗c , as described in Fig. 1(g). Note that the
definition of τ∗c used is the time at which the Q-function
shows the two highest peaks. In general, η3 < 0 and
hence τ∗c > τc for ωb ≫ ωa since ψb is less localized than
φ0 due to the repulsive self-interaction. For the weakly
phase separated regime (aaaabb . a
2
ab) used in Fig. 2, the
effective compression from component A on ψb can have
the reverse effect. This gives η3 ≈ 0 and thus nearly per-
fect cat states at ωb ≈ 2pi×400 Hz. Further higher-order
effects are shown in the Supplemental Materials [40].
In current experiments the light storage and retrieval
process involves significant photon loss, e.g. about 90%
loss in Ref. [20]. Its main effect is to move the peaks
towards the origin, see Fig. 3b and Supplemental Mate-
rials [40]. One important requirement for achieving high
absorption and emission efficiency is high optical depth.
For the example of Fig. 2, the optical depth can be es-
timated as d ∼ Nλ2/(piR2) = 34 with N = 105, wave-
length λ = 590nm and the BEC radius R = 18µm. This
is in principle sufficient to achieve an overall efficiency
close to 1 [47].
Another important experimental imperfection is the
fact that the total atom number N cannot be precisely
controlled from shot to shot. This leads to fluctuations in
the nonlinear coefficients ηk. The most important neg-
ative effect of these fluctuations is dephasing, i.e. an-
gular spreading of the peaks in Fig. 3 in phase space
[48]. The magnitude of the angular spread at the time
τc = pi/|2η2| of the cat state creation can be estimated
as ∆ϕ = π∆N2η2
∑
k kn¯
k−1 ∂ηk
∂N , where ∆N is the uncer-
tainty in N , as discussed in more detail in the Supple-
mental Materials [40]. We find that the sensitivity of
our scheme to atom number fluctuations is minimized
for ωb ≈ 2pi × 600Hz. Fig. 3b shows that a 5% uncer-
tainty in N can be tolerated for ωb = 2pi × 500 Hz (even
when occurring in combination with 90 % photon loss).
Two key ingredients for the success of the present
scheme are the use of a high trapping frequency for the
small component and the achievement of very low loss.
The high trapping frequency enhances the strength of
the Kerr nonlinearity, making it possible to create cat
states without relying on a Feshbach resonance as pro-
posed in Ref. [21]. This makes it possible to avoid the
substantial atom loss typically associated with these res-
onances [42], and also allows one to use the magnetic
field to eliminate two-body loss, which is critical. For
example, the loss rates for the choice of Rubidium in-
ternal states discussed in Ref. [45] would only allow cat
sizes of order ten atoms, see the Supplemental Materials
[40]. The high trapping frequency also helped us to sup-
press the unwanted effects of higher-order nonlinearities
and atom number fluctuations. If the readout efficiency
could be increased significantly, then the present scheme
could also be used to create optical cat states. Besides
their fundamental interest, both spin cat states and op-
tical cat states are attractive in the context of quantum
metrology [49].
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1Supplemental Materials: Proposal for the Creation and Optical Detection of Spin Cat
States in Bose-Einstein Condensates
I. PROPERTIES OF TWO-COMPONENT BEC
The most important results in the main text and these Supplemental Materials are based on numerical methods.
Therefore, the results can be considered exact within the domain of validity of the equations we used, without relying
on analytic approximations. The two-component BEC can be described by the mean-field Gross-Pitaevskii equation
(GPE) [S1–S3]. However, the typical analytical treatment, the Thomas-Fermi approximation (TFA), [S4] which
ignores the kinetic energy term, is not reliable in our case. It is known that TFA cannot be used in the case of high
density [S5], which is the case we are studying. Instead, we numerically solve the GPE:
i~
∂
∂t
ψi =

− ~2
2m
∇2 + Vi +
∑
j=a,b
Uij(Ni − δij)|ψj |2

ψi (S1)
where δij is the Kronecker delta which cannot be ignored if Ni is of order one; ψi and Ni are the single mode
wavefunction and the number of particles of the i-th BEC component respectively. The normalization is
∫
d3r|ψi|2 = 1
and the density is given by ρ(r) = Ni|ψi(r)|2. The trapping potential is Vi = mω2i r2/2, with trapping strength ωi,
and the interaction strength is Uij = 4pi~
2aij/m, with scattering length aij between component i and j. Our target is
to find the ground state energy and wavefunction, which can be done by using the imaginary time method [S6]. First,
we use a Wick rotation t→ −it on Eq. (S1) to obtain the corresponding diffusion equation, which is then reduced to
two coupled 1D non-linear diffusion equations with the assumption of spherical symmetry. Finally, we let the system
relax to the ground state with the fourth order Runge-Kutta method in time and finite difference method in space.
After finding the ground state wavefunction, we can use it to calculate the mean-field energy functional:
E[ψa, ψb;Na, Nb] =
∑
i=a,b
Ni
∫
d3r
(
~
2
2m
|∇ψi|2 + Vi|ψi|2 + 1
2
(Ni − 1)Uii|ψi|4
)
+NaNb
∫
d3rUab|ψa|2|ψb|2 (S2)
which depends on the spatial mode ψi and the number of particles Ni. Note that the spatial modes ψi depend
implicitly on Ni through Eq. (S1). In our scheme, the focus is the ground state energy E(N,n) as a function of
Na = N − n and Nb = n because the total number of particles N = Na + Nb in the two-component BEC is fixed.
After solving a set of BECs with different small component in the range n ∈ [0, 200], we fit the results up to fourth
order to get the expansion coefficients
1
~
E(N,n) = η(N,n) = η0(N) + η1(N)n+ η2(N)n
2 + η3(N)n
3 + η4(N)n
4 + ... (S3)
Fig. S1 shows how the most relevant properties of the ground state of the two-component BEC change with ωb.
For the scheme described in the main text, the interesting regime is when component B is located at the center of the
trap. This can be achieved with a slightly higher trapping for ωb in this weakly phase separated regime as described
in Fig. S1 with cat size n¯ = 100. Note that in the case of equal trapping ωa = ωb, the small component B will locate
outside of component A because of the effective repulsion in this regime. As shown in Fig. S1a, the width of ρb is close
to the width of a Gaussian at around ωb/2pi = 50Hz, while at higher ωb, the width is larger than the corresponding
Gaussian because of the self-repulsion with other atoms in the same component B. The same effects can be observed
for the real density ρb(r = 0) at the center (Fig. S1b), which is lower than the corresponding Gaussian density with
ωb. When ωb/2pi≫ 250Hz, the component B has higher density than the main component A. This allows us to ignore
most effects of the component A, including the quantum depletion. Fig. S1c-e shows the expansion coefficients ηk.
Note that both η2 and η3 have zero-crossing points. With zero Kerr coefficient, η2 = 0, the system may be used to
store spin states for a long time. Also, the zero third order, η3 = 0, suggests a regime to create good small spin cat
states. Fig. S1f shows the effects of the third order term on the shift of the “best” cat time τ∗c , see definition below.
Qualitatively, the change in η2 with respect to ωb can be understood as follow. The contributions to the Kerr
nonlinearity come from intra-species (aa, bb) and inter-species (ab) interactions, which have opposite sign to each
other. When the trapping is weak and identical for both components, the Kerr nonlinearity is close to zero. Also, for
the phase separated regime, the component B is staying in the outer region. When the trapping frequency ωb for the
B component is increased, the B component moves to the center and the overlap between A and B increases at first,
which leads to an increase in the inter-species interaction term, resulting in a larger and negative Kerr nonlinearity.
For very strong trapping of the B component, the overlap between A and B decreases again whereas the intra-species
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FIG. S1: Properties of spin states in the two-component BEC for the scheme with cat size n¯ = 100. (a) The width of component
B becomes close to the width of a Gaussian as in Eq. (S4) around ωb ≈ 2pi50Hz (red dash curve). The deviation at high
ωb is because of self-repulsion in component B. Also, in this weakly phase separated regime aaaabb . a
2
ab with equal trapping
ωa = ωb = 2pi20Hz, the component B is located outside of component A. The component B only peaks at the center with
ωb about 10% higher than ωa. (b) Density ρa(r = 0) and ρb(r = 0) at the center of the trap. Note that the density ρb(0)
becomes greater than ρa(0) around ωb/2pi ≈ 250Hz (see Fig. S2 for a spatial distribution). This suggests that most effects
from the main BEC component A, including its quantum depletion, should be relatively small beyond ωb/2pi > 250Hz. The red
dashed curve is the density of the Gaussian approximation Eq. (S4) (c) The numerical results for η1 show a good agreement
with first order perturbation theory. (d) The numerical solution for η2 crosses zero around ωb/2pi ≈ 55Hz, which causes the
cat time τc = pi/|2η2| to diverge around this point. The inset shows that the numerical results approach the simple scaling
η2 ∼ ω
3/2
b at large ωb. (e) The third order term η3 also shows a zero-crossing point at around ωb/2pi ≈ 375Hz, which is a good
region to observe nearly perfect cat states with small n¯. (f) The relative change of the best real cat time τ∗c from τc = pi/|2η2|.
The region with τ∗c /τc > 1 is roughly ωb/2pi & 375Hz depending on n¯, which corresponds roughly to the region η3 < 0 in
subfigure e, and vice versa. Note that the fourth order term is included when determining τ∗c , see text for its definition and
Fig. S3. The parameters used here are the same as in Fig. 2 in the main text: 23Na with spin states |A〉 = |F = 1,m = 0〉,
|B〉 = |F = 2,m = −2〉, scattering lengths aaa = 2.8nm, abb = aab = 3.4nm [S7], loss coefficients L1 = 0.01/s, L2 = 0,
L3 = 2× 10
−42m6/s [S8], and a trapping frequency ωa = 2pi × 20Hz for the large component.
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ρa(r): Numerical density for A
ρb(r): Numerical density for B
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FIG. S2: Numerical density distribution for both components (A and B) and its approximation with cat size n¯ = 100 and
trapping strength ωb/2pi = 500Hz. ρa0(r) and ρb0(r) are the unperturbed wavefunction used by the first order perturbation
calculation. ˜ρa0(r) is another approximation. See text for details. Other parameters used are the same as in Fig. S1.
interaction for the B component increases strongly, leading to a large positive Kerr nonlinearity. This explains the
crossover from negative to positive Kerr nonlinearity as shown in Fig. S1d. In contrast, for the non-phase separated
regime, the B component always stays inside the A component, and there is no crossover as discussed in Section IV
(see Fig. S5).
II. GROUND STATE ENERGY FROM FIRST ORDER PERTURBATION THEORY
The numerically obtained spatial density distribution ρi is shown in Fig. S2. The approximate solution of a
harmonic oscillator ground state ρb0 for B is good. If we follow a Thomas-Fermi approach similar to the one used in
the previous paper [S9] by dropping the kinetic energy term in Eq. (S1), we will get ρ˜a0 = (µa − Va − Uabρb0)/Uaa.
As expected, this approximation is not good and gives a negative density as shown in Fig. S2. In contrast, the TFA
solution for a single component BEC ρa0 gives a fair approximation for A, given by [S2, S3]:
φa0(r;Na) =
√
µa0(Na)− Va
NaUaa
,
φb0(r) =
(mωb
pi~
)3/4
e−mωbr
2/(2~),
µa0(Na) =
1
2
~ωa
(
15aa√
~/(mωa)
)2/5
N2/5a
µb0 =
3
2
~ωb
(S4)
Therefore we perform first order perturbation theory with the following splitting for the GPE:
i~
∂
∂t
ψa = (− ~
2
2m
∇2 + Va +NaUaa|φa|2︸ ︷︷ ︸
Ha0
+NbUab|φb|2︸ ︷︷ ︸
Ha1
)ψa (S5)
i~
∂
∂t
ψb = (− ~
2
2m
∇2 + Vb︸ ︷︷ ︸
Hb0
+NaUab|φa|2 + (Nb − 1)Ubb|φb|2︸ ︷︷ ︸
Hb1
)ψb (S6)
where Hi0 is the unperturbed Hamiltonian and the perturbation is given by Hi1. Note that Na − 1 ≈ Na is used.
The solutions of Hi0 are given by Eq. (S4).
To calculate the energy analytically, we expand the ground state energy E(Na, Nb) as the Taylor series:
E(Na, Nb) = E(N¯a, N¯b) +
∑
i=a,b
∂E
∂Ni
∣∣∣∣
(N¯a,N¯b)
(Ni − N¯i) + 1
2
∑
j=a,b
∑
i=a,b
∂
∂Nj
∂E
∂Ni
∣∣∣∣
(N¯a,N¯b)
(Ni − N¯i)(Nj − N¯j) + ...(S7)
Note that the chemical potentials (energy change with respect to the number of particles) are given by µi(Na, Nb) =
∂E
∂Ni
(Na, Nb). Since the main component A in the scheme is much larger than the small component B, or N −n≫ n,
4the expansion can be carried out around the point (N, 0) :
~η0(N) = E(N, 0) (S8)
~η1(N) = −µa(N, 0) + µb(N, 0) (S9)
~η2(N) =
1
2
[∂Naµa(N, 0)− ∂Nbµa(N, 0)− ∂Naµb(N, 0) + ∂Nbµb(N, 0)] (S10)
Note that the µi here denote the exact chemical potentials from the GPE, which can be approximated by the
unperturbed µi0 plus the perturbed chemical potential ∆µi:
µi = µi0 +∆µi (S11)
Using the unperturbed solutions Eq. (S4), the chemical potential can be calculated as:
∆µa = UabNb
〈
φa0
∣∣|φb0|2∣∣φa0〉 (S12)
=
Nb
Na
(
Uab
Uaa
µa0(Na)− 3
4
Uabωa
Uaaωb
~ωa
)
(S13)
∆µb = UabNa
〈
φb0
∣∣|φa0|2∣∣φb0〉+ Ubb(Nb − 1) 〈φb0 ∣∣|φb0|2∣∣φb0〉 (S14)
=
(
Uab
Uaa
µa0(Na)− 3
4
Uabωa
Uaaωb
~ωa
)
+ Ubb(Nb − 1)(
√
2sb)
−3 (S15)
where si =
√
pi~/(mωi) is the characteristic length of a Gaussian. Note that the perturbation involves an integration
whose range is chosen to be the whole space for simplicity, which is justified by the fact that component B is much
narrower than component A when ωb ≫ ωa (see Fig. S2). Substituting these results back into η1 in Eq. (S9), we
have:
~η1(N) = −µa0(N) + 3
2
~ωb︸ ︷︷ ︸
µb0
+
Uab
Uaa
µa0(N)− 3
4
Uabωa
Uaaωb
~ωa − Ubb(
√
2sb)
−3
︸ ︷︷ ︸
∆µb(N,0)
(S16)
The third and fourth terms on the right hand side are the effective interaction between the main BEC and the
component B. The last term is the repulsion between the particles in component B. The fourth term is small when
ωb ≫ ωa and can be ignored. This result gives a very good approximation as demonstrated in Fig. S1c.
Similarly, differentiating the chemical potential yields the second order term η2 in Eq. (S10):
~η2(N) =
1
2


2
5
µa0(N)
N︸ ︷︷ ︸
∂Naµa(N,0)
−
(
Uab
Uaa
µa0(N)− 3
4
Uabωa
Uaaωb
~ωa
)
1
N︸ ︷︷ ︸
∂N
b
µa(N,0)
− 2
5
Uab
Uaa
µa0(N)
N︸ ︷︷ ︸
∂Naµb(N,0)
+ Ubb(
√
2sb)
−3︸ ︷︷ ︸
∂N
b
µb(N,0)

 (S17)
The first three derivatives are smaller than the last term when ωb ≫ ωa and N →∞. Therefore, at high ωb, the last
term dominates η2(N), yielding
~η2(N) ≈ Ubb
2
(
√
2sb)
−3 =
Ubb
2
(mωb
2pi~
)3/2
. (S18)
As shown in Fig. S1b, Eq. (S18) gives an order of magnitude estimation of η2(N). Note that we can also get
the dominant term as calculated above by assuming component A to have a constant density distribution |ψ(r)|2 =
µa0/(NaUaa), at ωb ≫ ωa. A better approximation should take into account the change in density ρa as shown in
Fig. S2.
III. EFFECTS OF HIGHER-ORDER NONLINEARITIES
Cat states can be distorted by higher order nonlinearities. Thus we need to find out to what extent the cat states
are distorted and whether the distortion is tolerable. Another practical problem is to figure out the optimal time to
observe a cat state in real experiments. We define the “best” cat time τ∗c as the time with the two highest peaks in Q
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FIG. S3: The maximum of the Q function, Qmax(β), as a function of the relative time t/τc. The “best” real cat time τ
∗
c is
defined as the time in which there are the two highest peaks in the Q-function. The leftmost peak corresponds to the initial
coherent spin state (CSS), with a value Qmax = 1/pi. The peak at τ
∗
c /τc ≈ 1.06 corresponds to the spin cat state (CAT).
The time at which the CAT state is observed is shifted with respect to the ideal case τ∗c /τc = 1 because of the higher-order
nonlinearities. The highest peak at τ∗c /τc ≈ 2.12 corresponds to the CSS at the revival time. Note that all fitting orders are
included for determining τ∗c . The CAT state at τ
∗
c and CSS at 2τ
∗
c are plotted in Figs. 3a and 3b in the main text. The other
parameters used are the same as in Fig. S1.
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FIG. S4: Plot of Q(β, τ∗c ) for different cat sizes n¯. (a) n¯ = 9. The third order nonlinearity η3 is weak, so the Q function looks
like a perfect circle. (b) n¯ = 49. The effects of η3 begin to appear and the cat state is distorted slightly. (c) n¯ = 400. Both
η3 and η4 are significant. The two peaks are distorted and not symmetric. Note that τ
∗
c is not quite well defined in this case.
The case n¯ = 100 is plotted in Fig. 3a in the main text with ωb = 2pi500Hz and τc = 0.646s. The other parameters used are
the same as in Fig. S1.
function. This definition is based on the feature of the cat states that two separated peaks in the Q function should
be distinguished clearly.
This method is illustrated by Fig. S3 with the highest peak value Qmax plotted over time. It is clear that the
peak for the cat state is located near τ∗c /τc = 1 as expected. In practice, we search around the nearby region, say
τ∗c /τc ∈ [0.8, 1.6], for the highest peak. The resulting τ∗c corresponds to the best cat time. We further manually check
that there are indeed only two opposite peaks in phase space. The resulting shift in the cat time is plotted in Fig.
S1d. Note that the τ∗c depends on n¯, see also Fig. S1f.
In the scheme, the output light is of the form |χ(t)〉L =
∑
n cne
−iη(N,n)t|n〉L with the initial condition |χ(0)〉L = |α〉L
and α =
√
n¯. Hence, the Q-function without loss is
Q(s, θ, t) =
1
pi
e−(α−s)
2
∣∣∣∣∣∑
n
(
(αs)n
n!
e−αs
)
e−inθe−iη(N,n)t
∣∣∣∣∣
2
(S19)
where the phase space is defined by β = seiθ. This equation is numerically evaluated to obtain the Q-function for
given ηk, which are obtained by fitting the solutions of the GPE Eq. (S1). A few more figures corresponding to Fig.
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FIG. S5: Effects of the cross-scattering length aab on (a) η2, (b) η3, (c) η4, with aaa = 2.8nm and abb = 3.4nm (aii is the
self-scattering length of component i). Both aab = 0 and aab = 2.5nm are in the non-phase separated regime a
2
ab < aaaabb, while
aab = 3.4nm and aab = 4.0nm are in the phase separated regime a
2
ab > aaaabb. When aab is turned on gradually, the magnitude
of all nonlinear coefficients ηk decreases at first because the effective scattering length for the two components decreases. All
coefficients show a qualitative change, with a zero-crossing point in the phase separated regime. Compared with the non-phase
separated regime, say, aab = 0, the phase separated regime can have a relatively weak higher-order effect even for high trapping
frequencies, e.g. the small η3 at ωb/2pi = 500Hz which is used in Fig. 3 of the main text. Note that the y axis is rescaled by
factors of 100 from left to right for easy comparison. The parameters used are the same as in Fig. S1, except aab.
3a in main text are plotted in Fig. S4 for different cat sizes n¯. One can see that the higher order effects (k ≥ 3) are
weak for small n¯, but significant for larger n¯.
IV. PHASE SEPARATED REGIME AND NON-PHASE SEPARATED REGIME
The scheme should also work in the non-phase separated regime a2ab < aaaabb. Fig. S5 shows the coefficients η2, η3,
η4 for different values of the inter-species scattering length aab, with aaa = 2.8nm and abb = 3.4nm. The plots suggest
that the Kerr effect is also strong in the non-phase separated regime, but the higher order terms might limit the
resulting cat size n¯. The main qualitative difference is that there are no zero-crossing points for ηk in the non-phase
separated regime. These results further suggest that the weakly phase separated regime is advantageous because the
higher-order terms are very small around ωb/2pi ≈ 400Hz.
V. ATOM LOSS RATES
The atom loss rate for component i is given by [S10–S12]:
dNi
dt
= −τ−1i,ℓ = −

L1,i ∫ d3rρi + ∑
j=a,b
L2,ij
∫
d3rρiρj +
∑
j=a,b
∑
k=a,b
L3,ijk
∫
d3rρiρjρk

 (S20)
where L1,i, L2,ij, L3,ijk are the one, two and three particle collision loss rates. Note that the density ρi = Ni|ψi|2
in the equation also depends on the numbers of particles Ni which decrease over time. As discussed in the main
text, the individual times to lose one particle through an m-body process with particle combination c are defined
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FIG. S6: Cat time τc and one-atom loss time τℓ for Rubidium with n¯ = 10, N = 10
5 and non-zero two-body loss rate L2,ij . It is
clear that the time to lose one atom through the two-body loss within the same component, τ2,bb, dominates at high ωb, which
has a similar scaling as the cat time τc ∼ ω
−3/2
b . This limits the maximum n¯ to around 10 atoms. Parameters: Rubidium atoms
87Rb with scattering length aaa = 100.44rB , abb = 95.47rB , aab = 88.28rB , where rB is the Bohr radius. The atom loss rates
are L1 = 0.01/s, L2,aa = 0, L2,bb = 119× 10
−21m3/s, L2,ab = 78× 10
−21m3/s, L3 = 6× 10
−42m6/s [S12], and ωa/2pi = 20Hz.
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FIG. S7: Comparison of the numerical and approximation results for all loss processes corresponding to Fig. 2a in the main
text. The solid curves show the numerical solutions of the time to lose one atom τm,c through an m-body process with particle
combination c, while the approximations are shown as dotted or dashed curves with the same color. The time to lose one atom
through all processes is calculated by τℓ = (τ
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−1. Note that the approximations here are essentially
lower bounds for the numerical solutions, as shown in this figure. See text for details.
as τ1,i = (L1,i
∫
d3rρi)
−1, τ2,ij = (L2,ij
∫
d3rρiρj))
−1 and τ3,ijk = (L3,ijk
∫
d3rρiρjρk)
−1, where L3,i = L1 and
L3,ijk = L3 are used as an approximation. These time scales can be evaluated using numerical integration for the
ground state density distribution obtained from solving Eq. (S1). Here, we further show the results for Rubidium
atoms with non-zero two-body loss rate in Fig. S6. The loss due to two-body effects is significantly larger than that
due to three-body effects in this case, which limits the maximum cat size to n¯ = 10 atoms, as compared to a few
hundred atoms for the sodium example used in the main text. Note that this is only one possible choice of states for
Rubidium. Large cats may still be possible if appropriate internal states and other conditions can be found such that
two-body loss is suppressed.
For cat state creation, the maximum loss of atoms in the component B cannot be larger than one atom. Therefore,
we are trying to give a conservative estimation. Since |ψa(r)|2 ≤ |ψa0(0)|2 = µa/(NaUaa) in the TFA, we can use the
8maximum |ψa0(0)| for the main BEC, and the Gaussian φb0(r) for component B in Eq. (S4):∫
ρbd
3r = n (S21)∫
ρ2bd
3r ≈
∫
d3r|φb0|4n2 = (
√
2sb)
−3n2 (S22)∫
ρaρbd
3r ≈
(
µa0
Uaa
)
n =
152/5pi1/5
8
N2/5
a
3/5
a s
12/5
a
n (S23)∫
ρ3bd
3r ≈
∫
d3r|φb0|6n3 = 3−3/2s−6b n3 (S24)∫
ρaρ
2
bd
3r ≈
(
µa0
Uaa
)∫
d3r|φb0|4n2 = 15
2/5pi1/5
16
√
2
N2/5
a
3/5
aa s
12/5
a s3b
n2 (S25)
∫
ρ2aρbd
3r ≈
(
µa0
Uaa
)2
n =
154/5pi2/5
64
N4/5
a
6/5
aa s
24/5
a
n (S26)
The estimations for three body loss are shown in Fig. S7, which suggests they are good lower bounds for τ3,ijk and
the time to lose one atom through all loss channels τℓ = (τ
−1
1,b + τ
−1
3,baa + τ
−1
3,bba + τ
−1
3,bbb)
−1. The estimation is better
at small ωb, since the density of component A is not repelled away so that the approximation |ψa(0)|2 ≈ |ψa0(0)|2 is
good.
VI. READOUT LOSS
The readout loss from spin states to light is treated using the beam splitter model with a given loss rate r2. The
state passing through the beam splitter is |χout〉L =
∑n
k=0Bnk |n− k, k〉L with Bnk = tn−krkn!/(k!(n− k)!), so the
reduced density matrix ρˆ′ is
ρˆ′ = Tr2(ρˆ) =
∑
i
〈i|ψout〉L 〈ψout|i〉 =
∑
n,m
min(m,n)∑
k
BnkB
∗
mkcn(t)c
∗
m(t) |n− k〉 〈m− k| (S27)
Hence, the resulting Q function with loss Qloss(s, θ, t) and initial coherent state |α〉L can be written as:
Qloss(s, θ, t) =
1
pi
e−(tα−s)
2
∑
m,n

min(m,n)∑
k=0
(α2r2)k(tαs)n−k(tαs)m−k
k!(n− k)!(m− k)! e
−(α2r2+2tαs)

 e−i(n−m)θe−i(η(n)−η(m))t (S28)
The term inside the big bracket is the bivariate Poisson distribution so this summation is upper bounded by 1.
Therefore the resulting Qloss(β) is confined to the annulus |s− tα| ∼ 1. Hence, the effect of photon loss is to move the
peak of the Q-function toward the origin, as shown in Fig. 3c and 3d in the main text. This form of the Q-function
can be evaluated fairly efficiently with time complexity of order O(n¯3/2), which allows us to evaluate it for cat sizes
of order a few hundred atoms.
VII. ALLOWABLE UNCERTAINTY IN ATOM NUMBER
Since all ηk(N) depend on the total atom numberN , the statistical fluctuations inN can cause dephasing (equivalent
to angular spreading in phase space for the Q-function studied here), which can wash out all observable features of
cat states (consider for example the N -dependent rotation e−iη1(N)t caused by η1(N)). The dephasing is small if the
derivatives of the coefficients with respect to N , η′k(N) = ∂Nηk(N), are small. These quantities are plotted in Fig. S8a
and S8b. Note that the constancy of η′1 in Fig. (S8a) can be understood from Eq. (S16) because η
′
1 = (Uab/Uaa−1)µ′a0
is independent of ωb. Also, the dephasing is linear in time, hence, a short cat time τc can significantly reduce the
dephasing effects. Moreover the rotation generated by η1(N) can be canceled by the opposite rotation generated by
η2(N), as we derive below.
First considering the expansion of n = n¯+∆n around n¯ the relevant terms become
η1(N)n+ η2(N)n
2 = (η1n¯+ η2n¯
2) + (η1 + 2η2n¯)∆n+ η2∆n
2 (S29)
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FIG. S8: Allowable range of atom number uncertainty with N¯ = 105 and n¯ = 100. (a) η′1 is basically constant over a large
range of ωb. (b) η
′
2 decreases with ωb. (c) Total dephasing ∆ϕ = ϕ
′∆N , where ϕ′ = (pi/2η2)(
∑
k kn¯
k−1η′k) includes up to
fourth order terms from the GPE. ∆ϕ needs to be smaller than 1 to have two distinguishable peaks of cat states, see Fig 3c
and 3d in main text for the Q-function for the case of ∆ϕ = 0.5 at ωb/2pi = 500Hz. (d) The gray region indicates the allowable
uncertainty in atom number ∆N/N . It shows that the uncertainty in N can be very large around ωb/2pi = 600, and about
10% for high ωb. The other parameters used are the same as in Fig. S1.
On the right hand side, the first term gives a global phase which can be neglected. The second term leads to a rotation
in phase space. Writing N = N¯ +∆N and expanding the coefficients around N¯ one has
ηk(N) = ηk(N¯) + η
′
k(N¯)∆N (S30)
where η′k(N) = ∂Nηk(N). Note that ∆ηk(N) = η
′
k(N)∆N is the fluctuation in ηk due to the uncertainty ∆N .
Substituting these back into the second term in Eq. (S29) yields the dephasing term (η′1∆N + 2n¯η
′
2∆N)∆n. This
dephasing term is the source of a ∆N dependent rotation in the β-plane, which is eliminated when the condition
η′1(N¯ ) + 2n¯η
′
2(N¯) = 0 is satisfied, see Fig. S8c. In particular, we want to find out the maximum allowable ∆N that
still preserves an observable spin cat state at the cat time τc. Therefore, we define ∆ϕ = ϕ
′∆N = τc(η
′
1 + 2n¯η
′
2)∆N ,
and the condition |∆ϕ| . 1 should be satisfied, or
∆N .
1
ϕ′
(S31)
The higher order terms ηk can also be included, yielding
ϕ′ =
pi
2η2
(
∑
k
kn¯k−1η′k) (S32)
Numerically, we find η′k(N) by taking the numerical derivative of ηk(N). The results in Fig. S8d show that there is a
large range of allowable uncertainty in atom number ∆N if ωb is high enough. Note that this range is an estimation
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FIG. S9: Q function of continuous atom loss for the standard Kerr effect with Hamiltonian Hˆ = ~η2nˆ
2. (left column) At cat
time t = τc = pi/|2η2|, (right column) At revival time t = 2τc. Mean photon number n¯ = 100 and 5000 samples.
since only the first order approximation of ∆ηk = η
′
k(N)∆N is used. In contrast, the accuracy requirement ∆N/N
at low trapping ωb is even higher than the high resolution of counting cold atoms of 1 in 1200 in a recent experiment
[S13].
VIII. ATOM LOSS
The continuous loss of atoms from the BEC can be described by the master equation:
ρ˙ = − i
~
[Hˆ, ρ] +
∑
i
(RˆiρRˆ
†
i −
1
2
Rˆ†i Rˆiρ−
1
2
ρRˆ†i Rˆi) (S33)
where ρ is the density operator, Hˆ is the Hamiltonian of the system, Rˆ is the Lindblad operator for the loss channel
in question, and the summation is over the different loss channels. In the main text, the 2-body loss is assumed to
be zero and 3-body loss is much lower than the 1-body loss (see Fig. 3) in the regime considered. Therefore, only
1-body loss will be considered below to simplify the calculation. The loss atoms from the large component causes a
change in N . The resulting effects are similar to the fluctuations in N considered in the previous section. Here we
therefore focus on the small component. In this case one can effectively describe the system by the density operator
ρ = |χ(t)〉〈χ(t)|, with the initial state |χ(t = 0)〉 = |α〉 =∑ cn|n〉. Only one Lindblad operator Rˆ = √L1aˆ is needed.
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FIG. S10: Q function of continuous atom loss for ηk calculated from GPE for the parameters given in Fig. 2b in the main text
(n¯ = 100, ωb = 2pi500). (a) t = τ
∗
c = 1.06τc = 0.68s, L1 = 0.01/s corresponding to about 0.68 atom loss, (b) t = 2τ
∗
c , about
1.34 atom loss. No other effect is included. 5000 samples.
The simplified master equation is:
ρ˙ = − i
~
[Hˆ, ρ] + L1(aˆρaˆ† − 1
2
aˆ†aˆρ− 1
2
ρaˆ†aˆ) (S34)
with the Hamiltonian given by Eq. (S3). The method used to simulate the system is the Quantum Jump Method
[S15, S16]. The results are shown in Fig. S9. For the standard Kerr effect without higher-order terms, it can be
observed that the creation of spin cat state still results in two clear peaks in the Q-function even when 2.5 atoms are
lost on average. In fact, the cat state is still visible even for an average loss of 5 atoms. However, for the detection
scheme, the system is required to evolve for 2τc, which limits the loss rate to L1τc < 0.025 as shown in the figure.
For the parameters used in Fig. 2b in the main text (including higher-order nonlinearities), the average number of
atoms lost is only 0.68 and the effect of the loss is small, see Fig. S10. The main effect of the loss is a fairly uniform
background ring in the Q function.
IX. COMPARISON WITH PHOTON-PHOTON GATE PROPOSAL
Ref. [S9] utilizes a similar collision induced cross-Kerr nonlinearity in BEC to implement photon-photon gates,
while the current scheme uses a self-Kerr nonlinearity to create spin cat states. The Kerr effect in the previous
scheme is enhanced by increasing both scattering length (through a Feshbach resonance) and the trapping frequency
for both components. However, the Feshbach resonance induced atom loss can be very large [S10], which will limit
the maximum cat size. Not relying on a Feshbach resonance also makes it possible to use the magnetic field to further
eliminate atom loss. Also, both trapping frequencies should not be increased at the same time because it will result
in high atom loss through the collision with the main BEC. Instead, we suggest here to increase only the trapping
frequency of small component. This results in a similarly strong Kerr effect, but with lower atom loss.
Moreover, the treatment in the previous paper, which used the quantized mean-field GPE with TFA and first order
perturbation theory, does not allow the study of higher order nonlinearities or atom number fluctuations. Our present
approach allows us to study both of these effects, and we show that they can be significant. The assumption of equal
trapping frequencies also limits the previous treatment to the non-phase separated regime, which limits the choice
of regimes with low atom loss, such as the sodium atom example used here. Furthermore, the density of the stored
component in the previous scheme is much smaller (about four orders of magnitude) than the main component. This
raises the concern of other possible dominant effects on the same scale, such as quantum depletion [S14]. As we have
shown, these problem can be minimized in the current scheme by using a high enough ωb so that the small component
is located at the center with high density. Note that Eq. (S18), which is obtained as a limiting case for high ωb here,
12
is basically equivalent to the results of the treatment in Ref. [S9].
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