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Abstract
The mobile traffic has grown rapidly with the popularity of smart mobile devices. To accommodate increasing
traffic, heterogeneous network integration is considered as a viable solution. By overlapping the coverage of
heterogeneous networks (e.g., the long-term evolution (LTE) and Wi-Fi integrated network), the mobile operators
can use the offloading service (e.g., Wi-Fi offloading) to reduce network congestion. In this approach, a proper
network coordination mechanism is required for load balancing of the LTE and Wi-Fi integrated network. In this
paper, we use access network discovery and selection function (ANDSF) to suggest selection of proper base stations
(e.g., LTE evolved Node Bs or Wi-Fi access points) to user equipment (UE) for load balancing. We integrate the ANDSF
with software-defined networking (SDN) to make the ANDSF-aided network more programmable, flexible, and
dynamically manageable. Moreover, we propose a power-saving ANDSF (PSA) algorithm to appropriately assign
network resource to UEs and reduce the power consumption of Wi-Fi access points (APs). We have implemented
the SDN-based PSA and measured the delay times. We also conduct simulation experiments to show that the
successful probability of UEs’ resource requests to PSA is almost the same as the proposed schemes of the
previous studies when the network traffic is unbalanced. Our study indicates that for unbalanced traffic, PSA
can reduce 15.63 % more power consumption of Wi-Fi AP than the previous approaches.
Keywords: Access network discovery and selection function (ANDSF), Power saving, Software-defined networking
(SDN), Long-term evolution (LTE), Wi-Fi
1 Introduction
In the recent years, the mobile traffic has grown rapidly
with the popularity of smart mobile devices. Besides
broadband mobile applications, emerging networks like
Internet of Things (IoT) [1] and wireless sensor networks
(WSN) [2, 3] also generate massive traffic during oper-
ation (e.g., monitoring the environment parameters to
avoid disaster crisis [4]). To accommodate increasing
traffic, some mobile operators have deployed Wi-Fi
access points (APs) together with the long-term evo-
lution (LTE) evolved Node Bs (eNBs) to provide Wi-
Fi offloading service to reduce network congestion
[5]. To do so, a proper network coordination mech-
anism is required for load balancing of the LTE and
Wi-Fi integrated network.
The 3rd Generation Partnership Project (3GPP) has
proposed a 3GPP and non-3GPP access integrated net-
work (e.g., the LTE and Wi-Fi integrated network) with
access network discovery and selection function (ANDSF)
[6, 7] to support network selection. In this mechanism,
when a user equipment (UE) connects to the mobile net-
work (e.g., LTE network), the ANDSF server will provide
inter-system mobility policy (ISMP) and access network
discovery information for the UE to select the access tech-
nology (e.g., Wi-Fi or LTE). In addition, the UE sends its
location information to the ANDSF server to update its
UE location database. According to a base station list
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provided by the ANDSF server, the UE can select an ap-
propriate base station for better network traffic distribu-
tion. In this paper, we implement the ANDSF mechanism
for the LTE and Wi-Fi integrated network in the software-
defined networking (SDN) environment [8].
SDN separates the control plane and the data plane of
legacy switches so that the network nodes (e.g., SDN
switches) are only responsible for data forwarding, which
makes the network management more simple and con-
venient. The SDN controller utilizes OpenFlow [9] to in-
teract with the SDN switches, and they are called the
OpenFlow Controller (OFC; e.g., OpenDaylight [10]) and
the OpenFlow Switches (OFSs), respectively. SDN network
management introduces a flow control application that
maintains the routing rules of the OFSs through the OFC.
In this way, SDN makes the network more programmable,
flexible, and dynamically manageable. Specifically, the SDN
can dynamically adjust the data routing path to avoid net-
work congestion.
OpenDaylight utilizes Open Services Gateway initiative
(OSGi) framework to provide network management func-
tions [11]. OSGi framework is a modular system for Java
[12]. With OSGi, OpenDaylight can dynamically add or
remove a function module while it is running. The func-
tion module is called a bundle in OSGi framework [13]. In
this paper, the ANDSF server is implemented at the Open-
Daylight bundle level, which configures the OFSs to es-
tablish appropriate data routing paths. In this way, the
ANDSF messages can be directly delivered to the ANDSF
server by OFPT_PACKET_IN messages [9] when they ar-
rive at the OFSs.
In the radio access network, we combine ANDSF with
the workload-awareness base station technology to
achieve load balance. With the workload-awareness fea-
ture, the mobile core network and Wi-Fi APs can update
a base station’s workload database. The ANDSF server
then queries the database and determines whether the
network traffic is required to adjust. If so, the ANDSF
server suggests a list of base stations (e.g., light-loaded
base stations) to the UE. The UE selects a base station
in the list with its local policy (e.g., user preference set-
tings and access history). If the UE decides to switch the
connection to a light-loaded base station, the ANDSF
server can help to modify the data path through the
OFPT_FLOW_MOD message of OpenFlow [9].
Figure 1 depicts a traditional LTE and Wi-Fi integrated
network architecture where the ANDSF server (Fig. 1 (5))
connects to the packet data network gateway (P-GW; see
Fig. 1 (4)) in the mobile core network [6] through a legacy
switch (Fig. 1 (6)). An ANDSF client is installed in the UE
(Fig. 1 (1)) to interact with the ANDSF server. The UE
connects to the external data network through either a
LTE eNB (Fig. 1 (2)) or a Wi-Fi AP (Fig. 1 (3)) in the radio
access networks. Thus, the UE can communicate with the
ANDSF server and the application server (Fig. 1 (7)) in
the external data network through the LTE or the Wi-Fi
network. The Domain Name System server (DNS server;
see Fig. 1 (8)) is responsible for providing DNS service to
the UE.
In this paper, the radio access networks and the exter-
nal data network are connected through SDN to pro-
vide more flexible data delivery (e.g., through the
OFPT_FLOW_MOD message, we can switch the data
delivery path to a light-loaded base station to achieve
load balance). The details of the proposed network
architecture and the implementation are presented in
Section 2. Section 3 describes two SDN-based ANDSF-
aided inter-system change procedures and measures the
delay times of these procedures. Section 4 proposes a
power-saving ANDSF algorithm and the performance
evaluation for the ANDSF server bundle (ASB). Con-
clusions are given in Section 5.
2 ANDSF in the SDN environment
This section describes the multi-radio access technology
(multi-RAT), the SDN-based network architecture, and
our implementation.
Figure 2 depicts the SDN-based network with the
ANDSF server bundle (ASB). The UE (Fig. 2 (1)) connects
to the application server (Fig. 2 (8)) in the external data
network through the radio access networks. The radio ac-
cess networks consist of LTE eNBs (Fig. 2 (2)) and Wi-Fi
APs (Fig. 2 (3)). The LTE eNB connects to an OpenFlow


















Fig. 1 Traditional network with ANDSF
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in the mobile core network while the Wi-Fi AP directly
connects to the OFS. The OFS is controlled by the Open-
Flow Controller (OFC; see Fig. 2 (6)). The ANDSF server
bundle (ASB; see Fig. 2 (5)) is installed in the OFC and re-
sponsible for processing the ANDSF related messages
from the ANDSF client of the UE. In this paper, the ASB
is also responsible for creating flow entries for packet
routing on the OFS. The DNS server (Fig. 2 (9)) provides
DNS service to the UE.
The ASB maintains a database for storing information
related to base stations (e.g., LTE eNBs and Wi-Fi APs)
and UEs. The information includes base station’s basic
service set identifier (BSSID), service set identifier (SSID)
and workload, and UE’s location. The ASB communicates
with the ANDSF client by the ANDSF protocol [6, 7]. The
server also provides a list of base stations (e.g., Wi-Fi APs)
to be selected by the UE.
We implement an experimental environment accord-
ing to the network architectures in Figs. 1 and 2. In the
experimental environment, we use the Huawei BBU3900
TD-LTE eNB [14] as the LTE eNB ((2), Figs. 1 and 2),
and the D-Link DIR-835 Wi-Fi AP is used as the Wi-Fi
AP ((3), Figs. 1 and 2) in the radio access networks. The
ng4T NG40 Evolved Packet Core (EPC) emulator serves
as the mobile core network ((4), Figs. 1 and 2). We use
OpenDaylight controller and HP 3800 series switch (in
SDN-enable mode) as the OFC (Fig. 2 (6)) and OFS
(Fig. 2 (7)) in the SDN network. In the traditional net-
work architecture, we use the HP 3800 series switch in
SDN-disable mode as the legacy switch (Fig. 1 (6)).
We propose two methods for the OFC to modify the
routing rules on the OFSs to set up a new data path
when the UE moves from one radio access network (e.g.,
LTE) to another (e.g., Wi-Fi). The first method sets the
new routing rule through the table-miss event (i.e., a
data packet does not match any flow entry in the flow
table of an OFS) defined in the OpenFlow protocol [9].
The second method uses the original connection of the
UE to notify the ASB its target base station, and then
the ASB modifies the routing rules on the OFS to speed
up the process of directing the packets to the target base
station. Details of the proposed methods are described
in Section 3.
3 ANDSF-aided inter-system change procedure
This section presents two ANDSF-aided inter-system
change procedures. Switching the UE’s radio access be-
tween different radio access technologies is called inter-
system change [15]. In this section, we first describe the
sequential inter-system change procedure with the ANDSF
protocol [6, 7]. In this procedure, the routing rule estab-
lishment of the target network (e.g., Wi-Fi network) is trig-
gered by the table-miss event [9] of the SDN network. The
table-miss event occurs after the UE connects to the Wi-Fi
AP and starts to send data. To speed up this process, we
introduce the parallel inter-system change procedure. In
the parallel alternative, the routing rules modification
process is executed in parallel with the UE’s authentication
process at the target network. We also measure the delay
times of the proposed procedures in the end of this
section.
3.1 The sequential inter-system change procedure
Figure 3 illustrates the sequential inter-system change
procedure in SDN with the following steps:
Step 1. The UE establishes the network access to LTE.
Step 2. The data packets are sent to the OFS through
the LTE eNB.
Step 3. The first arriving packet triggers a table-miss
event in the OFS [9]. The OFS then forwards the
packet encapsulated in the OFPT_PACKET_IN
message to the ASB in the OFC.
Step 4. The ASB analyzes the packet by checking the
source IP and the destination IP, calculates the
routing path and generates the corresponding
flow entries.
Step 5. The ASB adds the flow entries in the OFS and
sends the OFPT_FLOW_MOD message to the
OFS. The flow entries are set as follows: If the
destination IP of a packet is
IP_Application_Server (i.e., the IP address of
the application server), the OFS forwards this
packet to the application server. If the destination
IP of a packet is IP_LTE (i.e., the IP address of the





















Fig. 2 SDN-based network with ASB
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Step 6. The packet matches the flow entry “the
destination IP is IP_Application_Server” in
the OFS and is sent to the application server.
Step 7. The UE discovers the ASB by using domain
name system (DNS) lookup [7]. The UE sends
a DNS request to the DNS server through
the LTE eNB. The request includes the fully
qualified domain name (FQDN) of ANDSF
service name (ANDSF-SN) [16]. The data path
setting between the UE and the DNS server is
similar to steps 2–6, and the details are omitted.
Step 8. The DNS server replies a DNS response to the
UE. The response contains the IP address of the
ASB (i.e., ANDSF_IP).
Step 9. The UE establishes an HTTPS tunnel to the
ASB. The UE and the ASB authenticate each
other based on shared key [17, 18]. The
shared key shall be used as a master key to
generate Transport Layer Security (TLS)
session keys.
Step 10.The ASB sends an updated inter-system
mobility policy (ISMP) message encapsulated
in the OFPT_PACKET_OUT message to
the OFS.
Step 11.The OFS receives the OFPT_PACKET_OUT
message, retrieves the updated ISMP message
and forwards it to the UE.
Step 12.The UE sends an updated UE Location
message to the OFS through the LTE eNB.
Step 13.The destination IP of the UE Location message
packet is configured as ANDSF_IP, which
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Fig. 3 Sequential inter-system change procedure
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IP is ANDSF_IP”. The OFS sends the packet to
the OFC through the OFPT_PACKET_IN
message. The OFC forwards this message
packet to the ASB.
Step 14.The ASB calculates the current location of the
UE and selects proper base stations (e.g., the
neighboring Wi-Fi APs of the UE) according
to a power-saving ANDSF algorithm (the
details are described in Section 4).
Step 15.The ASB sends an access network
information message encapsulated in the
OFPT_PACKET_OUT message to the OFS.
The information includes the list of available
base stations’ IDs (e.g., the SSIDs of
Wi-Fi APs) of the access network and the
corresponding public land mobile network
(PLMN) IDs of these base stations.
Step 16.The OFS receives the OFPT_PACKET_OUT
message, retrieves the Access Network
Information message, and forwards it
to the UE.
Step 17.Upon receipt of the Access Network
Information message, the UE evaluates
the radio signal quality of the base stations
(e.g., Wi-Fi APs) in the available base station
list. The UE then selects a Wi-Fi AP in the
list according to its local policy (e.g., the
Wi-Fi AP whose signal strength is higher
than a signal strength threshold Ts) and
connects to it.
Steps 18–22. These steps illustrate how the UE sends
the data packets to the application server
through the Wi-Fi AP, which are similar
to steps 2–6, and the details are omitted.
3.2 The parallel inter-system change procedure
Figure 4 illustrates the parallel inter-system change pro-
cedure. In this procedure, the UE notifies the ASB of the
selected base station ID in parallel with the UE connects
to the selected base station. Upon receipt of the se-
lected base station’s information, the ASB modifies the
routing rule while the UE authenticates and connects
to the new base station. The procedure is described in
the following steps:
Steps 1–16. Same as steps 1–16 in Section 3.1.
Step 17.The UE receives the Access Network
Information message, and evaluates the radio
signal quality of the base stations (e.g., Wi-Fi
APs) in the available base station list. The UE
then selects a Wi-Fi AP in the list according to
its local policy (e.g., the Wi-Fi AP whose signal
strength is higher than the signal strength
threshold Ts).
Step 18.The UE sends the information message of the
selected Wi-Fi AP (e.g., Wi-Fi AP’s SSID) to
the OFS through the LTE eNB.
Step 19.The destination IP of the selected Wi-Fi AP
information message packet is configured as
ANDSF_IP, which matches the preset flow
entry in the OFS (same as that in step 13 of
Section 3.1). Therefore, the OFS forwards
the message through the OFPT_PACKET_IN
message to the ASB in the OFC.
Step 20.The ASB analyzes the packet by checking
the source IP and the information message
of the selected Wi-Fi AP, calculates the
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Fig. 4 Parallel inter-system change procedure
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Step 21.The ASB adds a new flow entry to the OFS
through the OFPT_FLOW_MOD message.
The flow entry is “if the destination IP is
IP_Wi-Fi (i.e., the IP address of UE’s Wi-Fi
interface), then the packet is sent to the
Wi-Fi AP.”
Step 22.In parallel with step 18, the UE connects to
the selected Wi-Fi AP and sends data packets
to the OFS though the Wi-Fi AP.
Step 23.The data packets are delivered to the
application server through the OFS.
Different from the sequential procedure in Section 3.1,
the UE sends the selected Wi-Fi AP information to the
ASB through the LTE eNB (steps 18–19) and connects
to this Wi-Fi AP (step 22) in parallel. The flow entry
could be set up before the UE starts to send data
through the Wi-Fi AP, and thus, this mechanism reduces
the time complexity of the inter-system change proced-
ure. We measure the delay times of the sequential and
parallel inter-system change procedures and compare
them with the delay time of the traditional (non-SDN)
network environment illustrated in Fig. 1. In the experi-
mental environment mentioned in Section 2, we assume
the connection and authentication process time of the
Wi-Fi network is 380 ms according to [19]. The results
show that the delay time for the non-SDN procedure is
524 ms, the sequential procedure saves 18 ms (3.44 %),
and the parallel one can save 25 ms (4.77 %). We also
measure the delay times of above procedures with
loaded traffic. We generate the loaded traffic by two op-
posite direction data traffic (each has 1000 Mb/s data
rate) on the HP 3800 series switch. The delay times of
the non-SDN, sequential, and parallel procedures with
loaded traffic are 531, 524, and 502 ms, respectively. If
the connection and authentication process time can be
reduced to 90 ms [19], the delay time for the non-SDN
procedure will be 221 ms, the sequential and the parallel
ones can save 6 ms (2.71 %) and 13 ms (5.88 %), respect-
ively. Moreover, the delay times of the non-SDN, se-
quential, and parallel procedures with loaded traffic will
become 234, 236, and 226 ms respectively. Except for
the connection and authentication process time, the rest
part of the delay time includes the Wi-Fi network inter-
face configuration time of the operating system and the
routing rule setup time of the Wi-Fi AP.
4 Power-saving ANDSF algorithm and
performance evaluation
Before the ASB suggests a list of base stations to a UE, it
must confirm that these base stations have enough radio
resources (i.e., bandwidth) to accommodate this UE. We
assume that each base station has bandwidth of B Mb/s.
When a resource attempt (i.e., a UE tries to access
network through a base station or hand over to a base
station) arrives, the base station allocates a fixed band-
width b Mb/s to the UE. This process is called resource
assignment. In this way, a base station can serve B/b UEs.
We propose a power-saving ANDSF (PSA) algorithm
that selects proper base stations for the UE with load
balance and power saving. Originally, ANDSF was de-
signed for load balance, which is an important issue
when the network is congested. On the other hand,
when the workload of the network is light, many base
stations do not serve any UE. We mark these base sta-
tions as “inactive.” The inactive base stations consume
power without providing any service. Thus the idea is to
assign UEs to active APs, and keep inactive APs inactive.
Then we perform load balancing in the selection of ac-
tive APs. When a location is covered by more than one
base station, the PSA algorithm attempts to turn off
some inactive APs. The APs are turned on when the
number of resource attempts increases. The PSA algo-
rithm combines both repacking technique and workload
information to achieve power saving and load balance.
Some studies have focused on resource assignment in
the traditional networks. Two schemes called no repack-
ing (NR) and repacking on demand (RoD) were proposed
[20]. Suppose that a UE requests for network resource.
The NR scheme first tries to allocate resource of the
Wi-Fi AP to the UE. If the Wi-Fi AP is not available, the
resource attempt of the UE is transferred to the LTE
eNB. If the LTE eNB cannot accommodate this request,
the request is rejected. To improve the performance of
NR, repacking techniques reduce the probability of
rejecting resource attempts as follows. Consider a Wi-Fi
AP that does not have enough resource to accommodate
the request of a UE. In NR, this UE will be served by the
LTE eNB. If Wi-Fi network resource is available later,
then through the repacking technique, this UE can be
transferred to the Wi-Fi again. The process of switching a
UE from the LTE eNB to the Wi-Fi AP is called repacking.
Repacking increases the network resource in the LTE eNB
so that more LTE eNB resource can be shared by the UEs
when Wi-Fi AP resource is not available to these UEs. In
RoD, repacking is exercised when a user equipment UE1
cannot access any resource in the radio coverage of both
the Wi-Fi AP and the LTE eNB. In this case, RoD is exer-
cised to identify repacking candidates. Every repacking
candidate is a user equipment UE2 that satisfies the
following criteria:
Criterion 1. UE2 occupies the resource in the LTE eNB.
Criterion 2. The Wi-Fi AP that covers UE2 has
available resource to serve UE2.
RoD selects one of the repacking candidates to hand
over from the LTE eNB to the Wi-Fi AP, and then the
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LTE eNB can reclaim the resource to serve UE1. If RoD
cannot find any repacking candidate, the resource at-
tempt of UE1 is rejected.
4.1 Power-saving ANDSF algorithm
In the power-saving ANDSF (PSA) algorithm, we turn
off a base station when no UE is using the resource in
this base station. When a UE releases the resource from
a Wi-Fi AP, we check if it is appropriate to turn off the
Wi-Fi AP. If so, we move all UEs on the Wi-Fi AP to
its neighboring base stations and turn it off. In this
way, we can achieve power saving. When a resource at-
tempt arrives, the PSA algorithm takes workload infor-
mation of all active base stations into consideration,
and suggests the UE to use one of the active Wi-Fi APs
with the lowest workload. If no resource is available in
the Wi-Fi AP, the resource attempt of the UE is trans-
ferred to the LTE eNB. In this way, we can achieve load
balance. If the UE cannot find any resource in both ac-
tive Wi-Fi APs and LTE eNB, we first execute the
repacking process. If the UE still cannot acquire the re-
source, we try to turn on an appropriate Wi-Fi AP to
provide the network resource. If we cannot turn on any
Wi-Fi AP to accommodate this UE, then we try to
turn on other Wi-Fi AP under the same coverage of
LTE eNB to execute repacking process. The details of
the PSA algorithm are shown in Fig. 5 with the fol-
lowing steps:
Step 1. Check if any active Wi-Fi AP can accommodate
the UE’s resource attempt. If so, go to step 2.
Otherwise, go to step 3.
(1)
Any resource in 
active Wi-Fi AP?
(3)






Any inactive Wi-Fi AP to 
be turned on?
(10)
Any inactive Wi-Fi AP with 














(9) Select one inactive Wi-
Fi AP and turn it on
(6) Select one repacking 
candidate and execute the 
repacking process
(7) Assign the reclaimed 
LTE resource to the UE
(11) Select one inactive 
Wi-Fi AP and turn it on
(12) the resource attempt 
is rejected
(2) Assign the Wi-Fi 
AP with the lowest 
workload to the UE
(4) Assign the LTE 
eNB to the UE
Fig. 5 Flow chart for the PSA algorithm
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Step 2. Assign the Wi-Fi AP with the lowest workload
to the UE and the algorithm is terminated.
Step 3. Check if the LTE eNB’s resource is available
for the attempt. If so, go to step 4. Otherwise,
go to step 5.
Step 4. Assign the LTE eNB to the UE and the
algorithm is terminated.
Step 5. Check if there is any repacking candidate.
If so, go to step 6. Otherwise, go to step 8.
Step 6. Randomly select one repacking candidate and
execute the repacking process. Go to step 7.
Step 7. Assign the reclaimed LTE resource to the UE
and the algorithm is terminated.
Step 8. Check if there is any inactive Wi-Fi AP that
can be turned on to accommodate this
resource attempt. If so, go to step 9.
Otherwise, go to step 10.
Step 9. Select one of the inactive Wi-Fi APs and turn
it on. Go to step 2.
Step 10.Check if there is any inactive Wi-Fi AP with
repacking candidate. If so, go to step 11.
Otherwise, go to step 12.
Step 11.Select one of the inactive Wi-Fi APs and turn
it on. Go to step 6.
Step 12.Reject the resource attempt and the algorithm
is terminated.
4.2 System model for simulation
This section describes the input parameters and output
measures for the resource assignment model. We
consider a wrapped mesh heterogeneous network with
uniform request traffic as shown in Fig. 6 (and will con-
sider hotspot traffic in Fig. 8). This configuration in-
cludes four LTE eNBs and 64 Wi-Fi APs. Each LTE
eNB covers 4 × 4 Wi-Fi APs. The boundary base station
effect can be ignored by using the wrapped topology
[21]. When a UE tries to access the network, the UE
connects to one of the 3 × 3 neighboring Wi-Fi APs or
the LTE eNB that covers its location. After obtaining
the radio and the core network resources, the UE is
connected for a holding time TH, and then releases the
resource. We assume that the UE stays at the Wi-Fi
AP’s coverage with the residence time TR. If TH ≥ TR,
then the UE moves to one of the four neighboring
Wi-Fi APs (i.e., coverage of the upward, downward,
leftward, and rightward APs) with the same probabil-
ity (i.e., 0.25).
Three types of input parameters are considered in
our model, including the system, traffic, and mobility
parameters.
System parameters: Every LTE eNB and every Wi-Fi
AP support bandwidths of BL and BW Mb/s, respect-
ively. The base station allocates bandwidth b Mb/s to
each resource attempt, so that the LTE eNB and the
Wi-Fi AP can serve NL (i.e., BL/b) and NW (i.e., BW/b)
UEs, respectively.
Traffic parameters: The resource attempt arrivals are a
Poisson process [22] with the rate λ. The resource
holding time TH has a gamma distribution with the
mean 1/μ and the variance Vμ.
The residence time TR of a UE at the radio coverage
of a Wi-Fi AP has a gamma distribution with the
mean 1/η and the variance Vη.
The output measures of our model are defined as
follows:
Ps: the probability that a UE’s resource attempt is
successful
Pf: the probability that a UE’s resource attempt is
rejected; i.e., Pf = 1 − Ps
MAP: the mean number of active Wi-Fi APs
Note that the less the MAP, the more the power is
saved.
4.3 Results and discussion
Based on the system model described in Section 4.2, we
compare NR, RoD, and PSA in terms of output mea-
sures. We use the discrete-event-driven scheme [23] to
simulate the arrival, resource holding, and mobility
Fig. 6 Overlaid networks with wrapped mesh configuration (for
uniform request traffic)
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behavior of the UEs in the simulation model. We simu-
late 1,000,000 resource attempts in each simulation.
Figure 7a plots Pf as an increasing function of λ from
2000 to 2250 (1/h) where NL = 8, NW= 10, 1/μ = 0.005
(h),Vμ = 1/μ
2, 1/η = 0.5 (h), and Vη = 1/η
2. The above pa-
rameters are set up according to [20]. It shows that PSA
can support almost the same number of resource at-
tempts as RoD in Fig. 7a. Also, PSA can support more
resource attempts than NR.
Figure 7b plots the MAP curve of PSA, which is an in-
creasing function of λ from 250 to 2000 (1/h) where
NL = 8, NW = 10, 1/μ = 0.005 (h), Vμ = 1/μ
2, 1/η = 0.5 (h),
and Vη = 1/η
2. The MAP values of NR and RoD in Fig. 7b
remain the same. On the other hand, PSA saves more
power than NR and RoD (i.e., the PSA keeps more
Wi-Fi APs inactive and thus saves more power of
APs) when λ is lower than 2000 (1/h).
We then consider the hotspot request traffic as shown
in Fig. 8. Except for the hotspot area (i.e., the area which
has the request arrival rate higher than 5000), other Wi-Fi
APs only cover few users (50 or 5 % of the hotspot area).
Table 1 shows the performance of NR, RoD, and PSA
with the hotspot traffic in Fig. 8. The table indicates that
PSA can support 99.8 % resource attempts of RoD. On the
other hand, as compared to NR and RoD, PSA can reduce
(64 − 54)/64≒ 15.63 % of the AP power consumption.
5 Conclusions
This paper implemented an access network discovery
and selection function (ANDSF) mechanism. Unlike the
ANDSF solution, we proposed a power-saving ANDSF
(PSA) algorithm in the SDN network environment.
Through this mechanism, a UE only needs to install the
ANDSF client software to communicate with the
ANDSF server bundle (ASB). The ASB is an ANDSF
application in the SDN controller, which can achieve
load balance and power saving by exercising the PSA
algorithm. We measured the delay times in the proto-
type we developed. We also conducted simulation ex-
periments to investigate the performance of the PSA
algorithm on the success probability Ps and the mean
number of active Wi-Fi APs MAP. The simulation
Fig. 7 Effects of λ on Pf and MAP (NL = 8, NW = 10, 1/μ = 0.005 (h), Vμ = 1/μ2, 1/η = 0.5 (h), and Vη = 1/η2). a Effects of λ on Pf. b Effects of λ on MAP
Fig. 8 Overlaid networks with wrapped mesh configuration (for hotspot request traffic)
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results show that Ps of PSA is 92.5 %, which is 99.8 %
that of repacking on demand (RoD). Compared to no
repacking (NR) and RoD, PSA reduces 15.63 % of the
AP power consumption. To conclude, PSA can effect-
ively achieve load balance as well as power saving.
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Table 1 Performance of NR, RoD, and PSA with the hotspot traffic
NR RoD PSA
Ps 91.72 % 92.69 % 92.5 %
MAP 64 64 54
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