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The Casimir force is a universal interaction induced by electromagnetic quantum fluctuations between
any types of objects. The expansion of the graphene family by adding silicene, germanene, and stanene,
2D allotropes of Si, Ge, and Sn, lends itself as a platform to probe Dirac-like physics in honeycomb stag-
gered systems in such a ubiquitous interaction. We discover Casimir force phase transitions between these
staggered 2D materials induced by the complex interplay between Dirac physics, spin-orbit coupling, and
externally applied fields. In particular, we find that the interaction energy experiences different power
law distance decays, magnitudes, and dependences on characteristic physical constants. Furthermore,
due to the topological properties of these materials, repulsive and quantized Casimir interactions become
possible.
Interactions originating from electromagnetic quantum fluc-
tuations are universal as they exist between objects regard-
less of their specific properties or boundary conditions. These
ubiquitous interactions lead to the well-known van der Waals
(vdW) force [1] when the exchange of electromagnetic fluc-
tuations can be considered instantaneous, and to the Casimir
and Casimir-Polder forces when the distances between the ob-
jects are large and the finite speed of light is important [2, 3].
Although these interactions are typically weak, they have ap-
preciable effects at nano- and micro-meter separations. For
example, adhesion, stiction, wetting, and stability of materi-
als composed of chemically inert constituents occur due to
vdW/Casimir interactions [4–7]. The discovery of systems
with reduced dimensions and physics different from the one
of standard 3D dielectrics, metals, and semiconductors has
given a new impetus to the field of vdW/Casimir phenomena.
Specifically, systems involving graphene [8] have a strong de-
pendence on temperature and doping in their vdW/Casimir in-
teractions [9, 10, 12–16]. Experimental measurements have
demonstrated that the vdW force between substrates is almost
completely screened when one is covered by graphene [17],
while temperature effects in graphene-based Casimir interac-
tions have also been reported [18].
Recently the graphene family has expanded. Silicon, ger-
manium, and tin, being in the same column of the periodic ta-
ble as carbon, also have stable 2D layers [19–21]. Unlike the
planar sp2 bonded graphene, silicene, germanene, and stanene
have spatial buckling between the two sublattices caused by
their stronger sp3 bonding. These newer members of the 2D
graphene family exhibit non-trivial topological insulator fea-
tures. The application of external fields together with the in-
herently strong spin-orbit coupling can be used as effective
“knobs” for various Hall transitions [22–31]. Furthermore,
vertically stacking of different 2D materials held by vdW in-
teractions is emerging as a new scientific direction, where de-
sired properties by design can be achieved [32, 33]. Recent
studies have shown that the vdW interactions affect the elec-
tronic and phonon properties of such vdW heterostructures
[34, 35], which is especially relevant for their transport and
optical applications.
In this paper, we study the physics of Casimir interactions
in the graphene family, which serve as a platform for probing
low-energy Dirac-like physics in systems that can experience
different Hall transitions. We find that phase transitions
between the various electronic phases in these materials,
attained by means of externally applied circularly polarized
lasers and/or static electric fields, strongly impact fluctuation-
induced phenomena. Novel distance scaling laws, abrupt
magnitude changes, force quantization and repulsion, are all
manifestations of Casimir force phase transitions occurring in
these 2D staggered materials.
Results
Electro-optical response of the 2D graphene family. Sil-
icene, germanene, and stanene have layered honeycomb struc-
ture similar to graphene, but the two inequivalent atoms in
the unit cell are arranged in staggered layers characterized
by a finite buckling 2`, as shown in Fig. 1(a) [22, 26, 36].
In graphene artificial efforts are needed to modify the carrier
mass and induce spin orbit coupling (SOC) [37, 38]. How-
ever, thanks to the buckling and heavier constituent atoms,
such properties are already intrinsic to silicene, germanene,
and stanene. The low energy band structure can be determined
from a Dirac-like Hamiltonian, obtained from a nearest neigh-
bor tight binding model, which also includes an external elec-
tric field Ez perpendicular to the 2D plane of the material and
irradiated circularly polarized light [25, 39]
Hηs = ~vF (ηkxτx + kyτy) + ∆ηsτz − µτ0, (1)
∆ηs = ηsλSO − e`Ez − ηΛ. (2)
Here, τi are the Pauli matrices for the sublattice pseudospin
index η = ±1, τ0 is the identity matrix, and the spin index
s = ±1 denotes the eigenvalues of the Pauli spin matrix σz .
Also, e is the electron charge, µ is the chemical potential and
vF =
√
3at/2~ is the Fermi velocity, where a is the lattice
constant (aGra = 2.46A˚, aSil = 3.86A˚, aGer = 4.02A˚, and
aStan = 4.7A˚), and t is the nearest-neighbor coupling (tGra =
2.8 eV, tSil = 1.6 eV, tGer = 1.3 eV, and tStan = 1.3 eV). For
graphene, `Gra = λGraSO = 0 and for the other materials, ` has
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Figure 1. Phase diagram of the graphene family. (a) Top view
of the hexagonal lattice structure of the graphene family. The red
and blue colors represent the two inequivalent atoms in the structure.
While graphene has planar atomic configuration (side view shown),
the graphene-family materials (silicene, germanene and stanene)
have a finite staggering 2` between the two sublattices. (b) First
quadrant of the phase diagram of the graphene-family materials in
the (e`Ez,Λ) plane in units of λSO [25]. The distinct electronic
phases (acronyms are defined in the main text) are characterized by
the Chern number C.
values that are of similar order (`Sil = 0.23 A˚, `Ger = 0.33 A˚
and `Stan = 0.40 A˚), but λSO can vary by orders of magnitude
(λSilSO = 3.9 meV, λ
Ger
SO = 43 meV and λ
Stan
SO = 100 meV)
[39]. The components of the 2D wave vector in Eq. 1 are
denoted as kx,y and ∆ηs is the Dirac mass at the Kη points
for each spin index s, characterized by the eigenenergy Eηs =
±√~2v2Fk2 + (∆ηs)2 − µ.
The mass parameter in Eq. 2 depends on the strength of
the SOC and the spin and valley degrees of freedom of the
carriers. It can be further controlled by Ez , which gener-
ates an electrostatic potential 2`Ez between the two differ-
ent atoms in the unit cell. Other types of SOC originat-
ing from Rashba physics, such as the Rashba SOC associ-
ated with the next-nearest neighbor hopping and the Rashba
SOC associated with the nearest neighbor hopping induced
by Ez , are neglected here due to their small effects as com-
pared to λSO [24]. The properties of all 2D materials can
also be modified by irradiating circularly polarized light,
with the electromagnetic vector potential given by A(t) =
A0(cos(ω0t),± sin(ω0t), 0), where A0 is an amplitude and
ω0 is the frequency of the applied light with +(−) specifying
left (right) circular polarization. In the limit (eaA0/~)2 
1, and using a low-energy Hamiltonian approach, this re-
sults in a contribution to the Dirac mass gap given by Λ =
±(evFA0)2/c2~ω0 (we use cgs electromagnetic units) [25],
as shown in Eq. 2. We should note that the light field may
also cause additional coupling between the energy bands [40],
which can open gaps in the band structure typically at energies
around n~ω0/2 (n = ±1,±2, etc). Hence, the Hamiltonian
in Eq.(1) is valid as long as |Eηs | < ~ω0/2.
The staggered 2D layers exhibit several electronic phases
[23, 25] resulting from changes in ∆ηs induced by Ez and/or
Λ (see Fig. 1(b)). At Ez = Λ = 0, the 2D layer can be char-
acterized as a Quantum Spin Hall Insulator (QSHI). Fixing
Λ = 0 and increasing Ez , it remains in the QSHI phase un-
til the critical electric field Ez,cr = λSO/e` is reached. At
this point, two Dirac cones are closed (∆11 = ∆
−1
−1 = 0)
and the material becomes a Spin Valley Polarized Semimetal
(SVPM). Further increasing the electric field Ez > Ez,cr, the
magnitude of all four ∆ηs increases and the 2D layer becomes
a regular Band Insulator (BI). In the case that we fix Ez = 0
and increase Λ, the system goes through a phase transition
from the QSHI phase to a Spin Polarized Metal (SPM) phase
at the critical value Λcr = λSO, where the energy gap of one
of the spins closes. For Λ > Λcr, the Anomalous Quantum
Hall Insulator (AQHI) phase is reached. When both Ez and
Λ are non-zero, these materials can have other topological
phases [25]. For example, the region of the phase diagram
in Fig. 1b) where 0 ≤ e`Ez + Λ < λSO corresponds to a
QSHI phase. Along the line e`Ez + Λ = λSO it is possible
to have only one Dirac cone closed, the Single Dirac Cone
(SDC) phase. Finally, when the conditions e`Ez + Λ > λSO
and |e`Ez−Λ| > λSO are simultaneously satisfied, the closed
gap opens again but with the opposite sign resulting in a Po-
larized Spin Quantum Hall Insulator (PS-QHI) state, a com-
bination of the AQHI and QSHI phases. For completeness,
we briefly describe the other three quadrants of the phase di-
agram in Fig. 1(b). The second quadrant (Ez < 0,Λ > 0)
is obtained from the first one by taking its mirror replica with
respect to the Ez = 0 axis. The third and fourth quadrants
are obtained by taking the mirror replica of the first two with
respect to the Λ = 0 axis and inverting the signs of the Chern
numbers.
The energy band structure has important consequences for
the electro-optical response, and in particular for the conduc-
tivity tensor at imaginary frequencies, needed for the Casimir
force computation (see below). Using the standard Kubo for-
malism [41, 42], we obtain the zero-temperature dynamical
2D conductivity tensor σij(iξ,∆ηs) of each Dirac cone. Here,
iξ is an imaginary frequency, and i, j = x, y are Cartesian
components. For the inter-plate separations and temperatures
we study below, effects of spatial dispersion can be neglected
[10, 11]. The dynamical conductivity components due to in-
traband (σintraij ) and interband (σ
inter
ij ) transitions are found to
be
σintraxx (iξ,∆
η
s) =
αc
4pi
µ2 − (∆ηs)2
~Ω|µ| Θ (|µ| − |∆
η
s |) ,
σinterxx (iξ,∆
η
s) =
αc
4pi
(∆ηs)
2
~ΩM
+
αc
8pi
[
1−
(
2∆ηs
~Ω
)2]
tan−1
(
~Ω
2M
)
,
σintraxy (iξ,∆
η
s) = 0,
σinterxy (iξ,∆
η
s) =
αc
2pi
η∆ηs
~Ω
tan−1
(
~Ω
2M
)
, (3)
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Figure 2. Zero-temperature longitudinal and Hall conductivities
at imaginary frequencies. The behaviour of σxx(iξ) and σxy(iξ)
for different phases is shown: (a) Ez = Λ = 0 (QSHI phase with
C = 0); (b) Λ/λSO = −3/2 and Ez = 0 (AQHI phase with C =
2); and (c) e`Ez/λSO = −Λ/λSO = 1/2 (SDC phase with C =
1/2). In all cases µ = Γ = 0. The horizontal black dashed line is
σxx(iξ → ∞) = αc/4. The dashed green lines correspond to the
low-frequency expansion for the conductivities given in Eqs. (4). For
µ = 0,Bxx−1 vanishes identically, while the other coefficientsB
xx,xy
0
and Bxx,xy1 are shown in panel (d) as a function of ~Γ/|∆ηs |.
where σyy(iξ,∆ηs) = σxx(iξ,∆
η
s) and σyx(iξ,∆
η
s) =
−σxy(iξ,∆ηs). Here, α = e2/~c ≈ 1/137 is the fine structure
constant, M = max(|∆ηs |, |µ|), and Ω = ξ + Γ, where
Γ = 1/2τ with τ being the relaxation scattering time. Corre-
sponding expressions for the silicene optical conductivity at
real frequencies have already been reported in the literature
[30, 31]. The dynamical conductivity from all Dirac cones,
necessary for the evaluation of the Casimir interaction, is
σij(iξ) =
∑
s,η=±1
[
σintraij (iξ,∆
η
s) + σ
inter
ij (iξ,∆
η
s)
]
. The
various topological phases associated with the Hall effect,
displayed in Fig. 1(b), are captured via the η∆ηs product
in σxy . In Figs. 2 (a-c) we show the different elements of
the conductivity tensor as a function of imaginary frequency
at various points in the phase diagram. Finite temperature
effects on the optical conductivity can be found in the
Supplementary Note 2.
Low frequency optical response. Since the Casimir inter-
action at large separations is determined mainly by the low
frequency response [7], understanding the optical conductiv-
ity at iξ = 0 is particularly important. We first consider the
case Λ = 0. Graphene has neither staggering nor SOC, and
hence ∆ηs = 0 for all cones. Using Eqs. 3, one recovers the
well known result [43] for the graphene universal conductivity
σxx(iξ) = αc/4 and σxy(iξ) = 0 in the non-dissipative limit.
For the other members of the graphene family, their conduc-
tivity tensors can be cast into the perspective of a Chern in-
sulator description (see Fig. 1(b)), in which the correspond-
ing Chern number is given by C = 12
∑′
s,η=±1 η sign[∆
η
s ],
and captures the topologically non-trivial features of these 2D
materials [24, 25]. The prime in the summation indicates that
only terms with ∆ηs 6= 0 should be included. Let us now con-
sider the case for ∆ηs 6= 0 and, as above, restrict ourselves
to the dissipationless limit (Γ = 0). When |µ| < |∆ηs |, we
find that σxx(iξ = 0,∆ηs) = 0 and σxy(iξ = 0,∆
η
s) =
αc
4piη sign[∆
η
s ] for each cone. Thus, the total Hall conduc-
tivity is σxy(iξ = 0) = αc2piC, which explicitly connects with
the Chern insulator topological nature of these materials via
the particular electronic phase. For example, the C = 0 for
the QSHI phase at Ez = 0 results in σxy(iξ = 0) = 0
(Fig. 2(a)). The C = 2 AQHI phase at Λ/λSO = −3/2
leads to σxy(iξ = 0) = 2αc2pi since there are four open
Dirac cones and each contributes with the same sign to the
Hall conductivity (Fig. 2(b)). The C = 1/2 SDC phase at
`Ez/λSO = −Λ/λSO = 1/2 gives σxy(iξ = 0) = 12 αc2pi since
there are three open Dirac cones (Fig. 2(c)).
To gain further insight into the various factors affecting
the contribution of each single Dirac cone to the conductivity
σij(iξ,∆
η
s) , we perform a low-frequency expansion. Using
Eqs. 3 one finds
σxx(iξ,∆
η
s) =
αc
2pi
[
Bxx−1
ξ
+Bxx0 +B
xx
1 ξ +O(ξ2)
]
,
σxy(iξ,∆
η
s) =
αc
2pi
[
Bxy0 +B
xy
1 ξ +O(ξ2)
]
. (4)
The coefficients Bxx−1, B
xx,xy
0 , and B
xx,xy
1 are a function of
the parameters of the 2D material (i.e., ∆ηs , Γ, and µ), and
their explicit expressions are given in the Supplementary Note
1. It is interesting to note that each term in Eqs. 4 is reminis-
cent of a particular model dielectric response function. For
example, the first term of the longitudinal conductivity be-
haves as the plasma model for metals with Bxx−1 specifying
the plasma frequency, and it originates entirely from intraband
transitions. The Lorentz model for dielectrics is recognized in
the third term with Bxx1 giving the strength of the Lorentz os-
cillator. Bxx0 corresponds to a constant conductivity. On the
other hand, Bxy0 captures the Hall effects in the 2D materi-
als, and in the lossless case it can be written as Bxy0 = C,
which shows the quantized nature of the Hall conductivity via
the Chern number. Figs. 2(a-c) show how the above low-
frequency expansion for the longitudinal conductivity com-
pares to the full Kubo expression.
For the case µ = 0, Bxx−1 identically vanishes, and the
remaining coefficients are shown in Fig. 2(d). When ∆ηs = 0,
Bxx0 = pi/8 and B
xx
1 = B
xy
0 = B
xy
1 = 0 for all values
of the dissipation parameter. When ∆ηs 6= 0, dissipation
influences the coefficients. In the limit of small dissipa-
tion ~Γ/|∆ηs |  1, Bxx0 ≈ ~Γ/6|∆ηs |, Bxx1 ≈ ~/6|∆ηs |,
Bxy0 ≈ η sign[∆ηs ]/2, and Bxy1 ≈ −η~2Γsign[∆ηs ]/12(∆ηs )2.
In the opposite limit ~Γ/|∆ηs |  1, Bxx0 = pi/8 and all other
coefficients tend to zero.
Casimir force phase transitions. The Casimir energy per
unit area E and the corresponding Casimir force F/S =
−∂E/∂d between two layers of area S of the graphene-family
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Figure 3. Zero-temperature Casimir interaction in the graphene
family. (a) Fabry-Pe´rot cavity formed by two layers of the graphene-
family materials under externally applied fields. (b) Casimir energy
phase diagram for two dissipationless identical parallel layers for
dλSO/~c = 1. (c) Distance dependency of the Casimir energy at
Λ = Ez = 0 for various values of dissipation. (d) Effect of the
external electric field on the Casimir energy at Λ = 0 for different
values of dissipation at a distance dλSO/~c = 1. (e) Quantized and
repulsive Casimir energy for two dissipationless identical layers at
d = 10~c/λSO. The various curves correspond to different values
of the electric field, e`Ez/λSO = {0, 1/2, 1, 3/2} (black, red, green
and blue, respectively). In the large-distance asymptotics (Table I),
the rounded plateaus become abrupt jumps and the interaction ener-
gies at phase transition boundaries are the dots in-between plateaus.
In all plots µ = 0.
materials separated by a distance d can be calculated using
the continuum Lifshitz approach, which applies for separa-
tions larger than several times the interatomic distances in the
involved objects [7]. We first discuss the effects of quan-
tum (zero-temperature) fluctuations on the Casimir energy,
which in this case is expressed as an integral over complex
frequencies iξ (see Methods). Beginning with neutral (µ = 0)
graphene/graphene interaction, the Casimir energy per unit
area is found to be
Eg = − ~cα
32pid3
, (5)
and results in Casimir attraction [9, 10, 12]. Compared with
the Casimir energy for perfect metals Em = −~cpi2/720d3, it
reveals that although the distance dependence is the same, the
magnitude of Eg is much reduced due to the presence of α.
Probing the expanded graphene family optical response by
changing Ez and/or Λ results in a much richer Casimir inter-
action picture. The competition between σxx and σxy domi-
nance and the relative contribution of the different coefficients
Bxx−1, B
xx,xy
0 , andB
xx,xy
1 , result in many different asymptotic
scaling laws, significant magnitude changes, force quantiza-
tion and repulsion. We consider a Fabry-Pe´rot cavity formed
by two sheets of the graphene family (e.g. Sil/Sil, Ger/Ger,
and Stan/Stan) (Fig. 3(a)). As for graphene, each staggered
layer is almost transparent to the incident light (transmission
coefficient T ' 1 − piα), and hence both layers forming the
cavity experience irradiation essentially with the same char-
acteristics captured by Λ.
The impact of the different phases of the graphene-family
materials on the Casimir interaction is shown in Fig. 3(b)
for µ = Γ = 0 and a distance d = ~c/λSO. The Casimir
energy density plot reflects the phase diagram of Fig. 1(b).
Note that for the parameters of the figure, E/Eg < 0 in most
of the AQHI and PS-QHI phases, and will ultimately result
in Casimir force repulsion (see discussion below about Fig.
3(e)). On the other hand, in all other phases E/Eg > 0 cor-
responding to attraction. As one approaches phase transition
boundaries, the Casimir energy significantly increases in mag-
nitude featuring a cusp-like behavior (see black curve in Fig.
3(d)). At shorter distances (where non-zero imaginary fre-
quencies become relevant) the energy phase diagram is modi-
fied with less defined phase boundaries (not shown). The de-
pendence of the Casimir interaction energy on separation is
shown in Fig. 3(c) at the origin of phase space Λ = Ez = 0.
The asymptotic result from Table 1 for Γ = 0 is given by
the green dashed line in the figure. Increasing dissipation in
the materials results in a blurring of the phase boundaries and
E/Eg > 0 for all phases at large separations (see Supplemen-
tary Note 3). The behaviour of the phase diagram along the
Λ = 0 line for different values of dissipation is shown in
Fig. 3(d). The Casimir energy for lossless QSHI-QSHI or
BI-BI phase combinations changes to that corresponding to
the SVPM-SVPM configuration as Ez approaches Ez,cr, pre-
senting a cusp-like feature. At either side of the cusp all Dirac
masses are non-zero, while right at the cusp two Dirac cones
close. The interaction energy in the SVPM-SVPM configura-
tion has a graphene-like behavior (see Table I) but, since two
rather than four gaps are closed, there is a 50% magnitude re-
duction, namely E = Eg/2. When losses are included, the
cusp-like feature is rounded and the interaction increases.
Analytical expressions for the large distance asymptotics
(d|∆˜|/~c  1) of the zero temperature Casimir interaction
are summarized in Table I for a given combination of phases
in the interacting materials (assumed to have µ = 0 and the
same Γ), both for the case of zero and small dissipation. Each
of the entries in the table can be obtained by the following pro-
cedure. First, one determines whether a mass gap closes for
either of the phases, and then one identifies the correspond-
ing relevant coefficients Bxx−1, B
xx,xy
0 , and B
xx,xy
1 . Given
this information, one computes the large-distance Casimir en-
ergy E (see Methods) to leading order in the fine structure
constant and the distance-decay power, using for the product
of the reflection matrices R1 · R2 the appropriate combina-
5tions of B coefficients for each of the interacting materials.
Let us first discuss the case of zero dissipation. When the
staggered layers are either in the QSHI or BI phase, all mass
gaps are non-zero, the relevant coefficient is Bxx1 (note that
for these phases Bxy0 vanishes upon summing over valley and
spin indices), and the Casimir energy scales as E ∼ α2d−5.
This dependency upon α2 suggests a much weaker interac-
tion as compared to two graphene sheets (see Eq. 5). When
one of the materials is either in the QSHI or BI phase, while
the other one is in the SPM or SVPM phase, two mass gaps
are closed, the relevant coefficients are Bxx1 (for the mate-
rial in the QSHI/BI phase) and Bxx0 = pi/8 (for the ma-
terial in the SPM/SVPM phase), and the energy scales as
E ∼ α2d−4. However, when the SPM or SVPM phase is
substituted by an AQHI or PS-QHI phase, the Hall coefficient
Bxy0 becomes relevant, and the asymptotic Casimir energy is
found to be E ∼ α3d−4. Finite-dissipation corrections ∆E
to the large-distance Casimir energy are governed by the co-
efficient Bxx0 in all phases. Analytical expressions for this
correction can be obtained in the limit of small dissipation,
~Γ  |∆˜| ≡
(∑′
η,s=±1 |∆ηs |−1
)−1
. As shown in Table I,
∆E inherits the linear in Γ dependency from Bxx0 (see Fig.
2(d)), and decays as d−3 for all phase combinations. As com-
pared to the lossless case, dissipation results in a qualitative
change of the power-law decay of the interaction, in sharp
contrast to the situation of typical 3D planar slabs where dis-
sipation only scales the large-distance Casimir energy by an
overall numerical factor.
A further striking consequence of the different electronic
phases in the graphene-family is that the Casimir energy can
be quantized. Since the large-distance zero temperature inter-
action energy between lossless 2D staggered layers in AQHI,
PS-QHI, or SPM phases is proportional to their Hall conduc-
tivities and σxy ∼ C, we find that E/Eg = (4α/pi)C1C2,
i.e. the Casimir energy is quantized in terms of the product
of Chern numbers (see Table I). At this point it is important
to emphasize that the reflection matrices entering the Lifshitz
formula correspond to reflection of vacuum fluctuations from
within the Fabry-Pe´rot cavity, and that the sign of the Hall
conductivities on either layer (induced by the external circu-
larly polarized laser) changes as seen from fluctuations im-
pinging on the bottom or top layer. The overall result is that
the signs of the Chern numbers of the bottom and top lay-
ers are different, C1C2 < 0, and hence the Casimir force
is not only quantized but is also repulsive. This is shown
for the case of two dissipationless AQHI or PS-QHI identi-
cal sheets in Fig. 3(e). The zero-temperature Casimir energy
features a ladder-like quantized and repulsive behavior of the
Casimir energy E ∼ −α2C1C2d−3 > 0 with the strongest
repulsion for C1 = −C2 = ±2. A physical picture of this
large-distance Casimir repulsion can be obtained by noting
that the polarized laser field induces circulating currents on
both layers, whose sense of rotation is determined by the sign
of the Hall conductivities. The Casimir cavity is essentially a
collection of current loops on each layer facing each other or,
Mat1 Mat2 E/Eg(Γ = 0) ∆E/Eg(~Γ |∆˜|)
QSHI
BI
QSHI
BI
(~c)2α
5pi|∆˜1||∆˜2|d2
~Γ
3pi
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|∆˜1|−|∆˜2|
QSHI
BI
SPM
SVPM
~cα[1−4 log(piα/4)]
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AQHI
PS-QHI
SPM
4α
pi
C1C2
~Γ
3pi
log(|∆˜1|/|∆˜2|)
|∆˜1|−|∆˜2|
SDC
AQHI
PS-QHI
4α
pi
C1C2
~Γ log(3pi|∆˜2|/4~Γ)
3pi|∆˜2|
SDC
QSHI
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~cα[1−4 log(piα/8)]
64|∆˜2|d
~Γ log(3pi|∆˜2|/4~Γ)
3pi|∆˜2|
SDC SDC
1
4
~Γ
3pi|∆˜|
Mat1 Gra E/Eg(Γ = 0; Λ = 0) ∆E/Eg(~Γ |∆˜|; Λ = 0)
QSHI
BI
GRA
~cα[1−4 log(piα/2)]
16|∆˜1|d
~Γ log(3pi|∆˜1|/~Γ)
3pi|∆˜1|−~Γ
SVPM GRA log(2) 4~Γ
3pi|∆˜1|−2~Γ log(2)
Table I. Large-distance asymptotics of the zero-temperature
Casimir energy in the graphene family. The left column denotes
the phase combinations of the materials (any pair of combinations
can be chosen in a given row provided they are realizable for given
Λ and Ez values), the center column gives the Casimir energy in the
lossless case, and the right column provides the correction ∆E for
small dissipation. When the second layer (Mat2) is graphene, the
possible phase combinations for Λ = 0 are shown in the bottom two
rows, and when Λ 6= 0 graphene is in a AQHI phase and the possible
phase combinations are given by the 3rd and 5th rows with AQHI
for Mat2. The inter-layer separation is large, d|∆˜|/~c  1, and all
materials have µ = 0 and the same Γ.
equivalently, two parallel sheets of magnetic dipoles. Recall-
ing that anti-parallel magnetic dipoles repel, it follows that
two AQHI, PS-QHI, or SPM layers with Hall conductivities
of unequal sign will repel. For the other SDC/SVPM/SPM
phases, on the other hand, the Casimir energy behaves as
E ∼ −αd−3 < 0, which corresponds to the attractive force
between two semi-metals, and in the large-distance asymp-
totics results in an abrupt change of the Casimir force. The
QSHI/BI phases also result in an attractive force but with a
stronger decay, E ∼ −α2d−5 < 0. Results for other com-
bination of materials of the graphene family (e.g., silicene-
graphene and silicene-germanene) as well as effects of finite
dissipation in the quantized repulsive Casimir force are shown
in the Supplementary Note 3.
We briefly discuss the effect of the chemical potential. As
long as |µ| < |∆ηs | for all Dirac cones, the results described
above for the µ = 0 case still hold. When |µ| > |∆ηs | for at
least one Dirac cone, the intraband conductivity (Eq.3) starts
to play a role. For Γ = 0, the low-frequency optical response
is dominated by the plasma-like term in Eq.4 containing Bxx−1,
6and the large-distance Casimir energy corresponds to that of
a perfect conductor. For Γ > 0, Bxx−1 = 0 and the dominant
contribution to the large-distance Casimir energy comes from
Bxx0 . In the limit |µ|  ~Γ, the Casimir energy corresponds
to that of 2D Drude metals. Further details of the effect of
µ on Casimir force phase transitions can be found in the
Supplementary Note 3.
Thermal corrections to the Casimir energy. Thermal
effects enter in the Lifshitz formula by replacing the integral
over complex frequencies with a summation over Matsubara
frequencies and taking into account the finite-temperature
conductivity (see Methods and Supplementary Note 4). In
Fig. 4(a) we show the Casimir energy between identical
layers of the graphene family as a function of temperature at
a fixed distance for some representative points in phase space.
For low temperatures kBT/λSO  10−3, Casimir repulsion
for the CI-CI phases is still present (dashed blue curve), and
as the temperature increases there is a cross-over to attraction.
Another effect of temperature is to reduce the contrast in
magnitude between Casimir energies for different points in
phase space (e.g. SPM and QSHI phases shown in green
and black), which ultimately results in blurred Casimir force
phase transitions. For large temperatures kBT/λSO & 10−2,
all curves are essentially described by the classical limit
En=0 = −ζ(3)kBT/16pid2, which is the same for all points
in phase space (see Supplementary Note 4). Fig. 4(b) depicts
the distance dependence of the Casimir energy for the QSHI
phase for various temperatures, showing a change of scaling
law from E ∼ αd−3 for dλSO/~c  10−2 to E ∼ Td−2
for dλSO/~c  1. Figs. 4(c) and (d) show different cuts
of the Casimir energy phase diagram for fixed temperature
and distance. Thermal effects result in the smoothing out of
phase transition boundaries and disappearance of quantized
and repulsive Casimir interactions. For example, for the case
of a stanene cavity maintained at liquid helium temperature
T = 4.2 K (corresponding to kBT/λStanSO = 3.6 × 10−3),
Casimir force phase transitions are still observable in the
smoothed cusp-like features.
Discussion
Our study shows that in order to probe the Dirac-like physics
in the graphene family via the rich structure of its Casimir
interactions, low temperature set-ups, such as the cryogenic
AFM developed in [44] to measure Casimir force gradients
using a metallic spherical tip, are required. In order to suggest
possible experimental signatures of the Casimir force phase
transitions, let us consider a stanene layer (neutral and weakly
dissipative ~Γ/λStanSO = 10−4) under varying static field along
the Λ = 0 line in Fig. 1(b) in front of bulk gold semi-infinite
substrate. Evaluating the Casimir pressure at liquid helium
temperature T = 4.2 K and at a distance of d = 100 nm, we
obtain PQSHI-Au ' 0.2 Pa at Ez = 0 and PSVPM-Au ' 0.3 Pa at
e`Ez/λ
Stan
SO = 1. In the proximity force approximation (valid
for d  R, where R is the radius of curvature of the metallic
sphere), the respective Casimir force gradients F ′/R ≈ 2piP
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Figure 4. Finite-temperature Casimir interaction in the
graphene family. (a) Casimir energy between identical layers of
the graphene family as a function of temperature for some repre-
sentative points (e`Ez/λSO,Λ/λSO) in phase space: (0, 0) (black),
(0, 1) (green), and (0, 2) (blue; dashed blue corresponds to repul-
sion, where −E/Eg > 0). The distance is fixed at dλSO/~c = 0.5.
(b) Distance dependency of the Casimir energy at the origin of phase
space Ez = Λ = 0 for various temperatures kBT/λSO = 0 (black),
10−4 (blue), 10−3 (green), and 10−2 (orange). The thing gray curves
in (a) and (b) denote the n = 0 Matsubara contribution to the en-
ergy (see Supplementary Information). (c) Cut of the Casimir energy
phase diagram along Λ/λSO = 0 (black), 1 (blue), and 2 (green) as a
function of the electric field. (d) Cut along e`Ez/λSO = 0 (black), 1
(blue), and 2 (green) as a function of Λ/λSO. In both (c) and (d) the
temperature is kBT/λSO = 3.6 × 10−3 (corresponding to 4.2 K for
stanene), and the distance is fixed at dλSO/~c = 0.5 (corresponding
to 940 nm for stanene). In all plots µ = 0, ~Γ/λSO = 10−4, and
the normalization Eg is the zero-temperature graphene energy given
in Eq.(5).
are 1.3 and 1.9 Pa. Given the reported sensitivities for F ′/R
of 0.1 Pa [44], it should be possible to probe Casimir force
phase transitions in this set-up.
It is worth noting that when there is an applied polarized
laser (Λ 6= 0), there is an additional optical force on top of
the Casimir interaction between the two parallel layers of the
graphene family. A straightforward calculation of the optical
pressure to leading order in α gives Popt ' I0piα/c, where
I0 is the laser intensity. Typical laser parameters for which
the low-energy Hamiltonian Eq. 1 is valid and for which the
phase diagram in Fig. 1(b) can be explored, result in an opti-
cal force larger than the Casimir one. Nevertheless, it is still
possible to distinguish between the two forces by taking ad-
vantage of the particular dependency of the optical force on
the laser parameters. For example, modulating the laser po-
larization between circular (Λ 6= 0) and linear (Λ = 0, since
linearly polarized light does not break time reversal symmetry
[45]) states, and employing a lock-in technique at the modula-
tion frequency, the optical force is removed from the signal (as
it is independent of the state of polarization), and one can de-
tect the difference between the Casimir force at (Ez,Λ) and at
(Ez, 0). This measurement, in conjunction with an indepen-
7dent detection of the force for no applied laser field, allows
the determination of the Casimir force as a function of dis-
tance at any point (Ez,Λ) in the phase diagram, irrespective
of the strength of the optical force.
We have shown that the Casimir interaction in materials
of the graphene family has a rich structure due to their
unique electronic and optical properties. Their various
electronic phases, tunable by external fields, result in Casimir
force phase transitions featuring different distance scaling
laws, significant magnitude changes, force quantization and
repulsion. The measurement of some of these effects should
be within reach with current state-of-the-art low-temperature
Casimir force experiments.
Methods
The Casimir interaction energy per unit area between two par-
allel plates separated by a distance d at temperature T can be
calculated using the Lifshitz formula [4, 7]
E(T ) = kBT
∑
n
′ ∫ d2k‖
(2pi)2
log det
(
1−R1 ·R2e−2kz,nd
)
,
where the summation is over Matsubara frequencies ξn =
2pinkBT/~ (n = 0, 1, 2, . . .), and the prime indicates that
the n = 0 term has a 1/2 weight. Furthermore, kz,n =√
k2‖ + ξ2n/c2 and R1,2 = R1,2(iξn,k‖) are 2 × 2 reflection
matrices. The T = 0 formula is obtained by the replacement
kBT
∑
n
′ → (~/2pi) ∫∞
0
dξ. The diagonal elements of the re-
flection matrices are the Rss and Rpp Fresnel coefficients, and
the off-diagonal elements Rsp,ps arise from the Hall conduc-
tivity that induces polarization conversion. Imposing standard
boundary conditions to Maxwell’s equations for a single 2D
sheet, one finds [46]
Rss = −2pi
δn
[
σxx
cλn
+
2pi
c2
(
σ2xx + σ
2
xy
)]
,
Rsp = Rps =
2piσxy
δnc
,
Rpp =
2pi
δn
[
λn
σxx
c
+
2pi
c2
(
σ2xx + σ
2
xy
)]
, (6)
where δn = 1 + 2pi
σxx(1+λ
2
n)
cλn
+ 4pi
2
c2
(
σ2xx + σ
2
xy
)
,
λn = kz,nc/ξn, and the conductivity tensor is evalu-
ated at the imaginary Matsubara frequencies σij(iξn).
Note that in the Lifshitz formula the Hall conductivities
on either plate must have opposite signs since Rj cor-
respond to reflections within the Fabry-Pe´rot cavity. In
the estimation of the Casimir pressure between stanene
and a gold bulk, we model the permittivity of Au as
Au(iξ) = 1 + Ω
2
p/(ξ
2 + ξγp) + χ0ξ
2
0/(ξ
2 + ξ20 + ξγ0), with
(Ωp, γp, ξ0, γ0) = (13.7, 0.05, 20, 25) × 1015rad s−1 and
χ0 = 5 [44].
Data availability. The data that support these findings are
available from the corresponding authors on request.
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9Supplementary Note 1. Zero temperature optical conductivity.
The components of the optical conductivity tensor of each Dirac cone σij(iξ,∆ηs , µ, T = 0) can be written as an asymptotic
series in the limit of small frequencies, as shown in Eqs. (4) in the main text. The corresponding coefficients Bxx−1, B
xx,xy
0 ,
and Bxx,xy1 have intra- and inter-band contributions, i.e., B
xx
i = B
xx,intra
i + B
xx,inter
i and B
xy
i = B
xy,intra
i + B
xy,inter
i (here,
i = 0,±1). The intra-band coefficients are given by
Bxx,intra−1 =
µ2 − (∆ηs)2
|µ|
δΓ,0
2~
Θ(|µ| − |∆ηs |) ,
Bxx,intra0 =
µ2 − (∆ηs)2
|µ|
1− δΓ,0
2~Γ
Θ(|µ| − |∆ηs |) ,
Bxx,intra1 =
µ2 − (∆ηs)2
|µ|
1− δΓ,0
2~Γ2
Θ(|µ| − |∆ηs |) ,
Bxy,intra0 = B
xy,intra
1 = 0, (1)
where δΓ,0 is the Kronecker delta and Θ(Γ) is the Heaviside step function. The inter-band coefficients are
Bxx,inter−1 = 0,
Bxx,inter0 =
(∆ηs)
2
2M~Γ
+
(
1
4
− (∆
η
s)
2
~2Γ2
)
tan−1
(
~Γ
2M
)
,
Bxx,inter1 =
~2Γ2M2 − ~2Γ2(∆ηs)2 − 8(∆ηs)2M2
8~Γ2M3 + 2~3Γ4M
+
2(∆ηs)
2
~2Γ3
tan−1
(
~Γ
2M
)
,
Bxy,inter0 =
η∆ηs
~Γ
tan−1
(
~Γ
2M
)
,
Bxy,inter1 =
η∆ηs
~Γ2
[
2~ΓM
~2Γ2 + 4M2
− tan−1
(
~Γ
2M
)]
. (2)
These expressions show how the individual contributions in the longitudinal and Hall conductivities of the graphene family
materials depend on the Dirac mass of a particular cone, the chemical potential and scattering rate. They are especially useful
for understanding how the internal properties and external factors, such as the applied electric field and circularly polarized light,
determine the low-frequency electro-optical response of these materials. In Fig. 2(d) of the main text we plot these coefficients
as a function of ~Γ/|∆ηs | for the case of neutral layers (µ = 0). The full conductivity tensor is obtained by summing over spin
and valley indices, and can be also written as in Eq. 4 of the main text with coefficients B˜xx,xyi =
∑
η,sB
xx,xy
i .
Equations 1 and 2 contain all the necessary information needed to determine the large-distance asymptotics of the zero-
temperature Casimir energy between two layers of 2D staggered materials, shown in Table 1 of the main text. Using these
low-frequency expansions of the conductivity tensor in the expressions for the reflection coefficients, and computing the
Casimir energy as given by the Lifshitz formula to leading order in the fine structure constant, we can obtain the vari-
ous entries of the table. Different phase combinations of the two layers forming the Fabry-Pe´rot cavity determine which B
coefficients give the dominant contribution to the large-distance scaling law for the Casimir energy, as explained in the main text.
Supplementary Note 2. Finite temperature optical conductivity.
At finite temperatures the optical conductivity can be calculated via the Maldague formula [1, 2]
σij(iξ,∆
η
s , µ, T ) =
∫ ∞
−∞
dE
σij(iξ,∆
η
s , E, 0)
4kBT cosh
2
(
E−µ
2kBT
) , (3)
where σij(iξ,∆ηs , E, 0) is the zero-temperature conductivity studied in the previous Section. In Supplementary Figure 1 we
show the longitudinal and Hall conductivites σij(iξ, µ, T ) =
∑
η,s σij(iξ,∆
η
s , µ, T ) along imaginary frequencies for various
temperatures. Panels (a-c) are the finite-temperature versions of the zero-temperature panels in Figs. 2(a-c) in the main text.
For low temperatures kBT/λSO  1, the conductivity is essentially identical to the one at zero temperature (see Supplementary
Figures 1(a,b)), except for regions in the phase-space diagram where gaps close (Supplementary Figure 1(c)). As temperature is
increased, thermal effects become relevant at low frequencies, and they mainly affect the longitudinal conductivity.
10
n=1 n=1 n=1
10-1 10110-310-510
-5
10-3
10-1
101
103
105
a)
0
1
2
σxy
n=0 n=1 n=1 n=1
10-1 10110-310-510
-5
10-3
10-1
101
103
105
b)
0
1
2
n=1 n=1 n=1
10-1 10110-310-510
-1
101
103
105
c)
0
0.25
0.5
2
π
σ
x
x
/α
c 2π
σ
x
y /
α
c
n=0 n=0
~ξ/λSO ~ξ/λSO ~ξ/λSO
Figure 1. Temperature dependency of the longitudinal (solid lines) and Hall (dashed lines) conductivities at imaginary frequencies.
Temperatures kBT/λSO are 0 (black), 10−2 (blue), 10−1 (orange), and 1 (red). The behaviour of the conductivities along imaginary frequen-
cies for different phases is shown: (a) Ez = Λ = 0 (QSHI phase with C = 0); (b) Λ/λSO = −3/2 and Ez = 0 (AQHI phase with C = 2);
and (c) e`Ez/λSO = −Λ/λSO = 1/2 (SDC phase with C = 1/2). Due to the chosen scale, some curves are on top of each other (solid and
dashed black and blue in (a) and (b); dashed black, blue, and orange in (b) and (c)). The values of the longitudinal and Hall conductivities at
the n = 0 Matsubara are approximately equal to those corresponding to the smallest frequency shown. The position of the n = 1 Matsubara
frequency for each temperature is shown on the top of each panel. In all cases µ = 0 and ~Γ/λSO = 10−5.
In connection with the computation of the finite-temperature Casimir energy, one can see that the main effect of temperature
is on the zero Matsubara frequency ξn=0. The conductivity at all other Matsubara frequencies n ≥ 1 is basically unaffected by
temperature. In Supplementary Figure 2 we show the variation with temperature of σij at the zero Matsubara in all phase-space.
Note that the main effect of temperature is to blur the phase transition boundaries, especially on the longitudinal conductivity.
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Figure 2. Phase diagram for the longitudinal (top panels) and Hall (bottom panels) conductivities at zero Matsubara frequency.
Temperature is kBT/λSO: 0 (a,e), 10−2 (b,f), 10−1 (c,g), and 1 (d,h). In all cases µ = 0 and ~Γ/λSO = 10−5.
Supplementary Note 3. Zero-temperature Casimir energy in the graphene family.
When the chemical potential satisfies |µ| < |∆ηs | for all Dirac cones, all intra-band B coefficients are identically zero, and the
Casimir interaction is the same as that of the neutral case µ = 0. When |µ| > |∆ηs | for at least one Dirac cone, the intra-band
coefficients become important. Specifically, when Γ = 0 we get Bxx,intra−1 6= 0, and when Γ 6= 0 we get Bxx,intra−1 = 0 and
Bxx,intra0 > 0. These properties are then reflected in the full coefficients B˜
xx
i after summation over spin and valley indices.
When B˜xx−1 > 0, this coefficient dominates the low-frequency reflection properties of the layer, which shows a plasma-like
metallic behavior. When dissipation is taken into account, the B˜xx0 coefficient is the first relevant one, and the layer has a
Drude-like metallic behavior as long as |µ|  ~Γ.
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Supplementary Figure 3 shows the zero-temperature Casimir energy phase diagram for two identical layers of the graphene
family separated by dλSO/~c = 1 for ~Γ/λSO = 0.0025. Each of the panels depicts the evolution of the Casimir energy
(normalized by the one for two neutral graphene sheets Eg = −~cα/32pid3) as the chemical potential increases. Panel 3(a)
corresponds to neutral layers, µ = 0, and is qualitatively the same as Supplementary Figure 3(b) of the main text. All other
panels Supplementary Figure 3(b-d) satisfy ~Γ  |µ| and, therefore, correspond to the small dissipation limit. For µ/λSO < 1
(3(b)) the phase diagram resembles the one of neutral layers as long as all the mass gaps are larger than the Fermi energy (for
instance, close to Ez = Λ = 0). In contrast, in regions where |∆ηs | < |µ| the Casimir energy is largely increased due to the
intra-band conductivity (orange bands in the phase diagram). For µ/λSO = 1 all points in the shown phase diagram 3(c) have
at least one mass gap smaller than the chemical potential, |∆ηs | < |µ|, except along the line Λ/λSO = `Ez/λSO ≥ 1 where
|∆1s| = |µ| and |∆−1s | > |µ|. Finally, for µ/λSO = 2 (panel 3(d)) the chemical potential is larger than all mass gaps in the whole
phase diagram shown in the figure.
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Figure 3. Normalized zero-temperature Casimir energy E/Eg phase diagram for two parallel layers for various chemical potentials.
µ/λSO is equal to 0 (a), 0.5 (b), 1 (c), and 2 (d). Parameters are ~Γ/λSO = 0.0025 and dλSO/~c = 1.
Supplementary Figure 4 shows how the Casimir energy phase diagram of Supplementary Figure 3(b) in the main text is
modified due to finite dissipation in the materials. Losses result in the blurring of the phase boundaries and, for sufficiently large
dissipation, the Casimir force is attractive for all phases.
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Figure 4. Zero-temperature Casimir energy phase diagram for two identical parallel layers of the graphene family with finite dissipa-
tion. Parameters are ~Γ/λSO = 0.25, d = ~c/λSO, and µ = 0.
We discussed in the main text the possibility of Casimir force quantization and repulsion between identical layers of the
graphene family. Analogous effects take place for two dissimilar layers, as shown in Supplementary Figure 5(a) for the case
of dissipationless AQHI/PS-QHI/SPM silicene and AQHI graphene phase combinations, and in Supplementary Figure 5(b) for
silicene-germanene in AQHI, PS-QHI, or SPM phase combinations. Both feature a ladder-like quantized and repulsive behavior
of the Casimir energy E ∼ −α2C1C2d−3 > 0 with the strongest repulsion for C1 = −C2 = ±2. All other phase combinations
result in a stronger decay with distance (∼ d−4, d−5), except for the case of silicene-graphene close to Λ = 0 and `Ez/λSilSO = 1,
for which E ∼ −αd−3 < 0. This corresponds to the attractive force between two semi-metals (SVPM silicene-graphene), and
in the large-distance asymptotics results in an abrupt change of the Casimir force. Results for finite Γ are also shown in Supple-
mentary Figures 5(c,d). Small dissipation leads to less well defined boundaries between the different phases with small peaks
appearing at the steps of the ladder. Further increasing Γ makes the interaction attractive. As the interacting layers are brought
closer together, the longitudinal conductivities become important ultimately resulting in Casimir attraction at shorter separations.
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Figure 5. Quantized Casimir energy at zero temperature. The normalized Casimir energy piE/4αEg is shown as a function of Λ
and `Ez/λSO = {0, 1/2, 1, 3/2} (black, red, green and blue curves, respectively) for neutral and dissipationless (a) silicene-graphene
(dλSilSO/~c = 10) and (b) silicene-germanene (dλGerSO /~c = 10). In the large-distance asymptotics (as given in Table I of the main text),
the rounded plateaus become abrupt jumps and the interaction energies at phase transition boundaries are the dots in-between plateaus. The
influence of dissipation for the silicene-graphene case is shown in (c) for ~Γ/λSilSO = 0.025 and (d) ~Γ/λSilSO = 0.25. The inset in (c) is a
zoom-in of the energy around Λ = 0.
Supplementary Note 4. Finite-temperature Casimir energy in the graphene family.
At finite temperature, the Casimir interaction energy between two layers of the graphene family is given by
E(T ) = kBT
2pid2
∑
n
′ ∫ ∞
0
dk˜ k˜ log det
[
1−R1(cξ˜n/d, k˜/d) ·R2(cξ˜n/d, k˜/d) e−2
√
k˜2+ξ˜2n
]
, (4)
where the summation is over dimensionless Matsubara frequencies ξ˜n = 2pinkBTd/~c (n = 0, 1, 2, . . .), the prime indicates
that the n = 0 term has a 1/2 weight, and k˜ = kd is a dimensionless wave-vector. The reflection matrices implicitly depend on
T through the temperature-dependent longitudinal and Hall conductivities.
In the limit of large distances or high temperatures (the so-called classical limit), the n = 0 term dominates the whole
Matsubara summation, and one needs to evaluate the behavior of the reflection coefficients, and hence the conductivities, for
n = 0. To this end, we perform a low-frequency expansion of the finite-temperature conductivities in Eq.(3), as was done
for T = 0 in the main text, and the corresponding B˜xx,xyi coefficients now depend on temperature. We separately study the
cases with and without dissipation at finite temperature. When Γ 6= 0, in the limit ξ → 0 we get σxx ≈ (αc/2pi)B˜xx0 (T ),
σxy ≈ (αc/2pi)B˜xy0 (T ), and Rsp(0, k˜/d) = Rps(0, k˜/d) ≈ 0, Rss(0, k˜/d) ≈ 0, and Rpp(0, k˜/d) ≈ 1. Hence, the layer
behaves as a perfectly reflecting interface for p-polarized waves. Note that this is true irrespective of the point (Ez,Λ) in phase
space and the value of the chemical potential. The corresponding energy is
EΓ6=0n=0 (T ) =
kBT
4pid2
∫ ∞
0
dk˜ k˜ log(1− e−2k˜) = −ζ(3)
16pi
kBT
d2
, (5)
where ζ(x) is the zeta function. When Γ = 0, in the limit ξ → 0 we get σxx ≈ (αc/2pi)B˜xx−1(T )/ξ, σxy ≈ (αc/2pi)B˜xy0 (T ),
and the reflection coefficients Rsp(0, k˜/d) = Rps(0, k˜/d) ≈ 0, Rpp(0, k˜/d) ≈ 1, and Rss(0, k˜/d) ≈ −κ/(κ + k˜) where
κ = αB˜xx−1(T )d/c. In contrast to the dissipative case, Rss(0, k˜/d) is non-zero and its value is a function of the particular phase
of the layer. The corresponding energy is
EΓ=0n=0 (T ) = EΓ6=0n=0 (T ) +
kBT
4pid2
∫ ∞
0
dk˜ k˜ log
(
1− κ
2
(κ+ k˜)2
e−2k˜
)
. (6)
Note that EΓ=0n=0 (T ) ≈ 2EΓ6=0n=0 (T ) when κ 1, and EΓ=0n=0 (T ) ≈ EΓ6=0n=0 (T ) when κ 1.
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