This research examines the spatial and temporal characteristics of the responses to stimulation of the barrel cortex in anesthetized rats using optical imaging with particular emphasis on methods of analysis which reduce the effects of low-frequency oscillations on localization of the activated cortical region. Image sequences were captured using a light source with a narrow bandwidth of wavelength (590 ؎ 2 nm). On each trial image data were collected at 15 Hz and stored over a 12-s period starting 8 s before stimulation onset. Stimulation was for 1 s using an oscillating whisker vibrator (ϳ1-mm deflection at 5 Hz). For each subject a total of 30 experimental trials were collected and averaged. There was an interstimulus interval of 26 s. The trial-averaged data were analyzed using two related signal source separation algorithms. Both algorithms use a weak model of the expected temporal response as a filter to exclude contributions from lowfrequency baseline oscillations which we call the Vsignal. We found that both algorithms successfully separated most of the effects of the V-signal from the response to the stimulation. The performance of the algorithms compared favorably with the performance of related algorithms without weak constraints and the "ratio of means" strategy used 
INTRODUCTION
An issue that is central to all the methods of analyzing in vivo optical imaging data is the complications introduced by low-frequency oscillations in blood flow and volume (Hudetz et al., 1992 (Hudetz et al., , 1995 . We refer to these as the V-signal oscillations (Mayhew et al., 1996) . They are not novel (Bayliss, 1902; Clark et al., 1958; Wiedeman, 1957) . The intrusion of the ϳ0.1-Hz Vsignal oscillations is now being increasingly recognized in NIRS and fMRI data in normal, unanesthetized, and healthy human subjects Hyde and Biswal, 1997; Mitra et al., 1995) and is used to map functional connectivity in the resting state (Lowe et al., 1998) .
The relevance of this to the work we describe here is that the amplitude of the optical imaging signals that we detect following stimulation are about one-fifth or less of the peak to peak amplitude of the unaveraged V-signal (Mayhew et al., 1999a) . Even following the collection and averaging of numerous trials the residue of these pervasive low-frequency oscillations can still be present in the data, frequently appearing in mapping studies as "vascular" artifacts. It is recognized that these oscillations are not spatially colocalized with the surface vasculature, but are also present in regions of parenchyma, activated or otherwise. Much effort has been directed to develop methods for the removal of the effects (Bonhoeffer and Grinvald, 1996; Carmona et al., 1995; Chen-Bee et al., 1996b; Mayhew et al., 1998) and recently interest has been shown in the application of signal source separation algorithms (Bell and Sejnowski, 1995; Jutten and Herault, 1991; Molgedey and Schuster, 1994) to optical imaging data processing problems (Schiessl et al., 1999) . The two methods we describe here are (i) a delayed correlation (Molgedey and Schuster, 1994) with weak model constraint (we refer to this as the Molgedey-Schuster algorithm with weak model) and (ii) the subspace correlation method which has the advantage of speed and simplicity (Mayhew et al., 1999b) and is easily implemented (the mathematics are reviewed below).
Our primary application of optical imaging visualization techniques is in the spectroscopic study of the responses to barrel activation (Mayhew et al., 1999a (Mayhew et al., , 2000a . The first stage of a spectrographic study is to locate the activated barrel region in order to accurately position the 100-m slit of the spectrograph over the cortex. To date we have used the above method in more than 50 spectrographic experiments. The emphasis in this paper is methodological, focussing primarily on the mathematics of methods; however, we compare them with two other methods for locating and visualizing the response to increased activation. One is used by colleagues (1996b, 2000) and uses a very different approach which exploits the biphasic nature of the intrinsic signal response measured at 630 nm. The other is the original Molgedey-Schuster algorithm (1994) which does not incorporate the weak model constraint. We demonstrate on our data that the weak model constraint is an important feature for the elimination of the V-signal oscillatory and other noise from the time series associated with the global activity maps.
MATERIALS AND METHODS
The animals used were Hooded Lister rats weighing between 300 and 400 g, kept in a 12-h dark/light cycle environment at a temperature of 22°C with food and water ad libitum.
Surgery
The subjects were anesthetized with urethane (1.25 g/kg ip) and atropine was injected (0.4 ml/kg sc) to reduce mucous secretions during surgery. The rats were placed in a stereotaxic holder (Kopf Instruments). A midline incision was made to expose the surface of the skull. The barrel cortex is located in a region approximately 1-4 mm posterior to bregma and 4 -8 mm lateral. After bregma was located the temporalis muscle covering the lateral aspect of the skull was sutured
FIG. 1.
Principal component analysis of Animal 1. The top row shows the first six eigenimages. The corresponding eigen time series are shown on the bottom row, with the horizontal axes being time in seconds. Barrel-like regions can be seen in several eigenimages, while the corresponding time series show pronounced prestimulus oscillations. Note that stimulus onset was at the eighth second and lasted for 1 s.
FIG. 3.
Principal component analysis of Animal 2. The top row shows the first six eigenimages. The corresponding eigen time series are shown on the bottom row, with the horizontal axes being time in seconds. Barrel-like regions can be seen in several eigenimages, while the corresponding time series show pronounced prestimulus oscillations. Note that stimulus onset was at the eighth second and lasted for 1 s.
back and the barrel area was marked. The skull overlying the barrels was thinned to translucency with a dental drill under constant cooling with saline. The thinned skull preparation has the advantage over a full craniotomy in that it allows adequate image quality while at the same time preserving the integrity of the brain surface environment. A plastic chamber (in house design) was placed over the "window" and attached to the skull with dental cement. The chamber was filled with saline and a coverslip was secured to its surface. This procedure reduces possible specularities from the skull's surface. Rectal temperature was maintained at ϳ37°C with a thermostatic heating pad. ECG electrodes were attached to monitor heart rate. Animals were artificially ventilated (20% O 2 , 80% N 2 ). Phenylepherine (0.13-0.26 mg/h) was infused to main- tain blood pressure between physiological limits (MABP, 100 -110 mm Hg) (Golanov et al., 1994; Nakai and Maeda, 1999) . Following surgical preparation the animal was left for at least 30 min before the start of the experiment.
Experimental Procedure
Barrel location. The first stage is to capture images under 546-nm (green) illumination which heightens the contrast of surface microvasculature against the parenchyma. This image is used to determine the correspondence between the results of histological analysis and the barrel activity maps obtained by optical imaging.
Data collection. Stimulation is for 1 s under computer control using an oscillating whisker vibrator (ϳ1 mm, 5 Hz). On each trial image data is collected and stored over a 12-s period starting 8 s before stimulation onset. Frames are collected at 15 Hz using a 12-bit SMD (1M60) digital camera. For each subject a total of 30 experimental trials are collected with an intertrial interval of 26 s. The narrow band illumination is provided by a stabilized power source using a 590 Ϯ 2-nm wavelength interference filter (Omega Optical). To economize on the data collection overheads a ϳ4 ϫ 3-mm subregion of the image surrounding the area of the targeted barrel is selected subtending 128 ϫ 96 pixels; thus a pixel subtends ϳ(31 m) 2 of cortical tissue. Before analysis, the raw data from each experimental cycle are then averaged over the 30 trials to produce a 180-frame image stack.
Cytochrome Oxidase (CO) and Photographic Emulsion Histochemistry
The rats were transcardially perfused with saline followed by 4% paraformaldehyde and vessels were filled with photographic emulsion (Jessops Ltd). The brain was then placed in 30% sucrose 0.1 M phosphate buffer (PB, pH 7.4) for 1-2 days until it sank. The right cortex was then separated from the brain by blunt dissection, placed in a steel/Perspex press, and compressed to a thickness of approximately 2 mm. The press and cortex were then immersed in 30% sucrose, 0.1 M PB overnight. The cortex was then sectioned on a cryostat at Ϫ14°C. A thick section was taken first (200 m) to include all the surface vessels. Subsequent sequential 50-m sections were taken from this point and placed free floating in 0.1 M PB, ready for CO histochemistry. The incubation medium to stain CO was made fresh each time and contained 90 ml 0.1 M PB, 94.4 mg diaminobenzidine hydrochloride (Aldrich), 4 g sucrose, 5 ml catalase (200 g/ml, Sigma), and 45 mg cytochrome c (type III, Sigma). This is a modified version of the procedure from Wong- Riley and Welt (1980) . The sections were placed in the medium in the dark, incubated at 37°C, and left for 1 h prior to checking. At this point the 200-m surface section was removed. The remaining sections were left until clear differentiation between light and dark reaction products could be seen; at this point the incubation was stopped and sections were washed three times at 10-min intervals in 0.1 M PB. The washed sections were mounted onto thin gel-coated slides in the original order and orientation to each other and then left to air dry. The slides were taken through a series of washes to develop the photographic emulsion contained within the vessels to turn them black. Finally the sections were dehydrated and coverslipped.
Warping the Barrel Cortex to the Surface
The mathematical details of the warping algorithm are described in the Appendix. In order to match images to each other, corresponding points within each image must be found and for this purpose penetrating blood vessels are used as fiducial markers between sections. Images can then be linearly warped so that corresponding features are superimposed. Four matching points in each image defines an exact projectivity between the points; however, it is preferable to use a larger number of corresponding points to calculate the best (in a least squares sense) projective transform. The surface section acts as the base template. The section immediately below is warped to fit over the surface section and then the section containing the barrel cortex is warped to fit over the previously warped second section. The surface and warped barrel images are then superimposed to create a barrel map on the surface of the cortex to compare with the imaging results.
Signal Source Separation Methods
The algorithms described below are: (i) a variation on an established signal source algorithm first proposed by Molgedey and Schuster (1994) which we have extended by incorporating a weak temporal model (we refer to this algorithm as Molgedey-Schuster with weak model (MSWM)) and (ii) an algorithm which is based on generalized linear models and also incorporates a weak model. We refer to this algorithm as subspace correlation (SSC).
In both algorithms the identification of the response relies on three assumptions. The first is that the response begins after stimulation. We do not specify the particular form of the response except that the time series is flat before stimulus onset and then changes after it. The second assumption is that the noise of physiological origin (e.g., V-signal and respiration pulse) has a different spatial distribution to that of the barrel's response, e.g., that the noise will be distributed over the image whereas the response to neural activity will be localized to a particular region of the image (hence spatial). Further-more, the spatial distributions of the signal and noise do not vary in time. This kind of independence assumption is exploited in the use of spatial independent component analysis (ICA) and other source separation algorithms. The third assumption is that the measurement data are a linear combination of the intrinsic responses to increased neural activity, the low-frequency V-signal oscillations, and other physiological noise (e.g., respiration and pulse). Thus data can be represented as a linear mixture of a set of basis images and their associated time series. This commonplace assumption justifies the use of linear analysis strategies.
Preliminary Analysis Procedure
The optical imaging spatiotemporal data matrix is assumed to have been generated by a linear combination of images modulated in time, corrupted by additive noise, i.e.,
Each column of S is an image and is orthogonal to all the other columns of S. Each column of T is a time series. No assumption is made about the matrix T being columnwise orthogonal. e is the noise matrix. Knowing X (the data) the objective of our analysis is to estimate the images and their associated time series.
The first step of the analysis is to subtract the average of the prestimulus images (the first 8 s) from the data to produce a mean compensated image sequence X. We then use principal component analysis to reduce the dimensionality of the data by removing the noise components. This can be achieved using singular value decomposition (SVD) in which X can be decomposed into
where we denote
Hence the dimension of the data was reduced by selecting the first K components assuming that the first K principal components capture most variations in the signal. Typically we used the first four to six components as the others contained no obvious physiological structures and the variance was mainly due to noise.
The Spatial Molgedey-Schuster Algorithm
This algorithm assumes that the principal or singular images are a linear mixture of independent image sources of physiological relevance. Let Y K be the estimate of the image sources S. The assumption is that Y K is a linear weighted combination of the eigenimages U K .
where W is an unmixing matrix. The problem is to find the elements of W such that Y K represents the independent image sources. The basis of the original Molgedey-Schuster (MS) algorithm (designed for temporal source separation) is to minimize the correlation between sequences at zero shift and also at another arbitrary (but sensible) shift. One strategy is to use the shift corresponding to the first minimum in the correlation function. The trick with the spatial MS algorithm is to treat each image as a continuous vector analogous to a time series, but as an image when calculating the element by element product for the shift which is in two dimensions. The unmixing matrix W can be obtained using one of three cost functions.
1. The constant diagonal constraint. Find the weighting matrix W whose diagonal terms are unity such that the following cost function is minimized:
v is the index in space and ṽ is the index shift in space. This constraint was the one used in the original Molgedey and Schuster paper (1994) . There are numerous slight variations on this cost function; e.g., Stetter (2000) used the weighted average of the positive and negative shifted indices. We have investigated this variation and found little difference in performance when compared with the Molgedey-Schuster algorithm using the original form of the constraint.
The constant power constraint.
Find the weighting matrix W such that the following cost function is minimized:
where c(x,y) is the correlation coefficient of x and y. These two methods do not explicitly exploit the temporal structure of the data.
3. The weak model constraint. This method uses prior knowledge about the onset of stimulus. The assumption is that the time series associated with the response to stimulation should be zero before the onset of stimulation compared to after stimulation. To obtain the time series during iteration of the minimization procedure, we use the fact that the time series T K is related to the data by
Hence
To obtain the time series corresponding to the activation image due to stimulus onset, we augment one of the above cost functions C(W) (usually the second one with constant power) by adding the ratio of the variance of the time series before the stimulation to the total variance.
where t 1,pre is the time series associated with the first separated source before the onset of stimulus. The implication is that the image source associated with the time series used to compute the variance ratio is the one best associated with the stimulation.
SSC
In this algorithm, we model the first K principal time series V K by a design matrix G which contained an orthonormal basis for all sequences that are zero before and nonzero after stimulus, i.e.,
We then find the best estimate, Z, of V K in the least squares sense using
One example of such a G matrix can be obtained as follows. Let stimulus onset be at n ϭ n 0 ; hence for n ʦ [1,n 0 Ϫ 1] the data are not affected by stimulus, whereas for n ʦ [n 0 ,n t ], the data are affected by stimulus. Let b ϭ n 0 Ϫ 1 be the number of frames before stimulus, and let a ϭ n t Ϫ n 0 ϩ 1 be the number of frames after stimulus. The information on stimulus onset provides a weak constraint to the expected time series of interest. Thus we can define G as
In this case, G transforms the K eigen time series V K into another K time series in Z such that
Note that z i are not orthogonal to each other even though v i are. Another PCA is then performed on Z, yielding
where each column in Q is a principal direction of variation related to data set Z. If we now form a linear combination of the K time series in V K into the first major direction q 1 , t 1 ϭ V K q 1 , the time series t 1 gives the "best" estimate of the response to stimulation under the weak model constraint. The corresponding spatial filter s 1 is the one that isolates the response t 1 given the data X K , i.e.,
Using pseudoinverse technique, it is easy to show that the spatial filter is given by
FIG. 5. Barrel maps and corresponding time series from the Molgedey-Schuster algorithm with (A, C) and without (B, D) weak models, for Animal 1 (A, B) and for Animal 2 (C, D)
. The effect of the weak model may provide only slight improvement of the barrel map but its major effect is to markedly improve the associated time series; E.g., it would be difficult without prior knowledge to decide when the response occurs from the time series in B and D.
If more than one time series is significant, then slightly more complicated expressions are needed. The analysis produces times series (t) and associated images (s) where the gray levels reflect the strength of the corresponding time signal.
The matrix G in the above SSC algorithm is a much weaker model than those typically used previously (Friston et al., 1995; Mayhew et al., 1998) . The corresponding spatial image is specified by the condition that the sources are spatially uncorrelated which is consistent with the philosophy of others (Molgedey and Schuster, 1994; Porrill et al., 1999; Schiessl et al., 1999) .
RESULTS
The above algorithms are routinely used in the analysis of our optical imaging data (N in excess of 50 to date (Mayhew et al., 1999a (Mayhew et al., , 2000b ). We show the combined histology and results from just two representative animals, and an additional seven animals are used in the comparison of the MSWM algorithm with the method used by Chen-Bee et al. (1996a,b) .
All our activation maps shown here are zero-meaned and the gray level difference between the peak and median of each smoothed activation map is normalized to unity. The corresponding time series are therefore in comparable arbitrary intensity units.
The first stage of both the analysis methods uses PCA on the individual subject data sets. Figures 1 and  3 show (for two animals) the eigenimages and the corresponding temporal eigenvectors. It can be seen that although the eigenimages sometimes reveal wellresolved barrel-like regions, the corresponding eigenvectors showing the temporal characteristics of these changes contain pronounced prestimulus oscillations. These we ascribe to the residue of the V-signal oscillations which have survived the trial averaging process.
The MSWM produces maps of barrel activation and the associated time series. Figures 2a and 4a show (for the same subjects as above) the unmixed image-time series pair associated with the barrel. As can be seen the definition and location of the activated barrel regions is much improved in comparison with the eigenimages of PCA which provide the starting point of the algorithm. Furthermore, the associated time series shows much reduced V-signal oscillation, hence enhancing the shape of the hemodynamic response function of the barrel to stimulation.
The first component of the subspace correlation produces almost identical maps of the barrel region as the MSWM algorithm. Subspace correlation analysis "looks" for the "best" linear combination of the time series of the first selected principal components which satisfies the weak model constraint. Figures 2b and 4b show corresponding results following analysis by the SSC. They are very similar to those in Figs. 2a and 4a following the MSWM algorithm. As the SSC algorithm is noniterative and does not require the user to specify a lag parameter it is probably to be preferred. However, it should be acknowledged that MSWM has the benefit of an extra regularity term.
Anatomical Validation of Barrel Localization
It can be seen from Figs. 2e and 4e that the barrel region localized by the SSC and MSWM algorithms described above corresponds closely to the position of the barrel found using histological staining for cytochrome oxidase. The area of the imaged barrel response can be seen to be slightly larger than the actual anatomical size of barrel; however, the peaks of the optical responses show good correspondence with the barrel position.
Performance of the MSWM in Comparison with the
Molgedey-Schuster Algorithm Figure 5 shows results comparing our implementation of the algorithm reported by Molgedey and Schuster (1994) with the MSWM algorithm applied to our data. As can be seen the spatial Molgedey-Schuster algorithm without the weak model constraint produces barrel maps (Figs. 5b and 5d ) which are comparable to those obtained with the MSWM algorithm (Figs. 5a and 5c), although for Animal 1, the activity map also contains a major blood vessel near the barrel. The same blood vessel can be seen in the activity map obtained using MSWM algorithm (Fig. 5a ) but is much less obvious. Furthermore, for the original MS algorithm, the time series associated with the barrel images in both animals still contain residue components from the V-signal; in particular the time series for Animal 1 seems to be dominated by the V-signal, whereas by applying the weak temporal model constraint, the V-signal is much reduced in the time series associated with the barrel images (Figs. 5a and 5c ). However, it should be borne in mind that the activated barrel region would be expected to have a V-signal oscillatory component and that some degree of entrainment of the V-signal may be possible (Lei and Baker, 1998) .
As discussed previously, the extended spatial decorrelation (ESD) algorithm (Stetter et al., 2000) is essentially the same as the original Molgedey-Schuster algorithm without constraints, except that the ESD algorithm may be capable of removing the global signals (e.g., the V-signal and surface vascular patterns) if these signals can be separated from the mapping signal using PCA. This may be the case when data stacks for several stimulus conditions (not necessarily orthogonal) are available (Stetter et al., 2000) . For our data this unfortunately is generally not the case. As can be seen in Figs. 1 and 3 , the V-signal and the mapping signal are present in all major principal components.
The ESD algorithm is therefore equivalent to the original MS algorithm when applied to our data.
Chen-Bee Algorithm Figure 6 shows results comparing our implementation of the algorithm from Chen-Bee (CCB) (Chen-Bee et al., 1996b as shown in Fig. 6c and the MSWM algorithm as shown in Figure 6a . We have implemented both the "common" and the "alternative" methods using the division formulae ((3 ϩ 4 ϩ 5 ϩ 6)/4)/ ((0 ϩ 1)/2) and ((3 ϩ 4 ϩ 5 ϩ 6)/4)/((1 ϩ 8)/2), respectively, but only the results using the alternative method are shown (Fig. 6c) . The numbers above correspond to the frame numbers with frames 0 and 1 corresponding to the first (0 -500 ms) and second (500 -1 s) frames from the 1-s prestimulation baseline. Our data are sampled at 15 Hz and we blocked it appropriately.
We also explored the effects of reducing the duration of the prestimulation baseline to 1 s for MSWM. The results, as shown in Fig. 6b , are very similar to those shown in Fig. 6a , producing maps and locating the barrels in near identical positions. From Fig. 6 , it is clear that the performance of the MSWM algorithm is generally better than the CCB in terms of locating the position of the barrel and separating the vasculature from the parenchyma. We should emphasize that we have not systematically attempted to optimize the CCB algorithm either by using different weightings of the images averaged or using different combinations of the image used in the averaging process.
We note in passing that the performance of the MSWM algorithm is not seriously impaired when the prestimulus baseline is truncated to 1 s (Fig. 6b) , although we prefer to use a long lead in time (Fig. 6a) as it provides clear evidence for presence and scale of any intrusion of the V-signal oscillations into the data.
DISCUSSION
The "added value" of the SSC and MSWM signal source separation algorithms presented in this paper is that they incorporate a weak constraint on the temporal response to stimulation. This not only often results in better visualization/localization of the activated barrel region, but also those barrel maps are associated with a time series relatively free of low-frequency oscillatory noise, which is evidence of the correctness of the localization process. The temporal response to the stimulation specific to the activated regions should show little evidence of activity before the onset of stimulation. Often PCA will reveal barrel maps but the associated temporal eigenvector will contain prestimulation onset oscillatory components which completely mask the response to activation (e.g., see Fig. 1 ). In this case, one might say it is the observer who is applying a strong spatial model to assign confidence that the maps do in fact represent the activated barrel. In cases where there is no a priori strong model of the expected spatial structure of the "global activity" map, it is only the structure of the time series that can provide evidence for confidence in the mapping, and it is this which is exploited in the use of hemodynamic response functions in the generalized linear models in statistical parametric mapping (Friston et al., 1994) .
Both the SSC and the MSWM signal source separation algorithms improved the localization of the activated barrel region provided by PCA on most data sets. This is of course to be expected. The advantage of the use of weak models over procedures such as GLM (Mayhew et al., 1998) in the analysis of optical imaging data is that it does not require the use of an explicit model, although they can be used if available. In fact, the time series from the SSC or MSWM algorithms can provide such a model and then, when used in a least squares analysis procedure, produce statistical parametric maps (Friston et al., 1994) . On the other hand it is possible within the mathematical algorithmic framework of the SSC or MSWM algorithms to incorporate a temporal model of the hemodynamic response function explicitly into the analysis.
The importance of the results delivering the appropriate time series can be seen in Fig. 5 . We compared results from the MSWM algorithm with those using the original algorithm proposed by Molgedey and Schuster (1994) without any constraints. While a barrel region has been localized, the associated time series is less convincing evidence that the region is associated with the stimulation procedure.
The algorithm proposed by Stetter et al. (2000) is essentially the same as the decorrelation algorithm in Molgedey and Schuster (1994) . The main differences are that Stetter et al. not only used the PCA as their first step to sphere the data, but also as a stage to select and eliminate from processing those components which, they believed, represented the global signal and vessel patterns, retaining only those that appeared to contain the mapping signal. On our data, the results using Stetter's algorithm are similar to those using the original MS algorithm without constraints. This is because in general the major principal components (Figs.  1 and 3) do not separate the V-signal from the response to stimulation.
Because PCA is the first stage of the analysis for both the SSC and MSWM algorithms it is critical that sufficient components are incorporated in the analysis, otherwise the "response" could be filtered out along with the noise. On our data, it is rare indeed that the first principal component shows the barrel region, and as it is rarely possible to use PCA to eliminate contributions from the V-signal, our heuristic is to use all the principal components which show spatial structure (typically less than 6).
The CCB alternative method (Chen-Bee et al., 1996b) is designed to separate the responses of the vasculature from those of the activated parenchyma using the observations that (i) in general the response from the vasculature is relatively delayed and (ii) the optical response from the visible wavelengths greater than 586 nm (ChenBee et al. use 630 nm; the wavelength we used was 590 nm), is typically biphasic, characterized by an initial decrease in remitted illumination followed by a later increase. To this extent, the CCB alternative algorithm incorporates a model of the response which, although weak, is less general than our weak model constraint and would be less effective at wavelengths where the response was monophasic. At 590 nm the response to activation is biphasic but possibly less so than at 630 nm. Thus the algorithms may not be strictly comparable using data captured under 590 nm, and we have not attempted to optimize the CCB algorithm for our data. That being said the evidence of Fig. 6 is that the MSWM and, by inference, the SSC algorithms will provide some advantage for barrel localization.
The data we have used above are from animals used in spectrographic studies investigating the hemodynamic responses to barrel activation (Mayhew et al., 2000a) . We fully expect the mathematics of the methods to generalize to other preparations. We envisage the major application of the SSC and MSWM algorithms to be in the analysis of optical imaging data which have been "corrupted" by large-amplitude, lowfrequency hemodynamic oscillations and other contributions from the surface vasculature. It will be particularly useful when rather limited spatial models of the expected global activity maps are available and when differential imaging (Bonhoeffer and Grinvald, 1996) or data from different stimulation conditions are not available. In such cases a spatially coherent region with a time series showing a diversion from baseline occurring shortly after stimulation may be all that is available to convince the skeptical reader.
APPENDIX

Warping of Histological Sections
After the histological processing, images of the brain sections will differ considerably from those taken of the live brain during an optical imaging experiment. The tissue will have shrunk a great deal, possibly not uniformly, and the magnification and orientation may and probably will be slightly different. Even the separate histological sections may be distorted from each other. This appendix describes a mathematical approach to mapping and warping the histological sections so that they can be superimposed onto each other. Pairs of matching points in two images are selected manually by recognizing particular features in each one. A large number of point matches are chosen and a projective transform is calculated that best (in the least squares sense) maps these points onto each other. Using the calculated projective transform one of the images can be warped and then blended with the other.
Theory
It is well known that four point matches between two images define a projectivity (Springer, 1964) . We derive the necessary equations below to show how these can be put into a least squares framework, where we Therefore, for each pair of data points, we have
Hence for N(Ն4) data points, we have
We use SVD to calculate the least squares solution to the above set of linear homogeneous equations, yielding
If P is singular the columns of V whose same numbered singular values s j are zero are an orthonormal basis for the null space of P. Therefore, any set of homogeneous equations P ϭ 0 can be solved by finding the column of V whose corresponding singular value is zero. In the case of the overdetermined set of linear equations, the least squares solution is the column of V whose corresponding singular value is minimum.
