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ABSTRACT
This thesis presents a number of new techniques to improve the accuracy of three-
dimensional (3D) shape measurement using fringe projection profilometry (FPP).
Firstly, approaches for camera calibration are systematically investigated, and a
new method is proposed to achieve sub-pixel mapping between the liquid crystal
display (LCD) and the charge-coupled device (CCD). This approach uses vertical
and horizontal fringe patterns and centrelines displayed by a LCD as the calibration
board. A set of pixels on the designed circle edge are then mapped from the LCD
onto the CCD. The circle centres are extracted on the CCD by the least-squares circle
fitting technique. In contrast to existing approaches, which only use the horizontal
and vertical fringe patterns, the new method is more flexible and accurate.
Secondly, techniques for projector calibration are systematically studied.
Existing techniques are based on the pixel-level mapping relationship between the
CCD and the digital micro-mirror device (DMD) in the projector, which has limited
the accuracy of projector calibration. A new method is proposed to achieve sub-pixel
mapping between the camera and the projector images. Instead of directly mapping
the circle centres from the CCD onto the DMD with pixel-based precision, pixels on
the circle’s edge are extracted from the CCD and mapped onto the DMD. The
locations of the circle centres on the DMD are extracted by the least-squares circle
fitting technique, thus achieving sub-pixel precision.
Finally, geometric models for fringe projection profilometry are systematically
researched. The existing geometric models are based on the condition that the plane
formed by the axes of the camera and the projector is perpendicular to the reference
plane, and measurement error occurs when this condition is not met. A novel
geometric model for fringe projection profilometry is presented to remove this
condition, resulting in a new phase-to-height mapping relationship. Because this new
model involves seven parameters, a new method is proposed to calibrate the system
and determine parameter values. Experiments are also conducted to verify the
performance of the proposed techniques, showing a noticeable improvement in the
accuracy of 3D shape measurement.
x
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CHAPTER 1: INTRODUCTION
In this Chapter, the background to the thesis is presented, followed by an overview of
optical three-dimensional (3D) shape measurement. Then, the aims of this thesis
work and the structure of this thesis are presented.
1.1 Background
Optical three-dimensional (3-D) shape measurement is the most representative
technique of non-contact 3D imaging and measurement. Recently, with the
development of optoelectronics and information processing, optical 3D shape
measurement has been greatly enriched both in techniques and application. On the
one hand, relevant techniques are continually improved and commercialized, which
leads to more wide range of application. On the other hand, increasing applications
feedbacks more to the developers, and it promotes further investigation of new
approaches.
1.1.1 Applications
Optical 3D shape measurement has become the necessary part of modern industrial
manufacturing. For reverse engineering [1, 2], it is the first step to provide the 3D
model of products which need further design. For quality control [3-5], micro-
electromechanical systems (MEMS) inspection [6, 7], free surface characterization [8,
9], it is the critical task to obtain the 3D surface topography of samples to be
investigated. Other applications include heat-flow visualisation [10], vibration
analysis [11, 12], refractometry [13], corrosion analysis [14, 15], and roughness
measurement [16, 17], etc.
Other key application of optical 3D shape measurement is the human body
digitization for medical treatment or others. Related examples include 3D face
reconstruction [18, 19], skin topography measurement [20, 21], inspection of wounds
[22, 23], human body shape measurement [24, 25], detection and monitoring of
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scoliosis [26], lower back deformation measurement [27], and 3D intra-oral dental
measurements [28], etc.
Other interesting applications include cultural heritage and preservation which
hope to digitize the relics [29-31], kinematics which need to measure the position of
shape of a moving object [32, 33].
1.1.2 Typical techniques
This Section presents a brief introduction of commonly used techniques for optical
3D shape measurement.
1.1.2.1 Time-of-Flight
The time-of-flight (TOF) approach takes advantage of a light pulse emitted from a
laser source. The light pulse travels towards a test object and then a fraction of the
light pulse is scattered back to the detector. The time interval between the emitted
pulse and detected pulse can then be measured and the round-trip distance to the test
object can be obtained[34]. To improve the accuracy of TOF, more sensitive timing
technique, such as time-correlated single-photon counting (TCSPC) is utilized in
TOF. TCSPC is a statistical averaging technique using a sensitive photon-counting
technique to detect the reflected laser, which can achieve timing accuracy of
picoseconds [35].
1.1.2.2 Laser scanning
In optical 3D shape measurement, laser triangulation relationship is commonly used.
In the system using laser triangulation, the object’s surface is scanned by a laser spot
or line, and the image is captured by a camera. The 3D position of the surface cut by
the laser spot or line can then be determined by the triangulation relationship among
laser source, object surface and camera. The accuracy of 3D measurement depends
largely on the location accuracy of laser spot or line on the image [36]. Other factors
influencing the accuracy of measurement are characteristics of the object’s surface
such as colour and transparency.
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1.1.2.3 Moiré contouring
Moiré contouring technique [37-39] involves acquiring the contour lines of an object
using shadow or projection moiré. It is easy to acquire quantitative contour
information from the moiré pattern with the help of fringe analysis approaches.
However, this method requires several steps to visualise the contour lines and
requires high-quality optics, thus limits its application.
1.1.2.4 Laser speckle pattern sampling
When coherent light from a laser source is used to illuminate a diffusive object, laser
speckle pattern will be produced. Laser speckle pattern sampling used for 3D shape
measurement is a direct extension of the wavelength-decorrelation technique [40].
With the wavelength-decorrelation technique, speckle-pattern sampling obtains range
information from the wavelength dependence of speckle. Speckle-pattern sampling
keeps track of the pixel location and uses the information to resolve the object
laterally[41]. This technique has the advantages of flexible measurement range and
no requirement for the phase shifting that is required in conventional interferometry.
The technique’s shortcoming is the long time required to acquire the images relating
to different wavelengths.
1.1.2.5 Interferometry
Interferometry uses the interference phenomenon to measure the length along
direction of laser ray with consideration of the relationship between interference
fringe and wavelengths [42-45]. Interferometry is widely used for precise
measurement of optical path length. Because optical path length can be related to
other parameters, such as temperature, position, angle and refractive index, many
types of sensors can be established based on the theory of interferometry. The
resolution of this method can be high enough to real-time observe the molecular-
level evolution [46].
1.1.2.6 Structured light
Structured light approaches realised 3D shape measurement with the illumination of
sinusoidal or triangle fringe or other coded light, which are also categorised into
active triangulation [47-50]. When the fringes are projected onto the surface of an
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object, the surface topography of an object will distort them, which means the
distorted fringes contain information with respect to the surface of the object. 3D
shape can be obtained via proper fringe analysis and 3D reconstruction algorithm.
Structured light approaches have many advantages, such as fast full field
measurement and simple system structure [51-53].
1.2 Fringe projection profilometry
Sinusoidal fringe is one of the most employed structured light pattern in optical 3D
shape measurement. With the assistant of sinusoidal fringe, phase information can be
calculated and then range image with high density and accuracy can be reconstructed.
Sinusoidal fringe based 3D shape measurement, which is also referred to fringe
projection profilometry (FPP), is widely employed due to its excellent performance
in robust, accuracy and speed. Fig.1-1 shows a typical fringe projection profilometry
system, which includes a camera, a projector and a reference plane. The optical axes
of the camera and the projector cross at point C on the reference plane, and the angle
between these two axes is 1 . The distance between the optical centres of the camera
and the projector is 0d , the distance between the optical centre of the camera and
point C is CL , and  ,h x y denotes the height of test object.
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Fig. 1- 1 Fringe projection profilometry system
The principle of fringe projection profilometry (FPP) is described as follows. As
shown in Fig. 1-1, when there is no object on the reference plane, a ray generated
from the projector intersects the reference plane at point C , and then it is reflected
into the camera. When the object is put on the reference plane, the same ray will
intersect the surface of object at point D , and then it will also be reflected into the
camera. Therefore, at the point D , the phase difference between the surface of the
object and the reference plane is equal to the phase difference between the points
D and C , denoted with ( , )DC x y . In fact, the phase difference is caused by the
height distribution of the object, and it records the information of object surface, and
reflects the object profile relative to the reference plane. Hence, the basic ideal of
fringe projection profilometry is to reconstruct the height distribution using the phase
difference between the captured fringe patterns on the reference plane and the
surface of the object. In order to accurately obtain the 3-D shape of object using
fringe projection profilometry, the procedure which involves fringe projection and
acquisition, phase map detection, phase-to-height mapping and its corresponding
system calibration should be carried out as follows.
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1.2.1 Fringe projection and acquirement
The fringe patterns, normally the sinusoidal fringe patterns [54, 55], should be
generated, and projected onto reference plane and the surface of object, respectively.
By taking the sinusoidal fringe patterns as an example, it can be described by the
following equation
   0, cos 2I x y A B f x  (1.1)
where  ,I x y is the intensity on the fringe patterns at the point in terms of the pixel
coordinates x and y ; A is the average intensity; B is the modulated intensity, and
0f is the frequency of the fringe patterns. When the Fourier transform profilometry
(FTP) is used, only two images of fringe pattern including one for the reference plane
and the other for the object surface are needed. While the phase shifting profilometry
(PSP) is adopted, 2n images (where n is equal to or larger than three) of fringe
patterns including n images employed for reference plane and the other for the
object surface are required. Considering four-step PSP with eight images of fringe




comparing with its neighbour images of fringe patterns. The generated fringe
patterns of a four-step PSP can be described as
  0, cos 2 2n
n
I x y A B f x
    
 
, 1,2,3,4n  (1.2)
where n is the order of the image of the fringe patterns, which ranges from 1 to 4 .
 ,nI x y is the intensity on the n - th image of fringe patterns at the point in terms of
the pixel coordinates x and y . These four images of fringe patterns are projected
onto the reference plane, and every reflected image is captured by a camera.
Similarly, the same four images are projected onto the surface of object, and the
reflections are taken by the camera.
7
1.2.2 Phase map detection
After all fringe patterns from both reference plane and the surface of the object are
obtained, the phase map detection should be carried out. Let us take the four-step
PSP as an example. According to Equation 1.2, the captured four-step phase shifted
fringe patterns on reference plane can be described as




I x y A B f x x y
      
 
, 1,2,3,4n  (1.3)
where  0 ,x y is the phase of the captured fringe patterns on reference plane, and
the captured four-step phase shifted fringe patterns on the surface of object can be
described as




I x y A B f x x y
      
 
, 1,2,3,4n  (1.4)
where ( , )x y is the phase of the captured fringe patterns on the surface of object.
Hence the  0 ,x y and  ,x y can be retrieved as follows
     
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Note that  0 ,x y and  ,x y range from 0 to 2 , and their continuous
distribution can be obtained using unwrapping algorithms [56-58]. Hence, the phase
difference ( , )DC x y between  0 ,x y and  ,x y can be obtained as:
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   0( , ) , ,DC x y x y x y     (1.7)
( , )DC x y is directly relative to the height distribution. In order to reconstruct the 3-
D shape of object, an additional phase-to-height (simplified as PTH, which describes
the relationship between the phase information of captured fringe patterns and the
height of object) mapping should be used as follows.
1.2.3 Phase-to-height mapping
According to Takeda, et al. [59], the phase-to-height mapping corresponding to the

















This equation is derived based on three conditions: (1) the optical centres of the
camera and the projector have the same distance from the reference plane, (2) the
optical axes of the camera and projector are coplanar and the plane is perpendicular
to the reference plane and (3) the optical axis of the camera is vertical to the
reference plane. These conditions are not always met in practice, at that time the
measurement error will occur if the ideal phase-to-height mapping relationship is still
employed to recover the 3D shape.
1.2.4 System calibration
As the phase-to-height mapping relationship is determined by the system structure,
accurate estimation of the parameters associated with the structure, which is carried
out by means of system calibration, plays an important role. These parameters
include the intrinsic parameters of the camera and the projector, as well as extrinsic
parameters associated with the geometrical structure of the system. Normally, the
system calibration involves camera calibration, projector calibration and calculation
of the systematic parameters.
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1.2.4.1 Camera calibration
Generally, a camera is calibrated with the aid of a flat board (called calibration board)
marked by a set of points with their positions known a priori. The details of camera
calibration are as following: (1) place the board toward the camera and take a picture
of the board by the camera, yielding a 2D camera image; (2) extract the locations of
the points on the acquired image; (3) establish a set of equations based on the pin-
hole model of the camera with respect to all the pairs of corresponding points on the
board and the camera image. The intrinsic and extrinsic parameters of the camera
will appear as variables of these equations. The above procedure is repeated by
moving the calibration board to a number of different positions and orientations, and
jointly solving of these equations will yield the values of all the intrinsic and
extrinsic parameters. The accuracy of camera calibration depends on the accuracy of
the locations of the points on the board, and the locations of the points on the camera
image. The calibration boards are usually marked by two types of patterns, namely, a
set of circles with their centres as the marked points or chessboard grids with the
corners as the marked points.
Normally, the high contrast patterns such as circles and a chessboard on the
plane can be readily manufactured with sufficient precision, but can be very
expensive. Hence, Liu et al. [60] and Ma et al. [61] used the LCD (liquid crystal
display) which displays horizontal and vertical fringe patterns as calibration board.
However, errors will occur when only parts of the pixels of the displayed fringe
patterns are captured. Moreover, the extracted feature points are limited to pixel-level
accuracy.
1.2.4.2 Projector calibration
A projector can be considered as an inverse camera because the projector and the
camera share the same optical principle and the projector projects pictures instead of
capturing pictures. If the 2D points on the digital micro-mirror device (DMD) of the
projector correspond to the 3D points on the calibration board, projector calibration
[62-68] is essentially the same as camera calibration, which has been well
investigated. The key to projector calibration is to determine the 2D points on the
DMD of the projector that correspond to the 3D points on the calibration board.
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Two types of techniques the phase-shifting method [69] and the calibrated
camera based method [65] are utilised to determine the 2D points on the DMD of the
projector corresponding to the 3D points on the calibration board. For the former,
the accuracy of projector calibration depends on the precision of mapping
relationship between the camera and projector images. However, the accuracy of
mapping relationship based on method in [69] can only research the pixel-to-pixel
level, which limits the accuracy of projector calibration. For the latter, the precision
of projector calibration depends on the accuracy of the calibrated camera. When
camera is not calibrated well, the accuracy of projector calibration will be influenced
seriously, and even the projector calibration will be failed.
1.2.4.3 Calculation of systematic parameters
When both camera and projector have been calibrated, the extrinsic parameters,
including the rotation matrix and translation vector of both the camera and the
projector, are used to calculate the systematic parameters ( CL , 0f and 0d ).
According to Song, et al. [70], the coordinates  , ,wc wc wcx y z of optical centre of
camera and the coordinates  , ,wp wp wpx y z of the optical centre of projector on the





















    
  
(1.9)
where, cR and cT are the extrinsic parameters of camera, and pR and pT are the
extrinsic parameters of projector, and then the three systematic parameters 0d , CL
and 0f can be calculated as :
     2 2 20 wc wp wc wp wc wpd x x y y z z      (1.10)
and
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c wcL z (1.11)
and
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where H is the absolute phase of horizontal phase-shifting fringe patterns and
big HD  is the distance between the circle centres located in the first column of circles
and the circle centres in the last column of circles on the calibration board. However,
all these equations work well only when the system structure meeting the three
conditions. Note that these conditions are not always met in practice, at that time the
measurement error will occur if the ideal phase-to-height is still employed to recover
the 3D shape.
1.3 Aims of this thesis work
An accurate and flexible 3D shape measurement system is greatly needed and has
huge potential to be used in many applications. Due to the challenges nature of
developing such a system, improving the geometric model and its corresponding
system calibration approach for 3D shape measurement system has theoretical and
practical significance. The objectives of this thesis are to:
 develop a new approach to achieve sub-pixel mapping relationship between the
LCD and CCD for camera calibration
 develop a new approach to achieve sub-pixel mapping relationship between the
CCD and DMD for projector calibration
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 develop an accurate and flexible geometrical model with specific phase-to-height
mapping and a new method to calibrate the systematic parameters required in the
new geometrical model
1.4 Structure of this thesis
In this thesis, Chapter 1 introduces the background and overview of optical 3D shape
measurement, followed by aims of this thesis work and structure of this thesis. In
Chapter 2, FTP and PSP, geometric models and PTH mapping, camera calibration,
projector calibration and calculation of the systematic parameters are investigated,
and then the outstanding issues are presented. Chapter 3 proposes a new mapping
relationship between the CCD and LCD for camera calibration, and Chapter 4
presents a new mapping relationship between the DMD and CCD for projector
calibration. Then, Chapter 5 presents a novel geometric model for fringe projection
profilometry, and a new phase-to-height mapping relationship corresponding to this
geometric model. A new method of calibrating the systematic parameters is proposed.
Finally, Chapter 6 presents the conclusions of this thesis work, and gives some
suggestions for future work.
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CHAPTER 2: LITERATURE REVIEW
In this Chapter, the review of Fourier transform profilometry and phase shifting
profilometry is presented in Section 2.1 and is followed by a review of geometric
models and PTH mapping in Section 2.2. Then, the reviews of camera and projector
calibration are presented in Sections 2.3 and 2.4, respectively. Finally, the review of
methods for calculating the systematic parameters is presented in Section 2.5.
2.1 Fourier transform profilometry and phase shifting profilometry
In this Subsection, Fourier transform profilometry and phase shifting profilometry
are introduced in detail.
2.1.1 Fourier transform profilometry (FTP)
Fourier transform profilometry was first proposed by Mitsuo Takeda and Kazuhiro
Mutoh, after which further improvements have been introduced [59, 71-74]. This
technique extracts phase information from the deformed fringe pattern, and
measuring the 3D shape of an object requires only two images to be captured. The
fringe patterns on the reference plane can be described as
        0 0 0, , , cos 2 ,I x y A x y B x y f x x y    (2.1)
where  0 ,I x y is the intensity at the point on the fringe patterns in terms of the pixel
coordinates x and y ;  ,A x y is the average intensity;  ,B x y is the modulated
intensity; 0f is the spatial frequency of the fringe pattern, and  0 ,x y is the phase
modulation of the undistorted fringe pattern on the reference plane. The deformed
fringe pattern on the surface of object can be expressed as
        0, , , cos 2 ,I x y A x y B x y f x x y    (2.2)
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where  ,I x y is the intensity at the point on the deformed fringe patterns in terms of
the pixel coordinates x and y , and  ,x y is the phase modulation of the distorted
fringe pattern caused by the object. Taking the Fourier transformation on Equation
(2.1) with regard to x , the Fourier spectra can be obtained. With a suitable low pass
filter, the fundamental component can be obtained [75]. Then the inverse Fourier
transform is applied to the fundamental component, yielding the following
       0 0 1 0 0, , exp 2 ,I x y r x y A i f x x y   (2.3)
where  0 ,r x y is the non-uniform distribution of reflectivity on the reference plane,
1A is the weighting factor of the Fourier series. When the same operation is used for
Equation (2.2), we obtain
       1 0, , exp 2 ,I x y r x y A i f x x y   (2.4)
where  ,r x y is the non-uniform distribution of reflectivity on the surface of object.
Hence, from Equations (2.3) and (2.4), the phase difference  ,x y between
 ,x y and  0 ,x y can be obtained as
           0 0, , , Im log , ,x y x y x y I x y I x y       (2.5)
The wrapped phase  ,x y is limited to between 0 and 2 and the extraction of
phase information must be done by a suitable phase unwrapping algorithm [56-58,
76]. With the obtained phase difference, 3D shape of the object can be determined by
phase-to-height mapping, which will be introduced in Section 2.2.
The advantage of Fourier transform profilometry is that only one image of the
deformed fringe pattern is required. This technique is relatively simple, but it is only
suitable for measuring relatively smooth surfaces.
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2.1.2 Phase shifting profilometry (PSP)
Phase shifting profilometry (PSP) uses multiple (at least six, three for reference plane
and other for the surface of object) images of fringe patterns that are phase-shifted by
a fixed radian. If a three-step PSP is employed, three images of the phase-shifting
fringe patterns are projected onto the reference plane one at a time, and captured by a
camera. Similarly, the same images are projected onto the surface of the object one at
a time, and captured by the camera to obtain a series deformed fringe pattern images.
While the number of images of fringe patterns can be increased to improve
measurement accuracy, the calculations are more complex and time consuming.
Taking a three-step PSP as an example, the fringe patterns on the reference plane can
be described as
        0 0, , , cos 2 , 2 / 3refiI x y A x y B x y f x x y i      , 1, 2,3i  (2.6)
where  ,refiI x y ( 1,2,3)i  is the intensity at the point on the fringe patterns in
terms of the pixel coordinates x and y ;  ,A x y is the average intensity;  ,B x y is
the modulated intensity;  0 ,x y is the phase modulation of the fringe patterns on
the reference plane, and 0f is the frequency of the fringe patterns. Correspondingly,
the deformed fringe patterns on the surface of object can be described as
        0, , , cos 2 , 2 / 3objiI x y A x y B x y f x x y i      , 1, 2,3i  (2.7)
where  ,objiI x y ( 1,2,3)i  is the intensity at the point on the deformed fringe
patterns in terms of the pixel coordinates x and y , and  ,x y is the phase caused
by the 3D shape of the object. From Equations (2.6),  0 ,x y can be expressed as
 
    
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   
(2.8)
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Similarly, from Equations (2.7),  ,x y can be expressed as
 
    
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   
(2.9)
Due to the nature of the arctangent function, the values of  0 ,x y and  ,x y
range from 0 to 2 and phase unwrapping is also required to remove 2
discontinuities and create a continuous smooth unwrapped phase distribution. A
number of phase unwrapping algorithms have been developed [56-58, 76]. The phase
difference  ,x y between  ,x y and  0 ,x y can be obtained as
     0, , ,x y x y x y     (2.10)
With the phase difference obtained, 3D shape of the object can be determined by the
phase-to-height mapping discussed in Section 2.2.
Because PSP requires multiple-images, the measurement accuracy is usually
higher than FTP. Also the performance can be improved with the increase in the
number of steps [77, 78]. These multi-step phase shifting algorithms reduce the
influence of phase shifting error and lead to improvement in the accuracy of 3D
shape measurement. Each type of phase shifting algorithm has its own advantages
and disadvantages, and the specific choice of phase shifting algorithm depends on the
particular needs of the 3D shape measurement.
2.2 Geometric models and PTH mapping
Fringe projection profilometry has been considered as an enabling technology for
non-contact 3D shape measurement due to such advantages as simple structure and
fast measurement[79-81]. A typical fringe projection profilometry system consists of
a digital projector, a camera, a computer and a reference plane. The digital projector
generates a group of image patterns of periodic fringes, which are projected
respectively onto the reference plane and the object surface to be measured. The
camera captures the image patterns reflected from the reference plane and the object
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surface, the latter of which are deformed version of former. The 3D information of
the object surface shape can be extracted by analysing the phases of the projected
patterns acquired by means of a phase-to-height mapping relationship. The phase-to-
height mapping is based on the triangulation relationship among the projector, the
camera, and the corresponding point on the patterns acquired from the reference
plane and the object surface. The effectiveness of the phase-to-height mapping
depends on if it matches the structure of fringe projection profilometry system, that is,
the positions of the camera, the projector and the reference plane. The first geometric
model and its corresponding PTH mapping was proposed by Takeda, et al. [59].
Then, Mao, et al. [80] presented an improved geometric model , and derived its
corresponding PTH mapping. Recently, Xiao, et al. [81] proposed a more general
geometric model and derived a new PTH mapping. These three geometric models are
discussed in following sections.
2.2.1 The geometric model proposed in [59]
Fig. 2-1 shows the geometric model proposed by Takeda, et al. [59]. The system has
crossed axes geometry where the optical axes of the projector PO and the camera CO
intersect at point O . The point of intersection is situated on the reference plane. If
there is no object, a beam of light PO D intersects point C on the reference plane and
is then reflected into the camera. When an object is placed on the reference plane, the
same beam of light PO D intersects point D on the object and is then reflected into
the camera. Because the line CO A intersects point A with the reference plane, the
effect caused by the height of the object can be represented by the displacement CA .
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Fig. 2- 1 The geometric model in [59]
By taking the six-step PSP as an example, the fringe patterns on the reference plane
and the surface of object can be described as
   0 0
2
, 1 cos ,
6l
l
I x y I x y
        
, 0,1,...,5l  (2.11)
where 0I is the average intensity,  0 ,x y is the phase of fringe patterns on the
reference plane, 0f is the spatial frequency of the collimated fringe patterns, and
   0 1
2
, 1 cos ,
6n
n
I x y I x y
        
, 0,1,...,5n  (2.12)
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where  1 ,x y is the phase of the distorted fringe patterns. The phases  0 ,x y and
 1 ,x y can be obtained by phase detection algorithms. The difference of the phases
 ,DC x y that directly correspond to the height distribution of the object can be
obtained as
     1 0, , ,DC x y x y x y     (2.13)
We simplify  ,DC x y as DC . By setting the phases of points C , A and D as
c , A and D , respectively, the phase difference caused by the height of the object
can be represented as
02CA f CA    (2.14)
The actual value of CA is known as the result of the measurement that has been
performed using phase unwrapping techniques. This value is directly linked to the
object height,  ,h x y . The dependency between the object and the phase difference
can then be established as follows. Because points A and D are located on the same
beam of CAO , then
D A  (2.15)
Hence, we have
DC CA    (2.16)
Because the triangle ACD is similar to the triangle C PO O D , we have





where C COO L , 0P CO O d and  ,BD h x y , Substituting equation (2.16) into



































Equation (2.19) is the PTH mapping and is derived based on three conditions: (1) the
optical centres of the camera and the projector are the same distance from the
reference plane, (2) the optical axes of the camera and projector are coplanar and the
plane is perpendicular to the reference plane and (3) the optical axis of the camera is
vertical to the reference plane. These conditions are not always met in practice, and
measurement error will occur if the PTH mapping in Takeda, et al. [59] is employed
to recover the 3D shape.
2.2.2 An improved geometric model
An improved geometric model for a phase-shifting profilometry system was
proposed by Mao, et al. [80], as shown in Fig. 2-2. As this geometric model has
removed the first condition that the optical centres of the camera and the projector
are the same distance from the reference plane, it is more accurate and flexible than
the one proposed in [59]. PO is the exit pupil of the projector and CO is the entrance
of the CCD camera. The optical axis PO O crosses the reference at point O , and the
optical axis 1CO O is vertical to the reference plane and intersects it at point 1O . The
line P CO O is not parallel to the reference plane. The point D is on the surface of the
object, and points C and A are on the reference plane. Several dashed lines have
been added to the Fig. 2-2 for our analysis. PO F is parallel to the reference plane
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and intersects point F with 1O F . PO K is vertical to the reference plane. A line
though the point O , which is parallel to the optical axis of the camera, was drawn.
BD is vertical to the reference plane and denotes the height of the object. PO E is
parallel to the reference plane and crosses the line OE at point E .
1CT C CO O O O L  , KO r , 1P CO O S , the angle 1C PO O F  , the angle DAB 
and the angle DCB  .
Fig. 2- 2 An improved geometric model
A beam of light PO D intersects C at the reference plane and is then reflected into
the camera when there is no object on the reference plane. When there is an object on
the reference plane, the same beam of light goes through point D , and is then
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reflected into the camera. Thus, the effect caused by the height of the object can be
represented by the displacement CA . By setting the phases of points C , A and D
as C , A and D , respectively, the phase difference caused by the height of the








Using equations (2.20) and (2.21), BD can be expressed as



















where CK KO CO  . Because PKO and 1FO are both vertical to the reference
plane, and the line PO F is parallel to the reference plane, then we have
1P C CKO FO O O  (2.25)
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From the triangle P CO O F , we have
   1 1 1sin sinC P CFO O O S   (2.26)
Substituting equation (2.26) into equation (2.25), we have
 1 1sinP CKO L S   (2.27)
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Substituting   0, 2D x y f AO   and   0, 2DC x y f CA    into equation (2.28),
we have
    
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Because  ,BD h x y , equation (2.29) can be rewritten as
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Equation (2.30) is the phase-to-height mapping derived from the geometric model in
Fig. 2-2. This geometric model is more universal than the one proposed in [59], as it
does not require that the optical centres of camera and projector are located at the
same height over the reference plane. However, both the second and third conditions
in [59] are still required in this geometric model, and measurement error will occur
when these conditions are not met.
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2.2.3 Another improved geometric model
Another improved geometric model was proposed by Xiao, et al. [81] and is more
universal than the geometric models discussed above. A schematic diagram of
geometric model is given in Fig. 2-3. The optical axis PO O of the projector and the
optical axis CO O intersect at point O on the reference plane. The line connecting the
optical centres of the camera and the projector is not parallel to the reference plane,
and instead makes an angle 1 with the reference plane. The optical axis of the
camera is not vertical to the reference plane, and instead makes an angle 0 290 
with the reference plane. The angle between PO K and PO O is 1 . The distance
between the optical centres of the camera and the projector is 1S , and the distance
between the optical centre of the camera and point O is CL . The distance between
point K and point O is r . The angle DAB is 3 , and the angle DCB is 4 . Point
on the reference plane and point D on the surface of the object correspond to the
same image pixel location on the CCD.
Fig. 2- 3 Another improved geometrical model
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When the periodic fringe patterns are projected onto the surface of the object, the
deformed fringes are captured by the camera. Based on the phase unwrapping
algorithm, the phase distribution caused by the height of the object can be obtained.










Using equations (2.31) and (2.32), we have







From the triangle 1 COO O , we have
 1 2cosC CO O L  (2.34)
and
 1 2sinCO O L  (2.35)















Because the lines PO K and 1FO are vertical to the reference plane, and the line is
parallel to the reference plane, we have
1P C CO K FO O O  (2.38)
From the triangle P CO O F , we have
 1 1sinCFO S  (2.39)
Substituting equation (2.39) into equation (2.38), we have
   1 1 2sin cosP CO K S L   (2.40)
Because 1 1AO AO OO  , 1AO can be expressed as
 1 2sinCAO AO L   (2.41)
Equations (2.36), (2.37), (2.40) and (2.41) are then substituted into equation (2.33),
and we have
      
          
2 1 1 2
2 2 2 1 2 1 1 1 2
cos sin cos





L r L S AOS L CA
  
      


   
(2.42)
Substituting   0, 2D x y f AO   and   0, 2DC x y f CA    into equation (2.42),
we have
        
                  
2 1 1 2
0 2 2 2 1 2 1 1 1 2
, cos sin cos
2 cos cos sin sin sin , sin cos ,
DC C C
C C D C DC
x y L S L
BD
f L r L S x y S L x y
   
         
 

    
(2.43)
27
Because  ,BD h x y , equation (2.43) can be rewritten as
                            
2 1 1 2
0 2 2 2 1 2 1 1 1 2
, cos sin cos
,
2 cos cos sin sin sin , sin cos ,
DC C C
C C D C DC
x y L S L
h x y
f L r L S x y S L x y
   
         
 

    
(2.44)
Equation (2.44) is the PTH mapping proposed by Xiao et al. [81] and derived from
the Fig. 2-3. This geometric model is more accurate and flexible than the above two
geometric model, as it has removed both the first and third conditions required in
[59]. However, it still requires the second condition that the optical axes of the
camera and projector are coplanar and the plane is perpendicular to the reference
plane, and the measurement error will also occur when this condition is not met.
As the PTH mapping corresponds to the geometric model of the fringe
projection profilometry system, all parameter associated with the model must be
determined by the system calibration, which is reviewed in following sections.
2.2.4 Existing issue
As the discussions from Section 2.2.1 to 2.2.3, the first geometric model requires
three conditions including (1) the optical centres of the camera and the projector are
the same distance from the reference plane, (2) the optical axes of the camera and
projector are coplanar and the plane is perpendicular to the reference plane and (3)
the optical axis of the camera is vertical to the reference plane. These conditions are
not always met in practice, and measurement error will occur if this geometric model
is employed to recover the 3D shape. Although the second geometric model is more
accurate and flexible than the first one, it still requires the second and third condition.
Also these two conditions are not usually met in practice, and measurement error will
occur if the second geometric model is utilised to reconstruct the 3D shape. The third
geometric model is more accurate and flexible than above two, but the second
condition remains. To the best of our knowledge, there is not a geometric model
reported in literature where all these three conditions can be lifted, allowing a
flexible positioning of camera and projector.
28
2.3 Camera calibration
Camera calibration is defined as the procedure of estimating the intrinsic and
extrinsic parameters of camera. The camera calibration system includes a camera and
a calibration board as shown in Fig. 2-4.
Fig. 2- 4 Camera calibration system
In order to describe the mapping relationship between 3D points on calibration board
and 2D points on the CCD of camera, a number of coordinate systems are required,
including world coordinate system, camera coordinate system, camera image
coordinate system. Let  , ,p x y z denote the 3D point on the calibration board, and
 2 ,c cp u v the corresponding point on camera CCD. The relationship between
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(2.45)
where A is the matrix containing all the intrinsic parameters of camera, in which
 0 0,c cu v is the coordinates of principle point of the projector;  and  are the
focal length along cu -axis and cv -axis of the CCD;  is the skewness of cu -axis
and cv -axis; R and T are the rotation matrix and translation vector containing
extrinsic;  /cs m pixel is the scale factor which denotes the ratio of the physical
dimension of an object (in microns) to its size (in pixel). If the world coordinate
system is set in the way that the surface of the calibration board is located at 0z  ,
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(2.46)
Equation (2.46) represents the simplified linear model of camera. An elaborate non-
linear model of camera includes lens distortion, especially radial distortion. In this
section, we only consider the first two terms of radial distortion. Based on the work
by Zhang [82], the distortion function is dominated by the radial components. Letting
 ,c cu v be the ideal (distortion-free) pixel image coordinates, the corresponding real
observed image coordinates  ,d du v are given by:
   2 20 1 2d c c cu u u u k k     (2.47)
and
   2 20 1 2d c c cv v v v k k     (2.48)
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where      2 22 0 0c c c cu u x v v y       ; x and y are the physical size of
pixel on the CCD; 1k and 2k are the coefficients of the radial distortion. The centre
of the radial distortion is the same as the principal point. Hence, the non-linear model
of camera can be described by equations (2.46), (2.47) and (2.48).
In the pinhole model, two types of parameters required in a mathematical
model of a camera should be considered. The first type is the intrinsic parameters
including  ,  ,  , 0u and 0v , which model the physical and optical characteristics
of the camera. These intrinsic parameters establish how the light goes through the
lens of the camera and is projected onto the image plane of the camera. The other
type is the extrinsic parameters of the camera including R and T , which measure the
orientation and rotation of the camera with respect to the world coordinate system. In
the non-linear camera model, both the parameters required in pinhole model and the
coefficients 1k and 2k of lens distortion should be calibrated.
In the last three decades, there have been many studies about and techniques
developed for camera calibration. Although an un-calibrated camera [83] can obtain
some information for measuring a scenes, camera calibration is still necessary when
metric measurement of scenes is required. By using an accurately calibrated camera,
it is possible to measure distances in the real world from their projections on the
image plane of camera.
Different criteria are used to classify the existing methods for camera
calibration, including (1) if the camera calibration method does not consider the lens
distortion, it is called a linear calibration method, and if the method takes lens
distortion into account, it is called non-linear calibration approach [84-86]; (2) if
camera calibration only requires the physical and optical parameters of camera, it is
called an intrinsic method [87, 88], and if the method measures the orientation and
rotation of the camera in the measurement scene, it is called an extrinsic method [89,
90]; and (3) if the camera calibration method uses known 3D points, it is a 3D
calibration method, and if the method uses known two-dimensional (2D) points, it is
called a 2D calibration method. Other methods use geometrical properties in the
measurement scene such as vanishing lines [91] or other line features are called as
self-calibration methods [92-95]. In the following subsections 2.3.1 and 2.3.2, we
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introduce two typical methods of camera calibration including one the linear
approach and the other nonlinear approach.
2.3.1 Linear approach
Linear approach estimates the homography matrix by using the least-squares method
to relate the 2D projection points on the CCD of the camera to their corresponding
3D points on the calibration board. The method for linear camera calibration was
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(2.49)
where H is denoted as homography matrix. Then, the equation (2.49) can be
rewritten as
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By rewriting equations (2.50) and (2.51), the following equations can be obtained
 11 12 13 14 31 32 33 34 0cH x H y H z H u H x H y H z H        (2.52)
and
 21 22 23 24 31 32 33 34 0cH x H y H z H v H x H y H z H        (2.53)
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An unknown ijH can be defined by a 12D vector as:
 11 12 13 14 21 22 23 24 31 32 33 34w H H H H H H H H H H H H ,
and equations (2.52) and (2.53) can be rewritten in the form of matrix as:
0gw  (2.54)
where
1 0 0 0 0
0 0 0 0 1
c c c c
c c c c
x y z u x u y u z u
g
x y z v x v y v z v
    
      
.
When the set of 3D points on the calibration board are known, their corresponding
2D projections in the CCD of the camera can be extracted by the Harris corners
detection algorithm [97] (if the calibration board is engraved or stuck on chessboard
patterns), or by Hough circle detection [98] or least-squares fitting circle [99] (if the
calibration board is engraved or stuck on a set of circles). By stacking n equations as
equation (2.54), we have
0Gw  (2.55)
where G is 2 12n matrix and n is the number of pair points used to calibrate the
camera. If 12n  , we will have, in general, a unique solution w , which is the
eigenvector of TG G associated with the smallest eigenvalue. The linear techniques
simplify the mathematical model and carry out a simple and rapid calibration [96].
But the linear techniques ignore the lens distortion of the camera, resulting in an
inaccurate camera calibration.
2.3.2 Non-linear approach
The typical non-linear camera calibration presented by Tsai, et al. [86] considers the
radial distortion of the lens, but it assumes that some parameters of the camera have
been provided by the manufacturer. Let us define  0u c cX u u x  
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and  0u c cY v v y   , which are included in Equation 2.47. Let us denote the
coordinates of the point p in the camera coordinate system as  , ,c c cx y z .
Assuming that the optical axis of camera is vertical to the calibration board, there is
   , , 0u u c cX Y x y  [86], and it can then be rewritten as:
0u c u cX y Y x  (2.56)
Equation (2.56) is the basic constraint on the method proposed by Tsai, et al [86].
The relationship between the coordinates of point p on the camera coordinate
system and the coordinates of the same point on the world coordinate system can be
described as

11 12 13 1
21 22 23 2





x r r r x t
y r r r y t
z r r r z t
       
               
              
(2.57)
Then equation (2.57) can be rewritten as
11 12 13 1cx r x r y r z t    and 21 22 23 2cy r x r y r z t    (2.58)
By substituting equation (2.58) into the basic constraint equation (2.56), it can be
rewritten as
   21 22 23 2 11 12 13 1u uX r x r y r z t Y r x r y r z t       (2.59)
and equation (2.59) can then be rewritten as
13 2311 12 1 21 22
2 2 2 2 2 2 2
u u u u u u u u
r rr r t r r
Y x Y y Y z Y X x X y X z X
t t t t t t t
       (2.60)
Equation (2.60) can be expressed as
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 u u u u u u u uY x Y y Y z Y X x X y X z b X    (2.61)
where  1 2 3 4 5 6 7
T






































By considering that the set of 3D points on the calibration board are known,
and their corresponding 2D projections in the CCD of the camera can be extracted by
the feature points detection algorithms, by stacking n equations as equation (2.61),
we have
Qb D (2.62)
where Q is a 7n matrix, and D is a 1n vector. If 7n  , the linear least-squares
solution b can be solved as
  1T Tb Q Q Q D (2.63)
Once b is obtained, 2t can be calculated as








We can then obtain 11 1 2r b t , 12 2 2r b t , 13 3 2r b t , 21 5 2r b t , 22 6 2r b t , 23 7 2r b t ,
1 4 2t b t and      31 32 33 11 12 13 21 22 23, , , , , ,r r r r r r r r r  .
These parameters, including the focal length cf , the coefficients 1k and 2k of
lens distortion and the third element 3t of the translation vector, are still unknown.
To estimate the three parameters, we assume that the initial values of the coefficients
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(2.65)
By considering that the set of 3D points on the calibration board are known, and their
corresponding 2D projections in the CCD of the camera can be extracted, by stacking
n equations as equation (2.65), we have
dGF C (2.66)
where G is a 2 2n matrix, and dC is a 2 1n matrix. If 1n  , the linear least-
squares solution F can be obtained as
  1T T dF G G G C

 (2.67)







, , , , ,
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ij i i ij
i j
e m m A k k R T M
 
  (2.68)
where 0n is the number of images and 0m is the number of points on an image. All
the optimised parameters can be obtained when solved with the Levenberg-
Marquardt algorithm.
This method calculates the initial values of parameters required in the camera
model as the first step. Then all parameters are optimised by the Levenberg-
Marquardt algorithm as the second step. It reduces the number of iterations required,
resulting in rapid calibration of the camera. Moreover the initial guessed values of
the parameters are close to the optimised values, and this guarantees the convergence
of the iteration on the second step [82, 85, 86, 100, 101].
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2.3.3 Outstanding issue
As discussions from Section 2.3.1 and 2.3.2, the coordinates of the circle centres or
chessboard corners (feature points) in world coordinate system are known, they can
be used as input data for camera calibration. Different patterns, such as chessboard
and circles, are used as the calibration boards corresponding to different feature point
extraction algorithms. Corner detection algorithms, such as Harris corner detection
[97], are used to extract the corners on the chessboard shown in Fig. 2-5(a), while
circle centre detection algorithms such as the Hough circle transform [98] and the
least-squares fitting circle [99] are used to extract the centre of circle on the
calibration board shown in Fig. 2-5(b).
(a) (b)
Fig. 2- 5 (a) A chessboard as a calibration board and (b) circles as a calibration
board
The high contrast patterns such as circles and a chessboard on the plane can be
readily manufactured to a sufficient precision, but can be very expensive. In 2012,
Liu et al. [60] used the LCD to display horizontal and vertical fringe patterns (shown
in Fig. 2-6) and extracted the feature points by 2D Fourier transform. However,
errors will occur, when only parts of the pixels of the displayed fringe patterns are
captured. Moreover, the extracted feature points can only achieve pixel-level
accuracy. Recently, in 2014, Ma et al. [61] used an LCD to display horizontal and
vertical phase-shifting fringe patterns as the calibration board, and feature points
were extracted from the 2D phase-difference pulse. Ma et al. [61] claimed that an
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appropriate interpolation method was used to obtain the sub-pixel level feature points,
but they did not give details of the special process, and the interpolation method
normally took too much time. To the best of our knowledge, there is no accurate and
flexible mapping relationship between the LCD and CCD for camera calibration.
(a) (b)
Fig. 2- 6 (a) Vertical fringe patterns and (b) horizontal fringe patterns
2.4 Projector calibration
A projector can be considered as the inverse of a camera, and it can be described by
the similar model (i.e., the pin-hole model), and hence can also be calibrated by
means of the corresponding relationship between the projector image and its
projection on the calibration board [102]. However, as a projector cannot see the
image projected on the board, projector can only be calibrated with the help of a
camera. The projector can be calibrated by two different approaches [64, 69, 102-
107], including phase-shifting method and calibrated camera based method. Both of
them are introduced in following sections.
2.4.1 Phase-shifting method
This approach is to use a calibration board with marked points whose positions are
known. Firstly, with the calibration board covered, a set of phase-shifted sinusoidal
patterns are created by the projector. They are reflected by the covered calibration
board, and acquired by the camera, which are then combined together to yield a
phase map. By unwrapping the phase map [69], a unique mapping can be established
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between the pixels on the projector DMD and the pixels on the camera CCD. Then,
taking a picture of the calibration board, the locations of the circle centres can be
extracted on the camera image, which can be mapped to the projector DMD by the
relationship established. Therefore, a set of corresponding points are also established
on the projector image and the calibration board, which can be employed to calibrate
the projector using the same approach as camera calibration. The accuracy of this
method is determined by the precision of the mapping relationship between the
pixels on the DMD device and the camera CCD, and does not depend on the
accuracy of camera calibration.
The phase-shifting projector calibration system is shown in Fig. 2-7. To
describe the mapping relationship among 2-D points on the DMD of the projector, 3-
D points on the calibration board and 2-D points on the CCD of the camera, a
number of coordinate systems are required, including the world coordinate system,
camera coordinate system, camera image coordinate system, projector coordinate
system and projector image coordinate system.
Fig. 2- 7 The phase-shifting projector calibration system
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Let us denote  1 ,p pp u v as a point on the DMD of the projector,  , ,w w wp x y z as its
corresponding 3D projection point on the calibration board and  2 ,c cp u v as its
corresponding 2D point on the CCD of the camera. The relationship between
 , ,w w wp x y z and  1 ,p pp u v can be expressed by the non-linear camera model, and
the relationship between  , ,w w wp x y z and  2 ,c cp u v can also be described by the
non-linear camera model.
When we set the world coordinate system with the plane including wx -axis and
wy -axis on the surface of the calibration board as shown in Fig. 2-7, the coordinates
of all the circle centres are known. We then use a camera to capture an image of the
calibration board and all the circle centres on the CCD of camera can be extracted.
The key problem is how to map the extracted circle centres from the CCD of the
camera onto the DMD of the projector. It seems that the projector can take a picture
of the calibration board and then relationship between the 3D points on the
calibration board and their corresponding 2D projection points on the DMD of the
projector can be established. Zhang, et al. [69] proposed the phase-shifting method to
map the 2D pixel-level points on the CCD of the camera onto the DMD of the
projector.
This technique uses the projector to project the vertical phase reference image
shown in Fig. 2-8(a) and three-step vertical phase-shifting fringe patterns shown in
Fig. 2-8(b), (c) and (d). All of these projected images are captured by the camera.
The unwrapped phases of the captured fringe patterns can be obtained using the
phase unwrapped algorithm. By combining the obtained phase distribution and the
captured phase reference line, the absolute phase distribution of the captured fringe
pattern corresponding to that on the DMD of the projector can be established. One
point on the CCD of the camera corresponds to a vertical line on the DMD of the
projector. When the horizontal phase reference image and phase-shifting fringe
patterns shown in Fig. 2-8(e), (f), (g) and (h) are adopted, the same point on the CCD
of the camera corresponds to a horizontal line on the DMD of the projector. By
combining the vertical and horizontal lines, one pixel on the CCD of the camera
corresponds to one pixel on the DMD of the projector, that is, there is pixel-to-pixel






Fig. 2- 8 Projected fringe patterns
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When pixel-to-pixel mapping has been established, the extracted circle centres on the
CCD of the camera can be mapped onto the DMD of the projector. As both the
camera and the projector use the same calibration board, the relationship between the
3D points on the calibration board and their 2D position on the DMD of projector
can be determined.
The method of camera calibration proposed by Zhang [82] is accurate and
robust, but it requires at least three images of the calibration board. The calibration
board is rotated for several times and the above procedure is used at each position of
the calibration board. Then, all of the parameters required by the non-linear projector
model can be obtained, that is, the projector calibration has been carried out. To
establish the absolute phase distribution of the captured fringe patterns corresponding
to those on the DMD of the projector, the gray code phase-shifting method [108] can
also be adopted; this will be discussed in Chapter 4.
2.4.2 Calibrated camera based method
This approach also needs the assist of a calibrated camera. By keeping the board still,
the projector generates an image pattern of a set of circles (or chessboard grids) with
their centre locations known a priori, on the projector DMD. This pattern is projected
onto a vacant area of the board, and acquired by the camera. Then the locations of
the circle centres on the camera image are extracted, which, together with the camera
parameters, can be used to determine the locations of the circle centres on the
calibration board. Therefore, a set of corresponding points become available on the
projector image and the calibration board, which can be employed to calibrate the
projector using the same approach as camera calibration. The accuracy of this
approach depends on the precision of camera calibration and that of the circle centre
extraction. Error can be significant if the camera is not well calibrated.
The projector calibration system based on calibrated camera approach is shown
in Fig. 2-9. To describe the mapping relationship among 2-D points on the DMD of
projector, 3-D points on calibration board and 2-D points on the CCD of camera, a
number of coordinate systems are required, including the world coordinate system,
camera coordinate system, camera image coordinate system, projector coordinate
system and projector image coordinate system.
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Fig. 2- 9 Projector calibration based on the calibrated camera method
Let us denote  1 ,d p pp u v as a point on the DMD of the projector,  , ,w w w wp x y z as
its corresponding 3D projection point on the calibration board and  2 ,d c cp u v as its
corresponding 2D point on the CCD of camera. Let us also denote  , ,o o o op x y z as
another point on the calibration board and  3 3 3,d c cp u v as its corresponding 2D
projection point on the CCD of camera. Both the relationship between
 , ,w w w wp x y z and  2 ,d c cp u v and the relationship between  , ,o o o op x y z and
 3 3 3,d c cp u v can be expressed by the same non-linear camera model because both
 2 ,d c cp u v and  3 3 3,d c cp u v are located on the same image plane of the camera and
their corresponding 3D points are on the same calibration board. The relationship
between point  , ,w w w wp x y z and  1 ,d p pp u v can also be described by the non-
linear camera model because the projector can be regarded as the inverse of the
camera. When we set the world coordinate system with the plane including wx -axis
and wy -axis on the surface of the calibration board as shown in Fig. 2-9, the
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coordinates of all the engraved circle centres are known. We then use the projector to
project the image in Fig. 2-10, which has 99 circles with known circle centres, onto
the plane of the calibration board. Both the projected circles and the engraved circles
on the calibration board are captured by the camera and all of the circles centres on
the captured image can be extracted by the Hough circle transform or least-squares
fitting circle methods. Then, the circle centres on the DMD of the camera
corresponding to circles centres of the engraved circles on the calibration board have
been obtained. We rotate the calibration board several times because at least three
images of the calibration board are required when using the method for camera
calibration proposed by Zhang [82]. The above procedure is repeated for every
position of the calibration board to obtain at least three images of the calibration
board that include both the engraved circles and the projected circles.
Fig. 2- 10 Projected circles
We use the centres of the engraved circles on the calibration board and their
corresponding projection circle centres on the CCD of the camera to calibrate the
camera. When the camera has been calibrated, by using the calibrated camera and the
extracted circles centres on the CCD of camera, the circle centres of projected circles
on the calibration board can be calculated. The circle centres of the projected circles
on the calibration board corresponding to the circle centres on the DMD of the
projector are able to be determined. This procedure is used for each captured image
of the projected circles, and the projector calibration can be carried out using the
approach of camera calibration proposed by Zhang [82].
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2.4.3 Outstanding issue
As the discussions in Sections 2.4.1 and 2.4.2, the second method is less accurate and
flexible than the first one, and error can be significant if the camera is not well
calibrated. Although the first method is widely employed for projector calibration,
the mapping relationship between CCD and DMD is based on pixel-to-pixel,
implying that the precision of extracted circle centres on the DMD is on pixel level,
which puts limit on the calibration precision.
2.5 Calulation of the systematic parameters
During the past two decades, a number of methods to calculate the systematic
parameters, including neural network approach [109], model-based method [110,
111], least-squares method [112], have been proposed. The neural network approach
[109] estimates the systematic parameters by the neural network, but it requires
lengthy training, which limits its applications in industry. The model-based method
calculates the systematic parameters based on the calibrated parameters of both
camera and projector, and the calibrated systematic parameters have clear
mathematical expressions and physical significance. This method is used widely in
academia and industry. The least-squares method uses a standard plane object whose
height is already known. The polynomial coefficients are then estimated by the least-
squares algorithm. Because this method requires iteration, the time required for
convergence must be considered. In this section, two typical widely used methods
including the model-based method and least-squares approach are introduced.
2.5.1 Model-based method
The model-based method requires prior calibration of both the camera and the
projector using existing camera and projector calibration methods. The geometric
model and its corresponding phase-to-height mapping are then used to determine the
formula for calculating the systematic parameters required for the phase-to-height
mapping. This is followed by the derivation of the three systematic parameters
required in the geometric model proposed by Takeda et al.[59]. Assuming that both
the camera and the projector have been calibrated, we choose the last position of the
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calibration board as the reference plane. The extrinsic parameters, including the
rotation matrix and translation vector of both the camera and the projector, are used
to calculate the systematic parameters.
According to the geometric model proposed by Takeda et al. [59], we need to
calculate the coordinates of the optical centres of the camera and the projector on the
world coordinate system. Let us denote the coordinates of point wp on the world
coordinate system as  , ,wc wc wcx y z and the coordinates of the same point wp on the
camera coordinate system as  , ,c c cx y z . The relationship between the camera
coordinates and the world coordinates can be expressed as
c wc
c c wc c
c wc
x x
y R y T
z z
   
       
      
(2.69)
where cR is a 3 3 matrix and cT is a 3 1 vector.
Similarly, let us denote the coordinates of point wp on the world coordinate
system as  , ,wp wp wpx y z and the coordinates of the same point wp on the projector
coordinate system as  , ,p p px y z . The relationship between the projector coordinates
and the world coordinates can be expressed as
p wp
p p wp p
p wp
x x
y R y T
z z
   
       
      
(2.70)
Note that we have obtained cR , cT , pR and pT by camera and projector calibrations.
As the optical centres of the camera and the projector are on the same world
coordinate system, the coordinates of the camera centre and the projector centre on
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According to the geometric model proposed by Takeda, et al. [59], the distance 0d
between the optical centres of the camera and the projector can be calculated as
     2 2 20 wc wp wc wp wc wpd x x y y z z      (2.74)
The distance cL between the optical centre of camera and the optical axis
intersecting at point O with the reference plane can then be calculated as
c wcL z (2.75)
According to Song, et al. [70], the spatial frequency 0f of the fringe patterns can be
calculated as
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where H is the absolute phase of horizontal phase-shifting fringe patterns and
big HD  is the distance between the circle centres located in the first column of circles
and the circle centres in the last column of circles on the calibration board. When the
three systematic parameters with respect to the geometric model proposed in [59]
have been estimated, they are used to reconstruct the 3D shape of object.
2.5.2 Least-squares method
Another approach to calculate the systematic parameters is the least-squares method.
This method requires a standard object whose height is known. The geometric model
proposed by Takeda, et al. [59] and its corresponding phase-to-height mapping is
described by equation (2.19). Then equation (2.19) can be rewritten:
   
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, ,c c DC
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  , and then equation (2.77) can
be rewritten as
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To calculate the coefficients  ,a x y and  ,b x y , a standard object whose height is
known should be used; this height is denoted as  ,h x y . Then the coefficients
 ,a x y and  ,b x y can be obtained by using the least-squares algorithm. The
minimising function can be described as
 
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    
 (2.79)
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When the coefficients  ,a x y and  ,b x y have been estimated, the phase-to-height
mapping with respect to the geometric model proposed by Takeda, et al. [59] is
determined. Note that the coefficients  ,a x y and  ,b x y do not have physical
significance.
2.5.3 Outstanding issue
As the phase-to-height mapping relationship is determined by the system structure,
accurate evaluation of the parameters associated with the structure plays an important
role, which is carried out by means of system calibration. As the discussions from
Section 2.5.1 to 2.5.2, the first method is better than the second approach, but it was
based on the fringe projection profilometry structure meeting the three conditions. To
the best of our knowledge, there is not work reported for calculating the systematic
parameters with a flexible positioning of the camera and projector, that is, without
the restrictions of the three conditions.
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CHAPTER 3: CAMERA CALIBRATION
As discussion in Chapter 2, there is no accurate and flexible mapping relationship
between the LCD and CCD for camera calibration. This Chapter proposes a new sub-
pixel point-to-point mapping between the LCD and the CCD of the camera, and uses
this for camera calibration. It includes the principle of the new sub-pixel point-to-
point mapping between the LCD and CCD, estimation of the parameters of camera
and experiments.
3.1 Principle of the new sub-pixel point-to-point mapping relationship
between the LCD and CCD
Let us introduce a new method to determine sub-pixel point-to-point mapping
between the LCD and CCD of camera for camera calibration. To establish mapping
between the pixels on the LCD and the CCD, two set of phase shifted sinusoidal
fringe patterns images and two groups of centrelines of LCD images are displayed by
the LCD, one set with vertical fringe patterns and a vertical centreline, and the other










Fig. 3- 1 The displayed fringe patterns and phase reference lines
Assuming that the resolution of the LCD is L LN M pixels, these displayed fringe
patterns can be expressed by
   1 2
4
, cos ,
3l L L L L L
l
I u v I I u v     
 
, 1, 2,..., 6l  (3.1)
where 1I is average intensity and 2I is the intensity modulation. These patterns are
displayed on the LCD and are captured by the camera. Assuming that the resolution
of the camera CCD is c cN M pixels, the captured fringe patterns can be expressed
as
   ' 1 2
4
, cos ,
3n c c c c c
n
I u v I I u v     
 
, 1, 2,..., 6n  (3.2)
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where  ,L L Lu v and  ,c c cu v are the phases that can be retrieved by
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Note that  ,L L Lu v and  ,c c cu v range from 0 to 2 , and their unwrapped phases
can be obtained using unwrapping algorithms [56-58]. Because the phase value on the
centreline is assumed to be 0 , it is used as the reference to convert a relative phase
map into an absolute phase map. According to Zhang and Huang [69], if we assume






























then the relative phase can be converted into the absolute phase
    0, ,L L L L L L Lu v u v    (3.6)
and
    0, ,c c c c c c cu v u v    (3.7)
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Hence, we have
   , ,L L L c c cu v u v  (3.8)
When both vertical and horizontal fringe patterns and centrelines are used, the pixel
mapping relationship between the LCD and the CCD of the camera can be
determined. Then we design an image with 49 circles where the pixels of the edges
and centres are already known and the resolution of the LCD is the same as that of
the image, as shown in Fig. 3-2.
Fig. 3- 2 The designed image with known circle centres and edge pixels
Because the resolutions of the LCD and the CCD are the same, the coordinates of a
pixel in the designed image is the same as that of a pixel in the LCD. The known
edge pixels of the circles on the image can be mapped onto the CCD of the camera
by using the pixel mapping above so that the circle edge pixels are captured by the
camera. Then the centre of the mapped circle edge pixels can be extracted from the
CCD of the camera by the least-squares fitting circle algorithm [99]. This process is
used for all circles on the designed image, and then the 49 sub-pixel points on the
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CCD of the camera corresponding to the 49 points on the LCD can be determined.
Then, we rotate the LCD twice, and repeat the above procedure for each position of
the LCD. Because the method proposed by Zhang [82] has been proved to be an
accurate and robust algorithm for estimating the parameters, this thesis adopts this
algorithm to calculate the parameters of the camera.
Now let us look into the performance of the mapping relationship obtained
above. For the method of direct mapping the precise point on the LCD into the CCD
of camera, when a circle centre is obtained on the LCD, it is truncated onto a pixel
    ,L i L iu v , resulting in errors  L iu and  L iv . The circle centre is mapped onto the
CCD of the camera by the relationship in equation (3.8), resulting in  c iu and  c iv .
Note that errors will also propagate to the CCD of the camera, and are denoted as
 c iu and  c iv , respectively. With the proposed method, every point on the circle
edges are truncated into pixel positions, resulting in truncation errors with a
magnitude similar to  L iu and  L iv . These truncated edge points are mapped onto
the CCD of the camera by equation (3.8), resulting in a set of points with errors of a
magnitude similar to  c iu and  c iv . Let us assume that the error associated with a
mapped point on the CCD of the camera can be described by a Gaussian random
variable with zero mean and variance 2 . Based on the analysis of Al-Sharadqah and
N. Chernov [113], the least-squares method gives an unbiased estimation of the
circle centre with variance 2 / 2R (in my experiment, R is about 19 pixels). This is
significantly smaller than the variance 2 associated with the approach of directly
mapping a precise point on the LCD into the camera image.
3.2 Estimate the parameters of camera
From the above Section, the sub-pixel circles centres on the CCD, which correspond
to the circles centres on the LCD, have been determined. All of these pairs of points
are used to estimate the parameters of camera. In this thesis, the method of Zhang [82]
is adopted to calibrate the camera. Let us denote ir as the
thi column of rotation
matrix cR . From equation (2.46), we have
 
c c cs m H M with  1 2 cH A r r T .
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Given an image of LCD, the homography H can be estimated [82]. Let us denote jh
as the thj column of H , and then we have
   1 2 3 1 2 ch h h A r r T (3.9)
According to that, 1r and 2r are orthonormal, and we have
1
1 2 0
T Th A A h   (3.10)
1 1
1 1 2 2
T T T Th A A h h A A h    (3.11)
Equations (3.10) and (3.11) are the two basic constraints on intrinsic parameters,
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  
(3.12)
where the matrix F is symmetric, defined by a 6D vector
 11 12 22 13 23 33
T
e F F F F F F . Let us denote  1 2 3
T
i i i ih h h h as the
thi
column vector of H , and then we have
T T
i j ijh Fh v e (3.13)
with
1 1 1 2 2 1 2 2 3 1 1 3 3 2 2 3 3 3
T
ij i j i j i j i j i j i j i j i j i jv h h h h h h h h h h h h h h h h h h      .















When n positions of the LCD are observed, by stacking n equations of (3.14), we
have
0Ve  (3.15)
where V is a 2 6n matrix. If 3n  , a unique solution e can be obtained, which is
the eigenvector of TV V associated with the smallest eigenvalue. When e is known,
the intrinsic parameters can be solved, and then the extrinsic parameters for each
image can be obtained [82].
3.3 Experiments
To verify the validity of proposed method, the following experiments are carried out.
The equipment set-up used for the experiments is very simple, with one LCD
(Samsung, resolution 1024 768 pixel and size 0.3322 0.3986 mm), one camera
(Canon, resolution 1280 1024 pixel) and the computer. The horizontal and vertical
six-step fringe patterns and the centrelines are displayed on the LCD one at a time,
and all of them are captured by the camera, as shown in Fig. 3-3. To evaluate the
accuracy of the calibrated parameters, the third position of the LCD is retained and
an image with 49 circles (which have a resolution the same as that of the LCD) is
displayed on the LCD and then captured by the camera. The coordinates of the circle
centres on the LCD are known, defined as  ,slC x y , and the circle centres of the
captured image can be extracted by a circle centre detection algorithm such least-
squares fitting circle, denoted as  ,c c cC u v . Hence, the estimated circle centre
 ,elC x y on the LCD can be calculated using  ,c c cC u v and combining the camera
model and the obtained parameters of camera. The distance between the points
 ,slC x y and  ,elC x y is defined as the reprojection error.
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Fig. 3- 3 The captured images with one position of the LCD
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The resulting reprojection errors are shown in Fig. 3-4. The size of the point cloud in
Fig. 3-4(b) is much smaller than that in Fig. 3-4(a), indicating that, compared with
the method of directly mapping precise points on the LCD onto the CCD of camera,
the proposed method achieves smaller reprojection errors. Numerically, the mean
reprojection error associated with Fig. 3-4(a) is 0.1505 mm, which is reduced to
0.0928 mm in Fig. 3-4(b). A noticeable reduction in the reprojection errors can be




Fig. 3- 4 (a) The reprojection error based on direct mapping precise point on the LCD
into the CCD of camera and (b) the reprojection error based on my method
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CHAPTER 4: PROJECTOR CALIBRATION
As discussion in Chapter 2, the mapping relationship between CCD and DMD is
based on pixel-to-pixel, implying that the precision of extracted circle centres on the
DMD is on pixel level, which puts limit on the precision of projector calibration.
This chapter aims to improve accuracy of calibration of the phase shifting approach.
Through pixel-level mapping between CCD and DMD, we can still achieve sub-pixel
level precision in mapping the marked points on the calibration board to the DMD.
This Chapter involves the principle of the new sub-pixel point-to-point mapping
relationship between the CCD and DMD, estimation of the parameters of projector,
and experiments.
4.1 Principle of the new sub-pixel point-to-point mapping relationship
between the CCD and DMD
In order to establish the mapping between the pixels on the DMD and CCD, two set
of phase shifted sinusoidal fringe patterns are generated by the projector, one set with









Fig. 4- 1 Generate six images including figures (a), (b), (c), (d), (e) and (f) are
vertical DMD fringe patterns, and corresponding figures (g), (h), (i), (j), (k) and (l)
are the horizontal ones.
Assuming that the resolution of the DMD is p pN M pixels, and each individual
fringe spans VT and HT pixels on the vertical patterns and horizontal patterns,
respectively, these patterns can be expressed by the following:









   
 
, 1, 2,..., 6l  and 1,2,...,p Pu M (4.1)
and









   
 
, 1, 2,..., 6l  and 1,2,...,p pv N (4.2)
where 1I is average intensity, 2I is the intensity modulation. These patterns are
projected onto the calibration board, and are captured by a camera. Assuming that the
resolution of the camera CCD is c cN M pixels, the captured vertical fringe patterns
can be expressed as follows:
   1 2
4
, cos ,
3nV c c V c c
n
I u v I I u v     
 
, 1, 2,..., 6n  and 1,2,...,c cu M (4.3)
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Similarly, the captured horizontal fringe patterns are:
   1 2
4
, cos ,
3nH c c H c c
n
I u v I I u v     
 
, 1, 2,..., 6n  and 1,2,...,c cv N (4.4)
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Note that, due to the arctangent operation in equations (4.5) and (4.6), the values of
 ,V c cu v and  ,H c cu v are wrapped into the range between 0 and 2 . In order to
have a unique mapping between the DMD and the CCD pixels, both of them are
required to be unwrapped. To this end two sets of the gray code fringe images are
projected, one vertical and the other horizontal respectively as shown in Fig. 4-2.
These gray code patterns have the same period as the sinusoidal fringe pattern, but
the number of patterns is determined by 2log
Mn  , where M is the number of
fringes in the corresponding sinusoidal pattern. For the case of Fig. 4-1, the
sinusoidal patterns have 64 fringes, and hence 6 gray code patterns should be used,









Fig. 4- 2 The projected gray code image
The captured 6 gray code patterns are shown in Fig. 4-5. For a point  ,c cu v on
 ,V c cu v the six vertical gray code patterns provide a code by means of the light
intensity on the corresponding point, which allows unique determination of the
 ,V c cm u v , which can be used to unwrap  ,V c cu v as follows :
     , , 2 ,V c c V c c V c cu v u v m u v    (4.7)
In the same way, the six horizontal gray code patterns can be used to unwrap the
 ,H c cu v , yielding the following
     , , 2 ,H c c H c c H c cu v u v m u v    (4.8)
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where  ,V c cu v and  ,H c cu v are monotonic with respect to cv and cu ,
respectively. Compared them with the phases in equation (4.1) and equation (4.2), a





















When the pixel-to-pixel mapping from the CCD to the DMD is established, we
extract the locations of pixels on the circle edge and map them to the DMD, and then
on the DMD, we extract the circle centres based on the edge pixels, thus yielding
sub-pixel precision for mapping the circle centres of the calibration board to DMD.
The edge location operator is to find out all the edge points in the image based
on the estimation of the gradient of a digitized picture. In this chapter, Sobel operator
[114-116] is used to detect the edge pixels of each circle, and Fig. 4-6 shows the
results of circle edge extracted from a camera image. Using Sobel operator, all the
pixels of the circle edge on the camera image can be obtained. As above GCPS is a
pixel-to-pixel mapping relationship, these edge pixels in the CCD can be mapped
into the DMD using equation (4.9) and equation (4.10).
Now we have the locations of the edge points of all the circles on the DMD
image, which are on pixel-based precision. With these edge points, we are able to
achieve sub-pixel precision for the estimation of circle centres with the least-squares
fitting circle algorithm presented in [99]. Assuming that a circle has K edge pixels,
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With equation (4.11) and equation (4.12), we are able to extract the circle centres
with sub-pixel precision. Considering that the circle centres on the CCD image are
also in sub-pixel precision, a sub-pixel mapping relationship between the CCD and
DMD can be established. The same procedure will be applied to all the circle of the
DMD image, resulting in a set of corresponding points on the board and the DMD,
which can be used to calibrate the projector based on Zhang’s method [82]. Note that
the same process will be applied when the calibration board is rotated to each
position. In order to have enough number of independent equations, the calibration
board needs to be rotated twice.
Now let us look into the performance of the mapping relationship obtained
above. For the method in [69], when a circle centre is obtained on the camera image,
it is truncated onto a pixel     ,c i c iu v , hence resulting in errors  c iu and  c iv . The
circle centre is mapped onto the DMD of projector by the relationship in equations
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(4.9) and (4.10), resulting in  p iu and  p iv . Note that errors will also propagate to
the DMD of projector denoted as  p iu and  p iv respectively. With the proposed
method, every point on the circle edge are truncated into pixel positions, resulting in
truncation errors with the similar magnitude to  c iu and  c iv . These truncated
edge points are mapped onto the DMD of projector by equations (4.9) and (4.10) too,
resulting in a set of points with errors of similar magnitude to  p iu and  p iv . Let
us assume that the error associated with a mapped point at the DMD of projector can
be described by a Gaussian random variable with zero mean and variance 2 . Based
on the analysis of Al- Sharadqah and N. Chernov [113], the least-squares method
gives an unbiased estimation of the circle centre with variance 2 / 2R (in our
experiment, R is about 25 pixels). This is significantly smaller than the variance 2
associated with the approach in [69].
4.2 Estimate parameters of projector
From Section 4.1, the sub-pixel circles centres on the DMD corresponding to the
circles centres on calibration board have been determined. Then all these point pairs
are used to estimate the parameters of projector. Since the projector can be
considered as the inverse of a camera, the method of camera calibration also can be
used to calibrate the projector. In this thesis, Zhang’s method [82] is adopted to
calibrate the projector. The principle is as following. Let’s denote ir be the
thi
column of rotation matrix R . From equation (2.46), we have  sm H M
with  1 2H A r r T . Given an image of calibration board, the homography H can
be estimated [82]. Let’s denote jh be the
thj column of it, and then we have
   1 2 3 1 2h h h A r r T (4.13)
According to that 1r and 2r are orthonormal, we have
1
1 2 0




1 1 2 2
T T T Th A A h h A A h    (4.15)
Equation (4.14) and equation (4.15) are the two basic constraints on intrinsic
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  
(4.16)
Where matrix E is symmetric, defined by a 6D vector:
 11 12 22 13 23 33
T
e E E E E E E (4.17)
Let’s denote  1 2 3
T
i i i ih h h h be the
thi column vector of H , and then we
have
T T
i j ijh Eh v e (4.18)
with 1 1 1 2 2 1 2 2 3 1 1 3 3 2 2 3 3 3
T
ij i j i j i j i j i j i j i j i j i jv h h h h h h h h h h h h h h h h h h      .


















where V is a 2 6n matrix. If 3n  , a unique solution e can be obtained, which is
eigenvector of TV V associated with the smallest eigenvalue. When e is known, the
intrinsic parameters can be solved. Once intrinsic matrix is known, the extrinsic
parameters for each image can be obtained [82].
4.3 Experiments
Letting denote a centre     ,s s j s jp x y of engraved circle on the calibration board,
and     ,est est j est jp x y the estimated circle centre from projector mathematical model,
the reprojection error is defined as the distance between them. With the approach
presented above, we are able to obtain all the intrinsic and extrinsic parameters of the
projector. In order to evaluate the performance of the proposed method, the
reprojection error must be calculated. The smaller the reprojection error, the higher
the accuracy of projector calibration is.
In order to verify the validity of our proposed sub-pixel to sub-pixel mapping
relationship, experiments are carried out in our laboratory. The experimental system
is shown in Fig. 4-3, where the resolution of projector (LG HX300) is 768 pixels by
1024 pixels, and that of camera (MVC 1000 SAM-G30-S00) is 1024 pixels by 1280
pixels. The calibration board is a black metal plane with 99 engraved circles as
shown in Fig. 4-3.
Fig. 4- 3 The equipment in our lab
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The procedure of experiment is as follows. Firstly, a white paper is stuck on the
surface of calibration board, and then 6 vertical patterns and 6 horizontal patterns are
projected onto the covered calibration board as shown in Fig. 4-1. These projected
patterns are captured by a camera as shown in Fig. 4-4. Then 6 vertical gray code
patterns and 6 horizontal gray code patterns are projected onto the covered
calibration board, which are then taken by the camera, yielding the images in Fig. 4-5.
After these 24 images are projected, we removed the white paper and capture an
image of calibration board as shown in Fig. 4-6(a), and extract the circles edges








Fig. 4- 4 Captured six images including figure (a), (b), (c), (d), (e) and (f) are the
vertical fringe patterns and corresponding images including figures (g), (h), (i), (j), (k)









Fig. 4- 5 Captured six images including figure (a), (b), (c), (d), (e) and (f) are the
vertical gray code fringe patterns and corresponding images including figures (g), (h),




Fig. 4- 6 (a) The captured image of the calibration board on the third position and (b)
detected edge pixels of circles
Fig. 4- 7 Captured images of calibration board on three different positions
Since Zhang’s method [82] needs at least three different images of calibration board,
the calibration board has been viewed from three different directions, and
correspondingly the GCPS is used to every image of calibration board. The captured
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CCD images are shown in Fig. 4-7. Using the proposed method, we obtained the
results of calibration in Tables 4-1 and 4-2.
Table 4- 1 Intrinsic parameters and coefficients of lens distortion
parameter  pixel  pixel  pixel  0pu pixel  0pv pixel 1k 2k
Method in
[69]
1513.8630 1490.6378 -3.4451 674.2693 364.8068 0.1405 -0.0118
Ourmethod 1494.8672 1478.8681 -2.8346 662.7216 345.2750 0.2498 -0.0217
Table 4- 2 Extrinsic parameters for the third position of the calibration board
Note that. x : coordinate system around x-axis ; y : coordinate system around y-
axis; and z :coordinate system around z-axis
In order to verify the performance, we evaluate the reprojection error for the three
positions of calibration board. The resulting reprojection errors are shown in Fig. 4-8.
It is seen that, the size of the point cloud in Fig. 4-8(b) is much smaller than that in
Fig. 4-8 (a), indicating that, compared to method in [69], the proposed method
achieves smaller reprojection errors. Numerically, the average reprojection error
Parameters
Rotation angles( calibration board on the third
position) (rad)
Translation vector ( calibration board on
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associated with Fig. 4-8 (a) is 0.3403(mm), which is reduced to 0.1855 (mm) in Fig.




Fig. 4- 8 (a) The reprojection error based on method in [69] and (b) the reprojection
error based on proposed method
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CHAPTER 5: A NOVEL GEOMETRIC MODEL AND SYSTEM
CALIBRATION
As discussion in Chapter 2, there is not a geometric model reported in literature
where all these three conditions can be lifted, allowing a flexible positioning of
camera and projector. In this Chapter, a novel geometric model and its corresponding
phase-to-height mapping is presented to describe a general structure of fringe
projection profilometry, where the three conditions are not required. Then, a new
approach for calculating the systematic parameters required in the new geometric
model is proposed.
5.1 A novel geometric model
Now let us introduce a new phase-to-height mapping which does not require any
limitation of these three conditions listed in the chapter 2. As shown in Fig. 5-1, the
fringe patterns are projected onto the reference plane by the projector, and then the
fringe patterns reflected are captured by the camera. Without loss of generality, we
consider a beam of light on PO C (which is as an arbitrary pixel on the projected
pattern) is projected by the projector onto the reference plane on the point C , which
is reflected via CCO and captured by the camera. When the object is put over the
reference plane, and the same fringe patterns are projected onto the surface of object
on point D , and reflection via CDO is taken by the camera. In Fig. 5-1, plane
P CO O O is not perpendicular to the reference plane, and hence 0 is not . where 0f is
the frequency of fringe pattern on reference plane. CL is the distance between point
O and optical centre of camera; d is the distance between optical centres of camera
and projector;  ,DC x y is the difference between the phase of point D and that of
point C , and  ,h x y is the height of object.
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Fig. 5- 1 The proposed geometric model for fringe projection profilometry
Considering triangles 3 CO O , 2 3 CO O O and P CO FO , we have
3 0cosC CO O L  (5.1)
2 0 2cos cosC CO O L   (5.2)
2 3 0 2cos sinCO O L   (5.3)
and
1 1sinCFO S  (5.4)
Hence, PKO can be obtained as
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1 0 2 1 1cos cos sinP CT CT CKO O O EO L S      (5.5)






































Then,  ,h x y BD can be presented as









Substituting Equations (5.6) and (5.7) into equation (5.11) yields the following:
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   
 
0 2 0 2 1 1
0 0 1 1 2 1 1 0 2
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Substituting Equations (5.13) and (5.14) into equation (5.12), we have
          
0 2 0 2 1 1
0 0 2 1 1 2 1 1 0 2
, cos cos cos cos sin
,
2 cos cos sin sin , sin , cos cos
DC C C
C D DC C
x y L L S
h x y
f L r S x y S x y L
     





where, in addition to parameters associated to the model of Xiao, et al. [81], another
parameter 0 is introduced, which is angle between the lines COO and 3 CO O .
When 0 0  , equation (5.15) is the same as equation (2.44). Hence, the geometric
model proposed by Xiao, et al. [81], is a specific case of our geometric model. In
other words, the proposed geometric model is more universal than that proposed by
Xiao, et al. [81].
5.2 System calibration
The proposed new geometric model involves seven parameters ( CL , r , 0f , 0 , 1S ,
1 and 2 ) related to the system structure which are all required to be obtained. In
order to achieve this, we propose a new method for system calibration. Before the
seven parameters are calibrated, the camera and projector have been calibrated
simultaneously. Camera calibration has been widely used for 3D measuring system.
A highly accurate and robust camera calibration method was proposed by Zhang [82].
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Hence this chapter adopts Zhang’s method [82]. Since the projector cannot take the
picture as camera, the camera is used to help it to capture image. The phase-shifting
method proposed by Zhang et al [69] in 2006 is adopted to transform the points in
camera image into projector image. Then Zhang’s method [82] is used to calibrate
projector by considering it as an inverse camera, since camera and projector share the
same optical principle.
With the camera and projector calibrated, both the intrinsic and extrinsic
parameters of camera and projector can be obtained. Then, we set the last position of
calibration plane as the position of reference plane. The relationship between the
coordinates  , ,c c cx y z of the point in camera coordinate system and the coordinates
 , ,wc wc wcx y z of the same point in the world coordinate system can be described as
c wc
c c wc c
c wc
x x
y R y T
z z
   
       
      
(5.16)
where cR is 3 3 rotation matrix of camera, and cT is 3 1 the translation vector of
camera. Similarly, the relationship between the coordinates  , ,p p px y z of the point
in projector coordinate system and the coordinates  , ,wp wp wpx y z of the same point
in world coordinate system can be described as:
p wp
p P wp P
p wp
x x
y R y T
z z
   
       
      
(5.17)
where PR is 3 3 rotation matrix of projector, and PT is 3 1 translation vector of
projector. When    0 0 0TT Tc c c p p px y z x y z    , the optical centres of
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From equation (5.18) and equation (5.19), 1S can be expressed as
     2 2 21 wp wc wp wc wp wcS x x y y z z      (5.20)
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Before 0 , CL and 2 are calculated, the coordinates  , ,O O Ox y z of point O in the
world coordinate system should be determined. Since point O corresponds to the
principle point  0 0,c cu v in the camera image plane, Ox and Oy can be expressed by
0cu and 0cv . The relationship between point O the principle point can be described
by equation (2.46), which ignores the lens distortion of camera. Hence, by
assuming 0z  , we have
 
c c cs m H M (5.23)
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Therefore, we have
 1
c ccM s H m
 (5.24)
where 1H  is inverse matrix of H . When the coordinates  , ,0O Ox y of point O are
obtained, the CL can be expressed as
   2 2 2C O wc O wc wcL x x y y z     (5.25)
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According to reference [70], the frequency 0f of projected fringe patterns on
reference plane can be calculated as
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Where H is unwrapped phase. big HD  is the distance between the centre of 0
th
circle and the centre of 90th circle. Through the system calibration including camera
calibration, projector calibration and calculation of systematic parameters, seven
parameters including CL , 1S , 0f , 0 , 1 ,  and 2 can be determined. In order to
verify the validity of our proposed phase-to-height mapping and system calibration,
experiments should be carried out. The results of experiments are shown as the
Section 5.3.
5.3 Experiments
The experimental setup in our lab is shown in Fig. 5-2, consisting of a computer, a
camera, a projector, and calibration board. The resolution of projector is 768 pixels
by 1024 pixels, and that of camera is 1024 pixels by 1280 pixels. The calibration
board is a black metal plane with 99 engraved circles as shown in Fig. 5-2, and the
flowchart of calibration experiment is shown in Fig. 5-3. As the operational principle
of the system is the triangulation relationship among the camera, the projector and
the point of measurement, the distance between the camera and the projector should
be in the same level or comparable to their distance to the object. In our experiment,
the distance between the camera and project is about 0.3m and their distance to the
object is about 1m. If the camera does not receive the reflected light emitted by
projector. In this case I normally adjust the positions of camera, projector and
measured object, and then restart the experiment.
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Fig. 5- 2 System calibration equipment in our lab
87
Fig. 5- 3 The flowchart of 3D shape measurement
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Firstly, a white paper is stuck on the surface of calibration board, and then six
vertical patterns and six horizontal patterns are projected onto the covered calibration
board. These projected patterns are captured by a camera. Then six vertical gray code
patterns and six horizontal gray code patterns are projected onto the covered
calibration board, which are then taken by the camera. After these 24 images are
projected, we removed the white paper and capture an image of calibration board.
Since camera calibration in Zhang’s method [82] needs at least three different views
of calibration board, the calibration board has been viewed from three different
positions, and the gray code phase-shifting is used to every view of calibration board.
The captured CCD images are shown in Fig. 5-4.
Fig. 5- 4 Captured images of the calibration board
When both camera and projector are calibrated, the last position of calibration board
is chosen as the reference plane. Then their corresponding extrinsic parameters are
used to estimate the seven parameters as section of calculation of systematic
parameters. All the obtained parameters on the new phase-to-height mapping are
shown in Table 5-1.
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Table 5- 1 The parameters of our proposed phase-to-height mapping
Parameter Value Parameter Value
1S  mm 165.3877 2  .deg 2.28
cL  mm 1166.7035 0f  1/ mm 0.0506
1  .deg 22.02 r  mm 153.3260
0  .deg 2.62
Let us now look at the accuracy of the parameters obtained in Table 5-1. Because
their true values are unknown, we employ an indirect method. We measure a cuboid
with a flat top surface with its known a priori (i.e., 14.23 mm) and hence we can
compare the measurement result against the true value. If there is a depression on the
surface morphology, the depression may cause the shade when the fringe patterns are
projected onto the depression. Then the shade may result in the error of
unwrapping,leading to error of reconstruction. If we measure an object with concave
shape, it will cause shadow in the projected image, and in this case 3D shape cannot
be measured. It is also difficult to determine the minimum concave shape because it
also depends on the structure of the system (i.e., distance between the camera and
projector, as well as their distance to the object). Fig. 5-5 shows the reconstruction
results using the ideal geometrical model in Takeda, et al. [59], the model proposed
by Xiao et al. [81] and the model in Fig.5-5 incorporating the parameter values in
Table 5-1. It is seen that the reconstructed results using the proposed method are
much smoother than the models of Takeda, et al. [59] and Xiao et al. [81], and hence
the proposed method is the most accurate. Also, the standard deviation of the
measurement associated with the proposed method is 0.1238mm (or 0.87%),
implying that the parameters obtained in Table 5-1 is also very accurate. In contrast,
standard deviation of results in Fig. 5-5(a) and Fig. 5-5(b) are 0.49 mm, 0.29 mm
respectively, which are much higher. Therefore, we can say that a noticeable
improvement in the measurement accuracy can be achieved by the proposed model.
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As the new geometric model requires calculating seven parameters, which is more
than the existing models, and the amount of computation is higher.
Although the proposed model improves the measurement accuracy, the small
reconstruction error still exists. The error sources, which result in the reconstruction
error, may include the calibration algorithms of both camera and projector, the lens
distortion of both camera and projector, the mapping relationship between the







Fig. 5- 5 (a) Reconstruction based on ideal geometric model in [59] (b)




This Chapter summarises the accomplishments and proposes the future work of this
thesis research.
6.1 Conclusions
In this thesis, the following major contributions to this research have been made.
In Chapter 3, a new method for sub-pixel point mapping between the LCD and
the CCD is proposed for camera calibration. This method uses the LCD to display
the horizontal and vertical phase-shifting fringe patterns and centrelines as the active
target. Then, pixel-level point mapping between the LCD and the CCD can be
determined. The circle edge pixels on the designed image can be mapped onto the
camera and their circle centres can be extracted on the CCD of camera by the least-
squares fitting circle. Hence, the sub-pixel points mapping between the LCD and the
CCD is determined. With this sub-pixel mapping technique, all of the parameters of
the camera can be determined with higher accuracy compared with existing
techniques. Experimental results were also presented to verify the effectiveness of
the proposed method, showing significant reduction in the reprojection errors.
Chapter 4 presented a new mapping relationship between points on the camera
and points on the projector image with the aim of improving the accuracy of
projector calibration. Considering that the existing mapping relationship is limited by
pixel-level precision, instead of a single point, all of the pixels on the circle edge in
the camera image were mapped onto the projector DMD. Then the location of the
circle centres on the DMD was estimated with the least-squares circle fitting circle
algorithm. With such an approach, a relationship with sub-pixel precision can be
established between the circle centres on the CCD image and the DMD. With this
sub-pixel mapping relationship, all the intrinsic, extrinsic parameters of projector can
be determined with higher accuracy in contrast to existing techniques.
In Chapter 5, a novel geometric model for fringe projection profilometry is
presented, where the plane formed by the axes of the camera and the projector is not
necessarily perpendicular to the reference plane, making it much easier to implement
fringe projection profilometry. As this novel geometric model involves seven
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systematic parameters required to be obtained, a new method is proposed to
determine values of these systematic parameters. Experiments were conducted to
verify the performance of the proposed technique, showing a noticeable
improvement in the accuracy of 3D shape measurement.
6.2 Future work
This thesis has successfully developed a novel geometric model, a new mapping
relationship between the LCD and the CCD for camera calibration, a new mapping
relationship between the CCD and the DMD for projector calibration, and a new
method to determine the systematic parameters of fringe projection profilometry.
However, there are still many research issues to be studied. These are:
(1) Develop an accurate 0360 3D shape measurement system
To obtain accurate 0360 3D shape information about an object, the method of
rotating the object or using multiple units of single camera and projector should be
adopted. The challenge is how to accurately register the reconstruction of multiple
units.
(2) Develop an accurate 3D shape measurement for colour object
To accurately measure the 3D shape of an object, we normally spray contrast
medium on the surface of a colour object. However, the sprayed contrast medium
may be not well-distributed on the surface of the object, which will result in
measurement error.
(3) Consider lens distortion into the geometric model
The ideal geometric model, the improved geometric models and the proposed
geometric model are derived by ignoring the lens distortions of both the camera and
the projector. However, the lens distortion of both the camera and the projector will
affect the accuracy of the geometric model.
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