The fluid injection in sedimentary formations may generate geochemical interactions between the fluids and the rock minerals, e.g., CO 2 storage in a depleted reservoir or a saline aquifer. To simulate such reactive transfer processes, geochemical equations (equilibrium and kinetics equations) are coupled with compositional flows in porous media in order to represent, for example, precipitation/dissolution phenomena. The aim of the decoupled approach proposed consists in replacing the geochemical equilibrium solver with a substitute method to bypass the huge consuming time required to balance the geochemical system while keeping an accurate equilibrium calculation. This paper focuses on the use of artificial neural networks (ANN) to determine the geochemical equilibrium instead of solving geochemical equations system. To illustrate the proposed workflow, a 3D case study of CO 2 storage in geological formation is presented.
Introduction
The transport of a geochemical species through porous media is related, in particular, to the interactions and geochemical reactions in which this species participates. These reactions occur, for example, during the re-injection of a CO 2 -rich gas, CO 2 storage in a depleted reservoir or a saline aquifer, or stimulation of wells by acid injection. Understanding these phenomena is essential in order to elaborate on different scenarios of field developments, storage plans, or well treatments.
To simulate such reactive transport processes, compositional flows in porous media with complex mineralogy must be coupled with the geochemical equilibria in the fluid phases and the precipitation/dissolution reactions of the minerals [23] . Dominique Depending on the number of geochemical species, the number of geochemical equations (equilibrium and kinetics), and the dimension of the geological model, a significant part of the time consumed during reactive transport simulation is related to the resolution of the geochemical system.
Global or decoupled approaches have been developed to solve this type of problem. The work presented here is part of the decoupled approaches (sequential non-iterative approach), where species are transported without geochemical reaction, then the geochemical system is solved for each cell at each time-step. This resolution of the geochemical system represents the most important part of the calculation time consumed. To reduce the computation time, the number of species in solution is often reduced. However, such an assumption leads to a loss of accuracy of results.
Instead of simplifying the geochemical model, an innovative approach that mimics the resolution of geochemical equilibrium is proposed here. The aim of this approach is to provide a substitute method to bypass the huge consuming time required to balance the geochemical system.
The paper starts with a description of previous works. Then, the reactive compositional multi-phase flow model with geochemical reactions is given. An important part of our methodology needs the use of artificial neural network (ANN); we recall here the definition. The methodology to replace the geochemical equations by an ANN is described. The validation of the proposed methodology is done through a case study of calcite dissolution. Finally, an application to a CO 2 storage in a geological formation demonstrates the feasibility and efficiency of the proposed approach.
Previous work
Several techniques aim to substitute the forward problems using proxies; these methods are part of response surface models (RSM). Among the proxy methods, the most used ones were polynomials and kriging methods. However, these proxy models are not sufficiently sophisticated to represent the non-linearities of real problems. Artificial neural networks are proxy models with the ability to reproduce complex and non-linear physical phenomena. ANN requires significant training dataset to learn and replicate the physical problem. With the increase in computing power and the amount of data produced, artificial neural networks have become an increasingly used tool in the industry.
Regarding the use of a proxy model in reactive transport modeling, Guérillot [11, 12] proposes a complete workflow to replace thermodynamic equilibriums by an artificial neural network designed and trained in advance to reproduce these flashes during compositional reservoir simulations. Jatnieks et al. [19] propose to replace the geochemical model by a data-driven surrogate model. They compare 32 statistical and machine learning methods on a 1D case study corresponding to the injection of a reactive solution leading to the dissolution of calcite and the precipitation of dolomite. Their results show a good agreement with the simulation results and highlight that accuracy highly depends on the training sample. Leal et al. [20] propose a machine learning approach to calculate equilibrium states in reactive transport simulations where the learning is carried out during the actual simulation without an initial training phase. This approach leads to an impressive speed-up factor range of 60-125. This paper fits into the framework defined by [11, 12] and [19] and focuses on the use of artificial neural network to replace the geochemical equilibrium package in a 3D fluid flow simulator.
Reactive compositional multi-phase flow model with geochemical reactions
A rigorous model of multi-phase flow in porous media derived from fundamental mechanical equations and principles has been described by Marle [23] . In his paper, macroscopic balance equations for components, momentum, and energy are established for multi-phase flow with diffusion, geochemical reactions, heat transfer, and exchanges of components between phases in a porous medium.
These equations are established separately for each fluid phase, for the solid part of the medium, and for interfaces, by starting from the corresponding equations valid at the pore level and taking their mean value around each point.
From the equation derived by Marle [23] , the partial differential equations that we are considering are given below. Geochemical reactions are considered with both equilibrium reactions, precipitation, and dissolution reactions.
The compositional reactive transport is based on the mass balance equation as below
where C α is the mass of the species α, J α is the total flux (convective and diffusive), M α is the molar mass of the species α, ν αr is the stoichiometric coefficient of species α in reaction r, ξ r is the rate of geochemical reaction r, q α is the source term of the species α, and n is the number of species.
where ϕ is the porosity, P is the number of fluid phase, s l is the saturation of phase l, M is the number of solid phase, ρ is the phase density, and c α is the mass fraction of the species α in phase.
where v l is the Darcy flux of phase l and D αl is the diffusion tensor of the species α in phase l. v l = −k k rl μ l (∇p + ρ l g∇z) l = 1, ..., P
where k, k rl , and μ l are respectively the permeability tensor, the relative permeability and the viscosity of phase l, g is the gravity constant, and z is the depth. To close the system, thermodynamic and geochemical equilibrium equations are used.
Thermodynamic equilibrium
The phase behavior is modeled by an equation of states (EOS) and phase equilibrium relations. The phase equilibrium of a species can be defined by the equality of the fugacities. The fugacities of a species are equal in each phase.
f l1 = f αl , l = 2, ..., P and α = 1, ..., n
The two most used state equations are that of Soave, Redlich, and Kwong [29] and that of Peng-Robinson [26] .
However, these models have some limitations, e.g., inaccuracy of oil compressibilities and gas compressibility factors [28] . More advanced equations of state exist (e.g., CPA or PC-SAFT) but these approaches increase the computational cost. These EOS are solved using an iterative method until equality of the fugacities in phases.
Geochemical equilibrium
The geochemical reactions are modeled through equilibrium reactions and kinetic reactions [2] . The equilibrium reactions are described by non-linear algebraic equations. The kinetic reactions are described by non-linear ordinary differential equations. Several types of chemical reactions can occur, e.g., aqueous complexation, mineral dissolution and precipitation, redox reaction, and gas dissolution and exsolution. A description of the geochemical reactions commonly used is given by Merkel et al. [24] .
The set of non-linear equations is usually solved with an iterative method, e.g., the Newton-Raphson method. A detailed review of the geochemical system formulation is given by Lichtner [21, 22] .
For example, for a geochemical system composed of n aq species in the aqueous phase, n r aq equilibrium reactions, n r m precipitation/dissolution reactions and assuming that reaction rates for equilibrium reactions are equal to zero, the reaction system to solve is:
where γ α is the activity coefficient and b α is the molality of α, ν αr aq is the stoichiometric coefficient of species α in reaction r aq , K eq,r aq is the chemical equilibrium constant for the reaction r aq , ξ r m is the reaction rate of the reaction r m , A r m is the reactive surface area of the mineral r m , k r m is the reaction rate constant of the reaction r m and K eq,r m is the chemical equilibrium constant for the reaction r r m , ξ β is the reaction rate of the reaction β, and n r is the total number of reaction (both equilibrium and kinetics reactions). Note that γ α depends on the ionic strength of the solution which depends on the charge and concentration of the species.
Coupling transport and geochemical reactions
The coupling of transport with the geochemical reaction has been widely studied in the field of hydrogeology [31] . Numerous simulation codes have been developed, e.g., CrunchFlow [32] , Fereact [34] , Hydrogeochem [38] , Toughreact [35] , and Pflotran [15] . The codes mentioned above can be divided into two different groups: (1) the global implicit approach (GIA) where the simulator calculates the whole system simultaneously (transport and chemical reactions) and (2) the operatorsplitting approaches where the transport and chemical reactions are solved sequentially.
There are three commonly used operator-splitting approaches. The strang splitting approach (SSA) [33] divides the time-step in half: first, the species are transported assuming no geochemical reaction occurs, then the geochemical calculation is performed between these two time-steps. The sequential non-iterative approach (SNIA) splits the calculation into two steps: first, species are transported assuming no geochemical reaction occurs, then the geochemical system is solved for a given time-step for each cell of the geological model. The sequential iterative approach (SIA) [36, 37] splits the calculation into two steps: first, species are transported by taking a geochemical reaction source term, then the geochemical system is solved for a given time-step for each cell of the geological model. The source terms are calculated from these two steps. The process iterates until convergence of the computation of the source terms.
The classical approach used to model reactive transport in porous media consists in partitioning the geochemical system into N c primary species and N x secondary species. The concentration of secondary species is related to the concentration of primary species using the mass action law. This approach allows reducing the number of mass conservation equations to the number of primary species. The mathematical formulation for arbitrarily reaction systems (equilibrium and kinetics reaction) has been described by Lichtner [21, 22] and Steefel and MacQuarrie [30] .
This approach allows eliminating equilibrium reaction but not the kinetics reactions which are dependent on the activities of species. However, the activities are highly dependent on the ionic strength that depends on concentrations of all species. The inaccuracy of activity calculations is a major error of geochemical calculation.
The work presented here is part of sequential noniterative approaches, where species are transported without geochemical reaction, then the geochemical system is given for each cell at each time-step with an artificial neural network.
Artificial neural network design
An artificial neural network is a mathematical model composed of several computing units (neuron) connected to each other [3, 4] . Each neuron is an elementary process that receives a number of inputs from other neurons. For each of these inputs, a weight is assigned to give it more or less importance. Each neuron processes the information collected via an activation function and passes the results to other neurons. The activation functions most typically are threshold functions, piecewise linear functions, and sigmoidal function. A highly detailed theoretical background about artificial neural network is presented in [3] and [14] .
Here, we consider a classical formulation of ANN, i.e. a multilayer perceptron with one hidden layer (Fig. 1) , where the activation functions for hidden layers are sigmoidal functions and the activation functions for output layers are linear functions. In fact, the universal approximation capacity of this type of neural networks has been demonstrated by several authors [9, 10, [16] [17] [18] .
The backpropagation of the gradient is used as the learning algorithm [3, 27] .
The number of neurons in the hidden layer is determined following a cross-validation approach on a set of neural networks [13] .
In order to make the learning algorithm efficient and to prevent that certain variables have different numerical values by several orders of magnitude compared with others, it is necessary to perform a preprocessing of the data. The normalization between 0 and 1 of the logarithmic transformation of the data is applied to normalize the inputs and the outputs of the ANN.
The prediction quality of these proxy models depends on the size of learning dataset and depends on the quality of samples making up the database [7] . In fact, these samples must cover the area of the parameters of the model. An experimental design approach has been used (Box-Behnken) to generate the learning database to which random samples have been added. Fig. 1 An artificial neural network with one hidden layer. Each neuron receives its inputs from the previous layer and sends its output to the next layer One of the difficulties in replacing a geochemical solver by an ANN in fluid flow simulations is due to the variable time-step. In fact, at each iteration of the IMPEC scheme, the modification of the time-steps t p and t c (increasing or decreasing) is given by formulas depending on the parameters. The implicit model for pressure being unconditionally stable, a large time-step can be used to compute the pressure. In practice, the variation of the timestep is limited [1] . In the explicit model for the mass fractions being limited by CFL conditions [8] , many smaller time-steps are required to reach the end of the pressure time-step.
For this first application, the time-step t c is fixed. At the beginning of the fluid flow simulation, while the timestep increases, the chemical reaction system is solved. Then, when the simulation reaches a given time-step, the ANN is used to replace the geochemical solver.
An ANN with the time-step as input would have the advantage to be used throughout the simulation without using the geochemical solver. The computational cost should be considerably reduced. However, including the time-step as an input of the ANN leads to drastic size increase of the learning base to cover the parameter space.
In this paper, the inputs define the geochemical system at initial condition, i.e., reactive surface area and the molality of aqueous species. The outputs are the concentration of species allowing to define the reaction rates over a specified time-step.
The accuracy of the ANN is given by the root mean square error (RMSE) between the output values given by the ANN and the output values given by the geochemical solver:
where d is the number of data, n is the number of output of the ANN, b A i,j is the molality of the ith geochemical species for the j th sample of the database calculated by the ANN, and b S i,j is the molality given by the geochemical solver. The methodology is summarized in Fig. 2 . Note that at each iteration, the geochemical reactions lead to a modification of the rock parameters (porosity and permeability). The permeability is updated using the new porosity value following the Kozeny-Carman relationship [5] .
The resolution of the geochemical system being done by the proxy model, this approach, cannot be fully mass conserved. The error generated at each time-step grows with time. The increase of error highly depends on the accuracy of the ANN. The learning phase is also the most important step to limit the increase of error. If the accuracy of the ANN is unsatisfactory, the size of the learning database must be 
Validation of the methodology
The validation case is taken from Nghiem et al. [25] . It corresponds to a system that contains 10 g of calcite and 100 kg of H 2 O. The compositional system is composed of 10 species in solution, 1 mineral component, 7 geochemical equilibrium reactions, and 1 mineral dissolutionprecipitation reaction: The kinetics of the calcite dissolution is given by the rate law with an initial reactive surface area A 0 c = 88 × 10 −3 m 2 kg −1 and a reaction rate k c = 1.6 × 10 −9 molm −2 s −1 .
The system to solve is:
where α is a species, γ α is the activity coefficient of α, b α is the molality of α, ν αβ is the stoichiometric coefficient of α in reaction β, and ξ β is the rate of geochemical reaction β The inputs of the solver are the reactive surface area, the molality of 10 aqueous species, and a timestep t. The outputs of the solver are the rates ξ of formation/consumption of species.
The artificial neural network aims to replace the geochemical equilibrium solver for a given time-step. So, the artificial neural network is composed of 11 inputs and 10 outputs (Eq. 11).
The inputs define the geochemical system at initial condition, i.e., reactive surface area and the molality of 10 aqueous species. The outputs are the molality of species over a specified time-step. For this validation case study, we have fixed t equal to 10 days in order to track the evolution of species for 10 time-steps. The sensitivity related to the choice of t has not been studied here.
The ionic strength of the solution over a specified timestep is calculated from the outputs of the neural network. The activity coefficients are calculated from the ionic strength. The reaction rate ξ 6 is given by:
The mole number of mineral and the reactive surface area are deduced from the reaction rates.
The ANN is composed of one hidden layer with 11 hidden neurons.
The training database has been generated by solving the geochemical equilibrium of 50,000 random sample values for a given t=864,000 s. A validation database has been generated by solving the geochemical equilibrium of 5000 random sample values for a given t=864,000 s. Different size for the learning database have been tested: 20,000, 40 ,000, and 50,000. The ANN obtained with 20,000 and 40,000 was not able to reproduce the geochemical equilibrium of the validation database. The size of the database has been increased. While the ANN cannot reproduce the data, the learning database must be improved by adding new samples. Figure 3a shows the convergence curves of the learning phase. The decrease of the error during the learning phase is slow, and several levels of stagnation are observed. The cross-validation plots (Fig. 4b-k) show a high capacity of the ANN to reproduce both the learning data and the validation data.
After the learning phase, the ANN is used to replace the geochemical solver. A loop is performed where outputs become inputs of the ANN for the sequence of time-steps. Figures 5, 6 , and 7 present the evolution of species versus time and show a high capacity of the ANN to reproduce the geochemistry calculations. The speed-up factor, defined as the run-time ratio of total computation time of geochemical solver and the total computation time of artificial neural network, is equal to 45.4. This measure has been done on a quadcore Intel Xeon E3-1535M v5 central processing unit (CPU) at 2.9 GHz. The speed-up factor do not take into account the CPU time in the learning step (generation of the database and learning). This overall CPU time in the learning step is less than 1 min. For the following application of CO 2 storage, we will use the same ANN for the flow simulation. For this case, 50,000 geochemical equilibrium of the learning base are equivalent to 15 time-steps t. For large-scale reservoir applications (a few hundred thousand cells), the learning phase should be equivalent to less than one time-step. Moreover, the speed-up factor should increase due to the number of cells.
Application to CO 2 storage in geological formation
The methodology is applied to a synthetic case that corresponds to a part of a layer extracted to the "SPE-10 2nd comparative solution" project [6] (cf. Fig. 8 ). The geological mesh of the model is composed of 30 × 110 × 1 grid cells (3 300 cells) with dimensions in x,y, and z respectively equal to 6 m, 3 m, and 0.6 m. The considered model contains two The scenario corresponds to the injection of dissolved CO 2 for 6 months. Only one phase is present. The fluid is injected at 10 m 3 /day with a maximum bottom hole pressure equal to 690 bar. The fluid is produced at a constant bottom hole pressure of 275 bar. After the injection period, wells are shut-in and the simulation is carried out for 100 years to track the evolution of pH and the dissolved calcite.
The geochemical system is the same as described in the previous section. The geochemical solver is replaced by the artificial neural network after the injection period with a constant time-step equals to 10 days. Figures 9 and 10 show the results obtained with geochemical solver and artificial neural network. At the end of injection, the solution around well is acidic with a pH near to 5 and dissolution reaction takes place between calcite and H + . At the end of the simulation, the pH value near well increases to 7.6 and the calcite has been dissolved. Results obtained with ANN are very similar to results obtained using the geochemical solver ( Fig. 9 ). The maximum absolute error for the pH value is equal to 0.0035. The maximum absolute error of dissolved calcite is equal to 1.55 mol (Fig. 10 ). This error is to due to the accumulation of error of the ANN over time. Although this error is very small for a single time-step, this error accumulates over time and becomes more important at the end of the simulation. Figure 11 shows a linear evolution of RMSE for the dissolved calcite for the entire domain.
For the cells located in an area not reached by the CO 2 plume, the geochemical solver converges in one iteration. After the injection period, many cells are not at equilibrium and requires around 8 iteration for each time-step t c . As expected, the more the cells are far from the injector well, the faster the geochemical solver converges. The number of iteration decreases quickly and the geochemical solver converges in 1 iteration (Fig. 12 ). For these cells with a high CO 2 mass fraction, the cumulative execution time of the geochemical solver is larger than the one for the cells not reach by the CO 2 .
The instantaneous speed-up factor, defined as the runtime ratio of total computation time of geochemical solver and the total computation time of artificial neural network for a time-step t p , is constant around 14 (Fig. 13 ). The reduction of computation time concerns only the resolution of the geochemical system. The reduction of the computation time is less important than with the validation case because after the injection period the most part of the cells is not reach by the CO 2 , and after 7 time-steps t P the geochemical solver converges in 1 iteration for all cells for each t c . Even if the geochemical solver converges in 1 iteration, the call to the ANN remains faster than the solver (Fig. 14) .
Conclusions
The simulation of CO 2 injection requires fine meshes with the most detailed geological description in order to accurately represent the phenomena generated by geochemical reactions such as changes in porosity. The classical approaches used in reservoir simulator do not allow to maintain all the detailed information needed to capture the fluid-rock interactions. The geochemical system is usually simplified.
In this paper, a complete workflow for compositional reservoir simulation using an artificial neural network to perform the geochemical calculation instead of solving equations system has been presented and validated.
Results illustrate the efficiency of the proposed approach, i.e., a decrease of computation time while maintaining the accuracy of results. Although on the presented case study the speed-up factor is important, we recall that it highly depends on many application case parameters such as the dimension of the reservoir model, the geochemical system complexity (number of species and number of equations), the geochemical solver used, the convergence criteria of solvers, and the code implementation. This speed-up factor cannot be generalized for any cases. Other investigations should be done to scale the speed-up factor according to the number of fluid species, mineral species, and reactions.
Remarks
The presented case study is a simple geochemical system. For a more complex geochemical system, the CPU time of the geochemical solver will increase but the execution time of the ANN will be the same (instantaneous). The learning phase should require a larger database than the one used here. However, the CPU time due to the learning phase should remain negligible compared with the number of geochemical equilibrium performed during a flow simulation.
As mentioned previously, the approach is not fully mass conservative. Further investigations should be done to solve this issue. One of the paths to investigate is the use of the ANN results as an initial guess of the geochemical solver.
To further reduce the computation time, the next step will be to introduce the time-step as an input of the artificial neural network. Therefore, this would imply to generate a larger learning database using experimental design to better cover all of the parameter's space.
