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Pertumbuhan ekonomi merupakan variabel yang memiliki keterkaitan 
spasial berdasarkan teori ekonomi yaitu model kutub pertumbuhan 
ekonomi dan kebijakan pemerintah Jawa Timur melalui Peraturan Daerah 
Provinsi Jawa Timur No. 5 Tahun 2012 tentang Rencana Tata Ruang 
Wilayah (RTRW) Provinsi Jawa Timur 2011-2031. Namun secara statistik 
melalui uji autokorelasi spasial, keterkaitan spasial pertumbuhan ekonomi 
Jawa Timur tidak terbukti signifikan. Ketidak-signifikanan tersebut diduga 
karena keberadaan outlier spasial atau kurang tepatnya pemilihan 
pembobot spasial. Pada penelitian ini akan dilakukan pendeteksian outlier 
spasial untuk mengetahui apakah keberadaan outlier spasial menjadi 
penyebab ketidak-signifikanan autokorelasi spasial. Penelitian ini penting 
dilakukan karena autokorelasi spasial merupakan asumsi yang harus 
dipenuhi pada analisis spasial, sehingga jika autokorelasi spasial tidak 
sifgnifikan maka analisis spasial tidak dapat dilakukan. Pendeteksian 
outlier spasial pada penelitian ini menggunakan data laju PDRB 
kota/kabupaten di Jawa Timur tahun 2016 dengan metode Average 
Difference Algorithm. Hasil analisis menunjukkan bahwa terdapat outlier 
spasial yaitu Kabupaten Bojonegoro. Namun pada penelitian ini keberadaan 
outlier spasial terbukti bukan merupakan penyebab ketidak-signifikanan 
autokorelasi spasial. 
Kata Kunci: PDRB, Jawa Timur, Autokorelasi Spasial, Outlier Spasial,  










Economic growth is a variable that has spatial correlation based on 
economic theory, namely the polar model of economic growth and 
government policy in East Java through the Regional Regulation of East 
Java No. 5 of 2012 concerning the Regional Spatial Planning of East Java 
2011-2031. But statistically through spatial autocorrelation test, the spatial 
correlation of East Java economic growth is proved not significant. The 
insignificance is predicted because of the existence of spatial outliers or 
improper spatial weighting. In this study, spatial outliers will be detected to 
determine whether the insignificance of spatial autocorrelation of East 
Java economic growth is caused by spatial outliers or not. This research is 
important since spatial autocorrelation is an assumption that must be 
fullfiled in spatial analyzes, so if the spatial autocorrelation is not 
significant then the spatial analysis could not be done. The detection of 
spatial outliers in this study uses Average Difference Algorithm on GDRP 
rate in East Java in 2016. The result of analysis shows that there is a 
spatial outlier, Bojonegoro Regency. However,in this study spatial outliers 
are proved not causing the insignificance of spatial autocorrelation. 
Key Words: GDRP, East Java, Spatial Autocorrelation, Outlier Spatial,  
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1.1 Latar Belakang 
 Konsep analisis spasial berangkat dari hukum Tobler geografi 
pertama yang menyatakan bahwa segala sesuatu saling berhubungan satu 
dengan yang lainnya, tetapi sesuatu yang dekat mempunyai pengaruh yang 
lebih besar daripada sesuatu yang jauh.  Jika hal ini terjadi, maka nilai 
variabel teramati pada satu lokasi akan ditentukan oleh nilai variabel 
teramati di lokasi-lokasi yang berdekatan. Ukuran keterkaitan antara 
variabel teramati di satu lokasi dengan variabel teramati di lokasi-lokasi 
lain disebut dengan autokorelasi spasial.  
 Pertumbuhan ekonomi merupakan salah satu contoh variabel yang 
secara teori ekonomi memiliki keterkaitan spasial. Berdasarkan model 
kutub pertumbuhan ekonomi yang digagas oleh Perroux (1950), 
pertumbuhan yang terjadi pada kutub pertumbuhan akan menyebar melalui 
jalur tertentu dan mempengaruhi perekonomian secara keseluruhan melalui 
kekuatan-kekuatan sentrifugal keluar (tricledown effect) dan sentripetal ke 
dalam (polarization effect) (Wojnicka, 2014). Teori Perroux  
mengindikasikan bahwa keterkaitan spasial antarwilayah tidak selalu 
bernilai positif dimana pertumbuhan ekonomi yang terjadi di kutub 
pertumbuhan akan mempengaruhi peningkatan pertumbuhan ekonomi di 
wilayah sekitarnya. Interaksi spasial juga dapat saling melemahkan satu 
wilayah dengan wilayah lainnya dimana hanya kutub pertumbuhan saja 
yang menikmati pertumbuhan ekonomi dengan menguras sumber daya di 
daerah-daerah sekitarnya (Rustiadi, dkk, 2009). Keterkaitan spasial 
pertumbuhan ekonomi di Provinsi Jawa Timur didukung oleh kebijakan 
pemerintah melalui Peraturan Daerah Provinsi Jawa Timur No. 5 Tahun 
2012 tentang Rencana Tata Ruang Wilayah (RTRW) Provinsi Jawa Timur 
2011-2031 yang menyatakan pembentukan 8 Wilayah Pengembangan (WP) 
melalui mekanisme tricledown effect  dan polarization effect. Berdasarkan 
hal tersebut, dapat disimpulkan bahwa pertumbuhan ekonomi wilayah-
wilayah di Jawa Timur memiliki keterkaitan secara spasial. Namun secara 
statistik tidak terbukti demikian. Hasil uji autokorelasi spasial melalui 
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Moran’s I menyatakan bahwa autokorelasi spasial PDRB Provinsi Jawa 
Timur tidak signifikan. Ketidak-signifikanan tersebut diduga karena 
keberadaan outlier spasial atau kurang tepatnya pemilihan pembobot 
spasial. Oleh karena itu pada penelitian ini akan dilakukan pendeteksian 
outlier spasial untuk mengetahui apakah outlier spasial menjadi penyebab 
ketidak-signifikanan autokorelasi spasial. Penelitian ini penting dilakukan 
karena autokorelasi spasial yang tidak signifikan menyebabkan analisis 
spasial tidak dapat dilakukan, karena autokorelasi spasial merupakan 
asumsi yang harus dipenuhi pada analisis spasial.  
 Menurut Kou, dkk (2006), outlier spasial adalah suatu pengamatan 
yang nilainya tidak konsisten  terhadap nilai pengamatan-pengamatan yang 
berlokasi di sekitarnya. Outlier spasial berbeda dengan outlier tradisional. 
Outlier tradisional berfokus pada perbandingan antara nilai satu 
pengamatan dengan seluruh nilai pengamatan yang lain, sedangkan outlier 
spasial berfokus pada perbedaan lokal yaitu perbedaan nilai satu 
pengamatan dengan nilai pengamatan lain yang berada pada lokasi-lokasi 
di sekitarnya.  
 Metode pendeteksian outlier spasial telah dikembangkan oleh 
beberapa peneliti. Lu, dkk (2003) menulis mengenai pendeteksian outlier 
spasial dengan tiga algoritma, yaitu Iterative r Algorithm, Iterative z 
Algorithm, dan Median Algorithm. Hasil dari penelitian menyatakan bahwa 
ketiga metode tersebut menghasilkan pendeteksian outlier spasial yang 
akurat, namun belum mempertimbangkan adanya pembobot spasial. 
Kekurangan penelitian penelitian tersebut kemudian disempurnakan oleh 
Kou, dkk (2006) dengan memasukkan pembobot spasial pada algoritma 
dan mengajukan dua algoritma, yaitu Weighted Z Value Approach 
Algorithm dan Average Difference Algorithm dimana Average Difference 
Algorithm juga dapat melengkapi kekurangan Weighted Z Value Approach 
Algorithm. Metode Average Difference Algorithm (disebut dengan AvgDiff) 
dilakukan dengan menghitung perbedaan mutlak setiap pengamatan dengan 
masing-masing tetangganya satu per satu, tidak seperti metode-metode 
sebelumnya yang melakukan perbandingan setelah mendapatkan semua 
rata-rata tetangga. Hal ini menyebabkan metode AvgDiff dapat 
mempertahankan ragam antara tetangganya sehingga dapat melengkapi 
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kekurangan metode Weighted Z Value Approach Algorithm. Penelitian 
terdahulu oleh Ningrum (2016) juga menyatakan bahwa metode AvgDiff 
lebih baik digunakan dalam mendeteksi outlier spasial daripada metode 
Weighted Z Value Approach Algorithm. Selain itu, penelitian terdahulu oleh 
Puspita (2015) dinyatakan bahwa metode AvgDiff baik digunakan untuk 
mendeteksi outlier spasial karena mampu mengatasi masking effect dan 
swamping effect. Masking effect terjadi ketika suatu outlier mampu 
mencondongkan rata-rata dan ragam data ke arah outlier sehingga jarak 
antara  rata-rata dan outlier menjadi kecil. Swamping effect terjadi saat 
outlier mampu mencondongkan rata-rata dan ragam menjauh dari 
pengamatan yang buka outlier sehingga jarak antara pengamatan bukan 
outlier dan rata-rata menjadi besar. Pada penelitian ini, pendeteksian outlier 
spasial akan dilakukan pada data laju PDRB atas dasar harga konstan 
kota/kabupaten di Jawa Timur tahun 2016 menggunakan metode Average 
Difference Algorithm sehingga didapatkan informasi penting yang berguna 
untuk penelitian selanjutnya. 
1.2 Rumusan Masalah 
Berdasarkan latar belakang yang telah dijelaskan, maka rumusan 
masalah pada penelitian ini adalah sebagai berikut. 
1. Kota/kabupaten manakah yang merupakan outlier spasial berdasarkan 
pendeteksian outlier spasial pada data laju PDRB  kota/kabupaten di 
Jawa Timur menggunakan metode Average Different Algorithm? 
2. Apakah kota/kabupaten yang menjadi outlier spasial merupakan 
penyebab ketidak-signifikanan autokorelasi spasial pada kasus laju 
PDRB kota/kabupaten di Jawa Timur? 
 
1.3 Tujuan Penelitian 
Tujuan yang ingin dicapai pada penelitian ini adalah sebagai 
berikut. 
1. Menentukan kota/kabupaten di Jawa Timur yang merupakan outlier 
spasial berdasarkan pendeteksian outlier spasial pada data laju PDRB  




2. Mendeteksi pengaruh outlier terhadap signifikansi autokorelasi spasial 
pada laju PDRB  kota/kabupaten di Jawa Timur. 
 
1.4 Manfaat 
Manfaat yang diharapkan dari hasil penelitian ini adalah sebagai 
berikut. 
1. Mengetahui kota/kabupaten di Jawa Timur yang memiliki karakter 
berbeda dari daerah sekitarnya dipandang dari faktor laju PDRB 
kota/kabupaten di Jawa Timur. 
2. Mengetahui penerapan pendeteksian outlier spasial menggunakan 
Average Difference Algorithm pada Software RStudio. 
 
1.5 Batasan Masalah 
Batasan masalah dalam penelitian ini adalah sebagai berikut. 
1. Metode yang digunakan adalah Average Difference Algorithm dan 
tidak membandingkan dengan metode pendeteksian outlier spasial 
yang lain. 
2. Analisis untuk mengetahui penyebab ketidak-signifikanan autokorelasi 






2.1 Data Spasial 
Data spasial adalah data yang berkaitan dengan aspek keruangan 
dan menyajikan lokasi geografis atau gambaran nyata suatu wilayah di 
permukaan bumi. Data spasial dikumpulkan dari lokasi yang berbeda 
sehingga mengindikasikan terdapat ketergantungan antara nilai pengamatan 
dengan lokasi. Ketergantungan antara nilai pengamatan dengan lokasi akan 
semakin berkurang apabila lokasi antar pengamatan semakin menyebar 
(Cressie, 1993). Sejalan dengan pendapat Cressie (1993), Hartoyo, dkk 
(2010) mengatakan bahwa data spasial terorientasi secara geografis dan 
memiliki sistem koordinat tertentu sebagai dasar referensinya. Data spasial 
memiliki dua informasi penting yang berbeda dari data lainnya. Dua 
informasi tersebut adalah sebagai berikut. 
1. Informasi lokasi (spasial), berkaitan dengan suatu koordinat baik 
lintang dan bujur maupun koordinat XYZ, termasuk diantaranya 
informasi datum dan proyeksi. 
2. Informasi deskriptif/non spasial (atribut), merupakan suatu yang 
memiliki beberapa keterangan yang berkaitan dengannya, yaitu 
jenis vegetasi, populasi, luasan, dan lain sebagainya 
 Komponen dasar dari data spasial adalah lokasi spasial yang 
dinotasikan dengan {𝑠1, … , 𝑠𝑛} dan data spasial yang dinotasikan dengan 
{𝑌(𝑠1),… , 𝑌(𝑠𝑛))} (Cressie, 1993). 
 
2.2 Ukuran Keruangan (Ukuran Spasial) 
Ukuran keruangan didapatkan dari perhitungan ketergantungan 
spasial antar titik yang berbeda. Ketergantungan spasial tersebut dapat 
diukur dengan tipologi, jarak, dan hubungan langsung. Salah satu jarak 
yang dapat menggambarkan kedekatan tersebut adalah jarak Euclidean. 
Jarak Euclidean adalah jarak lurus antara dua titik dengan menggunakan 
fungsi pitagoras. Menurut Jiang (2002), jarak Euclidean lebih bermanfaat 
pada penggunaannya karena sesuai dengan jarak antar objek yang diukur 
pada dunia nyata. Jarak Euclidean dapat diperoleh dengan rumus: 
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𝑑𝑖𝑗 = √(𝑢𝑖 − 𝑢𝑗)
2





𝑢𝑖 : koordinat garis lintang pada lokasi ke-i 
𝑢𝑗 : koordinat garis lintang pada lokasi ke-j 
𝑣𝑖 : koordinat garis bujur pada lokasi ke-i 
𝑣𝑗 : koordinat garis bujur pada lokasi ke-j 
𝑑𝑖𝑗 : jarak Euclidean antara lokasi ke-i dan lokasi ke-j 
 
2.3 Autokorelasi Spasial 
Menurut Anselin (1988), autokorelasi spasial atau ketergantungan 
spasial dianggap sebagai adanya hubungan fungsional antara apa yang 
terjadi pada satu titik dalam ruang dengan apa yang terjadi di tempat lain. 
Sejalan dengan pendapat Upton dan Fingelton (1985), terdapat beberapa 
alasan berkaitan dengan adanya suatu ketergantungan spasial. 
Kemungkinan pertama karena terdapat ketergantungan korelasi spasial 
yaitu objek pada suatu lokasi memiliki kemiripan dengan objek lain pada 
lokasi yang berdekatan. Kemungkinan kedua adalah ketergantungan 
kausalitas spasial, yaitu objek pada suatu lokasi tertentu akan secara 
langsung mempengaruhi objek lain di sekitarnya. Kemungkinan ketiga 
adalah adanya interaksi spasial, mobilitas masyarakat, barang, dan 
informasi menciptakan hubungan yang nyata antara beberapa lokasi. 
Berdasarkan hukum Tobler geografi pertama, segala sesuatu saling 
berhubungan satu dengan yang lainnya, tetapi sesuatu yang dekat 
mempunyai pengaruh yang lebih daripada sesuatu yang jauh.  Jika hal ini 
terjadi, maka nilai variabel teramati pada satu lokasi akan ditentukan oleh 
nilai variabel teramati di lokasi-lokasi yang berdekatan.  Autokorelasi 
spasial dibagi menjadi dua macam, yaitu autokorelasi spasial positif dan 
autokorelasi spasial negatif. Menurut Lee dan Wong (2001), autokorelasi 
spasial positif terjadi jika unit tetangga di seluruh daerah pengamatan 
memiliki nilai yang relatif sama. Suatu lokasi cenderung memiliki nilai 
yang sama dengan lokasi yang berada disekitarnya sehingga menyebabkan 
lokasi-lokasi tersebut saling mengelompok (cluster). Sedangkan 
autokorelasi spasial negatif ditunjukkan dengan adanya perbedaan (bertolak 
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belakang) karakteristik antar lokasi yang berdekatan. Autokorelasi spasial 
negatif terjadi apabila unit tetangga tidak memiliki nilai yang sama di 
seluruh daerah pengamatan dengan kata lain suatu lokasi dikelilingi oleh 
nilai amatan yang berbeda. Apabila tidak terdapat autokorelasi spasial 
maka nilai yang diamati dalam suatu lokasi tertentu tidak bergantung pada 
lokasi yang berdekatan dan memiliki pola acak. 
Keberartian autokorelasi spasial dapat diuji menggunakan 
Lagrange Multiplier test, Moran’s I, atau Rasio Geary’s. Lagrange 
Multiplier test digunakan untuk menguji keberadaan autokorelasi spasial 
pada sisaan regresi spasial. Pada penelitian ini hanya menggunakan satu 
variabel dan tidak melakukan regresi spasial, sehingga Lagrange Multiplier 
test tidak tepat untuk digunakan. Sedangkan menurut Gunaratna, dkk 
(2013), Moran’s I memiliki hasil yang hampir sama dengan Rasio Geary’s 
C. Namun, Moran’s I lebih banyak digunakan dari pada Geary’s C sejak 
Cliff dan Ord (1975) membuktikan bahwa Moran’s I secara konsisten lebih 
kuat daripada Rasio Geary’s C. Oleh karena itu, pada penelitian ini uji 
autokorelasi spasial yang digunakan adalah Moran’s I. 
Moran’s I merupakan salah satu metode yang umum digunakan 
untuk menghitung autokorelasi spasial. Hipotesis yang menyatakan 
keberartian autokorelasi spasial pada variabel pengamatan (Y) dituliskan 
sebagai berikut. 
𝐻0: 𝐼 = 0 (tidak terdapat autokorelasi spasial) vs 
𝐻1: 𝐼 ≠ 0 (terdapat autokorelasi spasial) 
Untuk  mengetahui nilai indeks Moran adalah sebagai berikut. 
 
𝐼 =














𝐼  : Indeks Moran (Moran’s I) 
𝑛  : banyaknya pengamatan 
𝑦𝑖  : nilai pengamatan yang menjadi perhatian pada lokasi ke-i,   
  𝑖 = 1,2,… , 𝑛 
𝑦𝑗  : nilai pengamatan yang menjadi perhatian pada lokasi ke-j,  
  𝑗 = 1,2, … , 𝑛 
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?̅?  : rata rata nilai pengamatan dari n lokasi 
𝑤𝑖𝑗  : nilai pada baris ke-i dan kolom ke-j dari matriks pembobot spasial  
  (W) 
 
Matriks pembobot spasial (W) dapat ditentukan melalui k nearest 
neighbors atau k tetangga terdekat (k-NN). Penentuan tetangga terdekat 
tersebut berdasarkan perhitungan jarak. Jarak yang sering digunakan untuk 
menghitung k-NN adalah jarak Euclidean atau 𝑑𝑖𝑗 (Jiang, 2002). Jika nilai 
𝑘 ∈ {1,2,… , 𝑛 − 1}, maka k jarak terdekat antara lokasi-i ke semua lokasi-j 
adalah 𝑁𝑘(𝑖) = {𝑑𝑖𝑗[1], 𝑑𝑖𝑗[2], … , 𝑑𝑖𝑗[𝑘]}, dengan k himpunan lokasi-j 
terdekat terhadap lokasi-i adalah 𝐽𝑘(𝑖) = {𝑗[1], 𝑗[2], … , 𝑗[𝑘]}, maka nilai 
















,   𝑗 𝜖 𝐽𝑘(𝑖)











𝑤11(𝑘) 𝑤12(𝑘) … 𝑤1𝑛(𝑘)
𝑤21(𝑘) 𝑤22(𝑘) … 𝑤2𝑛(𝑘)
. .  .
. .  .
. .  .














∗  : nilai pada baris ke-i dan kolom ke-j yang belum dibakukan  
  dari matriks pembobot spasial (W(k)). 
𝑤𝑖𝑗(𝑘)  : nilai pada baris ke-i dan kolom ke-j yang sudah dibakukan  
  dari matriks pembobot spasial (W(k)). 
W(k)  : matriks pembobot spasial menggunakan tetangga terdekat  
  sebanyak k. 
k  : banyaknya tetangga terdekat dari lokasi-i. 
Nilai Moran’s I terletak pada rentang -1 sampai dengan 1. 
Autokorelasi spasial negatif terjadi jika Moran’s I bernilai −1 ≤ 𝐼 < 0. 
Autokorelasi spasial positif terjadi jika Moran’s I bernilai 0 < 𝐼 ≤ 1. Jika 
Moran’s I bernilai 0 maka mengindikasikan tidak adanya autokorelasi 
spasial. Nilai Moran’s I perlu dibandingkan dengan nilai harapannya untuk 








Ragam Moran’s I didefinisikan sebagai berikut. 
𝑉𝑎𝑟(𝐼) =  











































Nilai |𝑍(𝐼)| dibandingkan dengan 𝑍𝛼
2⁄
 untuk mengetahui apakah nilai 
autokorelasi spasial tersebut signifikan atau tidak. Jika nilai |𝑍(𝐼)| lebih 
besar dari 𝑍𝛼
2⁄
 maka H0 ditolak yang berarti terdapat autokorelasi spasial. 
 
2.4 Outlier Spasial 
Menurut Kou, dkk (2006), outlier spasial adalah pengamatan yang 
memiliki nilai tidak konsisten (menyimpang) terhadap tetangga-tetangga di 
sekitarnya. Outlier spasial berbeda dengan outlier tradisional. Outlier 
tradisional berfokus pada perbandingan antara nilai satu pengamatan 
dengan seluruh nilai pengamatan yang lain, sedangkan outlier spasial 
berfokus pada perbedaan lokal yaitu perbedaan nilai satu pengamatan 
dengan nilai pengamatan lain yang berada pada lokasi-lokasi di sekitarnya. 
Perbedaan yang kedua adalah pada pendeteksian outlier tradisional pada 
umumnya berkaitan dengan angka, sifat, dan kategori. Sedangkan pada 
pendeteksian outlier spasial berkaitan dengan data yang lebih kompleks 
berkaitan dengan titik, garis atau jarak, polygon, dan objek 3D. Selain itu, 
untuk mendeteksi outlier spasial perlu memperhatikan korelasi spasial 
terlebih dahulu. 
Shekhar, dkk (2003) menyatakan outlier spasial merupakan 
pengamatan (lokasi) yang berbeda secara signifikan dari tetangga-tetangga 
di sekitarnya, walaupun pengamatan tersebut bisa jadi tidak berbeda secara 
signifikan dari seluruh pengamatan yang ada pada populasi. Outlier 
merupakan pengamatan yang tereferensi secara spasial dimana nilai 
pengamatannya berbeda secara ekstrim dari lingkungannya. Sebagai 
contoh,  sebuah rumah baru yang berada di daerah perumahan tua 
merupakan outlier spasial berdasarkan atribut non spasial yaitu usia rumah. 
Pendeteksian outlier dapat mengarah pada penemuan informasi 
atau pengetahuan yang tidak terduga dan  menarik, seperti ketidak-stabilan 
lokal yang melanggar autokorelasi spasial dan kontinuitas (Shekhar, dkk, 
2003). Outlier spasial berpengaruh terhadap beberapa analisis spasial, di 
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antaranya adalah interpolasi kriging. Menurut Bailey dan Gatrel (1995), 
interpolasi kriging adalah metode geostatistika yang memanfaatkan nilai 
spasial pada lokasi tersampel, sehingga jika terdapat outlier spasial maka 
interpolasi kriging akan menghasilkan nilai prediksi yang kurang presisif. 
Pernyataan tersebut dibuktikan oleh penelitian Hartanto, dkk (2010) 
mengenai prediksi penyebaran penyakit Pneumonia di Kota Surabaya 
menggunakan interpolasi kriging. Hasil interpolasi kriging menggambarkan 
kontur kriging yang kurang smooth walaupun sebenarnya metode 
interpolasi kriging merupakan metode interpolasi yang mampu 
menghasilkan kontur lebih smooth dari metode lain. Hartanto, dkk (2010) 
menyatakan hal ini dikarenakan adanya outlier spasial. Sejalan dengan itu, 
Surya dan Azhagusundari (2014) menyatakan bahwa keberadaan outlier 
spasial dapat menyebabkan misspecification models, pendugaan parameter 
yang bias, dan hasil yang tidak valid sehingga pendeteksian outlier spasial 
penting dilakukan.  
 
2.5 Average Difference Algorithm 
Average Difference Algorithm (AvgDiff), merupakan metode 
pendeteksian outlier spasial yang didasarkan pada rata rata terboboti. 
Menurut Kou, dkk (2006), konsep utama pada AvgDiff adalah menghitung 
perbedaan mutlak dengan membandingkan tiap pengamatan dengan 
masing-masing tetangganya satu per satu sehingga AvgDiff dapat 
mempertahankan ragam pada pengamatan-pengamatan yang menjadi 
tetangga. Hal ini menjadikan AvgDiff dapat melengkapi kekurangan metode 
pendeteksian outlier sebelumnya, yaitu metode Weighted Z Algorithm. 
Metode Weighted Z Algorithm dilakukan dengan menghitung rata-
rata nilai pengamatan semua tetangga terlebih dahulu kemudian melakukan 
perbandingan. Sebagai contoh, pengamatan O1 dua tetangga yaitu O2 dan 
O3. O1 memiliki nilai 50, O2 memiliki nilai 0, sedangkan O3 memiliki nilai 
100. Rata-rata semua tetangga O1 adalah 50, dimana nilai ini identik 
dengan nilai O1. Namun pada kenyataannya nilai tetangga O1 yaitu O2 dan 
O3 sangatlah berbeda (tidak identik) dengan nilai O1. Hal tersebut 
menunjukkan bahwa pada metode Weighted Z Algorithm memiliki 
kekurangan yaitu menyembunyikan ragam pengamatan yang menjadi 
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tetangga. Masalah ini dapat ditangani dengan baik oleh AvgDiff karena 
dengan menghitung selisih mutlak terlebih dahulu kemudian menghitung 
rata-ratanya akan dapat mempertahankan ragam tetangga-tetangganya 
sehingga AvgDiff dapat mendeteksi outlier spasial dengan lebih akurat. 
Nilai AvgDiff diperoleh dengan menghitung dua parameter 
hubungan spasial yaitu diff dan weight. Diff adalah selisih absolut nilai 
suatu pengamatan dengan nilai tiap tetangganya. Diff didefinisikan sebagai 
berikut. 
𝑑𝑖𝑓𝑓𝑗 = |𝑦𝑖 − 𝑦𝑗| 
𝑖 = 1,2, … , 𝑛 
𝑗 𝜖 𝐽𝑘(𝑖) 
(2.12) 
Keterangan: 
𝑑𝑖𝑓𝑓𝑗   : nilai diff  lokasi ke-j yang merupakan tetangga dari lokasi ke-i. 
𝑦𝑖   : nilai pengamatan di lokasi ke-i. 
𝑦𝑗   : nilai pengamatan di lokasi ke-j yang merupakan tetangga dari  
  lokasi ke-i. 
𝑛    : banyaknya pengamatan dalam penelitian. 
 
Nilai weight (bobot) digunakan untuk mencari hubungan spasial 
antar pengamatan.  Weight ditentukan melalui hubungan spasial antara 
pengamatan pada lokasi ke-i  dan pengamatan pada lokasi ke-j. Nilai weight 
untuk lokasi ke-j terhadap lokasi ke-i  berada pada rentang 0 sampai dengan 
1. Jumlah dari weight semua pengamatan yang menjadi tetangga lokasi ke-i 
  adalah sebesar 1.  
Jika lokasi ke-j adalah tetangga ke-r dari lokasi ke-i, maka weight 
dari lokasi ke-j adalah sebagai berikut (Kou dkk, 2006). 
















𝑤𝑗  :   nilai weight lokasi ke-j yang merupakan tetangga dari  lokasi   
    ke-i.  
𝑞  :   banyaknya atribut spasial yang menentukan weight. 
𝑆𝑝𝑟  :   atribut spasial untuk tetangga ke-r dari lokasi ke-i.  
𝑆𝑝𝑙  :   atribut spasial untuk tetangga ke-l dari lokasi ke-i.  
𝛼𝑝  :  faktor yang menyatakan tingkat kepentingan atribut spasial   
   dengan ∑ 𝛼𝑝
𝑞
𝑝=1 = 1   
Sebagai contoh, jika atribut spasial yang digunakan adalah inverse distance 
maka weight dapat dihitung sebagai berikut. 







Menurut Goldberg dan Kercheval (2002), rata-rata terboboti (𝑀𝑤) 
dari n objek pengamatan (𝑦1, 𝑦2, … , 𝑦𝑛) merupakan salah satu ukuran 
pemusatan yang didefinisikan sebagai berikut. 










Semakin besar nilai 𝑤𝑖 maka semakin besar pula kontribusi 𝑦𝑖 terhadap 
𝑀𝑤. Nilai 𝑤𝑖 menggambarkan besarnya kepentingan masing-masing lokasi 
ke-i. Weighted average sama dengan rata-rata aritmatik jika masing-masing 
pengamatan memberikan kontribusi yang sama pada rata-rata, dengan kata 
lain jika semua 𝑤𝑖 memiliki nilai yang sama, maka 𝑀𝑤 sama dengan rata-
rata aritmatik. Semakin besar nilai AvgDiff pada suatu pengamatan, maka 
pengamatan tersebut diindikasikan sebagai outlier spasial. Nilai AvgDiff 
didefinisikan sebagai berikut (Kou dkk, 2006). 
𝑀𝑤(𝑖) =
∑ 𝑤𝑗 𝑑𝑖𝑓𝑓𝑗 
𝑛
𝑗=1









∑ 𝑤𝑗 𝑑𝑖𝑓𝑓𝑗 
𝑛
𝑗=1


















𝑗 𝜖 𝐽𝑘(𝑖) 
Keterangan: 
𝑀𝑤(𝑖)  : Nilai AvgDiff atau rata-rata terboboti untuk lokasi ke-i 
𝑤𝑗  : Nilai weight lokasi ke-j yang merupakan tetangga lokasi ke-i.  
𝑑𝑖𝑓𝑓𝑗  : Nilai diff lokasi ke-j yang merupakan tetangga dari lokasi ke-i. 
2.6 Pendeteksian Outlier Spasial 
Metode pendeteksian outlier pada umumnya dibagi menjadi dua, 
yaitu metode univariat dan multivariat. Pada penelitian ini metode yang 
digunakan adalah univariat karena hanya menggunakan satu variabel yaitu 
laju PDRB.  
Menurut Davies dan Gather (1993), suatu pengamatan dianggap 
sebagai outlier jika nilai pengamatan tersebut berada dalam wilayah outlier 
pada sebaran normal yang dinyatakan sebagai berikut. 





𝑜𝑢𝑡(𝛼, 𝜇𝑤 , 𝜎𝑤



















𝑜𝑢𝑡(𝛼, 𝜇𝑤 , 𝜎𝑤
2)  : wilayah outlier pada sebaran normal     
  𝑀𝑤(𝑖) ~𝑁(𝜇𝑤 , 𝜎𝑤
2) dengan  tingkat kepercayaan  
  sebesar 1 − 𝛼 2⁄  
𝑍𝛼
2⁄
  : titik kritis sebaran normal baku dengan tingkat  
   kepercayaan sebesar  1 − 𝛼 2⁄  
𝜇𝑤  : rata-rata nilai 𝐴𝑣𝑔𝐷𝑖𝑓𝑓 seluruh lokasi pengamatan 
𝜎𝑤  : simpangan baku nilai 𝐴𝑣𝑔𝐷𝑖𝑓𝑓 seluruh lokasi  
   pengamatan 
 
2.7 Tinjauan Non Statistika 
2.7.1. Pertumbuhan Ekonomi 
Pertumbuhan ekonomi merupakan proses perubahan kondisi 
perekonomian masyarakat suatu daerah menuju keadaan yang lebih baik 
selama periode tertentu. Peningkatan taraf hidup masyarakat dalam jangka 
panjang melalui pertumbuhan ekonomi adalah tujuan pembangunan 
ekonomi setiap negara. Suatu perekonomian dikatakan mengalami 
pertumbuhan apabila tingkat kegiatan ekonomi yang dicapai sekarang lebih 
tinggi daripada yang dicapai pada masa sebelumnya. Pertumbuhan tercapai 
apabila jumlah barang dan jasa yang dihasilkan dalam perekonomian 
tersebut bertambah banyak dari tahun ke tahun. 
Salah satu indikator yang digunakan untuk mengukur pertumbuhan 
ekonomi suatu daerah adalah laju pertumbuhan Produk Domestik Regional 
Bruto (PDRB). PDRB menurut BPS didefinisikan sebagai jumlah nilai 
tambah yang dihasilkan oleh seluruh unit usaha dalam suatu wilayah, atau 
merupakan jumlah seluruh nilai barang dan jasa akhir yang dihasilkan oleh 
seluruh unit ekonomi di suatu wilayah. PDRB  atas dasar harga konstan 
menunjukkan nilai tambah barang dan jasa yang dihitung menggunakan 
harga pada tahun tertentu sebagai dasar dimana dalam perhitungan ini 
digunakan tahun 2000. PDRB atas dasar harga konstan digunakan untuk 
mengetahui pertumbuhan ekonomi dari tahun ke tahun (Sukirno, 2000). 
Dengan demikian, PDRB merupakan indikator untuk mengatur sampai 
sejauh mana keberhasilan pemerintah dalam memanfaatkan sumber daya 
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yang ada dan dapat digunakan sebagai perencanaan dan pengambilan 









𝑟𝑡  : laju PDRB tahun ke-t. 
𝑃𝐷𝑅𝐵𝑡  : angka PDRB tahun ke-t (tahun berjalan atas dasar harga  
  konstan) 
𝑃𝐷𝑅𝐵𝑡−1  : angka PDRB tahun ke-(t-1) (tahun sebelumnya sebelum  
  tahun berjalan   atas dasar harga konstan) 
 
Berbagai penelitian telah dilakukan untuk mengetahui faktor-faktor 
pertumbuhan ekonomi suatu wilayah dan sifatnya dengan tujuan 
mendapatkan formulasi kebijakan pembangunan wilayah yang tepat. Dalam 
50 tahun terakhir, model pertumbuhan ekonomi terus berkembang 
menawarkan berbagai pendekatan yang berbeda, dimulai dari model 
neoklasik dengan pendekatan supply-side dan model ekspor dengan 
pendekatan demand-side (Harris, 2008). Menurut Cheshire & Malecki 
(2004), meskipun model neoklasik yang digagas oleh Sollow pada 1956 
digunakan menjadi landasan dalam perumusan kebijakan program 
pembangunan di berbagai negara berkembang, namun model tersebut 
banyak mendapatkan berbagai kritik karena tidak mempertimbangkan 
eksistensi keterkaitan spasial antarwilayah. Oleh karena selanjutnya 
dilakukan pengembangan pada pengembangan model neoklasik dengan 
pendekatan spasial (Harris, 2008). 
Keberadaan infrastruktur aksestabilitas seperti jalan, jembatan, dan 
sebagainya, mendukung adanya interaksi antar satu daerah dengan daerah 
lain. Menurut Capello (2009), kedinamisan kondisi ekonomi suatu daerah 
memengaruhi pertumbuhan ekonomi daerah-daerah di sekitarnya melalui 
hubungan perdagangan. Pertumbuhan pada suatu daerah dapat 
meningkatkan pendapatan daerah yang akan meningkatkan permintaan, 
savings, dan kesempatan kerja dimana daerah-daerah tetangga dapat 
mengambil keuntungan dari adanya ketersediaan modal dan kesempatan 
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kerja di daerah tersebut. Sejalan dengan hal tersebut, Perroux (1950) 
menggagas model kutub pertumbuhan ekonomi yang menyatakan bahwa  
pertumbuhan yang terjadi pada kutub pertumbuhan akan menyebar melalui 
jalur tertentu dan mempengaruhi perekonomian secara keseluruhan melalui 
kekuatan-kekuatan sentrifugal keluar (tricledown effect) dan sentripetal ke 
dalam (polarization effect) (Wojnicka, 2014). Perroux berhipotesis bahwa 
tricledown effect  akan lebih besar daripada polarization effect sehingga 
pemerataan pertumbuhan ekonomi antarwilayah akan terwujud, sebaliknya 
Myrdal berhipotesis bahwa polarization effect akan lebih besar daripada 
tricledown effect karena proses cumulative causation (Rustiadi, dkk, 2009). 
Jalan tengah kebijakan dari hipotesis Perroux ini yaitu memperbanyak 
kutub pertumbuhan dan desentralisasi (Priyarsono, 2016). Namun beberapa 
penilitian justru mendukung hipotesis Myrdal bahwa ketimpangan 
pembangunan antarwilayah masih saja terjadi (Hadi, 2011). Terlepas dari 
adanya perbedaan arah penyaluran pertumbuhan ekonomi, dapat 
disimpulkan bahwa keterkaitan spasial antarwilayah tidak selalu bernilai 
positif dimana pertumbuhan ekonomi yang terjadi di kutub pertumbuhan 
akan mempengaruhi peningkatan pertumbuhan ekonomi di wilayah 
sekitarnya. Interaksi spasial juga dapat saling melemahkan satu wilayah 
dengan wilayah lainnya atau pertumbuhan ekonomi dapat terjadi secara 
asimetrik dimana hanya kutub perumbuhan saja yang menikmati 
pertumbuhan ekonomi dengan menguras sumber daya di daerah-daerah 
sekitarnya (Rustiadi, dkk, 2009). Pada Provinsi Jawa Timur, keberadaan 
keterkaitan spasial didukung oleh kebijakan pemerintah melalui Peraturan 
Daerah Provinsi Jawa Timur No. 5 Tahun 2012 tentang Rencana Tata 
Ruang Wilayah (RTRW) Provinsi Jawa Timur 2011-2031 yang 
menyatakan pembentukan 8 Wilayah Pengembangan (WP) melalui 
mekanisme tricledown effect  dan polarization effect. 
2.7.2. Pertumbuhan Ekonomi di Jawa Timur 
Provinsi Jawa Timur merupakan provinsi di Indonesia yang 
memiliki kota/kabupaten terbanyak, yaitu sebanyak 38 kota/kabupaten 
yang memiliki potensi bervariasi. Jawa Timur memiliki sejumlah industri 
besar, di antaranya di Surabaya terdapat industri besar seperti galangan 
kapal terbesar di Indonesia yaitu PT PAL dan pabrik rokok Wismilak. 
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Terdapat industri perlengkapan tempur PT Pindad dan pabrik rokok 
Bentoel di Malang. Industri besar kereta api se-Asia Tenggara yaitu PT 
INKA terdapat di Madiun. Pabrik kertas PT Tjiwi Kimia di Sidoarjo dan 
PT Leces di Probolinggo.  Penghasil minyak bumi terbesar di Indonesia 
juga terletak di Jawa Timur yaitu di Kabupaten Bojonegoro. Potensi yang 
dimiliki kota/kabupaten di Jawa Timur tersebut dapat mempengaruhi 
kondisi perekonomian Provinsi Jawa Timur. 
Jawa Timur dikenal sebagai pusat Kawasan Timur Indonesia yang 
memiliki signifikansi perekonomian cukup tinggi, yakni berkontribusi 
14.85% terhadap PDB nasional. Dengan tujuan pemerataan, pemerintah 
mengeluarkan Peraturan Daerah Provinsi Jawa Timur No. 5 Tahun 2012 
tentang Rencana Tata Ruang Wilayah (RTRW) Provinsi Jawa Timur 2011-
2031. Salah satu poin yang diputuskan dalam pasal 1 pada peraturan 
tersebut adalah adanya Kawasan Strategis Provinsi (KSP), yaitu merupakan 
wilayah prioritas karena mempunyai pengaruh sangat penting dalam 
lingkup provinsi terhadap ekonomi, sosial, budaya, dan/atau lingkungan. 
Hal ini sejalan dengan teori tricle down effects dan spillover effects yang 
memiliki wilayah original atau pusat pertumbuhan sebagai pusat 






3.1 Sumber Data 
Data yang digunakan pada penelitian ini adalah data sekunder laju 
PDRB kota/kabupaten di Jawa Timur tahun 2016 yang diperoleh dari 
website Badan Pusat Statistik Provinsi Jawa Timur (www.jatim.bps.go.id). 
Terdapat 38 kota/kabupaten dengan % sebagai satuan laju PDRB. 
3.2 Langkah-langkah Pendeteksian Oulier Spasial 
Berikut adalah langkah-langkah pendeteksian outlier spasial 
menggunakan metode Average Difference Algorithm: 
1. Melakukan eksplorasi data. 
2. Menghitung matriks jarak antar lokasi pengamatan menggunakan jarak 
Euclidean. 
3. Menentukan k tetangga terdekat tiap lokasi pengamatan. 
4. Menentukan jarak k tetangga terdekat dari tiap lokasi pengamatan, 
yaitu pada k = 1, 2, …, 37. 
5. Menghitung rata-rata jarak antar lokasi pada tiap k  
6. Menentukan k yang akan digunakan pada uji autokorelasi spasial. 
7. Menguji autokorelasi spasial menggunakan persamaan (2.11) pada 
beberapa pembobot spasial (W(k)) pada persamaan (2.5). 
8. Menentukan k terbaik, yaitu k dengan p-value terkecil pada uji 
autokorelasi spasial. 
9. Menghitung 𝑑𝑖𝑓𝑓 dari lokasi ke-i terhadap tiap tetangga terdekatnya 
menggunakan persamaan (2.12). 
10. Menghitung weight dari lokasi ke-i terhadap tiap tetangga terdekatnya 
menggunakan persamaan (2.14). 
11. Menghitung nilai AvgDiff  tiap lokasi menggunakan rumus (2.19). 
12. Menentukan rata-rata (𝜇𝑤) dan simpangan baku (𝜎𝑤) dari nilai AvgDiff 
seluruh lokasi menggunakan rumus (2.22) dan (2.23)  
13. Menentukan lokasi yang menjadi outlier spasial menggunakan 
persamaan (2.21).  
14. Menguji autokorelasi spasial pada data tanpa outlier spasial. 
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Langkah-langkah  pendeteksian outlier spasial menggunakan 
metode Average Different Algorithm dapat digambarkan pada diagram alir 
pada Gambar 3.1. Pemilihan k terbaik menggunakan Microsoft Excel, 
analisis autokorelasi spasial dan outlier spasial menggunakan software 





3.3 Diagram Alir 
 
Gambar 3. 1. Diagram Alir Pendeteksian Outlier Spasial Menggunakan Metode 




Menghitung matriks jarak antar lokasi 
Menentukan k tetangga terdekat dari tiap lokasi 
Menghitung rata-rata jarak tiap k  
Menguji autokorelasi spasial dari PDRB 











Gambar 3.1. Lanjutan 
B 
Menghitung  𝑑𝑖𝑓𝑓(𝑗) 
A 
Menguji autokorelasi spasial pada data 
tanpa outlier spasial 
Selesai 
Menentukan k terbaik 
Menghitung weight 𝑤(𝑗) 
Menghitung nilai Average Difference tiap 
lokasi𝑀𝑤(𝑖) 
  
Menghitung 𝜇𝑤 dan 𝜎𝑤 





HASIL DAN PEMBAHASAN 
4.1 Eksplorasi Data 
Pertumbuhan ekonomi 38 kota/kabupaten di Jawa Timur 
dicerminkan oleh laju Produk Domestik Regional bruto (PDRB) masing-
masing kota/kabupaten tersebut. Data laju PDRB kota/kabupaten di Jawa 
Timur secara lengkap dapat dilihat pada Lampiran 1.  
 
Gambar 4. 1. Grafik Laju PDRB Kota/Kabupaten di Jawa Timur Tahun 2016 
Berdasarkan grafik pada Gambar 4.1 dapat diketahui bahwa laju 
PDRB terendah pada tahun 2016 ada pada lokasi ke-1 yaitu Kabupaten 
Bangkalan sebesar 0.6613% dan terendah kedua adalah lokasi ke-26 yaitu 
Kabupaten Sumenep sebesar 2.579%. Sedangkan laju PDRB tertinggi 
terdapat pada lokasi ke-4 yaitu Kabupaten Bojonegoro sebesar 21.9535% 
dimana angka tersebut berbeda sangat jauh dari laju PDRB di 
kota/kabupaten lain di Jawa Timur. Hal tersebut dapat dijadikan indikasi 
awal bahwa Kabupaten Bangkalan, Kabupaten Sumenep, dan Kabupaten 
Bojonegoro berpotensi menjadi outlier spasial. Namun pendeteksian outlier 
tetap perlu dilakukan mengingat data yang digunakan pada penelitian ini 
adalah data spasial. Penentuan lokasi pengamatan yang menjadi outlier 




















mempertimbangkan variabel spasial (jarak antar lokasi) sehingga lokasi 
pengamatan lain yang memiliki laju PDRB tidak ekstrim pada keseluruhan 
data, juga dapat berpotensi menjadi outlier spasial. Selain itu, pendeteksian 
outlier menggunakan Average Difference Algorithm penting dilakukan 
untuk mengatasi swamping effect dan masking effect  sehingga dapat 
menentukan lokasi pengamatan yang menjadi outlier secara tepat. 
4.2 Penentuan Batas k 
Pada metode Average Difference Algorithm, nilai AvgDiff dihitung 
berdasarkan diff dan weight dari k tetangga terdekat tiap lokasi pengamatan. 
Oleh karena itu penentuan banyaknya tetangga terdekat merupakan hal 
yang penting pada penelitian dengan metode ini. Pembatasan nilai k perlu 
dilakukan untuk untuk mengurangi kemungkinan pudarnya pola 
autokorelasi spasial karena terlalu banyak lokasi yang dianggap sebagai 
tetangga terdekat. Hal pertama yang harus dilakukan adalah menghitung 
matriks jarak menggunakan persamaan (2.1). Matriks jarak antar lokasi 
dapat dilihat pada Lampiran 2. Berdasarkan matriks tersebut dapat 
diketahui jarak antar lokasi seluruh pengamatan sehingga rata-rata jarak 
antar lokasi pengamatan dapat dihitung, yaitu sebesar 123909.4 meter. 
Nilai tersebut dijadikan batas untuk menentukan banyaknya tetangga 
terdekat yang digunakan pada uji autokorelasi spasial.   




1 2 3 … 37 
1 35101.28 36218.49 45157.96 … 227927.39 
2 54379.76 61982.8 65380.85 … 335236.12 
3 8651.68 37231.4 38631.54 … 219191.61 
4 34942.36 40459.34 44775.64 … 292073.37 
5 20427.8 44089.62 54379.76 … 305944.42 
6 24679.34 26110.3 37434.98 … 228875.06 
7 44089.62 55337.79 59329.28 … 274288.17 
8 20736.21 32129.19 36549.87 … 233098.41 
9 7843.74 30431.87 30854.01 … 241723.66 
10 26110.3 40983.95 46362.71 … 251533.97 
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1 2 3 … 37 
11 35044.85 39535.19 47388.89 … 215955.58 
12 12779.95 31994.03 32490.73 … 294674.95 
13 19346.95 24908.75 31994.03 … 324146.47 
14 15891.93 34459.54 44512.25 … 181246.9 
15 17622.28 20745.05 27930.89 … 202408.95 
16 26748.26 30431.87 32490.73 … 264736.53 
17 24908.75 29289.00 39176.02 … 332625.78 
18 41453.86 49507.92 55096.29 … 335236.12 
19 27505.32 35515.3 63715.29 … 282755.87 
20 14480.19 35399.19 35485.28 … 192070.25 
21 29173.19 33674.76 33973.39 … 302753.04 
22 16436.6 35044.85 49276.17 … 238150.63 
23 27505.32 36218.49 62386.6 … 258849.7 
24 20119.48 20745.05 28028.14 … 195840.54 
25 20427.8 64253.78 65380.85 … 318846.86 
26 35515.3 62386.6 93934.41 … 317600.39 
27 29164.45 29173.19 49507.92 … 285728.28 
28 34942.36 49167.49 71831.95 … 300122.98 
29 29164.45 30862.72 34889.14 … 257727.03 
30 14480.19 32650.43 35439.65 … 198152.82 
31 20044.56 27930.89 34459.54 … 194320.69 
32 8651.68 30854.01 30862.72 … 227401.53 
33 7843.74 26748.26 34206.87 … 249399.42 
34 12779.95 19346.95 29289 … 306876.53 
35 15891.93 20044.56 35399.19 … 178796.25 
36 17622.28 20736.21 28028.14 … 219256.86 
37 16436.6 35439.65 35485.28 … 227010.93 
38 20119.48 24679.34 35101.28 … 204212.33 
 
Tabel 4.1 adalah tabel jarak tiap lokasi pengamatan dengan lokasi 
tetangganya yang diurutkan dari tetangga yang memiliki jarak terdekat 
hingga terjauh, yaitu dari lokasi yang menjadi tetangga terdekat ke-1 
hingga lokasi yang menjadi tetangga terdekat ke-37. Dari tabel tersebut 
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kemudian dihitung rata-rata jarak pada tiap k yang hasilnya disajikan pada 
Gambar 4.2. 
 
Gambar 4. 2. Rata-rata Jarak pada Tiap k 
Berdasarkan Gambar 4.2, dapat diketahui bahwa k yang berada di 
bawah batas (dalam radius 123909.4 meter) adalah k=1,…,20. Sehingga uji 
autokorelasi spasial dilakukan dengan menggunakan pembobot spasial pada 
k=1,…,20.  
4.3 Pengujian Autokorelasi Spasial 
Menurut pendapat Kou, dkk (2006), dalam pendeteksian outlier 
spasial perlu mempertimbangkan autokorelasi spasial. Oleh karena itu pada 
penelitian ini k terbaik dipilih berdasarkan nilai p-value terkecil pada hasil 
uji autokorelasi spasial. Hal ini dikarenakan k dengan p-value terkecil  
merupakan k yang paling mendekati keterkaitan spasial yang signifikan 
sesuai dengan teori ekonomi dan kebijakan pemerintah Provinsi Jawa 
Timur yang menyatakan bahwa pertumbuhan ekonomi kota/kabupaten di 
























Pada penelitian ini uji autokorelasi spasial dilakukan pada k = 
1,2,…,20. Hasil pengujian autokorelasi pada laju PDRB kota/kabupaten di 
Jawa Timur tahun 2016 menggunakan Moran’s I dapat dilihat pada Tabel 
4.2, dimana k merupakan banyaknya tetangga terdekat yang ditentukan. 
Tabel 4. 2. Hasil Uji Autokorelasi Spasial 
k Moran’s I p-value 
1 -0.07359154 0.8183 
2 -0.05223208 0.8604 
3 -0.03848823 0.922 
4 -0.015653583 0.9086 
5 -0.01662339 0.9059 
6 -0.008562660 0.8155 
7 -0.006638202 0.7766 
8 -0.008089237 0.7715 
9 -0.008442821 0.7568 
10 -0.010362017 0.7641 
11 -0.009699280 0.7354 
12 -0.008892022 0.7052 
13 -0.007782570 0.6697 
14 -0.010927714 0.7024 
15 -0.010421331 0.6739 
16 -0.010580819 0.6582 
17 -0.007970570 0.5809 
18 -0.007402941 0.5425 
19 -0.0038840397 0.4443 
20 -0.0073279741 0.4866 
 
Hasil uji autokorelasi spasial menggunakan Moran’s I 
menunjukkan bahwa nilai Moran’s I pada seluruh k bernilai negatif dan 
tidak signifikan. Hal tersebut tidak sesuai dengan teori ekonomi mengenai 
keterkaitan spasial pertumbuhan ekonomi dan kebijakan pemerintah 
Provinsi Jawa Timur melalui Peraturan Daerah Provinsi Jawa Timur No. 5 
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Tahun 2012 tentang Rencana Tata Ruang Wilayah (RTRW) Provinsi Jawa 
Timur untuk Tahun 2011-2031 yang menyatakan bahwa pertumbuhan 
ekonomi di Jawa Timur memiliki keterkaitan spasial yang signifikan. Oleh 
karena itu akan dipilih k terbaik dengan p-value paling mendekati 
keterkaitan spasial signifikan yaitu k dengan p-value terkecil. Berdasarkan 
Tabel 4.2 dapat diketahui bahwa k dengan p-value terkecil adalah pada 
k=19 yaitu sebesar 0.4443 sehingga pada penelitian ini k terbaik yang 
digunakan untuk mendeteksi outlier spasial dengan metode Average 
Difference Algorithm adalah k=19. 
 
4.4 Pendeteksian Outlier Spasial Menggunakan Metode Average 
Difference Algorithm 
Nilai AvgDiff tiap lokasi didapatkan dengan menghitung diff dan 
weight lokasi terhadap tiap tetangga terdekatnya terlebih dahulu. 
Pendeteksian outlier spasial menggunakan metode Average Difference 
Algorithm menggunakan 19 tetangga terdekat dan pembobot invers jarak 
menghasilkan nilai AvgDiff  yang dapat dilihat pada Lampiran 4. Berikut 
ini menunjukkan hasil perhitungan rata-rata dan simpangan baku dari data 
laju PDRB yang sudah diboboti (nilai AvgDiff) yang akan digunakan 
sebagai penentu suatu pengamatan sebagai outlier spasial: 
Tabel 4. 3. Rata-rata dan Simpangan Baku nilai AvgDiff. 
Rata-Rata Simpangan Baku 
1.503134 2.631921 
 
Sehingga wilayah outlier jika ditulis secara matematis adalah sebagai 
berikut: 
𝑜𝑢𝑡(𝛼, 𝜇𝑤 , 𝜎𝑤
2) = {𝑀𝑤(𝑖): |𝑀𝑤(𝑖) − 𝜇𝑤| > 𝑍0.025𝜎𝑤} 
𝑜𝑢𝑡(𝛼, 𝜇𝑤 , 𝜎𝑤
2) = {𝑀𝑤(𝑖): |𝑀𝑤(𝑖) − 1.503134| > 1.96(2.631921)} 
𝑜𝑢𝑡(𝛼, 𝜇𝑤 , 𝜎𝑤
2) = {𝑀𝑤(𝑖): |𝑀𝑤(𝑖) − 1.503134| > 5.158565} 
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Batas outlier spasial yang diperoleh dengan (α=0.05) adalah 5.158565. Jika 
selisih mutlak antara nilai AvgDiff suatu pengamatan dengan rata-rata lebih 
besar dari 5.158565, maka pengamatan tersebut merupakan outlier spasial. 
Hasil pendeteksian outlier spasial dapat dilihat pada Gambar 4.3. 
 
Gambar 4. 3. Pendeteksian Outlier Spasial 
Berdasarkan gambar dapat diketahui bahwa terdapat satu lokasi 
yang memiliki selisih mutlak melebihi batas yaitu lokasi ke-4 atau 
Kabupaten Bojonegoro sehingga dapat disimpulkan bahwa Kabupaten 
Bojonegoro merupakan outlier spasial. Hasil pendeteksian outlier spasial 
tersebut didukung oleh Gambar 4.4 yaitu peta provinsi Jawa Timur 
berdasarkan persebaran laju PDRB. Kabupaten Bojonegoro memiliki warna 
yang berbeda dari kota/kabupaten lain di Jawa Timur. Warna merah pada 
Kabupaten Bojonegoro menunjukkan laju PDRB yang tergolong sangat 
tinggi sesuai dengan legenda yang ada pada peta, sedangkan 
kota/kabupaten lain memiliki warna kehijauan yang menunjukkan laju 





























Gambar 4. 4. Peta Persebaran Laju PDRB Provinsi Jawa Timur 
 
Menurut Buku Profil Kabupaten Bojonegoro, sebagian besar 
wilayah Kabupaten Bojonegoro berupa lahan pertanian. Kondisi tersebut 
mirip dengan kondisi geografi yang ada pada daerah sekitarnya, yaitu 
Kabupaten Jombang, Kabupaten Lamongan, Kabupaten Ngawi, dan 
Kabupaten Tuban yang sama-sama memiliki sektor pertanian sebagai 
sektor basis. Dinas Pertanian Kabupaten Bojonegoro mencatat Kabupaten 
Bojonegoro memiliki luas lahan sawah sebesar 37.83%. Selain itu menurut 
Disnakertransos Kabupaten Bojonegoro, sebagai daerah bertipe agraris, 
31 
 
kesempatan kerja terbanyak ada pada sektor pertanian yaitu sekitar 44.72% 
dari kesempatan kerja yang ada. Kemiripan kondisi geografis dengan 
daerah-daerah sekitarnya seharusnya menjadikan Kabupaten Bojonegoro 
mendukung adanya autokorelasi spasial yang signifikan di Jawa Timur. 
Sejak ditemukannya sumber minyak di Kabupaten Bojonegoro, 
kemiripan kondisi geografis tidak membuat Kabupaten Bojonegoro 
memiliki pertumbuhan ekonomi yang relatif sama dengan daerah-daerah di 
sekitarnya. Pertumbuhan ekonomi Kabupaten Bojonegoro menjadi yang 
tertinggi dibandingkan seluruh kota/kabupaten di Provinsi Jawa Timur dan 
juga lebih tinggi dari pertumbuhan ekonomi Jawa Timur sendiri.  Menurut 
Kepala Badan Pusat Statistik (BPS) Provinsi Jawa Timur, Teguh Pramono, 
peran kategori pertambangan dan penggalian semakin meningkat sejak 
memasuki tahun 2016. yang didorong oleh kinerja subkategori 
pertambangan minyak dan gas bumi yang meningkat signifikan. 
Pertambangan mengalami pertumbuhan tinggi karena lifting minyak dari 
Bojonegoro tumbuh 19.9%, dari 30.8 juta barel menjadi 67.6 juta barel. Hal 
yang telah dipaparkan tersebut mendukung hasil analisis pada penelitian ini 
bahwa Kabupaten Bojonegoro memiliki kondisi yang berbeda dipandang 
dari pertumbuhan ekonomi, yang menjadikannya outlier spasial. 
Pemerintah Provinsi Jawa Timur disarankan untuk tidak menerapkan 
kebijakan yang sama antara Kabupaten Bojonegoro dengan daerah-daerah 
di sekitarnya terutama kebijakan yang berkaitan dengan pertumbuhan 
ekonomi. 
4.5 Pengujian Autokorelasi Spasial Tanpa Outlier Spasial 
Keberadaan outlier spasial yang terdeteksi secara statistik diduga 
menjadi penyebab ketidak-signifikanan autokorelasi spasial laju PDRB 
kota/kabupaten Jawa Timur. Oleh karena itu pada penelitian ini akan 
dilakukan kembali uji autokorelasi spasial dengan membuang outlier 
spasial terlebih dahulu.  






Berdasarkan hasil uji autokorelasi spasial tanpa outlier spasial 
dapat diketahui bahwa jika Kabupaten Bojonegoro yang merupakan outlier 
spasial dikeluarkan dari data laju PDRB Jawa Timur, maka nilai p-value 
yang dihasilkan adalah sebesar 0.4156. Nilai tersebut lebih kecil daripada 
nilai p-value hasil uji autokorelasi sebelum outlier spasial dikeluarkan, 
namun autokorelasi spasial tanpa outlier disimpulkan tidak signifikan 
karena p-value lebih dari α=5%. Oleh karena itu pada penelitian ini 
keberadaan outlier spasial terbukti bukan merupakan penyebab ketidak-
signifikanan autokorelasi spasial pertumbuhan ekonomi kota/kabupaten di 
Jawa Timur. 
Faktor lain yang diduga menjadi penyebab biasnya hasil uji 
autokorelasi spasial pertumbuhan ekonomi adalah pemilihan pembobot 
spasial yang kurang tepat. Pada umumnya, penelitian spasial menggunakan 
jarak geografis (jarak Euclidean) sebagai pembobot spasial, sebagaimana 
pada penelitian ini. Perret (2001) menyebutkan bahwa jarak berperan 
sangat penting pada ekonometrika spasial. Pada ekonometrika spasial, 
terdapat faktor lain yang mempengaruhi interaksi antar wilayah selain jarak 
yang diukur secara geografi (jarak Euclidean). Jarak Euclidean dihitung 
sebagai jarak terpendek antara dua titik yang mewakili dua lokasi, dimana 
pada kenyataannya pendistribusian aktivitas ekonomi dilakukan melalui 
jarak tempuh menggunakan kendaraan seperti kendaraan bermotor dan 
kereta api. Selain itu, jarak terpendek tersebut tidak tepat digunakan 
sebagai pembobot dikarenakan terdapat hambatan yang dapat 
mempengaruhi aktivitas ekonomi, seperti perbatasan antar daerah atau 
pembangunan jalan.   Biaya transportasi yang dibutuhkan untuk bepergian 
dari suatu lokasi ke lokasi yang lain, frekuensi bepergian, atau harga tiket 
pesawat/kereta api dapat dianggap sebagai jarak yang menggantikan jarak 
geografis.  
 
Sejalan dengan pendapat Perret (2001), Anselin dan Bera (1998) 
menyatakan bahwa pada ekonometrika spasial, matriks pembobot spasial 
dapat dibentuk menggunakan spesifikasi lain selain jarak geografis, yaitu 
dengan menggunakan jarak “ekonomi”. Dengan kata lain, geografi bukan 
merupakan satu-satunya faktor yang menentukan interaksi antar lokasi. Dua 
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lokasi yang memiliki perekonomian dan demografi yang sama lebih 
berpotensi saling mempengaruhi dibandingkan dengan dua lokasi yang 
saling berbatasan secara geografi. Oleh karena itu, suatu lokasi dapat 
dianggap sebagai tetangga jika memiliki kesamaan perekonomian atau 
demografi. Karakteristik populasi dalam suatu lokasi dapat berperan dalam 
interaksi ekonomi suatu wilayah sehingga pola migrasi, pendapatan 
perkapita, persentase populasi dalam suatu wilayah, dapat dipertimbangkan 
sebagai jarak ekonomi untuk membentuk matriks pembobot spasial.  
Case, dkk (1993) menyarankan penggunaan pembobot spasial 
berdasarkan jarak ekonomi dengan elemen matriks pembobot spasial 







Dimana 𝑤𝑖𝑗 adalah elemen matriks pembobot spasial yang belum 
distandarisasi, 𝑥𝑖 dan 𝑥𝑗 adalah nilai observasi berdasarkan karakter 
ekonomi. Dalam kasus pertumbuhan ekonomi, karakteristik ekonomi yang 
dapat dijadikan jarak ekonomi untuk membentuk matriks pembobot spasial 
adalah biaya transportasi untuk pendistribusian barang/jasa antar lokasi 
(travel cost), waktu yang dibutuhkan untuk pendistribusian barang/jasa 
antar lokasi (travel time), populasi penduduk, ekspor-impor, sumber daya 
manusia, dan lain sebagainya yang merupakan faktor pertumbuhan 
ekonomi suatu wilayah. Pendefinisian tetangga dalam pembentukan 
matriks pembobot spasial merupakan hal yang sangat penting dan perlu 
diperhatikan. Penggunaan jarak Euclidean untuk mendefinisikan tetangga 
menjadi kelemahan penelitian ini sehingga dapat menjadi celah bagi 
penelitian selanjutnya dalam menganalisis keterkaitan spasial pertumbuhan 











5.1.  Kesimpulan 
Berdasarkan analisis yang telah dilakukan dapat ditarik beberapa 
kesimpulan: 
a. Hasil pendeteksian outlier spasial menggunakan metode Average 
Difference Algorithm dengan k terbaik adalah 19 tetangga terdekat dan 
pembobot inverse distance menunjukkan bahwa Kabupaten 
Bojonegoro merupakan outlier spasial menurut segi pertumbuhan 
ekonomi yaitu berdasarkan data laju PDRB 38 kota/kabupaten di Jawa 
Timur pada tahun 2016.  
b. Keberadaan outlier spasial terbukti bukan merupakan penyebab 
ketidak-signifikanan autokorelasi spasial. 
 
5.2. Saran 
Berdasarkan penelitian yang telah dilakukan, dapat diberikan 
beberapa saran: 
a. Bagi pihak pemerintah Jawa Timur disarankan untuk tidak menerapkan 
kebijakan yang sama antara Kabupaten Bojonegoro dengan daerah-
daerah di sekitarnya, terutama kebijakan yang terkait dengan 
pertumbuhan ekonomi. 
b. Bagi penelitian selanjutnya, disarankan untuk melanjutkan penelitian 
mengenai penyebab ketidak-signifikanan autokorelasi spasial yang 
tidak sesuai dengan teori ekonomi dan kebijakan yang diterapkan 
pemerintah Jawa Timur, menggunakan pembobot spasial berdasarkan 
jarak ekonomi dalam pengujian autokorelasi spasial. Selain itu, 
penelitian selanjutnya dapat mengembangkan komputasi Average 
Difference menggunakan Rstudio pada skripsi ini menjadi package 
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Lampiran 1. Data Laju PDRB 38 Kota/Kabupaten di Jawa Timur Tahun 
2016 












































































Lampiran 1. Lanjutan. 

















































































KODE : Kode wilayah yang digunakan pada penelitian ini. 
LAJUPDRB : Laju PDRB kota/kabupaten di Jawa Timur pada  


















































































































































112.922893 -7.649479 712117.0663 9153978.57375 




























112.733458 -7.271606 691377.98928 9195859.20246 





KODE : Kode wilayah yang digunakan pada penelitian ini. 
Lat : Koordinat latitude (garis lintang) 
Long : Koordinat longitude (garis bujur) 
U (m) : Koordinat lintang setelah ditransformasi  
menggunakan UTM (meter) 
V (m) : Koordinat bujur setelah ditransformasi 










Lampiran 3. Matriks Jarak Antar Lokasi 
KODE 1 2 3 4 5 6 … 38 
1 0 204573.33 143456.90 125900.22 151704.13 45157.96 … 35101.28 
2 204573.33 0 219191.61 292073.37 54379.76 228875.06 … 204212.33 
3 143456.90 219191.61 0 107740.58 189739.90 113683.37 … 108885.86 
4 125900.22 292073.37 107740.58 0 248216.81 81013.55 … 100550.43 
5 151704.13 54379.76 189739.90 248216.81 0 179484.10 … 154890.96 
6 45157.96 228875.06 113683.37 81013.55 179484.10 0 … 24679.34 
7 155749.65 61982.80 157865.87 231522.67 44089.62 173087.48 … 148824.81 
8 92578.96 233098.41 64877.81 59624.09 191041.92 53172.76 … 58590.80 
9 128100.89 241723.66 37231.40 70511.92 205806.22 90318.84 … 93238.27 
10 70144.09 251533.97 111223.77 55929.88 203456.92 26110.30 … 49129.20 
11 123060.70 121287.97 99360.40 175320.71 91365.81 126947.70 … 104930.79 
12 156062.29 294674.95 86007.52 44775.64 256635.77 111603.87 … 124927.91 
13 186894.45 324146.47 109879.17 67359.17 287528.07 142026.11 … 156508.46 
14 124899.45 175199.71 44512.25 132864.11 145452.11 108717.32 … 94631.03 
15 73358.52 202408.95 70203.38 89698.42 159171.35 47979.13 … 38691.47 
16 125896.30 264736.53 67572.06 40459.34 225170.27 82649.19 … 93524.62 
17 180734.12 332625.78 124848.06 55462.13 239006.22 135608.33 … 153207.95 
18 227927.39 335236.12 116596.37 119121.93 305944.42 184905.26 … 194631.97 
19 63715.29 164813.62 183666.95 188429.93 110627.74 107482.48 … 89870.03 
20 82685.39 160059.46 81414.44 132053.81 118803.17 79788.49 … 58842.06 
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KODE 1 2 3 4 5 6 … 38 
21 186476.09 302753.04 84164.98 82461.60 270024.87 143609.24 … 153226.19 
22 102120.13 112479.33 123260.10 180186.12 69587.97 117876.99 … 93516.37 
23 36218.49 180702.94 164890.78 161422.70 126467.88 80409.18 … 64460.10 
24 53300.24 195840.54 90251.32 99699.91 149280.99 37853.39 … 20119.48 
25 150178.83 65380.85 203466.33 254574.24 20427.80 182138.85 … 157970.99 
26 98416.11 159314.56 215835.64 223764.42 108239.27 142761.73 … 125361.69 
27 190500.97 285728.28 67342.60 102614.54 257026.10 150701.42 … 155826.94 
28 114806.95 300122.98 136077.14 34942.36 252563.55 74375.43 … 928224.51 
29 165963.98 257727.03 38631.36 95533.12 228019.76 128788.06 … 130923.90 
30 68371.15 163900.84 91361.36 129115.68 119214.53 69342.57 … 46734.49 
31 98654.27 194320.69 46412.63 102164.83 156696.98 75765.94 … 65268.52 
32 144685.29 227401.53 8651.68 101099.22 197159.96 112681.22 … 109779.57 
33 133692.92 249399.42 41579.46 67198.16 213647.14 94603.78 … 99066.19 
34 167867.63 306876.53 95886.68 51559.21 269246.40 123142.20 … 137215.17 
35 109744.79 178796.25 47069.38 121517.77 144703.11 9881.59 … 78881.81 
36 72700.81 219256.86 76248.47 73343.49 174886.05 37434.98 … 38148.62 
37 87634.44 128728.44 114004.97 164516.54 84097.67 101471.08 … 77184.70 





Lampiran 4. Hasil Uji Moran pada Tiap nilai k. 
 
> moranknn (knn=1) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = -0.22977, p-value 
= 0.8183 
alternative hypothesis: two.sided 
sample estimates: 
Moran I statistic       Expectation          Variance  
      -0.07359154       -0.02702703        0.04106842  
 
> moranknn (knn=2) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = -0.17582, p-value 
= 0.8604 
alternative hypothesis: two.sided 
sample estimates: 
Moran I statistic       Expectation          Variance  
      -0.05223208       -0.02702703        0.02055196  
 
> moranknn (knn=3) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = -0.097873, p-value 
= 0.922 
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Moran I statistic       Expectation          Variance  
      -0.03848823       -0.02702703        0.01371313  
 
> moranknn (knn=4) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = 0.11484, p-value = 
0.9086 
alternative hypothesis: two.sided 
sample estimates: 
Moran I statistic       Expectation          Variance  
     -0.015653583      -0.027027027       0.009808165  
 
> moranknn (knn=5) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
Moran I statistic standard deviate = 0.11819, p-value = 
0.9059 
alternative hypothesis: two.sided 
sample estimates: 
Moran I statistic       Expectation          Variance  
      -0.01662339       -0.02702703        0.00774895  
 
> moranknn (knn=6) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = 0.23329, p-value = 
0.8155 
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Moran I statistic       Expectation          Variance  
     -0.008562660      -0.027027027       0.006264389  
 
> moranknn (knn=7) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = 0.28372, p-value = 
0.7766 
alternative hypothesis: two.sided 
sample estimates: 
Moran I statistic       Expectation          Variance  
     -0.006638202      -0.027027027       0.005164140  
 
> moranknn (knn=8) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = 0.2904, p-value = 
0.7715 
alternative hypothesis: two.sided 
sample estimates: 
Moran I statistic       Expectation          Variance  
     -0.008089237      -0.027027027       0.004252762  
 
> moranknn (knn=9) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = 0.30966, p-value = 
0.7568 
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Moran I statistic       Expectation          Variance  
     -0.008442821      -0.027027027       0.003601807  
 
> moranknn (knn=10) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = 0.30007, p-value = 
0.7641 
alternative hypothesis: two.sided 
sample estimates: 
Moran I statistic       Expectation          Variance  
     -0.010362017      -0.027027027       0.003084326  
 
> moranknn (knn=11) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = 0.33792, p-value = 
0.7354 
alternative hypothesis: two.sided 
sample estimates: 
Moran I statistic       Expectation          Variance  
     -0.009699280      -0.027027027       0.002629342  
 
> moranknn (knn=12) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = 0.37836, p-value = 
0.7052 
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Moran I statistic       Expectation          Variance  
     -0.008892022      -0.027027027       0.002297365  
 
> moranknn (knn=13) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = 0.4265, p-value = 
0.6697 
alternative hypothesis: two.sided 
sample estimates: 
Moran I statistic       Expectation          Variance  
     -0.007782570      -0.027027027       0.002035931  
 
> moranknn (knn=14) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
Moran I statistic standard deviate = 0.38206, p-value = 
0.7024 
alternative hypothesis: two.sided 
sample estimates: 
Moran I statistic       Expectation          Variance  
     -0.010927714      -0.027027027       0.001775619  
 
> moranknn (knn=15) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = 0.42083, p-value = 
0.6739 
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Moran I statistic       Expectation          Variance  
     -0.010421331      -0.027027027       0.001557009  
 
> moranknn (knn=16) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = 0.44242, p-value = 
0.6582 
alternative hypothesis: two.sided 
sample estimates: 
Moran I statistic       Expectation          Variance  
     -0.010580819      -0.027027027       0.001381881  
> moranknn (knn=17) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = 0.55206, p-value = 
0.5809 
alternative hypothesis: two.sided 
sample estimates: 
Moran I statistic       Expectation          Variance  
     -0.007970570      -0.027027027       0.001191541  
 
> moranknn (knn=18) 
 
 Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = 0.60898, p-value = 
0.5425 
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Moran I statistic       Expectation          Variance  
     -0.007402941      -0.027027027       0.001038403  
 
> moranknn (knn=19) 
Moran I test under normality 
 
data:  lajupdrb   
weights: w     
 
Moran I statistic standard deviate = 0.76496, p-value = 
0.4443 
alternative hypothesis: two.sided 
sample estimates: 
Moran I statistic       Expectation          Variance  







Lampiran 5. Nilai AvgDiff  Tiap Lokasi Pengamatan. 
KODE Kota/Kabupaten Nilai Avgdiff 
1 KABUPATEN BANGKALAN 4.84566 
2 KABUPATEN BANYUWANGI 0.6178758 
3 KABUPATEN BLITAR 0.4694174 
4 KABUPATEN BOJONEGORO 16.51082 
5 KABUPATEN BONDOWOSO 0.6155461 
6 KABUPATEN GRESIK 1.195733 
7 KABUPATEN JEMBER 0.6011054 
8 KABUPATEN JOMBANG 0.9909398 
9 KABUPATEN KEDIRI 0.9619762 
10 KABUPATEN LAMONGAN 1.561728 
11 KABUPATEN LUMAJANG 0.7591321 
12 KABUPATEN MADIUN 1.233332 
13 KABUPATEN MAGETAN 1.014501 
14 KABUPATEN MALANG 0.3929513 
15 KABUPATEN MOJOKERTO 0.4596801 
16 KABUPATEN NGANJUK 1.377549 
17 KABUPATEN NGAWI 1.32767 
18 KABUPATEN PACITAN 0.9153797 
19 KABUPATEN PAMEKASAN 1.050673 
20 KABUPATEN PASURUAN 0.4576829 
21 KABUPATEN PONOROGO 0.872644 
22 KABUPATEN PROBOLINGGO 0.9039236 
23 KABUPATEN SAMPANG 1.439593 
24 KABUPATEN SIDOARJO 0.5109488 
25 KABUPATEN SITUBONDO 0.639503 
26 KABUPATEN SUMENEP 2.850625 
27 KABUPATEN TRENGGALEK 0.9275305 
28 KABUPATEN TUBAN 2.796461 
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30 KODYA PASURUAN 0.4773991 
31 KOTA BATU 1.160124 
32 KOTAMADYA BLITAR 0.8931797 
33 KOTAMADYA KEDIRI 0.866999 
34 KOTAMADYA MADIUN 1.379073 
35 KOTAMADYA MALANG 0.4083284 
36 KOTAMADYA MOJOKERTO 1.035129 
37 KOTAMADYA PROBOLINGGO 0.8054657 






Lampiran 6. Syntax Average Difference Algorithm pada Software RStudio. 
data  <- 
read.csv("D://jeje/KULIAH/KRISPI/DATA/lajupdrb2016.csv"
,header=T) 











jatim  <- 
readShapePoly("D://shpjatim.shp",IDvar="POLY_ID") 
coor  <- coordinates(jatim) 
coord.dec  <- SpatialPoints(cbind(coor[,1],-coor[,2]), 
proj4string = CRS("+proj=longlat")) 
coord.UTM  <- 
spTransform(coord.dec,CRS("+init=epsg:32749")) 
dfcoord.UTM <- as.data.frame(coord.UTM) 
 
jarak  <- dist(dfcoord.UTM,method = "euclidean",diag 
= TRUE,upper = TRUE) 
mjarak  <- as.matrix(jarak) 
ratajarak <- sum(mjarak)/((38*38)-38) 
 
jarakketetanggaan <- function(loc, knn) 
{ 
  kneigh  <- knearneigh(coor, k=knn, longlat=TRUE) 
  kneigh.nb <- knn2nb(kneigh) 
  matw  <- nb2mat(kneigh.nb) 
  code  <- which(matw!=0, arr.ind=T) 
  dknn  <- code[order(code[,1]),] 
  dfknn  <- as.data.frame(dknn) 
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 listtetangga  <- subset(dfknn,row==loc) 
  merg2  <- 
merge(listtetangga,dfjarak,by.x="col", by.y="CODE", 
all.x=TRUE) 
  mmerg2  <- as.matrix(merg2) 
  jaraktetangga <- as.matrix(mmerg2[,c(1,(loc+2))]) 
  orderjarakttg <- 
jaraktetangga[order(jaraktetangga[,2], decreasing = 
FALSE),] 
 
  orderjarakttg 
} 
 
moranknn <- function(knn) 
{ 
  kneigh  <- knearneigh(coor, k=knn, longlat=TRUE) 
  kneigh.nb <- knn2nb(kneigh) 
  w  <- nb2listw(kneigh.nb) 
  ujimoran  <- moran.test(lajupdrb,w, 
randomisation=FALSE, alternative="two.sided") 



























#k=19 pvalue terkecil# 
kneigh19  <- knearneigh(coor, k=19, longlat=TRUE) 
kneigh19.nb <- knn2nb(kneigh19) 
matw19  <- nb2mat(kneigh19.nb) 
code  <- which(matw19!=0, arr.ind=T) 
dknn19  <- code[order(code[,1]),] 
dfknn19  <- as.data.frame(dknn19) 
 
dfjarak  <- as.data.frame(mjarak) 
dfjarak$CODE  <- 1:38 
invjarak  <- 1/mjarak 
dfinvjarak  <- as.data.frame(invjarak) 
dfinvjarak$CODE <- 1:38 
 
 
avgdiff <- function (c)  
{ 
  newdata  <- subset(dfknn19,row==c) 
  merg1  <- 
merge(newdata,data,by.x="col",by.y="KODE",all.x=TRUE) 
  lpdrb19 <-as.matrix(merg1$LAJUPDRB2016) 
  lpdrb38 <-as.matrix(data$LAJUPDRB2016) 
  lpdrbc <-as.matrix(lpdrb38[c,]) 
  merg2  <- merge(newdata,dfinvjarak,by.x="col", 
by.y="CODE", all.x=TRUE) 
mmerg2  <- as.matrix(merg2) 
  invdis19  <- as.matrix(mmerg2[,(c+2)]) 
  gab <- cbind(lpdrb19,invdis19) 
  avd <- 0 
  for (j in 1:nrow(gab)) 
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{ 
    suminv  = colSums(invdis19) 
    avd  = avd + ((abs(lpdrbc-
gab[j,1]))*(gab[j,2]/suminv)) 
  } 
















































davgdiff  <- dataavgdiff[,3] 
mavgdiff  <- as.matrix(davgdiff) 
n  <- nrow(mavgdiff) 
miuw  <- sum(mavgdiff)/n 
sigmaw <- sqrt(var(mavgdiff)) 
 
outlier <- function(c) 
{ 
  a <- abs(mavgdiff[c,] -  miuw) 
  b <- (1.96*sigmaw) 
  print(a) 
  { if (a>b) 
    print("PENGAMATAN MERUPAKAN OUTLIER") 
    else 
      print("PENGAMATAN BUKAN MERUPAKAN OUTLIER") 
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coor1 <- coordinates(jatim1) 
 
kneigh1 <- knearneigh(coor1, k=19, longlat=TRUE) 
kneigh.nb1 <- knn2nb(kneigh1) 
w1 <- nb2listw(kneigh.nb1) 
ujimoran1 <- moran.test(lajupdrb1,w1, 
randomisation=FALSE, alternative="two.sided") 
print(ujimoran1) 
