We obtain a decomposition for multivariable Schur-class functions on the unit polydisk which, to a certain extent, is analogous to Agler's decomposition for functions from the Schur-Agler class. As a consequence, we show that d-tuples of commuting strict contractions obeying an additional positivity constraint satisfy the d-variable von Neumann inequality for an arbitrary operator-valued bounded analytic function on the polydisk. Also, this decomposition yields a necessary condition for solvability of the finite data NevanlinnaPick interpolation problem in the Schur class on the unit polydisk.
Introduction
The classical von Neumann inequality [39] states that for a scalar-valued function f analytic and bounded on the unit disk D = {z ∈ C: |z| < 1} and a strict contraction T on a Hilbert space (i.e., T < 1), the operator norm of f (T ) is not greater than the sup-norm of f ,
f (T ) sup z∈D f (z) .
(1.1) 1. The implication (f ∈ S) ⇒ f (T ) 1 for an arbitrary strict contraction T is equivalent to the von Neumann inequality. Operator-theoretic proofs are often based on the dilation theory for contractions. The key fact [36] is that every contraction T : K → K has a unitary dilation, in the sense that for some unitary U on a Hilbert space K ext containing K,
where P K is the orthogonal projection onto K. For a unitary U , one obtains by the spectral theorem for unitary operators that f (rU) sup z∈D |f (z)|, 0 < r < 1, and (1.1) easily follows. Let us note that the von Neumann inequality and both proofs indicated extend naturally to the case where f is an operator-valued function.
Both of the above approaches have been generalized to the two-variable case. In [4] Andô showed that a pair of commuting contractions (T 1 , T 2 ) acting on a Hilbert space K has a unitary dilation, i.e., a pair of commuting unitary operators (U 1 , U 2 ) on a common Hilbert space K ext containing K, such that
With that it was shown that the two-variable von Neumann inequality
holds for any function f analytic and bounded on the bidisk D 2 and any pair (T 1 , T 2 ) of commuting strict contractions. The function-theoretic approach to the d-variable von Neumann inequality was advanced in the work of Agler [2] . Let 
Agler's main result in [2] is that the following statements are equivalent: (1 − z j w j )K j (z, w) (1.3)
(A L(X )-valued function K(z, w) on a set Λ × Λ is a positive kernel on Λ if for any m ∈ N and z (1) , . . . , z (m) ∈ Λ the block matrix [K(z (j ) , z (k) )] m j,k=1 represents a positive semidefinite operator on X m . Equivalently (see [7] 
), there exist an auxiliary Hilbert space H and a function H : Λ → L(H, X ) such that K(z, w) = H (z)H (w) * . Moreover, K(z, w) is sesquianalytic if and only if H is analytic on Λ.)
We say that the function f analytic on 3) for a contractive analytic function f on a bidisk bypassing Andô's theorem, then one would obtain a function-theoretic proof of the von Neumann inequality in two variables. In [17] it was shown that using Rudin's approximation [34, Theorem 5.2.5] it suffices to prove (1.3) for a rational inner function f . In [25] a 2-variable Christoffel-Darboux formula for stable polynomials is proved, which yields Agler's decomposition for rational inner functions, and thus the von Neumann inequality is established in this way for any scalar-valued function from the bidisk algebra (see also [28] for some discussion). In [13] various Agler's decompositions are obtained for an arbitrary operator-valued Schur-class function f on the bidisk D 2 from the system realizations of f , which in turn are constructed from the scattering system associated with f . Therefore, the von Neumann inequality is proved in [13] for any f ∈ S 2 (F , F * ).
It is well known that for d variables, d 3, the von Neumann inequality fails in general. Counterexamples may be found in [19, 26, 38] . Also, the dilation theory fails to generalize directly to [31] an example of three commuting contractions which have no unitary dilations is given. On the other hand, for several classes of d-tuples T = (T 1 , . . . , T d ) of commuting contractions unitary dilations do exist (see, e.g., [5, 6, 16, 23, 24] , [37, Section I.9] 
Such a unitary dilation of a d-tuple of contractions (in particular, of commuting contractions) always exists [37, Section 1.5] (see also [15] ).
In this paper we show that a class of d-tuples T = (T 1 , . . . , T d ) of commuting strict contractions subject to certain inequalities satisfies the d-variable von Neumann inequality
for any bounded analytic operator-valued function f on D d . As a consequence of Arveson's ideas from [8, 9] (see also [32, Corollary 4.9] for an explicit formulation) the latter is equivalent to the existence of a unitary dilation of T . We do not construct a unitary dilation explicitly, our method is rather function-theoretic. Exploring the scattering system associated with a function f from the d-variable Schur class S d (F , F * ) we obtain the following result. 6) where the inequality α β for α, β ∈ {0, 
For example, a triple T = (T 1 , T 2 , T 3 ) of commuting contractions belongs to P 3 1,3 if
Note that if T is doubly commutative, i.e., each T j commutes with each T k and with each T * k , one has
The main result of the present paper is the following. The machinery used in our proofs is multi-evolution scattering systems and associated formal reproducing kernel Hilbert spaces [13, 14] . This is reviewed in Section 2. The proofs of Theorems 1.2 and 1.3 are given in Section 3. In Section 4, we obtain as a corollary a necessary condition for the solvability of the finite-data Nevanlinna-Pick problem in the d-variable Schur class. We have included some discussion, examples, and connections in Section 5.
Scattering systems and formal reproducing kernel Hilbert spaces
In this section we recall a version of multi-evolution scattering systems as it appears in [13, 14] (see also [12, 18, 27, 35] for some earlier versions).
A d-evolution scattering system is a collection
where K is a Hilbert space (the ambient space for the scattering system),
of commuting unitary operators on K (the evolutions of the system), and F and F * are wandering subspaces for U , i.e.
A multi-evolution scattering system S is said to be minimal if the smallest closed subspace of K containing F and F * and invariant for U and U * is the whole space K, i.e., if the subspace
are called the outgoing subspace and the incoming subspace, respectively: W is invariant for all the evolutions U k , k = 1, . . . , d, which act on W as forward shifts, and W * is invariant for all
, so that the evolutions U k act on W * as backward shifts. The system S is called causal if W ⊥ W * . In this case, the ambient space K has the orthogonal decomposition
where V, the scattering subspace, is the orthogonal complement of W * ⊕ W in K.
Let us note that in [13] a more general Ω-orthogonal scattering system is defined, where Z d + in the definitions of the outgoing and incoming subspaces, of causality, and of the scattering subspace is replaced with a general shift-invariant sublattice Ω ⊆ Z d . Also, it was shown in [13, Proposition 3.1] that if a scattering system S is causal then S is Ω-orthogonal. Let S be a causal d-evolution scattering system. Define the Fourier representation operators
where 
, moreover it is a multiplication operator: Φ * Φ * = M S . The corresponding multiplier S = S S , which is called the scattering function of S, belongs to the
, there is a minimal causal scattering system S f with scattering function S S f = f . Such a scattering system is determined by f uniquely up to a unitary equivalence. One of equivalent ways to describe S f is the de Branges-Rovnyak model (see [21, 22] for the classical, i.e., single-variable case) which is defined as follows:
where Q is the orthogonal projection onto the orthogonal complement of ker
, and where we set
It is easily checked that the scattering function S S f dBR of the de Branges-Rovnyak model scattering system S f dBR agrees with the original function f in the sense that
In [14] the de Branges-Rovnyak model was interpreted in terms of formal reproducing kernel Hilbert spaces. Since not resorting to this formalism in full, we will only need a definition and some basic facts (for more details, see [11] and [14, Section 2] 
where we use the convention
Moreover, in this case the formal reproducing kernel Hilbert space H(K) can be defined directly in terms of the formal power series H (x) appearing in condition (ii) by

H(K) = H (x)h: h ∈ H
with norm taken to be the pullback norm [14, Proposition 3.3] ). We will be particularly interested in such an interpretation for the scattering subspace:
), whose reproducing kernel is given by 
is "formal sesquianalytic," and therefore
is a sesquianalytic positive kernel on D d . This is a consequence of the fact that the positivity of a sesquianalytic kernel K(z, w) = n,n ∈Z d + K n,n z n w n is equivalent to the positivity of the matrix of its coefficients [K n,n ] n,n ∈Z d + , because both kernels in (2.3) and in (2.4) have the same matrix of coefficients.
Proofs
Proof of Theorem 1.2
Proof. Let f ∈ S d (F , F * ), and let p = 1 and q = d. Consider the associated minimal causal d-evolution scattering system S f = (K; U; F , F * ). Let L max be the maximal subspace of the scattering subspace V that is invariant for U d :
We will first prove that L min is invariant for U 1 , . . . , U d−1 (in a way analogous to the first part of the proof of Theorem 5.5 in [13] ). In fact, we will only use the invariance of L min for U 1 .
i.e., L min is the closure of the linear span of vectors of the form
where k 1, and f n ∈ F are such that n∈Z d + : n d <k f n 2 < ∞. Let g be a vector of the form (3.1), i.e., g = P V u where
Let us observe that
Then, according to the decomposition (2.1), one can write u = g + y, where
On the other hand,
We infer that f * n = 0 outside the set
It follows that g has a form (3.1) if and only if
with some f * n ∈ F * satisfying n∈Z d
Observe that applying any of the operators U j , j = 1, . . . , d − 1, to both sides of the equality (3.2) yields 
where C j is the wandering subspace and R j is a reducing subspace for
Let us now identify the scattering system S f with the de Branges-Rovnyak model S f dBR (see Section 2). In terms of the reproducing kernels, 11 (x, y) = 0. Thus we obtain that
As in the last paragraph of Section 2, we write this relation for the formal sesquianalytic positive kernels as a relation for the sesquianalytic positive kernels on D d , which in view of (2.4) becomes
Thus we obtain
, which is the desired decomposition (1.5) for p = 1 and q = d, with [7, 37] ) that so are:
• the functions k l (z, w) := 
Proof of Theorem 1.3
Proof. Let T = (T 1 , . . . , T d ) ∈ L(K) d be in
Nevanlinna-Pick interpolation
Let N be a positive integer, and z (j ) = (z (1) , . . . , z (N ) , W (1) 
It was shown in [1] (see also [3, 10] ) that a solution f exists in the Schur-Agler class SA d (F , F * ) if and only if there exist positive semidefinite block matrices [a
, where "•" denotes the Schur (entrywise) multiplication of matrices. Using Theorem 1.2 we now obtain necessary conditions for the existence of a solution to the Nevanlinna-Pick interpolation problem in the d-variable Schur class. The following example shows that there exists a Nevanlinna-Pick problem which is solvable in the d-variable Schur class but not in the Schur-Agler class. and let p(z 1 , . . . , z d ) be a scalar-valued polynomial with p ∞ 1 such that the von Neumann inequality fails for T , p(T ) > 1. This choice is possible, for instance, by the Lotto-Steger perturbation [30] of the Kaijser-Varopoulos example from [38] , or by the example in [26, Section 5] . Let Y be a N × N nonsingular matrix such that
Example 4.2. Let
The interpolation problem is clearly solvable in the class S d (for instance, p is a solution). However, for any analytic function f (z) 
where
Proof. The function 
Here we use the notation 
