Energy of Flows on Percolation Clusters by Hoffman, Christopher & Mossel, Elchanan
University of Pennsylvania
ScholarlyCommons
Statistics Papers Wharton Faculty Research
6-2001
Energy of Flows on Percolation Clusters
Christopher Hoffman
Elchanan Mossel
University of Pennsylvania
Follow this and additional works at: http://repository.upenn.edu/statistics_papers
Part of the Physics Commons, and the Statistics and Probability Commons
This paper is posted at ScholarlyCommons. http://repository.upenn.edu/statistics_papers/535
For more information, please contact repository@pobox.upenn.edu.
Recommended Citation
Hoffman, C., & Mossel, E. (2001). Energy of Flows on Percolation Clusters. Potential Analysis, 14 (4), 375-385. http://dx.doi.org/
10.1023/A:1011216004099
Energy of Flows on Percolation Clusters
Abstract
It is well known for which gauge functions H there exists a flow in Z d with finite H energy. In this paper we
discuss the robustness under random thinning of edges of the existence of such flows. Instead of Z d we let our
(random) graph cal C∞(Z d,p) be the graph obtained from Z d by removing edges with probability 1−p
independently on all edges. Grimmett, Kesten, and Zhang (1993) showed that for d ≥ 3, p > pc(Z d), simple
random walk on C cal ∞(Z d, p) is a.s. transient. Their result is equivalent to the existence of a nonzero flow f
on the infinite cluster such that the x 2 energy ∑e f(e)2 is finite. Levin and Peres (1998) sharpened this result,
and showed that if d ≥ 3 and p > pc(Zd), then cal C∞(Zd, p) supports a nonzero flow f such that the x q energy
is finite for all q > d / (d−1). However, for general gauge functions, there is a gap between the existence of
flows with finite energy which results from the work of Levin and Peres and the known results on flows for Zd.
In this paper we close the gap by showing that if d ≥ 3 and Z d supports a flow of finite H energy then the
infinite percolation cluster on Zd also support flows of finite H energy. This disproves a conjecture of Levin
and Peres.
Keywords
percolation, energy, electrical networks, nonlinear potential theory
Disciplines
Physics | Statistics and Probability
This journal article is available at ScholarlyCommons: http://repository.upenn.edu/statistics_papers/535
Energy of Flows on Percolation Clusters
Christopher Hoffman1,2
Elchanan Mossel3
Abstract
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H energy. In this paper we discuss the robustness under random thinning of
edges of the existence of such flows. Instead of Zd we let our (random) graph
C∞(Zd, p) be the graph obtained from Zd by removing edges with probability 1−p
independently on all edges. Grimmett, Kesten, and Zhang (1993) showed that for
d ≥ 3, p > pc(Zd), simple random walk on C∞(Zd, p) is a.s. transient. Their result
is equivalent to the existence of a nonzero flow f on the infinite cluster such that
the x2 energy
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2 is finite. Levin and Peres (1998) sharpened this result, and
showed that if d ≥ 3 and p > pc(Zd), then C∞(Zd, p) supports a nonzero flow f
such that the xq energy is finite for all q > d/(d − 1). However, for general gauge
functions, there is a gap between the existence of flows with finite energy which
results from the work of Levin and Peres and the known results on flows for Zd.
In this paper we close the gap by showing that if d ≥ 3 and Zd supports a flow
of finite H energy then the infinite percolation cluster on Zd also support flows of
finite H energy. This disproves a conjecture of Levin and Peres.
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1 Introduction
We start by recalling some definitions from percolation theory (See e.g [4] for more
background). Consider the following random subgraph of Zd. We keep each edge
with probability p, and otherwise remove it. We do this independently on all
edges. Properties of this so called percolation process are widely studied. It is
known that for p > pc(Zd) there exists a unique infinite cluster C∞(Zd, p) a.s, while
for p < pc(Zd) such a cluster does not exist a.s. It is natural to ask what properties
of C∞(Zd, p) are inherited from Zd.
Grimmett, Kesten and Zhang proved that if d ≥ 3 and p > pc(Zd), then simple
random walk on the infinite percolation cluster C∞(Zd, p) is a.s. transient [5]. This
result is equivalent to the existence of a nonzero flow on C∞(Zd, p) with finite x2
energy on C∞(Zd, p), where a flow and the H(x) energy of a flow are defined as
follows [3]. Consider each undirected edge of Zd as two directed edges, one in
each direction. Let vw be the directed edge from v to w. A flow f on Zd with
source 0 is an edge function such that the net flow out of any vertex v 6= 0 is zero:∑
w f(vw) −
∑
w f(wv) = 0. Let C∞(Zd, p) be the (unique) infinite percolation
cluster of Zd. A flow f on C∞(Zd, p) is a flow on Zd which satisfies f(e) = 0 for
any edge e /∈ C∞(Zd, p). The H energy of a flow f on C∞(Zd, p) is
Eq(f) :=
∑
e∈Zd
H(f(e)).
Benjamini, Pemantle and Peres [2] gave an alternative proof of Grimmet, Kesten
and Zhang’s result. First they constructed “unpredictable” processes on Z. They
used these “unpredictable” processes to create a measure on Υ = Υ(Zd, 0), the
collection of infinite oriented paths in Zd which emanate from 0. For d ≥ 3 the
measure µ they created has exponential intersection tails. That is, there exists
C and a θ < 1 such that for all n
µ× µ
{
(ϕ,ψ) : |ϕ ∩ ψ| ≥ n
}
≤ Cθn,
where |ϕ ∩ ψ| is the number of edges in the intersection of ϕ and ψ.
Then they showed how to use a measure on paths on Zd with exponential
intersection tails to generate flows of finite x2 energy on C∞(Zd, p). Levin and
Peres adapted this approach to show that these flows have finite xq energy a.s. for
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q > d/(d − 1) [8]. Since Zd also supports flows of finite xq energy if and only if
q > d/(d− 1) (see [10]) this result is optimal.
What about general gauge functions? For any positive decreasing function h,
let
Hh(u) := ud/(d−1)/h(u)
for u > 0 and Hh(0) = 0. If h(u) = [log(1 + u−1)]α, then we abbreviate Hh by
Hα. The main result of this paper is that for d ≥ 3 there exists a flow of finite Hh
energy on C∞(Zd, p) if there exists a flow of finite Hh energy on Zd. This implies
that there exists a flow of finite Hα energy on C∞(Zd, p) for α > 1.
Now we describe the functions h such that Zd supports a flow of finiteHh energy.
T. Lyons [9] constructed a nonzero flow f∗ on Zd that satisfies f∗(e) ≤ Cl1−d for
any edge e that is distance l from the origin. This implies that the flow f∗ has
finite Hα energy if α > 1. This is optimal as it is easy to show that Zd cannot
support a flow of finite Hα energy for α ≤ 1. More generally if h satisfies
∞∑
j
1
jh(j−1)
<∞
then f∗ has finite Hh energy. Conversely, if h does not satisfy the summation
condition then it is easy to prove that Zd cannot support a flow of finite Hh energy.
Levin and Peres proved a sufficient condition for C∞(Zd, p) to support a flow of
finite Hh energy. Their condition implies that if α > 2 then C∞(Zd, p) supports a
flow of finite Hα energy. The exact theorem that they proved is as follows.
Theorem 1.1 ([8]) Let h be a decreasing function satisfying
∞∑
j
1
jh(j−1)
<∞,
h(x2) ≤ κh(x) for all x > 0, and Hh2(u)/u is concave. Then for p > pc, there is
a.s. a nonzero flow f on C∞(Zd, p) with finite Hh2 energy.
So for 1 < α ≤ 2 there exists a flow of finite Hα energy on Zd, but Levin and
Peres’s methods are unable to construct a flow of finite Hα energy on C∞(Zd, p).
Levin and Peres conjectured that this gap was due to the properties of percolation
clusters.
Conjecture [8] For d ≥ 3 and p > pc(Zd), with probability one there does not
exist a nonzero flow f on the infinite cluster C∞(Zd, p) with finite H2 energy.
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In this paper we show that there is no gap and the conjecture is false. Thus
for α > 1 and d ≥ 3 there exists a flow of finite Hα energy on C∞(Zd, p). More
generally we prove the following theorem.
Theorem 1.2 Let d ≥ 3 and h be a decreasing function satisfying
∞∑
j
1
jh(j−1)
<∞
and Hh(u)/u is concave. Then for p > pc, there is a.s. a nonzero flow on C∞(Zd, p)
with finite Hh energy.
Now we sketch the main idea of the paper. The flows that Levin and Peres
construct use only a small portion of Zd. Specifically their flows put a fixed fraction
of their strength on (l/ log l)d−1 of the Cld−1 edges that are distance l from the
origin. This is why they are unable to construct flows with finite Hα energy with
1 < α ≤ 2. We get around this problem in the following manner. We construct a
large class of flows. Then to construct the flow F that has finite H1+ energy we
integrate all of the flows in this family. Each of these flows in this family is actually
concentrated on a smaller portion of the graph than are the flows constructed by
Levin and Peres. The flow F has lower energy than any of the original flows
because any two flows, f1 and f2, in this family have the following property. For
all sufficiently large l the set of edges at distance l from the origin where f1(e) > 0
is disjoint from the set of edges at distance l from the origin where f2(e) > 0. The
construction is all done so that F is spread out over all of Zd fairly evenly. Jensen’s
inequality will allow us to make all of this rigorous. The main difficulty in the proof
is altering the time reversal argument in the proof of Theorem 1.1 in [8] to suit our
purposes.
The result of this paper extends in a straightforward manner to a family ‘2 + ’
dimensional wedges and horns in Z3 which include the graphs {(x, y, z) : |z| ≤ |x|},
{(x, y, z) : |z| ≤ (log(1 + |x|))α}, {(x, y, z) : |y|, |z| ≤ |x|1/2(log(1 + |x|))β}, where
 > 0, α > 2, and β > 1/2. However, in order to prove that the result holds
for some wedge (horn) we must know that the wedge (horn) admits exponential
intersection tails. Therefore, our results do not extend to Z2 or even to transient
wedges such as, {(x, y, z)||z| ≤ log(1 + |x|)α}, 1 < α < 2, since the methods of [2]
and [7] give no proof that these graphs admit exponential intersection tails.
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2 Paths with Exponential Intersection Tails
In this section we introduce some definitions and recall some results about paths
with exponential intersection tails.
Definitions.
1. Let Υ1 = Υ1(Zd, 0) ⊂ Υ be the set of paths with unit speed, those paths
for which the nth vertex is at distance n from 0.
2. Let Υ1/K be the set of all paths ψ such that for all k, |{t : |ψ(t)| = k}| ≤ K.
3. The percolation cluster containing a vertex v is called C(v).
4. For a sequence of random variables S = {Sn}n≥0 taking values in Zd, we
define its predictability profile {PRES(k)}k≥1 by
PRES(k) = supP[Sn+k = x | S0, . . . , Sn] ,
where the supremum is over all x ∈ Zd, all n ≥ 0 and all histories S0, . . . , Sn.
Benjamini, Pemantle, and Peres constructed nearest neighbor process on Z
with low predictability profiles. They used these processes to show that there exist
probability measures µ on Υ(Zd, 0), d ≥ 3, with exponential intersection tails.
Lemma 2.1 ([2]) Let {Γn} be a sequence of random variables taking values in Zd.
If the predictability profile of Γ satisfies
∑∞
k=1 PREΓ(k) < ∞, then there exist C
and θ < 1, such that for any sequence {vn}n≥0 in Zd and all m ≥ 1,
P[#{n ≥ 0 : Γn = vn} ≥ m] ≤ Cθm .
Benjamini et. al. then used the existence of measures on Υ1 with exponential
intersection tails to prove transience of infinite percolation clusters on Zd, d ≥ 3.
Lemma 2.2 ([2]) Consider percolation with parameter p on Zd and let µ be a
probability measure on Υ1(Zd, 0) that has exponential intersection tails. Then for
every p > pc there is a.s. a vertex v in Zd such that the cluster C(v) is transient.
This next lemma is a refinement of the previous. Levin and Peres used it in [8]
to prove Theorem 1.1.
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Lemma 2.3 ([8]) Let µ be a probability measure on Υ1, the set of paths with unit
speed. Suppose that there exists p ∈ (0, 1), γ > 1 and C <∞, so that for any fixed
path ψ containing edge el at distance l from v0,∫
Υ1
p−|ϕ∩ψ|1{ϕ3el}dµ(ϕ) ≤ Cl−γ . (1)
If |C(0)| =∞ then C(0) supports a nonzero flow f with
Ep
∑
|e|=l
Hh(f(e)) ≤ C
lγ(1/d−1)h(l−γ)
.
For our purposes it is better to use a variation of Lemma 2.3 which has the
same proof.
Lemma 2.4 Let K ≥ 1 be a constant. Let Υ1/K be the set of all paths ψ such
that for all k, |{t : |ψ(t)| = k}| ≤ K. Let µ be a probability measure on Υ1/K , such
that that there exists p ∈ (0, 1), γ > 1 and C1 < ∞, so that for any fixed path ψ
containing edge el at distance l from v0,∫
Υ1/K
p−|ϕ∩ψ|1{ϕ3el}dµ(ϕ) ≤ C1l−γ . (2)
If |C(0)| =∞ then C(0) supports a nonzero flow f with
Ep
∑
|e|=l
Hh(f(e)) ≤ C2
lγ(1/d−1)h(l−γ)
.
where C2 depends only on C1 and K.
3 Construction of the Flow
For notational purposes we consider the case where d = 3. ThusHh(u) = u3/2/h(u).
In order to prove the existence of the flow we need to introduce the time reversal
of a process X = {Xn}∞n=1. The time reversal ←−X of X up to time l, started at y,
is
←−
X k := y +Xl−k −Xl for k ∈ [0, l] .
Note that each path X corresponds to one path ←−X .
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Lemma 3.1 There exists a NN (nearest neighbor) process on Z {St}t=1,∞ such
that for all t, |St| ≤ max(1, t3/42 ), for all k,
PRES(k) ≤ Ck−3/4, (3)
and for all n, and k ≤ n/2,
PRE{←−S |S0,...,Sn/2}(k) ≤ Ck
−3/4, (4)
where ←−S is the time reversal of S up to time n started at some point y.
Proof: The existence of a NN process St which satisfies |St| ≤ max(1, t3/42 ) and
(3) is proven in Proposition 1.5 of [7]. Here we sketch a proof that the processes
constructed there also satisfies (4). The processes in [7] was constructed in the
following way. We define {B(n)}∞n=0 (B as in Boundary) by letting
B(n) = 2j where j =
 0 if f(n) ≤ 1max{i ∈ {1, 2, . . .} : 2i ≤ max(1, n3/42 )} otherwise.
and we construct a NN process Sn =
∑n
i=1Xi on Z such that for all n ≥ k
max
x,(S0,...,Sn)
P[(
n+k∑
i=n+1
Xi) mod B(k) = x |X0, . . . , Xn] ≤ Ck−3/4. (5)
Next, it is shown that if S is such a process and we take S∗(n) to be the processes
obtained from S by reflecting S at time n at the boundary B(n) then S∗ satisfies
(3). More formally we use an auxiliary {−1, 1} valued process {Zn}∞n=0 and define
inductively Z0 = 1, S∗0 = 0, and S∗n = S∗n−1 + Zn−1(Sn − Sn−1)Zn = Zn−1
unless S∗n−1+Zn−1(Sn−Sn−1) happens to fall outside of the range {−B(n), . . . , B(n)},
in which case we instead let S∗n = S∗n−1 − Zn−1(Sn − Sn−1)Zn = −Zn−1.
The proof of (5) given in [7] extends immediately to show that
max
x,(S0,...,Sn)
P[(
n+k∑
i=n+1
Xi) mod B(k) = x |X0, . . . , Xn, Xn+k+1, . . .] ≤ Ck−3/4. (6)
Now (6) implies (4), as (5) implied (3). 2.
Now we use the one dimensional processes to construct a 3-dimensional process.
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Lemma 3.2 For every point (x, y) ∈ B = [−.025, .025]× [−.025, .025] there exists
a Z3 valued process Φ = Φ(x,y) such that PREΦ(k) ≤ Ck−3/2 for all k, and for all
n, k ≤ n/2,
PRE{←−Φ |Φ1,...,Φn/2}(k) ≤ Ck
−3/2, (7)
where ←−Φ is a time reverse of Φ up to time n started at some point. In addition for
all t ≥ T = 100,
Φ(t) ∈ [xt− t3/4, xt+ t3/4]× [yt− t3/4, yt+ t3/4]× [b2t
3
c], (8)
and Φ generates a measure on paths µ that is supported on Υ1/6.
Proof. Let S be the process constructed in Lemma 3.1. We define {Sxt }∞t=0 for
each x ∈ [−.15, .15]. This is done based on S. Let S˜ be a (deterministic) process
such that for all t,
1. S˜2t = S˜2t−1,
2. S˜2t+1 − S˜2t ∈ {−1, 1}, and
3. |S˜t − 2xt| ≤ 2.
(Such a process clearly exists.) Now, we define Sx0 = 0 and for all t, S
x
2t+1 − Sx2t =
S˜2t+1 − S˜2t and Sx2t − Sx2t−1 = St − St−1. Clearly Sxt ∈ [xt− t3/4 + 2, xt+ t3/4 − 2]
for all t ≥ 16, and PRESx(k) < 2Ck−3/4.
Define clocks
t1(n) := bn+ 56 c, t2(n) := b
n+ 2
6
c, and t3(n) := b2n3 c.
Let S′ and S′′ be independent copies of S and let S6x and S6y be generated from
S′ and S′′ respectively. Write
Φ(x,y)(n) = (S
6x
t1(n)
, S6yt2(n), t3(n)).
It is then easy to see that
PREΦ(x,y)(k) ≤
[
PRESx(bk6 c)
]2
≤
[
6Ck−3/4
]2 ≤ C2k−3/2 .
and similarly that Φ satisfies (7). It is clear that the measure Φ generates is
supported on Υ1/6 and that (8) holds for t ≥ 96. 2
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Now we are almost ready to define the the flow F with finite H1+ energy. If Γ
is a collection of edges let I(Γ) be the indicator of the event that all the edges in Γ
are open in the percolation. Also let Je(Γ) be the indicator of the event {e ∈ Γ}.
Write
f(x,y),N (e) =
∫
Υ1/6
p−NI(ϕN )Je(ϕN )dµ(x,y)(ϕ)
for edges directed away from 0. The random variables {f(x,y),N (e)}N≥|e| form a
martingale and converge almost surely to f(x,y)(e) . ¿From arguments in [2] and
[7] we see that f(x,y)(e) are positive with positive probability for some e. Finally
define
F (e) =
∫
B
f(x,y)(e)dm.
This is the flow which allows us to prove Theorem 1.2.
Next we verify the second hypotheses of Lemma 2.4 for µ(x,y) with γ = 3/2.
Lemma 3.3 There exists a constant C1 such that for any (x, y) the process Φ(x,y)
defines a measure on paths, µ(x,y), that satisfies the condition in line 2 in Lemma
2.4 with γ = 3/2.
Proof: Fix a path ψ ∈ Υ1, and let (e1, e2, e3 . . .) be its constituent edges. Denote
by ψl the first l edges of ψ and let ψ(l) = el. Note that |et| < |et+6| for any t, so it
suffices to prove (2) for el. For a pair of paths write U(ϕ,ψ, l) := |ϕ∩ψ| − |ϕl ∩ψ|.
Let Φ = Φ(x,y) be one of the processes constructed in Lemma 3.2. By Lemma
2.1, Φ has the property that, given the history of the first l steps, the number of
subsequent intersections with a fixed trajectory has an exponential tail:
µ[ϕ : U(ϕ,ψ, l) > n | Fl] ≤ C1θn , (9)
where Fl is the σ-field generated by the random variables {1{e∈ϕ} : e(3) ≤ 2l/3},
and e(3) of an edge that connects (x, y, z) and (x′, y′, z′) is the larger of z and z′.
Our goal is to verify∫
Υ1/6
p−|ϕ∩ψ|1{ϕ∈el}dµ(ϕ) ≤ Cl−3/2,
for p sufficiently close to 1. We can rewrite the left hand side as
Eµ
[
p−|ϕl∩ψ|1{ϕ3el}Eµ[p
−U(ϕ,ψ,l) | Fl]
]
.
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By (9), this is bounded by
C1
1− p−1θ
∞∑
m=1
p−mµ[|ϕl ∩ ψ| = m and ϕ 3 el]. (10)
Now we define B := {|ϕ3l/4 ∩ ψ| ≥ 3m/4}, and D := {|(ϕl \ ϕ3l/4) ∩ ψ| ≥ m/4}.
Then we have
µ[|ϕl ∩ ψ| = m and ϕ 3 el] ≤ µ [B ∩ {ϕ 3 el}] + µ [D ∩ {ϕ 3 el}] . (11)
By Lemma 2.1, µ[B] ≤ C1θ3m/4, and by Lemma 3.2, µ[ϕ 3 el | B] ≤ C2l−3/2. Thus
µ [B ∩ {ϕ 3 el}] = µ[B] · µ[ϕ 3 el | B] ≤ C3θ3m/4l−3/2 ,
It is more difficult to bound µ[D ∩ {ϕ 3 el}]. First we define De = D ∩ {ϕ 3 e}.
From this we get the equations
D ∩ {ϕ 3 el} =
⋃
e:e(3)=bl/3c
De ∩ {ϕ 3 el},
and
µ[De ∩ {ϕ 3 el}] = µ[De ∩ {ϕ 3 el} | {ϕ 3 e}] · µ[{ϕ 3 e}].
In order to bound the probability of the last event let ←−ϕ be the time-reversal
of ϕ started at el. Let
←−
De be the event that {←−ϕ }t=0,...,l/2 intersects the vertices
determined by ψ − ψ3l/4 at least m/4 times, and it intersects e. Since the number
of edge intersections is bounded by the number of vertex intersections, we have:
µ[De ∩ {ϕ 3 el} | {ϕ 3 e}] ≤ P[←−De].
However, from (7), Lemma 2.1 and Lemma 3.2 we have
P[←−De] ≤ Cθm/4l−3/2.
Thus
µ[D ∩ {ϕ 3 el}] ≤
∑
e(3)=bl/3c
µ[De ∩ {ϕ 3 el} | {ϕ 3 e}] · µ[{ϕ 3 e}]
≤
∑
e(3)=bl/3c
P[←−De] · µ[{ϕ 3 e}]
≤ (C7θ1m/4l−3/2)
∑
e(3)=bl/3c
µ[{ϕ 3 e}]
≤ 3C7θ1m/4l−3/2,
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where we have used the fact that (8) implies∑
e(3)=bl/3c
µ[{ϕ 3 e}] ≤ 3.
This implies that the right hand side of (11) is bounded by C8θ1m/4l−3/2. Thus for
p > θ1
1/4, the sum (10) is bounded by Cl−3/2, and (2) follows. 2
Proof of Theorem 1.2: In order to show that F has finite Hh energy we need
to show that
Ep
∑
e∈E(Z3)
Hh(F (e)) <∞.
First we sum only over edges e so that |e| = l ≥ T .
Ep
∑
|e|=l
Hh(F (e)) = Ep
∑
|e|=l
Hh
(∫
B
f(x,y)(e)dm
)
= Ep
∑
|e|=l
Hh
(∫
Be
f(x,y)(e)dm
)
, (12)
where Be is defined as follows. For each edge e let (xe, ye) be the point so that the
endpoint of e is (xee(3), yee(3), e(3)). Define
Be = [xe − e(3)−1/4, xe + e(3)−1/4]× [ye − e(3)−1/4, ye + e(3)−1/4]
Line 12 is valid because f(x,y)(e) = 0 for any point (x, y) /∈ Be.
Jensen’s inequality generates the inequality
Hh
(∫
X
fdµ
)
≤ (µ(X))1/2
(∫
X
Hh(f)dµ
)
.
Combining this with the fact that for each edge e which F can assign a positive
value to and is at distance l from the origin m(Be) ≤ 16l−1/2 we get that
Ep
∑
|e|=l
Hh(F (e)) ≤ Ep
∑
|e|=l
(16l−1/2)1/2
(∫
Be
Hh(f(x,y)(e))dm
)
≤ Ep
∑
|e|=l
4(l−1/4)
(∫
B
Hh(f(x,y)(e))dm
)
≤ 4(l−1/4)
∫
B
Ep
∑
|e|=l
Hh(f(x,y)(e))dm
≤ 4(l−1/4)
∫
B
C
h(l−3/2)l3/4
dm (13)
≤ 4C
h(l−1)l
. (14)
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Line 13 follows from Lemmas 2.4 and 3.3. Line 14 is true because h is decreasing.
Summing up over l we see that
Ep
∑
e
Hh(F (e)) ≤ (2T )3 max
t∈[0,p−T ]
Hh(t) +
∑
l
2C
h(l−1)l
<∞
and F has finite expected Hh energy. Thus there exists a flow of finite Hh energy
on percolation clusters in Z3 with positive probability. The event that there exists
a flow of finite Hh energy does not depend on the status of any finite collection of
edges, and hence by Kolmogorov’s zero–one law, has probability one.
This concludes the proof for p near 1. The general case p > pc is reduced to the
case of p near 1 by the renormalization argument used in Corollary 2.1 of [2]. This
relies on techniques of [6], [1], and [11]. The renormalization also requires a result
of Soardi and Yamasaki [12], who proved that the existence of a flow of finite Hh
energy is invariant under rough isometries. 2
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