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1. Introduction
Preﬁx codes have shown to be a good tool for deﬁning classes of cellular automata in which one
can control properties by means of combinatorial properties of the underlying code. For instance, it
is very easy to construct onto cellular automata, or positively expansive ones, by taking a preﬁx code
satisfying certain conditions. It is even possible, in many cases, to get control of the entropy of the
cellular automaton by taking into account such simple things as looking at the lengths of certain
words in the code. The mechanism by which a given preﬁx code (jointly with some bijections on the
alphabet attached to each word in the code) gives rise to a cellular automaton is called a permutation
cellular automaton [2].
Since permutation cellular automata can be better understood from their inducing codes, we asked
about the possibility of giving an effective procedure [3] to decide, based on the local rule of a given
cellular automaton, whether it is or is not a permutation cellular automaton. In [4], we showed the
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to a certain R , hence is of order 2|A|R . Here, we present a more eﬃcient algorithm, which does its
work by constructing a set of special blocks called uniformly extendable blocks associated with the
cellular automaton. It turns out that the structure of such words is a key for both recognizing the
permutativeness of the cellular automaton and producing the inducing code (with the corresponding
permutations).
The outline of this article is as follows: in Section 2, we recall the main deﬁnitions, then in Sec-
tion 3, we develop a pair of properties which are necessary and suﬃcient for a cellular automaton to
be a permutation cellular automaton, from which an algorithm is derived in a straightforward way,
and we discuss the computational complexity of the algorithm. Finally we test permutativeness of the
256 elementary cellular automata of radius 3, giving also a picture of the behavior of those which are
permutative.
2. Basic deﬁnitions and notation
An alphabet A is a collection of at least two elements, called symbols, or letters. A word or
block over A is a ﬁnite (possibly empty, denoted by ε) sequence of letters. The length of a word v is
denoted by |v|. An r-block or r-word is a block of length r. Ar is the set of all the r-words over A,
and the set of all the words over A is A∗ =⋃∞r=0Ar . We put A+ = A∗ \ {ε}.
A subword or subblock of a word v = v0v1 · · · vk−1 is a block of the form vi · · · v j , with 0 i 
j  k − 1. A proper subblock of v is a subblock of v other than v . We agree to consider the empty
word as a subword of every word. A subword of v having the form v0v1 · · · vi , with 0 i < k, is said
to be a preﬁx of v . ε is a preﬁx of any word. A preﬁx of v other than v is a proper preﬁx of v .
A family of words C ⊆ A∗ is a preﬁx set if there are no two different words u, v ∈ C such that u is
a preﬁx of v .
The concatenation of words will be written without any special symbol. For natural k, uk is the
concatenation of k copies of u (or ε, in the case that k = 0).
The (onesided) full shift over A is the set of all the inﬁnite sequences of letters of A, and is
denoted by AN . An element (or point) x ∈ AN is usually written as x = (xi)i∈N = x0x1x2x3 · · ·, with
xi ∈ A for every i ∈N. If x ∈ AN and i, j ∈N, we write x[i, j] for xixi+1 · · · x j . For i > j, we put x[i, j] = ε.
A block u ∈ A∗ occurs in x ∈ AN if there are i, j ∈N such that u = x[i, j]; in this case, we also say that
u is a block in x.
If u ∈ A∗ and x ∈ AN , u∞ denotes the point in AN consisting of the inﬁnite concatenation of u’s,
and ux the point in AN consisting of the concatenation of the block u with the inﬁnite sequence x.
Let R be a nonnegative integer, and A be an alphabet. Suppose f is a mapping from AR+1 to A.
The cellular automaton (CA) induced by f is the transformation F : AN → AN given by (F (x))i =
f(x[i,i+R]), for every i ∈ N and x ∈ AN; R is said to be the radius of the cellular automaton, and f is
also called a local rule of F . See [5] for a nice introduction to these topics.
Let A be an alphabet. A ﬁnite family of words C ⊆ A∗ is a code for AN if for all x ∈ AN , there
exists a unique sequence {wi}i∈N ⊆ C such that x = w0w1w2w3 · · · (that is, any point in AN can be
written in a unique way as a concatenation of elements of C). In [1] there is an excellent presentation
of the general theory of codes. The following known facts about codes for AN will be useful in the
sequel:
Fact 1. The empty word does not belong to any code for AN .
Fact 2. Every code for AN is a preﬁx set.
Fact 3. Let C be a ﬁnite subset of A+ and R = max{|w|: w ∈ C}. Then C is a code for AN if, and only if, every
word in AR possesses a unique preﬁx in C .
Fact 4. Let C be a code forAN . Given any v ∈ A+ , there exist w ∈ C and u ∈ A∗ such that v = wu or w = vu;
moreover, u is the empty word if, and only if, v ∈ C .
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permutation πw : A → A of the alphabet A. The permutation cellular automaton induced by C and
{πw}w∈C is the CA on AN whose local rule of radius R is given by f(u0u1 · · ·uR) = πw(u|w|) where w
is the only word of C that is preﬁx of u0u1 · · ·uR−1. There is a one-to-one correspondence between
PCA and the codes and permutation sets which induce them.
3. An algorithm for testing permutativeness
In [4], it was shown that determining whether a CA (speciﬁed by its local rule) is a PCA is a
decidable problem, but an ineﬃcient algorithm for such a decision was given there. Here we propose
an explicit procedure, which in turn produces the code and the permutation set in the case that the
CA under consideration is a PCA. We start with some deﬁnitions and results.
Deﬁnition 5. Let F be a cellular automaton with local rule f of radius R . A block u ∈ A∗ is uniformly
extendable (UE) for F if |u|  R + 1 and all the blocks in AR+1 which have u as a preﬁx, have the
same image via f. A minimal uniformly extendable (MUE) block for F is a uniformly extendable block
for F no proper preﬁx of which is uniformly extendable for F .
It is well known that the radius of a CA F can be increased in such a way that, adequately redeﬁn-
ing the block map, the action of F remains the same. However, it may be not possible to decrease the
radius. The minimal radius of F is one less than the length of its largest MUE block.
Remark 6. It is direct to see that every word having length R + 1 has a unique preﬁx in the set of
MUE blocks for F .
If F is a cellular automaton with local rule f of radius R , the set of all MUE blocks for F can
be obtained in the following way: start with a tree diagram for AR+1 and attach, to each leaf, the
symbol f(a0 · · ·aR), where a0 · · ·aR is the labeled path in the tree beginning at the root node and
ending at the leaf under consideration. Then recursively delete all the leaves having a common father
(also deleting, of course, the corresponding edges), whenever all of them have attached the same
symbol, and attach this one to the father, which remains now as a leaf. Repeat this until no deletion
is possible. The tree diagram after this process represents the set of all the MUE blocks for F .
Example 7. The following table gives the local rule of a CA of radius 2 on A = {0,1}.
w 000 001 010 011 100 101 110 111
f(w) 0 0 0 0 1 0 1 1
In Fig. 1 we see the application of the procedure explained above to obtain the set of MUE blocks for
the CA, which turns out to be {0,100,101,11}.
We extend f to the UE blocks in the obvious way: if w is UE, f(w) = f(ww ′) where w ′ is any word
of length R + 1− |w| over A.
The set of MUE blocks for a CA is a preﬁx set, hence, by Fact 3 and Remark 6, is a code for AN
(provided it does not contain ε), but that is not the code we need to induce the desired PCA.
We will need the following lemmas.
Lemma 8. Let F be a CA on AN . Put
C = {w ∈ A∗: ∃a ∈ A: wa is MUE block for F }.
If C is a code for AN , then, for any b ∈ A, wb is a MUE block for F .
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Proof. Suppose wa is MUE (so w ∈ C) and wb is not. The proper preﬁxes of wa are just those of wb,
hence no preﬁx of wb is MUE. Then for some v 	= ε wbv is MUE. It follows that, letting v = v0 · · · vk ,
wbv0 · · · vk−1 ∈ C , which cannot be because that word has w ∈ C as a proper preﬁx. 
Lemma 9. The set of all MUE blocks for a PCA induced by C and {πw}w∈C is {wa ∈ A∗: w ∈ C, a ∈ A}.
Proof. First let us check that any wa with w ∈ C and a ∈ A is MUE. It is clear that such a block is
UE from the deﬁnition of PCA. If wa is not MUE then some proper preﬁx w ′ of it is UE. w = w ′v
for some v ∈ A∗ . Now if b 	= a we have f(w ′va) = πw(a) and f(w ′vb) = πw(b), but πw(a) 	= πw(b),
impossible since w ′ is UE.
For the other inclusion, let u be MUE, and let uv be in AR+1. Some code word w is a proper
preﬁx of uv . Now |w| < |u|, otherwise we would have R  |w|  |u|, hence |v| > 0 so by the ﬁrst
inclusion, wv0 would be MUE but would have u as a proper preﬁx, whereas MUE words cannot be
proper preﬁxes of each other. But also |w| |u| − 2 because otherwise some wa with a ∈ A, a MUE
word by the ﬁrst inclusion, would be a proper preﬁx of u, hence |w| = |u| − 1, thus u = wa for some
a ∈ A. 
Theorem 10. For a cellular automaton F on AN to be a permutation cellular automaton, the following two
conditions are together necessary and suﬃcient:
(i) The set C = {w ∈ A∗: wa is a MUE block for some a ∈ A} is a code for AN , and
(ii) for every w ∈ C , wa is a MUE block for every a ∈ A, and the function π(a) = f(wa) is a permutation ofA.
Proof. Suppose that in fact F is a PCA induced by a code C′ with permutations {πw}w∈C′ . Then the
MUE blocks of F are exactly those of the PCA. But the MUE blocks of the PCA are {wa: w ∈ C′, a ∈ A}
(Lemma 9). Then we have C = {w ∈ A∗: wa is a MUE block for some a ∈ A} = C′ . Therefore (i) holds.
The ﬁrst part of (ii) is by Lemma 8. The second part is directly from the deﬁnition of the local rule of
a PCA.
For suﬃciency, if we call πw the π of (ii) then it is clear that F is the PCA induced by the code C
and the permutations {πw}w∈C . 
The algorithm to determine whether or not a CA F is a PCA consists of determining whether or
not properties (i) and (ii) of the theorem hold for F . The testing of property (i) consists essentially
of constructing the set of MUE blocks, which as we have said begins with a tree of height R + 1,
and continues with the pruning process described above which at most visits every node once, so we
can put that calculation at the order of |A|R+1. Property (ii) involves examining each word in C , not
more than |A|R+1, with at most |A| comparisons for each. So we can say that the time of the whole
process will be bounded by some constant times |A|R . In [4] the decision process was to examine all
T. Hibbard et al. / Advances in Applied Mathematics 43 (2009) 323–330 327of the ﬁnitely many PCA with radius at most R + 1, and without closer analysis we have to assume
that that may be of order 2|A|R .
Example 11. Let us consider again the CA given in Example 7, whose set of MUE blocks we have
found to be {0,100,101,11}. The set in condition (i) is C = {ε,10,1}, not a code for {0,1}N . Hence,
the CA under consideration is not a PCA.
Example 12. Consider, on A = {0,1}, the CA F given by the following local rule of radius 2:
f(a0a1a2) =
{
a2 if a0a1a2 	= 010,
1 if a0a1a2 = 010.
The set of all MUE blocks for F is {000,001,01,100,101,110,111}, so we put C = {00,0,10,11}, not
a code for AN , since the second word is a preﬁx of the ﬁrst. Hence, F is not a PCA.
Example 13. On A = {0,1,2}, let F be the CA deﬁned by the following block map of radius 1:
f(a0a1) =
{
a1 if a0a1 	= 02,
1 if a0a1 = 02.
The set of all MUE blocks for F is now {00,01,02,10,11,12,20,21,22}. According to (i), the set C =
{0,1,2} is indeed a code for AN . However, (ii) fails because letting w = 0, we have πw(1) = f(01) = 1
and πw(2) = f(02) = 1, so πw is not a permutation of A. So, F is not a PCA.
Notice that we needed a 3-letter alphabet for an example which meets condition (i) but not (ii).
Example 14. On A = {0,1}, let F be deﬁned through the following local rule of radius 2:
f(a0a1a2) =
{
a1 + 1 (mod 2) if a0 = 0,
a1 + a2 (mod 2) if a0 	= 0.
Here, the set of all MUE blocks for F is {00,01,100,101,110,111}. Next, we form C = {0,10,11},
a code for AN , and deﬁne π0(i) = f(0i) = (1 + i) mod 2, π10(i) = f(10i) = i and π11(i) = f(11i) =
(1+ i) mod 2, and note that each πw is a permutation of {0,1}, so F is a PCA induced by {0,10,11}
with permutations π0, π10 and π11.
4. An implementation in C++
In order to create a computer program which tests permutativeness of a CA F whose local rule f
of radius R is given, Theorem 10 can be arranged in the following steps:
(1) Form the set C′ consisting of all MUE words for F .
(2) If C′ contains a word of length less than 2, then F is not a PCA [Finish].
(3) Check if the following condition holds:
∀a,b ∈ A, w ∈ A∗, wa ∈ C′ ⇒ wb ∈ C′.
If it does not hold, F is not a PCA [Finish].
(Observe that if the condition holds, then the chopped off words of C′ form a code by Fact 3.)
(4) Deﬁne the set C = {w ∈ A∗: ∃a ∈ A: wa ∈ C′}.
(5) For each w ∈ C , deﬁne the mapping πw : A → A by πw(a) = f(wau) where u is any word of
length R − |w| over A.
(6) Check if each πw is a permutation of A. If that is the case, F is a PCA induced by C and {πw}w∈C ;
otherwise F is not a PCA.
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g++ in Linux environment (MandrakeLinux 10.1, KDE3.1). The core of the program consists of a ﬁle
deﬁning the auxiliary procedures, which can be obtained from the following site:
http://www.unsa.edu.ar/yazlle/pca/testacp.fun.
These procedures should be invoked by a manager program, in the way shown in the following ex-
ample.
Example 15. Let us test the permutativeness of the CA of radius 3 on {0,1}N whose local rule f is
given by the following table:
w f(w) w f(w) w f(w) w f(w)
0000 0 0001 0 0010 0 0011 0
0100 1 0101 1 0110 1 0111 1
1000 1 1001 1 1010 0 1011 0
1100 0 1101 1 1110 0 1111 1
We do this task by compiling a C++ code which can be obtained from
http://www.unsa.edu.ar/yazlle/pca/test.cpp.
(Instructions for use are included there.)
4.1. Permutativeness of elementary cellular automata
In [6,7], S. Wolfram establishes an empirical classiﬁcation of CA by looking at the evolution of
conﬁgurations in time. Basically, there are four classes of CA, depending on the evolution of random
conﬁgurations.
Wolfram’s work is based on the behavior of the 256 elementary cellular automata, all those of
radius 2 over the alphabet {0,1}. Each such CA is identiﬁed with a number N (called the rule of
the CA) in the following way:
N =
7∑
k=0
2kf(k)
where f(k) is the value of the local rule corresponding to the 3-block which represents k in base 2.
For instance, rule 65 corresponds to the following block map:
w 111 110 101 100 011 010 001 000
f(w) 0 1 0 0 0 0 0 1
In his work, Wolfram is concerned with twosided full shifts, that is, AZ . Moreover, he considers ele-
mentary CA as having memory and anticipation both equal to 1, that is, (F (x))i = f(xi−1xixi+1). With
these considerations, he propose the following classiﬁcation:
Class 1. Evolution to a homogeneous state (that is, towards a point of the form b∞ for b ∈ A). It was
observed for rules 0, 4, 16, 32, 36, 48, 54, 60 and 62.
Class 2. Evolution to a set of stable or periodic separated simple structures. Observed for rules 8, 24,
40, 56 and 58.
T. Hibbard et al. / Advances in Applied Mathematics 43 (2009) 323–330 329Fig. 2.
330 T. Hibbard et al. / Advances in Applied Mathematics 43 (2009) 323–330Class 3. Evolution to chaotic structures. Observed for rules 2, 6, 10, 12, 14, 18, 22, 26, 28, 30, 34, 38,
42, 44, 46 and 50.
Class 4. Evolution to local complex structures, sometimes persistent. Observed for rules 20 and 52.
Despite the fact that PCA we consider here are deﬁned on AN , we ﬁnd instructive to examine permu-
tativeness of elementary CA acting on {0,1}N with (F (x))i = f(xixi+1xi+2). With this goal, we apply a
procedure which can be obtained from
http://www.unsa.edu.ar/yazlle/pca/elementary.cpp.
The result obtained after running the compiled program is that the elementary CA which are PCA
are those corresponding to rules 51, 53, 54, 57, 58, 60, 83, 85, 86, 89, 90, 92, 99, 101, 102, 105,
106, 108 (and, consequently, the rules corresponding to subtract any of the previous numbers from
255, since they correspond to similar CA, with the roles of 0 and 1 interchanged). For rules 51 and
60, the inducing code is C = {0,1}; for rules 85, 86, 89, 90, 101, 102, 105 and 106, we have C =
{00,01,10,11}; for rules 53, 54, 57 and 58 the code is C = {00,01,1}, and for rules 83, 92, 99 and
108 is C = {0,10,11}. To get some insight about the dynamics of the elementary PCA, in Fig. 2 we
show pictures of the evolution in time of random conﬁgurations. For each rule, we have a picture
whose upper line is a starting random conﬁguration (as usual in the literature, black squares represent
1, and white squares 0) and each other horizontal line shows the result of applying the corresponding
CA to the conﬁguration given in the previous line.
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