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1 Introduction
The modern development of the analysis on almost complex manifolds began after the work
of Gromov [3] who discovered its remarkable applications in symplectic geometry. One of
the main tools of his approach involves the Bishop discs, which are pseudoholomorphic discs
with boundaries attached to a prescribed real submanifold; they have been used later by
many authors.
On the other hand, the method of Bishop discs is well known and powerful in complex
analysis of several variables (see, e.g., [9, 11]). The main goal of this paper is to develop a
systematic general approach to the theory of Bishop discs in almost complex manifolds. As
an object of the study we choose a well known nontrivial result for the standard complex
structure and generalize it to the almost complex category. Our main result is the following.
Theorem 1.1 Let E be a real hypersurface in an almost complex manifold (M,J) of complex
dimension 2. Suppose that E contains no J-holomorphic discs. Then Bishop discs of E fill
a one-sided neighborhood of every point of E.
In the case of the standard complex structure, the corresponding result was obtained by
Tre´preau [8] for real hypersurfaces in ICn and by the second named author [10] for generic
1
submanifolds of arbitrary codimension in ICn. Although the restriction on the dimension is
used in our paper, this is mainly due to technical reasons and we believe that after a suitable
modification our approach can be generalized to higher dimension.
In fact, a stronger result is proved in [8, 10]: if Bishop discs don’t fill a one-sided neigh-
borhood of p ∈ E, then there exists a disc in E passing through p. Thus we leave open an
interesting question whether the same can be done in the almost complex case. We may
want to address it elsewhere.
We now explain the organization of the paper and the main steps of our approach. Section
2 contains basic properties of almost complex manifolds, pseudoholomorphic discs and some
special coordinate systems on almost complex manifolds used throughout the paper. In
Section 3 we derive different versions of the Bishop equation for pseudoholomorphic discs. It
can be viewed as a non-linear boundary value Riemann-Hilbert type problem of a quasilinear
elliptic system in the unit disc. We prove that the Bishop discs attached to a real hypersurface
at a given point form a Banach manifold and give an efficient local parametrization of this
manifold. As an application in Section 4 we prove Theorem 1.1 under some additional
restrictions (pseudoconvexity or finite type conditions). In particular, we prove Theorem 1.1
in the real analytic category. Our considerations there are primarily geometrical. They are
based on non-isotropic dilations of suitable local coordinates which allow to represent the
above mentioned Riemann-Hilbert type problem as a small perturbation of the corresponding
problem for the standard complex structure in ICn.
Section 5 is dedicated to the analysis of the Bishop equation for pseudoholomorphic discs
and is principal for our approach. We parametrize the tangent space to the manifold of
Bishop discs by a space of holomorphic functions and solve the corresponding linearized
boundary value problem by means of the generalized Schwarz integral. It turns out that the
proof of Theorem 1.1 given in [10] for the standard complex structure does not go through in
the almost complex category. The proof in [10] is based on the notion of the defect of a disc.
For a Bishop disc through a fixed point of a real manifold E, the infinitesimal perturbations
of the direction of the disc at the fixed point and those of another boundary point of the disc
are restricted in the same way, according to the defect of the disc. We were unable to find
an analogue of this phenomenon in our case of complex dimension 2. In higher dimension
no such analogue is possible due to an example by Ivashkovich and Rosay [4], in which all
Bishop discs through a fixed point of a hypersurface E lie in E and cover all of E. Baouendi,
Rothschild, and Tre´preau [1] interpret the defect of a disc in terms of its lifts attached to the
conormal bundle of E in the cotangent bundle T ∗ICn. Although an almost complex structure
admits natural lifts to the cotangent bundle of an almost complex manifold (see, e.g., [13]),
seemingly, they don’t give rise to a correct notion of the defect of Bishop discs.
In this paper we develop a new approach, in particular we give a different proof of the
main result of [10] for a hypersurface in IC2. Our key result is the following.
Theorem 1.2 Let E be a real hypersurface in an almost complex manifold (M,J) of complex
dimension 2 and let f0 be a small enough embedded Bishop disc attached to E at a point p ∈ E
(that is f0(1) = p) and tangent to E at p. Suppose that every Bishop disc f attached at p and
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close enough to f0 also is tangent to E at p. Then the Levi form of E vanishes identically
along the boundary of f0.
For the standard complex structure, this result follows from [10]. In the almost complex
case the result is new. We show that the condition of tangency to the hypersurface E of all
Bishop discs attached to E at a point p is equivalent to the vanishing of some non-linear
operator Φ defined on the Banach space of discs and valued in the space of smooth functions
on the unit circle. We show that the Frechet derivative Φ˙ of Φ up to smoother terms is equal
to the multiplication operator by the Levi determinant of E and this allows to conclude the
proof of Theorem 1.2. Now if in the hypothesis of Theorem 1.1 E does not admit a transversal
Bishop disc attached at a given point p then Theorem 1.2 implies that E is Levi flat along
the boundaries of the Bishop discs through p which allows to construct holomorphic discs
contained in E and leads to a contradiction. Hence there exists a transversal Bishop disc,
whose perturbations fill a one sided neighborhood of E. Theorem 1.2 (and the method of its
proof) gives a new powerful tool for constructing transversal Bishop discs, which may have
further applications in the almost complex analysis and geometry.
This paper was written when the first named author visited the University of Illinois at
Urbana-Champaign during the Spring semester 2005. He thanks this institution for hospi-
tality and excellent conditions for work. In conclusion, the authors thank the referee for
many useful remarks.
2 Preliminaries
In this section we briefly recall some basic properties of almost complex manifolds.
2.1 Almost complex manifolds
Let (M,J) be a C∞-smooth almost complex manifold. Everywhere below we denote by
ID the unit disc in IC and by Jst the standard complex structure in IC
n; the value of n is
usually clear from the context. Let f be a smooth map from ID into M . We say that f
is J-holomorphic if df ◦ Jst = J ◦ df . We call such a map f a J-holomorphic disc or a
pseudoholomorphic disc.
The following frequently used statement shows that an almost complex manifold (M,J)
of complex dimension n can be locally viewed as the unit ball IB in ICn equipped with a small
almost complex deformation of Jst.
Lemma 2.1 Let (M,J) be an almost complex manifold of complex dimension n. Then for
each p ∈ M , each δ0 > 0, and each k ≥ 0 there exist a neighborhood U of p and a smooth
coordinate chart Z : U −→ IB such that Z(p) = 0, dZ(p) ◦ J(p) ◦ dZ−1(0) = Jst, and the
direct image Z∗(J) := dZ ◦ J ◦ dZ
−1 satisfies the inequality ||Z∗(J)− Jst||Ck(I¯B) ≤ δ0.
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Proof : There exists a diffeomorphism z from a neighborhood U ′ of p ∈ M onto IB such
that Z(p) = 0 and dZ(p) ◦ J(p) ◦ dZ−1(0) = Jst. For δ > 0 consider the isotropic dilation
dδ : t 7→ δ
−1t in ICn and the composite Zδ = dδ ◦ Z. Then limδ→0 ||(Zδ)∗(J)− Jst||Ck(I¯B) = 0.
Setting U = Z−1δ (IB) for positive δ small enough, we obtain the desired result.
Let (M,J) be an almost complex manifold. Denote by TM the real tangent bundle ofM
and by TICM its complexification. Recall that TICM = T
(1,0)M ⊕ T (0,1)M where T (1,0)M :=
{X ∈ TICM : JX = iX} = {ζ − iJζ : ζ ∈ TM}, and T
(0,1)M := {X ∈ TICM : JX = −iX} =
{ζ + iJζ : ζ ∈ TM}. Let T ∗M denote the cotangent bundle of M . Identifying IC ⊗ T ∗M
with T ∗ICM := Hom (TICM, IC) we consider the set of complex forms of type (1, 0) on M :
T(1,0)M = {w ∈ T
∗
ICM : w(X) = 0, ∀X ∈ T
(0,1)M} and the set of complex forms of type (0, 1)
on M : T(0,1)M = {w ∈ T
∗
ICM : w(X) = 0, ∀X ∈ T
(1,0)M}. Then T ∗ICM = T(1,0)M ⊕ T(0,1)M .
So we define the operators ∂J and ∂¯J on the space of smooth functions on M : for a smooth
complex function u on M we set ∂Ju = du(1,0) ∈ T(1,0)M and ∂¯Ju = du(0,1) ∈ T(0,1)M . As
usual, differential forms of any bidegree (p, q) on (M,J) are defined by exterior multiplication.
As usual, an upper semicontinuous function u on (M,J) is called J-plurisubharmonic on
M if the composition u ◦ f is subharmonic on ID for every f ∈ OJ(ID,M).
Let u be a C2 function on M , let p ∈M and v ∈ TpM . The Levi form of u at p evaluated
on v is defined by the equality LJ(u)(p)(v) := −d(J∗du)(v, Jv)(p).
The following result is well known (see, for instance, [4]).
Proposition 2.2 Let u be a C2 real valued function on M , let p ∈ M and v ∈ TpM .
Then LJ(u)(p)(v) = ∆(u ◦ f)(0) where f is an arbitrary J-holomorphic disc in M such that
f(0) = p and df(0)(∂/∂Re ζ) = v (here ζ is the standard complex coordinate variable in IC).
The Levi form is invariant with respect to J-biholomorphisms. More precisely, let u be
a C2 real valued function on M , let p ∈ M and v ∈ TpM . If Φ is a (J, J
′)-holomorphic
diffeomorphism from (M,J) into (M ′, J ′), then LJ(u)(p)(v) = LJ
′
(u◦Φ−1)(Φ(p))(dΦ(p)(v)).
Finally, it follows from Proposition 2.2 that a C2-smooth real function u is J-pluri-
subharmonic onM if and only if LJ (u)(p)(v) ≥ 0 for all p ∈M , v ∈ TpM . Thus, similarly to
the case of the integrable structure one arrives in a natural way to the following definition: a
C2 real valued function u onM is strictly J-plurisubharmonic onM if LJ (u)(p)(v) is positive
for every p ∈M , v ∈ TpM\{0}.
It follows easily from Lemma 2.1 that for every point p ∈M there exists a neighborhood
U of p and a diffeomorphism Z : U → IB with center at p (in the sense that Z(p) = 0) such
that the function |Z|2 is J-plurisubharmonic on U and Z∗(J) = Jst +O(|Z|).
Let E be a real submanifold of codimension m in an almost complex manifold (M,J) of
complex dimension n. For every p we denote by HJp (E) the maximal complex (with respect
to J(p)) subspace of the tangent space Tp(E). Similarly to the integrable case, E is said to
be a CR manifold if the complex dimension of HJp (E) is independent on p; it is called the
CR dimension of E and is denoted by dimCRE. As usual, by a generic submanifold of a
complex manifold one means a submanifold E such that at every point p ∈ E the complex
linear span of Tp(E) coincides with the tangent space of the ambient manifold.
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If E is defined as the common zero set of real functions ρ1, ..., ρm, then after the standard
identification of TM and T (1,0)M , the space HJp (E) can be defined as the zero subspace of
the forms ∂Jρ1, ... ∂Jρm. In the present paper we only deal with the case m = 1 that is
when E is a real hypersurface.
Similarly to the integrable case, by the Levi form of a real hypersurface E = {ρ = 0} at
p ∈ E we mean the conformal class of the Levi form LJ (ρ)(p) of the defining function ρ on
the holomorphic tangent space HJp (E). It is well-known that
LJp (ρ)(Xp) = J
∗dρ[X, JX ]p, (1)
where a vector field X is a smooth section of the J-holomorphic tangent bundle HJ(E) of
E such that X(p) = Xp for a given vector Xp ∈ H
J
p (E)
2.2 Normal form of an almost complex structure along a pseudo-
holomorphic disc
Throughout the paper, we often use the standard notation Zζ :=
∂Z
∂ζ
and Zζ :=
∂Z
∂ζ
. We
don’t make a difference between Zζ and Zζ as well as between Zζ and Zζ .
Let J be a smooth almost complex structure on a neighborhood of the origin in IC2 and
J(0) = Jst. Denote by Z =
(
z
w
)
the standard coordinates in IC2. Then a map Z : ID −→ IC2
is J-holomorphic if and only if it satisfies the following equation
Zζ − A(Z)Zζ = 0, (2)
where A(Z) is the complex 2× 2 matrix defined by
A(Z)v = (Jst + J(Z))
−1(Jst − J(Z))(v). (3)
It is easy to see that the right-hand side is IC-linear in v ∈ IC2 with respect to the standard
structure Jst, hence A(Z) is well defined. Since J(0) = Jst, we have A(0) = 0. However,
we will need a more precise choice of coordinates imposing additional restrictions on A. We
first derive a rule of transformation of A under diffeomorphisms.
Lemma 2.3 Let A(Z) be the matrix defined by (3). Let Z ′ = Z ′(Z) be a diffeomorphic
change of coordinates such that (Z
′
Z + Z
′
ZA)
−1 exists. Then in the new coordinates
A′(Z ′) = (Z ′ZA+ Z
′
Z
)(Z
′
Z + Z
′
ZA)
−1.
Proof : Consider a J-holomorphic disc ζ 7→ Z(ζ) and the disc Z ′(ζ) = Z ′(Z(ζ)). Then
Zζ = A(Z)Zζ and Z
′
ζ
= A′(Z)Z
′
ζ. Then we have
(Z ′ZA+ Z
′
Z
)Zζ = Z
′
ZZζ + Z
′
Z
Zζ = Z
′
ζ
= A′Z
′
ζ = A
′(Z
′
ZZζ + Z
′
ZZζ) = A
′(Z
′
Z + Z
′
ZA)Zζ .
Since Zζ is arbitrary, the desired formula follows.
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Lemma 2.4 Let Z0 be a J-holomorphic disc close to the disc
(
0
ζ
)
, ζ ∈ ID. Then there
exists a change coordinates in a neighborhood of Z0(ID) such that in the new coordinates we
have Z0 =
(
0
ζ
)
, ζ ∈ ID. Moreover, A(0, ζ) = 0, AZ(0, ζ) = 0 for ζ ∈ ID.
Remark 1. If A(p) = 0, then the condition AZ(p) = 0 means exactly that for all
J-holomorphic maps f : ID −→ IC2 with f(0) = p, in addition to fζ(0) = 0 we also have
∆f(0) = 0. On the other hand, the integrability condition for J in terms of A is equivalent to
certain symmetry in the expression AZ+AZA, therefore for a non-integrable J , one generally
cannot achieve A = 0, AZ = 0 by a change of coordinates, even at a point.
Remark 2. If Z0 ∈ C
k, 3 ≤ k ≤ ∞, then we construct a change of coordinates of class
Ck−2. We don’t think this smoothness is optimal.
Proof : After a local change of coordinates we have Z0 =
(
0
ζ
)
. The J-holomorphicity
condition of Z implies that in these coordinates we have
(A ◦ Z)(ζ) =
(
α(ζ) 0
β(ζ) 0
)
.
Consider a local change of coordinates of the form
z′ = a10z + a01z + a11zz,
w′ = w + b10z + b01z + b11zz,
where ajk, bjk are smooth functions of w with |a10| 6= |a01|. In the new coordinates the disc
Z0 does not change. We have
Z ′Z(0, w) =
(
a10 0
b10 1
)
, Z ′
Z
(0, w) =
(
a01 0
b01 0
)
.
By Lemma 2.3 we have
A′(Z ′) = (Z ′ZA+ Z
′
Z
)(Z
′
Z + Z
′
ZA)
−1.
The condition A′(0, w′) = 0 implies
(
a10 0
b10 1
)(
α 0
β 0
)
+
(
a01 0
b01 0
)
= 0
and therefore
αa10 + a01 = 0,
αb10 + β + b01 = 0.
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Hence the condition A′(0, w′) = 0 determines the functions a01 and b01 for given α, β, a10
and b10.
Thus without loss of generality we assume that A(0, w) = 0 and a01 = b01 = 0. This also
implies that Aw(0, w) = Aw(0, w) = 0. So we need to achieve A
′
z′(0, w
′) = 0.
We have A′z = A
′
z′z
′
z + A
′
z′z
′
z. Since a01 = b01 = 0, then Z
′
Z
(0, w) = 0. Then A′z(0, w) =
a10(w)A
′
z′(0, w
′). Hence A′z′(0, w
′) = 0 if and only if A′z(0, w) = 0. Since A(0, w) = 0, then
for z = 0 we have
A′z(0, w) = (Z
′
ZAz + Z
′
Zz
)(Z
′
Z + Z
′
ZA)
−1.
We also have
Z ′
Zz
(0, w) =
(
z′zz z
′
wz
w′zz w
′
wz
)
=
(
a11 (a10)w
b11 (b10)w
)
.
Put
Az(0, w) =
(
α β
γ δ
)
.
Then the condition A′z′(0, w
′) = 0 takes the form
(
a10 0
b10 1
)(
α β
γ δ
)
+
(
a11 (a10)w
b11 (b10)w
)
= 0,
so the coefficients a11, b11 are determined by a10, b10, α, γ. The functions a10 and b10 are
found as solutions of the following classical elliptic equations (see [12]):
(a10)w + βa10 = 0,
(b10)w + βb10 + δ = 0.
This completes the proof of the lemma.
Let E be a real hypersurface through the origin in IC2 equipped with a smooth almost
complex structure J . Even if J(0) = Jst, the Levi form of E with respect to J at the
origin does not necessarily coincide with the Levi form with respect to Jst. However, if
the coordinates are normalized according to the previous lemma, then the Levi forms with
respect to J and Jst are the same.
Lemma 2.5 Assume that A(0) = AZ(0) = 0. Then the Levi form of E at the origin with
respect to the structure J coincides with the Levi form of E at the origin with respect to the
structure Jst.
7
Proof : We can assume that E is given by
ρ(Z) = Re z +Q(Z) +H(Z) + o(|Z|2) = 0,
where Q(Z) is a complex quadratic form and H(Z) is a hermitian quadratic form. It is
sufficient to consider the Levi form of ρ at the origin evaluated on the vector V = (0, 1). So
we consider a J-holomorphic disc Z(ζ) satisfying Z(ζ) =
(
z(ζ)
w(ζ)
)
=
(
0
ζ
)
+ O(|ζ |2) (the
existence of such a disc follows by the classical Nijenhuis-Woolf theorem, see for instance
[7]). It follows from the assumption on the matrix A and the J-holomorphicity of Z that
wζ = aζ+o(|ζ |) so that wζζ(0) = 0. Therefore ∆(ρ◦Z)(0) = H(V ) which proves the lemma.
3 Bishop discs and the Bishop equation
Let (M,J) be a smooth almost complex manifold of real dimension 2n and E a generating
submanifold ofM of real codimension m. A J-holomorphic disc f : ID −→M continuous on
ID is called a Bishop disc if f(bID) ⊂ E, where bID denotes the boundary of ID. The existence
and local parametrization of certain classes of Bishop discs attached to E are obtained in
[5]. Here we give a more precise description of small Bishop discs which will be used in our
constructions.
3.1 Bishop’s equation as the Riemann-Hilbert type problem for
elliptic PDE systems
Let E be a smooth generic submanifold in a smooth (always supposed C∞) almost complex
manifold (M,J) defined as the zero set of an IRm-valued function ρ = (ρ1, ..., ρm) on M .
Then a smooth map
f : ID −→ M
f : ζ 7→ f(ζ)
continuous on ID is a Bishop disc if and only if it satisfies the following non-linear boundary
problem of the Riemann-Hilbert type for the quasi-linear operator ∂J :
(RH) :
{
∂Jf(ζ) = 0, ζ ∈ ID
ρ(f)(ζ) = 0, ζ ∈ bID
In order to obtain a local description of solutions of this problem we fix a chart U ⊂M and
a coordinate diffeomorphism Z : U −→ IB where IB is the unit ball of ICn. IdentifyingM with
IB we can assume that in these coordinates J = Jst +O(|Z|) and the norm ‖ J − Jst ‖Ck(IB)
is small enough for some positive real k in accordance with Lemma 2.1. (Here k > 1 can
be chosen arbitrary; we assume it for convenience to be real positive non-integral and fix it
throughout what follows.) More precisely, using the notation Z = (z, w), z = (z1, ..., zm),
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z = x+ iy, w = (w1, ..., wn−m) for the standard coordinates in IC
n, we can also assume that
E ∩ U is described by the equations
ρ(Z) = x− h(y, w) = 0 (4)
with vector-valued C∞-function h : IB −→ IRm such that h(0) = 0 and ▽h(0) = 0.
Similarly to the proof of Lemma 2.1 consider the isotropic dilations dδ : Z 7→ Z
′ = δ−1Z.
In the new Z-variables (we drop the primes) the image Eδ = dδ(E) is defined by the equation
ρδ(Z) : δ
−1ρ(δZ) = 0. Since the function ρδ approaches x as δ −→ 0, the manifolds Eδ
approach the flat manifold E0 = {x = 0}, which, of course, may be identified with the
real tangent space to E at the origin. Furthermore, as seen in the proof of Lemma 2.1, the
structures Jδ : (dδ)∗(J) converge to Jst in the C
k-norm as δ −→ 0. This allows us to find
explicitly the ∂J -operator in the Z variables.
Consider now a Jδ-holomorphic disc
Z : ID −→ (IB, Jδ)
Z : ζ 7→ Z(ζ)
of class Ck(D). The Jδ-holomorphicity condition Jδ(Z) ◦ dZ = dZ ◦Jst can be written in the
following form.
Zζ − AJ,δ(Z)Zζ = 0, (5)
where AJ,δ(Z) is the complex n×n matrix of an operator the composite of which with complex
conjugation is equal to the endomorphism (Jst + Jδ(Z))
−1(Jst − Jδ(Z)) (which is an anti-
linear operator with respect to the standard structure Jst). Hence the entries of the matrix
AJ,δ(Z) are smooth functions of δ, Z vanishing identically in Z for δ = 0.
Recall that the Cauchy-Green transform is defined by
Tf(ζ) =
1
2pii
∫ ∫
ID
f(τ)
τ − ζ
dτ ∧ dτ. (6)
It is well-known ([12], p. 56, Theorem 1.32) that T : Ck(ID) −→ Ck+1(ID) is a bounded
operator when k is non-integer. Furthermore, (Tf)ζ = f . Therefore we can write ∂J-
equation (5) as follows:
[Z − T (AJ,δ(Z)Zζ)]ζ = 0.
The arising non-linear operator
ΦJ,δ : Z −→ Z˜ = Z − T [AJ,δ(Z)Zζ ]
takes the space Ck(ID) into itself. Thus, Z is Jδ-holomorphic disc if and only if ΦJ,δ(Z) is a
holomorphic disc (in the usual sense) on ID. For sufficiently small positive δ the map ΦJ,δ
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is an invertible operator on a neighborhood of zero in Ck(D) which establishes a one-to-one
correspondence between the sets of Jδ-holomorphic and holomorphic discs in IB
n.
These considerations allow us to replace the non-linear Riemann-Hilbert problem (RH)
by the generalized Bishop equation
ρδ(Φ
−1
J,δ(Z˜))(ζ) = 0, ζ ∈ bID, (7)
for an unknown holomorphic function Z˜ in ID.
If Z˜ is a solution of the boundary problem (7), then Z = Φ−1J,δ(Z˜) is a Bishop disc with
boundary attached to Eδ. Since the manifold Eδ is biholomorhic via isotropic dilations to
the initial manifold E, the solutions of the equation (7) allow to describe the Bishop discs
attached to E. Of course, this gives just the discs close enough in the Ck-norm to the trivial
solution Z ≡ 0 of the problem (RH). We will call such discs small.
3.2 Schwarz-Green formula and Bishop’s equation
This is also useful to give a more explicit form of the Bishop equation as a non-linear system
of singular integral equations. Let
P0f =
1
2pii
∫
bID
f(τ)
dτ
τ
denote the average value of f on bID and let
Su(ζ) =
1
2pii
∫
bID
τ + ζ
τ − ζ
u(τ)
dτ
τ
denote the Schwarz integral. Consider also the Cauchy integral
Kf(ζ) =
1
2pii
∫
bID
f(τ)dτ
τ − ζ
. (8)
We note
S = 2K − P0.
We begin with a version of the Cauchy-Green formula replacing the Cauchy kernel by
the Schwarz kernel; this is a variation of the classical results [12].
Proposition 3.1 Let f = u + iv a complex function of class C1 on the unit disc ID of IC.
Then for every ζ ∈ ID we have
f(ζ) = Su(ζ) + iv0 + Tfζ(ζ)− Tfζ(1/ζ),
where v0 = P0v.
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Proof : Let
g(ζ) = f(ζ)− Su(ζ)− iv0 − Tfζ(ζ) + Tfζ(1/ζ).
Then the function g is holomorphic on ID because ∂ζTfζ(ζ) = fζ(ζ) and the functions Su
and Tfζ(1/ζ) are holomorphic. Furthermore, Re g|bID = 0 since ReSu|bID = u (in the sense
of limiting boundary values from inside) and 1/ζ = ζ , Tfζ(ζ) = Tfζ(1/ζ) for ζ ∈ bID. Hence
g = ic where c is a real constant.
In order to prove that c = v0, it suffices to show that P0Tfζ = 0. Note that for for every
bounded g, in particular for g = fζ the function Tg is holomorphic in IC \ ID and vanishes at
the infinity. Hence P0Tg = 0, and the proposition follows.
Let now E be a generic submanifold of codimension n − k in an almost complex man-
ifold (M,J) of complex dimension n. Fixing local coordinates, we can assume that E is a
submanifold of ICn through the origin, J(0) = Jst. Similarly to [11] we can also assume that
E is given by the following parametric equations
ReZ = h(ImZ, t),
where Z ∈ ICn are the standard complex coordinates and t ∈ IRk is a parameter. Furthermore,
h(0, 0) = 0,
∂h
∂ImZ
(0, 0) = 0, rank
∂h
∂t
(0, 0) = k.
Let Z : ζ 7→ Z(ζ) be a J-holomorphic Bishop disc for E in a sufficiently small neighbor-
hood of the origin. Then it satisfies the J-holomorphicity equations
Zζ − A(Z(ζ))Zζ(ζ) = 0.
Since the disc Z takes its values in a neighborhood of the origin small enough, the norm of
the matrix A also is supposed to be small. The boundary condition Z(bID) ⊂ E means that
ReZ(ζ) = h(ImZ(ζ), t(ζ))
for some function t(ζ) on bID. Set
Pf(ζ) = Tf(ζ)− Tf(1/ζ).
Then we obtain that the above conditions are equivalent to the following Bishop equation
for the map Z:
Z = Sh(ImZ, t) + ic0 + P (A(Z)Zζ). (9)
For a given non-integral α > 1, sufficiently small function t(ζ) ∈ (Cα(bID))k, and c0 ∈ IR
n
this equation has a unique solution of class Cα(ID) by the implicit function theorem.
In particular, if E is given by the equations
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x = ϕ(y, w),
z = x+ iy ∈ ICn−k, w = u+ iv ∈ ICk,
ϕ(0, 0) = 0, dϕ(0, 0) = 0,
then
(
x
u
)
= h(y, v, t) =
(
ϕ(y, t+ iv)
t
)
can be used for Bishop’s equation (9).
We can modify Bishop’s equation to define Z(1) = Z0 = X0 + iY0, X0 = h(Y0, t0). Put
S1u = Su− Su(1),
P1f = Pf − (Pf)(1).
Then we have the modified Bishop’s equation
Z = S1h(ImZ, t) + Z0 + P1(AZζ), (10)
where t(1) = t0. The solution satisfies Z(1) = Z0.
We point out that it follows immediately from the equation (9) or (10) that Bishop’s
discs depend smoothly on deformations of the almost complex structure J .
3.3 Parametrization of discs
Let p be a point of a generic submanifold E in an almost complex manifold (M,J). Fix local
coordinates so that E is defined by (4) and p = 0. Our goal is to describe the solutions Z˜ of
the generalized Bishop equation (7) satisfying the condition Φ−1J,δ(Z˜)(1) = 0. Our argument
is similar to [5].
Let U be a neighborhood of the origin in IR, X ′ a sufficiently small neighborhood of
the origin in the Banach space (Ck(ID) ∩ O(ID))m (with positive non-integral k > 1), X ′′
a neighborhood of the origin in the Banach space (Ck(ID) ∩ O(ID))n−m, and Y the Banach
space (Ck(bID))m. If z˜ ∈ X ′, z˜ : ζ 7→ z˜(ζ) and w˜ ∈ X ′′, w˜ : ζ 7→ w˜(ζ) are holomorphic discs,
then we denote by Z˜ the holomorphic disc Z˜ = (z˜, w˜).
Set X = X ′ × X ′′. Given Z˜ ∈ X ⊂ (Ck(ID) ∩ O(ID))n, we put (zδ, wδ) = Φ
−1
J,δ(Z˜) and
consider the map of Banach spaces R : X × U −→ Y × IRm × ICn−m defined as follows:
R : (z˜, w˜, δ) 7→
(
ρδ(Φ
−1
J,δ(Z˜))(•)|bID, yδ(1), wδ(1)
)
.
Let φ be a C2k-map between two domains in IRn and IRm ; it determines a map ωφ acting
by composition on Ck-smooth maps g into the source domain: ωφ : g 7→ φ(g). The well-
known fact is that ωφ is a C
k-smooth map between the corresponding spaces of Ck-maps.
In our case this means that the map R is of class Ck.
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Lemma 3.2 The tangent map
DR := DXR(0, 0, 0) : X −→ Y × IR
m × ICn−m
(the partial derivative with respect to the space X) is surjective.
Proof : This is easy to see that the map DR defined by the equality
DR(Zˆ) = (Re zˆ1, ...,Re zˆm, yˆ(1), wˆ(1))
for any Zˆ = (zˆ, wˆ) ∈ X . Recall that the Hilbert transform H can be defined as a singular
integral operator
Hu(ζ) =
1
2pii
(p.v.)
∫ 2pi
0
eiθ + ζ
eiθ − ζ
u(eiθ)dθ.
The operator H is a bounded linear operator on Ck(bID) for any non-integral positive k. Set
H1u = Hu − (Hu)(1) so that (H1u)(1) = 0. Now for given u ∈ (C
k(bID))m, given c ∈ IRm
and q ∈ ICn−m we set zˆ = u+ iH1u+ ic and denote by wˆ a holomorphic function satisfying
wˆ(1) = q. Then DR(zˆ, wˆ) = (u, c, q) so the map DR is surjective. Moreover, its kernel
is canonically isomorphic to the space (Ck(ID) ∩ O1(ID))
n−m of holomorphic functions wˆ of
class Ck(ID) satisfying wˆ(1) = 0.
Now given wˆ we look for a solution Z˜ of the equation (7). By the implicit function
theorem there exist δ0 > 0, a neighborhood V1 of the origin in X
′, a neighborhood V2 of
the origin in (Ck(ID) ∩ O1(ID))
n−m, and a Ck smooth map G : V2 × [0, δ0] −→ V1 such
that for every (wˆ, δ) ∈ V2 × [0, δ0] the holomorphic function Z˜ = G(wˆ, δ)(•) is the unique
solution of generalized Bishop’s equation (7) belonging to V1×V2 and satisfying the condition
Φ−1J,δ(Z˜)(1) = 0.
Now, the pullback Z = Φ−1J,δ(Z˜) gives us a Jδ-holomorphic disc attached to Eδ and
satisfying Z(1) = 0. Thus, the initial data consisting of wˆ ∈ (Ck(ID) ∩ O1(ID))
n−m define
for each small δ a unique Jδ-holomorphic disc Z0 = Z(wˆ)(•) attached to Eδ and satisfying
Z0(1) = 0. We will call this disc Z0 the lift of wˆ attached at p = 0 (we write Zp(wˆ) for an
arbitrary p). Since the almost complex structures J and Jδ are biholomorphic via isotropic
dilations, we can give the following description of local solutions of Bishop’s equation (the
problem (RH)).
Proposition 3.3 The set AJp of J-holomorphic Bishop discs satisfying Z(1) = p is a Banach
manifold and its tangent space at Z ≡ 0 is canonically isomorphic to (Ck(ID)∩O1(ID))
n−m.
Moreover, the parametrization map (Ck(ID) ∩ O1(ID))
n−m ×E ∋ (wˆ, p) 7→ Zp[wˆ] is smooth.
The proof follows from the above analysis of the Bishop equation. One merely fixes some
value of δ, 0 < δ ≤ δ0 and observes that the families of Bishop discs corresponding to distinct
values of δ 6= 0 are taken into one another by the corresponding dilations.
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In what follows we say that a J-holomorphic Bishop disc Z of E satisfying Z(1) = p is
attached at p ∈ E.
The representation (10) of Bishop’s equation is convenient since the structure J and
defining functions of E appear explicitly in the coefficients of integral equations. This implies
immediately that solutions depends smoothly on deformations of the structure. In particular,
if E1 and E2 are C
2k-close submanifolds of ICn defined by equations of the form (4) and
J1 and J2 are C
2k close almost complex structures, then there exists a (locally defined)
diffeomorphism between the corresponding Ck Banach submanifolds of Bishop discs AJ10
and AJ20 that depends smoothly on the pairs Ej , Jj, j = 1, 2, and is the identity in the case
of equal pairs.
Moreover, if we apply the implicit function theorem to the equation (10) we obtain that
every Bishop discs is uniquely determined by the initial data Z0 and t(ζ). Thus, we obtain
another parametrization of the manifold AJp .
4 Filling by pseudoholomorphic Bishop discs: pseudo-
convex and finite type cases
In this section we consider the case where E is a real hypersurface. The following simple
statement will be crucially used.
Proposition 4.1 Suppose that there exists Z ∈ AJp such that the normal derivative vec-
tor dZ(∂Re ζ |1) is not tangent to E at p (that is the Bishop disc Z is attached to E at p
transversally). Then Bishop discs from ∪q∈EA
J
q of E fill a one-sided neighborhood of p ∈ E.
Proof : We can assume that Z is the lift of wˆ ∈ (Ck(ID) ∩ O1(ID))
n−m (defined in the
proof of Proposition 3.3). It follows by Proposition 3.3 that for every point q ∈ E in a
neighborhood of p there exists a disc Zq(wˆ) (the lift of wˆ attached to E at q) which is a small
deformation of Z. So the normals Zq([0, 1]) of these discs at 1 fill a one-sided neighborhood
of p. This completes the proof.
Remark. If Z is a Bishop disc attached to E at p = 0, the tangent space TZ(A
J
p ) of
the manifold of Bishop discs attached at p consists of maps Z˙ : ID −→ ICn with Z˙(1) = 0
satisfying a Riemann-Hilbert type system of the form

 Z˙ζ + a(ζ)Z˙ζ + b(ζ)Z˙ + c(ζ)Z˙ = 0, ζ ∈ ID,Re (∂ρ(Z)Z˙) = 0, ζ ∈ bID,
where the matrix valued coefficients a, b, c involve Zζ and the values of the matrix A
and its derivatives AZ and AZ on the disc Z. This system is obtained by varying the
Bishop equation. The solutions Z˙ of this problem are called the infinitesimal variations
(or infinitesimal perturbations) of the disc Z. In general the study of the above boundary
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problem is quite complicated. Fortunately, in the present paper we deal with small Bishop
discs only. This implies that the above Bishop disc Z can be chosen small enough. Therefore,
the above Riemann-Hilbert problem can be viewed as an arbitrarily small perturbation of
the usual ∂-equation on the unit disc with the boundary condition Re (∂ρ(0)Z˙) = 0. In
particular the corresponding linear operator is surjective in suitable functional spaces and
the above linearized equation indeed determines the tangent space to the manifold AJp . A
neighborhood of the disc Z in AJp is in a one-to-one correspondence with a neighborhood
of the origin in this tangent space by the implicit function theorem. The last proposition
means that if the space of discs Z˙ satisfying the above conditions contains a disc with the
normal derivative vector at 1 transversal to E, then Bishop disc fill one-sided neighborhood
of E. In this section we study the above linear Riemann-Hilbert problem by geometric tools:
using suitable non-isotropic dilations of coordinates we represent it as a small deformation
of the corresponding Riemann-Hilbert problem for the usual ∂-operator. An analytic study
of this problem is postponed to section 5.
We will need the following statement.
Proposition 4.2 Let E be a real hypersurface in an almost complex manifold M with an
integrable structure J0. Assume that E contains no complex hypersurfaces. Then for any
almost complex structure J close enough to J0 in the C
k, k > 2, norm the J-holomorphic
Bishop discs of E fill a one-sided neighborhood of every point of E.
Proof : According to [10] the manifoldAJ0p contains a disc transversal to E at p ∈ E. Since
the manifolds AJp depend smoothly on J , they also contain a transversal disc if ‖ J − J0 ‖Ck
is small enough.
Of course, a similar statement remains true if E is a generic submanifold in (M,J0)
minimal in the sense of [10].
4.1 Pseudoconvex hypersurfaces
As a first consequence we obtain the following
Proposition 4.3 Let ρ be a J-plurisubharmonic function of class C2 on an almost complex
manifold (M,J) of complex dimension 2 and the hypersurface E = ρ−1(0) contains no J-
holomorphic discs (we assume dρ 6= 0 on E). Then there exists a neighborhood U of E such
that the Bishop discs of E fill U ∩ {ρ < 0}.
Proof : Consider a (sufficiently small) Bishop disc Z ∈ AJp . Then ρ ◦ Z ≤ 0 on ID by
the maximum principle. But then dZ(∂Re ζ |1) is transversal to E by the Hopf lemma. So we
apply Proposition 4.1.
The above result remains true for arbitrary dimension (see [1] for the case of ICn).
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Proposition 4.4 Let E be a real hypersurface defined as the zero set of a J-plurisubharmonic
function ρ of class C2 in an almost complex manifold (M,J). Suppose that there exists a
complex tangent vector field X on E such that for any p ∈ E there are no (germs of) J-
holomorphic discs in E tangent to X(p). Then there exists a neighborhood U of E such that
Bishop discs of E fill U ∩ {ρ < 0}.
Proof : If the Banach manifold AJp contains no transversal discs, by the Hopf lemma all
the discs from AJp are contained in E. Similarly to the previous section, fix local coordinates
centered at p and consider isotropic dilations Λδ. Fix a point q ∈ E0 close enough to p. Then
the tangent vectors at the centers of Bishop discs (with respect to Jst ) attached to E0 at 0 fill
a real sphere in the holomorphic tangent space HJstq (E0). By continuity, a similar property
holds for δ small enough so there is a point in Eδ admitting a germ of a Jδ-holomorphic disc
in any complex tangent direction and contained in Eδ. This contradiction shows that the
manifold AJp contains a transversal disc and we apply Proposition 4.1.
As a corollary we obtain the following global version of this statement.
Corollary 4.5 Let ρ be a C2 plurisubharmonic function on an almost complex manifold.
Suppose that for some c ∈ IR its level set E := ρ−1(c) is a compact hypersurface of class
C2 which contains no germs of holomorphic discs. Then there exists a neighborhood U of E
such that Bishop discs of E fill U ∩ {ρ < c}.
4.2 Finite type hypersurfaces
Consider a real hypersurface E in an almost complex manifold M of complex dimension 2.
By its type we mean the supremum of tangency order of E with regular J-holomorphic discs
at p ∈ E (the properties of finite type hypersurfaces in almost complex manifolds are studied
in the recent work [2]).
Proposition 4.6 If E is of finite type, then its Bishop discs fill a one-sided neighborhood
of every point of E.
Let an integral m > 1 be the type of E at the origin. There exists a regular disc Z such
that
(ρ ◦ Z)(ζ) = O(|ζ |m). (11)
We can choose local coordinates so that Z(ζ) = (0, ζ) and the J-holomorphicity conditions
for a map (w, z) : ID −→ IC2 have the form
wζ + a(w, z)wζ = 0,
zζ + b(w, z)zζ = 0,
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where
a(•, 0) = 0, b(0, 0) = 0. (12)
Indeed, we can identifyM with IC2 equipped with an almost complex structure J such that
J(0) = Jst. Using the classical result of Nijenhuis-Woolf (see, for instance, [7]) we construct
a foliation of a neighborhood of the origin in IC2 by a family of J-holomorphic discs containing
Z. Similarly, consider also a transversal foliation. After a local diffeomorphism the discs
of these foliations become translations of coordinate axis. In this system of coordinates the
above equations hold and Z has the above form. Moreover, the matrix J becomes diagonal
by blocks:
J =
(
P 0
0 S
)
.
where P and S are real 2× 2-matrices satisfying P (0) = S(0) = Jst.
In view of condition (11) the Taylor expansion of r is these coordinates has the form
ρ(w, z) = Re z + Re
m∑
j=1
qj(w)z
j + pm(w,w) + o(|(w, z)|
m),
where pm is a non-zero homogeneous polynomial of degree m in w, w and q1(0) = 0.
Lemma 4.7 The polynomial pm contains at least one non-zero non-harmonic term.
Proof : We need the following statement due to Ivashkovitch-Rosay [4].
Proposition 4.8 Let m ≥ 1 integer and 0 < α < 1. Let J be a Cm+α almost complex
structure defined in a neighborhood of 0 in IR2n. If φ : ID −→ (IR2n, J) is a smooth map such
that ∂Jφ(ζ) = o(|ζ |
m−1), then there exists a J-holomorphic map u from a neighborhood of 0
in IC into IR2n such that |(u− φ)(ζ)| = o(|ζ |m).
Suppose by contradiction that pm(w,w) = (hmw
m+hmwm)/2. Consider the map φ(ζ) =
(ζ,−hmζ
m). In view of (12) it satisfies the hypothesis of the last proposition so there exists
a J-holomorphic disc U of the form u = (ζ,−hmζ
m) + o(|ζ |m). Then ρ ◦ u = o(|ζ |m) which
contradicts the condition that the type of E at the origin is equal to m. This proves the
lemma.
Now we are able to finish the proof. For δ > 0 consider the non-isotropic dilations
Λδ : (w, z) 7→ (δ
−1/mw, δ−1z). Since in our system of coordinates J is given by a real
(4 × 4)-matrix diagonal by (2 × 2)-blocks, the structures Jδ := (Λδ)∗(J) tend to Jst in
Cα-norm for any positive α. The hypersurfaces Eδ := Λδ(E) tend to the hypersurface
E˜ = {Re z + pm(w,w) = 0} which is of finite type in view of the last lemma. So we can
apply Proposition 4.2.
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We also point out that a Bishop disc transversally attached to E˜ easily can be given
quite explicitly without using the general theorem of [10]. Consider a holomorphic function
of the form w(ζ) = eiθ(ζ − 1) where a value of the parameter θ ∈ [0, 2pi] will be chosen later.
After a standard biholomorphic change of coordinates we can assume that the polynomial
pm contains no harmonic terms, so that pm =
∑m−1
k=1 qkw
kwm−k so that for ζ ∈ ∂ID we have
h(ζ) := (pm ◦ w)(ζ) = (ζ − 1)
m
m−1∑
k=1
(−1)m−kei(2k−m)θqkζ
k−m.
Let z be a holomorphic function on ∆ such that Re z|∂ID = h and z(1) = 0. The normal
derivative (Re z)ν(1) at 1 (that is the derivative with respect to Re ζ) of Re z is given by the
derivation of the Poisson integral (since h(1) = 0):
(Re z)ν(1) = (p.v.)
1
pi
∫ 2pi
0
h(eiτ )dτ
|eiτ − 1|2
= (p.v.)
i
pi
∫
ζ∈∂ID
h(ζ)
(ζ − 1)2
dζ.
By the Cauchy residue theorem we obtain that the last integral is equal to
∑m−1
k=1 qkαke
i(2k−m)θ
where αk are some non-zero constants coinciding up to the signs with certain binomial
coefficients. But this expression does not vanish after a suitable choice of θ. So for any ε > 0
the map ζ 7→ (εw(ζ), εmz(ζ)) is an (arbitrarily small) Bishop disc transversally attached to
E˜ at the origin.
If E is a real analytic hypersurface in a real analytic almost complex manifold of complex
dimension 2, then E is of finite type if and only if it contains no J-holomorphic discs ( by
Nagano’s theorem [6]).
This implies our main Theorem 1.1 in the real analytic category.
Corollary 4.9 Let (M,J) be a real analytic almost complex manifold of complex dimension
2 and E be a real analytic hypersurface in M . Assume that E contains no J-holomorphic
discs. Then the Bishop discs of E fill a one-sided neighborhood of every point of E.
A suitable modification of this method leads to a similar result in arbitrary dimension.
We say that a real hypersurface E in an almost complex manifold (M,J) is of finite type m
at point p ∈ M if there exists a complex tangent vector X to E at p such that any regular
J-holomorphic disc tangent to X has the order of tangency with E less or equal to m.
Proposition 4.10 If E is a real finite type hypersurface in an almost complex manifold
(M,J) (of an arbitrary dimension), then its Bishop discs fill a one-sided neighborhood of
every point of E.
We can assume that local coordinates are chosen so that the disc Z = (ζ, 0, ...., 0) is
J-holomorphic and J(0) = Jst.
Then J = Jst+R where R is (2n× 2n)-matrix formed by 2× 2-blocks Rkl and R(0) = 0.
Moreover, it follows from the J-holomorphicity of Z that
Rk1(ζ, 0, ..., 0) ≡ 0. (13)
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Furthermore, we can assume that ρ(w1, ..., wn−1, z) = Re z + o(|(w, z)|) and (ρ ◦ Z)(ζ) =
pm(ζ, ζ) + o(|ζ |
m). Here pm is a homogeneous polynomial of degree m. Using the above
Ivashkovich-Rosay proposition and repeating the former argument we obtain that pm contains
a non-zero harmonic term, because the condition (13) implies that ∂J vanishes with order
m− 1 on the disc ζ 7→ (ζ, 0, ...., 0, aζm).
Finally, consider the dilations Λδ(z) = (δ
−1/mw1, δ−1w2, ..., δ−1z). Again using condition
(13), we obtain that the structures Jδ = (Λδ)∗(J) converge to the standard structure Jst
in any Cα norm. The hypersurfaces Eδ = Λδ(E) converge to the hypersurface E0 : Re z +
Pm(w
1, w1) = 0 in ICn which of finite type with respect to Jst. So we conclude as above.
5 Analysis of the Bishop equation
Our goal now is to prove Theorem 1.1 stated in introduction without any additional hypoth-
esis of pseudoconvexity or real analyticity type. Everywhere we suppose that E = {ρ = 0} is
a real C∞-smooth hypersurface in an almost complex manifold (M,J) of complex dimension
2. Since the statements of our main results are local, we work in local coordinates similarly
to the previous sections. However, for technical reasons it is more convenient to consider
Bishop discs attached to E at the point (0, 1). We also assume that J(0, 1) = Jst. Since in
the present section matrix computations will play a substantial role, we everywhere write
vectors Z of IC2 as vector-columns. We will use the following notation:
∂ :=
∂
∂ζ
, ∂ :=
∂
∂ζ
.
Recall that a map ζ 7→ Z(ζ) from the unit disc ID to IC2 is J-holomorphic if and only if it
satisfies the following system of equations:
∂Z − A(Z)∂Z = 0, (14)
where the matrix valued function A is defined by (3). We consider here only maps valued in
a small enough neighborhood of the point (0, 1).
Consider small embedded J-holomorphic Bishop discs attached to E at the point (0, 1);
their existence is proved in Section 3. Given such a disc Z0 there exists a local diffeomorphism
such that in the new coordinates we have Z0(ζ) =
(
0
ζ
)
, ζ ∈ ID (see Lemma 2.4). We
denote again by J the representation of our almost complex structure in the new coordinates,
J(0, 1) = Jst.
Our main goal is to establish the following
Proposition 5.1 Suppose that for the Bishop disc Z0(ζ) =
(
0
ζ
)
, ζ ∈ ID, we have A◦Z0 =
0 and AZ ◦ Z0 = 0 and
ρz(0, 1) = 1, ρ(0, 1) = ρw(0, 1) = 0. (15)
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Suppose that the derivatives AZ and the second derivatives of ρ are small on Z0(ID). Suppose
further that for every Bishop disc Z(ζ) =
(
z(ζ)
w(ζ)
)
with Z(1) = Z0(1) =
(
0
1
)
close enough
to Z0 we have ∂z(1) = 0. Then the Levi form of E with respect to J vanishes on the set
Z0(bID).
Theorem 1.2 is an immediate corollary of this statement.
Remark 1. The assumptions of smallness of the derivatives of A and ρ are automatically
satisfied because the original disc is small and the change of coordinates stretches it to the
unit disc. The normalization condition (15) also can be achieved by a suitable change of
coordinates which does not affect previous assumptions (Lemma 2.4).
Remark 2. We point out that Proposition 5.1 employs all J-holomorphic discs close to
Z0, not just the infinitesimal perturbations of Z0. In some sense it uses the second variation
of the condition of tangency. Given a disc Z0 of class C
k for sufficiently big k, we prove the
desired vanishing of the Levi form under the hypothesis that there are no Ck−m transversal
disc close to Z0, where m is an unimportant constant. The “loss of smoothness” is due to the
normalization of A (Lemma 2.4) and changes of variables in the linearized Bishop equation
involving A and ρ. It is unrelated to the class C1+α, in which we consider the infinitesimal
perturbations in Section 5.3.
We provide a proof in the next three subsections. In Section 5.1 we introduce and simplify
the linearized Bishop equation. In section 5.2 we describe its solutions for every disc Z close
to Z0. We use infinitesimal perturbations Z˙ of Z to show that if no transversal perturbation
exists, then Z satisfies a certain nonlinear integral equation Φ(Z) = 0 involving Z and its
derivatives. We only use the infinitesimal perturbations Z˙ parametrized by polynomials,
hence they are just as smooth as the coefficients of the linearized Bishop equation, so no loss
of smoothness occurs here. Finally in Section 5.3 we use infinitesimal perturbations of Z0 of
class C1+α to prove the desired conclusion about the Levi form.
5.1 Linearized Bishop equation
Suppose the hypotheses of Proposition 5.1 are fulfilled. For simplicity we assume that A and
ρ are C∞. Consider a Bishop disc Z(ζ) =
(
z(ζ)
w(ζ)
)
, ζ ∈ ID, attached to E at the origin and
close enough to Z0. Then it satisfies the following boundary problem for the ∂J -operator:
∂Z = A∂Z,
ρ ◦ Z|bID = 0.
Since we only deal with small Bishop discs, we can assume that for any fixed k > 0 the norm
‖ A ‖Ck is small enough.
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Consider now solutions Z˙ of the corresponding linearized problem:
∂Z˙ = A˙∂Z + A∂Z˙,
Re (ρZ(Z)Z˙)|bID = 0.
Here and in the rest of the paper for a map F defined on the space of smooth discs Z :
ID −→ IC2, we denote by F˙ the Frechet derivative of F . In particular, if F is defined by a
smooth function on a set in IC2, which is the case for A, then
F˙ (Z)(Z˙) = FZ(Z)Z˙ + FZ(Z)Z˙.
We call the solutions Z˙ of the linearized system the infinitesimal perturbations of the disc Z.
In order to eliminate ∂Z˙ in the right-hand side of the linearized equation, we perform
the following change of (dependent) variables Z1 := Z˙−AZ˙. Then Z˙ = I
′(Z1+AZ1), where
I ′ = (I − AA)−1 and I denotes the identity matrix.
We have
∂Z1 = ∂(Z˙ −AZ˙) = (∂Z˙ −A∂Z˙)− ∂AZ˙,
∂Z1 = A˙∂Z − ∂AZ˙,
∂A = AZ∂Z + AZ∂Z = (AZA+ AZ)∂Z,
Since AZ and AZ are 3-index quantities, the above products are not all matrix products,
but rather tensor products suitably contracted. We don’t specify the exact meaning of each
product because it won’t matter for our analysis. We leave the details to the reader. The
same applies to several lines below. We get
∂Z1 = A1Z1 + A2Z1,
A1 = (AZI
′ + AZI
′A)∂Z − (AZA+ AZ)∂ZI
′A,
A2 = (AZI
′A+ AZI
′)∂Z − (AZA+ AZ)∂ZI
′.
Consider the Frechet derivatives A˙1 and A˙2 at Z0. The condition A = 0 implies I˙ ′ = 0.
Obviously A˙1 and A˙2 are linear combinations of Z˙, Z˙ and ∂Z˙ with smooth coefficients
depending on ζ , which we write in the form
A˙ν(Z0) = 0 mod (Z˙, Z˙, ∂Z˙), ν = 1, 2.
For the disc Z = Z0 we have ∂Z = ∂Z0 =
(
0
1
)
. The expression for A1 implies
A˙1(Z0) = 0 mod (Z˙, Z˙).
We now express the boundary condition Re (ρZZ˙) = 0 in terms of Z1. We obtain
ρZI
′(Z1 + AZ1) + ρZI
′(Z1 + AZ1) = 0,
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We put
λ = (λ1, λ2) = ρZI
′ + ρZI
′A.
Then the boundary condition for Z1 turns into
Re (λZ1)|bID = 0.
For simplicity of notation we put
∂1f = ∂f(1).
We note that the condition ∂1z = 0 fulfilled for all the discs implies ∂1z˙ = 0. For the
change of variables Z˙ 7→ Z1 =
(
z1
w1
)
, the condition A(0, 1) = 0 (recall J(0, 1) = Jst )
implies that ∂1z1 = ∂1z˙. Thus for every Z1 the conditions
∂Z1 = A1Z1 + A2Z1,
Z1(1) = 0,
Re (λZ1)|bID = 0
imply ∂1z1 = 0. Consider the matrix
Λ =
(
λ1 λ2
0 1
)
,
where λ = (λ1, λ2) is defined above. We use that Λ is smoothly extended on the disc ID,
although only the values on bID will matter.
In order to simplify the boundary conditions, we further change the variable to V = ΛZ1
with V =
(
v1
v2
)
. We put
B1 = (∂Λ)Λ
−1 + ΛA1Λ
−1,
B2 = ΛA2Λ−1.
It follows from the hypotheses of Proposition 5.1 that B1 and B2 are small on Z0, which we
will need in Section 5.2. The new unknown V satisfies
∂V = B1V +B2V ,
V (1) = 0,
Re v1|bID = 0.
For every solution V we have
∂1v1 = 0.
The expressions for A˙1 and A˙2 on the disc Z0 imply
B˙1 = (∂Λ˙)Λ
−1 mod (Z˙, Z˙), (16)
B˙2 = 0 mod (Z˙, Z˙, ∂Z˙). (17)
We will need this information about the derivatives B˙ν in Section 5.3.
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5.2 Solving the boundary value problem: the generalized Schwarz
integral
We derive an integral formula for solving a linear boundary Riemann-Hilbert problem for
elliptic systems of PDE in the unit disc. Following [12], we call it the generalized Schwarz
integral. Consider the following boundary value problem in ID:
∂V = B1V +B2V ,
ReV |bID = Γ (Γ(1) = 0),
V (1) = 0.
Recall the Cauchy integral K and the Cauchy-Green transform T are defined in the previous
sections by (8) and (6). We also define the operators:
K1u := Ku− (Ku)(1)
and
T1u := Tu− (Tu)(1).
We also need the following operators:
T ∗1 u = T
∗u− (T ∗u)(1),
where
T ∗u(ζ) =
1
2pii
∫ ∫
ID
ζu(τ)dτ ∧ dτ
1− ζτ¯
.
The operator T ∗ satisfies the following identities:
T ∗ = −KT, T ∗1 = −K1T 1,
which one can verify directly.
Then by the Schwarz-Green formula:
V = 2K1ReV + T1∂V + T
∗
1 ∂V + V (1).
Set V0 = 2K1Γ. Then V satisfies the following integral equation
V = V0 + T1(B1V +B2V ) + T
∗
1 (B1V +B2V ).
Consider the operators
L1 = T1 ◦B1 + T
∗
1 ◦B2,
L2 = T1 ◦B2 + T
∗
1 ◦B1,
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where Bj are viewed as operators of left multiplication by the matrix functions Bj. Then V
satisfies the following equation:
V = V0 + L1V + L2V .
We solve this equation using that L1 and L2 are small because so are B1 and B2. Then the
solution has the form
V = V0 +R1V0 +R2V 0,
where the resolvent operators Rj are IC-linear. We now find an explicit expression for the
resolvents Rj . We have
V0 +R1V0 +R2V 0 = V0 + L1(V0 +R1V0 +R2V 0) + L2(V 0 +R1V 0 +R2V0).
Then (we temporarily drop the index 0 of V0)
R1V = L1(V +R1V ) + L2R2V,
R2V = L1R2V + L2(V +R1V ),
so that
R1 = L1 + L1R1 + L2R2,
R2 = L1R2 + L2(I +R1).
Substituting the equality
R2 = (I − L1)
−1L2(I +R1)
into the expression for R1, we obtain
R1 = [I − L1 − L2(I − L1)
−1L2]
−1[L2(I − L1)
−1L2 + L1].
Since (1− x)−1x = (1− x)−1 − 1, we can rewrite the above expression in the form
R1 = [I − L1 − L2(I − L1)
−1L2]
−1 − I.
Hence Rj are bounded operators C
m −→ Cm+1 for any non-integral m > 0. We use the
expression for R1 to make some simple observations. Note that
R1 = L1 +O(2),
where O(2) is a sum of products of 2 or more operators L1, L2, L1, L2. It will turn out that
the O(2) term is unimportant, but it will take considerable work. Furthermore, one can see
that every term in R1 starts with L1 or L2 and ends with L1 or L2. Recalling the expressions
for L1 and L2 we conclude that R1 is a sum of terms of the form
P0 ◦ F0 ◦ P1 ◦ F1 ◦ .... ◦ Pn ◦ Fn,
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where each Pj ∈ {T1, T 1, T
∗
1 , T
∗
1} and Fj ∈ {B1, B1, B2, B2}. Moreover, P0 ∈ {T1, T
∗
1 } and
Fn ∈ {B1, B2}.
We now interpret the condition ∂1v1 := ∂v1(1) = 0. The boundary conditions we derived
in Section 5.1 imply Γ =
(
0
γ
)
, where γ is an arbitrary real function with γ(1) = 0.
Then V0 =
(
0
ϕ
)
, where ϕ is an arbitrary holomorphic function ϕ = 2K1γ. Then v1 =
R121 ϕ+R
12
1 ϕ, where R
12
1 and R
12
2 are the (12) matrix entries of the matrix operators R1 and
R2. The condition ∂1v1 = 0 means
∂1R
12
1 ϕ+ ∂1R
12
2 ϕ = 0.
Since the first term is IC-linear in ϕ and the second one is antilinear, we get
∂1R
12
1 ϕ = 0
for all ϕ with ϕ(1) = 0.
Since every term in R1 starts with T1 or T
∗
1 , we need formulas for their derivatives at
ζ = 1. For every function f of class Cα(ID), 0 < α < 1, with f(1) = 0 we have
∂1T1f = ∂1Tf =
1
2pii
∫ ∫
ID
f(τ)dτ ∧ dτ
(τ − 1)2
,
∂1T
∗
1 f = ∂1T
∗f =
1
2pii
∫ ∫
ID
f(τ)dτ ∧ dτ
(τ − 1)2
,
where the integrals converge in the usual sense.
We would like to interpret the condition ∂1R
12
1 ϕ = 0 for all ϕ as a moment condition
and eliminate the arbitrary ϕ. In order to do so we need to reverse the order of integration
in every term in R1, which requires the following preparations. Let P be a scalar integral
operator with kernel P (t, τ), that is
Pf(ζ) =
∫ ∫
ID
P (ζ, τ)f(τ)dτ ∧ dτ.
Define the operators P+ and P− as the integral operators with the kernels
P+(ζ, τ) =
(ζ − 1)2
(τ − 1)2
P (τ, ζ),
P−(ζ, τ) =
(ζ − 1)2
(τ − 1)2
P (τ, ζ).
We also put
µ(τ) =
(
τ − 1
τ − 1
)2
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Lemma 5.2 Let ϕ(τ) = (τ − 1)2ψ(τ). We have
∂1TF0 ◦ P1 ◦ F1 ◦ ... ◦ Pn ◦ Fnϕ =
1
2pii
∫ ∫
ID
P+n (...P
+
1 (F0)F1...)Fnψ(τ)dτ ∧ dτ,
∂1T
∗F0 ◦ P1 ◦ F1 ◦ ... ◦ Pn ◦ Fnϕ =
1
2pii
∫ ∫
ID
P−n (...P
−
1 (F0)F1...)Fnψ(τ)µ(τ)dτ ∧ dτ.
The proof follows by changing the order of integration.
Lemma 5.3 (Moment conditions.) Let F ∈ L∞(ID). Then
TF |bID = 0
if and only if for every holomorphic polynomial ϕ we have∫ ∫
ID
F (τ)ϕ(τ)dτ ∧ dτ = 0.
Proof : The series
1
τ − ζ
= −
∞∑
n=0
τn
ζn+1
converges in L1(ID) for every fixed ζ ∈ bID. Integrating the series against F (τ) yields
TF (ζ) = −
∞∑
n=0
cn
ζn+1
, ζ ∈ bID, where cn =
1
2pii
∫ ∫
ID
F (τ)τndτ ∧ dτ,
and the lemma follows.
Lemma 5.4 Let f ∈ Cγ(ID), 0 < γ < 1, f(1) = 0. Let |g| ≤ C be bounded and
|∂g(τ)| ≤
C
|τ − 1|
, |∂g(τ)| ≤
C
|τ − 1|
, τ ∈ ID\{1}.
Then fg ∈ Cγ(ID) and ‖ fg ‖Cγ≤ C
′C ‖ f ‖Cγ for some constant C
′. For γ = 1 lemma
holds in Lip1(ID).
Proof : Put ∆ := (gf)(ζ1) − (gf)(ζ2) = (f(ζ1) − f(ζ2))g(ζ1) + f(ζ2)(g(ζ1) − g(ζ2)),
|ζ1 − ζ2| = δ. Without loss of generality we can assume that |ζ2 − 1| ≤ |ζ1 − 1|. Then
|∆| ≤ C ‖ f ‖Cγ δ
γ+ ‖ f ‖Cγ |ζ2 − 1|
γ min
(
2C,
piCδ
|ζ2 − 1|
)
≤ piδ,
where pi arises because we may have to connect ζ1 and ζ2 by going around 1.
Now consider the two cases separately: δ ≤ |ζ2 − 1| and δ ≥ |ζ2 − 1|. In both cases we
get |∆| ≤ C ′C ‖ f ‖Cγ δ
γ , which proves the lemma.
Lemma 5.5 If P is one of the operators T1, T
∗
1 , T 1, T
∗
1, then P
+ and P− are bounded
operators Cα(ID) −→ C1−β(ID) for every 0 < α < 1, 0 < β < 1.
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Proof : We directly obtain the following equalities:
T+1 = −T1, (18)
T−1 = −µ
−1T1µ, (19)
T ∗1
+ = −µT ∗1 . (20)
By using the equality T ∗ = −KT , we obtain
T ∗1
+ = µK1T1, (21)
T ∗1
− = K1T1µ. (22)
We also need the following relation:
T1µ(ζ) = Tµ(ζ) =
ζ − 1
ζ − 1
(1− |ζ |2) ∈ Lip1(ID). (23)
To obtain (23) we put ψ(ζ) = − (ζ−1)
2
ζ−1
, then ∂ψ = µ. By the Cauchy-Green formula we have
ψ = Kψ + Tµ. Note that ψ(ζ)|bID = ζ(ζ − 1) so that Kψ = ζ(ζ − 1). Hence
Tµ = ψ −Kψ =
ζ − 1
ζ − 1
(1− |ζ |2).
Since (P )+ = P−, (P )− = P+, it suffices to prove the lemma for P ∈ {T1, T
∗
1 }.
For T+1 by (18) we have T
+
1 : C
α(ID) −→ C1+α(ID). Consider T−1 . Let u ∈ C
α(ID).
Then T1(µu) = T1(µu(1)) + T1(µ(u − u(1))). Then T1(µu(1)) = u(1)T1µ ∈ Lip1(ID) by
(23). Then µ(u− u(1)) ∈ Cα(ID) by Lemma 5.4 and T1(µ(u− u(1))) ∈ C
1+α(ID). Therefore
T1(µu) ∈ Lip1(ID) and T
−
1 u = −µ
−1T1(µu) ∈ Lip1(ID) ⊂ C
1−β(ID) by Lemma 5.4. The
operators T ∗1
+ and T ∗1
− are treated similarly by (21) and (22). This completes the proof of
the lemma.
The property ∂1R
12ϕ = 0 for all holomorphic functions ϕ with ϕ(1) = 0, takes the form
∂1[T1 ◦B1 + T
∗
1 ◦B2 +
∑
n≥1
P0 ◦ F0 ◦ ... ◦ Pn ◦ Fn]
12ϕ = 0,
where the summation includes all the terms in R1, so P0, ..., Pn ∈ {T1, T
∗
1 , T 1, T
∗
1}, P0 ∈
{T1, T
∗
1 }, Fn ∈ {B1, B2} and (12) denotes the corresponding matrix entry. By Lemma 5.2
this condition is equivalent to∫ ∫
ID
[
B1 +B2µ(τ) + Σ
′ + Σ′′
]12
ψ(τ)dτ ∧ dτ = 0,
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where
Σ′ =
∑
n≥1
P+n (...P
+
1 (F0)F1...)Fn, Σ
′′ =
∑
n≥1
P−n (...P
−
1 (F0)F1...)Fnµ(τ),
and ψ is an arbitrary holomorphic function. The terms in Σ′ and Σ′′ correspond to O(2) in
R1. They split into Σ
′ and Σ′′ depending whether the term in R1 starts with T1 or T
∗
1 . The
series converges in C1−β(ID).
By Lemma 5.3 we further obtain
Φ(Z) := T
[
B1 +B2µ(τ) + Σ
′ + Σ′′
]12
|bID = 0. (24)
This property holds for every Bishop disc Z close enough to Z0 with Z(1) =
(
0
1
)
provided
that for every polynomial ψ the corresponding infinitesimal perturbation Z˙ of Z is tangent
to E at ζ = 1.
5.3 Frechet derivative of Φ
In this section we consider the map Φ defined by (24). This map is defined in a neighborhood
of the disc Z0 in the Banach manifold A
J
p (E) of J-holomorphic Bishop discs attached to E
at p = (0, 1). The condition (24) means that in fact the map Φ vanishes identically, so its
Frechet derivative Φ˙ at Z0 does. We will study the geometric consequences of the equality
Φ˙(Z0)(Z˙) = 0, Z˙ ∈ TZ0A
J
p (E).
According to the previous subsection, due to the special normalization of the matrix A along
the disc Z0, we have
Z˙ = Λ−1V
V = V0 +R1V0 +R2V 0, V0 =
(
0
ϕ
)
,
where ϕ is an arbitrary holomorphic function in ID with ϕ(1) = 0.
This allows to consider Z˙ and therefore Φ˙ as IR-linear operators applied to a function
ϕ ∈ O(ID) ∩ C1+α(ID), 0 < α < 1.
For the target spaces, given integral m ≥ 0 and 0 < α < 1 we introduce the spaces
Cm+α1 (ID) and C
m+α
1 (bID) as spaces of functions which are C
m+α except at 1. More pre-
cisely we say that f ∈ Cm+α1 (ID) if f ∈ L
∞(ID) and for every ε > 0 we have f |ID\IB(1,ε) ∈
Cm+α(ID\IB(1, ε)), where IB(1, ε) denotes the disc of radius ε centered at 1. We define
Cm+α1 (bID) similarly. We do not introduce norms in these spaces, nevertheless, we say that
P is a bounded linear operator Cm+α1 (ID) −→ C
k+β
1 (ID) if for every ε > 0 there exists a
constant C = C(ε) > 0 such that for every f ∈ Cm+α1 we have
‖ Pf ‖Ck+β(ID\IB(1,2ε)) + ‖ Pf ‖L∞(ID)≤ C(‖ f ‖Cm+α(ID\IB(1,ε)) + ‖ f ‖L∞(ID)).
Similarly, we define bounded operators Cm+α(ID) −→ Ck+β1 (ID) and when we have bID in
place of ID.
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Lemma 5.6 If P ∈ {T1, T
∗
1 , T 1, T
∗
1} then P
+ and P− are bounded operators Cm+α1 (ID) −→
Cm+1+α1 (ID) for all integral m ≥ 0, 0 < α < 1.
The lemma follows immediately by splitting integration∫ ∫
ID
=
∫ ∫
ID\IB(1,ε)
+
∫ ∫
IB(1,ε)
in the definition of each operator and the regularity of T and T ∗.
The Frechet derivative of Φ has the form
Φ˙ = T
[
B˙1 + B˙2µ(τ) + Σ˙
′ + Σ˙′′
]12
|bID = 0.
In the derivatives Σ˙′ and Σ˙′′ we distinguish the expressions
Ψ′ =
∑
n≥1
P+n (...P
+
1 (F0)...)˙Fn and Ψ
′′ =
∑
n≥1
P−n (...P
−
1 (F0)...)˙Fn,
in which Fn is not differentiated. Since Fn ∈ {B1, B2}, then all other terms contain either
B˙1 or B˙2, and we group them accordingly. Then
Φ˙ = T
[
(I + a1 + a2µ)B˙1 + (b1 + b2µ)B˙2 +Ψ
′ + µΨ′′
]12
|bID = 0.
Here each matrix function a ∈ {a1, a2, b1, b2} has the form
a =
∑
P σn (P
σ
n−1(...P
σ
1 (F0)...)Fn−1),
where σ is + or −. (In each term in a, the signs σ are the same, but different terms have
different σ, depending whether they come from Σ′ or Σ′′.) Then a ∈ C1−β and the norms of
aj , j = 1, 2, are small.
Furthermore, actually a ∈ Cm+α1 (ID) for all m ≥ 0, 0 < α < 1. Indeed, since Fj are
smooth, then each term in a is Cm+α1 for all m and α by Lemma 5.6. To show that a ∈ C
m+α
1
we split the terms containing m or more operators P σj into finitely many groups of the form
P σn (P
σ
n−1(...P
σ
n−m+1(
∑
...)Fn−m+1...)Fn−1).
Each group consists of the terms with the same P σn , ..., P
σ
n−m+1 and Fn−m+1, ..., Fn−1. Then
the inside summation is of class C1−β by Lemma 5.5, hence each group is Cm+1−β1 by Lemma
5.6. We say that a ∈ C∞1 (ID).
Since Fj ∈ {B1, B2, B1, B2} and Z˙ ∈ C
1+α, we have F˙j ∈ C
α (because the expressions
for B˙1, B˙2 include the term ∂Z˙).
By Lemma 5.6 the terms Ψ′ and Ψ′′ define bounded operators C1+α(ID) −→ C1+α1 (ID).
Hence TΨ′ defines a bounded operator C1+α(ID) −→ C2+α1 (ID). The same is true for T (µΨ
′′)
because the multiplication by µ does not change the class Cm+α1 (ID).
The next step is the following
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Lemma 5.7 The term T [(b1 + b2µ)B˙2] defines a bounded linear operator C
1+α(ID) −→
C2+α1 (bID).
This simple result applies to all matrix elements, including (12)-entry. By (17)
B˙2 = 0 mod (Z˙, Z˙, ∂Z˙).
The operator T takes the terms with Z˙ and Z˙ to C2+α1 (ID). Now since Z˙ = Λ
−1V0 + (S),
where (S) denotes smoother terms, it suffices to consider T (b∂ϕ), where b ∈ C∞1 . We have
T (b∂ϕ) = [T, b]∂ϕ + bT (∂ϕ),
where [T, b] := T ◦ b− b ◦ T denotes the commutator of two operators. In order to complete
the proof of Lemma 5.7, we need the following two simple lemmas.
Lemma 5.8 e Let b ∈ C∞1 (ID). Then [T, b] defines a bounded operator C
m(ID) −→ Cm+21 (ID)
for any non-integral m > 0.
The proof is immediate because the kernel of the operator [T, b] has the form
b(τ)− b(t)
τ − t
.
Lemma 5.9 Let ϕ be a holomorphic function. Then
Tϕ(τ) = τϕ(τ)−
ϕ(τ)− ϕ(0)
τ
.
In particular if |τ | = 1, then Tϕ(τ) = ϕ(0)
τ
.
Proof : Set f = τϕ. By the Cauchy-Green formula
f = Kf + T∂f = Kf + Tϕ.
Then Kf = K(ϕ/τ) = ϕ−ϕ(0)
τ
which proves the lemma.
We now conclude the proof of Lemma 5.7. It follows by Lemma 5.8 and 5.9 that [T, b]∂ϕ ∈
C2+α1 (ID) and T (∂ϕ) ∈ C
∞(bID). This proves Lemma 5.7.
We will write P1 ∼ P2 for two operators P1 and P2 if P1 − P2 is a bounded operator
C1+α(ID) ∩O(ID) −→ C2+α1 (bID). The result of the above analysis of Φ˙ so far yields
T ((I + a1 + a2µ)B˙1)
12|bID ∼ 0.
Put I0 = I + a1 + a2µ. Using the commutator argument and Lemma 5.8, we obtain
(I0TB˙1)
12|bID ∼ 0. Then
0 ∼ (I0TB˙1)
12|bID = I
11
0 TB˙
12
1 + I
12
0 TB˙
22
1 .
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Since
Λ˙ =
(
λ˙1 λ˙2
0 0
)
,
then TB˙221 |bID ∼ 0. Hence I
11
0 (TB˙1)
12|bID ∼ 0. Since I0 is close to I, then
(TB˙1)
12|bID ∼ 0.
Recall by (16)
B˙1 = (∂Λ˙)Λ
−1 mod (Z˙, Z˙).
On the disc Z0 we have
Λ =
(
ρz ρw
0 1
)
, Λ−1 = ρ−1z
(
1 −ρw
0 ρz
)
,
[(∂Λ˙)Λ−1]12 = ρ−1z ∂λ˙
(
−ρw
ρz
)
.
By Lemma 5.8, T (B˙1)
12|bID ∼ 0 implies
T (∂λ˙)|bID
(
−ρw
ρz
)
∼ 0 (25)
Since AZ ◦ Z0 = 0, then
λ˙ = (ρZ )˙ + ρZA˙ = aZ˙ + bZ˙,
where a = ρZZ + ρZAZ and b = ρZZ . Recall that
Z˙ =
(
z˙
w˙
)
∼ Λ−1
(
0
ϕ
)
= ρ−1z
(
−ρw
ρz
)
ϕ.
By the Cauchy-Green formula, T∂ϕ = 0 and T∂ϕ = ϕ. Then by Lemma 5.8,
T∂λ˙|bID ∼ aT∂Z˙ + bT∂Z˙ ∼ bZ˙ ∼ (z˙, w˙)
(
ρzz ρwz
ρzw ρww
)
.
Then (25) turns into
detL(ρ)ϕ ∼ 0,
where
detL(ρ) = (−ρw, ρz)
(
ρzz ρwz
ρzw ρww
)(
−ρw
ρz
)
is the Levi determinant of ρ with respect to Jst. Thus detL(ρ) becomes C
2+α
1 (bID) after
multiplication by any function ϕ ∈ C1+α(ID) ∩ O(ID). Hence detL(ρ) vanishes identically
on the boundary of the disc Z0.
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The conditions A◦Z0 = 0 and AZ ◦Z0 = 0 imply that the Levi form of E with respect to
the structure J coincides with the Levi form of E with respect to the structure Jst at every
point of the boundary of the disc Z0 (Lemma 2.5). Thus, our proposition implies that the
Levi form of E with respect to the structure J vanishes on the boundary of the disc Z0, as
desired.
This proves Proposition 5.1 and Theorem 1.2.
5.4 The case of degenerate rank
Consider the case in which the boundaries of the pseudoholomorphic discs attached to E
through a fixed point do not cover an open set in E.
Proposition 5.10 Suppose that the boundaries of J-holomorphic discs ζ 7→ Z(ζ) with
Z(1) =
(
0
1
)
attached to E and close to the disc Z0(ζ) =
(
0
ζ
)
, ζ ∈ ID, do not cover
an open set in E. Then for every ζ0 ∈ bID, ζ0 6= 1 there exists a J-holomorphic disc attached
to E at the point
(
0
ζ0
)
completely contained in E.
Fix a point ζ0 6= 1 in bID. For every Bishop disc Z(ζ) close enough to Z0(ζ) consider the
evaluation map
Fζ0 : Z 7→ Z(ζ0).
Then the tangent map Fζ0 of F at Z0 is the map
F ′ζ0 : Z˙ 7→ Z˙(ζ0),
where Z˙ is an infinitesimal perturbation of Z0.
Since the boundaries of discs do not cover an open subset of E, we have rankF ′ζ0 ≤ 2 for
all ζ0. The following statement implies that rankF
′
ζ0
≥ 2.
Lemma 5.11 For every w0 ∈ IC there exists Z˙ =
(
z˙
w˙
)
with w˙(ζ0) = w0.
Proof : We recall that A = 0 and Az = 0 on the discs Z0. Then as above we have
Z˙ = Λ−1V,
V =
(
0
ϕ
)
+R1
(
0
ϕ
)
+R2
(
0
ϕ
)
,
where ϕ is an arbitrary holomorphic function with ϕ(1) = 0. Then
w˙ = ϕ+ R221 ϕ+R
22
2 ϕ,
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where R221 , R
22
2 are (22)-matrix elements of R1 and R2. Plugging ζ = ζ0, we get
w˙(ζ0) = ϕ(ζ0) +
∫ ∫
ID
a1(ζ)ϕ(ζ)dζ ∧ dζ +
∫ ∫
ID
a2(ζ)ϕ(ζ)dζ ∧ dζ,
where a1 and a2 are integrable in ID. Assume that the rank of the map ϕ 7→ w˙(ζ0) is smaller
than or equal to 1. Then there is c ∈ IC\{0} such that for every ϕ we have Re(cw˙(ζ0)) = 0.
Then for some b1, b2 ∈ L
1(ID) we have
2Re (cϕ(ζ0)) +
∫ ∫
ID
b1(ζ)ϕ(ζ)dζ ∧ dζ +
∫ ∫
ID
b2(ζ)ϕ(ζ)dζ ∧ dζ = 0.
Splitting into linear and antilinear parts we obtain
cϕ(ζ0) +
∫ ∫
ID
b1(ζ)ϕ(ζ)dζ ∧ dζ = 0.
This implies that c = 0. Indeed, take ϕ = ψn, where ψ has a peak at ζ0, that is ψ(0) = 0,
ψ(ζ0) = 1 and |ψ(ζ)| < 1 for ζ ∈ ID\{ζ0}. Then passing to the limit as n −→ ∞ we obtain
that c = 0. This contradiction proves the lemma.
Since the rank of the map ϕ 7→ Z˙(ζ0) is equal to 2, then there are k1, k2 ∈ IC such that
z˙(ζ0) = k1w˙(ζ0) + k2w˙(ζ0) for all ϕ. The equality Z˙ = Λ
−1V implies
z˙ = −ρ−1z ρwϕ+ P1ϕ + P2ϕ,
where P1 and P2 are integral operators. Expressing z˙(ζ0) and w˙(ζ0) in terms of ϕ, we get
−ρ−1z ρwϕ(ζ0) = k1ϕ(ζ0) + k2ϕ(ζ0) +
∫ ∫
ID
b1(ζ)ϕ(ζ)dζ ∧ dζ +
∫ ∫
ID
b2(ζ)ϕ(ζ)dζ ∧ dζ
for some b1, b2 ∈ L
1(ID). As in lemma 5.11 we obtain k1 = −ρ
−1
z ρw|ζ=ζ0, k2 = 0. Since
ζ0 ∈ bID is arbitrary, we have ρz z˙ + ρww˙ = 0 on bID that is
Z˙(ζ) ∈ HJZ(ζ)E, |ζ | = 1.
By the hypothesis of proposition this is true for every disc close to Z0. By the rank theorem,
the image of the evaluation map Fζ0 is a J-holomorphic curve in E. This completes the
proof of the proposition.
5.5 Proof of Theorem 1.1
If E admits a transversal Bishop disc attached at p, then the statement follows by Proposition
4.1. Suppose that there are no transversal Bishop discs. Then by Proposition 5.1 for every
disc Z attached to E at p, the Levi form of E with respect to J vanishes on Z(bID). If these
discs fill an open subset Ω of E, then the Levi form of E vanishes on Ω identically. Then
it follows that Ω is foliated by J-holomorphic discs, which holds for Levi-flat hypersurfaces
in any dimension [5]. In the case of complex dimension 2 the existence of the foliation
follows immediately from the representation (1) for the Levi form and the Frobenius theorem.
Finally, if the boundaries of Bishop discs do not cover an open piece of E, then there exist
J-holomorphic discs in E by Proposition 5.10. Thus, E necessarily admits a transversal
Bishop disc which proves the theorem.
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