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PROJECTIONAL SKELETONS AND MARKUSHEVICH BASES
ONDRˇEJ F.K. KALENDA
Abstract. We prove that Banach spaces with a 1-projectional skeleton form a P-class and deduce that
any such space admits a strong Markushevich basis. We provide several equivalent characterizations of
spaces with a projectional skeleton and of spaces having a commutative one. We further analyze known
examples of spaces with a non-commutative projectional skeleton and compare their behavior with the
commutative case. Finally, we collect several open problems.
1. Introduction
Projectional resolutions of the identity (shortly PRI ), introduced and used for the first time by J. Lin-
denstrauss [35], are an important tool for investigation of nonseparable Banach spaces. The main applica-
tion consists in extending some results from separable spaces to certain classes of non-separable ones using
transfinite induction, see, e.g., [17, Section 6.2]. Let us recall the definition of a PRI. Let X = (X, ‖·‖)
be a non-separable Banach space and let κ = densX . (Recall that densX denotes the density character
of X , i.e., the smallest cardinality of a dense subset of X . Further, any cardinal number is, as usually,
identified with the first ordinal of the given cardinality.) A PRI is a transfinite sequence of projections
(Pα)α≤κ satisfying the following properties.
(i) P0 = 0, Pκ = I;
(ii) ‖Pα‖ = 1 for 0 < α ≤ κ;
(iii) densPαX ≤ max{ℵ0, cardα} for α ≤ κ;
(iv) PαPβ = PβPα = Pα for α ≤ β ≤ κ;
(v) PλX =
⋃
α<λ PαX for λ ≤ κ limit.
So, a PRI provides a decomposition of the space X to certain subspaces of a smaller density. In order
to prove a property of X using a transfinite induction argument, we need to know that the property is
satisfied by the smaller subspaces. It inspires the following definitions of a P-class and of a P-class of
Banach spaces.
Let C be a class of Banach spaces.
• [21, Definition 3.45 on p. 107] We say that C is a P-class if for any nonseparable space X ∈ C
there is a PRI (Pα)α≤κ on X such that (Pα+1 − Pα)X ∈ C for each α < κ.
• [20, p. 417] We say that C is a P-class if for any nonseparable space X ∈ C there is a PRI
(Pα)α≤κ on X such that PαX ∈ C for each α < κ.
Certain classes of Banach spaces are easily seen to be both P-classes and P-classes as soon as we know
they admit a PRI. For example, any weakly compactly generated Banach spaces admits a PRI by [1].
Since this class is stable to taking complemented subspaces, it is clearly both a P-class and a P-class.
Similarly we can proceed for the classes of reflexive spaces, subspaces of weakly compactly generated
spaces, weakly K-analytic spaces (see e.g. [17, Section 4.1]), weakly countably determined (Vasˇa´k) spaces
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(see [50, 19] or [17, Chapter 7]) and weakly Lindelo¨f determined (WLD) spaces (see [2]). Indeed, all these
classes are stable to subspaces and any nonseparable space belonging there admits a PRI.
The situation becomes more complicated if we look at the larger classes of 1-Plichko Banach spaces
or on spaces admitting a 1-projectional skeleton. The class of 1-Plichko spaces was investigated already
in [49], later in [37] under the name class V , the current name was given in [26]. This class contains
many Banach spaces naturally appearing in mathematics, see [29, 4, 5, 6]. Let us recall the respective
definitions:
Let X be a Banach space.
• A subspace D ⊂ X∗ is said to be a Σ-subspace of X∗ if there is a linearly dense set M ⊂ X such
that
D = {x∗ ∈ X∗; {x ∈M ; x∗(x) 6= 0} is countable}.
• X is said to be 1-Plichko if X∗ admits a 1-norming Σ-subspace.
• X is said to be Plichko if if X∗ admits a norming Σ-subspace.
• X is said to be weakly Lindelo¨f determined (WLD) if X∗ is a Σ-subspace of itself.
Note that, as indicated by the presence of the constant 1 in the name, 1-Plichko spaces are not stable
to isomorphisms. (The stability fails even in a very strong way, see [24].)
The definitions used in [49, 37] were different, their equivalence with the current one follows from
[26, Theorem 2.7]. Any 1-Plichko space admits a PRI – this follows from [49, Theorem 1 and Note 1].
Moreover, 1-Plichko spaces form both a P-class (by [26, Theorem 4.14]) and a P-class (this can be proved
by a minor adjustment of the proof of [26, Theorem 4.14]; it also follows from [32, Theorem 17.6] – more
precisely from its proof using [33, Theorem 27]). These results are not just a mere consequence of the
existence of a PRI, as a (complemented) subspace of a 1-Plichko space need not be 1-Plichko, see [22, 25]
or [26, Sections 4.5 and 5.2]. So, one should take care during the construction of a PRI.
1-Plichko spaces can be characterized and generalized using the notion of a projectional skeleton
introduced in [33]. Let us recall the definition and basic properties.
Let X be a Banach space. A projectional skeleton on X is an indexed family (Ps)s∈Γ of bounded linear
projections on X , where Γ is an up-directed partial ordered set, satisfying the following properties:
(i) PsX is separable for s ∈ Γ;
(ii) PsPt = PtPs = Ps whenever s, t ∈ Γ and s ≤ t;
(iii) If (sn) is an increasing sequence in Γ, then s = supn∈N sn exists in Γ and PsX =
⋃
n∈N PsnX ;
(iv) X =
⋃
s∈Γ PsX .
Note that the condition (iii) in particular implies, that any increasing sequence in Γ has a supremum,
i.e., Γ is σ-complete.
If (Ps)s∈Γ is a projectional skeleton X , the subspace of X
∗ defined by
D =
⋃
s∈Γ
P ∗sX
∗
is said to be induced by the skeleton. If Γ′ ⊂ Γ is cofinal, i.e.,
∀s ∈ Γ ∃t ∈ Γ′ : s ≤ t,
and σ-closed, i.e.,
whenever (sn) is an increasing sequence in Γ
′, its supremum in Γ belongs to Γ′,
then clearly (Ps)s∈Γ′ is also a projectional skeleton on X and the respective induced subspace is again
D. Therefore, by [33, Proposition 9 and Lemma 10] we can assume without loss of generality that the
projections are uniformly bounded and, moreover, the following stronger version of (iii) holds:
(iii’) If (sn) is an increasing sequence in Γ and s = supn∈N sn, then Psx = lim
n→∞
Psnx for x ∈ X .
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A 1-projectional skeleton is a projectional skeleton made from norm one projections.
By [33, Theorem 27] a Banach space is 1-Plichko if and only if it admits a commutative 1-projectional
skeleton. Here, the word commutative means that PsPt = PtPs for any s, t ∈ Γ, not only for comparable
pairs. A more precise version of the equivalence says that D ⊂ X∗ is a 1-norming Σ-subspace if and
only if it is induced by a commutative 1-projectional skeleton. Indeed, the ‘only if part’ follows by [33,
Proposition 21]. As for the ‘if part’, assuming D is induced by a commutative 1-projectional skeleton,
there is a 1-norming subspace D′ ⊂ D contained in a Σ-subspace. Therefore the Σ-subspace equals D by
Lemma 1.4(b) below.
On the other hand, there are spaces admitting a (non-commutative) 1-projectional skeleton which fail
to be 1-Plichko – spaces of continuous functions on ordinals or, more generally, on certain trees, or duals
to Asplund spaces. For a more detailed discussion of these examples we refer to Section 5.
Any Banach space with a 1-projectional skeleton admits a PRI [33, Theorem 12]. In fact, spaces
with a 1-projectional skeleton form a P-class [32, Theorem 17.6]. Up to the knowledge of the author,
the statement that they form also a P-class is nowhere proved in the literature, contrary to the claim
contained in the introduction of [10] (referring in error to [32, Theorem 17.6]). The aim of the present
paper is, among others, to fill in this gap by the following theorem.
Theorem 1.1. Let X be a non-separable Banach space admitting a 1-projectional skeleton. Let κ =
densX. Then there is a PRI (Pα)α≤κ on X such that the space (Pα+1 − Pα)X admits a 1-projectional
skeleton for each α < κ. In other words, the spaces admitting a 1-projectional skeleton form a P-class.
This theorem will be proved in the next section – it follows immediately from Proposition 2.7(a,c)
below. The main application of Theorem 1.1 is the following result.
Theorem 1.2. Any Banach space with a projectional skeleton admits a strong Markushevich basis.
This theorem follows immediately from Theorem 1.1 and [21, Theorem 5.1]. The definition of a
Markushevich basis and related notions are discussed in Section 3. To give a proof of Theorem 1.2 was
the first motivation of the present paper, as it is used in the proof of [13, Theorem 4.1] with the reference
to the introduction of [10].
Apart of the proof of Theorem 1.2 we discuss in more detail the difference between commutative
and non-commutative cases. In Section 3 we provide some characterizations and special properties of
(1-)Plichko spaces. In Section 4 we give analogous characterizations of spaces with a (possibly non-
commutative) projectional skeleton. The analogy is not complete, some questions remain open. This
is illustrated in Section 5 where the currently known examples of spaces admitting a non-commutative
projectional skeletons are described and analyzed. In the last section we collect open problems.
We finish the introductory section by giving two lemmata we will use throughout the paper.
Lemma 1.3. Let X be a Banach space, (Ps)s∈Γ a projectional skeleton on X with induced subspace D.
Let C ≥ 1.
• Assume that ‖Ps‖ ≤ C for each s ∈ Γ. Then D is C-norming.
• Assume that D is C-norming. Then there is a cofinal σ-closed Γ′ ⊂ Γ such that ‖Ps‖ ≤ C for
s ∈ Γ′.
Proof. The proof is easy, it is explicitly given in [30, Lemma 1]. 
Lemma 1.4. Let X be a Banach space.
(a) Let (Ps)s∈Γ be a projectional skeleton on X with induced subspace D. Then D is weak
∗-countably
closed in X∗ and norm-bounded subsets of D have countable tightness in the weak∗ topology.
(b) Let D1 and D2 be two subspaces of X
∗ such that bounded subsets of D1 have countable tightness
in the weak∗ topology, D2 is weak
∗-countably closed and D1 ∩D2 is norming. Then D1 ⊂ D2.
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Hence, if D1 and D2 are moreover subspaces induced by some projectional skeletons, then
D1 = D2.
Proof. The first part of (b) is trivial, the second part follows from the first one using (a). So, let us prove
the assertion (a). This assertion follows from a more general result [33, Theorem 18]. However, the proof
uses the method of elementary submodels and contains a gap (see the comments at the end of the current
proof). We give an easy direct proof.
First observe, that for any countable set C ⊂ D there is some s ∈ Γ with C ⊂ P ∗sX
∗ (this follows
easily from definitions). Since P ∗sX
∗ is weak∗ closed, we deduce that C
w∗
⊂ D. This shows that D is
weak∗-countably closed.
Further, for any s ∈ Γ the space P ∗sX
∗ is hereditarily separable in the weak∗ topology. Indeed,
the mapping y∗ 7→ y∗ ◦ Ps is an isomorphism of (PsX)
∗ onto P ∗sX
∗ which is also a weak∗-to-weak∗
homeomorphism. (PsX)
∗, as the dual of a separable space, is hereditarily separable in the weak∗ topology
(it has even a countable network), so the same is true for P ∗sX
∗.
Now assume that A ⊂ D is bounded, x∗ ∈ D and x∗ ∈ A
w∗
. Without loss of generality assume
that the projections Ps are uniformly bounded. Fix s0 ∈ Γ such that P ∗s0x
∗ = x∗. We can construct by
induction countable sets Cn ⊂ A and elements sn ∈ Γ such that
• P ∗sn−1Cn is weak
∗ dense in P ∗sn−1A;
• sn ≥ sn−1 and Cn ⊂ P ∗snX
∗.
Let s = supn sn. We claim that
⋃
n Cn is weak
∗-dense in P ∗sA. So, fix any y
∗ ∈ A and let U be a
weak∗-neighborhood of P ∗s y
∗. We are going to prove that U ∩
⋃
Cn 6= ∅. We may (and do) assume that
U is of the form
U = {z∗ ∈ X∗; |P ∗s y
∗(xj)− z
∗(xj)| < ε for j = 1, . . . , k}
for some x1, . . . , xn ∈ X and ε > 0. Since {P ∗s y
∗} ∪
⋃
n Cn ⊂ P
∗
sX
∗, we can without loss of generality
assume that xj ∈ PsX for each j ∈ {1, . . . , k}. Moreover, the mentioned set is bounded, so without loss
of generality we may assume that xj ∈
⋃
n PsnX (as this is a dense subset of PsX). Then there is some n
such that xj ∈ PsnX for j = 1, . . . , k. Since P
∗
sm
y∗
w∗
−→ P ∗s y
∗, there is some m > n such that P ∗smy
∗ ∈ U .
Then there is z∗ ∈ Cm+1 such that P ∗smz
∗ ∈ U . Since for any j = 1, . . . , k we have
z∗(xj) = z
∗(Psnxj) = z
∗(PsmPsnxj) = z
∗(Psmxj) = P
∗
sm
z∗(xj),
we deduce z∗ ∈ U . This completes the proof that
⋃
n Cn is weak
∗-dense in P ∗sA, in particular
x∗ = P ∗s x
∗ ∈ P ∗sA
w∗
=
⋃
n
Cn
w∗
.
This completes the proof. Let us now point out what is the gap in the proof in [33]. The quoted result
claims that D has countable tightness, not only bounded subsets of D do. The proof uses elementary
submodels, but the procedure is in fact similar to our proof. The difficulty appears when one assumes
that xj are from a dense subset. It is possible if A is bounded, but not always for an unbounded set.
Fortunately, the statement of [33, Theorem 18] is true (see Remark 4.2(g)), but we do not know of any
easy and elementary proof. 
2. Projectional resolutions constructed from projectional skeletons
The aim of this section is to prove Theorem 1.1. This will be done by proving Proposition 2.7 below.
We will proceed by refining the proof of [32, Theorem 17.6] using some results of [10].
Throughout this section X = (X, ‖·‖) will be a fixed Banach space, (Ps)s∈Γ a fixed 1-projectional
skeleton on X and
D =
⋃
s∈Γ
P ∗sX
∗
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the respective induced subspace of X∗. Further, σ(X,D) will denote the weak topology on X generated
by D (i.e., the weakest topology making all functionals from D continuous).
One of the key tools to prove Theorem 1.1 is the following lemma, especially its part (b). It follows
easily from [10, Proposition 3.1] (cf. the proof of [10, Theorem 4.6]). In view of the fact that this lemma
is not explicitly formulated and proved in [10] and it is important for the present paper, we provide a
complete proof.
Lemma 2.1. Let Y ⊂ X be a closed subspace.
(a) Suppose that Ps(Y ) ⊂ Y for each s ∈ Γ. Then (Ps|Y )s∈Γ is a 1-projectional skeleton on Y and
the respective induced subspace is {x∗|Y ; x∗ ∈ D}.
(b) Suppose that Y is σ(X,D)-closed. Then there is a cofinal σ-closed subset Γ′ ⊂ Γ such that
Ps(Y ) ⊂ Y for each s ∈ Γ
′. In particular, (Ps|Y )s∈Γ′ is a 1-projectional skeleton on Y and the
respective induced subspace is {x∗|Y ; x∗ ∈ D}.
Proof. (a) It is obvious that (Ps|Y )s∈Γ is a 1-projectional skeleton on Y and the respective induced
subspace is
⋃
s∈Γ(Ps|Y )
∗Y ∗. Fix any s ∈ Γ, y∗ ∈ Y ∗ and x∗ ∈ X∗ such that y∗ = x∗|Y (such x∗ exists
by the Hahn-Banach theorem). For any y ∈ Y we have
(Ps|Y )
∗y∗(y) = y∗(Psy) = x
∗(Psy) = P
∗
s x
∗(y),
hence (Ps|Y )∗y∗ = P ∗s x
∗|Y . Therefore⋃
s∈Γ
(Ps|Y )
∗Y ∗ =
⋃
s∈Γ
{P ∗s x
∗|Y ; x
∗ ∈ X∗} = {x∗|Y ; x
∗ ∈ D}.
(b) Let K = (BX∗ , w
∗). Then K is a compact space and (P ∗s |K)s∈Γ is a retractional skeleton on K,
the respective induced subset is D ∩K. (For the definition of a retractional skeleton see Section 5.1 or,
for example, [10]; the statement follows easily from definitions, cf. [9, Proposition 3.14].) The canonical
mapping J : X → C(K) defined by
J(x)(x∗) = x∗(x), x∗ ∈ K,x ∈ X,
is a σ(X,D)-to-τp(D ∩ K) homeomorphism of X into C(K) (where τp(D ∩K) denotes the topology of
pointwise convergence on D∩K). Moreover, it is easy to observe that J(X) is a τp(D∩K)-closed subset
of C(K) (cf. [23, Lemma 2.14] for the real case and the proof of [28, Theorem 3.2] for the complex case).
Hence J(Y ) is τp(D ∩K) closed in C(K). Now it follows directly from [10, Proposition 3.1] that there is
a cofinal σ-closed subset Γ′ ⊂ Γ such that for each s ∈ Γ′
f ◦ (P ∗s |K) ∈ J(Y ) for each f ∈ J(Y ).
Since for any y ∈ Y and x∗ ∈ K we have
(Jy ◦ P ∗s )(x
∗) = Jy(P ∗s x
∗) = P ∗s x
∗(y) = x∗(Psy) = J(Psy)(x
∗),
we conclude that Ps(Y ) ⊂ Y for s ∈ Γ′.
Now it is clear that (Ps)s∈Γ′ is a 1-projectional skeleton on X with induced subspace equal to D.
Hence the rest of (b) follows from (a) applied to the skeleton (Ps)s∈Γ′ . 
A key tool to constructing a PRI is the following construction of a single projection coming from [33,
Lemma 11]. For any nonempty directed subset A ⊂ Γ we define a mapping
PAx = lim
s∈A
Psx, x ∈ X. (2.1)
By [33, Lemma 11] (or [32, Proposition 17.8]) the mapping PA is a well-defined projection of X onto⋃
s∈A PsX. It is clear that ‖PA‖ = 1. For completeness we set P∅ = 0.
The next easy lemma deals with compatibility of the projections PA and Ps.
Lemma 2.2. Let A ⊂ Γ be a nonempty directed subset. Then the following assertions hold.
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(a) PsPA = PAPs = Ps for each s ∈ A.
(b) Let t ∈ Γ. If Pt commutes with Ps for each s ∈ A, then Pt commutes with PA.
(c) If B ⊂ Γ is a directed set containing A, then PAPB = PBPA = PA.
Proof. (a) Fix s ∈ A and x ∈ X . Then for each t ∈ A, t ≥ s we have
PsPtx = PtPsx = Psx.
Hence, by taking the limit over t ∈ A we get
PsPAx = PAPsx = Psx.
(b) Suppose t ∈ Γ satisfies the assumptions. Then for each s ∈ A we have
PsPtx = PtPsx.
Thus, by taking the limit over s ∈ A we get
PAPtx = PtPAx.
(c) Fix x ∈ X . By (a) we get
PsPBx = PBPsx = Psx for s ∈ A,
thus by taking the limit over s ∈ A we deduce
PAPBx = PBPAx = PAx.

Next we will study in more detail the projection PA. The first statement of the assertion (iii) is used
as obvious in the last two sentences of the proof of [32, Theorem 17.6]. The added value of our version
is a more precise statement of (iii) and, mainly, the assertion (iv) which plays a key role below.
If A ⊂ Γ, we denote by Aσ the smallest σ-closed subset of Γ containing A.
Proposition 2.3. Let A ⊂ Γ be a nonempty directed subset. Denote Y = PAX.
(i) Aσ is a directed subset of Γ
(ii) PA = PAσ and, moreover, PAX =
⋃
s∈Aσ
PsX.
(iii) The family (Ps|Y )s∈Aσ is a 1-projectional skeleton in Y . The respective induced subspace in Y
∗
is
DA =
⋃
s∈Aσ
(Ps|Y )
∗(Y ∗) =
⋃
s∈Aσ
{P ∗s x
∗|Y ; x
∗ ∈ X∗} ⊂ {x∗|Y ; x
∗ ∈ D}. (2.2)
If the skeleton on X is commutative, then the last inclusion can be replaced by equality.
(iv) kerPA is σ(X,D)-closed. Therefore there is a cofinal σ-closed subset Γ
′ ⊂ Γ such that the family
(Ps|kerPA)s∈Γ′ is a 1-projectional skeleton on kerPA. The respective induced subspace is
D0A = {x
∗|kerPA ; x
∗ ∈ D}. (2.3)
Proof. (i) Let us start by describing Aσ. Define sets Bα for α < ω1 as follows.
• B0 = A;
• Bα+1 = Bα ∪ {supn tn; (tn) is an increasing sequence in Bα} for α < ω1;
• Bλ =
⋃
α<λBα if α < ω1 is limit.
Then clearly Aσ =
⋃
α<ω1
Bα. Indeed, since Aσ is σ-closed and contains B0 = A, by transfinite induction
we get Bα ⊂ Aσ for α < ω1, which proves the inclusion ‘⊃’. To prove the converse inclusion it is enough
to observe that the set on the right-hand side is σ-closed.
To show that Aσ is directed, it is enough to prove that Bα is directed for each α < ω1.
It is true for α = 0 as B0 = A and A is assumed to be directed. Suppose that Bα is directed for some
α < ω1. Fix any two indices s, t ∈ Bα+1. Then there are increasing sequences (sn) and (tn) in Bα such
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that s = supn sn and t = supn tn. (If s ∈ Bα, we can take sn = s for each n ∈ N, and similarly for t.)
Since Bα is directed, we can find a sequence (un) in Bα such that
• u1 ≥ s1 and u1 ≥ t1;
• u2n ≥ u2n−1 and u2n ≥ sn+1 for n ∈ N;
• u2n+1 ≥ u2n and u2n+1 ≥ tn+1 for n ∈ N.
Since (un) is increasing, u = supn un ∈ Bα+1. Moreover, u ≥ sn for all n ∈ N, hence u ≥ s. Similarly,
u ≥ t. This completes the proof that Bα+1 is directed.
Since the limit induction step is obvious, the proof of (i) is completed.
(ii) By (i) the mapping PAσ is a well-defined projection with range
⋃
s∈Aσ
PsX. Since A ⊂ Aσ,
PAX ⊂ PAσX . Conversely, using the sets Bα defined within the proof of (i) and the property (iii) of
projectional skeletons, by transfinite induction we deduce that PsX ⊂ PAX for each s ∈ Aσ. Hence
PAX = PAσX .
Let us continue by proving PA = PAσ . Fix x ∈ X . Then
PAx = PAPAσx = PAσx.
Indeed, the first equality follows from Lemma 2.2(c). To prove the second one observe that PAσx ∈ PAX
due to the previous paragraph.
Finally, take any x ∈ PAX . By the definition of PA there is a sequence (sn) in A such that ‖Psx− x‖ <
1
n
whenever s ∈ A satisfies s ≥ sn. Using the fact that A is directed, we can assume without loss of
generality that the sequence (sn) is increasing. Set s = supn sn. Then s ∈ Aσ and
Psx = lim
n
Psnx = x.
(iii) The properties (i)–(iii) of projectional skeleton are obvious, the last property follows from (ii).
Let us continue by proving (2.2). The first equality is just the definition of the induced subspace. To
show the second equality fix s ∈ Aσ. Take any y∗ ∈ Y ∗ and any x∗ ∈ X∗ such that y∗ = x∗|Y (such x∗
exists by the Hahn-Banach theorem). Then (Ps|Y )∗y∗ = P ∗s x
∗|Y (see the proof of Lemma 2.1(a)), so the
second equality follows. The last inclusion is obvious.
Next suppose that the skeleton on X is commutative. By Lemma 2.2(b) we see that, for any s ∈ Γ we
have PsPA = PAPs and hence the subspace Y = PAX is invariant for Ps. It follows from Lemma 2.1(a)
that (Ps|Y )s∈Γ is a projectional skeleton on Y and the respective induced subspace is
D′A = {x
∗|Y ; x
∗ ∈ D}
So, due to (2.2) we see that D′A ⊃ DA, hence D
′
A = DA by Lemma 1.4(b).
(iv) Observe that
kerPA = {x ∈ X ; PAx = 0} = {x ∈ X ; (∀s ∈ A)(Psx = 0)}
= {x ∈ X ; (∀s ∈ A)(∀x∗ ∈ X∗)(x∗(Psx) = 0)}
= {x ∈ X ; (∀s ∈ A)(∀x∗ ∈ X∗)(P ∗s x
∗(x) = 0)}
=
⋂
{kerP ∗s x
∗; s ∈ A, x∗ ∈ X}.
Indeed, the first equality is just the definition of the kernel. The inclusion ‘⊃’ from the second one follows
from the definition of PA. To prove the converse observe that Ps = PsPA by Lemma 2.2(a). The third
equality is a consequence of the Hahn-Banach theorem and the last two equalities follow easily from
definitions.
Since P ∗sX
∗ ⊂ D for each s ∈ A, we conclude that kerPA is σ(X,D)-closed.
The rest of (iv) now follows immediately from Lemma 2.1(b). 
The next proposition deals in more detail with the description of DA from (2.2) and characterizes the
situation when it is maximal possible.
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Proposition 2.4. Let A ⊂ Γ be a directed subset. The following assertions are equivalent.
(1) P ∗A(D) ⊂ D.
(2) The projection PA is σ(X,D)-to-σ(X,D) continuous.
(3) PAX is a σ(X,D)-closed subspace of X.
(4) There is a cofinal σ-closed subset Γ′ ⊂ Γ such that Ps(PAX) ⊂ PAX for each s ∈ Γ′.
(5) There is a cofinal σ-closed subset Γ′ ⊂ Γ such that PsPA = PAPs for each s ∈ Γ′.
(6) DA = {x∗|PAX ; x
∗ ∈ D}.
Proof. (1)⇒(2) To prove the PA is σ(X,D)-to-σ(X,D) continuous it is enough to show that x∗ ◦ PA is
σ(X,D)-continuous for each x∗ ∈ D. So, fix x∗ ∈ D. Then x∗ ◦ PA = P ∗Ax
∗ ∈ D by the assumption,
hence it is σ(X,D)-continuous.
(2)⇒(3) This implication is obvious.
(3)⇒(4) This follows from Lemma 2.1(b).
(4)⇒(5) Let Γ′ ⊂ Γ be the set provided by (4). By Proposition 2.3(iv) we know that there is a cofinal
σ-closed subset Γ′′ ⊂ Γ′ such that kerPA is invariant for Ps for each s ∈ Γ
′′.
We claim that for any s ∈ Γ′′ we have PsPA = PAPs. Indeed, since Ps(PAX) ⊂ PAX , we deduce
PAPsPA = PsPA. Moreover, kerPA = (I − PA)X is also invariant for Ps, thus Ps(I − PA)X ⊂ kerPA,
i.e., PAPs(I − PA) = 0. In other words, PAPs = PAPsPA. Therefore PsPA = PAPs and the proof is
complete.
(5)⇒(1) Fix x∗ ∈ D. By the definition of D there is s ∈ Γ with P ∗s x
∗ = x∗. Since Γ′ is cofinal in Γ,
without loss of generality we may assume that s ∈ Γ′. By the choice of Γ′ we have PsPA = PAPs, hence
P ∗AP
∗
s = P
∗
s PA∗ as well. Therefore
P ∗Ax
∗ = P ∗AP
∗
s x
∗ = P ∗s P
∗
Ax
∗ ∈ D.
(4)⇒(6) Note that under the assumptions of (4) the system (Ps)s∈Γ′ is a 1-projectional skeleton on X
with induced subspace D. Lemma 2.1(a) applied to the skeleton (Ps)s∈Γ′ yields that (Ps|PAX)s∈Γ′ is a
1-projectional skeleton on PAX with induced subspace
D′A = {x
∗|PA ; x
∗ ∈ D}.
Therefore D′A ⊃ DA (by (2.2)), hence D
′
A = DA by Lemma 1.4(b).
(6)⇒(3) This implication follows from [10, Theorem 4.6(i)⇒(iii)]. 
Corollary 2.5.
(i) PA is σ(X,D)-to-σ(X,D) continuous whenever A ⊂ Γ is a countable directed subset.
(ii) If the skeleton is commutative, then PA is σ(X,D)-to-σ(X,D) continuous for any directed subset
A ⊂ Γ.
Proof. The assertion (ii) follows immediately from Proposition 2.4. Let us show the assertion (i).
Enumerate A = {sn; n ∈ N}. Since Γ is directed, we can find an increasing sequence (tn) in Γ such
that tn ≥ sn for n ∈ N. Let t = supn tn. Then the set
Γ′ = {s ∈ Γ; s ≥ t}
is a cofinal σ-closed subset. Further for each s ∈ Γ′ and n ∈ N we have s ≥ t ≥ sn, thus PsPsn =
PsnPs(= Ps). By Lemma 2.2(b) we deduce that PsPA = PAPs. Hence, we can conclude by using
Proposition 2.4. 
The following lemma is the key step to constructing a PRI starting from a 1-projectional skeleton. Its
proof is completely standard. In the proof of [32, Theorem 17.6] it is used without explicit formulation
and proof. We provide a proof for the sake of completeness.
Lemma 2.6. Let κ = densX. Then there is a transfinite sequence (Aα)α≤κ of subsets of Γ satisfying
the following properties.
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(i) A0 = ∅.
(ii) Aα is a directed subset of Γ for α ≤ κ.
(iii) cardAα = densPAαX = max{cardα,ℵ0} if 0 < α ≤ κ.
(iv) Aα ⊂ Aβ for α < β ≤ κ.
(v) Aλ =
⋃
α<λAα whenever λ ≤ κ is limit.
(vi) PAκX = X, i.e., PAκ = I.
Moreover, the system (Ps)s∈(Aκ)σ is a 1-projectional skeleton on X with induced subset D.
Proof. Since Γ is up-directed, we can fix a mapping ϕ : Γ× Γ→ Γ such that
ϕ(s, t) ≥ s & ϕ(s, t) ≥ t for s, t ∈ Γ.
If B ⊂ Γ is any nonempty subset, we define the sequence (Bk) by B0 = B and Bk = Bk−1 ∪ ϕ(Bk−1 ×
Bk−1). If we set
η(B) =
∞⋃
k=0
Bk,
then η(B) ⊃ B, η(B) is directed and card η(B) ≤ max{cardB,ℵ0}.
Now we are going to perform the main construction. Let {xα; α < κ} be a dense subset of X not
containing 0. We proceed by transfinite induction.
Set A0 = ∅. Then (i) is fulfilled. Fix some s ∈ Γ with Psx0 = x0, let B1 ⊂ Γ be an infinite countable
set containing s and set A1 = η(B1). Then A1 is directed, hence (ii) is satisfied. Moreover, A1 is infinite
countable and PA1X is separable (as it is the closure of
⋃
s∈A1
PsX), hence (iii) is satisfied as well. The
remaining conditions are void, so the first step of the induction is completed.
Suppose that 1 ≤ α < κ and we have constructed Aβ for β ≤ α satisfying the conditions (i)-(v).
Since densPAαX < κ, we have PAαX $ X . Let γ < κ be the smallest ordinal such that xγ /∈ PAαX .
Take some s ∈ Γ such that Psxγ = xγ . Finally, set Aα+1 = η(Aα ∪ {s}). Then (ii) and (iv) are
satisfied for Aβ , β ≤ α + 1. Moreover, since Aα is infinite, we have cardAα+1 = cardAα, hence
cardAα+1 = max{card(α + 1),ℵ0}. Further,
densPAα+1X ≥ densPAαX = cardAα = cardAα+1
and, clearly, densPAα+1X ≤ cardAα+1 (as
⋃
s∈Aα+1
PsX is dense in PAα+1X . Thus (iii) is valid as well.
Since (v) and (vi) are void in this case, the ‘isolated’ induction step is completed.
Next suppose that λ ≤ κ is limit and we have constructed Aα for α < λ such that the conditions
(i)-(v) are satisfied. We simply let Aλ =
⋃
α<λAλ. Then clearly the conditions (ii), (iv) and (v) are
again fulfilled. Moreover,
cardAλ = sup
α<λ
cardAα = sup
α<λ
max{cardα,ℵ0} = cardλ = max{cardλ,ℵ0}.
Further,
densPAλX ≥ sup
α<λ
densPAαX = cardλ
and densPAλX ≤ cardλ as
⋃
s∈Aλ
PsX is dense in PAλX . So, the condition (iii) is fulfilled as well.
It remains to prove (vi). We will show that PAκX contains xα for each α < κ. To this end it is enough
to observe that xα ∈ PAα+1X for each α < κ. This can be proved by transfinite induction: x0 ∈ PA1X by
the construction. Suppose that α < κ is such that xγ ∈ Pγ+1 for each γ < α. Then {xγ ; γ < α} ⊂ PAαX
Therefore, by the construction of Aα+1 we have xα ∈ PAα+1X . 
The next proposition is the main achievement of this section. The assertions (a) and (b) are just a bit
more precise version of [32, Theorem 17.6], the assertion (c) is new and provides a proof of Theorem 1.1.
Proposition 2.7. Let κ = densX and let (Aα)α≤κ be the family provided by Lemma 2.6. Then the
following assertions hold.
10 ONDRˇEJ F.K. KALENDA
(a) The family (PAα)α≤κ is a PRI on X.
(b) For each α < κ the family
Ps|PAαX , s ∈ (Aα)σ
is a 1-projectional skeleton on PAαX. The induced subspace is
Dα = {P
∗
s x
∗|PAαX ; x
∗ ∈ X∗} ⊂ {x∗|PAαX ; x
∗ ∈ D}.
If the skeleton on X is commutative, we have
Dα = {x
∗|PAαX ; x
∗ ∈ D}.
(c) For each α < κ the space (Pα+1 − Pα)X admits a 1-projectional skeleton with induced subspace
Dα+1α = {x
∗|(Pα+1−Pα)X ; x
∗ ∈ Dα+1}.
Proof. (a) The property (i) of a PRI follows from the properties (i) and (vi) of the family (Aα). By the
property (ii) it is clear that PAα is a norm one projection for α > 0, thus the property (ii) of a PRI is
fulfilled. The properties (iii)–(v) of a PRI follow from the respective properties of the family (Aα), in
case of (iv) together with Lemma 2.2(c).
The assertion (b) follows from Proposition 2.3(iii). The assertion (c) follows from (b) and Proposi-
tion 2.3(iv). 
3. A characterization of commutativity of a projectional skeleton
The aim of this section is to prove two theorems – Theorem 3.1 characterizing Σ-subspaces and
Theorem 3.4 characterizing commutativity of a projectional skeleton. A large part of the characterization
given in Theorem 3.1 is not new, but we provide a unified approach and some new points of view. This
is explained in more detail in Remarks 3.3 below.
We continue by recalling definitions of some notions used in the following theorem.
A projectional generator on a Banach space X is a pair (D,Φ), where D is a norming subspace of
X∗ and Φ is a mapping defined on D whose values are countable subsets of X satisfying moreover the
condition
∀A ⊂ D : A is a linear subspace⇒ Φ(A)⊥ ∩ A
w∗
= {0}.
The notion of a projectional generator was introduced in [38] as a technical tool for constructing a PRI.
It is used for example in [17]. There are some minor differences between the definitions used by different
authors, it is not clear whether the definitions are equivalent but the differences are not important for
applications.
Further, if M is any set, by [M ]≤ω we denote the family of all the countable subsets of M (including
the finite sets). A mapping ϕ : [M1]
≤ω → [M2]≤ω is called ω-monotone if it satisfies the following two
properties.
• ∀A,B ∈ [M1]≤ω : A ⊂ B ⇒ ϕ(A) ⊂ ϕ(B);
• ϕ(
⋃
nAn) =
⋃
n ϕ(An) whenever (An) is an increasing sequence in [M1]
≤ω.
This terminology is a bit misleading (a more natural name would be σ-continuous monotone mapping),
but we prefer to use the usual terminology which is nowadays becoming standard, cf. [42, 7, 8].
Recall that a Markushevich basis of a Banach space X is an indexed family (xα, x
∗
α)α∈Λ in X ×X
∗
satisfying the following three conditions.
• x∗α(xα) = 1 and x
∗
α(xβ) = 0 for α 6= β in Λ (i.e., it is a biorthogonal system);
• span{xα; α ∈ Λ} = X ;
• the set {x∗α; α ∈ Λ} separates points of X .
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Moreover, a Markushevich basis (xα, x
∗
α)α∈Λ is said to be strong if
∀x ∈ X : x ∈ span{xα; α ∈ Λ & x
∗
α(x) 6= 0}.
Finally, a topological space is said to be primarily Lindelo¨f if it is a continuous image of a closed
subset of the space (LΓ)
N for a set Γ, where LΓ is the one-point lindelo¨fication of the discrete set Γ (i.e.,
LΓ = Γ∪ {∞}, the points of Γ are isolated in LΓ and neighborhoods of ∞ are complements of countable
subsets of Γ). This class of topological spaces was used in [39] to characterize Corson compact spaces
(see also [3]), the characterization was generalized to Valdivia compacta and 1-Plichko Banach spaces in
[23] (see also [26, Chapter 2]).
Theorem 3.1. Let X be a Banach space and D ⊂ X∗ a norming subspace. The following assertions are
equivalent.
(1) D is a Σ-subspace.
(2) D is weak∗-countably closed and there is a linearly dense subset M ⊂ X such that the pair (D,Φ),
where
Φ(x∗) = {x ∈M ; x∗(x) 6= 0}, x∗ ∈ D,
is a projectional generator on X.
(3) There is a linearly dense subset M ⊂ X and an ω-monotone mapping ψ : [M ∪ D]≤ω → [M ]≤ω
such that for any A ∈ [M ∪D]≤ω we have
• A ∩M ⊂ ψ(A);
• A ∩D ⊂ (M \ ψ(A))⊥ ⊂ D;
• the mapping x∗ 7→ x∗|spanψ(A) is a bijection of (M \ ψ(A))
⊥ onto (spanψ(A))∗.
(4) There is a linearly dense subset M ⊂ X and an ω-monotone mapping ϑ : [M ]≤ω → [M ]≤ω such
that
D =
⋃
{(M \ ϑ(A))⊥; A ∈ [M ]≤ω}
and, moreover, for any A ∈ [M ]≤ω we have
• A ⊂ ψ(A);
• the mapping x∗ 7→ x∗|spanϑ(A) is a bijection of (M \ ψ(A))
⊥ onto (spanϑ(A))∗.
(5) D is induced by a commutative projectional skeleton on X.
(6) There is a Markushevich basis (xα, x
∗
α)α∈Λ in X such that
D = {x∗ ∈ X∗; {α ∈ Λ; x∗(xα) 6= 0} is countable}.
(7) D is weak∗-countably closed and there is a Markushevich basis (xα, x
∗
α)α∈Λ in X such that
• x∗α ∈ D for α ∈ Λ, and
• {xα; α ∈ Λ} ∪ {0} is σ(X,D)-Lindelo¨f.
(8) D is weak∗-countably closed and there is a Markushevich basis (xα, x
∗
α)α∈Λ in X such that
{xα; α ∈ Λ} ∪ {0} is primarily Lindelo¨f in the topology σ(X,D).
(9) D is weak∗-countably closed and (X, σ(X,D)) is primarily Lindelo¨f.
Proof. It is clear that the assertions (1)–(9) are not changed by taking an equivalent norm. Therefore
without loss of generality we may and shall assume that D is 1-norming. So, we can fix a mapping η
assigning to each x ∈ X a countable subset η(x) ⊂ D ∩BX∗ such that
‖x‖ = sup{|x∗(x)| ; x∗ ∈ η(x)}.
(1)⇒(2) Suppose that D is a Σ-subspace and let M ⊂ X be a linearly dense set witnessing it. Define
Φ as in the statement of (2). We will show that the pair (D,Φ) is a projectional generator. By the very
definition of a Σ-subspace it is clear that Φ is countably-valued. Further, take any A ⊂ D. Then
spanA
w∗
∩ Φ(A)⊥ = {0}.
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Indeed, suppose x∗ ∈ spanA
w∗
\ {0}. Since M is linearly dense, there is x ∈M with x∗(x) 6= 0. Hence,
there is y∗ ∈ A such that y∗(x) 6= 0. It follows that x ∈ Φ(y∗) ⊂ Φ(A). So, x∗ /∈ Φ(A)⊥.
Finally, to show that D is weak∗-countably closed, fix a countable set C ⊂ D. Then
C ⊂ (M \ Φ(C))⊥ ⊂ D.
Indeed, the first inclusion follows from the definition of Φ and the second one follows from the definition
of a Σ-subspace as Φ(C) is countable. Since (M \ Φ(C))⊥ is weak∗-closed, the prove is completed.
(2)⇒(1) Let M and Φ be as in the statement of (2). Since M is linearly dense, we can define D′ to
be the Σ-subspace generated by M . Φ is countably-valued, thus D ⊂ D′. Further, D is 1-norming and
weak∗-countably closed, thus D ∩ BX∗ is weak∗-dense and weak∗-countably closed in D′ ∩ BX∗ . Since
D′ ∩ BX∗ equipped with the weak∗-topology has countable tightness (in fact, it is Fre´chet-Urysohn, cf.
[26, Lemma 1.6]), we conclude that D ∩BX∗ = D′ ∩BX∗ , hence D = D′.
(1)⇒(3) We are going to prove the implication for real spaces. The proof for complex ones is exactly
the same, one just needs to replace everywhere Q by its complex version Q+ iQ.
Suppose that D is a Σ-subspace and let M be a linearly dense set witnessing it. Define Φ as in the
statement of (2). Define a mapping θ1 : [D ∪M ]≤ω → [D ∪M ]<ω by the formula
θ1(A) = A ∪Φ(A ∩D) ∪ η(spanQ(A ∩M)), A ∈ [D ∪M ]
≤ω.
It is obvious that θ1 is an ω-monotone mapping. Further, for each n ≥ 2 define a mapping θn by
θn = θ1(θn−1(A)), A ∈ [D ∪M ]
≤ω.
It is clear that θn is an ω-monotone mapping for each n ∈ N. Finally, for each A ∈ [D ∪M ]≤ω define
θ∞(A) =
⋃
n∈N
θn(A) and ψ(A) = θ∞(A) ∩M.
Then both θ∞ and ψ are ω-monotone mappings.
Let us prove that ψ has the required properties. To this end fix A ∈ [D ∪M ]≤ω.
By construction it is obvious that A ⊂ θ∞(A), hence A∩M ⊂ ψ(A). Further, Φ(A∩D) ⊂ θ1(A)∩M ⊂
ψ(A), hence A ∩D ⊂ (M \ ψ(A))⊥.
Since ψ(A) is a countable subset of M , we deduce that (M \ ψ(A))⊥ ⊂ D by the definition of a
Σ-subspace.
It remains to prove the last property. We start by showing that
∀x ∈ spanQ ψ(A)∀y ∈ spanQ(M \ ψ(A)) : ‖x‖ ≤ ‖x+ y‖ . (∗)
So, fix any x ∈ spanQ ψ(A) and y ∈ spanQ(M \ ψ(A)). Observe that there is n ∈ N such that
x ∈ spanQ(θn(A) ∩M). It follows that η(x) ⊂ θn+1(A), hence Φ(η(x)) ⊂ θn+2(A) ∩M ⊂ ψ(A). Thus
η(x) ⊂ (M \ ψ(A))⊥. Therefore
‖x‖ = sup{|x∗(x)| ; x∗ ∈ η(x)} ≤ sup{|x∗(x)| ; x∗ ∈ (M \ ψ(A))⊥, ‖x∗‖ ≤ 1}
= sup{|x∗(x+ y)| ; x∗ ∈ (M \ ψ(A))⊥, ‖x∗‖ ≤ 1} ≤ ‖x+ y‖ ,
which completes the proof of (∗).
Next we are going to show that
∀x∗ ∈ (M \ ψ(A))⊥ :
∥∥x∗|spanψ(A)∥∥ = ‖x∗‖ . (∗∗)
Since the inequality ‘≤’ is obvious, it is enough to prove the converse one. Fix any c < ‖x∗‖. Then
there is z0 ∈ BX with |x∗(z0)| > c. Since M is linearly dense, spanQM is norm-dense in X , thus
there is z1 ∈ BX ∩ spanQM with |x
∗(z1)| > c. Then z1 can be uniquely expressed as z1 = x + y with
x ∈ spanQ ψ(A) and y ∈ spanQ(M \ ψ(A)). By (∗) we get ‖x‖ ≤ ‖z1‖ ≤ 1. Moreover, x
∗(y) = 0, hence
c < |x∗(z1)| = |x
∗(x)| ≤
∥∥x∗|spanψ(A)∥∥ .
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Thus (∗∗) is proved.
The last ingredient is
∀y∗ ∈ (spanψ(A))∗ ∃x∗ ∈ (M \ ψ(A))⊥ : x∗|spanψ(A) = y
∗. (∗ ∗ ∗)
Define first x∗ on spanQM = spanQ ψ(A) + spanQ(M \ ψ(A)) by
x∗(x+ y) = y∗(x), x ∈ spanQ ψ(A), y ∈ spanQ(M \ ψ(A)).
It follows from (∗) that spanQ ψ(A)∩spanQ(M\ψ(A)) = {0}, hence x
∗ is a well-definedQ-linear functional.
Moreover, it also follows from (∗) that |x∗(z)| ≤ ‖y∗‖ for each z ∈ BX ∩ spanQM . It follows that x
∗ can
be uniquely extended to an element of X∗. It is clear that this extension belongs to (M \ ψ(A))⊥ and
extends y∗.
Finally, putting together (∗∗) and (∗ ∗ ∗) we get that
x∗ 7→ x∗|spanψ(A) is an isometry of (M \ ψ(A))
⊥ onto (spanψ(A))∗,
which completes the proof.
(3)⇒(4) Let M and ψ be as in the statement of (3). Let us define the mapping ϑ by the formula
ϑ(A) = ψ(A), A ∈ [M ]≤ω.
It is clear that the mapping ϑ is ω-monotone. For any A ∈ [M ]≤ω obviously A ⊂ ϑ(A) and the mapping
x∗ 7→ x∗|spanϑ(A) is a bijection of (M \ ϑ(A))
⊥ onto (spanϑ(A))∗, due to the properties of ψ.
It remains to show the formula for D. By the properties of ψ and definition of ϑ we deduce that
D =
⋃
{(M \ ψ(C))⊥; C ∈ [M ∪D]≤ω} ⊃
⋃
{(M \ ϑ(A))⊥; A ∈ [M ]≤ω}.
To prove the converse inclusion fix any x∗ ∈ D. Then there is C ∈ [M∪D]≤ω such that x∗ ∈ (M \ψ(C))⊥.
Set A = ψ(C). Since ϑ(A) ⊃ A, we deduce that
x∗ ∈ (M \ ψ(C))⊥ = (M \A)⊥ ⊂ (M \ ϑ(A))⊥.
This completes the proof.
(4)⇒(5) Let M and ϑ be as in the assertion (4). We are going to construct a projectional skeleton.
We start by defining the respective index set. Set
Γ = {A ∈ [M ]≤ω; ;ϑ(A) = A} ∪ {∅}
and consider the partial order on Γ given by inclusion. This index set has the following properties:
(i) ∀C ∈ [M ]≤ω ∃A ∈ Γ : C ⊂ A;
(ii) Γ is up-directed;
(iii) if (An)n is an increasing sequence in Γ, then
⋃
nAn ∈ Γ;
(iv) Γ is closed to taking arbitrary intersections;
(v) Γ is a lattice, i.e., any two-point subset of Γ admits a supremum and an infimum in Γ.
Let us now prove these properties:
(i) Fix C ∈ [M ]≤ω. Set C1 = C and define, by induction, Cn+1 = ϑ(Cn) for n ∈ N. Finally, set
A =
⋃
n Cn. By the properties of ϑ we deduce that the sequence (Cn) is increasing. Hence A ⊂ C and,
moreover,
ϑ(A) =
⋃
n
ϑ(Cn) =
⋃
n
Cn+1 = A,
so A ∈ Γ.
(ii) Let A1, A2 ∈ Γ. By (i) there is A ∈ Γ such that A ⊃ A1 ∪ A2.
(iii) Since ϑ is ω-monotone, we have
ϑ
(⋃
n
An
)
=
⋃
n
ϑ(An) =
⋃
n
An.
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(iv) Let Γ′ ⊂ Γ be any subset. If
⋂
Γ′ = ∅, it is an element of Γ. Suppose that A =
⋂
Γ′ 6= ∅. Then
A ⊂ ϑ(A) ⊂
⋂
C∈Γ′
ϑ(C) =
⋂
C∈Γ′
C = A,
thus A ∈ Γ.
(v) If A1, A2 ∈ Γ, their infimum is A1 ∧A2 = A1 ∩A2 (by (iv) the intersection belongs to Γ) and their
supremum is
A1 ∨ A2 =
⋂
{C ∈ Γ; C ⊃ A1 ∪ A2}.
Indeed, the subset of Γ on the right-hand side is nonempty by (i) and the intersection belongs to Γ by
(iv).
This completes the proof of the properties of Γ. It remains to construct the projections. To this end we
will use the following easy lemma. The lemma was essentially used in [11], but we formulate it explicitly
as we will use it also in the following section.
Lemma 3.2. Let X be a Banach space, Y ⊂ X a closed subspace, V ⊂ X∗ a weak∗-closed subspace such
that the mapping
x∗ 7→ x∗|Y
is a bijection of V onto Y ∗. Then there is a bounded linear projection P on X such that PX = Y ,
P ∗X∗ = V and kerP = V⊥.
Proof. By the open mapping theorem the above restriction map is an isomorphism of V onto Y ∗. So,
there is some c > 0 such that ‖x∗|Y ‖ ≥ c ‖x∗‖ for x∗ ∈ V . It follows that
‖y + v‖ ≥ c ‖y‖ , y ∈ Y, v ∈ V⊥.
Indeed, take y ∈ Y and v ∈ V⊥. Fix y
∗ ∈ Y ∗ such that ‖y∗‖ = 1 and |y∗(y)| = ‖y‖. By the assumption
there is x∗ ∈ V with x∗|Y = y∗. By the above we get ‖x∗‖ ≤
1
c
, thus ‖cx∗‖ ≤ 1. Therefore
‖y + v‖ ≥ |cx∗(y + v)| = c |x∗(y)| = c |y∗(y)| = c ‖y‖ .
It follows that Y ∩ V⊥ = {0} and the projection of P : Y + V⊥ → Y with kernel V⊥ is bounded (with
norm at most 1
c
). In particular, Y + V⊥ is closed. Finally,
(Y + V⊥)
⊥ = Y ⊥ ∩ (V⊥)
⊥ = Y ⊥ ∩ V = {0}.
Indeed, we used the assumptions that V is weak∗-closed and that the only x∗ ∈ V with x∗|Y = 0 is
the zero functional. Hence the bipolar theorem shows that Y + V⊥ = X . It follows that the projection
P is defined on the whole X . Moreover, P ∗X∗ is weak∗-closed (as P ∗ is a weak∗-to-weak∗-continuous
projection), thus
P ∗X∗ = P ∗X∗
w∗
= (kerP )⊥ = (V⊥)
⊥ = V.
This completes the proof. 
Now let us continue by constructing the projectional skeleton. For any A ∈ Γ let PA be the projection
provided by Lemma 3.2 for the pair of subspaces Y = spanA and V = (M \A)⊥. Then
PAX = spanA,P
∗
AX
∗ = (M \A)⊥ and kerPA = ((M \A)
⊥)⊥ = span(M \A).
Let us continue by showing
(◦) ∀A,B ∈ Γ : PA∩B = PAPB .
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Fix A,B ∈ Γ. If A ∩B = ∅, then B ⊂M \A and hence
PBX = spanB ⊂ span(M \A) = kerPA,
thus PAPB = 0.
Suppose that A ∩ B = C 6= ∅. To show that PAPB = PC it is enough to prove the equality for any
x ∈M :
PAPBx =

PAx = x = PCx if x ∈ A ∩B = C,
PAx = 0 = PCx if x ∈ B \A = B \ C,
PA0 = 0 = PCx if x ∈M \B ⊂M \ C.
Now we are ready to prove that (PA)A∈Γ is a commutative projectional skeleton. Firstly, Γ is an
up-directed partially order set by the above property (ii). Let us check the properties of a projectional
skeleton. PAX = spanA, so it is separable for each A ∈ Γ, hence the property (i) is fulfilled. The
property (ii) follows from (◦). To prove the property (iii) fix an increasing sequence (An) in Γ. By the
property (iii) of Γ the union A =
⋃
nAn belongs to Γ. Then A is clearly the supremum of the sequence
(An) and, moreover,
PAX = spanA ⊃
⋃
n
spanAn =
⋃
n
PAnX ⊃
⋃
n
spanAn = spanA,
hence PAX =
⋃
n PAnX . Further, let us prove the property (iv). To this end fix any x ∈ X . Since M is
linearly dense, there is a countable set C ⊂M with x ∈ spanC. By the property (i) of Γ there is A ∈ Γ
with A ⊃ C. Then
x ∈ spanC ⊂ spanA = PAX.
Finally, the skeleton is commutative by (◦).
It remains to show that D is the subspace induced by this skeleton, i.e.,
D =
⋃
A∈Γ
P ∗AX
∗ =
⋃
A∈Γ
(M \A)⊥.
The inclusion ‘⊃’ follows from the assumption (4), as for any A ∈ Γ we have
(M \A)⊥ = (M \ ϑ(A))⊥ ⊂ D.
Conversely, let x∗ ∈ D. By (4) there is C ∈ [M ]≤ω such that x∗ ∈ (M \ ϑ(C))⊥. By the property (i) of
Γ there is A ∈ Γ with A ⊃ ϑ(C). Then
x∗ ∈ (M \ ϑ(C))⊥ ⊂ (M \A)⊥.
(5)⇒(6) This implication will be proved by transfinite induction on the density of X . If X is separable,
then D = X∗ and X admits a countable Markushevich basis, so the statement is obvious.
Let κ be an uncountable cardinal such that the implication holds whenever densX < κ. Suppose that
densX = κ and (5) is satisfied. Let (Ps)s∈Γ be a commutative projectional skeleton inducing D. Since D
is 1-norming, we can without loss of generality assume that it is a 1-projectional skeleton (up to passing
to a closed cofinal subset of Γ, see Lemma 1.3). Let (Pα)α≤κ be a PRI on X provided by Proposition 2.7.
Then the space (Pα+1 − Pα)X , for each α < κ admits a commutative 1-projectional skeleton with the
induced subspace
Dα+1α = {x
∗|(Pα+1−Pα)X ; x
∗ ∈ D}.
For any α < κ there is, due to the induction hypothesis, a Markushevich basis (xα,j , x
∗
α,j)j∈Jα of the
space (Pα+1 − Pα)X such that
Dα+1α = {y
∗ ∈ ((Pα+1 − Pα)X)
∗; {j ∈ Jα; y
∗(xα,j) 6= 0} is countable}.
By the proof of [17, Proposition 6.2.4] the family
(xα,j , x
∗
α,j ◦ (PAα+1 − PAα))j∈Jα,α<κ
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is a Markushevich basis of X . It remains to show that
D = {x∗ ∈ X∗; {(α, j); j ∈ Jα, α < κ & x
∗(xα,j) 6= 0} is countable}.
⊂: Let x∗ ∈ D. Then x∗|(Pα+1−Pα)X ∈ D
α+1
α for each α < κ. So, to show that x
∗ belongs to the set
on the right-hand side it is enough to show that the set
C = {α < κ; x∗|(Pα+1−Pα)X 6= 0}
is countable. We start by observing that, by the definition of D, there is s ∈ Γ with P ∗s x
∗ = x∗. Suppose
C is uncountable. For each α ∈ C find zα ∈ (Pα+1 − Pα)X with x∗(zα) 6= 0. Since C is uncountable,
there is some ε > 0 such that
C1 = {α ∈ C; |x
∗(zα)| ≥ ε}
is uncountable. Then, given α, β ∈ C1 with α > β we have
2 ‖x∗‖ · ‖Pszα − Pszβ‖ ≥ |x
∗((Pα+1 − Pα)Ps(zα − zβ))| = |x
∗(Ps(Pα+1 − Pα)(zα − zβ))|
= |x∗(Ps(zα))| = |P
∗
s x
∗(zα)| = |x
∗(zα)| ≥ ε
So, the set {Pszα; α ∈ C1} is an uncountable discrete subset of the separable space PsX , which is a
contradiction.
⊃: Let x∗ belong to the set on the right-hand side. Then the set
C = {α < κ; ∃j ∈ Jα : x
∗(xα,j) 6= 0}
is countable. Moreover,
x∗|(Pα+1−Pα)X ∈ D
α+1
α for α ∈ C and x
∗|(Pα+1−Pα)X = 0 for α ∈ [0, κ) \ C.
So, for any α ∈ C there is y∗α ∈ D such that
y∗α|(Pα+1−Pα)X = x
∗|(Pα+1−Pα)X ,
Then there is sα ∈ Γ such that y∗α = P
∗
sα
y∗α. Since C is countable, there is s ∈ Γ such that s ≥ sα for
α ∈ C. To show that x∗ ∈ D it is enough to prove that P ∗s x
∗ = x∗.
Recall that by the construction of the PRI the projection Ps commutes with each Pα (by Lemma 2.2(b)).
Suppose that α < κ and x ∈ (Pα+1 − Pα)X . Then
P ∗s x
∗(x) = P ∗s x
∗((Pα+1 − Pα)x) = x
∗(Ps(Pα+1 − Pα)x) = x
∗((Pα+1 − Pα)Psx).
Hence, if α ∈ C, we get
P ∗s x
∗(x) = x∗((Pα+1 − Pα)Psx) = y
∗
α((Pα+1 − Pα)Psx) = y
∗
α(Ps(Pα+1 − Pα)x)
= P ∗s y
∗
α((Pα+1 − Pα)x) = y
∗
α((Pα+1 − Pα)x) = x
∗((Pα+1 − Pα)x) = x
∗(x).
If α /∈ C, then
P ∗s x
∗(x) = x∗((Pα+1 − Pα)Psx) = 0 = x
∗((Pα+1 − Pα)x) = x
∗(x).
Since
⋃
α<κ(Pα+1 − Pα)X is linearly dense, we deduce that P
∗
s x
∗ = x∗.
(6)⇒(7) Let (x∗α, xα)α∈Λ be the Markushevich basis provided by (6). It follows immediately that D
is a Σ-subspace, thus it is weak∗-countably closed by the already proved implication (1)⇒(2). Further,
since the Markushevich basis is a biorthogonal system, obviously x∗α ∈ D for any α ∈ Λ.
It remains to show that the set H = {xα; α ∈ Λ} ∪ {0} is σ(X,D)-Lindelo¨f. So, let U be a cover of H
consisting of σ(X,D)-open sets. Then there is U ∈ U such that 0 ∈ U . By the definition of the topology
σ(X,D) there are x∗1, . . . , x
∗
n ∈ D and ε > 0 such that
{x ∈ X ;
∣∣x∗j (x)∣∣ < ε for j = 1, . . . , n} ⊂ U.
For each j ∈ {1, . . . , n} the set
Mj = {α ∈ Λ; x
∗
j (xα) 6= 0}
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is countable and, moreover, H \
⋃n
j=1Mj ⊂ U . So, H \U is countable and hence one can find a countable
subfamily of U covering H .
(7)⇒(8) Let (x∗α, xα)α∈Λ be the Markushevich basis provided by (7). Set H = {xα; α ∈ Λ} ∪ {0} and
observe that all the nonzero points of H are isolated. Indeed, let α ∈ Λ. Since x∗α ∈ D, the set
Uα = {x ∈ X ; x
∗
α(x) 6= 0}
is σ(X,D)-open and Uα ∩H = {xα}. Since H is σ(X,D)-Lindelo¨f, it follows that for each σ(X,D)-open
neighborhood U of 0 the set H \ D is countable. Therefore H is a canonical continuous image of the
space LΛ, thus it is primarily Lindelo¨f.
(8)⇒(9) Let (x∗α, xα)α∈Λ be the Markushevich basis provided by (8). Set H = {xα; α ∈ Λ} ∪ {0}.
By assumption the set H is primarily Lindelo¨f in the topology σ(X,D). Recall that primarily Lindelo¨f
spaces are preserved by taking closed subsets, countable products, continuous images and countable unions
(see [3, Proposition IV.3.4]). Further, compact metric spaces are primarily Lindelo¨f (as any nonempty
compact metric space is a continuous image of {0, 1}N and the two-point discrete space is clearly primarily
Lindelo¨f). Therefore spanH is σ(X,D)-primarily Lindelo¨f as spanH =
⋃
nHn, where
Hn = {t1x1 + · · ·+ tnxn; x1, . . . , xn ∈ H, |tj | ≤ n for j = 1, . . . , n}
are σ(X,D)-primarily Lindelo¨f, being a continuous image of
Hn × [−n, n]n (Hn × {t ∈ C; |t| ≤ n}n in the complex case).
Further, the closed unit ball BX is σ(X,D)-closed as D is 1-norming, hence BX ∩ spanH is primarily
Lindelo¨f and thus the product space
Z = (spanH)× (BX ∩ spanH)
N
is primarily Lindelo¨f as well. Finally, the mapping F : Z → X defined by
F (x, (xn)
∞
n=1) = x+
∞∑
n=1
2−nxn
is well defined (the series converges absolutely in the norm) and maps Z onto X (as spanH is dense in
X). So, to complete the proof it is enough to show that F is continuous to the topology σ(X,D). To
this end it suffices to prove that x∗ ◦ F is continuous on Z for each x∗ ∈ D. But
(x∗ ◦ F )(x, (xn)
∞
n=1) = x
∗(x) +
∞∑
n=1
2−nx∗(xn) = lim
N→∞
(x∗(x) +
N∑
n=1
2−nx∗(xn)),
the partial sums are continuous on Z and the limit is uniform on Z.
(9)⇒(1) This implication follows from [26, Theorem 2.7]. 
Remark 3.3. (a) As remarked above, the content of Theorem 3.1 is not completely new. More precisely,
the equivalence (1)⇔(2) is almost trivial, the equivalence (1)⇔(5) follows from the proof of [33, Theorem
27], the equivalences (1)⇔(6)⇔(9) are proved in [26, Lemma 4.18].
The added value of Theorem 3.1 consists firstly in the assertions (3) and (4), secondly in a detailed
analysis of the properties of Markushevich bases in the assertions (7) and (8) and, finally, in providing a
proof of (1)⇔(5) avoiding the set-theoretical method of elementary submodels.
The assertions (3) and (4) provide another view on projectional skeletons which combine some ap-
proaches from [11, 12] with an idea of [8]. For example, a similar statement to the implication (1)⇒(3)
is [12, Lemma 11] where rich families are used instead of ω-monotone mappings. In [8] the author shows
the equivalence of separable reduction methods using rich families and ω-monotone mappings. We show
that ω-monotone mappings can be used to characterize projectional skeletons as well. Another use of
ω-monotone mappings is demonstrated in [11] by the use the notion of Asplund generator to characterize
Asplund spaces.
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(b) We point out that the projectional skeleton constructed in the proof of (4)⇒(5) is automatically
simple in the sense of [13, Section 4] (i.e., ‘indexed by the ranges of projections’) and, moreover, its index
set is a lattice.
(c) The assertion (6) can be strengthened by requiring that the Markushevich bases in question is
moreover strong. The proof can be done by transfinite induction exactly in the same way as the proof
of (5)⇒(6). Indeed, separable spaces admit a strong Markushevich basis by [45] (see also [21, Theorem
1.36]) and this property is preserved in the induction step as remarked in the proof of [21, Theorem 5.1].
(d) Observe that in the proofs of (6)⇒(7)⇒(8) the Markushevich basis has not been changed. Thus
any Markushevich basis with the property from (6) has also the properties from (7) and (8). Moreover, if
the basis satisfies the properties from (7), the set H = {xα; α ∈ Λ}∪{0} is σ(X,D)-closed and its nonzero
points are isolated. The latter statement was proved above. To see the first one, fix any x ∈ X \H . We
distinguish the following three cases:
• There are two distinct points α, β ∈ Λ such that x∗α(x) 6= 0 6= x
∗
β(x). Then
{y ∈ X ; x∗α(y) 6= 0 6= x
∗
β(y)}
is a σ(X,D)-open set containing x and disjoint with H .
• There is exactly one α ∈ Λ such that x∗α(x) 6= 0. Then x
∗
α(x) 6= 1 (otherwise x = xα as the
functionals x∗β , β ∈ Λ separate points of X) and hence
{y ∈ X ; x∗α(y) /∈ {0, 1}}
is a σ(X,D)-open set containing x and disjoint with H .
• x∗α(x) = 0 for each α ∈ Λ. Then x = 0 ∈ H , a contradiction.
(e) Let (xα, x
∗
α)α∈Λ be a Markushevich basis with the properties from the assertion (6). Then D is a
Σ-subspace, as the set M = {xα; α ∈ Λ} witnesses it. Therefore (1) is satisfied and, going through the
proofs of (1)⇒(3)⇒(4)⇒(5) we can construct a commutative projectional skeleton (Ps)s∈Γ with induced
subspace D. Moreover, by the construction, this skeleton has a special behavior on the basis. More
precisely,
Psxα =
{
xα if xα ∈ PsX,
0 otherwise.
()
This behavior is specific for the commutative case. Indeed, suppose we have a projectional skeleton with
induced subspace D and a Markushevich basis such that () is satisfied. Then D is the Σ-subspace
generated by the set M = {xα; α ∈ Λ}. To see this take any x∗ ∈ D. Then there is s ∈ Γ with
P ∗s x
∗ = x∗. Then
P ∗s x
∗(xα) = x
∗(Psxα) = 0 if xα /∈ PsX.
Therefore
{α ∈ Λ; x∗(xα) 6= 0} ⊂ {α ∈ Λ; xα ∈ PsX}
and this set is countable as it is relatively discrete in the weak topology, hence, a fortiori, in the norm
topology, and PsX is separable.
Conversely, let x∗ ∈ X∗ be such that the set
Λ0 = {α ∈ Λ; x
∗(xα) 6= 0}
is countable. By the properties of projectional skeletons there is s ∈ Γ with {xα; α ∈ Λ0} ⊂ PsX . Then
we have
P ∗s x
∗(xα) = x
∗(Psxα) =
{
x∗(xα) if xα ∈ PsX,
x∗(0) = 0 = x∗(xα) otherwise,
hence P ∗s x
∗ = x∗, so x∗ ∈ D.
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We continue by the following theorem. Given a projectional skeleton, it characterizes when the induced
subspace is in fact a Σ-subspace.
Theorem 3.4. Let X be a Banach space, (Ps)s∈Γ a projectional skeleton on X and let D be the induced
subspace. The following assertions are equivalent.
(1) D is a Σ-subspace of X∗.
(2) There is a σ-closed cofinal subset Γ′ ⊂ Γ such that PsPt = PtPs for s, t ∈ Γ′.
(3) There is a σ-closed cofinal subset Γ′ ⊂ Γ such that the projection PA (defined in (2.1)) is σ(X,D)-
to-σ(X,D) continuous for any directed subset A ⊂ Γ′.
Note that the assertion (1) can be replaced by any of its equivalents provided by Theorem 3.1 and the
continuity requirement in (3) can be replaced by any of its equivalents from Proposition 2.4.
An important tool in the proof of the theorem is the following lemma on uniqueness.
Lemma 3.5. Let X be a Banach space and let (Ps)s∈Γ and (Qj)j∈J be two projectional skeletons on X
inducing the same subspace D ⊂ X∗. Then for any choice of s ∈ Γ and j ∈ J there are s′ ∈ Γ and j′ ∈ J
such that s′ ≥ s, j′ ≥ j and Ps′ = Qj′ .
Proof. First observe that if P is any bounded projection on X with separable range, then P ∗X∗ is weak∗-
separable. Indeed, Y = PX is separable and the projection P can be expressed as P = TQ, where T
is the canonical isometric embedding of Y into X and Q is the projection P considered as an operator
X → Y . Y ∗ is weak∗-separable (being the dual to a separable space), Q∗ is weak∗-to-weak∗ continuous
(being an adjoint operator), so Q∗Y ∗ is weak∗ separable. Further, T ∗ : X∗ → Y ∗ is the restriction
operator, so it is onto Y ∗. It remains to observe that P ∗ = Q∗T ∗ and hence Q∗Y ∗ = P ∗X∗.
Secondly, up to passing to cofinal σ-closed subsets of Γ and J we may assume without loss of generality
that the projections from both skeletons are uniformly bounded [33, Proposition 9] and hence the stronger
condition (iii’) holds (see the introductory section). Let us define sequences (sn) in Γ and (jn) in J
inductively as follows:
• s0 = s, j0 = j.
• Given sn−1 and jn−1 defined, find sn ∈ Γ, sn ≥ sn−1 such that
PsnX ⊃ Qjn−1X and P
∗
sn
X∗ ⊃ Q∗jn−1X
∗.
This is possible by the properties of projectional skeletons, as Qjn−1X is a separable subspace of
X and Q∗jn−1X
∗ is a weak∗-separable subspace of D.
• In the same way, given sn and jn−1 defined, find jn ∈ J , jn ≥ jn−1 such that
QjnX ⊃ PsnX and Q
∗
jn
X∗ ⊃ P ∗snX
∗.
Finally, set s′ = supn sn and j
′ = supn jn. Then
Ps′X =
⋃
n
PsnX =
⋃
n
QjnX = Qj′X
due to the property (iii) of projectional skeletons and
P ∗s′X
∗ =
⋃
n
P ∗snX
∗
w∗
=
⋃
n
Q∗jnX
∗
w∗
= Q∗j′X
∗
by the property (iii’) of projectional skeletons. Indeed, by the property (iii’) we have, given any x∗ ∈ X∗
and x ∈ X ,
P ∗snx
∗(x) = x∗(Psnx)→ x
∗(Psx) = P
∗
s x
∗(x),
thus P ∗snx
∗ w
∗
→ P ∗s x
∗, and similarly for the other skeleton.
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So, we have Ps′X = Qj′X and P
∗
s′X
∗ = Q∗j′X
∗, so also
kerPs′ = (P
∗
s′X
∗)⊥ = (Q
∗
j′X
∗)⊥ = kerQj′ .
Therefore, the projections Ps′ and Qj′ have the same ranges and the same kernels, thus they are equal. 
Proof of Theorem 3.4. Note that D is norming (by [33, Proposition 9 and Section 4.3]). Since the as-
sertions (1)–(3) are not affected by renormings, we may assume without loss of generality that D is
1-norming. So, up to passing to a cofinal σ-closed subset of Γ (this does not affect the assertions (1)–(3))
we may assume that (Ps)s∈Γ is a 1-projectional skeleton.
(1)⇒(2) Suppose that D is a Σ-subspace. By Theorem 3.1 It follows that there is a commutative
1-projectional skeleton (Qj)j∈J inducing D. Let
Γ0 = {s ∈ Γ; ∃j ∈ J : Ps = Qj}.
By Lemma 3.5 we see that Γ0 is cofinal in Γ. Observe that any cofinal set is automatically up-directed.
So, it makes sense to define Γ′ = (Γ0)σ (using the notation from Section 2). Then clearly Γ
′ is a cofinal
σ-closed subset of Γ. We claim that PsPt = PtPs whenever s, t ∈ Γ′. To prove that we will use the
transfinite construction of (Γ0)σ described in the proof of Proposition 2.3(i). Let Γα, α < ω1, be the
respective approximations or (Γ0)σ. We will prove by transfinite induction that
∀α < ω1∀s, t ∈ Γα : PsPt = PtPs.
The validity for α = 0 follows from the definition of Γ0 and commutativity of the skeleton (Qj)j∈J .
Suppose it holds for some α < ω1 and suppose s, t ∈ Γα+1. Then there are increasing sequences (possibly
constant) (sn) and (tn) in Γα with s = supn sn and t = supn tn. Then, using the property (iii’) of
projectional skeletons, we deduce that for any x ∈ X we have
PsPtx = lim
n
PsPtnx = lim
n
lim
m
PsmPtnx = lim
n
lim
m
PtnPsmx = lim
n
PtnPsx = PtPsx,
thus PsPt = PtPs. Since the limit induction step is obvious, the proof is complete.
(2)⇒(3) Assume (2) holds. Let A ⊂ Γ′ be any directed subset. By Lemma 2.2(b) we see that
PsPA = PAPs for s ∈ Γ′. Thus, by Proposition 2.4(5)⇒(2) we deduce that PA is σ(X,D)-to-σ(X,D)
continuous.
(3)⇒(1) Assume (3) holds. Without loss of generality assume that Γ′ = Γ. We are going to prove
that the assertion (6) of Theorem 3.1 holds. This can be shown by repeating the proof of the implication
(5)⇒(6) of Theorem 3.1 with few differences.
We use again transfinite induction. The first step, the separable case, is exactly the same. In the
induction step we build a PRI (Pα)α≤κ using Proposition 2.7. Observe that any Pα is of the form PAα for
some Aα ⊂ Γ directed. By the assumption the projection PA is σ(X,D)-to-σ(X,D) continuous. So, by
Proposition 2.4(2)⇒(6) and Proposition 2.7(c) the space (Pα+1 −Pα)X admits a 1-projectional skeleton
with induced subspace Dα+1α of the same form as in the proof of Theorem 3.1.
Finally, to be able to use the transfinite induction, it remains to show that the skeleton on (Pα+1−Pα)X
satisfies the assumption of (3) as well. So, recall that the skeleton is of the form
Ps|(Pα+1−Pα)X , s ∈ ∆,
where ∆ is a suitable cofinal σ-closed subset of (Aα+1)σ.
So, fix any directed set B ⊂ ∆. Recall that ∆ is chosen in such a way that (Pα+1 − Pα)X is invariant
for Ps for any s ∈ ∆ (see Proposition 2.3(iv)). It follows that (Pα+1 − Pα)X is invariant for PB as well.
Thus,
PB|(Pα+1−Pα)X
is a projection on (Pα+1−Pα)X and it is enough to show that this projection is σ((Pα+1 − Pα)X,Dα+1α )-
to-σ((Pα+1 − Pα)X,D
α+1
α ) continuous. To this end we will check the validity of the property (1) of
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Proposition 2.4. So, fix any x∗ ∈ Dα+1α . Then there is y
∗ ∈ D such that y∗|(Pα+1−Pα)X = x
∗. Fix any
x ∈ (Pα+1 − Pα)X . Then
(PB|(Pα+1−Pα)X)
∗x∗(x) = x∗(PB |(Pα+1−Pα)Xx) = x
∗(PBx) = y
∗(PBx)
= P ∗By
∗(x) = P ∗By
∗|(Pα+1−Pα)Xx.
Indeed, the first equality is just the definition of an adjoint mapping; the second one follows from the
fact that x ∈ (Pα+1 −Pα)X ; the third one uses the invariance of (Pα+1 −Pα)X for PB and the choice of
y∗; the fourth one is again the use of the definition of an adjoint mapping; and the last one follows from
the fact that x ∈ (Pα+1 − Pα)X .
Finally, since PB is σ(X,D)-to-σ(X,D) continuous by the very assumption of (3) and y
∗ ∈ D, Propo-
sition 2.4 yields that P ∗By
∗ ∈ D. It follows that
(PB |(Pα+1−Pα)X)
∗x∗ = P ∗By
∗|(Pα+1−Pα)X ∈ D
α+1
α ,
which completes the proof of the validity of the condition (1) from Proposition 2.4, hence PB|(Pα+1−Pα)X
is σ((Pα+1 − Pα)X,D
α+1
α )-to-σ((Pα+1 − Pα)X,D
α+1
α ) continuous. This completes the proof. 
Remark 3.6. An alternative proof of the implication (3)⇒(1) in Theorem 3.4 may be done using [33,
Theorem 23]. Indeed, let us use transfinite induction on densX . The separable case is obvious, so assume
that κ is an uncountable cardinal and the statement holds whenever densX < κ. As above, without loss
of generality assume Γ′ = Γ. We build a PRI (Pα)α≤κ using Proposition 2.7. Observe that any Pα is of
the form PAα for some Aα ⊂ Γ directed. Given α < κ, the family (Ps|PαX)s∈(Aα)σ is a 1-projectional
skeleton on PαX (by Proposition 2.3(iii)) and, due to Proposition 2.4(2)⇒(6), the respective induced
subspace is
Dα = {x
∗|PαX ; x
∗ ∈ D}.
Moreover, given any directed B ⊂ (Aα)σ, the projection PB is σ(X,D)-to-σ(X,D) continuous (by the
assumptions of (3)), hence P ∗B(D) ⊂ D by Proposition 2.4. Similarly as in the above proof we show that
(PB |PαX)
∗Dα ⊂ Dα and using Proposition 2.4 we deduce that PB |PαX is σ(PαX,Dα)-to-σ(PαX,Dα)
continuous. Thus, using the assumption hypothesis, Dα is a Σ-subspace of (PαX)
∗. By [33, Theorem
23] we deduce that D is contained in a Σ-subspace of X∗, thus D itself is a Σ-subspace (as D is weak∗-
countably closed and any Σ-subspace is weak∗-countably tight).
Corollary 3.7. Let X be a Banach space with a full projectional skeleton, i.e. having a projectional
skeleton whose induced subspace is X∗. Then X∗ is a Σ-subspace of itself, i.e., X is weakly Lindelo¨f
determined.
Proof. This follows immediately from Theorem 3.4(3)⇒(1), as the topology σ(X,D) now coincides with
the weak topology on X and any bounded linear operator is automatically weak-to-weak continuous. 
Remark 3.8. There are some natural and widely studied subclasses of weakly Lindelo¨f determined
spaces, in particular weakly compactly generated spaces and their subspaces. An interesting line of
research would be to try to characterize such classed by the existence of a special kind of a projectional
skeleton. This problem is addressed in a forthcoming paper [16].
4. Equivalents of a projectional skeleton
In this section we study characterizations of subspaces induced by a possibly non-commutative projec-
tional skeleton. They are collected in Theorem 4.1 which can be viewed as a non-commutative version of
Theorem 3.1. However, as we will see, the analogy is not complete, some problems remain open. Before
formulating the theorem we give the definitions of two more notions used in the statement or in the proof.
A topological space T is called monotonically retractable if there is an assignment
A 7→ (rA,N (A)), A ∈ [T ]
≤ω,
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such that for any A ∈ [T ]ω
• rA is a continuous retraction on T such that A ⊂ rA(T );
• N (A) is a countable network of the retraction rA (i.e., N (A) is a countable family of subsets of
T and for any open subset U ⊂ T its preimage r−1A (U) is the union of a subfamily of N (A));
and, moreover, the mapping N is ω-monotone.
Further, a topological space T is called monotonically Sokolov if there is an assignment
A 7→ (rA,N (A)), A ∈ [F(T )]
≤ω,
where F(T ) denotes the family of all the nonempty closed subsets of T , such that for any A ∈ [F(T )]≤ω
• rA is a continuous retraction on T such that rA(F ) ⊂ F for F ∈ A;
• N (A) is a countable outer network of rA(T ) (i.e., N (A) is a countable family of subsets of T and
for any open subset U ⊂ T and any x ∈ U ∩ rA(T ) there is N ∈ N (A) such that x ∈ N ⊂ U);
and, moreover, the mapping N is ω-monotone.
Monotonically retractable spaces were introduced in [41], monotonically Sokolov spaces in [42]. Mono-
tonically retractable spaces are closely related to retractional skeletons [14, 7], monotonically Sokolov
spaces can be viewed, in a sense, as a non-commutative version of primarily Lindelo¨f spaces (cf. the next
theorem and the questions in the last section).
Theorem 4.1. Let X be a Banach space and D ⊂ X∗ a norming subspace. The following assertions are
equivalent.
(1) D is induced by a projectional skeleton in X.
(2) There is an ω-monotone mapping ψ : [D ∪X ]≤ω → [D ∪X ]≤ω such that for any A ∈ [D ∪X ]≤ω
the following properties hold:
(i) A ⊂ ψ(A),
(ii) ψ(A) ∩D
w∗
⊂ D,
(iii) ψ(A) ∩D
w∗
is a linear space,
(iv) The mapping x∗ 7→ x∗|spanψ(A)∩X is a bijection of ψ(A) ∩D
w∗
onto (spanψ(A) ∩X)∗.
(3) There is an ω-monotone mapping θ : [X ]≤ω → [D ∪X ]≤ω such that
D =
⋃
{θ(A) ∩D
w∗
; A ∈ [X ]≤ω}
and for any A ∈ [X ]≤ω the following properties hold:
(i) A ⊂ θ(A),
(ii) θ(A) ∩D
w∗
is a linear space,
(iii) The mapping x∗ 7→ x∗|span θ(A)∩X is a bijection of θ(A) ∩D
w∗
onto (span θ(A) ∩X)∗.
(4) D is weak∗-countably closed and (X, σ(X,D)) is monotonically Sokolov.
(5) D is weak∗-countably closed and there is M ⊂ X such that spanM = X and (M,σ(X,D)) is
monotonically Sokolov.
(6) D is weak∗-countably closed and (X, σ(X,D)) is a continuous image of a monotonically Sokolov
space.
Proof. Since the assertions are not affected by renorming, we may and shall assume that D is 1-norming.
(1)⇒(2) Let (Ps)s∈Γ be a projectional skeleton on X such that the respective induced subspace in D.
By Lemma 1.3 we can assume without loss of generality that it is a 1-projectional skeleton.
Let us fix a mapping σ : D ∪ X → Γ such that Pσ(x)x = x for x ∈ X and P
∗
σ(x∗)x
∗ = x∗ for
x∗ ∈ D. Then the set-valued version σ : [D∪X ]≤ω → [Γ]≤ω (defined by σ(A) = {σ(a); a ∈ A}) is clearly
ω-monotone.
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Further, fix a mapping φ : Γ× Γ→ Γ such that φ(s, t) ≥ s and φ(s, t) ≥ t for s, t ∈ Γ. For A ∈ [Γ]≤ω
we set A0 = A, An = An−1 ∪ φ(An−1 × An−1) and υ(A) =
⋃
nAn. It is clear that υ : [Γ]
≤ω → [Γ]≤ω is
an ω-monotone mapping and that υ(A) is an up-directed set containing A for each A ∈ [Γ]≤ω.
We continue by choosing for each s ∈ Γ a countable set η(s) ⊂ D ∪X such that
η(s) ∩X = PsX and η(s) ∩D
w∗
= P ∗sX
∗.
This choice is possible as PsX is separable and P
∗
sX
∗ is weak∗-separable for each s ∈ Γ. Further, the
set-valued version η : [Γ]≤ω → [D ∪X ]≤ω is clearly ω-monotone.
Finally, for A ∈ [X ∪D]≤ω set
ψ0(A) = A ∪ η(υ(σ(A))).
Clearly ψ0 is an ω-monotone mapping. For n ∈ N and A ∈ [X ∪ D]≤ω set ψn(A) = ψ0(ψn−1(A)) and
ψ(A) =
⋃
n ψn(A).
It is clear that ψ is ω-monotone. The property (i) is obvious, The property (ii) follows from the fact
that D is induced by a skeleton and hence weak∗-countably closed.
It remains to prove the properties (iii) and (iv). To this end fix A ∈ [X∪D]≤ω and set C = υ(σ(ψ(A))).
Then C is a countable up-directed subset of Γ, hence C has a supremum s ∈ Γ. We claim that
ψ(A) ∩X = PsX and ψ(A) ∩D
w∗
= P ∗sX
∗.
The inclusions ‘⊂’ are in both cases obvious. Further, given any t ∈ C there is some n ∈ N with
t ∈ υ(σ(ψn(A))), thus η(t) ⊂ ψn+1(A) ⊂ ψ(A), hence also spanQ(η(t) ∩D) ∪ spanQ(η(t) ∩X) ⊂ ψ(A). It
follows that
PtX = η(t) ∩X ⊂ ψ(A) ∩X,
P ∗t X
∗ = η(t) ∩D
w∗
⊂ ψ(A) ∩D
w∗
.
Next observe that
PsX =
⋃
t∈C
PtX and P
∗
sX
∗ =
⋃
t∈C
P ∗t X
∗
w∗
.
The property (iii) now easily follows. To prove the property (iv) fix x∗ ∈ P ∗sX
∗. Clearly ‖x∗|PsX‖ ≤ ‖x
∗‖.
Conversely, for each x ∈ BX we have
|x∗(x)| = |P ∗s x
∗(x)| = |x∗(Psx)| ≤ ‖x
∗|PsX‖ ,
so the respective assignment is an isometry, thus it is one-to-one. It is also onto, as for any y∗ ∈ (PsX)∗
we have x∗ = y∗ ◦ Ps ∈ X∗, P ∗s x
∗ = x∗ and x∗|PsX = y
∗.
(2)⇒(3) Let ψ be the mapping provided by (2). Further, for each x ∈ X let ν(x) ⊂ D ∩ BX∗ be a
countable set with ‖x‖ = sup{|x∗(x)| ; x∗ ∈ ν(x)}. It is clear that ν, considered as a set-valued map
[X ]≤ω → [D]≤ω, is ω-monotone. For each A ∈ [X ]≤ω set θ(A) = ψ(A ∪ ν(A)). Then θ is an ω-monotone
map. The properties (i)–(iii) follow immediately from the properties of ψ.
It remains to prove the formula for D. To this end set
D′ =
⋃
{θ(A) ∩D
w∗
; A ∈ [X ]leω}.
By the property (ii) of ψ we get D′ ⊂ D. Further, D′ is a linear subspace (by (iii) as [X ]≤ω is directed
and θ is ω-monotone), D′ is 1-norming (as ν(x) ⊂ D′ for any x ∈ X). D′ is also weak∗-countably closed.
Indeed, let C = {x∗n; n ∈ N} ⊂ D′. For each n fix An ∈ [X ]≤ω with x∗ ∈ θ(An) ∩D
w∗
. Set A =
⋃
nAn.
Then clearly C
w∗
⊂ θ(A) ∩D
w∗
⊂ D′.
To show that D′ = D it is now sufficient to prove that D ∩BX∗ has countable tightness in the weak∗-
topology. So, fix x∗ ∈ D ∩BX∗ and M ⊂ D ∩BX∗ with X∗ ∈M
w∗
. We perform the following inductive
construction.
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We start by setting A1 = ψ({x∗}). Given An we proceed as follows.
• Enumerate An ∩X = {xnk ; k ∈ N}.
• Find x∗n ∈M such that
∣∣x∗(xlk)− x∗n(xlk)∣∣ ≤ 1n for k, l ≤ n.
• Let An+1 = ψ(An ∪ {x∗n}).
Set A =
⋃
nAn. Then ψ(A) = A, x
∗ ∈ A and x∗n ∈ A for n ∈ N. Further, the construction yields
x∗n(x)→ x
∗(x) for x ∈ A ∩X . Since the sequence (x∗n) is bounded, we conclude that x
∗
n(x)→ x
∗(x) for
x ∈ span(A ∩ X). We claim that x∗n
w∗
−→ x∗. Indeed, since (x∗n) is bounded, it has some weak
∗-cluster
point, say y∗. Then y∗ ∈ A ∩D
w∗
and y∗|span(A∩X) = x
∗|span(A∩X). Hence y
∗ = x∗ (by the property
(iv) of ψ). It follows that x∗ is the unique cluster point of (x∗n), so x
∗
n
w∗
−→ x∗.
(3)⇒(1) Let θ be the mapping provided by (3). For A ∈ [X ]≤ω set DA = D ∩ θ(A)
w∗
and XA =
span(X ∩ θ(A)). By the property (iv) and Lemma 3.2 there is a bounded linear projection PA : X → X
with PAX = XA and P
∗
AX
∗ = DA. If A,B ∈ [X ]≤ω are such that A ⊂ B, then XA ⊂ XB and DA ⊂ DB,
so kerPA = (DA)⊥ ⊃ (DB)⊥ = kerPB . It follows that PAPB = PBPA = PA. Thus (PA)A∈[X]≤ω is a
projectional skeleton on X . Indeed, the properties (i) and (iv) are obvious, the property (ii) has been
just proved and the property (iii) follows from ω-monotonicity of θ. Moreover, the subspace induced by
this skeleton is exactly D by the property (ii) of θ. This completes the proof.
(1)⇒(4) Firstly, D is weak∗ countably closed being induced by a skeleton. To prove that (X, σ(X,D))
is monotonically Sokolov we shall construct the respective mappings using similar ideas as in the proof
of (1)⇒(2).
Let (Ps)s∈Γ be a projectional skeleton on X such that the respective induced subspace in D. By
Lemma 1.3 we can assume without loss of generality that it is a 1-projectional skeleton. Let φ : Γ×Γ→ Γ
and υ : [Γ]≤ω → [Γ]≤ω be the mappings defined in the proof of (1)⇒(2).
For any x ∈ X let σ(x) ∈ Γ be such that Pσ(x)x = x (it is a restriction of the mapping σ from (1)⇒(2)).
Further, for any nonempty F ⊂ X let α(F ) be an element of F and, if F ⊂ X is a norm-separable subset,
let β(F ) be a countable dense subset of F (note that β(∅) = ∅).
For any s ∈ Γ set
N0(s) =
{
U
(
x,
1
n
)
; x ∈ spanQ(η(s) ∩X), n ∈ N
}
,
where U(x, r) denotes the open ball centered at x with radius r (in the norm of X). It is clear that N0(s)
is a countable family of subsets of X and that the set-valued version of N0, considered as a mapping
from [Γ]≤ω → [P(X)]≤ω is ω-monotone. Let F(X) denote the family of all the nonempty σ(X,D)-closed
subsets of X . Let us define by induction ω-monotone mappings φn : [F(X)]≤ω → [X ]≤ω.
Start by setting
φ1(A) = {α(F ); F ∈ A}, A ∈ [F(X)]
≤ω.
It is clear that φ1 is ω-monotone. Further, given an ω-monotone mapping φn : [F(X)]≤ω → [X ]ω, we set
Γn(A) = υ(σ(φn(A))) and tn(A) = supΓn(A) for A ∈ [F(X)]
≤ω.
The mapping Γn is an ω-monotone mapping [F(X)]≤ω → [Γ]≤ω. Moreover, Γn(A) is directed, so tn(A)
is well defined. Further, set
φn+1(A) =
⋃
{β(Ps(X)); s ∈ Γn(A)} ∪
⋃
{β(PsF \ F ); s ∈ Γn(A), F ∈ A}, A ∈ [F(X)]
≤ω.
Note that the range of each Ps is norm-separable, hence the formula has a sense. Moreover, the mapping
φn+1 is ω-monotone. It follows that also the mappings
φ(A) =
⋃
n
φn(A) and Γ(A) =
⋃
n
Γn(A), A ∈ [F(X)]
≤ω
are ω-monotone.
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Since Γ(A) is a directed countable subset of Γ, t(A) = supΓ(A) is well defined. Then rA = Pt(A) is a
bounded linear projection on X . Since r∗AX
∗ ⊂ D, rA is σ(X,D)-to-σ(X,D) continuous (in fact, even
σ(X,D)-to-weak continuous). Moreover, rA(F ) ⊂ F for F ∈ A. Indeed, let F ∈ A and x ∈ F . Assume
that rA(x) /∈ F . Then there is some s ∈ Γ(A) such that Psx /∈ F . Further, there is some n ∈ N with
s ∈ Γn(A). But then
x ∈ PsF \ F ⊂ β(PsF \ F ) ⊂ φn+1(A) ⊂ φ(A) = rAX,
so rAx = x ∈ F , a contradiction.
Finally, set N (A) =
⋃
s∈Γ(A)N0(s). Then N (A) is an outer network for rAX and the assignment N
is ω-monotone. This completes the proof.
(4)⇒(5) This implication is trivial.
(5)⇒(6) The class of monotonically Sokolov spaces is stable to taking closed subsets and countable
products [42, Theorem 3.4(c,d)]. Further, compact metric spaces are monotonically Sokolov for trivial
reasons. It follows that the class of continuous images of monotonically Sokolov spaces is stable to the
same operations and, moreover, to taking continuous images and countable unions. Indeed, a countable
union is a continuous image of a countable topological sum and monotonically Sokolov spaces are obviously
stable to taking countable topological sums. Therefore the proof can be done by copying the proof of the
implication (8)⇒(9) of Theorem 3.1.
(6)⇒(1) Fix a monotonically Sokolov space T and a continuous surjection F : T → (X, σ(X,D)). By
[42, Theorem 3.5] the space Cp(T ) is monotonically retractable. Define the mapping G : D → Cp(T ) by
G(x∗) = x∗ ◦ F . Then G is clearly weak∗-to-τp continuous. Since F is onto, G is one-to-one. Further, D
is weak∗-countably closed, hence D ∩ BX∗ is weak∗-countably compact. It follows that G(D ∩ BX∗) is
closed in Cp(T ) (by [14, Fact 2.1(h)]) and G|D∩BX∗ is a homeomorphic embedding (by [14, Fact 2.1(h)]
it is a closed mapping). Hence D ∩BX∗ is monotonically retractable and so it admits a full retractional
skeleton by [14, Theorem 1.1] (see [7, Theorem 4.3] for an elementary proof). By [42, Theorem 3.4(a)] the
space (X, σ(X,D)) is Lindelo¨f, hence [14, Lemma 5.3] shows that BX∗ is the Cˇech-Stone compactification
of D ∩ BX∗ . Thus D ∩ BX∗ is induced by a retractional skeleton in BX∗ by [14, Proposition 4.5], so D
is induced by a projectional skeleton on X by [14, Lemma 5.2]. 
Remark 4.2. (a) The previous theorem can be viewed as a noncommutative analogue of Theorem 3.1.
But the analogy is not complete and there are some differences. Firstly, noncommutative analogues of
the assertion (1) and (2) of Theorem 3.1 are missing. Indeed, there is up to now no known analogue of
(1). As for (2), existence of a projectional generator is a sufficient for condition for the existence of a
projectional skeleton, but it is not clear whether it is necessary. Related problems are discussed in the
last section.
(b) Assertions (2) and (3) of the previous theorem can be viewed as non-commutative analogues of the
assertions (3) and (4) of Theorem 3.1. However, there are some important differences. In Theorem 3.1
there is some linearly dense subsetM ⊂ X and the respective ω-monotone mappings have values in [M ]≤ω,
while in Theorem 4.1 the values are in [X ∪D]≤ω. This features has implications also for constructing a
projectional skeleton from an ω-monotone mapping. While in the commutative case the projections are
easily determined by a subset of M , in the non-commutative cases we need a pair of subsets – a subset
of X and a subset of D. It is not clear, whether the projections can be determined in a canonical way
merely by a subset of X in the non-commutative case as well.
(c) The previous theorem contains no analogue of the assertions (6)–(8) of Theorem 3.1. The reason
is that a spaces admitting a projectional skeleton admits a Markushevich basis (by Theorem 1.2) but
it is not clear whether such a basis has some canonical relationship to the induced subspace. This is
illustrated by concrete examples in Section 5 and the related open problems are discussed in the last
section. The only known relationships of a Markushevich basis and a subspace induced by a skeleton are
contained in the following two results.
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(d) The assertions (4)–(6) of the previous theorem can be viewed as a noncommutative analogue of
the assertion (9) of Theorem 3.1. Monotonically Sokolov spaces (or, more precisely, their continuous
images) serve as a noncommutative analogue of primarily Lindelo¨f spaces. Some more discussion on the
relationship of these two classes is contained in the last section.
(e) The equivalence (1)⇔(4) from the previous theorem has been already known, it is proved in [14,
Theorem 1.5]. This equivalence is refined by adding the conditions (5) and (6). Moreover, the proof of
(1)⇒(4) is done directly, unlike in [14].
(f) As a consequence of the Theorem 4.1 we get that Theorem 18 (and hence Corollary 19) of [33] is
true in spite of the gap in the proof pointed out in the proof of Lemma 1.4 above. Indeed, assume that D
is a subspace of X∗ induced by a projectional skeleton on X . By Theorem 4.1 we get that (X, σ(X,D)) is
monotonically Sokolov, hence Cp(X, σ(X,D)) is monotonically retractable by [42, Theorem 3.5], so it has
countable tightness by [14, Fact 2.1(g)]. Since (D,w∗) is homeomorphic to a subset of Cp(X, σ(X,D)), it
has countable tightness as well.
The next corollary is one of the promised results on the relationship of Markushevich bases and
projectional skeletons. It is an immediate consequence of the implication (5)⇒(1) of Theorem 4.1.
Corollary 4.3. Let X be a Banach space and D ⊂ X∗ a norming weak∗-countably closed subset. If there
is a Markushevich basis (xα, x
∗
α)α∈Λ of X such that the set {xα; α ∈ Λ} ∪ {0} is monotonically Sokolov
in the topology σ(X,D), then D is induced by a projectional skeleton on X.
Let us point out that it is not clear whether the converse implication holds as well. This problem
is discussed in more detail in the last section. The second result is the following improvement of the
assertion (3) of Theorem 4.1.
Proposition 4.4. Let X be a Banach space with a Markushevich basis (xα, x
∗
α)α∈Λ. Assume that D ⊂ X
∗
is a norming subspace induced by a projectional skeleton on X. Then there is an ω-monotone mapping
ϕ : [Λ]≤ω → [Λ ∪D]≤ω such that
D =
⋃
{ϕ(A) ∩D
w∗
; A ∈ [Λ]≤ω}
and for any A ∈ [Λ]≤ω the following properties hold:
(i) A ⊂ ϕ(A),
(ii) ϕ(A) ∩D
w∗
is a linear space,
(iii) The mapping x∗ 7→ x∗|span {xα;α∈θ(A)∩Λ} is a bijection of the subspace θ(A) ∩D
w∗
onto the space
(span {xα; α ∈ θ(A) ∩ Λ})∗.
Proof. Let θ : [X ]≤ω → [X ∪ D]≤ω be the mapping from Theorem 4.1(3). We will modify it using the
Markushevich basis. To this end we define one more mapping. For any x ∈ X let C(x) ⊂ Λ be a countable
set such that x ∈ span{xα; α ∈ C(x)}. Further, for any A ∈ [Λ]≤ω we set
ζ1(A) = A ∪ C(θ({xα; α ∈ A}) ∩X)
and, by induction, define
ζn+1(A) = ζ1(ζn(A)), n ∈ N.
Then the mapping
ζ(A) =
⋃
n∈N
ζn(A), A ∈ [Λ]
≤ω
is ω-monotone. Finally, set
ϕ(A) = ζ(A) ∪ (θ({xα; α ∈ ζ(A)}) ∩D), A ∈ [Λ]
≤ω.
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It is clear that ϕ is an ω-monotone mapping such that A ⊂ ϕ(A) and ϕ(A) ∩D
w∗
is a linear space for
each A ∈ [Λ]≤ω.
To prove the property (iii) of ϕ fix A ∈ [Λ]≤ω. Then
span{xα; α ∈ ζ(A)} = span(θ({xα; α ∈ ζ(A)}) ∩X).
Indeed, the inclusion ⊂ is obvious. To see the converse observe that
θ({xα; α ∈ ζ(A)}) ∩X =
⋃
n
θ({xα; α ∈ ζn(A)}) ∩X ⊂
⋃
n
span{xα; α ∈ C(θ({xα; α ∈ ζn(A)}) ∩X)}
⊂
⋃
n
span{xα; α ∈ ζn+1(A)} ⊂ span{xα; α ∈ ζ(A)}.
So, the property (iii) of ϕ follows immediately from the property (iii) of θ.
It remains to prove the formula for D. The inclusion ⊃ follows from the properties of θ. One possibility
to prove the converse inclusion is to observe that the set on the right-hand side is a weak∗-countably
closed subspace which separates points of X , hence it is weak∗-dense. Since D has countable tightness
in the weak∗ topology by Remark 4.2(f), the conclusion follows. 
Remark 4.5. In the previous proposition no special assumption on the Markushevich basis is needed.
Just a mere existence of some Markushevich basis is used. In fact, a similar statement can be formulated
for an arbitrary linearly dense subset of X in place of {xα; α ∈ Λ}. The proof of such a statement would
be essentially the same.
However, the fact that we start with a Markushevich basis can be used to construct a simple projec-
tional skeleton (in the sense of [14, Section 4]) by applying the method of the proof of the implication
(3)⇒(1) of Theorem 4.1 to the mapping ϕ in place of θ. Again, the only important thing is the existence
of some Markushevich basis (this corresponds to the methods of [14]).
5. Examples of spaces with a noncommutative projectional skeleton
While 1-Plichko spaces, i.e., spaces with a commutative 1-projectional skeleton appear often and
naturally in mathematics (see [29, 4, 4, 6]), the supply of spaces with a non-commutative skeleton is not
so large. Up to now they include spaces of continuous functions on ordinal segments, spaces of continuous
functions on certain trees equipped with the coarse-wedge topology and duals to Asplund spaces. And,
of course, spaces made by certain standard constructions starting from the mentioned examples. In
this section we provide an analysis of the three mentioned classes. We focus on explicit description of
projectional skeletons, Markushevich bases and projectional generators on these spaces. The related open
problems are discussed in the last section. We also show the applications of Theorem 3.4 in these cases.
Since two of these classes are spaces of continuous functions, in the first subsection we recall some
notions and facts on retractions on compact spaces.
5.1. Retractions on compact spaces. If K is a compact Hausdorff space, C(K) denotes the space
of (real- or complex-valued) continuous functions on K equipped with the supremum norm. Its dual
C(K)∗ is, by the Riesz representation theorem, canonically isometric to M(K), the space of (real- or
complex-valued) Radon measures on K equipped with the total variation norm. In the sequel we will
identify C(K)∗ with M(K).
An analogue of projectional skeleton in the realm of compact spaces is the notion of a retractional
skeleton introduced in [34]. We recall that a retractional skeleton on a compact Hausdorff space K is a
family (rs)s∈Γ of continuous retractions on K indexed by a σ-complete up-directed partially ordered set
satisfying the following conditions.
(i) rs(K) is metrizable for each s ∈ Γ;
(ii) rs ◦ rt = rt ◦ rs = rs whenever s, t ∈ Γ are such that s ≤ t;
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(iii) if (sn) is an increasing sequence in Γ and s = supn sn, then rs(x) = limn rsn(x) for x ∈ K;
(iv) lims∈Γ rs(x) = x for x ∈ K.
Further, the set
S =
⋃
s∈Γ
rs(K)
is said to be induced by the skeleton.
A notion related to a Σ-subspace is that of a dense Σ-subset. Recall that A is a Σ-subset of a compact
space K if there is a homeomorphic injection h : K → RΓ such that
A = {x ∈ K; {γ ∈ γ; h(x)(γ) 6= 0} is countable}.
A compact space having a dense Σ-subset is called Valdivia. If K is even a Σ-subset of itself, it is called
Corson. By [34, Theorem 6.1] (more precisely by its proof) a dense subset of K is a Σ-subset if and only
if it is induced by a commutative retractional skeleton.
Next we recall few fact on the relationship of retractions on K with projections on C(K). We start by
the following well-known result.
Lemma 5.1. Let K be a compact Hausdorff space and let r : K → K be a continuous retraction. Define
the operator P : C(K)→ C(K) by Pf = f ◦ r, f ∈ C(K). Then the following assertions hold.
(a) P is a linear projection of norm one.
(b) The mapping f 7→ f |r(K) is an isometric isomorphism of P (C(K)) onto C(r(K)). I.e., it is
a linear onto isometry, which moreover preserves multiplication and in the complex case also
complex conjugation.
(c) The adjoint projection P ∗ satisfies the formula
P ∗(µ) = r(µ), µ ∈ M(K) = C(K)∗,
where r(µ) is the image of the measure µ under the mapping r, i.e.,
P ∗(µ)(B) = µ(r−1(B)), B ⊂ K Borel, µ ∈M(K).
Moreover
P ∗(M(K)) = {µ ∈ M(K); |µ| (K \ r(K)) = 0}.
Proof. The assertions (a) and (b) are well known and obvious. The assertion (c) is also easy and known,
let us give a proof for completeness.
Fix µ ∈ M(K). Then r(µ) is a well-defined Borel measure on K. Moreover, r(µ) is a Radon measure
– this is obvious in case µ is nonnegative; any real-valued measure is a difference of two non-negative ones
and any complex-valued measure is a linear combination of four non-negative ones. So, r(µ) ∈ M(K).
Moreover, by the rule of integration with respect to the image measure we have, for any f ∈ C(K),∫
f dr(µ) =
∫
f ◦ r dµ =
∫
P (f) dµ =
∫
f dP ∗(µ),
thus P ∗(µ) = r(µ).
Finally, let us show the last equality. Let µ ∈M(K) and B ⊂ K \ r(K) be a Borel set. Then
P ∗(µ)(B) = r(µ)(B) = µ(r−1(B)) = µ(∅) = 0,
so |P ∗(µ)| (K \ r(K)) = 0.
Conversely, assume that µ belongs to the set on the right-hand side. Then for any B ⊂ K Borel we
have
r(µ)(B) = µ(r−1(B)) = µ(r−1(B ∩ r(K))) = µ(r−1(B ∩ r(K)) ∩ r(K))
= µ(B ∩ r(K)) = µ(B),
so µ = r(µ) = P ∗(µ). 
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Lemma 5.2. Let K be a compact Hausdorff space and let (rs)s∈Γ be a net of continuous retractions on
K which pointwise converges to a continuous retraction r and, moreover,
rs ◦ rt = rt ◦ rs = rs whenever s ≤ t.
Define the projections
P (f) = f ◦ r and Ps(f) = f ◦ rs, f ∈ C(K), s ∈ Γ.
Then
PsPt = PtPs = Ps whenever s ≤ t
and, moreover, the net (Ps) converges to P in the strong operator topology.
Proof. The equalities PsPt = PtPs = Ps for s ≤ t are obvious. Further, it is clear that for any f ∈ C(K)
and any x ∈ X
Ps(f)(x) = f(rs(x))→ f(r(x)) = P (f)(x),
So Ps(f)→ P (f) pointwise. It remains to show that this can be strengthened to the norm convergence.
To this end set
A =
⋃
s∈Γ
Ps(C(K)).
By Lemma 5.1(b) we know that each Ps(C(K)) is an algebra containing constant functions and stable to
complex conjugation in the complex case. Since A is a directed union of such algebras, it is an algebra
with the same properties. Further, it is a subalgebra of P (C(K)) and it separates points of r(K). Indeed,
if x, y ∈ r(K) are different, then there is s ∈ Γ with rs(x) 6= rs(y). By the Urysohn lemma there is
g ∈ C(rs(K)) with g(rs(x)) 6= g(rs(y)). Then g ◦ rs ∈ A and separates x and y. So, the Stone-Weierstrass
theorem (together with Lemma 5.1(b) applied to r) we see that A is norm dense in P (C(K)).
To complete the proof fix f ∈ C(K) and ε > 0. By the previous paragraph there is g ∈ A with
‖Pf − g‖ < ε. Fix some s ∈ Γ with g = Ps(g). Then for each t ∈ Γ, t ≥ s we have
‖Pf − Ptf‖ ≤ ‖Pf − g‖+ ‖g − Ptf‖ < ε+ ‖Pt(g − Pf)‖ ≤ ε+ ‖g − Pf‖ < 2ε,
where we used the equalities Ptg = PtPsg = Psg = g and PtP = P . This completes the proof. 
The first part of the assertion (a) of the following proposition is stated in [33, Proposition 28]. It is
claimed there that the assertion is clear. We add an easy proof using Lemma 5.2.
Proposition 5.3. Let K be a compact Hausdorff space and let (rs)s∈Γ be a retractional skeleton on K.
Denote by S the respective induced subset of K.
Define Ps(f) = f ◦ rs for f ∈ C(K) and s ∈ Γ. Then the following hold.
(a) (Ps)s∈Γ is a 1-projectional skeleton on C(K) and the respective induced subspace is
D = {µ ∈M(K); sptµ is a separable subset of S}.
(b) If the skeleton (rs)s∈Γ is commutative, then so is the skeleton (Ps)s∈Γ.
(c) If D is a Σ-subspace, then there is a cofinal σ-closed subset Γ′ ⊂ Γ such that rs ◦ rt = rt ◦ rs for
s, t ∈ Γ′. So, in particular, S is induced by a commutative retractional skeleton on K, hence it is
a Σ-subspace of K.
Proof. (a) Let us check the properties (i)–(iv) of projectional skeletons. Given s ∈ Γ, Ps(C(K)) is isometric
to C(rs(K)) (by Lemma 5.1(b)), so it is separable (as rs(K)) is metrizable. Hence the property (i) is
fulfilled. The properties (ii) and (iii) (in fact (iii’)) follow from the respective properties of a retractional
skeleton using Lemma 5.2. Further, by the property (iv) or retractional skeletons and Lemma 5.2 it
follows that
f = lim
s∈Γ
Psf, f ∈ C(K).
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So, given f ∈ C(K) one can find an increasing sequence (sn) in Γ such that ‖Psnf − f‖ <
1
n
. Let
s = supn sn. Since Psnf → Psf , necessarily Psf = f . This completes the proof of the property (iv) of
projectional skeletons. By Lemma 5.1(a) it is even a 1-projectional skeleton.
Let D be the subspace ofM(K) induced by the skeleton. If µ ∈ D, then there is s ∈ Γ with P ∗s µ = µ.
By Lemma 5.1(c) the support of µ is contained in rs(K), so it is a separable subset of S. Conversely,
suppose that sptµ is a separable subset of S. Fix a countable dense set C ⊂ sptµ. Then there is
s ∈ Γ such that rs(x) = x for x ∈ C. It follows that sptµ ⊂ rs(K), thus by Lemma 5.1(c) we deduce
µ ∈ P ∗sM(K) ⊂ D. This completes the proof of the formula for D.
The assertion (b) is obvious, the assertion (c) follows from Theorem 3.4 (and [34, Theorem 6.1]). 
5.2. Spaces of continuous functions on ordinal segments. Let η be an ordinal. Then the ordinal
segment [0, η] equipped with the order topology is a compact Hausdorff space. Thus C([0, η]) is a Banach
space and its dual C([0, η])∗ is canonically isometric to M([0, η]). Since [0, η] is scattered, any Radon
measure on [0, η] is countably supported, soM([0, η]) is isometric to the Banach space ℓ1([0, η]). Anyway,
we will use the measure notation since it reflects the topological structure of [0, η]. Moreover, by I(η) we
will denote the set of all the isolated ordinals from [0, η].
The following lemma describes natural retractions on [0, η].
Lemma 5.4. Let A ⊂ [0, η] be a closed subset containing 0. The following assertions are equivalent.
(1) Any isolated point of A is an isolated ordinal.
(2) A ∩ I(η) is a dense subset of A.
(3) The mapping rA defined by
rA(x) = max([0, x] ∩ A), x ∈ [0, η],
is a continuous retraction of [0, η] onto A.
Proof. Let us first remark that the mapping rA from (3) is well defined as A is closed and contains 0.
Clearly, it is a retraction of [0, η] onto A, so the key content of (3) is the continuity of rA.
(1)⇒(2) Let U ⊂ [0, η] be an open set such that U ∩A 6= ∅. Set x = min(U ∩A). Then [0, x]∩U is an
open set and {x} = [0, x]∩U ∩A, thus x is an isolated point of A. By (1) it is an isolated ordinal. Thus
U ∩ A intersects I(η), which completes the proof of (2).
(2)⇒(3) As remarked above, rA is a well-defined retraction of [0, η] onto A. Hence, we are going to
prove it is continuous. It is clearly continuous at each isolated ordinal. So, assume x ∈ [0, η] is a limit
ordinal and let us show that rA is continuous at x.
Let U be any neighborhood of rA(x). By the definition of the order topology there is some y < rA(x)
such that (y, rA(x)] ⊂ U . Since rA(x) ∈ A and (y, rA(x)] is an open neighborhood of rA(x), there is some
z ∈ (y, rA(x)] ∩ A ∩ I(η). Then [z, x] is an open neighborhood of x and
rA([z, x]) ⊂ [z, rA(x)] ⊂ U.
(3)⇒(1) Let us proceed by contraposition. Assume (1) fails, hence there is an isolated point x ∈ A
which is a limit ordinal. Then y = sup(A ∩ [0, x)) < x and y ∈ A as A is closed. Thus rA(x) = x and
rA(z) = y for z ∈ [y, x), which shows that rA is not continuous at x. 
The family of subsets of [0, η] satisfying the equivalent conditions of the previous lemma is very
important for the study of retractions on [0, η]. Therefore we denote it by A(η). I.e., we set
A(η) = {A ⊂ [0, η]; A is closed, 0 ∈ A & I(η) ∩A is dense in A}. (5.1)
It is clear that the family A(η) is closed to taking finite unions, so it is up-directed by inclusion. We
continue by investigating its properties. The following lemma is trivial.
Lemma 5.5. Let A,B ∈ A(η) be such that A ⊂ B. Then rA ◦ rB = rB ◦ rA = rA.
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The following lemma establishes a continuity-like property of the family A(η).
Lemma 5.6. Let A′ ⊂ A(η) be a nonempty subset up-directed by inclusion. Then
B =
⋃
A′ ∈ A(η)
and, moreover,
rB(x) = lim
A∈A′
rA(x), x ∈ [0, η].
Proof. It is clear that B ∈ A(η). It remains to prove the equality. To this end fix any x ∈ [0, η]
and any U , a neighborhood of rB(x). By the definition of the order topology there is y < rB(x) such
that (y, rB(x)] ⊂ U . Since rB(x) ∈ B and (y, rB(x)] is an open neighborhood of rB(x), there is some
z ∈ (y, rB(x)] ∩
⋃
A′. Fix A0 ∈ A′ with z ∈ A0. Then for any A ∈ A′ such that A ⊃ A0 we have
z ∈ A ∩ [0, x] ⊂ B ∩ [0, x] ⊂ [0, rB(x)]
and hence
rA(x) ∈ [z, rB(x)] ⊂ (y, rB(x)] ⊂ U,
which completes the proof. 
Now we are ready to describe a retractional skeleton on [0, η]. In case η is a cardinal number, this was
done in [34, Example 6.4]. The proof for general ordinals is the same.
Proposition 5.7. Let Aω(η) denote the family of all the countable sets from A(η). Then (rA)A∈Aω(η)
is a retractional skeleton on [0, η]. Moreover, the subset of [0, η] induced by the skeleton is
S(η) =
⋃
A∈Aω(η)
rA([0, η]) = {x ∈ [0, η]; x is isolated or limit with countable cofinality}.
Proof. It is clear that Aω(η) is closed to taking finite unions, so it is up-directed by inclusion. Each rA
is a continuous retraction by Lemma 5.4. Let us prove the properties (i)–(iv) of a retractional skeleton.
We have rA([0, η]) = A, which is a countable compact, hence metrizable. This proves the property (i).
The property (ii) follows from Lemma 5.5, the property (iii) from Lemma 5.6 (using the fact that the
closure of a countable set of ordinals is countable). The property (iv) follows from Lemma 5.6 applied to
A′ = Aω(η) as clearly
⋃
Aω(η) is dense in [0, η] (it contains all the isolated ordinals).
Finally, the subset induced by the skeleton is
S(η) =
⋃
A∈Aω(η)
rA([0, η]) =
⋃
Aω(η).
Then S(η) contains no ordinal of uncountable cofinality. Indeed suppose that there is some A ∈ Aω(η)
containing some x of uncountable cofinality. Since A is countable, x is an isolated point of A, so by the
definition of A(η) it must be an isolated ordinal, which is a contradiction.
Conversely, if x ∈ [0, η] is an isolated ordinal, then {0, x} ∈ Aω(η), hence x ∈ S(η). Finally, assume
that x is a limit ordinal of countable cofinality. Then there is a strictly increasing sequence (xn) of
ordinals with supremum x. Then
{0, x} ∪ {xn + 1; n ∈ N} ∈ Aω(η),
hence x ∈ S(η). 
Let us continue by investigation of the associated projections on C([0, η]). For A ∈ A(η) we define the
projection PA on C([0, η]) by
PA(f) = f ◦ rA, f ∈ C([0, η]).
By Lemma 5.1 we know that it is a norm-one projection.
Proposition 5.8.
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(a) (PA)A∈Aω(η) is a 1-projectional skeleton on C([0, η]). The respective induced subspace of the dual
is
D(η) = {µ ∈M([0, η]); µ({x}) = 0 for each x ∈ [0, η] with uncountable cofinality}.
(b) Let A′ ⊂ Aω(η) be up-directed. Then the projection PA′ defined by (2.1) coincides with the
projection P⋃A′ defined above.
Proof. The assertion (a) follows immediately from Proposition 5.7 and Proposition 5.3; the assertion (b)
follows from Lemma 5.6 and Lemma 5.2. 
Next we are going to characterize ordinals η for which C([0, η]) is 1-Plichko. This is not a new result
(see the comments in the proof) but we wish to provide a proof using Theorem 3.4. To this end we first
need to characterize σ(C([0, η]), D(η))-continuity of the projection P ∗A. This is done in the following easy
lemma.
Lemma 5.9. Let A ∈ A(η). Then the projection P ∗A is σ(C([0, η]), D(η))-to-σ(C([0, η]), D(η)) continuous
if and only if
∀x ∈ A : (x < η & cf(x) ≥ ω1)⇒ x+ 1 ∈ A.
Proof. Using Proposition 5.8(b) and Proposition 2.4 we see that P ∗A is σ(C([0, η])-to-σ(C([0, η]) continuous
if and only if P ∗A(D(η)) ⊂ D(η). This is in turn equivalent to the inclusion rA(S(η)) ⊂ S(η). Indeed,
if P ∗A(D(η)) ⊂ D(η), then, in particular, P
∗
A(δx) ∈ D(η) for each x ∈ S(η). Since P
∗
A(δx) = δrA(x),
necessarily rA(x) ∈ S(η). Conversely, assume that rA(S(η)) ⊂ S(η). Let µ ∈ D. Then µ is supported
by a countable set C ⊂ S(η). Since clearly P ∗A(µ) = rA(µ) is supported by rA(C), which is a countable
subset of S(η), we deduce that P ∗A(µ) ∈ D(η).
Finally, it follows from the definition of rA and from the description of S(η) that the inclusion
rA(S(η)) ⊂ S(η) is equivalent to the condition given in the statement. 
Now we are ready to present the promised characterization of 1-Plichko spaces of the form C([0, η]).
Theorem 5.10. The following assertions are equivalent.
(1) C([0, η]) is 1-Plichko.
(2) D(η) is a Σ-subspace.
(3) η < ω2.
Proof. The implication (2)⇒(1) follows immediately from the respective definitions. The implication
(1)⇒(3) follows from [26, Theorem 5.3 and Example 1.10(ii)]. The implication (3)⇒(2) follows from
[26, Proposition 3.7(ii) and Proposition 5.1] using moreover [26, Lemmata 1.6 and 1.7]. So the proof is
complete. However, we will give an alternative proof using Theorem 3.4.
(1)⇒(2) Suppose C([0, η]) is 1-Plichko. Let D′ be a 1-norming Σ-subspace. Since D′ is 1-norming and
D′ ∩BC([0,η])∗ is weak
∗-countably compact, we have
‖f‖ = max{|x∗(f)| ; x∗ ∈ D′, ‖x∗‖ ≤ 1}.
So, applying to characteristic functions of isolated points, we deduce that D′ contains δx for any isolated
point x ∈ [0, η]. So, D(η) ∩D′ is 1-norming, thus D(η) = D′ (by Lemma 1.4(b)).
(2)⇒(3) We will use Theorem 3.4. Assume that η ≥ ω2 and let A
′ ⊂ Aω(η) be a cofinal σ-closed
subset. For any α < ω1 let us choose some Aα ∈ A′ by the following procedure.
(i) Let A0 ∈ A′ be arbitrary.
(ii) Assume that α < ω1 and Aα has been chosen. Find Aα+1 ∈ A′ such that Aα+1 ⊃ Aα∪{max(Aα∩
[0, ω2)) + 1}. This is possible as A
′ is cofinal.
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(iii) Assume that λ < ω1 is limit and Aα, α < λ, have been chosen. Set
Aλ =
⋃
α<λ
Aα.
Then Aλ ∈ A′, as A′ is σ-closed.
Then A0 = {Aα; α < ω1} is a directed subset of A′ (in fact, it is linearly ordered). Set A =
⋃
A0.
Then max(A ∩ [0, ω2)) has uncountable cofinality, thus P ∗A is not σ(C([0, η]), D(η))-to-σ(C([0, η]), D(η))
continuous by Lemma 5.9. Hence, D(η) is not a Σ-subspace by Theorem 3.4.
(3)⇒(2) We will use again Theorem 3.4. If η ≤ ω1, then the family Aω itself witnesses that D is a
Σ-subspace (using Theorem 3.4). If η > ω1, then the whole family does not work, we need to restrict to
a cofinal σ-closed subfamily.
To this end fix a bijection ξ : I(ω1)→ I(η) such that ξ(0) = 0 and set
Aα = ξ(I(ω1) ∩ [0, α]), α < ω1.
Then (Aα)α<ω1 is a strictly increasing transfinite sequence in Aω. Moreover, the family {Aα; α < ω1} is
clearly a cofinal σ-closed subset of Aω. Since it is linearly ordered, the respective projections commute,
hence the assertion (2) of Theorem 3.4 is fulfilled.
(Note that the validity of the assertion (3) of Theorem 3.4 is in this case also obvious due to the
characterization from Lemma 5.9.) 
We continue by describing a canonical Markushevich basis and a projectional generator on C([0, η]).
Proposition 5.11.
(a) The family (gα, να)α∈I(η), where
να = χ[α,η], να =
{
δ0 if α = 0,
δα − δα−1 if α ≥ 1,
is a strong Markushevich basis of C([0, η]).
(b) Let H = {0} ∪ {gα; α ∈ I(η)}. Then H is σ(C([0, η]), D(η))-closed. The accumulation points of
H are elements gα, where α ∈ I(η) is such that α − 1 has uncountable cofinality; and, in case η
is a limit ordinal of uncountable cofinality, the zero function.
(c) PA(H) ⊂ H for each A ∈ Aω. More precisely, for any A ∈ Aω we have
PA(0) = 0, PA(gα) =

gα if α ∈ A,
gβ if [α, η] ∩ A 6= ∅ and β = min[α, η] ∩ A,
0 if [α, η] ∩ A = ∅.
(d) For any x ∈ [0, η] limit of countable cofinality choose a countable set C(x) ⊂ I(η) with supremum
x. For any µ ∈ D(η) define
Φ(µ) = {gx;x ∈ I(η), µ({x}) 6= 0}
∪
⋃{
{gα; α ∈ C(x)}; x ∈ [0, η] limit with countable cofinality, µ({x}) 6= 0
}
.
Then (D(η),Φ) is a projectional generator.
Proof. (a) Let us check the properties defining a Markushevich basis. The first property – biorthogonality
– is obvious. Let us continue by the third property, i.e., let us show that the family (να)α∈I(η) separates
points of C([0, η]). To this end fix any f ∈ C([0, η]) and assume να(f) = 0 for each α ∈ I(η). Then
f(0) = 0 and f(α) = f(α + 1) for any α < η. So, using moreover continuity of f , we see that f is a
constant zero function.
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The second property follows from the stronger property defining strong Markushevich bases. Fix
f ∈ C([0, η]). Set
A = {α ∈ I(η); να(f) 6= 0}, M = {gα; α ∈ A}.
The proof will be complete if we show that f ∈ spanA. This will be done by the Hahn-Banach theorem.
Let µ ∈ M([0, η]) be such that µ|M = 0. We will show that µ(f) = 0 as well. If f = 0, the conclusion is
obvious. So, suppose that f is not the constant zero function and set
J =
{
α ∈ [0, η];
∫
[0,α]
f dµ = 0 & µ((α, η]) = 0
}
.
Our aim is to show that η ∈ J . The first step is to show that J 6= ∅ as
β = max{α ∈ [0, η]; f |[0,α] = f(0)} ∈ J.
β is well defined as f is continuous. If f(0) = 0, then β < η and β + 1 ∈ A, so gβ+1 ∈M . Thus β ∈ J .
If f(0) 6= 0, then 0 ∈ A, so µ([0, η]) = 0. If β = η, this implies that β ∈ J . If β < η, then β + 1 ∈ A,
so µ([β + 1, η]) = 0. It follows that also µ([0, β]) = 0. Since f is constant on [0, β], clearly β ∈ J .
Next we set γ = sup J . We distinguish two cases:
(i) γ ∈ J . If γ = η, the proof is finished. So, assume γ < η. Set
β = max{α ∈ (γ, η]; f |[γ+1,β] = f(γ + 1)}.
β is well defined as f is continuous. Then µ((β, η]) = 0 (this is trivial if β = η, in case β < η we
use that β + 1 ∈ A). Hence µ((γ, β]) = 0, so clearly β ∈ J , a contradiction with the choice of γ.
(ii) γ /∈ J . Then γ is limit. Moreover,∫
[0,γ)
f = 0 and µ([γ, η]) = 0.
Indeed, if γ has countable cofinality, it follows from the σ-additivity of µ. Assume γ has uncount-
able cofinality. Since µ is countably supported, there is γ′ < γ such that µ|(γ′,γ) = 0. Since there
is α ∈ J ∩ (γ′, γ), the above equalities follow.
Now we can proceed similarly as in the case (i). Set
β = max{α ∈ [γ, η]; f |[γ,β] = f(γ)}.
Again, µ((β, η]) = 0, hence µ([γ, β]) = 0. It follows that β ∈ J , a contradiction.
(b) Before proceeding to the proof of (b) we will prove a lemma comparing two topologies on C([0, η]).
It will be used also later. Recall that τp(S(η)) is the topology of pointwise convergence on S(η).
Lemma 5.12. The topology τp(S(η)) is weaker than the topology σ(C([0, η]), D(η)). On bounded subsets
of C([0, η]) the two topologies coincide. Moreover, the norm-closed unit ball of C([0, η]) is τp(S(η))-closed.
Proof. The first statement is obvious and the third one follows from the density of S(η) in [0, η]. To show
the second statement fix a bounded set M ⊂ C([0, η]) and consider the identity mapping
ι : (M, τp(S(η)))→ (M,σ(C([0, η]), D(η)).
To show tat ι is continuous, it is enough to show that µ ◦ ι is τp(S)-continuous for each µ ∈ D(η). So,
fix µ ∈ D(η). Then µ =
∑∞
j=1 cjδxj for some points xj ∈ S(η) and a summable sequence of scalars (cj).
Then for each f ∈M we have
µ ◦ ι(f) =
∞∑
j=1
cjf(xj).
Now, the partial sums of this series are τp(S(η))-continuous and the series converges uniformly on M (as
M is bounded and the sequence (cj) is summable). This completes the proof. 
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Let us continue the proof of the assertion (b). By Lemma 5.12 we can work with the topology τp(S(η)).
First observe that H is τp(S)-closed. Indeed, a continuous function belongs to H if and only if it is non-
decreasing and attains only values 0 and 1. Since S(η) is dense in [0, η] we have
H = {f ∈ C([0, η]); ∀x ∈ S(η) : f(x) ∈ {0, 1} & ∀x, y ∈ S(η) : x < y ⇒ f(x) ≤ f(y)}.
This formula obviously implies that H is τp(S(η))-closed.
Further, let us describe the accumulation points of H . The function g0 is an isolated point of H as
{g0} = H ∩ {f ∈ C([0, 1]); f(0) 6= 0}.
If α is an isolated ordinal or a limit ordinal with countable cofinality, then both α and α + 1 belong to
S(η) and
U = {f ∈ C([0, η]); f(α) 6= 1 & f(α+ 1) 6= 0}
is a τp(S(η))-open set with U ∩H = {gα+1}, so gα+1 is an isolated point of H .
If α has uncountable cofinality, then gα+1 is the τp(S)-limit of the net (gβ)β∈I(η)∩[0,α].
Finally, it is clear that 0 is an isolated point of H if and only if η ∈ S(η).
(c) This assertion is obvious.
(d) Since any measure on [0, η] is countably supported, Φ is clearly countably valued. Further, take
any M ⊂ D and assume that there is some
µ ∈ spanw
∗
M ∩ Φ(M)⊥ \ {0}.
Since µ 6= 0, by (a) there is some α ∈ I(η) such that µ(gα) 6= 0, i.e., µ([α, η]) 6= 0. Fix such α and let
γ = min{β ∈ [α, η]; µ([α, β] 6= 0}.
Since [α, γ] is a clopen set and µ ∈ spanw
∗
M , there is some ν ∈ M with ν([α, γ]) 6= 0. Further, let
ζ ∈ [α, γ] be the smallest element with ν({ζ}) 6= 0. Since ν ∈ D, necessarily ζ ∈ S(η). There are two
possibilities.
Either ζ ∈ I(η). Then gζ ∈ Φ(M) and so µ([ζ, η]) = 0. It follows that ζ > α and, moreover,
µ([α, ζ − 1]) = µ([α, η]) − µ([ζ, η]) 6= 0. Since ζ − 1 ∈ [α, γ), it is a contradiction with the choice of γ.
Or ζ is limit. Then ζ > α and so there is some β ∈ (α, ζ) ∩ C(ζ). It follows that gβ ∈ Φ(M), hence
µ([β, η]) = 0. Similarly as in the first case we deduce µ([α, β − 1]) 6= 0, a contradiction with the choice of
γ.
This completes the proof. 
Note that the Markushevich bases from the preceding proposition satisfies the properties from The-
orem 3.1 if and only if η ≤ ω1. However, D is a Σ-subspace if and only if η < ω2. Therefore for
η ∈ (ω1, ω2) there should be another Markushevich basis satisfying the respective properties. In fact,
the Markushevich basis from the previous proposition coincides with the Markushevich basis canonically
constructed using Theorem 1.2 if and only if η is a cardinal number. Next we are going to describe such
a Markushevich basis for general η.
Assume η is infinite and let κ = card η. Note that card I(η) = card I(κ) = κ. Fix a bijection
ξ : I(κ)→ I(η) satisfying ξ(0) = 0 and set
Aα = ξ([0, α] ∩ I(κ)), α ≤ κ.
Then A0 = {0}, Aκ = [0, η], the family (Aα)α≤κ is strictly increasing, and Aλ =
⋃
α<λAα if λ ≤ κ is
limit. Moreover, Aα ∈ A for each α ≤ κ. Therefore this family generates a PRI on C([0, η]) and we will
describe the Markushevich basis provided by this PRI.
To define the basis We will use the following two auxiliary functions:
z(x, α) = max{y ∈ [x, η]; [x, y] ∩ Aα = ∅},
p(x, α) = maxAα ∩ [0, x),
}
for α < κ, x ∈ [0, η] \Aα.
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The following lemma summarizes basic properties of this function.
Lemma 5.13.
(i) The functions z(·, ·) and p(·, ·) are well defined.
(ii) If α < κ, x ∈ [0, η] \Aα and y ∈ (p(x, α), z(x, α)], then z(y, α) = z(x, α) and p(y, α) = p(x, α).
(iii) If α < κ, x ∈ [0, η] \Aα and β ≤ α, then z(x, β) ≥ z(x, α) and p(x, β) ≤ p(x, α).
Proof. (i) Fix α < κ and x ∈ [0, η] \Aα. Aα ∩ [0, x] is nonempty (it contains 0) and it is a closed set. So,
it has a maximum. Since x /∈ Aα, the maximum is strictly less than x. This shows that p(x, α) is well
defined.
Let us continue by looking at z(x, α). If Aα ∩ [x, η] = ∅, then z(x, α) = η. If Aα ∩ [x, η] 6= ∅, let
y = minAα ∩ [x, η]. Since x /∈ Aα, we deduce y > x. So, [x, y) ∩ Aα = ∅, hence y is an isolated point of
Aα. Since Aα ∈ A, y is an isolated ordinal and z(x, α) = y − 1.
The assertion (ii) is obvious.
(iii) Since Aβ ⊂ Aα, necessarily
Aβ ∩ [x, z(x, α)] ⊂ Aα ∩ [x, z(x, α)] = ∅,
hence by the definition of the function z(·, ·) we deduce z(x, β) ≥ z(x, α). Moreover, p(x, β) ≤ p(x, α) as
Aβ ∩ [0, x) ⊂ Aα ∩ [0, x).

Using the functions z(·, ·) and p(·, ·) we are going to define a Markushevich basis (fα, µα)α∈I(κ).
f0 = 1, µ0 = δ0,
fα = χ[ξ(α),z(ξ(α),α−1)], µα = δξ(α) − δp(ξ(α),α−1) for α ≥ 1.
It follows from Lemma 5.13(i) that (fα, µα) is a well-defined family in C([0, η]) × M([0, η]). Further
properties are given in the following proposition.
Proposition 5.14.
(a) The above-defined family (fα, µα)α∈I(κ) is a strong Markushevich basis of C([0, η]).
(b) If η < ω2, then the Markushevich basis from (a) satisfies the properties from the assertions (6)–(8)
of Theorem 3.1, as well as the properties described in Remark 3.3(d,e).
(c) Set H = {fα; α ∈ I(κ)} ∪ {0}. Then the following assertions are fulfilled:
(c-i) If η or κ has uncountable cofinality, then 0 is a σ(C([0, η]), D)-accumulation point of H.
(c-ii) The nonzero σ(C([0, η]), D)-accumulation points of H are exactly the elements χ[a+1,d], where
a < η has uncountable cofinality,
θ = lim inf
x∈[0,a)∩I(η)
ξ−1(x) < ξ−1(a+ 1),
d = min{z(a, γ); γ < θ}.
(c-iii) The σ(C([0, η]), D)-closure of H equals to the union of H and the set of accumulation points
described in (c-ii).
Proof. (a) Observe that (PAα)α≤κ is a PRI on C([0, η]) (more precisely, it satisfies all the properties of
a PRI except that PA0 is not the zero projection, but a one-dimensional projection – but this difference
does not affect the applications). We will show that the family (fα, µα)α∈I(κ) is the Markushevich basis
resulting from this PRI in the sense of [17, Proposition 6.2.4].
To this end observe that PA0C([0, η]) = span{f0} and (PAα+1 −PAα)C([0, η]) = span{fα+1} for α < κ.
The first equality is obvious, as PA0f it the constant function equal to f(0) for each f ∈ C([0, η]). To
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show the second case fix α < κ. Since Aα+1 = Aα ∪ {ξ(α+ 1)}, for any f ∈ C([0, η]) we get
x ∈ [0, ξ(α+ 1))⇒ PAα+1f(x) = PAαf(x),
x ∈ [ξ(α+ 1), ζ(ξ(α + 1), α)]⇒ PAα+1f(x) = f(ξ(α+ 1)), PAαf(x) = f(p(ξ(α+ 1), α)),
x ∈ (ζ(ξ(α + 1), α), η]⇒ PAα+1f(x) = PAαf(x);
hence
(PAα+1 − PAα)f = (f(ξ(α + 1)− f(p(ξ(α+ 1), α))fα+1.
This completes the proof of the second case. Moreover, the computation shows that the family (fα, µα)α∈I(κ)
is exactly the Markushevich basis provided by [17, Proposition 6.2.4]. Since the bases of the respective
one-dimensional spaces are strong, the resulting basis is also strong (as remarked in [21, Theorem 5.1]).
(b) By Remark 3.3(d) it is enough to show that the Markushevich basis satisfies the property from
the assertion (6) of Theorem 3.1. If η < ω1, then the Markushevich basis is countable and the statement
is trivial. If ω1 ≤ η < ω2, then κ = ω1, hence the family {Aα; α < ω1} is a σ-closed cofinal subset of Aω .
Thus
D =
⋃
α<ω1
P ∗AαM([0, η]).
Since for any α < β < ω1 and any µ ∈M([0, η]) we have
P ∗Aαµ(fβ) = µ(PAαfβ) = 0,
we deduce that the Σ-subspace induced by M = {fα; α ∈ I(ω1)} contains D, thus it is equal to D .
(c) By Lemma 5.12 we may work with the topology τp(S). Set
F = {0} ∪ {χ[ξ(α),y]; α ∈ I(κ), y ∈ [ξ(α), η]}.
Then clearly H ⊂ F . Moreover, F is τp(S(η))-closed. Indeed, as S(η) is dense in [0, η], we have
F =
{
f ∈ C([0, η]; (∀x ∈ S(η) : f(x) ∈ {0, 1}) &
(
∀x, y, z ∈ S(η), x < y < z :
(f(x) = 1 & f(y) = 0⇒ f(z) = 0)
& (f(y) = 0 & f(z) = 1⇒ f(x) = 0)
)}
.
Now let us analyze the τp(S(η))-accumulation points of H .
We start by proving (c-i). Let U be a τp(S(η))-neighborhood of 0. It follows that there is a finite set
C ⊂ S(η) such that
{f ∈ C([0, η]; f |C = 0} ⊂ U.
If η has uncountable cofinality, then maxC < η. So, we can find x ∈ I(η) such that x > maxC. Then
clearly fξ−1(x) ∈ U ∩ (H \ {0}). Next assume that κ has uncountable cofinality. For each x ∈ C limit
choose a countable set B(x) ⊂ I(η) with supremum x. Then
sup(ξ−1(C ∩ I(η)) ∪
⋃
x∈C\I(η)
ξ−1(B(x))) < κ.
So, fix some α ∈ I(κ) strictly greater than the left-hand side. Then C ⊂ Aα−1, hence fα ∈ U ∩ (H \ {0}).
This completes the proof of (c-i).
Let us continue by proving (c-ii). By the above any accumulation point ofH is a characteristic function
of a clopen interval in [0, η]. We distinguish three cases of such intervals.
Case 1: f = χ[0,x], where x ∈ [0, η]. Then f ∈ H
τp(S(η))
if and only if x = η (i.e., f = 1). In this case
f is an isolated point of H . Indeed, f ∈ U and U ∩H = {f0} if
U = {g ∈ C([0, η]); g(0) 6= 0} ∩H.
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Case 2: f = χ[a+1,b], where a ∈ S(η) and b ≥ a + 1. Then f ∈ H
τp(S)
if and only if f ∈ H . In this
case f is an isolated point of H . Indeed, if we set
U = {g ∈ C([0, η]); g(a) 6= 1, g(a+ 1) 6= 0},
then f ∈ U and U ∩H = {fξ−1(a+1)}.
Case 3: f = χ[a+1,b], where a ∈ [0, η] is an ordinal with uncountable cofinality and b ≥ a+ 1. Let us
define θ and d as in the statement of (c-ii) and set
α = ξ−1(a+ 1), c = z(a+ 1, α− 1).
Note that the definition of liminf together with the fact that ordinals are well ordered yield
θ = sup
x<a
min
y∈I(η)∩(x,a)
ξ−1(y).
Since ξ−1 is one-to-one, θ is necessarily a limit ordinal. It follows that the following construction can be
performed.
For any γ < θ let zγ < a be the smallest ordinal such that
min{ξ−1(x); x ∈ (zγ , a) ∩ I(η)} ∈ (γ, θ)
and let yγ ∈ (zγ , a) ∩ I(η) be the (unique) element where the minimum is attained. Observe that both
assignments γ 7→ zγ and γ 7→ yγ are nondecreasing. Indeed, let γ1 ≤ γ2 < θ. Then
min{ξ−1(x); x ∈ (zγ2 , a) ∩ I(η)} ∈ (γ2, θ) ⊂ (γ1, θ),
so zγ1 ≤ zγ2 by the minimality of zγ1 . Further, if yγ1 > zγ2 , then obviously yγ2 = yγ1 . If the converse
inequality holds, then yγ2 > zγ2 ≥ yγ1 . We further get ξ
−1(yγ1) ≤ ξ
−1(yγ2) (as yγ2 ∈ (zγ1 , a)). The next
thing to observe is that supγ<θ zγ = a. Indeed, denote the supremum by u and assume that u < a. Then
θ > min{ξ−1(x); x ∈ (u, a) ∩ I(η)} ≥ sup
γ<θ
min{ξ−1(x); x ∈ (zγ , a) ∩ I(η)} ≥ sup
γ<θ
γ = θ,
a contradiction.
We continue by looking at the net (fξ−1(yγ))γ<θ. Recall that fξ−1(yγ) = χ[yγ ,dγ ], where
dγ = z(yγ , ξ
−1(yγ)− 1).
Since
min{ξ−1(x); x ∈ [yγ , a) ∩ I(η)} = ξ
−1(yγ),
we deduce [yγ , a) ∩ Aξ−1(yγ)−1 = ∅. Further, Aξ−1(yγ)−1 ∈ A, hence a /∈ Aξ−1(yγ)−1 as well. It follows
that dγ ≥ a. Moreover, if γ1 ≤ γ2, then by the above ξ−1(yγ1) ≤ ξ
−1(yγ2) and hence dγ1 ≥ dγ2 . It follows
that (dγ) is eventually constant. In fact, it is eventually equal to d (by the definition of d).
Now we are ready to distinguish the following two cases (recall that θ is limit and α isolated, thus
θ 6= α).
θ > α : Given γ ∈ (α, θ), we have ξ−1(yγ) > γ > α, hence a + 1 = ξ(α) ∈ Aα ⊂ Aξ−1(yγ)−1, thus
dγ = a. It follows that d = a and that the net (fξ−1(yγ))γ<θ τp(S(η))-converges to 0.
Further, f ∈ H
τp(S)
if and only if f ∈ H (i.e., b = c) and in this case f is an isolated point of
H . Indeed, fix some γ ∈ (α, θ). Then
U = {g ∈ C([0, η]; g(a+ 1) 6= 0, g(yγ) 6= 1}
is a τp(S(η))-neighborhood of f not containing 0. It is enough to show that U ∩H = {fα}. So,
assume fβ ∈ U . Then fβ(a+ 1) = 1 and fβ(yγ) = 0. It follows that
yγ < ξ(β) ≤ a+ 1 ≤ z(ξ(β), β − 1).
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If ξ(β) = a+ 1, then β = α. Otherwise ξ(β) ∈ (y(γ), a). It follows that
β = ξ−1(ξ(β)) > ξ−1(y(γ)) > γ > α.
So, a+ 1 = ξ(α) ∈ Aβ−1, a contradiction.
θ < α : In this case, given γ < θ, we have dγ ≥ a + 1 and hence dγ ≥ c as well. It follows d ≥ c.
Further, the net (fξ−1(yγ))γ<θ τp(S(η))-converges to χ[a+1,d] (note that a /∈ S(η)). So, χ[a+1,d] is
an accumulation point of H .
It remains to show that f is not an accumulation point of H provided d 6= b. We distinguish
two cases:
b < d : Let
U = {g ∈ C([0, η]; g(a+ 1) 6= 0, g(b+ 1) 6= 1}.
Then U is a τp(S(η))-neighborhood of f not containing 0. Assume that fβ ∈ U for some
β ∈ I(κ). Then fβ(a+ 1) = 1 and fη(b + 1) = 0. Hence
ξ(β) ≤ a+ 1 ≤ z(ξ(β), β − 1) < b+ 1.
If ξ(β) = a+ 1, then β = α (which can happen only if b = c).
So, assume ξ(β) < a. We have
β − 1 < min{ξ−1(x); x ∈ [ξ(β), a) ∩ I(η)} < θ.
Indeed, the first inequality follows from the fact that [ξ(β), a + 1] ∩ Aβ−1 = ∅, the second
one from the definition of θ. It follows that β < θ (recall that θ is limit). But then
d ≤ z(ξ(β), β − 1) ≤ b,
a contradiction. Therefore, U ∩H contains fα if f = fα and is empty otherwise.
b > d : Recall that θ < α and d ≥ c. Let
U = {g ∈ C([0, η]; g(a+ 1) 6= 0, g(d+ 1) 6= 0}.
Then U is a τp(S(η))-neighborhood of f not containing 0. Assume that fβ ∈ U for some
β ∈ I(κ). Then fβ(a+ 1) = fβ(c+ 1) = fβ(d+ 1) = 1. Hence
ξ(β) ≤ a+ 1 ≤ c ≤ d < b < z(ξ(β), β − 1).
If ξ(β) = a + 1, then β = α, which cannot happen as b > d ≥ c. So, ξ(β) < a. As in the
previous case we can show that β < θ. So, we can find γ ∈ (β, θ) such that yγ ∈ (ξ(β), a)
and dγ = d. Let us consider a smaller neighborhood
V = {g ∈ U ; g(yγ) 6= 1}.
We claim that V ∩ H = ∅. Indeed, let fζ ∈ V for some ζ ∈ I(η). Then ξ(ζ) > yγ and
ξ(d+ 1) = 1 and so
d+ 1 ≤ z(ξ(ζ), ζ − 1) = z(a+ 1, ζ − 1) ≤ z(a+ 1, γ − 1) = d,
a contradiction.
This completes the proof of the assertion (c-ii). The assertion (c-iii) is then obvious. 
The assertion (c) of the previous proposition indicates that the properties of a Markushevich basis
constructed from a PRI may depend on the concrete choice of PRI (i.e., on the choice of the mapping ξ).
The next example provides a strong evidence of this dependence.
Example 5.15. Assume that η is a cardinal number (i.e., κ = η).
(a) If ξ : I(η) → I(η) is the identity mapping, then the Markushevich basis (fα, µα)α∈I(η) coincides
with the Markushevich basis (gα, να)α∈I(η) from Proposition 5.11.
40 ONDRˇEJ F.K. KALENDA
(b) Assume moreover η ≥ ω2. Define a bijection ξ : I(η)→ I(η) by the formula
ξ(α) =

λ+ 2 if α = λ+ 1 where λ has uncountable cofinality,
λ+ 1 if α = λ+ 2 where λ has uncountable cofinality,
α otherwise.
Let (fα, µα)α∈I(η) be the Markushevich basis defined above and let H = {fα; α ∈ I(η)} ∪
{0}. Then all the nonzero elements of H are σ(C([0, η]), D(η))-isolated points of H, H is not
σ(C([0, η]), D(η))-Lindelo¨f and there is A0 ∈ Aω such that PA(H) 6⊂ H whenever A ∈ Aω and
A ⊃ A0.
Proof. The assertion (a) is obvious. Let us prove the assertion (b). Observe that in this case we have
fα =

χ[λ+2,η] if α = λ+ 1 where λ has uncountable cofinality,
χ{λ+1} if α = λ+ 2 where λ has uncountable cofinality,
χ[α,η] for other α ∈ I(η).
The fact that all the nonzero elements of H are isolated points of H follows from Proposition 5.14(c),
but it can be easily seen directly. Indeed, if λ < η has uncountable cofinality, set
Uλ+1 = {g ∈ C([0, η]); g(λ+ 1) 6= 1, g(λ+ 2) 6= 0},
Uλ+2 = {g ∈ C([0, η]); g(λ+ 1) 6= 0, g(λ+ 2) 6= 1}.
Further, let
U0 = {g ∈ C([0, η]; g(0) 6= 0},
Uα = {g ∈ C([0, η]); g(α) 6= 0, g(α− 1) 6= 1} for other α ∈ I(η).
Then, for any α ∈ I(η), Uα is a σ(C([0, η]), D(η))-open neighborhood of fα such that Uα ∩H = {fα}.
Moreover, set
V = {g ∈ C([0, η]); g(ω1 + 1) 6= 1}.
Then V is a σ(C([0, η]), D)-open neighborhood of 0 and
V ∩H = {0, fω1+1} ∪ {fα; α ∈ I(η) ∩ [ω1 + 3, η]}.
It follows that
{V } ∪ {Uα; α ∈ I(η)}
is a σ(C([0, η]), D(η))-open cover of H without a countable subcover, hence H is not Lindelo¨f in the
topology σ(C([0, η]), D(η)).
Moreover, let A ∈ Aω be such that ω1 + 1 ∈ A. Then PA(H) 6⊂ H . Indeed, let α = maxA ∩ [0, ω1]
Then α < ω1. Further, PA(fα+1) = χ[ω1+1,η] /∈ H . 
The assertion (ii) of the previous example shows that the topological properties of a Markushevich
basis constructed from a PRI can be very bad. Related problems are discussed in the last section.
5.3. Continuous functions on trees. Further examples of Banach spaces with a non-commutative
retractional skeleton are spaces of continuous functions on certain trees equipped with the coarse wedge
topology studied for example in [43, 44]. Let us start by recalling the basic setting.
A tree is a partially ordered set (T,≤) such that for any t ∈ T the set {s ∈ T ; s < t} is well ordered.
A tree (T,≤) is called rooted if it has a unique minimal element (called the root of T and usually denoted
by 0). T is called chain complete if any chain in T (i.e., any totally ordered subset of T ) has a supremum
(i.e., the smallest upper bound). By a tree we will always mean a rooted chain-complete tree.
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Let (T,≤) be a tree. For any t ∈ T we set
t̂ = {s ∈ T ; s ≤ t},
Vt = {s ∈ T ; s ≥ t},
ht(t, T ) = the order type of {s ∈ T ; s < t},
cf(t) = cf(ht(t, T )) (the cofinality of t),
ims(T ) = {s ∈ T ; s > t and (the order interval) (t, s) = ∅}
= {s ∈ T ; s ≥ t & ht(s, T ) = ht(t, T ) + 1}
(= the set of all the immediate successors of t).
Further, for any ordinal α we denote
Levα(T ) = {t ∈ T ; ht(t, T ) = α}
and the height of T is defined by
ht(T ) = min{α; Levα(T ) = ∅}.
We will further need the following two important subsets of T .
I(T ) =
⋃
{Levα(T ); α < ht(T ) isolated}
= {x ∈ T ; ht(x, T ) is an isolated ordinal},
S(T ) =
⋃
{Levα(T ); α < ht(T ), cf α is at most countable}
= {x ∈ T ; cf(x) is at most countable}.
The coarse wedge topology on a tree T is the topology on T whose subbase is is the family
Vt, T \ Vt, t ∈ T, ht(t, T ) is an isolated ordinal.
It is easy to check that a neighborhood basis of t ∈ T is the family
WFt = Vt \
⋃
u∈F
Vu, F ⊂ ims(t) finite
in case ht(t, T ) is an isolated ordinal; and the family
WFs = Vs \
⋃
u∈F
Vu, s < t, ht(s, T ) is an isolated ordinal, F ⊂ ims(t) finite
in case ht(t, T ) is a limit ordinal.
Any tree equipped with the coarse wedge topology is a compact Hausdorff space [36, Corollary 3.5].
This topology is one of many topologies studied on trees, see [36]. It also coincides with the path topology
considered in [46, pp. 288–289] or [47]. Let us explain it a bit. If T is a tree (not necessarily rooted or
chain complete), we can consider its path space, i.e., the set of all the initial totally ordered segments
embedded as characteristic functions to the product space {0, 1}T . In this way we obtain a compact
Hausdorff space. Moreover, it is easy to check that the class of path spaces of arbitrary trees canonically
coincides with the class of rooted chain complete trees equipped with the coarse wedge topology.
Any ordinal segment [0, η] is a special case of a tree with the coarse wedge topology. Therefore the
results of the previous section can be viewed as a special case of the results in the current section. We will
see that the situation of trees is more complicated. Let us start by the following analogue of Lemma 5.4.
Lemma 5.16. Let T be a tree equipped with a coarse wedge topology. Let A ⊂ T be a closed set containing
0. The following are equivalent.
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(1) The mapping rA : T → T defined by
rA(t) = max(A ∩ t̂), t ∈ T,
is a continuous retraction of T onto A.
(2) For each x ∈ A on a limit level (i.e., such that ht(x, T ) is a limit ordinal) we have
x = sup{y ∈ A; y < x}.
(3) For each x ∈ A we have
x = sup x̂ ∩ I(T ).
Proof. First observe that the mapping rA is a well-defined retraction of T onto A – this follows easily from
the assumptions that A is closed and contains 0. Hence the point of the assertion (1) is the continuity of
rA.
(1)⇒(2) Assume rA is continuous and x ∈ A is on a limit level. Note that x̂ is order isomorphic and
homeomorphic to an ordinal segment and rA|x̂ coincides with the mapping rA∩x̂ from Lemma 5.4. Hence
we can conclude by Lemma 5.4(3)⇒(1).
(2)⇒(3) Fix any x ∈ A. If x ∈ I(T ), the the equality trivially holds – x is even maximum of the set
on the right-hand side.
So, assume that x is on a limit level. Fix an arbitrary y < x. By (2) we know that the order interval
(y, x) intersects A, hence we can define z = min((y, x) ∩ A) (recall that initial segments of T are well
ordered). Since z ∈ A and (z, y) ∩ A = ∅, another use of (2) yields that z ∈ I(T ). This completes the
proof.
(3)⇒(1) We will show that rA is continuous at each point. So, fix any x ∈ T . There are the following
possibilities:
Case 1: x /∈ A. Since A is closed, there is a basic neighborhood WFy of x (recall that y ≤ x is on an
isolated level and F ⊂ ims(x) is finite) such that WFy ∩ A = ∅. Then rA is constant on W
F
y , so it is
continuous at x.
Case 2: x ∈ A ∩ I(T ). Then rA(x) = x. So, fix any open set U containing x. By the definition of the
topology there is a finite set F ⊂ ims(x) such that WFx ⊂ U . Since rA(W
F
x ) ⊂ W
F
x ⊂ U , the proof of
continuity at x is complete.
Case 3: x ∈ A, x on a limit level. Again, rA(x) = x. Fix any open set U containing x. By the definition
of the topology there is some y < x on an isolated level and a finite set F ⊂ ims(x) such that WFy ⊂ U .
By (3) there is some z ∈ (y, x)∩A∩I(T ). ThenWFz is a neighborhood of x and rA(W
F
z ) ⊂W
F
z ⊂ U . 
Let A0 = A0(T ) denote the family of all the closed subsets of T containing 0 and satisfying the
equivalent assertions of Lemma 5.16. Then we have the following analogue of Lemma 5.5.
Lemma 5.17. Let A,B ∈ A0 be such that A ⊂ B. Then rA ◦ rB = rB ◦ rA = rA.
The proof is easy – either one can copy the argument of Lemma 5.5 or one can apply this lemma to
the initial segments of T .
Here we reached the limits of easy analogies. An analogue of Lemma 5.6 fails for the family A0. It is
witnessed by the following example.
Example 5.18. Let
T = [0, ω] ∪ {ω + 1} × N.
Assume that the order on [0, ω] coincides with the standard ordinal order and {ω + 1} × N is the set
ims(ω) of immediate successors of ω. Then T is a tree. Moreover, the sets
An = {0, (ω + 1, 1), . . . , (ω + 1, n)}
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belong to A0 and form an increasing sequence, while the set⋃
n∈N
An = {0, ω} ∪ {ω + 1} × N
does not belong to A0. Moreover, the sequence clearly has no supremum in A0.
So, to get analogous results as for ordinal segment one should proceed more carefully. Firstly, while
any ordinal segment admits a retractional skeleton, for trees it is not the case. We recall the following
result of J. Somaglia (see [43, Theorem 3.1] and [44, Theorem 5.2]).
Proposition 5.19. Let T be a tree. The following assertions are equivalent
(1) T admits a retractional skeleton.
(2) C(T ) admits a 1-projectional skeleton.
(3) ims(x) is finite for each x ∈ T with cf(x) uncountable.
A retractional skeleton constructed in [43] is formed by the retractions rA where A runs through a
carefully chosen subfamily of A0. Using similar ideas we present a simplified more canonical approach.
We start by restricting ourselves to a special case. The following lemma shows that this can be done
without loss of generality.
Lemma 5.20. Let T be a tree such that
ims(x) is finite for each x ∈ T with cf(x) uncountable.
Then there is a new partial order  on T satisfying the following properties:
•  is finer than ≤, i.e., x  y whenever x, y ∈ T satisfy x ≤ y.
• I(T,) = I(T,≤), S(T,) = S(T,≤).
• The coarse wedge topologies on T defined by ≤ and by  coincide.
• ims(x) contains at most one point for each x ∈ T with cf(x) uncountable.
Proof. For any z ∈ T with cf(z) uncountable and ims(z) 6= ∅ set N(z) = card ims(z) and fix an enu-
meration ims(z) = {z[1], z[2], . . . , z[N(z)]}. Then the new order which does the job may be defined
by
x ≺ y
def
≡ x < y, or
∃z ∈ T, cf(z) uncountable ∃j, k ≤ N(z) : j < k & x = z[j] & y = z[k], or
∃z ∈ T, cf(z) uncountable ∃j, k ≤ N(z) : x = z[j]&z[k] < y.
In other words, for each z ∈ T with cf(z) uncountable and ims(z) 6= ∅ we set
z ≺ z[1] ≺ z[2] ≺ · · · ≺ z[N(z)]
and
ims z[(N(z)] =
N(z)⋃
j=1
ims≤ z[j],
preserving the relations of the remaining points. 
In the sequel by an r-tree we will mean a tree satisfying the condition (3) from Proposition 5.19, i.e.,
a tree having a retractional skeleton. Further, an r1-tree will be a tree satisfying the stronger condition
from Lemma 5.20, i.e., such that
ims(x) contains at most one point for each x ∈ T with cf(x) uncountable.
It is clear that r1-trees form a subclass of r-trees. However, Lemma 5.20 says in particular, that any
r-tree is homeomorphic to some r1-tree. Thus dealing with r1-trees instead of r-trees does not result in
loosing generality.
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We will need certain topological properties of trees. To investigate them we will use the following
function. Let T be a tree. For s, t ∈ T set
s ∧ t = max ŝ ∩ t̂.
This is a well-defined element of T – note that ŝ∩ t̂ is nonempty (it contains 0), closed and well ordered.
The following lemma summarizes several properties of this operation.
Lemma 5.21. Let T be a tree.
(a) The mapping (s, t) 7→ s ∧ t is continuous as a mapping T × T → T .
(b) Let A ⊂ T and x ∈ A. Then
x = sup{s ∧ t; s, t ∈ A & s ∧ t ≤ x}.
(c) Let A ⊂ T . Then the set
{s ∧ t; s, t ∈ A}
is invariant for the operation ∧.
(d) If A ⊂ T is invariant for the operation ∧, then so is A.
Proof. (a) Fix any pair (s, t) ∈ T × T . We distinguish three possibilities.
Case 1: s and t are incomparable. Then s ∧ t < s and s ∧ t < t. So, we can fix s′, t′ ∈ ims(s ∧ t) such
that s′ ≤ s and t′ ≤ t. Then s′ 6= t′, Vs′ is a neighborhood of s, Vt′ is a neighborhood of t and u∧v = s∧ t
whenever u ∈ Vs′ and v ∈ Vt′ .
Case 2: s = t. Let WFx be a basic neighborhood of s ∧ t = s = t (i.e., x ≤ s ∧ t is on an isolated
level and F ⊂ ims(s ∧ t) is finite). Then WFx is also a neighborhood both of s and of t and u ∧ v ∈ W
F
x
whenever u, v ∈ WFx .
Case 3: s and t are comparable but different. Without loss of generality s < t. Then s ∧ t = s. Let
WFx be a basic neighborhood of s ∧ t = s (i.e., x ≤ s is on an isolated level and F ⊂ ims(s) is finite).
Let y ∈ ims(s) be such that y ≤ t. Then Vy is a neighborhood of t, W
F∪{y}
x a neighborhood of s and
u ∧ v ∈ WFx whenever u ∈W
F∪{y}
x and v ∈ Vy .
(b) Assume x ∈ A. If x ∈ A, the conclusion is obvious. Thus suppose x ∈ A \ A. We distinguish two
cases:
Case 1: x is on an isolated level. Then Vx is a neighborhood of x, so there is some s ∈ Vx ∩ A. Since
x /∈ A, we get s > x. Fix y ∈ ims(x) with y ≤ s. Then W
{y}
x is a neighborhood of x, hence there is some
t ∈ V
{y}
x ∩ A. Clearly s ∧ t = x.
Case 2: x is on a limit level. Fix any y < x. Let z ∈ ims(y) be such that z ≤ x. Then z < x and Vz is a
neighborhood of x, thus we can find some s ∈ Vz∩A. If s ≤ x, the proof is complete (as s∧s = s ∈ (z, x]).
So, assume s 6≤ x, i.e., s ∧ x < s. Let u ∈ ims(s ∧ x) be such that u ≤ s. Then u 6≤ x, thus W
{u}
z is a
neighborhood of x, so there is some t ∈ W
{u}
z ∩ A. Then
y < z ≤ s ∧ t = u ∧ t < u, so s ∧ t ≤ s ∧ x ≤ x.
(c) Denote the set from the statement by A˜. Assume a, b, c, d ∈ A. We need to show that (a∧b)∧(c∧d) ∈
A˜. Consider the three elements
a ∧ b, a ∧ c, a ∧ d.
They are contained in â which is a linearly ordered set, so one of them should be smaller than the others.
If the smallest one is a∧ b, then a∧ b ≤ c and a∧ b ≤ d, so a∧ b ≤ c∧d, so (a∧ b)∧ (c∧d) = a∧ b ∈ A˜.
Assume that the smallest one is a ∧ c. Then
a ∧ c ≤ a ∧ b
a ∧ c ≤ a ∧ d ≤ d
a ∧ c ≤ c
}
⇒ a ∧ c ≤ c ∧ d
⇒ a ∧ c ≤ (a ∧ b) ∧ (c ∧ d).
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Moreover, let x ∈ ims(a ∧ c) be such that x ≤ a. Then x ≤ a ∧ b, thus x ∈ â ∧ b. On the other hand,
x /∈ ĉ, thus x /∈ ĉ ∧ d. It follows that (a ∧ b) ∧ (c ∧ d) = a ∧ c ∈ A˜.
The case when the smallest one is a ∧ d is analogous to the previous one (just interchange the role of
c and d).
(d) Assume A is invariant for ∧. Let x, y ∈ A. If they are comparable, then x ∧ y ∈ {x, y} ⊂ A. So,
assume x and y are incomparable, i.e. x ∧ y < x and x ∧ y < y. By (b) there are a, b, c, d ∈ A such that
x ∧ y < a ∧ b ≤ x and x ∧ y < c ∧ d ≤ y. It follows that
x ∧ y = (a ∧ b) ∧ (c ∧ d) ∈ A
as A is invariant for ∧. 
Lemma 5.22. Let T be an infinite tree. Then w(T ) = dens(T ) = card I(T ).
Proof. Recall that w(T ) denotes the weight and dens(T ) the density of T . The inequality dens(T ) ≤ w(T )
holds in any topological space. Further, w(T ) ≤ card I(T ) by the definition of the coarse wedge topology.
Let us prove the remaining inequality. Assume A is a dense subset of T . Let
A˜ = {x ∧ y; x, y ∈ A}.
Then A˜ is invariant for ∧ (by Lemma 5.21(c)), clearly it has the same cardinality as A and it is a dense
subset of T . It follows from Lemma 5.21(b) that A˜ ⊃ I(T ). 
Proposition 5.23. Any tree is a monolithic space, i.e., the weight and density coincide for each its
subset.
Proof. Let T be a tree and A ⊂ T any its infinite subset (for finite sets the statement is trivial). Let
κ = dens(A). Let
A˜ = {x ∧ y; x, y ∈ A}.
By Lemma 5.21(a) we see that A˜ is a continuous image of A× A, hence dens A˜ ≤ κ. By Lemma 5.21(c)
A˜ is invariant for ∧, hence F = A˜ is also invariant for ∧ by Lemma 5.21(d). Clearly densF ≤ κ. Further,
F with the inherited order is a tree and the subspace topology coincides with the coarse wedge topology
of F by [44, Lemma 2.1]. By Lemma 5.22 we get that w(F ) = dens(F ) ≤ κ. Hence w(A) ≤ κ = densA.
Since the converse inequality holds always this completes the proof. 
To present a canonical retractional skeleton on an r1-tree, we introduce for any such T the following
family.
A = A(T ) = {A ∈ A0(T ); x ∧ y ∈ A whenever x, y ∈ A}
Lemma 5.24. Let T be an r1-tree. Then the following hold:
(i) For any A ∈ A0 there is B ∈ A with B ⊃ A and w(B) ≤ max{w(A),ℵ0}.
(ii) For any A,B ∈ A there is C ∈ A such that C ⊃ A ∪B and w(C) ≤ max{w(A), w(B),ℵ0}.
(iii) If A′ ⊂ A is up-directed by inclusion, then B =
⋃
A′ ∈ A and, moreover,
rB(x) = lim
A∈A′
rA(x), x ∈ T.
Proof. (i) By Proposition 5.23 the weight and density coincide for subsets of trees. So, we can work with
densities and, moreover, the density of a subset is not larger than the density of the original set.
Similarly as in [43] choose for any x ∈ S(T ) \ I(T ) a countable set φ(x) ⊂ x̂∩ I(T ) with supremum x.
Now we are ready to provide a proof of (i).
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Fix any A ∈ A0 and let κ = max{w(A),ℵ0}. Let us define by induction the following sequences of
sets. Set A0 = A. If n ∈ N is given and An−1 is defined we set
Bn = {x ∧ y, ; x, y ∈ An−1},
Cn = Bn ∪
⋃
{φ(x); x ∈ Bn ∩ (S(T ) \ I(T )), x > sup{y < x; y ∈ Bn}},
An = Cn.
It is clear that An is closed for each n ∈ N ∪ {0}. Further, Bn is closed as well by Lemma 5.21(a). We
continue by showing that all the sets An, Bn and Cn have density at most κ.
A0 = A has density at most κ by the definition of κ. So, assume that densAn−1 ≤ κ. It follows from
Lemma 5.21(a) that Bn is a closed set of density at most κ. Further, by Lemma 5.21(c) it is invariant
for ∧, so by [44, Lemma 2.1] the topology on Bn coincides with the coarse wedge topology generated by
the restricted order. Hence, by Lemma 5.22 card I(Bn) ≤ κ. Further, clearly
{x ∈ Bn ∩ (S(T ) \ I(T )); x > sup{y < x; y ∈ Bn}} ⊂ I(Bn),
hence card(Cn \Bn) ≤ κ. So, densAn ≤ κ.
We set B =
⋃
nAn. Then B is a closed set of density at most κ. Let us show that B ∈ A. Clearly
0 ∈ B. Further, B is closed to the operation ∧. Indeed, by construction B =
⋃
nBn, each Bn is closed to
∧ and the sequence (Bn) is increasing, so we can use Lemma 5.21(d). It remains to show that B ∈ A0.
To this end fix any x ∈ B \ I(T ) and any y < x. We need to find z ∈ (y, x) ∩B. Let us distinguish three
cases:
Case 1: x /∈
⋃
nAn. By Lemma 5.21(b) there are n ∈ N and a, b ∈ An such that y < a ∧ b ≤ x. Since
a ∧ b ∈ Bn+1 ⊂ An+1 we get a ∧ b < x. Thus a ∧ b ∈ (y, x) ∩B.
Case 2: x ∈ An ∩ S(T ) for some n ∈ N. If (y, x) ∩ An = ∅, then φ(x) ⊂ Cn+1 ⊂ B. So, any
z ∈ φ(x) ∩ (y, x) does the job.
Case 3: x ∈ An \ S(T ) for some n ∈ N. If x ∈ A0, the conclusion follows from the assumption
A0 = A ∈ A0. So, assume x /∈ A0. Then there is some n ∈ N with x ∈ An \ An−1. By Lemma 5.21(b)
there are a, b ∈ Cn such that y < a ∧ b ≤ x. Then a ∧ b ∈ Bn+1 ⊂ B. So, it is enough to show that
a∧ b < x. Assume that a∧ b = x. Since cf(x) is uncountable, the assumption that T is an r1-tree implies
that a = x or b = x, so x ∈ Cn. But Cn \Bn ⊂ I(T ), so x ∈ Bn. Hence x = c ∧ d for some c, d ∈ An−1.
Using again that T is an r1-tree we deduce that x = c or x = d, thus x ∈ An−1, a contradiction.
(ii) This assertion follows from (i) as A ∪B ∈ A0.
(iii) Let A′ ⊂ A be up-directed by inclusion and B =
⋃
A′.
Let us show that B ∈ A. Clearly B is closed and 0 ∈ B. Further, each A ∈ A′ is invariant for ∧ (as
A′ ⊂ A), hence
⋃
A′ is invariant for ∧ (as A′ is up-directed).So, by Lemma 5.21(d) B is invariant for ∧
as well. It remains to show that B ∈ A0. So, fix x ∈ B on a limit level and any y < x. We shall prove
that there is some z ∈ (y, x) ∩B.
If x ∈
⋃
A′, i.e. x ∈ A for some A ∈ A′, then there is z ∈ (y, x) ∩ A ⊂ (y, x) ∩B as A ∈ A ⊂ A0.
So, assume x ∈ B \
⋃
A′. By Lemma 5.21(b) there are a, b ∈
⋃
A′ such that y < a ∧ b ≤ x. Since
A′ is up-directed, there is some A ∈ A′ such that a, b ∈ A. Since A ∈ A, we deduce that a ∧ b ∈ A, so
a ∧ b < x. Hence a ∧ b ∈ (y, x) ∩B.
This completes the proof that B ∈ A. It remains to prove the limit formula for rB . So, take any
x ∈ T . Let us distinguish the following two cases:
Case 1: rB(x) ∈ A for some A ∈ A′. Then for any A′ ∈ A′ with A′ ⊃ A we have rA′(x) = rA(x) =
rB(x). This proves the convergence.
Case 2: y = rB(x) /∈
⋃
A′. Then y is on a limit level of T . Indeed, assume that y ∈ I(T ). By
Lemma 5.21(b) there are a, b ∈
⋃
A′ with a ∧ b = y. Since A′ is directed, there is A ∈ A′ with a, b ∈ A.
Then y = a ∧ b ∈ A, a contradiction.
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Let U be an open set containing y. Then there are z < y on an isolated level of T and a finite set
F ⊂ ims(y) such that WFz ⊂ U . In case y has uncountable cofinality, we may and shall assume that
F = ims(y). Since y ∈WFz ∩
⋃
A′, there are a, b ∈ WFz
⋃
A′ such that z < a∧b ≤ y (by Lemma 5.21(b)).
Since A′ is up-directed, there is A ∈ A′ such that a, b ∈ A, hence a ∧ b ∈ A. It follows that a ∧ b < y.
Thus for any A′ ∈ A′ with A′ ⊃ A we have a ∧ b ∈ x̂ ∩ A′ ⊂ ŷ, hence rA′(x) ∈ [a ∧ b, y] ⊂WFz ⊂ U . 
Let Aω = Aω(T ) denote the family of all the separable sets from A. Then we get the following result.
Proposition 5.25. Let T be an r1-tree. Then (rA)A∈Aω is a retractional skeleton on T . The induced
subset is S(T ).
Proof. By Lemma 5.24(ii) Aω is up-directed. If A ∈ Aω, then rA(T ) = A, so it is metrizable by
Proposition 5.23, hence the property (i) of retractional skeletons is satisfied. The property (ii) follows
from Lemma 5.17, the property (iii) from Lemma 5.24(iii).
Further, ⋃
A∈Aω
rA(T ) =
⋃
Aω = {x ∈ T ; cf(x) is at most countable} = S(T ).
Indeed, the first equality follows from the fact that rA(T ) = A for each A ∈ Aω. Let us prove the second
one.
⊂: Let A ∈ Aω. Assume that there is some x ∈ A with uncountable cofinality. Since A ∈ A, the set
x̂ ∩ A is uncountable. Since this set is well ordered and the inherited topology coincides with the order
topology, it is not separable. Since separability is hereditary for subsets of T by Proposition 5.23, A is
not separable, which is a contradiction.
⊃ If x ∈ I(T ), Then {0, x} ∈ Aω. If x ∈ S(T ) \ I(T ), we can find an increasing sequence (yn) of
elements from I(T ) with supremum x. Then {0, x} ∪ {yn; y ∈ N} ∈ Aω.
In particular,
⋃
A′ is dense, hence the property (iv) of retractional skeletons follows from Lemma 5.24(iii).
Therefore (rA)A∈Aω is a retractional skeleton on T . The formula for the induced subset follows from the
above argument. 
For any A ∈ A let
PA(f) = f ◦ rA, f ∈ C(T ).
Then we get the following
Proposition 5.26. Let T be an r1-tree. Then (PA)A∈Aω is a 1-projectional skeleton on C(T ). The
induced subspace of the dual is
D(T ) = {µ ∈M(T ); sptµ ⊂ S}
= {µ ∈M(T ); µ({x}) = 0 whenever cf(x) is uncountable}.
Proof. (PA)A∈Aω is a 1-projectional skeleton by Proposition 5.25 and Proposition 5.3(a). The latter
result also yields that the induced subspace is
D(T ) = {µ ∈ M(T ); sptµ is a separable subset of S(T )}.
By [44, Theorem 3.2] any µ ∈M(T ) has separable support, which proves the first equality. Let us show
the second one. The inclusion ⊂ is obvious, let us prove the converse one.
I.e., assume that µ ∈M(T ) is such that µ({x}) = 0 whenever cf(x) is uncountable. Let µ = µd + µc,
where µd is a discrete measure and µc is a continuous measure. Let C = {x ∈ T ; µ({x}) 6= 0}. Then C
is a countable subset of S(T ), thus C ⊂ S(T ). Since sptµd = C, we deduce sptµd ⊂ S(T ).
It remains to prove that sptµc ⊂ S(T ) as well. Assume that x ∈ T with cf(x) uncountable. We know
that µc({x}) = 0, hence also |µc| ({x}) = 0. Since |µc| is regular, there is a sequence (yn) in x̂ ∩ I(T )
such that |µc| (W
imsF
yn
) < 1
n
. Let y = supn yn. This supremum exists as (yn) belongs to the well-ordered
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set x̂, Moreover, y < x as cf(x) is uncountable. Let z ∈ ims(y) be such that z ≤ x. Then W
ims(x)
z is a
neighborhood of x such that |µc| (W
ims(x)
z ) = 0. Thus x /∈ sptµc. 
Let us now provide a Markushevich basis of C(T ) which is a generalization of the canonical Markushe-
vich basis of C([0, η]). Note that by the following proposition C(T ) admits a strong Markushevich basis
for an arbitrary T , projectional skeleton is not required. We will further discuss its properties in case T
is an r1-tree. We start by defining the respective basis.
For x ∈ I(T ) let gx = χVx . Then gx ∈ C(T ). Further, set
ν0 = δ0, νx = δx − δx− , x ∈ I(T ) \ {0},
where x− denotes the immediate predecessor of x.
Proposition 5.27. Let T be a tree.
(a) The family (gx, νx)x∈I(T ) is a strong Markushevich basis in C(T ).
(b) Assume T is an r1-tree. Let H = {gx; x ∈ I(T )} ∪ {0}. Then the following hold.
(b-i) H is σ(C(T ), D(T ))-closed and PA(H) ⊂ H for each A ∈ Aω.
(b-ii) Nonzero σ(C(T ), D(T ))-accumulation points of H are exactly functions
gx, x ∈ I(T ) \ {0}, cf(x
−)uncountable.
(b-iii) 0 is a σ(C(T ), D(T ))-accumulation point of H if and only if the set of all the maximal ele-
ments of T is either infinite or contains an element on a limit level of uncountable cofinality.
(b-iv) PA(H) ⊂ H for each A ∈ Aω(T ).
Proof. (a) It is clear that (gx, νx)x∈I(T ) is a biorthogonal system, i.e., the first property of Markushevich
bases is fulfilled. Let us continue by the third one, i.e., by showing that the measures νx, x ∈ I(T )
separate points of C(T ). To this end fix f ∈ C(T ) \ {0}. There is some y ∈ T with f(y) 6= 0. Recall that
ŷ is well ordered, so we can take the smallest x ∈ ŷ with f(x) 6= 0. Since f is continuous, necessarily
x ∈ I(T ). Moreover, clearly νx(f) 6= 0.
To finish the proof we will need the following property of measures on T :
∀ν ∈M(T )∀C ⊂ I(T ) consisting of mutually incomparable elements :
ν
(⋃
x∈C
Vx
)
=
∑
x∈C
ν(Vx) (the series converges absolutely).
(5.2)
Indeed, since C consist of mutually incomparable elements on isolated levels, the family Vx, x ∈ C, is a
disjoint family of open sets. Therefore the equality follows from τ -additivity of Radon measures.
The second property of Markushevich bases follows from the stronger property defining strong Marku-
shevich bases. Fix f ∈ C(T ). Set
A = {x ∈ I(T ); νx(f) 6= 0}, M = {gx; x ∈ A}.
The proof will be complete if we show f ∈ spanM . To this end we will use the Hahn-Banach theorem.
So, fix any µ ∈ M(T ) such that µ|M = 0. We are going to show that µ(f) = 0. If f = 0, the assertion is
trivial, so suppose f 6= 0. If f is constant, then f = f(0) 6= 0, thus 0 ∈ A and χV0 = 1 ∈M . Therefore
µ(f) = f(0)µ(V0) = 0.
So, assume f is not constant. We will construct by transfinite induction subsets Tα ⊂ T and Rα ⊂ T as
follows.
Set T0 = ∅.
Assume that α > 0 and that we have constructed Tβ for β < α. Assume moreover that (Tβ)β<α is
an increasing transfinite sequence of closed sets which are also downward closed (i.e., x̂ ⊂ Tβ whenever
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x ∈ Tβ for β < α). We define Rα to be the set of all the minimal elements from T \
⋃
β<α Tβ . Note that
Rα consists of mutually incomparable elements of T and R1 = {0}. Set
Tα =
⋃
β<α
Tβ ∪
⋃
x∈Rα
{y ∈ Vx; f is constant on [x, y]}.
It is clear that Tα ⊃
⋃
β<α Tβ ∪ Rα and it is downward closed. Further, it is also a closed subset of T .
Indeed, fix any y ∈ T \ Tα. Then, in particular, y ∈ T \
⋃
β<α Tβ , thus there is x ∈ Rα with x ≤ y. Since
x ∈ Tα, necessarily x < y. Further, f is not constant on [x, y]. Let z ∈ [x, y] the the smallest element
with f(z) 6= f(x). Then z > x and, by continuity of f , it is on an isolated level. So, Vz is an open subset
of T . Further, clearly y ∈ Vz ⊂ T \ Tα. Hence T \ Tα is open, so Tα is closed.
Observe that
T =
⋃
α<ω1
Tα.
Indeed, assume that T \
⋃
α<ω1
Tα 6= ∅. So, fix a minimal x ∈ T \
⋃
α<ω1
Tα. For each α ∈ [1, ω1) let xα
be the unique element of x̂ ∩ Rα. By construction the net (xα) is strictly increasing and has supremum
x. It follows that cf(x) = ℵ1. But f , being continuous on x̂, is constant on [y, x] for some y < x. Let
α < ω1 be such that xα > y. Then f(xα+1) = f(xα), a contradiction.
Further, for each α ∈ [1, ω1) isolated we have Rα ⊂ A, so χVx = gx ∈M whenever x ∈ Rα. Therefore
∀α ∈ [1, ω1) isolated ∀x ∈ Rα : µ(Vx) = 0,
in particular
µ(T \ Tα) = µ(
⋃
x∈Rα
Vx) =
∑
x∈Rα
µ(Vx) = 0
for any isolated α ∈ [1, ω1) isolated (by (5.2)).
We further claim that
∫
Tα
f dµ = 0 for each α < ω1.
Let us start by proving it for α = 1. Note that f = f(0) on T1. So, if f(0) = 0, the integral is zero by
trivial reasons. Assume f(0) 6= 0. Then 0 ∈ A, hence 1 = g0 ∈M , so µ(T ) = 0. It follows that∫
T1
f dµ = f(0)µ(T1) = f(0)(µ(T )− µ(T \ T1)) = 0.
Next assume that α ∈ [1, ω1) and
∫
Tα
f dµ = 0. Then∫
Tα+1\Tα
f dµ =
∑
x∈Rα+1
∫
Vx∩Tα+1
f dµ =
∑
x∈Rα+1
f(x) · µ(Vx ∩ Tα+1)
=
∑
x∈Rα+1
f(x) · µ
Vx \ ⋃
y∈Vx∩Rα+2
Vy

=
∑
x∈Rα+1
f(x)
µ(Vx)− ∑
y∈Vx∩Rα+2
µ(Vy)
 = 0
Thus
∫
Tα+1
f dµ = 0.
Finally, assume α < ω1 is limit and
∫
Tβ
f dµ = 0 for each β ∈ [1, α). Let T 0α =
⋃
β<α Tβ. Then T
0
α is
an Fσ set and
∫
T 0α
f dµ = 0 by sigma-additivity of µ.
If Rα = ∅, i.e., T
0
α = T , the proof is completed. So, assume Rα 6= ∅. Note that Rα is a Borel set, as
H = T 0α ∪Rα is closed. Moreover, since H is also downward closed, we have H ∈ A, thus the retraction
rH is continuous. We claim that the set Rα is rH(µ)-null, that is
∀B ⊂ Rα Borel : rH(µ)(B) = 0.
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Indeed, let B denote the set of all the Borel subsets of Rα which have rH(µ)-measure zero. Observe that
Vy ∩Rα ∈ B for any y ∈
⋃
β<αRβ+1. Indeed, let y ∈ Rβ+1 for some β < α. Then
rH(µ)(Vy ∩Rα) = µ(r
−1
H (Vy ∩Rα)) = µ
 ⋃
x∈Vy∩Rα
Vx
 = µ
 ⋂
γ∈(β,α)
⋃
z∈Vy∩Rγ+1
Vz
 = 0.
The first two equalities follow from definitions. The third one follows from the equality of the respective
sets, which we are going to prove.
⊂: Assume x ∈ Vy ∈ Rα. Let γ ∈ (β, α) be arbitrary. Since y ∈ Rβ+1 ⊂ Tγ and x /∈ Tγ , there is (a
unique) z ∈ Rγ+1 with z ∈ (y, x). Then z ∈ Vy ∩Rγ+1 and Vx ⊂ Vz.
⊃: Assume that for each γ ∈ (β, α) there is some zγ ∈ Vy ∩ Rγ+1 with u ∈ Vzγ . Then (zγ)γ∈(β,α) is
an increasing net in (y, u). Denote its supremum by x. Then u ≥ x, so u ∈ Vx. Moreover, x ∈ Rα by
construction. The last equality follows from (5.2).
Further, the sets of the form Rα ∩ Vy, y ∈
⋃
β<αRβ+1, form a basis of the topology of Rα. This basis
is σ-disjoint and closed to finite intersections. It follows that each open set belong to B, thus B contains
all Borel sets. Thus
0 =
∫
Rα
f drH(µ) =
∫
T\T 0α
f ◦ rH dµ =
∫
Tα\T 0α
f ◦ rH dµ+
∫
T\Tα
f ◦ rH dµ
=
∫
Tα\T 0α
f dµ+
∑
x∈Rα+1
f(rH(x))µ(Vx) =
∫
Tα\T 0α
f dµ,
hence
∫
Tα
f dµ = 0, completing the induction argument.
Finally, since (Tα)α<ω1 is an increasing transfinite sequence of closed sets covering T and sptµ is
separable (see [44, Theorem 3.2]), there is some α < ω1 such that sptµ ⊂ Tα. It follows that
∫
T
f dµ = 0
which completes the proof.
(b) Assume that T is an r1-tree. To prove (b-i) we observe that
H = {f ∈ C(T ); ∀x ∈ S(T ) : f(x) ∈ {0, 1}&∀x, y ∈ S(T ) : x ∧ y ∈ S(T )⇒ f(x ∧ y) = f(x) · f(y)}.
Indeed, the inclusion ⊂ is obvious. To prove the converse one fix any f in the set on the right-hand
side. Since S(T ) is dense, f attains only the values 0 and 1, so f = χA for a clopen set A ⊂ T . Given
x ∈ A, we have f(x) = 1. By continuity of f we can find some y ∈ x̂ ∩ I(T ) with f(y) = 1. So, we
get Vy ∩ S(T ) ⊂ A. Since S(T ) is dense, we deduce Vy ⊂ A. It follows that A is covered by sets Vy ,
y ∈ A ∩ I(T ). By compactness we can find a finite subcover. Moreover, this subcover can be disjoint (as
any two sets of the form Vy are either disjoint or one of them contains the other). We claim that this
cover contains only one set. Indeed, given any two points y, z ∈ A ∩ I(T ) such that the sets Vy and Vz
belong to the subcover and are disjoint, we deduce that y and z are incomparable, thus y ∧ z ∈ S(T ) (as
T is an r1-tree), so y ∧ z ∈ A. It follows that there is some x ∈ I(T ) ∩ A such that Vz belongs to the
subcover and y ∧ z ∈ Vx. But then Vy ∪ Vz ⊂ Vx, a contradiction with the assumption that the subcover
is disjoint.
So, the equality is proved. Finally, it is clear that the set of the right-hand side is τp(S(T ))-closed and
hence, a fortiori, σ(C(T ), D(T ))-closed.
Let us continue by proving the assertion (b-ii). Let x ∈ I(T ). If x = 0, then gx is an isolated point of
H as
{f ∈ C(T ); f(0) 6= 0} ∩H = {g0}.
If x 6= 0 and x− ∈ S(T ), then gx is again an isolated point of H as
{f ∈ C(T ); f(x) 6= 0 & f(x−) 6= 1} ∩H = {gx}.
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Finally, assume that x ∈ I(T ) \ {0} and x− has uncountable cofinality. We are going to prove
gy
σ(C(T ),D(T ))
−−−−−−−−−→
y∈x̂−∩I(T )
gx.
To this end take any µ ∈ D(T ). Then sptµ is a compact subset of S(T ). In particular, x− /∈ sptµ. Thus
there is some y0 ∈ x̂ ∩ I(T ) such that W
{x}
y0 ∩ sptµ = ∅ (recall that ims(x
−) = {x}). Then for each
y ∈ (y0, x) ∩ I(T ) we have ∫
gy dµ = µ(Vy) = µ(Vx) =
∫
gx dµ.
Hence, the convergence is proved, so gx is an accumulation point of H and the proof of (b-ii) is completed.
Let us look at (b-iii). Denote by M the set of all the maximal elements of T . If there is some
x ∈M \ S(T ), then in the same way as above we prove that
gy
σ(C(T ),D(T ))
−−−−−−−−−→
y∈x̂∩I(T )
0,
so 0 is an accumulation point of H .
Next assume that M is infinite. We will construct by induction elements xn ∈M and yn ∈ I(T ) such
that the following conditions are fulfilled for each n ∈ N.
• yn ≤ xn;
• yn > max{yj ∧ xn; 1 ≤ j < n};
• M \
⋃n
j=1 Vyj is infinite.
We start by fixing two distinct points a, b ∈M . Since they are incomparable, a ∧ b < a and a ∧ b < b.
So, we can fix c, d ∈ ims(a ∧ b) with c ≤ a and d ≤ b. Then Vc ∩ Vd = ∅, hence at least one of the sets
M \ Vc, M \ Vd is infinite. Without loss of generality assume the first case occurs. Then set x1 = a and
y1 = c and all the conditions are fulfilled for n = 1.
Further, assume that n ∈ N and xj and yj are given for j ≤ n such that the conditions are fulfilled for
j ≤ n. Fix two distinct points a, b ∈ M \
⋃n
j=1 Vyj (this is possible as the respective set is infinite). Fix
c, d ∈ I(T ) such that
max{a ∧ b, a ∧ y1, . . . , a ∧ yn} < c ≤ a, max{a ∧ b, b ∧ y1, . . . , b ∧ yn} < d ≤ b.
Then Vc and Vd are disjoint, hence at least one of the sets M \ (
⋃n
j=1 Vyj ∪ Vc), M \ (
⋃n
j=1 Vyj ∪ Vd) is
infinite. Assume without loss of generality that the first case occurs. Then we can set xn+1 = a and
yn+1 = c.
Therefore, the construction can be performed. Note that the sets Vyn , n ∈ N, are pairwise disjoint,
hence
gyn = χVyn → 0 pointwise on T,
hence also gyn → 0 weakly in C(T ) (by Lebesgue dominated convergence theorem), hence, a fortiori,
gyn → 0 in σ(C(T ), D(T )). It follows that 0 is a σ(C(T ), D(T ))-accumulation point of H . This completes
the proof of the ‘if part’ of (b-iii).
To prove the ‘only if part’ assume that M is finite and M ⊂ S(T ). Then
U = {f ∈ C(T ); |f(x)| < 1 for x ∈M}
is a σ(C(T ), D(T ))-neighborhood of 0 and U ∩H = {0}. Thus 0 is an isolated point of H .
It remains to prove the assertion (b-iv). So, fix A ∈ Aω(T ). Then, of course, PA0 = 0. Further, clearly
PAgx = 0 if A ∩ Vx = ∅. So, assume that A ∩ Vx 6= ∅. Since A is closed and stable to the operation ∧, it
follows that the set A ∩ Vx admits a minimum, say y. Then PAgx = gy. 
The next proposition provides a construction of a projectional generator in the spaces C(T ).
Proposition 5.28. Let T be an r1-tree.
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• For any µ ∈ D(T ) there is a countable set C(µ) ⊂ I(T ) such that
∀x, y ∈ sptµ : x ∧ y = sup(C(µ) ∩ x̂ ∧ y).
• For each µ ∈ D(T ) set
Φ(µ) = {gx; x ∈ C(µ)}.
Then the pair (D(T ),Φ) is a projectional generator on C(T ).
Proof. Let µ ∈ D(T ). Then sptµ is a separable subset of S(µ). Let C0(µ) be a countable dense subset
of sptµ. Set C1(µ) = {x ∧ y; x, y ∈ C0(µ)}. Then C1(µ) is countable and it is contained in S(T ) (as T
is an r1-tree). So, we can find a countable subset C(µ) ⊂ I(T ) such that
x = sup(C(µ) ∩ x̂) for x ∈ C1(µ).
Let us show that C(µ) has the property. Let x, y ∈ sptµ. We distinguish the following possibilities:
Case 1: x and y are comparable. Without loss of generality x ≤ y, i.e., x∧ y = x. This case splits into
two subcases:
(a) x ∈ I(T ): By Lemma 5.21(b) there are a, b ∈ C0(µ) such that a ∧ b = x. Hence x ∈ C1(µ), so
necessarily x ∈ C(µ).
(b) x /∈ I(T ): Fix any z < x. By Lemma 5.21(b) there are a, b ∈ C0(µ) such that z < a∧ b ≤ x. Then
a ∧ b ∈ C1(µ), so there is some y ∈ C(µ) ∩ (z, a ∧ b) ⊂ C(µ) ∩ (z, x).
Case 2: x and y are incomparable. Then x ∧ y < x and x ∧ y < y. By Lemma 5.21(b) there are
a, b, c, d ∈ C0(µ) such that x∧ y < a∧ b ≤ x and x∧ y < c∧d ≤ y. It follows that (a∧ b)∧ (c∧d) = x∧ y.
By Lemma 5.21(c) we get x ∧ y ∈ C1(µ), thus the conclusion follows.
Hence we can define the mapping Φ. Let us observe that
∀µ ∈ D(T )∀ν ∈ Φ(µ)⊥ ∀x, y ∈ sptµ : ν(Vx∧y) = 0. (5.3)
Indeed, fix any µ ∈ D(T ) and ν ∈ Φ(µ)⊥. Then ν(Vx) = 0 for each x ∈ C(µ). If x, y ∈ sptµ, by the
choice of C(µ) there is an increasing sequence (zn) in C(µ) with supremum x ∧ y. Then
ν(Vx∧y) = ν(
⋂
n
Vzn) = lim
n
ν(Vzn) = 0.
Let us continue by showing that (D(T ),Φ) is a projectional generator. Fix any M ⊂ D(T ) and any
measure ν ∈ spanw
∗
M ∩ Φ(D)⊥. Assume that ν 6= 0. It follows that there is some x ∈ I(T ) with
ν(gx) 6= 0.
We perform the following inductive construction.
We have ν(gx) 6= 0. Thus there is some µ1 ∈ M with µ1(Vx) = µ1(gx) 6= 0. Since Vx is clopen,
necessarily spt ν1 ∩ Vx 6= ∅. Fix z1 ∈ spt ν ∩ Vx.
Now assume we have some zk ∈ Vx such that zk ∈ {u ∧ v; u, v ∈ sptµ}. By (5.3) we have ν(Vzk) =
0, so ν(Vx \ Vzk) 6= 0. In particular, zk > x. Since Vx is clopen and Vzk is closed, it follows that
spt ν ∩ (Vx \ Vzk) 6= ∅. So, fix an element yk ∈ spt ν ∩ (Vx \ Vzk) and set zk+1 = yk ∧ zk. Then zk+1 < zk,
zk+1 ∈ Vx and, moreover, by Lemma 5.21(c) we deduce zk+1 ∈ {u ∧ v; u, v ∈ sptµ}.
This completes the induction. So, we have constructed in Vx an infinite decreasing sequence, which is
impossible. This contradiction completes the proof. 
Remark 5.29. (a) In the several preceding statements we deal with r1-trees, but they admit variants
for r-trees. One possibility is to use Lemma 5.20 to transfer the results. Another possibility is to define
a more technical variant of the families A(T ) and Aω(T ).
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(b) If T is an r-tree which is not an r1-tree, then the set H from Proposition 5.27(b) is is not
σ(C(T ), D(T ))-closed. It can be shown that its nonzero accumulation points are exactly the charac-
teristic functions of the sets ⋃
y∈ims(x)
Vy , x ∈ T \ S(T ).
(c) The above-defined Markushevich basis satisfies the properties from Theorem 3.1(6,7) if and only
if ht(T ) ≤ ω1 + 1 (i.e., Levω1+1(T ) = ∅, in other words ims(x) = ∅ whenever cf(x) is uncountable).
However, D(T ) is a Σ-subspace in more cases, see [44, Theorem 4.2]. It follows that, at least in some
cases, the canonical Markushevich basis cannot be constructed using a PRI.
Let us now look at the question when C(T ) is 1-Plichko. First observe that the following equivalences
follow from the results of [43, 44].
Proposition 5.30. Let T be a tree. The following assertions are equivalent.
(1) T is a Valdivia compact space.
(2) C(T ) is 1-Plichko.
(3) S(T ) is a Σ-subset of T .
(4) D(T ) is a Σ-subspace of C(T )∗.
Proof. The implications (4)⇒(3)⇒(1) are obvious. The equivalence (1)⇒(2) is proved in [44, Theorem
5.1]. The implication (1)⇒(3) is easy and follows from the proof of [43, Proposition 3.2]. Finally, the
implication (3)⇒(4) follows from [26, Proposition 5.1]. 
A partial characterization of Valdivia trees is given in [44, Theorem 4.2], a complete characterization is
still missing. We will provide an alternative proof of the assertion (1) of the quoted theorem. The original
proof is done by a clever transfinite induction. We are going to present a short proof using Theorem 3.4
(the transfinite induction is hidden therein). The statement we are going to prove is the content of the
following proposition.
Proposition 5.31. Let T be an r-tree such that ht(T ) < ω2 and the set
R(T ) = {x ∈ T ; cf(x) is uncountable and ims(x) 6= 0}
can be expressed as the union of ω1-many relatively discrete sets. Then T is Valdivia.
We will use the following lemma characterizing σ(C(T ), D(T ))-to-σ(C(T ), D(T )) continuity of projec-
tions PA. Assume that T is an r1-tree. Then for any A′ ⊂ Aω(T ) up-directed we have A =
⋃
A′ ∈ A and
the projection PA′ from (2.1) coincides with the projection PA (due to Lemma 5.17 and Lemma 5.2).
Lemma 5.32. Let T be an r1-tree and A ∈ A(T ). The following are equivalent.
(1) PA is σ(C(T ), D(T ))-to-σ(C(T ), D(T )) continuous.
(2) rA(S(T )) ⊂ S(T ).
(3) ims(x) ⊂ A whenever x ∈ A and cf(x) is uncountable.
Proof. (1)⇒(2) Assume PA is σ(C(T ), D)-to-σ(C(T ), D) continuous. By Proposition 2.4 we get P ∗A(D) ⊂
D. Note that P ∗A(µ) = r(µ) by Lemma 5.1(c), in particular P
∗
A(δx) = δrA(x) for any x ∈ T . It follows
that rA(S) ⊂ S.
(2)⇒(1) Assume rA(S) ⊂ S. We claim that P ∗A(D) ⊂ D. To show that fix µ ∈ D. Let F = sptµ. Then
F is a compact separable subset of D. Thus rA(F ) is also a compact separable subset of D. Moreover,
sptP ∗Aµ ⊂ rA(F ). Indeed, if B ⊂ T \ rA(F ) is any Borel set, then
P ∗Aµ(B) = rA(µ)(B) = µ(r
−1
A (B)) = µ(∅) = 0.
So, we have proved that P ∗A(D) ⊂ D. The σ(C(T ), D)-to-σ(C(T ), D) continuity of PA now follows from
Proposition 2.4.
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The equivalence (2)⇔(3) is obvious. 
Proof of Proposition 5.31. If R(T ) = ∅, then PA is σ(C(T ), D(T ))-to-σ(C(T ), D(T )) continuous for each
A ∈ A(T ) (by Lemma 5.32). It follows by Theorem 3.4 that D(T ) is a Σ-subspace, hence T is Valdivia
by Proposition 5.30.
Assume that R(T ) 6= ∅. Let η = ht(T ). Then η > ω1 + 1. Moreover, by the assumption η < ω2, thus
card η = ℵ1. So, we can fix a bijection ξ : I(ω1) → I(η). By Lemma 5.20 we can assume that T is an
r1-tree. Fix a disjoint decomposition
R(T ) =
⋃
α<ω1
Rα,
where each Rα is relatively discrete.
Fix α < ω1. For any x ∈ Rα there is a neighborhood U of x with U ∩Rα = {x}. We can choose such
a basic neighborhood, so there is z(x) ∈ I(T )∩ x̂ such that W
ims(x)
z(x) ∩Rα = {x}. Observe that the family
W
ims(x)
z(x) , x ∈ Rα is disjoint. Indeed, let x, y ∈ Rα be two distinct points. If the points z(x) and z(y)
are incomparable, then even Vz(x) and Vz(y) are disjoint. Assume that z(x) and z(y) are comparable,
without loss of generality z(x) ≤ z(y). Since y /∈ W
ims(x)
z(x) , necessarily y > x. Further, x /∈ W
ims(y)
z(y) , thus
z(y) > x. Hence W
ims(x)
z(x) ∩W
ims(y)
z(y) = ∅.
Let us define a subfamily of Aω(T ) by the formula
A′ = {A ∈ A(ω); ∀α ∈ I(ω1) : A ∩ Levξ(α)(T ) 6= ∅
⇒ ∀β ≤ α ∀x ∈ Rβ : (A ∩W
ims(x)
z(x) 6= ∅ ⇒ ims(x) ⊂ A)}
Let us show that A′ is a cofinal and σ-closed subfamily of Aω(T ).
Let (An) be an increasing sequence in A′. We will show that A =
⋃
nAn ∈ A
′. Clearly we have
A ∈ Aω(T ). Further, fix any α ∈ I(ω1) such that A ∩ Levξ(α)(T ) 6= ∅, β ≤ α and x ∈ Rβ such that
A ∩W
ims(x)
z(x) 6= ∅. Since W
ims(x)
z(x) is an open set, there is some m ∈ N with Am ∩W
ims(x)
z(x) 6= ∅. Further,
choose some y ∈ A ∩ Levξ(α)(T ). Since ξ(α) is an isolated ordinal, Lemma 5.21(b) yields a, b ∈
⋃
nAn
with y = a ∧ b. Since the sequence (An) is increasing, there is some n ∈ N with a, b ∈ An. Then
y = a∧b ∈ An as well. So, Levξ(α)(T )∩Ak 6= ∅ for k ≥ n. It follow that ims(x) ⊂ Ak for k ≥ max{m,n}.
This shows that A ∈ A′ which completes the proof that A′ is σ-closed.
Let us continue by showing that A′ is cofinal. To this end fix any A0 ∈ Aω(T ). Given An−1 ∈ Aω(T )
for some n ∈ N we perform the following construction.
• Set Jn = {α ∈ I(ω1); An−1 ∩ Levξ(α)(T ) 6= ∅}. Then Jn is countable (by Lemma 5.22).
• For any β ≤ sup Jn let
Mnβ = {x ∈ Rβ ; W
ims(x)
z(x) ∩An−1 6= ∅}.
Then Mnβ is countable
• Choose An ∈ Aω(T ) such that An ⊃ An−1 ∪
⋃
{ims(x); x ∈
⋃
β≤supJn
Mnβ }.
Finally, let A =
⋃
nAn. Then A ∈ A
′. Indeed, clearly A ∈ Aω(T ). Moreover, let α ∈ I(ω1) with
A ∩ Levξ(α)(T ) 6= ∅, β ≤ α and x ∈ Rβ such that A ∩W
ims(x)
z(x) 6= ∅. As above there are some m,n ∈ N
such that Am∩W
ims(x)
z(x) 6= ∅ and An∩Levξ(α)(T ) 6= ∅. Let k ≥ max{m,n}. Then β ≤ sup Jk and x ∈M
k
β .
It follows that imsx ⊂ Ak+1 ⊂ A.
Finally, let A′′ ⊂ A′ be any directed subfamily. Set A =
⋃
A′′. Let us show that PA is σ(C(T ), D(T ))-
to-σ(C(T ), D(T ))-continuous using Lemma 5.32. So, fix x ∈ R(T ) ∩ A. Fix β < ω1 with x ∈ Rβ .
Set
γ = sup ξ([0, β + 1] ∩ I(ω1)) ∩ [0, ht(x))
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and find some z ∈ [z(x), x) ∩ I(T ) with ht(z) > γ. Then V
ims(x)
z is a neighborhood of x, thus x ∈
V
ims(x)
z ∩
⋃
A′′. By Lemma 5.21(b) there are a, b ∈
⋃
A′′ with z < a∧ b ≤ x. Since A′′ is directed, there
is some B ∈ A′′ with a, b ∈ B. Then a ∧ b ∈ B, so a ∧ b < x. Further, since B ∈ A(T ), there is some
c ∈ B ∩ (z, a ∧ b] ∩ I(T ). Let α = ξ−1(ht(c)). Then α ≥ γ > β and W
ims(x)
z(x) ∩ B 6= ∅. It follows that
ims(x) ⊂ B ⊂ A.
This completes the proof (using Theorem 3.4). 
5.4. Duals of Asplund spaces. The third class of spaces having a possibly non-commutative projec-
tional skeleton is the class of duals of Asplund spaces. Asplund spaces can be even characterized in this
way. These characterizations are summarized in the following theorem.
Theorem 5.33. Let X be a Banach space. The following assertions are equivalent.
(1) X is Asplund, i.e., Y ∗ is separable for each Y ⊂ X separable.
(2) There is a projectional generator on X∗ of the form (X,Φ) (i.e., its domain is X).
(3) There is an ω-monotone mapping ψ : [X ]≤ω → [X ∪X∗]≤ω such that⋃
{ψ(C) ∩X∗; C ∈ [X ]≤ω}
is dense in X∗ and, moreover, for each C ∈ [X ]≤ω we have
• ψ(C) ⊃ C;
• ψ(C) ∩X and ψ(C) ∩X∗ are linear subspaces;
• the mapping x∗ 7→ x∗|
ψ(C)∩X
maps ψ(C) ∩X∗ isometrically onto (ψ(C) ∩X)∗;
(4) There is an ω-monotone mapping G : [X ]≤ω → [X∗]≤ω such that
•
⋃
{G(C); C ∈ [X ]≤ω} is dense in X∗;
• For each C ∈ [X ]≤ω the mapping x∗ 7→ x∗|spanC maps G(C) onto (spanC)∗.
(5) There is a projectional skeleton on X∗ such that the induced subspace contains X.
The equivalences from this theorem are known. The equivalence (1)⇔(5) follows from [33, Proposition
26 and Theorem 15] (see also [12, Remark on p. 1628]). The equivalence (1)⇔(2) is proved in [17,
Proposition 8.2.1] and the equivalence (1)⇔(4) follows from the proof of [11, Theorem 2.3]. We provide
a proof and point out what is deep and what is easy.
Proof. The implication (1)⇒(2) is the deep one and is proved in [17, Proposition 8.2.1]. Let us recall just
a sketch of the proof. Let X be an Asplund space. It follows from the Jayne-Rogers selection theorem
[17, Theorem 8.1.2] that there is a function g : X → X∗ with the properties
• ‖g(x)‖ = 1 and g(x)(x) = ‖x‖ for each x ∈ X ;
• g is of the first Baire class.
It follows there is a sequence (gn) of continuous functions gn : X → BX∗ which pointwise converges to g.
If we take
Φ(x) = {gn(x); n ∈ N}, x ∈ X,
then the pair (X,Φ) is a projectional generator.
Indeed, assume M ⊂ X is such that M is a linear subspace and that there is some
x∗∗ ∈M ∩BX
w∗
∩Φ(M)⊥ \ {0}.
Since the functions gn are continuous, we deduce that x
∗∗ ∈ Φ(M)⊥, so, without loss of generality M is
a closed linear subspace of X . Fix some x∗ ∈ X∗ such that x∗∗(x∗) 6= 0. We will construct by induction
points xn ∈ BX ∩M and y∗n,k ∈ X
∗ for k, n ∈ N such that the following conditions are fulfilled for each
n ∈ N.
• |x∗(xn)− x
∗∗(x∗)| < 1
n
,
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•
∣∣∣y∗m,k(xn)∣∣∣ < 1n for m, k < n,
• {y∗n,k; n ∈ N} = Φ(spanQ{x1, . . . , xk}).
It is clear that the construction can be performed. Set
V0 = spanQ{xn; n ∈ N} and V = span{xn; n ∈ N} = V0.
Let z∗∗ be any weak∗-cluster point (in X∗∗) of the sequence (xn). Then z
∗∗(x∗) = x∗∗(x∗) 6= 0. Further
z∗∗(yn,k) = 0 for k, n ∈ N, hence z∗∗ ∈ Φ(V0)⊥. By the continuity of the functions gn we deduce
z∗∗ ∈ Φ(V )⊥, hence also z∗∗(g(x)) = 0 for each x ∈ V .
Let J : V → X be the canonical isometric inclusion. Then J∗ : X∗ → V ∗ is the restriction map
and J∗∗ : V ∗∗ → X∗∗ is an isometric inclusion with range V
w∗
. Since z∗∗ ∈ V
w∗
, we can define
v∗∗ = (J∗∗)−1z∗∗. Then v∗∗ ∈ V ∗∗ \ {0} and for each x ∈ V we have
v∗∗(g(x)|V ) = v
∗∗(J∗g(x)) = J∗∗(v∗∗)(g(x)) = z∗∗(g(x)) = 0.
Further, for each x ∈ V we have ‖g(x)|V ‖ ≤ 1 and g(x)(x) = ‖x‖. It follows that {g(x)|V ; x ∈ V } is a
James boundary for V . Since V ∗ is separable, by [15, Theorem 3.122] (or by Rode´’s theorem – see [40]
or [18, Theorem 5.7]) we deduce span{g(x)|V ; x ∈ V } = V ∗, so v∗∗ = 0, a contradiction.
Finally, note that the proof was done for real spaces, but the complex case easily follows. Indeed, if
X is a complex Asplund space, its real version is a real Asplund space and the projectional generator for
the real version works for the complex case as well.
(2)⇒(3) This implication is rather easy, it follows essentially from the proof of [17, Lemma 6.1.3]. We
will provide a proof in the real case. The proof in the complex case is the same, one just needs to replace
Q by Q+ iQ at the appropriate places.
SO, let (X,Φ) be a projectional generator. Further, for each x∗ ∈ X∗ let η(x) ⊂ BX be a countable
set such that ‖x∗‖ = sup{|x∗(x)| ; x ∈ η(x∗)}.
Fix any C ∈ [X ]≤ω. Let ψ0(C) = spanQ C and define for n ∈ N ∪ {0} by induction
• ψ2n+1(C) = ψ2n(C) ∪ spanQ(ψ2n(C) ∩X
∗ ∪ Φ(ψ2n(C) ∩X)),
• ψ2n+2(C) = ψ2n+1(C) ∪ spanQ(ψ2n+1(C) ∩X ∪ η(ψ2n+1(C) ∩X
∗)).
Clearly the mappings ψn are ω-monotone, thus the mapping ψ defined by
ψ(C) =
⋃
n
ψn(C)
is ω-monotone as well. We will show that ψ is the sought mapping.
Fix any C ∈ [X ]≤ω. Then clearly C ⊂ ψ(C) and both ψ(C)∩X and ψ(C)∩X∗ are countable Q-linear
spaces, hence their closures are linear spaces. Further, for any x∗ ∈ ψ(C)∩X∗ we have η(x∗) ⊂ ψ(C)∩X ,
thus ‖x∗‖ =
∥∥∥x∗|ψ(C)∩X∥∥∥. So, it follows that the restriction mapping x∗ 7→ x∗|ψ(C)∩X is an isometry of
ψ(C) ∩X∗ into (ψ(C) ∩X)∗. To complete the proof of the third property it remains to show that it is
even onto.
To this end denote Y = ψ(C) ∩X, Z = ψ(C) ∩X∗ and let j be the canonical isometric embedding
of Y into X . Then j∗ : X∗ → Y ∗ is the restriction mapping. Above we have proved that j∗|Z is an
isometry, so it has a closed range. If it is not onto, Hahn-Banach theorem yields y∗∗ ∈ Y ∗∗ \ {0} such
that y∗∗|j∗(Z) = 0. Set x
∗∗ = j∗∗y∗∗. Since j∗∗ is again an isometric embedding, x∗∗ 6= 0. Moreover,
x∗∗ ∈ Y
w∗
(as Y
w∗
is the range of j∗∗). Further, for any x∗ ∈ Z we have
x∗∗(x∗) = j∗∗x∗∗(x∗) = x∗∗(j∗x∗) = 0,
thus x∗∗ ∈ Z⊥. So,
0 6= x∗∗ ∈ Y
w∗
∩ Z⊥ = ψ(C) ∩X
w∗
∩ (ψ(C) ∩X∗)⊥ ⊃ ψ(C) ∩X
w∗
∩ (Φ(ψ(C) ∩X))⊥,
a contradiction with the properties of projectional generator.
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Finally observe that Φ(X) ⊂
⋃
{ψ(C) ∩X∗; C ∈ [X ]≤ω}, thus(⋃
{ψ(C) ∩X∗; C ∈ [X ]≤ω}
)⊥
⊂ Φ(X)⊥ = Φ(X)⊥ ∩X
w∗
= {0}.
Since
⋃
{ψ(C) ∩X∗; C ∈ [X ]≤ω} is Q-linear, Hahn-Banach theorem completes the proof.
(3)⇒(4) It is enough to set G(C) = ψ(C) ∩X∗.
(4)⇒(5) Let G be the mapping provided by (4). The index set for the skeleton will be
Γ = {C ∈ [X ]≤ω; x∗ 7→ x∗|spanC is an isometry on G(C)}.
Let us show that Γ is a cofinal σ-closed subset of [X ]≤ω.
Fix an increasing sequence (Cn) in Γ and set C =
⋃
n Cn. Then C ∈ Γ as well. Indeed, let x
∗ ∈ G(C).
Then there is some n ∈ N with x∗ ∈ G(Cn). It follows that
‖x∗|spanC‖ ≤ ‖x
∗‖ = ‖x∗|spanCn‖ ≤ ‖x
∗|spanC‖ ,
so ‖x∗‖ = ‖x∗|spanC‖. Passing to the closure shows that C ∈ Γ.
Further, let C ∈ [X ]≤ω be arbitrary. Let η denote the mapping used in the proof of (2)⇒(3). Then
we set C0 = C and define by induction Cn = Cn−1 ∪ η(G(Cn−1)) for n ∈ N. Finally, set B =
⋃
n Cn.
Then B ∈ [X ]≤ω, B ⊃ C and η(G(B)) ⊂ B, so clearly B ∈ Γ.
Having the index set, we will construct the projections. Fix any C ∈ Γ. Let Y = spanC and Z = G(C).
Then the mapping x∗ 7→ X∗|Y is an isometry of Z onto Y ∗. Let j : Y → X and ι : Z → X∗ be the
canonical isometric inclusions. Since j∗ : X∗ → Y ∗ is the restriction mapping, we get that j∗ ◦ ι is an
isometry of Z onto Y ∗. It follows that ι∗ ◦ j∗∗ = (j∗ ◦ ι)∗ is an isometry of Y ∗∗ onto Z∗. Further,
j∗∗ is an isometric inclusion of Y ∗∗ into X∗∗ with range Y
w∗
. So, ι∗ maps Y
w∗
isometrically onto Z∗.
Since ι∗(x∗∗) = x∗∗|Z , Lemma 3.2 shows that there is a bounded linear projection PC on X∗ such that
PCX
∗ = Z and P ∗CX
∗∗ = Y
w∗
(in fact, PC has norm one by the respective proof).
Let us show that (PC)C∈Γ is a projectional skeleton on X
∗. We already know that each PC is a
bounded linear projection. Since PCX
∗ = G(C) for each C ∈ Γ, it is separable, so the property (i) is
fulfilled. The property (iii) follows from the assumption that G is ω-monotone. Let us show the property
(ii). Assume C1, C2 ∈ Γ are such that C1 ⊂ C2. Then
PC1X
∗ = G(C1) ⊂ G(C2) = PC2X
∗
and
P ∗C1X
∗∗ = spanw
∗
C1 ⊂ span
w∗ C2 = P
∗
C2
X∗∗,
so PC1PC2 = PC2PC1 = PC1 . Finally, the property (iv) follows from the first property of G. Indeed, let
x∗ ∈ X∗. Then there are sequences (Cn) in [X ]≤ω and (x∗n) in X
∗ such that x∗n ∈ G(Cn) and x
∗
n → x
∗.
Let C ∈ Γ be a set containing each Cn. then x∗n ∈ G(C) for each n ∈ N, thus x∗ ∈ G(C) = PCX∗.
Finally, since P ∗CX
∗∗ = spanw
∗
C ⊃ C, the induced subspace contains X .
(5)⇒(1) Let (Ps)s∈Γ be a projectional skeleton on X∗ such that the induced subspace contains X .
Since X is 1-norming in X∗∗ we may assume without loss of generality that it is a 1-projectional skeleton
(by Lemma 1.3). Let Y be a separable subspace of X . Let C ⊂ Y be a countable dense set. Then there
is some s ∈ Γ such that Psx = x for x ∈ C. It follows that Psx = x for x ∈ Y .
Let y∗ ∈ Y ∗. Hahn-Banach theorem yields x∗ ∈ X∗ with x∗|Y = y∗. Moreover, for any y ∈ Y we have
Psx
∗(y) = x∗(P ∗s y) = x
∗(y) = y∗(y).
It follows that the mapping x∗ 7→ x∗|Y maps PsX∗ onto Y ∗. Since PsX∗ is separable, we infer that Y ∗
is separable as well. 
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Remark 5.34. (1) Let us stress that the characterizing property of Asplund spaces is not the existence of
a 1-projectional skeleton on the dual space, but the existence of such a skeleton whose induced subspace
contains the original space (canonically embedded in the bidual). Indeed, for example C(K)∗ is 1-Plichko
for any compact space K (see, e.g., [27, Example 4.10(a)] or [29, Theorem 5.5]), but not every C(K)
space is Asplund. More generally, dual to any C∗-algebra is 1-Plichko by [4, Corollary 1.3] (for further
generalizations see [5, 6]).
(2) Let X be an Asplund space. By the preceding theorem we know that there is a projectional
skeleton on X∗ such that the induced subspace contains x. We point out that the induced subspace is
not equal to X (unless X is reflexive), it is larger and equal to
D(X) = {x∗∗ ∈ X∗∗; ∃C ⊂ X countable : x∗∗ ∈ C
w∗
}
= {x∗∗ ∈ X∗∗; ∃(xn) a sequence in X : xn
w∗
−−→ x∗∗}.
This follows easily from the topological properties of induced subspaces.
(3) The projectional skeleton from the preceding theorem need not be commutative. The class of those
spaces X such that X is contained in a Σ-subspace of X∗∗ (thus such that D(X) is a Σ-subspace) is
called class (T) in [27]. By the above theorem the class (T) is a subclass of Asplund spaces (see also [27,
Theorem 4.1]). It contains many Asplund spaces (cf. [27, Theorem 4.4, its corollaries and Example 4.8]),
but not all Asplund spaces (by [27, Example 4.10(b)]).
There are Asplund spaces which do not belong to the class (T) but simultaneously their duals are
1-Plichko. Indeed, if K is any scattered compact space, then C(K) is Asplund and, moreover, C(K)∗ is
canonically isometric to ℓ1(K) which is 1-Plichko. If K is uncountable, then there are many 1-norming
Σ-subspaces of ℓ1(K)∗ = ℓ∞(K) (see [26, Example 6.9]), but it may happen that none of them contains
C(K) (this takes place for example if K = [0, ω2], see [27, Example 4.10(b)] and its proof).
We do not know of any nontrivial characterization of the class (T). However, there is a smaller subclass
having nice characterizations. They are collected in the following theorem.
Theorem 5.35. Let X be a Banach space. The following assertions are equivalent.
(1) X is simultaneously Asplund and weakly Lindelo¨f determined.
(2) There is a norm-dense subset M ⊂ X∗ and an ω-monotone mapping ϕ : [X∪M ]≤ω → [X∪M ]≤ω
such that for each A ∈ [X ∪M ]ω we have
• A ⊂ ϕ(A),
• both ϕ(A) ∩M and ϕ(A) ∩X are linear subspaces,
• ϕ(A) ∩M
w∗
= ϕ(A) ∩M ,
• the mapping x∗ 7→ x∗|
ϕ(A)∩X is a bijection of ϕ(A) ∩M onto (ϕ(A) ∩X)
∗
(3) There is a shrinking projectional skeleton (Ps)s∈Γ on X (i.e., such that (P
∗
s )s∈Γ is a projectional
skeleton on X∗). Moreover, this skeleton may be taken to be commutative.
(4) There is a projectional skeleton (Qs)s∈Γ on X
∗ such that Q∗s(X) ⊂ X for each s ∈ Γ. Moreover,
this skeleton may be taken to be commutative.
(5) There is a shrinking Markushevich basis (xα, x
∗
α)α∈Λ on X (i.e., such that span{x
∗
α; α ∈ Λ} =
X∗).
(6) There is a Markushevich basis (x∗α, x
∗∗
α )α∈Λ on X
∗ such that x∗∗α ∈ X for each α ∈ Λ.
(7) X is simultaneously Asplund and weakly compactly generated.
Several equivalences from this theorem are already known. The equivalence (1), (5) and (7) is contained
in [17, Theorem 8.3.3 and the following remark]. The equivalence (1)⇔(3) is proved in [12, Theorem
15]. The added value of the present theorem is mainly the assertion (2) and the (almost cyclic) way of
proving.
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Proof of Theorem 5.35. (1)⇒(2) Assume that X is simultaneously Asplund and WLD. Since X is WLD,
X∗ is a Σ-subspace of itself, so there is a (commutative) projectional skeleton on X with induced subspace
X∗ (by Theorem 3.1). Let ψ : [X ∪ X∗]≤ω → [X ∪ X∗]≤ω be an ω-monotone mapping with properties
from Theorem 4.1(3). Further, let θ : [X ]≤ω → [X ∪X∗]≤ω be an ω-monotone mapping with properties
from Theorem 5.33(3).
We will modify these two mappings. First, let
M =
⋃
{θ(C) ∩X∗; C ∈ [X ]≤ω}.
It follows from the properties of θ that M is a norm-dense subset of X∗. For each x∗ ∈ M fix some
C(x∗) ∈ [X ]≤ω with x∗ ∈ θ(C(x∗)). Define a mapping θ˜ : [X ∪M ]≤ω → [X ∪M ]≤ω by
θ˜(A) = θ
(
A ∩X ∪
⋃
{C(x∗); x∗ ∈ A ∩M}
)
, A ∈ [X ∪M ]≤ω.
It is clear that θ˜ is ω-monotone and θ˜(A) ⊃ A for each A ∈ [X ∪M ]≤ω. Further, since θ˜(A) = θ(C) for
some C, θ˜ has the obvious analogues of the properties of θ.
Let us continue by modifying ψ. Since M is norm-dense in X∗, there is a mapping ζ : X∗ → [M ]≤ω
such that x∗ ∈ ζ(x∗) for each x∗ ∈ X∗. Moreover, we can assume that ζ(x∗) = {x∗} for x∗ ∈ M . For
A ∈ [X ∪M ]ω set ψ0(A) = A and define by induction
ψn(A) = ψ(ψn−1(A)) ∩X ∪ ζ(ψ(ψn−1(A)) ∩X
∗) for n ∈ N.
It is clear that ψn is an ω-monotone mapping of [X ∪M ]≤ω to [X ∪M ]≤ω and that ψn(A) ⊃ ψn−1(A)
for each A ∈ [X ∪M ]≤ω. Hence also the mapping
ψ˜(A) =
⋃
n
ψn(A), A ∈ [X ∪M ]
≤ω
is ω-monotone.
Finally, we will define the sought mapping ϕ. For A ∈ [X ∪M ]≤ω set ϕ0(A) = A and define by
induction
ϕn(A) = ψ˜(θ˜(A)), n ∈ N,
and ϕ(A) =
⋃
n ϕn(A).
It is clear each ϕn(A) is ω-monotone and ϕn(A) ⊃ ϕn−1(A) for each n, thus also ϕ is ω-monotone.
Moreover, for any A ∈ [M ∪X ]≤ω the following properties hold.
• A ⊂ ϕ(A).
• Both ϕ(A) ∩X and ϕ(A) ∩M are linear subspaces.
• x∗ 7→ x∗|
ϕ(A)∩X is an isometry of ϕ(A) ∩M onto (ϕ(A) ∩X)
∗. This follows from the properties
of θ as ϕ(A) = θ˜(ϕ(A)) = θ(C) for some C.
• x∗ 7→ x∗|
ϕ(A)∩X is a bijection of ϕ(A) ∩M
w∗
onto (ϕ(A) ∩X)∗. Indeed, ϕ(A) = ψ˜(ϕ(A)) and
for any C we have
ψ˜(C) ∩X = ψ(ψ˜(C)) ∩X, ψ˜(C) ∩M = ψ(ψ˜(C)) ∩M.
So, in particular ϕ(A) ∩M = ϕ(A) ∩M
w∗
and the proof is complete.
(2)⇒(3) Let ϕ be the mapping from (2). For the index set take [X ∪ M ]≤ω. By Lemma 3.2 for
each A ∈ Γ there is a bounded linear projection PA on X such that PAX = ϕ(A) ∩X and P ∗AX
∗ =
ϕ(A) ∩M
w∗
= ϕ(A) ∩M . Now, as in the proof of Theorem 4.1(3)⇒(1) we see that (PA)A∈Γ is a
projectional skeleton on X with induced subspace X∗. Moreover, by the ω-monotonicity of ϕ together
with the coincidence of the weak∗ and norm closures of ϕ(A)∩M we infer that (P ∗A)A∈Γ is a projectional
skeleton on X∗.
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(3)⇒(4) Assume that (Pα)α∈Λ is a shrinking projectional skeleton on X . Then (P ∗α)α∈Λ is a projec-
tional skeleton on X∗. Moreover, P ∗∗α (X) ⊂ X as the restriction of P
∗∗
α to X equals Pα.
(4)⇒(3) Assume (Qα)α∈Λ is projectional skeleton on X∗ such that Q∗αX ⊂ X for each α. By [33,
Proposition 9] we can without loss of generality assume that the projections Qα are uniformly bounded,
say by a constant C ≥ 1.
Set Pα = Q
∗
α|X . We claim that (Pα)α∈Λ is a projectional skeleton on X and P
∗
α = Qα for each α ∈ Λ.
It is clear that each Pα is a projection such that ‖Pα‖ ≤ C. Moreover, obviously P ∗α = Qα. It remains
to check the properties (i)–(iv) of projectional skeletons. Firstly, QαX
∗ = P ∗αX
∗ is isomorphic to the
dual of PαX . So, PαX is separable (as its dual is), which proves the property (i). The property (ii)
is obvious. To prove the property (iii) let (αn) be an increasing sequence in Λ. Since (Qα)α∈Λ is a
projectional skeleton, there is α = supn αn ∈ Λ and, moreover, Qαnx
∗ → Qαx∗ for each x∗ ∈ X∗ (as
the skeleton (Qα)α∈Λ satisfies the property (iii’)). Now it easily follows that Q
∗
αx
∗∗ w
∗
−→ Q∗αx
∗∗ for each
x∗∗ ∈ X . Since the restriction of the weak∗ topology on X∗∗ to X coincides with the weak topology of
X , we deduce Pαnx
w
−→ Pαx for each x ∈ X , so
PαX =
⋃
n
PαnX
w
=
⋃
n
PαnX
as the union is a linear subspace. This completes the proof of the property (iii).
To prove the property (iv) set
Px = lim
α∈Λ
Pαx, x ∈ X.
Then P is a well-defined projection on X with ‖P‖ ≤ C (cf. (2.1)). We claim that P is the identity of
X . If not, then kerP 6= {0}, so there is some x ∈ X \ {0} with Px = 0. It means that Pαx = 0 for each
α ∈ X (see Lemma 2.2(a)). Thus
x ∈
⋂
α∈Λ
kerPα =
⋂
α∈Λ
(P ∗αX
∗)⊥ =
(⋃
α∈α
QαX
∗
)
⊥
= (X∗)⊥ = {0},
a contradiction. So, P is the identity mapping and now the property (iv) easily follows from the property
(iii).
(3)⇒(5)&(7) Assuming (3) we will show that there is a Markushevich basis (xα, x∗α)α∈Λ in X which
is shrinking, and, moreover, the set {xα; α ∈ Λ} ∪ {0} is σ-compact in the weak topology.
The proof will be done by transfinite induction on the density character of X . First assume that X
is separable. Let (Ps)s∈Γ be a shrinking projectional skeleton on X . It follows from the properties of
the skeleton that there is some s ∈ Γ such that Ps is the identity on X . Thus P ∗s is the identity on
X∗. Since the adjoint projections form a projectional skeleton on X∗, they have separable ranges. So,
X∗ is separable. Now, it is a classical result that any space with a separable dual admits a shrinking
Markushevich basis (see, e.g., [21, Theorem 1.22]). Moreover, the basis is countable, so the weak σ-
compactness trivially follows.
Further, assume that κ is an uncountable cardinal such that the implication holds for any space
of density strictly less than κ. Let X be a Banach space of density character κ having a shrinking
projectional skeleton (Ps)s∈Γ. Since the induced subspace equals whole X
∗, we can assume that it is
a commutative 1-projectional skeleton (by Theorem 3.4 and Lemma 1.3). Let (Aα)α≤κ be a transfinite
sequence of subsets of Γ provided by Lemma 2.6. By Proposition 2.7 the transfinite sequence (PAα)α≤κ
is a PRI on X .
Further, denote Qs = P
∗
s for s ∈ Γ. By the assumptions (Qs)s∈Γ is a projectional skeleton on X
∗ (in
fact a commutative 1-projectional skeleton by the above). So, for any directed set A ⊂ Γ we can define
the projection QA on X
∗ by the formula (2.1). We claim that QA = P
∗
A. Indeed, given x
∗ ∈ X∗ and
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x ∈ X we have
P ∗Ax
∗(x) = x∗(PAx) = lim
s∈A
x∗(Psx) = lim
s∈A
P ∗s x
∗(x) = lim
s∈A
Qsx
∗(x) = QAx
∗(x).
It follows that (P ∗Aα)α≤κ = (QAα)α≤κ is a PRI on X
∗.
Now fix α < κ and let P = Pα+1 − Pα. Since the skeleton (Ps)s∈Γ is commutative, Lemma 2.2 yields
PsP = PPs for each s ∈ Γ. In particular, (Ps|PX)s∈Γ is a projectional skeleton on PX . We will show it
is shrinking. To this end first observe that
(Ps|PX)
∗y∗ = P ∗s (y
∗ ◦ P )|PX , y
∗ ∈ (PX)∗, s ∈ Γ.
Indeed, fix s ∈ Γ, y∗ ∈ (PX)∗ and x ∈ PX . Then
(Ps|PX)
∗y∗(x) = y∗(Ps|PXx) = y
∗(Psx) = y
∗(PsPx) = y
∗(PPsx) = y
∗ ◦ P (Psx) = P
∗
s (y
∗ ◦ P )x.
So, if we define T : (PX)∗ → X∗ by T (y∗) = y∗ ◦ P and S : X∗ → (PX)∗ by Sx∗ = x∗|PX , then
(Ps|PX)
∗ = SP ∗s T . We know that (Ps|PX)
∗ is a projection on (PX)∗ and that (P ∗s )s∈Γ is a projectional
skeleton on X∗. Let us prove the properties (i)-(iv) of projectional skeletons. The property (i) follows
from the fact that P ∗s has separable range, the property (ii) is obvious. The property (iii) is easy. Let us
show the property (iv). Fix any y∗ ∈ (PX)∗. Then Ty∗ ∈ X∗, so there is some s ∈ Γ with P ∗s Ty
∗ = Ty∗.
Then SP ∗s Ty
∗ = STy∗ = y∗ ◦ P |PX = y∗.
So, for each α < κ the space (Pα+1−Pα)X admits a shrinking projectional skeleton, so by the induction
hypothesis it admits a shrinking Markushevich basis (xα,j , x
∗
α,j)j∈Jα such that the set {xα,j ; j ∈ Jα}∪{0}
is σ-compact in the weak topology. Moreover, we can assume that ‖xα,j‖ ≤ 1 for each j and α.
We claim that
(xα,j , x
∗
α,j ◦ (Pα+1 − Pα))α<κ,j∈Jα
is a Markushevich basis with the required properties. This follows from the proof of [17, Proposition 6.2.5].
Indeed, in the assertion (ii) of the quoted proposition is proved that it is a shrinking Markushevich
basis. Moreover, in the assertion (i) it is proved that {0} ∪
⋃
α<κKα is weakly compact whenever
Kα ⊂ BX ∩ (Pα+1 − Pα)X is weakly compact for each α < κ.
(5)⇒(6) Let (xα, x∗α)α∈Λ be a shrinking Markushevich basis on X . Then clearly (x
∗
α, xα)α∈Λ is a
Markushevich basis on X∗.
(6)⇒(5) Let (x∗α, xα)α∈Λ be a Markushevich basis on X
∗, where xα ∈ X for each α ∈ Λ. Then
(xα, x
∗
α)α∈Λ is a shrinking Markushevich basis on X . The only property which requires a proof is that
span{xα; α ∈ Λ} = X . But it is an immediate consequence of the bipolar theorem, as
span{xα; α ∈ Λ} = ({xα; α ∈ Λ}
⊥)⊥ = {0}⊥ = X.
(5)⇒(1) Let (xα, x∗α)α∈Λ be a shrinking Markushevich basis on X . Since
{x∗ ∈ X∗; {α ∈ Λ; x∗(xα) 6= 0} is countable}
is a closed linear subspace of X∗ containing each x∗α, it is equal to X
∗. So, X∗ is a Σ-subspace of itself,
so X is WLD.
Similarly, X is contained in a Σ-subspace of X∗∗, so X belongs to the class (T). Hence X is Asplund
by [27, Theorem 4.1] (or by Theorems 5.33 and 3.1).
(7)⇒(1) It follows from the deep results of [1] that any WCG space is WLD.
It remains to observe that the projectional skeleton in (3) or (4) can be chosen to be commutative.
Case (3): Assume that (Ps)s∈Γ is a shrinking projectional skeleton on X . Then the induced subspace
is whole X∗, so the skeleton can be taken to be commutative (up to restricting to a σ-closed cofinal subset
of the index set by Theorem 3.4.
Case (4): Assume that (Qs)s∈Γ is a projectional skeleton on X
∗ such that Q∗s(X) ⊂ X for each s ∈ Γ.
By the proof of (4)⇒(3) there is a σ-closed cofinal subset Γ′ ⊂ Γ and a projectional skeleton (Ps)s∈Γ′ on
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X such that P ∗s = Qs for s ∈ Γ
′. So, by case (3) we can assume that the skeleton (Ps) is commutative,
then (Qs) is commutative as well. 
If X is an Asplund space, we know that X∗ admits a projectional skeleton (with induced subspace
D(X)), hence there exists a Markushevich basis of X∗ (by Theorem 1.2). However, it is not clear whether
it may have nice properties related to D(X). In the following example we show that at least sometimes
it is true, but the reason has nothing to do with the specific projectional skeleton.
Example 5.36. Let K be a scattered locally compact space. Then X = C0(K) is an Asplund space and
X∗ can be canonically identified with ℓ1(K). Consider the canonical Markushevich basis of ℓ1(K), i.e.,
(ex, e
∗
x)x∈K , where ex and e
∗
x are the canonical basic vectors in ℓ
1(K) and ℓ∞(K), respectively. Regardless
of the concrete topological structure of K the set
H = {ex; x ∈ K} ∪ {0}
is σ(X∗, D(X))-closed in X∗. Indeed, it is even weak∗-closed – if K is even compact, then (H \{0}, w∗) is
homeomorphic toK, ifK is not compact, then (H,w∗) is homeomorphic to the one-point compactification
of K.
Moreover, for the Markushevich basis (ex, e
∗
x)x∈K defined above the following holds.
• e∗x ∈ X for each x ∈ K if and only if K is discrete, i.e., if X = c0(K).
• e∗x ∈ D(X) for each x ∈ K if and only if each point of K is Gδ, i.e., if K is locally countable.
In some cases there is a better Markushevich basis than the one described in the previous example.
Some concrete cases are described in the following examples.
Example 5.37. Let K be a countable compact space. Then C(K) admits a (countable) shrinking
Markushevich basis (as C(K)∗ is separable), but it must be different from the basis from the previous
example unless K is finite. An explicit formula can be given as follows. Firstly, K is homeomorphic
to the ordinal segment [0, η] for some η < ω1 (we assume K is infinite, so η ≥ ω). Fix a bijection
ξ : [0, ω)→ [0, η] such that ξ(0) = 0. We define a Markushevich bases (fn, µn)n<ω in C(K) as follows:
f0 = χ{ξ(0)} = χ{0}, µ0 = δξ(0) = δ0,
fn = χ(max[0,ξ(n))∩ξ({0,...,n−1}),ξ(n)] if n ≥ 1,
µn =
{
δξ(n) if ξ({0, . . . , n− 1}) ∩ (ξ(n), η] = ∅,
δξ(n) − δmin ξ({0,...,n−1})∩(ξ(n),η] otherwise.
It is easy to check that (fn, µn)n<ω is a shrinking Markushevich basis of C(K).
Example 5.38. If K is a compact scattered space of cardinality ℵ1, then there is a Markushevich basis
on X∗ = C(K)∗ such that the biorthogonal functionals belong to D(X). Unless K is countable, the basis
from Example 5.36 fails this property. In case K = [0, η] where η ∈ [ω1, ω2), an explicit formula can be
given as follows. Fix a bijection ξ : [0, ω1) → [0, η] such that ξ(0) = 0. We define a Markushevich bases
(µα, fα)α<ω1 in C(K)
∗ as follows:
f0 = χ{ξ(0)} = χ{0}, µ0 = δξ(0) = δ0,
fα = χ[sup{ξ(β)+1;β<α & ξ(β)<ξ(α)},ξ(α)] if α ≥ 1,
µn =
{
δξ(α) if ξ([0, α)) ∩ (ξ(α), η] = ∅,
δξ(α) − δmin(ξ([0,α))∩(ξ(n),η]) otherwise.
It is easy to check that (µα, fα)α<ω1 is a Markushevich basis of C(K)
∗. Moreover, fα ∈ D(C(K)) for each
α < ω1 as each fα is a function of the first Baire class, being the characteristic function of a closed Gδ
set.
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6. Open problems
In this section we collect several questions on projectional skeletons, projectional generators, Marku-
shevich bases and related topics which remain open.
We start by the following question on a possible generalization of Corollary 3.7.
Question 6.1. Assume that X is a Banach space and D ⊂ X∗ is a subspace induced by a projectional
skeleton on X which is of finite codimension in X∗. Is D necessarily a Σ-subspace?
Banach spaces whose duals admit a Σ-subspace of finite codimension have been studied in [31]. It is not
clear whether there are non-commutative variants. It is easy to observe that they cannot be found among
continuous functions on ordinals or on trees. A natural candidate could be a dual to a quasireflexive
space. Indeed, let X be quasireflexive. Then X is Asplund, so there is a projectional skeleton on X∗
such that the induced subspace contains X . Since X is of finite codimension in X∗∗, a fortiori D(X) is of
finite codimension in X∗∗. However, any quasireflexive space is weakly compactly generated by [48], so
it belongs to the class (T). In fact, since the dual of a quasireflexive space is again quasireflexive, hence
weakly compactly generated, necessarily D(X) = X∗∗. But it seems that the following problem is open.
Question 6.2. Let X be an Asplund space such that D(X) has finite codimension in X∗∗. Does X belong
to the class (T)?
A further question is connected to the existence of a nice Markushevich basis. We know that any
Banach space admitting a projectional skeleton has a Markushevich basis (by Theorem 1.2). However,
the following natural question is open.
Question 6.3. Assume that a Banach space X admits a projectional skeleton (Ps)s∈Γ and D ⊂ X∗ is
the induced subspace. Does there exist a Markushevich basis (xα, x
∗
α)α∈Λ such that the set H = {xα; α ∈
Λ} ∪ {0} satisfies
• H is σ(X,D)-closed in X; or
• Ps(H) ⊂ H for s ∈ Γ′ for some cofinal σ-closed Γ′ ⊂ Γ; or at least
• (H,σ(X,D)) is monotonically Sokolov?
Observe that the positive answer to the first question implies the positive answer to the second one
(by Lemma 2.1(b)). Further, the positive answer to the second question implies the positive answer to
the third one. This follows from the following lemma.
Lemma 6.4. Let X be a Banach space with a projectional skeleton (Ps)s∈Γ. Let D denote the respective
induced subspace. Let H ⊂ X. Assume that Ps(H) ⊂ H for s from some cofinal σ-closed Γ′ ⊂ Γ. Then
(H,σ(X,D)) is monotonically Sokolov.
Proof. Since (Ps)s∈Γ′ is a projectional skeleton on X with induced subspace D, without loss of generality
we assume Γ′ = Γ. Let A 7→ (rA,N (A)) be the assignment constructed in the proof of the implication
(1)⇒(5) of Theorem 4.1. Now, for B ∈ [F(H)]≤ω set
A(B) = {F
σ(X,D)
; F ∈ B} ∈ [F(X)]≤ω.
Clearly A is ω-monotone. Next, for B ∈ F(H) set
qB = rA(B)|H and M(B) = {N ∩H ; N ∈ N (A(B))}.
Clearly, the assignment M is ω-monotone. Moreover, by the construction the mapping rA(B) is one of
the projections rs. So, H is invariant for rA(B) and hence qB is a well-defined continuous retraction on
(H,σ(X,D)). Further, for each B ∈ B we have
qB(B) = rA(B)(B ∩H) ⊂ rA(B)(B) ∩ rA(B)(H) ⊂ B ∩H = B.
Finally, M(B) is clearly an outer network for qB(H). 
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The answer to the first question is positive in case the skeleton is commutative and it is witnessed
by the Markushevich basis constructed using a PRI (see Theorem 3.1 and Remark 3.3(d,e)). The non-
commutative case seems to be more complicated. The answer is positive for spaces of continuous functions
on ordinals (by Proposition 5.11), for continuous functions on trees (by Proposition 5.27) and for duals
to Asplund C(K) spaces (by Example 5.36). Let us point out that the Markushevich basis witnessing
the positive answer is in all the cases in a sense ‘canonical’, but it need not come from a PRI (see
the comments after the quoted results). Moreover, a Markushevich basis constructed using a PRI may
even fail all the properties (see Example 5.15(b)). The quoted example illustrates that the choice of a
particular PRI does matter. So, it is natural to ask whether there is always a ‘nice’ PRI. In particular:
Question 6.5. Let η ≥ ω2 and κ = card η. Is there a bijection ξ : I(κ) → I(η) such that the set
{fα; α ∈ I(κ)} ∪ {0} (defined before Proposition 5.14) is σ(C([0, η]), D(η))-closed?
Note that if η is a cardinal, ξ can be the identity (by Example 5.15(a)). In some further special cases
it is not hard to construct respective ξ. But we do not know whether it is possible in general.
The following special case of Question 6.3 seems to be open as well.
Question 6.6. Let X be an Asplund space. Is there a Markushevich basis (x∗α, x
∗∗
α )α∈Λ of X
∗∗ such
that the set {0} ∪ {x∗α; α ∈ Λ} is σ(X
∗, D(X))-closed (or even weak∗-closed)? (Recall that D(X) is the
subspace of X∗∗ defined in Remark 5.34(2).)
Another question is whether the existence of a projectional skeleton is equivalent to the existence of a
projectional generator.
Question 6.7. Assume that a Banach space X admits a projectional skeleton (Ps)s∈Γ and D ⊂ X∗ is
the induced subspace.
• Is there a projectional generator on X with domain D?
• Given x∗ ∈ D, fix s(x∗) ∈ Γ such that x∗ = P ∗s(x∗)x
∗ and let Φ(x) ⊂ Ps(x∗)X be a countable dense
subset. Is (D,Φ) a projectional generator?
We point out that the answer to the first question is positive in the commutative case (by Theorem 3.1),
for continuous functions on ordinals (by Propositions 5.11(d)) and for continuous functions on trees
(by Proposition 5.28). Note that the quoted propositions do not answer the second question, as the
projectional generators are constructed in a similar but a bit different manner than suggested.
If X is an Asplund space, its dual admits a projectional generator with domain X (see Theorem 5.33).
However, the following question seems to be open.
Question 6.8. Let X be an Asplund space. Is there a projectional generator on X∗ with domain D(X)?
Conversely, assume that X is a Banach space which admits a projectional generator with domain
Y ⊂ X∗. It is not hard to construct then a projectional skeleton – one possibility is to use [33, Proposition
7 and Theorem 15]. Another possibility is to use the method of the proof of [17, Lemma 6.1.3 and
Proposition 6.1.7] to prove the validity of the condition (2) in Theorem 4.1 starting from a projectional
generator. The space induced by the respective skeleton may be larger than Y – it is the smallest weak∗-
countably closed subspace of X∗ containing Y , call it D(Y ). The following abstract question seems to
be open as well.
Question 6.9. Assume that X is a Banach space which admits a projectional generator with domain
Y ⊂ X∗. Does it admit a projectional generator with domain D(Y )? Can such a projectional generator
be found as an extension of the original one?
Another natural question is the following one.
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Question 6.10. Assume that X is a Banach space which admits a projectional generator with domain
Y ⊂ X∗. Is there a projectional generator Φ with domain Y such that
∀M ⊂ Y : spanw
∗
M ∩ Φ(M)⊥ = {0} ?
This stronger condition can be achieved for Plichko spaces (by the proof of Theorem 3.1), for continuous
functions on ordinals (by the proof of Proposition 5.11(d)) and for continuous functions on trees (by the
proof of Proposition 5.28). On the other hand, for duals of Asplund spaces the stronger condition was
not proved. In the proof of Theorem 5.33 it was strongly used the assumption that M is linear.
Another interesting problems concern the relationship of primarily Lindelo¨f spaces and monotonically
Sokolov ones. Monotonically Sokolov spaces (more precisely their continuous images) can be viewed as a
noncommutative version of primarily Lindelo¨f ones. The first question is the following one.
Question 6.11. Are monotonically Sokolov spaces stable under continuous images?
Note that primarily Lindelo¨f spaces are stable to continuous images by the very definition, monotoni-
cally Sokolov spaces are stable to R-quotient images by [42, Theorem 3.4(g)]. The stability to continuous
images is not discussed in [42]. We conjecture that the stability fails but we do not know any counterex-
ample.
Assuming the answer is negative, the following question is natural.
Question 6.12. Assume that T is simultaneously primarily Lindelo¨f and monotonically Sokolov. Is T
an R-quotient image of a closed subset of (LΓ)N?
Another question is inspired by the fact that primarily Lindelo¨f spaces are defined by an explicit
representation, while monotonically Sokolov are defined by existence of a certain family of retractions.
So, we can ask the following general question.
Question 6.13. Is it possible to characterize monotonically Sokolov space by an explicit representation
(similar to that of primarily Lindelo¨f spaces)?
Note that this is related to a similar problem of the existence of an explicit representation of compact
spaces with a retractional skeleton (similar to that of Valdivia compacta) or of Banach spaces with a
projectional skeleton (similar to that of Plichko spaces). It seems to be related also to the problem of a
relationship of a Markushevich basis to the subspace induced by a projectional skeleton discussed above.
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