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Tato diplomová práce pojednává o principech týmového vývoje soft-
waru, u kterého jsou kladené velké nároky na stabilitu a roz²i°itel-
nost. V práci jsou popsány metody °ízení projekt· v£etn¥ jejich
vzájemného porovnání, nástroje podporující týmovou spolupráci
a standardní postupy p°i návrhu, implementaci a testování soft-
waru. Popsané postupy jsou pak vyuºity p°i realizaci referen£ního
projektu v podob¥ databázového informa£ního systému.
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Abstract
This thesis deals with the principles of team software development
with high requirements on the stability and scalability of the nal
software product. The thesis describes methods of project manage-
ment and discusses their advantages and disadvantages. Moreover,
tools for team cooperation and widely used techniques for design,
implementation, and testing are also overviewed. The described
procedures are used for a pilot implementation of a database in-
formation system.
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API Application Programming Interface
GUI Graphical User Interface
XML eXtensible Markup Language
UML Unied Modeling Language
DAO Data Access Object
JNLP Java Network Launching Protocol
DSL Domain Specic Language
DB DataBase
SQL Structured Query Language
ORM Object Relational Mapping
DAO Data Access Object
PS Port Service (systém jenº je p°edm¥tem této práce)
BHT Bremer HafenTelematik (systém p°ístavu Bremerhaven)
SIS Bremer Schismeldedienst
FT File Transfer (ozna£ení pro vým¥nu soubor· mezi PS a BHT)
JDK Java Development Kit





Vývoj softwarového °e²ení je dlouhodobý a náro£ný proces a týmová kooperace je
p°i vývoji nezbytná. Není £asov¥ reálné obsáhnout v²echny úkony v jedné osob¥,
tj. být analytikem, programátorem, obchodníkem atd.
Cílem této práce je uvést £tená°e do problematiky týmového vývoje softwaru.
Téma bude pojato spí²e z technického úhlu pohledu na úkor sociálních nebo tzv.
soft skills. V práci budou p°edstaveny metody °ízení projekt· a nezbytné nástroje
pro jednodu²²í kooperaci v týmu. Paraleln¥ se studiem teoretických informací bude
vyvíjen informa£ní systém zaji²´ující elektronické zpracování transakcí mezi klientem
a p°ístavem Bremerhaven.
Za implementa£ní jazyk referen£ního projektu je zvolen objektov¥ orientovaný
jazyk Java, nebo´ platforma Java je hojn¥ vyuºívanou zna£kou v oblasti vývoje




Software povaºujeme za robustní, pokud se rozumným zp·sobem vyrovná s nep°í-
pustnými stavy a dal²ími neo£ekávanými situacemi. Pokud vykazuje sám o sob¥
odolnost v·£i b¥ºným a nekritickým chybám.
Pokud software ozna£íme za korektní, máme na mysli, ºe správn¥ vykonává jen
a pouze úkol, ke kterému byl navrºen a pro v²echny ostatní p°ípady vyhodí nap°.
výjimku. Korektní p°ístup razí heslo, ºe ºádný výsledek je lep²í neº ²patný výsledek.
Jakkoliv si tyto dva principy jdou svojí my²lenkou proti sob¥, oba hrají velmi
d·leºitou roli p°i vývoji softwaru. Kaºdý rozsáhlej²í softwarový systém je moºné
separovat na men²í £ásti, které jsou £ist¥ robustního nebo korektního charakteru.




Pokusit se rozpoznat nej-
£ast¥ji pouºívané znaky
pro komentá° a takové
°ádky ignorovat
Ukon£it p°i £tení kongu-
ra£ního souboru a nahlá-
sit problém
Uºivatel, který zadá da-
tum v podivném formátu
Pokusit se rozpoznat °e-
t¥zec a datum od uºiva-
tele p°evzít
Nahlásit neplatné datum
P°ehrát video se ²pat-
nými snímky
P°esko£it vadné snímky
a pokra£ovat v p°ehrá-
vání
Zastavit p°ehrávání a na-
hlásit po²kozené video
P°idané mezery na konci
HTTP hlavi£ek
Odebrat mezery a zpraco-
vat poºadavek
Vrátit chybové hlá²ení
HTTP 400 Bad Request
Tabulka 2.1: P°íklady robustního a korektního °e²ení problému
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Z vý²e uvedených p°íklad· by se otázka robustnosti a korektnosti dala shrnout
do následujících dvou bod·.
• Robustnost - Externí rozhraní (GUI, vstupní soubory, kongurace, API apod.)
existují primárn¥, aby slouºily uºivatel·m. Musí se d¥lat co nejvst°ícn¥j²í,
s o£ekáváním, ºe se na vstupu budou zadávat nesmyslné ·daje.
• Korektnost - Interní model projektu by m¥l být tak jednoduchý, jak to je jen
moºné, a být vºdy ve stoprocentn¥ validním stavu. Vyhodit výjimku, informo-
vat uºivatele, ukon£it aplikaci vºdy, kdyº se narazí na n¥co, co není v po°ádku.
Je vhodné vkládat d¥lící vrstvu mezi interní model a externí rozhraní. D¥lící
vrstva bude opravovat divné hodnoty a udrºí interní model v konzistentním stavu.
Na²im cílem by m¥lo být, aby externí rozhraní byla pln¥ robustní a interní model
stoprocentn¥ korektní. Na²i uºivatelé i kolegové budou mít p°íjemn¥j²í ºivot.
Kapitola vychází z knihy Introduction to Programming Using Java [3], kde jsou
vysv¥tleny pojmy robustnost a korektnost i s praktickými doporu£eními zam¥°enými
na jazyk Java. Dále kapitola bere inspiraci z £lánku Software Product Qualities [19],
který je zam¥°en spí²e teoreticky na problematiku spolehlivosti softwaru, kam pojmy




V po£átcích softwarového vývoje se pouºíval triviální model tzv. napi² a oprav. Mo-
del vznikl zcela p°irozen¥ a své jméno dostal aº s odstupem £asu. Jeho princip spo£ívá
v naprogramování aplikace, jejím odevzdáním zákazníkovi a následném opravováním
chyb. Brzy za£alo být v²em z°ejmé, ºe udrºet vývoj softwaru tímto zp·sobem není
moºné. Takto jednoduchý model totiº postrádá fáze analýzy a návrhu a rovnou se
pou²tí do implementace poºadavk·.
Obrázek 3.1: Napi² a uprav model
3.1 Tradi£ní modely
3.1.1 Vodopádový model
Vodopádový model [6] je historicky jedním s nejstar²ích a byl p°edstaven roku 1956
B. W. Boehmem. Model spo£ívá v rozloºení procesu výroby do jednotlivých, pevn¥
vymezených etap. Za£íná analýzou poºadavk·. Dle analýzy se systém naimplemen-
tuje. Výsledný produkt se otestuje a nasadí k zákazníkovi. Cílem jeho vzniku bylo
zavést do vývoje systém· jednotný °ád, umoºn¥ní °e²ení komplexn¥j²ích problém·
díky dekompozici a sníºení mnoºství chyb precizní kontrolou v²ech výstup· jednot-
livých etap. Obrázek 3.2 vyjad°uje návaznost jednotlivých fází modelu vodopád.
Nevýhody vodopádového modelu
• Prodleva mezi zadáním a výsledným produktem. B¥hem vývoje zákazník nic
nevidí, a ani my nedokáºeme odhalit výslednou kvalitu produktu.
• Na za£átku je nutné vytvo°it p°esné zadání, aby byl výsledný produkt v po-
°ádku.
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Z t¥chto d·vod· byl vodopádový model dále modikován a vznikly nové modely
jako nap°. Prototypový model nebo Spirálový model. Model vodopád lze chápat
jako univerzální model, který má své nevýhody, ale je podstatn¥ lep²í neº náhodný,
metodicky ne°ízený p°ístup k °e²ení systému.
Obrázek 3.2: Vodopádový model [6]
3.1.2 Prototypový model
Prototypový model [6], nebo téº model iterativního cyklu s p°ír·stky. Základní cha-
rakteristikou prototypového modelu je p°edpoklad zm¥n výchozích poºadavk· zá-
kazník· a umoºn¥ní reakce na tyto zm¥ny, £ímº se li²í od modelu vodopád. Tento
model se za£al prosazovat v 80. letech. Jeho hlavním cílem je urychlení vývoje IS
vyuºitím prototyp· a seznámení zákazníka s prvními verzemi systému v co nejkrat²í
dob¥. Prototyp m·ºeme chápat jako zjednodu²enou implementaci celého systému
nebo jako plnou implementaci £ásti systému. Tato implementace je provedena v co
nejkrat²ím £ase a v takové funk£nosti, která prezentuje ve²kerá vn¥j²í rozhranní
a umoº¬uje zákazníkovi reagovat na výsledky. Na základ¥ p°ipomínek zákazník·
jsou up°es¬ovány poºadavky a modikován prototyp do té doby, dokud zákazník
není spokojen. Poté následuje samotný návrh a implementace celého systému.
Výhody prototypového modelu
• Jiº v £asných fázích vývoje je v¥nována pozornost pouºití SW.
• Chyby a nevyhovující postupy jsou odhaleny co nejd°íve.
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Obrázek 3.3: Prototypový model [6]
3.1.3 Spirálový model
Spirálový model [6] byl p°edstaven op¥t B. W. Boehmem v roce 1988 a je kombinací
prototypového p°ístupu a analýzy rizik. Základem celého modelu je neustálé opako-
vání vývojových krok· tak, ºe v kaºdém dal²ím kroku se k jiº ov¥°ené £ásti systému
p°idají dal²í £ásti na vy²²í úrovni. Postup vývoje v jednotlivých krocích je shodný
s p·vodním modelem vodopád a b¥hem kaºdého cyklu spirály jsou tak spou²t¥ny
£ty°i základní fáze (kvadranty).
• Analýza  stanovení cíl·, alternativ a rozsahu iterace.
• Vyhodnocení  vyhodnocení alternativ, identikace a °e²ení rizik.
• Vývoj  vývoj produktu a kontrola o£ekávaných výsledk·.
• Plánování  plán pro p°í²tí iteraci.
Výhody spirálového modelu
• Model vyuºívá ov¥°ené kroky vývoje a analýzou rizik p°edchází chybám.
• Umoº¬uje konzultovat poºadavky zákazník· v jednotlivých krocích a modi-
kovat systém podle up°esn¥ných poºadavk·.
• První verze systému je moºné sledovat a hodnotit p°i jejich postupném vzniku.
Na obrázku 3.4 je znázorn¥n princip spirálového modelu. Náklady a £as nutný
na realizaci jednotlivých £ástí projektu, £i na °e²ení celého projektu, jsou patrné
z obrázku.
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Obrázek 3.4: Spirálový model [6]
3.2 Agilní metodiky
Základem agilního p°ístupu je úzká spolupráce programátor· s koncovými uºivateli
systému, kte°í spolupracují p°i v²ech fázích vývoje. Dotaºeno do extrému, uºiva-
telé se na vývoji p°ímo podílejí, protoºe jako sou£ást vývojového týmu poskytují
programátor·m okamºitou zp¥tnou vazbu. Z pohledu vývojového týmu je hlavní
zm¥nou ochota kdykoli p°istoupit na zm¥nu zadání a °e²ení p°ed¥lat v nejlep²ím
zájmu klienta.
O agilním p°ístupu k vývoji software hovo°íme od sepsání zakládajícího doku-
mentu The Agile Manifesto [16]. Tento dokument, vypracovaný v roce 2001 skupinou
p°edních teoretik· a vývojá°· je tak stru£ný, ºe jej m·ºeme ocitovat v jeho úplném
zn¥ní.
Objevujeme lep²í zp·soby vývoje software tím, ºe jej tvo°íme a pomáháme p°i
jeho tvorb¥ ostatním. P°i této práci jsme dosp¥li k t¥mto hodnotám.
• Jednotlivci a interakce p°ed procesy a nástroji.
• Fungující software p°ed vy£erpávající dokumentací.
• Spolupráce se zákazníkem p°ed vyjednáváním o smlouv¥.
• Reagování na zm¥ny p°ed dodrºováním plánu.
Jakkoliv jsou body napravo hodnotné, bod· nalevo si ceníme více.
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3.2.1 Extrémní programování
Extrémní programování [7] zavedl Kent Beck a metodika byla poprvé pouºita v roce
1996. Jejím základem jsou standardní postupy (psaní kódu, testování atd). Co d¥lá
model extrémním, jsou tyto standardní postupy dotaºené do extrém·. Díky tomu
je moºné dosáhnout vy²²í kvality a pruºn¥ji reagovat na zm¥ny klientových poºa-
davk· b¥hem vývoje. Manaºe°i, zákazníci i programáto°i tvo°í jeden tým. Ten se
samoorganizuje tak, aby bylo vy°e²ení problém· co nejefektivn¥j²í.
Nejjednodu²²í návrh, který je²t¥ funguje
Klasický návrh plánuje do budoucnosti. Do návrhu se snaºíme zahrnovat i vlastnosti,
u kterých se domníváme, ºe je budeme pot°ebovat v budoucnosti. Teorie extrémního
programování ov²em °íká, ºe tato strategie funguje pouze v p°ípad¥, pokud se nic
nezm¥ní mezi p°ítomným a budoucím £asem.
Extrémní programování radí aplikovat jednoduché °e²ení problému tak, aby to
je²t¥ fungovalo. Tímto zp·sobem nikdy neplatíme za exibilitu, kterou nevyuºijeme
a budeme mít tendenci £init systém pruºn¥j²í tam, kde pruºný má být. Návrh bude
jednodu²²í, bude mít men²í sklony k chybám. Pokud se chyby vyskytnou, budou se
lépe opravovat. V p°ípad¥, ºe v budoucnosti bude nutné systém roz²í°it, roz²í°íme
ho pouze o vlastnosti, které skute£n¥ pot°ebujeme.
Testování
Testy se v p°ípad¥ extrémního programování stávají p°ímo sou£ástí programu a mnoho
programátor· pí²e testy je²t¥ d°íve neº samotný program. Není extrémního progra-
mování bez automatizovaných test·. Kent Beck je jedním z pr·kopník· jednotkového
testovaní, kdyº poloºil základ rodin¥ populárních xUnit testovacích framework·.
Konkrétn¥ testovacím frameworkem SUnit pro jazyk Smalltalk. Testy v extrémním
programování mají n¥kolik pravidel.
• ádné dva testy se nesmí ovliv¬ovat navzájem.
• Testy jsou maximáln¥ automatické. Kdyº testy spou²tíme, nemusíme nad nimi
p°emý²let.
• Testy nás mají pot¥²it. Mají nám ukázat, ºe na²e práce je kvalitní a software
d¥lá p°esn¥ to, co d¥lat má.
Párové programování
U jednoho po£íta£e by vºdy m¥li p°i programování sed¥t dva vývojá°i s jasn¥ roz-
d¥lenými rolemi. První programátor pí²e kód a druhý p°emý²lí o celku a dohlíºí na
kvalitu napsaného kódu. Jejich role se m¥ní b¥hem dne a to jak v rolích jednotlivých
programátor·, tak se mohou vzájemn¥ prohazovat programáto°i v r·zných párech.
Tato technika je vhodná zejména p°i práci na velmi sloºitých úkolech, u kte-
rých je vysoká ²ance na vytvo°ení chybného kódu. Naopak je tato technika spí²e
kontraproduktivní pro jednoduché úkoly.
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3.2.2 Scrum
Název metodiky Scrum [8] pochází z terminologie hry ragby. Ozna£uje shluk hrá£·,
kte°í se snaºí dotla£it mí£ do cíle. Celý vývojový proces si je moºné p°edstavit jako
ragbyový zápas, p°i£emº vít¥zstvím se myslí spokojný zákazník.
Scrum je metodika vývoje softwaru, ur£ená pro men²í a zku²ené pracovní týmy.
Umoº¬uje optimáln¥ vyt¥ºit schopnosti v²ech pracovník· v týmu a dodat tak kvalitní
výsledek práce v krátkém £ase.
Základem Scrumu je sprint. Sprint je periodická £innost (s periodou obvykle 2-
4 týdny), která je kaºdý den kontrolována. Vstupem sprintu je seznam návrh· na
vylep²ení stávajícího produktu tzv. features, p°íp. chyby. Výstupem je produkt s no-
vou funkcionalitou, p°íp. s opravenými chybami. Kaºdý sprint je zahájen podrobným
rozplánováním vylep²ení a chyb, v£etn¥ £asových odhad·.
D·leºitým prvkem zaji²´ujícím funk£nost celého procesu jsou pravidelné sch·zky,
které probíhají kaºdý den a nem¥ly by být del²í jak 15 minut. Na setkání jednotliví
£lenové shrnou co ud¥lali od posledn¥, na £em se chystají pracovat a co je zdrºuje
v práci. Scrum Master1 tak má moºnost sledovat, zda se naplánované odhady sho-
dují s realitou a p°i p°ípadném zdrºení (podhodnocený odhad, výskyt ne£ekaných
problém·) p°esunout £ást práce do dal²ího sprintu.
Obrázek 3.5: Jak funguje Scrum proces [8]
1Scrum Master je osoba, jejíº úkolem je zajistit hladký pr·b¥h sprintu, organizovat sch·zky,
°e²it p°ípadné administrativní problémy
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3.3 Porovnání tradi£ních a agilních p°ístup·
Kdyº se bavíme o agilních technikách, ur£it¥ nás napadnou r·zné otázky. K £emu to
je dobré? Jak nám p°esun k agilnímu °ízení pomáhá? M·ºe agilní °ízení koexistovat
s tradi£ním p°ístupem? A mnoho dal²ích otázek. Neº si n¥které otázky zodpovíme,
shrneme si základní faktory, kterými se od sebe odli²ují.
Tradi£ní Agilní
D·raz na procesy a nástroje Komunikace, individualita, kreativita
Uzavírání smluv s restrikcemi Spolupráce se zákazníkem
Obsáhlá dokumentace Provozuschopný software
Plánování je mohutná £innost na sa-
mém po£átku projektu
Plánování je evolu£ní proces. Plán se
postupn¥ vyvíjí a stává podrobn¥j²í
Klasická hierarchická struktura shora
dol·
Samospravný charakter tj. týmy p°ijí-
mají rozhodnutí sami za sebe
Tabulka 3.1: Porovnání tradi£ních a agilních p°ístup· k vývoji softwaru
Mnoºina poºadavk· na funkcionalitu je jednozna£n¥ stanovena na za£átku vý-
voje. Prioritou tradi£ního p°ístupu vývoje z·stává tedy napln¥ní funk£nosti,
p°i£emº pot°ebné náklady na projekt stejn¥ jako £as pot°ebný k jeho dokon£ení
se jen odhadují, nikoliv p°esn¥ stanovují. Formulace poºadavk· na funkciona-
litu z·stává xní, variabilní jsou zdroje a £as. Metodiky agilního vývoje nao-
pak p°esn¥ vymezují kone£ný termín dokon£ení pro realizaci projektu a nejvy²²í
moºné zdroje na za£átku projektu. P°edm¥tem zm¥n se stávají jednotlivé funk£-
nosti aplikace. Poºadavky na funkcionalitu se p°izp·sobují v pr·b¥hu vývoje,
zatímco £as a zdroje z·stávají nem¥nné [5, s. 119].
Agilní metodiky jsou vyuºívány na projektech, kde se zadání £asto m¥ní nebo
není p°esn¥ specikováno. Práv¥ z d·vodu £astých zm¥n je nutné pr·b¥ºné a opa-
kované ov¥°ování správnosti zdrojového kódu. Automatizované testování by m¥lo
p°edcházet implementaci. Silný d·raz je kladen na psaní programového kódu,
který za£íná ihned po vymezení cílu projektu a tvorb¥ test·. Agilní p°ístupy
kladou d·raz na komunikaci mezi procesy (nap°. párové programování), proto
jsou chyby a problémy d°íve odhaleny. Nové funk£nosti jsou implementovány po-
m¥rn¥ v krátkých dodávkách, proto je iterativní a inkrementální zp·sob vývoje
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spojen s velmi krátkými iteracemi. Zákazník má moºnost monitorovat a upravo-
vat pr·b¥ºné kongurace. Obsahují podstatn¥ men²í objem dokument·, jejich
dokumentace není tak rozsáhlá jako u rigorózních metodik [5, s. 119].
Obrázek 3.6: Priority p°i tradi£ním a agilním vývoji softwaru
Koexistence tradi£ního a agilního °ízení
P°estoºe se oba p°ístupy zdají být v jasném kontrastu, tak mohou v jednom týmu
koexistovat. Není nutné k ob¥ma p°istupovat takto vyhran¥n¥. M·ºou koexistovat
a také se vzájemn¥ dopl¬ovat. Inteligentní agilní manaºer d¥lá nev¥dom¥ spoustu




Nástroje podporující týmový vývoj
P°i vývoji ve více lidech je kritickým faktorem úsp¥chu sdílení informací mezi v²emi
£leny týmu. Informacemi se myslí zdrojové kódy aplikace, evidence chyb, evidence
poºadavk·, monitorování stavu vývoje, rozd¥lení práce a tak dále. Výb¥rem správ-
ných nástroj· a jejich správným pouºíváním si velmi usnadníme práci.
4.1 Verzovací systém Git
P°i programování ve skupin¥ vznikají r·zné verze. Kaºdý napí²e n¥co, zm¥ní ur£itou
£ást, a pak je pot°eba v²e spojit dohromady. Jednotlivé verze je moºné si posílat
t°eba e-mailem. Ale jsou i vysp¥lej²í zp·soby, které nazýváme verzovací systémy.
Hlavní výhody plynoucí z pouºívání verzovacího systému.
• Uchování historie verzí.
• Týmová spolupráce.
• Moºnost soub¥ºné práce na jednom projektu (tzv. ve více v¥tvích).
• Redukce konikt· v kódu na minimum.
Verzovací systémy rozd¥lujeme na centralizované (Subversion) a decentralizované
(Mercurial, Git). U centralizovaných systém· máme kompletní historii zm¥n pouze
na serveru, zatímco na klientech je pouze poslední verze programu a rozpracované
soubory. Jsou zde jasn¥ rozd¥lené role na server a klienty. V p°ípad¥ decentralizo-
vaných (distribuovaných) systém· jsou v²echny uzly rovnocenné, na v²ech máme
kompletní historii a m·ºeme se vrátit k libovolné verzi, aniº bychom se museli do-
tazovat serveru. Role nejsou pevn¥ dané a m·ºou se dynamicky m¥nit.
Git je moºné pouºívat stejným zp·sobem jako centralizované verzovací systémy,
ale jeho síla vynikne, aº kdyº se pono°íme více do hloubky. Model·, jak správn¥ pra-
covat s Gitem existuje mnoho. Já mám dobré zku²enosti s modelem Git-Flow [9],
který nachází uplatn¥ní p°edev²ím p°i vývoji st°edn¥ velkých projekt·. K porozu-




Master v¥tev p°edstavuje hlavní historii projektu. Ov²em pokaºdé, kdyº se za£ne
pracovat na nové funkci (feature), se vytvo°í nová v¥tev. Nové funkce musí mít
popisné názvy. Zám¥rem je poskytnout jasný a srozumitelný ú£el kaºdé v¥tvi. Jed-
notlivé funkce by m¥ly být malé, nejlépe aby netrvaly déle neº jeden pracovní týden.
Kdyº je nová funkce hotova, musí být za°azena zp¥t do master v¥tve, aby k ní
m¥l p°ístup i zbytek týmu. P°ipojení feature v¥tve k master v¥tvi je nejlep²í provést
skrze tzv. Pull Request. P°ínos Feature Branch spo£ívá v tom, ºe v hlavní v¥tvi
máme jen funk£ní a otestovaný kód.
Technicky Git nerozli²uje mezi hlavní a vedlej²í v¥tví. Vývojá°i mohou na feature
v¥tvi vykonávat úpln¥ ty samé operace jako tomu je u hlavní v¥tve.
Obrázek 4.1: Feature Branch [9]
4.1.2 Pull Request
Pull Request je mechanismus pro autora feature v¥tve, jak oznámit ostatním £len·m
týmu, ºe je se svojí prací hotov. P°i vykonání pull requestu se v²ichni zainteresovaní
dozv¥dí, ºe je pot°eba podrobit tuto v¥tev drobnohledu a za£lenit ji do hlavní v¥tve.
Pull Request je ale více neº jen oznámení pro ostatní. Je to i vyhrazené fórum pro
diskuzi o dané v¥tvi. Pokud ostatní £lenové naleznout problematické £ásti, mohou
zde vzná²et dotazy, diskutovat a navrhovat zlep²ení. V²echny tyto aktivity jsou
zaznamenávány p°ímo v konkrétním pull requestu.
Obrázek 4.2: Pull Request [9]
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4.1.3 Git-Flow
Git-Flow je sada pravidel jak pracovat s Gitem. Nep°idává ºádný nový koncept, ani
neroz²i°uje jeho vlastnosti. Pouze stanovuje pevný a osv¥d£ený rámec pro práci na
v¥t²ích projektech. P°i°azuje kaºdé v¥tvi konkrétní roli a denuje jak, kdy a které
v¥tve by m¥ly mezi sebou interagovat. Krom¥ Feature Branch p°idává dal²í role pro
údrºbu, opravy a vydávání nových verzí vyvíjeného softwaru.
Git-Flow stále pouºívá centrální repozitá° jako komunika£ní uzel pro v²echny vý-
vojá°e. A stejn¥ jako u jiných postup·, vývojá°i pracují na lokální úrovni a p°idávají
nové v¥tve do centrálního repozitá°e. Hlavní rozdíl je, ºe kaºdá v¥tev má p°i°azenou
n¥jakou roli a podle toho se s danou v¥tví i pracuje.
Historical Branch
Tento postup pro uchování historie projektu pouºívá namísto jedné hlavní v¥tve rov-
nou dv¥ hlavní v¥tve. Master v¥tev uchovává historii software tak, jak je uvol¬ován
do produkce. Naopak develop v¥tev slouºí jako integra£ní v¥tev pro nové funkce. Pro
po°ádek je vhodné kaºdé p°idání do master v¥tve ozna£ovat £íslem aktuální verze
produktu.
Na za£átku vývoje vytvo°íme master v¥tev. Poté z master v¥tve provede klon
a máme develop v¥tev. A toto je poprvé a naposled, s výjimkou hotx v¥tví, co byl
tok dat z master v¥tve ven.
Feature Branch
Co je Feature Branch jiº víme. Jediný rozdíl je, jak s ní pracovat. Pravidlo je jed-
noduché. Feature v¥tev nikdy nekomunikuje s master v¥tví (ani release nebo hot-x
v¥tví). Vºdy jen s develop v¥tví. Kdyº vytvá°íme novou v¥tev, vºdy jako klon de-
velop v¥tve. Kdyº chceme p°idat novou funkci do systému, op¥t ji slu£ujeme jen
s develop v¥tví.
Release Branch
Jakmile se nám blíºí datum vydání nové verze softwaru, ud¥láme klon z develop
v¥tve a novou v¥tev pojmenujeme jako release s p°íslu²ným £íslem verze. Vytvo°ením
této v¥tve za£íná nový cyklus p°ed ociálním vydáním. Do realese v¥tve uº nesm¥jí
být p°idávány ºádné nové funkce. Pouze opravy, dopln¥ní dokumentace a podobné
úkony. Jakmile je v²e p°ipraveno, otestováno, release v¥tev se slou£í do master v¥tve
a je otagována. Poté je je²t¥ slou£ena zp¥t do develop v¥tv¥. V develop v¥tvi b¥hem
release cyklu normáln¥ pokra£uje vývoj nových vlastností.
Hot-Fix Branch
Hot-Fix v¥tve se pouºívají pro rychlou opravu vydaných verzí. Hotx v¥tve jsou
jediné, které by m¥ly být vytvá°eny jako klon p°ímo z master v¥tve. Jakmile oprava
je kompletní, hotx by m¥l být slou£en do obou hlavních v¥tví master a develop
(nebo aktuální release v¥tve).
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Obrázek 4.3: Git-Flow [9]
4.2 Správa chyb a poºadavk·
P°i vývoji se stále objevují nové poºadavky, nebo se nalézají nové chyby. K evidenci
t¥chto v¥cí stále mnoho lidí pouºívá Excel nebo e-mail. Ale tyto taktiky jsou ne-
efektivní, a nebo p°inejmen²ím náchylné k chybám. Dobré automatizované °e²ení pro
správu chyb a poºadavk· by m¥lo zjednodu²it proces získávání, °ízení a stanovení
problém·. Co by takový nástroj m¥l p°inejmen²ím sledovat.
• Co má být opraveno nebo vytvo°eno.
• Co to je za chybu a jaké jsou její okolnosti. Co to vlastn¥ nefunguje.
• Jak by to m¥lo fungovat správn¥.
• Kdo vydal poºadavek, kdo ho potvrdil, analyzoval, implementoval °e²ení a kdo
ov¥°il jeho funk£nost.
• Kdy byla chyba nahlá²ena, kdy byla opravena a kdy ov¥°ena.
• Co vedlo k rozhodnutí vybrat tohle °e²ení p°ed jiným.
• Jaké zm¥ny v kódu byly provedeny.
• Jak dlouho trvalo vy°e²it nahlá²ený problém.
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Na druhou stranu by systém pro správu chyb a poºadavk· nem¥l být zbyte£n¥
komplikovaný. Práce s takovým systémem by m¥la být p°íjemná a intuitivní. A´ si
vybereme Redmine, Pivotal Tracker nebo jakýkoliv jiný úsp¥²ný trekovací systém,
vºdy se bude drºet (p°ibliºn¥) pracovního postupu znázorn¥ného na obrázku 4.4.
Obrázek 4.4: Pracovní postup se systémem pro správu chyb a poºadavk·
4.3 Návrh GUI
Kaºdá dobrá aplikace musí být nejen dob°e naprogramována, a´ uº z hlediska efek-
tivity fungování, nebo vnit°ní architektury, ale musí být také jednodu²e pouºitelná.
Dobré uºivatelské rozhraní umoº¬uje uºivateli pracovat s aplikací ú£eln¥ a poho-
dln¥. Rozhraní, které navíc dodrºuje p°edepsaná pravidla, pomáhá uºivateli vytvá°et
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správné stereotypy práce se systémem. Správn¥ navrºené uºivatelské rozhraní je také
p°ínosem pro programátory, nebo´ dobré °e²ení problému bývá zárove¬ jednodu²²í
neº ²patné °e²ení. Nemusí se tak psát sloºité a rozsáhlé manuály, protoºe uºivatelé
mohou uplatnit dobré návyky z dosavadních aplikací.
P°i návrhu uºivatelského rozhraní je velmi d·leºité za£ít tzv. skicováním1 ob-
razovek namísto ostrého programování. Skici 2 se lépe konzultují se zadavatelem,
nebo´ zadavatel chápe, ºe se jedná pouze o hrubý náhled na obrazovky a nesnaºí
se jít tolik po detailech. Téº je vhodné vytvá°et skici £ernobílé, aby nedo²lo k zá-
m¥n¥ za nální vzhled. P°i prvním nást°elu obrazovek bezproblému posta£í tuºka
a papír. Pro dal²í a lep²í návrh je vhodné vyuºít specializovaný software. Vhodným
nástrojem je nap°íklad Balsamic Mockups [13].
Obrázek 4.5: Ukázka skici vytvo°ené v programu Balsamic Mockups
1Slovo skica je spojováno se snahou o vyjád°ení my²lenky £i první náhled. V malování to je
základ pro následný obrázek.
2V softwarové branºi se skici téº ozna£ují jako wireframy.
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Kapitola 5
Vývoj na Java platfom¥
Java pat°í mezi celosv¥tov¥ nejpopulárn¥j²í platformy pro vývoj desktopových, webo-
vých a mobilních aplikací. Je to tak díky jednoduchosti, výkonu a pruºnosti jazyka
Java na stran¥ jedné a díky spoust¥ knihoven, nástroj· a návrhových vzor· na stran¥
druhé, které zefektiv¬ují práci programátora.
Java platforma je ov¥°ená velkými rmami jako jsou Oracle, IBM, Google a mnoha
dal²ími. Jazyk Java byl navrºen tak, aby byl snadno pochopitelný, dalo se v n¥m
jednodu²e vyvíjet a programáto°i mohli brzy prezentovat výsledky své práce.
5.1 Buildovací nástroje
Buildovací nástroje jsou primárn¥ ur£eny ke kompilaci a sestavení projektu ze zdro-
jových kód· do výsledné podoby. A´ uº se jedná o webové stránky, desktopové
aplikace, £i knihovny. Buildovací nástroje se v pr·b¥hu let postupn¥ stávají sos-
tikovan¥j²ími a p°ibírají nové funkce, jako nap°íklad schopnost spravovat závislosti
projektu, nebo automatizaci vlastn¥ denovaných úkon· nad rámec základního se-
stavovacího procesu. Typický buildovací nástroj obsahuje dv¥ základní komponenty
- konguraci a interpreter. Moderní buildovací nástroj by m¥l být dobrý p°edev²ím
v následujících £innostech.
• Sestavit projekt ze zdrojových kód· do nální podoby.
• Um¥t spravovat r·zné proly (development, staging, production atd).
• Spravovat závislosti v projektu.
• Být na zvolené platform¥ nezávislý.
• Jednodu²e umoº¬uje automatizovat v²e, na co si vývojá° vzpomene.
P°i výb¥ru vhodného nástroje je pot°eba zváºit i dal²í d·leºité faktory. Nap°íklad
zda se jedná o open-source projekt, nebo jakým zp·sobem se pí²í vlastní skripty.
V rámci Java platformy dominují p°edev²ím tyto t°i - Ant, Maven a Gradle.
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5.1.1 Ant
Ant není nejstar²ím buildovacím nástrojem Java platformy, ale byl první, který byl
povaºován de-fakto jako standard. Jeho sláva za£ala okolo roku 2000. Z hlediska
kongurace je to t¥ºkopádný systém, který vyºaduje, abyste denovali v²echny jeho
akce explicitn¥. Vzhledem k absenci p°ednastavenému zp·sobu uºití, je Ant ten,
u kterého vám nastavení zabere nejvíce £asu.
Nevýhody Antu
• Chybí p°irozená správa závislostí (musí být pouºit s dal²ím systémem).
• Zdlouhavé po£áte£ní nastavení.
• Nedostatek výkonu.
5.1.2 Maven
Maven je mlad²í a zvolil zcela jiný p°ístup neº Ant. Snaºí se prosazovat konvence
p°ed kongurací, ov²em s dov¥tkem, ºe si m·ºete v²e upravit podle svého. Snaºí se
být snadno roz²i°itelný pomocí plug-in·. Jako kongura£ní jazyk bylo zvoleno XML.
Základem jsou t°i pluginy - Package, Clean a Test.
Výhody Mavenu
• Aktualn¥ má dominantní podíl mezi uºivateli (je jednoduché získat pomoc od
zku²en¥j²ích).
• Automatizovaná správa závislostí pomocí online repositá°·.
• Obrovské mnoºství plug-in·.
Nevýhody Mavenu
• Pro v¥t²í úkoly pom¥rn¥ pomalý.
• Ob£as je docela t¥ºké prolomit konvence.
5.1.3 Gradle
Gradle je jedním z nejnov¥j²ích. Jeho první verze byla uvoln¥na na konci února
2011. Na rozdíl od Antu a Mavenu, které m¥ly konguraci zaloºenou na XML, je
zde pouºit DLS a to Groovy1. Gradle, s pomocí Groovy, m·ºe snadno vyuºívat
v²echny existující Maven plug-iny, nebo jakékoliv t°ídy jazyka Java, coº z n¥j £iní
jeden z nejvíce výkonných buildovacích nástroj·.
1Groovy je objektov¥ orientovaný programovací jazyk pro platformu Java. Jde o alternativu




• Postaven na Groovy, coº mu prop·j£uje úplnou kontrolu.
• Jednoduché vytvá°ení vlastních úkon·.
• Minimalistická kongurace.
Nevýhody Gradle
• Zatím není tak roz²í°en mezi komunitou.
• Pro sloºit¥j²í denování vlastních úkol· je nutné se nau£it základy jazyka Gro-
ovy.
5.2 Objektov¥ rela£ní mapování
V sou£asnosti je drtivá v¥t²ina aplikací vyvíjena v objektov¥ orientovaném stylu, ale
data t¥chto aplikací jsou ukládána do rela£ních databází. To m·ºe p°iná²et problémy
a je vhodné navrhnout takové mapování, aby jeden záznam tabulky byl reprezen-
tován jako perzistentní (trvale uloºený) objekt p°íslu²né t°ídy. Tento proces m·ºe
zabrat 50 aº 70 procent £asu vývoje aplikace.
Objektov¥ rela£ní mapování (ORM) je programovací technika, která tento pro-
blém °e²í. Na Java platform¥ je ORM popsáno pomocí rozhraní Java Persistence API
a je sou£ástí standardní knihovny. Implementací existuje celá °ada nap°. referen£ní
implementace: EclipseLink, nebo velmi populární Hibernate.
Výhody ORM
• Výsledný kód je p°ehledn¥j²í a tedy mén¥ náchylný k chybám.
• Moºnost pouºívat srozumiteln¥j²í dotazy.
• Vysoká úrove¬ nezávislosti na pouºité databázi a centralizované denování
vztah· mezi objekty.
Nevýhody ORM
• Dal²í vrstva abstrakce v aplikaci, tj. dal²í nároky na hardware.
• Pro zpracování velkého mnoºství dat budou vºdy vít¥zit uloºené procedury.
Nejroz²í°en¥j²í implementací standardu JPA v sou£astné dob¥ je Hibernate [12].
Hibernate poskytuje je²t¥ dal²í nástroje. Nap°íklad objektov¥ orientovaný jazyk
(HQL), který na základ¥ objektové notace dokáºe uloºená data z databáze získá-
vat v podob¥ objekt·, nebo generátor mapovacích t°íd. Ukázka jedné mapovací
t°ídy pomocí anotací je v p°íloze A.1. Mapování databázových tabulek je moºné téº
popsat v XML, ale anotace jsou obecn¥ povaºované za modern¥j²í a p°ehledn¥j²í.
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5.2.1 Návrhový vzor DAO
Návrhový vzor Data Access Object (DAO) [4] nás abstrahuje od implementa£ních
detail· persistentního °e²ení. My²lenka vzoru tkví v tom, ºe se mezi mapovací t°ídy
a persistentní mechanismus vloºí dal²í vrstva. Tedy mapovací t°ídy jiº nekomuni-
kují p°ímo s persistentním °e²ením (nap°íklad databází). Komunikují p°es tuto nov¥
vloºenou vrstvu.
P°ínos této vrstvy je, ºe pokud pot°ebujete zm¥nit základní persistentní mecha-
nismus, posta£í provést zm¥ny jenom v jedné vrstv¥ a nikoli na v²ech místech, kde se
pracuje s daty. DAO vrstva si obvykle vysta£í s men²ím souborem t°íd, neº je po£et
doménových t°íd, ale není to ºádné pravidlo. V²echny na²e DAO t°ídy jsou odvo-
zeny z následujícího rozhraní AbstractDAO, kde T je generický parametr. V tomto
kontextu to bude doménová t°ída.









Spring Framework [22] (dále pouze Spring) je modulární Java/JEE aplika£ní rámec,
jenº také bývá n¥kdy ozna£ován jako odleh£ený kontejner. Spring Framework je
základní sou£ástí Spring IO platformy [23].
Spring je vyuºíván, stejn¥ jako Enterprise JavaBeans [24], zejména pro tvorbu
webových aplikací, ale lze jej pouºít v podstat¥ pro jakýkoliv typ aplikace v£etn¥
klasických desktopových aplikací.
Klí£ovou vlastností Springu je umoºnit £istým a pohodlným zp·sobem vzájemn¥
odd¥lit (z hlediska vzájemné závislosti) nejen jednotlivé vrstvy, ale dokonce i jed-
notlivé objekty, coº je výraznou výhodou nap°íklad pro jednotkové testování.
Drtivá v¥t²ina existujících framework· se zam¥°uje na podporu jen ur£ité vrstvy
aplikace. Nap°íklad Wicket, který usnad¬uje vývoj webové prezenta£ní vrstvy apli-
kací, nebo objektov¥-rela£n¥ mapovací nástroj Hibernate, orientující se na per-




Desktopové aplikace jsou jedním z hlavních typ· softwaru. Java GUI knihovna by
m¥la být standardizována a být sou£ástí platformy. Nicmén¥ r·zné opera£ní sys-
témy mají r·zné styly a r·zné sady komponent. Jsou tam n¥které prvky, které exis-
tují na v²ech platformách a mají podobný vzhled i ovládání. Tyto spole£né prvky,
jako jsou tla£ítka, textová pole, za²krtávací polí£ka atd. jsou nazývány standardní
komponenty. Ov²em r·zné GUI toolkity poskytují r·zné sady komponent. Stejné
komponenty z r·zných sad m·ºou mít jiný vzhled i ovládání. P°i posuzování GUI
toolkitu se obvykle hledí na dv¥ m¥°ítka. Prvním m¥°ítkem jsou typy nabízených
komponent a druhým m¥°ítkem jsou funkce daných komponent.
Abstract Window Toolkit
Abstract Window Toolkit (AWT) má pouze spole£ný soubor komponent, které exis-
tují na v²ech platformách. Nap°íklad nenajdete pokro£ilé komponenty, jako stromy
atd., protoºe tyto komponenty nejsou podporovány v²emi platformami. To samé
platí pro funkce komponent. AWT podporuje pouze ty funkce, které jsou k dispozici
na v²ech platformách. Díky chabé podpo°e komponent a funkcí si AWT k sob¥ ni-
kdy nep°itáhlo velkou pozornost. Nyní je AWT ozna£ené jako zastaralé (deprecated).
Ov²em stále bude sou£ástí Javy kv·li zp¥tné kompatibilit¥.
Swing
Swing vychází z AWT, ale je bohat²í na komponenty a funkce. Vyuºívá stejné udá-
losti a je postaven na podobných komponentách. P°i vývoji Swingu byl ov²em ob¥to-
ván výkon. V²echny komponenty jsou emulovány. Takºe aplikace napsané ve Swingu
budou vypadat stejn¥ nap°í£ opera£ními systémy.
Standard Widget Toolkit
Standard Widget Toolkit (SWT) je základní gracká knihovna pro Javu, která nemá
ºádnou závislost na standardním grackém API Javy. SWT je sice napsáno v Jav¥,
ale nesmí pouºívat ochranou známku Java, protoºe v sob¥ obsahuje nativní kód
z jednotlivých opera£ních systém·, na které je portováno.
SWT má podobný p°ístup jako AWT. Komponenty jsou svázány s nativními
sluºbami p°íslu²ného OS. Pouze v p°ípad¥, kdy p°íslu²ný OS danou sluºbu nepod-
poruje, tak ji SWT emuluje. Z°ídka uºívané vlastnosti jsou vynechané.
JavaFX
JavaFX je bohatá klientská platforma pro vytvá°ení cross-device aplikací, tj. apli-
kací b¥ºících na r·zných za°ízeních. První verze vy²la v roce 2008 a nebyla p°ijata
s velkým nad²ením. D·vodem byl problematický JavaFX Script. S p°íchodem Ja-
vaFX 2.0 se toto m¥ní. JavaFX 2.0 je implementována jako standardní knihovna
a s p°íchodem JDK 7u15 se stala sou£ástí standardního balíku.
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5.4.1 Java Web Start
Java Web Start je rámec, který umoº¬uje instalaci, spou²t¥ní i aktualizaci javových
aplikací doslova jedním kliknutím v internetovém prohlíºe£i. Programy spou²t¥né
p°es Web Start v²ak neb¥ºí v prost°edí prohlíºe£e (jako nap°íklad applety), ale jsou
zcela samostatné, p°esn¥ tak, jak je má v sob¥ zaºité b¥ºný uºivatel. Av²ak v jednom
se od t¥ch lokálních li²í. Protoºe jsou spou²t¥né ze sít¥ (nej£ast¥ji z internetu), musí
podléhat zvlá²tním bezpe£nostním restrikcím. B¥ºí pouze v tzv. pískovi²ti (sand-
box), na kterém mají pevn¥ dané hranice. Tyto hranice lze libovoln¥ nastavovat,
takºe pokud je prohlá²ena za d·v¥ryhodnou, m·ºe bez v¥t²ích problém· p°istupovat
na disk hostitelského po£íta£e apod.
Web Start ale p°iná²í i dal²í podstatné vylep²ení, které webová aplikace nem·ºe
nabídnout. Tím je spou²t¥ní bez nutnosti p°ipojení k síti. Pokud uº máme program
jednou staºený, m·ºeme se rozhodnout, jestli jej chceme spustit ze sít¥ (bude ov¥-
°eno, zda máme nejaktuáln¥j²í verzi a pokud ne, bude staºena a nainstalována) nebo
z lokální instalace.
Aby mohl být vzdálený program identikován a nainstalován, disponuje Web
Start speciálním protokolem JNLP (Java Network Launching Protocol). Jádrem
protokolu je soubor JNLP, coº je XML dokument uloºený na serveru. Obsahuje
informaci o spou²t¥cích t°ídách programu, jeho autorovi apod. Zájemce o spu²t¥ní
jednodu²e zadá ve webovém prohlíºe£i adresu tohoto souboru a správn¥ nastavený
prohlíºe£ jej spustí ve speciálním programu (javaws), který se postará o zbytek.
Kone£n¥, pokud se vývojá° rozhodne svou aplikaci distribuovat prost°ednictvím
technologie Java Web Start, musí mít stále na pam¥ti, ºe v²echna data (program
samotný, obrázky, zvuk) musí být umíst¥na v JAR archívech a tyto archívy musejí




Testování je d·leºitou fází ºivotního cyklu vývoje softwaru. Je to série proces·,
která zaji²´uje, aby software d¥lal to, pro co byl navrºen, a aby ned¥lal nic, co d¥lat
nemá. Testování má za úkol nacházet chyby v softwaru a umoºnit jejich opravení
pokud moºno d°íve, neº bude hotový produkt uvoln¥n do produkce, kde by svými
chybami mohl zp·sobit nemalé problémy. O softwarové chyb¥ hovo°íme tehdy, pokud
je spln¥na jedna nebo více z následujících podmínek [2].
• Software ned¥lá n¥co, co by podle specikace produktu d¥lat m¥l.
• Software d¥lá n¥co, co by podle údaj· specikace produktu d¥lat nem¥l.
• Software d¥lá n¥co, o £em se produktová specikace nezmi¬uje.
• Software ned¥lá n¥co, o £em se produktová specikace nezmi¬uje, ale m¥la
by se zmi¬ovat.
• Software je obtíºn¥ srozumitelný, t¥ºko se s ním pracuje, je pomalý, nebo,
podle názoru testera softwaru, jej koncový uºivatel nebude povaºovat za
správný.
6.1 Pro£ automatizované testy
Cílem automatizovaných test· je rychlej²í vývoj s vysokou kvalitou. Ov²em nic není
zadarmo. Aby automatizované testy byly opravdu p°ínosem, musí celý tým táhnout
za jeden provaz a být p°esv¥d£en o jejich p°ínosu. T°i d·vody, pro£ se automatizací
test· zabývat.
• Na konci kaºdého vývojového cyklu spustíme testy a u²et°íme spoustu £asu
zji²´ováním, zda jsme n¥co nerozbili.
• Pomáhají psát kód a celkov¥ lépe specikovat chování systému.
• Jednou napsaný test sdílíme s celým týmem a kaºdý £len týmu si ho m·ºe
jednodu²e spustit.
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6.2 Úrovn¥ automatizovaných test·
Z°ejm¥ neexistuje p°esná specikace, jak by se úrovn¥ automatizovaných test· m¥ly
nazývat. Nicmén¥ nap°í£ vývojá°i se dohodneme na minimáln¥ následujících t°ech
úrovních.
Jednotkové testy
Je jich hodn¥, jsou malé a rychlé. P°edm¥tem jednotkových test· je separovat a otes-
tovat chování jedné t°ídy. Neobsahují ºádné integra£ní body jako jsou nap°íklad
komunikace s databází, volání externích API atd. Jednotkové testy se rychle pí²í
a lehce udrºují.
Integra£ní testy
Mají zajistit, ºe integra£ní body uvnit° systému fungují. Integra£ní testy jsou obecn¥
pom¥rn¥ snadné na implementaci, ale jejich údrºba m·ºe být £asov¥ náro£ná. Jsou
d·leºité pro zaji²t¥ní, ºe jednotlivé komponenty uvnit° budovaného systému budou
spolu i nadále interagovat dle o£ekávání.
Akcepta£ní testy
Akcepta£ní testy jsou nejvy²²í úrovní automatizovaných test·. Vý²e je pouze manu-
ální testování. V¥t²inou se jedná o testy s uºivatelským rozhraním. Akcepta£ní testy
jsou velmi k°ehké a nechají se snadno rozbít nekontrolovanými zásahy nap°íklad do
onoho uºivatelského rozhraní. asov¥ se jedná o velmi drahou záleºitost. Ov²em jsou
vysoce efektivní p°i zaji²´ování, zda systém funguje jako celek z pohledu koncového
uºivatele.
6.3 Testovací strategie
Jedno z mnoha doporu£ení je namíchat si testovací sm¥s, kde budou majoritní jed-
notkové testy, mén¥ integra£ních test· a je²t¥ mén¥ akcepta£ních test·. Doporu-
£ovaný pom¥r mezi jednotlivými úrovn¥mi je procentuáln¥ vyjád°en na obrázku
testovací pyramidy 6.1.
Integra£ní testy jsou pomalé a obtíºn¥ se udrºují (v porovnání s jednotkovými
testy), takºe je lep²í jich mít mén¥ a zam¥°it se výslovn¥ na pokrytí problematic-
kých integra£ních bod·. Není efektivní testovat logiku systému s integra£ními testy,
protoºe jsou pomalé a stejn¥ nebudeme v¥d¥t, jestli selhal kód nebo integra£ní bod.
Akcepta£ní testy jsou nejnáro£n¥j²í na programování, provoz i údrºbu. To je také
d·vod, pro£ je d·leºité, aby se minimalizoval jejich po£et. M¥li bychom se snaºit,
pokud to je moºné, takový akcepta£ní test rozbít na men²í £ásti a testovat na niº²ích
úrovních. Akcepta£ní testy poskytují výborný p°ehled o tom, jak systém pracuje
jako celek. Obecn¥ platí, ºe jsou nejlep²í pro testování scéná°·. Takový scéná° m·ºe
být nap°íklad, ºe se student p°ihlásí na portál, zapí²e si dva nové p°edm¥ty, jeden
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p°edm¥t si odepí²e a pak odhlásí. Takových scéná°· by m¥lo být ale jen pár a m¥ly
by v sob¥ zahrnovat více na sebe navazujících £inností. innosti, které o£ekáváme od
budoucího uºivatele. Naopak nemá smysl udrºovat jednoduché scéná°e. Jednoduché
scéná°e je lep²í rozbít na men²í £ásti a otestovat na niº²í úrovni.
Automatizované testy pí²eme proto, aby jsme mohli rychleji vyvíjet. O kladném
p°ínosu jednotkových a integra£ních test· nem·ºe být v dne²ní dob¥ spor. U ak-
cepta£ních test· to chce pe£liv¥ uváºit. Vºdu tu bude k dispozici manuální testovaní
a pokud otestovat jistý scéná° manuáln¥ trvá t°i minuty a z automatizování by za-
bralo týden, pak je volba jasná. P°esto je nanejvý² ºádoucí se snaºit, aby manuální
testování bylo omezeno na minimum.
Obrázek 6.1: Testovací pyramida
6.4 Testování na Java platform¥
Mezi uºivateli jazyka Java se obzvlá²´ velké oblib¥ t¥²í testovací framework JUnit [21]
s p°ímou podporou v hlavních IDE.
JUnit se v sou£asnosti p°eváºn¥ vyskytuje ve dvou verzích - ve verzi 3 a ve
verzi 4. Hlavní rozdíl mezi t¥mito verzemi je ve vyuºití anotací jazyka Java. Anotace
se pouºívají k p°idávání metainformací k element·m jazyka Java a sou£ástí syntaxe
jsou od verze Java 1.5, proto jsou pouºity aº ve £tvrté verzi.
6.4.1 Mockito
P°i testování °e²íme £asto otázku kongurace a v·bec zaji²t¥ní prost°edí pro b¥h
test·. N¥kdy se nám samotné nastavení prost°edí m·ºe zdát náro£né a testy od-
loºíme, coº je samoz°ejm¥ ²patn¥. Tento problém se dá lehce obejít pomocí tzv.
mockování objekt· (vytvá°ení zástupných/nepravých objekt·).
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Mock je dynamicky vytvo°ený objekt s rozhraním dané t°ídy. Mockování je de-
nice chování mocku p°i interakci s okolním sv¥tem. Nap°íklad volám na mocku
metodu X a o£ekávám, ºe se vrátí hodnota 1. Mocky nám také zaru£ují izolovanost
testu v·£i ostatnímu kódu.
Mockito je mockovací framework, který vymyslel Szczepana Faber z d·vodu ne-
spokojenosti s ostatními mockovacími frameworky. Tento framework je relativn¥
mladý a snaºí si vzít to nejlep²í ze svých p°edch·dc· EasyMock a JMock. Autor
Mockita m¥l pro jeho zavedení následující d·vody [20].
• A´ je to jednoduché  není d·vod vymý²let n¥jaký sloºitý a sostikovaný
jazyk pro volání metod v Jav¥, proto jiº existuje jazyk, jmenuje se Java.
• ím mén¥ specického jazyka, tím lépe. Interakce a´ je jenom volání metod.
Volání metod je jednoduché, u£it se nový jazyk je sloºité.
• Nepouºívat °et¥zce pro metody. Strávil jsem více £asu £tením zdrojového
kódu neº psaním nového. Proto chci, aby zdrojový kód byl £itelný.
• Nepouºívat anonymní t°ídy  p°iná²í více sloºených závorek, více odsazení,
více kódu atd. Uº jsem zmínil, ºe jsem strávil více £asu £tením neº psaním?
• Jednoduchý refaktor  zm¥na jména metody, by nem¥la rozbít test.
Abychom knihovnu mohli pouºít, musíme ji p°ilinkovat do projektu. V²e je °e-
²eno jedním statickým importem. Mocky se vytvá°í pouze jediným zp·sobem, a to
voláním metody mock. Dále se nastaví, jaké hodnoty budou vráceny pro p°íslu²né





public void test() {




6.4.2 Testování DAO vrstvy
Testování DAO vrstvy se neobejde bez databáze, nad kterou se bude tato vrstva
testovat. V projektu PortService je pouºita instance PostgreSQL - kopie produk£ní
instance o£i²t¥ná o ve²kerá data s výjimkou £íselník·1. Lep²í alternativou se zdají
být tzv. In-Memory databáze (IMDB)2. Konkrétn¥ pro Javu je moºné doporu£it
1V databázových schématech p°edstavují £íselníky zp·sob, jak zaznamenat seznam vyjmenova-
ných p°ípustných hodnot.
2In-Memory databáze pouºívá jako primární úloºi²t¥ dat opera£ní pam¥´ po£íta£e.
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databázi HSQLDB [17]. Argumenty pro uºití In-Memory databází p°i automatizo-
vaném testování perzisten£ní vrstvy.
• Vykonávané operace jsou rychlej²í.
• V¥t²í míru nezávislosti, které testy pot°ebují ke svému b¥hu.
• Jednodu²²í opakovatelnost test·, resp. opakovatelnost o£ekávaného výsledku.
Testy nad cílovou databází jsou citliv¥j²í na zm¥ny a chyby v testovacích da-
tech, pokud uº data p°ed testem obsahují.
Následuje ukázka vybraného testu, kde se testuje uloºení a následné smazání °ádku
v tabulce Address. Celá akce se odehrává ve Spring kontejneru, který se mimo jiné
postará nap°íklad o rollback stavu databáze, pokud test neusp¥je. Nutno pozna-










public void test() {
int size = addressDAO.findAll().size();
// test whether the address will be created





assertEquals(size + 1, addressDAO.findAll().size());





6.4.3 Testování uºivatelského rozhraní
Pro správné otestování GUI musíme £asto psát kód, který simuluje £innost uºivatele.
Neº za£neme psát testy, pot°ebujeme znát strukturu a o£ekávané chování uºivatel-
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ského rozhraní. Pot°ebujeme v¥d¥t, z jakých komponent se GUI skládá, jaké jsou
jejich unikátní identikátory, aby bylo moºné se na n¥ v testech odkazovat.
GUI se skládají z objekt·, které mají mnoºství r·zných vlastností, jejichº na-
stavení je také t°eba p°i testování ov¥°it. Objekty mohou být v závislosti na dal²ím
kontextu programu aktivní £i neaktivní, mohou mít r·zný vzhled (velikost písma,
umíst¥ní na obrazovce, rozm¥ry, barva, (ne)viditelnost i obsah (text, £íselné a lo-
gické hodnoty £i výb¥r ze seznamu hodnot). N¥které vstupní formulá°e také mohou
v rámci ovlada£e události validovat zadaný vstup.
Knihovna FEST [18] umoº¬uje snadné vytvá°ení test· pro aplikace postavené na
Java Swing. Zkratka FEST pochází z anglického Fixtures for Easy Software Testing,
coº m·ºe být voln¥ p°eloºeno jako vybavení pro snadné testování softwaru. Oproti
ostatním framework·m, které byly vytvo°eny pro testování GUI, má FEST n¥kolik
vlastností, kterými se vyzna£uje. API je napsané v Jav¥ a poskytuje tzv. Fluent
Iterface3.
V p°íloze je ukázka jednoho GUI testu, který ov¥°uje zda formulá° správn¥ vali-
duje své vstupy A.2.
3Termín ozna£ující druh návrhu API, který umoº¬uje psát lehce £itelný kód tak, ºe v²echny




PortService je informa£ní systém zaji²´ující elektronické zpracování transakcí mezi
klientem a p°ístavem Bremerhaven.
7.1 Poºadavky na systém
7.1.1 Funk£ní poºadavky
Funk£ní poºadavky jsou výroky, co by systém m¥l obsahovat a jak by se m¥l chovat
v ur£itých situacích.
• V²ichni uºivatelé aplikace se musejí p°ihlásit pomocí uºivatelského jména a hesla.
• N¥kte°í uºivatelé mohou mít administrátorské oprávn¥ní.
• V²ichni uºivatelé mohou vytvá°et/upravovat/ru²it zásilky.
• Uºivatelé s administrátorským oprávn¥ním mohou spravovat zbylé uºivatele
a mají p°ístup ke konguraci IS.
• Aplikace musí být schopná komunikovat s p°ístavem Bremerhaven.
• Nové zásilky se budou vytvá°et bu¤ jako zcela nové, nebo jako klon jiº existující
zásilky.
• Jiº odeslaná zásilka musí jít stornovat.
• Zm¥ny v odeslaných zásilkách se budou provád¥t jako storno jiº odeslané zá-
silky a následné odeslaní nov¥ vytvo°ené zásilky.
• Rozpracovaná zásilka musí jít uloºit (bez odeslání).
• Ke kaºdé zásilce se musí uchovávat kompletní historie zpráv od systému BHT.
• Zprávy od systému BHT musejí být p°ijímány asynchronn¥ na pozadí.
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• Pro n¥které typy zpráv (závaºné chyby v zásilce atd.) jsou vyºadované noti-
kace na ur£ené e-mailové adresy.
• Aktualizace jízdního °ádu lodí musí probíhat kaºdý den.
7.1.2 Nefunk£ní poºadavky
Nefunk£ní poºadavky jsou vlastnosti, jenº jsou systémem nabízeny. Nap°íklad po-
ºadavky na výkonnost, standardy kvality, nebo designové omezení.
• Uºivatelské rozhraní musí být jednoduché a p°ehledné. Preferován je styl MS
Oce (Ribbon).
• Je poºadována desktopová (úplná) a webová (odleh£ená) verze uºivatelského
rozhraní.
• Desktopové rozhraní musí být implementováno jako Java Web Start.
• Webové rozhraní ve stylu bohatých internetových aplikací (dynamické tabulky,
stromy atd).
• Aplikace musí být schopná nep°etrºitého provozu v °ádu dní.
7.2 Analýza
7.2.1 Diagramy p°ípad· uºití
Z funk£ních poºadavk· aplikace vyplývají základní funkce aplikace a nutnost rozli-
²ení. Diagramy p°ípad· uºití (Use-Case) zobrazuje chování systému tak, jak ho vidí
uºivatel. Ú£elem diagramu je popsat funkcionalitu systému, tedy co od n¥j klient
nebo my o£ekáváme. Diagram vypovídá o tom, co má systém um¥t, ale ne°íká jak
to bude d¥lat. Sou£ástí diagramu jsou také tzv. akté°i.
• User/Admin - uºivatel pracující s IS mající uºivatelské nebo administrátorské
opravn¥ní.
• BHT - systém p°ístavu Bremerhaven.
• Port Service - databáze IS.
• SIS - systém pro °ízení lodních cest v Brémách.
Export zásilky do systému BHT
Na obrázku 7.1 je diagram p°ípad· uºití zobrazující tok událostí vztahujících se
k manipulaci se zásilkami. Diagram zahrnuje celý proces od vytvo°ení zásilky aº po
její odeslání do BHT.
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Obrázek 7.1: Diagram p°ípad· uºití týkajících se exportu zásilky do BHT
Zpracování zpráv od systému BHT
Na obrázku 7.2 je diagram p°ípad· uºití týkajících se zpracování zpráv od BHT.
Obrázek 7.2: Diagram p°ípad· uºití týkajících se zpracování zpráv od BHT
Uºivatelé jako administráto°i
Na obrázku 7.3 je diagram p°ípad· uºití zobrazující roz²í°ené moºnosti uºivatel·,
kte°í mají administrátorské oprávn¥ní.
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Obrázek 7.3: Diagram p°ípad· uºití týkajících se uºivatel· jako administrátor·
7.2.2 Sledovaná data
• Kongura£ní parametry aplikace.
• Logy aplikace.
• Seznam rejda°· p·sobících v Bremerhavenu.
• Seznam zákazník· spole£nosti.
• Záznamy o kontejnerech (p°epravních prost°edcích) p°epravovaných v rámci
zásilky (vý²ka, váha, ISO typ, vlastník atd).
• Údaje o zp·sobu dopravy zboºí do p°ístavu nakládky.
• P°epravované zboºí (typ, váha, po£et kus·, balení atd).
• Záznamy o nebezpe£ném zboºí (ho°lavost, expolosivita atd).
• Celní údaje o zásilkách.
• Pouºité plavby ze systému SIS.
• Historii zásilky jak putovala k zákazníkovi.
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7.2.3 Export zásilek do systému BHT
V této sekci jsou popsány základní p°edpoklady a pravidla pro elektronický export
údaj· o zásilkách mezi systémem PS a systémem BHT. Popis exportu v této práci je
zjednodu²en, jen aby bylo jasné co se zhruba v aplikaci odehrává, a aby bylo moºné
vysv¥tlit architekturu aplikace. Plné zn¥ní dokumentace lze nalézt mezi pouºitými
zdroji [14].
Data se mezi systémy PS a BHT p°ená²ejí prost°ednictvím textových soubor·
s vyuºitím protokolu FTP. Server BHT vy£kává na p°íchozí spojení klienta, který
zadává poºadovanou akci (poté, co se tento uºivatel úsp¥²n¥ k serveru p°ihlásil).
Klient vkládá své datové soubory se zprávou (Auftrag) do domovské sloºky na
serveru BHT, který tuto sloºku v pravidelných intervalech kontroluje. Nov¥ nale-
zené soubory jsou p°eneseny do systému BHT a tam zpracovány. Po p°ijetí souboru
a jeho zpracování je do domovské sloºky vloºen soubor obsahující potvrzení o p°ijetí
(Rückmeldung). Soubory s potvrzeními by m¥ly být klientem po svém zpracování
ze serveru BHT vymazány.
Pro obsah p°enosového (FT) souboru musí být pouºito ASCII kódování (ve²kerou
diakritiku je tedy t°eba z text· odstranit - to se týká zejména vlastních jmen).
Implicitní hodnota textových poloºek je mezera, £íselných pak 0 (u reálných £ísel
se nepouºívá desetinný odd¥lova£). ísla se dopl¬ují na p°edepsanou délku nulami
zleva, °et¥zce mezerami zprava.
7.2.4 Vytvo°ení exportního souboru pro systém BHT
P°enos za£íná hlavi£kovým segmentem FTKO a je ukon£en uzavíracím segmentem
FTEN. FTKO otevírá datový p°enos, FTEN jej uzavírá. Kaºdý p°enos (FT soubor)
obsahuje jednu £i více zpráv reprezentovaných segmenty NAKO, NAEN. Kaºdá
zpráva obsahuje alespo¬ t°i datové segmenty.
Segmenty p°edstavují sestavu datových atribut·. Kaºdý segment sestává z datové
skupiny segment-kopf obsahující atributy segment-id, segment-versions-nr a dal²ích
skupin a atribut·. Je-li datová skupina ozna£ena jako povinná (M), pak musí být
ve zpráv¥ uveden alespo¬ jeden atribut z této skupiny. Zpráva za£íná hlavi£kovým
segmentem NAKO, který identikuje typ zprávy. Po hlavi£ce následuje jeden £i více
segment·, které vlastní zprávu popisují. Zpráva je ukon£ena uzavíracím segmentem
NAEN. Strukturu zprávy popisuje obrázek 7.4. Písmeno M zna£í, ºe segment je
povinný a ve zpráv¥ se musí vyskytovat. Písmeno K pak ozna£uje segmenty, které
nemusí být ve zpráv¥ p°ítomny. íslo ur£uje, kolikrát se segment m·ºe ve zpráv¥
opakovat. Segmenty nachrichten-kopf (NAKO) a nachrichten-ende (NAEN) v pod-
stat¥ jen obalují vlastní p°íkaz. Jeden °ádek zprávy odpovídá jednomu segmentu.
První £ty°i písmena kaºdého °ádku identikují segment.
7.2.5 Zpracování potvrzení ze systému BHT
Potvrzovací zpráva (Rückmeldung) generována systémem BHT je odpov¥¤ na p°í-
kazy klientem BHT k zaloºení, zm¥n¥ £i stornování zásilky. V potvrzovací zpráv¥
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Obrázek 7.4: Struktura zprávy Auftrag
systém BHT potvrzuje klientovi úsp¥²né p°ijetí p°enesených dat. Krom¥ p°id¥lení
identikátoru jsou zasílány téº název lodi, kód p°ístavu, kód terminálu £i nap°. sd¥-
lení o tom, ºe maklé°ská kopie nebyla vytvo°ena, chybové zprávy apod.
Potvrzovací soubor je vygenerován systémem BHT a umíst¥n do klientské sloºky
na serveru BHT. Tento soubor je t°eba stáhnout na lokální disk a zpracovat. Struk-
turu potvrzovacího souboru zachycuje obrázek 7.5.
Obrázek 7.5: Struktura zprávy Rückmeldung
7.3 Realizace
V¥t²í systémy rozd¥lujeme do samostatných modul· s jasn¥ denovanými necyklic-
kými závislostmi, coº nám umoº¬uje rozd¥lit vývoj jednotlivých £ástí mezi více lidí
s jasn¥ vymezenou zodpov¥dností a hovo°íme o tzv. modulární architektu°e.
Tímto pravidlem se °ídí také IS PortService, který je rozd¥len do modul· dle
obrázku 7.6. Jednotlivé muduly jsou p°edstaveny v navazujících sekcích.
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Obrázek 7.6: Rozd¥lení systému PortService do modul·
7.3.1 Jádro systému
Modul Core obsahuje p°edev²ím vrstvu pro perzistenci dat. Perzisten£ní vrstva je
v architektu°e vícevrstvých aplikací zodpov¥dná za poskytování dat vy²²ím vrstvám
a zaji²t¥ní jejich perzistence v databázi. Podrobn¥ji o problematice viz kapitola
o objektov¥-rela£ním mapování 5.2. Modul Core obsahuje je²t¥ dal²í funkcionalitu
nezbytnou nap°í£ celým systémem.
Porovnání dvou zásilek, zdali se shodují
Ke kaºdé t°íd¥ modelu existuje porovnávací t°ída, která implementuje rozhraní
IEquality. Porovnávací t°ídy nám °eknou, jestli jsou dva objekty shodné z hlediska
logiky aplikace, nikoliv z pohledu uloºení v pam¥ti po£íta£e. Porovnávající t°ídy
jsou v sob¥ vno°ené ve stejném po°adí jako t°ídy modelu a v aplikaci sta£í pouze
volat porovnání pro t°ídu Shipment. D·vodem k takovémuto £len¥ní je p°ehledn¥j²í
testování.
public interface IEquality<T> {
/**
* @return true if the given objects are considered equivalent.
*/
boolean areEqual(T a, T b);
}
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Validace, je-li zásilka správn¥ vypln¥na
Valida£ní t°ídy kontrolují dodrºování nastavených podmínek a implementují roz-
hraní IValidator. Valida£ní t°ídy nevracejí pouhou informaci true/false, ale objekt
ValidationResult, který je moºné roz²í°it a obohatit o informace dle pot°eby.
public interface IValidator<T> {
void validate(T t, ValidationResult result) throws ValidationException;
}
A dále
• adící algoritmy dané pot°ebami systému. Nap°. zboºí musí být p°i exportu
odesíláno ve stejném po°adí, v jakém jsou se°azeny v rámci kontejneru atd.
• Ov¥°ování uºivatele.
• Posílání e-mail·.
7.3.2 Implementace komunika£ního protokolu systému BHT
Modul DataTransfer je zodpov¥dný za sestavení zprávy pro systém BHT (request)
a za £tení zpráv od systému BHT (response). P°i sestavování jsou vstupem data
z PS databáze a výstupem je textový soubor. Naopak p°i £tení zprávy od BHT je
vstupem textový soubor a výstupem jsou uloºená data v PS databázi. Tento modul
není zodpov¥dný za samotný p°enos textových soubor·. V modulu se vyskytují dva
typy segment· a oba typy segment· mají svoji request a response £ást.
Datové segmenty
Datové segmenty obsahují konkrétní informace o zásilce jako nap°. kolik váºí kontej-
ner, nebo zda byla zásilka odeslána. Jeden takový segment obsahuje vºdy jednu kon-
krétní informaci. Datové segmenty o sob¥ navzájem nev¥dí. Nemají informaci o svém
po°adí, ani který segment následuje. Tohle obstarávají hlavi£kové segmenty. Kaºdý
datový segment roz²i°uje t°ídu AbstractRequestDataSegment nebo AbstractRespon-
seDataSegment viz obrázek 7.7.
Hlavi£kové segmenty
Hlavi£kové segmenty jsou nositelé datových segment·. Dle typu hlavi£kového seg-
mentu rozli²ujeme jaké informace nám p°edává, neboli jaké datové segmenty v sob¥
zahrnuje. Kaºdý hlavi£kový segment roz²i°uje t°ídu AbstractRequestMessageSeg-
ment nebo AbstractResponseMessageSegment viz obrázek 7.8.
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Obrázek 7.7: Datové segmenty
Obrázek 7.8: Hlavi£kové segmenty
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7.3.3 Stahování potvrzení od systému BHT
Modul FTPService je implementován jako sluºba (daemon) b¥ºící na pozadí opera£-
ního systému Microsoft Windows, která v pravidelných intervalech stahuje potvrzení
z FTP serveru spole£nosti BHT. Jak jsou potvrzení dále zpracována, to jiº °e²í modul
DataTransfer.
Opera£ní systém Microsoft Windows nemá nástroj, kterým by bylo moºné spus-
tit Java aplikaci jako sluºbu. Nicmén¥ existují zp·soby, jak tento nedostatek vy°e²it.
Systém PS vyuºívá balí£ek aplikací Apache Commons Daemon, který re²í registraci
sluºby v opera£ním systému. Je to balí£ek multiplatformní. Podporuje platformy
Windows a UNIX. Sou£ástí balí£ku Apache Commons Daemon je aplikace Procrun1,
která umí zavést JAR soubor (java aplikaci) do pam¥ti a spustit v ní poºadovanou
metodu s poºadovanými parametry. Jak se nástroj Apache Commons Daemon pou-
ºívá je názorn¥ popsáno na webových stránkách Apache Commons Daemon [15].
7.3.4 Desktopové rozhraní
Pro desktopové rozhraní byl vybrán framework Swing, nebo´ to je léty prov¥°ený
framework.
7.3.5 Webové rozhraní
Webové rozhraní je vytvo°eno ve stylu bohatých internetových aplikací a je posta-
veno na frameworku Vaadin [25]. Vaadin je Java knihovna, která je navrºena pro
jednoduché vytvá°ení a správu webového uºivatelského rozhraní. Vaadin poskytuje
architekturu, p°i kterém m·ºete zapomenout na klasické vytvá°ení internetových
stránek. Pomocí Vaadinu programujete web ve stejném stylu jako desktopové apli-
kace a velmi se podobá práv¥ frameworku Swing.
Webové rozhraní slouºí jen a pouze pro prohlíºení stavu a historie zásilek. Jedno-
du²e kopíruje funkcionalitu úvodní obrazovky. I vzhledov¥ si drºí stejný styl a roz-
míst¥ní komponent. Výjimku tvo°í menu, kde nalezneme pouze tla£ítko na odhlá²ení
uºivatele.




Diplomová práce p°ibliºuje principy p°i týmovém vývoji softwaru na platform¥ Java.
Sou£ástí práce je referen£ní projekt, na kterém byly ov¥°ovány nabyté teoretické
znalosti. Referen£ní projekt je informa£ní systém zaji²´ující elektronické zpracování
transakcí mezi klientem a p°ístavem Bremerhaven. Informa£ní systém byl vyvíjen
jako komer£ní produkt pro spole£nost Port Service s.r.o. Produkt je jiº nasazen
u zákazníka.
Pokud má být projekt úsp¥²n¥ doveden k cíli, jsou zásadní p°edev²ím dva faktory.
Oba tyto faktory jsou d·leºit¥j²í neº samotná volba platformy pro vývoj.
Za prvé si vybrat vhodnou metodiku práce pro daný projekt. V práci jsou po-
psané tradi£ní a agilní p°ístupy k °ízení projekt·, v£etn¥ jejich vzájemného porov-
nání. Platí p°itom, ºe ºádný z moºných p°ístup· není univerzální a samospásný.
Pokud ale charakter p°ipravovaného projektu dovolí, je vhodné up°ednostnit agilní
metodiky.
Za druhé zvolit distribuovaný verzovací systém a dob°e ovládnout jeho pracovní
postupy. V práci jsou popsány stav a moºnosti sou£asných verzovacích systém·.
Velký prostor je v¥nován p°edev²ím distribuovanému verzovacímu systému Git a pra-
covnímu postupu nazývaném Git-Flow. V po£átku projektu byl zvolen centralizo-
vaný verzovací systém SVN. Jak projekt postupn¥ rostl, nar·stal i po£et konikt·
v kódu. Poté jsme p°e²li na populárn¥j²í Git. Konikt· se nikdy nezbavíte. Ov²em
dají se systematicky minimalizovat, a poté se u²et°ený £as m¥°í v hodinách.
Vytvo°ení této práce m¥ obohatilo, zejména ve smyslu sbírání zku²eností v ob-
lasti platformy Java, návrhu systému a kooperaci s ostaními £leny týmu. Studování
technik p°edcházení problém·m je totiº bezp°edm¥tné, pokud se £lov¥k s daným
problémem alespo¬ rámcovit¥ nesetkal. To se d¥lo v praktické £ásti velmi £asto,
takºe o hledání zp·sob·, jak °e²it problémy, nebyla nouze.
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public class Shipment implements java.io.Serializable {
private int id;
private Customer customer;
private Set<Declaration> declarations = new HashSet<Declaration>(0);
public Shipment() {}
@Id
@Column(name = "id", unique = true, nullable = false)
@GeneratedValue(strategy = GenerationType.SEQUENCE,
generator = "shipment_id_seq")
public int getId() {
return this.id;
}





A.2 Automatizovaný test formulá°e ContainerForm
@RunWith(GUITestRunner.class)












public void testChangedValues() {




form = new ContainerForm();
form.init(container);
























DiplomovaPrace diplomová práce ve formátu PDF
latex/ text diplomové práce ve formátu LATEX
java/ zdrojové kódy systému PortService
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