As information technologies and the Internet have rapidly evolved, businesses have begun to use them to improve communication efficiency within and outside the organization. However, applications of information technologies are accompanied by information delivery, personal data protection, and information security problems. There are potential risks inherent in any application of information technologies. Moreover, with the improvement of networking and computing capabilities, the impact of attacks from hackers and malicious software has also increased. A breach or leakage of important corporate data may not only damage the firm's image but also sabotage the firm's operation, resulting in financial losses. In this study, the content of information security news reports was analyzed in an attempt to clarify the association between information security news and corporate stock prices. Methods including decision trees, support vector machines (SVMs), and random forests were used to explore the associations of news related variables with abnormal returns. Results indicate that the news source and the presence of negative words in the news have an impact on abnormal returns.
Introduction
In recent years, with the increasing prevalence of the Internet and cloud infrastructure, more and more businesses have begun to utilize information systems to improve the efficiency of their internal and external operations. As a result, many problems surrounding information technology management have arisen. When a company's operational data can be quickly diffused within the organization and even across organizations, ensuring the integrity, confidentiality, and accessibility of the data is an issue that the company should seriously deal with while reaping the benefit of high efficiency [1] .
In addition, as network transmission capacity and computer performance have continuously improved, hackers are able to steal important corporate secrets or consumers' personal information within a short time. Attacks from hackers and malicious software, and the resulting damage, are steadily growing, making assurance of information security more important than ever. In several information security events, such as the recent data leak suffered by Cathay Pacific Airways, where 9.4 million passengers were affected, all the affected companies suffered serious damage to their corporate image, a decline of their customers' confidence in the firm's website and system, and a tremendous financial loss.
An information security vulnerability can cause losses in a wide range of aspects. In addition to a reduction in revenue, the company may suffer intangible losses that are even greater. Take the event where customers' credit card data are stolen due to inadequate security protection as an example. The
Literature Review
In business administration research, event study is one of the most extensively used methods. This section discusses the relationship between event study and information security breaches and the literature on analysis methods.
Event Study
In business administration research, event study is one of the most extensively used methods. The purpose of an event study is to assess whether a firm's stock price fluctuates following a major event. So far, this method has been widely applied in research of the effects of news events, including corporate merger, executive officer turnover, and update and maintenance of an information system. Results of these studies show how news coverage or announcement of a major event affects a firm's stock price. There are also a number of studies addressing the association between information security and stock prices.
A study of related events can offer an insight into whether a firm's market price is related to a specific event. Hence, the event study method is frequently applied in empirical research of information technology, financial, accounting, and management issues [2] [3] [4] [5] [6] . In addition, the case study method is also applied in research of big data [7] , information applications [8, 9] , and business intelligence systems [10] . Table 1 provides a list of studies probing into factors affecting stock prices. Table 1 . Prior studies on factors affecting stock prices.
Author(s) Factor(s) Affecting Stock Prices Major Finding

Carow et al., 2004 Expanding business through a merger or acquisition
When a merger or acquisition is initiated, the firms involved will experience positive abnormal returns.
Arya & Zhang, 2009
Institutional reforms driven by new regulations and corporate social responsibility requirements Institutional reforms aimed at fulfilling CSR (Corporate Social Responsibility) are viewed positively by investors.
Konchitchki & O'Leary, 2011
Corporate investment in knowledge management systems Investment in knowledge management systems can create a 1.25% positive abnormal return and bring positive benefits to the future operation of the company. Although applications of the case study method may slightly vary depending on the research area, the procedure is basically the same. First, it is necessary to determine the categories of the news events to be collected, such as corporate merger and information security events. Later, through queries of news databases, the event day of each event can be confirmed, and whether there are other factors having an interaction effect on the event that should be examined. If there is any factor causing a confounding effect, the news event should be excluded. The next step is to define the estimation period and the event window, estimate the abnormal returns, and test the proposed hypotheses using statistical methods. Finally, the testing results are analyzed and discussed.
Studies of Information Security Breaches
Prior studies of information security events based on an event study approach have addressed issues including information security strategies [15, 16] , investment in information security [17, 18] , and the association between top management involvement and information security management [19] . Want et al. mention in their study that news media is an important source of information, and includes newspapers and blogs [6] . When news about a firm's information security vulnerability is reported, the news is very likely to cause short-term and abnormal variations in the amount and the price of stocks that are traded on the market. Gordon et al. mention that with the development of technologies and e-commerce, information security has become particularly important, and businesses have become more willing to allocate more funding to protection of information security and disclosure of related information to the public [20] . Sufficient disclosure of information system security information increases users' understanding of the system and intention to use the system. In addition, when litigation arises from the system's vulnerability, due to sufficient disclosure of related information to users, the litigation cost for the company can be lower. Gordon et al. collect 10-K, 10-KSB, and 20-F annual reports submitted by firms to the U.S. Securities and Exchange Commission (SEC) during the period 2000-2004 [20] . In their analysis of these reports, they adopt the information security-related keywords as listed in Table 2 .
In today's society, information security is an imperative issue for businesses across all industries. The decision tree method is a machine learning approach that can be used for data classification and prediction. Users first train a decision tree based on one or multiple training datasets and use it to analyze or identify the relationships between attributes in the dataset to be processed. It is an important classification technique among data mining techniques. Kositanurit et al. use the decision tree method to develop a theoretical model for examining ERP systems and end-user performance. They suggest that the decision tree method is good for connecting theory and research of information systems. Their findings indicate that system administrators can control specific properties of an ERP system to enhance end-user performance [21] .
Wang et al. present an application of text mining and a decision tree in data classification. They use text mining to extract news on information security to explore the relationship between information security risk and stock prices [6] . Text mining has been proven effective in extracting nontrivial patterns and trends in data [22] . Text mining has also been applied in areas such as classification of news events, detection of management fraud, and improvement of customer support based on basic financial data [23, 24] .
The goal of a decision tree analysis is to analyze and predict the variables in the dataset to generate a tree structure. In this tree structure, each node represents a test of an attribute, each branch represents the outcome of the test, and each end node shows the final outcome of the classification. Therefore, the main crux of a decision tree lies in deciding on the appropriate attributes to be the nodes for the most effective classification of data.
Common types of decision trees include CHAID (Chi-square Automatic Interaction Detector), CART (Classification and regression tree), ID3, C4.5 and C5.0. In this study, the C5.0 algorithm will be adopted. In terms of accuracy and efficiency, C5.0 is superior to the other algorithms.
Support Vector Machine (SVM)
A support vector machine (SVM) is a machine learning-based classification algorithm developed by Vapnik et al. based on statistical learning theories [25] .
So far, SVM has been applied in research of issues pertaining to business administration and information systems. For example, Pal et al. use stagewise regression and SVM to analyze the business health of about 200 U.S. firms, including firms of both low and high ratings [26] . Niklis et al. apply SVM to create a credit risk rating model combining the option-based approach and the accounting-based approach [27] .
Al-Yaseen et al. state that due to the increasing connectivity between computers, intrusion detection has become a key to network security. They design a model to deal with the real intrusion detection problems in data analysis and classify network data into normal and abnormal behaviors. This model uses SVM and an extreme learning machine to enhance the efficiency of detecting known and unknown attacks. In addition, they also propose a modified K-means algorithm to build high-quality training datasets, which can help improve the performance of classifiers [28] .
Khalifi et al. apply SVM in an information retrieval system. When the data type is text, the complex nature of the database will make information retrieval more difficult. In the present, semantic relationships or machine learning techniques can be employed to assist with the selection of results to return. The authors propose a formal model and a new search algorithm. This algorithm can find associations between information items and then use them to structure search results. It incorporates a natural language processing stage and a machine learning model to select relevant results [29] .
Based on a powerful mathematical foundation and statistical theories, SVM works as a collaboration between statistics and machine learning. It can handle both linear and nonlinear data. The basic concept of SVM is to classify a dataset consisting of two classes of data by finding an optimal hyperplane that maximizes the distance from the hyperplane to the closest vector in either data group [30] (see Figure 1 ). Because SVM delivers high performance in classification, it will also be adopted in this paper to classify and analyze the importance of variables of news articles.
Al-Yaseen et al. state that due to the increasing connectivity between computers, intrusion detection has become a key to network security. They design a model to deal with the real intrusion detection problems in data analysis and classify network data into normal and abnormal behaviors. This model uses SVM and an extreme learning machine to enhance the efficiency of detecting known and unknown attacks. In addition, they also propose a modified K-means algorithm to build highquality training datasets, which can help improve the performance of classifiers [28] .
Based on a powerful mathematical foundation and statistical theories, SVM works as a collaboration between statistics and machine learning. It can handle both linear and nonlinear data. The basic concept of SVM is to classify a dataset consisting of two classes of data by finding an optimal hyperplane that maximizes the distance from the hyperplane to the closest vector in either data group [30] (see Figure 1 ). Because SVM delivers high performance in classification, it will also be adopted in this paper to classify and analyze the importance of variables of news articles. The basic concept of a random forest is to combine multiple decision trees trained over randomly distributed training data to improve the classification outcome. Its major advantages include that it supports multiple types of data and creates a highly accurate classifier. In addition, it can also estimate missing data and allow missing data or the loss of a portion of data without compromising the classification accuracy. It was proposed by Breiman [31] .
Studies applying the random forest technique are numerous. For example, Xie et al. apply a random forest combined with sampling techniques and cost-sensitive learning to customer churn prediction, which is an important issue for the banking sector. The banking sector seeks to satisfy customer needs and retain customers [32] . In Whitrow et al., researchers apply a random forest to credit card fraud detection. They draw on two datasets, each consisting of about 47,000 observations, of which 70% are used for training and 30% for testing. Their results indicate that the random forest is superior to other classification algorithms [33] .
Kouzani presents an application of the random forests approach to facial recognition. They use a set of 2414 images represented by 3584 or 3342 variables (gray values of pixels of resized images) and evenly distributed across 38 classes, and find that a random forest consisting of 500 trees and using 100 variables to split a node delivers a better recognition performance than other algorithms [34] .
Gupta et al. utilize random forests to predict stock returns. Using U.K. stock data from March 1977 to March 2016, they analyze inequality measures and conditional distribution of stock returns to explore factors causing inequality of income and wealth. Their findings can be a reference for other countries when addressing issues about economic development [35] .
As can be seen from the above studies, the random forest is an accurate and efficient algorithm. Therefore, it is also included as one of the analytic algorithms in this study.
This study analyzes incident research methods and information security news events, and integrates the features of news content to explore whether it affects abnormal returns.
Research Methods
This section introduces the research process and the process of data collection and extraction, the method of calculating abnormal returns, and analysis of the correlation between news content and abnormal returns.
Research Procedure
This study begins with collection of news articles about information security events, then analyzes the news articles, and finally performs an event study analysis to identify the correlations. The research procedure is as illustrated in Figures 2 and 3 [36] .
Data Collection and Selection
Most prior studies of security-related events use data mainly from a period between 1998 and 2012. However, due to the rapid advancement of information technologies, the attack types and security issues are much different in the present day, and so are market reactions to security events. Hence, this study collected news on information security events that occurred during the period 2009-2015 for an event study [36] .
The news reports on information security events were collected from the Factiva database using the keywords adopted in prior studies [6, 37] as well as the keywords mentioned in ISO 27001 standards for information security management systems. Table 3 provides a list of all the keywords used in this study [36] .
Figure 2.
Steps for analyzing information security events.
Figure 3.
Steps for content analyzing information security events. The selection of event samples followed five basic principles, as follows:
1.
The firm involved in the event must belong to the S&P 500 index. 2.
The event was reported in major newspapers in the U.S.
3.
The firm has share trading records for 180 consecutive days before the event day.
4.
Avoidance of the confounding effect, that is, the effect caused by another event that affects the estimation result, such as a corporate merger, release of financial statement, and turnover of high-ranking officers. Events affected by a confounding effect must be dropped to avoid confusion.
5.
Event day is defined as the day on which the first article about the event is published.
The Calculation of Abnormal Returns
For an event study, there are numerous models for estimating the impact of events on share prices, among which the market model is most widely used. The market model was first applied to estimate the normal returns of firms and investigate how firms might be affected by general market factors. To apply this model, data within the estimation window are processed using the ordinary least squares (OLS) method to build a regression model for each stock [38] . The equation is as follows:
where R it is the rate of return on the stock price of firm i at event day t; t = t 1 , . . . , t 2 ; i = 1, 2, . . . , n; α i and β i are parameters, ε it is an error term, and R mt denotes the market return in period t.
After the rate of return is estimated, event day i can be used to estimate the abnormal return with the following equation:
where AR iE represents the abnormal return of company i in event period E; a i and b i are parameters; R mE denotes the market return at time period t; R iE denotes the actual return of company i over the estimation period.
In the related literature, if the estimation model is built with daily return data, the estimation period is usually set between 100 and 300 days [5, 6, 39] . This study takes 180, a value approximately in the middle of this range, to be the length of the estimation period.
Next, with the abnormal returns obtained using the above-mentioned equations, the average abnormal return (AR E ) [39] is calculated as follows:
where N denotes the number of firms.
Big
Further, the available statistics are used to derive the cumulative abnormal return (CAR) from T 1 to T 2 . The equation is as follows:
Analysis of the Correlation between News Content and Abnormal Returns
The 162 news articles about information security were further analyzed to extract the features of each article, such as news source, presence of negative words in the headline, and number of negative words in the article. Based on the extracted features, this study applies decision tree, SVM, and random forest methods to explore the key factors affecting information security events and abnormal returns, as well as the importance of each variable. The negative words used in the analysis are adapted from Loughran and McDonald Sentiment Word Lists. The features used in the analysis are listed in Table 4 . Table 4 . The features of news articles used in this study.
News Source Headline Length (Words) Total Word Count
Number of keywords in the article Presence of negative words in the headline
Number of negative words in the article
Negative words/total words Presence of any keyword in the headline
Research Results
Most prior studies of security-related events use data mainly from a period between 1998 and 2012. However, due to the rapid advancement of information technologies, the attack types and security issues are much different in the present day, and so are market reactions to security events. Hence, this study collected news on information security events that occurred during 2009-2015 for an event study. This study first calculated and tested the abnormal returns of firms reported in the 162 news articles. The average abnormal return on T+1 is negative, indicating the reporting of information security events causes negative abnormal returns. The decision tree analysis shows that the news source and presence of negative words are critically important factors that affect abnormal returns. In further SVM and random forest analyses, the number of negative words, presence of negative words in the headline, and total word count, are also important variables that influence the effect of a news event on abnormal returns.
Data Analysis
Event Sample Selection and Classification
In the selection of events, the aforementioned keywords about information security were used to search for news articles published in major newspapers in the U.S. on Factiva. These news sources are listed in Table 5 [36]. Table 6 provides the statistics of the collected news articles. A total of 3846 news articles were found to contain one or several of these keywords. Excluding 761 repetitive articles, the preliminary sample consisted of 3085 news articles [36] . Afterwards, each news article was evaluated to determine if it belongs to an information security event. As the subjects reported in the news are S&P firms, it is necessary to check the presence of any confounding event in each reported event. The screening procedure is as follows:
1.
Search on Factiva for announcements of any major news about the company within a certain period of time before and after the event day. Events such as corporate merger, release of financial statements or turnover of high-ranking executives may cause an effect on a company's share prices. The event should be dropped if any confounding event is detected.
2.
Use Google Search to make sure again that the company has no other incident around the event day.
Analysis Results
Calculating Abnormal Returns
This study first calculated and tested the abnormal returns of firms reported in the 162 news articles. With the event window set as [−10,10] and the estimation period set as 180 days, the results as shown in Table 7 [36] . As shown in this table, the average abnormal return on T+1 is −0.00214, indicating the reporting of information security events causes negative abnormal returns. The values for T+6, T+8, and T+9 are also slightly significant. Because several days have passed after the event day, and the stock price has become much stable on the second day after the event, the abnormal returns on these days might have been affected by other news events or a potential confounding event. Hence, the statistics for these days should not be considered. 
Analyzing News Content and Abnormal Returns
Before applying algorithms to analyze the news sample, the news sources are coded first. The code table for news sources is presented in Table 8 . By applying the decision tree C5.0 algorithm, the classification result for Node 0 is shown in Table 9 . In this node, 84 news events mentioned abnormal returns, and 78 did not. The importance of each variable is as shown in Figure 4 . Among these variables, the number of keywords in the article is the most important, followed by presence of negative words in the headline and the number of negative words in the article. It can be inferred that presence of negative words in information security news articles is related to abnormal returns of firms. At Node 4, six news sources including N02 (The Orange County Register), N05 (Houston Chronicle), N07 (Newsday), N11 (Chicago Tribune), N12 (Washington Post), N13 (New York Daily News) were found to have no significant association with abnormal returns. The decision tree classification results for N02, N05, N07, N11, N12, and N13 are presented in Table 10 . At Node 4, six news sources including N02 (The Orange County Register), N05 (Houston Chronicle), N07 (Newsday), N11 (Chicago Tribune), N12 (Washington Post), N13 (New York Daily News) were found to have no significant association with abnormal returns. The decision tree classification results for N02, N05, N07, N11, N12, and N13 are presented in Table 10 .
Regarding the classification results at nodes from Node 5 to Node 11, news source N03 (The Wall Street Journal) has 58 news articles, constituting a relatively large proportion compared to other news sources. At Node 6, word count <=1139 has an effect on abnormal returns. At Node 11, word count>1139 is not associated with abnormal returns. Below Node 6 (<=1139) are two branches, namely Node 7 and Node 8. At Node 7, the number of negative words <=14 may lead to abnormal returns. At Node 8, the number of negative words >14 is not associated with abnormal returns. The classification results are detailed in Figures 6 and 7 . Figure 7 shows the classification results at Node 9 and Node 10 that are split from the upper-level node.
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From Node 13 to Node 15, news source N06 (The New York Times) has 38 news articles at Node 13. At Node 14, headline length (words) <=6 leads to abnormal returns. At Node 15, headline length (words) >6 is not as associated with abnormal returns. The results are as shown in Figure 8 . From Node 16 to Node 18, news source N08 (New York Post) has four articles. The results at Node 17 and Node 18 indicate that total word count <=496 is related to abnormal returns. The details are provided in Figure 9 . For news source N04 (San Jose Mercury News), the result at Node 12 is as shown in Table 11 , which indicates no variable has a significant effect on abnormal returns. From Node 13 to Node 15, news source N06 (The New York Times) has 38 news articles at Node 13. At Node 14, headline length (words) <=6 leads to abnormal returns. At Node 15, headline length (words) >6 is not as associated with abnormal returns. The results are as shown in Figure 8 .
From Node 16 to Node 18, news source N08 (New York Post) has four articles. The results at Node 17 and Node 18 indicate that total word count <=496 is related to abnormal returns. The details are provided in Figure 9 .
Nodes 19-21 present the classification results for N09 (Los Angeles Times) which makes up 18 news articles. At Node 17, the number of negative words <=29 may cause abnormal returns. At Node 18, the number of negative words >29 is not associated with abnormal returns. The details are provided in Figure 10 .
Nodes 22-26 show the classification results for N10 (The Washington Post) which has 14 news articles in the sample. The result at Node 23 shows that presence of negative words in the headline (=Yes) is not associated with abnormal returns. This suggests that headlines that contain negative words may not cause significant abnormal returns. Below Node 23 are two branches, namely Node 24 and Node 25, that further test the effect of headline length. At Node 24, headline length (words) <=17 is not associated with abnormal returns. At Node 25, headline length (words) >17 may cause abnormal returns. The details are provided in Figure 11 . From Node 16 to Node 18, news source N08 (New York Post) has four articles. The results at Node 17 and Node 18 indicate that total word count <=496 is related to abnormal returns. The details are provided in Figure 9 . Nodes 19-21 present the classification results for N09 (Los Angeles Times) which makes up 18 news articles. At Node 17, the number of negative words <=29 may cause abnormal returns. At Node 18, the number of negative words >29 is not associated with abnormal returns. The details are provided in Figure 10 . Through the analysis of the nodes to understand the different news sources, the affected factors will also be different; for example, USA Today's main impact factor is total word count. The SVM analysis evaluates the importance of each variable as shown in Figure 12 . This figure shows that the news source plays an important role in determining the effect of an information security event on abnormal returns. In other words, some media sources are more influential on the public than others. The presence of negative words in the headline is another variable with a notable influence. Headlines that contain negative words cause negative sentiments for readers, which in turn lead to abnormal returns. The other variables exert similar degrees of influence on abnormal returns.
(3) Random Forest Analysis of Features of News Content
The random forest decision-making rules are listed in Table 12 . Figure 13 shows the importance of each predictor obtained from a random forest analysis. As can be seen in this figure, total word count, headline length, news source, number of negative words in the article, and negative words/total words are the five variables that exert a greater influence on abnormal returns. Total word count and headline length have always been pivotal to a reader's decision to read a news article. In addition, mainstream news media are the major sources of news for most people. Through the analysis of the nodes to understand the different news sources, the affected factors will also be different; for example, USA Today's main impact factor is total word count. The SVM analysis evaluates the importance of each variable as shown in Figure 12 . This figure shows that the news source plays an important role in determining the effect of an information security event on abnormal returns. In other words, some media sources are more influential on the public than others. The presence of negative words in the headline is another variable with a notable influence. Headlines that contain negative words cause negative sentiments for readers, which in turn lead to abnormal returns. The other variables exert similar degrees of influence on abnormal returns. The random forest decision-making rules are listed in Table 12 . (Number of negative words in the article <= 38.0) and (Negative words/total word count <= 3.633) and (Headline length (words) <= 9.0) and (Presence of negative words in the headline ={No}) and (Headline length (words) > 6.0)
<0%
1.000 1.000 1.000
(Headline length (words) <= 6.0) and (Number of negative words in the article <= 38.0) and (Number of negative words in the article > 11.0) and (News source = {N04,N06}) and (News source = {N01,N04,N06,N08,N09,N10}) <0% 1.000 1.000 1.000
(Number of negative words in the article > 38.0) and (Number of negative words in the article > 11.0) and (News source = {N04,N06}) and (News source = {N01,N04,N06,N08,N09,N10}) >=0% (Headline length (words) <= 6.0) and (Number of negative words in the article <= 38.0) and (Number of negative words in the article > 11.0) and (News source = {N04,N06}) and (News source = {N01,N04,N06,N08,N09,N10}) <0%
(Number of negative words in the article > 38.0) and (Number of negative words in the article > 11.0) and (News source = {N04,N06}) and (News source = {N01,N04,N06,N08,N09,N10}) >=0%
1.000 1.000 1.000 Figure 13 . Random forest analysis of the effect of each variable on abnormal returns. Figure 13 shows the importance of each predictor obtained from a random forest analysis. As can be seen in this figure, total word count, headline length, news source, number of negative words in the article, and negative words/total words are the five variables that exert a greater influence on abnormal returns. Total word count and headline length have always been pivotal to a reader's decision to read a news article. In addition, mainstream news media are the major sources of news for most people. When reading a news article containing more negative words in the article, readers definitely have more concerns about the operation of the reported firm. The other factors have similar effects on abnormal returns.
Conclusions
In this study, the information security events published in major newspapers in the U.S. between Jan 1, 2009 and Dec 31, 2015 are analyzed. The conclusions are summarized as follows: 
In this study, the information security events published in major newspapers in the U.S. between 1 January 2009 and 31 December 2015 are analyzed. The conclusions are summarized as follows:
(1) The empirical evidence indicates that news coverage of corporate information security events diffuses negative messages among investors, which would in turn cause fluctuation in the firm's share prices and generation of negative returns.
(2) The decision tree analysis shows that the news source and negative words are critically important factors that affect abnormal returns. (3) In further SVM and random forest analyses, other factors are examined, including the number of negative words, presence of negative words in the headline, and total word count. These are found to also be important variables that influence the effect of a news event on abnormal returns.
Through the analyses and statistical testing of the event study method, information security news has significant influence on firms and may lead to negative returns.
The results can contribute to higher corporate awareness of the importance of information security tasks, from regular education training of employees to strengthening of corporate information systems. According to the findings, firms are advised to find and develop preventive methods and solutions to achieve better and more comprehensive protection of information security. Firms, especially those in industries characterized by relatively higher market sensitivity, need to ensure information security so as to avoid losses resulting from a security breach.
Finally, despite efforts to collect a more representative sample, news about information security can be diffused not only via news media but also via other channels, such as social media. However, a more appropriate model for collecting and analyzing samples from multiple media is still absent. Whether investors are influenced by news from social media to make a different investment decision cannot be predicted. The effect of this news diffusion channel must be considered and analyzed in future research.
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