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1. Justificación  
 
1.1 Pertinencia  
 
A nivel regional, se atienden una cantidad numerosa de pacientes que 
padecen patologías con alta incidencia y prevalencia en nuestra comunidad 
(Epilepsia, Enfermedad de Parkinson y los tumores cerebrales); en el caso de 
la Enfermedad de Parkinson (enfermedad de estudio), se tiene una incidencia 
de 450.000 personas con una prevalencia que alcanza 7 a 9 personas por 
cada mil habitantes [1].  
 
La enfermedad de Parkinson (EP), también denominada parkinsonismo 
idiopático o parálisis agitante [2], es un trastorno neurodegenerativo crónico 
que conduce con el tiempo a una incapacidad progresiva, producida a 
consecuencia de la destrucción, por causa que todavía se desconocen, de 
las neuronas pigmentadas de la sustancia negra [3]. Frecuentemente es 
clasificada como un trastorno del movimiento, la EP también desencadena 
alteraciones en la función cognitiva, en la expresión de las emociones y en la 
función autónoma [4]. 
 
Dadas las estadísticas y el impacto social causado por la EP, múltiples 
soluciones se han planteado con el pasar del tiempo; iniciándose en la 
práctica de técnicas de cirugías ablativas, como extirpación de áreas 
corticales y lesiones corticoespinales. Por ejemplo, en los años 40 se 
promovió la lesión de los ganglios basales, pero los resultados de dichas 
técnicas quirúrgicas para EP fueron variables, desde la mejoría intensa hasta 
la falta de beneficio motor; los abordajes bilaterales no fueron satisfactorios 
ya que existía un alto riesgo de disartria, déficit sensitivo y motor, disfagia, 
alteraciones del lenguaje, aparición de movimientos anormales y hemorragia 
[3, 4]. 
 
Debido a los riesgos que presentaban las técnicas quirúrgicas, se introduce la 
Levodopa, que ciertamente podía controlar el temblor y la rigidez además de 
mejorar la acinesia, conocida como la incapacidad para iniciar un movimiento 
cuando este movimiento es preciso. Sin embargo, tras 5 años de experiencia 
con Levodopa, severos problemas aparecieron. No todos los pacientes eran 
capaces de tolerar la medicación por la aparición de efectos indeseables 
tales como psicosis, alteraciones gastrointestinales, disquinesias 
relacionadas con la Levodopa y fluctuaciones motoras [4]. 
 
Pese a las diferentes intervenciones neurofisiológicas y tratamientos 
farmacológicos realizados, aún no se obtenían resultados plausibles, es así, 
como se introduce la estimulación cerebral profunda (DBS, de sus siglas en 
inglés: Deep Brain Stimulation), la cual es actualmente la técnica más usada 
para restablecer el equilibrio de las diferentes estructuras cerebrales 
profundas, incluso preferida entre la ablación de tejido cerebral por radio 
frecuencia o por temperatura. Con la aparición de esta técnica quirúrgica se 
hace notoria la necesidad de identificar con la mayor precisión posible, la 
región cerebral donde se originan los desórdenes, determinando de paso 
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hasta qué grado la cirugía puede afectar las funciones vitales, tales como las 
funciones sensores/motoras y las habilidades lingüísticas. Sin embargo, esta 
tarea resulta compleja debido al número elevado de zonas objetivo que se 
pueden seleccionar y que están ubicadas una tras otra en los ganglios 
basales [1]; problemática que hoy en día es la mayor limitante en el 
tratamiento de dicha enfermedad. 
 
El análisis de las señales provenientes de microelectrodos de registro (MER) 
fue planteada como la posible solución a la tarea compleja anteriormente 
nombrada. Fruto de la necesidad, se empezaron a realizar estudio que 
permitieron conocer, que estas señales podían ser descritas 
matemáticamente a partir del principio de superposición de tres procesos 
diferentes; la actividad neuronal, la actividad neuronal de fondo y el ruido 
presente en el registro electrónico ó artefactos [5]. 
 
las nuevas técnicas, como consecuencia de los estudios realizados a las 
señales MER, centraban su problema de investigación en mejorar los índices 
de identificación de las zonas cerebrales por medio del análisis de las 
espigas, sin embargo, aún es viable aportar al estado del arte, de tal forma 
que sea posible conseguir mejores porcentajes de identificación, esto es 
debido a que en el proceso de reconocimiento de la actividad propia de los 
patrones neuronales, las señales deben ser preprocesadas, caracterizadas y 
clasificadas. Generalmente en la etapa de preproceso se reduce el ruido del 
registro asumiendo que este no aporta información y que el acierto en la 
identificación hipotéticamente mejora. Pero al hacer esto, no se tiene en 
cuenta que la señal de fondo contiene parte de la actividad neuronal que es 
información entregada por las neuronas circundantes al microelectrodo de 
registro [6].  
 
La perdida de información producto del filtrado realizado en el 
preprocesamiento de las MER atiende una problemática de investigación e 
innovación, de modo que puedan desarrollarse herramientas metodológicas 
más confiable que incluyan la actividad de fondo en el análisis de dichas 
señales, permitiendo mejorar los porcentajes de identificación de zonas 
cerebrales, y aún más gratificante fomentando algunos impactos médicos y 
sociales con dicha optimización; dado que este avance servirá como soporte 
a neurólogos y científicos en la localización de zonas cerebrales donde se 
requería excitar, lesionar o implantar grupos de células madre en el 
tratamiento de la Enfermedad de Parkinson [7], en el ajuste del software de 
planeación para intervenciones neuroquirúrgicas [8], en el diseño de 
interfaces cerebro-máquina para el control de prótesis mecánicas [9], en la 
localización de dianas para tratar desórdenes obsesivos compulsivos severos 
y depresión y a nivel social en la atención efectiva prestada a los pacientes 
en los diferentes tratamientos de diversas enfermedades neurológicas con 
alto riesgo de complicaciones por falta de un adecuado reconocimiento de 
dichas zonas cerebrales, importantes para el funcionamiento normal del ser 
humana.   
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Teniendo en cuenta lo anterior, el problema de investigación e innovación se 
centra en el desarrollo de una metodología que permita encontrar la dinámica 
intrínseca de la actividad neuronal de fondo de las señales MER, tendiente a 
buscar información discriminante que certifique la importancia de esta 
actividad de fondo, en conjunto con el resto de la señal, para el proceso de 
caracterización y clasificación de zonas cerebrales en la cirugía de Parkinson, 
generando un impacto médico y social en el tratamiento de la misma. 
 
1.2 Impacto  
 
Diversos procedimientos quirúrgicos requieren la localización precisa de 
zonas cerebrales específicas, como en el caso de la enfermedad de 
Parkinson, donde se requiere excitar, lesionar o implantar células madre; o en 
general, localizar dianas para tratar desórdenes neurológicos. Usualmente, 
además del empleo de las técnicas de imagen apropiadas, para la validación 
del punto diana y de la trayectoria de abordaje, se hace uso de la 
interpretación de las señales proporcionadas por un microelectrodo de 
registros que explora dicha zona. Tradicionalmente, el análisis se ha centrado 
en el examen visual y auditivo de la actividad registrada. 
Desafortunadamente, esta información puede ser insuficiente, incluso para un 
neurofisiólogo experimentado al que le podría llevar mucho tiempo encontrar 
zonas específicas de interés basándose únicamente en este procedimiento 
[5]. 
 
Mediante el análisis estructurado de la actividad neuronal de fondo de las 
MER, es posible desarrollar una metodología que permita determinar la 
dinámica intrínseca de dicha parte de la señal, que en un futuro permita, en 
conjunto con el resto de la señal, mejorar los índices de identificación de 
zonas que soporte la decisión del especialista encargado en la cirugía de la 
enfermedad de Parkinson o del tratamiento de otro tipo de desórdenes 
neurológicos. 
 
Lo anterior, tendiente a disminuir el tiempo de desarrollo de la intervención, y 
reducir el costo que significa entrenar nuevas generaciones de 
neurofisiólogos en la identificación de este tipo de eventos biológicos, y así, 
mejorar desde un aspecto social, la calidad de vida de los pacientes que 
padecen estas enfermedades neurodegenerativas. 
 
1.3 Viabilidad  
 
Dentro del tratamiento clásico de las señales bioeléctricas, diferentes 
técnicas de preprocesamiento se han utilizado para la eliminación del ruido 
presente en el registro electrónico, debido a que en la mayoría de las 
metodologías de análisis de señales, se requiere como hipótesis un registro 
limpio; e.g., trabajos efectuados por grupos de investigación como el instituto 
Biomedical Signal Processing, Portland University (basados en spike sorting) 
y el Laboratoire de Physiologie Cérébrale (quienes han trabajado en modelos 
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Gaussianos para el estudio de espigas y en modelos ocultos de Markov para 
la caracterización del ISI).   
 
Sin embargo, se sabe que las señales MER son señales no estacionarias 
conformadas por secuencias de disparos provenientes de la actividad 
neuronal, denominadas espigas; por la actividad neuronal de fondo; y por el 
ruido electrónico ó artefactos. Durante la eliminación del ruido electrónico de 
estas señales, por lo general, se realizan preprocesos a partir de un filtro 
elíptico ó se demuestra que la transformada wavelet reduce 
considerablemente este ruido, pero en ningún caso se hace un análisis de 
validación de los resultados de dicho filtrado [5]. 
 
De lo anterior se puede concluir la necesidad de implementar una 
metodología, direccionada en la detección de determinismo en una serie 
temporal, y en particular de la actividad de fondo de las señales MER, 
tendiente a encontrar información relevante para la correcta identificación de 
algunas zonas del cerebro. 
 
2. Planteamiento del Problema 
 
Cuando se intenta comprender una secuencia de medidas irregulares, una 
pregunta que surge de manera inmediata es: ¿Qué clase de proceso puede 
generar dicha serie temporal? Desde el punto de vista determinista, las 
fluctuaciones irregulares pueden ser generadas por la no linealidad del 
sistema dinámico subyacente [10]. 
 
En las aplicaciones del mundo real, la existencia de determinismo puro es 
poco probable, debido a que la interacción de un sistema dinámico con su 
entorno genera no determinismo.  Por lo tanto el punto de vista determinista 
debe ser visto sólo como un caso límite de un marco más general donde se 
tienen en consideración las fluctuaciones en el ambiente y en el mismo 
sistema [10].  
 
La mayoría de fuentes irregulares; e.g. el corazón, el cerebro, la atmosfera, 
los sistemas económicos, son no lineales. Sin embargo, si existen muchos 
grados de libertad activos y están débilmente acoplados, su evolución 
dinámica puede ser promediada por medio de cantidades que se pueden 
modelar como variables aleatorias Gaussianas. Si esta aproximación es lo 
suficientemente buena, se justifica la utilización de modelos ARMA para 
describir la dinámica de dicho sistema. Sin embargo, existen muchas 
situaciones donde esta aproximación falla. Por ejemplo, cuando los grados de 
libertad de un sistema actúan de manera coherente, lo cual puede ocurrir en 
sistemas no lineales aun cuando el acoplamiento entre los grados de libertad 
es débil. En este caso no es justificable la utilización de modelos ARMA para 
describir la dinámica subyacente de dicho sistema [10]. Por lo tanto, antes de 
utilizar una metodología particular para el análisis de una serie temporal, es 
de vital importancia reconocer su dinámica intrínseca. Este análisis previo, no 
sólo brinda la posibilidad de direccionar con fundamentos, la selección del 
tipo de metodología que se pretende aplicar a la serie temporal; sino que 
permite obtenerse, de manera rápida, resultados correctos y precisos. 
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3. Objetivos  
 
3.1. Objetivo General 
 
• Desarrollo de una metodología basada en métodos no lineales que 
permita determinar la presencia de la dinámica intrínseca en la 
actividad neuronal de fondo de las señales MER, tendiente a buscar 
información que pueda mejorar, en estudios futuros, el proceso de 
caracterización y clasificación de zonas cerebrales en la cirugía de 
Parkinson. 
 
3.2. Objetivo Específico 
 
• Desarrollo de una metodología de preproceso basada en la 
descomposición en modos empíricos que permita desglosar los modos 
de oscilación de las MER, a fin de atender la actividad de fondo 
neuronal. 
 
• Desarrollo de una metodología que permita determinar el mínimo 
intervalo efectivo de análisis sobre los registros obtenidos de la 
actividad neuronal de fondo utilizando la complejidad de Lempel-Ziv. 
 
• Desarrollo de una metodología basada en el método de los datos 
sustitutos como herramienta usada en la detección de determinismo 
en una serie de tiempo y la complejidad de Lempel-Ziv como 
estadística discriminante, que permita concluir, de manera confiable, la 
existencia de determinismo en la actividad neuronal de fondo de las 
señales MER. 
 
4. Esquema de la Tesis 
 
Esta tesis está organizada de la siguiente manera: En el primer capítulo se 
introducen todos los preliminares fisiológicos a nivel cerebral, de igual 
manera se presenta la enfermedad de Parkinson; aspectos clínicos; patología 
y patogénesis; y la respectiva evolución referente al tratamiento de dicha 
enfermedad. 
 
En el capítulo 2 se introduce el origen del método de descomposición en 
modos empíricos de tal forma que se permita entender con facilidad y 
claridad cada uno de los términos intrínsecos al método y que son de gran 
importancia, como lo son: la frecuencia instantánea y las funciones de modos 
intrínsecos. Consecuentemente, se explica el método y se exponen algunas 
situaciones en las que el método, como se ha introducido, puede ser no 
adecuado y llevar a resultados erróneos; finalmente se presenta la solución a 
dichas dificultades tendientes a encontrar resultados correctos y sus 
respectivas interpretaciones físicas. 
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En el capítulo 3 se introduce el método de los datos sustitutos como 
herramienta estadística para detectar la presencia de correlaciones en una 
serie temporal. De igual manera, se exponen las tres hipótesis nulas clásicas 
y los tres algoritmos con los cuales generar datos sustitutos que sean 
conformes con la hipótesis nula. A continuación, se presentan algunas 
situaciones en las que el método, como ha sido introducido, puede no ser 
adecuado y llevar a resultados erróneos. 
 
Dadas las características de las series temporales a analizar con este 
método, seguidamente, se introduce un conjunto de algoritmos los cuales son 
modificaciones al método, pero que tienen como finalidad permitir la 
aplicación del mismo a señales temporales no estacionarias. En la sección 
3.4.1 se introduce el método conocido como aleatorización a pequeña escala, 
el cual permite determinar si las fluctuaciones irregulares que se encuentran 
sobre una tendencia a largo plazo poseen correlaciones temporales. Este 
algoritmo es el utilizado durante el desarrollo de esta investigación. 
 
Debido a que el método de los datos sustitutos depende en gran medida de 
la estadística discriminante que se seleccione, en el capítulo 4 se presenta 
una discusión sobre la estadística a utilizar para la aplicación del método. En 
general, es posible emplear cualquier estadística no lineal en conjunto con el 
método de los datos sustitutos, de hecho, dos de las estadísticas más 
utilizadas son: la dimensión de correlación y el máximo exponente de 
Lyapunov, las cuales son consideradas como señales de identidad de los 
sistemas no lineales (particularmente los sistemas caóticos). Pero, estas 
estadísticas sufren de dos serios problemas: (1) requieren una gran cantidad 
de datos para su correcto cálculo; y (2) es necesario construir un atractor 
para poder calcularlas. Por estos motivos, en esta investigación se utiliza una 
estadística no lineal diferente, la complejidad de Lempel – Ziv, estadística que 
no presente los dos problemas anteriores. 
 
En los capítulos 5 y 6, se enuncian los materiales y métodos, 
respectivamente, utilizados para lograr con éxito los objetivos planteados en 
esta investigación. 
 
Finalmente, en el capítulo 7 se presentan los resultados y las conclusiones 
finales de la investigación  
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Capítulo 1 
 
Preliminares Fisiológicos 
 
1.1. Fisiología del Cerebro 
 
El cerebro es responsable del control de todas las funciones mentales, del 
sueño, del hambre, de la sed, del control del movimiento, de todas las 
actividades vitales necesarias para la supervivencia y de recibir e interpretar 
las innumerables señales que le llegan desde el organismo y el exterior [5, 
11]. 
 
La neurona es la unidad anatómica y funcional del tejido nervioso. Posee un 
cuerpo y unas ramificaciones (axón y dendritas) por las cuales ejerce sus 
funciones a través de la elaboración y propagación de impulsos nerviosos 
figura 1.1.1. Para que esto sea posible se necesita que dicha célula tenga la 
capacidad de excitarse, propiedad que radica en la diferente concentración 
iónica dentro y fuera de la neurona, fruto de las permeabilidades selectivas 
frente a las especies iónicas, principalmente sodio y potasio, y a la acción de 
mecanismos activos de transporte [5, 11, 12]. 
 
El gradiente de concentraciones iónicas entre ambos lados de la membrana 
origina una diferencia de potencial conocido como potencial de reposo, que 
para la neurona es de 70mV [5, 13]. 
 
Cuando se aplica a una célula nerviosa una corriente estimuladora se 
produce un suceso único; primero, los iones de potasio penetran en la célula, 
reduciendo su carga negativa (despolarización); luego las propiedades de la 
membrana cambian y la célula se hace permeable al sodio, que entra en ella 
con rapidez y origina una carga neta positiva en el interior de la neurona. Esto 
se denomina el potencial de acción [5, 11]. 
 
Una vez alcanzado el potencial de acción en una zona de la neurona ocurre 
su propagación a lo largo del axón, estimulando unas pequeñas vesículas 
presinápticas que contienen neurotransmisores, los cuales son liberados en 
el espacio submicroscópico que existe entre las neuronas (hendidura 
sináptica). El neurotransmisor, que puede ser excitatorio o inhibitorio, se une 
a receptores especializados sobre la superficie de la neurona adyacente 
provocando la despolarización o hiperpolarización de la célula receptora, y la 
propagación  o cese de su propio potencial de acción. La duración de un 
estímulo procedente de un neurotransmisor está limitada por su degradación 
en la hendidura sináptica y su recaptación por la neurona que lo había 
elaborado [11]. Por el mecanismo anterior se logra ejercer todas las 
funciones cerebrales, entre ellas el movimiento [5]. 
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Figura 1.1.1: Anatomía y funcionalidad neuronal. 
 
 
En la figura 1.1.2, los sitios caracterizados por cambios patológicos en la 
enfermedad de Parkinson están marcados con azul oscuro. Las vías 
neuroquímicas que son afectadas por esta enfermedad están indicadas por 
las flechas coloreadas. Los destinos de estas vías están indicados en las 
secciones axiales por las puntas de las flechas y sobre la sección sagital del 
cerebro por el contorno coloreado (el rojo indica dopamina; verde, 
norepinefrina; naranja, serotonina; y turquesa, acetilcolina). El sitio de 
cambios más importante es la sustancia negra pars compacta, donde se 
origina el tracto nigroestriatal dopaminérgico (hacia el núcleo caudado y 
putamen). La deficiencia de la dopamina en la vía nigroestriatal da cuenta de 
la mayoría de las características clínicas motoras clásicas de la enfermedad 
de Parkinson. El papel exacto de las alteraciones establecidas en otras vías 
neuroquímicas en la génesis de las varias características motoras y no 
motoras de la enfermedad de Parkinson siguen siendo inciertas [5, 14]. 
 
Los desórdenes del movimiento ocurren por disrupción de los ganglios 
basales o sus vías aferentes o eferentes. Los ganglios basales están 
compuestos anatómicamente por cuatro núcleos principales: el estriado 
(caudado y putamen), el globo pálido interno (GPI), globo pálido externo 
(GPE), la sustancia negra (SN) y el núcleo subtalámico (STN) [12, 13, 15]. El 
núcleo estriado interactúa con la corteza motora a través de vías directas e 
indirectas, la activación de las vías directas facilita los movimientos mientras 
la activación de las indirectas los inhibe figura 1.1.3 [5]. 
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Figura 1.1.2: Vías neuroquímicas involucradas en la enfermedad de Parkinson. 
 
 
 
Figura 1.1.3: Modelo de los ganglios basales en personas con control motor 
normal. 
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El Parkinsonismo (figura 1.1.4) se asocia a la inhibición creciente de la parte 
motora del tálamo (y, consecuentemente, la corteza premotora) y de las 
áreas locomotoras del tallo cerebral resultando en la sobreactivación del 
segmento interno del globo pálido y la pars reticulata de la sustancia negra. 
La actividad excesiva de estas dos áreas es debida a la reducción de la 
inhibición directa del estriado y especialmente a la estimulación excesiva del 
núcleo subtalámico sobreactivado. Un aumento en la acción dopaminérgica a 
nivel del estriado debido a la terapia con medicamentos (Levodopa o 
agonistas de la dopamina) mejoraría parcialmente este estado. La reducción 
de la actividad excitatoria excesiva del núcleo subtalámico (figura 1.1.5) 
tendría la ventaja de reducir la sobreactividad de ambos componentes de la 
salida de los ganglios basales, del segmento interno del globo pálido y de la 
pars reticulata de la sustancia negra. Las alteraciones en patrones de 
descarga en las figuras 1.1.4 y 1.1.5 pueden tener un papel funcional 
importante [5, 14]. 
 
 
 
 
Figura 1.1.4: Modelo de los ganglios basales en pacientes con Parkinsonismo. 
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Figura 1.1.5: Modelo mejorado por intervenciones en el núcleo subtalámico.  
 
 
1.2. La Enfermedad de Parkinson 
 
1.2.1. Definición y Epidemiología 
 
Por lo general este trastorno, que es crónico y progresivo, se inicia entre los 
40 y 70 años de edad y es poco frecuente antes de los 30. Se han sugerido 
factores predisponentes ambientales, como vivir en área rural, exposición a 
insecticidas, pesticidas, plomo, cobre, traumas, trastornos emocionales, 
trabajo excesivo, intoxicación con MTPT (metilpheniltetrahidropiridina) 
derivado de la meperidina que actúa como neurotoxina en la sustancia negra 
de los pacientes adictos [5, 16, 17, 18]. 
 
La EP (enfermedad de Parkinson idiopática) se observa en todos los países, 
todos los grupos étnicos y todas las clases socioeconómicas [17]. Aunque la 
incidencia exacta de la enfermedad en la población general es aún 
desconocida [19] se calcula que en Estados Unidos hay alrededor de uno a 
un millón y medio de personas que la padecen; y se conocen 60.000 casos 
nuevos cada año, lo que constituye aproximadamente el 1% de la población 
mayor de 65 años. En España se cuenta con una base estimada de 1.600 
afectados por cada 100 mil habitantes mayores de 64 años. Por lo que se 
calcula que 102.457 personas padecerían EP en España [5, 20]. 
Estriado
Nigra compacta
Receptores D2
Tallo cerebral
Núcleo
subtalámico
2
Receptores D1
VA/VL
Núcleo talámico
Corteza
GP externo
Nigra reticulata
GP interno
Función motora normalizada después de cirugía del núcleo subtalámico
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1.2.2. Aspectos Clínicos 
 
Aunque el diagnóstico clínico de la EP se realiza por la presencia de lentitud 
en el inicio y ejecución de los movimientos (Bradicinesia), temblor en reposo 
y rigidez (resistencia a los movimientos pasivos de las articulaciones) [21, 22] 
las características clínicas más tempranas en la EP son la disminución del 
parpadeo a 5 – 10 veces por minuto (normal 12 – 20) y ensanchamiento de 
las fisuras palpebrales que dan la impresión de mirada fija (signo de 
Stellwag); a continuación hay apariencias inexpresiva (hipomimia) con  
disminución de la movilidad de los músculos de la cara. A menudo la rigidez 
ligera, la lentitud de movimientos o la disminución del balanceo natural de un 
brazo al caminar se ignoran [5, 16]. 
 
Con frecuencia el temblor característico que suele afectar una mano, se 
considera el signo inicial; pero por lo menos en la mitad de los casos los 
miembros de la familia notaron inmovilidad relativa y pobreza en los 
movimientos del paciente. Aun más, en un 20 a 25% de los casos el temblor 
es leve e intermitente o sólo se evidencia en algunos de los dedos [16, 18]. El 
temblor por lo general se presenta cuando la mano no está en movimiento, es 
decir, no se emplea en algún movimiento voluntario. Sin embargo, la 
relajación completa suprime o reduce en gran medida el temblor y los 
movimientos voluntarios suelen amortiguarlo por un momento. Dicho temblor 
muestra grandes fluctuaciones en cuanto a gravedad y se intensifica al 
caminar y al excitarse [5, 17]. 
 
Los individuos afectados en EP presentan también hipertonía, la cual 
consiste en resistencia involuntaria de los músculos flexores y extensores al 
mover de forma pasiva una extremidad, la hipertonía postural predomina en 
los músculos flexores del tronco y las extremidades, lo que confiere al 
paciente la postura en flexión característica [5, 16, 17, 18]. 
 
Todas las actividades cotidianas muestran los efectos del problema conforme 
el trastorno de los músculos empeora. La escritura a mano se vuelve 
pequeña (micrográfica), la voz se suaviza y el habla parece apresurada y 
monótona a la vez que se hace menos audible. El consumo de una comida 
toma un tiempo prolongado, a menudo el paciente pierde el equilibrio y al 
caminar hacia adelante o hacia atrás debe ajustar el centro de gravedad del 
cuerpo con una serie de pasos cortos para evitar la caída (festinación), la 
marcha suele mejorar al sostener el paciente por el codo [17]. Existen otros 
problemas a los que se ve enfrentado el paciente con EP como el babeo 
excesivo debido a una disminución en la frecuencia de deglución, seborrea 
secundaria a falta de limpieza facial, transpiración excesiva por la actividad 
motora constante, dificultad para rasurarse o pintarse los labios, porque los 
músculos de la cara se vuelven más rígidos y difíciles de movilizar [5, 16, 17, 
18]. 
 
En la mayor parte de los casos el tiempo promedio entre la aparición de EP y 
su etapa terminal con el paciente inválido es 7.5 años [5, 16]. 
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1.2.3. Patología y Patogénesis  
 
Se acepta que la pérdida de células pigmentadas de la sustancia negra y 
otros núcleos (locus ceruleus, núcleo motor dorsal del vago) es el hallazgo 
más constante en la EP. En condiciones normales las células nigrales 
disminuyen en cantidad con el paso del tiempo de 425.000 a 200.000 a los 80 
años. La hidroxilasa de trosina, enzima limitante de la tasa de producción de 
dopamina, disminuye de manera correspondiente. En la EP las células 
pigmentadas se reducen a un 30% de las que tiene un individuo sano de la 
misma edad [16, 17, 23]. 
 
Existen varias teorías para explicar la EP: La primera plantea que las células 
dopaminérgicas sometidas a estrés sufren desnaturalización de proteínas y 
mal plegamiento de nuevas proteínas. Por mal funcionamiento de las 
chaperonas (proteínas que doblan otras proteínas para ejercer correctamente 
su función), el proteosoma (sistema celular de eliminación de residuos y 
proteínas anormales) se satura y las proteínas tóxicas se acumulan con la 
consecuente muerte celular. Se ha encontrado también que la mutación de la 
proteína alfa sinucleína que al parecer interviene en la comunicación 
interneuronal, está presente en los cuerpos de Lewy y es resistente a la 
degradación del proteosoma. La proteína parkin la cual une la ubiquitina a las 
proteínas mal plegadas tendría un papel fundamental en la génesis de la EP 
[5]. 
 
1.2.4. Tratamiento 
 
1.2.4.1.   Farmacológico  
 
El tratamiento farmacológico es de primera elección recién realizado el 
diagnóstico, para ello se utilizan agonistas dopaminérgicos, anticolinérgicos, 
neuro – protectores y Levodopa el cual es el medicamento más efectivo ya 
que disminuye la morbimortalidad y produce beneficios clínicos en casi el 
100% de los pacientes con confirmación patológica. Desafortunadamente el 
uso crónico de la Levodopa se asocia con complicaciones motoras como las 
disquinesias (corea, distonía, mioclonía u otros desórdenes del movimiento) y 
fluctuaciones motoras, además se cree que empeora algunos síntomas que 
pueden ser parte de la enfermedad como el deterioro cognitivo, psicosis, 
confusión y desórdenes neuropsiquiátricos [5]. 
 
1.2.4.2.   Quirúrgico 
 
Existen dos alternativas para el tratamiento quirúrgico: la estimulación 
cerebral o la ablación de  áreas cerebrales blanco. 
 
Para realizar la cirugía se necesitan señales anatómicas en el tercer 
ventrículo y así poder referir las coordenadas de la estructura blanco en los 
ganglios basales; la línea que comunica la comisura anterior y posterior (línea 
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inter – comisural) que sirve para este propósito, ha generado la realización de 
atlas de estereotaxia como el de Schaltenbrand, que contiene cortes de 
cerebro de 1 a 4 mm de espesor en cada uno de los tres planos. Debido a 
que las coordenadas no tienen en cuenta la variabilidad espacial del cerebro 
de cada individuo, se debe realizar una confirmación fisiológica y refinamiento 
de la estructura blanco [5]. 
 
Es necesaria además la neurocirugía estereotáxica la cual consiste en la 
adquisición de datos de varios estudios imagenológicos y su transferencia a 
un sistema de coordenadas cartesianas que están referenciadas en un marco 
de estereotaxia rígidamente fijado a la cabeza del paciente. Por convención 
la coordenada x define la distancia en el plano sagital (derecha o izquierda), 
la coordenada y en el plano rostrocaudal (anterior o posterior), y la z en el 
plano coronal (superior o inferior) [5]. 
 
Esta cirugía se realiza con anestesia local debido a que la comunicación con 
el paciente y el estado neurológico es esencial durante la confirmación 
neurobiológica del blanco; para la EP los pacientes se operan en fase 
sintomática lo que permite al cirujano monitorizar la eficacia de la 
estimulación del blanco en la disminución de los síntomas como la rigidez, 
temblor o Bradicinesia, con el fin de guiar la decisión en cuanto a dejar o 
retirar un electrodo, o si se debe agrandar la lesión o hacer lesiones 
adicionales [5]. 
 
Hoy en día el rango de estructuras blanco es más limitado que en el pasado; 
los blancos contemporáneos para el manejo de los desórdenes del 
movimiento incluyen el núcleo ventrolateral del tálamo para mejorar el 
temblor (Vip o Vim), el núcleo subtalámico (STN) y el globo pálido interno 
(GPi) [14, 18]. 
 
A las estructuras blancas en los ganglios basales y en el tálamo se llega a 
través de un abordaje frontal; la trayectoria puede ser determinada por los 
datos obtenidos en las imágenes de manera que se eviten los ventrículos y 
los vasos corticales. La abertura del cráneo se realiza por medio de un 
taladro o craneótomo, la duramadre es coagulada y cortada en forma de cruz, 
una cánula guía que permite pasar los micro/macroelectrodos y los 
electrodos de estimulación subtalámica, es insertada en el cerebro por el giro 
coronal. La mayoría de los electrodos permiten un mapeo detallado de la 
región blanco y de su trayectoria, más aún con movimientos activos o pasivos 
de las extremidades del paciente se pueden refinar las regiones sensitivo–
motoras de la estructura blanco definiendo de forma más precisa los bordes 
de los núcleos a lesionar o estimular. Este precisamente es el punto más 
crítico de la cirugía ya que conviene tener una técnica lo suficientemente 
precisa para ubicar estas zonas cerebrales. Generalmente esta función está 
a cargo de un neurofisiólogo que usando su conocimiento y experiencia ubica 
estas zonas gracias a registros de trazados gráficos y sonidos de ondas 
cerebrales [5]. 
 
Una vez insertado el macroelectrodo debe haber un mejoramiento temporal 
de los síntomas del lado contralateral. Así pues con la integración de estos 
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conocimientos y el mejoramiento de la técnica se puede disminuir el error de 
precisión de implantación y el número de intentos. Potencialmente un análisis 
computacional en línea de los registros del microelectrodo durante la cirugía 
puede proporcionar mayor información al cirujano sobre la zona en la cual se 
encuentra. Este análisis puede aumentar el grado de certeza, reduciendo el 
tiempo de operación y el riesgo de complicaciones quirúrgicas como un daño 
cerebral [5]. 
 
La actividad bioeléctrica cerebral se presenta como secuencias de 
potenciales de acción o espigas, producto de la interacción físico–química de 
las neuronas. Los cambios de los potenciales medidos por la punta del 
microelectrodo, reflejan el flujo de corriente en el medio extracelular. De esta 
manera la señal registrada incluye actividad propia de la zona objetivo 
además de actividad bioeléctrica remanente de zonas aledañas [5]. 
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Capítulo 2 
 
Método de Descomposición en Modos Empíricos 
 
2.1. Introducción 
 
Actualmente, en nuestro mundo real, el análisis de datos es ampliamente 
utilizado como una herramienta fundamental en las investigaciones y 
aplicaciones prácticas. Esta herramienta permite dos propósitos de interés: 
determinar los parámetros necesarios con el fin de construir un modelo 
apropiado del sistema y confirmar que dicho modelo representa de manera 
indicada el fenómeno observado. Desafortunadamente, los datos, si 
provienen de mediciones físicas o modelamientos numéricos, probablemente 
presenten uno ó más de los siguientes problemas: (a) la duración de la 
totalidad de los datos es muy corta; (b) los datos son no estacionarios; (c) los 
datos representan procesos no lineales. Aunque cada uno de los problemas 
evocados pueden presentarse por sí mismos, los dos primeros están 
relacionados, debido a que para una sección de datos menor que la escala 
de tiempo más larga de un proceso estacionario puede parecer que esta, 
fuera no estacionaria. Frente a tales secciones de datos se tienen limitadas 
opciones para utilizar en el análisis de los datos [24].  
 
Históricamente, el análisis espectral de Fourier ha proporcionado un método 
general para examinar la distribución de energía y frecuencia en una serie 
temporal. Consecuentemente, en parte debido a su destreza y a su 
simplicidad, el análisis de Fourier ha dominado el análisis de datos y ha sido 
aplicado a todo tipo de datos. Pese a que la transformada de Fourier es 
válida bajo condiciones generales, existen algunas restricciones frente al 
análisis espectral de Fourier; el sistema debe ser lineal; y los datos deben ser 
estrictamente periódicos o estacionarios; de no satisfacerse dichas 
condiciones, el espectro resultante puede carecer de significado físico [24].  
 
El requerimiento de estacionariedad no es en particular del análisis espectral 
de Fourier; esta, es una condición generalmente encontrada en la mayoría de 
los métodos de análisis de datos disponible. Acorde a la definición tradicional 
de estacionariedad, a serie de tiempo X(t), es estacionaria en el sentido 
amplio, si, para todo t: 
 ||  ∞, 
  	 
, 
 ,  	   ,    	   , 
 
En donde, . .   son el valor esperado y la función de covarianza, 
respectivamente.  
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Una serie temporal,  , es estrictamente estacionaria, si la distribución 
conjunta de , , … ,  y   ,   , … ,    son las 
mismas para todo y . Por lo tanto, un proceso estrictamente estacionario 
con segundos momentos finitos es también débilmente estacionario, que no 
es cierto al revés [24].  
 
Además de la estacionariedad, el análisis espectral de Fourier también 
requiere de la linealidad de la serie temporal. Pese a que varios fenómenos 
naturales pueden ser aproximados por sistemas lineales, estos también 
tienen la tendencia de ser no lineales cuando sus variaciones son de amplitud 
finita. Además, se debe considerar la imperfección de las sondas ó los 
esquemas numéricos, las cuales introducen en el más perfecto sistema lineal 
no linealidades. Por esta razón, los datos disponibles son usualmente de 
duración finita, no estacionarios y provienen de sistemas que son 
frecuentemente no lineales debido a su dinámica intrínseca ó a las 
imperfecciones ya mencionadas. Bajo estas condiciones, se concluye así que 
el análisis espectral de Fourier es de uso limitado [24]. 
 
La descomposición en modos empíricos (EMD, de sus siglas en inglés: 
empirical mode decomposition) es planteada como una nueva metodología 
empleada en el análisis de datos, con la cual es posible extraer los modos de 
oscilación que componen una señal denominados función de modos 
intrínsecos (IMFs). La descomposición es basada en la extracción directa de 
la energía asociada con varias escalas temporales intrínsecas, parámetros de 
gran importancia del sistema. Una cualidad de suma importancia de los IMFs 
es su estricto cumplimiento con las condiciones impuestas por la 
transformada de Hilbert, de los cuales es posible calcular las frecuencias 
instantáneas. Por lo tanto, es posible localizar cualquier evento en el tiempo, 
así como en la frecuencia. La descomposición también puede ser vista como 
una expansión de los datos en términos de los IMFs. Entonces, estos IMFs, 
pueden ser lineales o no lineales según lo dictado por los datos, y es 
completa y casi ortogonal. Lo más importante de todo, es un método 
adaptativo.  Como se verá más adelante en mayor detalle, la localidad y la 
adaptabilidad son las condiciones necesarias para realizar la expansión de 
series de tiempo no lineales y no estacionarias; la ortogonalidad no es un 
criterio necesario para la selección de la base para un sistema no lineal. El 
principio de esta construcción se basa en las escalas físicas de tiempo que 
caracterizan a las oscilaciones de los fenómenos. La energía local y la 
frecuencia instantánea derivada de los IMFs a través de la transformada de 
Hilbert nos puede dar una distribución completa de energía – frecuencia – 
tiempo de los datos. Tal representación es designada como el espectro de 
Hilbert, herramienta ideal para el análisis de datos no lineales y no 
estacionario [24]. 
 
2.2. Frecuencia instantánea  
 
En [24] se anuncia que la noción de la energía instantánea ó de la envolvente 
instantánea de una señal es ya bien conocida en la actualidad; la noción de la 
frecuencia instantánea, por otra parte, ha sido muy controvertida.  
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Existen dos dificultades básicas a la hora de contemplar la idea de una 
frecuencia instantánea: la primera surge de la influencia estrecha con el 
análisis espectral de Fourier. En el tradicional análisis de Fourier, la 
frecuencia es definida para la función seno o coseno que abarca toda la 
longitud de los datos con una amplitud constante. Como una extensión de 
esta definición, la frecuencia instantánea también ha de relacionarse con 
cualquier función seno o coseno. Por lo tanto, necesitamos al menos una 
oscilación completa de una onda seno o coseno para definir el valor de la 
frecuencia local. Tal definición no tiene sentido para datos no estacionarios 
en donde la frecuencia cambia de valor de vez en cuando. La segunda 
dificultad surge de la manera no exclusiva en definir la frecuencia 
instantánea. Sin embargo, esta dificultad ya no es más grave dada la 
introducción de la media hecha por el análisis de datos por medio de la 
transformada de Hilbert. Para una serie de tiempo arbitraria, ,  la 
transformada de Hilbert, , es posible calcularla como: 
 
                                                  	     ′	
′ ′∞
∞ ,                     (2.2.1) 
 
donde P indica el valor principal de Cauchy. Esta transformada existe para 
todas las funciones de clase . Con esta definición,  y  forman un 
par complejo conjugado, con esto es posible tener una señal analítica, , 
como: 
 
                                             	    	 	,                  (2.2.2) 
 
en donde: 
 
                                  	   /,  	  
 !		",        (2.2.3)                          
 
Teóricamente, hay infinidad de maneras de definir la parte imaginaria, pero la 
transformada de Hilbert provee una única manera de definir dicha parte de 
modo que el resultado es una función analítica. Esencialmente, la ecuación 
(2.2.1) define la transformada de Hilbert como la convolución de  con 1 $⁄ ; por lo tanto, se hace hincapié en las propiedades locales de  . 
Incluso con la transformada de Hilbert, todavía existen controversias 
considerables en la definición de la frecuencia instantánea como: 
 
                                                        & 	 	  ,                                         (2.2.4)                                            
 
Debido a estas controversias, en 1995 por intermedio de Cohen, se introduce 
el término de “función monocomponente”. En principio, se deben hacer 
algunas limitaciones necesarias sobre los datos, debido a que la frecuencia 
instantánea dada por la ecuación (2.2.4) es una función de valor único en el 
tiempo. En un momento dado, se tendrá un solo valor de frecuencia, por lo 
que sólo puede representarse uno de los componentes, monocomponente. 
Desafortunadamente, no existe una definición clara de señal 
monocomponente que permita juzgar si una función es o no de este tipo. Por 
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falta de dicha definición precisa, se adopta como limitación que los datos 
sean de banda angosta para que la frecuencia instantánea tenga sentido [25].  
 
Existen dos definiciones para el término ancho de banda. La primera es 
usada en el estudio de las propiedades probabilísticas de la señal, donde los 
procesos son asumidos como estacionarios y Gaussianos. Así, el ancho de 
banda es definido en términos de los momentos espectrales. El número 
esperado de cruces por cero por unidad de tiempo es dado por: 
 
                                                          ' 	  !"
/
,                                (2.2.5) 
 
mientras el número esperado de extremos por unidad de tiempo está dado 
por: 
 
                                                          ' 	  !"
/
,                                (2.2.6) 
 
en donde 
 es el () momento de el espectro. Por lo tanto, el parámetro *, 
definido como: 
 
                                                '  ' 	 
 	  *,                  (2.2.7) 
 
ofrece una medida estándar del ancho de banda [26]. Para una señal de 
banda angosta * 	 0, el número de extremos y cruces por cero deben ser 
iguales. 
 
La segunda definición es más general; esta de igual manera es basada en los 
momentos del espectro, pero en una forma diferente. Es necesario para dicha 
explicación, utilizar una función de valores complejos en coordenadas polares 
como: 
 
                                                        	 	,                               (2.2.8) 
 
 con  y  como funciones del tiempo. Si esta función tiene un espectro ,&, entonces la frecuencia media esta dada por: 
 
                                                     
-&. 	  &|,&|&,                            (2.2.9) 
 
la ecuación (2.2.9) puede ser reescrita como: 
 
-&. 	 / 0 1  0  
 
-&. 	 / 12   2 3  
 
                                                
-&. 	  2 ,                               (2.2.10)     
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Basado en esta expresión, Cohen en 1995 sugiere que 2  es tratado como la 
frecuencia instantánea. Con esta notación, el ancho de banda puede ser 
definido como: 
* 	 &  -&.-&. 	 1-&. /&  -&.|,&| & 
 
* 	 1-&. / 0 41   -&.5
 0  
 
                        * 	  6 2  2  -&. 7,               (2.2.11) 
 
Para una señal de banda angosta, este valor debe ser pequeño, 
consecuentemente, tanto   como   deben ser funciones gradualmente 
diferentes. Desafortunadamente, tanto la ecuación (2.2.7) y (2.2.11) definen 
el ancho de banda en un sentido global; ambas definiciones se encuentran 
restringidas y con falta de precisión al mismo tiempo. En consecuencia, la 
limitación del ancho de banda en la transformada de Hilbert para obtener una 
frecuencia instantánea significativa no se ha establecido firmemente [24]. 
 
Con el fin de obtener una frecuencia instantánea significativa, fue necesario 
imponer algunas restricciones en los datos como se discute en [27], [28] y 
[29]: para que cualquier función tenga una frecuencia instantánea 
significativa, la parte real de su transformada de Fourier debe ser sólo de 
frecuencias positivas. Esta restricción puede ser probada matemáticamente 
como se demuestra en [30] pero aún es un resultado global.  
 
Veamos algunos ejemplos sencillos para ilustrar estas restricciones físicas. 
Sea: 
 
                                                    8 	 sin ,                                         (2.2.12) 
 
y su respectiva transformada de Hilbert cos . La gráfica de la fase es una 
simple circunferencia de radio unitario como se observa en la figura 2.2.1a. 
La función de fase es una línea recta como se muestra en la figura 2.2.1b y la 
frecuencia instantánea, que se muestra en la figura 2.2.1c, es una constante 
como se esperaba. Si nos movemos fuera de la media una cantidad> , 
decimos entonces: 
 
 
                                                    8 	> sin ,                                   (2.2.13) 
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Figura 2.2.1: Interpretación física de la frecuencia instantánea. (a) El plano de fase para 
la función   sin . (a)  0; (b)  1; (c)  1. (b) Las funciones de fase del 
modelo. (c) La frecuencia instantánea calculada acorde a la ecuación (2.2.4). Gráfica 
obtenida en [24]. 
 
La gráfica de la fase es aún una circunferencia independiente del valor de>, 
pero el centro de dicha circunferencia puede ser desplazado por la cantidad > como se muestra en la figura 2.2.1a. Si > 1, el centro está todavía dentro 
de la circunferencia. Bajo estas condiciones, la función ya ha violado una 
restricción, debido a su que su espectro de Fourier tiene un término DC; sin 
embargo, la frecuencia media del cruce por cero es la misma que en el caso >	 0, pero la función de fase y la frecuencia instantánea pueden ser muy 
diferentes como se muestra en las figuras 2.2.1b y 2.2.1c, respectivamente. 
Si >? 1, el centro esta por fuera de la circunferencia; en consecuencia, la 
función no satisface las condiciones requeridas y su función de fase y 
frecuencia instantánea pueden asumir valores negativos como se muestra en 
las figuras2.2.1b y 2.2.1c, donde no presenta un significado valioso. Este 
simple ejemplo ilustra físicamente que, para una señal simple, tal como una 
función sinusoidal, la frecuencia instantánea puede ser definida solo si se 
restringe la función a ser simétrica a nivel local con respecto al nivel de media 
cero [24]. 
 
Finalmente para obtenerse una frecuencia instantánea coherente, esta 
restricción local debe ser implementada en lugar de los requerimientos 
anteriormente evocados. Además, esta restricción local también sugiere un 
método que permita descomponer los datos en sus componentes para los 
cuales se puede definir la frecuencia instantánea. Los ejemplos presentados 
anteriormente, en realidad nos llevan a la definición de una clase de 
funciones, en base a sus propiedades locales, denominadas como función de 
modo intrínseco (IMFs) para las que se pueden definir la frecuencia 
instantánea en todas partes. La limitación de interés aquí, no está en la 
existencia de la transformada de Hilbert, que es general y global, sino en la 
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existencia de una frecuencia significativa instantánea que es restrictiva y local 
[24]. 
 
2.3. Funciones de modo intrínseco 
 
Los ejemplos anteriormente presentados nos proveen una interpretación más 
física de las restricciones; también sugieren una forma práctica para 
descomponer los datos con el fin de que sus componentes satisfagan las 
condiciones impuestas con anterioridad. Físicamente, las condiciones 
necesarias para que podamos definir una frecuencia instantánea significativa 
es que las funciones sean simétricas con respecto a la media local cercana a 
cero, y que estas tengan el mismo número de cruces por cero y extremos. 
Basándose en estas observaciones, se propone una clase de funciones 
denominadas como funciones de modo intrínseco [24]. 
 
Una función de modo intrínseco (IMF) es una función que satisface dos 
condiciones: (1) En todo el conjunto de datos, el número de extremos y de 
cruces por cero debe ser igual ó a lo sumo diferir en uno; y (2) Para cualquier 
punto, el valor medio de la envolvente definida por los máximos locales y la 
envolvente definida por los mínimos locales debe ser cero (ó un valor muy 
próximo) [24]. 
 
La primera condición es obvia, pues es similar al requerimiento de banda 
angosta planteado para un proceso estacionario Gaussiano. La segunda 
condición es una idea nueva; debido a que modifica el requerimiento a la 
existencia de un sólo extremo en la función; Entonces, es necesario que la 
frecuencia instantánea no contenga las fluctuaciones indeseadas producidas 
por una señal de forma asimétrica. Idealmente, el requerimiento puede ser: 
“la media local de los datos debe ser cero”. Para datos no estacionarios, la 
media local implica una escala de tiempo local para calcular la media, lo cual 
es imposible de definir. Como alternativa, se usa la media local de las 
envolventes definidas por los máximos locales y los mínimos locales para 
lograr la simetría local [24].  
 
El nombre de “función de modo intrínseco” es adoptado porque este 
representa el modo de oscilación embebido en los datos. Con esta definición, 
los IMFs en cada ciclo, definido por el cruce por cero, implica un único modo 
de oscilación; además, un IMF no se limita a ser una señal de banda angosta, 
y puede ser modulado tanto en amplitud como en frecuencia. Incluso, este 
puede ser no estacionario [24]. 
 
Finalmente, para usar esta definición única de frecuencia instantánea, es 
necesario reducir un conjunto arbitrario de datos en sus componentes 
funcionales de modo intrínseco, a las cuales es correcto asignarles una 
frecuencia instantánea para cada una de ellas. En consecuencia, para un 
conjunto de datos complicados, es posible obtener más de una frecuencia 
instantánea para un tiempo localizado de la señal. El método de 
descomposición en modos empíricos permite reducir un conjunto de datos en 
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sus IMFs, por lo que será posible definir el significado de frecuencia 
instantánea en una señal [24]. 
 
2.4. El método de descomposición en modos empíricos. 
 
El cumplimiento de las condiciones impuestas por la transformada de Hilbert 
por parte de los IMFs es nuestro punto de partida. Desafortunadamente la 
mayor parte de los datos no son IMFs. En un momento dado, los datos 
pueden incluir más de un modo de oscilación; razón por la cual, únicamente 
la transformada de Hilbert es incapaz de proporcionar una descripción 
completa del contenido frecuencial de los datos como se menciona en [Long 
et al. 1995]. Es necesaria la descomposición de los datos en sus IMFs. El 
método de descomposición en modos empíricos cumple dicha función de 
forma intuitiva, directa y adaptativa [24]. 
 
La descomposición es basada en las siguientes suposiciones: (1) La señal 
presenta por lo menos dos extremos: un máximo y un mínimo; (2) La escala 
de tiempo característica se define por el lapso de tiempo entre los extremos; 
y (3) Si los datos carecen de extremos pero contienen un punto de inflexión, 
entonces es posible derivar una o más veces para revelar los extremos. Los 
resultados finales pueden ser obtenidos por la integración de los 
componentes [24]. 
 
La esencia del método es identificar, de forma empírica, los modos de 
oscilación intrínsecos por medio de las escalas de tiempo características de 
los datos, para consecuentemente descomponer los datos de acuerdo a lo 
explicado hasta ahora. Como se explica en [31], el primer paso del análisis de 
datos es examinar los datos visualmente. De esta examinación visual, se 
puede inmediatamente identificar las diferentes escalas de dos formas: por el 
lapso de tiempo entre las alternaciones sucesivas de máximos locales y 
mínimos locales; y por el lapso de tiempo entre cruces por ceros sucesivos. 
Los extremos locales entrelazados y cruces por cero arrojan datos 
complicados: una ondulación es traslapada sobre otra, y ellas, a su vez, son 
traslapadas con otras ondulaciones y así sucesivamente. Cada una de dichas 
ondulaciones define una escala característica de los datos, desarrollo que es 
intrínseco al proceso. En [24] se adopta el lapso de tiempo entre extremos 
sucesivos como la definición de la escala de tiempo para los modos de 
oscilación intrínsecos, debido a que no sólo entrega una resolución mucho 
más fina de los modos de oscilación, sino que también pueden ser aplicados 
a datos con media diferente de cero, ó todos valores positivos ó todos valores 
negativos, sin cruces por cero [24].  
 
El método de descomposición en modos empíricos (EMD) es una forma 
sistemática de extraerlos, definido como sifting process, y es descrito como 
se muestra a continuación. 
 
Gracias a la definición de las IMFs, el método de descomposición puede 
simplemente usar las envolventes definidas por los locales máximos y 
mínimos separadamente. Una vez son identificados los extremos, todos los 
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locales máximos son conectados por medio de un spline cúbico como la 
envolvente superior. Se repite el procedimiento para los mínimos locales para 
producir las envolventes inferiores. Las envolventes superior e inferior deben 
abarcar todos los datos entre ellos, respectivamente. Esta media es 
denominada como 
 , y la diferencia entre los datos y 
  es la primer 
componente ), i.e. 
 
                                                     
 	 ),                                      (2.4.1) 
 
Este procedimiento es ilustrado en la figura 2.4.1, la figura 2.4.1a ilustra los 
datos; la figura 2.4.1b muestra los datos por medio de la línea solida delgada, 
las envolventes superiores e inferiores por medio de las líneas punteadas, y 
su media por medio de la línea solida gruesa; y la figura 2.4.1c calcula la 
diferencia de los datos y la media local como en la ecuación (2.4.1). 
 
Idealmente, )  podría ser un IMF si satisface todos los requerimientos 
anteriormente nombrados. En realidad, sin embargo, los overshoot y 
undershoot son muy comunes, los cuales pueden generar nuevos extremos, 
y cambiar ó exagerar los ya existentes. Sus efectos, sin embargo, no son 
directos, debido a que son las medias, no las envolventes, las que entrarán 
en el proceso denominado sifting process.  
 
Este proceso se repite en forma iterativa considerando )  como el dato y 
hasta que este cumpla las condiciones impuestas para considerarse como 
IMF. 
 
                                                         @ 	 ),                                            (2.4.2)                
 
donde @ es el primer IMF. 
 
Existe otra complicación y es que la media de las envolvente puede ser 
diferente de la verdadera media local en datos no lineales y, en 
consecuencia, algunas formas de ondas asimétricas aparecerían, no importa 
cuántas veces los datos se procesados por el método. Tenemos que aceptar 
esta aproximación como se discutió antes [24]. 
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Figura 2.4.1: Ilustración del procedimiento denominado sifting process: (a) Datos 
originales; (b) los datos por medio de la línea solida delgada, las envolventes superiores 
e inferiores por medio de las líneas punteadas, y su media por medio de la línea solida 
gruesa; y (c) La diferencia entre los datos y . Gráfica obtenida de [24]. 
 
A parte de estas complicaciones teóricas, en la práctica, existen problemas 
relacionados con la interpolación basada en los spline en la cercanía de 
puntos finales de la señal, en donde el spline cúbico puede presentar largas 
oscilaciones, las cuales durante el proceso pueden eventualmente 
propagarse al interior de los datos y afectar, principalmente, las componentes 
de baja frecuencia [24]. 
 
En general, @ debe contener la escala más fina ó la componente de más 
corto período de la señal. Es posible separar @ del resto de los datos por: 
 
                                                        @ 	 A,                                     (2.4.3) 
 
Ya que el residuo, A, todavía contiene las demás componentes (de período 
más largo,) este es tratado como los nuevos datos y se somete al mismo 
proceso descrito anteriormente. 
 
 El proceso puede ser detenido por cualquiera de los siguientes criterios 
predeterminados: o bien cuando el IMF, 
pequeño que es menor que el valor predeterminado de importancia 
sustancial, o cuando el residuo, 
la que no se puede extraer más IMFs. Incluso para datos con media cero, el 
residuo final puede ser diferente de cero; para datos con tendencia, se tendrá 
como residuo final dicha tendencia.
 
El EMD genera una serie de 
puede ser recuperada como:
 
                                      
 
En la figura 2.4.2 se muestra la aplicación del método a una señal 
proveniente de microelectrodo de registro (MER), y en particular del tálamo.
 
  Figura 2.4.2
 
 
Figura 2.4.2b: Aplicación del m
, ó el residuo, , se hace tan 
, se convierte en una función monótona de 
 
n IMF y un residuo , de donde la señal original 
 
        ,                  
 
a: Señal original. 
étodo a la señal de la figura 2.4.2a. 
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Finalmente, es necesario el análisis del significado físico de cada IMF. 
Usualmente, como se mencionó con anterioridad, cada IMF representa una 
escala característica de la señal. Sin embargo, esto no es estrictamente 
cierto, para los casos donde cierta escala del fenómeno estudiado es 
intermitente. Entonces, las componentes obtenidas de la descomposición 
podrían contener dos escalas en un IMF, generando no sólo la creación de 
IMF mezclados los cuales repercuten en la distribución tiempo – frecuencia 
de la señal, sino que se perdería el significado físico de la descomposición 
[24]. 
 
2.5. El método de Conjuntos de Descomposición en Modos Empíricos 
 
La incomodidad y mayor problemática generada por EMD, como se mencionó 
con anterioridad, es la aparición de modos intrínsecos mezclados. Wu y 
Huang, con la intención de solucionar dicha problemática proponen la prueba 
de intermitencia, la cual fue capaz de corregir algunas de las dificultades. Sin 
embargo, este enfoque presentaba algunos problemas intrínsecos: la prueba 
de intermitencia es basada en la selección subjetiva de una escala. Con esta 
intervención subjetiva, el EMD pierde su cualidad de adaptación [32].  
 
En [32] se propone el método de conjuntos de descomposición en modos 
empíricos (EEMD, de sus siglas en inglés: ensemble empirical mode 
decomposition), que consiste de la adición de ruido blanco Gaussiano a la 
señal original. El principio de el EEMD es simple: la adición del ruido blanco 
permite proveer un marco de referencia uniforme en el espacio tiempo –
frecuencia. Cuando la señal se añade a este fondo de distribución uniforme, 
los bits de la señal de las diferentes escalas son automáticamente 
proyectados en las escalas adecuadas de referencia establecidas por el ruido 
blanco en el fondo. Durante el proceso de promedios del método, el ruido 
blanco adicionado es cancelado, la media del conjunto es tratada como la 
respuesta correcta, debido a que sólo persiste la parte referente a la señal 
durante la aplicación del método  [32]. 
 
Antes de observar con detalle el EEMD, es necesario recordar algunas 
propiedades del método original, EMD: 
 
• El EMD es un método de análisis de datos adaptativo, basado en la 
característica local de los datos, y por lo tanto, la captación de 
oscilaciones no lineales y no estacionarias son más efectivas. 
 
• El EMD se comporta como un banco de filtros diádicos en la aplicación 
a series de solo ruido blanco. 
 
• Cuando los datos son intermitentes, la propiedad diádica es, a 
menudo, comprometida. 
 
• Con la adición de ruido blanco a los datos, se provee una escala de 
referencia uniforme, que permite al método recuperar su propiedad 
diádica.  
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Dada a la ausencia de correlación entre las correspondientes IMFs de las 
diferentes series de ruido con las demás, las medias de los correspondientes 
IMFs de las diferentes series de ruido blanco se cancelan durante el sifting 
process.  
 
Finalmente, y con estas propiedades en mente,  en forma general, la forma 
de proceder del EEMD es la siguiente: 
 
1. Adicionar una serie de ruido blanco a los datos originales 
 
2. Descomponer los datos con la adición del ruido blanco en sus IMFs 
 
 
3. Repetir los pasos 1 y 2 iterativamente, pero con diferentes series de 
ruido blanco cada vez. 
 
4. Obtener el conjunto de medias de los correspondientes IMFs de la 
descomposición como el resultado final. 
 
2.5.1. El Número de Conjuntos para EEMD 
 
La adición de ruido blanco a la señal se encuentra regida por la siguiente 
ecuación: 
 
                                      B 	 √    ó   lnB   ln ',                             (2.5.1.) 
 
Donde ' es el número de conjunto, denominados ensemble; B es la amplitud 
del ruido blanco; y B  es la desviación estándar de error, que es definida 
como la diferencia entre la señal de entrada y el correspondiente IMF. La  
ecuación 2.5.1 es graficada por medio de la figura 2.5.1.1, en donde la 
desviación estándar de error es graficada como función del número de 
ensembles. En general los resultados son coherentes con la predicción 
teórica [32].  
 
En  conclusión, si la amplitud del ruido adicionado es muy pequeña, entonces 
no es posible introducir el cambio de extremos en el cual se basa el EMD. 
Esto es cierto, cuando los datos tienen gradientes largos. Por lo tanto, para 
hacer del EEMD un método efectivo, la amplitud del ruido adicionado no debe 
ser muy grande. Sin embargo, mediante el aumento del número de 
ensembles, el efecto del ruido adicionado es reducirse a niveles 
insignificantes. En general, un número de 100 ensembles dará lugar a 
buenos resultados., y el ruido restante, sólo causaría una fracción de error 
menor que el 1% si el ruido adicionado tiene una amplitud que es una 
fracción de la desviación estándar de la serie temporal original [32]. 
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Figura 2.5.1.1: La desviación estándar de error como una función del número de 
ensembles. La línea solida representa las señales intermitentes de alta frecuencia, y la 
línea discontinua representa las señales fundamentales de baja frecuencia. La línea de 
puntos es la línea teórica prevista por la ecuación 2.5.1. con ubicación vertical arbitraria, 
usada como referencia. Gráfico obtenido de [32]. 
 
2.5.2. La Amplitud del Ruido Adicionado 
 
Los ensayos realizados en [32] (precisamente en la sección 5.2), permitieron 
demostrar, que es posible sugerir que el ruido adicionado en EEMD tenga 
una amplitud de 0.2 la desviación estándar de los datos originales. Pero sin 
embargo, cuando los datos son dominados por señales de alta frecuencia, la 
amplitud del ruido debe ser más pequeña (0.1 la desviación estándar de los 
datos originales), y cuando los datos son dominados por señales de baja 
frecuencia, la amplitud del ruido adicionado debe ser incrementada.  
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Capítulo 3 
 
Método de los Datos Sustitutos 
 
El método de los datos sustitutos se aplica a series temporales 
potencialmente no lineales con el propósito de descartar que las causales del 
fenómeno observado sean procesos de ruido lineal [33]. En un contexto muy 
general, la forma de proceder del método se puede describir así: como 
premisa inicial se tiene una serie temporal que representa algún fenómeno, el 
cual se prueba contra las hipótesis nulas del repertorio que contiene el 
método de los datos sustitutos. De forma estándar, el método prueba 
hipótesis de (I) ruido independiente e idénticamente distribuido; (II) ruido 
linealmente filtrado; (III) transformación no lineal monotónica de ruido 
linealmente filtrado. Para cada una de estas hipótesis se encuentran 
algoritmos que generan un conjunto artificial de datos: los datos sustitutos. Se 
debe garantiza que el conjunto de datos sustitutos tenga las mismas 
propiedades asociadas con las hipótesis nulas e igualmente que sean 
similares a la serie original. En otras palabras, los datos sustitutos son 
observaciones independientes que resultarían si el fenómeno físico fuese 
consistente con las hipótesis nulas. Ahora, simplemente se evoca una 
estadística apropiada y de interés para comparar el valor de esta estadística 
calculada para los datos con la distribución de valores concebidos por los 
datos sustitutos [34].  
 
Dado que el conocimiento exacto de la distribución estadística no siempre 
está disponible, se debe usar cierto criterio discriminante que permita tomar 
una decisión con cierto nivel de confianza. Existe dos clases de criterios: 
paramétricos y no paramétricos. El criterio paramétrico asume que la 
estadística sigue una distribución Gaussiana, y los parámetros de dicha 
distribución (media y varianza) se estiman de las muestras finitas [35]. Se 
puede así, determinar cuándo rechazar o no la hipótesis. Si los valores 
estadísticos entre la señal original y los sustitutos difieren, entonces se dice 
que se puede rechazar la hipótesis nula. Si por el contrario no difiere lo 
suficiente, entonces no se puede rechazar la hipótesis [36], La figura 3.1 
ilustra dicho proceso. Por otra parte, el criterio no paramétrico (al cual no se 
le dará trascendencia) [37], examina los rangos de los valores de la 
estadística de los datos originales y de los sustitutos.  
 
El método de los datos sustitutos generalmente se aplica en conjunto con 
regímenes de modelados lineales ó no lineales. En cierto sentido, el método 
de los datos sustitutos es equivalente a aplicar una clase específica de 
modelos libres de parámetros. En este contexto, el método de los datos 
sustitutos puede aplicarse incluso a la prueba de los residuos de modelos 
específicos [38]. Sin embargo, el propósito de modelado y comprobación de 
hipótesis son diferentes. Un modelo dará una información suficiente sobre las 
características que pueden ó no estar presentes en los datos: las 
características que se deducen de un modelo se atribuyen a esa descripción 
particular de los datos. Por el contrario, el método de los datos sustitutos 
proporciona una forma rigurosa de probar si unos datos pertenecen ó no a 
una clase particular de sistema [34].  
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Así, se puede estar seguro (ó al menos convencido), de que los datos son 
susceptibles ó no de pertenecer a esa clase en particular de los modelos. 
 
 
 
 
Figura 3.1: Proceso metódico del algoritmo de los datos sustitutos. 
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No obstante, se puede pensar que es posible investigar las características de 
los datos mediante la utilización de modelos que discriminen, como el caso 
entre linealidad y no linealidad. Por ejemplo, para construir modelos de series 
temporales que están formadas por combinaciones lineales de cualquier tipo 
de función (e.g. lineales y no lineales) conviene usar una clase particular de 
modelo pseudolineal [36], éstos han sido aplicados ampliamente en la 
construcción de modelos para series temporales. Cuando los modelos 
construidos contienen funciones no lineales, se puede pensar que los datos 
incluyen no linealidades y éstas se seleccionan como las funciones propias 
del sistema. Por otro lado, cuando los modelos sólo incluyen funciones 
lineales, se suele creer que los datos son lineales y no se opta por funciones 
no lineales. Sin embargo, esta afirmación no siempre es verdadera puesto 
que en algunos casos las funciones no lineales son más efectivas en la 
aproximación de datos que las funciones lineales, aun si los datos son 
lineales; incluso a veces no se seleccionan las funciones no lineales (siendo 
los datos no lineales) porque las funciones seleccionadas no son efectivas 
para realizar una aproximación de los datos. Más precisamente, se pueden ó 
no seleccionar funciones no lineales sin tener en cuenta si los datos son 
lineales ó no lineales. Siendo consecuentes, y valiéndose de los métodos de 
modelamiento no se puede saber si los datos son lineales ó no lineales [34]. 
 
Es vital notar dos observaciones en los preliminares de la aplicación del 
método de los datos sustitutos. La primera es que la prueba de hipótesis, 
incluyendo el método de los datos sustitutos, no se puede usar para 
determinar qué son los datos, sólo lo que no son (es así como se indica que 
no se puede aceptar la hipótesis nula, en otras palabras, no se puede decir 
que la hipótesis nula sea verdadera). Es decir si el resultado de la 
comparación es que no se puede hacer una distinción entre los datos y los 
sustitutos puede ser simplemente que la estadística usada en la comparación 
no es la adecuada o que los datos si son coherentes con la hipótesis, pero 
las dos opciones son equiprobables. Por otra parte, si la serie original y los 
datos sustitutos son diferentes se puede afirmar categóricamente que, con 
una cierta probabilidad, los datos no son consistentes con la hipótesis nula 
planteada. Por medio del método de los datos sustitutos nunca se puede 
concluir que los datos son algo, sólo lo que no son. Así es como una 
selección adecuada de las estadísticas es crucial ya que los algoritmos de 
generación de los datos sustitutos tienen la propiedad especial de que ciertas 
características se preservarán en este nuevo conjunto de datos [34]. 
 
La segunda es que si se aplica una cantidad lo suficientemente grande de 
estadísticas, algunas de ellas mostrarán que la señal original no se asemeja 
a los datos sustitutos. Esto no implica que se rechace la hipótesis nula: es 
sólo una afirmación reiterativa de la ley de los grandes números. Se 
esperaría que una cierta fracción de los datos en prueba ó una cierta 
cantidad de las estadísticas aplicadas indiquen rechazo. Pero no es suficiente 
para concluir que el proceso subyacente no es consistente con la hipótesis 
nula [34]. 
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Con estas dos advertencias se puede creer que el método de los datos 
sustitutos es débil, pero no lo es, solamente hay que prestar mucha atención 
a las limitaciones presentes en las metodologías disponibles [34]. 
 
3.1. Rigor, Potencia y Significancia Estadística.  
 
La aplicación de una prueba de hipótesis estadística a una serie de datos 
puede dar lugar a dos resultados: ó la hipótesis nula se rechaza ó no. En el 
caso formal hay una probabilidad a de que la hipótesis nula sea rechazada 
aun siendo verdadera (erro tipo I), en el otro caso hay una probabilidad b de 
que no se podrá rechazar la hipótesis nula cuando de hecho es falsa (error 
tipo II). La probabilidad a es conocida como el nivel de significancia y su 
complemento (1 – a) es el nivel de confianza. Por ejemplo, si se tienen 19 
datos sustitutos y todos ellos producen un valor estadístico A más pequeño 
que los de la serie original entonces la probabilidad de que este resultado se 
haya producido por casualidad es a = , por ende se concluye que con un 
nivel de 0.05 de significancia (0.95 de confianza) que para una prueba 
estadística de un solo lado la serie original es diferente de los datos 
sustitutos. Por el contrario, la potencia de una prueba (1 – b) es la 
probabilidad de que se rechace correctamente la hipótesis nula [36]. 
 
Usualmente se usa una sola estadística discriminante, en este caso el nivel 
de significancia es 0.05 para una prueba estadística de un solo lado cuando 
se generan 19 datos sustitutos. No obstante, se pueden utilizar varias 
estadísticas discriminantes, como la  dimensión de correlación, el máximo 
exponente de Lyapunov, entre otros [36]. Esto se debe a que algunos de los 
sistemas de prueba podrían ser robustos a pruebas estadísticas y por tanto 
una sola estadística no sería suficiente. Para el caso anterior, si un valor 
estadístico B de la serie original y de los datos sustitutos es 2.5 y otro valor 
estadístico A de la señal original es 0.5 y la de los datos sustitutos es 2.6, se 
asumió que el valor estadístico A resultante fue el correcto en la 
discriminación. En este ejemplo, de forma no correcta no se puede rechazar 
la hipótesis nula cuando se hace uso de la estadística B y (correctamente) se 
rechaza cuando se hace uso de la estadística A. Para evitar este problema, 
sería conveniente adoptar múltiples estadísticas discriminantes. Cuando se 
usan estadísticas discriminantes A y B y se generan 19 conjuntos de datos 
sustitutos y si estas estadísticas no son completamente independientes, el 
nivel de significancia está en algún lugar entre 0.05 y 0.0975 para una prueba 
estadística de un solo lado; puesto que el nivel de significancia de cada 
prueba es 0.05. Si dos estadísticas son idénticas (dependientes), el nivel de 
significancia para la prueba está dado por 1  0.95 H  0.95 	 0.0975. Por 
ende, el resultado verdadero debería estar en algún valor intermedio [36]. 
 
Claramente, la probabilidad a se determina por un número de ensayos y el 
número de pruebas estadísticas independientes. Estimar a es solo cuestión 
de calcular probabilidades. Para obtener resultados más confiables cuando 
se rechaza una hipótesis nula, entre más datos sustitutos se generen, mejor 
para el error tipo I, porque se espera que la expectativa para la hipótesis nula 
sea correcta en este caso. Por otro lado, cuando una hipótesis nula no se 
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rechaza, se considera que los datos tienen la misma característica que la 
hipótesis nula. Sin embargo, estrictamente hablando, no se puede decir que 
esta afirmación es cierta; no se puede decir que la hipótesis nula es correcta 
ó que la hipótesis alternativa está mal. Se puede decir que no se sabe si la 
hipótesis nula está mal ó que la alternativa puede ser aceptada. Es decir, no 
se pueden obtener resultados lo suficientemente claros [36]. 
 
El problema es que el valor de b no es tan claro. La potencia real de b 
dependerá de la elección de la prueba estadística. Por ejemplo, usar las 
fases de la luna como una prueba estadística para determinar si un EEG es 
distinto de sus datos sustitutos tendrá potencia 0. Puesto que el valor de la 
prueba estadística es idéntica para la señal original y los datos sustitutos. Si 
la prueba estadística es sólo independiente de la serie original y de los datos 
sustitutos, entonces la potencia se determina por el número de ensayos, en 
este caso es b=0.05. Situación que se muestra en la figura 3.1.1 [36].  
 
 
Figura 3.1.1: Los cuatro posibles resultados en la prueba de hipótesis y su nomenclatura 
asociada. 
 
La potencia y la significancia estadística resaltan dos críticas comunes del 
método de los datos sustitutos. La primera crítica es el problema de 
comparaciones múltiples, pero ésta es fácil de mejorar. Si se supone que una 
“batería” de estadísticas se aplica a unos datos sustitutos y los resultados 
indican que algunas, pero no todas, muestran una clara distinción. ¿Cuál es 
la conclusión correcta? Si cada prueba tiene una significancia a, entonces 
37 
 
para n estadísticas, si las hipótesis nulas son verdaderas, la posibilidad de m 
rechazos se puede calcular por medio del teorema del binomio: 
 
                            Prob (m ó más rechazos) =J n
i
ai(1-a)n-i
n
i=m
               (3.1) 
 
Asumiendo que todas las estadísticas m son independientes. Pero este 
nunca es el caso en la práctica, pruebas estadísticas como la dimensión de 
correlación y el máximo exponente de Lyapunov no son independientes una 
de otra. La solución, claro está, es escoger una sola estadística apropiada y 
limitar el estudio en ese sentido. Con múltiples estadísticas que no son 
independientes uno sólo puede calcular los límites de significancia. 
 
De igual forma, se debe considerar el problema de lograr resultados 
reproducibles. Idealmente, estas pruebas de hipótesis deberían llevarse a 
cabo en el vacío. Aun suponiendo que se selecciona una sola estadística y 
que se genera un conjunto adecuado de datos sustitutos, ¿qué sucede si los 
cálculos no producen resultados consistentes? Se han observado instancias 
en donde se han aplicado muchas veces pruebas con datos sustitutos (i.e. se 
generan múltiples conjuntos y se comparan con los datos originales) y los 
resultados finales son contradictorios. Una primera aplicación de una prueba 
puede indicar que la hipótesis nula debe ser rechazada, en cambio una 
segunda vez indica que no se puede rechazar. En esta situación ninguna 
conclusión es la correcta. La combinación de ambas pruebas indican que no 
se puede rechazar la hipótesis (con un alto nivel de significancia), pero una 
prueba indica rechazo con un bajo nivel de significancia. En este caso lo 
mejor que puede decirse es que hay una evidencia relativamente débil que 
sugiere que la hipótesis probablemente debería ser rechazada [36]. 
 
El segundo problema es más difícil de contrarrestar. Después de haber 
elegido una medida específica no lineal de interés, no es fácil determinar cuál 
es la potencia de esta estadística. Cuando se generan datos sustitutos, la 
potencia de ciertas estadísticas degeneradas es fácil de determinar. Pero 
otras estadísticas más interesantes plantean un desafío más serio. La mejor 
solución es escoger una estadística de interés y concluir directamente 
valiéndose de esa estadística [36]. 
 
Evidentemente, la elección de una prueba estadística es de vital importancia. 
En este contexto, en [39], describen un concepto de fundamentalidad: se dice 
que una prueba estadística es fundamental si la distribución de los valores 
estadísticos es idéntica para todos los procesos consistentes con una 
hipótesis nula dada. Todas las otras estadísticas son no fundamentales. Por 
ende, si es posible escoger una estadística que sea fundamental, entonces 
no hay necesidad de preocuparse de si se producen los datos sustitutos 
“correctos” (i.e. el algoritmo de construcción de los datos sustitutos no tiene 
que ser limitado). Con una estadística fundamental, el grado de “limitancia” 
no es necesario. Por otra parte, exigir que la serie original y los datos 
sustitutos tengan estimaciones idénticas de estos parámetros subyacentes en 
realidad es una interpretación errónea del requisito de los datos sustitutos de 
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ser limitados. En este sentido es preferible usar estadísticas discriminantes 
que puedan reflejar con precisión (i.e. sin sesgos) las características del 
método de los datos sustitutos [36]. 
 
Puesto que es difícil determinar el valor de la potencia de una estadística 
arbitraria (particularmente para las estadísticas no lineales), sólo se puede 
confiar en la posibilidad de rechazo ó falta de rechazo si la hipótesis es 
verdadera (primera columna de la figura 3.1.1). Por el contrario si se 
encuentra que la hipótesis se rechaza, se puede estar seguro de que la 
probabilidad de haber llegado a esta conclusión si de hecho es cierta es: a. 
Siempre que la tasa de falsos positivos (a) sea lo suficientemente baja hay 
seguridad de rechazar la hipótesis subyacente: si 1  K L 0. Por el contrario, 
si la hipótesis no se puede rechazar (la segunda línea de la figura 3.1.1), la 
probabilidad de un falso negativo, b, es a menudo incierta. Nuevamente, se 
puede ver que el método de los datos sustitutos sólo muestra lo que los datos 
originales no son [36]. 
 
3.2. Datos Sustitutos Lineales 
 
En los datos sustitutos lineales se proporcionan tres algoritmos para hacer 
pruebas contra las hipótesis de ruido independiente e idénticamente 
distribuido (I.I.D por su acrónico en inglés), ruido linealmente filtrado y una 
transformación no lineal monotónica de ruido linealmente filtrado, conocidos 
como algoritmo 0, 1 y 2; es necesario resaltar que este primer método sólo es 
válido para series estacionarias y para aquellas que no presenten un 
comportamiento pseudo – periódico [33]. Cada uno de estos tres algoritmos 
añade otra capa a la jerarquía de la prueba de hipótesis, como se muestra en 
la figura 3.2.1 [34]. 
 
3.2.1. Algoritmo 0 ó Datos Sustitutos de Mezcla Aleatoria (RS) 
 
Para este caso la hipótesis nula que se plantea es que los datos provienen de 
ruido independiente e idénticamente distribuido (I.I.D). Siendo {xt} la serie 
temporal original, se realiza el siguiente procedimiento para calcular los RS: 
 
1. Se hace una combinación al azar ó se da un nuevo orden a {xt}. 
 
2. Los datos sustitutos {st} son la nueva serie originada en el paso 1. 
 
El procedimiento mencionado es llamado muestreo sin reemplazo. Este 
proceso destruye las correlaciones temporales (que no se pueden esperar de 
un proceso de I.I.D) pero mantiene la misma distribución de probabilidad (que 
define el proceso de I.I.D subyacente que se muestrea). Esto significa que los 
datos y los sustitutos tendrán exactamente la misma distribución de 
probabilidades. Pero esto es más de lo que se espera de diferentes 
observaciones de un sistema estocástico. Para superar esta situación se 
propone una modificación del algoritmo llamada muestreo con reemplazo 
[35]. 
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Existe otro procedimiento con el cual el algoritmo 0 genera los sustituto, en 
este caso el sustituto es creado al muestrear de manera aleatoria con 
reemplazo el orden de la señal. Con esta versión la distribución del sustituto 
es un aproximado de la distribución del orden de la señal original. En la 
práctica de ha notado que para series con poca cantidad de datos la versión 
1 funciona mejor, mientras que cuando se tiene una gran cantidad de datos la 
versión 2 arroja mejores resultados [40]. 
 
3.2.2. Algoritmo 1 ó Datos Sustitutos de Fase Aleatoria (RP) 
 
En este caso la hipótesis nula es que la serie original se comporta como ruido 
linealmente filtrado. El cálculo del algoritmo, para la serie original {xt}, es: 
 
1. Aplicar la transformada de Fourier a los datos originales {xt}. 
 
2. Aleatorizar las fases del espectro de Fourier, bien por medio de 
cambios ó agregando una rotación fortuita en 0, 2$. 
 
3. Realizar la transformada inversa de Fourier, el resultado que se 
obtiene son los datos sustitutos {st}. 
 
Por lo tanto, los sustitutos mantienen las correlaciones lineales de los datos 
(es de recordar que asintóticamente la autocorrelación y la transformada de 
Fourier son equivalentes [36]) pero se destruye cualquier estructura no lineal 
[34]. 
 
 
 
Figura 3.2.1: Jerarquía de las hipótesis de los datos sustitutos lineales estándar para las 
prueba de los datos sustitutos lineales.   
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3.2.3. Algoritmo 2 ó Datos Sustitutos de Transformada de Fourier de 
Amplitud Ajustada (AAFT) 
 
La hipótesis nula que se quiere probar con el algoritmo 2 es que la señal 
original se comporta como una transformación no lineal monotónica de ruido 
linealmente filtrado; si los datos originales se presentan como {xt}, los datos 
sustitutos de AAFT se generan de la siguiente manera: 
 
1. Escalar los datos para que tengan una distribución Gaussiana. 
 
2. Generar datos sustitutos por medio del algoritmo 1 (RP), {pt}. 
 
3. Reordenar la serie original para que tenga la misma distribución de 
rango que {pt}. 
 
4. Los datos sustitutos {st} son estas series temporales reordenadas. 
 
Este proceso persigue dos objetivos: primero, como algoritmo 1, conservar el 
espectro de potencias (y por ende la correlación lineal) de los datos en los 
sustitutos; segundo, el proceso de reordenamiento hace que la distribución (ó 
rango) de probabilidad de los datos y los sustitutos sean también idénticos. 
Empero, el algoritmo 2 no preserva simultáneamente la distribución de rango 
y el espectro de potencias [34, 36]. 
 
3.2.4. Modificación Algoritmo 2 ó Datos Sustitutos de Transformada de 
Fourier de Amplitud Ajustada Iterativos (iAAFT) 
 
El algoritmo de generación de datos sustitutos por medio de AAFT no es 
consistente en la entrega de resultados que prometía puesto que la 
aleatorización de las fases preservará la correlación lineal pero escalar 
nuevamente el resultado de la trasformada inversa de Fourier {pt} para que 
tenga la misma distribución de rango que los datos originales alterará suave y 
sutilmente la estructura de autocorrelación de los datos sustitutos. A pesar de 
que la serie original y los sustitutos respectivos tendrán una distribución de 
rangos idéntica, la correlación lineal sólo será aproximadamente la misma 
[34]. 
 
Para evitar este inconveniente, en [41] encontraron una solución a este 
problema. Básicamente el nuevo método se fundamenta en la iteración del 
algoritmo de AAFT hasta encontrar una convergencia entre la distribución de 
rango y el espectro de potencia. Sin embargo, no hay una garantía de que 
iterar dé como resultado una convergencia, además tales iteraciones 
reducirán el nivel de randomización en los datos sustitutos y en consecuencia 
se disminuirá la significancia asociada a la prueba [34]. 
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3.3. Datos Sustitutos para Fenómenos Oscilatorios 
 
La mayoría del mundo no presenta series temporales que en una primera 
instancia parecerían ser ruido. Del mismo modo, la mayoría de datos de gran 
interés son más que ruido colorado. En el mundo real, las series de tiempo 
que exhiben periodicidades fuertes son casi omnipresentes [34, 36]. 
 
3.3.1. Datos Sustitutos de Ciclo Truncado 
 
Uno de los primeros intentos para la extensión de las técnicas lineales de los 
datos sustitutos en la prueba de hipótesis nulas no lineales para series que 
exhiben periodicidades fueron los sustitutos de ciclo truncado [42]. La 
hipótesis nula es que no hay ninguna correlación dinámica entre un “periodo” 
y otro, i.e., que los datos originales surgen de un proceso lineal estocástico. 
Los datos sustitutos, para una serie {xt}, se generan de la siguiente manera 
(en la figura 3.3.1.1 se muestra el proceso gráficamente): 
 
1. Identificar los periodos de {xt}, bien sea por medio de picos en la señal 
ó en lugares donde ésta presenta cruces por cero por una cantidad 
limitada de tiempo. 
 
2. Tomar estos segmentos periódicos de la señal original y mezclarlos 
para generar una nueva serie de datos sustitutos {st}. 
 
Este método de la aleatorización del orden de los intra-ciclos mientras se 
mantienen los patrones de cada ciclo intactos debería ser aplicable a una 
variedad de sistemas que son casi periódicos. Lo que también es necesario 
es que haya un lugar natural que permita hacer el “corte” de los periodos para 
poder ser posicionados en cualquier orden [34]. 
 
Desafortunadamente, este método no es perfecto puesto que requiere que la 
distribución de ruido dependa sólo periódicamente de la fase de la señal [40]. 
 
 
Figura 3.3.1.1: Obtención de los datos sustitutos de ciclo truncado. 
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3.3.2. Datos Sustitutos Pseudo – Periódicos (PPS) 
 
Para tratar de mejorar la situación con respecto al algoritmo de generación de 
datos sustitutos de ciclo truncado, se introdujeron los datos sustitutos pseudo 
– periódicos (PPS por su acrónimo en inglés) [43, 44, 45]. El algoritmo de 
PPS genera datos sustitutos que conservan las características deterministas 
de gran escala (tales como las tendencias periódicas) pero destruye las 
estructuras finas (como el determinismo lineal ó no lineal) [44]. La hipótesis 
nula es que no hay otro determinismo más que el comportamiento periódico, 
i.e. una órbita periódica con ruido no correlacionado [34]. 
 
Para generar este tipo de datos sustitutos se infiere la dinámica subyacente 
del modelo local y se contamina una trayectoria en el atractor con ruido 
dinámico, en este sentido los PPS siguen aproximadamente el mismo vector 
de campo que la serie original, pero están contaminados con ruido dinámico 
de tal manera que se borra cualquier dinámica fina ó sutil [34]. 
 
Formalmente, sea {xt} la serie temporal original, y {zt} un vector de series de 
tiempo embebido que se obtiene, por ejemplo, teniendo un tiempo de retardo 
embebido de acuerdo a 8 N 0 	 8, 8
 , 8
, … , 8
 , donde la 
dimensión de embebimiento dey el tiempo de retardo de embebimiento τ se 
pueden calcular usando alguna de las técnicas estándar [40]. La construcción 
del algoritmo es la siguiente:  
 
1. Escoger una condición inicial , O 0, 0, … , 0
 entre los puntos 
de datos n – deτ + 1 y sea i=0. 
 
2. Calcular la distancia  	 P,  0P entre el estado actual y cada punto 
del atractor. 
 
3. Asignar un peso & 	  
  y una probabilidad Q 	 ∑  a cada punto. 
 
4. Escoger un vecino de si  de acuerdo a la distribución de probabilidad 
implicada. Es decir, la probabilidad de que escoger zjsea pj. 
 
5. Suponer que zj es el vecino escogido en el paso 4, a continuación 
dejar que el sucesor de si sea si+1 = zj. 
 
6. Incrementar i. 
 
7. Repetir desde el paso 2 hasta que i > n. 
 
8. En este punto, detenerse. Los datos sustitutos están formados por los 
primeros componentes escalares de R,S  . 
 
De esta forma, además de que es necesaria una reconstrucción acertada del 
vector de tiempos de retardo, el éxito de este algoritmo depende del valor del 
parámetro ρ. Sin embargo, si se selecciona correctamente el valor de este 
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parámetro entonces las perturbaciones pequeñas (ó incluso ocasionales) 
introducidas en el paso 4 destruirán la estructura microscópica determinista 
que se encuentra en los datos pero dejará intactas las estructuras 
macroscópicas. El efecto es que la serie original y los datos sustitutos tengan 
la misma “forma” básica (i.e. que se conserven los patrones periódicos), pero 
cualquier escala sutil de la dinámica determinista sea destruida. Los 
algoritmos de generación de PPS siempre serán realizaciones de una órbita 
periódica ruidosa con el mismo patrón periódico que los datos originales 
“(limitancia)”: con la condición de que la elección de sea ρ la adecuada [34].  
 
Si ρ es muy grande (i.e. muy poco aleatorización), entonces los datos 
sustitutos y la señal original serán idénticos, ó aproximadamente idénticos. 
Por el contrario, si ρ es muy pequeño (i.e. demasiada aleatorización) 
entonces este algoritmo será equivalente al algoritmo 0 (muestreo con 
reemplazo).  
 
Con estas condiciones preestablecidas se hace necesario que la selección 
del valor del parámetro ρ sea un punto balanceado entre estos dos extremos 
[34]. 
 
3.4.  Datos Sustitutos para Fenómenos No Estacionarios 
 
En las secciones 3.2 y 3.3 se explican los métodos que son efectivos para 
datos que parecen ser ruido y aquellos que presentan pseudo – 
periodicidades respectivamente. Sin embargo, estos tampoco son los únicos 
comportamientos que se pueden observar en el mundo real, algunas series 
temporales tienen fluctuaciones irregulares y otras presentan tendencias; 
para este tipo de comportamientos los métodos de las secciones 3.2 y 3.3 
son poco concluyentes y no entregan los resultados esperados. Es así como 
se ha introducido el método de los datos sustitutos de randomización a 
pequeña escala, que pueden hacer frente a este inconveniente que 
presentan las series temporales no estacionarias [36]. 
 
3.4.1. Datos Sustitutos de Randomización a Pequeña Escala (SSS) 
 
En nuestra vida cotidiana se puede encontrar que existen muchos fenómenos 
naturales que exhiben fluctuaciones irregulares. En este tipo de 
comportamiento emerge la inquietud de si dichas fluctuaciones irregulares 
son ruido o no. Si las fluctuaciones no son ruido, entonces estas son debidas 
a algún tipo de estructura dinámica y, por lo tanto, es posible construir 
modelos determinísticos a partir de la serie temporal [46]. 
 
En este caso, sabemos que el orden de los datos en sí, tiene implicaciones 
importantes, independientemente de si las series de tiempo son lineales o no 
lineales. Por lo tanto, cada vez que se modifica el orden de los datos, el flujo 
de información también cambia y la serie de tiempo resultante no refleja la 
dinámica de la serie temporal original. De esta forma, es como se propone el 
método SSS usando como premisa la idea anterior [46]. 
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En el método SSS se persigue destruir la estructura local ó correlación en las 
fluctuaciones irregulares y preservar el comportamiento global. Para lograr 
dicha idea, se aleatoriza el orden de los datos en pequeñas escalas (de allí 
su nombre): en contraste con el método RS donde el orden de los datos se 
aleatoriza sobre una escala amplia y cualquier estructura dinámica de los 
datos es destruida [46]. Una forma clara y concisa de explicar el proceder del 
método es la siguiente: se conoce que x(t) es la serie temporal original, i(t) el 
orden de x(t), g(t) es un aleatorizador de números Gaussianos y s(t) serán los 
datos sustitutos. 
 
1. Se obtiene i’(t)=i(t)+Ag(t), donde A es una amplitud (adicionando 
números aleatorios Gaussianos a el orden de la serie temporal 
original). Es de vital importancia notar que i(t) podría ser una 
secuencia de enteros mientras que la secuencia perturbada i’(t) no lo 
sería. 
 
2. Aleatorizar i’(t) por medio del ordenamiento por rango que se expone 
en [47], obteniéndose como nuevo orden de los datos î(t). 
 
3. Obtener los datos sustitutos s(t)=x(î(t)). 
 
El SSS preserva la misma distribución de probabilidad de la serie original. Por 
lo tanto, la hipótesis nula para este algoritmo es que las fluctuaciones 
irregulares son ruido independientemente distribuido (I.D). La mayor 
diferencia entre los métodos RS y SSS es que el método SSS remueve el 
requerimiento para variables aleatorias idénticamente distribuidas. 
 
Claramente, el método SSS presenta una influencia directa por la amplitud A. 
Si A es muy pequeña, los datos son aleatorizados muy poco ó nada: así los 
sustitutos serán casi idénticos (ó idénticos) a la señal original. Por el 
contrario, si A es muy grande, los datos son aleatorizados sobre una escala 
amplia: así el método SSS converge al método RS. Por lo tanto, el valor de A 
será óptimo, si dicho valor puede destruir la estructura local y preservar el 
comportamiento global [46]. 
 
En la figura 3.4.1.1 se ilustra la relación entre la amplitud A y el orden de los 
datos. La figura 3.4.1.1a muestra que cuando A incrementa, el número de 
puntos en los datos que no se mueve decrece y la fracción de distancia de 
movimiento máximo incrementa. La figura 3.4.1.1b muestra que hasta A=2.0 
el comportamiento de s(t) es casi el mismo de la serie original (A=0), a 
medida que A incrementa, el comportamiento de s(t) comienza a ser mas 
estocástico. Cabe notar, que se ha encontrado en [46] que A=1.0 es el valor 
más apropiado para una cantidad considerable de aplicaciones.  
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Figura 3.4.1.1: Relación entre la amplitud de A del aleatorizador de números 
Gaussianos y el orden de la señal. 
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Capítulo 4 
 
Estadística 
 
4.1. Complejidad de Lempel – Ziv 
 
La complejidad de Lempel – Ziv (LZC por su acrónimo en inglés) es una 
medida de complejidad no paramétrica, basada en el número de 
subsecuencias diferentes presentes en la serie original y en la tasa de 
repetición de las mismas [48]. Es una medida de complejidad en el sentido 
determinista, así como en el estadístico. En el contexto de señales 
fisiológicas, la LZC puede interpretarse como una medida de la variabilidad 
de los harmónicos de la serie temporal. Esta medida está basada en la 
transformación de la señal a analizar en una secuencia cuyos elementos son 
sólo unos pocos símbolos [49]. 
 
En [36] se expone: un método de conversión consiste en transformar el 
registro a analizar en una secuencia binaria. Para ello, se compara la serie 
temporal con un umbral Td (la mediana, ya que es más robusta a espurios 
que la media). Así, la señal original  	 8, 8, … , 8 se transforma en una 
secuencia binaria  	 ,, ,, … , , donde: 
 
                                                T! 	 UV TW X!  Y"Z TW X! [ Y" \                                     (2.1.1.) 
 
Posteriormente, un contador de complejidad c(N) mide el número de patrones 
distintos contenidos en la secuencia. En resumen, una secuencia  	,, ,, … , ,, donde ,, ,, … , , son caracteres, es analizada de izquierda a 
derecha y el contador de complejidad c(N) se incrementa una unidad cada 
vez que encuentra una nueva subsecuencia de caracteres en el proceso de 
análisis [50]. Después de la normalización, la medida de la complejidad 
refleja la tasa de nuevos patrones. La medida de la complejidad es estimada 
utilizando el siguiente algoritmo: 
 
Sean S y Q dos subsecuencias de P y sea SQ la concatenación de S y Q. La 
subsecuencia SQpise obtiene a partir de SQ, eliminando su último carácter 
(piindica la operación de eliminar el último carácter de una secuencia). 
 
Sea v(SQpi) el vocabulario de todas las diferentes subsecuencias de SQpi. 
Inicialmente, c(N)=1, S=s1y Q=s2, por lo que SQpi =s1. 
 
Generalizando, se supone que ] 	 ,, ,, … , ,# y ^ 	 ,#, lo que implica que ]^$ 	 ,, ,, … , ,#. Si ^ O *]^$, entonces ^ y es una subsecuencia de ]^$ 
y no una nueva. 
 
Renombrar ^ a ,#, ,# y evaluar si ^ pertenece a *]^$ ó no. 
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Los pasos anteriores se repiten hasta que ^ _ *]^$ . Ahora ^ 	,#, ,#, … , ,# no es una subsecuencia de ]^$ 	 ,, ,, … , ,#
, por lo que 
se incrementa en una unidad el contador c(N). 
 
Combinar ]  con ^ , pasando ]  a ser ] 	 ,, ,, … , ,#, ,#, … , ,#  y ^  a ser ^ 	 ,#. 
 
Este procedimiento se repite hasta que ^  sea el último carácter. En ese 
momento, el número de subsecuencias distintas es c(N), la medida de la 
complejidad. Este algoritmo utiliza solo dos simples operaciones, 
comparación y acumulación, que hacen que el cálculo de c(N) tenga un coste 
computacional bajo. La figura 4.1.1 ilustra el procedimiento para el cálculo de 
la complejidad de Lempel – Ziv en diagrama de bloques. 
 
Para obtener una medida de la complejidad que sea independiente de la 
longitud de la secuencia, se utiliza la medida de la complejidad normalizada 
c(N). Siendo α el número de símbolos diferentes y N la longitud de la 
secuencia , se ha probado que el límite superior de c(N) está dado por: 
 
 
                                                @'  
$		%&
	                                  (2.1.2.) 
 
Donde ` es un valor pequeño tal que ` N 0 ' N ∞. En general, el límite 
superior de c(N) es: 
 
                                          lim'∞ @' 	 K' b ()*
	                         (2.1.3.) 
 
y c(N) puede ser normalizado mediante la expresión: 
 
                                                        ' 	 +	,	                                      (2.1.4.) 
 
C(N) refleja la tasa de aparición de nuevos patrones a lo largo de la 
secuencia. 
 
4.2. Esquema de Codificación  
 
En general el valor de la complejidad de Lempel-Ziv depende del esquema de 
codificación elegido [40]. En la literatura es posible encontrar tres esquemas 
de codificación, dos de ellos diseñados para mapas y un tercero para flujos, 
en este caso se analizarán los dos primeros. El primer esquema de 
codificación conocido como esquema de codificación estándar es un 
esquema de codificación cuantificado. Primero se elige la cantidad de 
símbolos d del alfabeto A, posteriormente se divide el rango de valores de la 
señal a convertir en d bins equiprobables y a cada dato de la señal se le 
asigna un elemento del alfabeto de acuerdo al bin en que se encuentre. Con 
este esquema de codificación es posible tener alfabetos de d ≥ 2 símbolos. 
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El segundo esquema de codificación es conocido como esquema de 
codificación diferencial y es un esquema de codificación no cuantificado, en 
este sólo se permiten alfabetos binarios o ternarios. Para el alfabeto binario 
se simboliza con 1 si la señal es creciente (xn+1>xn) y con 0 si la señal es 
decreciente o no cambia (xn+1 ≤ xn). Para el alfabeto ternario se simboliza con 
1 si la señal es creciente (xn+1>xn), con 0 si la señal es decreciente (xn+1 ≤ xn) 
y 2 si la señal no cambia (xn+1 = xn). 
 
4.3. Tipificación 
 
Se conoce por tipificación al proceso de restar la media y dividir por su 
desviación estándar típica a una variable  [51]. De este modo se obtiene 
una nueva variable: 
 
 
' 	  8c]  
 
De media 0̃ 	 0  y desviación estándar ]- 	 1  (se puede abreviar como 
N(0,1)), que se denomina variable tipificada. 
 
Esta nueva variable carece de unidades y permite hacer comparable dos 
medidas que en un principio no lo son, por aludir a conceptos diferentes. 
También es aplicable al caso en que se quieran comparar individuos 
semejantes de población diferentes. 
 
 
Figura 4.1.1: Diagrama de bloques para el cálculo de la complejidad de Lempel – Ziv. 
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Capítulo 5 
 
Materiales 
 
5.1. Base de Datos de Señales MER 
 
5.1.1. Base de Datos de la Universidad Politécnica de Valencia 
 
La base de datos de la Universidad Politécnica de Valencia (BD – UPV) de 
señales MER son grabaciones de 16 intervenciones quirúrgicas sobre 10 
pacientes con Parkinson, 6 subtalamotomías bilaterales y 4 unilaterales, 
llevadas a cabo en el Hospital General Universitario de Valencia, y 
etiquetadas por especialistas de neurofisiología y electrofisiología de este 
centro, de acuerdo a la región afectada. Es de anotar que en los 
procedimientos quirúrgicos bilaterales, los registros adquiridos por cada lado 
son estadísticamente independientes y generan datos que por sus 
características de adquisición no se encuentran correlacionados [5]. 
 
Para iniciar la exploración electrofisiológica, se realiza en cada paciente una 
resonancia magnética nuclear (RMN) preparatoria de cerebro con cortes de 
1,25mm con secuencias de medida para reconstrucción tridimensional T2 de 
2mm. Posteriormente se fija el marco estereotáxico puesto en el eje de la 
línea intercomisural y se realiza una tomografía axial computarizada 
multicorte (TAC) de 64mT con contraste de 2,5mm. Las imágenes adquiridas 
con cortes axiales T1, T2 y coronales (2 a 3mm) se alinean con el plano 
intercomisural y los coronales perpendiculares a este. Luego por medio del 
atlas de Schaltenbrand y Wahren se hace una análisis morfométrico de los 
ganglios basales y en particular del núcleo subtalámico, donde se generan 
desplazamientos de 2 a 3mm posterior al punto mediocomisural, 4mm inferior 
al plano comisural y entre 11 – 13mm laterales a la línea media entre las 
comisuras anterior y posterior. El intervalo de estos valores es ajustable a 
cada paciente. Una vez definidos los desplazamientos se introducen cinco 
microelectrodos concéntricos bipolares con diámetro de 0,2mm para registro 
y estimulación. Posteriormente se programan trayectorias parasagitales de 0 
a 15 grados con inclinación de 45 a 60 grados en la dirección anteroposterior 
con respecto al plano axial intercomisural, para lograr que el electrodo tome 
la dirección del plano longitudinal del núcleo subtalámico y en su trayectoria 
poder captar las señales provenientes de los ganglios basales [5]. 
 
El equipo empleado en la adquisición de las señales fue el LEADPOINTTM de 
Medtronic. La frecuencia de muestro es de 24KHz y la resolución de 16 bits. 
Cada registro tiene una duración de 10s. En total existen 177 registros 
discriminados así: 43 señales de tálamo, 25 de subtálamo, 24 de sustancia 
negra y 85 de zona incerta [5]. 
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5.1.2.  Base de Datos de Espigas  
 
Se conformó una sub – base de datos a partir de la BD – UPV por medio de 
la segmentación de algunos registros escogidos de forma aleatoria. Cada uno 
de estos segmentos contiene una cantidad de datos que representan  
espigas que fueron, como ya se enunció, segmentadas de registros reales de 
la BD – UVP, y particularmente, de la zona cerebral: núcleo subtalámico. En 
total se utilizaron sólo 5 registros. 
 
5.1.3. Base de Datos de Ruido Independiente e Idénticamente 
Distribuido (I.I.D.) 
 
Se creó una base de datos conformada por segmentos de diferente tamaño 
de ruido independiente e idénticamente distribuido por medio de la función 
randn de Matlab. Estos segmentos fueron creados con una varianza de eA 	 10  4 H sin40$. Para efectos prácticos sólo se crearon 6 registros. 
 
5.1.4. Base de Datos de Ruido Correlacionado 
 
Se creó una base de datos conformada por segmentos de diferente tamaño 
de ruido correlacionado por medio de Matlab. Estos segmentos fueron 
creados con la ayuda de un modelo autoregresivo (AR). Para efectos 
prácticos sólo se crearon 6 registros. 
 
5.2. Software 
 
Se utilizó la versión 7.10.0 (R2010a) de Matlab© de MathWorks y los 
siguientes toolboxes, que se encuentran de manera gratuita en las 
direcciones allí referenciadas: 
 
• Programa método de los datos sustitutos [A1]. 
• Programa de la transformada de Hilbert – Huang (HHT) [A2]. 
• Complejidad de Lempel-Ziv (LZC) [A3]. 
 
 
5.2.1. Programa Método de los Datos Sustitutos 
 
El método de generación de los datos sustitutos se llevó a cabo por medio del 
algoritmo SSS. El método se describe mediante el siguiente algoritmo: 
 
Algoritmo SSS 
 
function z = SSS(x,A,k) 
 
% z=SSS(x,fe,k); 
% xNSerie temporal 
% feNRango de frecuencias a modificar 
% kNNúmero de sustitutos  
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%  DISCLAIMER 
 
ifnargin<3 
k=1; 
end 
 
 
ifnargin<2 
A=1; 
End 
 
ifnargin<1 
disp('Insuficientes argumentos de entrada'); 
return 
end 
 
x=x(:); 
z=[]; 
 
fori=1:k 
z=[z SSSalg(x,A)]; 
end 
 
return 
end 
 
functionxp = SSSalg(x,A) 
 
[n,m]=size(x); 
if m>1 
x=x'; 
    [n,m]=size(x); 
if m>1 
disp('No funciona con múltiples canales'); 
return 
end 
 
end 
x=x(:,1); 
 
% se generan números aleatorios y = N(0,A) 
y=0+A.*randn(n,1); 
 
i=(1:n)'+y; 
[isort,iind]=sort(i); 
 
xp=x(iind); 
return 
end 
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5.2.2. Programa Transformada de Hilbert – Huang 
 
La descomposición en funciones de modos intrínsecos (IMFs) de las señales 
MER se realizó por medio del método de descomposición en modos 
empíricos, el cual se describe mediante el siguiente algoritmo: 
Algoritmo EEMD 
 
% This is an EMD/EEMD program 
% 
%   functionallmode=eemd(Y,Nstd,NE) 
% 
% INPUT: 
%     Y: Inputted data; 
%     Nstd: ratio of the standard deviation of the added noise and that of Y; 
%     NE: Ensemble number for the EEMD 
 
% OUTPUT: 
%     A matrix of N*(m+1) matrix, where N is the length of the input 
%    data Y, and m=fix(log2(N))-1. Column 1 is the original data, columns 2, 3, 
%    ...m are the IMFs from high to low frequency, and comlumn (m+1) is the 
%     residual (over all trend). 
 
% NOTE: 
 
%       It should be noted that when Nstd is set to zero and NE is set to 1, the 
%       program degenerates to a EMD program. 
 
functionallmode=eemd(Y,Nstd,NE) 
xsize=length(Y); 
dd=1:1:xsize; 
Ystd=std(Y); 
Y=Y/Ystd; 
 
TNM=fix(log2(xsize))-1; 
TNM2=TNM+2; 
forkk=1:1:TNM2,  
for ii=1:1:xsize, 
allmode(ii,kk)=0.0; 
end 
end 
 
for iii=1:1:NE, 
fori=1:xsize, 
temp=randn(1,1)*Nstd; 
X1(i)=Y(i)+temp; 
end 
 
forjj=1:1:xsize, 
mode(jj,1) = Y(jj); 
end 
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xorigin = X1; 
xend = xorigin; 
 
nmode = 1; 
whilenmode<= TNM, 
xstart = xend; 
iter = 1; 
 
whileiter<=10, 
[spmax, spmin, flag]=extrema(xstart); 
upper= spline(spmax(:,1),spmax(:,2),dd); 
lower= spline(spmin(:,1),spmin(:,2),dd); 
mean_ul = (upper + lower)/2; 
xstart = xstart - mean_ul; 
iter = iter +1; 
end 
xend = xend - xstart; 
 
 nmode=nmode+1; 
 
forjj=1:1:xsize, 
mode(jj,nmode) = xstart(jj); 
end 
end 
 
forjj=1:1:xsize, 
mode(jj,nmode+1)=xend(jj); 
end 
 
allmode=allmode+mode; 
 
end 
 
allmode=allmode/NE; 
allmode=allmode*Ystd; 
 
5.2.3. Programa para el Cálculo de la Complejidad de Lempel – Ziv 
 
La complejidad de Lempel – Ziv (LZC), que se explica en la sección 4.1., 
permite la caracterización de la aleatoriedad de las señales biomédicas. Para 
calcular la LZC mediante el toolbox ANTA2 se usa la función complexity y si 
más del 5% del valor hallado de esta estadística en los datos sustitutos es 
menor que el encontrado para cada señal MER, se puede decir que no hay 
argumentos suficientes para rechazar la hipótesis nula. 
 
Algoritmo LZC 
 
functioncmp=complexity(x,n); 
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% cmp = complexity(x,n); 
 
% calculate the Lempel-Ziv complexity of the n-bit encoding of x.  
% cmp is the normalisedcomplexity, that is the number of distinct 
% symbol sequences in x, divided by the expected number of distinct  
% symbols for a noise sequence. 
% Algorithm is implemented in complexitybs.c 
 
ifnargin<2, 
n=2; 
end; 
 
if length(n)>1, 
forni=1:length(n), 
cmp(ni)=complexity(x,n(ni));  
end;     
else, 
 
if 1, 
        %do the binning, with equi-probably bins 
x=x(:); 
nx=length(x); 
        [xn,xi]=sort(x+eps*randn(size(x))); %introduce randomness for ties 
y=zeros(nx,1); 
        y=1:nx; 
        y=floor(y.*(n/(nx+1))); 
x(xi)=y; 
else, 
 
        %do binning with equal width bins 
 
x=x(:); 
nx=length(x); 
minx=min(x); 
maxx=max(x); 
stepx=(maxx-minx)/n; 
        y=zeros(nx,1); 
while minx<maxx, 
minx=minx+stepx; 
y=y+double(x<minx); 
end; 
x=floor(y); 
end; 
 
    %compute complexity with complexitybs 
cmp=complexitybs(x); 
end; 
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5.2.4. Programa empleado para la creación de la base de datos de ruido 
i.i.d. 
 
Como se evocó, la base de datos conformada por ruido i.i.d. fue creada con 
ayuda de algunas funciones básicas de Matlab. Dicha base de datos esta 
descrita por el siguiente algoritmo: 
 
Algoritmo ruido i.i.d. 
 
t=linspace(0,1,2000); 
varr=10+4*sin(2*pi*20*t); 
e=varr'.*randn(2000,1); 
e_1=e(1:150); 
e_2=e(151:500); 
e_3=e(501:900); 
e_4=e(901:1000); 
e_5=e(1001:1500); 
e_6=e(1501:1600); 
 
5.2.5. Programa empleado para la creación de la base de datos de ruido 
correlacionado 
 
Esta base de datos fue creada con la ayuda de un modelo autoregresivo 
(AR), se encuentra descrita por el siguiente algoritmo: 
 
Algoritmo ruido correlacionado 
 
N=1000; 
A=[2.19961726580320,-
1.89444298487699,0.369308894289689,0.513787044703783,-
0.153303156475068,-0.301571774232794,... 
0.0950352964160240,0.173029002914252,-0.108342255577664]; 
p=length(A); 
u=randn(N,1); w=(u-mean(u))/std(u);  
y=zeros(N,1); 
for n=1:N 
for k=1:p 
if n-k<=0, break; end;  
y(n)=y(n)+A(k)*y(n-k); 
end 
y(n)=y(n)+w(n); 
end 
y=y; 
y_1=y(1:200); 
y_2=y(201:425); 
y_3=y(426:700); 
y_4=y(701:850); 
y_5=y(850:1000); 
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Capítulo 6 
 
Métodos 
 
Los métodos empleados en el análisis son: 
 
6.1. Determinación del Segmento de Análisis 
 
• Selección de los registros MER: A partir de la BD – UPV se 
selecciona, de forma aleatoria, un sólo registro sin preproceso de cada 
una de las zonas cerebrales de estudio (Tálamo, Núcleo subtalámico, 
Zona incerta y Sustancia negra). 
 
• Cálculo de la complejidad de Lempel – Ziv: Se procede a calcular la 
complejidad de Lempel – Ziv variando el número de datos de cada uno 
de los registros. 
 
• Selección del segmento de análisis: Se observa para cada una de 
las zonas cerebrales de estudio, el número de datos para el cual la 
complejidad de Lempel –Ziv se estabiliza. Finalmente el número de 
datos a utilizar durante la investigación será un valor mayor o igual al 
número de datos mayor que se obtuvo entre las zonas cerebrales para 
un valor de complejidad de Lempel – Ziv estable. 
 
6.2. Método de descomposición en modos empíricos 
 
• Selección de los registros MER: A partir de la BD – UPV se 
selecciona, de forma aleatoria, un registro sin preproceso procedente 
del tálamo. Este registro es el utilizado durante la aplicación del 
método. 
 
• Determinación del segmento de análisis: Basados en los resultados 
de la sección 7.1. se seleccionan 6000  datos de la señal como 
segmento mínimo de análisis por muestra, debido a que para este 
tamaño se obtiene la mejor discriminación entre clases y estabilidad 
para el cálculo de la complejidad de Lempel – Ziv. 
 
• Selección del algoritmo a emplear: La selección del algoritmo se 
basa en la explicación realizada en la sección 2.5. y teniendo en 
cuenta la naturaleza ostentada por las señales en estudio. 
 
• Parametrización óptima del algoritmo: Se menciona en la sección 
2.5. que los parámetros a establecer en el algoritmo EEMD son: la 
razón de la desviación estándar entre el ruido adicionado y la señal 
(Nstd) y el número de conjuntos ó ensemble (NE). Dadas las 
características de la señal de estudio y las investigaciones efectuadas 
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en [32], los parámetros empleados para esta investigación fueron: 
Nstd=0,1 y NE=100. 
 
• Aplicación del algoritmo a las señales MER: Bajo las 
consideraciones anteriormente nombradas, se da inicio a la aplicación 
del algoritmo. 
 
6.3. Método de Validación para el Método de los Datos Sustitutos en 
Señales MER. 
 
• Selección del algoritmo empleado para generar los sustitutos: 
Basados en la sección 3.4. y atendiendo el hecho de que las señales 
MER son señales no estacionarias, conformadas por secuencias de 
disparos provenientes de la actividad neuronal, por una actividad de 
fondo y por artefactos como se explica en [5]. Se utiliza el algoritmo 
denominado Datos Sustitutos de Randomización a Pequeña Escala 
(SSS). 
 
• Determinación del segmento de análisis: Basados en los resultados 
de la sección 7.1. se seleccionan 6000  datos de la señal como 
segmento mínimo de análisis por muestra, debido a que para este 
tamaño se obtiene la mejor discriminación entre clases y estabilidad 
para el cálculo de la complejidad de Lempel – Ziv. 
 
• Creación de las señales ficticias empleadas en la validación del 
algoritmo SSS: Con la ayuda de las bases de datos descritas en 
5.1.2., 5.1.3. y 5.1.4., se generaron en total 2000 señales “ficticias” así: 
1000 señales en donde se conocía que la actividad neuronal de fondo 
estaba compuestas por ruido I.I.D. y otras 1000 en donde la actividad 
de fondo era ruido correlacionado. Todas fueron generadas por medio 
de la concatenación de segmentos de ruido alternados con segmentos 
de espigas. 
 
• Gráfico del valor óptimo para el parámetro A del algoritmo SSS: 
Se utilizaron las señales “ficticias” para cuantificar e ilustrar el valor 
óptimo del parámetro A y los ponderados de error para falsos positivos 
(es decir, se rechaza una hipótesis nula a pesar que esta sea cierta) y 
falsos negativos (es decir, no se rechaza una hipótesis nula a pesar 
que esta es falsa), usando el 5 percentil y el 95 percentil, o en otras 
palabras, aceptando hasta un 5% de falsos positivos y falsos 
negativos. 
 
• Validación del algoritmo para señales MER: La validación del 
método se realiza de manera simple. Se procede a aplicar el método 
SSS a las señales creadas con una parametrización del algoritmo de 
tal manera que las series sustitutas presenten las mismas espigas que 
la serie original pero que, por otro lado, sean una realización de un 
proceso I.I.D. Esta directriz asegura que sólo la actividad neuronal de 
fondo altere su orden, por lo que la morfología de las espigas en cada 
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señal se conserva. Dado a que de antemano se conoce tanto la 
hipótesis nula como las características de la actividad de fondo (ruido 
correlacionado ó ruido I.I.D.), es posible y correcto, argumentar que si 
el método se aplica al conjunto de las 1000 señales “ficticias” con ruido 
I.I.D. como actividad de fondo el resultado obtenido es el no rechazo 
de dicha hipótesis, y viceversa, si el método se aplica al conjunto de 
las 1000 señales “ficticias” con ruido correlacionado como actividad de 
fondo el resultado es el rechazo de dicha hipótesis. Con los 
ponderados de error obtenidos, se validó si el algoritmo puede ser 
aplicado a señales con características descritas por las MER. 
 
6.4. Método de los Datos Sustitutos 
 
Para la generación de los datos sustitutos, se utiliza el toolboxes ANTA 
(Small), encontrado de forma gratuita en [A1].  
 
6.4.1. Datos Sustitutos de Randomización a Pequeña Escala (SSS) 
 
• Selección de los registros MER: A partir de la BD – UPV se 
selecciona, de forma aleatoria, 5 registros sin preproceso de cada una 
de las zonas cerebrales de estudio.  
 
• Determinación del segmento de análisis: Basados en los resultados 
de la sección 7.1. se seleccionan 6000  datos de la señal como 
segmento mínimo de análisis por muestra, debido a que para este 
tamaño se obtiene la mejor discriminación entre clases y estabilidad 
para el cálculo de la complejidad de Lempel – Ziv. 
 
• Aplicación del algoritmo a las señales MER: Bajo las 
consideraciones anteriormente nombradas, se procede a la aplicación 
del algoritmo. 
 
6.5. Estadística  
 
En la sección 3.1.se hace referencia a que se generan conjuntos de 100 
datos sustitutos para cada registro de cada ganglio basal en estudio. El 
motivo de este número es debido a que se deja un 5% de tolerancia, con 
respecto a la posibilidad de que en la generación de los sustitutos se haya 
cometido algún tipo de error (falsos positivos ó negativos). 
 
Para cada iteración del método SSS se usa una sola estadística 
discriminante. La estadística utilizada es la complejidad de Lempel – Ziv, 
dado el buen comportamiento y las ventajas que presenta en relación a dicho 
método como se expone en [48, 49, 50]. 
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6.5.1. Complejidad de Lempel – Ziv 
 
• Estadística empleada en la metodología: Se calcula la complejidad 
de Lempel – Ziv basados en la función complexity del toolbox ANTA2. 
Los resultados se analizan por medio del criterio de rechazo ó no 
rechazo de la hipótesis nula explicado en la introducción al capítulo 3. 
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Parte IV 
 
Resultados y discusión 
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Capítulo 7 
 
Este capítulo presenta un análisis de los resultados obtenidos en cada etapa 
de esta investigación sobre la actividad de fondo de las señales MER. Se 
pretende determinar la dinámica intrínseca de esta parte de la señal, con la 
finalidad de encontrar que las MER, en conjunto, son procesos 
correlacionados. 
 
7.1. Determinación del Segmento de Análisis 
 
Pese a que el valor de la complejidad de Lempel – Ziv se normaliza para 
hacerla independiente del número de datos se ha demostrado que con   10. los cálculos de dicha estadística no son estables [52]. Sin embargo, 
se sustenta que el número de datos necesarios para que el valor de la 
complejidad de Lempel – Ziv se estabilice depende de la dinámica del 
sistema que generó la señal [52]. Es por esta razón, que se torna necesario 
antes de emplearla, identificar que tan sensible es esta estadística con 
respecto al número de datos al ser calculada a partir de una señal MER. 
 
La figura 7.1.1, es el resultado del procedimiento descrito en la sección 6.1. 
En ella, se muestra el número de datos necesarios para obtener un valor 
estable en la complejidad de Lempel – Ziv para señales provenientes de 
microelectrodos de registro (MER). Los colores hacen alusión a las zonas 
cerebrales así: negro para el núcleo subtalámico, rojo para el tálamo, verde 
para la zona incerta y azul para la sustancia negra. En general, durante el 
desarrollo de esta investigación, se emplean 6000 datos; valor estable para 
las pretensiones de la misma.   
 
 
Figura 7.1.1: Variación de la complejidad de Lempel – Ziv con el número de datos en 
señales MER. 
63 
 
7.2. Método de Descomposición en Modos Empíricos 
 
En la figura 7.2.1 se muestran 3 espigas que exhiben la misma naturaleza, 
esto debido a que provienen de una misma zona (tálamo). En principio, 
parece que en cada una de ellas, su energía se encontrara concentrada en 
una banda de frecuencia reducida, es decir, se intuye a simple vista, que la 
oscilación tiene una única frecuencia.  
 
 
 
Figura 7.2.1: Segmento de una señal del tálamo y la extracción de sus espigas. 
 
En la figura 7.2.2, se muestra la aplicación del método a una de las espigas 
segmentadas de la figura anterior. La línea gruesa y negra, en el panel a., 
representa la espiga 1. En el panel b., se muestra en una línea roja punteada, 
el primer IMF. En el panel c., se muestra la suma del los primeros dos IMFs; y 
así sucesivamente. Siendo, el panel f. la suma de los primeros cinco IMFs. 
 
Se observa que el primer IMF no representa bien la espiga, mucha de la 
energía de la espiga se pierde; ocurre lo mismo en los paneles c. y d. con la 
suma de los dos primeros y los tres primeros IMFs respectivamente, debido a 
que falta parte de la espiga por representar. Sin embargo, la suma de los 
primeros cuatro IMFs si representa bien la espiga. Demostrándose así, la 
cantidad de IMFs necesarios para reconstruir dicha espiga. 
Consecuentemente, se muestra que sumar el quinto IMF no aporta mucho en 
la calidad de la representación de la espiga. 
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Figura 7.2.2: Aplicación de EEMD a la espiga segmentada. 
 
Finalmente, la figura 7.2.3 muestra la distribución de energía tanto de la señal 
como de los primeros cuatro IMFs en el dominio de la frecuencia por medio 
de la Densidad Espectral de Potencia (PSD, de sus siglas en inglés). La PSD 
se calculó utilizando un modelo autoregresivo (AR) de orden 30, el cual es 
usado como método no paramétrico para el cálculo de la PSD. Como se 
observa, la señal original presenta su energía distribuida entre 0 y 5000Hz. 
aproximadamente; y la energía total contenida en la suma de los primeros 
cuatro IMFs, necesarios para reconstruir la espiga, se encuentra en 500 y 
5000Hz. Por equivalencia, el ancho de banda de la espigas es 
aproximadamente igual (ó igual) al ancho de banda de estos primeros cuatro 
IMFs, y en otras palabras, cubre casi todo el ancho de banda de la señal 
original.  
 
Finalmente, contemplar la idea de filtrarlas por este método sin alterar las 
componentes frecuenciales de la actividad de fondo (objetivo planteado), es 
una tarea bastante complicada por no decir imposible.  
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Figura 7.2.3: PSD de la señal original y de los IMFs necesarios para la representación 
de una de las espigas. 
 
7.2.1. Discusión 
 
Cuando las membranas de ciertas células excitables (neuronal y células 
musculares) son despolarizadas por un estímulo hasta un determinado 
umbral, el potencial intracelular sufre un cambio drástico, se hace 
transitoriamente positivo y retorna posteriormente al nivel de reposo. Este 
cambio, denominado potencial de acción, evoluciona independientemente de 
la presencia del estímulo. El potencial de acción es el “quantum” de 
información en el sistema nervioso [11, 53]. 
 
Dicho potencial de acción puede aproximarse, para efectos prácticos, como 
se muestra en la figura 7.2.1.1. Esta aproximación es usada para demostrar 
que la espiga presenta un amplio contenido frecuencial. 
  
 
Figura 7.2.1.1: Aproximación práctica del potencial de acción 
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En la figura 7.2.1.2 se muestra la aproximación del potencial de acción y su 
transformada de Fourier. La función h representa h comprimida en la 
escala de tiempo por el factor  . En la misma forma, la función i/ 
representa la función i&  expandida en la escala de frecuencia por el 
mismo factor . En consecuencia, la propiedad de escalar establece que el 
comprimir una función en el dominio del tiempo equivale a una expansión en 
el dominio de la frecuencia y viceversa. Este resultado también puede ser 
explicado desde otro punto de vista, pues al comprimir en el dominio del 
tiempo en determinado factor significa que la función varia más rápidamente 
en ese mismo factor y, en consecuencia, las componentes de frecuencia se 
incrementan proporcionalmente y viceversa. Algo aproximado sucede con 
una espiga de las MER, en donde podemos considerar que su factor  es 
grande y por lo tanto se obtienen un contenido frecuencial amplio 
proporcional a dicho factor.  
 
 
Figura 7.2.1.2: Aproximación práctica del potencial de acción y su transformada de Fourier. 
 
Gracias a la aproximación utilizada de la espiga para una señal MER, y 
basados en la propiedad de escalamiento es posible validar los resultados 
encontrados en la sección 7.2., y así, ilustrar la imposibilidad de filtrar las 
espigas de los registros con este método debido al alto contenido frecuencial 
que se encuentran en el desarrollo de las mismas.  
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7.3. Método de Validación para el Método de los Datos Sustitutos en 
Señales MER 
 
Inicialmente, a modo de introducción, se pretende realizar una prueba sobre 
una de las señales ficticias con la finalidad de mostrar gráficamente lo 
explicado en el capítulo 3, referente a la inclusión de la no estacionariedad en 
las hipótesis nulas, dadas las necesidades por generalizar el método. 
 
En la figura 7.3.1 se aplica el algoritmo 0 ó RS (por sus siglas en inglés: 
Random Signal) a dicha señal. Al aplicar este algoritmo a señales con 
espigas, se obtiene una señal sustituta donde las espigas han desaparecido 
de su posición original, y por lo tanto la hipótesis es rechazada de forma 
trivial.   
 
En contraste, se puede observar en la figura 7.3.2 que al aplicarse el 
algoritmo SSS a la misma señal, se llegan a resultados que concuerdan con 
lo explicado teóricamente en la sección 3.4.1. En esta figura se puede 
apreciar la señal original, la señal sustituta y la yuxtaposición de las dos. Esta 
última con la intensión de enfatizar la destrucción de la estructura a nivel local 
y la preservación de la morfología de las espigas y el comportamiento global.   
 
 
 
Figura 7.3.1: Aplicación del algoritmo 0 ó RS a una señal ficticia. 
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Figura 7.3.2: Aplicación del algoritmo SSS a una señal ficticia. 
 
La tabla 7.3.1 es el resultado obtenido del procedimiento de la sección 6.3. 
En ella se muestra la eficiencia del método de los datos sustitutos a través 
del cálculo de los falsos positivos y negativos encontrados por medio de la 
aplicación del método a las señales ficticias. En la figura 7.3.3 se muestra: 
gráficamente la columna 1 versus la columna 2 de la tabla 7.3.1, como se 
puede observar en ella, el parámetro A puede tomar valores entre 0.9 y 1.1 
asegurando un funcionamiento correcto del método en señales MER. Sin 
embargo, la selección del valor para este parámetro, está ligado al 
cumplimiento de la siguiente condición: El valor óptimo del parámetro A en el  
método, será aquel que permite el correcto funcionamiento del método y 
además, permita destruir la estructura a nivel local y preservar tanto la 
estructura global como la morfología de la espiga. 
 
Parámetro A Eficiencia a través de 
los falsos negativos 
Eficiencia a través de 
los falsos positivos 
0 0 100 
0.1 4 100 
0.2 10 100 
0.3 21 100 
0.4 34 100 
0.5 48 100 
0.6 59 100 
0.7 70 100 
0.8 84 100 
0.9 98 99 
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1.0 100 98 
1.1 100 97 
1.2 100 96 
1.3 100 95 
1.4 100 95 
1.5 100 95 
1.6 100 94 
1.7 100 92 
1.8 100 91 
1.9 100 90 
2.0 100 90 
 
Tabla 7.3.1: Variación del parámetro A y cálculo de los falsos positivos y falsos 
negativos. 
  
En la figura 7.3.3 se observa que para la aplicación del algoritmo con A=0.9 
el grado de aleatorización a nivel local no es tan bueno como en el caso para 
A=1.0 y A=1.1. Sin embargo, para A=1.1 se observa que la morfología de la 
espiga no se conserva como sucede para A=1.0. Por lo tanto, para esta 
investigación se usa una parametrización del algoritmo SSS de A=1.0.  
 
 
Figura 7.3.3: Selección del parámetro A. 
 
Finalmente, por medio de las señales ficticias ó simuladas, con las cuales se 
representan las señales MER, es posible validar la aplicación del método de 
randomización a pequeña escala  en señales con características exhibidas 
por las MER. De esta manera, y asegurando el cumplimiento de la condición 
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anteriormente expuesta, es posible verificar si las MER presentan 
correlaciones, sin que las espigas tengan influencia en los resultados como 
producto de la preservación de las mismas. 
 
La figura 7.3.4 presenta una de las señales ficticias que contiene en su 
actividad de fondo ruido I.I.D; un sustituto generado por el algoritmo SSS y el 
cálculo de la complejidad de Lempel – Ziv  tanto de la señal original como de 
la distribución concebida por 100 sustitutos. En este caso se observa que la 
hipótesis nula de que la serie es un proceso estocástico I.I.D con tendencia a 
largo plazo no se rechaza. Resultado que se esperaba por tratarse de ruido 
I.I.D como actividad de fondo. 
 
 
 
Figura 7.3.4: Prueba con señal ficticia y ruido I.I.D como actividad neuronal de fondo. 
 
La figura 7.3.5 presenta la otra parte de la validación. En ella se muestra una 
de las señales ficticias que contiene en su actividad de fondo ruido 
correlacionado; un sustituto generado por el algoritmo SSS y de igual forma 
el cálculo de la complejidad de Lempel – Ziv  tanto de la señal original como 
de la distribución concebida por 100 sustitutos. En este caso se observa que 
la hipótesis nula de que la serie es un proceso estocástico I.I.D con tendencia 
a largo plazo se rechaza. Resultado que se esperaba por tratarse de ruido 
correlacionado como actividad de fondo. 
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Figura 7.3.5: Prueba con señal ficticia y con ruido correlacionado como actividad 
neuronal de fondo. 
 
 
7.3.1. Discusión 
 
En las secciones 3.2 y 3.3 se introduce el método de los datos sustitutos para 
señales lineales y pseudo – periódicas. Sin embargo, en el mundo real, 
muchas series temporales presentan comportamientos diferentes a los 
nombrados en dichas secciones. En algunas ocasiones, los datos presentan 
fluctuaciones irregulares y tendencias a largo plazo. En la sección 3.4.1 se 
explica el método SSS, con el cual es posible tratar este tipo de 
comportamiento. Sin embargo, el análisis planteado en [32], se realiza para 
señales financieras que presentaran dichas características (fluctuaciones 
irregulares y/o tendencias). 
 
Los resultados obtenidos anteriormente validan el algoritmo SSS a través de 
su potencial discriminante para la prueba de hipótesis nulas, demostrando la 
posibilidad de aplicarlo a señales con las características presentes en las 
MER.   
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7.4. Aplicación del método en señales reales 
La tabla 7.4.1 muestra el resultado de la aplicación del método de los datos 
sustitutos a 5 registros escogidos de forma aleatoria de la BD – UPV por cada 
zona cerebral. Se observa que cada uno de los registros rechaza la hipótesis 
de que la serie es un proceso estocástico I.I.D con una tendencia a largo 
plazo utilizando la complejidad de Lempel – Ziv. 
 
Zona cerebral Nombre del registro Resultado 
 
 
Núcleo subtalámico 
s12stn.txt  Rechaza 
s3stn.txt Rechaza 
s9stn.txt Rechaza 
s21stn.txt Rechaza 
s1stn.txt Rechaza 
 
 
Tálamo 
s23tal.txt Rechaza 
s65tal.txt Rechaza 
s7tal.txt Rechaza 
s1tal.txt Rechaza 
s49tal.txt Rechaza 
 
 
Zona incerta 
s85ZI.txt Rechaza 
s11ZI.txt Rechaza 
s5ZI.txt Rechaza 
s33ZI.txt Rechaza 
s74ZI.txt Rechaza 
 
 
Sustancia negra 
s3snr.txt Rechaza 
s29snr.txt Rechaza 
s13snr.txt Rechaza 
s32snr.txt Rechaza 
s6snr.txt Rechaza 
 
Tabla 7.4.1: Resultados de la aplicación del método de los datos sustitutos en señales 
reales  
 
Las figuras citadas en las secciones 7.4.1 a 7.4.4, representan de forma 
gráfica los resultados resaltados en negrilla en la tabla anterior. En ellas se 
muestra el mínimo tamaño del segmento de análisis de la señal al igual que 
un dato sustituto generado con el algoritmo SSS y el resultado de la 
aplicación del método de los datos sustitutos. Se enfatiza de nuevo, que la 
estructura global de la señal sustituta es muy similar al presentado por la 
señal original. Pero, la estructura local que exhibe la serie original no es 
posible apreciarla en la señal sustituta. En cada una de las figuras, se 
observa que la hipótesis nula de que las series sean un proceso estocástico 
de ruido I.I.D con una tendencia a largo plazo se rechaza utilizando la 
estadística de Lempel – Ziv.  
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7.4.1. Sustancia Negra 
 
 
 
Figura 7.4.1: Aplicación del algoritmo SSS a una señal real proveniente de la sustancia 
negra. 
 
7.4.2. Núcleo Subtalámica 
 
 
 
Figura 7.4.2: Aplicación del algoritmo SSS a una señal real proveniente del núcleo 
subtalámico. 
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7.4.3. Tálamo 
 
 
Figura 7.4.3: Aplicación del algoritmo SSS a una señal real proveniente del tálamo. 
 
7.4.4. Zona incerta 
 
 
 
Figura 7.4.4: Aplicación del algoritmo SSS a una señal real proveniente de la zona 
incerta. 
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7.4.5. Discusión 
 
En los resultados obtenidos de la aplicación del método de los datos 
sustitutos en señales MER se observa, por medio de una metodología 
directa, que la hipótesis de que la serie es un proceso estocástico I.I.D con 
una tendencia a largo plazo se rechaza utilizando como estadística la 
complejidad de Lempel – Ziv. Estos resultados indican que la actividad 
neuronal de fondo y en general las MER son procesos correlacionados, en 
contraste con lo sugerido por algunos autores [54].  
 
Las correlaciones encontradas en la actividad de fondo, son sustentadas en 
[55] al confirmarse de manera indirecta que dicha parte de la señal es 
necesaria para la correcta identificación de algunas zonas del cerebro, al 
comentar que una manera de hallar cambios en estructuras neuronales en 
las MER consiste en observar las variaciones de la relación señal a ruido 
(SNR) en la evolución del microelectrodo durante su trayectoria a la zona 
objetivo. 
 
Por lo tanto, es posible generar un modelo que explique las correlaciones 
presentes en la señal MER. Desafortunadamente debido a las características 
intrínsecas, y en especial a la no estacionariedad, esta no es una tarea 
sencilla. 
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Conclusiones 
 
• Se ha validado que la metodología propuesta y desarrollada para 
analizar la actividad de fondo de las señales provenientes de 
microelectrodos de registro (MER), es adecuada y muestra un 
funcionamiento estable frente a este tipo de señales. En particular se 
ha demostrado que la actividad de fondo, y en general, las MER son 
procesos correlacionados. Estas correlaciones debidas a la alta 
variabilidad de las características fundamentales y a la estructura 
pseudo – aleatoria de la actividad neuronal de fondo. Por lo tanto, es 
posible generar un modelo que simule las correlaciones en la señal. 
Infortunadamente, dadas las características de las MER, y en 
particular la no estacionariedad, esta no es una tarea simple. 
 
• El método de descomposición en modos empíricos, técnica 
actualmente empleada para el análisis de datos, permitió demostrar de 
manera experimental que el rango de componentes frecuenciales 
presente en las espigas de las MER, es bastante grande con 
referencia al contenido frecuencial de la señal completa; en [6] se 
expone que es entre 100Hz y 7KHz. Esto debido a que durante el 
proceso de captación de la señal, no sólo se registra la actividad 
eléctrica de una unidad neuronal sino de un conjunto bastante 
considerado de ellas. Por lo tanto, la espiga será la superposición de 
muchos potenciales de acción, que por condiciones fisiológicas, como 
la variación en las descargas, que no son exactamente iguales y otros 
factores externos como son la pulsación cortical causada por la 
actividad cardiaca o respiratoria, introducen no estacionariedad a la 
señal por medio de la mezcla de componentes frecuenciales 
diferentes. 
 
• Verificar la presencia de correlaciones, y de forma general identificar la 
estructura dinámica intrínseca de una serie temporal es una parte vital 
en el análisis de la misma. Esto debido a que existe un conjunto de 
herramientas aplicables en donde la elección adecuada de una de 
ellas, depende en gran medida de su dinámica. A través de la prueba 
de hipótesis nulas, el método de los datos sustitutos ha demostrado 
ser la herramienta estándar que permite lograr este fin.  
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