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Abstract
Investigation of an Aeroelastic Model for a Generic Wing Structure
M.E. Cilliers
Department of Electrical and Electronic Engineering,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Thesis: MScEng (Electronic)
October 2012
Computational Aeroelasticity is a complex research field which combines structural
and aerodynamic analyses to describe a vehicle in flight. This thesis investigates the
feasibility of including such an analysis in the development of control systems for un-
manned aerial vehicles within the Electronic Systems Laboratory at the Department
of Electrical and Electronic Engineering at Stellenbosch University.
This is done through the development of a structural analysis algorithm using the
Finite Element Method, an aerodynamic algorithm for Prandtl’s Lifting Line Theory
and experimental work. The experimental work was conducted at the Low-Speed
Wind Tunnel at the Department of Mechanical and Mechatronic Engineering.
The structural algorithm was applied to 20-noded hexahedral elements in a wing-
like structure. The wing was modelled as a cantilever beam, with a fixed and a free
end. Natural frequencies and deflections were verified with the experimental model
and commercial software.
The aerodynamic algorithm was applied to a Clark-Y airfoil with a chord of 0.1m
and a half-span of 0.5m. This profile was also used on the experimental model.
Experimental data was captured using single axis accelerometers. All post-
processing of data is also discussed in this thesis. Results show good correlation
between the structural algorithm and experimental data.
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Uittreksel
Ondersoek van ’n Aëroelastiese Model vir ’n Generiese Vlerk
Struktuur
(“Investigation of an Aeroelastic Model for a Generic Wing Structure”)
M.E. Cilliers
Departement Elektries en Elektronies Ingenieurswese,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Tesis: MScIng (Elektronies)
Oktober 2012
Numeriese Aeroelastisiteit is ’n komplekse navorsingsveld waar ’n vlieënde voertuig
deur ’n strukturele en ’n aerodinamiese analise beskryf word. Hierdie tesis ondersoek
die toepaslikheid van hierdie tipe analise in die ontwerp van beheerstelsels vir onbe-
mande voertuie binne die ESL groep van die Departement Elektriese en Elektroniese
Ingenieurswese by Stellenbosch Universiteit.
Die ondersoek bevat die ontwikkeling van ’n strukturele algoritme met die ge-
bruik van die Eindige Element Methode, ’n aerodinamiese algoritme vir Prandtl se
Heflynteorie en eksperimentele werk. Die eksperimentele werk is by die Department
Meganiese en Megatroniese Ingensierswese toegepas in die Lae-Spoed Windtonnel.
Die strukturele algoritme maak gebruik van ’n 20-nodus heksahedrale element
om ’n vlerk-tipe struktuur op te bou. Die vlerk is vereenvouding na ’n kantelbalk
met ’n vasgeklemde en ’n vrye ent. Natuurlike frekwensies en defleksies is met die
eksperimentele werk en kommersiële sagteware geverifieer.
Die aerodinamiese algoritme is op ’n Clark-Y profiel met 0.1m koord lengte en ’n
halwe vlerk length van 0.5m geïmplementeer. Die profiel is ook in die eksperimentele
model gebruik.
Die eksperimentele data is met eendimensionele versnellingsmeters opgeneem.
Al die verdere berekeninge wat op ekperimentele data gedoen is, word in die tesis
beskryf. Resultate toon goeie korrelasie tussen die strukturele algoritme en die
eksperimentele data.
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Chapter 1
Introduction
This thesis describes the theoretical and experimental work that has been completed
as required by the degree Master of Science in Electrical and Electronic Engineering.
The aim of this project is to investigate the rigid body approximations currently
used for the development of control systems for unmanned aerial vehicles (UAV’s)
and the feasibility of replacing them with more accurate aeroelastic approximations,
specifically for the wing structure. The aeroelastic problem is to be broken up
into structural and the aerodynamic components which, when combined loosely, will
result in an aeroelastic model. This report documents all phases of the project, from
Literature Study to Experimental Verification. This chapter provides an introduction
to the project and describes the motivation and key objectives of the project.
1.1 Motivation
This project is to be developed in the Electronic Systems Laboratory (ESL) at
the Department of Electrical and Electronic Engineering at Stellenbosch Univer-
sity. Within the ESL, a group called the CoX (Centre of Expertise) in Autonomous
Systems, focuses on complex embedded control, automation and information sys-
tems. To be able to achieve their goal of autonomous control, a mathematical model
of the system or plant that is to be controlled has been created. Currently, projects
involving unmanned aircraft use a rigid body assumption. While this approach has
been sufficient for preliminary studies, it has been decided that a more accurate
model of the aircraft dynamics would expand the capabilities of CoX which will in
turn lead to higher fidelity control systems.
There are commercial packages available that either perform an aerodynamic
analysis or a structural analysis, each a complex research field on their own. However,
the interactions on a wing-like structure are not independent. The aim of this project
is to investigate the feasibility of combining these two analysis types into a single
1
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mathematical model that takes the flexibility of the wing into consideration when
performing analyses and developing control systems.
Under flight conditions, aerodynamic forces are applied to the wing structure in
the form of lift and drag. If we assume the wing can be simplified into a cantilever
beam, it is clear that the lift and drag forces will cause a deflection in the wing
structure, i.e. the structure is not rigid. These deflections lead to a change in angle of
attack, which will in turn lead to a change in the lift and drag forces. This interaction
of force and deflection makes the problem a dynamic aeroelastic one and leads to
the conclusion that a replacement of the currently used rigid body assumptions is,
therefore, a valid step in the advancement of the University’s capabilities.
1.2 Objectives
This section describes the various phases that were proposed for the project. Each
phase can be described as a unit with its own set of aims and results. Where
necessary the appropriate chapter and section in the remainder of this document
will be indicated, where further discussion of the phase can be found.
Literature Study The aim of the literature study is to gather knowledge from a
variety of fields and consolidate the information so as to influence the project
in a constructive and positive way. There are a number of topics that were
reviewed and where relevant, brought to the attention of the reader in Chapter
2. These topics include the Finite Element Method, Computational Fluid
Dynamics, Aerodynamics, Aeroelasticity and Wind-Tunnel Testing.
Implementation of Aeroelastic Equations Once the appropriate aerodynamic
and structural equations are identified, by means of the literature study, it
is necessary to implement them. The structural and aerodynamic equations
are investigated separately to ensure their individual correctness. The envi-
ronment chosen for the numerical analysis was the program language C. This
language can be integrated within the Matlab environment which is the main
mathematical tool used in the ESL. The advantages of using C code, instead
of creating the simulation in the Matlab environment, include the duration of
the simulation and the flexibility to include it in a variety of other platforms.
In a typical Finite Element Software package a model may contain many thou-
sands of elements which implies very large matrix manipulations. To this end,
the C code would be the most cost effective solution. However, linear algebra
matrix manipulations are not embedded in the C code and functions for each
type of manipulation will need to be created. Further details regarding the
implementation of the aeroelastic equations can be found in Chapters 3 and 4.
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Create an Experimentation Plan In order to verify any numerical calculations
or simulations, we need to create a guideline or experimental plan for the
execution of any experimental work. This will ensure safe testing methods and
that all the necessary data about the defining parameters will be gathered.
This plan will include the following
• the building of the experimental model, refer to Section 5.2
• necessary arrangements with the Department of Mechanical and Mecha-
tronic Engineering for the use of their wind tunnel facilities
• the choice of desired parameters that are to be characterised, refer to
Section 5.2.2
• the calibration of equipment and the procedures for each specific experi-
ment, refer to Section 5.4
Obtain Test Data This phase refers to the implementation of the Experimenta-
tion Plan. The raw data obtained needs to be reduced to usable parameters.
They should also be in a form that can easily be used to verify the numerical
simulation results. Techniques used for data reduction can be seen in Section
5.5 while verification of the results with the numerical solutions can be seen in
Chapter 6.
Verify Results of Experimentation and Code The comparison of the experi-
mental results with the solution from the simulation should prove the imple-
mentation of the aeroelastic equations valid. To aid the verification process,
the model being analysed numerically should be the same as that used during
experimentation [5]. The test example and results can be found in Chapter 6.
A second method that will be used to verify the validity of the simulation,
would be to implement the model in a structural analysis code, like Nastran,
and an aerodynamic code like AVL. There are also the inherent inaccuracies
involved with any numerical simulation that must be considered when using
their results as a form of verification.
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Literature Study
2.1 Introduction
At the start of any research project it is necessary to review relevant literature on
the chosen topic. The literature study provides a solid basis on which further work
and appropriate decisions can be made. This chapter describes some basic concepts
that will aid the reader with regard to the context of the research problem and
aided the author during various stages in the development of the project. Some
topics discussed in this literature study include aeroelasticity, which is sub-divided
into a structural and aerodynamic component. Experimental work in general is also
discussed.
Figure 2.1: Literature Study Information Structure.
2.2 Aeroelasticity
Aeroelasticity is defined as a phenomenon which exhibits appreciable reciprocal inter-
action (static or dynamic) between aerodynamic forces and the deformations induced
thereby in the structure of a flying vehicle, its control mechanisms, or its propulsion
4
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system [6]. An aeroelastic analysis is one that investigates this interaction. Simply
put, aeroelasticity is the combination of the structural and aerodynamic components
to create a more complete, accurate and realistic model.
Traditionally, aeroelastic behaviour was considered a negative result and research
was focused on the avoidance of this type of behaviour. Initial models only considered
aerodynamics, and the structures were assumed to be rigid. With the advances in
materials technology the shortcomings of the rigid body model become evident with
the faster, lighter and more flexible aircraft now in production. The focus in industry
has, therefore, shifted from a negative slant to that of a positive one when it became
evident that the aeroelastic behaviour can be used to enhance the performance of
the vehicle and is a necessary design parameter.
The aeroelastic formulation, or generalised aeroelastic equation of motion [7] is
described as follows
[M]{q¨(t)}+ [D]{q˙(t)}+ [K]{q(t)} = {F(t)} (2.1)
with M, D and K the mass, damping and stiffness matrices of the structure re-
spectively. The force vector, F(t), comprises the aerodynamic forces on the wing
surface.
Computational aeroelasticity is a complex research field that implements the
above equation numerically. As with any computational analysis, there are many
aspects that can influence the accuracy of a solution. These can be the simplifications
or approximations the user makes when creating the model which lead to limitations
in the model. The applicability of the model to the specific type of problem also
needs to be assessed. There are many formulations that can be used to solve the
aeroelastic equations and the validity of the solver or solution method will need to
be quantified. Computational cost versus the accuracy of the solution is another
influencing factor in deciding which solution method to use. Finally, the results
from the analysis need to be verified with experimental results [8].
A model that is based on rigid body assumptions implies a wide separation be-
tween the frequencies of the rigid body modes and the elastic modes of the structure.
This often leads to a decoupling of the problem [9]. However, due to the dynamic and
complex behaviour of an aerodynamic vehicle, a flutter analysis might be necessary,
in which case the rigid body modes and elastic modes cannot be separated.
Flutter is defined by Hancock [10] as the condition when an aircraft component
(e.g. wing or tailplane) exhibits self-sustained oscillations at a certain forward speed.
Hancock also demonstrates the derivation of the flutter equations. The flutter prob-
lem corresponds to an Eigenvalue problem where the solution corresponds to the
minimum flight speed that renders the system to transit from stable to unstable mo-
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tion [11]. This has lead to the development of two types of aeroelastic models which
allow us to analyse the effects of flutter experimentally. The first is a dynamic sta-
bility test. The dynamic stability tests look at the dynamic behaviour by rigid body
modes of motion. The second model is a flutter test. Flutter tests look mainly at the
elastic modes (dynamic instability). The support structure must allow the model to
deform elastically without influencing the results. From the experimental data it is
possible to determine the period of motion, the time to damp to one-half the ampli-
tude and number of oscillations to damp to one-half amplitude. The flutter analysis
is more common than dynamic stability analysis in the low-speed wind-tunnel.
There are many approaches to solving this aeroelastic problem numerically. The
method used is dependent on the formulation of the equations describing the system
and how the system has been modelled. The first option is to couple the separately
defined fluid and structural components which means a reformulation of the defining
equations. The complete aeroelastic equation of motion (Equation 2.1) can then
be solved simultaneously in a strongly coupled fashion by a fully implicit time-
marching method [12]. The Runga-Kutta Method can be used to implement the
time-marching. It calculates the differential equation at strategic points and then
combines them to give a higher order of accuracy [13]. The Global Newton Method
could also be used to solve the system of equations by iteration with modifications
to find a solution from any starting value [14]. The Keller-box Finite Difference
Scheme is another method of discretizing the fluid-structure problem [15]. One of
the basic ideas of the procedure is to write the governing partial differential equations
in the form of a first-order system. Then using simple central difference quotients
and averages, second order accurate difference equations can be obtained.
Secondly, the aerodynamic and structural components can be kept independent
with separate solvers for each environment, however, a suitable interfacing technique
or sub-routine is needed to transfer loads [15]. This is only effective for moderate to
low aspect ratio wings where the deflections are small and have little effect on the
aerodynamic component. The linearised structural deflections are combined with a
linear aerodynamic solution. Most commercial codes make use of different computa-
tional grids for fluids and structures. Therefore, interpolation of computational grids
and aerodynamic loads must be performed. A structural grid is usually made up of
a combination of elements and can be related to the aerodynamic grid by using one
of a variety of splining methods [12].
The third option is to maintain the two different solvers but couple them into one
module, i.e. exchanging information at the boundaries and mapping the information
between environments. At this stage the third option is the most appealing due to
its modular nature and ease of implementation. It was decided that this would be
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the approach taken by the author for this thesis.
Once the aeroelastic behaviour of a structure can be modelled, the information
can be used to produce a more efficient lifting surface.
The next sections look at some of the possible analytical solution methods for
each of the components, structural and aerodynamic, as well as some interfacing
methods.
Figure 2.2: Aeroelastic areas of discussion.
2.2.1 Structural Component
Structural dynamics describes the behaviour of a structural component under a dy-
namic load. This section divides this field of research into the typical approximations
made and solution methods used to obtain sufficient accuracy in the results.
The first step in any analysis is the definition of the problem. This leads to the
approximations and simplifications that can reduce a highly complex problem to one
that can be calculated by hand. However, there are many situations where it is not
possible to obtain an exact solution to a numerical problem and we need to resort
to approximations to achieve a discrete solution.
Typically the problem or system is described by a set of partial differential equa-
tions. There are three typical choices for the numerical solution of these equations
when the number of equations to be solved becomes large; FEM, FVM and FDM.
Each of these are briefly described below along with descriptions of other typical
approaches.
Modal Approach This approach makes use of a structure’s natural mass and stiff-
ness to evaluate the frequencies at which it will resonate. These natural fre-
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quencies can be used as a base for evaluating dynamic or frequency behaviour
in a structure [3].
Linear Analysis This approach assumes that all aspects of the structure behave in
a linear fashion and excludes aspects such as contact and anisotropic material
properties.
Non-Linear Analysis This approach assumes that there is some non-linear be-
haviour in the structure that cannot be accurately approximated with a linear
analysis. These typically include very large displacements and contact simula-
tions.
Equivalent Beam This approach would assume that the structure can be simpli-
fied to an equivalent beam structure without compromising the accuracy of the
results. This approach provides a quick and easy way to get a rough estimate
of the solution and guide the user to areas of concern which can at a later stage
be modelled in more detail.
Finite Element Method (FEM) This method can be described as a piecewise
polynomial interpolation over elements of a model. A parameter, like displace-
ment, is interpolated between nodes of the element and by connecting elements
we can interpolate over the entire structure.
Finite Volume Method (FVM) This method is based on the integral conserva-
tion law which is enforced for small control volumes as defined by the mesh of
the model.
Finite Difference Method (FDM) Derivatives in the partial differential equa-
tion are approximated by linear combinations of the function values at the
grid points. Depending on which grid points are used, there are three forms of
the FDM; forward difference, backward difference and central difference. This
method lends itself to problems with regular geometries and time dependencies.
The Finite Element Method was chosen for the structural component of this
project. Further details describing the method and its approximations can be seen
in Chapter 3.
2.2.2 Aerodynamics
Aerodynamics is the study of the forces, moments and heat-transfer rates acting on
a vehicle in flight. In order to determine these parameters the pattern of the flow
around the vehicle needs to be described [16]. This may lead to several assump-
tions and approximations which may produce a more manageable set of equations to
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solve. For example, if the temperature variations are small, we can assume that the
density of the fluid will remain constant. Several of the more common approaches
to aerodynamic simplifications and assumptions are described below.
The two most often used and widely spread sets of equations, which describe the
behaviour of a fluid, are the Euler and the Navier-Stokes equations.
Euler Equations: These equations describe the relationship between the veloc-
ity, pressure and density of a moving fluid while assuming inviscid conditions.
They describe conservation of mass, momentum and energy and are valid for
compressible fluids but can be reduced for incompressible fluids. The Euler
Equations are a simplified form of the more general Navier Stokes Equation.
Equations 2.2 to 2.4 show the 2-dimensional, steady form of the Euler Equa-
tions.
Continuity:
δ(ρu)
δx
+
δ(ρv)
δy
= 0 (2.2)
X - Momentum:
δ(ρu2)
δx
+
δ(ρuv)
δx
= − δp
δx
(2.3)
Y - Momentum:
δ(ρuv)
δx
+
δ(ρv2)
δy
= −δp
δy
(2.4)
Navier Stokes Equation: This equation describes the motion of a fluid, both tur-
bulent and laminar, the solution of which is called a velocity or flow field. It
assumes that the fluid is a continuum and does not consist of particles.
Continuity:
δp
δt
+
δ(ρu)
δx
+
δ(ρv)
δy
+
δ(ρw)
δz
= 0 (2.5)
X - Momentum:
δ(ρu)
δt
+
δ(ρu2)
δx
+
δ(ρuv)
δy
+
δ(ρuw)
δz
= − δp
δx
+
1
Rer
{
δτxx
δx
+
δτxy
δy
+
δτxz
δz
}
(2.6)
Y - Momentum:
δ(ρv)
δt
+
δ(ρuv)
δx
+
δ(ρv2)
δy
+
δ(ρvw)
δz
= −δp
δy
+
1
Rer
{
δτxy
δx
+
δτyy
δy
+
δτyz
δz
}
(2.7)
Z - Momentum:
δ(ρw)
δt
+
δ(ρuw)
δx
+
δ(ρvw)
δy
+
δ(ρw2)
δz
= −δp
δz
+
1
Rer
{
δτxz
δx
+
δτyz
δy
+
δτzz
δz
}
(2.8)
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Energy:
δET
δt
+
δuET
δx
+
δvET
δy
+
δwET
δz
= −δ(up)
δx
− δ(vp)
δy
− δ(wp)
δz
− 1
RerPrr
{
δqx
δx
+
δqy
δy
+
δqz
δz
}
+
1
Rer
[
δ
δx
(uτxx + vτxy + wτxz)
]
+
1
Rer
[
δ
δy
(uτxy + vτyy + wτyz) +
δ
δz
(uτxz + vτyz + wτzz)
]
(2.9)
Through the use of simplifications and assumptions, several theories and approaches
have been developed for specific use with airfoils.
Vortex Lattice Modelling [15]: This method is based on the assumption of a
vortex singularity as the solution of Laplace’s equation. Using the Biot-Savart
law (2.10) it is possible to create expressions for three special cases of vortex
generation [17]. These special cases are combined to form horse-shoe vortices.
This horse-shoe vortex is then applied to a lattice of quadrilateral panels. The
circulation strengths of each panel is determined by solving a system of linear
equations that satisfy the boundary conditions.
−→
δB =
µ0
−−→
IdL×
−→
lr
4pir2
(2.10)
Strip Theory: Three-dimensional aerodynamics are approximated by section-wise
two-dimensional flow. This approximation is good for long slender wings. Since
the analysis is two-dimensional, the aerodynamic forces are over predicted,
which leads to conservative results [5].
Prandtl Lifting Line Formulation: This method models the wing as a combi-
nation of bound vortex sheets (pressure difference) and free vortex sheets (no
pressure difference). If the wing has a large aspect ratio, the bound vortex sheet
can be approximated as a bound vortex line, also known as the lifting line [17].
This method assumes an incompressible, inviscid and irrotational flow. It is
only valid for planar unswept wings as it does not account for spanwise flow.
However, for small sweep angles it is still considered a valid approximation [5].
Flutter Analysis: This analysis is not strictly an aerodynamic approach but rather
a combination of structural and aerodynamic interactions that defines the dy-
namic stability of the aeroelastic system [18]. There are three primary methods
of solution for flutter, i.e. the K-method, the KE-method and the PK-method.
Galerkin’s Method: Delivers an approximate solution of the boundary-value prob-
lem. Obtain a set of simultaneous linear algebraic equations [6].
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Thin airfoil theory: This theory assumes the flow around an airfoil to be two
dimensional and applied to a wing with an infinite span. It is valid for inviscid,
incompressible flows and relates the angle of attack to lift for a specific airfoil.
The Prandlt Lifting Line Formulation was chosen for the aerodynamic component
of this project. Further details describing the method and its approximations can be
seen in Chapter 4.
2.2.3 Coupling
In most cases, the coupling between the structural and aerodynamic components
is performed by means of interpolation along the interface between these two re-
gions. There are several methods for the determination of the interface surface and
interpolation functions a few of which are described below.
Radial Basis Function: This is a function that is used to approximate a multi-
variable function by linear combinations of a single variable function.
Thin Plate Spline: This spline is a special case of a polyharmonic spline which
is a commonly used radial basis function. It is useful for the interpolation of
surfaces over scattered data [19].
Non-uniform Basis-Spline: This is a mathematical model used to generate curves
and surfaces which have high precision and flexibility to handle both analytic
and freeform shapes.
Bi-linear Interpolation/Extrapolation This method is an extension of linear
interpolation or extrapolation designed for two variables. This function is not
linear but a combination of two linear functions.
2.3 Experimental Work
Experimentation is used as a form of verification of results obtained by other means,
either using analytical calculations or numerical simulations [20]. For this project,
the results obtained numerically will need to be verified by wind tunnel tests. This
section further discusses typical experimental and wind tunnel procedures.
Parameters that are typically measured during wind tunnel testing include pres-
sure, deflection and forces on the structure. Additionally, the characteristics and
capabilities of the testing equipment available will influence the accuracy of the ex-
perimental work. Two papers in particular review wind-tunnel test procedures as
well as list good experimental habits [21], [22], [23].
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Possible methods for modelling the experimental wing structure include mounting
the panel on a turntable (for changes in angle of attack). A setup with a small gap
between the inboard end and the tunnel wall creates an air seal between the wing
and the tunnel wall which models that between a wing and the fuselage.
2.3.1 Experimental Model
Typical wind tunnel testing with a wing-like structure aims to evaluate the flow
field around a specific aerofoil. For this type of problem the wing spans the width
of the test section and the problem becomes a two dimensional one. Our problem,
however, needs the wing to be free at one end so that the deflection of the wing due
to aerodynamic forces becomes visible. This makes the problem three dimensional,
which is more realistic but also more complex to analyse. Additionally, we will only
be testing a component of the aircraft. This is another reason the configuration of
the model must be as realistic and representative as possible.
The approach used by Heinze [5], is to create a semispan model made up of a
load carrying beam of carbon-fiber. Aerodynamic sections are rigidly clamped to the
beam in such a way so as not to add stiffness to the beam structure. Scaled airfoil
profiles were used and slots between the wing and control surfaces are sealed with
elastic polymer strips.
There are many ways that a parameter can be modelled; for example, stiffness of
the wing can be modelled by a solid material with a stiffness K or a thin-walled frame
with the same stiffness could be used. While the stiffness parameter has remained
constant, the effect on other parameters is undefined. In this case, the investigator
must focus on achieving quality results for the most critically defining parameters.
2.3.2 Use of Wind-Tunnel data
Wind-tunnel test data always suffer from a great number of unknowns. One of these
unknowns is a parameter that can play a large role in the behaviour of the air flow
and is called the boundary layer. The boundary layer is defined as the region around
the wing where there is a velocity gradient. The velocity near the wing reaches zero
due to friction on the surface. The thickness of the layer is defined as the region
between the surface and the point where the velocity reaches 99% of the free-stream
velocity. Thickness and drag associated with the boundary layer are related to the
Reynolds number If the Mach Number, Ma , is smaller than 0.3, which is the case in
the low-speed wind tunnel, the flow can be assumed to be incompressible [24].
Laminar flow has less energy with which to surmount roughness or corners and
separates from the surface of the wing more easily than turbulent flow. As the
Reynolds number increases, it becomes harder to maintain the laminar boundary
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layer. The model created for this project will not be scaled to a full wing since
the results will only be used for verification purposes. However, there are several
concerns if this were not the case, one of them being appropriate scaling of the
structures characteristics.
The following equations are very useful when scaling models and comparing sub-
sequent experimental runs.
Reynolds Number: Re =
ρ
µ
V l (2.11)
Mach Number: Ma =
V
a
(2.12)
Froude Number: Fr =
√
V 2
lg
(2.13)
If a model has the same Re and Ma numbers as the real situation, then these
forces and moments can be directly scaled and the flow patterns will be similar [23].
The Froude number is generally used when scaling partially submerged objects when
analysing the effects of free-surfaces.
To ensure that the effects of the walls of the wind tunnel on the flow field around
the model are negligible, the model span should be smaller than 0.8 of the width
of the test-section [23]. Additional experiments could be conducted to evaluate the
velocity profile of the flow area which would also give an indication of the uniformity
of the air flow.
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Structural Model
3.1 Introduction
This chapter looks at the specific formulation of the structural component of the
aeroelastic analysis. We will start by reviewing simple Beam theory and then look
at the Finite Element Method in general with some technical definitions.
The first model that was investigated, was a simple one dimensional beam model.
The limitations and approximations of this model are also discussed. The beam
model is then further developed until a three-dimensional model is created and ver-
ified using commercial software. The algorithm for this implementation is also dis-
cussed.
3.2 Beam Theory
Beam theory is only valid if the following prerequisites are met [25].
• The minimum cross-section of the beam is much smaller than the length of the
beam.
• The center of gravity of the section forms a straight line when in an unloaded
state through the length of the beam.
• Displacements and deformations are small.
• The resultants of the applied loads must lie in one plane.
• The cross-section of the beam must be symmetric around one of its axes which
must also lie in the plane in which the loads are applied.
14
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Beam theory is applied through the following set of general equations:
d2v
dx2
=
M
EI
(3.1)
θ =
dv
dx
=
∫
M
EI
dx+ k1 (3.2)
v =
∫
θdx+ k2 (3.3)
with M the bending moment defined as a function of distance x from the origin
and the externally applied force. θ is the gradient of the displacement line at any
position x from the origin and v is the vertical displacement at any position x from
the origin. E represents the Young’s Modulus of the material. I is defined as
the moment of inertia for the cross-section around the neutral axis. k1 and k2 are
integration constants that are dependent on boundary conditions.
This general case can be reduced to special cases with predefined boundary con-
ditions. For example, a cantilever beam is defined as having a fixed-end and a free
end with the boundary conditions for gradient and displacement as θ = 0 and v = 0
at the fixed end.
3.2.1 Worked Example
Let us briefly take a look at a worked example for calculating the deflection for a
cantilever beam with a varying cross-section. This hand calculation is later used to
verify preliminary structural code results.
Figure 3.1: Worked Example.
We are given the length of the beam, L, the breadth, B, and the load, W. The height
of the cross-section varies from H0 at the fixed end to 12H0 at the free end, refer to
Figure 3.1. The height at any point can therefore be given by:
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H = H0
(
1− x
2L
)
(3.4)
Due to the change in height, the second moment of inertia, I, will vary along the
length of the beam.
I =
BH3
12
therefore I = I0
(
1− x
2L
)3
with I0 =
BH30
12
(3.5)
Then by making use of Equation 3.1 and including boundary conditions we can
integrate to get both the displacement and rotation at any position along the length
of the beam.
d2v
dx2
=
W (L− x)
EI
=
W (L− x)
EI0
(
1− x
2L
)−3
(3.6)
θ =
dv
dx
=
WL2
EI0
(
4
{
1− x
2L
}−1 − {1− x
2L
}−2 − 3) (3.7)
v =
WL3
EI0
(
−8 ln
{
1− x
2L
}
− 2
{
1− x
2L
}−1 − 3x
L
+ 2
)
(3.8)
3.3 The Finite Element Method
The main purpose of the Finite Element Method (FEM), is to solve numerically
complex continuous systems for which it is not possible to construct any analytical
solution [3],[1]. Before the development of the digital computer, the implementation
of such a solution method was nearly impossible and extremely time consuming. In
the 1950’s, the development of delta wings, which could not accurately be defined
by beam theory, led to the further development of this method. The FEM is now
implemented in a variety of applications including heat transfer, groundwater flow,
magnetic field and structural analysis.
Let us start the discussion with some basic definitions used is this field of study.
3.3.1 Definitions
Discrete and continuous systems can be subdivided into three typical problem
types [1].
• Equilibrium or Boundary Value Problems
• Eigenvalue Problems and
• Propagation or Initial Value Problems
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Boundary Value Problem is a system defined by a set of differential equations
along with a set of restraints or conditions applied to the boundary of the
system. A solution to the boundary value problem satisfies the differential
equations as well as the boundary conditions (Equation 3.9).
Eigenvalue Problem for a structure is one that determines the natural frequencies
at which the structure would begin to resonate.It makes use of a structures mass
and stiffness (Equation 3.10).
Initial Value Problem is also a system defined by a set of differential equations
but has conditions specified at a specific point in time. (Equation 3.11)
[K] {U} = {F} (3.9)
[K] {U} = λ [M] {U} (3.10)
[M] {U¨}+ [C] {U˙}+ [K] {U} = {F (t)} (3.11)
Finite Element Method The essence of the FEM is that a continuous structure
or model is broken up into a finite number of elements. Each element has a
set of properties describing its behaviour and how it connects to surrounding
elements. The properties are then interpolated across the element. Since the
conditions at the boundaries of the elements are known, the properties can be
interpolated across the entire structure. Unfortunately, unless the problem is
a very simple one with an exact formula, the solution will be approximate.
However, by increasing the number of elements, i.e. decreasing their size, we
can achieve a very good approximation.
Degrees of Freedom are independent quantities that govern the spatial variation
of a field [2]. Since we are typically working in a Cartesian co-ordinate system,
any point on a structure could move in any number of the six possible man-
ners, i.e. six DOF. The figure below shows the three displacements and three
rotations that are possible. Every node of every element in the discretized
structure has these six DOF unless constrained by boundary conditions [26].
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Figure 3.2: Six Degrees of Freedom represented in a Cartesian co-ordinate system
Elements and Element Types A complex structure can be simplified by making
use of appropriate element types. The number of nodes describing the element
varies according to the application in which it is to be used. Element types
include bars, beams, shells, planes or plates and solids or hexahedral elements.
The most obvious difference between these element types is the number of
degrees of freedom of each. An example of such a simplification would be
a truss structure that can be constructed from beam elements, with perhaps
only 2 or 3 DOF per element instead of three dimensional elements which might
have up to 60 DOF per element. This greatly reduces the DOF that need to
be solved and reduces the chance of user error. For this structure, the beam
element is a good representative for the type of behaviour of the structure.
It is important that the correct element type is used for a specific application.
A bar element would not be able to accurately represent a plate like structure.
Similarly, a plate element might not be accurate for a beam like structure.
Obviously, the more complex an element is, the larger the cost of calculation
so there is a fine line between choosing a large number of simple elements, or
fewer more complex elements.
The user of the FEM must have a good understanding of each of the element
types so that the limitations of each type can be taken into consideration when
modeling the structure. This includes the interpreting of results and evaluating
their applicability. The specifics of each element type is discussed later in this
section.
Mesh A mesh is the grid of elements that combine to form the structure to be
analysed. Two distinct elements can have common points only on their com-
mon boundaries if such boundaries exist; no overlapping is allowed. Common
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boundaries can be points, lines, or surfaces [1]. The assembled elements should
leave no holes within the domain and approximate the geometry of the real
domain as closely as it is possible to do. When the boundary of a domain
cannot be exactly represented by the elements selected, an error cannot be
avoided. Such an error is called the geometrical discretization error and it can
be decreased by reducing the size of the elements or by using elements allowing
boundaries to become curved [1].
Isoparametric Formulation The isoparametric formulation is a method of math-
ematically describing an element of any type in a local co-ordinate system in
such a manner that it can easily be incorporated into a complex structure.
This is further discussed as part of the Structural Algorithm in Section 3.5.
Bars A bar is the simplest element type available. It is defined as a uniform elastic
bar with a length L, elastic modulus E and a cross-sectional area A. A node is
situated at each edge. This element has only two DOF that are unconstrained,
i.e it can only move in the axial direction. Due to this limitation, this element
can only be used to model structures where the behaviour in the axial direction
is dominant and the others can be considered negligible [2].
Figure 3.3: Bar and Beam Elements [1].
Beams A beam element is similar to a bar element but has at least two DOF at
each node, one being a displacement and the other a rotation. This means that
a beam is able to model bending in the structure while the bar is not. This
is one of the advantages of the beam element, refer to Figure 3.3. Additional
displacement and rotation DOF may be unconstrained to improve the model.
This element is based on the Euler-Bernoulli beam theory. The beam element
also has a constant cross-section, however, the profile may vary. For exam-
ple, structures with I cross-sections can typically be constructed using beam
elements [2].
Shell elements This element is a two dimensional element that can displace and
rotate within the plane, refer to Figure 3.4. This implies a maximum of three
DOF per node. There are several sub-types in the plane elements group. They
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are the linear triangle (Constant Strain Triangle), the Quadratic triangle (Lin-
ear Strain Triangle), the Bilinear rectangle (Quad4) and the Quadratic rectan-
gle (Quad8, Quad9). The difference between the linear and quadratic triangu-
lar elements is the number of nodes with the linear triangle only having three
nodes, one at each apex, while the quadratic triangle has six nodes, one at each
apex and then a node mid-side. This means that while the linear triangle can
only represent a linear displacement field the quadratic triangle can represent
a quadratic displacement field. In problems where bending would occur, the
linear triangle would not be suitable and the result would be an overly stiff
structure. The quadratic triangle would be more suitable. Similarly, the bilin-
ear rectangle can only represent a linear displacement field while the quadratic
rectangle can represent a quadratic displacement field. The shell element is
defined by its thickness and the location of its midsurface [3].
-
(a) Triangular Shell Elements.
(b) Rectangular Shell Elements
Figure 3.4: Common Element configurations for Shell element types [1].
Solid elements A solid element is a plane element that has been extended to three
dimensions. Each node can represent all six DOF. Like the plane elements
there are linear and quadratic elements. The linear elements are not suitable
for problems that need to represent bending of the structure. Solid elements
of a triangular nature are called tetrahedral and those based on rectangles are
called hexahedral. With the increased DOF the computational cost for solid
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 3. STRUCTURAL MODEL 21
elements is much higher than that needed for plane or beam elements. Often, a
problem can be simplified to make use of a less costly element and reasonably
accurate results can still be obtained [1].
Figure 3.5: Hexahedral elements [1].
Plates A plate is defined as an element whose thickness is much smaller than its
height or width [2]. Under these circumstances, a solid elements can not be used
since their formulation becomes ill-conditioned when the aspect ratio becomes
large. The formulation of this type of element is based on either the Kirchoff
theory or the Mindlin theory. A plate also remains flat, while a beam for
example can bend.
3.4 Structural Approximations
During the literature study there were a number of modelling approximations sug-
gested for the structural component of an aeroelastic analysis. Those most relevant
are described below:
The Rectangular Beam where the wing-like structure is modelled by a simple
solid beam and the effects of displacements and forces are evaluated using
beam-theory [8].
A 2D Aeroelastic Model where integrals represent all the wing properties [27].
Thin Walled Anisotropic Beam method is very similar to beam-theory, how-
ever, the thin wall approximation provides a more realistic stiffness model
which is harder to create [27]
Mode Shapes can be used to obtain structural response which reduces the number
of equations that need to be solved [28].
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Eigenvalue and Eigenfunction Approach which neglects terms that do not de-
pend on elastic twist [8].
Each of these proposed methods have their own advantages, but the rectangular
beam representation was chosen as a first step due to its ease of implementation.
Initially a one-dimensional rigid-jointed structure [29] was used as a first approx-
imations for the wing-like structure. This type of structure reacts to bending and
torsion loads as well as tension and compression loads. The continuous structure
was broken up into a small number of beam elements and the behaviour of each
element was evaluated. This was done as a hand calculation like that seen in Section
3.2.1 but at discrete points along the length of the structure. The limitations of this
first approximation were quickly identified, the most important of which being that
only the simplest of configurations could be analysed. The next step would be to
implement three-dimensional elements.
3.4.1 Element Type
Once it was determined that a three-dimensional model is the most suitable way to
capture all the relevant behaviour of the structure, the next step is to determine the
type of element to use to accurately model the structure. As seen in Section 3.3,
the three dimensional elements include brick-like elements, called hexahedrals, and
triangular elements, called tetrahedrals. Since the first approximation we make is
that we can represent the wing with a beam, the hexahedral elements are the natural
choice.
The next decision regarded the number of node points on the element. As a
first step the linear, or 8-noded element was considered. This element has a node at
every corner of the element. Since there are only eight nodes and therefore only eight
shape functions , this meant implementation would be easier and the correct method
of calculation could be tested before trying to implement a higher order element.
However, this type of element can only represent linear displacement, as the name
implies, and when implemented would not converge to a correct answer, even with
mesh refinement. The next option was to make use of a quadratic hexahedral ele-
ment, i.e. 20 nodes as seen in Figure 3.5. The order in which the nodes are numbered
are relevant when defining the shape functions and the ensuing calculations.
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Figure 3.6: The effect of number of nodes on the degrees of freedom of a system [2].
3.4.2 Meshing
Deciding on the coarseness of a mesh is a compromise between the complexity of
the element type to be used and the cost of the computation. The structure being
analysed can either be modelled by lots of simple elements or fewer complex elements,
refer to Figure 3.6. The displacement at a node is the same for all elements touching
that node, however, the stresses are not.They are discontinuous. A check for the
convergence of the mesh is to quantify the discontinuity at the nodes. Refinement
of the mesh can lead to more acceptable discontinuities.
Let us look at Figure 3.7. The element on the left represents a continuous beam
and we see that the response of the beam to a moment produces both a displacement
and a rotation. The element on the right is a linear element and can not model
the quadratic behaviour of the top and bottom surfaces of the real element. The
accuracy of the solution can be increased by using many more, smaller elements,
however, the solution will always represent an upper bound on the stiffness of the
structure. Another way to improve the solution would be to add nodes mid-side
of the element. The edge can then represent quadratic or higher order curves. An
example of this would be to replace the 8-noded elements chosen above with 20-
noded elements. The implementation of 20-noded elements is discussed as part of
the structural algorithm (Section 3.5).
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Figure 3.7: Comparison of continuous ideal element (a) and finite element representation
(b)[3].
3.4.3 Isoparametric Formulation
The general formulation of an element is defined in global co-ordinates, however, a
structure is usually made up of many elements and the orientation will differ for
each element. An isoparametric element is an element that has a reference shape
defined in the natural Cartesian coordinate system, [ξ, η, ζ], as seen in Figure 3.8.
This element is transformed to the global co-ordinate system by means of shape
functions. The shape function of a specific node is described as the behaviour of
a nodal DOF when it is given a unit value while the other DOF’s are zero. This
allows quadrilateral and hexahedral elements to have non-rectangular shapes since
it is difficult to mesh a curved surface with only rectangular elements.
(a) 8-Noded Isoparametric Hexahedral Element (b) 20-Noded Isoparametric Hexahedral Element
Figure 3.8: Natural Co-ordinate system for 8- and 20-noded elements.
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The same shape functions used to determine node co-ordinates are also used to
calculate the node displacements. These displacements must then be differentiated
with respect to the global co-ordinates x, y, and z [2] in order to obtain a global
isoparametric formulation for the stiffness matrix of a structure, seen in Equation
3.12 below.
K =
∫
V
BTEBdV (3.12)
with K the stiffness matrix of the element, B is the strain-displacement matrix and
E is the stress-strain matrix. Further development of the strain-displacement matrix
can be seen in Section 3.5.
3.4.4 Interpolation Techniques
Equation 3.12 indicates that numerical integration needs to be performed to develop
the stiffness matrix. The most common method used in a FEM environment is the
Gauss Quadrature method. This method evaluates the function at specific points,
multiplies the resulting number by an appropriate weighting factor, and a summa-
tion of the results over the entire body [2]. Let us assume that the function to
be integrated is φ() over the natural co-ordinates [ξ, η, ζ], i.e. a three-dimensional
element.
I =
1∫
−1
1∫
−1
1∫
−1
φ(ξ, η, ζ) dξ dη dζ (3.13)
: ∑
i
∑
j
∑
k
WiWjWkφ(ξiηjζk) (3.14)
The weightings, Wi,j,k, are dependent on the number of integration points to be used
which in turn are dependent on the type of element, the matrix to be constructed
(either K or M) and the geometry of the real element. General guidelines regarding
the number of integration points when integrating using Gauss Quadrature can be
seen in the Table 3.1. Figure 3.9 shows the location of the integration points for a
2× 2 and 3× 3 Gauss Quadrature rule in natural co-ordinates.
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Gauss Quadrature Rule
Element Type Full Reduced
4-node plane 2× 2 1-point
8-node plane 3× 3 2× 2
9-node plane 3× 3 2× 2
8-node solid 2× 2× 2 1-point
20-node solid 3× 3× 3 2× 2× 2
Table 3.1: The number of integration points needed to ensure convergence when integrating
using the Gauss Quadrature rule [2].
Figure 3.9: Gauss Point locations for integration in 2 dimensions using a 2× 2 and a 3× 3
rule.
3.4.5 Solution methods
Once the Mass matrix, Stiffness matrix and force vectors have been defined, the linear
static problem can be solved using a simple Gauss Elimination as seen is Section 4.4.3.
For larger problems which might include damping, have sparse matrices or may be
nearly non-linear there are more complex methods for solving the system which are
more time and cost effective.
3.4.6 Numerical Precision
During the development of the structural algorithm it was felt that the precision
provided by a number of double format (32bit) would be insufficient to produce
accurate results when it eventually improved to include a time analysis. The differ-
ence in order of magnitude for the mass and stiffness matrix meant that very large
numbers would be multiplied by very small numbers and the chances for round off
error become very large. To improve these results, an infinite precision mathematical
library was implemented on the whole algorithm [30].
This would allow the programmer to decide, based on the application and need
at that point in the code, the appropriate precision in all calculations. However, this
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also meant that every action, including addition, subtraction. assigning values etc
were all implemented as functions. This greatly increased processing time and the
storage requirements for any simple action. Due to the fact that this simulation is
to be used in a control system environment, this process is much too slow to provide
any possible improvement on results generated using a double number format. It
was, therefore, decided that the double precision math functions would be sufficient.
3.5 Stuctural Algorithm
The structural algorithm describes the processes of creating the isoparametric stiff-
ness matrix, Equation 3.12, for the given structure and then solving the set of linear
equations to produce resulting displacements. The algorithm starts with the inputs
necessary from the user. These include general geometric and material properties.
Additionally, the user must prescribe the number of elements in each axis of the
global co-ordinates. Table 3.2 lists these inputs and the typical values used in the
analysis of our experimental model.
Property Typical Value
Youngs Modulus 79GPa
Poisson Ratio 0.33
Material Density 2650 kg/m3
Half Wing span 0.5m
Root Chord 0.1m
Tip Chord 0.1m
Thickness 0.001m
Number of elements in global X 20
Number of elements in global Y 2
Number of elements in global Z 1
Percentage Chord 0.25
Table 3.2: Typical inputs for the Stuctural component
The percentage chord indicated in Table 3.2 refers to the application point of the
applied load. For wing-like structures it is valid to assume that all forces acting on the
structure occur a the quarter chord position. This implies twisting and displacement
of the structure. Initially the load was a single point load at the free end of the
structure so that hand calculations could be used to verify the resulting deflections.
Once the inputs have been accepted as valid, the total number of elements, total
number of unique nodes and number of equations is determined. The number of
elements being the multiplication of the user inputs for number of elements in X, Y
and Z. Each element is defined as having 20-nodes, however many of the elements
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share boundaries. Therefore, only one node at a specific global co-ordinate will be
counted. A solid element requires that only the translation DOF are necessary to
capture the behaviour of the structure. Therefore, the number of equations is three
times the number of unique nodes.
The structure is then broken up into elements. Each element is made up of a
structure which contains all the relevant information for every node of that element.
Algorithm 3.1: Element Structure.
struct node
x ; /* Global X - co-ordinate of node */
y; /* Global Y - co-ordinate of node */
z; /* Global Z - co-ordinate of node */
num; /* Global numbering of node */
rest; /* Restraint condition applied to node */
δN
δξ ; /* Nodal shape function derivative wrt ξ */
δN
δη ; /* Nodal shape function derivative wrt η */
δN
δζ ; /* Nodal shape function derivative wrt ζ */
δN
δx ; /* Nodal shape function derivative wrt X */
δN
δy ; /* Nodal shape function derivative wrt Y */
δN
δz ; /* Nodal shape function derivative wrt Z */
struct element = 20×node
The next step is determining the global material properties. With the information
provided by the user, we create a 6× 6 Stress/Strain matrix as seen below.
E =

(1− ν)c νc νc 0 0 0
νc (1− ν)c νc 0 0 0
νc νc (1− ν)c 0 0 0
0 0 0 G 0 0
0 0 0 0 G 0
0 0 0 0 0 G

(3.15)
with c = E(1+ν)(1−2ν) and G =
E
2(1+ν)
At this stage we can start the integration to develop the isoparametric stiffness
matrix. The structural algorithm currently makes provision for a 3 × 3 × 3 and a
4×4×4 Gauss Quadrature rule. This implies 27 and 64 points of integration for each
element respectively. The rest of the algorithm is documented with a 3× 3× 3 rule.
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As seen in Figure 3.9 the values of the Gauss Point vary between [−√0.6, 0.0, √0.6]
in each natural co-ordinate axis. The weighting is then based on the location of the
integration point as seen in the table below.
ξ η ζ Weight√
0.6
√
0.6
√
0.6 W2√
0.6
√
0.6 0 W3√
0.6
√
0.6 −√0.6 W2√
0.6 0
√
0.6 W3√
0.6 0 0 W4√
0.6 0 −√0.6 W3√
0.6 −√0.6 √0.6 W2√
0.6 −√0.6 0 W3√
0.6 −√0.6 −√0.6 W2
0
√
0.6
√
0.6 W3
0
√
0.6 0 W4
0
√
0.6 −√0.6 W3
0 0
√
0.6 W4
0 0 0 W5
0 0 −√0.6 W4
0 −√0.6 √0.6 W3
0 −√0.6 0 W4
0 −√0.6 −√0.6 W3
−√0.6 √0.6 √0.6 W2
−√0.6 √0.6 0 W3
−√0.6 √0.6 −√0.6 W2
−√0.6 0 √0.6 W3
−√0.6 0 0 W4
−√0.6 0 −√0.6 W3
−√0.6 −√0.6 √0.6 W2
−√0.6 −√0.6 0 W3
−√0.6 −√0.6 −√0.6 W2
Table 3.3: Gaussian Quadrature Weights and Abscissae for Integration over a Cube [4]
with W2 = 0.171467764060357, W3 = 0.274348422496571, W4 = 0.438957475994513 and
W5 = 0.702331961591221
The algorithm for the integration of a single element can then be described as follows:
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Algorithm 3.2: Development of Isoparametric Stiffness Matix for an Ele-
ment.
for ξ = −√0.6 : 0.0 : √0.6 do
for η = −√0.6 : 0.0 : √0.6 do
for ζ = −√0.6 : 0.0 : √0.6 do
evaluate NShape(1 : 20); /* Refer to Section 3.5.1 */
evaluate δNδξ,η,ζ (1 : 20); /* Refer to Section 3.5.1 */
evaluate Jacobian( δx,y,zδξ,η,ζ ); /* Refer to Section 3.5.2 */
evaluate B(1 : 20); /* Refer to Section 3.5.3 */
evaluate K =Weightξ,η,ζ ·BT · E ·B · Jacobian; /* Refer to
Section 3.5.4 */
end
end
end
3.5.1 Shape Functions
The shape functions for a 20-noded isoparametric hexahedral element and its deriva-
tives with regard to the natural co-ordinate system can be seen below [1].
Corner Nodes:
Ni =
1
8
(1 + ξξi)(1 + ηηi)(1 + ζζi)(−2 + ξξi + ηηi + ζζi) (3.16)
δNi
δξ
=
1
8
ξi(1 + ηηi)(1 + ζζi)(−1 + 2ξξi + ηηi + ζζi) (3.17)
δNi
δη
=
1
8
ηi(1 + ξξi)(1 + ζζi)(−1 + ξξi + 2ηηi + ζζi) (3.18)
δNi
δζ
=
1
8
ζi(1 + ξξi)(1 + ηηi)(−1 + ξξi + ηηi + 2ζζi) (3.19)
Node i 1 3 5 7 13 15 17 19
ξi -1 1 1 -1 -1 1 1 -1
ηi -1 -1 1 1 -1 -1 1 1
ζi -1 -1 -1 -1 1 1 1 1
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Nodes parallel to ξ axis:
Ni =
1
4
(1− ξ2)(1 + ηηi)(1 + ζζi) (3.20)
δNi
δξ
= −1
2
ξ(1 + ηηi)(1 + ζζi) (3.21)
δNi
δη
=
1
4
ηi(1− ξ2)(1 + ζζi) (3.22)
δNi
δζ
=
1
4
ζi(1− ξ2)(1 + ηηi) (3.23)
Node i 2 6 14 18
(ξi = 0)ηi -1 1 -1 1
ζi -1 -1 1 1
Nodes parallel to η axis:
Ni =
1
4
(1 + ξξi)(1− η2)(1 + ζζi) (3.24)
δNi
δξ
=
1
4
(1− η2)(1 + ζζi) (3.25)
δNi
δη
= −1
2
(1 + ξξi)(1 + ζζi) (3.26)
δNi
δζ
=
1
4
(1 + ξξi)(1− η2) (3.27)
Node i 4 8 16 20
(ηi = 0)ξi 1 -1 1 -1
ζi -1 -1 1 1
Nodes parallel to ζ axis:
Ni =
1
4
(1 + ξξi)(1 + ηηi)(1− ζ2) (3.28)
δNi
δξ
=
1
4
(1 + ηηi)(1− ζ2) (3.29)
δNi
δη
=
1
4
(1 + ξξi)(1− ζ2) (3.30)
δNi
δζ
= −1
2
(1 + ξξi)(1 + ηηi) (3.31)
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Node i 9 10 11 12
(ζi = 0)ξi -1 1 1 -1
ηi -1 -1 1 1
3.5.2 Jacobian
Once the shape functions have been derived we need to calculate the partial deriva-
tives with respect to the Cartesian coordinates. Let us start by defining the Jacobian
matrix,
J =
δ(x, y, z)
δ(ξ, η, ζ)
=

δξ
δx
δη
δx
δζ
δx
δξ
δy
δη
δy
δζ
δy
δξ
δz
δη
δz
δζ
δz
 (3.32)
The inverse of the Jacobian is used with the derivative of the shape functions with
regard to natural coordinates, as seen in the equation below, to determine the deriva-
tives with regard to the Cartesian coordinates. In matrix form

δNi
δx
δNi
δy
δNi
δz
 =

δx
δξ
δx
δη
δx
δζ
δy
δξ
δy
δη
δy
δζ
δz
δξ
δz
δη
δz
δζ


δNi
δξ
δNi
δη
δNi
δζ
 (3.33)
3.5.3 Strain-Displacement Matrix
Once the shape function derivatives are obtained it is necessary to calculate the
strain displacement matrix for the hexahedral element.
B =

δN1
δx 0 0 ...
δNn
δx 0 0
0 δN1δy 0 ... 0
δNn
δy 0
0 0 δN1δz ... 0 0
δNn
δz
δN1
δy
δN1
δx 0 ...
δNn
δy
δNn
δx 0
0 δN1δz
δN1
δy ... 0
δNn
δz
δNn
δy
δN1
δz 0
δN1
δx ...
δNn
δz 0
δNn
δx

(3.34)
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3.5.4 Isoparametric Stiffness Matrix
The element stiffness matrix is then given by
K =
∫
V
BTEBdV (3.35)
which in numerically integrated using a Gauss Quadrature integration method with
three Gauss points in each of the natural coordinate directions which implies 27
integration points. It is also assumed that the stress-strain matrix is constant.
K =
p1∑
i=1
p3∑
i=1
p3∑
i=1
wiwjwkBTijkEBijkJijk (3.36)
In the initial stage of the algorithm development, a software package called CalculiX
was used to verify the Isoparametric Stiffness Matrix. CalculiX performs the same
functions as commercial FEM software, however, it gives the user the option to
output the mass and stiffness matrices for the structure being analysed. This feature
was used to verify the matrices produced by the algorithm for a very small model
with only one or two elements.
3.5.5 Solution Method
Once the isoparametric stiffness matrix has been created for each element, a global
stiffness matrix is created by combining the element matrices according to the global
node numbering. This set of linear equations along with the applied force vector,
Equation 3.9, now need to be solved to provide us with nodal displacements. As
mentioned previously, Gauss Elimination was applied to obtain these results. Refer
to Chapter 6 for verification of the displacement results.
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Chapter 4
Aerodynamic Model
4.1 Introduction
This chapter discusses all aspects pertaining to the Aerodynamic Component of the
Aeroelastic analysis. We start by looking at the aerodynamic assumptions made
when creating the aerodynamic model of the generic wing-like structure.The airfoil
chosen for the experimental work is characterized and the aerodynamic algorithm
discussed.
4.2 Aerodynamic Assumptions
• Density and viscosity are altitude and temperature dependent. Let us, there-
fore, initially assume that the simulation will occur under conditions that match
the experimental testing facility. Therefore, we assume standard temperature
and pressure, i.e. 20℃ and 101.325 kPa
• Assume incompressible flow, i.e. constant density. The condition for incom-
pressible flow is that the mach number, Ma, is smaller that 0.3, with Ma = Va
[24]. As an initial approximation this is a valid assumption since experimental
facilities will limit the range of verifiable data. This also implies that the flow
remains subsonic. Later developments can add a component for compressible
flow which will need to be verified by relevant literature.
• Assume inviscid flow, i.e. no viscosity or no friction.
• As a result of the above assumptions, the following form of Bernoulli’s equa-
tion can be used: P2 + 12ρ2V
2
2 = P1 +
1
2ρ1V
2
1 . This is a form of the Law of
Conservation of Energy [17].
34
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• As a first step in this investigation, let us assume that a rectangular, straight
wing-like structure, with an airfoil profile is used. The profile itself is discussed
in Section 4.3.
• It is assumed that all surfaces are perfectly smooth.
• The effects of a fuselage will be ignored during this investigation.
• It is assumed that the aeroplane is statically stable with the nose pointing into
the relative airflow. Static stability is the vehicles ability to remain in a state
of equilibrium at a given trim setting [31].
• Any resultant forces on the wing-structure will translate or rotate the airfoil
profile but not change the shape of the profile.
• Initially, control surfaces will be excluded from the structural analysis.
• Investigations near and at flutter regions are very complex, and while important
will not be considered at this stage.
4.2.1 Lifting Line Theory
An explanation of Prandtl’s Lifting Line Theory starts with a discussion of Helmholtz’s
theorems for vortex filaments [32].
1. If a fluid is irrotational, it must remain irrotational
2. The circulation strength of a vortex filament remains constant
3. A vortex filament extends downstream to infinity or remains in a closed loop
As an initial estimation, the flowfield can be represented by a single horseshoe vortex.
However, to adhere to Helmholtz’s theorems, this would imply a constant circulation
strength along the span of the wing and this is an incorrect assumption. The lift
actually decreases to zero at the tips of the wing, Figure 4.1. This leads to Prandtl’s
Lifting Line Theory where several horseshoe vortices of varying spans are superim-
posed to gain a more accurate circulation distribution. All the horseshoe vortices
are bound to the lifting line which lies on the quarter chord position.
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Figure 4.1: Lift Distribution over wing span. (a) Initial estimate with only one horseshoe
vortex. (b) Prandtl Lifting Line Theory with multiple horseshoes.
If we assume the span-wise lift distribution to be elliptical in shape, we can represent
the vortex line strength using a Fourier series, Equation 4.1.
Γ(y) = Γ(Θ) = 4sV∞
∞∑
n=1
An sin(nΘ) (4.1)
Vortices occurring at the tip of the wing produce a downwash velocity which implies
that a finite wing will experience less lift at a specific angle of attack. The downwash
can be described by the Biot-Savart law mentioned in Section 2. Making use of
Helmholtz’s second theorem we can describe the local sheet strength by Equation
4.3. Combining these two equations and integrating over all the trailing sheets we can
determine the downwash velocity distribution over the span of the wing, Equation
4.4,
dw = − γδy
4pi(y0 − y) (4.2)
γ =
δΓ
δy
(4.3)
wind = − 14pi
b/2∫
−b/2
δΓ
δy
δy
y0 − y (4.4)
with w the downwash velocity,γ the local sheet strength, b the wing span and y the
distance along the span being measured from the wing root. By mapping an angle,
Θ, to the semi-span position (Equation 4.5), and substituting Equation 4.1, we can
transform the downwash equation into a Fourier Series, see Equation 4.6.
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y = s cos(Θ) (4.5)
wind = V∞
∞∑
n=1
nAn sin(nΘ)
sin(Θ)
(4.6)
Finite wings have two velocity components, the freestream velocity and the down-
wash velocity described above. The relationship between these two velocities results
in an induced angle of attack seen in Equation 4.7. However, the downwash is gen-
erally small in comparison with the freestream velocity and we can approximate
Equation 4.7 with Equation 4.8 [33].
αi = tan−1
wind
V∞
(4.7)
αi =
wind
V∞
(4.8)
The three dimensional angle of attack can therefore be defined according to Equa-
tion 4.9, which is the sum of the two dimensional angle of attack (α2D), the induced
angle of attack (αi) and the geometric wing twist angle (θt).
α2D = α3D − αi + θt (4.9)
It is then possible to write the section lift coefficient as follows:
Cl = a0(α2D − α0) = Γ
V∞c
(4.10)
where a0 is the section lift slope and α0 is the section zero lift angle. Rearranging
the terms and including Equation 4.9 the vortex line strength can be written as:
Γ =
1
2
a0V∞c(α3D − αi + θt − α0) (4.11)
The next step is to combine Equations 4.6, 4.8 and 4.11 into Equation 4.12 and
to solve for the Fourier Coefficients.
∞∑
n=1
An sin(nΘ)
(
sin(Θ) +
na0c
8s
)
=
a0c
8s
sin(Θ)(α3D + θt − α0) (4.12)
If the loading on the wing is symmetric about the wing root then all even Fourier
Coefficients are zero. Using Gauss Elimination to solve for the Fourier Coefficients,
we can find the Lift and Drag Coefficients as seen in Equations 4.13 and 4.14,
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CL = piAA1 (4.13)
CDi = piA
∞∑
n=1
nA2n (4.14)
A =
b2
S
(4.15)
e =
1
1 +
∞∑
n=2
(nA2n/A21)
(4.16)
with S the planform area of the wing.
The implementation of this theory can be seen in Section 4.4
4.3 Airfoil Characterisation
As with the structural component, we need to make use of an aerodynamic model that
can be used for verification of the aerodynamic algorithm as well as experimental
work. To this end, an airfoil profile was chosen for its simple profile and ease of
manufacture; specifically, the Clark-Y airfoil. This airfoil is defined with the bottom
surface forming a straight line after the 30% chord position. The Clark-Y airfoil
is a well known profile which has been used in many experimental investigations,
and there is therefore, a large amount of characterisation and documentation on this
specific airfoil.
The profile was obtained of a Clark-Y airfoil with a unit chord length. This could
then be scaled to suit the experimental or analysis needs.
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Figure 4.2: Clark-Y airfoil profile with a unit chord length.
The airfoil profile was characterised using freeware called AVL (Athena Vortex Lat-
tice). This software makes use of Vortex Lattice Modelling as described in Chapter
2. It is suitable for the analysis of thin lifting surfaces undergoing small changes in
angle of attack and side slip.
This Vortex Lattice formulation represents the wing surfaces and wakes as single
layer vortex sheets which have been discretized into horseshoe filaments. Discretiza-
tion occurs chordwise and spanwise with either a sine or cosine distribution. The
effect of the grid density was investigated by doubling the number of horseshoe fil-
aments in both the chordwise and spanwise directions. Figure 4.3 shows that the
results have converged with a 32 x 40 grid. Figure 4.4 shows the converged horseshoe
filament distribution.
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Figure 4.3: Mesh Convergence study performed in AVL.
Five models were evaluated in AVL, corresponding to the five experimental setups
to be evaluated at the low-speed wind tunnel. The Clark-Y profile was evaluated
at angles of attack varying from −10◦ to +10◦ at intervals of 5◦. Figures 4.6 to 4.8
show the coefficients of lift and induced angle of attack distribution along the wing
span. These parameters are calculated on the Trefftz plane.
The Trefftz plane is defined as a plane perpendicular to the wake at an infinite
distance downstream from the airfoil. Figure 4.5 summarises the effect of angle of
attack on the lift and drag coefficients. We see that for−10◦ AOA the lift coefficient is
very small, implying no lift force on the wing under this condition. This corresponds
to Figure 4.8 where the lift distribution is not elliptical over the span as it would be
under ideal conditions. We can also see from Figure 4.5 that there is an optimum
AOA where the lift coefficient is high while the drag coefficient is small, between 0◦
and 5◦ AOA.
The input files used to generate the geometry in AVL can be seen in Appendix
A.
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(a) Lifting Surface (32 x 40 grid)
(b) Lifting Surface (32 x 40 grid) - Top View
Figure 4.4: Lifting Surface Geometry for a 32 x 40 grid co-sine distribution.
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 4. AERODYNAMIC MODEL 42
Figure 4.5: Summary of Clark Y Airfoil Characteristics (32 x 40 grid).
Figure 4.6: Clark Y Airfoil Characteristics at 0◦ angle of attack (32 x 40 grid).
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(a) 5◦ angle of attack
(b) −5◦ angle of attack
Figure 4.7: Clark Y Airfoil Characteristics at ±5◦ angle of attack (32 x 40 grid).
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(a) 10◦ angle of attack
(b) −10◦ angle of attack
Figure 4.8: Clark Y Airfoil Characteristics at ± 10◦ angle of attack (32 x 40 grid).
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4.4 Aerodynamic Algorithm
This section describes the aerodynamic algorithm that was used to determine the
loading on the wing structure for a given air speed and angle of attack. The structure
of the aerodynamic model can be seen in Figure 4.9. Each of the indicated sub-
divisions will be discussed.
Figure 4.9: Aerodynamic Model function Flow.
The aerodynamic model is based on code developed by the late Professor G. Thiart.
Originally coded in Fortran, the author transcribed the code to C since this program
language was more familiar to the author. The code was verified using a sample
results set generated by the Fortran version. The aerodynamic model has two main
functions, the first calculates section properties while the second performs a lifting
line analysis and determines the lift and drag on all sections of the wing as well as
the induced angle of attack. Let us start by looking at the inputs to the aerodynamic
model.
4.4.1 Input
The input file is prepared by the user and contains the following information regard-
ing the airfoil profile, refer to Figure 4.10 for more insight into the input parameters:
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 4. AERODYNAMIC MODEL 46
• wingspan - The total wingspan of the structure
• nsect - The number of sections along the wingspan
• nSurfmax - The largest number of surfaces in any of the sections
• nSurfi with i = 1 : nsect - The number of surfaces in a section
• XSecti with i = 1 : nsect - X co-ordinate of section
• Y Secti,j with i = 1 : nsect and j = 1 : nSurfi - Y co-ordinate of section
• ZSecti,j with i = 1 : nsect and j = 1 : nSurfi - Z co-ordinate of section
Figure 4.10: Aerodynamic Input Parameters
4.4.2 Section Parameters
The goal of the Section Parameters function is to determine the section zero lift
angle, α0, and the section lift slope, a0. Let us assume the wing structure is broken
up as shown in Figure 4.10, with a number of sections and each section made up of
a number of surfaces. Keep in mind that the number of surfaces needed per section
does not need to remain constant and may vary with section, i.e. nSurfMax =
MAX(nSurf1...nSect)
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Figure 4.11: Sections and Surfaces for a generic wing-like structure.
Figure 4.12: Parameters used in Algorithm 4.1
This function starts with the determination of surface centroids or control points,panel
lengths and panel angles for each surface of each section.
Algorithm 4.1: Section Parameters, also refer to Figure 4.12.
for i = 1 to nSect do1
for j = 1 to nSurfi do2
yCenti,j = 12(Y Secti,j + Y Secti,j−1)3
zCenti.j = 12(ZSecti,j + ZSecti,j−1)4
∆Si,j =
√
(ZSecti,j − ZSecti,j−1)2 + (Y Secti,j − Y Secti,j−1)25
Θi,j = arctan
(
ZSecti,j−ZSecti,j−1
Y Secti,j−Y Secti,j−1
)
6
end7
end8
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The next step is calculating the influence coefficients,i.e. the effect of each surface
on the other surfaces in a specific section. Let us assume we are looking at section
p.
Algorithm 4.2: Influence Coefficients
for j = 1 to nSurfp do1
for k = 1 to nSurfp do2
if j = k then3
inflCj,k = Im(−pi) · eIm(−Θp,j)4
else if j 6= k then5
inflCj,k =6
eIm(−Θp,j) · log
(
Re(yCentp,k)+Im(zCentp,k)−Re(ySectp,j−1)−Im(zSectp,j−1)
Re(yCentp,k)+Im(zCentp,k)−Re(ySectp,j)−Im(zSectp,j)
)
end7
end8
These influence coefficients are used to create a weighting matrix Σ which quantifies
the effect of a surface on the surrounding surfaces. Algorithm 4.3 shows how the
coefficient matrices are created. This system of equations can then be solved to
determine Σ using Gauss Elimination, which is discussed in Section 4.4.3. Assume
we are looking at a specific section p.
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Algorithm 4.3: Influence Coefficient Matrices to be used with Gauss Elimina-
tion to solve for the Weighting Matrix Σ
for k = 1 to nSurfp do1
LHSk,nSurfp+1 = 0.02
for j = 1 to nSurfp do3
LHSk,j = Re(inflCj,k · sin(Θp,k)) + Im(inflCj,k · cos(Θp,k))4
LHSk,nSurfp+1 =5
LHSk,nSurfp+1 −Re(inflCj,k · cos(Θp,k)) + Im(inflCj,k · sin(Θp,k))
end6
RHSk,1 = − sin(Θp,k)7
RHSk,2 = cos(Θp,k)8
end9
LHSnSurfp+1,nSurfp+1 = 0.010
for y = 1 to nSurfx do11
LHSnSurfp+1,j = Re(inflCj,1 · cos(Θp,1)) +Re(inflCj,nSurfp ·12
cos(Θp,nSurfp))− Im(inflCj,1 · sin(Θp,1))− Im(inflCj,nSurfp · sin(Θp,nSurfp))
LHSnSurfp+1,nSurfp+1 =13
LHSnSurfp+1,nSurfp+1 +Re(inflCj,1 · sin(Θp,1)) +Re(inflCj,nSurfp ·
sin(Θp,nSurfp)) + Im(inflCj,1 · cos(Θp,1)) + Im(inflCj,nSurfp · cos(Θp,nSurfp))
end14
RHSnSurfp+1,1 = − cos(Θp,1)− cos(Θp,nSurfp)15
RHSnSurfp+1,2 = − sin(Θp,1)− sin(Θp,nSurfp)16
Once Σ has been determined, we can calculate the resulting perturbation velocities.
Algorithm 4.4: Perturbation Velocities.
for j = 1 to nSurfp do1
for k = 1 to nSurfp do2
for dim = 1 to 2 do3
V Sectp,k,dim = V Sectp,k,dim +Re(inflCj,k · Σj,dim)4
+Im(inflCj,k · ΣnSurfp+1,dim)
WSectp,k,dim =WSectp,k,dim +Re(inflCj,k · ΣnSurfp+1,dim)5
−Im(inflCj,k · Σj,dim)
end6
end7
end8
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Then, using a reference initial angle, the lift and drag forces can be calculated at
each section.
Algorithm 4.5: Lift and Drag Forces
for j = 1 to nSurfp do1
Pressj,1 = 1− [(1 + V Sectp,j,1) cos(αref )− V sectp,j,2 sin(αref )]2 −2
[WSectp,j,1 cos(αref )− (1 +WSectp,j,2) sin(αref )]2
Pressj,2 = 1− [(1 + V Sectp,j,1) cos(αref ) + V sectp,j,2 sin(αref )]2 −3
[WSectp,j,1 cos(αref ) + (1 +WSectp,j,2) sin(αref )]
2
Liftp,1 = Liftp,1 − Pressj,1 · cos(Θp,j + αref ) ·∆Sp,j4
Liftp,2 = Liftp,2 − Pressj,2 · cos(Θp,j − αref ) ·∆Sp,j5
Dragp,1 = Dragp,1 + Pressj,1 · cos(Θp,j + αref ) ·∆Sp,j6
Dragp,2 = Dragp,2 + Pressj,2 · cos(Θp,j − αref ) ·∆Sp,j7
end8
Using the Lift calculated in Algorithm 4.5, the section zero lift angle, α0, and
the section lift slope, a0, can be calculated according to Algorithm 4.6
Algorithm 4.6: Sectional Lift Parameters
for p = 1 to nSect do1
α0(p) = arctan
[
tan(αref )(Liftp,1+Liftp,2)
Liftp,1−Liftp,2
]
2
a0(p) = 12
√(
Liftp,0−Liftp,1
sin(αref )
)2
+
(
Liftp,0+Liftp,1
sin(αref )
)2
3
end4
4.4.3 Gauss Elimination
Gaussian Elimination is a tool for solving sets of linear equations. Unlike the Gauss-
Jordon elimination method, it only reduces the matrix to have only components on
the diagonal and above and not to an identity matrix. Back substitution is then used
to solve the set of equations [34]. The algorithm can be seen below. Let us assume
our systems of equations looks as follows: Ax = b with A being a square matrix with
dimensions nxn
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Algorithm 4.7: Gauss Forward Elimination
for r = 1 to n− 1 do1
s = r2
for t = r + 1 to n do3
if |At,r| = |As,r| then4
s = t5
end6
if s 6= r then7
for u = r to n do8
Swop (Ar,u, As,u)9
end10
Swop (br, bs)11
for t = r + 1 to n do12
factor = At,r/ar,r13
for u = r + 1 to n do14
At,u = At,u − factor ·Ar,u15
end16
bt = bt − factor · br17
end18
end19
Algorithm 4.8: Backward Substitution
for t = n to 1 do1
xt = bt2
for u = t+ 1to n do3
xt = xt − factor · xu4
end5
xt = xt/Att6
end7
4.4.4 Lifting Line Analysis
This function implements the Prandtl Lifing Line equations discussed in Section
4.2.1. It determines the induced angle of attack by means of a Fourier Series, from
which it is possible to determine the lift and drag distributions on the wing.
Algorithm 4.9 starts by mapping the semi-span position, to the angle Θ by ma-
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nipulating Equation 4.5. This Θ differs from the angle used when calculating the
Section Parameters. The parameter Ψ is sub-step used to simplify the formula used
in Algorithm 4.10.
Algorithm 4.9: Solve for Θ and Ψ
for p = 1 to nSect do1
Θp = arccos(
2xSectp
wingspan
)2
Ψp =
1
4
cClAmplp
wingspan3
end4
Equation 4.12 can now be split into a LH and a RH matrix so that Gauss Elim-
ination, refer to Section 4.4.3, can be used to solve for the Fourier Coefficients.
Algorithm 4.10 creates these matrices.
Algorithm 4.10: Setting up of Equations to solve for Fourier Coefficients.
for p = 1 to nSect do1
for j = 1 to nSect do2
LHSp,j = (sin(Θp) + (2j − 1)Ψp) · sin((2j − 1)Θp)3
end4
RHSp,1 = (αp − α0p)Ψp sin(Θp)5
end6
Once solved, the Fourier coefficients are used in conjuction with Equation 4.8 to
determine the downwash or induced angle of attack, see Algorithm 4.11.
Algorithm 4.11: Downwash Angle
for p = 1 to nSect do1
for j = 1 to nSect do2
αIp = αIp + (2j − 1)Coeffj,1 · sin((2j − 1)Θp)3
end4
αIp =
αIp
Θp5
end6
Finally, Equations 4.13 and 4.14 can be used to determine the lift and induced drag
coefficients of the wing which lead to the detailed force distribution of Algorithm 4.13.
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Algorithm 4.12: Lift and Drag Coefficients
cL = piCoeff1,11
cDi = 0.02
for j = 1 to nSect do3
cDi = cDi+ (2j − 1)Coeff2j,14
end5
cDi = pi · cDi6
We now calculate the detailed force distribution.
Algorithm 4.13: Detailed Force Distribution
for p = 1 to nSect do1
αeff = αp − αIp2
for j = 1 to nSurfp do3
Press = 1− [(1 + V Sectp,j,1) cos(αeff ) + V sectp,j,2 sin(αeff )]2 −4
[WSectp,j,1 cos(αeff ) + (1 +WSectp,j,2 sin(αeff ))]2
LiftDistp,j = −Press cos(Θp,j − αp)∆Sp,j5
DragDistp,j = Press sin(Θp,j − αp)∆Sp,j6
end7
end8
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Chapter 5
Experimental Work
5.1 Introduction
This chapter describes all aspects pertaining to the testing of a wing-like structure
in a low speed wind tunnel. Details of the physical model as well as the procedures
followed for data capture will be discussed. Experimental work is an important factor
in simulation validation and verification.
5.2 Experimental Model
The literature provided several possible configurations for the evaluation of a wing-
like structure in a wind tunnel as discussed in Chapter 2. The method that was
implemented makes use of a half-span wing mounted to the roof of the wind-tunnel
test section. This method was chosen since the low-speed wind tunnel, found at the
Department of Mechanical and Mechatronic Engineering, has perspex side panels
on the test section. This would make mounting the wing horizontally, as in flight,
impossible. Mounting to the roof instead of the floor removes gravitational effects
due to the structures own mass and eccentricity. The model co-ordinate system is
oriented such that the x-axis of the model runs along the length of the span. The
y-axis is in the chordwise direction and the z-axis is out of plane, refer to Figure 5.1.
The following sections describe the three main components of the model; the spar
or support structure, the sensor setup and the airfoil profile.
54
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 5. EXPERIMENTAL WORK 55
Figure 5.1: Reference co-ordinate systems used during the experimental phase. The green
co-ordinate system is in reference to the wind tunnel test section while the red co-ordinate
system refers to the experimental model.
5.2.1 The Spar
In this experimental setup, the spar is designed to carry all the weight and stiffness
of the model wing while the airfoil is designed to transfer the aerodynamic forces.
The position and structure of the spar is therefore critical to the behaviour of the
wing. Three configurations for the spar have been considered, a single spar, a double
spar and a flat plate. We want a simplified model that will give the same bending
and torsional stiffness as the real structure. It is, therefore, customary to have all
the stiffness in the spar with the covering providing only the aerodynamic shape. A
static deflection test, i.e. cantilevered beam, is usually used to characterise the spar.
Single Spar A single spar could be positioned along the span at the quarter chord
position. A valid assumption would be that all the aerodynamic forces act on
this quarter chord position. This beam-like spar would need to have a small
cross-section, typically symmetrical, in comparison with its length. Typical
behaviour of a wing includes bending and torsion, however, with a single spar,
the torsion component would not be visible. Even with a 2-axis sensor, the
behaviour could not be accurately captured. If a single spar were to be used,
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the cross-section would be that of square/rectangular tubing. This would allow
placement of the sensors inside the tubing and make the fixing of the profile
quite easy.
Double Spar This configuration would have a spar along the span at the quar-
ter chord position, like that mentioned above, and include a second spar at
the three-quarter chord position. From this information, the bending in the
beam and some of the torsion can be extracted from the phase difference of
the sensors. If single axis sensors are used it would be unclear if the profile
deforms during the experiment. Dual-axis sensors would be able to pick up the
movement in the horizontal or lateral planes.
Flat Plate Support This support would run the width of the chord and the length
of the wing. This configuration would clearly show the behaviour of the wing
under bending and torsion. This configuration would also allow the placement
of many more sensors, at any location on the model and not be limited to the
quarter chord position. However, the sensors would be mounted to the top
or bottom surface of the plate and would, therefore, not be protected from
aerodynamic forces as would a sensor in a single spar hollow tube.
Initially it was thought the complexity of the analysis when using a flat plate would be
unnecessary and that a first iteration using a single spar would suffice. However, upon
further investigation of the structural properties of the spar this view was modified.
The ideal spar would have natural frequencies that were reasonably slow and easily
excited. A structural analysis was performed on all the possible configurations of
spar using Nastran. From this analysis, natural frequencies were obtained and showed
the single spar solution to be too rigid to illustrate the deflection in the wing due
to aerodynamic loading. Variations of the spar included changes in material, Table
5.1, cross-section, wall thickness and making use of laminate structures. Figure 5.2
indicates the forms of the various cross-sections that were analysed.
Results of these analyses can be seen in Table 5.2 and showed relatively high
natural frequencies for the single spar configurations. Since one of the advantages of
experimental work is the visualisation of the behaviour of the structure, it was felt
that lower natural frequencies were preferred. This would also make data capture
simpler since the range of the excitation would be larger and high tolerance sensors
for very small variations would not be necessary. This would also mean the necessary
sensors would be cheaper. Similarly, the Aluminium is more flexible than the steel
and would therefore, produce more visible and measurable deflections.
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Figure 5.2: Cross-sections were created with a length of 500mm and 600mm: (a) Alu-
minium square tubing with wall thicknesses of 1.5mm and 2mm. (b) Aluminium U-tubing
with wall thicknesses of 1.5mm and 2mm. (c) A laminate with combinations of Aluminium
and Balsa Wood, Copper and Balsa Wood, Perspex and Balsa Wood with thicknesses of
1mm and 2mm. (d) Aluminium and Steel plates with a breadth of 100mm and thicknesses
of 1mm, 2mm and 5mm.
Material Young’s Modulus Shear Modulus Poisson’s Ratio Density
Steel 208GPa 79GPa 0.3 7800 kg/m3
Aluminium 79GPa 29GPa 0.33 2650 kg/m3
Copper 105GPa 39GPa 0.34 7500 kg/m3
Balsa Wood 3GPa 250MPa 0.45 170 kg/m3
Perspex 2.5GPa 900MPa 0.39 1188 kg/m3
Table 5.1: Material Properties comparison for Spar Beam
The flat plate proved to be more suitable for this type of experimental work. The
figures below show the final configuration of the supporting spar for the wing. A
bracket was also designed to fix the wing to the test-section of the wind tunnel.
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Material
Cross-section
Configuration Frequency of
First Mode [Hz]
Aluminium ~ 20mm x 20mm x 1.5mm length 500mm 92
Aluminium ~ 20mm x 20mm x 2.0mm length 500mm 90
Aluminium ~ 20mm x 20mm x 1.5mm length 600mm 64
Aluminium ~ 20mm x 20mm x 2.0mm length 600mm 62
Steel ~ 20mm x 20mm x 1.5mm length 500mm 87
Aluminium unionsq 20mm x 20mm x 1.5mm length 500mm 78
Aluminium unionsq 20mm x 20mm x 2.0mm length 500mm 77
Aluminium − 100mm x 5mm length 500mm 18
Aluminium − 100mm x 2mm length 500mm 7
Aluminium − 100mm x 1mm length 500mm 4∗
Al-Balsa-Al ≡ 1mm x 20mm x 1mm length 500mm 65
Al-Balsa-Al ≡ 2mm x 20mm x 2mm length 500mm 67
Cu-Balsa-Cu ≡ 1mm x 20mm x 1mm length 500mm 49
Perspex-Balsa-Perspex ≡ 1mm x 20mm x 1mm length 500mm 43
Perspex-Balsa-Perspex ≡ 2mm x 20mm x 2mm length 500mm 38
Table 5.2: Frequency of the first natural mode of the spar for a variety of configurations.
* being the configuration chosen for the experimental work.
Figure 5.3: Wing Spar: (a) front view , (b) top
view. Figure 5.4: Wing Spar 3D.
5.2.2 Sensors
There are a variety of sensors that could be used to obtain the appropriate data.
Some sensors would require more pre- or post-processing to convert the measured
data into the relevant variables [11]. For this experimental setup we want to observe
the displacement of the structure. To directly measure this parameter requires ex-
pensive video equipment. The decision was made to evaluate associated parameters
and the displacements derived from the results.
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Accelerometers Accelerometers where chosen as the sensor that would be able to
provide details about the desired parameters. However, there are many types
and sizes of accelerometers available. Once it had been decided that the plate
would be the supporting structure, it became clear that several single axis ac-
celerometers, if placed in the correct positions could gather all the relevant
data. While a three-axis accelerometer might make post-processing calcula-
tions simpler, the added cost of purchasing the sensor outweighs the effort.
Since the aim is to observe deflection of the wing, information about movement
in the z-direction is the most important. Single axis, out-of-plane accelerome-
ters placed at the tip of the wing at the quarter chord and three-quarter chord
positions could measure bending at the tip as well as rotation of the wing since
the accelerations from the two sensors would be out of phase. Additionally,
sensors are placed a third of the half-span from the tip. This will allow the
sensors to capture the mode shapes, that would not be visible with only two
sensors. This type of configuration can be seen in the figure below, where the
accelerometers with their supporting circuitry are fixed to the plate supporting
structure. The supporting circuitry is typically components that are needed to
filter the output and regulate the power supply. These components are small
and can easily be placed with the accelerometer on a small PCB at the desired
position on the spar.
(a) Sensor Boards Attached to Wing Plate (b) Sensor Boards for Sensors 2 and 3
Figure 5.5: Sensor Boards.
Pitot-Static Tube A device used to determine total head and static pressure of a
stream which can be used to calculate the stream velocity [23]. The low-speed
wind tunnel has no speed control on the fans. The air velocity is controlled by
hydraulic flaps which can be opened and closed at a constant rate, however,
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the exact position of the flaps is not clear. The Pitot-Static Tube is used to
indirectly calculate the stream velocity.
A standard configuration would have the Total Pressure Port reading (p +
1
2ρV
2) and the Static Pressure Port reading p. The pressure difference between
these two ports will then be 12ρV
2.
Figure 5.6: Pitot-Static Tube.
Since the wind tunnel is a low speed wind tunnel, the changes due to air
velocity produce small changes in pressure. A pressure transducer transforms
the pressure changes into a voltage reading which is proportional to the pressure
change. The pressure transducer first needs to be calibrated by making use of
a Betz Manometer.
Figure 5.7: Flow diagram for air distribution during calibration of the pressure transducers.
A bridge amplifier, as can be seen in Figure 5.8, is used to give scaled readings
that accurately indicate changes in pressure. The bridge amplifier needs to be
set for the specific range of readings measured and the specific type of sensor
that is connected to it while the pressure transducer needs to calibrated, i.e. a
calibration curve for each pressure transducer needs to be created. The bridge
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amplifier is set to give an output from 0-10 V at sampling frequency which is
determined by the type of pressure transducer used, in this case 125Hz. Ad-
ditionally, a Betz manometer is setup. The zero values of the bridge amplifier
and the Betz Manometer are noted. By blowing into the pressure transducer
a pressure difference is created between the high and low ports of the pressure
transducer. The readings from the amplifier and the manometer are noted for
five different pressures as can be seen in the Table 5.3 for two different pressure
transducers. The readings from the bridge amplifier are in mV while the Betz
Manometer gives readings in Pascals. The curve fitted through the data points
obtained gives the calibration curve for the specific transducer. The curves can
be seen in Figure 5.10.
P =
1
2
ρV 2 (5.1)
Using Equation 5.1 the already converted pressure reading can be converted
into freestream velocity, with ρ the air density equal to 1.2 kg/m3. Conditions
at the wind tunnel were assumed to be standard, i.e. 20℃ and 101.325 kPa.
Unfortunately, due to limitations of the data logger, the pressure readings could
not be logged but were noted every thirty seconds during an experimental run
and changes to the system were made to coincide with notation of the velocity
readings.
Figure 5.8: Bridge Amplifier.
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(a) Pressure Transducer. (b) Betz Manometer.
Figure 5.9: Supporting Data Capture Equipment.
(a) Pressure Transducer 1
Amplifier (mV) Betz (x10 Pa)
-2 -2
930 83.4
2280 210
3670 341
4790 444
(b) Pressure Transducer 2
Amplifier (mV) Betz (x10 Pa)
0 -2
1538 144
2330 220.4
3200 304.4
4350 415
Table 5.3: Data Points for Calibration Curves of pressure transducers.
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Figure 5.10: Calibration Curves.
5.2.3 Airfoil
The Clark-Y airfoil was chosen for its simple profile that is easy to manufacture with
the bottom surface defined with a straight line after the 30% chord position [6]. It
is also an airfoil that has been repeatedly used in experimental work and there is a
lot of characterisation and documentation on this airfoil.
Figure 5.11: Profile of the Clark-Y airfoil.
The experimental model airfoil profile is made from a rectangular block of Polystyrene
and was cut with a CNC wire cutter by a George based company, PolyProducts. Fig-
ure 5.12 shows a sample of the profile. The outer surface was created in one action
and the inner slot was created in a second action. The slot runs the length of the
experimental model and is thick enough to slide the support plate and sensor boards
inside the profile without damage to either the sensor boards or the Polystyrene
profile.
A higher density foam would have given a better surface finish, however, the
added heat needed to cut the profile would deform such a small shape, especially at
the trailing edge. Limitations imposed by the wind-tunnel test section also influenced
the profile size. All these limitations affected the manner in which the profile could be
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cut. Initial drawings had a separate top and bottom component but this was modified
to a single component when it was clear the leading and trailing edge accuracy
were compromised. The airfoil was also made larger than the chord defined by the
supporting structure so that the inner slot, needed for the supporting structure,
would not adversely affect the leading and trailing edge. Once the support plate and
sensors are inside the profile, the split in the profile at the leading edge is filled with
off-cut Polystyrene. The whole profile is then covered with Solar-Film as seen in
Figure 5.13. Solar-Film is a heat sensitive material used in the activity of building
model aeroplanes. The film is ironed onto the profile and shrinks slightly. This keeps
it fixed to the support plate and seals the slit while provided a clean smooth surface.
Figure 5.12: Sample Styrofoam Profile.
Figure 5.13: Solar Film Covering Full Wing Profile.
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5.3 Wind-Tunnel Facilities
The large wind-tunnel at the Department of Mechanical and Mechatronic Engineer-
ing is an Open-Circuit wind tunnel. An open-circuit wind-tunnel draws fresh air
when in use, unlike closed-circuit wind tunnels which circulate the air already in the
system. The characteristics of an open-circuit wind tunnel need to be taken into
consideration when performing experimental analysis. The list below indicates some
of the more influential characteristics of this type of wind tunnel.
• Since the wind-tunnel is open to the environment it is subject to gusts which
cause changes in dynamic pressure across the section. These disturbances are
reduced by making use of honey comb grids and flow control screens to help
straighten flow.
(a) Honey Comb Grid (b) Inlet Guide Vanes
Figure 5.14: Flow Straightening Devices implemented on the Low Speed Wind Tunnel.
• The noise levels are very high since the fan motor is open to the environment.
This is dangerous for the people executing the experiment and some scientists
feel that the noise levels could interfere with the flow pattern and cause turbu-
lence. However, in low-speed wind-tunnels, like the one used in this experiment,
this effect can be considered negligible. Health and Safety procedures also need
to be followed with regard to the noise levels and appropriate safety gear, i.e.
ear plugs.
• Environmental disturbances like rain, temperature and humidity will have an
effect on the results. These external parameters need to be noted and no result
set is complete unless it has a complete description of the environment during
testing.
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• The test section is below ambient pressure which is a function of the tunnel
speed and the fact that the fans are downstream of the test section. This must
be taken into consideration when taking pressure measurements to calculate
air velocity and when performing post-run calculations.
• The fan of the wind tunnel is situated behind the test section and model failure
could damage the fan. This implies a thorough analysis of the model before it
is allowed into the wind tunnel and the scope of the experiment needs to be
determined, i.e. the range of air speeds at which the model is "stable".
5.3.1 The Test Section
The test section is 1.2m wide and 1.0m high. The wind tunnel is able to reach speeds
of 100m/s. Below are pictures indicating the key aspects of the wind tunnel.
Figure 5.15: Wind Tunnel Test Section.
There are two test-sections that are available for use at the Department Mechanical
and Mechatronic Engineering. This meant that while other students were busy
running experiments, the setup for this experimental work could be done without
interfering with their work. The test-section that was used can allow changes in angle
of attack which will expand the scope of the experimental work. The test-section
makes use of circular base plates made from wood and tailored to the specific model
being tested. For this experiment the base would need to attach to the spar, which
ever configuration is chosen, as well as the airfoil profile. This configuration can be
assumed to create a cantilever type fixed-end structure. Provision will also need to
be made for the supporting circuitry from the sensors to leave the model and connect
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to the data capture unit. It would also be this base plate that would connect to the
mechanism used for changes in angle of attack. The mechanism can be seen in the
figure below.
Figure 5.16: Mechanism to change angle of attack.
5.4 Supporting Equipment and Calibration
5.4.1 Data Logger and Computer
The data logger must be able to sample fast enough to pick up the highest frequency
occuring in the model and picked up by the sensor.. Let us say the maximum
frequency the sensor will see is, fmax, is 10 kHz. Then the sampling frequency needs
to be at least twice that speed, preferably faster, fs > 2fmax. Let us then define
the voltage range over which the device will operate as EFSR and the rate of data
capture as M . The resolution of the device is then defined as
Q =
EFSR
2M
(5.2)
The resolution of the device is the smallest voltage increment that will cause a bit
change [35].
While the data logger converts the analog signal into a digital one, the data still
needs to be recorded for analysis at a later stage. Most data loggers come with
software that enables easy transfer of the experimental data into a usable format.
For this we need a computer to run the software and store the results. The main
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criteria for the computer is that it has the correct connection ports and runs the
data logger software.
5.4.2 Sensor Parameter Quantization
With the sensor boards built and checked for errors, the bias of the sensor needs to
be accurately quantified. This is done in conjunction with determining the gain on
the sensor board. At this stage the sensor boards are attached to the wing so the
gains and bias can be determined for all four sensors at the same time. The gains
are affected by the tolerances on the components used in the amplification circuitry,
while the bias of each sensor is defined as sitting at 2.5V. Since the sensors are out
of plane, a 1 g reading should be logged when the wing is lying flat on the table. The
data at this position is logged for a reasonable length of time so that a steady state
reading is obtained. The wing is then turned over so that a negative 1 g is being
logged. The figure below shows the acceleration readings from the four sensors. It
is clear that the bias of the sensors are all different.
Figure 5.17: Acceleration readings used for the calculation of the bias and gains for each
sensor.
Sensor Bias [mV] Gain
1 2.6663 7.3049
2 2.9268 8.0903
3 2.5407 8.0185
4 2.7453 7.9200
Table 5.4: Bias and Gains of the Accelerometer sensors based on the results of Figure 5.17.
Let us look at the procedure followed for calculating the bias and gain for sensor
1, i.e. the red graph. The mean for the first forty percent of the data points and
the mean for the last forty percent of the data points is taken. We know that the
acceleration range between these two means is 2 g. The two means are therefore
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added and divided by two. This gives us the bias of the sensors which should be
near 2.5V. The difference between the bias and the reading for either the positive or
negative g of acceleration is then compared with the rating of the acceleration sensor.
The data sheet for the 1213EG accelerometer from Freescale measures 40mV/g. The
ratio of the voltage read to the rated voltage is the gain of the sensor. Table 5.4
shows the bias and gains for the four sensors used during the experimental work.
5.5 Post-Processing of Experimental Data
The procedures followed during the experimental data capture can be seen in Ap-
pendix B
5.5.1 Uncertainty Analysis
The main sources of error that occur during experimental work are
• calibration errors,
• data-acquisition errors and
• data-reduction errors
Each of these error sources need to be evaluated and minimised to ensure accurate
results that are relevant to the experiment. The calibration errors are associated
with the instruments used to obtain the data. Examples of some common elements
of instrument error are:
Hysteresis error The difference between an upscale sequential test and a down-
scale sequential test.
Linearity error The difference between a linear curve fit and a calibration data
set.
Sensitivity error A statistical measure of the random error in the estimate of
the slope of the calibration curve. The static sensitivity of a device is also
temperature dependent.
Zero-shift error The vertical shift of the calibration curve due to a drift in the
zero intercept while at a constant sensitivity.
Repeatability error The ability of the system to indicate the same value upon
repeated but independent application of the same input.
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The overall instrument error is the combination of all known errors and will give the
uncertainty of the device.
Uc =
√
e21 + e
2
2 + ...+ e2n (5.3)
5.5.2 Quantization Effects
The data logger (µDAQlite from EagleTechnologies) has two ways of capturing
data from the input analog channels. The options are single ended or differential
ended. It was noted during the calibration of the sensors that the quantization
effects for these two settings are vastly different. When sampling is done in a single-
ended manner, the reading is taken between the channel and the analog ground. The
quantization step on this signal is 10mV. While the differential ended method takes
a reading between two channels, i.e. the difference between channel 0 and channel
1, and has a quantization step of 1mV. The data logger has eight analog input
channels, and since there are only four sensors, two of the channels were to be used
to log the dynamic and atmospheric pressure. However, since the differential ended
sampling needed to be used to reduce quantization errors, and the sampling is done
between two channels, only four channels can be captured. This meant the pressure
readings, which were used to calculate the air velocity had to be noted by hand at
specific time intervals.
The need for the reduced quantization error is emphasised by the small output
from the accelerometer which even though amplified is still small. Refer to Section
5.4.1
5.5.3 Filtering of Raw Data
From prior calculations and Nastran simulations of the wing-like structure it was
determined that raw data with a frequency above 400Hz was not relevant to the
structural behaviour of the wing and could be considered negligible. A low pass
Butterworth filter of 4th order was implemented. Figure 5.18 below shows the power
spectral density of the acceleration data from sensor 1 before and after filtering.
From these figures it is clear that frequencies above 400Hz have been either reduced
or removed. However, there is a large component of data near 0Hz.
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(a) Before Low Pass Filter
(b) After Low Pass Filter
Figure 5.18: Effect of a Low Pass Filter at 400Hz.
The component sitting at 0Hz can be explained by the DC bias on the sensors and
will be removed when the bias is removed from the raw data. However, even with
the bias removed there is still slow frequency data which is unexplained. The first
mode shape is identified at a frequency of 3Hz. The data below this frequency could
still be filtered, however, the source of the data obtained at the slower frequencies
needs to be determined to ensure there is no loss of relevant data.
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(a) Before High Pass Filter
(b) After High Pass Filter
Figure 5.19: Effect of a High Pass Filter at 2Hz.
There were several possible sources. These included the Fluorescent lights, the hy-
draulic flaps used to control the velocity and the fan motor. The lights and the
flaps were eliminated by sampling firstly with the lights on and off and then whilst
moving the hydraulic flaps. Neither of these sources produced the low frequencies
we were capturing during the experimental run. This left the fan motor as the only
source of the disturbance. It is felt that there is coupling between the power source
for the accelerometer boards and the 3-phase motors driving the fan. Lastly, a band
stop filter at 50Hz was used to remove noise generated by the sensor board power
supply. The procedure followed to clean up the signal can be seen in Figure B.1
which was implemented in a Matlab script. Further details about the filters and
their coefficients can be seen in Appendix B.
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(a) Before Band Stop Filter
(b) After Band Stop Filter
Figure 5.20: Effect of a Band Stop Filter at 50Hz.
5.5.4 Integration of Acceleration Data
For the purposes of comparing the experimental data with the structural analysis,
displacement data was needed. The accelerometer data, therefore, needed to be
integrated twice to achieve these results. However, after using a simple integration
function in Matlab, the results were unexpectedly biased and not representative of
the behaviour witnessed during the experimental runs.
This is as a result of the double integration that was applied to the accelerometer
data. Any slight drift or noise in the data captured can greatly influence firstly the
velocity result, which provides incorrect data for the second integration which makes
the error on the displacement results even larger. Post-processing of the accelerom-
eter data becomes very important. The method described below through a worked
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example was originally designed for the integration of analog seismic acceleration
data. This process was implemented in a Matlab script.
The script was first tested with a simple sine wave to verify the algorithm before
implementing it on the acceleration data. The process started by first assuming
a displacement vector, differentiating twice to get an acceleration vector and then
applying the proposed method to return to the original displacement vector.
Displacement = sin(10x)
Velocity =
δ
δx
sin(10x)
Acceleration =
δ2
δ2x
sin(10x)
Figure 5.21: Sample data for the testing of the integration technique to be used on the
filtered accelerometer data.
The first step is to determine the mean of the acceleration signal, remove this bias
and shift the signal with one integration step.
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Algorithm 5.1: Update Accelerometer signal with signal mean.
for s = 1 to NumSensor do1
ym(s) = mean(Acceleration(s)/Gain(s)); /* Mean Ordinate */2
tentAcc(s) = Acceleration(s)/Gain(s)− ym(s); /* Tentative algebraic3
ordinates of the acceleration */
ymshift(s) = ym(s) + (1/samplingf ); /* Mean of the acceleration plus4
one integration step */
tentAcc_shift(s) = Acceleration(s)/Gains(s)− ymshift(s); /* new5
acceleration curve after the shift */
end6
We then integrate the unbiased and shifted accelerometer signals to obtain an initial
velocity signal.
Algorithm 5.2: Integrate Updated Acceleration Signal.
for s = 1 to NumSensor do1
V el(s) =
∫
tentAcc(s)2
V elshift(s) =
∫
tentAcc_shift(s)3
end4
Next, we create Cm and Cmshift which are constants for shifting the velocity signal
so that its sum is near zero. This will ensure a well placed displacement result,
Algorithm 5.3: Velocity Shifting Coefficients.
for s = 1 to NumSensor do1
Cm(s) = mean(V el(s))2
Cmshift(s) = mean(V elshift(s))3
end4
Now we need to integrate to get a temporary displacement signal by making use of
the calculated Velocities and shifting constants.
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Algorithm 5.4: Integrate Shifted Velocity.
for s = 1 to NumSensor do1
Temp(s) = V el(s) + Cm(s)2
Displ(s) =
∫
Temp(s)3
Tempshift(s) = V elshift(s) + Cmshift(s)4
Displshift(s) =
∫
Tempshift(s);5
end6
Figure 5.22: Comparison between the original derived velocity and the integrated velocity
from the acceleration data.
From Figure 5.22 we can clearly see the Velocity signal matches the originally
derived velocity signal but is still shifted so that the start and end of the sig-
nal co-incide with the accelerometer signal. The next step is to fit a parabola
through the displacement data and tilt it to define the new central axis. This tilt
produces another coefficient that applies to the acceleration and velocity signals.
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Algorithm 5.5: Inclusion of all Shifting Coefficients in Integration of Accelerom-
eter Data.
for y = 1 to NumSensor do1
for ss = 1 to size(Displ(y)) do2
pp(ss, y) = Coeff(y, 3)ss2 + textCoeff(y, 2)ss+ Coeff(y, 1)3
ppShift(ss, y) = CoeffShift(y, 3)ss2 + CoeffShift(y, 2)ss+ CoeffShift(y, 1)4
end5
Displacement(y) = Displ(y)− pp(y)6
DisplacementShift(y) = Displshift(y)− ppShift(y)7
yp(y) = mean(pp(y)/ppShift(y))8
for ss = 1 to size(Displ(y)) do9
Cp(ss, y) = yp(y)(ss+ 1)/210
end11
end12
for s = 1 to NumSensor do13
step = (1/samplingf )14
axis = pp(size(Displ), s)/step15
end16
if pp(s) < ppShift(s) then17
Ce(s) = −axis/size(Displ); /* Correction must be negative */18
else19
Ce(s) = axis/size(Displ); /* Correction must be positive */20
end21
for s = 1 to NumSensor do22
AccelerationGradient(s) = ym(s) + yp(s);23
end24
for y = 1 to NumSensor do25
for ss = 1 to size(Vel(y)) do26
V elGrad(ss, y) = Cm(y) + Cp(ss, y) + Ce(y)27
end28
end29
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Algorithm 5.6: Last step in integration of accelerometer experimental data.
for y = 1 to NumSensor do1
Temp(y) = Acceleration(y)/Gain(y)2
Q(y) =
∫
Temp(y)3
mQ(y) = mean(Q(y))4
for s = 1 to size(Acceleration) do5
meanQ(s, y) = Q(s, y) + V elGrad(s, y)−mQ(y)6
end7
P (y) =
∫
Q(y)8
∆X = Acceleration(1)9
∆Y = abs(P (1, y)− P (Acceleration(1), y))10
for s = 1 to size(Acceleration,y) do11
meanP (s, y) = P (s, y) + (−∆Y/∆X(−s)− P (Acceleratiom(y), y))12
end13
mP(y) = mean(P(y))14
for s = 1 to size(Acceleration,s) do15
meanP (s, y) = P (s, y)+(−∆Y/∆X(size(Acceleration)−s)−P (tf(1), y))16
mP (y) = mean(P (y))17
end18
end19
Now that we have all the shifting coefficients, we can integrate the accelerometer data
without producing unwanted bias effects. Further discussion of the experimental
results can be found in Chapter 6.
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Verification of Program
6.1 Introduction
There were various stages during the completion of the code that needed to be verified
before moving on to further development. Firstly, the static structural component
of the code was verified by means of commercial software. The natural frequencies
of the wing-structure are compared with the PSD of the experimental accelerometer
data to verify the validity of the experimental data. The aerodynamic component of
the code is verified against the characterization with AVL. The displacement data is
then compared with the structural component and characterization of the airfoil.
6.2 Static Structural Verification
Once the structural algorithm had been completed, results were verified by making
use of MSC.Nastran (available to the University under a student licence) to create the
same model and apply the same loads. Initially the structural algorithm implemented
an 8-noded element but it was quickly discovered that this type of element could not
accurately portray the quadratic behaviour of the deflections, even when the mesh
was highly refined. A 20-noded element was then used and for the same refinement
of mesh, the structural algorithm and the MSC.Nastran results correlated as can be
seen in Table 6.2 and Figures 6.1 to 6.8. The wing was constrained in all six degrees
of freedom at the one end and a vertical load was applied to the free end. The table
below further describes the four configurations.
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Setup Span Thickness Chord [m] Num Elm Point Percentage
[m] [m] Root Tip X Y Load [N] Chord
1 - Straight 0.865 0.01 0.3 0.3 20 2 10.5 50
3 - Tapered 0.865 0.01 0.3 0.1 50 2 10.5 50
5 - Straight 0.865 0.01 0.3 0.3 50 2 10.5 25
7 - Tapered 0.865 0.01 0.3 0.15 50 2 10.5 25
Table 6.1: Verification Setups.
The choice of the four setups used for verification were designed to test several aspects
of the structural algorithm. The first setup was kept as simple as possible so that
a hand calculation could verify its results. To this end, the load was applied at the
centre of the free end of the beam. The third setup had a varying cross-section,
which tapered towards the free end. This setup was used to verify that the element
definitions were correct and that the global stiffness matrix was correctly assembled.
The fifth and seventh setups were created to see the twisting effect of a load that was
not applied to the centre of the beam, as one would see with a lifting load applied
to the quarter chord position.
Displacement
Model X ×10−06 Y×10−07 Z×10−04 Resultant ×10−04
Setup 01 Nastran 3.687 2.286 4.171 4.171Code 3.687 2.286 4.171 4.171
Setup 03 Nastran 4.611 2.585 4.941 4.942Code 4.568 2.843 4.915 4.915
Setup 05 Nastran 3.787 4.569 4.325 4.325Code 3.750 4.355 4.305 4.305
Setup 07 Nastran 4.595 3.140 4.958 4.958Code 4.581 4.454 4.977 4.977
Table 6.2: Results summary for the maximum wing tip displacement of four test setups
for the validation of the structural algorithm.
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Figure 6.1: Setup 1 boundary conditions and loading.
(a) Nastran X-displacment.
X
0
0.2
0.4
0.6
0.8
Y
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
Z-0.005
0
0.005
Y
X
Z
X-Displacement
3.50E-06
2.80E-06
2.10E-06
1.40E-06
7.00E-07
0.00E+00
-7.00E-07
-1.40E-06
-2.10E-06
-2.80E-06
-3.50E-06
(b) Code X-displacement.
(c) Nastran Y-displacement.
X
0
0.2
0.4
0.6
0.8
Y
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
Z-0.005
0
0.005
Y
X
Z
Y-Displacement
2.00E-07
1.60E-07
1.20E-07
8.00E-08
4.00E-08
0.00E+00
-4.00E-08
-8.00E-08
-1.20E-07
-1.60E-07
-2.00E-07
(d) Code Y-displacement.
(e) Nastran Z-displacement.
X
0
0.2
0.4
0.6
0.8
Y
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
Z-0.005
0
0.005
Y
X
Z
Z-Displacement
0.0004
0.000362
0.000324
0.000286
0.000248
0.00021
0.000172
0.000134
9.6E-05
5.8E-05
2E-05
(f) Code Z-displacement.
Figure 6.2: Setup 1 Displacement Results.
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Figure 6.3: Setup 3 boundary conditions and loading.
(a) Nastran X-displacement.
X
0
0.2
0.4
0.6
0.8
Y
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
Z-0.005
0
0.005
Y
X
Z
X-Displacement
4.00E-06
3.20E-06
2.40E-06
1.60E-06
8.00E-07
0.00E+00
-8.00E-07
-1.60E-06
-2.40E-06
-3.20E-06
-4.00E-06
(b) Code X-displacement.
(c) Nastran Y-displacement.
X
0
0.2
0.4
0.6
0.8
Y
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
Z-0.005
0
0.005
Y
X
Z
Y-Displacement
2.50E-07
2.00E-07
1.50E-07
1.00E-07
5.00E-08
5.29E-23
-5.00E-08
-1.00E-07
-1.50E-07
-2.00E-07
-2.50E-07
(d) Code Y-displacement.
(e) Nastran Z-displacement.
X
0
0.2
0.4
0.6
0.8
Y
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
Z-0.005
0
0.005
Y
X
Z
Z-Displacement
4.50E-04
4.10E-04
3.70E-04
3.30E-04
2.90E-04
2.50E-04
2.10E-04
1.70E-04
1.30E-04
9.00E-05
5.00E-05
(f) Code Z-displacement.
Figure 6.4: Setup 3 Displacement Results.
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Figure 6.5: Setup 5 boundary conditions and loading.
(a) Nastran X-displacement.
X
0
0.2
0.4
0.6
0.8
Y
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
Z-0.005
0
0.005
Y
X
Z
X-Displacement
3.50E-06
2.80E-06
2.10E-06
1.40E-06
7.00E-07
0.00E+00
-7.00E-07
-1.40E-06
-2.10E-06
-2.80E-06
-3.50E-06
(b) Code X-displacement.
(c) Nastran Y-displacement.
X
0
0.2
0.4
0.6
0.8
Y
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
Z-0.005
0
0.005
Y
X
Z
Y-Displacement
4.00E-07
3.20E-07
2.40E-07
1.60E-07
8.00E-08
0.00E+00
-8.00E-08
-1.60E-07
-2.40E-07
-3.20E-07
-4.00E-07
(d) Code Y-displacement.
(e) Nastran Z-displacement.
X
0
0.2
0.4
0.6
0.8
Y
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
Z-0.005
0
0.005
Y
X
Z
Z-Displacement
4.00E-04
3.65E-04
3.30E-04
2.95E-04
2.60E-04
2.25E-04
1.90E-04
1.55E-04
1.20E-04
8.50E-05
5.00E-05
(f) Code Z-displacement.
Figure 6.6: Setup 5 Displacement Results.
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Figure 6.7: Setup 7 boundary conditions and loading.
(a) Nastran X-displacement.
X
0
0.2
0.4
0.6
0.8
Y
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
Z-0.005
0
0.005
X
Y
Z
X-Displacement
4.00E-06
3.20E-06
2.40E-06
1.60E-06
8.00E-07
0.00E+00
-8.00E-07
-1.60E-06
-2.40E-06
-3.20E-06
-4.00E-06
(b) Code X-displacement.
(c) Nastran Y-displacement.
X
0
0.2
0.4
0.6
0.8
Y
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
Z-0.005
0
0.005
X
Y
Z
Y-Displacement
4.00E-07
3.20E-07
2.40E-07
1.60E-07
8.00E-08
0.00E+00
-8.00E-08
-1.60E-07
-2.40E-07
-3.20E-07
-4.00E-07
(d) Code Y-displacement.
(e) Nastran Z-displacement.
X
0
0.2
0.4
0.6
0.8
Y
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
Z-0.005
0
0.005
X
Y
Z
Z-Displacement
4.50E-04
4.10E-04
3.70E-04
3.30E-04
2.90E-04
2.50E-04
2.10E-04
1.70E-04
1.30E-04
9.00E-05
5.00E-05
(f) Code Z-displacement.
Figure 6.8: Setup 7 Displacement Results.
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6.3 Natural Frequency Comparison
After the experimental data was obtained, the raw data was reduced to relevant
material (discussed in Chapter 5). The first stage of verification is to establish if the
acceleration data is valid and that it is comparable to the simplified model that we
are using for simulation.
A natural modes analysis shows the typical behaviour of a structure when excited
at a resonant frequency, while a power spectral density plot of the acceleration data
will be able to indicate which frequencies react with more intensity. This would
coincide with a natural frequency that was excited.
An important consideration when determining the accelerometer positioning was
the mode shapes of the wing-like structure. This is due to the fact that an ac-
celerometer sitting on a position where there is zero deflection for a specific mode
shape would not indicate that frequency as a natural mode. Figure 6.9 shows the
modes shapes for the first two modes of a beam like structure.
If we recall from Chapter 5, two accelerometers (sensor 2 and 3) are placed at the
free end of the beam and two accelerometers were placed a third of the beam length
from the free end (sensors 1 and 4). Comparing these locations with the first mode
shape we can see that all four accelerometers should pick up the first mode frequency,
with the sensors at the free end having a larger magnitude than the others.
Looking at the second mode shape, the two accelerometers sitting at a third
of the beam length coincide with the point of zero deflection of the mode shape.
Therefore, this frequency should not be excited in a power spectral density plot for
these two sensors but should still be noticed on the free end sensors.
Figure 6.9: Natural Mode Shapes for a Cantilever Beam Structure.
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Figures 6.10, 6.11 and 6.12 show the first three natural frequencies and mode shapes
for the experimental model. The first ten natural frequencies are listed in Table 6.3.
(a) ISO View.
(b) Side View.
Figure 6.10: First mode shape of the experimental wing structure - 3.5825Hz - Bending.
(a) ISO View.
(b) Side View.
Figure 6.11: Second mode shape of the experimental wing structure - 22.419Hz - Bending.
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(a) Side View.
(b) Front View.
Figure 6.12: Third mode shape of the experimental wing structure - 35.191Hz - Twisting.
Mode Frequency[Hz]
1 3.58
2 22.42
3 35.19
4 62.9
5 107.7
6 123.8
7 186.5
8 205.46
9 275.02
10 307.9
Table 6.3: The first ten natural frequencies of the experimental model, obtained through
analysis with MSC.Nastran.
Figure 6.13 to 6.17 show the PSD plots for all of the sensors for all the test cases.
Let us look at the results for the test case at 0◦ AOA (Figure 6.13). It is clear that all
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four sensors pick up the first natural mode of the structure, around 3Hz. However,
the high pass filter has slightly distorted the data around the 2− 3Hz region so the
absolute magnitude of the intensity of the peak should not be considered, only the
fact that it is present.
The second natural frequency occurs around 22Hz. However, none of the PSD
plots seem to indicate an elevated intensity in this area. This could be due to the
type of loading on the wing structure. Static loading of the wing produces a shape
similar to that of the first mode. Therefore, only a small amount of additional energy
at the first mode frequency is needed to induce the first mode shape. However, the
second mode shape does not match the statically deformed shape, therefore, a lot of
energy at the second mode frequency is needed to produce the second mode shape.
However, mode three at 35Hz, which is a twisting mode is definitely present. The
natural frequencies determined through the experimental results will vary slightly
from the simulation results since there is added mass from the sensor boards and
the airfoil profile. Additionally, the experimental wing is slightly longer due to its
mounting bracket. This will cause the peak that coincides with a mode shape to
shift either slightly higher or lower depending on the discrepancy with the simulation
model.
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(a) Sensor 1
(b) Sensor 2
(c) Sensor 3
(d) Sensor 4
Figure 6.13: Power Spectral Density for 0◦ angle of attack.
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(a) Sensor 1
(b) Sensor 2
(c) Sensor 3
(d) Sensor 4
Figure 6.14: Power Spectral Density for −5◦ angle of attack.
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(a) Sensor 1
(b) Sensor 2
(c) Sensor 3
(d) Sensor 4
Figure 6.15: Power Spectral Density for −10◦ angle of attack.
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(a) Sensor 1
(b) Sensor 2
(c) Sensor 3
(d) Sensor 4
Figure 6.16: Power Spectral Density for +5◦ angle of attack.
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(a) Sensor 1
(b) Sensor 2
(c) Sensor 3
(d) Sensor 4
Figure 6.17: Power Spectral Density for +10◦ angle of attack.
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6.4 Experimental Velocity and Displacement
Once the raw accelerometer data has been filtered and reduced to usable results as
discussed in Section 5.5.3, we can discuss the resulting velocity and displacements.
Figure 6.18 shows the air speed through the Wind Tunnel for the five experimental
runs. As described in Chapter 5 and B, the airspeed was gradually increased until
the desired velocity was reached. Data was captured for the entire length of the
run, however, we are only interested in the small region when the airspeed was at a
steady maximum for the specific run. For the 0◦ AOA run, this coincides with the
region between 390 sec and 420 sec. For the −5◦, −10◦, +5◦ and +10◦ AOA runs,
the region is between 120 sec and 150 sec.
Figure 6.18: Air speed in the Low-speed Wind Tunnel for each of the five experimental
runs.
The data sets obtained were then further reduced to a 1 sec interval in the middle
of the data region. The velocity and displacement profiles can be seen in Figures
6.19 to 6.23. It is clear in all the displacement results, that a 3Hz sinusoidal signal
is present, i.e. three obvious peaks. This corresponds to the first natural frequency
discussed in the previous section.
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(a) Velocity Profile
(b) Displacement Profile
Figure 6.19: Velocity and Displacement Profile for all four Accelerometers at 0◦ Angle of
Attack.
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(a) Velocity Profile
(b) Displacement Profile
Figure 6.20: Velocity and Displacement Profile for all four Accelerometers at 5◦ Angle of
Attack.
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(a) Velocity Profile
(b) Displacement Profile
Figure 6.21: Velocity and Displacement Profile for all four Accelerometers at 10◦ Angle
of Attack.
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(a) Velocity Profile
(b) Displacement Profile
Figure 6.22: Velocity and Displacement Profile for all four Accelerometers at −5◦ Angle
of Attack.
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(a) Velocity Profile
(b) Displacement Profile
Figure 6.23: Velocity and Displacement Profile for all four Accelerometers at −10◦ Angle
of Attack.
We see good correlation between the Velocity results between the four sensors. How-
ever, the absolute magnitude of the displacements are not realistic. The shape of
the displacement plots correspond between the sensors,however, there is still a factor
between the sensors. These displacments are occuring under steady-state conditions
and the displacements are relative to the initial unloaded condition. If we look at
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the displacement result at 0◦ AOA (Figure 6.19) we see that sensors 1 and 2 have
displaced together, while sensors 3 and 4 are showing some twist (the magnitude
of sensor 3 is smaller than the magnitude of sensor 4). This deformed shape corre-
sponds to the first mode shape of the structure. When at 5◦ AOA (Figure 6.20),
the magnitude of sensor 1 and 3 are much smaller than sensors 2 and 4. This is in-
dicating more twist in the steady-state deformed shape. This clearly indicates that
the wing structure is not a rigid body and that large amounts of relative motion are
present in the structure.
6.4.1 Combining Aerodynamic and Structural
In an attempt to bring the aerodynamic component together with the structural
component, the characteristics of the Clark Y profile, as determined by AVL and
summarised in Table A.2 below, are used to determine the lift force on the wing
under conditions similar to the test runs. The force is then applied to a FEM model
and the resultant displacements documented. Ideally, the displacements should cor-
respond to the steady-state deformations of the experimental work. Unfortunately,
the magnitude of the experimental displacement results is not adequate and can
therefore not be directly compared.
We assume,
Lift =
1
2
ρV 2 · CL ·A (6.1)
Drag =
1
2
ρV 2 · CD ·A (6.2)
Pitching Moment =
1
2
ρV 2 · Cm ·A (6.3)
Property 0◦ AOA 5◦ AOA 10◦ AOA
CL 0.950 1.341 1.713
CD 0.045 0.089 0.146
Cdi 0.045 0.090 0.148
Cm -0.486 -0.570 -0.644
e 0.958 0.967 0.972
A 0.100 0.100 0.100
ρ 1.225 1.225 1.225
Table 6.4: Characterization of the Clark-Y airfoil using AVL.
Since Equations 6.1 to 6.3 are developed for the full wing span, we need to divide
the resulting Lift and Drag by two for half the span before applying the load to the
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structural model as seen in Table 6.5. The load was applied at the free end as a
point load at the quarter chord position.
Force [N] 0◦ AOA 5◦ AOA 10◦ AOA
Lift 15.208 5.907 2.494
Drag 1.721 0.899 0.472
Table 6.5: Resulting Lift and Drag loads on half the wing span.
0◦ AOA 5◦ AOA 10◦ AOA
Displacement [m] 0.133 0.051 0.021
Table 6.6: Resulting Displacement in the Z-axis (out of plane) on half the wing span.
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(a) Displacement at 0◦ Angle of Attack
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(b) Displacement at 5◦ Angle of Attack
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(c) Displacement at 10◦ Angle of Attack
Figure 6.24: Displacement results for Applied Lifting Load.
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Chapter 7
Conclusion
This thesis describes the theoretical and experimental investigation that was con-
ducted as part of the degree Master of Science in Electrical and Electronic Engi-
neering. The aim was to investigate the feasibility of including such an analysis in
the development of control systems for UAV’s within the ESL at the Department of
Electrical and Electronic Engineering at Stellenbosch University.
The investigation includes the development of a structural analysis algorithm
using the Finite Element Method, an aerodynamic algorithm for Prandtl’s Lifting
Line Theory and experimental work in the Low-speed Wing Tunnel.
The structural algorithm is verified by means of commercial software (MSC.Nastran)
that was made available to the University. Four test setups were evaluated and the
results produced by the structural algorithm correspond quite well. Setup 1 has re-
sults that are within 1% of the commercial software. Setup 3 is within 10%, Setup 5
is within 5% and Setup 7 results are within 42% of the results produced by the Nas-
tran. The higher deviance in Setup 7 occurs in the magnitude of the y-displacement.
The magnitude of this displacement is very small in comparison to the other direc-
tion vectors and due to the type of loading it is felt that the magnitudes for the
displacement in the z-direction are most relevant. If we only look at results in the
z-direction, we see that for all setups the results are within 1%.
However, the duration of a calculation for such a single static load with a rela-
tively simple model is several seconds. Already at this stage there is an indication
that inclusion of even just the structural algorithm in a control system environment,
which works in real time, is not a viable option, as modern control systems do not
have the luxury of several seconds for processing. Additionally, the higher frequency
responses found in a real time analysis will require higher precision. As described in
Section 3.4.6, this increase in computational cost outweighs gain in implementation.
With regard to the experimental work, we see that the natural frequencies oc-
curring in the structure during simulation correspond well to the frequencies with
103
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high intensity peaks in the PSD of the accelerometer data. The deviations in these
results can be attributed to the difference in mass between the simulation model and
the experimental model due to the addition of sensors and the profile. Additionally,
the experimental model is constructed slightly longer, 2cm, so as to accommodate
mounting to the roof of the test section. Lastly, the connection between the model
and the test section is not perfectly rigid as assumed in the simulation.
Due to the difficulties associated with the integrating of the accelerometer data
to produce displacement results, this aspect cannot be compared directly with the
structural algorithm at this stage. However, in Figures 6.6 and 6.8 we can see the
twisting deflection of the structure in when a load is applied to a location other than
the center of the beam, which influences the AOA. Additionally, the experimental
displacements show offsets between the sensors indicating relative twisting of the
plat-spar.
This confirms that the structural and aerodynamic components cannot be sepa-
rated when analysing a wing-like structure.
7.1 Future Work and Recommendations
Many of the conclusions and comments mentioned above lend themselves to areas of
future investigation.
The structural algorithm can be improved in complexity to include more diverse
and complex structures with options as to the type of elements used. Additional
solution methods and techniques should be investigated to see if there might be
a more suitable method for solving large sparse matrices and other aspects of the
algorithm that could reduce the simulation time. Refinement of the programming
technique should also be conducted.
Similarly, the aerodynamic algorithm should be versatile enough to accommodate
a variety of wing configurations. Integration between the aerodynamic and structural
algorithms should also be investigated. It would be informative to see this time
dependent interaction in simulation since finer details at higher frequencies could be
identified that might be missed during experimental analysis. However, it is again
clear that limitations to our current hardware implies that implementation of an
aeroelastic component as part of a control system is not yet viable.
With regard to the experimental work, additional study of the flow behaviour
and characteristics of the Low-Speed Wind Tunnel will aid in understanding the
aerodynamic behaviour noted during experimental runs. This will also lead to better
post-processing capabilities, since if all the causes of noise and disturbance have been
identified, methods can be found to minimise their impact. Additional research into
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the appropriate type of sensors and other methods of data capture would also expand
the capabilities of this research group.
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Appendix A
AVL Input Files
Clark Y
]Mach
0.0
]IYsym IZsym Zsym
0 0 0.0
]Sref Cref Bref
0.15 0.15 1.0
]Xref Yref Zref
0.0 0.0 0.0
SURFACE
Wing
]Nchordwise Cspace Nspanwise Sspace
32 1.0 40 1.0
YDUPLICATE
0.0
ANGLE
0.0
SECTION
]Xle Yle Zle Chord Ainc Nspanwise Sspace
0.0 0.0 0.0 0.15 0.0
AFILE
clarkY.dat
CLAF
1.09384
SECTION
]Xle Yle Zle Chord Ainc Nspanwise Sspace
0.0 0.5 0. 0.15 0.0
AFILE
clarkY.dat
CLAF
1.09384
Table A.1: Input File - ClarkY_NC32_NS40.avl
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Clark Y Airfoil Profile - Top Surface
X Co-ordinate Y Co-ordinate X Co-ordinate Y Co-ordinate
0.15 0 0.066 0.013457625
0.15 0.000089895 0.063 0.013584855
0.1485 0.00044535 0.06 0.01367568
0.147 0.000800025 0.057 0.01372818
0.1455 0.00115302 0.054 0.01374399
0.144 0.00150348 0.051 0.013726185
0.141 0.002193585 0.048 0.013677855
0.138 0.00286734 0.045 0.01360206
0.135 0.003525375 0.042 0.01350024
0.132 0.004168365 0.039 0.0133626
0.129 0.0047961 0.036 0.01317462
0.126 0.00540804 0.033 0.012921495
0.123 0.006003675 0.03 0.01258803
0.12 0.00658254 0.027 0.012160305
0.117 0.007144215 0.024 0.011635605
0.114 0.007688475 0.021 0.0110154
0.111 0.008215125 0.018 0.01029306
0.108 0.008723985 0.015 0.009449715
0.105 0.009214935 0.012 0.00846462
0.102 0.009687645 0.009 0.007313565
0.099 0.01014069 0.0075 0.006641295
0.096 0.01057233 0.006 0.005869245
0.093 0.010980825 0.0045 0.004953225
0.09 0.011364495 0.003 0.003806025
0.087 0.011721765 0.0018 0.002678715
0.084 0.0120522 0.0012 0.00206025
0.081 0.01235568 0.0006 0.00133857
0.078 0.012632175 0.0003 0.000870375
0.075 0.01288158 0.00015 0.000559065
0.072 0.01310358 0.000075 0.00035085
0.069 0.013296405
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Clark Y Airfoil Profile - Lower Surface
X Co-ordinate Y Co-ordinate X Co-ordinate Y Co-ordinate
0 0 0.069 -0.003065295
0.000075 -0.0007005 0.072 -0.00295479
0.00015 -0.00089127 0.075 -0.002844285
0.0003 -0.001171695 0.078 -0.00273393
0.0006 -0.00157689 0.081 -0.00262371
0.0012 -0.00214293 0.084 -0.00251358
0.0018 -0.002545995 0.087 -0.00240348
0.003 -0.003040845 0.09 -0.002293395
0.0045 -0.00339084 0.093 -0.002183265
0.006 -0.003678165 0.096 -0.002073105
0.0075 -0.00390678 0.099 -0.00196293
0.009 -0.004069155 0.102 -0.001852725
0.012 -0.004268925 0.105 -0.001742535
0.015 -0.00440679 0.108 -0.001632345
0.018 -0.004494495 0.111 -0.00152217
0.021 -0.00453606 0.114 -0.001411995
0.024 -0.00453819 0.117 -0.00130182
0.027 -0.00450735 0.12 -0.001191645
0.03 -0.00444984 0.123 -0.00108147
0.033 -0.004371675 0.126 -0.000971295
0.036 -0.004277715 0.129 -0.00086112
0.039 -0.00417246 0.132 -0.000750945
0.042 -0.00406044 0.135 -0.00064077
0.045 -0.003946185 0.138 -0.000530595
0.048 -0.003833475 0.141 -0.00042042
0.051 -0.00372264 0.144 -0.000310245
0.054 -0.00361305 0.1455 -0.000255165
0.057 -0.00350409 0.147 -0.000200085
0.06 -0.003395115 0.1485 -0.00014499
0.063 -0.00328563 0.15 0
0.066 -0.00317562
Table A.2: Input File for Airfoil Profile - ClarkY.dat
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Experimental Work
B.1 Experimental Procedure
This section discusses the tasks performed in preparation for the day of testing as
well as the specific tasks during data capture.
B.1.1 Before the Day of Testing
• Build experimental model, including mounting bracket and base plate.
• Check sensors are generating usable data.
• Determine the sensor gains.
• Prepare wind tunnel test section.
B.1.2 The Day of Testing
• Transport supporting equipment to Low-speed Wind Tunnel.
• Open the roll doors.
• Check for water in fan enclosure.
• Check/clear airflow area and clean out leaves.
• Check that the experimental model is correctly and securely fixed to the test
section.
• Setup supporting equipment and ensure all sensors are in working order.
• Calibrate pressure transducers.
• Mount the static pitot tube in the test section
110
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B.1.3 Data Capture
• Clear the test area.
• Ensure the speed control flaps are closed.
• Document the angle of attack. The angle of attack was varied between +10◦
and −10◦ in increments of 5◦.
• Start the data logger.
• Start the fan.
• Gradually open the speed control flaps until desired air speed reached.
• Allow steady state conditions to be reached.
• Continuously document pressure readings.
• Stop the fan.
• Stop data logger once the air velocity is zero.
• Repeat the process at varying angles of attack.
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B.2 Filtering Coefficients
Figure B.1: Procedure for reducing the raw accelerometer data to useable results
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Filter type Low Pass
Filter model Butterworth
Filter order 4
Sampling Frequency 2.5 KHz
Cut Frequency 0.400 KHz
ACoef
0.022869681785594270
0.0914787271423770780
0.137218090713565610
0.0914787271423770780
0.022869681785594270
BCoef
1.00
-1.41198350119657730
1.12276608082121920
-0.408070951880239790
0.0632116957162536240
Table B.1: Description and Coefficients for the Low Pass Filter
Filter type Band Stop
Filter model Butterworth
Filter order 2
Sampling Frequency 2.5 KHz
Fc1 0.049 KHz
Fc2 0.051 KHz
ACoef
0.983251330614836160
-3.90200472435127830
5.83775113931181270
-3.90200472435127830
0.983251330614836160
BCoef
1.00
-3.96141878685919480
5.91611346498272270
-3.94736363944446020
0.992916593713265680
Table B.2: Description and Coefficients for the Band Stop Filter
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Filter type High Pass
Filter model Butterworth
Filter order 6
Sampling Frequency 416 Hz
Cut Frequency 2 Hz
ACoef
0.944470027127426780
-5.66682016276456050
14.1670504069114020
-18.8894005425485360
14.1670504069114020
-5.66682016276456050
0.944470027127426780
BCoef
1.00
-5.88328758253404690
14.4232293179070150
-18.8597917328772160
13.8728812129831290
-5.44286649243345980
0.889835277671631060
Table B.3: Description and Coefficients for the High Pass Filter
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Appendix C
Datasheet - MMA1213D
Figure C.1: Datasheet - MMA1213 - Page 01
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Figure C.2: Datasheet - MMA1213 - Page 02
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Figure C.3: Datasheet - MMA1213 - Page 03
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Figure C.4: Datasheet - MMA1213 - Page 04
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Figure C.5: Datasheet - MMA1213 - Page 05
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Figure C.6: Datasheet - MMA1213 - Page 06
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Figure C.7: Datasheet - MMA1213 - Page 07
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Figure C.8: Datasheet - MMA1213 - Page 08
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Figure C.9: Datasheet - MMA1213 - Page 09
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Figure C.10: Datasheet - MMA1213 - Page 10
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