Abstract. Our purpose is to estimate conditional probabilities of output labels in multiclass classification problems. Adaboost provides highly accurate classifiers and has potential to estimate conditional probabilities. However, the conditional probability estimated by Adaboost tends to overfit to training samples. We propose loss functions for boosting that provide shrinkage estimator. The effect of regularization is realized by shrinkage of probabilities toward the uniform distribution. Numerical experiments indicate that boosting algorithms based on proposed loss functions show significantly better results than existing boosting algorithms for estimation of conditional probabilities.
Introduction
Over the past two decades, statistical learning methods have been highly developed. Boosting [1] is one of the most significant achievements in machine learning. By applying boosting to a so-called weak learner such as decision trees, one will obtain accurate classifiers or decision functions. That is, boosting is regarded as a meta-learning algorithm. Friedman et al. [2] pointed out that boosting algorithms are derived from coordinate descent methods for loss functions. Friedman et al.'s work also clarified that boosting has the potential to estimate conditional probabilities. Indeed, there is the correspondence between decision functions and conditional probabilities. Thus, the correspondence provides an estimator of probabilities based on estimated decision functions given by boosting algorithm. In practice, however, common boosting algorithms, such as Adaboost [1] or Logitboost [2], do not provide reliable estimator of conditional probabilities.
In this paper, we propose loss functions for multiclass boosting algorithms that provide more accurate estimate of conditional probabilities than Adaboost or Logitboost. The estimation accuracy is measured by the cross-entropy, or Kullback-Leibler divergence [12] , on the test samples. Loss functions inducing a shrinkage estimator have a significant role in our methods.
Key ideas of boosting algorithm for conditional probability estimate are summarized as follows: (i) by using appropriate loss function, one has a shrinkage estimator of conditional probability that will reduce variance of estimation, (ii) by slowing down learning process of boosting, one can look closely into estimates in learning process.
We introduce boosting algorithm from the viewpoint of optimization according to Friedman et al. [2] . First, some notations are defined. Let D =
Boosting based on Loss Function L:
Input: Training samples,
-Find a weak hypothesis such as
Fig. 1. Boosting based on Loss Function L
{(x 1 , y 1 ), . . . , (x n , y n )} be training samples, where x i is input vector in X and y i is output label in Y = {1, . . . , K}. When K = 2, the problem is called binary classification, and if K > 2, it is called multiclass classification. Training samples are independently and identically distributed from a probability μ(x)p(y|x), where μ is a marginal distribution on X and p(y|x) is a conditional probability of output labels such as y∈Y p(y|x) = 1 for any x ∈ X . Let us define a countable set of
where Z is a countable index set. Weak learner outputs an element of H for given training samples. Functions in H are referred to as weak hypothesis. The set of decision functions defined from H is given as Boosting algorithm shown in Fig 1 searches for an approximate minimum solution of L over F . Common learning algoriths such as decision trees are avairable to find weak hypothesis h (m) . In Adaboost algorithm for multiclass classification problems, the minimization of ∂ ∂α L(D, f + αh) α=0 with respect to h ∈ H is done by the learning algorithms that minimize pseudo-loss function [1] . Easier implementation of finding hypothesis is error correcting output coding (ECOC) [3, 4] , which will be briefly introduced in the next section.
Estimation of Conditional Probabilities
For probability estimation, we propose statistical models and loss functions. Those loss functions are compared with existing ones.
