The measured f t values for superallowed 0 ϩ →0 ϩ nuclear ␤ decay can be used to obtain the value of the vector coupling constant and thus to test the unitarity of the Cabibbo-Kobayashi-Maskawa matrix. An essential requirement for this test is accurate calculations for the radiative and isospin symmetry-breaking corrections that must be applied to the experimental data. We present a new and consistent set of calculations for the nuclear-structure-dependent components of these corrections. These new results do not alter the current status of the unitarity test-it still fails by more than two standard deviations-but they provide calculated corrections for eleven new superallowed transitions that are likely to become accessible to precise measurements in the future. The reliability of all calculated corrections is explored and an experimental method indicated by which the structure-dependent corrections can be tested and, if necessary, improved.
I. INTRODUCTION

Superallowed 0 ϩ
→0
ϩ nuclear ␤ decay depends uniquely on the vector part of the weak interaction. When it occurs between Tϭ1 analog states, a precise measurement of the transition f t value can be used to determine G v , the vector coupling constant. This result, in turn, yields V ud , the updown element of the Cabibbo-Kobayashi-Maskawa ͑CKM͒ matrix. At this time, it is the key ingredient in one of the most exacting tests available of the unitarity of the CKM matrix, a fundamental pillar of the minimal standard model.
Currently, there is a substantial body of precise f t values determined for such transitions and the experimental results are robust, most input data having been obtained from several independent and consistent measurements ͓1,2͔. In all, f t values have been determined for nine 0 ϩ
ϩ transitions to a precision of ϳ0.1% or better. The decay parents-10 C, 14 In obtaining this result, we have used the Particle Data Group's ͓4͔ recommended values for the much smaller matrix elements V us and V ub . Although this deviation from unitarity is not completely definitive statistically, it is also supported by recent, less precise results from neutron decay ͓3͔. If the precision of this test can be improved and it continues to indicate non-unitarity, then the consequences for the standard model would be far reaching.
The potential impact of definitive nonunitarity has led to considerable recent activity, both experimental and theoretical, in the study of superallowed 0 ϩ
ϩ transitions, with special attention being focussed on the small correction terms that must be applied to the experimental f t values in order to extract G v . Specifically, G v is obtained from each f t value via the relationship ͓1͔
with K/͑បc ͒ 6 ϭ2 3 ប ln 2/͑m e c 2 ͒ 5 ϭ͑8120.271Ϯ0.012͒ϫ10 Ϫ10 GeV Ϫ4 s, ͑4͒
where f is the statistical rate function, t is the partial half-life for the transition, ␦ C is the isospin-symmetry-breaking correction, ␦ R is the transition-dependent part of the radiative correction, and ⌬ R v is the transition-independent part. Here we have also defined Ft as the ''corrected'' f t value.
It is now convenient to separate the radiative correction into two terms where the first correction in brackets is independent of nuclear structure, while the second incorporates the structure-dependent terms. The term ␦ R Ј has been calculated from standard QED, and is currently evaluated to order Z␣ 2 and estimated in order Z 2 ␣ 3 ͓5,6͔; its values are around 1.4% and can be considered very reliable. The structure-dependent terms ␦ NS and ␦ C , have also been calculated in the past but at various times over three decades and with a variety of different nuclear models. Their uncertainties are larger. This paper specifically addresses these correction terms with a view to reducing their uncertainties.
Though depending on the nuclear shell-model, calculations for ␦ NS and ␦ C have been carefully linked to other related observables such as the neutron and proton binding energies, the b and c coefficients in the isobaric multiplet mass equation ͑IMME͒, and the nonanalog 0 ϩ →0 ϩ transition rates ͑see, for example, Refs. ͓7-9͔͒. Given this linking to observables and the more general success of the shell model in this mass region, calculations of ␦ NS and ␦ C should also be rather reliable. Nevertheless, conservative uncertainties have been applied-they are of order 0.1% ͑i.e., ϳ10% of their own value͒-and these become major contributors to the overall uncertainty on the unitarity test. To illustrate: the uncertainty obtained for V ud in Eq. ͑1͒ is Ϯ0.0005; the contributions to this uncertainty are 0.0001 from experiment, 0.0001 from ␦ R Ј , 0.0003 from ␦ C Ϫ␦ NS , and 0.0004 from
If the unitarity test is to be sharpened, then the most pressing objective must be to reduce the uncertainties on ⌬ R v and (␦ C Ϫ␦ NS ). The latter is clearly the most important area where nuclear physics can play an critical role. There is considerable activity, both experimental and theoretical, now underway in probing these nuclear-structure-dependent corrections with a view to reducing the uncertainty that they introduce into the unitarity test.
Since the goal of experiments will generally be to test and constrain the calculated structure-dependent corrections, an important first step is to have a set of consistent calculations that apply both to the nine well-known transitions already used for the unitarity test and to possible new cases yet to be studied. In what follows, we present new calculations of ␦ C and ␦ NS , in which consistent model spaces and approximations have been used for both correction terms and for a large repertoire of superallowed transitions, new and old. These will provide a consistent standard for future experimental comparison.
II. THEORETICAL CORRECTIONS TO SUPERALLOWED DECAYS
As described in the Introduction, there are four theoretical correction terms involved in extracting V ud from experimental f t values: the radiative corrections that are independent of nuclear structure (␦ R Ј and ⌬ R v ), the nuclear-structuredependent radiative correction (␦ NS ), and the isospinsymmetry-breaking correction (␦ C ). Though we will present new calculations of the last two, in this section we also present an overview of all four terms. This overview is placed in the context of a unitarity test that has failed by more than two standard deviations. In particular, we assess whether the failure to meet unitarity can be removed by plausible adjustments in these calculated corrections. What changes would it take to restore unitarity? For example ␦ R Ј would have to be shifted downwards by 0.3% ͑i.e., as much as one-quarter of its current value͒ for all nine currently well-measured nuclear transitions; or (␦ C Ϫ␦ NS ) would have to be shifted upwards by 0.3% ͑over one-half their value͒, for all nine cases; or some combination of the two. We will argue that such shifts are very improbable.
A. Radiative corrections independent of nuclear structure
The radiative correction comprises a transition-dependent term ␦ R and a transition-independent term ⌬ R v . The transition-dependent term is further divided into ␦ R Ј , which does not depend on nuclear structure, and ␦ NS , which is structure dependent. We consider first the structureindependent terms, which are written
where the ellipses represent further small terms of order 0.1%. In these equations, E m is the maximum electron energy in beta decay, m Z the Z-boson mass, m p the proton mass, m A the a 1 -meson mass, and ␦ 2 and ␦ 3 the order-Z␣ 2 and -Z 2 ␣ 3 contributions, respectively. The function g(E e ,E m ), which depends on the electron energy, was first defined by Sirlin ͓10͔ as part of the order-␣ universal photonic contribution arising from the weak vector current; it is here averaged over the electron spectrum to give ḡ (E m ). Finally, the term C Born comes from the order-␣ axial-vector photonic contributions.
Calculated values for all three components of ␦ R Ј are given in Table I . There have been two independent calculations ͓5,6͔ of both ␦ 2 and ␦ 3 ; they are completely consistent with one another if proper account is taken of finite-size effects in the nuclear charge distribution. The values listed in Table I are our recalculations ͓2͔ using the formulas of Sirlin ͓5͔ but incorporating a Fermi charge-density distribution for the nucleus. Note that we have followed Sirlin in assigning an uncertainty equal to (␣/2)␦ 3 as an estimate of the error made in stopping the calculation at that order.
To assess the changes in ␦ R Ј that would be required in order to restore unitarity, it is helpful to rewrite Eq. ͑7͒ in terms of the typical values taken by its components, viz., ␦ R Ј Ӎ1.00ϩ0.40ϩ0.05%.
͑8͒
If the failure to obtain unitarity in the CKM matrix with V ud from nuclear beta decay is due to the value of this term alone, then ␦ R Ј must be reduced to 1.1%. This is not likely.
The leading term, 1.00%, involves standard QED and is well verified. The order-Z␣ 2 term, 0.40%, while less secure has been calculated twice ͓5,6͔ independently, with results in accord.
Taking a similar approach for the nucleus-independent radiative correction, we write
of which the first term, the leading logarithm, is unambiguous. Again, to achieve unitarity of the CKM matrix, ⌬ R v would have to be reduced to 2.1%: i.e., all terms other than the leading logarithm must sum to zero. This also seems unlikely. The adopted value of the nucleus-independent radiative correction has been set at ͓12͔
Note this value differs slightly ͑but within errors͒ from an earlier value ͓11͔ because of the decision by Sirlin ͓12͔ to center the cutoff parameter m A , where (m a 1 /2)рm A р2m a 1 , exactly at the a 1 -meson mass when evaluating the axial contribution to the radiative-correction loop graph. This range of possible values for m A is the dominant contributor to the error in Eq. ͑10͒.
B. The ␦ NS correction
The nuclear-structure-dependent part of the radiative correction is denoted ␦ NS . Although for the superallowed transition we are discussing a purely vector interaction between spin 0 ϩ states, the axial-vector interaction does play a role in the radiative corrections. An axial-vector interaction may flip a nucleon spin and then be followed by an electromagnetic interaction that flips it back again. This axial contribution, denoted C, can be further divided into two terms depending whether the weak and electromagnetic interactions occur on the same nucleon or on two separate nucleons
Here C Born refers to the Born graph in which the axial-vector and electromagnetic interactions occur on the same nucleon. This term is universal-i.e., the same in all nuclei-so it is not included in ␦ NS but is placed in the nucleus-independent radiative correction ⌬ R v ͓see Eq. ͑7͔͒. The term, C NS , refers to the case in which the axial-vector and electromagnetic interactions occur on different nucleons. The calculation of this term depends on the details of nuclear structure.
In the earliest calculations of ␦ NS ͓13-15͔, the axialvector and electromagnetic vertices were evaluated with free-nucleon coupling constants. Yet there is ample evidence in nuclear physics that coupling constants for spin-flip processes are quenched in the nuclear medium. Subsequently, Towner ͓16͔ revised his earlier results ͓15͔ using quenching factors that had been obtained previously ͓17-19͔ from studies of weak and electromagnetic transitions in nuclei throughout the region 10рAр54. These quenching factors depend weakly on both mass and shell-model orbital.
There is a further consideration. The presence of quenching also breaks the universality of the Born term C Born . Writing the evaluation of C Born with free-nucleon coupling constants as C Born ͑free͒, then C Born ͑quenched͒ can be written
͑12͒
where q is the factor by which the product of the weak and electromagnetic coupling constants is reduced in the medium relative to its free-nucleon value. The first term in Eq. ͑12͒ remains universal, while the second term is now part of the nuclear-structure dependence of the radiative correction.
Thus ␦ NS is written
We have calculated the ␦ NS correction for a wide range of nuclei with 0 ϩ (Tϭ1) ground or isomeric states that decay by superallowed ␤ emission; we used the shell model with effective interactions as described in Appendix A. Results for both quenched and unquenched coupling constants are given in Extra details are also given in columns 3-6 of the table for the quenched calculation since this is the version that we ultimately use in evaluating V ud . With two-body operators there are two types of contributions: those in which both interacting nucleons are in the valence model space, and those in which one nucleon is in the valence space and one is in the closed-shells core. In the latter case a sum is required over all the core nucleons. The isospin structure of the operator is interesting to note: the weak interaction contribution is isovector, while the electromagnetic contribution is isoscalar or isovector. The combined operator therefore is either isovector or isotensor. ͑An isoscalar combination is just proportional to the unit operator in isospin space and does not induce a Fermi transition.͒ Both the valence nucleons and those in the core contribute to the result for isovector operators, only the valence nucleons contribute to the isotensor operators.
In Table II we show contributions to C NS from the various components of the electromagnetic interaction: orbital isoscalar ͑os͒, spin isoscalar ͑ss͒, orbital isovector ͑ov͒, and spin isovector ͑sv͒. Note that the spin contributions are larger than the orbital contributions. Further, and more interesting, the isoscalar and isovector contributions are in phase when the decaying nucleus has T z ϭϪ1 and out of phase when the decaying nucleus has T z ϭ0. This indicates that much larger corrections are obtained in the T z ϭϪ1 series than in the T z ϭ0 series. If one looks at mirror transitions, this effect alone contributes between 0.1 to 0.3 % to a mirror asymmetry in the f t values. Since current experiments aim at 0.1% accuracy, this effect might just be at the edge of detectability.
C. Isospin symmetry-breaking corrections
Turning, next, to the isospin-symmetry breaking correction ␦ C it too can be separated into two components
͑14͒
The first term ␦ C1 arises from Coulomb and chargedependent nuclear interactions that induce configuration mixing among the 0 ϩ state wave functions in both the parent and daughter nuclei. Being charge dependent, this mixing serves to break isospin symmetry between the analog parent and daughter states of the superallowed transition. The second term ␦ C2 is due to small differences in the single-particle neutron and proton radial wave functions, which cause the TABLE II. Shell-model calculations of the nuclear-structure dependent component of the radiative correction ␦ NS . The four components that are summed to give C NS characterize the four electromagnetic couplings: os ϭ orbital isoscalar, ss ϭ spin isoscalar, ov ϭ orbital isovector, and sv ϭ spin isovector. arises from the charge-dependent mixing within the valence space, while ␦ C2 represents the consequence of mixing between configurations in the valence space with those in the excluded space; this consequence being manifested by a change in the single-particle radial wave function of the valence nucleons.
The ␦ C1 correction
If, in a shell-model calculation, the effective interaction is isospin invariant, then the wave functions for the parent and daughter analog states are identical, and the square of the Fermi matrix element between them ͑for isospin Tϭ1 states͒ is exactly ͉M F ͉ 2 ϭ2. In addition, beta transitions to all other 0 ϩ states in the daughter are strictly forbidden. However, the addition of charge-dependent terms to the effective interaction causes the breaking of analog symmetry. Under these conditions, the Fermi matrix element departs slightly from its isospin-invariant value. We write
Also, with charge-dependent terms in the effective interaction, the Fermi matrix elements to other nonanalog 0 ϩ states in the daughter are no longer exactly zero. For example, there could be small ͑usually less than 0.1%͒ branches to those excited 0 ϩ states that are energetically accessible to beta decay. For the first excited ͑nonanalog͒ 0 ϩ state, we can write
In a model calculation in which there are only two basis states, the depletion of Fermi strength in the ground-state transition is entirely picked up by the transition to the excited nonanalog 0 ϩ state. Thus,
Further, if only two-state mixing is considered, the magnitude of ␦ C1 is inversely proportional to the square of the excitation energy of the excited 0 ϩ state, i.e.,
For our calculations, in which a large number of basis states play a role, Eqs. ͑17͒ and ͑18͒ are no longer exact. Even so, they remain approximately true and continue to be a useful guide.
Calculations of ␦ C1 turn out to be very sensitive to the details of the model calculation. This would be a very unfortunate property if we were not able to adopt certain strategies that act to reduce the model dependence considerably. Because of the variation of ␦ C1 with (⌬E) 2 ͓see Eq. ͑18͔͒, it is important that the isospin-independent Hamiltonian produce a good quality spectrum of 0 ϩ states. Since this is not always possible to achieve in the shell model, especially for nuclei near to closed shells, our first strategy is to compensate for this by scaling the calculated ␦ C1 values by a factor (⌬E) theo 2 /(⌬E) expt 2 , the ratio of the square of the excitation energy of the first excited 0 ϩ state in the model calculation to that known experimentally. The second strategy we adopt to reduce the model dependence was first used by Ormand and Brown ͓7,22͔. We constrain the charge-dependent part of the effective interaction to reproduce other charge-dependent properties of the 0 ϩ states, namely the coefficients of the IMME ͓21͔.
There are three ways in which charge dependence enters our shell-model calculation. First, the single-particle energies of the proton orbits are shifted relative to those of the neutrons. The amount of shift is determined from the spectrum of single-particle states in the closed-shell-plus-proton versus the closed-shell-plus-neutron nucleus, where the closed shell is taken to be the nucleus used as a closed-shell core in that particular shell-model calculation. These single-particle shifts are taken from experiment and are not adjusted. Second, a two-body Coulomb interaction is added among the valence protons. The strength of this interaction is adjusted so that the b-coefficient of the IMME is exactly reproduced. Third, we add a charge-dependent nuclear interaction by increasing all the Tϭ1 proton-neutron matrix elements by about 2% relative to the neutron-neutron matrix elements. The precise amount of this increment was determined by requiring that the c-coefficient of the IMME be exactly reproduced.
For each of the nuclei appearing in the previous tables, we list in Table III the values of the corresponding measured IMME coefficients b and c together with the known excitation energy E x (0 ϩ ) of the lowest excited 0 ϩ state in their daughters. As already explained, all our shell-model calculations were adjusted to reproduce exactly the values of b and c, and any discrepancy between the calculated and experimental values of E x (0 ϩ ) was compensated for by scaling the calculated results for ␦ C1 . As we did in Table II, columns 5-7 of in this table give the results from one particular calculation for each parent nucleus. These columns list the calculated 0 ϩ excitation energy and ␦ C1 values, both unscaled and scaled for any E x (0 ϩ ) discrepancy. Finally, the eighth column gives the ␦ C1 values we adopt. These values result from our assessment of the results of all calculations made for each decay-not just the ones shown in columns 5-7-with uncertainties chosen to encompass the spread in the results from those calculations and to include the uncertainty in the IMME b and c coefficients.
For the nuclei with Aу38 there are excited ͑nonanalog͒ 0 ϩ states in the daughter nuclei that are accessible to beta decay. Some of the Fermi transitions to these states have also been measured ͓8,23͔. In Table IV we list one set of calcu-lated ␦ C1 1 values, both unscaled and scaled, along with the value of ␦ C1 1 we adopt based on the same assessment as that described for Table III . As before, the assigned errors reflect both the spread among the different calculations and the uncertainties in the IMME coefficients. The measured branching ratios were then converted to ␦ C1 1 values ͓see Eq. ͑16͔͒, which appear in the last column of the table. With the possible exception of the results for 50 Mn, the agreement between theory and experiment is entirely satisfactory.
The ␦ C2 correction
The second isospin symmetry-breaking correction ␦ C2 accounts for the difference in radial forms between the proton in the parent ␤-decaying nucleus and the neutron in the daughter nucleus. These radial forms are integrated together and, if there were no difference between them, the integral would just be the normalization integral of value one. The departure of the square of this overlap integral from unity corresponds to ␦ C2 . There is a strong constraint on any calculation of ␦ C2 : the asymptotic forms of the radial functions must be matched to the separation energies S p and S n , where S p is the proton separation energy in the parent nucleus and S n is the neutron separation energy in the daughter nucleus. These separation energies are well known and and may be found in any atomic mass table. It is the size of the difference between S p and S n and whether or not the radial wave functions have nodes that principally determine the magnitude of ␦ C2 .
Our calculations of this correction follow closely the methods described in our earlier work ͓9͔. We use a WoodsSaxon potential defined for a nucleus of mass A and charge Zϩ1 as . Note that g(r) is rendered dimensionless through the use of the pion Compton wavelength (ប/m c) 2 ϭ2 fm 2 . The first three terms in Eq. ͑19͒ are the central, spin-orbit and Coulomb terms, respectively. The fourth and fifth terms are additional surface terms whose role we discuss shortly. The parameters of the spinorbit force were fixed at standard values V s ϭ7 MeV, r s ϭ1.1 fm, and a s ϭ0.65 fm, leaving four parameters to be determined: R c , the radius of the Coulomb potential, and V 0 , r 0 , and a characterizing the strength, range, and diffuseness of the Woods-Saxon potential.
To determine the radius of the Coulomb potential R c we first obtained the charge mean-square radius ͗r 2 ͘ ch 1/2 of the decaying nucleus. We used results from electron scattering experiments ͓24͔, which actually provide the charge radius of a stable isotope of each element rather than the betadecaying isotopes of interest here. However, by examining the data on isotope shifts of charge radii we could make corrections for this effect to arrive at radius values applicable to the decaying nuclides; we enlarged the assigned error accordingly. Our selected values of ͗r 2 ͘ ch 1/2 and their assigned errors are listed in Table V . To obtain an appropriate value for R c , two further adjustments are required to the experimental values of ͗r 2 ͘ ch 1/2 : first, the finite size of the proton must be incorporated and second, because the shell model uses A single-particle coordinates rather than (AϪ1) relative coordinates, a center-of-mass correction must be applied. With a Gaussian form for the proton single-particle density and harmonic oscillator wave functions for the shell model, the shell-model rms radius ͗r 2 ͘ sm 1/2 relates to the experimentally measured rms radius via
where a p ϭ0.694 fm is the length parameter in the proton density and b is the length parameter of the harmonic oscil- 
͑22͒
Finally, it remains to determine the parameters of the central potential V 0 f (r). The diffuseness is fixed at the same value as that of the spin-orbit potential: aϭ0.65 fm for all A values except the lightest, Aϭ10 and 14, for which we used a ϭ0.55 fm. The well depth V 0 was adjusted case-by-case so that the asymptotic form of the wave function exactly matched that required for the known separation energy S p . With the well depth so fixed, we computed the radial wave functions for all proton states bound in that potential and constructed the charge density of the nucleus from the square of these functions
where 2 jϩ1 is the occupancy of protons in each orbital, nl j, and the sum is over the occupied orbitals. Here
with R nl j (r) being the radial wave function of the proton with quantum numbers, nl j. We then determined the radius parameter of the Woods-Saxon potential r 0 by requiring the ͗r 2 ͘ sm 1/2 computed from Eq. ͑23͒ to match that determined from experimental electron scattering Eq. ͑21͒. The value of r 0 is also given in Table V In the shell model, the A-particle wave functions ͉J i T i ͘ and ͉J f T f ͘ can be expanded into products of (AϪ1)-particle wave functions ͉͘ and single-particle functions ͉ j͘. In terms of this expansion, the Fermi matrix element is
The expansion coefficients S 1/2 (i͕͉; j) and S 1/2 ( f ͕͉; j) are generalized fractional parentage coefficients and represent the spectroscopic overlap of the A-and (AϪ1)-particle wave functions. The sum in Eq. ͑25͒ is over all parent states ͉͘ and all single-particle orbitals active in the shell-model calculation. Note that the radial integrals ⍀ j are labeled with . These integrals are evaluated with eigenfunctions of the Woods-Saxon potential whose well depth is continually adjusted to match the separation energy to that particular parent state. If we do not allow the proton and neutron radial functions R p (r) and R n (r) to vary with the parent states but fix their asymptotic forms for all j to the separation energy of the ground state of the parent nucleus, then the sums over can be done analytically and the computed value of ␦ C2 becomes independent of the shell-model effective interaction. Results of this calculation are given in Table V So far, the two surface terms in Eq. ͑20͒ have not been included, V g ϭ0, V h ϭ0. It can be argued that the central part of the potential, which in principle should be determined from some Hartree-Fock procedure, should not be continually adjusted. Rather, any alteration should be to the surface part of the potential. Thus, in this method, we fix V 0 separately for protons and neutrons to match the ground-state parent separation energies S p and S n . For the excited parent states of excitation energy E x we adjust the strength of the surface term V g ͑keeping V h ϭ0) so that the asymptotic forms match the separation energies S p ϩE x and S n ϩE x .
These results are listed in Table V as ␦ C2
III .
The second surface term h(r) is even more strongly peaked in the surface than g(r). Thus our fourth method is the same as the third, except that it is the second surface term V h that was adjusted, keeping V g ϭ0. These results are listed in Table V . Once again, as we have done in previous tables, the values tabulated for
and ␦ C2
IV give the results from one particular calculation for each parent nucleus. Our adopted ␦ C2 values result from our assessment of all multiple-parentage calculations made for each decay-not just those shown in the preceeding three columns. The error on our adopted value reflects not only the uncertainty in the rms charge radius, but also the spread of results obtained with different shell-model effective interactions and the different procedures II, III, and IV.
D. Collected structure-dependent corrections: Their reliability
Our adopted values for the three nuclear-structuredependent corrections ␦ NS , ␦ C1 , and ␦ C2 are collected in Co of the T z ϭ0 series, the nuclear-structure correction ranges from a low of 0.26% for 26m Al to a high of 0.72% for 38m K. Of particular interest is that larger values are found at the upper end of the s,d shell in the T z ϭϪ1 series and at the upper end of the p, f shell in the T z ϭ0 series. This is mainly due to the radial overlap correction ␦ C2 which yields larger numerical values whenever a single-particle orbital with a radial node contributes importantly in the parentage expansions, such as the 2s 1/2 orbital in the upper s,d shell and the 2 p 3/2 , 2p 1/2 orbitals in the upper p, f shell.
There have been a number of previous calculations of ␦ C but only one of ␦ NS . The latter was performed by one of the present authors ͓16͔ using the same techniques described here but applied only to the nine well-known superallowed transitions and with similar-though different in detailshell-model calculations to ours; the results for those transitions are very similar to the present results, well within the error bars in all cases.
The more numerous results from previous ␦ C calculations appear in Table VII , where they are compared with our present results. Four groups of authors have published values for ␦ C , the first in 1973. In the table, we present the most recent results from each group for each transition. The values in the first column are those calculated previously by us, reported first in Refs. ͓9,25͔ and then refined in more recent publications ͓26,8͔. These were based on the same methods as those used here: shell-model calculations to determine ␦ C1 , and full-parentage expansions in terms of Woods-Saxon radial wave functions to obtain ␦ C2 . Ormand and Brown, whose values ͓27͔ for ␦ C appear in column 2, also employed the shell model for calculating ␦ C1 , but they derived ␦ C2 from a self-consistent Hartree-Fock calculation. Both of these independent calculations for ␦ C -those in columns one and two-reproduce the measured coefficients of the relevant isobaric multiplet mass equation, the known proton and neutron separation energies, and the measured f t values of the weak nonanalog 0 ϩ
→0
ϩ transitions ͓8͔ where they are known. The agreement of these calculations with our new results is rather good, especially for the well known nine. In the cases of the less well known T z ϭϪ1 nuclei between 18 Ne and 42 Ti, the differences are in general larger, but this reflects improvements to sd-shell calculations realized since 1973, when the only previous calculations ͓25͔ were published. Cl and 38m K is not considered significant. Clearly the overall trend of the shell-model-based calculations is well reproduced by these very-different calculations, thus ruling out the possibility that the former had missed significant core contributions. Finally, a large shell-model calculation has been mounted for the Aϭ10 case by Navrátil, Barrett, and Ormand ͓20͔. This ''microscopic'' calculation of ␦ C also supports the results of the more macroscopic calculations reported here and in columns 1 and 2.
We can now address the question of whether the CKM unitarity problem might be removed by plausible changes in the calculated structure-dependent corrections embodied in ␦ C Ϫ␦ NS . As can be seen from Table VII, the typical value of ␦ C Ϫ␦ NS is of order 0.5% for the nine well-known cases currently used in the unitarity test. To remove the unitarity problem, the nuclear-structure dependent corrections (␦ C Ϫ␦ NS ), would all have to be raised to around 0.8%. Neither the present work nor any previous calculation gives any indication that such a systematic shift is plausible under any reasonable circumstances.
The structure-dependent corrections have another more impressive credential, one that is not often appreciated: they are demonstrably effective in bringing the disparate experimental f t values into agreement with CVC. If the experimental f t values were left uncorrected, their scatter would be quite inconsistent with a single value for the vector coupling constant G v . Once corrected, the resulting Ft values are in excellent agreement with this expectation. In a very real sense, it can be said that CVC supports the structuredependent corrections. This point will be amplified in the next section.
III. THE Ft VALUES: PRESENT STATUS AND FUTURE PROSPECTS
With improved calculations for ␦ C and ␦ NS , we are now in a position to extract corrected Ft values from the current world data for the nine well known experimental f t values.
To do so, we follow the same procedure we have used in the past ͓2,1͔ to arrive at values for ␦ C that best represent the results from the two groups that have made complete calculations: in the present situation that means we use The average Ft value and the corresponding 2 per degree of freedom also appear at the bottom of the table. The same information is presented graphically in Fig. 1 . The upper panel shows the uncorrected experimental f t values and the lower panel the corrected Ft values with the average indicated by a horizontal line. Evidently, in these cases, at the current level of precision the nucleus-dependent corrections act very well to remove the considerable ''scatter'' that is apparent in the experimental f t values and is effectively absent from the corrected Ft values. As mentioned already, the consistency of the corrected Ft values ( 2 /ϭ0.6) is a powerful validation of the calculated corrections used in their derivation.
Of course it is only the relative values of (␦ C Ϫ␦ NS ) that are confirmed by the absence of transition-to-transition variations in the corrected Ft values. However, ␦ C itself represents a difference-the difference between the parent and daughter-state wave functions caused by charge-dependent mixing. Thus, the experimentally determined variations in ␦ C are actually second differences. It would be a pathologi- cal fault indeed that could calculate in detail these variations ͑i.e., second differences͒ in ␦ C while failing to obtain their absolute values ͑i.e., first differences͒ to comparable precision. We have argued that decreasing the radiative correction ␦ R Ј from 1.4 to 1.1 %, or ⌬ R v from 2.4 to 2.1 % is unlikely to be the solution to the CKM unitarity problem; and that there is no support from calculations for an average increase in the nuclear-structure dependent correction (␦ C Ϫ␦ NS ), from 0.5 to 0.8 %. We are therefore confident that the unitarity result in Eq. ͑2͒, which is unchanged by our new calculations, incorporates structure-dependent corrections that are correct within their stated uncertainties. Nevertheless, these uncertainties are conservatively assigned and, as we remarked in the Introduction, they contribute significantly to the overall uncertainty of the unitarity test. There is every reason to continue to focus on these corrections, both experimentally and theoretically, with a view to reducing their uncertainties still farther.
One way to do so, of course, would be to increase the precision of the f t values for the nine cases tabulated in Table VIII and thus improve the comparison with CVC that is illustrated in Fig. 1 . However, given the large amount of high-quality data that is already incorporated in these nine f t values, significant improvements are unlikely in the near term. A more promising experimental approach to testing ␦ C is offered by the possibility of increasing the number of superallowed emitters accessible to precision studies. Two series of 0 ϩ nuclei present themselves: the even-Z, T z ϭϪ1 nuclei with 18рAр42, and the odd-Z, T z ϭ0 nuclei with Aу62. The main attraction of these new regions is that the calculated values of ␦ C Ϫ␦ NS for the superallowed transitions are larger, or show larger variations from nuclide to nuclide, than the values applied to the nine currently well-known transitions ͑see Table VI͒ . In principle, then, they afford a valuable test of the accuracy of the ␦ C calculations. It is argued that if the calculations reproduce the experimentally observed variations where they are large, then that must surely verify their reliability for the original nine transitions whose ␦ C values are considerably smaller. The calculations reported here, the only complete set available for all these new cases, should provide a sound basis to which new experimental data can be compared.
Currently, the greatest attention is being paid to the T z ϭ0 emitters with Aу62, since these nuclei are being produced at new radioactive-beam facilities, and their calculated ␦ C corrections had previously been predicted to be large ͓27,28͔. It is likely, though, that the required experimental precision will take some time to achieve. The decays of these nuclei are of higher energy and each therefore involves numerous weak Gamow-Teller transitions in addition to the superallowed transition ͓29͔. Branching-ratio measurements will thus be very demanding, particularly with the limited intensities likely to be available initially for most of these rather exotic nuclei. In addition, their half-lives are considerably shorter than those of the lighter superallowed emitters; high-precision mass measurements (Ϯ2 keV) for such short-lived activities will also be very challenging.
More accessible in the short term will be the T z ϭϪ1 superallowed emitters with 18рAр42. There is good reason to explore them. For example, the calculated value of (␦ C Ϫ␦ NS ) for 30 S decay, though smaller than those expected for the heavier nuclei, is actually 1.13%-larger than for any other case currently known-while 22 Mg has a low value of 0.51%. If such large differences are confirmed by the measured f t-values, then it will do much to increase our confidence in the calculated Coulomb corrections. To be sure, these decays will also provide a challenge, particularly in the measurement of their branching ratios, but the required precision should be achievable with isotope-separated beams that are currently available.
IV. CONCLUSIONS
We have presented a new and consistent set of calculations for the nuclear-structure-dependent corrections (␦ C Ϫ␦ NS ) required in the analysis of superallowed 0 tions, which change from transition to transition. ͑The effect of ␦ R Ј is virtually the same for all cases.͒ beta decay. Twenty transitions have been included in our calculations, the nine well known ones already used in the CKM unitarity test, and eleven more that are likely to be accessible to precise measurements in the future. The unitarity test itself is unchanged by our calculations, one of several indications we offer that these corrections are under control within their stated uncertainties. We have also argued that the structure-independent radiative corrections are similarly sound. If the apparent deviation from unitarity is to be resolved without demanding some extension to the standard model, the only remaining possibility is through undiscovered errors in V us , whose value is currently derived from K e3 decay ͓4,30͔ and has not been revisited in nearly 20 years.
We have also shown that the uncertainty quoted for the unitarity test can most effectively be improved by reductions in the uncertainties of ⌬ R v and (␦ C Ϫ␦ NS ). We have outlined an experimental method by which the latter can be improved, and have provided the full set of calculated corrections that can be tested against experiment. The stage is now set for a new influx of experimental results on previously unexplored superallowed transitions, from which the calculated structure-dependent corrections can be tested and confirmed or refined. In either case, the uncertainties should be reduced and the unitarity test sharpened.
