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Abstract
Korovkin type approximation theorems are useful tools to check whether a given
sequence (Ln)n≥1 of positive linear operators on C[0, 1] of all continuous functions on
the real interval [0, 1] is an approximation process. That is, these theorems exhibit a
variety of test functions, which assure that the approximation property holds on the
whole space if it holds for them. Such a property was discovered by Korovkin in 1953
for the functions 1, x and x2 in the space C[0, 1] as well as for the functions 1, cos and
sin in the space of all continuous 2π -periodic functions on the real line. In this paper,
we use the notion of statistical summability (C, 1) to prove the Korovkin
approximation theorem for the functions 1, cos and sin in the space of all continuous
2π -periodic functions on the real line and show that our result is stronger. We also
study the rate of weighted statistical convergence.
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1 Introduction and preliminaries
We shall denote byN be the set of all natural numbers. Let K ⊆N and Kn = {k ≤ n : k ∈ K}.
Then the natural density ofK is deﬁned by δ(K) = limn n–|Kn| if the limit exists, where the
vertical bars indicate the number of elements in the enclosed set. The sequence x = (xk) is
said to be statistically convergent to L if for every ε > , the set Kε := {k ∈ N : |xk – L| ≥ ε}





∣∣{j ≤ n : |xj – L| ≥ ε}∣∣ = .
In this case, we write L = st-limx. Note that every convergent sequence is statistically con-
vergent but not conversely.
Recently, Móricz [] has deﬁned the concept of statistical summability (C, ) as follows:
For a sequence x = (xk), let us write tn = n+
∑n
k= xk . We say that a sequence x = (xk) is
statistiallly summable (C, ) if st-limn→∞ tn = L. In this case we write L = C(st)-limx.
Note that evey (C, )-summable sequence is also statistiallly summable (C, ) to the same
limit but not conversely.




 if k odd,
– if k even.
(.)
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Then this sequence is neither convergent nor statistically convergent. But x is (C, )-
summable to , and hence statistiallly summable (C, ) to .
For more details, related concepts and applications, we refer to [–] and references
therein.
Let F(R) denote the linear space of all real-valued functions deﬁned on R. Let C(R) be
the space of all bounded and continuous functions f deﬁned on R. We know that C(R) is
a Banach space with norm
‖f ‖∞ := sup
x∈R
∣∣f (x)∣∣, f ∈ C(R).
We denote by Cπ (R) the space of all π-periodic functions f ∈ C(R), which is a Banach
spaces with
‖f ‖π = sup
t∈R
∣∣f (t)∣∣.
The classical Korovkin ﬁrst and second theorems state as follows [, ].
TheoremI Let (Tn) be a sequence of positive linear operators fromC[, ] into F[, ].Then
limn ‖Tn(f ,x) – f (x)‖∞ = , for all f ∈ C[, ] if and only if limn ‖Tn(fi,x) – fi(x)‖∞ = , for
i = , , , where f(x) = , f(x) = x and f(x) = x.
TheoremII Let (Tn) be a sequence of positive linear operators fromCπ (R) into F(R).Then
limn ‖Tn(f ,x) – f (x)‖∞ = , for all f ∈ Cπ (R) if and only if limn ‖Tn(fi,x) – fi(x)‖∞ = , for
i = , , , where f(x) = , f(x) = cosx and f(x) = sinx.
Several mathematicians have worked on extending or generalizing the Korovkin’s the-
orems in many ways and to several settings, including function spaces, abstract Banach
lattices, Banach algebras, Banach spaces and so on. This theory is very useful in real analy-
sis, functional analysis, harmonic analysis, measure theory, probability theory, summabil-
ity theory and partial diﬀerential equations. But the foremost applications are concerned
with constructive approximation theory, which uses it as a valuable tool. Even today, the
development of Korovkin-type approximation theory is far from complete. Note that the
ﬁrst and the second theorems of Korovkin are actually equivalent to the algebraic and the
trigonometric version, respectively, of the classical Weierstrass approximation theorem
[]. Recently, the Korovkin second theorem is proved in [] by using the concept of sta-
tistical convergence. Quite recently, Korovkin second theorem is proved by Demirci and
Dirik [] for statistical σ -convergence []. For some recent work on this topic, we refer
to [–]. In this work, we prove Korovkin second theorem by applying the notion of
statistical summability (C, ). We also give an example to justify that our result is stronger
than Theorem II.
2 Main result
We write Ln(f ;x) for Ln(f (s);x); and we say that L is a positive operator if L(f ;x)≥  for all
f (x)≥ .
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Theorem . Let (Tk) be a sequence of positive linear operators from Cπ (R) into Cπ (R).
Then for all f ∈ Cπ (R)
C(st)- limk→∞
∥∥Tk(f ;x) – f (x)∥∥π = . (.)
if and only if
C(st)- limk→∞
∥∥Tk(;x) – ∥∥π = , (.)
C(st)- limk→∞
∥∥Tk(cos t;x) – cosx∥∥π = , (.)
C(st)- limk→∞
∥∥Tk(sin t;x) – sinx∥∥π = . (.)
Proof Since each of , cosx, sinx belongs to Cπ (R), conditions (.)-(.) follow imme-
diately from (.). Let the conditions (.)-(.) hold and f ∈ Cπ (R). Let I be a closed
subinterval of length π of R. Fix x ∈ I . By the continuity of f at x, it follows that for given
ε >  there is a number δ >  such that for all t
∣∣f (t) – f (x)∣∣ < ε, (.)
whenever |t – x| < δ. Since f is bounded, it follows that
∣∣f (t) – f (x)∣∣≤ ‖f ‖π , (.)
for all t ∈R. For all t ∈ (x – δ, π + x – δ], it is well known that
∣∣f (t) – f (x)∣∣ < ε + ‖f ‖π
sin δ
ψ(t), (.)
where ψ(t) = sin( t–x ). Since the function f ∈ Cπ (R) is π-periodic, the inequality (.)
holds for t ∈R. We can also write (.) as
–ε – ‖f ‖π
sin δ
ψ(t) < f (t) – f (x) < ε + ‖f ‖π
sin δ
ψ(t).
Now applying the operator Tk(;x) to this inequality, we obtain
Tk(;x)
(
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Also,
Tk(f ;x) – f (x) = Tk(f ;x) – f (x)Tk(;x) + f (x)Tk(;x) – f (x)





From (.) and (.), we have











































Tk(sin t;x) – sinx
]}
.
Substituting the value of Tk(ψ(t);x) in (.), we get













































∣∣f (x)∣∣ + ‖f ‖π
sin δ
)∣∣Tk(;x) – ∣∣ + ‖f ‖π
sin δ
{| cosx|∣∣Tk(cos t;x) – cosx∣∣




∣∣f (x)∣∣ + ‖f ‖π
sin δ
)∣∣Tk(;x) – ∣∣ + ‖f ‖π
sin δ
{∣∣Tk(cos t;x) – cosx∣∣
+
∣∣Tk(sin t;x) – sinx∣∣},
since | cosx| ≤  and | sinx| ≤  for all x ∈ I . Now taking supx∈I , we get
∥∥Tk(f ;x) – f (x)∥∥π ≤ ε +K(
∥∥Tk(;x) – ∥∥π +
∥∥Tk(cos t;x) – cosx∥∥π
+
∥∥Tk(sin t;x) – sinx∥∥π),











Now replacing Tk(·;x) by n+
∑n
k=Tk(·;x) = Ln(·;x)
∥∥Ln(f ;x) – f (x)∥∥∞ ≤ ε +K(
∥∥Ln(;x) – ∥∥π +
∥∥Ln(cos t;x) – cosx∥∥π
+
∥∥Ln(sin t;x) – sinx∥∥π ). (.)
For a given r > , choose ε′ >  such that ε′ < r. Deﬁne the following sets
D =
{
k ≤ n : ∥∥Ln(f ;x) – f (x)∥∥π ≥ r},
D =
{






















δ(D)≤ δ(D) + δ(D) + δ(D).
Therefore, using conditions (.), (.) and (.), we get
C(st)-limn
∥∥Tn(f ,x) – f (x)∥∥π = .
This completes the proof of the theorem. 
3 Rate of weighted statistical convergence
In this section, we study the rate of weighted statistical convergence of a sequence of pos-
itive linear operators deﬁned from Cπ (R) into Cπ (R).
Deﬁnition . Let (an) be a positive nonincreasing sequence. We say that the sequence






∣∣{m≤ n : |tm – L| ≥ ε}∣∣ = .
In this case, we write xk – L = C(st)-o(an).
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As usual we have the following auxiliary result whose proof is standard.
Lemma . Let (an) and (bn) be two positive nonincreasing sequences. Let x = (xk) and
y = (yk) be two sequences such that xk – L = C(st)-o(an) and yk – L = C(st)-o(bn). Then
(i) α(xk – L) = C(st)-o(an), for any scalar α,
(ii) (xk – L)± (yk – L) = C(st)-o(cn),
(iii) (xk – L)(yk – L) = C(st)-o(anbn),
where cn =max{an,bn}.
Now, we recall the notion of modulus of continuity. The modulus of continuity of f ∈
Cπ (R), denoted by ω(f , δ) is deﬁned by
ω(f , δ) = sup
|x–y|<δ
∣∣f (x) – f (y)∣∣.
It is well known that
∣∣f (x) – f (y)∣∣≤ ω(f , δ)





Then we have the following result.
Theorem . Let (Tk) be a sequence of positive linear operators from Cπ (R) into Cπ (R).
Suppose that
(i) ‖Tk(;x) – ‖π = C(st)-o(an),
(ii) ω(f ,λk) = C(st)-o(bn), where λk =
√
Tk(ϕx;x) and ϕx(y) = sin( y–x ).
Then for all f ∈ Cπ (R), we have
∥∥Tk(f ;x) – f (x)∥∥π = C(st)-o(cn),
where cn =max{an,bn}.
Proof Let f ∈ Cπ (R) and x ∈ [–π ,π ]. Using (.) and (.), we obtain
∣∣Tk(f ;x) – f (x)∣∣ ≤ Tk(∣∣f (y) – f (x)∣∣;x) + ∣∣f (x)∣∣∣∣Tk(;x) – ∣∣
≤ Tk




ω(f , δ) +












ω(f , δ) +








ω(f , δ) +
∣∣f (x)∣∣∣∣Tk(;x) – ∣∣.
Put δ = λk =
√
Tk(ϕx;x). Hence, we get






ω(f ,λk) +ω(f ,λk)
∥∥Tk(;x) – ∥∥π
≤ K{∥∥Tk(;x) – ∥∥π +ω(f ,λk) +ω(f ,λk)
∥∥Tk(;x) – ∥∥π},
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where K =max{‖f ‖π ,  + π}. Now replacing Tk(·;x) by n+
∑n
k=Tk(·;x) = Ln(·;x)
∥∥Ln(f ;x) – f (x)∥∥π ≤ K{
∥∥Ln(;x) – ∥∥π +ω(f ,λk) +ω(f ,λk)
∥∥Ln(;x) – ∥∥π}.
Now, using Deﬁnition . and Conditions (i) and (ii), we get the desired result.
This completes the proof of the theorem. 
4 Example and the concluding remark
In the following, we construct an example of a sequence of positive linear operators satis-
fying the conditions of Theorem ., but does not satisfy the conditions of Theorem II.






ak(f ) coskx + bk(f ) sinkx.













f (t) n + 
n∑
k=
sin((k + )(x – t)/)




f (t) n + 
n∑
k=












sin(x/) if x is not a multiple of π ,
n +  if x is a multiple of π .
The sequence (ϕn)n∈N is a positive kernel which is called the Fejér kernel, and the corre-
sponding operators Fn, n≥ , are called the Fejér convolution operators.
Note that the Theorem II is satisﬁed for the sequence (Fn). In fact, we have
For every f ∈ Cπ (R),
lim
n→∞Fn(f ) = f .
Let Ln : Cπ (R)→ Cπ (R) be deﬁned by
Ln(f ;x) = ( + xn)Fn(f ;x), (.)
Mohiuddine and Alotaibi Journal of Inequalities and Applications 2013, 2013:149 Page 8 of 9
http://www.journaloﬁnequalitiesandapplications.com/content/2013/1/149




n +  cosx,
Fn(sin t;x) =
n
n +  sinx.
We observe that the sequence (Ln) satisﬁes the conditions (.), (.) and (.). Hence, by
Theorem ., we have
C(st)- limn→∞
∥∥Ln(f ) – f ∥∥π = ,
i.e. our theorem holds. But on the other hand, Theorem II does not hold for our operator
deﬁned by (.), since the sequence (Ln) is not convergent.
Hence, our Theorem . is stronger than that of Theorem II.
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