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FINITE-DIMENSIONALITY IN THE NON-COMMUTATIVE
CHOQUET BOUNDARY: PEAKING PHENOMENA AND
C∗-LIMINALITY
RAPHAE¨L CLOUAˆTRE AND IAN THOMPSON
Abstract. We explore the finite-dimensional part of the non-commutative
Choquet boundary of an operator algebra. In other words, we seek finite-
dimensional boundary representations. Such representations may fail to exist
even when the underlying operator algebra is finite-dimensional. Nevertheless,
we exhibit mechanisms that detect when a given finite-dimensional representa-
tion lies in the Choquet boundary. Broadly speaking, our approach is topologi-
cal and requires identifying isolated points in the spectrum of the C∗-envelope.
This is accomplished by analyzing peaking representations and peaking pro-
jections, both of which being non-commutative versions of the classical notion
of a peak point for a function algebra. We also connect this question with the
residual finite-dimensionality of the C∗-envelope and to a stronger property
that we call C∗-liminality. Recent developments in matrix convexity allow
us to identify a pivotal intermediate property, whereby every matrix state is
locally finite-dimensional.
1. Introduction
In unraveling the structure of C∗-algebras, a fruitful paradigm is to model these
objects, insofar as possible, by finite-dimensional ones. The idea that finer struc-
tural properties of a large class of C∗-algebras can be detected upon approximation
by matrix algebras has become a major trend in the field. Nuclearity, a notion at
the center of recent capstone results in the classification program for some simple
C∗-algebras (see [30],[51] and references therein), is an important example of an
“internal” finite-dimensional approximation property. Closely related to the theme
of this paper is a different, “external” finite-dimensional approximation property
which we now describe.
A C∗-algebra is said to be residually finite-dimensional (or RFD) if it admits a
separating set of finite-dimensional ∗-representations. Roughly speaking, RFD C∗-
algebras should be thought of as being diagonal with finite-dimensional blocks. In
particular, they can be completely understood by examining their representations
as matrices. Interestingly, various characterizations of this important property have
emerged over the years [26],[5],[31],[18].
In principle, similar ideas have the potential to unlock the structure of more
general, possibly non-selfadjoint, operator algebras. This possibility was explored
in [41] for some concrete operator algebras of functions. In a related context, an
analysis of finer forms of residual finite-dimensionality was performed recently in [4].
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Predating this last work, a thorough investigation of non-selfadjoint residual finite-
dimensionality was initiated in [17]. Therein, consistently with the more familiar
self-adjoint setting, an operator algebra is said to be RFD if it admits a completely
norming collection of completely contractive homomorphisms into matrix algebras.
Several basic properties of such algebras were established, such as the non-obvious
fact that finite-dimensional algebras are RFD. Furthermore an attempt was made to
connect back with the more classical C∗-algebra setting, via the following procedure.
Let A be a unital operator algebra, which we assume is concretely represented
on some Hilbert space H, so that A ⊂ B(H). Then one can consider C∗(A),
the C∗-algebra generated by A. Assuming that A is RFD, it is then natural to ask
whether this property is inherited by C∗(A). To make this discussion more efficient,
the language of C∗-covers is useful. Recall that a C∗-cover for A is a pair (A, ι),
where A is a C∗-algebra and ι : A → A is a completely isometric homomorphism
such that A = C∗(ι(A)). If A is indeed RFD, then essentially by definition there is
some C∗-cover (A, ι) such that A is RFD. The question raised above only becomes
interesting, then, if the C∗-cover is fixed in advance. Two natural candidates are
the minimal and the maximal C∗-covers.
In some special cases, it is known that the maximal C∗-cover of an RFD operator
algebra does inherit the property of being RFD (see [17, Section 5]). As of this
writing, it is still unknown whether this phenomenon always occurs; we will not
address this problem here. The corresponding question for the minimal C∗-cover is
the main driving force of the current paper, so we discuss it in more details.
Due to seminal work of Arveson [6] and Hamana [32], any unital operator algebra
admits an essentially unique minimal C∗-cover, which is called its C∗-envelope. The
question we are interested in then asks whether an RFD unital operator algebra
always admits an RFD C∗-envelope. As shown in [17, Example 4], the answer is
negative even for finite-dimensional operator algebras. Nevertheless, some special
cases where the answer is affirmative were identified in that same paper. The present
paper can be viewed as a natural continuation, aiming to clarify this question
further.
Our approach is predicated on Arveson’s insight for constructing the C∗-envelope
of a concretely represented unital operator algebra A ⊂ B(H). By considering the
C∗-envelope C∗e(A) as being determined by a non-commutative analogue of the
Shilov boundary of a function algebra, Arveson’s vision was that it could be con-
structed via a non-commutative analogue of the Choquet boundary. This original
vision has now been fully realized thanks to non-trivial contributions from many
researchers [42],[25],[8],[20].
In Arveson’s analogy, points are identified with characters in the classical com-
mutative world, and correspond to irreducible ∗-representations in the non-commu-
tative realm. Thus, the C∗-envelope is determined by the boundary representations
(see Subsection 2.5 for details.) Therefore, the residual finite-dimensionality of
the C∗-envelope should be detectable through the lens of these boundary repre-
sentations. For instance, an abundance of finite-dimensional boundary represen-
tations is known to force the C∗-envelope to be RFD. Conversely, the residual
finite-dimensionality of the C∗-envelope implies that, in an appropriate sense, both
the finite-dimensional irreducible ∗-representations and the boundary representa-
tions are dense. It is unclear, however, whether these two dense sets have any
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overlap; even the existence of a single finite-dimensional boundary representation
appears to be difficult to ascertain. Our main question is thus the following.
Question 1. Let A be a unital operator algebra with an RFD C∗-envelope. Must
the envelope admit a finite-dimensional boundary representation for A?
To give the reader a sense for why this question may be non-trivial, we mention
that there are examples of finite-dimensional unital operator algebras for which
the C∗-envelope admits no finite-dimensional boundary representations (Example
4). In fact, it can even happen that the C∗-envelope of a unital finite-dimensional
operator algebra admits simply no finite-dimensional ∗-representations whatsoever
(Example 5). This occurs despite the fact that finite-dimensional operator algebras
satisfy a strong form a residual finite-dimensionality: they are in fact normed in
finite dimensions [17, Theorem 3.5] (see Subsection 2.2 below for a definition).
Consequently, if the answer to Question 1 is to be affirmative, it must be so for
deeper reasons than the mere residual finite-dimensionality of A. We also mention
that a boundary representation being finite-dimensional is a much stronger notion
than it being “accessible” in the sense of [40, Definition 6.32].
In view of this difficulty, a strategy for exhibiting finite-dimensional boundary
representations must be formulated. We opt for the following topological approach
to establish most our main results. As mentioned above, the set of (unitary equiv-
alence classes of) boundary representations is dense in the spectrum of the C∗-
envelope. Thus, if a finite-dimensional irreducible ∗-representation is known to be
an isolated point, it would necessarily be a boundary representation.
In keeping with the paradigm suggested by Arveson that the C∗-envelope should
be analyzed using non-commutative analogues of ideas from function theory, to
realize the aforementioned strategy we view operator algebras as comprising non-
commutative functions. Accordingly, we aim to apply tools from what one could
call non-commutative uniform algebra theory. More precisely, we verify that certain
finite-dimensional representations are indeed isolated points by showing that they
are “non-commutative peak points”. Classically, given a uniform algebra A of
continuous functions on a compact metric space X , a point ξ ∈ X is said to be a
peak point for A if there is ϕ ∈ A such that
ϕ(ξ) = 1 > |ϕ(x)|, x ∈ X, x 6= ξ.
A theorem of Bishop implies that the set of peak points coincides with the Choquet
boundary of A, which is in turn dense in the Shilov boundary of A [45, Section 8].
We will exploit two rather different non-commutative versions of peak points.
The first one replaces points by irreducible ∗-representations of the C∗-envelope;
this is based on the point of view that points in X should be interpreted as char-
acters. The second version identifies points with their characteristic functions, and
thus replaces them by projections lying in the bidual. We will utilize both inter-
pretations.
We now describe the organization of the paper and state our main original con-
tributions more precisely.
Section 2 collects various prerequisite material on operator algebras, and proves
some elementary facts used throughout.
In Section 3, we tackle Question 1. Central to our approach and results is the
following definition. Let A is a unital operator algebra and let pi be an irreducible
∗-representation of its C∗-envelope C∗e(A). Let n ∈ N and let T ∈ Mn(C
∗
e(A)).
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Then, T is said to peak at pi if
‖pi(n)(T )‖ > ‖σ(n)(T )‖
for every irreducible ∗-representation σ of C∗e(A) which is not unitarily equivalent
to pi. In this case, we also say that pi is a peaking representation for A.
We introduce a more flexible, “local” version of this notion. We show that a
locally peaking representation for A must necessarily be a boundary representation
(Theorem 3.1). It is thus highly desirable to be able to recognize locally peaking
representations. To do this, we leverage the theory of peaking projections developed
in a series of papers starting with work of Hay [34],[11],[46],[10],[15].
Let a ∈ A be a contraction and consider the support projection spi of the ir-
reducible ∗-representation pi (see Subsection 2.4). We say that a peaks at spi if
aspi = spi and ‖ap‖ < 1 for every closed projection p orthogonal to spi. Upon spe-
cializing some known deep results to the separable setting, we show in Corollary
3.3 that this occurs if and only if spi lies in the weak-∗ closure of A inside the bidual
of C∗e(A). We also relate this notion of peaking to the previous one (Theorem 3.4).
We summarize these results.
Theorem 1.1. Let A be a separable unital operator algebra and let pi be an ir-
reducible finite-dimensional ∗-representation of C∗e(A). If spi ∈ A
⊥⊥ ⊂ C∗e(A)
∗∗,
then pi is a locally peaking representation for A. In particular, pi is a boundary
representation for A.
We complement this theorem with some concrete examples where it applies (Ex-
ample 1). For the rest of Section 3, we turn to a certain uniform version of peaking
representations called strongly peaking representations; these have been considered
by other authors [9],[43],[13],[22] in different contexts. Motivated by the foregoing
discussion, we are interested in strongly peaking representations for A. Interest-
ingly, this requirement is in fact equivalent to the a priori weaker stipulation of being
a strongly peaking representation for the larger algebra C∗e(A). Furthermore, when
C∗e(A) is assumed to be RFD, strongly peaking representations are automatically
finite-dimensional. The following is Corollary 3.7.
Theorem 1.2. Let A be a unital operator algebra such that C∗e(A) is RFD. Let pi
be a strongly peaking ∗-representation for C∗e(A). Then, pi is a finite-dimensional
boundary representation for A.
Much like for locally peaking representations, support projections can be used
to guarantee that a ∗-representation is strongly peaking. Indeed, we show in
Lemma 3.8 that a finite-dimensional irreducible ∗-representation is strongly peak-
ing if its support projection is both closed and open in the sense of Akemann’s
non-commutative topology (see Subsection 2.4). We also identify some sufficient
conditions for this property to hold (Theorem 3.10, Example 3).
Finally, in Section 4, in an attempt to better understand the subtleties inherent
to Question 1, we analyze unital operator algebras whose C∗-envelope are known
to admit many finite-dimensional boundary representations. We start by obtaining
a characterization of unital operator algebras admitting an RFD C∗-envelope; this
is accomplished in Theorem 4.1 with the aid of finite-dimensional approximations
of representations, in the spirit of work of Exel–Loring [26]. We then study unital
operator algebras for which all boundary representations are finite-dimensional.
We call such operator algebras C∗-liminal. The following is Corollary 4.7 and it
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summarizes our main results on this topic. Notably, the proof uses some recent
developments in matrix convexity [33].
Theorem 1.3. Let A be a unital operator algebra. Consider the following state-
ments.
(i) The algebra A is C∗-liminal.
(ii) Every matrix state of A can be dilated locally to a finite-dimensional ∗-repre-
sentation of C∗e(A).
(iii) The algebra C∗e(A) is RFD.
Then, we have (i) ⇒ (ii) ⇒ (iii).
While we know that (iii) 6⇒ (ii), we do not know if the other implication can be
reversed.
2. Operator algebraic preliminaries
2.1. Representations of C∗-algebras. The focal point of this paper is the ex-
istence of certain ∗-representations of C∗-algebras. In this subsection, we briefly
recall various equivalence relations and topologies related to these objects. The
reader should consult [23, Chapter 3] for greater detail.
Let A be a C∗-algebra. Recall that a closed two-sided ideal J ⊂ A is said to
be primitive if it is the kernel of an irreducible ∗-representation. The collection of
primitive ideals of A, denoted by Prim(A), is known as its primitive ideal space.
It can be endowed with the Jacobson topology. Given a subset S ⊂ Prim(A), the
closure of S in this topology is the set of primitive ideals of A containing
⋂
s∈S s.
It follows that S is dense in Prim(A) if and only if ∩s∈Ss = {0}. If for each s ∈ S
we choose an irreducible ∗-representation pis of A with s = kerpis, then we see that
S is dense if and only if
⊕
s∈S pis is injective.
Given two irreducible ∗-representations pi and σ of A, we say that σ is weakly
contained in pi and write σ ≺ pi if kerpi ⊂ kerσ. This is equivalent to the existence
of a ∗-homomorphism θ : pi(A) → σ(A) such that θ ◦ pi = σ. We say that pi and σ
are weakly equivalent and write pi ∼ σ if they are weakly contained in one another.
It is well known that finite-dimensional irreducible ∗-representations are minimal in
the partial order given by weak containment and in fact display significant rigidity.
Lemma 2.1. Let pi and σ be two irreducible ∗-representations of a C∗-algebra A.
Assume that pi is finite-dimensional and that σ ≺ pi. Then, σ is finite-dimensional
and unitarily equivalent to pi.
Proof. By assumption, there is a ∗-homomorphism θ : pi(A) → σ(A) such that
θ ◦ pi = σ. Now, since pi is irreducible and finite-dimensional, we see that pi(A) is a
simple C∗-algebra, so θ is a ∗-isomorphism and σ(A) is a finite-dimensional simple
C∗-algebra. This forces θ to be implemented by some some unitary equivalence. 
The spectrum of A, denoted by Â, is the set of unitary equivalence classes of
irreducible ∗-representations. Given an irreducible ∗-representation pi, we let [pi] ∈
Â denote its unitary equivalence class. We can define a topology on Â by requiring
the natural map
Â→ PrimA, [pi] 7→ kerpi
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to be continuous. It follows from this that the closure of the singleton [pi] in Â is
the set
{[σ] ∈ Â : σ ≺ pi}.
If A is a unital C∗-algebra, then S(A) denotes the state space. The pure states
are the extreme points of the convex set S(A). Given ψ ∈ S(A), we let (σψ ,Hψ, ξψ)
be the corresponding GNS representation. That is to say, Hψ is a Hilbert space
and σψ : A→ B(Hψ) is a ∗-representation with cyclic vector ξψ such that
ψ(t) = 〈σψ(t)ξψ , ξψ〉, t ∈ A.
The state ψ is pure if and only if σψ is irreducible [23, Proposition 2.5.4]. If ∆ ⊂ Â,
then we let S∆(A) denote the set of (necessarily pure) states ψ with the property
that [σψ] ∈ ∆. This is readily seen to coincide with the collection of states of the
form
t 7→ 〈pi(t)η, η〉, t ∈ A
for some irreducible ∗-representation pi : A → B(Hpi) with [pi] ∈ ∆ and some unit
vector η ∈ Hpi.
Lemma 2.2. [23, Theorem 3.4.10] Let A be a unital C∗-algebra and let ∆ ⊂ Â be
a subset. Then, ∆ is dense in Â if and only if S∆(A) is weak-∗ dense in the set of
pure states.
2.2. Residually finite-dimensional operator algebras. Let A be an operator
algebra. For a positive integer n, we let Mn denote the n × n complex matrices.
Likewise, Mn(A) denotes the algebra of n × n matrices with entries in A. By a
representation of A, we will always mean a completely contractive homomorphism
pi : A → B(Hpi) for some Hilbert space Hpi . For each n ∈ N, we let pi(n) :Mn(A)→
B(H(n)) denote the natural ampliation of pi.
Let S be a set of representations of A and let M ⊂ A be a subspace. Then, S
is said to be
(a) separating for M if
⊕
pi∈S pi is injective on M;
(b) completely norming for M if
⊕
pi∈S pi is completely isometric on M.
Note that if M is a C∗-algebra, then S is separating for M if and only if it is
completely norming for M.
We say that A is residually finite-dimensional (RFD) if there is a set of represen-
tations of A on finite-dimensional Hilbert spaces that is completely norming for A.
We wish to record some known characterizations of RFD C∗-algebras. For this pur-
pose, we introduce some terminology. Let A be a C∗-algebra and let pi : A→ B(Hpi)
be a ∗-representation. A net of ∗-representations
piλ : A→ B(Hpi), λ ∈ Λ
is said to be an approximation for pi if
lim
λ
piλ(a)ξ = pi(a)ξ, a ∈ A, ξ ∈ Hpi.
Here, the limit is taken with respect to the norm topology on Hpi. If in addition the
space piλ(A)Hpi is finite-dimensional for each λ ∈ Λ, then the net (piλ) is said to be a
finite-dimensional approximation for pi. Note that in this case, because piλ(A)Hpi is
finite-dimensional, it follows that piλ(A) is a finite-dimensional C
∗-algebra for every
λ ∈ Λ.
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Theorem 2.3. Let A be a C∗-algebra. Then, the following statements are equiva-
lent.
(i) The algebra A is RFD.
(ii) Every ∗-representation of A admits a finite-dimensional approximation.
(iii) Every irreducible ∗-representation of A admits a finite-dimensional approxi-
mation.
(iv) The set of unitary equivalence classes of finite-dimensional irreducible ∗-rep-
resentations is dense in Â.
Proof. (i) ⇔ (ii): This is [26, Theorem 2.4].
(ii) ⇒ (iii): This is trivial.
(iii) ⇒ (i): There is always a set of irreducible ∗-representations of A which
is separating for A. It thus follows that there is a set of finite-dimensional ∗-
representations of A which is also separating for A, whence A is RFD.
(i)⇔ (iv): By definition of the topologies involved, we see that the set of unitary
equivalence classes of finite-dimensional irreducible ∗-representations of A is dense
in Â if and only if there is a set of finite-dimensional irreducible ∗-representations
of A which is separating for A. The latter is clearly equivalent to A being RFD. 
Another useful characterization that we require is the following.
Theorem 2.4. Let A be a C∗-algebra. Let N ⊂ A be the subset consisting of those
elements a ∈ A for which there is a finite-dimensional ∗-representation pi of A such
that ‖a‖ = ‖pi(a)‖. Then, the following statements hold.
(i) The algebra A is RFD if and only if N is dense in A.
(ii) All irreducible ∗-representations of A are finite-dimensional if and only if N =
A.
Proof. This is [18, Theorems 3.2 and 4.4]. 
In [18], the authors call a C∗-algebra FDI if it satisfies (ii) above. In the unital
case, this is the same class as the liminal (or CCR) C∗-algebras [23, Section 4.2].
There is yet another related notion that we require. Let A be an operator
algebra. Following [17], we say that A is normed in finite-dimensions (NFD) if
for every n ∈ N and every A ∈ Mn(A) there is a finite-dimensional Hilbert space
Hpi and a representation pi : A → B(Hpi) such that ‖pi(n)(A)‖ = ‖A‖. If A is a
unital C∗-algebra, then it is well known that the irreducible ∗-representations of the
C∗-algebra of Mn(A) are all unitarily equivalent to one of the form pi
(n) for some
irreducible ∗-representation pi of A (see the last paragraph of [36, page 485]). In
view of this observation, it is an easy consequence of Theorem 2.4(ii) that a unital
C∗-algebra is NFD if and only if it is FDI.
Finally, we point out that the full group C∗-algebra of the free group F2 is RFD
but not liminal, as it is infinite-dimensional and primitive [14].
2.3. Biduals of operator algebras. Some of our techniques will require us to
work within biduals of operator algebras, so we recall some relevant basic facts
here. Let A be a C∗-algebra. Then, the Banach space A∗∗ can be given the
structure of a von Neumann algebra (see for instance [48, Theorem III.2.4] or [12,
Theorem A.5.6]). Furthermore, if A ⊂ A is a subalgebra, then A∗∗ can be viewed as
subalgebra of A∗∗ (see the proof of [12, Corollary 2.5.6]). Throughout, we identify
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A with its canonical image in A∗∗, so in particular we may view A as a subalgebra
of A∗∗.
Let N be a von Neumann algebra with predual N∗. Let ι : N∗ → N∗ be the
canonical embedding. Let ψ : A→ N be a bounded linear map. We let
ψ̂ = ι∗ ◦ ψ∗∗ : A∗∗ → N.
Then, ψ̂ is a weak-∗ continuous extension of ψ. In general, ψ∗∗ and ψ̂ do not
coincide and it is important to distinguish between them; we will be consistent
with our notations to prevent confusion. Note however that ψ∗∗ = ψ̂ when N is
finite-dimensional.
Let H be a Hilbert space. Multiplication on the left or on the right by a fixed
operator is weak-∗ continuous on B(H). Therefore, (B(H)∗)⊥ ⊂ B(H)∗∗ is a weak-∗
closed two-sided ideal. Thus, by [47, Proposition I.10.5] there is a central projection
z ∈ B(H)∗∗ such that zB(H)∗∗ = (B(H)∗)⊥. In particular, a functional ϕ ∈ B(H)∗
lies in B(H)∗ if and only if
ϕ̂(ξ) = ϕ̂((I − z)ξ), ξ ∈ B(H)∗∗.
Let K denote the ideal of compact operators on H. The following is well known,
but we lack a precise reference.
Lemma 2.5. We have that
K⊥⊥ = (I − z)B(H)∗∗.
In particular, if (an) is a sequence of compact operators converging to 0 in the weak-
∗ topology of B(H), then (an) converges to 0 in the weak-∗ topology of B(H)
∗∗.
Proof. Let ϕ ∈ K⊥. Now, K⊥⊥ is a weak-∗ closed two-sided ideal in B(H)∗∗, so
that (I − z)K ⊂ K⊥⊥. We conclude that the linear functional
t 7→ ϕ̂((I − z)t), t ∈ B(H)
is weak-∗ continuous and annihilates K, and thus is identically zero. This means
that ϕ ∈ ((I − z)B(H)∗∗)⊥. Hence,
K⊥ ⊂ ((I − z)B(H)∗∗)⊥
or
(I − z)B(H)∗∗ ⊂ K⊥⊥.
Conversely, given ϕ ∈ B(H)∗ we may use [44, Theorem 8.4] to find a ∗-representation
pi : B(H)→ B(H′) and unit vectors v, w ∈ H′ such that
ϕ(t) = 〈pi(t)v, w〉, t ∈ B(H).
Splitting pi into a direct sum according to the ideal K (see [7, page 15]), we see that
there is ω ∈ B(H)∗ and τ ∈ K⊥ such that ϕ = ω + τ . If we assume further than
ϕ ∈ ((1 − z)B(H)∗∗)⊥, then we see for k ∈ K that
ϕ(k) = ϕ̂(zk) = ω̂(zk) + τ̂ (zk) = τ̂ (zk) = 0
since zK ⊂ K⊥⊥. In other words, we have shown that
((I − z)B(H)∗∗)⊥ ⊂ K
⊥
which implies
K⊥⊥ ⊂ (I − z)B(H)∗∗.

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2.4. Support projections of representations and non-commutative topol-
ogy. Let A be a C∗-algebra and let pi : A → B(Hpi) be a ∗-representation. Then,
pi∗∗ : A∗∗ → B(Hpi)∗∗ is a weak-∗ continuous ∗-representation, and so is pi. Upon
identifying elements with their canonical images inside biduals, we see that pi∗∗(t) =
pi(t) for every t ∈ A. Basic functional analytic arguments reveal that kerpi∗∗ =
(kerpi)⊥⊥; indeed, both of these objects coincide with (ranpi∗)⊥. Because A∗∗ is
a von Neumann algebra and kerpi∗∗ is a weak-∗ closed two-sided ideal, there is a
central projection epi ∈ A∗∗ such that
epiA
∗∗ = kerpi∗∗ = (kerpi)⊥⊥.
We call the projection spi = I − epi the support projection of pi. It has the property
that pi∗∗ is injective on spiA
∗∗. In some simple situations, this projection can be
readily identified.
Lemma 2.6. Let A be a C∗-algebra and let p ∈ A be a central projection. Let
pi : A→ A be the ∗-representation defined as
pi(a) = ap, a ∈ A.
Then, p is the support projection of pi.
Proof. A density argument shows that p is also central in A∗∗. The map
ξ 7→ ξp, ξ ∈ A∗∗
is thus a weak-∗ continuous ∗-representation agreeing with pi on A, so we infer
that it coincides with pi∗∗. Thus, (I − p)A∗∗ ⊂ kerpi∗∗ = epiA∗∗ and I − p ≤ epi.
Conversely, we find
epip = pi
∗∗(epi) = 0
so that epi ≤ I − p. This shows that spi = p. 
We recall here Akemann’s so-called hull-kernel structure, which can be thought of
as a noncommutative topology [2]. Let A be a C∗-algebra. A projection p ∈ A∗∗ is
said to be open if there is an increasing net of positive contractions in A converging
to p in the weak-∗ topology of A∗∗. A projection q ∈ A∗∗ is closed if I − q is open
in the previous sense.
Elementary arguments show that p is open if and only if there is a closed left
ideal J ⊂ A with J⊥⊥ = A∗∗p [2],[3]. In particular, if pi is a ∗-representation of
A, then its support projection spi is always closed. We will use this observation
implicitly throughout the paper.
Next, we give a well-known two-sided version of a deep theorem of Hay [34,
Theorem 4.2] (see also [10, Theorem 3.3] for a streamlined proof).
Lemma 2.7. Let A be a unital C∗-algebra and let A ⊂ A be a unital subalgebra.
Let q ∈ A∗∗ be a closed projection lying in A⊥⊥. Then, the two-sided ideal
(I − q)A∗∗(I − q) ∩A
admits a contractive approximate unit.
Proof. Let J = (I − q)A∗∗ ∩A. By [10, Theorem 3.3], J admits a left contractive
approximate unit (ei) and J⊥⊥ = (I − q)A∗∗. In turn, by [12, Proposition 2.5.8]
we see that (ei) converges to (I − q) in the weak-∗ topology of A∗∗. Thus, by
[12, Proposition 2.5.8] and its proof we obtain that (I−q)A∗∗(I−q)∩A has both a
left and a right contractive approximate unit, and hence a contractive approximate
unit. 
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2.5. Purity, boundary representations and the C∗-envelope. In this paper
we are interested in unital operator algebras and their C∗-envelopes, the latter
being defined herein. However, for technical reasons that will become apparent in
Section 4, we need to introduce C∗-envelopes for the more general class of unital
operator spaces.
Let M ⊂ B(H) be a unital operator space and let ψ : M → B(K) be a unital
completely contractive map. Consider the operator system
S = {a+ b∗ : a, b ∈ M} ⊂ B(H).
We note that C∗(M) = C∗(S). By [44, Proposition 3.5], there is a unique com-
pletely positive map ψ˜ : S→ B(K) extending ψ. This basic fact is very useful, and
shows that unital completely contractive maps onM correspond, in a natural way,
to unital completely positive maps on S. We use this well-known correspondence
tacitly in what follows. In particular, we import many important results from the
setting of operator systems and unital completely positive maps to that of unital
operator spaces and unital completely contractive maps.
Given a completely positive map ϕ : S→ B(K), we write ϕ ≤ ψ˜ if ψ˜− ϕ is also
completely positive. We say that ψ is pure if whenever ϕ ≤ ψ˜, there exists a scalar
0 ≤ λ ≤ 1 such that ϕ = λψ˜.
If ψ : C∗(M)→ B(K) is a unital completely positive map, then it is pure if and
only if its minimal Stinespring representation (σψ ,Kψ) is irreducible [6, Corollary
1.4.3]. Here, Kψ is a Hilbert space containing K and σψ : C∗(M) → B(Kψ) is a
unital ∗-representation such that
ψ(t) = PKσψ(t)|K, t ∈ C
∗(M).
See [44, Theorem 4.1] for more details about the existence of the Stinespring rep-
resentation.
Following [12], we say that a C∗-extension of M is a pair (A, ι) consisting of
a unital C∗-algebra A and a unital completely isometric linear map ι : M → A
such that A = C∗(ι(M)). The C∗-envelope of M is a C∗-extension (E, u) with
the property that given any other C∗-extension (A, ι), there exists a surjective ∗-
homomorphism pi : A → E with pi ◦ ι = u. We usually abuse notation slightly and
consider just the C∗-algebra E to be the C∗-envelope, and thus denote it by C∗e(M);
in this case, we identify M with its image u(M) in E. It is readily seen that the
C∗-envelope is essentially unique. The fact that it exists is a non-trivial result of
Hamana [32]. Its universal property implies that the C∗-envelope is a quotient of
every other C∗-extension through a quotient map that is completely isometric on
M. For this reason, we think of the C∗-envelope as the minimal C∗-extension.
Remarkably, when we start with a unital operator algebra A, then the map u :
A → C∗e(A) above is actually multiplicative [12, Proposition 4.3.5]. In particular,
u(A) is also a unital operator algebra in this case.
To determine the C∗-envelope, the most commonly used technique is due to
Arveson and consists of finding enough ∗-representations of C∗(M) with a certain
uniqueness property. Let us be more precise. Let pi : C∗(M)→ B(Hpi) be a unital
∗-representation. We say that it has the unique extension property with respect
to M if the only unital completely positive extension of pi|M to C∗(M) is pi itself.
Before proceeding, we record some elementary facts related to the unique extension
property.
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Lemma 2.8. Let M⊂ B(H) be a unital operator space. The following statements
hold.
(i) Let pi : C∗(M) → B(Hpi) be a unital ∗-representation with the unique exten-
sion property with respect to M. Let X ⊂ Hpi be a closed reducing subspace
for pi(C∗(M)). Then, the unital ∗-representation
t 7→ pi(t)|X , t ∈ C
∗(M)
also has the unique extension property with respect to M.
(ii) Let
piλ : C
∗(M)→ B(Hλ), λ ∈ Λ
be a set of unital ∗-representations with the unique extension property with
respect to M. Then, the unital ∗-representation
t 7→
⊕
λ∈Λ
piλ(t), t ∈ C
∗(M)
also has the unique extension property with respect to M.
Proof. (i) Let ψ : C∗(M)→ B(X ) be a unital completely positive map that satisfies
ψ(a) = pi(a)|X , a ∈M.
Define Ψ : C∗(M)→ B(Hpi) as
Ψ(t) = ψ(t)⊕ (pi(t)|X⊥) , t ∈ C
∗(M).
Then, we see that Ψ is a unital completely positive map that agrees with pi on M.
By assumption, this means that Ψ = pi and in particular
ψ(t) = pi(t)|X , t ∈ C
∗(M).
(ii) This is [9, Proposition 4.4]. 
Let pi : C∗(M)→ B(Hpi) be a ∗-representation. Consider its essential subspace
Epi = pi(C∗(M))Hpi.
Then, pi is said to have the essential unique extension property with respect to M
if the unital ∗-representation ρ : C∗(M)→ B(Epi) defined as
ρ(t) = pi(t)|Epi , t ∈ C
∗(M)
has the usual unique extension property with respect to M.
Lemma 2.9. Let M ⊂ B(H) be a unital operator space and let pi : C∗(M) →
B(Hpi) be a unital ∗-representation with the unique extension property with respect
to M. Let K be another Hilbert space and let V : Hpi → K be an isometry. Define
pi′ : C∗(M)→ B(K) as
pi′(t) = V pi(t)V ∗, t ∈ C∗(M).
Then, pi′ is a ∗-representation with the essential unique extension property with
respect to M.
Proof. Since V is an isometry, it is readily verified that pi′ is a ∗-representation.
Let U = PVHpiV : Hpi → VHpi . Then, U is unitary and with respect to the
decomposition K = VHpi ⊕ (VHpi)⊥ we find
pi′(t) = Upi(t)U∗ ⊕ 0, t ∈ C∗(M).
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It is easily verified that Upi(·)U∗ is a unital ∗-representation of C∗(M) with the
unique extension property with respect to M, which immediately implies the de-
sired statement. 
Due to important contributions of Muhly–Solel [42] and Dritschel–McCullough
[25], it is known that unital ∗-representations of C∗(M) with the unique extension
property with respect toM are always plentiful. In fact, more is true. As the next
result shows, we can also require these ∗-representations to be irreducible.
If an irreducible ∗-representation pi of C∗(M) has the unique extension with
respect to M, then we say that pi is a boundary representation for M on C∗(M).
Recall that a unital completely contractive map ψ :M→ B(F) is called a matrix
state whenever F is finite-dimensional. The following improves on [39, Theorem
3.1] slightly.
Theorem 2.10. Let M ⊂ B(H) be a unital operator space, let n ∈ N and let
A ∈ Mn(M). Then, there is a boundary representation β : C∗(M) → B(Hβ) for
M such that
‖A‖ = ‖β(n)(A)‖.
Furthermore, there is a finite-dimensional subspace F ⊂ Hβ such that if we define
a matrix state ψ :M→ B(F) as
ψ(b) = PFβ(b)|F , b ∈M
then we have
‖A‖ = ‖ψ(n)(A)‖.
Proof. By the proof of [39, Theorem 2.5], there is a two-dimensional Hilbert space
E and a pure matrix state ϕ : Mn(M) → B(E) such that ‖ϕ(A)‖ = ‖A‖. In turn,
by [20, Theorem 2.4] we find a boundary representation γ : C∗(Mn(M))→ B(Hγ)
for Mn(M) with the property that
ϕ(B) = PEγ(B)|E , B ∈ Mn(M).
Note now that C∗(Mn(M)) = Mn(C
∗(M)). It follows from the last paragraph in
[36, page 485] that there is an irreducible ∗-representation β : C∗(M) → B(Hβ)
and a unitary operator U : H
(n)
β → Hγ with the property that
γ(T ) = Uβ(n)(T )U∗, T ∈ Mn(C
∗(M)).
By the theorem on [36, page 486], we conclude that β is a boundary representation
for M. Moreover,
‖β(n)(A)‖ = ‖γ(A)‖ ≥ ‖ϕ(A)‖ = ‖A‖
so in fact ‖β(n)(A)‖ = ‖A‖.
Next, we see that
PU∗Eβ
(n)(A)|U∗E = U
∗PEUβ
(n)(A)|U∗E
= U∗PEγ(A)U |U∗E
= V ∗(PEγ(A)|E)V
where V = PEU |U∗E : U∗E → E is a unitary operator. Thus, we conclude that
‖PU∗Eβ
(n)(A)|U∗E‖ = ‖ϕ(A)‖ = ‖A‖.
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Finally, choose any finite-dimensional subspace F ⊂ Hβ with the property that
F (n) contains the two-dimensional subspace U∗E and define ψ :M→ B(F) as
ψ(b) = PFβ(b)|F , b ∈ M.
Then, we find
‖ψ(n)(A)‖ = ‖PF(n)β
(n)(A)|F(n)‖ ≥ ‖PU∗Eβ
(n)(A)|U∗E‖ = ‖A‖
as desired. 
By Theorem 2.10, there always exists a set ∆ of boundary representations for
M on C∗(M) with the property that
⊕
β∈∆ β is completely isometric on M (see
also [8, Theorem 7.1] and [20, Theorem 3.3]). Let Σ∆ ⊂ C∗(M) denote the kernel
of
⊕
β∈∆ β. We may invoke [6, Theorem 2.2.3] to see that Σ∆ coincides with the
intersection of the kernels of all boundary representations for M on C∗(M), and
is thus independent of ∆. This ideal is called the Shilov ideal ofM in C∗(M). By
[6, Proposition 2.2.4 and Theorem 2.2.5] we conclude that C∗e(M) is ∗-isomorphic
to C∗(M)/Σ∆. For this reason, we usually think of the collection of boundary
representations of M as the non-commutative Choquet boundary of M. We also
note here that the Shilov ideal of M in C∗e(M) is trivial [6, Proposition 2.2.4].
If β is a boundary representation forM on C∗(M), then kerβ contains the Shilov
ideal by [6, Proposition 2.2.3]. Therefore, there is an irreducible ∗-representation β˜
on C∗e(M) such that β = β˜◦q, where q is the quotient map on C
∗(M) corresponding
to the Shilov ideal. In other words, a boundary representation always “factors
through the C∗-envelope”.
The next observation is simple but useful.
Lemma 2.11. Let M be a unital operator space and let ∆ be a set of irreducible
∗-representations of C∗e(M). Then, ∆ is completely norming for M if and only if
it is separating for C∗e(M). In particular, there is a set of boundary representations
for M on C∗e(M) which is separating for C
∗
e(M).
Proof. Let σ =
⊕
pi∈∆ pi. If ∆ is completely norming forM, then kerσ is the Shilov
ideal ofM in C∗e(M), which is trivial as mentioned above. Thus, σ is injective and
hence ∆ is separating for C∗e(M). Conversely, if ∆ is separating for C
∗
e(M) then
σ is injective and hence completely isometric. The second statement follows from
the first and from Theorem 2.10. 
In the classical situation of a unital subspace M of continuous functions on
a compact Hausdorff space, if M separates the points then it is known that the
Choquet boundary is always dense in the Shilov boundary [45, Proposition 6.4].
There are several reasonable candidates for a non-commutative analogue of the
Shilov boundary, and for all of them we have a similar density property.
Theorem 2.12. Let M be a unital operator space and let B ⊂ Ĉ∗e(M) denote the
set of unitary equivalence classes of boundary representations for M. Then, the
following statements hold.
(i) Let SB(C∗e(M)) denote the set of states on C
∗
e(M) whose GNS representation
is a boundary representation for M. Then, SB(C∗e(M)) is weak-∗ dense in
the set of pure states on C∗e(M).
(ii) The set {kerβ : [β] ∈ B} is dense in Prim(C∗e(M)).
(iii) The set B is dense in Ĉ∗e(M).
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Proof. Statement (ii) follows from the definition of the Jacobson topology on the
primitive ideal space along with Lemma 2.11. Furthermore, by definition of the
topology on Ĉ∗e(M), (ii) immediately implies (iii). Finally, (i) is always equivalent
to (iii) by Lemma 2.2. 
3. Non-commutative peak points
The goal of this section is to introduce an important tool to detect “isolated”
irreducible ∗-representations, and ultimately to exhibit finite-dimensional boundary
representations. The rough idea is to view certain irreducible ∗-representations as
analogues of classical peak points. Let us be more precise.
Let A be a C∗-algebra and let pi : A→ B(Hpi) be an irreducible ∗-representation.
Then, pi is said to be a peaking representation for A if there is n ∈ N and T ∈ Mn(A)
with the property that for every irreducible ∗-representation σ : A → B(Hσ) not
unitarily equivalent to pi we have
‖pi(n)(T )‖ > ‖σ(n)(T )‖.
In this case, we say that T peaks at pi. For our purposes, we will need a slight
weakening of this notion, which in a sense is “local”. We say that T peaks locally at
pi if for every irreducible ∗-representation σ : A → B(Hσ) not unitarily equivalent
to pi and every finite-dimensional subspace F ⊂ Hσ we have
‖pi(n)(T )‖ > ‖PF(n)σ
(n)(T )|F(n)‖.
If S ⊂ A is a subset and there is n ∈ N along with T ∈ Mn(S) such that T peaks
locally at pi, then pi is said to be a locally peaking representation for S.
As a consequence of Theorem 3.4 below, we will also exhibit an example of a
natural C∗-algebra for which there is a locally peaking representation but there are
no peaking representations (see Example 2). Hence, our local notion is genuinely
more flexible than the original one.
The reader may wonder why unitary equivalence is used instead of weak equiv-
alence in the previous definitions; this alternative would also encode some kind of
peaking phenomenon. There are three reasons motivating our choice. First, what
we are hoping to accomplish using locally peaking representations is to identify
boundary representations (see Theorem 3.1). Using weak equivalence rather than
unitary equivalence in our definition would result in a class of representations which
does not necessarily consist entirely of boundary representations. Indeed, this can
be inferred from [21, Example 6.6.3]; the authors are grateful to Matthew Kennedy
for pointing this out. Second, guided by Question 1, in this paper our focus is on
finite-dimensional representations, in which case unitary equivalence coincides with
weak equivalence anyway, by Lemma 2.1. Therefore, the proposed alternative ver-
sion of (locally) peaking projections would reduce to the original one in our case of
interest. The third reason is one of consistency: as mentioned above, previous oc-
currences of peaking representations have used unitary equivalence [9],[43],[13],[22]
so we opt here to follow this trend.
We now arrive at an important result, which illustrates why the notion of peaking
representation is relevant for Question 1. The reader should compare it with [9,
Theorem 7.2] (see also [43, Theorem 5.2] for a related result).
FINITE-DIMENSIONALITY IN THE NC CHOQUET BOUNDARY 15
Theorem 3.1. Let A ⊂ B(H) be a unital operator algebra and let pi be an irre-
ducible ∗-representation of C∗(A). Assume that pi is a locally peaking representation
for A. Then, pi is a boundary representation for A.
Proof. There is n ∈ N along with A ∈Mn(A) such that
‖A‖ ≥ ‖pi(n)(A)‖ > ‖PF(n)σ
(n)(A)|F(n)‖
for every irreducible ∗-representation σ : C∗(A) → B(Hσ) not unitarily equivalent
to pi and every finite-dimensional subspace F ⊂ Hσ. In view of Theorem 2.10, there
is a boundary representation β : C∗(A) → B(Hβ) for A and a finite-dimensional
subspace G ⊂ Hβ such that
‖PG(n)β
(n)(A)|G(n)‖ = ‖A‖.
Necessarily, this implies that pi is unitarily equivalent to β, and hence is a boundary
representation. 
In light of this result, it is desirable to efficiently identify locally peaking repre-
sentations. This will be accomplished in the following subsection with the aid of
certain special projections.
3.1. Peaking projections. As part of our overarching analogy with classical peak
points, the previous developments replaced points with irreducible ∗-representations
to arrive at the notion of peaking representations. Another non-commutative inter-
pretation of peak points replaces points with projections in the bidual; these should
be thought of as analogues of characteristic functions.
In this subsection, we show how certain peaking projections can be used to
produce locally peaking representations. This is beneficial for us, as peaking pro-
jections have been thoroughly studied since the appearance of [34] (see also [10]
and the references therein). In particular, there are known deep results that char-
acterize these projections via concrete conditions that we will manage to verify in
some cases.
We recall the definition (see [34, Definition 3.5 and Theorem 5.1]). A closed
projection q ∈ A∗∗ is a peaking projection if there is a contraction t ∈ A with the
property that tq = q and ‖tp‖ < 1 whenever p ∈ A∗∗ is a closed projection with
pq = 0. In this case, we say that t peaks at q. Note then that necessarily ‖t‖ = 1.
In addition, if there is a ∗-representation pi of A such that spi = q, then
pi(t) = pi∗∗(tspi) = pi
∗∗(spi) = I.
We aim to give a refinement of a deep non-commutative counterpart to the classical
Glicksberg peak point theorem [29, Theorem II.12.7] based on non-trivial work
of Hay [34], Blecher–Hay–Neal [11] and Read [46]. The sharper conclusion that
we obtain upon specializing to the separable setting does not seem to have been
previously recorded, although it may have been known to experts. The fact that
separability allows for a cleaner result is a reflection of the familiar fact that the
theory of peak points for uniform algebras is much more definitive in the case where
the underlying compact Hausdorff space is metrizable; see for instance [29, Lemma
II.12.2].
Theorem 3.2. Let A ⊂ B(H) be a separable unital operator algebra and let q ∈
A⊥⊥ be a closed projection. Then, there is an element t ∈ A peaking at q such that
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1/4I ≤ t∗t ≤ I. Furthermore, t has the property that ‖ψ̂(q)‖ = 1 whenever ψ is a
matrix state on C∗(A) satisfying ‖ψ(t∗t)‖ = 1.
Proof. We may assume that q /∈ A, for otherwise we may simply choose t = q. By
Lemma 2.7, the algebra (I − q)A∗∗(I − q) ∩A has a contractive approximate unit.
By [46, Theorem 1.1], there is in fact a contractive approximate unit (bj)j∈J such
that ‖I − bj‖ ≤ 1 for every j ∈ J . Observe that bj(I − q) = bj or bjq = 0 for
every j ∈ J . Next, because A is norm separable, so is the subset {bj : j ∈ J}.
Let Γ ⊂ {bj : j ∈ J} be a countable dense subset. Note that q /∈ A and (bj)
converges to I− q in the weak-∗ topology of B(H)∗∗ [12, Proposition 2.5.8], so that
Γ is infinite and we write Γ = {cn : n ∈ N}. Since (I − cn)∗(I − cn) ≤ I, we infer
Re cn ≥ 0 for every n ≥ 1. Define
t =
1
2
I +
∞∑
n=1
1
2n+1
(I − cn) ∈ A.
We conclude that ‖t‖ ≤ 1 and tq = q. Note that
t∗t =
1
4
I +
∞∑
n=1
1
2n+1
(I − Re cn) +
(
∞∑
n=1
1
2n+1
(I − cn)
)∗( ∞∑
n=1
1
2n+1
(I − cn)
)
.
Since cn is a contraction, we see that I − Re cn ≥ 0 for every n ≥ 1, whence
t∗t ≥ 1/4I. Moreover, if ψ is a matrix state on C∗(A) then
0 ≤ I − ψ(Re cn) ≤ I, n ≥ 1
whence
‖ψ(t∗t)‖ ≤
1
4
+
∞∑
n=1
1
2n+1
‖I − ψ(Re cn)‖ +
(
∞∑
n=1
1
2n+1
)2
≤
1
4
+
∞∑
n=1
1
2n+1
+
1
4
= 1.
Hence ‖ψ(t∗t)‖ = 1 holds only when ‖1 − ψ(Re cn)‖ = 1 for every n ≥ 1. Because
(bj) converges to I − q in the weak-∗ topology of B(H)∗∗, there is a subsequence
of (ψ(cn)) that converges to ψ̂(I − q) ≥ 0 in norm, seeing as ψ is a matrix state.
Consequently, a subsequence of (ψ(Re cn)) converges to ψ̂(I − q) in norm, and
‖ψ̂(q)‖ ≥ lim inf
n→∞
‖I − ψ(Re cn)‖.
We conclude that ‖ψ̂(q)‖ = 1 whenever ‖ψ(t∗t)‖ = 1. Invoking [34, Theorem 5.1]
we see that t peaks at q. 
The previous result allows us to give characterizations, in the separable setting,
of peaking projections.
Corollary 3.3. Let A ⊂ B(H) be a separable unital operator algebra and let q ∈
B(H)∗∗ be a closed projection. Then, there is a contraction t ∈ A that peaks at q if
and only if q ∈ A⊥⊥.
Proof. This follows upon combining [34, Proposition 5.6] with Theorem 3.2. 
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3.2. Peaking support projections. We now return to our analysis of peaking
representations. Our first task is to show that irreducible ∗-representations with
a peaking support projection must be locally peaking. This is consistent with the
classical commutative setting. Indeed, let X be a compact metric space and let
A ⊂ C(X) be a uniform algebra. For ξ ∈ X , we let piξ : C(X) → C be the
character of evaluation at ξ. It is well known that spiξspiξ′ = 0 whenever ξ 6= ξ
′ (see
for instance [15, Proposition 2.3]). In particular, we see that if some contraction
a ∈ A peaks at spiξ , then ξ is a peak point for the function a, which is equivalent
to a peaking at piξ. A similar statement holds in the general non-commutative
context, at least locally.
Theorem 3.4. Let A ⊂ B(H) be a separable unital operator algebra and let pi
be a finite-dimensional irreducible ∗-representation of C∗(A) such that spi ∈ A⊥⊥.
Then, pi is a locally peaking representation for A.
Proof. Let a ∈ A be the contraction obtained from an application of Theorem 3.2
to the closed projection spi ∈ A
⊥⊥. In particular, a ∈ A peaks at spi so that
1 = ‖a‖ = ‖pi(a)‖.
Let σ : C∗(A) → B(Hσ) be an irreducible ∗-representation and let F ⊂ Hσ be a
finite-dimensional subspace. Define a matrix state ψ : C∗(A)→ B(F) as
ψ(t) = PFσ(t)|F , t ∈ C
∗(A).
Assume that ‖ψ(a)‖ = 1. By the Schwarz inequality [44, Proposition 3.3], we infer
that ‖ψ(a∗a)‖ = 1, whence ‖ψ̂(spi)‖ = 1 by choice of a. Now, it is readily verified
that
ψ̂(ξ) = PF σ̂(ξ)|F , ξ ∈ C
∗(A)∗∗.
In particular, we infer that ‖σ̂(spi)‖ = 1. Since σ is assumed to be irreducible,
so is σ̂. In turn, since spi is central we must have that σ̂(spi) = I. This implies
that kerpi∗∗ ⊂ ker σ̂, and consequently kerpi ⊂ kerσ. In other words, σ is weakly
contained in pi. By Lemma 2.1 we conclude that pi is unitarily equivalent to σ. This
shows that a peaks locally at pi. 
We now wish to give a non-trivial example where the previous result applies.
Example 1. Let H = ⊕∞m=1C
m and let A =
∏∞
m=1Mm. For each m ∈ N, we let
pim : A → Mm denote the coordinate projection. Let K ⊂ A denote the ideal of
compact operators in A, so that K = ⊕∞m=1Mm. Fix N ∈ N and let
χN = (0, 0, . . . , IN , 0, . . .) ∈ K.
Let (Kr) be a sequence in K converging to 0 in the weak-∗ topology of B(H). Let
A ⊂ A be a separable unital subalgebra containing χN + Kr for every r ∈ N. It
follows from Lemma 2.5 that (χN + Kr) converges to χN in the weak-∗ topology
of B(H)∗∗, whence χN ∈ A⊥⊥.
Let ρ = piN |C∗(A) : C
∗(A) → MN . We claim that χN = sρ. First, we note that
ρ is finite-dimensional so that ρ∗∗ = ρ̂. We find
ρ∗∗(χN ) = lim
r→∞
ρ(χN +Kr) = I
whence sρ ≤ χN . Hence, sρ ∈ χNC∗(A)∗∗. Since piN |χNA is isometric, so is
(pi∗∗N )|χNA∗∗ . Because
pi∗∗N (χN ) = piN (χN ) = piN (χN ) = I = ρ̂(sρ) = ρ
∗∗(sρ) = pi
∗∗
N (sρ)
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we must have sρ = χN , as claimed.
Finally, if A is chosen to be rich enough so that piN (C∗(A)) = MN , then ρ is
irreducible, and Theorem 3.4 implies that ρ is a locally peaking representation for
A. 
As another application of Theorem 3.4, we can also show how the notion of a
locally peaking representation is genuinely weaker than that of a peaking represen-
tation.
Example 2. Let H2 denote the classical Hardy space on the open unit disc D ⊂ C.
This is the Hilbert space of holomorphic functions f : D → C that can be written
as
f(w) =
∞∑
n=0
anw
n, w ∈ D
with
∞∑
n=0
|an|
2 <∞.
Let A(D) denote the disc algebra, which is the closed subalgebra of C(D) consisting
of those functions that are holomorphic on D. In this example, we will freely use
many classical facts about these objects. The reader is referred to [35],[24],[1] for
greater detail.
Given ϕ ∈ A(D), the corresponding multiplication operator Mϕ on B(H2) is
known to be bounded with ‖Mϕ‖ = ‖ϕ‖. In fact, there is a unital completely
isometric homomorphism Θ : A(D)→ B(H2) defined as
Θ(ϕ) =Mϕ, ϕ ∈ A(D).
Let T = C∗(Θ(A(D))). Then, this C∗-algebra contains the ideal of compact op-
erators on H2 and the corresponding quotient T/K can be naturally identified
∗-isomorphically with C(T) via a map sending Mz + K to z (here, by z we denote
the identity function). Using this identification, for each ζ ∈ T we let χζ : T → C
be the character defined as
χζ(t) = (t+ K)(ζ), t ∈ T.
Basic representation theory of C∗-algebras implies that up to unitary equivalence,
the irreducible ∗-representations of T are precisely the identity representation and
the characters χζ for ζ ∈ T.
It is readily seen that T has simply no peaking representation for Θ(A(D)) (see
the discussion following [39, Remark 3.4]). We now show on the other hand that χ1
is a locally peaking representation for Θ(A(D)). To see this, define the contraction
a =
1
2
(I +Mz) ∈ Θ(A(D)).
We claim that a peaks on sχ1 . First note that χ1(a) = 1 so that I − a ∈ kerχ1.
In particular, (I − a)sχ1 = 0 so that asχ1 = sχ1 . To show that a peaks on sχ1 ,
by virtue of [34, Theorem 5.1] it suffices to fix a pure state ψ on T with ψ 6= χ1
and show that ψ(a∗a) < 1. In view of the above description of the irreducible
∗-representations of T, we infer that either ψ = χζ for some ζ ∈ T \ {1} or there is
a unit vector h ∈ H2 such that
ψ(t) = 〈th, h〉, t ∈ T.
FINITE-DIMENSIONALITY IN THE NC CHOQUET BOUNDARY 19
Assume first that ψ = χζ for some ζ ∈ T \ {1}. It is readily verified that
ψ(a∗a) =
|1 + ζ|2
4
< 1.
Next, let h ∈ H2 be a unit vector and assume that
ψ(t) = 〈th, h〉, t ∈ T.
If ψ(a∗a) = 1, then the Cauchy-Schwarz inequality implies that a∗ah = h. By
definition of a, using that Mz is an isometry we infer that
1
2
(Mz +M
∗
z )h = h.
Since Mzh = zh and M
∗
z h = (h− h(0))/z, the previous equation is equivalent to
(w − 1)2h(w) = h(0), w ∈ D.
An elementary calculation reveals that the condition h ∈ H2 forces h = 0, which is
absurd. Hence ψ(a∗a) < 1. We conclude that a indeed peaks at sχ1 . By Corollary
3.3 and Theorem 3.4, we conclude that χ1 is a locally peaking representation for
A. 
3.3. Strongly peaking representations. We now turn to a uniform version of
the notion of peaking representation. Let A be a C∗-algebra and let pi be an
irreducible ∗-representation of A. We let
Upi = {[σ] ∈ Â : [σ] 6= [pi]}.
Let n ∈ N and T ∈Mn(A). Then, T is said to peak strongly at pi if
‖pi(n)(T )‖ > sup
[σ]∈Upi
‖σ(n)(T )‖.
If S ⊂ A is a subset and there is n ∈ N along with T ∈ Mn(S) that peaks strongly
at pi, then pi is said to be a strongly peaking representation for S.
We remark here that while strongly peaking representations are a major theme
of the recent paper [22], there is seemingly very little overlap between that paper
and our current work. We refer the reader to [22] for connections between these
representations and certain uniqueness properties of so-called “fully compressed”
operator systems.
If A is a uniform algebra on some compact metric space X , then the peaking
representations for A are precisely the characters of evaluation at points in the
Choquet boundary [29, Theorem 11.3], so in particular they exist in abundance.
On the other hand, the continuity of the functions in C∗(A) implies that strongly
peaking representations for C∗(A) cannot exist unless X has isolated points. We
conclude from this that strongly peaking representations may be quite rare. When
they do exist however, then enjoy many useful properties, as we shall see below.
We start with an observation that can be extracted from the proof of [22, Corollary
2.6].
Lemma 3.5. Let A be a unital operator algebra and let pi be an irreducible ∗-
representation of C∗e(A). Then, pi is a strongly peaking representation for A if and
only if it is a strongly peaking representation for C∗e(A).
20 RAPHAE¨L CLOUAˆTRE AND IAN THOMPSON
Proof. Assume that pi is a strongly peaking representation for C∗e(A). Thus, there
is n ∈ N and T ∈Mn(C∗e(A)) with the property that
‖pi(n)(T )‖ > sup
[σ]∈Upi
‖σ(n)(T )‖.
For each u ∈ Upi, let σu be an irreducible ∗-representation of C
∗
e(A) such that
[σu] = u. Then, the ∗-representation
⊕
u∈Upi
σu is not completely isometric on
C∗e(A) and hence it is not injective either. By Lemma 2.11, we conclude that
the set {σu : u ∈ Upi} is not completely norming for A, so there is m ∈ N and
A ∈Mm(A) such that
sup
[σ]∈Upi
‖σ(m)(A)‖ < ‖A‖.
On the other hand, the set {pi} ∪ {σu : u ∈ Upi} is clearly completely norming for
C∗e(A), so we must have that ‖A‖ = ‖pi
(m)(A)‖. We conclude that A peaks strongly
at pi. The converse is trivial. 
Recall that in the setting of Question 1, we are dealing with RFD C∗-algebras. In-
terestingly, strongly peaking representations must necessarily be finite-dimensional
in that case. In fact, we can show even more.
Theorem 3.6. Let A be an RFD C∗-algebra and let pi be an irreducible ∗-repre-
sentation. Assume that there is n ∈ N and T ∈ Mn(A) with the property that
‖pi(n)(T )‖ > sup
[σ]∈Wpi
‖σ(n)(T )‖
where Wpi = {[σ] ∈ Â : σ 6∼ pi}. Then, pi is finite-dimensional.
Proof. Write pi : A→ B(Hpi) and choose ε > 0 with
‖pi(n)(T )‖ ≥ (1 + ε)‖σ(n)(T )‖, σ ∈ Wpi.
By virtue of Theorem 2.3, there is a net of ∗-representations
piλ : A→ B(Hpi), λ ∈ Λ
such that piλ(A) is finite-dimensional for every λ ∈ Λ and
lim
λ
piλ(s)ξ = pi(s)ξ, s ∈ A, ξ ∈ Hpi.
Choose 0 < δ < 1 such that δ(1 + ε) > 1. There is µ ∈ Λ such that
‖pi(n)µ (T )‖ ≥ δ‖pi
(n)(T )‖.
Since piµ(A) is finite-dimensional, there are finite-dimensional irreducible ∗-represen-
tations ρ1, . . . , ρr of A with the property that
piµ(s) 7→ ρ1(s)⊕ ρ2(s)⊕ . . .⊕ ρr(s), s ∈ A
is a ∗-isomorphism. Hence
‖pi(n)µ (T )‖ = max
1≤j≤r
‖ρ
(n)
j (T )‖.
Thus, there is 1 ≤ k ≤ r such that
‖ρ
(n)
k (T )‖ ≥ δ‖pi
(n)(T )‖
whence
‖ρ
(n)
k (T )‖ ≥ δ(1 + ε)‖σ
(n)(T )‖, σ ∈ Wpi.
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Since δ(1 + ε) > 1, we infer that [ρk] /∈ Wpi whence ρk is weakly equivalent to pi.
Because ρk is finite-dimensional, so must be pi. 
In the notation of the previous result, we see that Wpi ⊂ Upi, so Theorem 3.6
applies in particular to strongly peaking representations. We now obtain a conse-
quence which addresses Question 1.
Corollary 3.7. Let A be a unital operator algebra such that C∗e(A) is RFD. Let pi
be a strongly peaking ∗-representation for C∗e(A). Then, pi is a finite-dimensional
boundary representation for A.
Proof. Simply combine Theorem 3.1, Lemma 3.5 and Theorem 3.6. 
In view of Question 1 and of the previous result, it is worthwhile to track down
strongly peaking representations among the finite-dimensional ones. We record
next a useful observation: a finite-dimensional irreducible ∗-representation of a C∗-
algebra A is necessarily strongly peaking when its support projection belongs to A
itself (and not only to the larger bidual A∗∗).
Lemma 3.8. Let A be a C∗-algebra. Let pi be a finite-dimensional irreducible ∗-
representation of A with support projection spi lying in A. Then, spi peaks strongly
at pi.
Proof. Let σ be an irreducible ∗-representation of A which is not unitary equivalent
to pi. By Lemma 2.1, we see that kerpi is not contained in kerσ, whence σ(spi) 6= I as
(I−spi)A∗∗ = kerpi∗∗. Since σ is irreducible and spi is central, this forces σ(spi) = 0.
We conclude that
‖pi(spi)‖ = 1 > 0 = sup
[σ]∈Upi
‖σ(spi)‖
so spi peaks strongly at pi. 
The requirement that the support projection lies in A is equivalent to it being
simultaneously closed and open [2, Theorem II.18] in the non-commutative topology
discussed in Subsection 2.4.
We also note that there are known examples of unital operator algebras A and of
injective, infinite-dimensional, irreducible ∗-representations pi of C∗e(A) that are not
boundary representations for A [21, Example 6.6.3]. In this case, spi = I ∈ C∗e(A),
so in light of Theorem 3.1 and Lemma 3.5, we see that the statement of Lemma
3.8 cannot be strengthened to cover infinite-dimensional representations.
We now give an elementary application.
Corollary 3.9. Let A be a unital operator algebra such that C∗e(A) contains a non-
zero finite-dimensional closed two-sided ideal. Then, there is a finite-dimensional
strongly peaking boundary representation for A.
Proof. Let J ⊂ C∗e(A) be a non-zero finite-dimensional closed two-sided ideal. Let
J′ be a minimal non-zero closed two-sided ideal in J. There is a central projection
e ∈ C∗e(A) such that J = C
∗
e(A)e. Thus
C∗e(A)J
′ = C∗e(A)eJ
′ = JJ′ ⊂ J′ and J′C∗e(A) = J
′eC∗e(A) = J
′J ⊂ J′.
We infer that J′ is a minimal non-zero closed two-sided ideal of C∗e(A), which is
still finite-dimensional. Therefore, there is a central projection z ∈ C∗e(A) such that
J′ = C∗e(A)z. Consider the unital ∗-representation pi : C
∗
e(A)→ J
′ defined as
pi(t) = tz, t ∈ C∗e(A).
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By Lemma 2.6 we obtain that spi = z. Now, J
′ is a simple finite-dimensional C∗-
algebra so there is a positive integer n and a ∗-isomorphism σ : J′ → Mn. Then,
the support projection for the irreducible finite-dimensional ∗-representation σ ◦ pi
is simply z. By Lemma 3.8, we see that z peaks strongly at σ ◦ pi. Therefore, σ ◦ pi
is a boundary representation for A by Theorem 3.1. Moreover, σ ◦ pi is a strongly
peaking representation for A by virtue of Lemma 3.5. 
The next result gives a sufficient condition for a support projection to be closed
and open. Given a bounded linear operator T on a Hilbert space, we denote its
spectrum by spec(T ).
Theorem 3.10. Let A be a unital C∗-algebra and let ∆ be a set of irreducible
∗-representations of A which is separating for A. Assume that there is a positive
element t ∈ A and a finite-dimensional ∗-representation pi ∈ ∆ with the property
min spec(pi(t)) > sup
σ∈∆,σ 6∼pi
‖σ(t)‖.
Then, the support projection of pi lies in A and peaks strongly at pi.
Proof. Upon scaling if necessary, we may assume that ‖pi(t)‖ = 1. Put
r = sup
σ∈∆,σ 6∼pi
‖σ(t)‖
and
R = min{λ : λ ∈ spec(pi(t))}.
Thus, we have 0 ≤ r < R ≤ 1. Choose a continuous function f : [0, 1]→ [0, 1] with
the property that f = 1 on the interval [R, 1] and f = 0 on the interval [0, r]. If
σ is an irreducible ∗-representation of A with σ ∼ pi, then spec(pi(t)) = spec(σ(t)).
Since ∆ is assumed to be separating for A, we conclude that spec(t) coincides with
the closure of
spec(pi(t)) ∪
⋃
σ∈∆,σ 6∼pi
spec(σ(t)).
Thus,
spec(t) ⊂ [0, r] ∪ [R, 1].
If we let p = f(t), then we see that p is a self-adjoint projection in A. Furthermore,
we have
pi(p) = pi(f(t)) = f(pi(t)) = I
since f = 1 on spec(pi(t)) ⊂ [R, 1]. Likewise, if σ ∈ ∆ is such that σ 6∼ pi, then
f = 0 on spec(σ(t)) ⊂ [0, r] so
σ(p) = σ(f(t)) = f(σ(t)) = 0.
We also infer that
pi(ps− sp) = pi(s)− pi(s) = 0
and
σ(ps− sp) = 0− 0 = 0
for every σ ∈ ∆, σ 6∼ pi and every s ∈ A. Hence, using that ∆ is separating for
A, we conclude that p is a non-zero central projection and Ap ⊂
⋂
σ∈∆,σ 6∼pi kerσ.
Observe next that
ker
 ⊕
σ∈∆,σ∼pi
σ
 = kerpi.
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Using once again that ∆ is separating for A, we see that Ap is ∗-isomorphic to(⊕
σ∈∆
σ
)
(Ap) ∼=
 ⊕
σ∈∆,σ∼pi
σ
 (Ap).
By Lemma 2.1, we see that every σ ∈ ∆ with σ ∼ pi is in fact unitarily equivalent
to pi, whence Ap is ∗-isomorphic to pi(Ap), and in particular is a non-zero finite-
dimensional closed two-sided ideal.
Since pi(p) = I we have spi ≤ p. In particular, spi lies in A∗∗p. This last set
coincides with the weak-∗ closure of Ap inside of A∗∗. But Ap is finite-dimensional
and hence weak-∗-closed already, so that spi ∈ Ap ⊂ A. We conclude from Lemma
3.8 that spi peaks strongly at pi. 
We close this section with another application of our ideas. This example is
related to [22, Theorem 3.9], which is obtained by other means.
Example 3. Let A be a unital operator algebra with the property that C∗e(A) is
RFD. We may thus assume that there is a set {rλ : λ ∈ Λ} of positive integers with
the property that
A ⊂ C∗e(A) ⊂
∏
λ∈Λ
Mrλ
and that each natural projection piλ : C
∗
e(A) → Mrλ is surjective. Hence, each piλ
is a finite-dimensional irreducible ∗-representation, and the set ∆ = {piλ : λ ∈ Λ} is
separating for C∗e(A). Assume also that there is a positive element t = (tλ)λ∈Λ ∈
C∗e(A) such that there is λ0 ∈ Λ with
min spec(tλ0) > sup
λ6=λ0
‖tλ‖.
Then, we may apply Theorem 3.10 to conclude that the support projection of piλ0
belongs to C∗e(A) and peaks strongly at piλ0 . By Lemma 3.5, we see that piλ0 is
a strongly peaking representation for A. In particular, we see that piλ0 is a finite-
dimensional boundary representation for A by Theorem 3.1. 
4. RFD C∗-envelopes and C∗-liminality
In this section, we study unital operator spaces whose C∗-envelopes are assumed
to admit a large supply of a finite-dimensional boundary representations. Our first
result is a characterization of the residual finite-dimensionality of the C∗-envelope,
in the spirit of Theorem 2.3.
Theorem 4.1. Let M be a unital operator space. Consider the following state-
ments.
(i) The algebra C∗e(M) is RFD.
(ii) Every boundary representation for M on C∗e(M) admits a finite-dimensional
approximation.
(iii) Every boundary representation for M on C∗e(M) admits a finite-dimensional
approximation consisting of ∗-representations with the essential unique exten-
sion property with respect to M.
(iv) The set of unitary equivalence classes of finite-dimensional boundary repre-
sentations for M is dense in Ĉ∗e(M).
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(v) There is a set of finite-dimensional boundary representations for M which is
separating for C∗e(M).
Then, we have that (v) ⇐⇒ (iv) ⇐⇒ (iii) =⇒ (ii) ⇐⇒ (i).
Proof. (v) =⇒ (iv): This is an immediate consequence of the definition of the
topology on the spectrum of C∗e(M).
(iv) =⇒ (iii): This argument closely follows the ideas of [26]. Let F denote
the set of pure states on C∗e(M) whose GNS representation is a finite-dimensional
boundary representation forM. By assumption, we may invoke Lemma 2.2 to find
that F is weak-∗ dense in the pure states on C∗e(M).
Let pi : C∗e(M)→ B(H) be a boundary representation forM. For our purposes,
it is no loss of generality to assume that H is infinite-dimensional. Let ξ ∈ H be a
unit vector. Let ϕ : C∗e(M)→ C be the state defined as
ϕ(t) = 〈pi(t)ξ, ξ〉, t ∈ C∗e(M).
Since pi is irreducible, ϕ is a pure state. By the previous paragraph, there is a net
(ψα) of states in F that converges to ϕ in the weak-∗ topology. Let σα : C∗e(M)→
B(Hα) be the GNS representation of ψα. Then, σα is a finite-dimensional boundary
representation for M. Arguing as in the proof of [26, Theorem 2.4], we find an
isometry Vα : Hα → H such that
lim
α
Vασα(t)V
∗
α h = pi(t)h, t ∈ C
∗
e(M), h ∈ H.
By Lemma 2.9, we see that the net (Vασα(·)V ∗α )α is a finite-dimensional approx-
imation for pi consisting of ∗-representations with the essential unique extension
property with respect to M.
(iii) =⇒ (v): Let t ∈ C∗e(M) be a non-zero element. By Lemma 2.11, there is a
boundary representation pi : C∗e(M) → B(Hpi) for M with pi(t) 6= 0. Let ξ ∈ Hpi
be a unit vector such that pi(t)ξ 6= 0. By assumption, there is a finite-dimensional
approximation
piλ : C
∗
e(M)→ B(Hpi), λ ∈ Λ
for pi consisting of ∗-representations with the essential unique extension property
with respect to M. For each λ ∈ Λ, let Eλ = piλ(C∗e(M))Hpi and note that this
is a finite-dimensional subspace. Let ρλ : C
∗
e(M) → B(Eλ) be the unital finite-
dimensional ∗-representation defined as
ρλ(t) = piλ(t)|Eλ , t ∈ C
∗
e(M).
Then, ρλ has the unique extension property with respect to M. We see that
lim
λ∈Λ
ρλ(t)PEλξ = lim
λ∈Λ
piλ(t)ξ = pi(t)ξ 6= 0
whence there is λ ∈ Λ such that ρλ(t) 6= 0. Since ρλ is finite-dimensional, it
can be written as the direct sum of boundary representations for M by Lemma
2.8. In particular, there is a boundary representation β for M on C∗e(M) such
that β(t) 6= 0. We conclude that there is a set of finite-dimensional boundary
representations for M which is separating for C∗e(M).
(iii) =⇒ (ii): Trivial.
(ii) =⇒ (i): Let t ∈ C∗e(M) be a non-zero element. By Lemma 2.11, there is a
boundary representation pi : C∗e(M) → B(Hpi) for M with pi(t) 6= 0. Let ξ ∈ Hpi
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be a unit vector such that pi(t)ξ 6= 0. By assumption, there is a finite-dimensional
approximation
piλ : C
∗
e(M)→ B(Hpi), λ ∈ Λ
for pi. For each λ ∈ Λ, let Eλ = piλ(C∗e(M))Hpi and note that this is a finite-
dimensional subspace. Let ρλ : C
∗
e(M) → B(Eλ) be the unital finite-dimensional
∗-representation defined as
ρλ(t) = piλ(t)|Eλ , t ∈ C
∗
e(M).
We see that
lim
λ∈Λ
ρλ(t)PEλξ = lim
λ∈Λ
piλ(t)ξ = pi(t)ξ 6= 0
whence there is λ ∈ Λ such that ρλ(t) 6= 0. We conclude that there is a set of
finite-dimensional ∗-representations of C∗e(M) which is separating for C
∗
e(M).
(i) =⇒ (ii): This is an immediate consequence of Theorem 2.3.

Recall that Question 1 asks whether C∗e(A) being RFD forces the existence of
even a single finite-dimensional boundary representation. This offers some perspec-
tive regarding the potential validity of the implication (i) =⇒ (v) above.
We make a few related remarks. Inside the spectrum of C∗e(M), let D denote the
set of unitary equivalence classes of finite-dimensional irreducible ∗-representations,
and let B denote the set of unitary equivalence classes of boundary representations
for M. It follows from Theorems 2.3 and 2.12 that both these subsets are dense,
but we do not know if these two large sets intersect non-trivially. Finer topological
properties may be useful in resolving this. Indeed, inspired by the statement of
the Baire Category theorem, it is natural to wonder if the sets are of type Gδ for
instance. This seems unlikely, as [23, Proposition 3.6.3] implies that D is in fact of
type Fσ in Ĉ∗e(M).
As discussed in Subsection 2.2, there are examples of unital C∗-algebras that
are RFD but not liminal. In particular, the set D defined above is a proper subset
of the spectrum in this case. Moreover, the set B defined above can also be a
proper subset of the spectrum, even in the classical situation of a uniform algebra:
there are known examples of uniform algebras on compact metric spaces where the
Choquet boundary is a proper (albeit dense) subset of the Shilov boundary (see for
instance [45, page 42]).
4.1. C∗-liminality. In this subsection, we approach our main problem from an-
other angle. Herein, we study unital operator spaces with the property that all
boundary representations are finite-dimensional. The hope is that a thorough un-
derstanding of this extremal situation may shed some light on Question 1.
A unital operator spaceM is said to be C∗-liminal if every boundary representa-
tion for M on C∗e(M) is finite-dimensional. When M is a C
∗-algebra, a boundary
representation is simply an irreducible ∗-representation, so this notion coincides
with the usual one introduced in Subsection 2.2. We remark that a certain related
notion of what one may call “C∗-subhomogeneity” was studied recently in [4] in a
different context.
It follows from Theorem 2.4 that a unital C∗-algebra is liminal if and only if it is
NFD. Along similar lines, Theorem 2.10 implies that a C∗-liminal unital operator
algebra is necessarily NFD. But the converse is false in general. We illustrate
this below (Example 4) with a rather pathological example of a finite-dimensional
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operator algebra with a unique boundary representation (up to unitary equivalence)
and such that this boundary representation is infinite-dimensional. As preparation,
we need a basic fact.
Lemma 4.2. Let M ⊂ B(H) be a finite-dimensional unital operator space. Con-
sider the set BM ⊂M2(B(H)) consisting of those elements of the form[
λI x
0 µI
]
where λ, µ ∈ C, x ∈ M. Then, BM is a finite-dimensional unital operator alge-
bra and C∗e(BM)
∼=M2(C∗e(M)). Moreover, every boundary representation for BM
on M2(C
∗
e(M)) is unitarily equivalent to one of the form β
(2) for some boundary
representation β for M on C∗e(M).
Proof. A routine calculation shows that BM is a finite-dimensional unital operator
algebra and that C∗(BM) = M2(C∗(M)). By [17, Lemma 3.1] we find C∗e(BM)
∼=
M2(C
∗
e(M)). Let pi :M2(C
∗
e(M))→ B(Hpi) be a boundary representation for BM.
Then, there is a boundary representation β : C∗e(M) → B(Hβ) for M with the
property that pi is unitarily equivalent to β(2) by the main result of [36]. 
We can now give the announced example of a finite-dimensional operator algebra
with no finite-dimensional boundary representation.
Example 4. By [16, Theorem 6.2], there exists a Hilbert space H and an operator
T ∈ B(H) with the property that the norm-closed unital algebra A generated by T
is infinite-dimensional and has the identity representation as its only boundary rep-
resentation (up to unitary equivalence). LetM = CI+CT . Then, C∗(M) = C∗(A)
and it is easily verified that a boundary representation for M on C∗(M) is neces-
sarily a boundary representation for A as well. Thus, the identity representation
of C∗(M) is the only boundary representation for M, up to unitary equivalence.
In particular, C∗e(M)
∼= C∗(M).
Let BM ⊂ M2(B(H)) be the finite-dimensional unital operator algebra as in
Lemma 4.2. Then, C∗e(BM) ∼= M2(C
∗(M)) and up to unitary equivalence, the
only boundary representation for BM on M2(C∗(M)) is id
(2), which is infinite-
dimensional. Hence BM is not C∗-liminal. Note also that [17, Theorem 3.5] implies
that BM is NFD. 
In fact, things can be even worse, and the C∗-envelope of a finite-dimensional
unital operator algebra can have no finite-dimensional ∗-representations whatso-
ever.
Example 5. Let H be a Hilbert space and let U, V ∈ B(H) be isometries such that
UU∗ + V V ∗ = I. Let M = CI + CU + CV . Then, C∗(M) is ∗-isomorphic to the
Cuntz algebra O2, which is infinite-dimensional and simple [19, Theorem V.4.7]. In
particular, the Shilov ideal of M in C∗(M) is trivial, so C∗e(M) ∼= C
∗(M) = O2.
Let BM ⊂ M2(B(H)) be the finite-dimensional unital operator algebra as in
Lemma 4.2. We find C∗e(BM)
∼= M2(O2) and C∗e(BM) has no finite-dimensional
∗-representation. 
As discussed in the introduction, the previous pair of examples illustrates some
of the subtleties inherent to Question 1. In particular, the existence of finite-
dimensional boundary representations appears to lie much deeper than the mere
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finite-dimensionality of the original operator algebra. It is conceivable that Ques-
tion 1 may thus have a negative answer in general. An operator algebra witnessing
this pathology would need to have an RFD C∗-envelope that is not liminal. Unfor-
tunately, we do not have a large supply of examples of such C∗-algebras. A standard
one is the full group C∗-algebra of the free group on two generators, as mentioned in
Subsection 2.2. Generally speaking however, natural examples from group theory
tend to admit finite-dimensional boundary representations, as we show next.
Example 6. Let G be a discrete group that is not virtually abelian. As explained
in [18], it then follows from [49],[50] that the full group C∗-algebra C∗(G) is not lim-
inal. Fix some generating subset S for G. Let A ⊂ C∗(G) be the unital subalgebra
generated by the unitaries corresponding to the elements of S. It is readily seen that
C∗(A) = C∗(G). Moreover, by definition we see that A contains unitaries that gen-
erate C∗(G) as a C∗-algebra, so it follows that every irreducible ∗-representation of
C∗(G) is a boundary representation for A (see for instance [38, Lemma 5.5]). Con-
sequently C∗e(A)
∼= C∗(G). But C∗(G) always admits the character corresponding
to the trivial representation of G, which is then a finite-dimensional boundary rep-
resentation for A. 
Next, we exhibit another method for constructing a unital operator algebra
whose C∗-envelope is RFD and not liminal, while admitting many finite-dimensional
boundary representations.
Example 7. Let X be a compact metric space and let A ⊂ C(X) be a uniform
algebra. Assume that X is the Shilov boundary of A. Let R be a unital RFD C∗-
algebra which is not liminal. It follows from [37] that the boundary representations
for A ⊗min R on C(X) ⊗min R are precisely those of the form εξ ⊗ pi where pi is
an irreducible ∗-representation of R and εξ is the character on C(X) of evaluation
at a point ξ in the Choquet boundary of A. In particular, because R is RFD,
we conclude that there are many finite-dimensional boundary representations for
A⊗min R on C(X)⊗min R.
Next, we note that C(X) ⊗min R ∼= C(X,R) [44, Proposition 12.5]. From this
identification, it is readily seen that the Shilov ideal of A⊗min R is trivial, so that
C∗e(A⊗min R)
∼= C(X)⊗min R ∼= C(X,R).
In particular, we see that the C∗-envelope is RFD and not liminal. 
Because boundary representations always factor through the C∗-envelope, a uni-
tal operator space M is C∗-liminal whenever C∗e(M) is liminal in the classical
sense. In the next development we obtain a sort of partial converse. First, we give
a characterization of C∗-liminality in terms of certain pure linear maps.
Given a unital operator space M and a unital completely contractive map ψ :
M→ B(Hψ), we say that ψ is finite-dimensional if there exists a finite-dimensional
unital ∗-representation σ : C∗e(M) → B(Hσ) and an isometry V : Hψ → Hσ such
that
ψ(a) = V ∗σ(a)V, a ∈ M.
Note in particular that Hψ must be finite-dimensional in this case, so only matrix
states can ever be finite-dimensional in this sense.
Proposition 4.3. LetM be a unital operator space. Then, M is C∗-liminal if and
only if all pure unital completely contractive maps on M are finite-dimensional.
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Proof. Assume first that M is C∗-liminal. Let ψ : M → B(Hψ) be a pure unital
completely contractive map. Applying [20, Theorem 2.4], we see that ψ dilates to
a boundary representation for M on C∗e(M), and thus ψ is finite-dimensional.
Conversely, assume that all pure unital completely contractive maps on M are
finite-dimensional. Let pi : C∗e(M)→ B(Hpi) be a boundary representation for M.
The restriction pi|M is a pure unital completely contractive map [27, Proposition
2.12], and thus it is finite-dimensional by assumption. In particular, Hpi must be
finite-dimensional. 
We record a consequence of the previous result.
Corollary 4.4. Let M be a C∗-liminal unital operator space and let B ⊂M be a
C∗-algebra with the same unit as M. Then, B is liminal.
Proof. Let pi be an irreducible ∗-representation of B. By [6, Theorem 1.4.2], we
see that pi is a pure unital completely positive map on B, and thus it admits a
pure extension to a unital completely contractive map pi′ onM [39, Corollary 2.3].
By Proposition 4.3, we see that pi′ is finite-dimensional, so that pi must act on a
finite-dimensional space. 
For C∗-algebras, the statement of the previous corollary is well known and follows
for instance from Theorem 2.4.
Let M be a unital operator space. We say that a unital completely contractive
map ψ :M→ B(Hψ) is locally finite-dimensional if whenever N ⊂ M is a unital
finite-dimensional subspace, there exist a finite-dimensional unital ∗-representation
σ : C∗e(M)→ B(Hσ) and an isometry V : Hψ → Hσ such that
ψ(a) = V ∗σ(a)V, a ∈ N .
Note once again that this forces Hψ to be finite-dimensional. The next result
is a minor refinement of a recent result of Hartz and Lupini [33, Theorem 1.5].
Roughly speaking, it says that all matrix states of a C∗-liminal operator space are
locally finite-dimensional. Thus, locally we can remove the purity requirement of
Proposition 4.3.
Theorem 4.5. Let M be a C∗-liminal unital operator space. Then, every matrix
state of M is locally finite-dimensional.
Proof. Throughout the proof, we let T denote the operator system generated by
M inside of C∗e(M). Let N ⊂ M be a unital finite-dimensional subspace and let
S denote the operator system generated by N inside of C∗e(M). Note that S is
still finite-dimensional.
We start with a preliminary observation. Let ω : S → B(Hω) be a pure unital
completely positive map. It follows from [39, Corollary 2.3] that there is a pure
unital completely positive map Ω : T → B(Hω) extending ω. In light of [20,
Theorem 2.4], we know that Ω can be dilated to a boundary representation for M
on C∗e(M). By assumption, this means that Ω (and hence ω) can be dilated to a
unital finite-dimensional ∗-representation of C∗e(M).
We now turn to proving the desired statement. Let ψ : N → Mr be a matrix
state and let Ψ denote its unique unital completely positive extension to S. Invoke
[33, Theorem 2.9] (see also [33, Section 3]) to conclude that Ψ is a finite matrix
convex combination of matrix extreme points of the matrix state space of S. In
turn, by [28, Theorem B], we infer that the matrix extreme points among matrix
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states are pure matrix states on S. As shown in the previous paragraph, all pure
matrix states onS can be dilated to a finite-dimensional ∗-representation of C∗e(M).
Arguing now as in the proof of [33, Lemma 3.2], we see that Ψ dilates to a finite-
dimensional unital ∗-representation of C∗e(M). Thus, there is a finite-dimensional
unital ∗-representation σ of C∗e(M) and an isometry V with the property that
Ψ(s) = V ∗σ(s)V, s ∈ S.
Restricting to N , this yields the desired statement for ψ. 
A few remarks concerning this theorem are in order. First, recall that the mo-
tivation behind this result is the question asking whether C∗-liminality of a unital
operator space implies liminality of its C∗-envelope. Although we do not manage
to prove this, Theorem 4.5 supports this possibility. Indeed, if M is a C∗-algebra,
then the conclusion is known to imply liminality [33, Proposition 1.4]. Further-
more, the conclusion of the previous theorem is necessary for the liminality of the
C∗-envelope, by [33, Theorem 1.5].
While we do not know if the converse to Theorem 4.5 holds, we can at least
prove the following.
Theorem 4.6. Let M be a unital operator space. Assume that every matrix state
on M is locally finite-dimensional. Then, every unital ∗-representation of C∗e(M)
with the unique extension property with respect to M admits a finite-dimensional
approximation. In particular, C∗e(M) is RFD.
Proof. Let β : C∗e(M) → B(Hβ) be a unital ∗-representation with the unique
extension property with respect to M. Without loss of generality, we may assume
that Hβ is infinite-dimensional, for otherwise the desired result is trivial. Let Λ
denote the collection of pairs (N ,X ) where N ⊂ M is a unital finite-dimensional
subspace and X ⊂ Hβ is a finite-dimensional subspace. Then, Λ is a directed set.
Let λ = (N ,X ) ∈ Λ. The map
a 7→ PXβ(a)|X , a ∈ M
is a matrix state on M. By assumption, there is a finite-dimensional unital ∗-
representation σλ : C
∗
e(M) → B(Kλ) and an isometry Vλ : X → Kλ with the
property that
PXβ(a)|X = V
∗
λ σλ(a)Vλ, a ∈ N .
SinceHβ is assumed to be infinite-dimensional, there is an isometryWλ : Kλ → Hβ .
Define ρλ : C
∗
e(M)→ B(Hβ) as
ρλ(t) =Wλσλ(t)W
∗
λ , t ∈ C
∗
e(M).
This is a ∗-representation and ρλ(C∗e(M))Hβ ⊂ WλKλ so that ρλ(C
∗
e(M))Hβ is
finite-dimensional. Again, since Hβ is assumed to be infinite-dimensional, we can
extend the isometry WλVλ : X → Hβ to a unitary Uλ on Hβ . Note that
Uλ|X =WλVλ and PXU
∗
λ = V
∗
λW
∗
λ
so we find
(1) PXβ(a)|X = PXU
∗
λρλ(a)Uλ|X , a ∈ N .
Next, for each λ ∈ Λ we define a ∗-representation piλ : C∗e(M)→ B(Hβ) as
piλ(t) = U
∗
λρλ(t)Uλ, t ∈ C
∗
e(M).
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We find
piλ(C
∗
e(M))Hβ = U
∗
λρλ(C
∗
e(M))Hβ
which is again finite-dimensional. Let ψ : C∗e(M)→ B(Hβ) be the limit of a subnet
(piλµ)µ in the pointwise weak-∗ topology; this exists by compactness [44, Theorem
7.4]. In particular, ψ is a completely positive map.
Let a ∈M and ξ, η ∈ Hβ . Let µ such that λµ = (N ,X ) ∈ Λ satisfies a ∈ N and
ξ, η ∈ X . Then, using Equation (1) we obtain
〈β(a)ξ, η〉 = 〈PXβ(a)|X ξ, η〉 = 〈PXpiλµ (a)|X ξ, η〉 = 〈piλµ(a)ξ, η〉
whence
〈β(a)ξ, η〉 = lim
µ
〈piλµ (a)ξ, η〉 = 〈ψ(a)ξ, η〉.
Therefore, ψ and β agree onM. By the unique extension property of β with respect
to M, we conclude that
β(t) = ψ(t) = lim
µ
piλµ(t), t ∈ C
∗
e(M)
where the limit exists in the weak-∗ topology of B(Hβ). By [23, Paragraph 3.5.2],
we conclude that (piλµ )µ is a finite-dimensional approximation for β.
Finally, we may invoke Theorem 4.1 to see that C∗e(M) is RFD. 
Note that by Theorem 4.1, in order to establish that C∗e(A) is RFD above, it
would have sufficed to produce a finite-dimensional approximation for an arbitrary
boundary representation β. In other words, we could have assumed that β was
irreducible. Nevertheless, even then it is not clear that a matrix state of the form
a 7→ PXβ(a)|X , a ∈ M
would necessarily be pure. This explains why we need to assume that every ma-
trix state is locally finite-dimensional, as opposed to simply the pure ones, and
emphasizes the relevance of Theorem 4.5.
Let us now summarize our findings related to C∗-liminality.
Corollary 4.7. Let M be a unital operator space. Consider the following state-
ments.
(i) The operator space M is C∗-liminal.
(ii) Every matrix state of M is locally finite-dimensional.
(iii) The algebra C∗e(M) is RFD.
Then, we have (i) ⇒ (ii) ⇒ (iii). If M is in fact a unital operator algebra that
satisfies (ii), then M must be NFD.
Proof. (i) ⇒ (ii) ⇒ (iii): This follows by combining Theorems 4.5 and 4.6.
Assume now that M is a unital operator algebra and every matrix state of M
is locally finite-dimensional. Let n ∈ N and let A ∈ Mn(M). Write A = [aij ]
and let N ⊂ M be the unital finite-dimensional subspace generated by {aij : 1 ≤
i, j ≤ n}. By Theorem 2.10, there is a matrix state ψ : M → B(F) such that
‖ψ(n)(A)‖ = ‖A‖. By assumption, we infer the existence of a finite-dimensional
unital ∗-representation pi : C∗e(M)→ B(Hpi) and of an isometry V : F → Hpi such
that
ψ(b) = V ∗pi(b)V, b ∈ N .
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In particular, we see that
ψ(n)(A) = V ∗(n)pi(n)(A)V (n)
whence ‖pi(n)(A)‖ = ‖A‖. We conclude that M is indeed NFD. 
By choosing M to be a unital C∗-algebra which is RFD but not liminal, we see
that (iii) 6⇒ (i) and (iii) 6⇒ (ii) above. Furthermore, Example 5 shows that (ii) can
fail for NFD unital operator algebras. As mentioned before, we do not know if (ii)
⇒ (i). In [33], this is shown to hold in the self-adjoint context by using that (i) is
equivalent to being NFD for C∗-algebras, by virtue of Theorem 2.4. Unfortunately,
that equivalence fails in our generality.
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