Introduction
Helical self-assembled, supramolecular polymers have been known to exist in nature for some time [1] [2] [3] [4] [5] [6] . It is well-established that aggregates such as f-actin [3, 4] , tobacco mosaic virus [6] and β-sheet ribbons formed by certain oligopeptides [7] are helical. Recently, many different molecules have been synthesized that also self-assemble into helical conformations [8] [9] [10] [11] [12] [13] [14] [15] [16] .
Helical self-assembly [17] can be a one-state or a two-state process, depending on the physical conditions. In the latter case, polymerization into non-helical aggregates precedes a conformational transition of the assemblies to a helical state. Both the helical transition and the polymerization can be triggered by changes in concentration or temperature [18, 19] . Neither of the two are phase transitions in the true sense of the word, but more or less gradual crossovers. However, the helical transition in particular can be fairly sharp due to cooperative effects, leading to a remarkable temperature sensitivity. Because of this, it is possible to define the transition temperatures. See below.
Several of the known helical self-assembled systems seem to display a gellike phase at high enough concentrations, which is presumably linked with the helical transition [3, 8, 10, 20] . The reason is that helical polymers are typically more rigid (i.e., have a larger radius of gyration) than non-helical ones, and that the helical transition is accompanied by a strong increase in the mean aggregate size and ultimately, when sufficiently long, entanglements.
Helical Aggregation
In order to understand the mechanisms driving the helical aggregation, a host of experimental and theoretical work has been done [3, [8] [9] [10] [11] [12] [13] [14] [15] [16] [21] [22] [23] .
The most well-known theory in this context, is the Oosawa-Kasai treatment for the helical assembly of f-actin fibers from the g-actin protein [3, 23] . Due to their molecular architecture, the actin units are thought to be able to attach themselves to each other in two ways, one of which results in a non-helical assembly, and one in a helical one (see Figure 1 ). Oosawa and co-workers assign one equilibrium constant to each process (K and K h ). This means that their model is in essence an all-or-nothing model: partially helical polymers are completely suppressed. Similar models are still in use (see [24] and references cited therein).
In the Oosawa-Kasai model it is also possible for a non-helical chain to become helical or vice versa. This introduces another (generalized) equilibrium constant γ (K h /K) N −3 with N > 2 the number of monomers in the aggregate, possibly linked to a conformational switching of the protein molecules. In this Figure 1 . Schematic depiction of the Oosawa-Kasai multi-equilibrium model. K is the equilibrium constant for the addition of a monomer in a non-helical conformation, K h is that for the addition in a helical conformation, and γ is the nucleation parameter for a helical trimer [3] . picture, not every aggregate can undergo the transition from a non-helical to a helical state; for f-actin it is surmised that a critical nucleus of three monomeric units is necessary for helix formation. The model predicts that helical or nonhelical polymers form, dependent on the values of the three equilibrium constants. For K h K and γ → 0, a critical concentration for the formation of helical aggregates is required. All excess monomers above this concentration are absorbed into helical polymers that co-exist with the free monomers and with short non-helical polymers.
The theory of Oosawa and Kasai is easy to implement and can be expected to accurately describe systems requiring a nucleation step and which display a large co-operativity of the helical transition, because then the polymers become fully helical or fully non-helical. Indeed, the model seems to accurately describe the helical polymerization of f-actin [25] . However, when compared to experimental measurements on helical aggregates of disc-shaped monomers (discotics) [9, 21, 22] , shown in Figure 2 , the agreement is poor. See Figure 5 , to be discussed in more detail below. Therefore, a different theoretical treatment is needed if we wish to describe helical supramolecular systems in general.
Here, we outline a recent extension [21, 22, 26] of the theory of Oosawa and Kasai to polymers that need not be fully helical or non-helical. The wellknown Zimm-Bragg model for the helix-coil transition in polypeptides [27] is a similar improvement on the all-or-nothing model for this conformational transition in conventional polymers [18] . Our treatment accurately describes the conformational state of aggregates of the discotic molecules of Figure 2 . The treatment is fairly general, however, and can, in principle, be applied to any type of supramolecular polymer that displays a transition between a helical and a non-helical state.
Because the helical transition is accompanied by a sharp increase in the mean molecular weight of the supramolecular assemblies and that in their bending stiffness, the solution viscosity should also dramatically increase. Indeed, as is well known [28] , the intrinsic viscosity of stiff, rod-like polymers grows with their molecular weight to the second power in dilute solution, and with a sixth power in semi-dilute solution when the rods overlap. This means that a tenfold increase in the molecular weight upon crossing the helical transition temperature could lead to a million-fold increase of the viscosity within a few degrees of temperature change. It is for this reason, that we believe that helical supramolecular polymers are promising candidates as gelating agents.
Discotics
The molecules we focus on in our comparison to experiment have a large aromatic core and nine flexible, polar, side chains (see Figure 2 ). This allows them to be dissolved in polar solvents, such as water and n-butanol. Since the core of the molecules is solvophobic, the monomers form stacks in solution [9] . From the experiments, it becomes clear that the monomers can form disordered linear aggregates, as well as helical aggregates with a relatively high degree of order (depending on the temperature and the concentration) [9, 29] . This can be explained microscopically by the propeller-like shape of the monomers, which allows for a stronger interaction if they take on a helical conformation by rotating the side groups out of the plane of the center of the monomer (see Figure 3) [9, 21] . Phenomenologically, this corresponds to the situation we presumably have in actin assembly, in that both monomers have a molecular Figure 3 . Cartoon of the linear and helical aggregation of propeller-shaped discotic molecules. The molecules self-assemble into disordered stacks, in which they are more or less free to rotate. These stacks then undergo a transition to a more strongly bound, helical state, under the right conditions. architecture that accomodates two types of binding, and can therefore undergo a helical transition.
As shown in Figure 2 , the discotics have a stereocenter in each of their side chains. In the experiments of Brunsveld and co-workers [9] only one of the enantiomers was used, which causes a bias for the formation of one helical screw sense. Such a bias may also follow from, e.g., the use of a homochiral solvent or homochiral counterions in ionic systems. If a racemic mixture of the enantiomers had been used, or an achiral discotic, equal amounts of righthanded and left-handed helices would form [30] , and the conformational state of the polymers could not be determined by spectroscopic methods such as circular-dichroism (CD) spectroscopy. CD spectroscopy allows one to gauge the overall chirality in a solution, but it so happens that for the material in hand, it can be used to determine the helical state of the stacks because the individual monomers do not display a Cotton effect. See Chapter 13 for experimental details.
The disordered (non-helical) aggregates form due to the effects of mass action, whereby the monomers gain binding energy, but lose translational entropy relative to the free monomeric state. Upon lowering the temperature, the bound monomers decrease their configurational entropy further by taking on a helical conformation. This increases the binding enthalpy due to increased proximity between the monomers (see Figure 3 ). The addition of a non-helical bond to a helical aggregate or vice versa is unfavorable on steric grounds, as this would ultimately lead to a frustrated conformational state. Nonetheless, unfavorable or not, such thermally excited states would form for entropic reasons, and are the reason why the theory of Oosawa and Kasai needs to be amended.
Linear Self-Assembly
Let us first focus on the theory of linear self-assembly (i.e., the self-assembly of monomeric units into polymer-like chains) in which these monomers are connected to each other by physical, reversible bonds [24, [31] [32] [33] [34] [35] [36] [37] . There are many ways to theoretically deal with linear self-assembly [36, [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] . In the simplest Ansatz, the aggregation depends solely on a single energetic parameter, describing the free energy expended to break an aggregate into two. This free energy cost is assumed to be independent of the point along the polymer where the break is introduced [48, 49] . It is known in the field of giant micelles [48] as the scission energy or the end-cap energy. For supramolecular polymers which can undergo a helical transition, a single free-energy parameter does not necessarily suffice, because the aggregate ends can have two different conformations, and hence different energies [22, 26] . Also, and perhaps more importantly, the chain becomes subject to conformational fluctuations that cannot be described by a scission energy alone.
Generally, the dimensionless grand potential density of a solution of non-interacting aggregates can be written as:
with ρ(N) the (dimensionless) number density of aggregates of degree of polymerization N, μ the chemical potential of the monomers, and (N) the generalized partition function of an individual aggregate. Note that all energies are given here in units k B T , with k B Boltzmann's constant and T the absolute temperature, unless otherwise specified. By setting δ /δρ(N) = 0, we find for the equilibrium size distribution:
It is obvious from Eq. (2) that any terms in the free energy − ln (N) of a single chain, that are extensive (i.e., proportional to N ) can simply be absorbed into the chemical potential [48, 50] . This means that non-extensive terms in ln (N), which are often ignored altogether in the context of conventional polymers, are crucial to the description of equilibrium polymers and in fact explain the emergence of the scission energy alluded to in the beginning of this section. We cannot neglect them here as they couple directly to the size distribution of the equilibrium polymers. We can fix the chemical potential, μ, by invoking conservation of mass (Eq. (3)).
Here, φ is the volume fraction of self-assembling material in the solution. The mean size of the aggregates may be found from Eq. (4) .
The crucial ingredient in the theory that contains all the information about the conformational state of the aggregates is the partition function (N). It follows from Eq. (2) that the size distribution of the aggregates and their conformational state are closely linked. If only one type of bond is formed, the partition function effectively takes the form (N) = exp(N − 1)E, with −E the free energy of the formation of a bond. (This is true irrespective of the chain model; it holds for rods and flexible chains alike.) The mean aggregate size is then expressed by Eq. (5) .
If two types of bonds are allowed, the situation is slightly more involved, as is detailed in the next section.
A Two-State Model
While the conformational state of polymers depends on many factors, such as the molecular architecture and the solvent composition, the helix-coil transition of polypeptides and other helix-forming polymers can be accurately described in terms of a simple quasi one-dimensional model known as the Zimm-Bragg model [18, 27] . It concerns a two-state model that can be mapped onto the Ising chain [18, [51] [52] [53] . "Interfaces" between helical and non-helical regions along the aggregate axis are attributed a free-energy penalty denoted R that is related to the coupling constant in the Ising model.
Within a slight modification of the Zimm-Bragg theory, necessary to apply it to equilibrium polymers, the partition function becomes Eq. (6) [21, 22, 27] .
Here, −E is the free energy of a non-helical bond between two neighboring monomers, and the weights x and y represent non-extensive contributions to the free energy that depend on the boundary conditions imposed on the aggregate ends (see below) [26] . The quantities λ + and λ − are the eigenvalues of the so-called transfer matrix of the Ising chain [54] . For a detailed description of the transfer matrix method we refer to the book of Poland and Scheraga [18] . From the Zimm-Bragg theory we have Eq. (7).
s ≡ exp −P , where P denoted the excess free energy of a helical bond over a non-helical one, and σ ≡ exp −2R the square of the Boltzmann factor of the free energy penalty R imposed on an interface between a helical and non-helical part of the chain. The latter is often seen as a co-operativity parameter, because the larger R becomes, the fewer interfaces form, and the longer the helical and non-helical regions become [27, 55] . This implies a large co-operativity for small values of σ . Since λ − is always smaller than λ + , the second term of Eq. (6) is usually neglected in the limit where N 1; this is the so-called ground-state approximation. It corresponds to the earlier-mentioned treatment of ideal linear aggregates, albeit with a renormalized scission energy. Often, however, the aggregates turn out to be too small to be accurately described with a ground-state theory, and the full description as in Eq. (6) is required, a fact underappreciated by workers in the field of giant micelles.
Note that
dimers, the partition function depends on the boundary conditions we enforce and becomes (2) = x + y. The importance of the choice of boundary conditions is discussed in more detail in the next section.
The mean fraction of helical bonds in a single aggregate can be calculated from Eq. (8) .
In the limit N → ∞ we have θ(N) ∼ 1 2
At the helical-transition temperature, T * * , we require that half the bonds are helical, so that θ(N) = 1/2, i.e., for infinitely long chains it is given by s = 1. If we average over all aggregate sizes, we get Eq. (9).
Aggregate Ends
It seems reasonable to suggest that the conformational state of monomers near the ends of the chains are different from those in the center, because the local environments of the monomers are different. Some care must be taken in the description of the ends of the aggregates, because they have a large impact on the self-assembly of the chains, as noted in Section (4) [26] . To account for this, we define the Boltzmann factors a, b, c and d for helical and non-helical bonds at either aggregate end, where a and c represent a non-helical end, and b and d a helical one. (Note that the ends of an aggregate need not be identical since the helix is an object with an inherent direction.) The prefactors of Eq. (6) then become Eqs. (10) and (11) .
Even in the ground-state approximation, the aggregate ends influence the scission energy, which becomes E + 2 ln λ + − ln x, and not E. Interestingly, depending on the properties of the aggregate ends, the polymerization may in fact require a nucleation step. For instance, if we consider the case that one of the aggregate ends must be non-helical (so a = b = c = 1, d = 0), we must automatically assume that all dimers are also non-helical [26] . If we are in the regime where the helical bond is more favorable than the non-helical one (s > 1), the aggregates become helical as they grow. This means that the nonhelical short chains represent a nucleation barrier, since, in order to form a long helical chain, a non-helical (less energetically favorable) nucleus must first be formed. This recalls the cases of actin polymerization and β-sheet tape formation, in which nucleation is also believed to be required [3, 7] .
Since the state of the ends couples strongly to the self-assembly, and since the self-assembly couples to the helical state of the assemblies, the ends in fact influence the nature of the helical transition in a non-trivial way. This is shown in Figure 4 . We obtain good fits to experimental data only if we let at least one of the ends be helical. The figure also shows that the transition from a non-helical aggregate to a helical one must be highly cooperative, since the curve is quite steep at the transition temperature T * * . From the steepness of the curve at this point, the Boltzmann factor for the formation of an "interface", √ σ , may be obtained, as in Eq. (12), provided the enthalpy h for the helical transition is known [21] . For the material of Figure 2 dissolved in n-butanol, we find a value of the Zimm-Bragg parameter σ = 0.0015 (indicating a relatively high cooperativity, comparable to that in some covalently bound helical polymers [18] ) when we insert the value for the excess helical-bonding enthalpy of −27(k B T ), obtained by differential scanning calorimetry measurements [9] . A comparison between experimental data and theoretical predictions on the concentration dependence of the helical-transition temperature is shown in Figure 5 , highlighting again the importance of a careful description of the ends. We find that the experimental system at hand can be well-described by the limiting case conditions where we presume one or both ends to be non-helical (a = b = c = 1, d = 0). Both the Oosawa-Kasai model and our model with both ends free (as well as those with one or both ends helical -results not shown) describe the experimental results poorly. For the latter set of boundary conditions, this is because a helicity of one-half can always be attained, irrespective of the size of the aggregates, whereas with the other boundary conditions the dimers (and trimers) can never have a different conformation than that enforced by the boundary conditions. Focusing on the imposed boundary conditions that best describe the experimental data (i.e., with one end non-helical), we compare small angle neutron scattering (SANS) measurements to the mean aggregate size in Figure 6 , and obtain reasonable agreement. If the temperature drops below the helicaltransition temperature (indicated by an arrow in Figure 6 ), the mean size of the aggregates exhibits a growth spurt. It shows that there is a strong coupling between the internal conformational state of the polymers and their growth. Unfortunately, given the experimental data of Figure 6 , we cannot distinguish between the only two boundary conditions that describe the helical transition in the discotics well, although in principle it should be possible to distinguish them by means of the mean aggregate size measured for a larger temperature range (see the inset of Figure 6 ). Normalized scattering intensity transitions to take place. At T * * half the bonds are helical, at T * half the dissolved material is absorbed into aggregates [9] . Hence, the regime at the bottom of the Figure is the helicalchain regime, in between the two curves non-helical chains dominate, and the top regime is the monomeric regime.
In Figure 7 we summarise our results with a diagram of states. It would seem that our model captures the essential physics of the problem at hand. We conclude that there are two regimes, one where the polymerization and helical transitions are far apart, and one where they practically coincide. Here, the crossover from one to the other is regulated by the concentration of aggregating material. A similar shift may be induced by a change in solvent [9, 56, 57] .
Chirality Amplification
Another phenomenon of interest observed in supramolecular polymers is chirality amplification [30, [58] [59] [60] [61] . It is linked with the presence of both leftand right-handed helical conformations, either in different assemblies or within a single assembly; if the monomers are achiral, or if racemic mixtures of chiral ones are present in the solution, both helical screw senses are formed in equal amounts. The two forms are mirror images of each other, and one can therefore say that the formation of a helix introduces a macromolecular chirality into the system [62] . Clearly, macromolecular (or in this case, supramolecular) chirality cannot easily be detected if there is no net molecular chirality. Symmetry can be broken by polymerizing homochiral material, leading to a bias for one of the helical screw senses.
Often, however, the copolymerization of only a small amount of chiral material suffices to introduce a bias for one of the helical screw senses, a phenomenon referred to in the field as chirality amplification. Two types of chirality amplification can be distinguished: the "sergeants-and-soldiers" type [58] [59] [60] 63] , and the "majority-rules" type [61, 64] . The former occurs if a small amount of homochiral material is mixed with a large amount of achiral monomers. A large number of bonds with the screw sense preferred by the chiral monomers is then formed. The majority-rules principle is similar, except that the monomers used are the enantiomeric forms of the (chiral) monomers. A slight majority of one of the enantiomers produces a disproportionately large preference for one screw sense.
Sergeants and Soldiers
Experimentally, chirality amplification of the sergeants-and-soldiers type has been observed in solutions of mixtures of chiral and achiral discotics [60, 65, 66] . Again, two regimes are found, one where the effect is independent of the concentration of dissolved material, and one where this is not so. That a treatment quite similar to that of the Zimm-Bragg theory described in Section 5, is able to fit the experimental data in both regimes can be clearly seen from Figures 8 and 9 [67, 68] . Perhaps the most striking feature of the Figures is the maximum that occurs. How we deal with this feature theoretically is described in some detail below. (For a similar treatment on the majority-rules principle the reader is referred to the literature [69] .)
The adaptation of the theory of Section 5 to model supramolecular chirality amplification is fairly straightforward, with right-handed and left-handed helical bonds replacing the helical and non-helical bonds. This means that s now gives the Boltzmann factor of a right-handed helical bond over a left-handed one, and σ is the square of the Boltzmann factor of a helix reversal [67] . The analogy is not exact, however, since in chirality amplification two types of monomer are present (chiral and achiral in the sergeants-and-soldiers experiment and left-handed and right-handed for the majority-rules principle), requiring an additional chemical potential. Another (obvious) small difference is in the interpretation of experimental results, where the measured optical effect corresponds to the difference between the fractions of right-and left-handed helical bonds, rather than the bare number of helical bonds. This means we study a mean net helicity η ≡ 2 θ − 1 rather than the mean bare helicity θ . To account for the extra component, the Boltzmann weight s of Section 5 has to be replaced by 1 + z, with z the excess fugacity of the chiral monomers over the achiral ones. Note that there is no a priori preference for left-or right-handed helical bonds in achiral aggregates. In order to keep the number of free parameters to a bare minimum, we insist that a bond following a chiral monomer must always be right-handed helical, mimicking an absolute preference of the chiral units for a certain screw sense.
That our treatment is reasonable is shown in Figure 8 , where we compare theoretical and experimental values for the net helicity η versus the fraction of homochiral monomers x, and obtain very good agreement. In the limit of large cooperativity (where the Boltzmann factor of a helix reversal, √ σ , is much smaller than unity) we find that the point x * at which the net helicity is one-half of its maximum value (Eq. (13)).
It provides an easy way to determine the helix-reversal penalty from experiment. A qualitative argument that immediately gives Eq. (13) is that one in principle only needs one chiral monomer per correlation length to get a fully right-handed helical chain, and that the correlation length scales with σ −1/2 . (This follows from the Ising model.) Note that both Eq. (13) and Figure 8 are independent of the concentration of dissolved material.
In Figure 9 , we give results similar to those in Figure 8 , except that the chirality amplification now does depend on the concentration. We interpret the concentration dependence as an aggregate-size dependence, since in selfassembly the concentration and aggregate size are well known to be linked (see Eq. ( 5)). This means that we can describe the concentration-independent results of Figure 8 by assuming long chains (and implementing the ground-state approximation). In this case, the size of the aggregates is not an important factor, and the conformational state of the aggregates can be described in terms of the free energy of a helix reversal. Conversely, in the concentration-dependent (short-chain) regime of Figure 9 , the aggregates are too short to contain many helix reversals, and in this case the average size of the aggregates determines how many bonds a single chiral monomer influences. The amount of chiral material needed to fully bias the handedness of an average chain is given by the number of chains in the solution. A crude estimate for x * is therefore given by Eq. (14) where N is given by Eq. (5).
On average half the chains then have a fixed handedness. The full theory gives a somewhat better estimate than Eq. (14) , but needs to be evaluated numerically.
To fit the theory to the concentration-independent case (Figure 8 ) we extract an estimate of the parameter σ at the point x * using Eq. (13), and fix it at σ = 0.0064. We describe the maximum in the optical activity by taking into account the possibility of different contributions to the overall optical effect of chiral and achiral monomers. This may be due to imperfect stacking, as suggested by Brunsveld and co-workers [65, 67] , since the chiral discotic has an extra methyl group in each of its side chains and therefore potentially attains a less perfect helix than the achiral monomer. This means that the optical rotation per monomer may vary between the species. We assume that the chiral monomers have a lower contribution to the overall optical effect than the achiral ones, and so obtain a maximum in the curve. A detailed discussion of this is beyond the scope of this chapter. We therefore refer to earlier work [67, 68] .
For the concentration-dependent data of Figure 9 , we perform a fit with the parameter φ exp E to fix x * using Eq. (14) (see Section 4) . We obtain good agreement with the experimental results at the higher concentration for a value of this parameter of 60 000. The bottom curve corresponds to a concentration of a factor ten lower than the top one, and as such should give good agreement for φ exp E = 6000. This is indeed the case, demonstrating that our model takes the concentration dependence into account in a proper way (see Figure 9 ). Note that the chirality amplification becomes independent of σ in this regime.
Conclusions and Perspectives for the Future
The complex behaviour of monomeric units that can undergo helical self-assembly can be captured by a relatively simple theory. It allows for the (quantitative) prediction of such quantities as the fraction of helical bonds (observable by circular-dichroism spectroscopy) and the mean aggregate size (measurable by radiation scattering techniques). We find that the aggregate ends have a large influence on the conformational state of the monomers inside the aggregates, and that it can be determined what boundary conditions apply to a specific system by comparing our theory to the experimental results.
Experiment and theory point at the presence of two regimes: one where the helical transition and the polymerization are two separate transitions, and one where they coincide. Which regime a system finds itself in depends on the concentration of monomers and on the solvent type. As is also the case in many helix-forming covalently-bound polymers, the helical transition is strongly cooperative and an aggregate can become helical due to a change in temperature of only a few degrees. Furthermore, it appears (experimentally and theoretically) that the polymerization and the helical transition are coupled; the polymers exhibit a growth spurt below the helical-transition temperature.
With some modifications, our model can also be used to describe chirality amplification in self-assembled helical polymers. Here, too, we find two regimes, in accord with experiments. In one regime, the strength of the chirality amplification depends on the concentration of self-assembling material, and in the other it does not. In each regime a different control parameter dictates the conformational state of the polymers. In the concentration-independent (long-chain) regime, this is the free energy of a helix reversal along the chain, in the concentration-dependent (short-chain) regime, it is the mean aggregate size.
Extensions of our treatment to cases where the aggregates interact, form liquid-crystalline phases or require an activation step before self-assembly seem worthwhile. Work on applying our model to the majority-rules type of chirality amplification and comparison to experimental results is in progress [69, 70] .
