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We discuss the nature of gaps in the support of a discretely infinitely divisible distribution from the angle of compound Poisson
laws/processes. The discussion is extended to infinitely divisible distributions on the nonnegative real line.
1. Introduction
We begin with the following definitions in which 𝑁 denotes
the set of positive integers and 𝑍
+
the set of nonnegative
integers.
Definition 1. A𝑍
+
-valued randomvariable (r.v)𝑋 is infinitely
divisible (ID) if for every 𝑛 ∈ 𝑁 there exists a r.v𝑋
𝑛
such that
𝑋 = 𝑋
𝑛,1
+ ⋅ ⋅ ⋅ + 𝑋
𝑛,𝑛
,
where the 𝑋
𝑛,𝑖
’s are independent copies of 𝑋
𝑛
.
(1)
Definition 2. A 𝑍
+
-valued r.v 𝑋 is discretely infinitely divis-
ible (DID) if for every 𝑛 ∈ 𝑁 there exists a 𝑍
+
-valued r.v 𝑋
𝑛
such that (1) is true.
The distinction between the notions of infinite divisibility
(ID) of discrete distributions in general and discrete infinite
divisibility (DID) is often not made and this sometimes
causes confusion. For example, the geometric distribution on
{1, 2, . . .} is ID but not DID whereas that on 𝑍
+
= {0, 1, 2, . . .}
is DID and thus is ID. Blurring these concepts may have lead
to Remark 9 in Bose et al. [1] asserting that if a 𝑍
+
-valued
ID distribution assigns a positive probability to the integer 1,
then its support cannot have any gaps. Satheesh [2] gave the
following simple example to show that this is not always true.
Example 3. Consider the r.v 𝑋 with probability generating
function (PGF) 𝑃
1
(𝑠) = 𝑝𝑠/(1 − (1 − 𝑝)𝑠
𝑘
), 𝑘 > 1 integer.
Obviously, 𝑃{𝑋 = 1} > 0, but its support has gaps as the
atoms are separated by 𝑘 − 1 integers.
In the sequel supp(𝑋) or supp(𝐹) denotes the support of
𝑋 or that of its distribution function (d.f.) 𝐹. To emphasize
what now is obvious, if𝑋 is ID and ℓ
𝑋
= min{𝑗 ∈ 𝑍
+
: 𝑃{𝑋 =
𝑗} > 0} is its left extremity and if 𝑘 ∈ 𝑁, then 𝑘(𝑋 − ℓ
𝑋
)
is DID and its support has gaps if 𝑘 ≥ 2. Also, in terms of
Definition 1, ℓ
𝑋
𝑛
= ℓ
𝑋
/𝑛, and hence supp(𝑋
𝑛
) = supp(𝑋)
only if𝑋 is DID. To avoid such cases, unless otherwise stated,
we assume that supp(𝑋 − ℓ
𝑋
) is aperiodic; that is, its greatest
common divisor is unity. This natural restriction implies the
following definition.
Definition 4. The support supp(𝑋) of the ID discrete r.v.𝑋 on
𝑍
+
contains gaps if it is a proper subset of ℓ
𝑋
+𝑍
+
. (Note that
supp(𝑋) is necessarily an infinite set).
The distinction between Definitions 1 and 2 is made clear
in Grandell [3, page 26; a result due to Kallenberg], Satheesh
[2], and Steutel and vanHarn [4, page 23]. Implications of the
r.v𝑋 being DID include the following.
(i) ℓ
𝑋
= 0.
(ii) Let 𝐹
𝑛
be the 𝑛th convolution root of 𝐹; that is, 𝐹
𝑛
is
the d.f.of 𝑋
𝑛
in (1). Then supp(𝑋) = supp(𝑋
𝑛
) or in
terms of their d.f.’s supp(𝐹) = supp(𝐹
𝑛
) for all 𝑛 ∈ 𝑁.
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Table 1
𝑁(𝑡) = 𝑛 = 𝑛
1
+ 𝑛
2
0 1 2 3 4 5 ⋅ ⋅ ⋅
𝑋(𝑡) = 𝑛
1
𝑦
1
+ 𝑛
2
𝑦
2
0 1, 3 2, 4, 6 3, 5, 7, 9 4, 6, 8, 10, 12 5, 7, 9, 11, 13, 15 ⋅ ⋅ ⋅
(iii) Let 𝑃 and 𝑃
𝑛
denote the PGF’s of 𝑋 and 𝑋
𝑛
, respec-
tively. Then 𝑃(𝑠) = [𝑃
𝑛
(𝑠)]
𝑛, |𝑠| ≤ 1, for every 𝑛 ∈ 𝑁,
that is, for all 𝑛 ∈ 𝑁; the 𝑛th root of a DID PGF is
again a PGF.
(iv) 𝑋 is compound Poisson; that is, 𝑃(𝑠) = exp{−𝜆[1 −
𝑄(𝑠)]}, where𝑄 is a PGF and the rate parameter𝜆 > 0.
We conclude this review by noting that Satheesh [2]mod-
ified Remark 9 in Bose et al. [1] as follows.
Theorem 5. Let 𝑋 be a 𝑍
+
-valued ID r.v with 𝑃{𝑋 = 0} > 0.
Then supp(𝑋) cannot have any gaps if and only if 𝑃{𝑋 = 1} >
0.
The purpose of this note is to complement the discussion
on the gaps in the support of DID laws in Satheesh [2] from
the angle of compound Poisson laws/processes. Some general
considerations about the supports of positive ID distributions
are discussed in Section 3.
2. Compound Poisson Processes and DID
If we think in terms of compound Poisson laws/processes,
the picture is clearer. Let {𝑁(𝑡), 𝑡 ≥ 0} be a Poisson process
with rate parameter 𝜆 > 0 and let {𝑌
𝑖
, 𝑖 ≥ 1} be a sequence
of independent copies of a generic jump random variable 𝑌.
Then,𝑋(𝑡) = ∑𝑁(𝑡)
𝑖=1
𝑌
𝑖
describes a compound Poisson process,
that is, a subordinatorwith zero drift andLe´vymeasurewhich
assigns mass 𝜆𝑃(𝑌 = 𝑗) to {𝑗}. In keeping with the usual
convention, we assume that 𝑃(𝑌 = 0) = 0.
Suppose that the support of the jump distribution (of 𝑌)
is {𝑦
𝑖
, 𝑦
2
, . . . , 𝑦
𝑚
} with all 𝑦
𝑖
’s positive integers and 𝑚 ≤ ∞.
From (iv) above one may identify the correspondence that
𝑃
𝑡
(𝑠) = exp{−𝜆𝑡[1−𝑄(𝑠)]} is the PGF of𝑋(𝑡), and we set𝑋 =
𝑋(1). It is clear that supp(𝑋(𝑡)) = {𝑛
1
𝑦
1
+𝑛
2
𝑦
2
+⋅ ⋅ ⋅ : 𝑛
𝑖
∈ 𝑍
+
}
is independent of 𝑡.The following examples illustrate possible
behaviors of gaps in supp(𝑋).
Example 6. Consider the case when𝑚 = 2, 𝑦
1
= 1, and 𝑦
2
=
3. Here supp(𝑋(𝑡) = 𝑍
+
; there are no gaps. Although this is
obvious, it can be seen better by considering the semigroup
elements generated by successively increasing values of the
Poisson driving process. So consider the unordered pairwise
partitions (𝑛
1
, 𝑛
2
) of 𝑛 = 0, 1, . . ., respectively. The possible
values of 𝑋(𝑡) corresponding to the first few values of 𝑛 are
shown in Table 1.
Example 7. Next consider the case when 𝑚 = 2, 𝑦
1
= 2,
and 𝑦
2
= 3. As before we now have the possible outcomes
in Table 2.
Thus, supp(𝑋(𝑡)) = {0, 2, . . .} where, here and below,
the dots denote all integers larger than the last one written.
Clearly, the support omits {1}, a gap.
Table 2
𝑁(𝑡) = 𝑛 = 𝑛
1
+ 𝑛
2
0 1 2 3 4 ⋅ ⋅ ⋅
𝑋(𝑡) = 𝑛
1
𝑦
1
+ 𝑛
2
𝑦
2
0 2, 3 4, 5, 6 6, 7, 8, 9 8, 9, 10, 11, 12 ⋅ ⋅ ⋅
Example 8. If we consider the case when 𝑚 = 2, 𝑦
1
= 3 and
𝑦
2
= 7 then see Table 3.
Thus, supp(𝑋(𝑡)) = {0, 3, 6, 7, 9, 10, 12, . . .}, which omits
{1, 2, 4, 5, 8, 11}, so several gaps.
Example 9. If we consider the case when 𝑚 = 2, 𝑦
1
= 4, and
𝑦
2
= 9, then (see Table 4).
Thus supp(𝑋(𝑡)) = {0, 4, 8, 9, 12, 13, 16, 17, 18, 20, 21, 22,
24, . . .} and there are many gaps.
It is important to notice that the widths of successive gaps
vary haphazardly but they do tend to become narrower as
they approach the infinite region of the support containing all
larger integers; that is, supp(𝑋(𝑡)) contains a translate of 𝑍
+
.
In the last example, the gap lengths are (4, 3, 2) and it illus-
trates that the gap lengths decrease. In general, we have the
following result.
Theorem 10.
(i) The support of the compound Poisson process 𝑋(𝑡) is
∪{𝑛
1
𝑦
1
+ ⋅ ⋅ ⋅ + 𝑛
𝑚
𝑦
𝑚
; 𝑛
1
, . . . , 𝑛
𝑚
∈ 𝑍
+
}; the additive
semigroup generated by the𝑦
𝑖
’s.That is, supp({𝑋(𝑡)}) =
𝑠.𝑔.(supp(𝑌
𝑖
)).
(ii) Given 2 ≤ 𝑛 ∈ 𝑁 the support relation supp(𝐹
𝑛
) =
supp(𝐹) holds if and only if𝑋 is DID, and then it holds
for all 𝑛.
Pakes et al. [5] alludes to (i) and it is an immediate con-
sequence of remarks preceding Example 6. Part (ii) follows
from Implication (iv) because the supports of the components
in (1) coincide since they have the same jump distribution;
only their rate parameters differ.
We end this section with the following formal extension.
Suppose now that the support of𝑌
𝑖
comprises a set of positive
integer multiples of ] ∈ 𝑁. Thus, supp(𝑌
𝑖
) has an arithmetic
support with span ]; that is, ] is the greatest common divisor
of supp(𝑌
𝑖
). A number theoretic lemma asserts that there
exists an integer 𝑗󸀠 such that 𝑗] ∈ 𝑠.𝑔.(supp(𝑌
𝑖
)) if 𝑗 ≥ 𝑗󸀠.
This same lemma is used to prove that, in a Markov chain,
diagonal 𝑛-step transition probabilities of an aperiodic state
are eventually all positive; see Seneta [6, Lemma A.3]. In this
context we say that supp(𝑋) has no gaps if 𝑃{𝑋 = 𝑗]} > 0
for all 𝑗 ∈ 𝑍
+
. The following result is now clear, part (i) of
which appears in Steutel and van Harn [4, page 53] with a
different proof and part (ii) is a formal extension ofTheorem
5 in Satheesh [2].
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Table 3
𝑁(𝑡) = 𝑛 = 𝑛
1
+ 𝑛
2
0 1 2 3 4 ⋅ ⋅ ⋅
𝑋(𝑡) = 𝑛
1
𝑦
1
+ 𝑛
2
𝑦
2
0 3, 7 6, 10, 14 9, 21, 13, 17 12, 28, 20, 16, 24 ⋅ ⋅ ⋅
Table 4
𝑁(𝑡) = 𝑛 = 𝑛
1
+ 𝑛
2
0 1 2 3 4 ⋅ ⋅ ⋅
𝑋(𝑡) = 𝑛
1
𝑦
1
+ 𝑛
2
𝑦
2
0 4, 9 8, 13, 18 12, 17, 22, 27 16, 21, 26, 31, 36 ⋅ ⋅ ⋅
Theorem 11. Suppose that 𝑋 is DID with d.f. 𝐹 and that
supp(𝑌
𝑖
) is arithmetic with span ]. Then
(i) supp(𝐹) has at most finitely many gaps.
(ii) supp(𝐹) has no gaps if and if only 𝐹({]}) > 0.
One point of this extension is that if the distribution of
𝑋 is gap-free in the sense just defined, then so in an obvious
sense is the distribution of 𝑘 + 𝑋 for any 𝑘 ∈ 𝑁. With this
extended notion of “gap-free,” Example 3 ceases to be a con-
tradiction of Remark 9 in Bose et al. [1]. Note that the term
“gap” is not defined in this reference. However, even with our
broader notion, taking𝑋 as in Examples 7–9, the distribution
of 1 + 𝑋 provides counterexamples to Remark 9.
3. Some General Considerations
Let 𝑋 ≥ 0 be a r.v with d.f. 𝐹 and Laplace-Stieltjes transform
𝜙(𝜃) = 𝐸(𝑒
−𝜃𝑋
). If𝑋 is also ID, then 𝜙 has the canonical form
𝜙 (𝜃) = 𝐸 (𝑒
−𝜃𝑋
) = exp [−ℓ𝜃 − ∫
∞
0
(1 − 𝑒
−𝑥𝜃
)𝑀 (𝑑𝑥)] ,
(2)
where ℓ ≥ 0 is a constant and 𝑀 is a (Le´vy) measure with
support supp(𝑀) ⊂ [0,∞) and satisfying ∫∞
0
(1∧𝑥)𝑀(𝑑𝑥) <
∞.
As above, let 𝐹
𝑛
denote the 𝑛’th convolution root of 𝐹 and
𝑙
𝑛
= sup{𝑥 ≥ 0 : 𝐹
𝑛
(𝑥) = 0} its left extremity, 𝑛 ∈ 𝑁.
The following result about left extremities generalizes Lemma
1.1 in Seneta and Vere-Jones [7]. Their result is specific to ID
distributions and they prove it using an 𝜖 − 𝛿 type of analytic
argument. The proof below differs.
Lemma 12.
(i) Let 𝑋 ≥ 0 be as above. The left extremity ℓ
𝑋
of 𝑋 is
given by
𝑒
−ℓ
𝑋 = lim
𝜃→∞
[𝜙 (𝜃)]
1/𝜃
. (3)
(ii) If𝑋 is also IDwith Laplace-Stieltjes transform (2), then
ℓ
𝑛
= ℓ/𝑛, 𝑛 ∈ 𝑁.
Proof.
(i) For 𝜃 > 0 the 𝜃-norm of 𝑍 = exp(−𝑋) is N
𝑍
(𝜃) =
(𝐸𝑍
𝜃
)
1/𝜃
= (𝜙(𝜃))
1/𝜃. A well-known consequence of
Jensen’s inequality is that N
𝑍
(𝜃) is nondecreasing in
𝜃 (named Lyapunov’s inequality by some authors).
Hence, the limit asserted in (i) exists, and it equals
N
𝑍
(∞) = a.s. sup𝑍 = 𝑒−ℓ; see Loe`ve [8, page 162].
(ii) Referring to (2) and defining the Le´vy tail mass func-
tion𝑀(V) = 𝑀(V,∞), we have
𝜃
−1
∫
∞
0
(1 − 𝑒
−𝜃𝑥
)𝑀 (𝑑𝑥) = ∫
∞
0
∫
𝑥
0
𝑒
−𝜃V
𝑑V𝑀(𝑑𝑥)
= ∫
∞
0
𝑒
−𝜃V
𝑀(V) 𝑑V,
(4)
and the monotone convergence theorem implies that
the right-hand side converges to zero as 𝜃 → ∞. The
assertion follows from (2).
It follows that ℓ
𝑋
= ℓ, thus explaining our notation for the
so-called drift parameter in (2). We see also that the 𝐹
𝑛
have a
common support only if ℓ = 0. We assume this condition in
what follows and it is equivalent to the inclusion 0 ∈ supp(𝐹).
These equivalent conditions thus generalize Definition 2. In
addition, it follows from (2) and monotone convergence that
𝐹
𝑛
(0) = exp(−𝑛−1𝑀(0+)). This is zero if and only if𝑀 is an
infinite measure in which case ℓ
𝑀
= 0; that is, 𝑀 charges
all intervals (0, 𝜖) for each 𝜖 > 0. The following lemma is a
restatement of a known result.
Lemma 13. If ℓ = 0, then supp(𝐹
𝑛
) = [0,∞) if and only if
ℓ
𝑀
= 0.
The direct assertion is proved by Tucker [9] as his Case
(i). The “only if ” assertion is obvious because if ℓ
𝑀
> 0; then
supp(𝐹
𝑛
) omits at least the interval (0, ℓ
𝑀
), a gap. Lemma 13
follows from the general result asserting that if {𝑋(𝑡) : 𝑡 ≥ 0}
denotes the Le´vy process determined by𝑀, that is,𝑋(1) 𝑑= 𝑋,
then supp(𝑋(𝑡)) = {0} ∪ 𝑠.𝑔.(supp(𝑀)). See Steutel and van
Harn [4, pages 110 and 111] for an essentially analytic proof.
Lemma 13 is intuitively obvious from the fact that the sample
paths of {𝑋(𝑡)} increase by jumps whose sizes and rates are
controlled by 𝑀. So if ℓ
𝑀
= 0, then the Le´vy process can
hit any subinterval of (0,∞) with positive probability. This
follows in essence because jumps can be arbitrarily small, and
hence no interval can be “jumped across” by almost all sample
paths.
It is worth noting that if 𝑀 is an infinite measure and
hence that supp(𝐹
𝑛
) = [0,∞), then all 𝐹
𝑛
are continuous and
they can be either absolutely continuous or singular contin-
uous (or have both as components). This follows from small
changes to constructions such as in Orey [10].
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So gaps are possible in the general case only for com-
pound Poisson distributions.The following example comple-
ments Examples 7, 8, and 9 by showing that if 𝑀 charges
an interval, no matter how small, then there are only finitely
many gaps, possibly none.
Example 14. Choose numbers 0 < 𝛿 < 𝑐 < ∞ and suppose
that supp(𝑀) = [𝑐, 𝑐 + 𝛿]. Thus,
𝑠.𝑔. (supp (𝑀)) = ∪
𝑘≥1
[𝑐𝑘, (𝑐 + 𝛿) 𝑘] . (5)
This set has gaps but only finitely many because, for all suf-
ficiently large integers 𝑘, we have 𝛿𝑘 > 𝑐; that is, (𝑐 + 𝛿)𝑘 >
𝑐(𝑘+1), meaning that the gapsG
𝑘
= ((𝑐+𝛿)𝑘, 𝑐(𝑘+1)) = 0. In
addition, the lengths |G
𝑘
| = 𝑐−𝛿𝑘 of nonempty gaps decrease
as 𝑘 grows.
More generally, if supp(𝑀) has positive Lebesgue mea-
sure, then 𝑠.𝑔.(supp(𝑀)) contains an interval. It thus follows
from Example 14 that 𝑠.𝑔.(supp(𝑀)) contains a semi-infinite
interval and hence so does supp(𝐹
𝑛
) for all 𝑛. Finally, discrete
analogues can be constructed by choosing 𝑐 and 𝑐 + 𝛿 above
to be rational and then supposing that 𝑀 assigns positive
measure to each rational member of [𝑐, 𝑐 + 𝛿].
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