Abstract. We aim to give a numerical approximation of the invariant measure of a viscous scalar conservation law, onedimensional and periodic in the space variable, and stochastically forced with a white-in-time but spatially correlated noise. The flux function is assumed to be locally Lipschitz and to have at most polynomial growth. The numerical scheme we employ discretises the SPDE according to a finite volume method in space, and a split-step backward Euler method in time.
1. Introduction 1.1. Viscous scalar conservation law with random forcing. We consider the following viscous scalar conservation law with stochastic forcing du = −∂ x A(u)dt + ν∂ xx udt + k≥1 g k dW k (t), x ∈ T, t ≥ 0.
Periodic boundary conditions are assigned over the space variable x as T = R/Z denotes the one-dimensional torus, and (W k ) k≥1 is a family of independent real Brownian motions. The viscosity coefficient ν is assumed to be positive. In the companion paper [27] , we have shown the well-posedness in a strong sense of Equation (1), as well as the existence and uniqueness of an invariant measure for its solution. These results are recalled in Proposition 1.2 below. In this work, we aim to provide a numerical scheme, based on the finite-volume method, that allows to approximate this invariant measure. In this perspective, we place ourselves in the setting of [27] and recall our main notations and assumptions. (T) and the associated scalar product ·, · H m 0 (T) . We recall the following inequalities: for all 1 ≤ p ≤ q ≤ +∞,
and
In the sequel, we denote by N the set of non-negative integers, and by N * the set of positive integers.
Assumption 1.1. The function A : R → R is of class C 2 , its first derivative has at most polynomial growth:
and its second derivative A is locally Lipschitz continuous on R. Furthermore, for all k ≥ 1, g k ∈ H 2 0 (T) and
The assumptions (4) and (5) will be needed in the arguments contained in this paper while the local Lipschitz continuity of A is only necessary for Proposition 1.2, whose proof is done in [27] .
Let (Ω, F, P) be a probability space, equipped with a normal filtration (F t ) t≥0 in the sense of [14, Section 3.3] , on which (W k ) k≥1 is a family of independent Brownian motions. Under Assumption 1.1, the series k g k W k converges in L 2 (Ω, C([0, T ], H 2 0 (T))), for any T > 0, towards an H 2 0 (T)-valued Wiener process (W Q (t)) t∈[0,T ] with respect to the filtration (F t ) t≥0 , defined in the sense of [14, Section 4.2] , with the trace class covariance operator Q defined by
. Given a normed vector space E, B(E) denotes the Borel sets of E, P(E) denotes the set of Borel probability measures over E, and for p ∈ [1, +∞), P p (E) denotes the subset of P(E) of probability measures with finite p-th order moment. The well-posedness of (1) as well as the existence and uniqueness of an invariant measure for its solution is proved in [27, Theorem 1, Theorem 2]: Proposition 1.2. Let u 0 ∈ H 2 0 (T). Under Assumption 1.1, there exists a unique strong solution (u(t)) t≥0 to Equation (1) with initial condition u 0 . That is, an (F t ) t≥0 -adapted process (u(t)) t≥0 with values in H 2 0 (T) such that, almost surely: (1) the mapping t → u(t) is continuous from [0, +∞) to H 2 0 (T); (2) for all t ≥ 0, the following equality holds:
Furthermore, the process (u(t)) t≥0 admits a unique invariant measure µ ∈ P(H 2 0 (T)). Besides, if v is a random variable with distribution µ, then E[ v ] < +∞.
Let us precise that for any t ≥ 0, u(t) will always refer to an element of the space H 2 0 (T). The scalar values taken by this function are denoted by u(t, x), for x ∈ T.
Space discretisation.
In order to discretise (1) with respect to the space variable, we first define a regular mesh T on the torus:
Averaging in (1) over each cell of T , we get Finite-volume schemes aim to approximate the dynamics of the average value of the solution over each cell of the mesh. This leads to the introduction of a numerical flux functionĀ(u, v) approximating the flux of the conserved quantity at the interface between two adjacent cells. As regards the viscous term in (7), we replace the space derivatives by their finite difference approximations. As for the noise coefficients, we introduce the shorthand notation
These operations result in the following stochastic differential equation
as a semi-discrete finite-volume approximation of (1) in the sense that U i (t) is meant to be an approximation of the spatial average N i N i−1 N u(t, x)dx. We may interpret the noise term (i.e. the last term in (8) ) as a discrete version of the Q-Wiener process (W Q (t)) t≥0 introduced in Section 1.1. Let us notice that the R N -valued stochastic process (W Q,N (t)) t≥0 whose components are defined by which is finite as the Jensen inequality, Assumption 1.1 and (3) ensure that for all i ∈ Z/N Z,
Furthermore, each vector σ k = (σ k 1 , . . . , σ k N ) satisfies a discrete cancellation condition:
Thus, denoting R N 0 := {u = (u 1 , . . . , u N ) ∈ R N : u 1 + · · · + u N = 0}, we get that (W Q,N (t)) t≥0 is an R N 0 -valued process. We equip the space R N 0 with the renormalised L p norm · p and scalar product ·, · : for any u, v ∈ R N 0 and any p ∈ [1, +∞),
Furthermore, for any u ∈ R N 0 , we set by convention u 0 0 = 1. Besides, notice that for any 1 ≤ p ≤ q < +∞, we have u p ≤ u q , ∀u ∈ R N 0 .
The drift function in (8) These notations being set, we can write the SDE (8) in the vectorised form dU(t) = b(U(t))dt + dW Q,N (t), t ≥ 0.
It appears that b takes values in R N 0 . As a consequence, Equation (11) is conservative in the following sense: if U 0 ∈ R N 0 , then for all t ≥ 0, U(t) ∈ R N 0 . We may now state our assumptions on the numerical flux: Assumption 1.3. The functionĀ belongs to C 1 (R 2 , R), its first derivatives ∂ 1Ā and ∂ 2Ā are locally Lipschitz continuous on R 2 , and it satisfies the following properties:
(i) Consistency: ∀u ∈ R,Ā(u, u) = A(u); (12) (ii) Monotonicity:
∀u, v ∈ R, ∂ 1Ā (u, v) ≥ 0, ∂ 2Ā (u, v) ≤ 0; (13) (iii) Polynomial growth:
Note in particular that the flux function, and therefore the non-linearity of Equation (1), is not subject to a global Lipschitz continuity assumption. Nevertheless, we will prove in Proposition 2.6 below that (11) is well-posed under Assumption 1.3. |A (z)|dz.
1.3.
Space and time discretisation. The second stage in constructing a numerical scheme for (1) is the time discretisation of the SDE (11) . Considering a time step ∆t > 0 and a positive integer n, we introduce the notation ∆W Q,N n := W Q,N (n∆t) − W Q,N ((n − 1)∆t). As it was already noticed in [28] , explicit numerical schemes for SDEs with non-globally Lipschitz continuous coefficients do not preserve in general the large time stability, whereas implicit schemes are more robust. Therefore, since our main focus in this paper is to approximate invariant measures, we propose the following split-step stochastic backward Euler method :
The well-posedness of the scheme, i.e. the existence and uniqueness of the value U n+ 1 2 in the first line of (15) , is ensured by Proposition 2.14.
1.4. Main results. Our first focus is on the large-time behaviour of the processes (U(t)) t≥0 and (U n ) n∈N . In this context, we state our first result: Theorem 1.5. Under Assumptions 1.1 and 1.3, the following two statements hold:
(i) for any N ≥ 1, the process (U(t)) t≥0 solution of the SDE (11) admits a unique invariant measure ν N ∈ P(R N 0 ); (ii) for any N ≥ 1 and any ∆t > 0, the process (U n ) n∈N defined by (15) admits a unique invariant measure ν N,∆t ∈ P(R N 0 ). Moreover, for any N ≥ 1 and any ∆t > 0, the measures ν N and ν N,∆t belong to P 2 (R N 0 ). The proofs for these two statements are given separately in Section 2. The structure of the proof is the same as for [27, Theorem 2] where we derived the existence and uniqueness of an invariant measure for the solution of (1) from two important properties: respectively the dissipativity of the solution and an L 1 -contraction property. In Lemma 2.4 below, we show that both of these properties are preserved at the discrete level. Therefore, we will address the existence part with a tightness argument (the Krylov-Bogoliubov theorem) and the uniqueness with a coupling argument. To compare two different probability measures, we will make use of the following metric: Definition 1.6 (Wasserstein distance). Let (E, · E ) be a normed vector space and let α, β ∈ P 2 (E). The second order Wasserstein distance between α and β is defined by
where Π(α, β) is the set of probability measures on E × E with marginals α and β:
The reader is referred to [29, Chapter 6] for further details on the Wasserstein distance, and in particular for the proof that it actually defines a distance on P 2 (E). From now on, the space P 2 (E) will be endowed with the distance W 2 : convergence of elements of P 2 (E) will always be meant in the sense of the Wasserstein distance. The only cases we will address in this paper are E = L 2 0 (T) and E = R N 0 . As a first step to approximate numerically the measure µ, we start to embed the measures ν N and ν N,∆t into P(L 
and moreover, for any N ≥ 1, lim
In short, we have the following approximation result for all m = 0, 1, 2:
Remark 1.8. In Theorem 1.7, µ is seen as a probability measure of P 2 (L 2 0 (T)) giving full weight to H 2 0 (T), as opposed to Proposition 1.2 where µ was directly seen as a measure of the space P 2 (H 2 0 (T)). Remark 1.9 (Ergodicity). As the invariant measure µ of the process (u(t)) t≥0 is unique from Proposition 1.2, it is ergodic. In particular, a consequence of Birkhoff's ergodic theorem (see for instance [14, Theorem 1.2.3] ) is that for any ϕ ∈ L 1 (µ) and for µ-almost every initial condition u 0 ∈ H 2 0 (T), almost surely,
By virtue of Theorem 1.5, this property also holds at the discrete level: the process (U n ) n∈N satisfies for any ϕ ∈ L 1 (ν N,∆t ) and for ν N,∆t -almost every initial condition U 0 ∈ R N 0 , almost surely,
Thanks to this property, it is possible to approximate numerically expectations of functionals under the invariant measure by averaging in time the simulated process. We used this method to perform the numerical experiments presented in Section 5.
1.5. Review of literature. Many results are found concerning the numerical approximation in finite time of stochastic conservation laws. A particular case of interest is the stochastic Burgers equation which corresponds to the case of the flux function A(u) = u 2 /2. Finite difference schemes are presented in [1, 24] to approximate its solution. When the viscosity coefficient is equal to zero, the SPDE falls into a different framework. Convergence of finite-volume schemes in this hyperbolic case have been established both under the kinetic [18, 19, 17] and the entropic formulations [2, 3] .
As regards the numerical approximation of the invariant measure of an SPDE, we may start by mentioning [11] concerning the damped stochastic non-linear Schrödinger equation, where a spectral Galerkin method is used for the space discretisation and a modified implicit Euler scheme for the temporal discretisation. Several works of Bréhier are devoted to the numerical approximation of the invariant measures of semi-linear SPDEs in Hilbert spaces perturbed with white noise [8, 9, 10] , where spectral Galerkin and semi-implicit Euler methods are used. Those results hold under a global Lipschitz assumption on the nonlinearity. In the more recent works [12, 13] , non-Lipschitz nonlinearities are considered, but they still need to satisfy a one-sided Lipschitz condition.
In the present work, our assumptions on the flux function do not imply that the non-linear term is globally Lipschitz in L 2 0 (T) nor even one-sided Lipschitz. In particular, the case of the Burgers' equation is covered. However, Equation (1) satisfies an L 1 -contraction property [27, Proposition 5] which may be viewed as a one-sided Lipschitz condition in the Banach space L 1 0 (T). 1.6. Outline of the paper. The existence and uniqueness of an invariant measure for the solution of (11), i.e. the first part of Theorem 1.5, is proved in Section 2.2, and for the split-step scheme (15) , i.e. the second part of Theorem 1.5, it is proved in Section 2.3.
The proof of Theorem 1.7 is also split in two separate parts. The convergence in space (16) is proved in Section 3 and then, in Section 4, we prove the convergence with respect to the time step, i.e. Equation (17) .
We performed numerical experiments to test the stationarity and convergence results in the Burgers case. The results of these experiments are exposed in Section 5, where we furthermore illustrate some properties regarding the turbulent behaviour of the process in its stationary regime.
2. Semi-discrete and split-step schemes: well-posedness and invariant measure Preliminary results are given in Subsection 2.1. In Subsection 2.2, we prove the well-posedness of (11), and after establishing some properties for the solution, we prove the existence of an invariant measure at Proposition 2.10. Then, Lemmas 2.12 and 2.13 lead to the proof of uniqueness of this invariant measure, i.e. to the proof of the first assertion of Theorem 1.5.
2.1. Notations and properties. All the lemmas stated in this section will be proved in the appendix. We define the discrete differential operators D (m)
We will often make use, in this paper, of the summation by parts identity
These operators satisfy furthermore the following properties:
It should be noted that this discrete Poincaré inequality holds in particular for u ∈ R N 0 . Several times in this paper, we will establish estimates uniformly in N (resp. in ∆t) over the moment of the discrete
where V is an invariant measure for the semi-discrete scheme (resp. the fully discrete scheme).
Whenever this situation appears, we will denote by C m,p (resp.C m,p ) the uniform upper bound.
Lemma 2.2. For any u ∈ R N 0 and p ∈ 2N * , we have
where
Lemma 2.3. Under Assumption 1.3, for any u ∈ R N 0 and any q ∈ 2N * , we have
For any z ∈ R, we write sign(z) :
The discretised drift b preserves some nice properties of Equation (1) that we will use repeatedly throughout this paper:
N u 2 2 (dissipativity). Remark 2.5. The dissipativity property actually holds for the family of E-fluxes [26] , a larger family than the class of monotone numerical fluxes. The monotonicity assumption (13) seems however necessary as regards the L 1 -contraction property.
2.2. The semi-discrete scheme. Before addressing the invariant measure of the solution of (11) 
then for all M ≥ 0, we have τ M ≤ T * almost surely. From Dynkin's formula applied to Equation (11), we get for all t ≥ 0,
where the inequality comes from Lemma 2.4.(ii). As a consequence, using (9) ,
As the random variable 1 τ M ≤t is almost surely non-decreasing as M increases, it admits an almost sure limit as M → +∞. From the dominated convergence theorem, this limit is actually zero:
As a consequence, almost surely, lim M →∞ τ M = +∞, and then T * = +∞ almost surely, meaning that (U(t)) t≥0 is a global solution of (11) . Now, if the initial condition of (U(t)) t≥0 is an F 0 -measurable random variable U 0 distributed under some probability measure α on R N 0 , then we have
where P u0 is the conditional probability given the event U(0) = u 0 .
We now turn to the proof of existence of an invariant measure. The following lemma, Proposition 2.8, and Corollary 2.9 are preliminary results.
Lemma 2.7 (Moment estimates on the semi-discrete approximation). Let p ∈ 2N * and let U 0 be an F 0 -measurable random variable such that E[ U 0 p p ] < +∞. Then, under Assumptions 1.1 and 1.3, the strong solution (U(t)) t≥0 of (11) with initial condition U 0 satisfies: 
depending only on D 0 , ν and p such that we have
and ∀T > 0, sup
Proof. Let τ M be the stopping time defined at (19) . Applying Dynkin's formula to Equation (11), we get the following dynamics for the p-th order moment: for all t ≥ 0 and all M ≥ 0,
From (9), we have for all i = 1, . . . , N ,
On the other hand, the second term of the right-hand side in (24) is non-positive thanks to Lemma 2.3. Hence, using (18) in the viscous term, we get
Letting M go to +∞, applying the monotone convergence theorem on the right-hand side and Fatou's lemma on the left-hand side yields the first assertion of the lemma. From the first assertion and Lemma 2.2, we have
Noticing that · p−2 (26) and an induction argument, we can show that for all p ∈ 2N * , (22) holds. Now, from the first assertion once again and (22), we have for all p ∈ 2N * and all 0 ≤ t ≤ T ,
Since the right-hand side does not depend on t, we get (23).
Proposition 2.8 (L 1 -contraction). Under Assumptions 1.1 and 1.3, two strong solutions (U(t)) t≥0 and (V(t)) t≥0 of (11) (driven by the same Wiener process W Q,N ) with possibly different initial conditions satisfy almost surely:
Proof. Since (U(t)) t≥0 and (V(t)) t≥0 are driven by the same Wiener process, then (U(t) − V(t)) t≥0 is an absolutely continuous process:
In particular, we can write for all t ≥ 0,
where the inequality comes from Lemma 2.4.(i), and the result follows by integrating in time.
This last property ensures the following result which we state without a proof:
Corollary 2.9 (Feller property). Under Assumption 1.3, the strong solution (U(t)) t≥0 of Equation (11) satisfies the Feller property, i.e. for any continuous and bounded function ϕ : R N 0 → R and any t ≥ 0, the mapping
is continuous and bounded, where E u0 is the conditional expectation given the event U(0) = u 0 . Proposition 2.10 (Existence of an invariant measure for the semi-discrete scheme). Under Assumptions 1.1 and 1.3, the strong solution (U(t)) t≥0 of (11) admits an invariant measure ν N ∈ P(R N 0 ). Moreover, for all p ∈ [1, +∞), there exists a constant C 0,p not depending on N such that if V is a random variable with distribution ν N , then
Proof. Let (U(t)) t≥0 be the solution of (11) with a deterministic initial condition u 0 ∈ R N 0 . From Lemma 2.7.
(ii), we have for all t > 0 and all p ∈ 2N * ,
Let us take p = 2. Applying the Markov inequality and taking the limit superior in t, we get for all ε > 0, lim sup
2 .
Since from Corollary 2.9, (U(t)) t≥0 is Feller, the existence of an invariant measure ν N ∈ P(R N 0 ) for (U(t)) t≥0 is now a consequence of the Krylov-Bogoliubov theorem [15, Corollary 3.1.2].
Let V be a random variable with distribution ν N . We will derive now from Equation (27) that V has finite moments. A computation of the same kind as the one below is found for instance in the proof of [?, Proposition 4.24] . For any M > 0 and any p ∈ 2N
* ,
Now, letting t → +∞, we get from the dominated convergence theorem,
and the result for p ∈ 2N * follows by letting M → +∞ and using the monotone convergence theorem. This result extends readily to the general case p ∈ [1, +∞) by using for instance the Jensen inequality.
Corollary 2.11. Under Assumptions 1.1 and 1.3, let ν N be an invariant measure for the solution (U(t)) t≥0 of (11) and let V be a random variable with distribution ν N . Then, for all p ∈ 2N * , V satisfies
where we set C 0,0 = 1.
Proof. Let (U(t)) t≥0 be a solution of (11) whose initial condition U 0 has distribution ν N . According to Proposition 2.10, one has E[ U 0 p p ] < +∞. Thus, one can apply Lemma 2.7.(i) which in the stationary case, writes
p−2 , and it remains to apply Proposition 2.10 to conclude.
We now turn to the proof of uniqueness of the invariant measure ν N . We will first need some preliminary results: Lemma 2.12. Let Assumptions 1.1 and 1.3 hold and let (U(t)) t≥0 and (V(t)) t≥0 be two strong solutions of (11) driven by the same Wiener process. Then, for all M > 0 and all ε > 0, there exists t ε,M > 0 such that
Proof. We recall that b : 
Let (U(t)) t≥0 and (V(t)) t≥0 denote two solutions of (11) with the initial conditions u 0 and v 0 . We introduce the stopping times
Furthermore, we denote by (u(t)) t≥0 and (v(t)) t≥0 the noiseless counterparts of (U(t)) t≥0 and (V(t)) t≥0 :
with respective initial conditions u 0 and v 0 . By the dissipativity property (Lemma 2.4.(ii)) and Lemma 2.1, we have
, so that Grönwall's lemma yields the upper bound
meaning that for t ≥ t ε,M , we have
and consequently, by (10) ,
We now restrict ourselves to the situation where
For any t ≤ τ U ∧ τ V ∧ t ε,M , the four vectors U(t), V(t), u(t) and v(t) stay in the ball { · 1 ≤ M + ε}, and thanks to the local Lipschitz continuity assumption on b we have
so by Grönwall's lemma, we have
which is impossible because we have on the one hand
and on the other hand
Therefore, Inequality (28) holds for all t ∈ [0, t ε,M ]. Thus,
and we have just shown that
and therefore,
Notice that the right-hand side does not depend on u 0 nor v 0 . Furthermore, it is positive since W Q,N is an R N -valued Wiener process. Hence, taking the infimum over u 0 and v 0 on the left-hand side yields the wanted result.
For two solutions (U(t)) t≥0 and (V(t)) t≥0 of (11) driven by the same Wiener process W Q,N , we define the following entrance time for all M ≥ 0:
Lemma 2.13. Under Assumptions 1.1 and 1.3, there exists M > 0 such that for any deterministic initial conditions u 0 ,
Proof. From Itô's formula, we have for all t ≥ 0,
The fifth term of the right-hand side is a martingale. Indeed, by the Cauchy-Schwarz inequality, Inequality (9) , and the bound (22), we have
Thus, taking the expectation in (30), applying Lemma 2.4.(ii), Inequality (9), Lemma 2.1 and (29), we get
so that we can apply the monotone convergence theorem:
which concludes the proof.
Proof of Theorem 1.5, Assertion (i). We start to fix ε > 0 to which we associate the quantities t ε,M and p ε,M defined at Lemma 2.12, where M has been defined at Lemma 2.13. Let (U(t)) t≥0 and (V(t)) t≥0 start respectively from arbitrary deterministic initial conditions u 0 and v 0 and be driven by the same Wiener process. We define the increasing stopping time sequence
By the strong Markov property and Lemma 2.13, each term of this sequence is finite almost surely. We claim that
Indeed, it is true for J = 1 thanks to the strong Markov property and Lemma 2.12:
, and the general case follows by induction: assuming that Inequality (31) is true for some J ∈ N * , we have
Letting J → +∞, we get
and consequently,
Now recall that thanks to Proposition 2.8, U(t) − V(t) 1 is non-increasing in time almost surely. Since ε has been chosen arbitrarily, the above inequality actually indicates that U(t) − V(t) 1 converges almost surely to 0 as t → +∞ when the initial conditions are deterministic. However, this almost sure consergence extends naturally to random and F 0 -measurable initial conditions using the same argument as for (20) 
To conclude the proof, assume that there exist two invariant measures ν N for the solution of (11), and take random initial conditions U 0 and V 0 with distributions ν N respectively. We have for all t ≥ 0,
Letting t go to +∞, by (32) and the dominated convergence theorem, we have
As a consequence, U 0 and V 0 have the same distribution, meaning that ν
2.3. Invariant measure for the split-step scheme. In this subsection, we aim to prove the existence and uniqueness of an invariant measure for the discrete time process (U n ) n∈N defined by (15) . The general argument is the same as the one used in Subsection 2.2 for the semi-discrete case and the intermediary results are stated in the same order. Therefore, the proofs which are not affected by the time discretisation are omitted.
As the time step ∆t is meant to converge towards 0, we may consider that it will always lie in an interval (0, ∆t max ] for some arbitrarily chosen ∆t max > 0.
The following preliminary result ensures that the scheme (15) is well-posed. 
Thus, as a consequence of [16, Theorem 3.3] , Id − ∆tb is surjective in R Lemma 2.15 (L 1 -contraction). Let Assumptions 1.1 and 1.3 hold and let (U n ) n∈N and (V n ) n∈N be two solutions of (15) (driven by the same Wiener process W Q,N ). Then, almost surely and for any n ∈ N,
Proof. From Equations (15) and Lemma 2.4.
(ii), we write
Remark 2.16. Note that the choice of the split-step backward Euler scheme is essential for the L 1 -contraction property to hold. Indeed, consider for instance two processes ( U n ) n∈N and ( V n ) n∈N built via a explicit Euler method, that is,
(and naturally, the same construction for ( V n ) n∈N ), then the expansion of the L 1 distance gives
Thus, we would need to control the second term of the right-hand side in the above equation, which is delicate given that b is not globally Lipschitz.
As for the semi-discrete scheme, Lemma 2.15 induce the following property: 
and E D
(1)
Proof. Let u 0 ∈ R N 0 be the deterministic initial condition of the process (U n ) n∈N . Starting from the first equation in (15), we have U n+
, by expanding the left-hand side, we derive the inequality
Using the dissipativity inequality (Lemma 2.4.(ii)), we get
Now, from the second equation in (15), we have
Injecting Inequality (35) into Equation (36), we get
By definition of W Q,N and from (9), we have
On the other hand, the variables U n+ 1 2 and ∆W Q,N n+1 are independent, so that taking the expectation in (37) yields
which is valid for any n ∈ N, so that we can get a telescopic sum:
Hence,
Besides,
Now, from the definition of σ k , the Jensen inequality and (5), we have
Thus, we have
Injecting (43) into (41), and (41) into (40), we get
Since D Using the same arguments as for the end of the proof of Proposition 2.10, Inequalities (44) and (40) yield respectively (33) and (34).
We now proceed to the proof of uniqueness of the invariant measure ν N,∆t .
Lemma 2.19 (Hitting any neighbourhood of 0 with positive probability). Let Assumptions 1.1 and 1.3 hold. Let (U n ) n∈N and (V n ) n∈N be two solutions of (15) driven by the same Wiener process W Q,N . For any ε > 0 and any M > 0, there exists n ε,M ∈ N such that
Proof. First, let ε > 0 and let us fix u 0 , v 0 ∈ R N 0 such that u 0 2 ≤ M and v 0 2 ≤ M . Let (u n ) n∈N and (v n ) n∈N denote the noiseless counterparts of the processes (U n ) n∈N and (V n ) n∈N , i.e.
with initial conditions u 0 and v 0 . Then (u n ) n∈N and (v n ) n∈N are subject to non-perturbed dissipativity, and consequently the sum of their energies decreases to 0 over time. Indeed, we have
therefore, using successively Lemma 2.4.(ii) and Lemma 2.1,
by induction, we get for all n ∈ N,
It appears now that if we fix the value
we get for all n ≥ n ε,M ,
Now, we fix δ ε := ε/(4n ε,M ) and we restrict ourselves to the event
Let (U n ) n∈N and (V n ) n∈N be two solutions of (15) with the deterministic initial conditions u 0 and v 0 respectively. With similar arguments as for the proof of Proposition 2.8, we get from (15), (45) and Lemma 2.4.(ii), for all n ∈ N,
On the event (46), we have for all n = 1, . . . , n ε,M ,
In particular, by induction, we have
Thus,
We just have shown that
Since the event (46) does not depend on u 0 nor v 0 , we get the result.
For two solutions (U n ) n∈N and (V n ) n∈N of (15) driven by the same Wiener process W Q,N , we define the entrance time
The following lemma is the time-discrete version of Lemma 2.13. The proof is omitted as it is very similar to its timecontinuous counterpart. N , µ) −→ 0, N → +∞, m = 0, 1, 2, which will be the first part of the proof of Theorem 1.7. In Subsection 3.1, we provide a result ensuring that it is sufficient that the convergence holds for only one m ∈ {0, 1, 2}, in which case it will hold for the three of them. Then, we show that (µ
where 
The proof of the following Lemma is given below in Subsection 3.3. 
Furthermore, there exists a positive constant C 2,2 not depending on N such that,
The 
Proof.
Step 1. Relative compactness of (µ
N . Thanks to Lemmas 3.1 and 3.2, we have
Thus, Markov's inequality implies
The space
, so this last inequality means that the sequence (µ Nj ) j∈N be the associated subsequence.
Step 2. Relative compactness of (µ 
Nj V converges in probability towards 0 as j → +∞. 
Nj has uniform moment bounds with respect to j thanks to (2), Lemma 3.1.(i) and Proposition 2.10:
As a consequence, (µ Step 3. Relative compactness of (µ
by Lemmas 3.1 and 3.2. Indeed, we have
Step 4. Moment estimates. Finally, the estimates (49) follow from Portemanteau's theorem: since · 2
is lower semi-continuous on the space L 2 0 (T), we have
and the same argument applies for · 2
using respectively the sequences of random variables (Ψ
The three following lemmas will be useful for the proof of finite time convergence stated in the next subsection, namely Proposition 3.7. The proofs are given in Subsection 3.3. T not depending on N such that
Lemma 3.6 (Moments on the solution of (1)). Under Assumption 1.1, for all p ∈ [2, +∞) and T > 0, there are constants C 0,p T and C
1,2
T such that the solution (u(t)) t≥0 of (1) with initial condition u 0 ∼ µ * satisfies for all t ∈ [0, T ]:
3.2. Characterisation of the limit. In Lemma 3.3 we proved the existence of subsequential limits µ * for the sequences of embedded invariant measures (µ (m) N ) N ≥1 . Our convergence argument now consists in identifying any such limit µ * with the unique invariant measure µ of the solution (u(t)) t≥0 of (1) (see Proposition 1.2). We proved in Lemma 3.3 that µ * gives full weight to H 2 0 (T). As a consequence of this result, the measure µ * can be considered as an initial distribution for (u(t)) t≥0 . The weak convergence of the subsequence µ 
Nj , ∀j ∈ N, and u 0 ∼ µ * . We may define on this probability space, up to enlarging it, a Q-Wiener process (W Q (t)) t≥0 defined as in Section 1.1, independent of u 0 and u
j,0 , along with a normal filtration. In such a way, we may consider u 0 and u (1) j,0 as initial conditions for the solution of (1) and the embedded solutions of (11) respectively. More precisely, if we denote by U 0 = (U 1,0 , . . . , U Nj ,0 ) the R Nj 0 -valued random variable such that U i,0 = u j,0 (i/N ), and if we define (U(t)) t≥0 the solution of (11) starting at U 0 , then we define the process (u Nj (t)) t≥0 is a numerical approximation of (u(t)) t≥0 , convergence at time 0 shall lead to convergence at every finite time t: Proposition 3.7. Under Assumptions 1.1 and 1.3, for every t ≥ 0, we have
This result is proved in Section 3.3 below. Let us explain how this finite time result leads to the convergence of (µ
Proof of Theorem 1.7: part 1/2. The measure µ 
denote the probability distribution of u(t). By Definition 1.6 and Proposition 3.7, we have
By continuity of the Wasserstein distance [29, Corollary 6.11] and Lemma 3.3, this leads to
From [27, Lemma 6], there exists a unique probability measure in P(H 2 0 (T)) coinciding with µ * on the Borel sets of H 2 0 (T) (for convenience, we still call this measure µ * ). The meaning of (53) is that this measure µ * ∈ P(H 2 0 (T)) is invariant for the process (u(t)) t≥0 . However, this process already has a unique invariant measure µ ∈ P(H 2 0 (T)), so that necessarily µ * = µ. As a consequence, µ is the only subsequential limit in P 2 (L 2 0 (T)) of the sequence (µ 
To prove the first inequality of the lemma, apply Corollary 2.11 with p = 2 and recall that we may take C 0,0 = 1. We focus now on the discrete H 2 0 estimate. Let V ∼ ν N and let (U(t)) t≥0 be the solution of (11) with initial distribution ν N . We may compute the dynamics of the discrete H 1 0 -norm of (U(t)) t≥0 by using Itô's formula: for all t ≥ 0,
(55) It appears that the third term of the right-hand side is a martingale since
where we used the stationarity of (U(t)) t≥0 , Inequality (42), and the first inequality from this lemma. Thus, taking the expectation and expanding the drift term, we get
Since the process starts from its invariant measure, the left-hand side cancels with the first term of the right-hand side. Besides, we may drop the time index. Using the decomposition b = b 1 + b 2 , we may sum by parts both the viscous and the flux term, and after dividing by t, it remains
where we used in particular the Cauchy-Schwarz inequality. We can bound the term in the second square root thanks to Assumption 1.3:
where we used Lemma 3.2 and Corollary 2.11 with p = 2pĀ + 2 at the last line. Injecting (58) into (57), we get
Applying Young's inequality on the right-hand side, we get
Since the right-hand side does not depend on N , we get the result.
Proof of Lemma 3.4. From summations by parts and Hölder's inequality, we establish a discrete Gagliardo-Nirenberg inequality in the following way (similar inequalities in the multi-dimensional case are given for instance in [7, Lemma 6] or [4, Theorem 4] ):
.
Dividing on both sides by E[
1/3 and then passing to the power 3/2, we obtain
Multiplying on both sides by N 2 , we derive the inequality
, and we conclude thanks to Proposition 2.10 and Lemma 3.2:
Proof of Lemma 3.5. Let U 0 ∼ ν N . Using the decomposition b = b 1 + b 2 introduced at (54), we may expand Equation (55):
We shall address the second term of the right-hand side by applying (18) and Young's inequality:
As for the viscous term in (59), Equation (18) leads to
Thus, injecting (61) and (60) into (59) and using the bound (42) results in:
Taking the supremum in time and the expectation over the second term of the right-hand side, by stationarity of (U(t)) t≥0 , we get the bound
Applying now inequality (58), we get
We now turn our attention to the third term of the right-hand side in (62). Recall that by (56), the process
is a martingale. Therefore, applying successively the Jensen and the Doob inequalities, the Itô isometry, the Cauchy-Schwarz inequality and Lemma 3.2, we get
Now, taking the supremum in time and the expectation in (62) and injecting (47), (63) and (64), we end up with
Since the right-hand side of the above inequality does not depend on N , the result follows. Proof of Lemma 3.6. Let p ∈ 2N * and let us repeat the proof of [27, Lemma 3] up to [27, Equation (23)]. When the initial condition u 0 is random and has distribution µ * , this equation writes
for all t ∈ [0, T ] and r ≥ 0, where T r is a stopping time converging almost surely towards +∞ as r → +∞ (by [27, Corollary 2] ). Using [27, Equation (24)], the non-positivity of the third term of the right-hand side, and bounding the g k 's by their supremum, we get the inequality
ds .
Using now Lemma 3.3, (3), (5), and [27, Equation (18)], we get
where the constants
, defined in [27] , depend only on ν, p and D 0 . Using once again Lemma 3.3, letting r → +∞ and bouding t by T , we obtain
Applying Fatou's lemma on the left-hand side, we get
T , and since the right-hand side does not depend on t, we get the first wanted inequality in the case p ∈ 2N
* . The general case p ∈ [2, +∞) then follows from the Jensen inequality.
To prove the second inequality, we start from [27, Lemma 4] which, when u 0 is random, gives the estimate
from which we deduce, by applying Fatou's lemma on the left-hand side and Lemma 3.3 on the right-hand side:
T . We now turn to the proof of the main lemma in this section:
Proof of Proposition 3.7. In all this proof, for notational convenience, the subsequence (u (1) Nj ) j∈N will be denoted by (u
Step 0. Decomposition of the error. Let us fix a time horizon T > 0. We introduce the stopping time
and we split the expectation in two parts: for all t ∈ [0, T ],
We will address the first term of the RHS in the steps 1 to 6, and the second one in the step 7.
We have E u 
and we will use this localization argument to take benefit from the local Lipschitz continuity of the non-linear term which, by use of the Grönwall lemma, will lead us to show that for any fixed M > 0,
Applying Itô's formula [14, Theorem 4.32] and taking the expectation, we have of non-negative real numbers not depending on t such that lim N →∞ ε N l = 0 and such that the following inequalities are satisfied for all N ∈ N and all t ∈ [0, T ]:
In the case l = 3, we will show that there exists a constant γ M > 0 not depending on N nor t such that
Step 1. The initial condition. By the construction of the sequence (u 
Moreover, Proposition 2.10 and Lemma 3.3 ensure the uniform bound with respect to N over the following fourth order moment:
(by (2) Step 2. The flux-numerical flux approximation. Using Young's inequality, we have
We focus on the second term of the right-hand side which we can rewrite by
which we control by the following upper bound
By definition of u
N , we have for all s ≥ 0 and all x ∈ (
Let us now focus on the second term of the above integrand and observe that by symmetry, the left one may be treated in exactly the same way. We have thanks to (12) :
In the following computations, we will get upper bounds on the terms
We first look at the term I 
(t). The function ∂ 1Ā is uniformly continuous on [−M, M ]
2 . In particular,
Furthermore, for every s ≤ τ M,N , by Lemma 3.1 and (3), we have
δ M,ε N (by Lemmas 3.2 and 3.4).
Since ε was chosen arbitrarily, it follows that ε
As
Now, the term I N 2.2.1 (t) can be treated the same way as I
At last, the sum of all these error terms amounts to an error term ε N 2 satisfying the requirements of Step 0, so that the inequality (73) reduces to (68).
Step 3. The flux term. Integrating by parts and applying Young's inequality, we get
Denoting by L M a local Lipschitz constant of A over the interval [−M, M ], we get
and we set therefore
Step 4. The viscous term. We shall compare the term
Expanding the product in the definition of J N , we first write
Integration by parts shows that J 
Direct computation yields
As a consequence,
By Lemma 3.2, we deduce that
In
Using the rough bound
By the Cauchy-Schwarz inequality,
By Jensen's inequality and Lemma 3.6,
As a conclusion,
Coming back to the expression of I N 4 (t), we have
Step 5. The noise term. We have
Using the fact that φ
and by periodicity of the indexes, we can say that
N | ≤ 1 and by Jensen)
Step 6. Conclusion for the "bounded" event. Summing all the I N i terms, we get for all t ∈ [0, T ]
We set ε N := ε 
Thus, Grönwall's lemma applies and gives E u 
Step 7. Conclusion of the proof. We want now to take care of the second term of the right-hand side in (65). Using in particular the Cauchy-Schwarz inequality, Proposition 2.10, the Markov inequality, Lemma 3.6 and Lemma 3.5,
we have E u 
N (s)
Furthermore, as (u(t)) t≥0 is continuous from [0, +∞) to
is finite almost surely. As a consequence,
Combining this inequality with the conclusion of the step 6 yields the wanted result.
Convergence of invariant measures: split-step scheme towards semi-discrete scheme
In this section, we aim to prove the second part of Theorem 1.7, namely Equation (17) . The structure of the proof is the same as for the first part of Theorem 1.7. In Subsection 4.1, we show that the family of probability measures {ν N,∆t : ∆t ∈ (0, ∆t max ]} is tight in P(R 
Since D Finite time bound) . Let Assumptions 1.1 and 1.3 hold, let T > 0 be a time horizon and let (U n ) n∈N be a solution of (15) with an initial condition U 0 ∼ ν N,∆t . There exists a constantC 0,2 T depending only on D 0 , T , ν and ∆t max , such that for any time step ∆t ∈ (0, ∆t max ], we have
4.2. Characterisation of the limit. As in Subsection 3.2 for the semi-discrete scheme, we want to use a result of convergence in finite time of the numerical scheme (15) in order to identify each subsequential limit of the family {ν N,∆t : ∆t ∈ (0, ∆t max ]}, when ∆t → 0, as the invariant measure ν N for the solution of Equation (11 
As we described in Subsection 3.2, up to an extension of the probability space, these random variables may be considered as initial conditions for the equations (11) and (15) (driven by the same Wiener process).
Lemma 4.5 (Finite time convergence). Let Assumptions 1.1 and 1.3 hold. Let (U(t)) t≥0 be the solution of (11) with initial condition U 0 and for all j ∈ N, let (U (j) n ) n∈N be the solution of (15) with initial condition U
0 . For any j ∈ N, we define the piecewise constant approximation ( ), we have
Hence, expanding the drift function and summing over i, we get
We know thanks to Lemma 2.3 that the second term of the right-hand side is non-negative. Summing by parts the third term, we get 
On the other hand, let us look at the second step of the scheme (15) . By the construction of the split-step scheme, the random variables U i,n+ 2 ) and k≥1 (σ
Combining Inequalities (74) and (75), we get
from which we get a telescopic sum:
Recall that from Lemma 2.1 and Equation (40), we have
Injecting (77) into (76), we get
Using now the same arguments as for the end of the proof of Proposition 2.10, letting V ∼ ν N,∆t , we get
To conclude, we use Inequality (75) once again:
Proof of Lemma 4.4. Let us repeat the proof of Proposition 2.18 up to Equation (37). For all n = 0, 1, . . . , T ∆t , we write
The viscous term may be removed from the inequality. Taking the supremum in time and the expectation, we get
First, by Lemma 2.1 and Proposition 2.18, we have
Noticing that the process (
) n≥1 is a martingale, we get by applying successively Jensen's and Doob's inequalities to the second term of the right-hand side,
From (15), we may observe that each increment ∆W Q,N l+1 is independent of the family (U m+ 1 2 , ∆W Q,N m ) m=0,...,l . Therefore, letting V ∼ ν N,∆t and letting V 1 2 be the random variable satisfying
(by (38)) .1 and (34) ).
Injecting this bound into (78), we get
Thus, letting M → +∞ and applying (85) yields the wanted result.
Numerical experiments
In this section, we provide numerical experiments to illustrate Theorems 1.5 and 1.7. All the experiments in this section are performed on the Burgers equation, i.e. the flux function is set to be A(u) = u 2 /2. Moreover, we will also fix the following set of parameters: ν = 10 −5 , u 0 ≡ 0, g k (x) = cos(2πkx) for k = 1, . . . , 4 and g k ≡ 0 for k ≥ 5. The implicit equation in (15) is solved numerically by use of the Newton-Raphson method. 5.1. Stationarity. We seek here to give a numerical illustration of the stationarity of the Markov chain (U N,∆t n ) n∈N defined by (15) (in all this section, the number of cells and the time step will always appear as a superscript in the solutions). As already mentioned in Remark 1.9, by virtue of Birkhoff's ergodic theorem, for any test function ϕ :
) and any random variable V ∼ ν N,∆t , the process (U N,∆t n ) n∈N shall satisfy
In Figure 5 .1, we record the values of the sequence (Y n ) n≥1 up to the iterationn = 10 4 , with the following set of parameters: ∆t = 10 −3 , N = 512, ϕ = cos( · 2 ). In particular, the time interval considered here is the interval [0, 10]. The stationary state seems to be reached approximately at time t = 3.
Convergence in space.
In the following experiment, we aim to retrieve numerically the convergence result of Theorem 1.7 as N tends to infinity and for a fixed time step. Instead of computing directly the Wasserstein distance, we compute the strong L 2 error with respect to a reference solution computed with N ref = 2 11 . More precisely, we record in Figure 5 .2 the values of as N takes values in {2 3 , 2 4 , . . . , 2 10 }. Forn sufficiently large, the discrete processes aim to be close to their stationary state and thus, the value (86) is meant to be an upper bound of the Wasserstein error approximation of the invariant measure µ:
Here, the other parameters are set to: ∆t = 10 −3 ,n = 10 4 . Figure 2 . Strong error convergence at a large time with respect to N The result shows that the convergence in space happens at an order of at least 1/2.
Convergence in time.
We apply the same procedure to study the convergence with respect to the time step ∆t. A reference solution is computed for the time step ∆t ref = 2 −11 , and for a numbern = 10 × 2 11 of iterations, we compute the following L 2 error 1 nn
, which is supposed to be an upper bound of the Wasserstein distance error between the respective invariant measures for (11) and for (15):
This error is evaluated when ∆t takes values in {2 −4 , 2 −5 , . . . , 2 −10 } and for N = 256. A rate of convergence of 1/2 also stems from this experiment.
Burgulence estimates.
Endowed with the Burgers flux function, Equation (1) may be interpreted as a onedimensional and simplified version of the Navier-Stokes system, and as such, it is considered a toy model for turbulence (the so-called burgulence, see for instance [6, Chapter 1] or [20, 21] in this prospect). According to the turbulence theory dating back to Kolmogorov, universal properties emerge as a turbulent dynamical system approaches its stationary state.
Here, we will try to recover numerically two of these properties which, in a framework close to Equation (1), have been proved rigorously in Boritchev's work [6] . The first one concerns the decay rate of the energy spectrum. Let u be an L 2 0 (T)-valued random variable whose distribution is the invariant measure µ of the process associated to (1), and letû k denote, for any k ≥ 1, the k-th Fourier coefficient of u:
Here, we call energy spectrum the function E defined for all k ≥ 1 by E(k) := E[|û k | 2 ]. This function satisfies a specific decay rate [6, Theorem 4. Here, x ∼ y means that there exists a constant C > 0 such that C −1 y ≤ x ≤ Cy. The inertial range I is defined with more details in [6, Section 4.6] . To give a physical interpretation of this interval, it corresponds to the range of scales in which the energy of the system is transported from large scales to smaller ones. If we write I = [α, β], the inertial range is positioned between the energy range [β, 1] containing the large scales, which in our case are generated by the stochastic forcing, and the dissipation range [0, α] containing the small scales dissipated by the viscous term. In particular, α depends linearly on ν.
The second universal property of interest concerns the flatness, that is the function F defined by
where u is a random variable with distribution µ. The flatness aims to be an indicator of the spatial intermittency in the turbulent system described by (1) . A decay rate for F in the inertial range is provided in [6, Corollary 4.6.9]:
Proposition 5.2. Let I be the inertial range from Proposition 5.1. Then,
From (15), we computed the numerical approximations of the energy spectrum and the flatness. These computations are plotted in Figure 4 . More precisely, we used the following respective approximations: Proof of Lemma 2.3. Let u ∈ R N 0 and q ∈ 2N * . Summing by parts and using (12) and (13), we have By periodicity, both terms of the right-hand side can be summed by parts, which leads to
Observe that since the function sign : R → R is non-decreasing, each term of the second sum is non-negative. As for the first sum, it follows from the monotonicity property ofĀ that each term is non-positive. Let us address for instance the case where u i+1 ≥ v i+1 and u i ≤ v i . Then, on the one hand, we have sign(u i+1 − v i+1 ) − sign(u i − v i ) = 2. On the other hand, we haveĀ
The case where u i+1 ≤ v i+1 and u i ≥ v i is treated symmetrically.
(ii) Let u ∈ R N 0 . We have
Lemma 2.3 with q = 2 shows that the first term of the above decomposition is non-positive. Summing by parts the second term yields the result.
Proof of Lemma 3.1. (i) The wanted equality follows from standard computations.
(ii) Let us start with the first inequality. We have
As for the second inequality, we have Acknowledgements. The authors are thankful to Charles-Édouard Bréhier for insightful discussions.
