Ratiometric determination of the efficiency of fluorescence or F€ orster resonance energy transfer (FRET) is one of the most widespread methods for the characterization of protein clustering and conformation. Low photon numbers, often present in pixel-by-pixel determination of FRET efficiency in digital microscopy, result in large uncertainties in the derived FRET parameter. Here, we propose a method based on maximum likelihood estimation (MLE) of FRET efficiency using photon counting detectors to overcome this limitation. Intensities measured in the donor, FRET, and acceptor channels were all assumed to follow Poisson statistics as a result of detector shot noise. The joint probability of photon numbers detected in the donor, FRET, and acceptor channels was derived using an equation describing the relationship between the three measured intensities. The FRET efficiency generating the measured photon numbers with the largest likelihood was determined iteratively providing a single FRET value for all pixels in the calculation. Since as few as 100 pixels are sufficient to provide a maximum likelihood estimate for FRET, biological variability in FRET values can be revealed by performing the analysis for regions of interests in an image. Since the algorithm provides the probability of a combination of donor, FRET, and acceptor intensities observed in each individual pixel given a certain FRET efficiency, outlier pixels with low probabilities could be excluded from the analysis. Simulations carried out with low photon numbers in the presence and absence of outlier pixels revealed that the proposed approach can reliably and reproducibly estimate FRET efficiency. In addition, systematic evaluation of the simulation results showed that the distribution of pixel-by-pixel FRET efficiencies is skewed, and the mean of these FRET values is a biased and unreliable estimate of the FRET efficiency. In the absence of outlier pixels, FRET calculated from summed donor, FRET, and acceptor intensities proved to be as reliable as MLE. We conclude that MLE of FRET outperforms calculations using summed and pixel-bypixel intensities in biologically relevant situations involving low photon numbers and outlier pixels.
INTRODUCTION
FLUORESCENCE or F€ orster resonance energy transfer (FRET) is regularly applied for analyzing the clustering and conformation of proteins (1) (2) (3) . The radiationless transfer of energy from an excited donor to a nearby acceptor is manifested in several measurable changes, which has led to a multitude of different methods for calculating FRET. There are approaches measuring properties of either the donor or the acceptor including FRET-induced shortening of the donor lifetime, slowing of donor photobleaching, comparing donor intensities before and after acceptor photobleaching or saturation, comparing acceptor photobleaching in the presence and absence of the donor or measuring emission anisotropy to reveal homo-or hetero-FRET (1, (4) (5) (6) (7) (8) (9) (10) . Although these methods have been regularly used and have solid foundations, ratiometric or intensitybased approaches probably enjoy the most widespread use due to their affordability and flexibility.
Two different implementations of ratiometric measurement of FRET have been described: (i) the "three-cube" approach measuring intensities in three fluorescence channels corresponding to donor and acceptor fluorescence and FRET (2, 11) ; (ii) spectral FRET measuring the emission spectrum (12, 13) . In a FRET system considered with full complexity there are five different species: (i) uncomplexed (acceptorfree) donor and acceptor-bound donor having emission characteristics of the donor and (ii) uncomplexed (donor-free) acceptor and donor-bound acceptor excited directly or by FRET having emission characteristics of the acceptor. Although uncomplexed donor and acceptor can be resolved under certain conditions, they are usually not considered leaving us with three species (12, 13) .
The literature abounds with FRET indices resulting from a somewhat arbitrary normalization of intensity measured in the FRET channel (14) (15) (16) . No matter how enticing these methods are due to their simplicity, they have been shown to be nonlinear with respect to changes in FRET efficiency, and their quantitative correlation with the physical process of FRET and with the conformation or clustering of biomolecules is unclear (17) . Therefore, quantitative determination of FRET efficiency is preferred, although k t /k f imaging (k t and k f are the rate constants of FRET and fluorescence decay, respectively) has been suggested to outperform the former approach due to its independence from the donor quantum yield and its superior properties at high FRET efficiencies (1, 18) .
Ratiometric measurement of FRET requires correction for spectral overspill and the determination of a factor variably called a or G expressing the fluorescence intensity ratio of an excited acceptor molecule detected in the FRET channel and an excited donor molecule measured in the donor channel (2, 11, 15, 19) . Determination of a is challenging, and several methods have been put forward for its determination (20) (21) (22) (23) (24) . Complications can also arise in the measurement of spectral overspill factors due to their reported intensity dependence (25) . Quantitative, ratiometric FRET measurements can be performed in fluorometry, flow cytometry and microscopy. The latter approach can reveal spatial heterogeneity in single cells; therefore, FRET is often calculated on a pixel-by-pixel basis. In such measurements photobleaching poses problems, which can be corrected (26) or exploited for resolving protein oligomerization states (27, 28) . Due to the low expression level of proteins and short pixel dwell times limited by phototoxicity and photobleaching the number of detected photons/pixel is often low. Consequently, large relative errors in the number of detected photons arise as a result of the Poissonian nature of photon statistics leading to large variance and systematic deviation in the calculated FRET effi-ciency due to error propagation. The effect and significance of this phenomenon have not been explored yet.
Here, we propose a method based on maximum likelihood estimation (MLE) of FRET efficiency to overcome the limitations posed by low photon numbers. Not only can our approach provide accurate estimates for the efficiency of FRET at low photon numbers, but it can also eliminate outlier pixels if their likelihood is low. Simulations of ratiometric FRET measurements with low photon numbers revealed significant distortions in pixel-by-pixel calculations of FRET efficiency. Evaluation of experimental and simulated data provides evidence that the proposed MLE approach is a reliable method for the estimation of FRET efficiency.
THEORY

Basic Assumptions
In ratiometric measurement of FRET in microscopy intensities are measured in the donor, FRET and acceptor channels. If FRET is calculated on a pixel-by-pixel basis, spatial resolution comes at the price of low intensities resulting in large error in the FRET calculation (2) . If intensities are averaged or summed in the image, error in the calculated FRET efficiency will be significantly reduced, but spatial resolution will be lost preventing us from excluding outlier pixels, that is, pixels in which the FRET efficiency is largely different from the rest of the image due to biological variation or measurement error other than photon statistics. In the current article we propose a method, which (i) reduces uncertainty in the calculated FRET efficiency introduced by error propagation in the presence of low photon numbers; (ii) is able to eliminate outlier pixels from the image. It is assumed that all pixels excluding the outliers can be characterized by a single FRET efficiency, which is calculated by MLE capitalizing on the Poisson statistics of photon detection. Therefore, a microscope equipped with photon counting detectors is required for the applicability of the method. Although the assumption of a single FRET efficiency for all pixels (i.e. the elimination of outlier pixels) overlooks biological variation, the uncertainty of pixelwise FRET efficiencies under conditions of low photon counts would blur differences between pixel-by-pixel FRET values anyway. Therefore, under these conditions the presence of outlier pixels can most likely be attributed to measurement artifacts, which are to be eliminated. Although complex methods including MLE and spectral imaging have already been applied for reconstructing FRET images (13, 29, 30) , our aim was to develop a method suitable for the most widely used, three-cube version of intensity-based or ratiometric FRET experiments in which only three images of the same field are acquired (donor, FRET, and acceptor channels).
Likelihood of the Measured Intensities
Intensities measured in the donor, FRET and acceptor channels are designated by I 1 , I 2 , and I 3 , respectively, and they can be expressed as a function of the unquenched donor intensity (I D ), the directly excited acceptor intensity (I A ) and the FRET efficiency as follows (see Supporting Information,  Table S1 for a definition of variables in the "Theory" section):
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where S 1-4 are spectral overspill factors and a compares the intensity of an excited acceptor molecule detected in the FRET channel to that of an excited donor molecule detected in the donor channel. S 1 and S 3 are the overspill of the donor to the FRET and acceptor channels, respectively, whereas S 2 and S 4 are the overspill of the acceptor to the FRET and donor channels, respectively. Detailed definitions of a and spectral overspill factors as well as considerations leading to equation set 1 have been published elsewhere (2, 11) . I 2 can be expressed as a function of I 1 and I 3 from equation set 1:
The likelihood of the measured intensities is calculated assuming the intensities follow a Poisson distribution: 
where the expression in the first, second and third square brackets correspond to the likelihood of the measured I 2 , I 1 , and I 3 intensities, respectively. Subscript p designates predicted intensities, which will have to be determined. P is the likelihood of the measured intensities determined as the product of the likelihood of individual pixels k for all of the n pixels assuming a FRET efficiency of FRET present in the constants c d and c a . The log-likelihood of the measured intensities is shown by the following equation:
Determination of the Predicted Intensities I 1,p and I 3p
The partial derivatives of the log-likelihood function with respect to I 1p,k and I 3p,k are @L @I 1p;k 5
The predicted intensities maximize the log-likelihood; therefore, the zero of the partial derivatives is determined: @L @I 1p;k 50; @L @I 3p;k 50: 
Determination of the FRET Efficiency Parameters c d and c a defined in Eq. (2) and the predicted I 1 and I 3 intensities calculated according to Eq. (7) were substituted into Eq. (4). The only free parameter remaining in the above expression is the FRET efficiency. The FRET value at which the above expression reached its maximum was considered to be the maximum likelihood estimate of FRET. Since the maximum likelihood function is strictly unimodal, that is, it does not have local extrema, its local maximum was found by the FindMaximum function of Mathematica (Wolfram Research, Champaign, IL). The confidence interval of the determined FRET efficiency was determined by plotting the likelihood of the measured intensities as a function of the FRET efficiency.
Discrimination of Outlier Pixels using Thresholded Maximum Likelihood Estimation: Thresholded MLE
Equations (3) and (4) give the likelihood of each pixel. Even when all pixels are characterized by a single FRET efficiency without significant biological variation or measurement error other than photon statistics (i.e. no outlier pixels present), there will be a distribution of likelihood values. A threshold likelihood is chosen based on such a simulated dataset without outlier pixels corresponding to the 10 th percentile or other arbitrarily chosen percentile of the likelihood distribution. When analyzing the dataset containing outlier pixels only pixels whose likelihood is higher than the threshold will be included in calculating the overall likelihood of all pixels in the image, that is, the summation in Eq. (4) or the product in Eq. (3) will only include pixels above the threshold likelihood. As shown in the results section this approach efficiently eliminates outlier pixels from the measured data set.
Maximum Likelihood Estimation of Spectral Overspill Factors
The procedures outlined in the preceding sections can also be used for estimating spectral overspill factors (S 1-4 ) in Eqs. (1), (2) . The relationship between two intensities (I x , I y ) is described by the following linear equation:
In this equation the proposed intensity dependence of overspill factors is disregarded (25) . Indeed, we will show in the results section that the Poisson statistics of photon detec-tion can lead to the observed intensity dependence in ratio parameters. The likelihood of the measured intensities is
where the expressions in the 1st and 2nd square brackets correspond to the likelihood of I y and I x , respectively. The loglikelihood is expressed by the following equation:
with I xp,k standing for predicted intensities of I x . The predicted intensities are determined by equating the partial derivative of the log-likelihood with respect to I xp,k to zero:
The meaningful, positive root of the above quadratic equation is
We can proceed in two different ways to derive S and b in Eq. (8) . In the first approach the partial derivatives of the loglikelihood with respect to S and b are determined: 
Solving equation set 13 after substituting I xp,k from Eq. (12) yields the overspill factor S and the intercept b. In most cases the intercept can be assumed to be zero significantly simplifying the equation for I xp,k : 
Equating the above equation with zero and numerically solving for S provides the spectral overspill factor assuming a zero intercept.
In the second approach I xp,k from Eq. (12) is substituted into Eq. (10) and the maximum of the log-likelihood is found by varying S and b, or only S if the intercept is assumed to be zero using Mathematica. This second approach is preferred since it yields the likelihood of each pixel providing for the elimination of outlier pixels with likelihood values under the threshold.
MATERIALS AND METHODS
Simulations
Monte Carlo simulations were carried out to test whether the approach outlined in the Theory section can be applied to estimate FRET. Four different simulations were carried out in Mathematica:
A. Determination of FRET efficiency in the absence of outlier pixels: The unquenched donor (I d ) and directly excited acceptor (I a ) intensities were assumed to follow a normal distribution with parameters described in Table 1 . Three different intensity ranges were tested with photon numbers as low as 5 photons/pixel. I 1 -I 3 expected intensities were calculated according to Eq. (1) using overspill factors and the a parameter shown in Table 1 . The detected photon numbers in the I 1 -I 3 channels were generated according to the Poisson distribution using the I 1 -I 3 expected
intensities as mean values. FRET was determined by MLE, on a pixel-by-pixel basis and from summed intensities as described elsewhere (2, 11, 22) . B. Determination of FRET efficiency in the presence of outlier pixels (thresholded MLE): A random dataset of 10000 pixels was generated according to parameters of the medium intensity condition (mean photon number of 10 for I d and I a ) specified in Table 1 . FRET was estimated using the maximum likelihood approach and the likelihood of each pixel at the estimated FRET value was calculated according to Eq. (3). The 10th percentile of the likelihood distribution was chosen as the threshold value. Next, the dataset was contaminated by adding a Gaussian noise with mean values of 10, 5 and 15 in the I 1 , I 2 and I 3 channels, respectively, to 1/3 of the pixels. FRET was evaluated using the thresholded MLE approach using the cutoff likelihood determined as described above. C. Determination of overspill factors in the absence of outlier pixels: Intensity FL-X was assumed to spill over to intensity FL-Y. A normally distributed random dataset was generated (m510, r510) and the overspill factor was assumed to be 0.25, i.e. FL-Y50.25ÁFL-X. Poissonian noise was added to both FL-X and FL-Y to simulate a microscope working in the photon counting mode. The simulated FL-X and FL-Y intensities were used for determining the overspill factor. D. Determination of overspill factors in the presence of outlier pixels (thresholded MLE): A random dataset with parameters in point C was generated and the overspill factor was determined using MLE. The likelihood of every pixel at the determined overspill factor was calculated according to Eq. (9), and the 10th percentile of the likelihood distribution was chosen as the threshold likelihood. A Gaussian noise with a mean and SD of 20 and 25, respectively, was added to both channels in every second pixel and the overspill factor was evaluated with the thresholded MLE method using the threshold likelihood determined as described above.
Confocal Microscopy
Image acquisition was carried out on an Olympus FV1000 confocal microscope run in pseudo-photon counting mode using a 603 oil immersion objective (N.A.5 1.35). In pseudo-photon counting mode the pixel dwell time is split into smaller time windows for which the analog output of the photomultiplier tube (PMT) has been calibrated with respect to photon numbers. However, the final integrated, digital readout parameter of the PMT is not equal to the absolute photon count, but the photon number multiplied by a constant, which had to be determined as described elsewhere (31) . In the experiment with fluorescent proteins excitation in the donor (Cerulean) and FRET channels was performed at 458 nm, and emission was detected in the wavelength range of 475-505 and 530-630 nm, respectively. The acceptor (Venus) was excited at 515 nm and detected between 530 and 630 nm. For imaging antibody-stained tissue samples the donor (Alexa -Fluor546) was excited at 543 nm and its emission was meas-ured between 555 and 625 nm. The acceptor (AlexaFluor647) was excited at 633 nm and detected between 655 and 755 nm. Images corresponding to the FRET channel were recorded using the excitation wavelength of the donor and the emission range of the acceptor. Measurement of emission in spectral ranges was carried out with the spectral detectors of the microscope. The pixel dwell time was varied between 2 and 10 ms.
Calculation of FRET Efficiency
Images stored as TIFF files were processed using the Dip-Image toolbox (University of Technology, Delft, The Netherlands) in Matlab (Mathworks, Natick, MA). Each channel was background-corrected by subtracting a constant corresponding to the intensity of a label-free area from every pixel. The images were thresholded, and the intensity values of pixels above the threshold were exported to Mathematica where all further analysis was carried out. Calculation of FRET efficiency on a pixel-by-pixel basis and from summed intensities was performed using a formalism described previously (2) . MLE of FRET was carried out as described in the Theory section.
Cells, Tissue Samples, Plasmids and Antibodies
HeLa cells obtained from ATCC (American Type Culture Collection, Manassas, VA) were cultured according to their specifications. Cells plated in 8-well chambered coverglasses (Planegg, Germany) were transfected with plasmids encoding Cerulean, Venus, C5V, C17V, and C32V (32) constructs 2 days before confocal microscopy. The plasmids code for soluble fluorescent proteins used as donor (Cerulean), acceptor (Venus), and FRET (C5V, C17V, C32V) standards. The FRET calibration constructs contain donor and acceptor separated by amino acid linkers of different lengths (32) . Transfection was carried out using 0.3 mg DNA/well by Lipofectamine2000 Five-thousand normally distributed random numbers corresponding to the unquenched donor (I d ) and directly excited acceptor intensities (I a ) were generated according to the mean and SD parameters shown in the table. The expected values of I 1 -I 3 intensities were calculated according to Eq. (1) using the parameters in the table. Three different data sets were created with low, medium and high photon numbers with identical spectroscopic constants and FRET value. The measured intensities were generated by a Poisson process using the expected I 1 -I 3 intensities as mean values of the Poisson distribution.
(Life Technologies/Thermo Fisher Scientific, Waltham, MA). The Lipofectamine2000/DNA ratio was 1:0.3.
Tissue samples of breast cancer patients were obtained from the Uzsoki Teaching Hospital (Budapest, Hungary) and they were stored in liquid nitrogen. 4-mm thick sections were cut with a cryostat and tissue slices were stored at 270 C until staining. Samples were fixed in 4% HCHO for 30 min on ice followed by blocking in 1% BSA for another 30 min. Cells were labeled with 20 mg/mL AlexaFluor546-trastuzumab and/ or AlexaFluor647-pertuzumab at 4 C overnight followed by washing and covering with Mowiol (Sigma-Aldrich, St. Louis, MO). Trastuzumab and pertuzumab are humanized monoclonal antibodies against two non-overlapping epitopes of ErbB2. When one of the antibodies is labeled with a donor, while the other with a suitable acceptor, they constitute an intramolecular FRET pair due to the fact that the antibodies do not compete with each other, but they are sufficiently close to each other for FRET to take place (33) . Trastuzumab was purchased from Roche (Basel, Switzerland) while pertuzumab was a kind gift from Genentech (South San Francisco, CA). Antibodies were labeled with AlexaFluor dyes (Life Technologies/Thermo Fisher Scientific) according to the specifications of the manufacturer. Collection of patient material has been approved by the Science and Research Ethics Committee of the National Health Science Council of Hungary (ad.335/PI/ 2007). Informed consent has been obtained from all patients by the physicians responsible for their treatment.
RESULTS AND DISCUSSION
Maximum Likelihood Estimation of FRET Efficiency in the Absence of Outlier Pixels
Monte Carlo simulations with parameters described in the Methods section were carried out to evaluate the method based on MLE for FRET measurements. In a single simulation a dataset of 5000 pixels was generated and FRET was determined using five different approaches: (i) MLE; (ii-iv) the mean, trimmed mean and median of FRET efficiencies calculated on a pixel-by-pixel basis; and (v) FRET calculated from summed I 1 -I 3 intensities. In order to test the reliability of the different approaches the simulation was repeated 100-times. MLE of FRET reproducibly estimated the FRET efficiency of 0.25 used in the simulations even under conditions of extremely low photon numbers judged from the SD values ( Table 2 ). FRET calculated from summed intensities was as reliable as MLE, while pixelwise calculation turned out to be a poor estimate of the simulated FRET efficiency since only the median at relatively high photon numbers (25 photons/pixel) was accurate and precise. (The term accuracy describes how close the estimate is to the simulated value and it is judged by the mean. Precision or reproducibility is related to how close repeated estimations are to each other and it is evaluated from the SD values.) The poor performance of pixelwise FRET calculations at low photon numbers is also exemplified by the wide distribution of FRET efficiencies in a single Monte Carlo simulation (Fig. 1 ). Although the low and medium intensity datasets probably represent extreme conditions, FRET histograms similar to that in Figure 1C (high intensity dataset) are not uncommon in FRET microscopy (34) . Since a single FRET efficiency was assumed for all pixels in the simulations, the shape of the histograms is solely determined by error propagation, and it has nothing to do with any pixel-by-pixel heterogeneity in the FRET efficiency. This finding supports the assumption that a single FRET value is sufficient to describe the distribution of calculated FRET efficiencies under conditions of low intensity. The confidence interval of MLE was determined by calculating the likelihood of the simulated intensities according to Eq. (3) as a function of FRET efficiency. The confidence plots also reveal that MLE provides an excellent estimate for the simulated FRET value (Fig. 1 ). All these analyses convincingly show that the maximum likelihood approach and calculations using summed intensities are accurate and precise estimators of FRET. By comparing different estimators of ratio parameters (e.g. overspill factors) calculations from summed intensities have also been found to perform significantly better than those using pixel-by-pixel intensities (35) .
Standard Deviation and Confidence Interval of Maximum Likelihood Estimation of FRET as a Function of the Number of Pixels
MLE turned out to be a suitable method to determine FRET efficiency, but it sacrifices the ability to uncover pixelby-pixel differences since a single estimate is provided for all the pixels in the dataset. However, it is possible to analyze regions of interest separately in an image using MLE to reveal spatial heterogeneity. Therefore, it is of importance to determine how the size of the dataset determines the reliability and Random, measured intensities were generated according to Table 1 assuming a FRET 5 0.25. The process was repeated 100-times and the FRET efficiency was estimated by five different methods for each dataset consisting of 5,000 I 1 -I 3 data triplets. The mean6SD of the calculated FRET values are shown in the table.
Original Article reproducibility of the approach. The simulation using the medium intensity dataset described in the previous section was carried out 100-times with datasets of different sizes ranging from 12 to 6400 pixels. The results showed that as few as 100-200 pixels were sufficient to provide reasonably accurate and precise estimates for the simulated FRET value (Fig. 2) . The confidence plots of single MLE estimations also confirmed this conclusion. A dataset of 100 pixels may be derived from a square region of interest with a width of 10 pixels corresponding to a distance of 1 mm assuming a pixel size of 100 nm. Therefore, these simulations show that subcellular resolution can be achieved by MLE with intensities as low as 10 photons/pixel. Consequently, cells or regions of interest inside cells can be analyzed separately to reveal biological variation. It has to be noted that the spatial resolution of $1 mm described above translates to true resolution only if the pixel size of the microscope matches its optical resolving power according to the Nyquist criterion. Determination of spatially resolved FRET efficiency is further discussed in the Supporting Information ("Spatial resolution achieved in MLE of FRET efficiency").
Maximum Likelihood Estimation of FRET Efficiency in the Presence of Outlier Pixels: Thresholded MLE
There is another way of endowing MLE with the ability to resolve spatial heterogeneity. In many biological samples a subpopulation of pixels, designated outlier pixels, is contaminated by noise of biological or instrumental origin. While it is justified to remove pixels standing out of the majority of pixels as a results of instrumental noise, biologically relevant heterogeneity should not be overlooked. However, under conditions of low photon counts, where the MLE approach is advised to be used, biological heterogeneity is unlikely to be detected as a result of the wide distribution of the pixelwise FRET histograms as demonstrated previously (Fig. 1, Table 2 ). Therefore, pixels to be removed are assumed to result from noise of instrumental origin in the forthcoming discussion. If these pixels are included in the calculation, they will signifi-cantly distort the estimation. The maximum likelihood approach provides a way to eliminate these outlier pixels if MLE is performed only with pixels with likelihood values above a cutoff value (thresholded MLE). The threshold likelihood was determined from a simulated dataset of pixels without outlier values as described in the Methods section (Fig.  3A) , and thresholded MLE was carried out with a dataset in which 1/3 of the pixels contained Gaussian noise (see the "Methods" section for details of the simulation). The analysis revealed that only the thresholded maximum likelihood approach was able to provide a precise and accurate estimate for the simulated FRET efficiency ( Table 3 ). The likelihood distribution of all pixels revealed an extra peak below the likelihood threshold (Fig. 3B ). Most of these pixels corresponded to the pixels with added Gaussian noise (Fig. 3C, Supporting  Information, Fig. S2 ). The confidence plot of a single thresholded MLE and the distribution of FRET values resulting from repeating the estimation 100-times both confirm the reliability of the approach (Fig. 3D ). It is important to point out that neither calculations with pixelwise, nor with summed intensities provided a good estimate for the simulated FRET efficiency. One may assume that the histogram of pixelwise FRET efficiencies or a dot plot of photon numbers provide a way to eliminate outlier pixels. However, the histogram of calculated pixelwise FRET intensities corresponding to pixels with and without added noise show a considerable overlap preventing us from recognizing outlier pixels (Fig. 3E) . Similarly, the two dimensional histogram of detected intensities in the FRET and donor channels seems to contain a single population making the discrimination of outlier pixels impossible (Fig. 3F) .
Maximum Likelihood Estimation of Spectral Overspill Factors
It has already been suggested that pixelwise calculations provide a biased estimate for overspill parameters (35) . We compared the performance of MLE estimation and calculations using pixelwise and summed intensities to estimate Figure 1 . Maximum likelihood estimation and pixelwise calculation of FRET efficiency with simulated datasets. Datasets containing 5000 pixels were generated according to Table 1 with a simulated FRET value of 0.25. The distribution of FRET values calculated on a pixel-bypixel basis is shown by the thin black lines. FRET was also determined by MLE and the normalized likelihood values display the confidence plot (thick red lines). [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] overspill parameters. Approaches based on MLE or those using summed intensities turned out to be equally reliable in the absence of outlier pixels (Supporting Information, Table  S2 ). In light of the results described in the previous section outlier pixels were expected to bias the estimation using summed intensities significantly. In order to test this assumption a random data set, described in detail in the Supporting Information (Table S2 and Fig. S3 ), was generated. Using a cutoff likelihood determined from a dataset without outlier pixels thresholded MLE was carried out providing a reliable estimate for the simulated overspill parameter (Supporting Information, Table S3 , Fig. S3 ). Conclusions reached from thresholded MLE of overspill parameters are similar to those described for thresholded MLE of FRET: (i) neither pixelwise calculations, nor calculations from summed intensities provided an accurate estimate for the simulated ratio parameter in the presence of outlier pixels (Supporting Information, Table S2 ). In addition, conventional linear regression also misestimated the overspill parameter (Supporting Information, Fig. S3F ). (ii) Most outlier pixels were correctly identified by the algorithm because their likelihood was under the threshold ( Supporting Information, Fig. S3C ); (iii) Observation of histograms of the overspill parameter calculated on a pixelby-pixel basis ( Supporting Information, Fig. S3E ) or dot plots of intensities ( Supporting Information, Fig. S3F ) did not reveal the outlier pixels.
Poisson Statistics of Photon Detection Leads to Intensity Dependence of Overspill Factors
Ratio or overspill parameters are important in many biological applications of image analysis. Therefore, considerable attention has been paid to their accurate and reproducible determination (25, 35) . Although it is usually assumed that the ratio of intensities of a fluorophore detected in two distinct wavelength ranges by two detectors is constant, intensity dependence of overspill parameters has recently been reported (25) . Intensity dependent detector gain and spread of the signal to neighboring pixels have been blamed for this phenomenon (25, 36) . Here, we intend to show that such apparent intensity dependence of ratio parameters calculated on a pixel-by-pixel basis also arises as a result of the statistical nature of photon detection. Intensities distributed according to various distributions were generated (FL-X) followed by calculating the FL-Y intensity assuming that 25% of the FL-X intensity spills over to FL-Y. Poisson noise was added to both intensities and the overspill parameter was determined on a pixel-by-pixel basis. Depending on the distribution of the FL-X intensity various intensity dependencies were generated (Supporting Information, Fig. S4 ). The apparent intensity dependence was typically much more significant if the mean FL-X intensity was low (Supporting Information, Fig. S4B-D) . There is a tendency to overestimate the overspill parameter at low intensities and to underestimate it at high intensities. This phenomenon is accounted for in the Supporting Information. Although any kind of noise is expected to distort the calculation of the ratio (overspill) parameter, the significance of our finding lies in the fact that detector shot noise is unavoidable and will therefore always be present in any kind of measurement in which the signal to noise ratio is low.
Maximum Likelihood Estimation of FRET Efficiency using Cerulean-Venus Constructs
Having established the theoretical foundation and applicability of MLE-based FRET evaluation on simulated datasets the method was tested on experimental data. Cells were transfected with fusion constructs of Cerulean and Venus in which the two fluorescent proteins were separated by linkers of different lengths (32) . Spectroscopic overspill factors (S 1-4 ) were determined in cells transfected with only Cerulean or Venus using MLE ( Supporting Information, Fig. S5) . The a parameter was calculated using the Cerulean-Venus fusion constructs as described previously (Ref. [20) , Supporting Information, Fig. S5 ). The images for FRET calculations were recorded in the photon counting mode of a confocal microscope using low laser intensities to ensure low photon numbers ($5-10 photons/pixel). MLE provided FRET values which were in agreement with published results (C5V: 0.42 6 0.04; C35V: 0.3 6 0.03 according to MLE (Fig. 4A ) compared to published results obtained by fluorescence lifetime-based FRET Figure 2 . The number of pixels influences the uncertainty of maximum likelihood estimation of FRET. (A) Random datasets containing different number of pixels was generated using parameters of the medium intensity condition described in Table 1 . The simulation was repeated 100-times and the mean 6 SD of the FRET values determined by MLE are shown as a function of the size of the dataset. (B) The confidence interval of a single MLE of FRET is plotted for datasets of different sizes. The number of pixels contained in the simulated dataset is shown in the legend. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] Figure 3 . Maximum likelihood estimation of FRET in the presence of outlier pixels. (A) A random dataset of 10,000 pixels was generated using parameters of the medium intensity condition described in Table 1 . FRET was determined by MLE. The likelihood of individual pixels was calculated and their distribution was displayed. The likelihood corresponding to the 10th percentile is shown by the red dashed line. (B) A random dataset described in (A) was generated and Gaussian noise was added to 1/3 of the pixels (for details consult the Methods section). FRET was calculated by MLE using pixels whose likelihood was above the 10th percentile determined in (A) (thresholded MLE). The distribution of likelihood values of all pixels (both above and below the threshold) was plotted. The red dashed line shows the 10th percentile from A for comparison. (C) FRET was determined by thresholded MLE from the dataset described in (B). The number of pixels in which the likelihood was below (L<thr) and above (L>thr) the threshold (10th percentile in A) was determined for pixels with ("1bg") or without ("no bg") Gaussian noise showing that pixels with added Gaussian noise are more likely to be under the likelihood threshold than those without added noise. (D) The confidence plot of a single, thresholded MLE of FRET using the dataset containing outlier pixels [described in (B)] was calculated and shown as normalized likelihood values by the red line. The same simulation was repeated 100-times and the distribution of FRET efficiencies determined by thresholded MLE is shown (black line). (E) FRET was calculated on a pixel-by-pixel basis using the dataset described in B. The distribution of FRET values of all pixels ("all"), those with ("1bg") and without ("no bg") added Gaussian noise is shown. (F) Two-dimensional histogram of the simulated I 1 and I 3 intensities of the dataset described in (B). [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] measurements (32): 0.43 6 0.02 (C5V), 0.31 6 0.02 (C35V). P > 0.6 for the comparison of our and published results using Student's t-test.). On the other hand, pixelwise calculations were difficult to interpret. The FRET histogram was wide and asymmetrical giving the false impression of heterogeneity. From among measures of central tendency only the median provided a reasonable estimate for the FRET efficiency (medians for the C5V and C35V constructs were 0.4 6 0.05 and 0.31 6 0.03, respectively). These findings were in agreement with those obtained in simulations. These findings have important implications for designing experiments. In many studies aimed at investigating protein interactions the targets fused to fluorescent proteins are expressed at a high level in order to have sufficiently high fluorescence intensities. But overexpression of proteins can lead to the generation of such interactions which are not present under physiological or even pathologically increased expression levels. The methods presented in the current article make reliable estimation of FRET efficiencies possible at significantly lower expression levels at which nonspecific interactions are not expected to form.
Maximum Likelihood Estimation of FRET Efficiency in Tissue Samples
MLE of FRET was tested on tissue samples, a challenging experimental condition due to high autofluorescence and the presence of outlier pixels. ErbB2-overexpressing breast cancer tissue samples were labeled with AlexaFluor546-trastuzumab and AlexaFluor647-pertuzumab constituting a FRET pair for measuring intramolecular energy transfer between two nonoverlapping epitopes of ErbB2. MLE-based determinations of FRET in images without outlier pixels provided FRET values (0.34 6 0.05) in agreement with previous results and with measurements carried out with SKBR-3 breast cancer cells labeled with the same kind of antibodies (0.3 6 0.03, P > 0.3) (Ref. [33) , Fig. 4B ). Pixelwise calculation of FRET in the same samples performed reasonably well with the median providing the best estimate. The reason for the reliability of pixelwise calculations lies in the significantly higher photon number ($20-30 photons/pixel) than in experiments with the Cerulean-Venus fusion constructs ($5-10 photons/pixel).
The method was also evaluated on images with outlier pixels. Thresholded MLE provided a FRET value of 0.38 6 0.05 by eliminating most outlier pixels from the analysis ( Fig. 4C and Supporting Information, Fig. S6 ). These findings are in reasonably good agreement with results obtained for a sample without outlier pixels (see previous paragraph, P > 0.3). Calculations from summed and pixelwise intensities were also carried out, but all of these methods provided Random, measured intensities of 10,000 pixels were generated according to the medium intensity dataset described in Table 1 and 1/3 of the pixels was contaminated with a Gaussian noise with mean values of 10, 5, 15 in the I 1 , I 2 , and I 3 channels, respectively. The simulation was repeated 100-times and FRET was estimated by five different approaches. The mean 6 SD of the estimates is displayed in the table. Cells were transfected with a construct in which Cerulean and Venus were separated by a 5-amino acid (C5V) or a 32-amino acid linker (C32V). Images were captured in the donor, FRET and acceptor channels using a confocal microscope operating in the photon counting mode. FRET was determined on a pixel-by-pixel basis and the distribution of FRET values is displayed by the red and black lines. FRET was also calculated by MLE and the confidence interval of the determined FRET value is shown by the orange and gray lines. (B,C) Breast cancer tissue samples were labeled with AlexaFluor546-trastuzumab and AlexaFluor647-pertuzumab to measure intramolecular FRET between two non-overlapping epitopes of ErbB2. FRET between these epitopes was found to be 0.3 in cultured cells labeled with the same antibodies serving as a reference for the measurements with tissue samples. After determining the necessary spectroscopic constants FRET was calculated on a pixel-by-pixel basis and using MLE. The distribution of pixelwise FRET efficiencies and the confidence interval of MLE for an image without outlier pixels are shown in (B). An image in which outlier pixels seemed to be present (Supporting Information, Fig. S6 ) was analyzed. The distribution of pixelwise FRET values and the confidence interval of MLE and thresholded MLE of FRET are shown in (C). [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] inaccurate estimates (FRET from summed intensities: 0.57 6 0.04; median of pixelwise FRET: 0.52 6 0.05). MLE without thresholding also misestimated the FRET value (0.57 6 0.04). The reason for the failure of methods other than thresholded MLE becomes apparent when observing the distribution of pixelwise FRET values (Fig. 4C) . These methods provided estimates which were closer to the peak above 0.5. On the other hand, thresholded MLE successfully eliminated 1,506 outlier pixels from the total of 2,365 analyzed pixels thereby providing an estimate corresponding to the peak below 0.5. This latter peak corresponds to non-outlier pixels, a conclusion reached by comparing it to the histogram in Figure 4B .
CONCLUSIONS
A. We have developed MLE of FRET efficiency and we have shown in simulations and experiments that it works in the presence of low photon numbers and outlier pixels, conditions known to be practically important in biology.
Since only a single estimate is provided for a population of pixels, the ability to resolve spatial heterogeneity is lost. But analyzing regions of interest of $100 pixels separately gives an opportunity for limited spatial resolution. B. Only thresholded MLE performed well if outlier pixels were present in simulations and experiments, i.e. in datasets contaminated with noise other than photon counting statistics. C. The distribution of pixelwise FRET efficiencies is meaningless at low intensities due to their large uncertainty. Therefore, resolving FRET efficiencies on a pixel-by-pixel basis is not possible under these experimental conditions. D. The median of pixelwise FRET efficiencies turned out to be the most accurate estimate from among measures of central tendency. FRET calculations from summed intensities proved to be reliable in the absence of outlier pixels. E. It is suggested that simulations with photon numbers similar to those recorded during experiments be carried out in order to gain insight into the skewness of pixelwise FRET efficiencies and to prevent false conclusions from being reached. F. MLE of ratio parameters can be used for the estimation of spectroscopic overspill parameters required for the ratiometric determination of FRET both in the absence and presence of outlier pixels. In the latter case only thresholded MLE gave an accurate estimate for the overspill parameter. G. In addition to instrumental factors the statistical nature of photon detection can also lead to an apparent intensity dependence of overspill parameters.
LITERATURE CITED
