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Abstract
In this note we introduce a new algorithm to compute the continued fraction of a real number. The main diﬀerence to the classical
algorithm is that our algorithm uses only the number itself to be developed in continued fraction in every step of the iteration
process, i.e. the number to be developed in continued fraction is not altered during the steps of the iteration process. By this way
the cumulative numerical errors of the ﬂoating point computations of the traditional algorithm can be avoided.
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1. Introduction
Continued fractions are fancy mathematical objects, discovered centuries ago [4] with many applications, ranging
from the classical application related to approximation theory of irrational numbers [5],[7] up to the fresh applications
in dynamical systems and chaos [6].
Basically, continued fractions serve as an alternative to represent real numbers with integers. This representation
has several advantage. Indeed, the representation is essentially unique, and ﬁnite continued fractions characterize
exactly the rational numbers. The inﬁnite and (eventually) periodic continued fractions are exactly the quadratic
irrationals. Comparing two continued fraction is straightforward, and even for the arithmetical operations between
continued fractions there exist pretty algorithms, with comparable complexity to the algorithms used in case of decimal
representation.
2. Continued fractions
Algorithms for the computation of the canonical continued fraction of a given real number x are not so many. The
paper [11] contains a general method for this computation which avoid the number itself, but suppose the existence
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of a nice function f for which the number x is a zero. For the case of algebraic numbers of degree 2 the algorithm is
quite easy and also linear fractional transformations of these numbers have well known algorithm. In the paper [2] it
is given an algorithm for cubic irrationals which uses mainly the algebraic equation of the number (see also [10]).
The basic algorithm to develop a real number in continued fraction is as follows. Let x ∈ R be a real number. Take
x0 = x, and deﬁne a0 = [x0] as its integer part. So we have 0 ≤ x0 − a0 < 1, and – if this is not 0 – denote
x1 = 1/(x0 − a0). Now notice that x1 > 1, and deﬁne a1 = [x1]. We can repeat indeﬁnitely
xn =
1
xn−1 − an−1 ,
an = [xn],
(1)
for n ≥ 1, unless for some value of n we get xn an integer. This could be indeed the case if and only if x is rational.
We then have the following representation
x = a0 +
1
a1 +
1
a2 +
1
a3 +
1
a4 +
1
. . .
(2)
This is called the canonical continued fraction expansion of the number x. In a shorter notation x = [a0, a1, a2, a3, . . .].
As an example, we have the next continued fraction expansion of the number π as follows
x = 3 +
1
7 +
1
15 +
1
1 +
1
292 +
1
. . .
(3)
Here the terms 3, 7, 15, 1, 292, 1, 1, 1, 2, 1, 3, 1, 14, 2, 1, 1, 2, 2, 2, 2, 1, 84, 2, 1, 1, 15, 3, 13, 1, 4, 2, 6, 6, 99, 1, 2, 2, 6, . . .
seams to have no visible patterns, and it is a challenge to generate this sequence by no use of the number π itself, i.e.
to discover some hidden low of generation of this integer sequence without using the number π.
The rational number
pn
qn
= a0 +
1
a1 +
1
a2 +
1
a3 +
1
. . . +
1
an
(4)
is called a convergent of the continued fraction, and it represents a rational approximation – in a precise sens the best
one – of the number x (see Theorem 2 below).
We recall here the most basic properties of the convergents, which will be used later.
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Properties 1. Let x be a real number, and x = [a0, a1, a2, a3, . . .] its continued fraction expansion. Let us denote the
convergents of the continued fraction of x by cn = pn/qn. Then we have
1. if we denote p−2 = 0, q−2 = 1, and p−1 = 1, q−1 = 0, then we have for all n ≥ 0
pn = anpn−1 + pn−2,
qn = anqn−1 + qn−2,
(5)
2.
cn − cn−1 = (−1)
n−1
qn−1qn
, cn − cn−2 = (−1)
nan
qn−2qn
, (6)
3. The convergents cn can be broken in two sequences: one is decreasing and the other one is increasing. Both
sequences are convergents to x.
. . . < cn < cn+2 < . . . x . . . < cn+1 < cn−1 < . . . , for even n
. . . < cn−1 < cn+1 < . . . x . . . < cn+2 < cn < . . . , for odd n,
(7)
The approximation property of the continued fractions is described in the next theorem.
Theorem 1 (Fundamental approximation theorem). Let x be a real number and let cn = pn/qn be the convergents of
its canonical continued fraction expansion. Then
1.
|x − cn| < 1qnqn+1 , (8)
2.
|x − cn+1| < |x − cn|, (9)
3.
|qn+1x − pn+1| < |qnx − pn|, (10)
Let us mention here also the important approximation theorem of Dirichlet.
Theorem 2 (Dirichlet’s approximation theorem). Let x be a real number and let cn = pn/qn and cn = pn+1/qn+1 be
two consecutive convergents of its canonical continued fraction expansion. Then for one of them we have
∣∣∣∣∣x −
p
q
∣∣∣∣∣ <
1
2q2
. (11)
Conversely, if the previous inequality holds for a fraction p/q, then this is a convergent of the continued fraction of x.
3. The bases of our algorithm
Turning to develop the details of our algorithm, let us notice ﬁrst that from (6), we have the next expression for cn
cn = c0 +
n∑
k=1
(−1)k−1
qk−1qk
. (12)
Now let us consider a real number x, and let x = [a0, a1, a2, a3, . . .] its canonical continued fraction expansion. Deﬁne
the expressions (functions of α)
Qn(α) = αqn−1 + qn−2, (13)
Cn(α) = c0 +
⎛⎜⎜⎜⎜⎜⎜⎝
n−1∑
k=1
(−1)k−1
qk−1qk
⎞⎟⎟⎟⎟⎟⎟⎠ +
(−1)n−1
qn−1Qn(α)
, (14)
which we will examine for the integers α = 0, 1, 2, 3, . . ..
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Lemma 1. The function Cn has the properties:
1. Cn(an) = cn,
2. Cn(0) = cn−2,
3. Cn is an increasing function of α for n even, and is a decreasing function of α for n odd.
Proof. The ﬁrst property is immediate from (5), and for Qn(0) = qn−2 and Qn(an) = qn. For the second just detach the
last term of the deﬁning sum of Cn and notice the equality but the opposite signs of the last two terms. Finally, for the
third property notice ﬁrst, that as all the qn are positive numbers, and α is positive as well, Qn is an increasing function
of α, so the monotonicity of Cn(α) follows. Furthermore, assuming α = 1, 2, . . . , an − 1, we can deduce successively
qn−2 < Qn(α) < qn, (15)
qn−1qn−2 < qn−1Qn(α) < qn−1qn, (16)
1
qn−1qn−2
>
1
qn−1Qn(α)
>
1
qn−1qn
, (17)
cn−2 < Cn(α) < cn, for even n, (18)
cn−2 > Cn(α) > cn, for odd n. (19)
This means, the range of values of Cn(α) for α = 0, 1, 2, . . . , an extends from cn−2 to cn for n even, and from cn to cn−2
for n odd.
Now we can state the main result of us, the bases for the algorithm we announced.
Theorem 3. Let x the real number ﬁxed before, and let x = [a0, a1, a2, a3, . . .] be its canonical continued fraction
expansion. Let also cn = pn/qn be its convergents. Then
an = min{α > 0 | (Cn(α) − x)(Cn(α + 1) − x) < 0}, (20)
i.e. an is the ﬁrst integer α for which Cn(α) − x changes its sign.
Proof. Let us suppose n is even. We know already from the Lemma above that Cn(α) is increasing. Notice ﬁrst, that
Qn(an + 1) = (an + 1)qn−1 + qn−2
= anqn−1 + qn−2 + qn−1
= qn + qn−1.
(21)
We will show that Cn(an + 1) ≥ cn+1. If we can do this, we would be ready, because for n even the inequalities (15)
and (7) show that Cn(an) = cn < x < cn+1 ≤ Cn(an + 1), and indeed an would be the value of α where the function
Cn(α) − x changes its sign. We have
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Cn(an + 1) − cn+1 = c0 +
⎛⎜⎜⎜⎜⎜⎜⎝
n−1∑
k=1
(−1)k−1
qk−1qk
⎞⎟⎟⎟⎟⎟⎟⎠ +
(−1)n−1
qn−1Qn(α)
− c0 −
n+1∑
k=1
(−1)k−1
qk−1qk
(22)
=
(−1)n−1
qn−1Qn(α)
− (−1)
n−1
qn−1qn
− (−1)
n
qnqn+1
(23)
= − 1
qn−1Qn(α)
+
1
qn−1qn
− 1
qnqn+1
(24)
= − 1
qn−1(qn + qn−1)
+
1
qn−1qn
− 1
qnqn+1
(25)
=
qn+1qn−1 − qnqn−1 − q2n−1
qn−1qnqn+1(qn + qn−1)
(26)
=
qn+1 − qn − qn−1
qnqn+1(qn + qn−1)
(27)
=
(an+1 − 1)qn
qnqn+1(qn + qn−1)
(28)
=
an+1 − 1
qn+1(qn + qn−1)
≥ 0. (29)
The last inequality is due to the fact that for all n the numbers an are positive integers, i.e. at least 1 each. A completely
similar computation is valid obviously for n odd, and we left this to the reader.
4. The algorithm
Now the above theorem can be used straightforward to compose an algorithm for the computation of an. Suppose x is
a real number.
Algorithm 1: Compute the continued fraction expansion of a real number
Input : x ∈ R, a real number, n, the number of terms to be computed
Output: [a0, a1, a2, a3, . . . , an], the ﬁrst n terms of the continued fraction of x
function ContFrac(x, n);
Compute a0, a1 as in the classical algoritm, and p0, p1 and q0, q1 as well.;
for k = 2...n do
α←− 0;
while (Cn(α) − x)(Cn(α + 1) − x) > 0 do
α←− α + 1;
ak ←− α;
return [a0, a1, a2, a3, . . . , an];
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5. Conclusions
Obviously the above algorithm is just the core of a real algorithm to be used in an eﬀective computation. It can be
also optimized by replacing the increment of α by a doubling/halﬁng mechanism in order to more quickly overstep
the sign change and after that to stick on the exact value of α we search for, namely an.
Also we do not make here a comparison of the traditional algorithm with the our one, but we can conjecture that our
algorithm is probably slower by a factor of at most O(ln n) in the worst case. The analysis of this question will be the
subject of a future work.
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