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SINGULAR LAGRANGIANS AND PRECONTACT
HAMILTONIAN SYSTEMS
MANUEL DE LEÓN AND MANUEL LAINZ VALCÁZAR
Abstract. In this paper we discuss singular Lagrangian systems
on the framework of contact geometry. These systems exhibit a
dissipative behavior in contrast with the symplectic scenario. We
develop a constraint algorithm similar to the presymplectic one
studied by Gotay and Nester (the geometrization of the well-known
Dirac-Bergman algorithm). We also construct the Hamiltonian
counterpart and prove the equivalence with the Lagrangian side.
A Dirac-Jacobi bracket is constructed similar to the Dirac bracket.
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1. Introduction
As it is well-known, the description of Hamiltonian mechanics is de-
veloped on symplectic manifolds; indeed, given a symplectic manifold
(M,ω) and a Hamiltonian function H : M → R, we obtain the dynam-
ics as the Hamiltonian vector field given by the equation ιXHω = dH .
The integral curves of XH satisfy Hamilton equations.
This geometric framework has two formulations: if M is the cotan-
gent bundle T ∗Q of a configuration manifold Q, equipped with its
canonical symplectic form ωQ, we obtain a classical Hamiltonian me-
chanical system; and, ifM is the tangent bundle TQ equipped with the
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symplectic form ωL constructed from a regular Lagrangian L : TQ→ R,
then we obtain the usual Euler-Lagrange equations (in the latter case,
the vector field providing the dynamics is the solution ξL of the equa-
tion ιξL ωL = dEL, where EL is the energy of the system; ξL is a second
order differential equation on TQ whose solutions are the ones of the
Euler-Lagrange equations). Both sides are related by the Legendre
transformation.
A fascinating scenario occurs when the Lagrangian function is not
regular, that is, its Hessian matrix with respect to the velocities is
singular. Hence, the 2-form ωL is not symplectic, and the equation
ιXωL = dEL has not solution in general, or even, if there is a so-
lution, it is not unique. In order to deal with singular Lagrangians,
and motivated for the need to study the quantization of electromag-
netism, P.A.M. Dirac developed a constraint algorithm (now called
Dirac-Bergmann algorithm) that allows us to construct the dynamics of
the system [11]. This constraint algorithm has been later geometrized
by M.J. Gotay and J.M. Nester [18].
The geometric version of the algorithm relies on the concept of
presymplectic systems, that is, a closed 2-form ω on a manifold M
which is not symplectic but has constant rank. So we analyze Hamil-
ton equations
iX ω = dH (1)
for a Hamiltonian function H on M . We consider the points where
there is a solution of the above equation, and so we obtain a constraint
submanifold M1 along which there is a solution. But the dynamics
should be tangent toM1 so we have to restrict ourselves to those points
in M1 where a solution exists but it is tangent to M1. The algorithm
continues and, in the favorable cases, it stabilizes at some level, Mi+1 =
Mi which is called the final constraint submanifold.
The above algorithm can be applied to the case of singular La-
grangian systems, but, when de Lagrangian satisfies some weak regular-
ity condition, we can also develop a Hamiltonian counterpart and the
corresponding constraint algorithm. Both algorithms are conveniently
related by the Legendre transformation.
In addition, Dirac introduced two kind of constraints, first and sec-
ond class. The second class constraints permits to define a Poisson
bracket (called Dirac bracket) that gives the dynamics of the con-
strained system just as in the classical case with the canonical Poisson
bracket.
The goal of the present paper is to extend these constructions to a
new kind of Hamiltonian systems, those called contact Hamiltonian sys-
tems. Those systems have found applications in many areas, such as
irreversible thermodynamics [19], statistical mechanics [3], geometric
optics [6] as well as systems with dissipative forces linear in the ve-
locities (Rayleigh dissipation). The Lagrangian formulation has been
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considered in [27, 31]. A recent review of the applications of contact
Hamiltonian systems can be found in [4].
Indeed, in the contact case, the underlying geometry is a contact
manifold (M, η), where η is a contact form. This means that η∧(dη)n 6=
0, where M has dimension 2n + 1. So, if we consider a Hamiltonian
functionH onM , the corresponding Hamiltonian vector fieldXH solves
the equation
♭(X) = dH − (H + R(H))η, (2)
where R is the Reeb vector field and ♭(X) = ιXdη + η(X)η.
This equation shows a dissipative behavior which contrasts with the
conservative nature of symplectic systems. Therefore, symplectic and
contact geometries provide very different dynamics.
We are interested in extending the theory of singular Lagrangian
systems to the contact context. As in the usual case, a Lagrangian
L : TQ × R is singular when the Hessian matrix with respect to the
velocities is not regular. Consequently, the 1-form ηL in TQ× R, con-
structed from de Lagrangian L with the expression
ηL = dz −
∂L
∂q˙i
dqi, (3)
is a contact form if and only if L is regular. Therefore, in the sin-
gular case, Eq. (2) might have no solution, or the solution might be
not unique. In order to study the solutions of Eq. (2), we develop a
constraint algorithm, similar to the Gotay-Nester one. Indeed, we also
extend the Dirac-Bergmann algorithm.
The corresponding Hamiltonian picture is developed, assuming some
weak regularity conditions on the Lagrangian, so that both approaches
are proven to be equivalent.
An interesting result is that, since the ambient bracket of functions
on T ∗Q×R is Jacobi but not Poisson, we have to introduce the so-called
Dirac-Jacobi bracket, which again is Jacobi but not Poisson. This
bracket shares some properties with the Dirac bracket and is motivated
by the classification of constraints in first and second class.
The paper is structured as follows. In Section 2 we will introduce the
dynamics of Hamiltonian systems on symplectic, cosymplectic and con-
tact manifolds, and explain how they fit on the more general framework
of Jacobi manifolds. Furthermore, we will introduce the Jacobi brackets
and some of their properties. In Section 3 we present the Hamilton-
ian formalism for the previously introduced geometries. In Section 4
we quickly recall the Hamiltonian formalism and connect it to the La-
grangian formalism via the Legendre transformation. In Section 5 we
prove the equivalence of the Lagrangian formalism with Herglotz’s vari-
ational problem, which shows some interesting connections of contact
Hamiltonian systems with control theory and calculus of variations.
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The rest of the paper deals with singular systems in the precontact
geometry setting. In Section 6 we introduce the concept of precon-
tact manifold and some of its properties. In Section 7 we develop a
constraint algorithm for precontact systems analogous to the Gotay-
Nester algorithm for the presymplectic case. We also investigate the
tangency of the Reeb vector field to the constraint submanifolds. Then,
in Section 8 we see that the Legendre transformation connects the
Hamiltonian and the Lagrangian sides of the problem in a way that
commutes with the constraint algorithm, provided some weak regular-
ity conditions on the Lagrangian. In Section 9 we introduce the contact
version of the Dirac brackets, which we call Dirac-Jacobi brackets. This
brackets are Jacobi, but, contrary to the symplectic case, they are not
Poisson. We are also able to classify the constraint functions in first or
second class, depending on weather they carry dynamical information
or not. Then, in Section 10 we construct explicitly a submanifold S of
the final constraint manifold, such that there is a unique solution to the
equations of motion that satisfy the second order differential equation
condition along S. Finally, in Section 11 we provide examples with
explicit computations of the constraints and the Dirac-Jacobi brackets.
In this article, given a smooth function F : M → N , we denote
by F∗ : TM → TN the tangent map. Also, ιX(α) is the contraction
of a vector field X and a differential form α. We allow distributions
∆ ⊆ TM to be defined along a submanifold and we denote by Γ(∆) de
set of vector fields on M tangent to the distribution.
2. Geometry and dynamics
2.1. Dynamics on symplectic geometry. As it is well known, Hamil-
tonian dynamics is developed using symplectic geometry. Indeed, let
(M,ω) be a symplectic manifold, that is, ω is a non–degenerate closed
2-form, say dω = 0 and ωn 6= 0, whereM has even dimension 2n. Then,
if H : M → R is a Hamiltonian function, the Hamiltonian vector field
XH is obtained from the equation
♭(XH) = dH, (4)
where ♭ is the vector bundle isomorphism
♭ : TM → T ∗M,
v 7→ ιvω.
(5)
In Darboux coordinates (qi, pi) we have
ω = dqi ∧ dpi,
XH =
∂H
∂pi
∂
∂qi
−
∂H
∂qi
∂
∂pi
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in such a way that an integral curve (qi(t), pi(t)) of XH satisfies Hamil-
ton equations:
dqi
dt
=
∂H
∂pi
, (6a)
dpi
dt
= −
∂H
∂qi
. (6b)
2.2. Dynamics on cosymplectic geometry. A cosymplectic struc-
ture on a (2n + 1)-dimensional manifold M is a pair (Ω, η) where Ω is
a closed 2-form, η is a closed 1-form, and η ∧Ωn 6= 0. (M,Ω, η) will be
called a cosymplectic manifold.
There is a Darboux theorem for cosymplectic manifolds, that is, there
are local coordinates (called Darboux coordinates) (qi, pi, z) in a neigh-
borhood of any point of M such that
Ω = dqi ∧ dpi, η = dz. (7)
There also exist a a unique vector field (called Reeb vector field) R such
that
iR Ω = 0, iR η = 1. (8)
In Darboux coordinates, we have
R =
∂
∂z
. (9)
Let H : M → R be a Hamiltonian function, say H = H(qi, pi, z).
Consider the vector bundle isomorphism
♭˜ : TM → T ∗M,
v 7→ ιvΩ + η(v)η
(10)
and define the gradient of H by
♭˜(gradH) = dH. (11)
Then,
gradH =
∂H
∂pi
∂
∂qi
−
∂H
∂qi
∂
∂pi
+
∂H
∂z
∂
∂z
. (12)
Next, we can define two more vector fields:
• the Hamiltonian vector field
XH = gradH − R(H)R, (13)
• and the evolution vector field
EH = XH + R. (14)
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From Eq. (12) we obtain the local expression
EH =
∂H
∂pi
∂
∂qi
−
∂H
∂qi
∂
∂pi
+
∂
∂z
. (15)
Therefore, an integral curve (qi(t), pi(t), z(t)) of EH satisfies the time-
dependent Hamilton equations:
dqi
dt
=
∂H
∂pi
, (16a)
dpi
dt
= −
∂H
∂qi
, (16b)
dz
dt
= 1, (16c)
and then z = t + constant so that both coordinates can be identified
in what concerns with derivatives with respect to z or t.
2.3. Dynamics on contact geometry. Consider now a contact man-
ifold (M, η) with contact form η; this means that η∧ (dη)n 6= 0 and M
has odd dimension 2n + 1. Then, there exist a unique vector field R
(also called Reeb vector field) such that
iR dη = 0 , iR η = 1. (17)
There is a Darboux theorem for contact manifolds so that around
each point in M one can find local coordinates (called Darboux coor-
dinates) (qi, pi, z) such that
η = dz − pi dq
i. (18)
In Darboux coordinates we have
R =
∂
∂z
. (19)
Define now the vector bundle isomorphism
♭¯ : TM → T ∗M,
v 7→ ιvdη + η(v)η.
Notice that ♭¯(R) = η.
For a Hamiltonian functionH onM we define the Hamiltonian vector
field by
♭¯(XH) = dH − (R(H) +H) η (20)
.
In Darboux coordinates we get this local expression
XH =
∂H
∂pi
∂
∂qi
−
(
∂H
∂qi
+ pi
∂H
∂z
)
∂
∂pi
+
(
pi
∂H
∂pi
−H
)
∂
∂z
. (21)
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Therefore, an integral curve (qi(t), pi(t), z(t)) of XH satisfies the dissi-
pative Hamilton equations
dqi
dt
=
∂H
∂pi
,
dpi
dt
= −
∂H
∂qi
− pi
∂H
∂z
,
dz
dt
= pi
∂H
∂pi
−H.
The systems of equations presented so far can be understood as in-
stances of Hamiltonian systems on Jacobi manifolds, which we intro-
duce below.
2.4. Dynamics on Jacobi manifolds. All the geometric structures
and dynamical systems mentioned above are particular examples of a
more general kind of geometric structures [10, 26, 30], the so-called
Jacobi manifolds, whose definition we recall below.
Definition 1. A Jacobi manifold is a triple (M,Λ, E), where Λ is a
bivector field (that is, a skew-symmetric contravariant 2-tensor field)
and E ∈ X(M) is a vector field, so that the following identities are
satisfied:
[Λ,Λ] = 2E ∧ Λ (23)
LEΛ = [E,Λ] = 0, (24)
where [·, ·] is the Schouten–Nijenhuis bracket [28, 29].
Both symplectic, cosymplectic and contact manifolds can be under-
stood as instances of Jacobi manifolds by taking,
• For symplectic manifolds:
Λ(α, β) = ω(♭−1(α), ♭−1(β)), E = 0. (25)
• For cosymplectic manifolds:
Λ(α, β) = Ω(♭˜−1(α), ♭˜−1(β)), E = 0. (26)
• For contact manifolds:
Λ(α, β) = −dη(♭¯−1(α), ♭¯−1(β)), E = −R. (27)
Jacobi manifolds such that E = 0 are called Poisson manifolds, as
in the case of symplectic and cosymplectic manifolds. In addition to
contact manifolds, another important example of non-Poisson Jacobi
manifolds are locally conformal symplectic manifolds [10].
The Jacobi bivector Λ induces a vector bundle morphism between
covectors and vectors.
♯Λ : TM
∗ → TM
α 7→ Λ(α, ·).
(28)
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This map is an isomorphism in the case of symplectic and cosymplectic
manifolds and coincides with ♭−1 and ♭˜−1, respectively. In the case
of a contact manifold, ♯Λ is not invertible. In fact, ker ♯Λ = 〈η〉 and
Im ♯Λ = ker η. The map ♯Λ can be written more directly in terms of
the contact structure [23, Section 3] as:
♯Λ(α) = ♭¯
−1(α)− α(R)R. (29)
We can define the Hamiltonian vector field XH of a Hamiltonian
function H ∈ C∞(M) in the context of Jacobi manifolds by taking
XH = ♯Λ(dH) +HE. (30)
By a simple computation one can check that this definition coincides
with the usual ones for symplectic, cosymplectic and contact manifolds
(Eqs. (4), (13) and (20)).
2.4.1. Jacobi Brackets. The Jacobi structure can be characterized in
terms of a Lie bracket on the space of functions C∞(M), the so-called
Jacobi bracket.
Definition 2. A Jacobi bracket {·, ·} : C∞(M)×C∞(M) → C∞(M) on
a manifold M is a map that satisfies
(1) (C∞(M), {·, ·}) is a Lie algebra. That is, {·, ·} is R-bilinear,
antisymmetric and satisfies the Jacobi identity:
{f, g}+ {g, h}+ {h, f} = 0 (31)
for arbitrary f, g, h ∈ C∞(M).
(2) It satisfies the following locality condition: for any f, g ∈ C∞(M),
supp({f, g}) ⊆ supp(f) ∩ supp(g), (32)
where supp(f) is the topological support of f , i.e., the closure
of the set in which f is non-zero.
That is, (C∞(M), {·, ·}) is a local Lie algebra in the sense of Kir-
illov [22].
Given a Jacobi manifold (M,Λ, E) we can define a Jacobi bracket
by setting
{f, g} = Λ(df, dg) + fE(g)− gE(f). (33)
In fact, every Jacobi bracket arises in this way.
Theorem 1. Given a manifoldM and a R-bilinear map {·, ·} : C∞(M)×
C
∞(M) → C∞(M). The following are equivalent.
(1) The map ({·, ·} is a Jacobi bracket.
(2) (M, {·, ·}) is a Lie algebra which satisfies the generalized Leibniz
rule
{f, gh} = g{f, h}+ h{f, g}+ ghE(h), (34)
where E is a vector field on M .
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(3) There is a bivector field Λ and a vector field E such that (M,Λ, E)
is a Jacobi manifold and {·, ·} is given as in Eq. (33).
Proof. By a straightforward computation, (3) implies (2).
The statement (1) follows from (2) by noticing that the generalized
Leibniz rule implies that the map Xf : C
∞(M) → C∞(M) such that
Xf(g) = {f, g}+gE(f) is a R-linear derivation on C
∞(M), hence it de-
fines a smooth vector field. Therefore, if g vanishes on a neighborhood
of p ∈M then X(g) and gE(f) also vanish and, consequently, so does
{f, g}. Hence, supp({f, g}) ⊆ supp(f) ∩ supp(g).
In [22, Section 2], it was proven that every local Lie algebra on the
space of functions is provided by a Jacobi structure, that is, (1) implies
(3). 
We say that a function f on a Jacobi manifold M is a Casimir
function if {f, g} = 0 for any other function g.
Remark 1. For Poisson manifolds in which E = 0, the generalized
Leibniz rule of the Jacobi brackets is the usual Leibniz rule and {·, ·}
are the so-called Poisson brackets.
By noticing
{1, f} = E(f), (35)
a Jacobi bracket is Poisson if and only if the constants are Casimir
functions. ♦
We finish this chapter by noticing that the evolution of any observ-
able f under the flow of the Hamiltonian vector field of the function H
on (M,Λ, E) can be written in terms of the brackets:
f˙ = XH(f) = {H, f}+ fE(H) = {H, f}+ f{1, H}. (36)
3. The Lagrangian formalism
In this section we will recall the geometric setting for time depen-
dent Lagrangian systems, based on the cosymplectic geometry. We
will emphasize the differences with the contact framework.
3.1. Cosymplectic systems. Let L : TQ× R → R be a Lagrangian
function, where Q is the configuration n-dimensional manifold of a
mechanical system. Then, L = L(qi, q˙i, z), where (qi) are coordinates
in Q, (qi, q˙i) are the induced bundle coordinates in TQ and z is a global
coordinate in R.
We will assume that L is regular, that is, the Hessian matrix with
respect to the velocities
Wij =
(
∂2L
∂q˙i∂q˙j
)
(37)
is regular.
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From L, and using the canonical endomorphism S on TQ locally
defined by
S = dqi ⊗
∂
∂q˙i
(38)
we can construct a 1-form λL defined by
λL = S
∗(dL), (39)
where now S and S∗ are the natural extensions of S and its adjoint
operator S∗ to TQ× R. Therefore, we have
λL =
∂L
∂q˙i
dqi. (40)
We will consider the cosymplectic structure (ΩL, dz), where
ΩL = −dλL. (41)
It is easy to check that, if L is regular, then
dz ∧ ΩnL 6= 0, (42)
and conversely.
The Reeb vector field reads as follows:
R =
∂
∂z
−W ij
∂2L
∂qi∂z
∂
∂q˙j
, (43)
where (W ij) is the inverse of the Hessian matrix of L with respect to
the velocities.
The energy of the system is defined by
EL = ∆(L)− L, (44)
where ∆ is the Liouville vector field.
∆ = q˙i
∂
∂q˙i
(45)
such that
EL = q˙
i ∂L
∂q˙i
− L. (46)
Consider now the following vector fields determined by means of the
vector bundle isomorphism
♭˜L : T (TQ× R) → T
∗(TQ× R),
v 7→ ιvΩL + dz(v)dz.
say,
(1) the gradient vector field
grad(EL) = ♯˜L(dEL), (47)
(2) the Hamiltonian vector field
XEL = EL − R(EL)R, (48)
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(3) and the evolution vector field
EL = XEL + R. (49)
where ♯˜L = (♭˜L)
−1 is the inverse of ♭˜L (see [5]).
The evolution vector field EL is locally given by
EL = q˙
i ∂
∂qi
+Bi
∂
∂q˙i
+
∂
∂z
, (50)
where
Bi
∂
∂q˙i
(
∂L
∂q˙j
)
+ q˙i
∂
∂qi
(
∂L
∂q˙j
)
−
∂L
∂qj
= 0. (51)
Now, if (qi(t), q˙i(t), z(t)) is an integral curve of EL, then it satisfies the
usual Euler-Lagrange equations
d
dt
(
∂L
∂q˙i
)
−
∂L
∂qi
= 0. (52)
since z = t+ constant.
Notice that EL is a second order differential equation (SODE, for
short) because S(EL) = ∆, reflecting the fact that the Euler-Lagrange
equations are second order.
3.2. Contact systems. In this case, we also have a regular Lagrangian
L : TQ × R → R, but instead to consider the cosymplectic structure
(ΩL, dz), we will consider the contact structure given by the 1-form
ηL = dz − λL, (53)
which is a contact form on TQ× R if and only if L is regular; indeed,
if L is regular, then
ηL ∧ (dηL)
n 6= 0, (54)
and conversely. The corresponding Reeb vector field is, again,
R =
∂
∂z
−W ij
∂2L
∂qi∂z
∂
∂q˙j
, (55)
where (W ij) is the inverse of the Hessian matrix of L with respect to
the velocities.
The energy of the system is defined just like in the cosymplectic case:
EL = ∆(L)− L, (56)
where ∆ is the Liouville vector field on TQ extended in the usual way
to TQ× R.
Denote by
♭¯L : T (TQ× R) → T
∗(TQ× R) (57)
the vector bundle isomorphism
♭¯L(v) = ιv(dηL) + (ιvηL) ηL (58)
given by the contact form ηL on TQ × R. We shall denote its inverse
by ♯¯L = (♭¯L)
−1.
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Denote by ξ¯L the unique vector field defined by the equation
♭¯L(ξ¯L) = dEL − (R(EL) + EL) ηL (59)
A direct computation from eq. (59) shows that ξ¯L is locally given by
ξ¯L = q˙
i ∂
∂qi
+ bi
∂
∂q˙i
+ L
∂
∂z
, (60)
where the components bi satisfy the equation
bi
∂
∂q˙i
(
∂L
∂q˙j
)
+ q˙i
∂
∂qi
(
∂L
∂q˙j
)
+ L
∂
∂z
(
∂L
∂q˙j
)
−
∂L
∂qj
=
∂L
∂q˙j
∂L
∂z
(61)
Then, if (qi(t), q˙i(t), z(t)) is an integral curve of ξ¯L and substituting
its values in Eq. (61), we obtain
q¨i
∂
∂q˙i
(
∂L
∂q˙j
)
+ q˙i
∂
∂qi
(
∂L
∂q˙j
)
+ z˙
∂
∂z
(
∂L
∂q˙i
)
−
∂L
∂qi
=
∂L
∂q˙i
∂L
∂z
(62)
which corresponds to the generalized Euler-Lagrange equations consid-
ered by G. Herglotz in 1930 [20] (see also [13, 14])
d
dt
(
∂L
∂q˙i
)
−
∂L
∂qi
=
∂L
∂q˙i
∂L
∂z
. (63)
Notice that ξ¯L is a SODE, that is, S(ξ¯L) = ∆.
4. The Hamiltonian formalism and the Legendre
transformation
In this section we will discuss the Hamiltonian description an how it
is related to the Lagrangian description via the Legendre transforma-
tion. We will use the results an notations from Section 2.
4.1. The Hamiltonian formalism. Let H : T ∗Q × R → R be a
Hamiltonian function, say H = H(qi, pi, z) where (q
i, pi, z) are bundle
coordinates on T ∗Q× R. Consider the 1-form
η = dz − θQ (64)
where θQ is the canonical Liouville form on T
∗Q. In what follows we
will consider the usual identification for a form on T ∗Q or R and its
pull-back to T ∗Q× R. In local coordinates, we have
η = dz − pi dq
i (65)
So, η is a contact form on T ∗Q× R and (qi, pi, z) are Darboux coordi-
nates. Therefore, we can obtain a Hamiltonian vector field XH which
locally takes the same form that in Eq. (21).
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4.2. Legendre transformation. Given a Lagrangian function L :
TQ× R→ R we can define the Legendre transformation
FL : TQ× R → T ∗Q× R (66)
given by
FL(qi, q˙i, z) = (qi, pˆi, z)
pˆi =
∂L
∂q˙i
(67)
We will assume that L is hyperregular, that is, the Legendre trans-
formation is a diffeomorphism. Consequently, the generalized Euler-
Lagrange equations are transformed into the contact Hamilton equa-
tions.
Indeed, a direct computation shows that
(FL)∗η = ηL, (68)
and then we have
(FL)∗(ξ˜L) = XH , (69)
where H = EL ◦ (FL)
−1.
The Legendre transformation is the same for the cosymplectic and
contact settings. Therefore, FL also connects the corresponding La-
grangian and Hamiltonian formalisms in the obvious manner [8].
5. Variational formulation of contact Lagrangian
mechanics
Let L : TQ × R → R be a Lagrangian function. In this section we
will recall the so-called Herglotz’s principle, a modification of Hamil-
ton’s principle that allows us to obtain Herglotz’s equations (Eq. (63)),
sometimes called generalized Euler-Lagrange equations. See [20], or
[27] for a recent discussion.
Fix q1, q2 ∈ Q and an interval [a, b] ⊂ R. We denote by Ω(q1, q1, [a, b]) ⊆
(C∞([a, b] → Q)) the space of smooth curves ξ such that ξ(a) = q1 and
ξ(b) = q2. This space has the structure of an infinite dimensional
smooth manifold whose tangent space at ξ is given by the set of vector
fields over ξ that vanish at the endpoints [1, Proposition 3.8.2], that is,
TξΩ(q1, q2, [a, b]) = {vξ ∈ C
∞([a, b] → TQ) |
τQ ◦ vξ = ξ, vξ(a) = 0, vξ(b) = 0}.
(70)
We will consider the following maps. Fix c ∈ R. Let
Z : [a, b] → C∞([a, b] → Q) (71)
be the operator that assigns to each curve ξ the curve Z(ξ) that solves
the following implicit ODE:
dZ(ξ)(t)
dt
= L(ξ(t), ξ˙(t),Z(ξ)(t)), Z(ξ)(a) = c. (72)
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Now we define the action functional as the map which assigns to each
curve the solution to the previous ODE evaluated at the endpoint:
A : Ω(q1, q2, [a, b]) → R,
ξ 7→ Z(ξ)(b),
(73)
that is, A = evb ◦Z, where evb : ζ 7→ ζ(b) is the evaluation map at b.
Theorem 2 (Contact variational principle). Let L : TQ×R → R be a
Lagrangian function and let ξ ∈ Ω(q1, q2, [a, b]) be a curve in Q. Then,
(ξ, ξ˙,Z(ξ)) satisfies the Herglotz’s equations (Eq. (63)) if and only if ξ
is a critical point of A.
Remark 2. This theorem generalizes Hamilton’s Variational Principle [1,
Theorem 3.8.3]. In the case that the Lagrangian is independent of the
R coordinate (i.e., L(x, y, z) = Lˆ(x, y)) the contact Lagrange equations
reduce to the usual Euler-Lagrange equations. In this situation, we can
integrate the ODE of Eq. (73) and we get
A(ξ) =
∫ b
a
Lˆ(ξ(t), ξ˙(t))dt +
c
b− a
, (74)
that is, the usual Euler-Lagrange action up to a constant. ♦
Proof. Let ξ ∈ Ω(q1, q2, [a, b]) be a curve and consider some tangent
vector v ∈ TξΩ(q1, q2, [a, b]). In order to simplify the notation, let
χ = (ξ, ξ˙,Z(ξ)), which is a curve in TQ×R. We will compute TξA(v).
Consider a smoothly parametrized family of curves ξλ in Ω(q1, q2, [a, b]),
such that
v =
dξλ
dλ
|λ=0
and let ψ = TξZ(v), so that TξA(v) = ψ(b). We first notice that, since
Z(ξλ)(0) = c for all λ, we have that ψ(0) = 0. Now, we will compute
the time derivative of ψ. By interchanging the order of the derivatives
and using Darboux coordinates, we find out that
ψ˙(t) =
d
dλ
d
dt
Z(ξλ(t))|λ=0
=
d
dλ
L(ξλ(t), ξ˙λ(t),Z(ξλ)(t))|λ=0
=
∂L
∂x
(χ(t))v(t) +
∂L
∂x˙
(χ(t))v˙(t) +
∂L
∂z
(χ(t))ψ(t).
Hence, the function ψ is the solution to the ODE above. Explicitly
σ(t)ψ(t) =
∫ t
a
σ(τ)
(
∂L
∂x
(χ(τ))v(τ) +
∂L
∂x˙
(χ(τ))v˙(τ)
)
dτ, (75)
where,
σ(t) = exp
(
−
∫ t
a
∂L
∂z
(ξ(τ))dτ
)
> 0. (76)
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Since v(a) = v(b) = 0, we can integrate by parts and find out that
σ(b)ψ(b) =
∫ b
a
v(t)
(
σ(t)
∂L
∂x
(χ(t))−
d
dt
(
σ(t)
∂L
∂x˙
(χ(t))
))
dt
=
∫ b
a
v(t)σ(t)
(
∂L
∂x
(χ(t))−
d
dt
∂L
∂x˙
(χ(t)) +
∂L
∂x˙
(χ(t))
∂L
∂z
(χ(t))
)
dt.
Since σ(t) is nonzero, by the fundamental lemma of the calculus of
variations, ψ(b) = 0 for every v (i.e., χ is a critical point of A) if and
only if
∂L
∂x
(χ(t))−
d
dt
∂L
∂x˙
(χ(t)) +
∂L
∂x˙
(χ(t))
∂L
∂z
(χ(t)) = 0. (77)

Remark 3. By the results of Section 3, if the Lagrangian is regular,
then Herglotz’s equations, (and, therefore, the variational problem) is
equivalent to a contact Hamiltonian system. However this is not true
for general Lagrangians. In the following chapters we will provide some
tools to deal with singular Lagrangians. ♦
6. Precontact manifolds
The theory presented on the previous section provides well defined
dynamics for regular Lagrangian systems and there is a satisfactory
correspondence between the Lagrangian and Hamiltonian formalisms
on the hyperregular case. However, we would like to treat more general
kinds of systems in which Lagrangians are allowed to be singular. For
that, we will need to introduce a geometric model that generalizes
contact geometry: precontact geometry. This geometry plays a similar
role than presymplectic geometry for singular symplectic Lagrangian
systems.
Let η be a 1-form in an m-dimensional manifold M . We define the
characteristic distribution of η as
C = ker η ∩ ker dη ⊆ TM. (78)
We say that η is of class c if C is a distribution of rank m− c.
Proposition 3. Let η be a one-form on an m-dimensional manifold
M . Then it is equivalent:
(1) The form η is of class 2r + 1.
(2) At every point of M ,
η ∧ (dη)r 6= 0, η ∧ (dη)r+1 = 0. (79)
(3) Around any point of M , there exist local Darboux coordinates
x1, . . . xr, y1, . . . yr, z, u1, . . . us, where 2r+s+1 = m, such that
η = dz −
r∑
i=1
yidx
i. (80)
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For a proof, see [15, Theorems VI.1.6, VI.4.1]. In that situation we
say that η is a precontact form of class 2r + 1. In coordinates, the
characteristic distribution is given by
C =
〈{
∂
∂ua
}
a=1,...,s
〉
. (81)
A pair (M, η) of a manifold equipped with a precontact form will
be called a precontact manifold. A triple (M, η,H), where (M, η) is a
precontact manifold and H ∈ C∞(M) is the Hamiltonian function will
be called a precontact Hamiltonian system, which is the main object of
study in this article.
Remark 4. The distribution C is involutive and it gives rise to a foli-
ation of M . If the quotient π : M → M/C has a manifold structure,
then there is a unique 1-form η˜ such that π∗η˜ = η. From a direct
computation, η˜ is a contact form on M/C. This justifies the name of
precontact form. ♦
We define the following morphism of vector bundles over M :
♭¯ : TM → TM∗
v 7→ ιvdη + η(v)η.
(82)
The following 2-tensors are associated to ♭¯ and its transpose
ω = dη + η ⊗ η, ω¯ = −dη + η ⊗ η. (83)
In other words, ♭¯(X) = ω(X, ·) = ω¯(·, X). Therefore ω(X, Y ) =
ω¯(Y,X).
A Reeb vector field for (M, η) is a vector field R ∈ X(M) such that
ιRdη = 0, η(R) = 1. (84)
We note that there exists Reeb vector fields in every precontact man-
ifold. Indeed we can define local vector fields R = ∂
∂z
in Darboux
coordinates and can extend it using partitions of unity.
Proposition 4. Let (M, η) be a precontact manifold. We have
C = ker η ∩ ker dη = ker ♭¯ = (Im ♭¯)
◦
. (85)
Proof. We will prove the previous equalities. In order to see that ker η∩
ker dη = ker ♭¯, let ♭¯(X) = 0, then ιXdη+η(X)η = 0. If we contract the
previous expression with a Reeb vector field R we obtain that η(X) = 0.
Thus, ιXdη also vanishes. The other inclusion is trivial.
Now we will see that (Im ♭¯)
◦
= ker ♭¯. Let X ∈ ker ♭¯. By the first
equality, ιXdη = 0 and ιXη = 0. Then, for any vector field Y
ιX ♭¯(Y ) = ιXιY dη + η(Y )η(X) = −ιY ιXdη = 0, (86)
hence (Im ♭¯)
◦
⊇ ker ♭¯. By noticing that at each point p ∈ M both
subspaces of TpM have the same dimensions, we conclude that both
distributions are equal. 
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Proposition 5. A vector field X is a Reeb vector field for (M, η) if
and only if ♭¯(X) = η. That is, the set of Reeb vector fields is R+Γ(C),
where R is an arbitrary Reeb vector field and Γ(C) is the set of vector
fields tangent to C.
Proof. Let R be a Reeb vector field. Then, X is also a Reeb vector field
if and only if η(X) = η(R) = 1 and ιXη = ιRη = 0. That is, if and only
if R−X is tangent to C. Equivalently ♭¯(R−X) = 0 or ♭¯(X) = η. 
For a distribution ∆ ⊆ TM , we define the following notion of com-
plement with respect to ω. Since ω is neither symmetric nor antisym-
metric, we need to distinguish between right and left complements:
∆⊥ = {X ∈ TM | ω(Z,X) = ♭¯(Z)(X) = 0, ∀Z ∈ ∆} = (♭¯(∆))
◦
,
⊥∆ = {X ∈ TM | ω(X,Z) = 0, ∀Z ∈ ∆}.
(87)
These complements have the following relationship
⊥
(∆⊥) = (⊥∆)
⊥
= ∆+ C. (88)
We remark that these complements interchange sums and intersections,
since the annihilator interchanges them and the linear map ♭¯ preserves
them. Consequently, if ∆,Γ are distributions, we have
(∆ ∩ Γ)⊥ = ∆⊥ + Γ⊥
(∆ + Γ)⊥ = ∆⊥ ∩ Γ⊥
(89)
7. The constraint algorithm
We aim to solve Hamilton equations on a precontact Hamiltonian
system (M, η,H). In order to do that, we will introduce an algorithm
similar to the one introduced on [18] for presymplectic systems and
that was extended in [8, 25] to the cosymplectic case.
Let γH = dH − (H +R(H))η where R is a Reeb vector field (we will
later see that the algorithm is independent on the choice of the Reeb
vector field) and consider the equation
♭¯(X) = γH . (90)
This equation might not have solution, so we will consider the subset
M1 ⊆ M0 = M of the points in which a solution exists. That is,
M1 = {p ∈M0 | (γH)p ∈ ♭¯(TpM0)}. (91)
We note that this condition is equivalent to the following
M1 = {p ∈M0 | 〈(γH)p, TM0
⊥〉 = 0}, (92)
since ♭¯(TM0) = (♭¯(TM0)
◦
)
◦
= (TM0
⊥)
◦
.
If we choose a local basis {Xa}
k1
j=a of TM0
⊥, we can easily compute
the so-called primary constraint functions φa(p) = 〈dHp − (R(H) +
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H)ηp, Xa〉, whose zero set is the manifold M1. We note that TM0
⊥ =
(Im ♭¯)
◦
= ker ♭¯ = C by Eq. (85). Hence,
〈dHp − (R(H) +H)ηp, TM0
⊥〉 = {Zp(H) = 0 | Zp ∈ Cp}. (93)
Therefore, in Darboux coordinates,
φa =
∂H
∂sa
. (94)
We note that this implies that R = R˜(H) along M1 for every Reeb
vector field R˜, since Rp− R˜p ∈ Cp. Consequently, γH|M1 is independent
on the choice of the Reeb vector field. Therefore, the election of R
doesn’t affect the constraints produced by the algorithm.
Now we can solve Hamilton equations, but, in order to have mean-
ingful dynamics, the solution X should be tangent to the constraint
submanifold. Otherwise, a solution of the equations of motion might
escape from M1. This tangency condition is equivalent to demand that
♭¯(Xp) ∈ ♭¯(TMp) since ♭¯ is an isomorphism modulo Cp:
M2 = {p ∈M1 | 〈(γH)p, TM1
⊥〉 = 0}, (95)
providing a second constraint submanifold, with its corresponding con-
straint functions. However, it is not enough. We must again require
that the vector field is tangent to the new submanifold. We then get a
sequence of submanifolds
Mi+1 = {p ∈Mi | (γH)p ∈ ♭¯(TpMi)}
= {p ∈Mi | 〈(γH)p, TpMi
⊥〉 = 0}
(96)
which eventually stabilizes, that is, there exist some if such thatMif =
Mif+1. We call this manifold the final constraint submanifold and de-
note it by Mf . This submanifold is locally described by the zero set of
some constraint functions {φj}
kf
j=1.
7.1. Tangency of the Reeb vector field. Next, we will discuss when
there is a Reeb vector field tangent to the final constraint submanifold.
We can guarantee it in some situations, like in the case of Rayleigh
dissipation (as in the example of Section 11) in which R(H) is constant.
However, this is not true in general, as can be seen in the example of
Section 11.
Lemma 6. Let N be a submanifold of a precontact manifold (M, η).
Then, there exists a Reeb vector field on M tangent to N if and only if
TN⊥ ⊆ ker η
Proof. Let R be a Reeb vector field on M tangent to N . Let X be
tangent to TN⊥. That is, for all Yp ∈ TN
⊥ and p ∈ N ,
♭¯(Yp)(Xp) = 0. (97)
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In particular, if we let Y = R,
♭¯(Rp)(Xp) = dη(Rp, Xp) + η(Rp)η(Xp) = η(Xp) = 0, (98)
hence TN⊥ ⊆ ker η.
For the converse, TN⊥ ⊆ ker η implies η ∈ (TN⊥)
◦
= ♭¯(TN). So
there η = ♭¯(Y ) with Y tangent to TN . Y is a Reeb vector field by
Proposition 5. 
Proposition 7. Let (M, η,H) be a precontact Hamiltonian system.
Then, there is a Reeb vector field R tangent to the final constraint sub-
manifold if and only if Z(R(H)) = 0 for all Z ∈ TMf
⊥. In particular,
if R(H) is constant, then R is tangent to Mf .
Proof. We will prove the result by induction. Let p ∈ TMf and let R
be a Reeb vector field tangent to Mi. Notice that TMi
⊥ ⊆ (ker η) by
Lemma 6. R will be tangent to Mi+1 at p if the Lie derivative of the
(i+ 1)-th constraint functions vanish. That is, for every Z tangent to
TMi
⊥ in a neighborhood of p,
(LR〈γH , Z〉)p = 〈LRγH, Z〉p + 〈γE ,LXZ〉p = 0. (99)
We compute the first term. Since LRη = 0, we have that
LRγH = LRdH − LX(E + R(E))η.
Therefore, because η(Z) = 0, we deduce
〈LRγH, Z〉 = Z(R(H)) (100)
We will now see that [R,Z]p ∈ TpMi. Let W be any vector field on
Mi. Then, along Mi,
ω(W, [R, Z]) = −LRω(W,Z) + LR(ω(W,Z)) + ω([R,W ], Z) = 0.
The first term vanishes since LRω = 0 because LRη = 0. The second
and third terms are also zero because Z ∈ TMi
⊥. Hence, the last term
of Eq. (99) vanishes alongMi+1. Therefore, R is tangent toMi+1 if and
only if
(LR〈γH , Z〉)p = Z(R(H))p = 0, (101)
for all Zp ∈ (TMi)p
⊥ ⊆ (TMf )p
⊥.
Notice that if R is not tangent to TpMi it will not be tangent to
TMf ⊆ TpMi, so the converse follows. 
As we have proven in Proposition 7, the Reeb vector field is not
necessarily tangent to the constraint submanifold Mf . A modification
of the previous algorithm guarantees this fact, just by requiring that
a chosen Reeb vector field R is tangent to the constraint submanifold
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after each step. This will produce a new sequence of submanifolds.
Explicitly, M¯0 = Mˆ0 = M , and for i ≥ 1 we define recursively:
M¯i = {p ∈ Mˆi−1 | (γH)p ∈ ♭¯(TpMˆi−1)}
= {p ∈ Mˆi−1 | 〈(γH)p, TpMˆi−1
⊥
〉 = 0}
Mˆi = {p ∈ M¯i | Rp ∈ TpM¯i}
= {p ∈ M¯i | LR〈(γH)p, TpMˆi−1
⊥
〉 = 0}.
(102)
Locally, in terms of constraint functions, if M¯i is described as the zero
set of functions (φk)k, then Mˆi would be the zero set of (φk,R(φk))k.
We get a sequence of constraint submanifolds as follows:
· · · →֒ Mˆi+1 →֒ M¯i →֒ Mˆi →֒ · · · →֒ Mˆ2 →֒ M¯1 →֒ Mˆ1 →֒ M, (103)
The algorithm stops when we reach submanifold such that none of
the two steps produces new constraints. That is: M¯jf = Mˆjf = M¯jf+1.
Remark 5. By construction, the first algorithm will produce the largest
submanifold Mf in which there is a solution to the equations of motion.
The second algorithm produces a final constraint submanifold M¯f in
which there is a solution to the equations of motion and a Reeb vector
field is tangent, hence M¯f ⊆Mf . Apart from this, no much more about
the relationship between Mf and M¯f seems possible to state. It can be
the case that M¯f = Mf , such as in the example of Section 11, or that
M¯f = ∅ and Mf is nonempty for any choice of Reeb vector field, as in
the example of Section 11. ♦
8. The constraint algorithm and the Legendre
transformation
In this section, we will apply the previous constraint algorithm to
singular Lagrangian systems.
Let that L : TQ×R → R is a singular Lagrangian function. We will
use the results and notation of Sections 3 and 4. As in the previous
sections, we will denote by ηL = dz−λL the 1-form defined in Eq. (53);
by ∆ is the extended Liouville vector field (Eq. (45)); by S the canon-
ical endomorphism (Eq. (38), and by FL the Legendre transformation
(Eq. (67)) with respect to L.
The objective is twofold: to develop a constraint algorithm in the
Lagrangian side, but also the corresponding Hamiltonian counterpart.
We make the following observation, which is useful for working with
precontact systems that come from a Lagrangian. The proof is trivial
from the coordinate expression of dηL.
Proposition 8. Let L : TQ×R → R be a Lagrangian function. Then,
the form ηL is precontact of class 2r + 1 if and only if the rank of the
Hessian matrix of L with respect to the velocities is r at every point.
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Let EL = ∆(L) − L be the energy and γEL = dEL − (R(EL) +
EL)ηL, where ηL is a precontact form of class 2r + 1. We remark that
(TQ × R, ηL, EL) is a precontact Hamiltonian system. Hence, we can
apply the constraint algorithm developed in Section 7 to the equation
♭¯L(X) = γEL.
If we denote P1 = TQ × R, we will obtain a sequence of constraint
submanifolds
· · · →֒ Pi →֒ · · · →֒ P2 →֒ P1, (104)
where
Pi+1 = {p ∈ Pi | 〈(γH)p, TpPi
⊥〉 = 0}, (105)
and Pf is the final constraint submanifold. If it has positive dimension,
then there would exist a vector field X tangent to Pf that solves the
equations of motion along Pf .
Of course, this solution will not be unique in general. We would get
a new solution by adding a section of C∩ TPf , where C = ker ♭¯L is the
characteristic distribution.
8.1. The Hamiltonian side and the equivalence problem. Now
we will develop a Hamiltonian counterpart of this theory. This problem
was addressed in [16] for singular Lagrangians in the presymplectic case
and by [8] for the time dependent case. We will require the following
additional regularity conditions on L to make sure we get a precontact
Hamiltonian system which is amenable to the constraint algorithm:
Definition 3. We say that a contact Lagrangian L ∈ C∞(TQ× R) is
almost regular if
• ηL is precontact.
• FL is a submersion onto its image.
• For every p ∈ T ∗Q × R, the fibers (FL)−1(p) are connected
submanifolds.
We denote by M1 be the image of FL, which will be called the
primary constraint submanifold. Let FL1 denote the restriction of FL
to M1, that is
TQ× R T ∗Q× R
M1
FL
FL1 g1 (106)
where g1 : M1 →֒ TQ× R is the canonical inclusion.
The submanifold M1 is equipped with the form η1 = g1
∗(ηQ), where
ηQ is the canonical contact form in T
∗Q×R. By the commutativity of
the diagram in Eq. (106), we deduce
(FL
1
)∗(η1) = (FL)
∗(ηQ) = ηL (107)
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Proposition 9. Let L : P1 = TQ × R → R be an almost regular
Lagrangian such that FL1. Then η1 = g1
∗(ηQ) is a precontact form of
the same class as ηL.
Proof. Assume ηL is of class 2r + 1. Then, η1 ∧ dη
r
1 is nowhere zero
because its image by (FL)∗ is nowhere zero.
Also, η1∧dη
r+1
1 is everywhere zero. Let p ∈M1. Since FL1 : P1 →M1
is a submersion, there are smooth local sections G : U → P1, where
p ∈ U ⊆M1 such that FL1 ◦G = IdU . Then,
0 = G∗(ηL ∧ dηL
r+1) = G∗((FL1)
∗(η1 ∧ dη
r+1
1 )) = η1 ∧ dη
r+1
1 . (108)
Therefore η1 is a precontact form of class 2r + 1. 
The last ingredient for setting up a precontact Hamiltonian system
on M1 is a Hamiltonian function H1 : M1 → R. By requiring that FL
has connected fibers we obtain the following result:
Proposition 10. Let L : R × TQ → R, be an almost regular La-
grangian, then, there is a unique function H1 : M1 → R such that the
following diagram commutes:
R
TQ× R T ∗Q× R
M1
FL
FL1
EL
g1
H1 (109)
That is,
H1 ◦ FL = EL, (110)
Proof. We will prove that EL is constant along the fibers of FL, so H1
is well defined. Since the fibers are connected, it is enough to see that
LZE = 0 for every Z ∈ ker (FL)∗.
One can compute (see [8, page 3424])
ker (FL)
∗
= ker dλL ∩ ImS = ker dηL ∩ ImS = C ∩ ImS. (111)
In bundle coordinates, one can see that X ∈ ker (FL)
∗
if and only if
X = bj
∂
∂q˙j
, (112)
where, for all i,
bj
∂2L
∂q˙i∂q˙j
= 0. (113)
By using the coordinate expression of the energy (Eq. (46)) we find
that
X(EL) = q˙
ibj
∂2L
∂q˙i∂q˙j
= 0. (114)

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By the results of this chapter we conclude that if the Lagrangian is
almost regular, then (M1, η1, H1) is a precontact Hamiltonian system.
Thus, we apply the constraint algorithm (Section 7) to the equation
♭¯1(Y ) = γH1, where ♭¯1 is the mapping defined by η1. Thus we obtain a
sequence of constraint submanifolds
· · · →֒ Mi →֒ · · · →֒ M2 →֒ M1, (115)
where Mf is the final constraint submanifold.
We will investigate the connection between the algorithm on the
precontact systems (P1, ηL, EL) and (M1, η1, H1).
Lemma 11. The following diagram commutes
TQ× R T ∗Q× R
P2 M1
... M2
Pf
...
Mf
FL
FL1
FL2
j2 g1
j3 g2
FLf
jf
g3
gf
(116)
where Pi and Mi are the i-th constraint submanifolds obtained in the
constraint algorithm to P1 = TQ × R and to M1 respectively, and
ji : Pi → Pi−1, gi : Mi → Mi−1 are the canonical inclusions. The
submersions FLi : Pi → Mi are the restrictions of the Legendre trans-
formation FL to the corresponding constraint submanifolds.
Proof. All the claims follow from proving that FLi(Pi) = Mi. Equiva-
lently, we need two show that the constraint defining Pi are precisely
the pullback by FLi of the constraints defining Mi. For performing the
algorithm, we choose Reeb vector fields which are FL-related.
First, let ωL = dηL+ηL⊗ηL and ω1 = dη1+η1⊗η1. Since (FL)
∗(η1) =
ηL, then (FL)
∗(ω1) = ωL. From this and the fact that FL∗ is surjective,
it easily follows that FL∗ maps TPi
⊥ onto TMi
⊥.
By taking FL-related Reeb vector fields, from a straightforward com-
putation we find that (FL)∗(γH1) = γ(EL). With this, we have that
for any Y ∈ TMi
⊥ and any X ∈ TPi
⊥ such that (FL)
∗
X = Y ,
(FL)∗(γH1(Y )) = γEL(X). Hence FLi(Pi) = Mi because their con-
straints are related by the Legendre transformation. 
From the commutativity of the diagram, we get the following result.
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Theorem 12 (Equivalence Theorem). Let L : P×R → R be an almost
regular Lagrangian, let (P, ηL, EL) be the corresponding precontact sys-
tem, and let (M1, η1, H1) be its Hamiltonian counterpart,. We denote
the final constraint submanifolds by Pf and Mf , respectively. Then
• For every FL-projectable solution X of the equations of motion
along Pf , (FL)∗(X) is a solution of Hamilton equations of mo-
tion along Mf .
• For every solution Y of Hamilton equations of motion along
Mf , every X ∈ X(TQ× R) such that (FL)∗(X) = Y solves the
equations of motion along Pf .
9. The constraint algorithm and the Dirac-Jacobi
brackets
The aim of this section is to develop a local version of the constraint
algorithm based on the Jacobi bracket of the contact manifold T ∗Q×R,
similar to the Dirac-Bergmann algorithm for the presymplectic case [2,
12]. This bracket also has some global geometric descriptions [21, 24].
It has been extended to the time-dependent case in [8].
The bracket formalism will allow us to classify the constraints pro-
duced by the algorithm depending of weather they provide dynamical
information (first class) or not (second class). Furthermore, we will
define a modified brackets, the Dirac-Jacobi bracket which will provide
us expressions for the evolution of the observables witch are manifestly
independent on the second class constraints.
As we have explained in Section 2, a contact manifold (M, η) is a
particular case of a Jacobi manifold, with Jacobi structure (Λ,−R) as
in Eq. (27). We remind that the Jacobi bracket is given by
{f, g} = Λ(df, dg)− fR(g) + gR(f), (117)
for f, g ∈ C∞(M). We recall that this brackets are not Poisson. Instead,
they satisfy the following generalized Leibniz rule:
{fg, h} = f{g, h}+ g{f, h}+ fgR(h), (118)
for arbitrary functions f, g, h ∈ C∞(M).
The evolution of an observable f ∈ C∞(T ∗Q) can be written in terms
of its bracket with the Hamiltonian H ,
f˙ = XH(f) = {H, f} − fR(H), (119)
where H is an arbitrary extension of H1.
In this section we will be working with the Hamiltonian formulation
of a system that is given by an almost regular Lagrangian L : TQ×R →
R as in Section 8. Assume that we obtain a first constraint submanifold
M1 = FL(TQ) ⊆ T
∗Q, with a Hamiltonian function H1 : M1 → R. We
can extend H1 to T
∗Q× R as follows:
HT = H + uaφ
a, (120)
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where H is an arbitrary extension of H1, φ
a are a set of constraints
defining M1 and ua are Lagrange multipliers. Hence, we can compute
the evolution of an observable f with respect to HT :
f˙ = {HT , f} − fR(HT )
= {H, f}+ ua{φ
a, f} − fR(H)− fuaR(φ
a)
+ φa({ua, f}+ uaR(f)− fR(ua))
= {H, f} − fR(H) + ua({φ
a, f} − fR(φa)) + φaΛ(dua, df)
= (XH + uaXφa)(f) + φ
aΛ(dua, df),
(121)
where we have used the generalized Leibniz rule Eq. (118).
The constraint algorithm can be locally interpreted in terms of this
bracket, in a similar fashion to the Dirac algorithm for the symplectic
case [18].
Remark 6. A local version of the constraint algorithm for constrained
on the extended phase M1 ⊆ T
∗Q × R can be given in terms of the
Jacobi bracket as follows.
First, we demand that the primary constraints should be preserved
along the evolution of the system. Geometrically, this means that XHT
should be tangent to M1, that is:
(0 = φ˙a = XHT (φ
a) = {H, φa}+ ub{φ
b, φa})|M1, (122)
since φb = 0 on M1. We should demand this condition for all linear
combinations of the constraints. Some will be satisfied trivially, others
will fix the multipliers ub, and the remaining ones will be independent
on the multiples ub. The later take the form f
α
a φ˙
a, where
(fαa {φ
a, φb} = 0)|M1. (123)
If we let ψα = fαa φ˙
a, then
(ψα = fαa {H, φa})|M1. (124)
These new constraints define a further submanifold, M2. We can now
modify the Hamiltonian by adding the new constraintsH ′T = HT+vαψ
α
and iterate this procedure until we get not new constraints. ♦
Let Mf be the final constraint submanifold. We say that a function
f ∈ C∞(T ∗Q×R) is first class if {f, φ}|Mf = 0. Denote by F ⊆ C
∞(M)
to the set of first class functions, which is a subalgebra with respect to
the Jacobi bracket since, by the Jacobi identity, if ψ, χ ∈ F and φ is a
constraint, then, along Mf ,
{{ψ, χ}, φ} = {{ψ, φ}, χ}+ {ψ, {χ, φ}} = 0.
The Hamiltonian HT is an example of a first class function because
of the constraint preservation condition given in Eq. (122).
We say that a function is second class if it is not first class.
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We will show that family of independent constraints φα defining Mf
(by independent, we mean that their differentials are linearly indepen-
dent) we can extract a maximal subfamily of second class constraints
the matrix of their Jacobi brackets is non-singular. Modifying the rest
of them by taking linear combinations, we get second class constraints
that still form an independent family.
Consider the matrix (〈φα, φβ〉)α,β. Assume that it has constant rank
k in a neighborhood ofMf , that is, up to reordering, the first k rows are
linearly independent. Denote by φa (with latin indices) those functions
and φa¯ (with overlined latin indices) the rest of them. We use greek
indices when we want to refer to every constraint. Then the rest of the
rows are linear combinations of the first k, that is
{φa¯, φβ}DJ = B
a¯
a{φ
a, φβ}DJ . (125)
Define
φ¯a¯ = φa¯ − Ba¯aφ
a. (126)
Using the generalized Leibniz rule (Eq. (118)) we can check that these
new constraints are first class, so φa, φ¯a¯ is a basis of the constraints
with the desired properties.
Now let Cab = {φa, φb} and let Cab denote the inverse matrix. We
define the Dirac-Jacobi bracket such that
{f, g}DJ = {f, g} − {f, φ
a}Cab{φ
b, g}. (127)
Proposition 13. The Dirac-Jacobi bracket has the following proper-
ties:
(1) It is a Jacobi bracket (Definition 2) which satisfies the general-
ized Leibniz rule
{fg, h}DJ = f{g, h}DJ + g{f, h}DJ + fgRDJ(h), (128)
where
RDJ = R+ CabR(φ
b)(♯Λ(dφ
a) + φaR). (129)
(2) The second class constraints φa are Casimir functions for the
Dirac-Jacobi bracket.
(3) For any first class function F ,
({F, ·}DJ = {F, ·})|Mf ,
(RDJ(F ) = R(F ))|Mf .
(130)
(4) The evolution of observables is given by
(f˙ = {H, f}DJ − fRDJ(H) + u¯a¯({φ¯
a¯, f}DJ − fRDJ(φ¯
a¯))
= (XH + u¯a¯Xφ¯a¯)(f))|Mf ,
(131)
where H : T ∗Q×R→ R is an arbitrary extension of the Hamil-
tonian H1.
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We remark that the motion depends on the multipliers of the first class
constraints u¯a¯, but it is independent on the multipliers of the second
class constraints ua.
Proof. It is clear that the brackets are bilinear and antisymmetric. The
Jacobi identity follows from a computation as the one performed by
Dirac in [11] for the symplectic case. Moreover, the locality of the
Dirac-Jacobi bracket follows from the locality of the bracket associated
to the natural Jacobi structure of T ∗Q× R. Therefore, by Theorem 1,
there is another Jacobi structure (ΛDJ ,RDJ) on T
∗Q× R such that
{f, g}DJ = ΛDJ(df, dg)− fRDJ(g) + gRDJ(f). (132)
The vector field RDJ can be computed by taking into account that
RDJ(f) = {f, 1}DJ
= {f, 1} − {(f, φa)}Cab{φ
b, 1}
= R(f)− Cab(Λ(df, dφ
a)− fR(φa) + φaR(f))R(φb)
= (R+ CabR(φ
b)(♯Λ(dφ
a) + φaR))(f)− fCabR(φ
a)R(φb),
where −CabR(φ
a)R(φb) = {1, 1}DJ = 0, by the antisymmetry of the
bracket.
The fact that φa are Casimir functions follows from a straightforward
calculation from de definition of the brackets.
For proving the statement (3), if F is first class it is clear that both
brackets coincide along Mf since they differ by multiples of the Jacobi
brackets of F with constraints. For the second part, notice that, along
Mf ,
R(F ) = {1, F} = {1, F}DJ = RDJ(F ). (133)
The last claim follows from the combination of the formula for the
evolution of observables Eq. (121) and Item (3). Since the second
class constraints φa are Casimir functions, their brackets, including
RDJ(φ
a) = {1, φa}DJ , will vanish, so the terms with the corresponding
multipliers ua will not affect the evolution of the observable. 
10. The second order problem
Using the theory developed on the previous section, given an almost
regular Lagrangian L : TQ × R → R we are able to develop the con-
straint algorithm on the Lagrangian side, as well as on the Hamiltonian
counterpart starting with the image M1 = FL(R × TQ), the precon-
tact form η1 and the restricted Hamiltonian H1. The following diagram
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summarizes the situation:
TQ× R T ∗Q× R
Pf M1
Mf
FL
FL1
FLf
(134)
where Pf and Mf are the final constraint submanifolds on the La-
grangian and Hamiltonian sides, which are the maximal submanifolds
in which solutions to the equations of motion
♭¯L(X) = γEL, (135a)
♭¯(Y ) = γH1 (135b)
exist and are tangent to the respective submanifolds. Both submani-
folds are connected by the Legendre transformation FLf : Pf → Mf ,
which is a surjective submersion.
Remark 7. Notice that in order to get a solution X on the Lagrangian
side we can start with a solution Y and use that FLf : Pf → Mf is a
fibration to construct X such that (FL)
∗
X = Y . ♦
As we know, if the Lagrangian is regular, the Euler-Lagrange are
of second order. That is, the solution X is a so-called a second order
differential equation (SODE) or a semispray [9]. This means that, in
bundle coordinates (qi, q˙i, z), it has the form
X = q˙i
∂
∂qi
+ bi
∂
∂q˙i
+ c
∂
∂z
. (136)
This condition can be written in algebraic terms as follows
S(X) = ∆. (137)
However, this is not the case for singular Lagrangians. We are inter-
ested on finding a submanifold S of Pf and a solution X tangent to S
that satisfies the second order condition along S. That is S(X)p = ∆p
at every p ∈ S. This is the so-called second order problem, which was
studied for presymplectic Lagrangian systems in [17] and in [8] for time
dependent Lagrangians.
The connection with Herglotz’s equations and the related variational
problem is apparent from the next result, which parallels [1, Theo-
rem 3.5.17] in the symplectic case.
Proposition 14. Let X be a vector field on TQ × R that verifies the
second order equation condition along a submanifold S ⊆ TQ×R, and
let L : TQ × R → R be a Lagrangian. Then, along S, X solves the
equations of motion for L if and only if it solves Hertglotz’s equations.
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Proof. Indeed, if X satisfies the second order equation condition along
S, then, along S
X = q˙i
∂
∂qi
+ bi
∂
∂q˙i
+ c
∂
∂z
. (138)
If it solves the equations of motion, necessarily ηL(X) = −EL. Sub-
stituting the coordinate expression of X, we find out that (c = L)|S.
Hence, we can perform the same computation than in the regular case
(Eq. (60)). That is, along S, the coefficients bi must satisfy the equation
bi
∂
∂q˙i
(
∂L
∂q˙j
)
+ q˙i
∂
∂qi
(
∂L
∂q˙j
)
+ L
∂
∂z
(
∂L
∂q˙j
)
−
∂L
∂qj
=
∂L
∂q˙j
∂L
∂z
, (139)
Hence, an integral curve (qi, q˙i, z) satisfies Herglotz’s equation along S:
d
dt
(
∂L
∂q˙i
)
−
∂L
∂qi
=
∂L
∂q˙i
∂L
∂z
. (140)
The converse follows by reversing the computation. 
In this section we will be construct a submanifold S ⊆ Pf along
which the equations of motion have a unique solution which is a SODE.
The first observation is that ker (FLf)∗ is an involutive distribution.
Indeed, it is the vertical distribution of the fibration FLf : Pf → Mf .
By the construction of the constrain submanifolds, we can see that for
x ∈ Pf ker (FL)∗(x) = ker (FLf)∗(x) ⊆ TxPf .
Let X be a vector field on TQ×R. We define the deviation of X as
X∗ = S(X)−∆. (141)
We note that X∗ = 0 if and only if X is a second order equation.
The next step in the construction of the solution to the second order
problem is the following.
Lemma 15. If X is a solution of the equations of motion along Pf ,
then X∗ ∈ ker (FLf)∗.
Proof. Assume that X is written in bundle coordinates (qi, q˙i, z) on
TQ× R by
X = ai
∂
∂qi
+ bi
∂
∂q˙i
+ c
∂
∂z
. (142)
then
X∗ = S(X)−∆ = (ai − q˙i)
∂
∂q˙i
. (143)
If we contract both sides of the equation of motion ♭¯L(X) = γH by
∂
∂q˙i
we get
(ai − q˙i)
∂2L
∂q˙i∂q˙j
= 0. (144)
Next, we compute
FL∗(X
∗) = (aj − q˙j)
∂2L
∂q˙i∂q˙j
= 0. (145)
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Hence X∗ is tangent to the leaves of the fibration determined by
ker (FLf)∗, or, in other words to the fibers of the fibration FLf : Pf →
Mf . 
Next we will construct the submanifold S. Fix a point y ∈ Mf and
let x be an arbitrary point on the leaf over y, say FLf (x) = y. Assume
that x = (qi0, q˙
i
0, z0) in bundle coordinates.
Notice that X is projectable, hence along a leaf it can only vary from
point to point in a direction tangent to ker(FL)∗. Since ker(FL)∗ ⊆
ImS = 〈{ ∂
∂q˙i
}i〉, this implies that a
i and c are constant functions along
the leafs and only bi might change.
Consider the vector field
−X∗ = (q˙i − ai)
∂
∂q˙i
, (146)
and compute the integral curve of −X∗ passing through x, say
σ(t) = (qi(t), q˙i(t), z(t)). (147)
Therefore
σ(0) = (qi(0), q˙i(0), z(0)) = (qi0, q˙
i
0, z0). (148)
This integral curve has to satisfy the system of differential equations:
dq˙i
dt
= q˙i(t)− ai. (149)
Consequently, the solution passing through x is just
σ(t) = (qi0, a
i + exp(t)(qi0 − a
i), z0), (150)
which is entirely contained on the fiber over y. In addition, the limit
point as t→ −∞,
x˜ = lim
t→−∞
σ(t), (151)
is also on the same fiber, since fibers are closed. A direct computation
shows that
x˜ = (qi0, a
i, z0), (152)
and that
S(X)x˜ = ∆x˜. (153)
Summarizing, we have constructed a smooth section α : Mf → Pf
of the fibration FLf : Pf → Mf , by taking α(y) = x˜ for some x on
the fiber over y (notice that x˜ only depends on FL(x)). By taking
S = α(Mf) we have the following.
Theorem 16 (Second order differential equation). Let L : TQ×R →
R be an almost regular Lagrangian and let Pf be the final constraint
embedded submanifold. Then, there exists a submanifold S ⊆ Pf such
that the equations of motion have a unique solution X ∈ X(TM × R)
satisfying the SODE condition. That is, along S,
♭¯L(X) = γEL, S(X) = ∆. (154)
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11. Examples
Example 1: Cawley’s Lagrangian. The Lagrangian considered by
Cawley [7] can be modified by adding a linear dissipative term γz,
where γ is a real number. Let Q = R3, P1 = TQ× R and consider the
Lagrangian function L : P1 → R such that
L(q1, q2, q3, q˙1, q˙2, q˙3, z) =
m
2
(q˙1 + q˙2)
2
+
µ
2
(q˙3)
2
+ V (q1, q2, q3) + γz,
(155)
for some potential function V and some real nonzero constants m,µ.
This Lagrangian induces the following precontact structure on P1
ηL = dz −m(q˙
1 + q˙2)(dq1 + dq2)− µq˙3dq3 (156)
dηL = m(dq
1 + dq2) ∧ (dq˙1 + dq˙2) + µ(dq3 ∧ dq˙3), (157)
One can check that ηL ∧ (dηL)
2 is nowhere zero and ηL ∧ (dηL)
3 = 0,
hence (P1, ηL) is a precontact manifold of class 5, with the correspond-
ing energy function EL = ∆(L)− L given by
EL =
m
2
(q˙1 + q˙2)
2
+
µ
2
(q˙3)
2
− V (q1, q2, q3)− γz. (158)
We now apply the constraint algorithm to the precontact Hamiltonian
system (P1, ηL, EL), choosing the following Reeb vector field:
R =
∂
∂z
. (159)
In order to compute the constraints, we find the complement of the
tangent bundle of P1,
TP1
⊥ = ker ηL ∩ ker dηL =
〈
∂
∂q1
−
∂
∂q2
,
∂
∂q˙1
−
∂
∂q˙2
〉
. (160)
By imposing γEL(X) = 0 for X ∈ TP1
⊥, we get the following con-
straint,
φ1 = −
∂V
∂q1
+
∂V
∂q2
, (161)
which defines the submanifold P2 = {p ∈ M | φ
1(p) = 0}. Its tangent
space is given by
TP2 =
〈
∂
∂q˙1
,
∂
∂q˙2
,
∂
∂q˙3
,
∂
∂z
,
∂φ1
∂q2
∂
∂q1
−
∂φ1
∂q1
∂
∂q2
,
∂φ1
∂q3
∂
∂q1
−
∂φ1
∂q1
∂
∂q3
〉
.
(162)
The complement is given by
TP2
⊥ =
〈
∂
∂q1
−
∂
∂q2
,
∂
∂q˙1
−
∂
∂q˙2
〉
. (163)
Demanding γEL(X) = 0 for X ∈ TP2
⊥ produces no new constraints,
hence P2 = P3 = Pf and the algorithm ends.
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Notice that the R vector field is already tangent to the submanifold,
so we would ge the same result by using the modified version of the
algorithm with imposes the tangency of R.
Hamiltonian formulation and the Legendre transformation. For this La-
grangian system, the Legendre transformation is given by FL : TQ ×
R → T ∗Q× R,
FL(q1, q2, q3, q˙1, q˙2, q˙3, z) = (q1, q2, q3, m(q˙1 + q˙2), m(q˙1 + q˙2), µq˙3, z)
(164)
We obtain that
ker (FL)
∗
=
〈
∂
∂q˙1
−
∂
∂q˙2
〉
, (165)
hence it is a submersion onto its image and its fibers are connected,
so the Lagrangian system is almost regular. By the Equivalence theo-
rem (Theorem 12), there is a Hamiltonian formulation of the problem.
The first constraint submanifold is given by M1 = FL(P ) and can be
described by the following constraint function
ψ1 = p1 − p2. (166)
The unique Hamiltonian functionH1 : M1 → R such thatH1◦FL = EL
is given by
H1 =
1
2m
p1
2 +
1
2µ
p3
2 − V (q1, q2, q3)− γz. (167)
Let η1 = g
∗
1(η), where g1 : M1 →֒ T
∗Q × R is the inclusion and η
is the canonical contact form on T ∗Q × R, then (M1, η1, H1) is a pre-
contact Hamiltonian system. We can apply the algorithm to compute
the secondary constraints or use the commutativity of the diagram on
Theorem 12. We now obtain a secondary constraint submanifold given
by M2 = {p ∈M1 | ψ
2(p) = 0}, where
ψ2 =
∂V
∂q1
−
∂V
∂q2
. (168)
The algorithm now ends, as M3 = M2 = Mf .
The Dirac-Jacobi bracket. We compute the bracket
{ψ1, ψ2} =
∂2 V
∂(q1)2
− 2
∂2 V
∂q1∂q2
+
∂2 V
∂(q2)2
, (169)
which is the determinant of the Hessian matrix of V with respect to
(q1, q2). We will assume that this bracket does not vanish along Mf ,
hence both constraints are second class.
We will call F = {ψ1, ψ2}. The Dirac-Jacobi bracket is given by
{f, g}DJ = {f, g}+
{f, ψ1}{ψ2, g} − {f, ψ2}{ψ1, g}
F
(170)
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The non-zero Dirac-Jacobi brackets of the coordinate functions are
{q1, p1}DJ = {q
1, p2}DJ =
∂ψ2
∂q2
F
(171a)
{q2, p1}DJ = {q
2, p2}DJ = −
∂ψ2
∂q1
F
(171b)
{q1, p3}DJ = −{q
2, p3}DJ =
∂ψ2
∂q3
F
(171c)
{q3, p3}DJ = −1 (171d)
{q1, z}DJ = −q
1 +
ψ2
F
= −q1 along Mf (171e)
{q2, z}DJ = −q
2 −
ψ2
F
= −q2 along Mf (171f)
{q3, z}DJ = −q
3. (171g)
With those brackets, we can easily compute the equations of motion
along the constrained submanifold Mf ,
q˙1 = −
p1
m
∂ψ2
∂q2
+ p3
µ
∂ψ2
∂q2
F
(172a)
q˙2 =
p1
m
+
p1
m
∂ψ2
∂q2
+ p3
µ
∂ψ2
∂q2
F
(172b)
q˙3 =
p3
µ
(172c)
p˙i =
∂V
∂qi
+ γpi (172d)
z˙ = −
1
2m
p1
2 −
1
2µ
p3
2 − V (q1, q2, q3) + γz (172e)
The second order problem. Consider the vector field Y associated to
the equations Eq. (172). That is,
Y = q˙i
∂
∂qi
+ p˙i
∂
∂pi
+ z˙
∂
∂z
, (173)
where (q˙i, p˙i, x˙) are those from Eq. (172). The vector field X is a
solution to the equations of motion on TQ×R that satisfies (FL)∗X =
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Y and is given by
X =−
2q˙1 ∂ψ
2
∂q2
+ q˙3 ∂ψ
2
∂q2
F
∂
∂q1
+
(
2q˙1 +
2q˙1 ∂ψ
2
∂q2
+ q˙2 ∂ψ
2
∂q3
F
)
∂
∂q2
+ q˙3
∂
∂q3
+
(
∂V
∂q1
+ 2mγq˙1
)
∂
∂q˙1
+
(
∂V
∂q3
+ µγq˙3
)
∂
∂q˙3
+
(
2m(q˙1)
2
+ µ(q˙1)
2
− V + γz
) ∂
∂z
.
(174)
We will construct the section α of FLf . Notice that, by the first
constraint p1 = p2 on Mf , hence any point on Mf has the form y =
(q1, q2, q3, p1, p1, p3, z). Take x = (q
1, q2, q3, p1/m, 0, p3/µ, z) ∈ Pf so
that FL(x) = y. We set α(y) = x˜, that is,
α(q1, q2, q3, p1, p2, p3, z) =
(
q1, q2, q3,
−
2p1
m
∂ψ2
∂q2
+ p3
µ
∂ψ2
∂q2
F
, 2
p1
m
+
2p1
m
1 ∂ψ2
∂q2
+ p3
µ
∂ψ2
∂q2
F
,
pu
µ
, z
)
.
(175)
Hence X is satisfies the SODE condition along Imα.
Example 2. Let Q = R2, P1 = TQ× R and consider the Lagrangian
function L : P1 → R defined by
L(q1.q2, q˙1, q˙2, z) =
1
2
(q˙1 + q˙2)
2
+ q1 + q2z. (176)
This Lagrangian induces the following precontact structure of class 3
ηL = dz − (q˙
1 + q˙2)(dq1 + dq2) (177)
dηL = (dq
1 + dq2) ∧ (dq˙1 + dq˙2) (178)
EL =
1
2
(q˙1 + q˙2)
2
− q1 − q2z (179)
We choose the following Reeb vector field,
R =
∂
∂z
. (180)
As in the previous example, we apply the algorithm, obtaining the
following constrained submanifolds. Since
TP1
⊥ =
〈
∂
∂q1
−
∂
∂q2
,
∂
∂q˙1
−
∂
∂q˙2
〉
, (181)
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then P2 = {p ∈M | φ
1(p) = 0}, where
φ1 = z − 1. (182)
TP2 =
〈
∂
∂q1
,
∂
∂q2
,
∂
∂q˙2
,
∂
∂q˙2
〉
(183)
TP2
⊥ =
〈
∂
∂q1
−
∂
∂q2
,
∂
∂q˙1
−
∂
∂q˙2
, (q˙1 + q˙2)
∂
∂q˙1
+
∂
∂z
〉
(184)
P3 = {p ∈M | φ
2(p) = φ2(p) = 0},
φ2 = L− 2q
2 =
1
2
(q˙1 + q˙2)
2
+ q1 + q2(z − 2) (185)
TP3 =
〈
(2− z)
∂
∂q1
+
∂
∂q2
,
∂
∂q˙1
−
∂
∂q2
, (q˙1 + q˙2)
∂
∂q1
−
∂
∂q˙1
〉
, (186)
TP3
⊥ =
〈
∂
∂q1
−
∂
∂q2
,
∂
∂q˙1
−
∂
∂q˙2
, (q˙1 + q˙2)
∂
∂q˙1
+
∂
∂z
〉
, (187)
so we get no new constraints and the algorithm ends.
We remark that any Reeb vector field R satisfies R(φ1) = 1, hence if
we imposed the tangency of R, we would get the empty set.
Hamiltonian formulation and the Legendre transformation. The Le-
gendre transformation is given by
FL(q1, q2, q˙1, q˙2, z) = (q1, q2, q˙1 + q˙2, q˙1 + q˙2, z), (188)
and then
ker (FL)
∗
=
〈
∂
∂q˙1
−
∂
∂q˙2
〉
. (189)
In this case, the first constraint submanifold M1 = FL(P ) is described
by the constraint
ψ1 = p1 − p2. (190)
The corresponding Hamiltonian H1 : M1 → R is given by
H1 =
1
2
(p1)
2 − q1 − q2z. (191)
By the correspondence with the Lagrangian formulation, there will
be two constraint submanifolds, M3 →֒ M2 →֒ M1, defined by the
constraint functions
ψ2 = z − 1, (192)
ψ3 =
1
2
(p1)
2 + q1 + q2(z − 2), (193)
respectively.
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The Dirac-Jacobi bracket. The constraints have the following Dirac
brackets.
{ψ1, ψ2}DJ = 0 (194a)
{ψ1, ψ3}DJ = 3− z = 2 along Mf (194b)
{ψ1, ψ3}DJ = −
1
2
(p1)2 + q1 − q2 = −2(q2 − q1) along Mf (194c)
The rank of the matrix ({ψα, ψβ}DJ)α,β is 2, so we can extract one
first class constraint as a C∞-linear combination. We set
χ¯ = ψ2 − (q2 − q1)ψ0 = (p1 − p2)(q2 − q1) + z − 1, (195)
which is a first class constraint, and the other two are second class,
which we will relabel χ1 = ψ1, χ2 = ψ3.
The Dirac-Jacobi bracket is given by
{f, g}DJ = {f, g}+
{f, ψ1}{ψ2, g} − {f, ψ2}{ψ1, g}
−1
2
(p1)2 + q1 − q2
= {f, g} −
{f, ψ1}{ψ2, g} − {f, ψ2}{ψ1, g}
2(q2 − q1)
along Mf .
(196)
Notice that the denominators do not vanish along the submanifold.
The non-zero Dirac-Jacobi brackets of the coordinate functions, along
Mf are the following
{q1, q2}DJ = −
1
2
(q1q2 + (q2)
2
+ p1) (197a)
{q1, p1}DJ = {q
1, p2}DJ =
1
2
(197b)
{q2, p1}DJ = {q
2, p2}DJ = −
1
2
(197c)
{q1, z}DJ = −
3
2
q2 (197d)
{q2, z}DJ = −q
1 +
1
2
q2. (197e)
Now consider the total Hamiltonian HT : T
∗Q× R → R
HT =
1
2
(p1)
2 − q1 − q2z + u¯χ¯ = H0 + u¯χ¯, (198)
where u¯ is an unspecified Lagrange multiplier and
H0 =
1
2
(p1)
2 − q1 − q2z. (199)
The other two Lagrange multipliers are irrelevant for the motion, so
we can eliminate them. We can compute the equations of motion.
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By Eq. (131), for any observable f along Mf
f˙ = {H0, f}DJ − fRDJ(H0) + ({χ¯, f}DJ − fRDJ(χ¯))u¯
= {H0, f}DJ − q2f + ({χ¯, f}DJ − f)u¯.
(200)
Below we compute the equations of motion along Mf ,
q˙1 = (q1 − q2)q1q2 − 2(q2)
2
+ (q2 − q1)u¯ (201a)
q˙2 =
1
2
(p1)
2q2 + (q2)
2
+ p1 + (q1 − q2)u¯ (201b)
p˙1 = p˙2 = p1q
2 + 1− (p1)u¯ (201c)
z˙ = 0. (201d)
The second order problem. Consider the vector field Y associated to
the equations Eq. (201) with u¯ = 0. That is,
Y =(q1 − q2)q1q2 − 2(q2)
2 ∂
∂q1
+
(
1
2
(p1)
2q2 + (q2)
2
+ p1
)
∂
∂q2
+ (p1q
2 + 1)
(
∂
∂p1
+
∂
∂p2
)
.
(202)
The vector field X is a solution to the equations of motion on TQ×R
that satisfies (FL)∗X = Y and is given by
X =
(
(q1 − q2)q1q2 − 2(q2)
2
) ∂
∂q1
+
(
2(q˙1)
2
q2 + (q2)
2
+ 2q˙1
) ∂
∂q2
+ (2q˙1q2 + 1)
∂
∂q˙1
.
(203)
We will construct the section α of FLf . Notice that, by the first
constraint p1 = p2 on Mf , hence any point on Mf has the form
y = (q1, q2, p1, p1, z). Take x = (q1, q2, p1, 0, z) ∈ Pf so that F(x) = y.
We set α(y) = x˜, that is,
α(q1, q2, p1, p2, z) = (q1, q2, (q1−q2)q1q2−2(q2)
2
, 2(q˙1)
2
q2+(q2)
2
+2q˙1, z).
(204)
Hence X satisfies the SODE condition along Imα.
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