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Abstract  
  By taking into consideration the fact that modern societies require more and 
more information to be digitally processed, stored and transferred, it is conspicuous that 
the data centers constructed in order to support the aforementioned IT activities require 
a continuously increased amount of energy for the maintenance of its regular operation. 
The total amount of energy supplied to the data center can be divided into two different 
streams, the energy required by the IT equipment and the energy needed to run the 
physical infrastructure. The main purpose of this dissertation is to explore to which 
extent the integration of the energy-efficient method of deploying cooling systems that 
support the operation in economizer mode is able to mitigate the economic and 
environmental impacts deriving from the continuous growth of the IT industry. 
 The first part of the thesis will discuss the various traditional cooling 
architectures that are usually deployed within the data center industry. The qualitative 
and quantitative comparison of the aforementioned cooling systems will illustrate which 
configuration is considered to have the greater contribution to the energy improvement 
of a data center. For the realization of the quantitative comparison a hypothetical 
medium-to-large data center is introduced. However, the observations made by the 
aforementioned comparison indicate that even the most energy efficient cooling system 
requires a significant amount of energy. Therefore, the operation of a data center in 
economizer mode is considered to be a smart idea to be adopted by the data center 
operators. In the second part of the thesis, the various types of economizer modes will 
be discussed, while their qualitative and quantitative comparison conducted by using the 
hypothetical medium-to-large data center introduced in the previous part, will illustrate 
that the air conditioner with indirect air evaporative cooler is the cooling architecture 
that maximizes the benefits that can be extracted by the operation of a data center in 
economizer mode. The suitability of this cooling architecture is proved to be irrevocable 
by the influence of the weather conditions prevailing on a geographical location or by 
the supply inlet temperature that is required by the data center operator. Last but not 
least, it is concluded that the national and international energy legislation does not seem 
to favor the utilization of economizer mode, while hampering the integration of further 
energy efficiency measures.  
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1 Introduction 
By taking into consideration the fact that our economy manifests an intensive 
need to shift from paper-based to digital information management, it is evident that data 
centers will play a dramatic role in business, communications, academic and 
governmental systems. Therefore, these facilities containing electronic equipment will 
be used by the abovementioned systems so as to facilitate any business processes, 
information management and communication functions. Still, one of the main 
disadvantages of data centers is the fact that they account for significant energy 
consumption due to their operation, to the high power requirements of the IT equipment 
and the high cooling demand of the infrastructure, and therefore the buildings, in order 
to maintain the operation conditions for the equipment.  In fact, data centers are 
supposed to be more than 40 times as energy intensive as conventional office buildings. 
It must be also noticed that from 2000 to 2006 the energy used to cover the IT load in 
combination with the energy required to maintain the power and cooling infrastructure 
installed to ensure the normal operation of the electronic equipment has doubled.  
However, in order to ensure the proper function of our digital economy, a 
variety of energy and capital intensive facilities are required creating further financial 
burdens for their owners and operators, having an impact on environment and always 
facing the risk not to be able to correspond to the tasks assigned. Taking into account 
these reasons, there is an increasing concern about the rapid growth of data centers 
energy and interest in the implementation of energy efficient measures in this sector. 
Therefore, the main purpose of this dissertation is on the one hand to evaluate and select 
the most appropriate energy efficient traditional cooling architecture so as to minimize 
the energy consumption according to the data center’s size and location, while on the 
other hand, with respect to the prevailing trend towards a  minimum carbon footprint 
data center, it will be proposed the integration of a cooling system operating in full or 
partial economizer mode in order to reduce to mitigate the data center’s contribution to 
the environmental degradation. A brief description of what is about to be analyzed in 
each Chapter of the dissertation is presented in the following paragraphs. 
Chapter 2 aims at clarifying why the integration of energy efficiency measures 
is considered to be of great importance for the data center industry. More specifically, 
this Chapter is an introduction providing information about the special features of a data 
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center that necessitates the execution of the research included in the following Chapters. 
At the outset, Chapter 2 defines what a data center building is. In fact, data centers are 
the buildings that provide housing to specialized electronic equipment and associated 
components used in various applications, such as data processing (servers), data storage 
(storage equipment) and communication (network equipment). These ‘‘nerve centers’’ 
of our new digital based economy can be classified into three categories, the corporate 
data centers, the co-location data centers and the managed data centers, depending on 
the special features of their operation (ownership of IT equipment and type of 
management). The special characteristics of a data center are highly interrelated with 
the amount of energy required to run the installed IT equipment, as well as the physical 
infrastructure. The comparison between a data center and a typical office building 
included in Chapter 2 illustrates that a data center consumes a significant amount of 
energy in order to empower the IT equipment and cooling system, while an office 
building aims at maintaining the internal conditions within the recommended range for 
human’s health by consuming half of the energy delivered for heating and cooling the 
office space. By taking into account the energy intensiveness of a data center compared 
to a typical office building, it is conspicuous that it is worth to deal with the cutting 
edge issue of data centers in order to eliminate those factors that affect the data center’s 
power consumption and carbon footprint. For the abovementioned reasons, the 
integration of energy efficiency measures in the data center industry is considered to be 
more requisite than never before. 
Chapter 3 will discuss the most commonly used traditional cooling architectures 
in the data center industry. The main purpose of this Chapter is to provide a better 
understanding about how those cooling architectures operate, as well as which their 
associated advantages and disadvantages are. Therefore, Chapter 3 initially 
demonstrates in each subchapter some of the most important highlights of the various 
cooling equipment used during the implementation of the airflow management, 
equipment placement and heat rejection strategies. What is more, this Chapter aims at 
comparing the aforementioned cooling equipment by taking into account the following 
parameters, the current usage and availability, the energy efficiency, the reliability, the 
equipment architecture, as well as the standardization and the social acceptability. Last 
but not least, some comments regarding the future outlook of each of the cooling 
equipment used in the three aforementioned strategies are provided. An additional 
purpose of Chapter 3 is, apart from describing and assessing the suitability of the 
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various cooling equipment, is to provide a qualitative comparison of those cooling 
infrastructures in each of the strategies used from the maintenance of the internal 
temperature of the data center space within the required acceptable thresholds.  
The dominant purpose of Chapter 4 is to provide a quantitative comparison of 
the various combinations of the cooling architectures used in the three strategies 
introduced in Chapter 3. For the realization of the aforementioned comparison, a 
hypothetical model of a medium-to-large data center will be introduced, the special 
features of which will be used for the application of the following three tools proposed 
by APC, the Data Center Power Sizing Calculator, the Calculator for Data Center 
Efficiency, as well as the IT Carbon and Energy Allocation Calculator. The comparison 
of the various combinations of cooling architectures relies on the results that will be 
generated by the aforementioned tools, the Power Usage Effectiveness (PUE) and the 
Data Center infrastructure Efficiency (DCiE), the carbon dioxide emissions coefficient 
and the Carbon Usage Effectiveness (CUE), as well as the total and per server 
electricity cost. Although the calculation of the PUE and DCiE depends only on about 
the number and the characteristics of the servers, the storage characteristics and the 
design attributes of the data center, the rest of the aforementioned results are affected by 
the geographical location of the hosting facility. By taking into account the 
aforementioned statement, the initial comparison will expand its scope and it will be 
conducted for four different technologically advanced European countries, France, 
Germany, the Netherlands and the United Kingdom. As a consequence, the research 
conducted in Chapter 4 will result in the demonstration of most energy efficient 
combination of cooling architectures and in the most suitable country for the 
construction of a data center supported by traditional cooling infrastructure. 
 By taking into consideration the results generated in Chapter 4, Chapter 5 aims 
at proposing the integration of the energy efficiency measure of operating in 
economizer mode within the data center industry. The main purpose of this Chapter is 
to provide a better understanding about how the various types of economizer modes 
operate, as well as to illustrate why the economizer mode is considered to be of great 
importance for the improvement of the data center’s energy efficiency. Therefore, at the 
outset, Chapter 5 describes the function of each of the most commonly used types of 
economizer modes, while, secondly, provides a qualitative comparison of those cooling 
systems that allow data centers operate in either full or partial economizer mode. The 
partial economizer mode used during the warm months of a year means that a data 
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center can keep taking advantage of the outside weather conditions, while the optimal 
required degree of cooling can only be achieved by operating simultaneous in 
refrigerant-based mode. The aforementioned comparison of the various types of 
economizer modes will be conducted by taking into account the following parameters, 
the building shell compatibility, the ability to retrofit, the data center humidity control, 
the life expectancy, the footprint, as well as the requirement for backup refrigerant 
mode. Last but not least, this Chapter provides information about those factors that 
usually affect the performance of a data center operating in economizer mode. The most 
important of the abovementioned factors are the geographical location on which the 
data center is or is about to be constructed, the supply inlet temperature set by the data 
center operator, as well as the degree to which the warm and cold airflows generated 
within the data center space are isolated by using the appropriate airflow management 
strategies introduced in Chapter 3. 
 The dominant purpose of Chapter 6 is to provide a quantitative comparison of 
those types of cooling systems that allow the data centers operate in partial economizer 
mode as well. For the realization of the quantitative comparison, the same hypothetical 
model of a medium-to-large data center introduced in Chapter 4 will be used. The 
special features of the aforementioned model will be utilized as input information for 
the application of the tool proposed by APC, the Cooling Economizer Mode PUE 
Calculator. The comparison of the aforementioned types of economizer modes is based 
on their contribution to the value of the results generated by this tool, including the 
annual PUE, carbon emissions and electricity costs, as well as the number of full and 
partial economizer mode hours. However, by taking into account the fact that the 
aforementioned results are highly dependent on the factors presented in Chapter 5 that 
affect the performance of the data centers operating in economizer mode, it is 
conceivable that the comparison will expand its initial scope and not only will it be 
conducted for the four technologically advanced countries introduced in the quantitative 
analysis of Chapter 4, but also for three different IT operating environments  
determined by the preferences of the data center operator, the ASHRAE recommended 
limits and the ASHRAE allowable limits. As a consequence, the quantitative 
comparison included in this Chapter will illustrate which cooling system operating in 
economizer mode is the most energy efficient, no matter which geographical location 
the data center is constructed on and which supply inlet temperature is set by the data 
center operator. In addition to this, the research of this Chapter will indicate the most 
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suitable geographical location and the cooling systems set points that maximize the 
advantages derived by allowing a data center operating in economizer mode.  
 Chapter 7 will discuss about to what extent the current legislation including 
provisions for the promotion of various energy efficiency measures is able to meet the 
challenges imposed by the Kyoto Protocol and about whether it is feasible to achieve 
the transition from an energy intensive society to low or zero carbon economy. More 
specifically, this Chapter presents various aspects of the prevailing energy legislation, 
while each of the aforementioned aspects is supplemented by comments regarding the 
relevant implications arising for the data center industry. What is more, Chapter 7 
focuses on the energy policies that are identified and applied in the four technologically 
advanced European countries introduced in the quantitative comparisons of Chapter 3 
and 5, France, Germany, the Netherlands and the United Kingdom, in order to illustrate 
whether the operation of economizer mode in data centers is supported by the 
government policy and intervention, as well as to demonstrate whether it is feasible to 
integrate additional measures that will further enhance the energy and environmental 
performance of the IT organizations. Finally, by taking into consideration the increasing 
data centers’ energy demand and growth, as well as the need for the construction of 
energy efficient hosting facilities, this Chapter includes several recommendations that 
the data center operators, as well as the involving stakeholders should pay thorough 
attention. 
 Finally, the last Chapter, Chapter 8, will include all the conclusions derived by 
the qualitative and quantitative comparison of the traditional cooling architectures, the 
qualitative and quantitative comparison of the various types of economizer modes, as 
well as by the energy legislation presented in the previous Chapter. 
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2 Data Center 
 Nowadays, it has been estimated that there is a tremendous consumption of 
electricity during the regular function of a data center. Therefore, it is considered of 
great importance for the introduction of energy efficiency measures to determine at first 
the dominant factors that contribute to the significant energy consumption, as well as to 
the increased data center’s footprint. 
2.1 Data Center’s Definition  
  Data centers are the ‘‘nerve centers’’ of the new digital based economy housing 
specialized electronic equipment and associated components used in various 
applications, such as data processing (servers), data storage (storage equipment) and 
communication (network equipment). The main purpose of the abovementioned 
information technology (IT) equipment is to process, store and transmit information 
providing organizations with the opportunity to correspond to the requirements of their 
business around-the-clock and around the world. The normal operation of data centers 
also requires the utilization of additional equipment focusing on the effective power 
conversion and backup, as well as the maintenance of the desirable temperature and 
humidity level so as to ensure the proper function of the IT equipment. [1, 2] 
  A data center is a facility that focuses on providing uninterrupted service to the 
IT operations. As a matter of fact, IT operations are an integral part of most 
organizational operations, since the majority of the communications, business, academic 
and governmental systems uses information systems to run their operations. It is evident 
that wherever there is manifestation of disruption in business continuity, company 
operations may be conducted in an undesirably slow pace or even be stopped 
completely. Therefore, it is important to install a reliable infrastructure supporting IT 
operations in order to eliminate any possibility of disruption. Apart from the continuous 
availability of the information systems, information security is an additional concern 
creating further responsibilities on data centers’ operators.  In fact, a data center must 
achieve the configuration of a secure environment in order to assure the reliability and 
functionality of its hosted IT equipment environment. Consequently, a data center must 
incorporate the appropriate infrastructure in order to guarantee information security, 
reliable power, cooling and uninterrupted connectivity to the rest of the Internet. [1, 2] 
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2.2 Types of Data Centers 
 Data centers are classified mainly into three categories, each of which has its 
own special features. The abovementioned three categories include the corporate data 
centers, the co-location data centers and the managed data centers. [2, 3] 
 The dominant category of data centers constructed in the late 1980s and early 
1990s was the corporate data center. The common feature of corporate data centers is 
the fact that they are owned and operated by companies, academic institutions and 
governmental systems. What is considered to be their main purpose is to provide 
satisfactory data processing and web-oriented services for their own corporations, 
partners and customers. An exceptional example of corporate data centers are those 
owned and operated by a bank in order to support the storage of its own financial 
records and to facilitate the automation of its employers’ tasks and responsibilities. Over 
time, there is also the possibility these corporate data centers to get a further insurance 
by being outsourced into hosting facilities. As a matter of fact, hosting facilities provide 
alternative solutions wherever a corporate office manifests various malfunctions such as 
a power shortage/outage, a fire or an unexpected natural disaster. [2, 3] 
 The two remaining categories, the co-location and managed data centers, are 
assigned to provide the abovementioned hosting facilities. Typical examples of such 
hosting facilities are the companies Exodus, Globix, AT&T, Hostpro, etc. More 
specifically, a company outsourced in a co-location data center, such as Yahoo, is 
obliged to own its own computer equipment and just rent a space inside the data center 
in order to house it. In order to protect and provide the desirable level of security to the 
customer-managed space, there are wire cages that extend vertically from floor to 
ceiling. In fact, a co-location data center contains many cages, each of which is offered 
to an individual costumer. Without any clients, and as a consequence with the absence 
of any electronic equipment (IT), the previously mentioned cages are the only 
infrastructure set up within the room. In other cases of co-location data centers, a 
company can rent not only the wiring cages but also the racks in order to locate its 
electronic equipment. On the other hand, in the case of managed data centers, not only 
do the racks but also the IT equipment belong to the owner of this type of data centers. 
Apart from the infrastructure, a managed data center provides additional services, such 
as software management. The common feature of these categories is their purpose, to 
provide outsourced IT services through the utilization of Internet connectivity. [2, 3] 
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 The main difference of the above presented hosting facilities derives from the 
amount of energy consumed during their proper function. On the one hand, the energy 
consumption, the floor plan and the layout of a managed data center must be determined 
in advance, while, on the other hand, the actual power requirements of the equipment 
installed in a co-location hosting facility are defined by the clients that rent the space. 
However, this distinction is not as crystal clear as it may seem. The accurate estimation 
of the energy demands in a managed data centers is not always feasible ahead of time, 
since it is difficult to forecast the pace of the technological changes in this industry. 
What is more, there are some unknown variables involving in a co-location facility that 
influence the actual amount of energy consumed and create further financial burdens to 
the costumers’ rendering a space. [2, 3] 
 There are some additional differences between managed and co-location data 
centers, which are not negligible. It is very common for the owner of a managed data 
center to occupy additional staff such a computer technicians and software engineers in 
order to maintain the normal function of the hosted IT equipment. As a result, it is 
necessary to construct inside the hosting facility more office space where the minimum 
viable conditions are maintained such as the recommended temperature and humidity 
level for human’s health. Furthermore, it is unnecessary to house cages in a managed 
data center since its clients do not have any access to the IT equipment. As far as the 
computer layout is concerned, the owner of a managed data center focuses on the 
optimal placement of the electronic equipment so as to avoid any possibility of 
overloads, while, in the co-location hosting facilities, some clients’ cages may be fully 
filled with their electronic equipment in comparison with other proximate empty cages 
that is not yet rented. As a consequence, co-location data centers are more susceptible to 
electrical imbalances or overloads. [2, 3] 
 In many hosting facilities, the managed data center coexists with the co-location 
data center in a uniform space. However, according to the current estimates of Salamon 
Smith Barney, co-location data centers dominate the prevailing digital industry, since 
they are roughly twice as managed data centers. It must be clarified that the co-location 
and managed data centers are an attractive alternative solution for new or small-to-
medium companies that are currently unable to make the required investments in IT 
equipment or simply desire to control and manage the amount of money they pay 
according to what they use. [2, 3] 
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2.3  Data Center Characteristics 
 The dominant characteristic of data centers is the fact that they are designed to 
house computers, not people. This is why typical data centers have no transparent 
building elements and minimum requirements for outdoor air circulation. A data center 
can be incorporated in a newly constructed building or in an already existing building 
that has been retrofitted. The size of data centers varies from small rooms (server 
closets) within a building with several applications to large buildings (enterprise-class 
data centers) focused mainly on housing servers, storage devices and network 
equipment. However, because of the prevailing trend towards the consolidation of 
smaller data centers, enterprise-class data centers are becoming more common. [1] 
 The common layout of a data center room generally consists of multiply rows of 
racks that contain the IT equipment, such as servers, storage devices and network 
equipment. Apart from the IT equipment, power delivery systems are also of great 
importance for the normal operation of a data center by providing backup power, 
regulating voltage and converting alternating current to direct current and vice versa. It 
must be clarified that the electricity that is about to be provided to the IT equipment, is 
first supplied to an uninterruptible power supply unit (UPS). The UPS is an integral 
device in a data center room, since it protects the IT equipment from experiencing 
power disruption that causes further damage in the company continuity or data loss, by 
proving battery backup.  The electricity supplied in the UPS unit is converted from AC 
to DC current in order to charge properly the batteries, while the power from the 
batteries before the UPS exit is reconverted from AC to DC current. Then, the power 
deriving from the UPS unit is supplied to a power distribution unit (PDU), which 
provides the required power to the electronic equipment installed in the racks. As a 
matter of fact, the electricity used to drive the abovementioned power delivery chain 
accounts for a significant percentage of the total building energy load. [1] 
 The server power supply unit (PSU) converts the electricity supplied to the 
servers from AC to low-voltage DC power. The main reason for such a conversion is to 
drive the internal components of a server, such as the central processing unit (CPU), 
disk drives, chipset, memory and fans. The low-voltage DC power before being 
supplied to the CPU is modified by load specific voltage regulators (VRs). Apart from 
the servers, electricity is also delivered to the storage devices and network equipment in 
order to ensure the uninterrupted storage and transmission of data. [1] 
  
  
-11- 
 
 Typical levels of power consumption of the various server components are 
presented in Table 1 (Fan et al.2007). [1] 
Table 1: Component Peak Power Consumption for a Typical Server 
Component Peak Power (Watt) 
CPU 80 
Memory 36 
Disks 12 
Peripheral slots 50 
Motherboard 25 
Fan 10 
PSU Losses 38 
Total 251 
 
 However, the IT equipment and power delivery systems create adverse 
conditions in the proper operation of a data center, since they generate an important 
amount of heat that must be removed. In fact, cooling in a data center room is usually 
achieved by the installation of room air conditioning units (CRACs), while the air 
handling unit (AHU) is placed on the data center floor. The air handling unit consists of 
fans, filters and cooling units, which are coordinated in order to provide the appropriate 
conditioning and air distribution throughout the data center. Conventional data centers 
usually implement the following simple procedure: the air entering the CRAC unit is 
conditioned as it passes through the cooling coils that contain chilled water pumped 
from a chiller installed in a space outside of the data center. Then, the IT equipment is 
supplied with the conditioned air through a raised floor layout. As a matter of fact, 
conditioned air entering the IT equipment and maintaining the desirable temperature, 
usually passes through perforated floor tiles and fans within the servers before reaching 
the electronic equipment. The warmed air generated by the electronic equipment moves 
due to its lower density towards the ceiling and through specially designed ducts is 
directed towards the CRAC unit intake. [1] 
 As far as the fresh air circulation is concerned, a data center is designed to 
receive only a small amount of outside air, so as to maintain the humidity in the 
recommended levels for the optimum operation of the IT equipment. Some data centers 
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are characterized by the absence of ducts that are responsible for the direct entrance of 
the outside fresh air to the data center area. The only way to achieve fresh air circulation 
in a data center room is by infiltration from adjacent rooms, such as office spaces. On 
the other hand, there are data centers that allow the entrance of the outside air in order 
to keep the data center zone positively pressurized. [1] 
 Data centers consume large amounts of energy so as to sun the IT equipment, 
the cooling installation and the power delivery systems. The energy demands of a data 
center can easily be clarified by the better understanding of the energy required to drive 
the data center’s electronic equipment and the amount of electric power needed to 
remove the heat generated in the internal area of a data center. [1] 
2.3.1 Electric Power 
 
Figure 1: Typical Electrical Components in a Data Center 
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 Figure 1 presents the equipment installed in a typical data center that consumes 
large amount of energy. The abovementioned equipment consists of the IT equipment 
(servers, storage devices, network equipment) as well as the devices that ensure the 
uninterruptible operation of a data center. In fact, the functionality of the IT equipment 
is critical for the business continuity and, as a consequence, the UPS equipment is 
designed to provide electricity even when there are utility grid disruptions. [1] 
 Data center’s main characteristic is the manifestation of high power intensities, 
where the total amount of electric power supplied is converted to unwanted heat. 
According to the estimates of a recent survey regarding the energy usage in 24 data 
centers, the energy consumption by the IT equipment varies from about 10 to almost 
100 W per square foot of raised floor area (Greenberg et al. 2006, LBNL 2006). 
Furthermore, it has been noticed that power intensities in existing data centers have 
been amplified over time due to the fact the heat density generated by data-processing 
equipment also increases. Therefore, it is evident that if in the total amount of energy 
needed to maintain the normal function of a data center room is also included the power 
used to drive the cooling and power delivery systems, then, only a half of the energy 
supplied to the data center is consumed by the IT equipment. By taking into 
consideration the results of Figure 2, it is obvious that in a typical data center the 
amount of the total data center energy is not exclusively supplied to cover the 
requirements of the installed IT technology since the ratio of the total data center energy 
to the IT energy exceeds one. The remaining energy is used for power conversions, 
backup power and cooling. Peak power usage varies from tens of kilowatts (kW) to tens 
of megawatts (MW) depending on the data center’s size. [1] 
 There is a prevailing trend towards the construction of new data centers rather 
than retrofitting the existing ones, due to the absence of available floor space and the 
current high requirements for power and cooling that cannot be provided to the existing 
data centers. A matter of considerable controversy at present is the fact that the 
construction of such energy intensive buildings causes unpleasant environmental issues 
deriving from the large energy consumption and the extensive CO2 emissions. This is 
why there is a motivation towards the implementation of several energy efficiency 
measures and improvements in the existing or the newly constructed data centers. If the 
energy consumption in an existing data center is reduced by the implementation of 
various energy efficiency measures, the existing infrastructure, such as the cooling and 
the power delivery systems, is still able to cover the cooling and power needs, 
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eliminating any possibility to make further investments in order to construct larger data 
centers. [1] 
 
Figure 2: Data Center Energy Benchmarking Results for 24 sites (Total Data Center 
Energy/IT Equipment Energy) 
2.3.2 Heat Removal 
The main purpose of data center air-conditioning systems is to maintain the 
temperature and humidity level of the electronic equipment within the manufacturers’ 
recommended range. As a matter of fact, electronic equipment consumes a significant 
amount of electric power, which is converted into unwanted heat. In order to ensure the 
reliability and functionality of the previously mentioned equipment, a certain amount of 
cooling must be provided. As far as the humidity level is concerned, it is evident that 
extremely high and low humidity levels can cause the constant or permanent failure of 
electronic components in data centers. ASHRAE has introduced the optimal upper and 
lower relative humidity thresholds in a typical data center in order to eliminate the 
manifestation of such problems. However, in order to obtain a better understanding 
about the importance of the air-conditioning system in a data center, the following 
example is required. According to Hughes (2005), the normal operation of a fully 
populated rack of blade servers requires up to 20-25kW of electric power. Despite the 
fact that the servers in a data center room are usually stacked up in a 2’x3.5’x6’ space, 
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this amount of power is equivalent to the primary energy consumption of 15 typical 
Californian houses during the peak hours (Brown and Koomey, 2003). By taking into 
consideration the fact that the total amount of electricity consumed by the electronic 
equipment is converted into heat, it is evident that the previously mentioned racks of 
servers require an additional amount of electric power, approximately 20-25kW, in 
order to drive the supplementary equipment used to maintain their normal operation, 
such as the cooling and power conversion devices. [1] 
 The capacity and the final energy consumption of the installed cooling system 
are highly interrelated with the way the IT equipment is configured in a data center 
room. It is very common in small data centers the IT equipment to be placed in 
haphazard positions.  However, as it is shown in Figure 3, the optimal IT equipment 
layout is the hot aisle/cold aisle layout, where the racks are located in alternating aisles 
with the warmed air floating to the ceiling due to its lower density and being removed 
through specially designed ducts. The IT equipment is placed in special mounting 
devices (racks) that usually expand in long rows. The racks are placed on a raised floor 
in order to facilitate the entrance of the conditioned air into the IT equipment through 
ducts and as a consequence, to maintain the conditions of the electronic equipment 
within the recommended temperature limits. It must be mentioned that it is standard a 
computer room floor to be characterized as raised floor area even though some data 
center rooms do not have raised floors. [1] 
 
Figure 3: Typical Data Center HVAC Hot Aisle/Cold Aisle Layout 
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2.4 Data Centers Compared to Office Buildings 
 The energy consumption presents significant differentiations between 
commercial office buildings and data centers. A data center is considered to be more 
energy intensive than an office building, since it requires higher amount of power in 
order to run the installed IT equipment and cooling devices. Not only is a data center 
characterized as energy intensive building due to its high power requirements deriving 
from its function, but also from its whole lifecycle, including also the materials used in 
the construction phase. [4] 
 As a matter of fact, a data center is approximately 40 times more energy 
intensive than a common office building. Therefore, data centers have more similarities 
with industrial facilities rather than with office buildings. Data centers are designed and 
constructed in order to house electronic equipment rather than people. An exceptional 
point that justifies the previous statement is the fact that a data center does not have any 
transparent building elements on its external envelop, while it has to implement the 
lower recommended threshold regarding the fresh air circulation. What is more, the 
abovementioned types of buildings have different time lines. In fact, a data center has a 
10-year economic lifetime, while a common office building has a 50-year life cycle.  [4] 
 
Figure 4: Energy consumption profile comparison of data center and office building 
 Figure 4 illustrates the energy consumption profile of a data center and an office 
building. It is evident that a data center consumes a significant amount of energy in 
order to empower the IT equipment and cooling system, while an office building aims at 
maintaining the internal conditions within the recommended range for human’s health 
by consuming half of the energy delivered for heating and cooling the office space. [4] 
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2.5 Data Center’s Power Consumption 
2.5.1 Power Consumption and Energy Costs: An issue 
 By taking into consideration the prevailing depletion of the energy sources and 
the increased energy costs, what is considered to be of great importance is the 
redirection of our digital based economy towards the minimum required energy 
consumption in data centers or other IT facilities. Until recently, electricity consumption 
was never a matter of controversy in IT facilities, since operational costs due to 
electricity usage by the IT equipment, the power delivery systems and the cooling 
devices were never included in the IT budget. In fact, servers did not consume large 
amount of energy, while their density was sparse enough so as not to arouse any 
specific environmental concerns. However, by taking into consideration the fact that our 
economy manifests an intensive need to shift from paper-based to digital information 
management, it is evident that data centers will play a dramatic role in business, 
communications, academic and governmental systems. Therefore, these facilities 
containing electronic equipment will be used extensively by the abovementioned 
systems so as to facilitate any business processes, information management and 
communication functions. [5] 
 From power standpoint, it must be clarified that the total energy delivered in a 
data center is not used exclusively in order run the IT equipment (servers). A smaller 
proportion of energy is supplied to the installed physical infrastructure so as to support 
the IT equipment, such as transformers, inverters, uninterruptible power supplies (UPS), 
fans, condensers, air conditioners, lighting, etc. More specifically, some of these 
electronic devices, such as UPS and transformers, operate in series with IT loads, since 
power before reaching the IT equipment must be fixed and modified through its passage 
from the UPS and the appropriate type of transformers, while others, such as fans and 
lighting, operate in parallel with IT loads providing supportive functions to the data 
center. However, by taking into account that the total amount of power delivered in a 
data center finally turns into wasted energy (manifests as heat), there is an additional 
need for increased energy consumption by the cooling system in order to maintain the 
temperature and humidity levels in the data center room within the recommended limits 
by ASHRAE. According to the Gartner’s 25th Annual Data Center Conference, most of 
the hardware devices are designed to ensure data center’s functionality and reliability 
during its regular operation, while they are not presenting the required compliance with 
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the prevailing environmental concerns. For instance, Gartner research vice president, 
Rakesh Kumar, is inclined to believe that existing conventional data centers consume 
approximately 50% of the total energy delivered in order to remove the heat generated 
by their electronic equipment. [5] 
 In a typical data center, as it was mentioned before, almost half of the electricity 
supplied by the utility grid to the data center is used in order to run the IT equipment. 
The rest amount of energy purchased by the owners-operators of a hosting facility is 
mainly consumed by the power delivery system, cooling devices and lighting. As a 
consequence, the two principle factors that contribute to the total power consumption in 
a data center are classified into two categories, the energy delivered to the IT loads and 
the energy delivered to the physical infrastructure. In order to achieve better 
understanding over the energy consumption of a typical data center, Figure 5 illustrates 
the actual energy flow that takes place with a 2N data center. The term 2N is used to 
describe the power distribution mechanism of a data center. More specifically, the total 
power delivered to the data center is provided by two separate with no 
interdependencies energy sources, which increases the degree of redundancy of power 
and eliminates any possibility of unexpected failure in the case of regular maintenance. 
 
Figure 5: Power flow in a typical 2N data center 
The total amount of power converted into electricity in order to be delivered to the data 
center finally turns into heat in a percentage of 99,99%, while the rest is converted into 
computing by the IT equipment. In the abovementioned example, 47% of the total 
electrical power, which is called as useful power, is used to run the IT equipment, while 
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the rest is supplied to and converted into heat by the power delivery system, the cooling 
devices and the lighting. A significant amount of energy that is not shown in Figure 5 is 
supplied to run the installed fire protection and security systems. The Power Usage 
Effectiveness of this type of data center, which is defined as the ratio of the total facility 
power to the IT equipment power, is equal to 2,13. As a consequence, 53% of the data 
center’s input power is not used to run the IT equipment and this why the specific 
example of data center is not considered to be efficient. [6] 
 From a financial standpoint, power consumption in a data center was never 
considered as an operational expense, since its operators are not dealing with the 
magnitude of the monthly energy bill. However, there is an intensive need to reduce the 
amount of money paid for the energy delivered to the data center, due to the fact that 
this specific operational cost may exceed the initial investment made for the power 
delivery system, such as UPS, or even the capital cost made in order to purchase the 
installed IT equipment. The main reasons for this situation are the following: 
 Electrical bills are sent to the data center long after the energy consumption has 
taken place. As a consequence, a data center operator has no possibility to be 
able to assess the correlation and interdependency of a specific decision, such as 
the installation of additional electronic equipment, with the cost of energy. In 
fact, electrical bills in data centers are considered to be a separate and 
independent expense and therefore no one is assigned to analyze it and propose 
measures to reduce them.   
 The data center may be a part of a larger building, and as a consequence, the 
electrical bill of the hosting facility cannot be separated by the whole electrical 
bill where it is included. 
 The data center’s operators may not be responsible for monitoring and paying 
the electrical bills, which include the costs deriving from the energy 
consumption taking place in the hosting facility. 
 Tools required for the simulation and calculation of the actual electrical 
expenses are not yet available to the market so as to facilitate the data center’s 
energy design. 
 Decision-makers are not provided with the adequate information regarding the 
consequences deriving from the extensive energy expenses. [7] 
 However, by taking into consideration that the world’s corporations, 
governmental agencies and other institutions are increasingly becoming dependent on 
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the Internet functions, it is rational that there is an increase in the IT equipment density. 
This statement is justified by the prevailing trend towards the intallation of additional 
servers of higher capacity in more and more racks. According to Michael Bell, the vice 
president for research at Gartner, it is possible for new constructed data centers to fill 
racks with IT equipment that consume 30,000 watts-per-rack, while conventional data 
center a few years ago were able to house such electronic equipment with energy 
consumption  that did not exceed the 3,000 watts-per-rack. Richard Edwards, the senior 
research analyst at Butler Group, has noticed that the IT equipment density per cubic 
meter is 20 to 50 times more than it was 50 years ago. [5] 
 By taking into consideration the abovementioned facts, it is evident that power 
consumption is increasing in a significantly fast pace, which creates further burdens to 
the data center. Although there is a concern about the additional spaces that is needed in 
order to house the new servers, the dominant issue that a data center ower must deal 
with is the intoduction of higher electrical capacity and the installation of additional 
cooling system in order to ensure the regular function of the data center. However, the 
tremendous power density and energy consumption in data centers generate further 
energy costs, which are considered to be a significant part of the total cost of ownership. 
 
Figure 6: Data center cost factor 
 Figure 6 illustrates the correlation between the number of servers installed in a 
data center room and the total cost for running the cooling and power system, the power 
delivery system and the network. As it was mentioned before, the higher is the IT 
equipment density, the more power is consumed by the cooling devices, which, as a 
consequence results in higher total cost of ownership. [5] 
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2.5.2 Factors Affecting Electrical Efficiency 
 The dominant factors that influence the electrical efficiency of a data center are 
the following: 
 Extensive usage of lighting 
 Inefficient power equipment 
 Inefficient cooling equipment 
 Over-sized power and cooling systems 
 Inefficient configuration [6] 
Extensive Usage of Lighting 
 By taking into account that lighting consumes energy and generates heat, it 
creates further burdens to the cooling system, since they consume more power in order 
to remove the additional heat. As a consequence, installation of higher efficiency 
lighting, or continuous monitoring of lighting wherever there are unutilized spaces, or 
spaces with no personnel, can influence positively the overall system efficiency. [6] 
Inefficient Power Equipment 
 Apart from the IT equipment and cooling devices, it is required in a data center 
the installation of power delivery equipment, such as UPS, transformers, wiring, etc., 
that consumes a significant amount of power. Although this equipment is characterized 
by impressive efficiency factors (>90%), these values create distortions in the 
calculation of their actual energy consumption. In fact, their name-plate efficiency 
decreases when similar equipment of this type is used in parallel for redundancy, or 
when this equipment operates with capacity lower that its rated power. What is more, 
the increased losses of this equipment generate undesirable heat that must be removed 
from the data center space. As a consequence there is an intensive need for the 
installation of more cooling systems, which creates due to their regular operation further 
energy and cost burdens to the hosting facility. [6] 
Inefficient Cooling Equipment 
 The heat generated during the operation of IT equipment and power delivery 
devices must be removed by the utilization of cooling devices that usually consists of 
air handlers, chillers, cooling towers, condensers, pumps, etc. However, some of their 
input power turns into heat, a situation that reduces their electrical efficiency. It is 
evident, that cooling devices have lower actual efficiency factor in comparison with the 
power delivery equipment. The name-plate efficiency of the cooling system, as it was 
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mentioned in the power equipment, decreases when numerous cooling devices are 
utilized in parallel in order to provide security against any mechanical errors, or when 
the cooling devices operate with capacity lower than the rated power. Consequently, 
higher efficiency air conditioner can have a positive impact to the overall system 
efficiency. [6] 
Over-sized Power and Cooling Systems 
 Over-sizing of power and cooling systems is one of the most important factors 
that contribute to the data center’s electrical inefficiency. The abovementioned 
equipment is over-sized when the power delivered in order to ensure their function 
exceeds the power consumed by IT equipment. As a matter of fact, oversizing the 
installed devices in a data center is responsible for further financial burdens, since it 
requires higher initial investments and creates additional operational costs. What is 
more, by taking into consideration the fact that name-plate efficiency of the power and 
cooling devices presents a steep decrease when they are allowed to run at lower 
capacity than the rated power, it is obvious that the installation of such oversized 
equipment has negative impact on the overall system efficiency. Although wiring 
operates properly at lower loads, most of the equipment utilized in a data center, such as 
fans, pumps, inverters, etc., are less efficient when operating at lower capacity than their 
nominal. [6] 
Inefficient Configuration 
 There is a strong correlation between the IT equipment layout in the data center 
space and the energy consumption of the physical infrastructure. Poor configuration of 
the IT equipment can result in additional energy consumption by the cooling system so 
as to achieve immediate heat removal, generation of breezing air and avoidance of local 
hot spots. However, this situation causes extensive power consumption and cooling 
system’s oversizing. What is more, an additional problem deriving from poor 
configuration is the potential conflict between the various cooling units, which reduces 
their efficiency, especially when one is programmed to remove humidity from the data 
center room, while the other is allowed to provide additional humidity. All these 
problems result in a significant reduction of the data center’s electrical efficiency, an 
unpleasant situation that is amplified at present due to the continuously increasing 
power density. Therefore, it is vital for a data center to select the optimal physical 
configuration of its IT equipment in order to minimize any energy waste. [6] 
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2.6 Data Center’s Carbon Footprint 
2.6.1 Carbon Emissions: An issue 
 A matter of considerable controversy at present derives from the issues related 
to the extensive energy consumption and carbon emissions. According to the prevailing 
environmental legislation, the governmental agencies, companies and non-profit 
organizations should estimate regularly their carbon footprint. As a matter of fact the 
dominant definition of carbon footprint is the amount of greenhouse gases, including 
carbon dioxide (CO2), which is released to the atmosphere during the energy source 
treatment, the power generation, the transmission and distribution of electricity to the 
end-users. The main purpose of the above mentioned organizations is to quantify the 
negative impact of their operation to the environment, to modify the existing ones or 
introduce innovative action plans so as to limit their carbon emissions. [4] 
 By taking into account the estimates of the Environmental Protection Agency 
(EPA), existing data centers have a significant carbon footprint, meaning that they 
release tremendous amount of carbon emissions equivalent to the energy carrier they 
consume. In fact, US data centers have reached 61 billion kilowatt-hours of power 
consumption in 2006. This amount of power delivered to data centers constitutes a 
significant percentage of the total energy consumption in USA, while it generates the 
unavoidable financial burden of $4.5 billion. It is evident that data centers are one of the 
greater energy consumers in order to maintain their continuous functionality and 
reliability. Governmental agencies were obliged to introduce and implement energy 
efficient measures in government-operated data centers in order to meet the challenge of 
20% improvement by 2011 at the behest of the Environmental Protection Agency. On 
the other hand, it is not binding for data centers that are owned and operated by private 
companies to meet the established environmental thresholds for the near future. [4] 
 The countries involving in the European Union before 2004 have decided to 
implement the principles imposed by the Kyoto Protocol. The dominant environmental 
goal of the Kyoto Protocol is the reduction of greenhouse gas emissions to 8% below 
the 1990 level by 2012. Apart from the Kyoto Protocol, the European Commission (EC) 
Code of Conduct has also been created in response to data centers’ reliance on energy in 
order to eliminate any resulting energy security, environmental and financial issues. By 
taking into consideration the fact that The Code of Conduct is not a mandatory tool, it is 
evident that its main purpose is to inform the owner or operator of a data center about 
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the optimal ways to reduce the energy consumption in their facility without affecting its 
normal function. Although it aims to provide better understanding of energy 
requirements within the data center, to agitate stakeholders’ interest regarding the 
current environmental issues and finally to propose energy efficient action plans and 
targets, it is considered to be the basis for the introduction of more strict regulations in 
the future. The ultimate target is to reduce effectively the energy consumption by 
improving data center’s electrical efficiency by 30%. [4] 
 Data centers located at Western Europe were responsible for 56 terawatt-hours 
(TWh) of energy consumption in 2007. According to the European surveys, the 
abovementioned amount is about to be doubled by 2020. As a matter of fact, if the 
projected power consumption is not reduced by the implementation of various energy 
efficient measures in data centers, the European Union will fail to meet the challenges 
imposed by the environmental targets regarding the reductions of the carbon emissions 
and the regression of the global warming phenomenon. On the other hand, if the energy 
efficiency in this type of facilities is maximized, the negative impact of the carbon 
emissions and the strain on infrastructure deriving from the extensive energy 
consumption will be attenuated. Figure 7 illustrates the continuous increase of CO2 
emissions in the atmosphere over a specific time period (1955-2010), an undesirable 
concentration which in combination with other toxic particulates deteriorate the 
prevailing climatic conditions and human’s health. [4] 
 
Figure 7: Growth of worldwide atmospheric CO2 
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 Data centers contribute to the planetary greenhouse effect by emitting significant 
amount of CO2 during their whole lifecycle. The carbon footprint of at data center 
includes the CO2 emissions that are released during the manufacturing procedure of all 
the elements that coexist in a data center, from the construction materials of the 
building’s envelope to the electronic equipment that are housed in the facilities’ spaces, 
such as servers, UPS, cooling devices. An alternative definition for such carbon 
emissions is the term ‘‘embedded carbon’’. CO2 emissions are also released to the 
atmosphere during the regular operation of the data center through the electricity 
consumption, the maintenance of the data center through the replacement of the 
obsolete batteries, and the final disposal of the various compounds of the data center 
after passing to the end phase of their lifecycle. Figure 8 illustrates the various phases 
of the lifecycle of a data center where significant amounts of carbon emissions are 
released to the atmosphere. [4] 
 
Figure 8: Carbon-producing phases of the product life cycle of a data center 
 In order to estimate and quantify the carbon footprint of a data center, not only is 
it of great importance to calculate the embedded carbon that is generated during the 
phases of the data center’s lifespan, as it is shown in Figure 8 but also the carbon 
contribution deriving from the construction phase of a typical hosting facility. For 
instance, the power and raw materials consumption of a large data center with capacity 
 -26-  
`   
-1
4
5
- 
1MW is presented in Table 2. The values illustrated in the abovementioned table are 
based in the following basic assumptions: The large scale data center that includes 
numerous mounting systems and power, cooling, and IT equipment has high 
redundancy, two IT refreshers and a 10-year life-cycle. However, it is important to 
mention that the construction materials used for the data center’s building envelop are 
excluded from the estimated value of copper, lead, plastic, aluminum, etc. [4] 
Table 2: Energy and raw material consumption of a 1 MW data center 
Electricity 177,000,000 kW-hr 
Water 60,000,000 gal (227,000,000 lit) 
Copper 145,000 lbs (65,771 kg) 
Lead 21,000 lbs (9,525 kg) 
Plastic 33,000 lbs (14,968 kg) 
Aluminum 73,000 lbs (33,112 kg) 
Solder 12,000 lbs (5,443 kg) 
Steel 377,000 lbs (171,004 kg) 
 
 Table 3 illustrates the carbon contribution of the vertical and horizontal building 
elements that are used in order to construct the external and internal surfaces of a 
5,700ft
2
 (530m
2
) hosting facility. [4] 
Table 3: Embedded CO2 in data center's building materials 
Foundation (concrete) 4.7 
 
 
4% 
Flooring (concrete slab, insulation) 39.9 31% 
Ceilings (plaster board) 23 2% 
Structure (steel beams) 15.4 12% 
External walls (brick, insulation) 32.1 25% 
Internal walls (wood frame and 
plasterboard) 
8.7 7% 
St irs (c ncrete) 1.1 1% 
Windows (glass and frame) 0.59 0.4% 
Internal doors (particle board) -0.4 -0.3% 
External doors (plastic) 0.6 0.5% 
Roof (wood, concrete, insulation) 23.4 18% 
Total  128.3 ton 
CO2 
100% of 
total 
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 It must be clarified that the figures presented in Table 3 include the carbon 
emissions that are generated during the manufacturing, delivering and disposal not only 
of the construction materials, but also of the equipment that is used during the whole 
process. [4] 
 As far as the installation of electronic equipment such as a new server in a data 
center is concerned, the carbon footprint of the data center should also include the 
carbon emissions that are released during the manufacturing and delivery procedure of 
the specific server. As a matter of fact, an additional embedded carbon is added to the 
data center’s carbon footprint by placing a new server, since there is increased water 
consumption so as to ensure the proper function of the cooling devices, amplified 
energy consumption in order to drive the electrical compounds related to the server, 
modification of the initial smokestack operation and increased employee transportation.  
The contribution of the employee transportation in data centers’ carbon footprint is 
considered to be of great importance. Last but not least, the phase of the data centers’ 
lifecycle that contributes most to the increased carbon footprint is the operation phase of 
the IT equipment and supportive devices, such as the power delivery and cooling 
systems. [4] 
 It is evident that the carbon footprint of a data center is highly correlated with its 
electrical consumption and more specifically with the type of energy that a utility is 
assigned to supply. In fact, a significant percentage of global carbon dioxide emissions 
derive from the exploitation and treatment of carbon-generating energy sources. The 
most common sources treated by utilities in order to produce their power are the 
following: coal, oil, natural gas, nuclear power, hydroelectric, tides, solar energy, 
geothermal energy and wind farms. [4] 
 In order to determine the carbon footprint of a data center, it is important to 
assess the fuel mix used by the utility in order to produce the required amount of 
electricity. Although fossil fuels are considered to be the dominant contributor of the 
global warming phenomenon, as it is illustrated in Table 4, this energy source still 
accounts for 82% of global energy supply. An additional factor that plays an important 
role in the magnitude of a data center’s carbon footprint is the type of fossil fuel that is 
used as a source by the utility. Despite the fact that coal represented in 2007 only 26% 
of the global primary energy supply, less than the percentage of crude oil, it contributed 
to the higher percentage of the global CO2 emissions. This paradox can easily be 
justified by taking into account the higher carbon content of coal per unit of energy 
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released in comparison with the rest energy sources. What is more, coal is twice as 
energy intensive as natural gas. [4] 
Table 4: Global primary energy sources and corresponding CO2 emissions 
Fuel Type 
Percentage of global 
primary energy supply 
Percentage of global CO2 
emissions 
Oil 34% 38% 
Coal 26% 42% 
Natural Gas 21% 20% 
Other* 19% 0% 
*Nuclear, hydroelectric, geothermal, solar, wind, tide, combustible renewables and waste 
 
 Apart from the carbon emissions that are released during the power generation 
in a utility, the carbon footprint of a data center should also take into consideration the 
amount of carbon that is generated during the conversion of the fuel into electricity and 
during the transmission and distribution of the electricity through the high and low 
voltage networks. [4] 
 Electricity generation is the dominant source of greenhouse gas emissions 
among transportation and deforestation/agriculture sectors. In order to control the data 
center’s energy consumption, what is considered to be of great importance is the 
estimation of the accurate amount of electricity that is required in order to ensure the 
proper function of the hosting facility. The regular operation of a data center requires a 
significant amount of energy in order to run the installed IT equipment that are 
responsible for processing, storing and transmitting information. However, an additional 
factor that creates further financial and energy requirements is the need to remove the 
heat generated from the IT equipment so as to maintain the internal temperature of the 
data center room stable. [4] 
 It must be clarified that the type of fuel or energy source that is converted into 
electricity plays a major role on the magnitude of the CO2 emissions that are released 
during the data center’s regular operation. Nowadays, wherever hydroelectric and 
nuclear power generation is available in a location and is able to replace the electricity 
generated by fossil fuels, there is a steep decrease in the amount of the CO2 emissions 
that are released during the normal function of a data center. [4] 
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2.6.2 Factors Affecting Carbon Footprint 
 The dominant factors that influence the carbon footprint of a data center are the 
following: 
 Data center’s location 
 IT equipment load 
 Electrical efficiency [4] 
Data Center’s Location 
 The data center’s location is the main factor that affects its carbon footprint by 
influencing the required energy consumption, since each location has different outdoor 
temperatures and humidity levels. As a matter of fact, a geographical location with 
extreme variations of the diurnal and seasonal temperatures and humidity levels will 
require higher amounts of energy in comparison with a moderate climate in order to 
drive the installed cooling devices and maintain internal temperature and humidity 
levels within the recommended thresholds. [4] 
 What is more, the data center’s carbon footprint is based on the interrelation 
between the data center’s location and the availability of local energy sources. For 
instance, by taking into consideration the fact that most of the power generated in 
France derives from nuclear energy, it is evident that a data center located in this 
country emits lower amounts of carbon emission than one in Midwestern US (Figure 9).  
 
Figure 9: Electricity generation by fuel type in USA and France 
The main reason that justifies the abovementioned statement is that fact that the fuel-
energy source mix in US consists of 60% coal, 20% oil, 10%natural gas, 5% hydro and 
5% wind farms. On the other hand, a data center in France has the opportunity to be 
supplied with energy deriving from carbon-free energy sources, since the fuel mix in 
this county consists of 78% nuclear power, 10% renewable energy and 12% fossil fuels. 
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In fact, a nuclear reactor does not release any CO2 emissions, while combustion engines 
of fossil fuels contribute to the deterioration of the planetary global warming 
phenomenon. [4] 
 Furthermore, the uniqueness of data center’s location affects the amount of the 
avoided emissions that a site can achieve. The term avoided emissions describes the 
emissions that are not released to the atmosphere due to a decrease in data center’s 
energy consumption and reflects the average activity of the plants that are used to cover 
the peak demand. As a matter of fact, in the case of the utilities that are based on the 
fossil-fuel power generation, whenever there is a reduction in the local power 
consumption, the peak power plants are then turned down or turned off avoiding the 
generation of further CO2 emissions. Most of the power plants responsible for covering 
the peak energy demand are obsolete and inefficient facilities. Thus, there is a trend 
towards the construction of greener, more efficient power plants that will remain in the 
standby mode so as to correspond successfully to the energy demand. [4] 
 There are times depending on the location and the season of the year that the 
peak power plants turn on in order to cover the additional electricity demand. These 
times are usually during weekday mornings or early evenings, when people work or 
return home. Consequently, during these peak hours, there is a need to activate the 
power plants that are characterized with a lower utilization factor resulting in an 
amplification of local data center carbon footprint. [4] 
IT Equipment Load 
 The energy delivered to a data center is mainly consumed by the IT equipment. 
The magnitude of the IT load is determined by the IT hardware components that are 
installed in order to ensure the continuity of the various involving companies. As a 
matter of fact, the IT equipment consists of the electronic devices used for processing, 
storing and transmitting information, the telecommunication equipment, as well as the 
systems that maintain the desirable security level. IT loads are considered to have a 
dynamic response to the various changes taking place in a company, increasing 
whenever there is too much information to process or decreasing due to the adaption of 
innovative measures, such as virtualization or consolidation. As a consequence, an 
increase in the IT load results in higher energy consumption by the abovementioned 
electronic equipment and in more carbon emissions released during the regular 
operation of a data center. [4]                                                                         
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Electrical Efficiency 
 There was a trend towards the construction  of hosting facilities with oversized 
physical infrastructure (cooling systems) so as to remove immediately the heat 
generated by the IT equipment and maintain the temperature levels within the 
recommended thresholds. However, such a false system dimensioning has resulted in 
lower overall electrical efficiency and in higher carbon footprint. What is more, the IT 
equipment installed in a data center is also oversized resulting in the underutilization of 
the electronic equipment. Therefore, what is considered to be of great significance in 
order to reduce the data center’s carbon footprint is the implementation of the ‘‘pay as 
you grow’’ philosophy. According to this philosophy, innovative adjustable IT and 
physical infrastructure equipment should be installed so as to achieve the optimal 
utilization factor. There is also the possibility to predict accurately the data center’s 
required capacities and the exact power consumption by using various planning 
software. [4] 
 The electrical efficiency of a data center can be increased by the implementation 
of various energy efficient measures. In order to reduce the data center’s carbon 
footprint, there are two approaches that must be considered in parallel in order to 
achieve the optimal solution. What influences most the electrical efficiency of a data 
center is the internal design, such as the server row orientation, the power and cooling 
architecture, and, secondly, the utilization of specific energy efficient technologies like 
UPS, economizers, chillers, etc. [4] 
2.7 Need for Energy Efficient Data Centers 
 Implementation of energy efficiency measures in existing or newly constructed 
data centers will have positive impact on the various financial and environmental issues 
described above.  More specifically, the energy efficiency measures are able to reduce 
the data center’s electrical bills, increase the functionality and reliability of the hosting 
facility, provide energy security by reducing data center’s dependency on fossil fuels 
and limit the emissions of toxic air pollutant to the atmosphere. [1] 
 Until recently data center’s owners and operators were trying to ensure the 
continuous functionality and reliability of the hosting facility, without paying the 
required attention on the resulting environmental issues. At present, by taking into 
account that the increased IT equipment density creates energy shortages in the power 
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and cooling systems, it is vital that data centers readjust their power design by 
implementing energy efficiency measures. Consequently, the following Chapters aim at 
describing in detail the various energy efficient opportunities that can be adopted by a 
data center in order to run with a viable way its IT equipment, power delivery system 
and cooling devices. The main purpose of the abovementioned energy efficient 
measures is to minimize the energy demand of the datacenter, to maximize the 
proportion of the input power delivered in a data center that is supplied to the IT 
equipment and to minimize the amount of energy that is consumed by the cooling 
infrastructure. [1, 5] 
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3 Qualitative Analysis of 
Cooling Architectures  
 In order to increase the energy efficiency and reduce the data center’s energy 
consumption, it is considered to be of great importance to obtain a better understanding 
about the various data center cooling architectures and their energy efficiency value. 
3.1 Introduction 
 This Chapter deals with the most commonly used cooling architectures 
established in data centers and assesses qualitatively the characteristics of each cooling 
type. In order to achieve a better understanding about the characteristics of cooling 
architectures, they have been classified into three groups, including the airflow 
management strategies, the heat rejection strategies and the equipment placement 
strategies. The abovementioned characteristics of each of the cooling architectures will 
be analyzed in the following three steps procedure: 
 Highlights 
 Advantages and disadvantages 
 Future outlook [8] 
 More specifically, the advantages and disadvantages of each of the cooling 
architectures will be elaborated and analyzed by taking into consideration the following 
five key parameters: 
 Current use and availability: This parameter depends on the data center type, the 
fact whether the data center is new or retrofitted, the area’s climate and the data 
center’s location. 
 Energy efficiency:  The energy efficiency of each of the cooling architectures 
will be assessed in comparison with the open baseline configuration and the 
power usage effectiveness (PUE). 
 Reliability: This specific key parameter depends on the level of redundancy that 
is associated with the cooling system, the UPS systems, the generators, the fuel 
systems and the power train. 
 Equipment: The assessment of this parameter is highly associated with the total 
cost of ownership and the capacity rage.  
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 Standardization and social acceptance: This parameter depends on the sales 
growth trend and the extent to which the cooling architectures are in compliance 
with the established standards. [8] 
3.2 Airflow Management Strategies 
 In contrast to the power distribution system established within a data center, 
where the power always flows through wires located in specific places according to the 
building’s design, airflow is constrained by the room design depending on the relative 
willingness of the operator. There are numerous air distribution strategies that utilize 
various techniques in order to constrain the airflow generated in a data center room. As 
a matter of fact, the effectiveness of a data center air conditioning system depends on 
the established air distribution system. [9] 
 The airflow management strategies are classified into three basic categories 
depending on the supply and return air distribution system, including: 
 Flooded: In this type of air distribution system, the supply and return airflow is 
constrained only by the walls, ceiling and floor of the room, resulting in a 
mixture of hot and cold airflows within the space of the data center’s room. 
 Targeted: In this type of air distribution system, there is a combination of ducts, 
perforated tiles and cooling units located between IT rows that directs the 
airflow within a distance of 3 meters from the IT equipment.  
 Contained: In this type of air distribution system, there are several mechanisms 
that enclose the supply and return airflows of the IT equipment in order to 
eliminate any possibility of mixing between the hot and cold airflows within the 
space of a data center’s room. [9] 
3.2.1 Flooded Airflow Management 
Highlights 
 The traditional airflow management strategy consists of cabinets that are located 
within the space of a data center’s room without taking into account the required 
optimization for cooling. More specifically, the cabinets are located within the room in 
such a random manner that does not reduce the bypass and recirculation of the supply 
and return airflows generated by the IT equipment. However, the lack of intentional 
airflow management in this specific strategy that prevents the mixing of hot and cold 
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airflows justifies the reason that this technique is considered to be one of the less 
efficient. [8] 
 The traditional configuration used in the flooded airflow management is usually 
applicable only to existing, small and/or how heat density data centers, where the 
development of other configuration is not considered to be rational from a cost point of 
view. What is more, this specific airflow management strategy is not suitable for the 
case of data centers that are newly constructed or recently retrofitted. [8] 
Advantages/Disadvantages 
 As far as the current usage and availability is concerned, the traditional 
flooded airflow management strategy is the configuration widely used in data centers. 
By taking into consideration the fact that this strategy does not involve any intentional 
airflow management technique, it is apparent that there are no concerns arising 
regarding the availability of related equipment. On the other hand, one of the main 
disadvantages of this strategy is the fact that the flooded airflow management is 
considered to be the root cause of further costs of maintenance and operation. [8] 
 Although the flooded airflow management strategy is not considered to 
contribute to the optimization of cooling, it is highly advantageous regarding the 
magnitude of the initial investment, since no additional equipment is required in order 
to direct the intake and exhaust airflows generated by the IT equipment. By taking into 
account that this strategy does not provide any measures that reduce the mixing and 
recirculation of the supply and return airflows, it is justified to be considered as the 
cooling strategy with the lowest efficiency. Therefore, configurations of this type must 
be significantly over-deployed in order to increase their efficiency. What is more, the 
installation of redundant equipment in combination with such airflow management 
strategy in order to increase the overall capacity is very expensive and does not 
guarantee any significant difference in the system’s efficiency. [8] 
 According to the extensive industry experience, not only is the flooded airflow 
management strategy considered to have high reliability, but also its function and 
maintenance is significantly consistent with the other airflow strategies. As a matter of 
fact, the low degree of efficiency that characterizes this strategy provides a certain 
extent of redundancy to the system. On the other hand, the reliability of the flooded 
management is reduced due to the high possibilities of hot spots manifestation. More 
specifically, the absence of mechanisms that direct the intake and exhaust airflows is 
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responsible for the stratification of the air and the stagnation of hot air within the IT 
rows. In addition to this, the open airflow management strategy is significantly 
ineffective with the case of mixed heat loads. [8] 
 The equipment used in the open airflow management strategy is mainly 
applicable in small and low-heat density (<3kW per cabinet) data centers. However, the 
number and the size of the equipment utilized in the open airflow configuration are 
interrelated with the significant increases in the total cost of ownership (TCO) and 
require extensive floor space. [8] 
 By taking into account the fact that this configuration is the most traditional 
architecture, by default it is considered to be the standard baseline configuration. 
However, the social acceptability of the abovementioned configuration is restricted in 
the cases of small and low-density data centers, while it is unacceptable in data centers 
that are newly constructed and recently retrofitted. [8] 
Future Outlook 
 By taking into consideration that the majority of the data centers built before 
2004 utilize the flooded airflow management strategy, it is apparent that most of them 
suffer due to underutilized cooling capacity, insufficient redundancy and negligible 
energy efficiency. However, as more and more concerns are arising due to the 
significant energy savings that can be achieved by establishing any of the other airflow 
management strategies, it is obvious that this traditional strategy will not continue to be 
employed. As it is analyzed before, this minimal configuration should be deployed in 
the cases of existing, small and low-heat density data centers, where the cost of 
establishing one of the other configurations is unacceptably high, while it should be 
avoided in the cases of new installations. [8] 
3.2.2 Targeted Airflow Management Strategy 
Highlights 
 Although this airflow strategy involves mechanisms for intentional partially 
contained airflow management, this configuration does not guarantee any complete 
segregation, isolation or containment of both the intake and exhaust airflows generated 
by the IT equipment. The most widely used targeted airflow management strategy is the 
hot aisle/ cold aisle methodology, which can be achieved by utilizing one of the 
following mechanisms: return air (plenum) ceilings, supply air raised floors, patched 
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panels, enclosed cabinets and barriers, as well as internal configuration of cabinets, 
including, blanking panels, air dams and cable management to prevent any airflow 
obstructions. [8] 
 Not only does this airflow management strategy require a moderate initial 
investment, but also it is considered to be cost-effective by taking into account the 
expenses arising during the installations and maintenance of the specific configuration. 
This is why this strategy is widely applied in many data centers and more specifically to 
those newly constructed or recently retrofitted with low to medium heat density 
(<10kW). [8] 
 This configuration can contribute to the increase of the data center’s energy 
efficiency, if it is installed in conjunction with perimeter room cooling. However, there 
are further considerations that should be taken into account when targeted airflow 
management strategies are installed in combination with perimeter room cooling, 
including the room density, sixe and layout, the location, as well as the sizing of the 
perimeter CRAC/CRAH units, ducting and vents.  [8] 
Advantages/Disadvantages 
 As far as the current usage and availability of the targeted airflow 
management is concerned, this configuration is widely used in many data centers. The 
main reason for such high usage is the fact that this cooling architecture can be 
integrated in a data centers without requiring significant modifications in the 
infrastructure. What is more, not only does this strategy include components that are 
available by various suppliers, but also it is not hard to upgrade or retrofit the whole 
cooling architecture. The abovementioned advantages justify the reason why various 
combinations of targeted airflow management components should always be 
incorporated in newly constructed data centers. However, the results deriving from the 
targeted airflow management strategy vary depending on the accuracy of the 
configuration’s implementation. The abovementioned implementation issue may arise 
due to the interaction of the return ducting with cable trays or with other already 
existing infrastructure. [8] 
 The targeted airflow management strategy has a higher efficiency in comparison 
with the standard baseline configuration (flooded airflow management strategy). The 
main advantage of this strategy that justifies its significant efficiency is the fact that this 
methodology requires a moderate total cost of ownership (TCO) in order to be 
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deployed. However, its efficiency is below the optimal level due to the fact that this 
configuration is not optimized for cooling and it requires additional cooling units in 
order to avoid the bypass and recirculation of the return and supply airflow generated by 
the IT equipment. It is of great importance to clarify that there may be a cooling density 
restriction as the heat density increases within a data center room in order to maintain 
the room within viable thresholds. Therefore, the abovementioned situation necessitates 
the application of Computational Fluid Dynamics (CFD) analysis in order to determine 
the appropriate equipment density that will increase the efficiency of the targeted 
airflow management strategy. [8, 10] 
 The high level of reliability of this airflow strategy derives from the fact that 
this configuration does not employ any active components resulting in less possibilities 
of mechanical failure. On the other hand, the reliability of the partially contained 
management can be affected by a significant increase of heat density within a data 
center room, since more and more hot spots may occur causing further problems in the 
normal operation of the IT equipment. [8] 
 An additional advantage of the targeted airflow management strategy is that the 
equipment is quite common in the IT industry, since more and more manufacturers 
make equipment for this specific configuration. As a matter of fact, the majority of data 
centers employ the partially contained airflow management due to its increased cost-
effectiveness associated with the procurement and installation. What is more, there are 
various combinations of equipment that can be incorporated in this airflow management 
strategy so as to increase the efficiency and minimize the cost of the air distribution 
system. However, there are disadvantages that reduce the value of this specific 
methodology. For instance, the existence of perforated tiles on the floor may restrict the 
free access of the generated airflow. What is more, the modification of this air 
distribution system is considered to be difficult in cases that necessitate the 
accommodation of changes in the IT loads within the data center room. Last but not 
least, there are concerns arising in the case of barrier-contained configurations, since the 
temperature of the return airflow may exceed 100
o
 F resulting in a potential jeopardy of 
the operator’s safety. [8] 
 The targeted airflow management strategy is considered to have a high level of 
standardization and social acceptance within the IT industry, if we take into 
consideration the fact that more and more data center operation are becoming familiar 
with this specific strategy. [8] 
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Future Outlook 
 The majority of the existing data centers employ the partially contained airflow 
management strategy. However, these data centers depending on the amount of 
recirculation and bypass that the generated airflow is allowed to do, will undergo a 
specific degree of capacity limitations, insufficient redundancy and energy inefficiency. 
Due to the fact that this configuration is widely used, it has low degree of complexity 
and it is characterized by a high cost effectiveness regarding its installation and 
maintenance, it is apparent that this strategy will continue to prevail upon the rest 
airflow management strategies into the future. As a matter of fact, more and more 
equipment manufacturers endeavor to increase the efficiency of this strategy, while they 
are willing to provide their knowledge to the IT operators in order to install such 
combinations of equipment that would increase the efficiency of the cooling 
architecture. Despite the abovementioned advantages that justify the wide applicability 
of the strategy, in cases that require cooling capacities higher that 10kW per cabinet, 
then one of the rest air distribution strategies should be employed. [8] 
3.2.3 Contained Airflow Management Strategy 
Highlights 
 The main purpose of the contained airflow management is to achieve complete 
segregation and isolation between cooling supply airflows and hot intake airflows 
generated by the IT equipment located within a data center room. For the 
abovementioned reason, several combinations of equipment are employed in this 
configuration, such as chimney cabinets ducted to return air plenum spaces, raised-floor 
supply ducted underneath enclosed cabinets, overhead ducting to provide cool 
air/remove warm air, cold- and hot- aisle barriers, air dams, as well as cable 
management to reduce any airflow obstructions. [8] 
 This specific air distribution system is considered to be significantly efficient, 
especially when it is combined with other efficient active heat rejection systems. As a 
matter of fact, this combination prevents any manifestation of airflow bypass or 
recirculation, while the total amount of supply air produces by the cooling devices is 
provided as intake to the heat-generating IT equipment. What is more, this passive 
cooling architecture has important cost-effectiveness and low total cost of ownership 
(TCO) during its installation and maintenance and it can be applicable in both new and 
retrofit data centers. An additional advantage of this specific configuration is its 
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robustness, which describes its flexibility and its feasibility to be implemented without 
changing any aspect. More specifically, this specific cooling architecture can be applied 
effectively in cases that there are heat variations from rack to rack. What is more, it can 
support the today’s prevailing trend that necessitates the increase of workload within a 
data center room in order to respond to the needs of the IT industry by providing the 
additional required air by the cold containment. [8] 
 The contained airflow management strategy can be classified into two 
categories, the cold-aisle containment and the hot-aisle containment. According to the 
characteristics of each data center, one of the two airflow strategies will be selected. The 
main advantages of the cold-aisle containment are the following: 
 Simple application in a recently retrofitted data center, especially in a raised 
floor data center that was designed to incorporate the hot aisle/cold aisle 
configuration 
 Accurate maintenance of steady IT equipment inlet temperature 
 Easy integration with outdoor air economizer modes 
 High responsiveness in case of fire by utilizing gas suppression systems. [8, 10] 
 On the other hand, the advantages of the hot-aisle containment system are the 
following: 
 Maintenance of temperature in the data center room within tolerable thresholds 
 Higher efficiency in practice in cases that the ducts are not properly isolated and 
there is a mixture of hot and cold airflow 
 Greater supply of cold airflow in order to provide security over the cases of 
cooling system malfunctioning. [8, 10] 
 However, it must be clarified that the difference in the efficiency of the 
abovementioned contained airflow management strategies is negligible is comparison 
with the difference in the efficiency between the contained airflow strategies and the 
other air distribution systems. Therefore, the contained airflow management strategy, 
cold aisle or hot aisle containment, must be selected to be applied in a data center room 
according to its specific characteristics and needs. As a matter of fact, this cooling 
architecture can be applied in cases that there is a necessity of cooling load up to 30kW 
per cabinet. What is more, this configuration is able to provide satisfactory levels of 
airflow management even in cases that there is no raised-floor plenum for air 
distribution resulting in a significant reduction of facility due to the floor’s installation 
and maintenance. [8] 
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Advantages/Disadvantages 
 As far as the current usage and the availability of the contained airflow 
management strategy is concerned, this methodology is considered to be the most 
widely used configuration in data centers, while more and more manufacturers make 
either supply or return cabinets for the IT industry. However, there are various 
disadvantages that impose limitations on its applicability, such as the fact that this 
specific strategy is mainly suitable for cases with low to medium heat density data 
center rooms. What is more, its applicability necessitates the construction of barriers 
within a room in order to facilitate the configuration’s implementation. [8] 
 By taking into consideration the fact that the location of sufficient insulation 
along the equipment in order to minimize the losses deriving from the cooling system, it 
is apparent this strategy can be the most efficient among the other air distribution 
methodologies. At the outset, this strategy does not require high total cost of ownership 
(TCO) during its installation and maintenance. What is more, the contained airflow 
management can minimize the bypass and recirculation of the supply and return airflow, 
sets higher and more tolerable temperature points within the data center rooms, allows 
the location of the equipment in higher densities and achieves greater cooling utilization 
factors. As a matter of fact, several advantages derive from the temperature of the 
airflow generated by the IT equipment, since the higher return temperatures result in 
higher evaporator temperatures and greater compressor coefficient of performance 
(COP). An additional advantage of this strategy that may cause a significant increase of 
its efficiency is that through its effective combination with economization modes, there 
will be an increase in the availability of free cooling hours. Last but not least, the 
contained airflow management is able to eliminate any variations among the inlet 
temperatures of the servers installed within a data center room resulting in supply 
airflow of higher temperature. However, there are several implications arising during 
the planning phase that can affect the efficiency of the contained airflow management. 
More specifically, before this specific configuration is selected, there are several 
infrastructure issues that should be taken into account, such as the room density, size 
and layout, the quantity, location and sizing of the air conditioning units, as well as the 
quantity, location and sizing of the vents. Another disadvantage of this air distribution 
methodology is that the CRAC/CRAH equipment should be programmed to circulate 
supply and return airflow as being in the extreme case of significant load densities and 
high utilization factors. [8] 
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 The reliability of the contained airflow management strategy depends on 
whether fans are employed in the mechanism or not. More specifically, ducted systems, 
whose function is based on fans, may suffer from potential mechanical failures. On the 
other hand, ducted systems that do not involve any fan systems in order to facilitate the 
circulation of the return airflow are less susceptible to mechanical failures. [8] 
 The location of the equipment involving in this configuration does not 
necessitate the implementation of a Computational Fluid Dynamic (CFD) analysis. For 
the return airflow generated by the IT equipment, there can be established either passive 
ducted chimney cabinets or fan-assisted ducted chimney cabinets. On the other hand, 
the cold airflow can be supplied to the IT equipment via the raised floor through the 
openings that exist in the cabinets’ bases. What is more, in this specific airflow 
management strategy, simple and physical barriers, such as curtains or solid panels, can 
be established within the data center room in order to maintain either the cold or the hot 
aisle. The abovementioned equipment can be combined with row-based air conditioning 
systems in order to maximize the efficiency and reliability of this air distribution 
system. However, the abovementioned barriers are characterized by low robustness, 
since there is a need to customize them in order to be suitable in each given data center 
space, while most of the data center operators are reluctant of using them due to their 
unattractiveness. An additional disadvantage of the equipment used in this airflow 
strategy is the fact that fire suppression system may need to be relocated in order to 
prevent any unwanted interaction- obstruction with the chimney cabinets or the physical 
barriers. [8, 10] 
 The contained airflow management strategy is considered to be in compliance 
with all the existing standards. What is more, its high social acceptability within the 
IT industry can be justified by the fact that the implementation of such an air 
distribution system does not require any maintenance or any specific user experience 
and training. However, the main disadvantage of this strategy is its extensive payback 
period, since the initial investment required for its installation is higher than the one 
needed for the targeted airflow management strategy. An additional drawback of this 
configuration is that in the case of barrier-containment, the temperature of the hot return 
airflow generated by the IT equipment may exceed 100
o
 F. Last but not least, the 
containment of the cold supply air rather than the hot return air, may allow the warm 
thermal mass increase intolerably the temperature within the data center space. [8] 
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Future Outlook 
 The combination of the contained airflow management strategy with one of the 
available active cooling systems can significantly increase the overall energy efficiency, 
since all the cool supply airflow will be provided to the IT equipment. By taking into 
consideration the high levels of efficiency that can be achieved, its significant 
reliability, especially when there are no fans, and the low initial and operational costs 
required for its installation and maintenance, it is obvious that the specific cooling 
architecture is one of the best. The new contained airflow management strategy is 
widely applied in the IT industry, while the equipment used in the specific methodology 
are provided by a great variety of leading manufactures. Therefore, the contained 
airflow management strategy will continue to be value for money in comparison with 
the rest cooling architectures, while its applicability will overrun the rest air distribution 
systems in the future. [8] 
3.2.4 Qualitative Comparison of Airflow Management Strategies 
 Each of the abovementioned strategies, the flooded, the targeted and the 
contained can be used to direct either the supply or the return airflow. Therefore, there 
can be nine possible combinations of air distribution systems. The applicability of all 
these combinations depends on the special characteristics and needs of each data center. 
However, there are cases that more than one combination can be used within a data 
center. [9] 
 Tables 5 and 6 illustrate the nine combinations of air distribution systems. More 
specifically, the nine combinations can be classified into two categories depending on 
their field of utilization, the traditional room-based cooling implementations and the 
non-traditional implementations. On the one hand, the traditional implementations are 
restricted in cases of data centers with low power density, while, on the other hand, the 
non-traditional implementations are widely used today in the IT industry. Therefore, 
there is a strong interrelation between the air management practices and the power 
density that can achieved in the nine distribution types. For instance, in the first table 
the cooling units are located on the perimeter of the data center room, while in the 
second table the cooling units are located between the IT rows or outside. As it is 
obvious in the following tables, the cost, the complexity and power density of each 
distribution system varies from the lowest at the top and left of the table to the highest 
as we go down and right at the table. [9] 
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Table 5: The 9 types of air distribution (traditional room-based cooling) [9] 
 Flooded Return Targeted Return Contained Return 
F
lo
o
d
e
d
 R
e
tu
rn
 
   
Small LAN rooms < 40kW 
 Not recommended for most 
data centers 
 Low cost, simple installation 
 Least energy efficient of all air 
distribution architectures 
because 100% of the cold 
supply air is allowed to mix 
with hot return air. 
 Supply air temperature 
extremely unpredictable 
above. 
 Distribution type can cool up to 
3kW per rac 
General use 
 Not recommended for most 
data centers 
 Low cost, ease of install 
 More energy efficient than 
flooded return since 40- 
 70% of IT hot exhaust air is 
captured and delivered back 
to the cooling unit. Supply air 
more predictable than flooded 
supply since less hot air is 
allowed to mix with cold 
supply air. 
 Distribution type can cool up 
to 6kW per rack 
Large data center / colocation 
 Upgradeable (vendor specific) 
 Most energy efficient of all air 
distribution architectures 
since it allows increased 
cooling unit supply temp 
resulting in increased 
economizer hours. 70-100% 
of IT equipment hot exhaust 
air is captured and delivered 
back to the cooling unit. 
Supply air is most predictable 
since no hot air is allowed to 
mix with cold supply air. 
 Distribution type can cool up 
to 30kW per rack 
T
a
rg
e
te
d
 R
e
tu
rn
 
   
Data centers with static power 
densities 
 Not recommended for new 
designs – unable to keep up 
with power density projections 
 More energy efficient than 
flooded supply since more IT 
equipment hot exhaust air is 
diverted back to the cooling 
unit. 
 Distribution type can cool up to 
6kW per rack 
 
Small to medium data centers 
 More energy efficient than 
flooded return since 60- 80% 
of IT equipment hot exhaust 
air is captured and delivered 
back to the cooling unit. 
Supply air more predictable 
since less hot air is allowed to 
mix with cold supply air. 
 Distribution type can cool up 
to 8kW per rack 
Hot spot problem solver 
 Upgradeable (vendor specific) 
 More efficient than targeted 
supply and return since 70-
100% of IT equipment hot 
exhaust air is captured and 
delivered back to the cooling 
unit. Supply air is most 
predictable since no hot air is 
allowed to mix with cold 
supply air. 
 Allows increased cooling unit 
supply temp resulting in 
increased economizer hours. 
 Distribution type can cool up 
to 30kW per rack 
C
o
n
ta
in
e
d
 R
e
tu
rn
 
   
Mainframes / racks with 
vertical airflow 
 More energy efficient than 
targeted supply but less 
efficient than contained return. 
 Containing the supply air, 
forces the rest of the room to 
become the hot aisle which 
limits the number of 
economizer hours. Supply air is 
more predictable since little 
hot air is allowed to mix with 
cold supply air. 
 Distribution type can cool up to 
30kW per rack 
Mainframes / racks with 
vertical airflow 
 More energy efficient than 
targeted supply but less 
efficient than contained return. 
Containing the supply air, 
forces the rest of the room to 
become the hot aisle which 
limits the number of 
economizer hours. Supply air 
is most predictable since no 
hot air is allowed to mix with 
cold supply air. 
 Distribution type can cool up 
to 30kW per rack 
Harsh non-data center 
environments 
 Slightly less efficient than 
contained return with flooded 
or targeted supply – requires 
more fan energy. 
 Allows increased cooling unit 
supply temp resulting in 
increased economizer hours. 
 Distribution type can cool up 
to 30kW per rack 
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Table 6: 9 types of air distribution (nontraditional room-based cooling) [9] 
 Flooded Return Targeted Return Contained Return 
F
lo
o
d
e
d
 R
e
tu
rn
 
   
Hard floor, cooling unit located 
outdoors 
 Not recommended for most 
data centers. 
 Not effective because air 
mixing prevents predictable 
IT inlet temperatures. 
Hard floor, cooling unit located 
outdoors 
 Not recommended for most 
data centers. 
 Not effective because air 
mixing prevents predictable IT 
inlet temperatures. 
Hard floor, cooling unit located 
outdoors 
 Recommended for new data 
centers. 
 Variable speed fans on cooling 
units controlled by IT 
temperature. 
T
a
rg
e
te
d
 R
e
tu
rn
 
 
  
No non-traditional alternative Hard floor, row-based cooling 
units 
 Recommended for data centers 
below 1MW. 
 Variable speed fans on cooling 
units controlled by IT 
temperature. 
Hard floor, row-based cooling 
units 
 Recommended for data 
centers below 1MW. 
 Variable speed fans on cooling 
units controlled IT 
temperature. 
C
o
n
ta
in
e
d
 R
e
tu
rn
 
   
Raised floor, perimeter cooling 
units 
 Not recommended for new 
data centers. 
 Good solution for existing 
data centers. 
 Variable speed fans on cooling 
units controlled by pressure 
and active tiles controlled by 
IT temperature. 
Raised floor, cooling unit 
located outdoors 
 Targeted return doesn’t add 
much value since supply is 
contained therefore not 
recommended. 
 Variable speed fans on cooling 
units controlled by pressure 
and active tiles controlled by IT 
temperature. 
Hard floor, row-based cooling 
units 
 Only recommended for harsh 
environments or existing data 
centers where complete 
containment is required for a 
single row of racks (e.g. 
squeezing a row into an 
existing hot aisle). 
 Variable speed fans on cooling 
units controlled by IT 
temperature. 
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3.3 Equipment Placement Strategy 
3.3.1 Cooling Equipment-Cabinet 
Highlights 
 
 This equipment placement strategy contributes to the effective confrontation of 
spots within a data center room that are characterized by high and intolerable heat 
density. However, this methodology must always be combined with the installation of 
additional cooling systems in order to maintain the inside conditions within acceptable 
thresholds. Despite the fact that this cooling architecture requires the parallel utilization 
of further room-based cooling systems, it can be considered quite advantageous to the 
latter cooling devices, since it provides a significant increase in their utilization factor 
and redundancy. What is more, by taking into consideration the fact that this strategy is 
oriented towards the maintenance of the normal operation of each cabinet separately, it 
is apparent that it can provide variable cooling capacity and redundancy regarding the 
requirements of each cabinet at a given moment. [8, 11] 
 The basic feature that differentiates the cooling equipment-cabinet by the rest 
equipment placement strategies is the fact that it includes shorter and more predictable 
paths of the cold supply airflow and hot return airflow generated by the IT equipment. 
As a matter of fact, the advantage of shorter airflow paths means that the supply and 
return air cannot be affected by the existence of any obstructions within the data center 
room, resulting in higher utilization factors for the installed air conditioning systems. 
However, this cooling architecture can be applied only to cabinets with power or 
equipment densities that do not exceed 50kW per cabinet. [8, 11] 
Advantages/Disadvantages 
 As far as the current usage and availability of the cabinet architecture is 
concerned, this specific configuration has high availability in the IT industry due to the 
fact that there are numerous providers that manufacture this cooling technology. What is 
more, this methodology is characterized by great flexibility, since it is able to 
 The function of the cooling equipment-cabinet usually 
differs according to its relevant position with the cabinet that 
contains the electronic equipment. More specifically, this cooling 
equipment can be contained within a cabinet or it can be located 
at a proximate area to the cabinet. [8, 11] 
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correspond to a significant variation of requirements at a cabinet level. However, the 
applicability of this configuration meets several constraints, especially in the case of 
data center rooms that occupy ultra-high heat density cabinets supported by low to 
medium heat density room-cooling capacity. [8] 
 By taking into consideration the fact that the cabinet architecture removes 
immediately the heat generated from the heat source, it is subsequent that its great 
efficiency is highly correlated with the protection it provides against the mixing, 
recirculation and/or bypass of the supply and return airflow. As a matter of fact, the 
negative impacts that may be caused by the mixing, recirculation and bypass of air are 
eliminated due to the fact that the airflows are totally restricted within the volume of the 
cabinet. However, in cases of large scale data centers, the efficiency of this cooling 
configuration is negligible in comparison with the rest available cooling architectures.  
An additional disadvantage of the cabinet cooling equipment is the fact that its normal 
function necessitates the installation of additional rack-level electrical and cooling 
infrastructure. [8] 
 The cabinet architecture is considered to be of high reliability due to the fact 
that the cooling equipment functions separately in each cabinet and a cooling failure is 
restricted in a decentralized level, without causing any further or overall breakdowns to 
the cooling infrastructure of the data center room. Despite the fact that the localized 
failures enhance the reliability of this cooling architecture, what is considered to be very 
common in the active cooling systems, including the cabinet cooling equipment, is the 
manifestation of leakage points. However, the cabinet cooling equipment requires 
additional piping for its proper function in comparison with the rest active cooling 
systems, which increases the possibilities of liquid leaks. An additional factor that 
deteriorates the reliability of the cabinet equipment is the fact that this configuration 
requires the installation of air conditioner units and fans. More specifically, the larger 
the number of the air conditioning units and fans installed within the data center room, 
the greater the possibilities of a mechanical malfunction that would affect the reliability 
of the cooling system. [8] 
 The flexibility that characterizes this specific type of cooling architecture allows 
the design of the cabinet equipment to vary in size, as well as in cooling capacity. What 
is more, by taking into account that this configuration is cabinet specific, it is apparent 
that it is unassailable by any obstructions within the data center room, resulting in an 
arbitrary configuration of the rack layout. In addition to this, the fact that this 
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architecture is cabinet specific provides the possibility to incorporate IT equipment 
within rooms and spaces that are not supposed to be appropriate for the hosting of such 
energy intensive activities. An additional advantage of the cabinet equipment is that the 
whole cooling procedure occurs exclusively within the volume of the cabinet by 
isolating the different temperature airflows and by eliminating the mixing of the supply 
and return airflows. The abovementioned characteristic justifies the high applicability of 
this specific architecture in extreme cases of data center rooms with ultra-high heat 
density. It can also be applied individually in cases of cabinets with high heat density 
within a data center space in order to minimize the total cost of ownership (TCO) and 
avoid the installation of high-density cooling systems that may be considered 
unacceptably expensive and energy intensive. On the other hand, there are several 
implications arising regarding the utilization of such cooling architecture, such as the 
fact that this configuration necessitates the further installation of a dedicated air 
conditioning unit per cabinet, as well as the required piping system that circulates 
chilled water or refrigerant. This requirement for additional cooling infrastructure 
increases the amount of the initial investment needed for the overall installation, as well 
as the operational and maintenance costs in comparison with the rest available active 
cooling systems. Furthermore, the requirement for additional piping systems increases 
the possibilities of mechanical failure and the manifestation of potential chilled water or 
refrigerant leakages. [8] 
 As far as the configuration’s standardization and acceptance is concerned, it 
must be clarified that there are several standardized solutions for this specific 
methodology, while their application does not require any specific user experience or 
training. [8] 
Future Outlook 
 The cabinet cooling equipment is considered to be a highly dedicated and 
contained cooling device which can be applied at an individual cabinet with high heat 
density in order to maintain its proper function without taking into account the ambient 
room conditions. As a consequence, it allows the arbitrary location of the IT equipment 
within the data center room without concerning about the manifestation of hot spots. 
Therefore, the basic advantages of this configuration are that it allows the design of 
flexible layout, it is fast and easy to implement and it can provide significant cooling 
capacities, even at the expense of the efficiency. The cabinet cooling equipment is the 
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most innovative architecture, while it is currently applied in an extensive number of 
data centers worldwide. This configuration is provided by numerous manufacturers and 
it will continue be popular in extreme cases of high heat density in the future. [8] 
3.3.2 Cooling Equipment-Row 
Highlights 
 Within a row cooling architecture, the CRAC established for the maintenance of 
the internal temperature within acceptable thresholds is dedicated to a row of cabinets. 
The exact position of the CRACs within the data center room varies regarding the 
layout of each space. More specifically, the CRAC units can be mounted between two 
successive IT racks, either overhead or under the floor. By comparing this cooling 
architecture with the room cooling architecture, it is conceivable that the former is more 
effective due to the shorter and well defined air flow paths. The aforementioned 
advantage of the row-oriented architecture results in a higher utilization factor of the 
CRAC units and it allows the layout of the room to be designed for higher power 
density. [8, 11, 12] 
  
Figure 10: Row-oriented architecture 
 The row cooling architecture causes various positive side effects, apart from the 
improvement of the cooling performance. By taking into account that the air flow paths 
are shorter and well defined, it allows the reduction of the required fan power by the 
CRAC units, resulting in higher overall efficiency of the cooling system. In fact, this 
contribution to the overall efficiency is not negligible in the case of insignificantly 
loaded data centers where the IT power consumption is less than the power needed to 
drive the fan equipment utilized by the CRAC units. [8,11, 12] 
 A basic characteristic of the row oriented architecture that generates numerous 
advantages is the fact that the cooling capacity and redundancy of the CRAC units are 
totally dedicated to a row of racks. The CRAC units are set to correspond to the actual 
needs of specific rows. For instance, within the same data center room, row oriented 
architecture can be targeted to high heat density devices, such as blade servers, while 
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another row oriented architecture may maintain the normal operation of lower heat 
density applications, such as communication enclosures. [8, 11, 12] 
 An additional advantage of the row oriented architecture is the fact that it does 
not necessitate the integration of a raised floor within the data center room. Direct 
consequences of such an alternative option is the increase of the load that the floor can 
bear, the reduction of the initial capital costs, the elimination of requirements regarding 
access ramps, as well as the opportunity to locate a data center within building that do 
not have the potential for establishing raised floor. However, the configuration of raised 
floor is of great importance in the case of high heat density data centers, no matter 
which cooling architecture is established. Therefore, the row oriented architecture is 
considered to be suitable for cabinets with heat densities that do not exceed 30 kW. [11] 
Advantages/Disadvantages 
 As far as the current usage and availability of the row oriented architecture is 
concerned, this cooling configuration is predominantly applied in data centers with 
medium to high heat densities. What is more, the fact that it is widely used in hosting 
facilities is justified by the existence of numerous leading manufactures that supply 
such type of equipment placement strategy. However, the row oriented architecture has 
very low applicability in the case of data center rooms with either low or significantly 
high heat density due to its characteristics deriving from the air flow paths. [8, 12] 
 The row oriented architecture is considered to be of high efficiency in 
comparison with the perimeter cooling configuration due to the fact that the air flow 
paths are shorter, better defined and more predictable. The efficiency can be further 
improved by its application in environments characterized by low containment and high 
recirculation. Moreover, if the row oriented architecture is combined with a containment 
strategy, as described before in the previous subchapter, then a quite increased 
efficiency can be achieved, resulting in improved overall performance. On the other 
hand, the efficiency of this specific cooling configuration is reduced in the case of data 
center rooms with either very low or very high heat density. Although row-based 
equipment is considered to contribute to the minimization of the air mixing, 
recirculation and bypass, the incomplete containment of the air flows and a certain 
degree of mixing of airflows generated within the limits of the row of cabinets and the 
room air streams will cause a significant decrease in the configuration’s efficiency. An 
additional disadvantage of this equipment placement strategy is the requirement for 
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establishing extra electrical and cooling infrastructure in each row of cabinets included 
within the data center room, resulting in higher possibilities for the manifestation of 
mechanical failures that further reduce the system’s overall efficiency. [8, 12] 
 The reliability of the row oriented architecture is considered to be at the same 
level as other available active cooling configurations. Its reliability that be further 
increased by the installation of additional air conditioning units in specific areas of a 
data center room, where the row of racks are characterized by high heat and power 
density. However, by taking into consideration that this specific configuration occupies 
additional piping in order to correspond to the actual needs of each existing row of 
cabinets, it is conceivable that its reliability can be affected by the manifestation of 
leakage points. What is more, this cooling architecture includes various air conditioning 
units for each row of cabinets, as well as numerous equipment associated with the 
aforementioned units, such as fans, compressors, pumps, valves, controls, meaning that 
row based cooling architecture has significantly high possibilities of mechanical failures 
impacting its reliability. [8, 12] 
 The row-based equipment architecture is considered to have a competitive 
advantage over the rest available configurations for several widely accepted reasons. 
First of all, the system provides a flexible, modular establishment, which can be 
achieved by the integration of equipment of varying size. What is more, this 
configuration can be deployed perfectly either in new or retrofitting existing hosting 
facilities. More specifically, the operators of already existing hosting facilities are able 
to increase the cooling capacity of the data center room by establishing row based 
equipment. An additional advantage of this cooling configuration and more specifically 
of the overhead head exchangers is the easy deployment over the successive rows of 
racks, no matter which are the special characteristics of the manufacturers’ cabinets. On 
the other hand, the row oriented configuration requires the availability of additional 
floor space within the data center room in order to accommodate the air conditioner 
units needed. However, several implications arise regarding the abovementioned 
requirement for extra floor space, since there will be a significant increase in the 
compute costs per square foot. An additional drawback of this specific configuration is 
its inability to cover the actual needs of rows of racks with varying heat loads from one 
end of the floor or row to another. Furthermore, in contrast with the flexibility of the 
overhead heat exchangers, the rear- door exchanger must be deployed over the special 
characteristics of each manufacturer’s cabinet. [8, 12] 
 -52-  
`   
-1
4
5
- 
 Last but not least, as far as the standardization and acceptance is concerned, 
the row-based cooling architecture is considered to be one of the most widely accepted 
and utilized configurations within the data center industry. The dominant advantage that 
justifies its significant deployment is the fact that the proposed standardized solutions 
require users with minimal experience and training. [8, 12] 
Future Outlook 
 The row oriented architecture is the optimal configuration for the case of 
existing data centers, where additional cooling capacity is required in order to avoid the 
manifestation of hot spots. What is more, it is widely used in combination with open or 
partial containment in order to improve the system’s overall performance and efficiency 
by locating its equipment in a shorter distance from the IT device-heat source. As a 
matter of fact, the possibility of locating the air conditioner in a shorter distance from 
the cabinet eliminates the airflows mixing, while it provides a more accurate delivery 
and capture of the supply and return airflow respectively. In comparison with the other 
equipment placement strategies, the row-based equipment has the same characteristics 
of heat density flexibility as the rack-oriented configuration, while its cost is quite 
similar with the room-oriented architecture. The row-based cooling equipment is a 
relatively new configuration applied worldwide, while it is supplied by a significant 
number of leading manufacturers. As a consequence, for the aforementioned reasons, 
the row oriented architecture is considered to be one of the most widely acceptable 
configurations for the majority of the data centers for the foreseeable future. [8, 12] 
3.3.3 Cooling Equipment-Perimeter 
Highlights 
 The room oriented architecture utilizes CRAC units located within the data 
center room in order to mitigate the negative impacts of the total heat load generated by 
the installed IT equipment. More specifically, the room-based configuration includes 
one or more air conditioning units that supply cool air without utilizing any ducts, 
dampers, vents, etc. while it may capture the intake airflow either through a raised floor 
system or an overhead return plenum. [8, 11] 
 The airflow paths within a data center room with room-based configuration vary 
regarding the size and the purpose of the hosting facilities. In smaller data centers, the 
haphazard layout of the racks bearing the IT equipment allows the deployment of the air 
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conditioning units in haphazard positions as well. On the other hand, in larger and more 
sophisticated data center rooms, the racks are configured into hot-aisle/cold-aisle 
layouts, while raised floor systems are utilized in order to facilitate the homogenous 
distribution of the cold air flow. [8, 11] 
 
Figure 11: Perimeter-oriented architecture 
 However, the efficiency of the room oriented architecture is highly interrelated 
with the existence of various constraints within the data center room, such as the ceiling 
height, the room shape, rack layout, cables over and under the floor, CRAC location and 
the power distribution or heat generation among the IT equipment. As a consequence, it 
is of great difficulty to estimate the performance of such an equipment placement 
strategy, which becomes more obscure as the power density of the data center room 
increases. Therefore, in order to obtain a better understanding about the performance of 
this specific cooling configuration, various complex computer stimulations, known as 
Computational Fluid Dynamics (CFD), must be applied. Further attention must be paid 
over the application of this tool, especially when there are changes in the racks layout or 
in the number of the IT equipment. What is more, the estimation of the CRAC 
redundancy complicates the application of the aforementioned computer stimulations, 
while their results require considerable attention to be paid. [8, 11, 13] 
 An additional consideration about the room-based cooling equipment is the low 
utilization factor that can be achieved through its operation. The main root cause for 
such a limited utilization factor is the inappropriate IT equipment layout and the fact 
that the supply airflow produced by the CRAC units bypasses the IT loads and returns 
directly to the CRAC unit. As a matter of fact, this phenomenon of airflow bypass 
means that the cold air produced by the CRAC units is not actually used to mitigate the 
negative impacts of the heat loads generated by the IT equipment, resulting in a 
significant decrease of the overall cooling capacity. As a consequence, the requirements 
of the IT equipment for cold supply airflow may be greater than the actual capacity of 
the CRAC units, even if a significant fraction of the air produced by the CRAC units is 
not properly utilized. [8, 11] 
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Advantages/Disadvantages 
 As far as the current usage and availability of the room-based architecture is 
concerned, this configuration is widely applied in various types of installations, while 
the required equipment for the configuration’s deployment is provided by numerous 
leading manufacturers. However, the room oriented architecture is not appropriate as an 
equipment placement strategy in data centers of either very low or very high heat 
density environments. [8] 
 The room oriented architecture is considered to be of great efficiency when it is 
applied in combination with partial containment air distribution systems, since 
optimization of the cool airflow distribution can be achieved by the easy relocation of 
the floor tiles. What is more, this configuration is efficient even in cases of high heat 
density data centers, when it is applied in parallel with the deployment of full 
containment air distribution system and air economization (utilization of outside air). 
However, in high heat density data center rooms, the absence of full containment 
strategy requires the implementation of additional measures in order to minimize the 
negative impacts generated by the recirculation and bypass of the supply airflows. As a 
matter of fact, compared to the other equipment placement strategies, this configuration 
has the worst position regarding the manifestation of the unwanted bypass and 
recirculation phenomena. An additional disadvantage of the room-based architecture is 
the heterogeneous disperse of return airflow, when a plenum solution is not included in 
the overall cooling strategy. Moreover, the configuration’s efficiency can be 
significantly reduced when there are obstructions under the floor level creating further 
impediments to the free airflow circulation. In fact, the existence of such obstructions, 
such as cables, and their interaction with the airflow can affect the optimal level of 
static pressure under the floor level. [8] 
 By taking into account the fact that the room-based architecture has been applied 
for several decades in various hosting facilities, it is conceivable that this specific 
equipment placement strategy has been proved to be reliable. Nevertheless, the 
utilization of numerous air conditioning units necessitates the installation of additional 
piping systems, resulting in increased possibilities of manifestation of undesired leakage 
points. [8] 
 By taking into consideration that in the majority of room-based equipment 
architectures the racks bearing the IT equipment are located in long rows, it is apparent 
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that this configuration allows the exploitation of the available and free computer room 
floor for other uses. As a matter of fact, the layout of the CRAC and CRAH units varies 
among the various hosting facilities depending on the special characteristics of the data 
center room and the activities that take place within it. An additional advantage of the 
room-based equipment placement strategy is the fact that it be applied either in newly 
constructed or retrofitted existing data centers. However, this specific configuration 
necessitates the application of computational methods in order to determine the actual 
needs of the installed IT equipment for cooling capacity. As far as the redundancy is 
concerned, further analysis must be realized by utilizing the aforementioned 
computational tool in order to reassure that the data center environment is well 
protected from any potential failure modes. What is more, there are several implications 
arising regarding the configuration’s layout that affect the cooling system’s overall 
efficiency, such as the room shape, the ceiling height, the existence of sub-floor 
obstruction, the CRAC/CRAH location, etc. [8] 
 As far as the standardization and social acceptance of the room-oriented 
architecture is concerned, it must be clarified that this configuration is considered to be 
the standard basis for the majority of the existing data centers. However, this specific 
equipment placement strategy is not as flexible as the other configurations, since it 
cannot be easily adjusted to data center rooms with high heat densities. In order to 
enable the room-oriented configuration’s utilization in higher densities applications, 
additional measures must be implemented, such as the full containment of the airflow or 
the placement of additional air conditioning units between two successive rows of 
cabinets (row-oriented architecture). [8] 
Future Outlook 
 The room-oriented architecture is considered to be a traditional equipment 
placement strategy, which provides a significant degree of efficiency and reliability 
when it is deployed in combination with full containment air distribution strategy in 
cases of medium-sized data centers. The efficiency of this specific configuration can be 
further improved by the concurrent utilization of air or chilled water economization. By 
taking into account that there several leading manufacturers supplying the data center 
industry with such cooling designs characterized by high Delta Ts and variable speed 
fan, it is conceivable that this configuration will remain one of the primary options of 
the data center operators for the foreseeable future. [8] 
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3.3.4 Qualitative Comparison of Equipment Placement Strategies 
 According to the previously analyzed subchapters, the basic conclusions for 
each of the equipment placement strategies are the following: 
 Although the rack oriented architecture can be easily and quickly deployed, even 
in data centers with high heat density, its usage is limited only in specific 
demanding cases due to the increased initial capital cost. 
 Although the room oriented architecture is usually deployed in cases of low heat 
density in order to take advantage of its simple and economical solution it 
provides, it is totally inappropriate for the case high heat density data centers 
due to the fact that it requires the realization of continuous computational fluid 
dynamics analyses.  
 The row oriented architecture is a medium solution providing several advantages 
of the rack-based equipment, such as flexibility, speed, density, as well as the 
advantage of cost-effectiveness that characterizes the room-based equipment. 
[11] 
 The data center operator in order to decide which cooling architecture 
corresponds better to the actual needs of his data center must take into consideration the 
special characteristics of each configuration. More specifically, there must be a 
correlation between the performance characteristics of the established architecture with 
challenges that may arise during the operation of real data centers. The most important 
challenges that a data center operator must take into account before deploying a cooling 
configuration are the classified into three broader categories, including: 
 Agility 
 System availability 
 Lifecycle costs (TCO) [11] 
 In this subchapter, the potential of each of the equipment placement strategy to 
address the challenges involving in the aforementioned categories will be analyzed. The 
challenges of greater importance and higher priority will be presented under each 
category. [11] 
Agility Challenges 
 The most important agility challenges arising in real data centers are included 
within the Table 7.The best performance among the three configurations is highlighted. 
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Table 7: Performance of room, row and rack oriented architecture in cases where agility 
challenges arise during the operation of a data center. The best performance among the 
three configurations is highlighted. [11] 
Challenge Rack Row Room 
Plan for an 
increasing and 
unpredictable 
power density  
Architecture’s 
deployment at rack 
level depending on 
specific power 
density 
Architecture’s 
deployment at row 
level depending on 
specific power 
density 
Architecture’s 
deployment at room 
level in advance, 
complex to be 
adjusted 
Reduce the need 
for sophisticate 
engineering for 
custom 
installations 
Unaffected by 
room constraints, 
haphazard layout 
of racks bearing IT 
equipment 
Unaffected by room 
constraints when 
the layout is 
determined by 
standard designs 
Requirement for 
implementing 
computational fluid 
design analysis for 
the optimal layout 
Adapt to ever-
changing 
requirements or 
any power 
density 
Unutilized cabinet’s 
cooling capacity 
cannot be used by 
other cabinets 
Cooling capacity 
can be shared 
among numerous 
racks bearing IT 
equipment 
Any changes may 
create hot spots, 
need for complex 
computational fluid 
design 
Allow for cooling 
capacity to be 
added to an 
existing 
operating space 
Cooling capacity 
added to cabinets 
can supplement the 
existing cooling 
system, additional 
cooling capacity 
only at rack level 
Cooling capacity 
added to a row of 
cabinets can 
supplement the 
existing cooling 
system, additional 
cooling capacity 
supports the 
cabinets of an 
entire row 
The attachment of 
additional cooling 
capacity may impose 
the temporary 
shutdown of the 
existing cooling 
system, it requires 
the implementation 
of extensive analysis 
Provide flexible 
cooling 
deployment with 
minimal 
reconfiguration 
Configuration’s 
deployment may 
require the racks to 
be retrofitted or the 
IT equipment to be 
relocated 
Configuration’s 
deployment 
requires the rack 
rows to be located 
in a certain distance 
Quick relocation of 
floor tiles allows 
the configuration’s 
deployment for 
power densities 
<3kW 
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System Availability Challenges  
 The most important system availability challenges arising in real data centers are 
included within the Table 8. 
Table 8: Performance of room, row and rack oriented architecture in cases where system 
availability challenges arise during the operation of a data center. The best performance 
among the three configurations is highlighted. [11] 
Challenge Rack Row Room 
Eliminate local 
overheating-hot 
spots  
Direct elimination 
of airflow mixing 
by direct removal 
of heat loads 
generated by IT, 
the supply and 
return airflow is 
constrained within 
the cabinet 
Direct elimination 
of airflow mixing by 
direct removal of 
heat loads 
generated by IT 
equipment 
Non well-defined 
airflow paths 
resulting in 
undesired air 
mixing, requirement 
for ductwork in 
order to define the 
paths of the air 
streams 
Assure 
redundancy 
when required 
Requirement for 2N 
cooling capacity for 
each rack, not 
adequate 
redundancy 
Requirement for 
shared N+1 
cooling capacity 
across common air 
return 
Requirement for 
localized 
redundancy, 
requirement for CFD 
analysis 
Eliminate vertical 
temperature 
gradients at the 
face of the rack 
Rear of the rack 
constraints the 
heat load and 
eliminates  any air 
mixing 
Rear of the rack 
constraints the 
heat load and 
eliminates any air 
mixing 
Due to inadequate 
heat rejection or 
cold air supply, 
warm air may 
recirculate 
Minimize the 
possibilities of 
liquid leakage 
points in the 
mission critical 
installation 
Requirement for 
high return 
temperature in 
order to reduce 
moisture levels, 
Requirement for 
extra piping systems 
Requirement for 
high return 
temperature in 
order to reduce 
moisture levels 
Requirement for 
extra humidification 
in order to eliminate 
condensation caused 
by the mixed air 
return 
Minimize human 
error 
Standardized 
solutions require 
minimum user 
experience and 
training 
Standardized 
solutions require 
minimum user 
experience and 
training 
Each specific case 
deriving from CFD 
analysis requires 
experience and 
training 
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Lifecycle Cost (TCO) Challenges 
 The most important lifecycle cost (TCO) challenges arising in real data centers 
are included within the Table 9. 
Table 9: Performance of room, row and rack oriented architecture in cases where lifecycle 
cost (TCO) challenges arise during the operation of a data center. The best performance 
among the three configurations is highlighted. [11] 
Challenge Rack Row Room 
Optimize capital 
investment and 
available space  
Cooling capacity 
utilized exclusively 
by one cabinet may 
result in system 
oversizing or low 
utilization factors 
Feasibility of 
matching the 
cooling needs with 
a higher 
percentage of 
installed capacity 
Systems oversizing 
due to difficulty in 
predicting the 
system’s 
performance  
Accelerate speed 
of deployment 
Requirement for a 
pre-engineered 
system that totally 
replaces any 
planning or 
engineering  
Requirement for a 
pre-engineered 
system that totally 
replaces any 
planning or 
engineering 
Requirement for 
specific engineering 
suitable for only one 
data center case 
Lower the cost of 
service contracts 
Components’ 
standardization 
reduces service 
time and allows 
users to maintain 
them on their own 
Components’ 
standardization 
reduces service 
time and allows 
users to maintain 
them on their own 
Customized 
components require 
specialized service 
contracts 
Quantify the 
return on 
investment for 
cooling system 
improvements 
Utilization of 
standardized 
components for 
the exact 
prediction of the 
cooling system’s 
performance 
Utilization of 
standardized 
components for 
the exact 
prediction of the 
cooling system’s 
performance 
Integration of 
customized 
solutions results in 
difficulty in 
predicting cooling 
system’s 
performance  
Maximize the 
operational 
efficiency by 
matching 
capacity to load 
Cooling systems 
may be oversized 
with low utilization 
factor 
Closely couples the 
heat load 
generated by the 
IT equipment with 
the installed 
capacity 
Requirement for 
deploying system 
with oversized 
cooling capacity to 
achieve adequate air 
delivery 
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3.4 Heat Rejection Strategy 
 The heat rejection strategy consists of thirteen heat removal methods that are 
mainly used to capture the heat load generated by the IT equipment and trenfer it to the 
outdoors. The majority of those heat removal methods are applied to the energy 
intensive buidlings of data centers. While some of these methods locate the devices 
used for the execution of the refrigeration cycle outside the IT environment, others 
function is supplemented by the deployment of loops of water and other liquids in order 
to facilitate the cooling procedure. [14]  
 
Figure 12: Simplified breakdown of the thirteen fundamental heat removal methods.  
 The function of the heat rejection methods can be simply described by the 
removal of heat generated the installed IT equipment within the data center room and its 
transfer to the outdoors. The removal can easily achieved by the utilization of an air 
duct as a vehicle to transfer heat energy to the cooling units located away from the IT 
environment. However, the aforementioned removal may necessitate the utilization of a 
heat exchanger in order to accelerate the heat energy transfer from one fluid to another. 
Figure 12 provides a simplified perspective of how the thirteen heat rejection methods 
can be described by the transfer of heat energy from an indoor heat exchanger to an 
outdoor heat exchanger. The transport fluid represents the fluid that captures the heat 
energy from the indoor heat exchanger and transfers it to the outside heat exchanger. 
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Examples of heat exchangers operating inside the IT environment is the Glycol-cooled 
CRAC, while outside the data center room is the case of the chiller. The most important 
characteristic of all of the presented heat rejection methods is the fact that their 
deployment can be supplemented by economization. In the following subchapters, each 
of the heat rejection strategies will be analyzed in detail with the following three steps 
procedure: 
 Highlights 
 Advantages/Disadvantages 
 Applications[14] 
3.4.1 Chilled Water System 
Highlights 
 The first row of the previous Figure 12 illustrates a chilled water system. As a 
matter of fact, a chilled water system consists of a computer room air handler, known as 
CRAH, combined with a chiller. The chiller’s function is targeted on the production of 
chilled water with temperature varying between 8
o
C and 15
o
C. Then, the chilled water 
is supplied through the installed pumping system from the chiller to the CRAH unit 
inside the IT environment. Although the external appearance of the computer room air 
handlers (CRAH) is identical to the computer room air conditioners (CRAC), their 
function is quite different. The CRAH units remove the undesired heat loads generated 
within the data center room by capturing the warm airflows, according to 
thermodynamics, to an amount of chilled water circulating within chilled water coils. 
Therefore, the heat loads generated within the data center room are removed through the 
now warmer chilled water by flowing away from the CRAH unit and towards the 
chiller. As mentioned before, the basic function of the chiller is to remove the heat 
included within the volume of the warmer chilled water and transfer it to another stream 
of water, known as condenser water, which flows through a cooling tower. [8, 14] 
 The cooling tower rejects the heat absorbed within the volume of the condenser 
water by spraying the warm water on a material with the characteristics of a filter at the 
top of the cooling tower. As a consequence, the water flows to the bottom side of the 
cooling tower, while a fraction of it evaporates with the support of air streams generated 
mechanically. The cooler water collected at the bottom of the cooling tower is then 
supplied back to the condenser water loop by the utilization of a pump package. [8, 14] 
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Figure 13: Water-cooled chilled water system  
 There are three different types of chillers depending on the technique they use in 
order to reject heat, including: 
 The water-cooled chillers: The heat loads included in the volume of the now 
warmer chilled water are transferred to the condenser water, which is then 
cooled by flowing through a cooling tower. 
 The glycol-cooled chillers: The heat loads included in the volume of the now 
warmer chilled water are transferred to glycol fluid that flows through the 
established piping system to a device installed outside the IT environment, 
known as dry cooler.   
 The air-cooled chillers: The heat loads included in the volume of the now 
warmer chilled water are transferred to a device called air-cooled condenser, 
which is usually an integral part of the chiller. [14] 
Advantages/Disadvantages 
 The advantages of the chilled water system are the following: 
 The computer room air handler CRAH has a lower cost, contains fewer moving 
parts resulting in less possibilities of mechanical failure and has greater cooling 
capacity that the computer room air conditioner CRAC. 
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 The chilled water system operates in higher efficiency in data center rooms with 
greater capacity. 
 The chilled water systems occupy piping system that can expand in long 
distances and can be adjusted in several differentiated IT environments. 
 The chilled water system depending of its installation can be quire reliable. 
 The chilled water system can operate in higher efficiency if it is combined with 
economization mode. More specifically, if the chilled water system is designed 
to function at higher water temperatures varying between 12
o
C to 15
o
C, there 
will be a significant increase in the hours of economization as well. [14] 
The disadvantages of the chilled water system are the following: 
 Due to the occupation of complex and extensive hard piping systems, there are 
high possibilities of manifestation of undesired leakage points. [15] 
 The chilled water system is considered to be the less economical heat rejection 
strategy for the case of data center rooms with less than 100kW due to its high 
initial installation costs. [14] 
Applications 
 The chilled water systems are usually installed in the case of data centers with 
power density up to 200kW or with requirements characterized as moderate-to-high. 
What is more, the water-cooled chilled water systems are applied in buildings where the 
data center room may expand to limited area of the building. [14] 
3.4.2 Pumped Refrigerant for Chilled Water System 
 
Figure 14: Pumped Refrigerant for Chilled Water System  
Highlights 
 The second row of the previous Figure 12 illustrates a pumped refrigerant 
system for chilled water systems. As a matter of fact, a pumped refrigerant system for 
chilled water systems consists of a pumped refrigerant heat exchanger combined with a 
chiller. The inability of chilled water systems to correspond to the actual needs of data 
center rooms characterized by high density resulted in the introduction of pumped 
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refrigerant systems within the IT environment. The basic characteristic of those systems 
is the utilization of a pumped heat exchanger that prevents the cooling medium 
(refrigerant) from coming in contact with the chilled water. The system is also able to 
prevent the mixture of chilled water with other cooling liquids, such as glycol. [8, 14] 
 The pumped refrigerant systems use refrigerants, such as R-134A, or other non-
conductive fluids, such as Flourinert, which are flowing through the system without 
necessitating the installation of a compressor. The chilled water is flowing through the 
installed piping system from the chiller to a heat exchanger, where heat transfer takes 
place from the pumped refrigerant to the chilled water. As a matter of fact, the now 
cooler pumped refrigerant flows back to the cooling unit installed within the IT 
environment in order to capture more heat loads and then flows back again to the heat 
exchanger.  [8, 14] 
Advantages/Disadvantages 
 The advantages of the pumped refrigerant system for chilled water system are 
the following: 
 The pumped refrigerant system prevents the water from entering within the IT 
environment. 
 The pumped refrigerant system usually occupies oil-less refrigerants or non-
conductive fluids that reduce the risk of causing further damage to the IT 
equipment in case of undesired leakage points. 
 The pumped refrigerant system increases the overall efficiency of the installed 
cooling systems, especially when they are located in a short distance from the 
servers. [14] 
 The basic disadvantage of the pumped refrigerant system for chilled water 
system is the following: 
 This cooling system is considered to require high initial investment for the 
installation of additional pumps and heat exchangers. [14] 
Applications 
 These systems are usually applied in the cases of row or rack oriented 
architectures, where the cooling systems are located in proximity with the IT 
equipment. What is more, these systems are used for cooling at chip level where the 
refrigerant or the non-conductive fluid is directly supplied to the server. [14] 
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3.4.3 Air-cooled System (2-piece) 
 
Figure 15: Air-cooled system (2-piece)  
Highlights 
 The third row of the previous Figure 12 illustrates an air-cooled CRAC DX 
system. As a matter of fact, an air-cooled CRAC DX system consists of an air-cooled 
CRAC combined with a condenser. The designation DX meaning direct expansion is 
used to differentiate those systems using a refrigerant and an evaporator coil from the 
rest available cooling systems. [8, 14] 
 The air-cooled CRAC units are used widely in data center rooms of small to 
medium size. During the function of an air-cooled CRAC DX system, the refrigeration 
cycle takes place in both the CRAC unit and the air-cooled condenser that is located 
outside the IT environment. More specifically, as Figure 16 illustrates, the refrigerant 
flows through pipes, known as refrigerant lines, from indoor to outdoor environment 
and` vice versa. The heat loads generated within the IT environment are captured by the 
refrigerant and are pumped to the outdoor environment when the refrigerant exits the 
data center room. In the air-cooled CRAC DX system described in Figure 16, the 
compressor is located in the CRAC unit, while there are cases where the compressor is 
located in the condenser. In the aforementioned specific case, the condenser is called 
condensing unit and the overall cooling system is known as a split unit. [8, 14] 
 
Figure 16: Air-cooled DX system (2-piece) 
Advantages/Disadvantages 
 The advantages of an air-cooled CRAC DX system are the following: 
 The air-cooled CRAC DX system has very low capital and operational costs. 
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 The equipment comprising the air-cooled CRAC DX system requires minimum 
maintenance. [14] 
The disadvantages of an air-cooled CRAC DX system are the following: 
 The refrigerant piping must be installed carefully. As a matter of fact, the 
performance of the piping system can be easily affected if the calculations 
regarding the distance and change in height between the IT and outdoor 
environments are not realized thoroughly. 
 The piping system through which the refrigerant circulates cannot be long 
enough due to its high installation costs and its reduced reliability. 
  In the case of air-cooled CRAC DX system, more than one computer room air 
conditioners-CRACs cannot be combined with only one air-cooled condenser. 
Applications 
 The air-cooled CRAC DX system can be applied in cases of wiring closets and 
data center rooms with power density up to 7-200kW. [14] 
3.4.4 Glycol-cooled System 
 
Figure 17: Glycol-cooled system 
Highlights 
 The forth row of the previous Figure 12 illustrates a glycol-cooled system. As a 
matter of fact, a glycol-cooled system consists of a glycol-cooled CRAC combined with 
a dry cooler. . During the function of a glycol-cooled system, the refrigeration cycle 
takes place in only one enclosure, while the voluminous condensing coil is replaced, as 
illustrated in Figure 18, by a heat exchanger of smaller size. More specifically, the 
aforementioned heat exchanger utilizes glycol in order to capture the heat loads from 
the refrigerant and reject them outside the data center room. As a matter of fact, the heat 
exchangers and glycol pipes deployed in this specific type of cooling system have 
restricted size in comparison with those installed in the 2-piece air-cooled systems, due 
to the special attribute of glycol to capture and transfer greater amounts of hear that air-
medium does. The glycol mixture flows through the piping system to a device called 
dry cooler, where heat loads are released to the atmosphere. As Figure 18 illustrates, 
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this cooling system also involves a pump package, including a pump, a motor and a 
protective enclosure, in order to facilitate the circulation of the glycol mixture to and 
from the glycol-cooled CRAC and dry cooler. [8, 14] 
 
Figure 18: Glycol-cooled system 
Advantages/Disadvantages 
 The advantages of the glycol-cooled systems are the following: 
 The refrigeration cycle takes place inside the CRAC unit located within the data 
center room. As a matter of fact, The CRAC unit is considered to be more 
reliable as a system in comparison with the dry cooler and it requires the same 
space in order to be deployed as a two piece air-cooled system. 
 The piping system through which the glycol mixture circulates can expand in 
longer distances than refrigerant lines, as well as it can connect more than one 
CRAC units to the same dry cooler and pump package. 
 In locations characterized by low temperatures, the glycol mixture can freeze to 
such extent that it can deviate from its standardized circulation within the 
refrigeration cycle and flow directly to a special device called economizer coil. 
As a consequence, the air passing through the economizer coil, where the cold 
glycol mixture is collected, provides an alternative and more economical way of 
cooling to the IT environment. [14] 
 The disadvantages of the glycol-cooled systems are the following: 
 In comparison with the air-cooled DX systems, the glycol-cooled system 
requires higher initial capital and installation costs in order to deploy the 
necessary additional equipment, including the pump package and valves.  
 Additional costs are required for the regular maintenance of the volume and 
quality of the glycol mixture circulating within the cooling system. 
 The glycol mixture increases the risk of servers’ damages from leakages. [14] 
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Applications 
 The glycol-cooled system is mainly applied in data center rooms with power 
density varying between 30 to 1000kW. [14] 
3.4.5 Water-cooled System 
 
Figure 19: Water-cooled system 
Highlights 
 The fifth row of the previous Figure 12 illustrates a water-cooled system. As a 
matter of fact, a water-cooled system consists of a water-cooled CRAC combined with a 
cooling tower. By taking into consideration the fact that, during the function of a water-
cooled system, the refrigeration cycle takes place in only one enclosure, the CRAC unit, 
it is conceivable that this specific cooling system is quite similar to the glycol-cooled 
system.  However, there are two fundamental differences between the water-cooled 
system and the glycol-cooled system, to wit: 
 A water medium is used in order to capture the heat generated within the IT 
environment and reject it to the outdoors instead of glycol mixture. 
 As illustrated in Figure 20, the heat is released to the environment by the 
utilization of a cooling tower instead of a device called dry cooler. [8, 14] 
 
Figure 20: Water-cooled system 
Advantages/Disadvantages 
 The advantages of the water-cooled system are the following: 
 The refrigeration cycle takes place inside the CRAC unit located within the data 
center room. As a matter of fact, The CRAC unit is considered to be more 
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reliable as a system in comparison with the outside unit since it is well sealed 
and has undergone several laboratory tests. 
 The piping system through which the water medium circulates can expand in 
long distances, as well as it can connect more than one CRAC units to the same 
cooling tower. 
 By taking into account the fact that the majority of IT environments are leased, 
the utilization of condenser water in order to achieve the desired level of cooling 
is less expensive than the chilled water. [14] 
The disadvantages of the water-cooled system are the following: 
 The water-cooled system requires high initial investment for the installation of 
the involving equipment, including a cooling tower, a pump and complex piping 
system. 
 Additional costs are required for the regular maintenance of the volume and 
quality of the water medium circulating within the cooling system. 
 The water medium increases the risk of damages from leakages to the servers. 
 The utilization of a cooling tower connected with the numerous CRAC units 
installed within the whole building is less reliable than a cooling tower serving 
only one CRAC unit. [14] 
Applications 
 Being supported by other building systems, the water-cooled system can be 
applied in data center rooms with power density up to 30kW and moderate-to-high 
availability requirements. [14] 
3.4.6 Air-cooled Self-contained System (1-piece) 
 
Figure 21: Air-cooled self-contained system (1-piece) 
Highlights 
 The sixth row of the previous Figure 12 illustrates an air-cooled self-contained 
system. As a matter of fact, an air-cooled self-contained system consists of an air-cooled 
self-contained air conditioning unit combined with an air duct. During the function of 
an air-cooled self-contained system, the refrigeration cycle takes place in only one 
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enclosure, which is usually located within the data center room. The heat loads 
generated by the IT equipment flow out the self-contained system with the form of 
exhaust air. As a matter of fact, the aforementioned exhaust air must be captured within 
the IT environment and released to the outdoor space in order to maintain the normal 
function of the installed servers. [8, 14] 
 If the condensing coil illustrated in Figure 22 is located above a drop ceiling 
without using any condenser air outlet or inlet ducts, it is conceivable that the 
aforementioned exhaust air can be removed by flowing through the drop ceiling area. 
However, the cooling capacity of the deployed air conditioning system of the room 
must be such that can eliminate the negative impacts arising from the additional streams 
of hot air. The air entering the condenser coil in order to produce the exhaust air usually 
is supplied from the atmosphere outside the data center room. By establishing a self-
contained system through the usage of condenser air outlet and inlet ducts, it is apparent 
that no unconditioned air can enter the data center room. However, this specific cooling 
system is limited in applications with heat density up to 15kW due to the extensive 
space required from the establishment of all the equipment contributing to the 
refrigeration cycle. [8, 14] 
 
Figure 22: Indoor air-cooled self-contained system 
Advantages/Disadvantages 
  The advantages of the air-cooled self-contained system are the following: 
 The lowest capital investment is required for the installation of the air-cooled 
self-contained system, since it includes no equipment to be deployed outside the 
data center room apart from the condenser air outlet and inlet. 
 The refrigeration cycle takes place inside one enclosure located within the data 
center room. As a matter of fact, the aforementioned unit is considered to be 
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quite reliable as a system since it is well sealed and has undergone several 
laboratory tests. [14] 
The disadvantages of the air-cooled self-contained system are the following: 
 The air-cooled self-contained system is able to reject less amount of heat than 
the other available cooling configurations do. 
 The air-cooled self-contained system requires the establishment of ducts and/or 
dropped ceiling in order to allow the air circulation in and out the data center 
room. 
 Some air-cooled self-contained systems may be combined with HVAC system 
in order to achieve the required degree of heat rejection. However, there are 
several implications arising regarding the operation of the HVAC system. What 
if the HVAC system malfunctions or shuts down in the evening. [14] 
Applications  
 The air-cooled self-contained system is applied in cases of wiring closets, 
laboratory spaces and data center rooms with moderate availability requirements. What 
is more, it is used in data center rooms in order to eliminate the negative impacts for the 
manifestation of local overheating-hot spots. [14] 
3.4.7 Direct Fresh Air Evaporative Cooling System 
 
Figure 23: Direct fresh air evaporative cooling system 
Highlights 
 The seventh row of the previous Figure 12 illustrates a direct fresh air 
evaporative cooling system. As a matter of fact, a direct fresh air evaporative cooling 
system consists of an air duct combined with a direct fresh air evaporative cooler. By 
taking as granted that the outside air’s characteristics are according to some special 
preconditions, then fans and louvers can be deployed in order to filter the outside air 
and allow it enter within the IT environment. An additional purpose of establishing fans 
and louvers is to control the fraction of the hot exhaust air that is about to be rejected to 
the outside environment, since a certain amount of the aforementioned air is of great 
importance for the maintenance of indoors environmental set points. As a consequence, 
this cooling system is also known as economizer or free cooling mode and it can be 
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supplemented by the establishing of DX air-cooled system. Despite the fact that louvers 
and fans provide a satisfactory filtering of outside air, there are several undesired 
particulates, such as smoke and chemical gases, that penetrate into the IT environment. 
 As illustrated in Figure 24, the heat rejection in this specific cooling method is 
usually achieved through evaporative cooling, by directing the outside air to flow 
through a wet material before penetrating into the IT environment. However, by taking 
into account the fact that the outside air passing through the aforementioned wet 
material turns into a saturated airflow, it is conceivable that the utilization of 
evaporative cooling method affects the levels of humidity within the data center room. 
This is why evaporative cooling method is considered to be more suitable for dry 
climates. On the other hand, in wet climates, the suitability of evaporative cooling 
method must be assessed according to the return on investment. [8, 14] 
 
Figure 24: Direct fresh air evaporative cooling system 
Advantages/Disadvantages 
 The advantages of the direct fresh air evaporative cooling system are the 
following: 
 The direct fresh air evaporative cooling system occupies equipment that is 
mainly located outside the IT environment allowing additional free space within 
the data center room. 
 By using direct fresh air evaporative cooling system, greater energy savings can 
be achieved in dry climates, approximately 75%, in comparison with those data 
centers with no free cooling mode. [14] 
 The disadvantages of the direct fresh air evaporative cooling are the following: 
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 The direct fresh air evaporative cooling system is difficult to be integrated into 
an already existing data center. 
 In case of locations with poor air quality, the direct fresh air evaporative cooling 
system requires the frequent replacement of the filters used. 
 The evaporative cooling method can affect the required levels of humidity 
within the data center room. [14] 
Applications 
 The direct fresh air evaporative cooling system can be applied in cases of large 
data centers with power density higher than 1000kW. [14] 
3.4.8 Indirect Air Evaporative Cooling System 
 
Figure 25: Indirect air evaporative cooling system 
Highlights 
 The eighth row of the previous Figure 12 illustrates an indirect air evaporative 
cooling system. As a matter of fact, an indirect air evaporative cooling system consists 
of an air duct combined with an indirect fresh air evaporative cooler. More specifically, 
when the outside air temperature is lower than the temperature required for the IT inlet 
air, then, the indirect air evaporative cooling system is able to provide sufficient cooling 
to the data center room resulting in significant energy savings. This cooling strategy is 
also knows as economizer mode or free cooling and it is usually supplemented by the 
installation of DX air-cooled system. The function of the indirect air evaporative 
cooling system is based on the capability of fans to supply cold outside air to an air-to-
air heat exchanger. The air medium flowing on the other side of the heat exchanger is 
used to cool the warm air inside the data center room. As a consequence, this cooling 
method provides a total isolation of the indoors air from the outside air. The heat 
exchangers can be either plate or rotating devices. As mentioned before in the direct 
fresh evaporative cooling system, the heat rejection can be achieved with the application 
of the evaporative cooling method, where the outside air before reaching the heat 
exchanger is sprayed with water in order to lower its temperature and achieve better 
cooling within the data center room. Figure 26 illustrates an example of indirect air 
evaporative cooling system. [8, 14] 
 -74-  
`   
-1
4
5
- 
 
Figure 26: Indirect air evaporative cooling system 
 
Advantages/Disadvantages 
 The main advantages of the indirect air evaporative cooling system are the 
following: 
 The indirect air evaporative cooling system occupies equipment that is mainly 
located outside the IT environment allowing additional free space within the 
data center room. 
 By using indirect air evaporative cooling system, greater energy savings can be 
achieved in dry climates, approximately 70%, in comparison with those data 
centers with no free cooling mode. [14] 
 The main disadvantage of the indirect air evaporative cooling system is the 
following: 
 The indirect air evaporative cooling system is difficult to be integrated into an 
already existing data center. [14] 
 
Applications 
 The indirect air evaporative cooling system can be applied in cases of large data 
centers with power density higher than 1000kW. [14] 
 
3.4.9 Self-contained Roof-top System 
 
Figure 27: Self-contained roof-top system 
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Highlights 
 The ninth row of the previous Figure 12 illustrates a self-contained roof-top 
system. As a matter of fact, a self-contained roof-top system consists of an air duct 
combined with a roof-top unit (RTU). However, this cooling system is not considered to 
be the most appropriate solution for cooling for newly constructed data centers. The 
roof-top units are quite similar with the air-cooled self-contained system apart from the 
fact that they are installed outside the IT environment, usually on the roof, and they 
have greater size than the indoors equipment. [14] 
Advantages/Disadvantages 
 The advantages of the self-contained roof-top system are the following: 
 The self-contained roof-top system occupies equipment that is located outside 
the IT environment allowing additional free space within the data center room. 
 By using self-contained roof-top system, greater energy savings can be achieved 
in mild climates in comparison with those data centers with no free cooling 
mode. [14] 
The main disadvantage of the self-contained roof-top system is the following: 
 The self-contained roof-top system is difficult to be integrated into an already 
existing data center. [14] 
Applications 
 The self-contained roof-top system is usually applied in cases of data centers 
that are part of a building that accommodates several different activities. [14] 
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4 Quantitative Analysis of 
Cooling Architectures 
 After analyzing qualitatively the cooling architectures that prevail in the data 
center industry from various perspectives, including the current usage and availability, 
the energy efficiency, the reliability, the equipment, as well as the standardization and 
acceptance, it is wise to compare them quantitatively as well. As a matter of fact, using 
the PUE and DCiE indicators and the carbon footprint of a data center, it is quite easy to 
compare the extent to which the installed cooling architectures contribute to the energy 
efficiency of a hosting facility. 
4.1 Introduction 
 Although the PUE and DCiE indicators, as well as the estimation of the carbon 
footprint and the CUE indicator facilitate the data center industry obtain a better 
understanding about how to enhance its sustainability and energy efficiency of the 
already constructed data centers, the aforementioned factors are usually misunderstood 
and misanalysed.  As a result, this situation misleads the IT organizations from making 
effective decisions on the deployment of new data centers. Despite the fact that there are 
several implications arising regarding the interpretation of the data center indicators’ 
value, their accurate calculation and the comparison of various hosting facilities 
depending on the value of the aforementioned indicators and their carbon foot print can 
direct IT organizations towards the integration of either innovative or best-practices 
energy efficiency measures. Although there are numerous indicators that help making 
more effective decisions regarding the establishment of a new data center, such as the 
Water Usage Effectiveness (WUE
TM
), the most important and well established 
indicators are those mentioned before. The following definitions illustrate the precise 
meaning of the useful indicators that are able, if used in the appropriate manner, to 
improve the sustainability level in a data center. [16] 
 PUE & DCiE 
 The Power Usage Effectiveness (PUE) indicator is defined as the ratio of  the 
total power consumption that takes place within a hosting facility to the power 
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consumption taking place exclusively by the IT equipment. More specifically, the 
equation is as follows: [17, 18] 
                         (   )  
                   
                 
                        ( )  
 
while its reciprocal, the Data Center Efficiency (DCiE) is defined as the ratio of the 
power consumption that takes places by the IT equipment to the total power 
consumption taking place within a hosting facility. More specifically, the equation 
describing the DCiE indicator is as follows: [17, 18] 
                          (    )  
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 CUE & Carbon Footprint 
 The Carbon Usage Effectiveness (CUE) indicator is defined as the ratio of 
power consumption that takes place exclusively by the IT Equipment Energy to the total 
amount of CO2 released by the power consumption taking place within a hosting 
facility. More specifically, the equation describing the CUE indicator is as follows: [19] 
 
                          (   )   
 
                                                        
                   
            ( )  
 
 The Carbon Footprint (Carbon dioxide emissions coefficient) is defined as the 
amount of greenhouse gas, including carbon dioxide (CO2), which are generated and 
released to the atmosphere during the execution of basic activities of a data center, such 
as power generation, as well as transmission and distribution of the electricity to the 
end-user/ data center. However, in the majority of the IT organizations that compose the 
data center industry, the Carbon Footprint is defined as the amount of carbon emissions 
that is equivalent to the total amount of energy consumption that takes place within a 
data center. [4] 
 Need for Improved Sustainability 
 The integration of improved sustainability is of great importance for a data 
center, since its decisions on whether to expand its capacity, which location to select for 
the deployment of a data center, as well as which strategy must be implemented in order 
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to achieve a desired level of outsourcing depend on the data center’s energy power 
consumption, energy pattern and carbon footprint. For the aforementioned reason, the 
Power Usage Effectiveness (PUE) and the Data Center Effectiveness (DCiE) indicators 
are considered to be the most appropriate and suitable tools for the estimation of the 
infrastructure’s energy efficiency. What is more, it can be used for the maximization of 
the operational efficiency, as well as for the minimization of negative impacts deriving 
from the interaction of the data center with the resources and the surrounding 
environment. It is evident that the integration of improved efficiency in the data center 
industry can further enhance the capability of the IT organizations to accommodate the 
continuously increasing demands on computing, network and store, to reduce the 
operational costs deriving from the energy consumption and to limit the total cost of 
ownership (TCO). In fact, the data center industry with improved sustainability will 
obtain a competitive advantage and will be able to challenge the continuously 
accumulated needs of the business world. Last but not least, by taking into account the 
importance of the energy costs and the carbon taxation in the deployment of a data 
center, it is conceivable the Carbon Usage Effectiveness (CUE) and the carbon dioxide 
emissions coefficient must be used effectively in order to act proactively and minimize 
the business risks, maximize the possibilities of growth and reduce the costs arising 
from the environmental damage. [19] 
4.1.1 Problem Definition 
 Despite the potential of the aforementioned indicators to provide a better 
understanding about which measures should be implemented in a data center in order to 
improve its sustainability and energy efficiency and reduce its environmental impact, in 
the majority of the already existing data centers the usage of those indicators is 
restricted exclusively to their estimation, rather than to their thorough analysis and 
comparison with other cases. As a consequence, most of the data centers are consuming 
greater amounts of energy than those that should be supplied to the hosting facility in 
order to maintain its normal operation. As a matter of fact, the superficial usage of those 
energy efficiency indicators can either lead to inappropriate selection and establishment 
or to the incorrect sizing of the systems deployed within the data center space. 
 In a typical data center, less than half the electricity supplied to the hosting 
facility is finally consumed by the installed IT equipment, while more than half is 
consumed by the electrical power system, the cooling infrastructure and the lighting 
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devices. Therefore, two different systems contribute to the consumption of the total 
amount of energy supplied to the hosting facility, the IT equipment and the physical 
infrastructure. As a consequence, the PUE and DCiE indicators, as well as the CUE 
indicator and the carbon dioxide emissions coefficient must be calculated by taking into 
consideration both of the aforementioned contributors.  
 The power supplied in the data center for the operation of the physical 
infrastructure is divided into various streams in order to be consumed and then 
converted to heat by power (PDU, UPS, etc.) , cooling (chiller, humidifier, 
CRAC/CRAH)  and lighting equipment. In fact, the cooling infrastructure is the major 
contributor to the great energy consumption of the data center among the rest equipment 
comprising the physical infrastructure. By taking into account, the importance of the 
cooling infrastructure in the energy efficiency of the data center, the scope of this 
Chapter is restricted in the considerations that relevant to its operation. 
 As mentioned above, although the efficiency indicators described before are the 
most appropriate tools that should be used for the selection and deployment of the most 
sustainable cooling devices within existing or newly constructed hosting facilities by, 
the data center operators are not able to use it effectively due to lack of  the required 
knowledge, experience and training. What is more, the data center operators that 
estimate incorrectly the value of the efficiency indicators and provide them for 
comparison to the IT industry may generate further problems that affect the promotion 
of sustainability in this energy intensive industry. As a result, there is a difficulty in 
using the efficiency indicators in order to select the most suitable cooling architecture 
depending on the special characteristics of each data center. This statement justifies why 
the majority of the existing data centers have deployed cooling architectures that result 
in unacceptably high energy consumption and carbon footprint.  
4.1.2 Research goal(s) 
 The main purpose of this Chapter is to illustrate how the most efficient and 
sustainable cooling architecture can be selected by utilizing properly the Power Usage 
Effectiveness (PUE) and the Data Center Effectiveness (DCiE) indicators, as well as the 
carbon footprint and the Carbon Usage Effectiveness (CUE) indicator. However, the 
optimal solution of cooling configuration, as analyzed in Chapter 3, depends on its cost-
effectiveness, on the degree of reliability it offers, its standardization and social 
acceptance, as well as its current usage and availability. Therefore, the cooling 
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architecture that is about to be installed within a data center building in order to produce 
the optimal outcome must be assessed by taking into account both the qualitative 
analysis conducted in Chapter 3 and the quantitative analysis that is presented in the 
following subchapters.  
4.1.3 Methodology 
 The aforementioned research goal will be achieved through the implementation 
of a specific methodology. This methodology relies on the usage of three tools proposed 
by the APC, the Data Center Power Sizing Calculator, the Calculator for Data Center 
Efficiency and the IT Carbon and Energy Allocation Calculator. There is a strong 
interrelation among the aforementioned tools, since the output of one can be used as 
input for another. The purpose of each of the tools is analyzed below: 
The Data Center Power Sizing Calculator 
 The main purpose of this tool is to recognize and introduce the basic 
characteristics of the power required to run the IT equipment installed in a data center 
and to calculate how much energy is need in order to maintain its normal operation. As 
a matter of fact, not only does the operation of the IT equipment necessitate energy in 
order to drive the servers, but also a certain amount of power must be supplied to 
support the activities, including the networking, the external storage and the safety 
infrastructure. What is more, it is required a certain amount of energy to ensure a safety 
margin that will protect the data center from incorrect calculations of the maximum IT 
load. [20] 
The Calculator for Data Center Efficiency  
  The main purpose of this tool is to investigate how decisions over the power and 
cooling configuration can affect the efficiency and the magnitude of the electrical bills 
that must be paid according to the energy consumptions in a data center. More 
specifically, this tool is applied for the accurate estimation of the PUE and DCiE 
indicators that are considered as a standardized for of metrics that measure the energy 
efficiency level in a data center. The lower is the value of the PUE indicator, the more 
efficient is the data center. On the other hand, but taking into account the fact that the 
DCiE indicator is reciprocal of the PUE indicator, it is conceivable that the higher is the 
value of the former indicator, the more efficient is the data center. This means that the 
data center requires a small amount of energy to run its cooling infrastructure. [21] 
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The IT Carbon and Energy Allocation Calculator 
 The purpose of this tool is to recognize how environmental friendly is a data 
center by converting its energy consumption into the respective amount of carbon 
emissions released to the atmosphere.  What is more, this tool indicates how the energy 
costs and the carbon emissions are allocated among the various IT users depending on 
the number of servers they own. As a matter of fact, the outcomes of this tool will 
illustrate to the IT users the necessity of making wiser decisions in order to reduce their 
total cost. This may include the integration of virtualization or by removing servers that 
are useless or not efficient. [22] 
  The major outputs of those tools that will be used for the quantitative 
comparison of the various cooling architecture are the following: 
 The Power Usage Effectiveness (PUE) 
 The Data Center Effectiveness (DCiE) 
 The Carbon Usage Effectiveness (CUE) 
 The carbon footprint 
 The annual data center’s cost of electricity 
 The annual cost of electricity per server installed in the data center environment.  
4.2 Integration of Energy Efficiency Indicators in 
the Selection of Cooling Architecture 
 This subchapter includes an initial description of the tools that are described in 
the Introduction of Chapter 4 in order to provide a better understanding about their 
usage and interrelation. For the implementation of these tools a simulation of a medium-
to-large scale data center will be introduced. The characteristics of this data center will 
be introduced and used as input information for the application of the aforementioned 
tools in order to generate results in order to recognize depending on the value of the 
efficient indicators, including the Power Usage Effectiveness (PUE), the Data Center 
Effectiveness (DCiE), the Carbon Usage Effectiveness (CUE), the carbon dioxide 
emissions coefficient and the yearly energy cost/carbon per server, which cooling 
system is considered to be the most energy efficient configuration. Last but not least, a 
comparison of those cooling architectures will follow in a quantitative basis. A 
comparison will also be conducted among various technologically advanced countries 
in order to investigate their suitability for constructing a data center. 
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4.2.1 Description of Tools 
 The description of the tools are divided into two parts, the inputs and the results 
in order to illustrate how the results of a tool can be used as inputs for another. 
The Data Center Power Sizing Calculator 
 
Figure 28: The data center power sizing calculator  
[ http://www.apcmedia.com/salestools/WTOL-7DJLLS_R0_EN.swf ] 
Inputs: The input information of the data center power sizing calculator can be 
classified into four categories, the servers, the mainframes, the storage and the design 
attributes. For each of the abovementioned categories there are several issues that must 
be introduced as inputs in the tool in order to produce the desired results, including:  
 Servers: The server quality describes the number of physical servers that are 
installed in a data center. The server population is the sum different groups of 
servers that are expressed as a percentage of the total number of servers installed 
in the data center. As a matter of fact, the servers installed in a data center are 
classified into groups according to the number of CPU sockets installed per each 
server. Last but not least, as far as the servers category is concerned, it is of great 
importance to clarify the number of blade servers that are installed in a data 
center, expressed as a percentage of the total. This requirement can be justified 
by the fact that the blade servers minimize the need for space and energy. 
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 Mainframes: This tool takes into account the number of mainframes, large size 
computers that were usually utilized in previous decades, separately from the 
total number of servers.  
 Storage: First of all, the type of external storage must be defined. More 
specifically, the tool uses three different options for the external storage, the 
low, typical and high external storage. For the low external storage, there is a 
power requirement equivalent to 10% of the energy consumed by the servers. 
For the typical external storage, there is a power requirement to 20% of the 
energy consumed by the servers. For the high external storage, there is a power 
requirement equivalent to 40% of the energy consumed by the servers. 
Secondly, the tool utilization requires the classification of the number of the 
servers that boot from SAN/NAS expressed as a percentage of the total number 
of servers. In fact, the servers that boot from SAN/NAS are those servers that do 
not have any disks installed. Last but not least, the tool requires the specification 
of the type of internal storage that is used for the servers that do not boot from 
SAN/NAS. More specifically, the low internal storage is considered to be equal 
to the operation of one internal drive. The typical internal storage is considered 
to be equal to the operation of 2 or 3 internal drives, while the high internal 
storage is equivalent to the operation of 6 internal drives. It conceivable that 
when the total number of servers are booting from SAN/NAS, then the power 
consumed for the internal storage is zero.  
 Design Attributes: In this category, the tools requires the introduction of a 
typical value for the Power Usage Effectiveness (PUE) indicator. In the 
majority of data centers, a typical value for the PUE is usually equal to 1.8. 
What is more, the tool requires the clarification of a certain percentage of safety 
margin for IT load in order to provide insurance against any uncertainties 
deriving either from the incorrect estimation of the maximum load or the 
additional installation of IT equipment. The usual value of the safety margin of 
IT load is considered to be equal to 10-20%. [20] 
Results: The output information of the data center power sizing calculator can be 
classified into three categories, including: 
 The required data center IT load capacity rating: This is the total amount of 
power that a data center requires to be supplied in order to run its IT equipment, 
such as servers. 
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 Required utility input power: This is the total amount of power required to 
maintain the proper function of the IT equipment. This amount of power 
includes the power requirements of the IT equipment and the physical 
infrastructure. 
 Allocation of input power: This result depicts in a pie chart how the required 
utility input power is allocated among the various electronic devices installed 
within a data center. [20] 
The Calculator for Data Center Efficiency 
 
Figure 29: The calculator for data center efficiency  
[ http://www.apcmedia.com/salestools/WTOL-7CMGPL_R3_EN.swf  ] 
Inputs: The input information of the calculator for data center efficiency can be 
classified into three categories. For each of the abovementioned category there are 
several issues that must be introduced as inputs in the tool in order to produce the 
desired results, including: 
 1st category: First of all, the tool requires the data center capacity to be 
identified. In fact, the data center capacity is the total amount of energy required 
to run the IT equipment, the power and the physical infrastructure. Secondly, the 
IT load must be introduced, including the energy required for the servers, the 
storage and the networking equipment, expressed as a percentage of the total 
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amount of energy consumed in a data center. Last but not least, in the 1
st
 
category, the tool requires the electricity cost per kWh to be defined, whose 
value varies depending on the geographical location that the data center is or is 
about to be constructed. 
 2nd category: First of all, the tool requires the characterization of the installed 
UPS system. The efficiency of a UPS system can be affected by several factors, 
such as the proportion of the IT load, the age and the design characteristics. 
More specifically, the efficiency at full load of a legacy UPS system is 89%. The 
efficiency at full load of a typical UPS system is 92%. The efficiency at full load 
of a high efficiency UPS system is almost 96%. Secondly, the tool requires the 
power redundancy to be identified. There are two alternative options, the single 
path and the dual path power redundancy. The single path power redundancy 
consists of one set of non-redundant components connecting the utility with the 
critical load, while the dual path consists of two sets of redundant components 
connecting the utility with the critical load. What is more, the tool requires 
specific information about the cooling system deployed within the data center, 
and more specifically, its type. There are three types of cooling systems, the 
chilled water systems, the direct expansion DX glycol systems and that air 
cooled systems. More specifically, the chilled water system utilizes a chiller 
located at an area outside the data center in order to produce cold water, which 
circulates within the installed piping system and enters into the data center 
through the installed air handler. The DX glycol system utilizes a pump in order 
to circulate the glycol mixture between the air conditioning unit located inside 
the data center and a coil installed outside the hosting facility. On the other 
hand, the air cooled system utilizes refrigerants to achieve the optimal degree of 
heat rejection from the data center space. If the chilled water system is selected 
to be deployed in the data center, then the method used for the rejection of the 
heat must be defined. As a matter of fact, the chiller systems can be classified 
into three basic categories that are further analyzed in Chapter 3, the chiller with 
cooling tower, the chiller with dry cooler and the packaged chiller. The first two 
methods of heat rejection can be divided in two subcategories, the one has 
simple operation, while the second occupies variable frequency drives (VFD) so 
as to adjust its operation according to the varying loads. What is more, the tools 
requires the clarification of the type of air distribution that is or is about to be 
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deployed in the data center. There is the perimeter cooling, which relies on the 
configuration of a raised floor covered by perforated tiles through which cold air 
flows towards the servers. There is the close-coupled cooling, such as the row-
cooling, according to which the cooling units are installed in a short distance 
from the servers resulting in a significant minimization of the cold and hot air 
mixing. Last but not least, there is the containerized cooling, which is more 
efficient than the close-coupled cooling due to the fact that it eliminates any 
possibility of air mixing. Furthermore, the CRAC/CRAH redundancy must be 
clarified, meaning which is the number of the redundant cooling units that are 
installed in a data center. More specifically, the single path CRAC/CRAH means 
that no cooling units are redundant. The N+1 CRAC/CRAH means that there is 
one redundant unit for every N units. The 2N CRAC/CRAH means that there is 
twice the number of units required to be installed in the data center. The 2(N+1) 
CRAC/CRAH means that there is one redundant for every N units for both 
redundant sets. As far as the heat rejection redundancy is concerned, it must be 
clarified whether a single or redundant set of heat rejection equipment is 
deployed within the data center. Last but not least, when the chilled water 
system is or is about to be deployed in the data center, then the tools requires the 
water-side economizer time to be defined. As a matter of fact, the water-side 
economizer time depends on the time during which the chiller remains inert. The 
inertia of the chillers can be justified by the statement that the outside 
environmental conditions are such that can replace the mechanical cooling of 
water flowing through the piping system.  
 3rd category: In the 3rd category, the tool requires the determination of whether 
some measures are about to be integrated in the data center. First of all, if a 
standby generator is installed, it is conceivable that energy is required in order 
to charge the batteries used for the initiation of the generator’s operation and to 
heat the engine block. Secondly, it must be clarified whether PDUs without 
transformers are deployed. As a matter of fact, the tranformers can be avoided if 
higher voltage is supplied to the IT equipment, such as 240 AC. What is more, 
the utilization of blanking panels can further increase the data center’s 
efficiency by eliminating the hot and cold air mixing. The energy efficient 
lighting can turn the hosting facility into a more sustainable building. The 
installation of dropped ceiling returm can also increase the data center’s 
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efficiency, due to its ability to direct the hot air towards the air conditioning unit 
without allowing the hot and cold air mixing. The installation of deep raised 
floor results in a lower requirement for fan power in order to supply the cold air 
to the IT equipment in comparison with a shallow raised floor. In addition to 
this, not only will the installation of a UPS in Eco mode improve the efficiency 
of the data center, but also it will limit the need for continuous load protection. 
However, if in a data center  the air conditioning units are connected with the 
UPS (CRAC/CRAH on UPS), then, it is conceivable that the latter may be 
oversized with lower utilization factor and decreased efficiency. As far as air 
conditioning units are concerned, the efficiency of the hosting facility can be 
further improved by the installation of coordinated CRAC/CRAH units. In fact, 
the coordination of the air conditioning units can prevent the situation where the 
one is humidifying while the other is dehumidifying. Another elements that must 
be clarified during the usage of this specific tool is whether Variable Frequency 
drives (VFD) are incorporated in the heat rejection pumps or the chilled water 
pumps. Such drives are able to allow the pumps operating efficiently even with 
varying loads.  The tools also requires the clarification of whether an optimized 
rack layout is configured within the data center space in order to increase its 
sustainability. More specifically, the location of the racks according to the 
hot/cold aisle configuration can improve the efficiency of the cooling system by 
minimizing the hot and cold air mixing. Last but not least, it is rational that the 
deployment of raised floor with perforated tiles can enhance the efficiency of the 
installed cooling system, while the location of poor tiles can lead towards the 
creation of undesired hot spots andair mixing. [21, 23] 
Results: The output information of the data center efficiency calculator can be classified 
into two categories, including: 
 Infrastructure efficiency: As a matter of fact, the data center’s efficiency can be 
measured through the estimation of the Power Usage Effectiveness (PUE) and 
Data Center infrastructure Efficiency (DCiE) indicators.  The more efficient is a 
data center, the power is the value of PUE and the higher is the value of DCiE. 
 PUE and DCiE curve: The diagrams illustrate how the value of PUE and DCiE 
vary depending on the the IT load. These curves provide the opportunity to 
estimate the accurate value of the aforementioned energy efficiency indicators 
for the IT load used as input information in the tool. [21, 23] 
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The IT Carbon and Energy Allocation Calculator 
 
Figure 30: The IT carbon and energy allocation calculator  
[http://www.apcmedia.com/salestools/WTOL-7WTM24_R0_EN.swf] 
Inputs: The input information of the calculator for data center efficiency can be 
classified into two categories, the data center attributes and the location of the data 
center. For each of the abovementioned category there are several issues that must be 
introduced as inputs in the tool in order to produce the desired results, including: 
 Data center attributes: In the data center attributes, the tool requires the Power 
Usage Effectiveness (PUE) indicator to be defined. In typical data centers, the 
value of PUE varies between 1.5 and 2.5, while the optimal value is 1. As a 
matter of fact, the accurate value of PUE indicator can be estimated by the 
aforementioned tool, the calculator for data center efficiency. The UPS load can 
be calculated by observing the UPS displays. The UPS load may include as well 
the power required to run several non-IT devices (on UPS power), such as 
PDUs connected with transformers, CRAC/CRAH units and lighting. What is 
more, the tool requires information about the IT load breakdown. More 
specifically, it requires the clarification of the percentage to the total load of 
each of the activities taking place in the installed servers, storage devices and 
networking equipment. In a typical data center, the IT load breakdown usually 
consists of 80% of total load for servers, 15% for storage devices and 5% for 
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networking equipment. However, the aforementioned percentages may need to 
be adjusted in cases of storage or networking intensive data centers. Last but not 
least, the calculator requires the number of physical servers to be defined in 
order to calculate how each server contributes to the data center’s overall power 
requirement, electricity cost and carbon footprint.  
 Location of data center: By selecting a specific location for a data center, the 
currency, the electricity cost per kWh, the CO2 emissions and the assessed cost 
per ton of CO2 are completed automatically. As a matter of fact, not only does 
the cost of electricity depend on the location of the data center, but also the 
amount of carbon emissions that are released when the energy produces is 
converted into electricity. The carbon emissions completed automatically from 
the tool as input information are derived by the document “Voluntary Reporting 
of Greenhouse Gasses” written by the US Department of Energy. What is more, 
the carbon emissions include the losses that occur during the transmission and 
distribution of electricity to the end user-data center. It is conceivable that a 
country that relies on hydro and nuclear power has lower carbon emissions than 
a country that relies exclusively on the extraction of coal, oil and natural gas.  
The value of the electricity cost per kWh is calculated according to the 
commercial rates of each country provided by a report written by the Energy 
Information Administration. The assessed cost per ton of CO2 is considered to 
be by default zero in every selected country. However, in case of data centers 
that desire to by carbon offsets or carbon credits, then the aforementioned value 
must be completed manually respectively to the rate per ton of CO2. [22]  
Results: The output information of the IT carbon and energy allocation calculator can 
be classified into three categories, including: 
 Annual data center and per server totals: This category of results illustrates the 
total power and energy consumption, the electricity cost and the carbon footprint 
of the whole data center building, as well as per server. The abovementioned 
results per server can be used in order to calculate how much the business users 
of the data center must be burdened for having their servers hosted by the IT 
organization. In fact, the users will be burdened proportionally to the amount of 
servers they own. 
 Percent allocation of energy per server: This category of results is included 
within a pie chart illustrating how the total energy is allocated in the data center. 
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 15 year allocation per server: This category of results presents the energy cost 
and the CO2 emissions that will be generated during the economic life cycle (15 
years) of a data center. [22] 
Combination of Tools 
 As mentioned in the introduction, the aforementioned tools are applied 
successively in order to provide the required results for a data center. Figure 31 
illustrates briefly the inputs and results of each tool and clarifies which output 
information of a tool can be used as input for another tool. [4] 
 
 
 
 
 
 
Figure 31: Sequence of tools to estimate the carbon footprint of a data center  
Inputs: 
Number of servers 
Servers’ characteristics 
Storage characteristics 
Design attributes 
Inputs: 
Power capacity 
Local electricity rate 
Physical infrastructure 
Inputs: 
IT load kW 
Energy efficiency 
Geographical location 
Results: 
IT load kW 
Results: 
Energy efficiency 
(PUE, DCiE) 
Annual electrical 
cost 
Results: 
Carbon footprint 
Yearly energy 
cost/server 
The Data Center Power 
Sizing Calculator 
The Calculator for Data 
Center Efficiency 
The IT Carbon and 
Energy Allocation 
Calculator 
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4.2.2 Implementation of tools 
   For the implementation of the tools, a medium-to-large data center will be 
simulated. Its special characteristics will be introduced during the analysis of the input 
information required for the implementation of each of the aforementioned tools. Those 
characteristics are gathered by statistical analyses conducted by several IT organizations 
such as the serverloft.de, the hetzner.de, the layeredtech.com, the rackspace.com, etc. 
  The dominant purpose of incorporating the hypothetical data center into the 
methodology proposed before is to investigate which combination of cooling 
architectures described in Chapter 3 is considered to be more energy efficient in a 
medium-to-large data center. The final combination of cooling architectures will be 
derived by the comparison of the Power Usage Effectiveness (PUE) and the Data Center 
infrastructure Efficiency indicators, the Carbon Usage Effectiveness (CUE) indicator 
and the carbon footprint, as well as the yearly energy/carbon cost per server calculated 
for each combination of cooling systems. 
  What is more, by taking into consideration the fact that the value of the carbon 
footprint and the yearly energy/carbon cost depends on the geographical location of the 
data center, the research will expand its scope in order to provide information about 
how the energy efficiency indicators derived from each combination of cooling 
architectures differs in each country. Therefore, the tools will be implemented by 
assuming that the medium-to-large data center is located at four European 
technologically advanced countries, France, Germany, the Netherlands and the UK.  
The Data Center Power Sizing Calculator 
Inputs: The special characteristics of the simulated medium-to-large data center are 
illustrated in Table 10. These characteristics include information about the number and 
the characteristics of the servers, the storage characteristics and the design attributes. 
These characteristics are considered to be independent of the geographical location of 
the data center, resulting in a single utilization of the data center power sizing 
calculator. More specifically: 
Table 10: Inputs in data center power sizing calculator tool 
Inputs of Data Center Power Sizing Calculator 
Servers Server quantity 8000 servers 
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Server population 
1-2 CPU   4 CPU   8+ CPU 
Servers 
90%+10%+0%=100% 
Percentage of blade servers 10% 
Mainframes Mainframe quantity 0 mainframes 
Storage 
External storage Typical (20%) 
Percentage of servers that boot 
from SAN/NAS 
0% 
Internal storage 
Typical (2-3 internal 
drives)  
Design 
Attributes 
Power Usage Effectiveness (PUE) 1,8 
Safety margin for IT load 20% 
 
Results: The results produced by inserting the characteristics of the simulated medium-
to-large data center to the data center power sizing calculator are included in Table 11. 
Table 11: Results of data center power sizing calculator tool 
Results of Data Center Power Sizing Calculator 
Required data center 
IT load capacity 
rating 
5,040 kW 
Required utility input 
power 
9,070 kW 
Allocation of input 
power 
 
4,030 kW 
840 kW 
3,310 kW 
592 kW 
296 kW 
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The Calculator for Data Center Efficiency 
 As mentioned before, the calculator for data center efficiency will be used for 
the comparison of the various combinations of cooling architectures. The input 
information used by this tool can be classified into two categories. As a matter of fact, 
some of the input information will remain stable in each of the following applications of 
this specific tool, while other will be adjusted in order to produce the desired outcomes 
for all the possible combinations of cooling architectures. Both of the aforementioned 
categories of input information are considered to be independent of the geographical 
location of the data center, which means that there is no need to use this tool separately 
for each of the countries mentioned before.  
Standard Inputs: Standard inputs are considered to be the input information that 
remains intact during the repetitive usage of this tool for the given stimulation of 
medium-to-large data center. More specifically, the 1
st
 category of standard inputs is 
obtained by the results generated by the previously presented application of the data 
center power sizing calculator. The 2
nd
 and the 3
rd
 categories of standard inputs are 
selected in such a way in order to improve the sustainability of the data center.   
Table 12: Standard inputs of calculator for data center efficiency tool 
Standard inputs of the Data Center Efficiency Calculator 
1st category 
Data center capacity 9,070 kW 
Total IT load 5,040 kW 
2nd category 
UPS system 
Typical (92% efficient at 
full load) 
Power redundancy Single path power 
Cooling system 
There are 14 
combinations of cooling 
architectures that will be 
presented below 
Chiller 
Air distribution 
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2nd category 
CRAC/CRAH redundancy Single Path CRAC/CRAH 
Heat rejection redundancy Single path heat rejection 
Water-side economizer 0hrs/yr 
3rd category 
Standby generator No 
PDUs without transformers Yes 
Blanking panels Yes 
Energy efficient lighting Yes 
Dropped ceiling return Yes (only in perimeter cooling) 
Deep raised floor Yes (only in perimeter cooling) 
UPS in Eco mode Yes 
CRAC/CRAH on UPS No 
Coordinated CRAC/CRAH Yes 
VFD heat rejection pumps Yes (only in chilled water and DX) 
VFD chilled water pumps Yes (only in chilled water) 
Optimized rack layout Yes 
Optimized tile placement Yes (only in perimeter cooling) 
 
Inputs for various combinations of chilled water system with air distribution: The 
empty part of Table 12 will be completed with one of the following combinations. Each 
of the following combinations includes a chilled water system occupying a different 
chiller that is assisted by different air distribution methods.  For the case of chilled 
water systems, as mentioned in Table 12, the 3
rd
 category of standard inputs referring to 
the design and efficiency decisions will also include the option of whether to install 
VFD heat rejection pumps and VFD chilled water pumps. In fact, this option is totally 
omitted for the air cooled system, while the DX glycol system involves only the option 
VFD heat rejection pumps. What is more, for the case of the air distribution method 
based on close-coupled cooling, several of the options included the 3
rd
 category of the 
standard inputs are used by default, while others are considered to be useless and have 
to be omitted in order to reduce the installation costs. More specifically, the options that 
are used by default the coordinated CRAC/CRAH and the optimized layout, while those 
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options that must be omitted are the dropped ceiling return, the deep raised floor and the 
optimized tile placement.  
Table 13: Inputs for various combinations of chilled water system with air distribution  
Inputs of the Data Center Efficiency Calculator 
1st combination  
Cooling system Chilled water 
Chiller With cooling tower 
Air distribution Perimeter 
Inputs of the Data Center Efficiency Calculator 
2nd  
combination  
Cooling system Chilled water 
Chiller With cooling tower 
Air distribution Close-coupled 
Inputs of the Data Center Efficiency Calculator 
3rd  
combination  
Cooling system Chilled water 
Chiller With cooling tower (VFD) 
Air distribution Perimeter 
Inputs of the Data Center Efficiency Calculator 
4th  
combination  
Cooling system Chilled water 
Chiller With cooling tower (VFD) 
Air distribution Close-coupled 
Inputs of the Data Center Efficiency Calculator 
5th  
combination  
Cooling system Chilled water 
Chiller With dry cooler 
Air distribution Perimeter 
Inputs of the Data Center Efficiency Calculator 
6th  
combination  
Cooling system Chilled water 
Chiller With dry cooler 
Air distribution Close-coupled 
Inputs of the Data Center Efficiency Calculator 
7th  
combination  
Cooling system Chilled water 
Chiller With dry cooler (VFD) 
Air distribution Perimeter 
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Inputs of the Data Center Efficiency Calculator 
8th  
combination  
Cooling system Chilled water 
Chiller With dry cooler (VFD) 
Air distribution Close-coupled 
Inputs of the Data Center Efficiency Calculator 
                             
9th  
combination  
Cooling system Chilled water 
Chiller Packaged chiller 
Air distribution Perimeter 
Inputs of the Data Center Efficiency Calculator 
10th  
combination  
Cooling system Chilled water 
Chiller Packaged chiller 
Air distribution Close-coupled 
 
Results for various combinations of chilled water systems with air distribution: Table 
14 illustrates the accurate value of the Power Usage Effectiveness (PUE) and the Data 
Center infrastructure Efficiency indicators derived from the implementation of the data 
center efficiency calculator for each of the combinations of chilled water systems with 
air distribution methods presented in Table 13.  
Table 14: Results for various combinations of chilled water system with air distribution  
C
h
il
le
d
 w
a
te
r 
sy
st
e
m
 
Chiller 
Air distribution 
Perimeter Close-coupled 
Chiller with cooling tower 
PUE=1,73 
DCiE=58% 
PUE=1,52 
DCiE=66% 
Chiller with cooling tower (VFD) 
PUE=1,60 
DCiE=63% 
PUE=1,39 
DCiE=72% 
Chiller with dry cooler 
PUE=1,79 
DCiE=56% 
PUE=1,57 
DCiE=64% 
Chiller with dry cooler (VFD) 
PUE=1,64 
DCiE=61% 
PUE=1,43 
DCiE=70% 
Packaged chiller 
PUE=1,78 
DCiE=56% 
PUE=1,55 
DCiE=64% 
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Inputs for various combinations of DX glycol system with air distribution: The empty 
part of Table 12 will be completed with one of the following combinations. Each of the 
following combinations includes a DX-glycol system that is assisted by different air 
distribution methods. In contrary with the water chilled system, the DX-glycol system 
does not occupy chillers. For the case of DX-glycol system, as mentioned before in the 
analysis of the chilled water system, the 3
rd
 category of standard inputs referring to the 
design and efficiency decisions will also include the option of whether to install VFD 
heat rejection pumps, while the option of installing VFD chilled water pumps must be 
omitted. What is more, as mentioned before as well, for the case of the air distribution 
method based on close-coupled cooling, several of the options included the 3
rd
 category 
of the standard inputs are used by default, while others are considered to be useless and 
have to be omitted in order to reduce the installation costs. More specifically, the 
options that are used by default the coordinated CRAC/CRAH and the optimized layout, 
while those options that must be omitted are the dropped ceiling return, the deep raised 
floor and the optimized tile placement. Last but not least, although in the water chilled 
systems the water-side economizer time is considered to be zero, it must be clarified 
that in the case of DX-glycol systems this option must be totally omitted, since no water 
medium is involved in the operation of this specific cooling system.  
Table 15: Inputs for various combinations of DX-glycol system with air distribution  
Inputs of the Data Center Efficiency Calculator 
11th  
combination  
Cooling system DX-glycol 
Chiller - 
Air distribution Perimeter 
Inputs of the Data Center Efficiency Calculator 
12th  
combination  
Cooling system DX-glycol 
Chiller - 
Air distribution Close-coupled 
 
Results for various combinations of DX-glycol systems with air distribution: Table 16 
illustrates the accurate value of the Power Usage Effectiveness (PUE) and the Data 
Center infrastructure Efficiency indicators derived from the implementation of the data 
center efficiency calculator for each of the combinations of DX-glycol systems with air 
distribution methods presented in Table 15.  
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Table 16: Results for various combinations of DX-glycol system with air distribution  
Direct expansion DX-glycol cooling 
system 
Air distribution 
Perimeter Close-coupled 
PUE=2,00 
DCiE=50% 
PUE=1,68 
DCiE=60% 
 
Inputs for various combinations of air cooled system with air distribution: The empty 
part of Table 12 will be completed with one of the following combinations. Each of the 
following combinations includes an air cooled system that is assisted by different air 
distribution methods. In contrast to the water chilled system, the air cooled system, 
exactly like the DX-glycol systems, does not occupy any chillers. For the case of air 
cooled systems, in the 3
rd
 category of standard inputs the options of installing VFD heat 
rejection and VFD chilled water pumps must be omitted. What is more, as mentioned 
before as well, for the case of the air distribution method based on close-coupled 
cooling, several of the options included the 3
rd
 category of the standard inputs are used 
by default, while others are considered to be useless and have to be omitted in order to 
reduce the installation costs. More specifically, the options that are used by default the 
coordinated CRAC/CRAH and the optimized layout, while those options that must be 
omitted are the dropped ceiling return, the deep raised floor and the optimized tile 
placement. Although in the water chilled systems the water-side economizer time is 
considered to be zero, it must be clarified that in the case of air cooled systems this 
option must be totally omitted, since no water medium is involved in this cooling 
system.   
Table 17: Inputs for various combinations of air cooled system with air distribution  
Inputs of the Data Center Efficiency Calculator 
13th  
combination  
Cooling system Air cooled 
Chiller - 
Air distribution Perimeter 
Inputs of the Data Center Efficiency Calculator 
14th  
combination  
Cooling system Air cooled 
Chiller - 
Air distribution Close-coupled 
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Results for various combinations of air cooled systems with air distribution: Table 18 
illustrates the accurate value of the Power Usage Effectiveness (PUE) and the Data 
Center infrastructure Efficiency indicators derived from the implementation of the data 
center efficiency calculator for each of the combinations of air cooled systems with air 
distribution methods presented in Table 17.  
Table 18: Results for various combinations of air cooled system with air distribution  
Air cooled cooling system 
Air distribution 
Perimeter Close-coupled 
PUE=1,82 
DCiE=55% 
PUE=1,71 
DCiE=58% 
 
The IT Carbon and Energy Allocation Calculator 
Inputs: As mentioned before, the IT carbon and energy allocation calculator will be 
used for the comparison of the various combinations of cooling architectures from a 
different perspective comparing to the calculator for data center efficiency presented 
above. While the calculator for data center efficiency was used in order to compare the 
cooling architectures depending on the estimated value of the Power Usage 
Effectiveness (PUE) and the Data Center infrastructure Efficiency (DCiE) indicators, 
the IT carbon and energy allocation calculator will be used in order to illustrate how the 
aforementioned combinations contribute to the annual data center’s carbon footprint, 
electricity cost and energy cost per server.   However, the value of the aforementioned 
parameters are highly interrelated with the geographical location on which the data 
center is or is about to be constructed and the combination of cooling architectures that 
will be deployed as supportive infrastructure. Due to the aforementioned 
interdependencies, the IT Carbon and Energy Allocation Calculator is required to be 
applied several times for different countries and the various Power Usage Effectiveness 
(PUE) indicators derived from the Calculator for Data Efficiency Calculator for the 
fourteen combinations of cooling architectures.  
 The input information applied in this tool can be classified into two categories, 
the data center attributes and the location of the data center. To begin with the data 
center attributes, it must be clarified that the Power Usage Effectiveness (PUE) will be 
derived from the results of the Calculator for Data Center Efficiency. More specifically, 
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the IT Carbon and Energy Allocation Calculator will be applied as many times as the 
number of PUE indicators calculated for various combinations of cooling architectures 
introduced in the precious subchapter. Conspicuously, by taking into account that 
fourteen combinations of cooling architectures are used as input information in the 
previously applied tool, fourteen Power Usage Effectiveness indicators will be used as 
input in this specific tool. The rest of the information required by the data center 
attributes categories is obtained by the Data Center Power Sizing Calculator and the 
Calculator for Data Center Efficiency. As a matter of fact, in the 3
rd
 category of inputs 
in the previously applied tool, it is assumed that no non-IT devices will be supported by 
the UPS power in order to achieve a greater sustainability level, which, as a 
consequence, means that the total UPS load will be equal to the IT load (5,040kW) 
derived as a result from the data center power sizing calculator. What is more, the IT 
load breakdown and the number of physical servers, which are also inputs for the 
power sizing calculator, are obtained by statistical analyses conducted by several IT 
organizations such as the serverloft.de, the hetzner.de, the layeredtech.com, the 
rackspace.com, etc. More specifically, the It load breakdown consists of 90% of 1-2 
CPUs, 10% of 4 CPUs and 0% of 8
+
 CPUs, while the number of physical servers is 
determined to be equal to 8000 servers.   
 As far as the inputs of the “location of the data center” category is concerned 
and by taking into account the fact that the anticipated annual carbon footprint and 
Carbon Usage Effectiveness (CUE) indicator, as well as the annual total and per server 
electricity cost of the fourteen combinations of traditional cooling architectures are 
highly dependent on the geographical location of the data center, it is conceivable that 
IT Carbon and Energy Allocation Calculator will be applied separately for the four 
technologically advanced countries introduced before, France, Germany, the 
Netherlands and the United Kingdom. For each of the aforementioned countries, it is 
considered of great importance to determine the country’s currency, as well as the 
accurate value of the cost of electricity per kWh, the CO2 emissions rate (kg/kWh) and 
the assessed cost per ton of CO2. As a matter of fact, the calculation of the carbon 
dioxide emissions coefficient (carbon footprint) and the Carbon Usage Effectiveness 
(CUE) indicator depends on the value of CO2 emissions rate that prevail in each country 
and the amount of energy that is consumed by both the data center and the installed IT 
equipment. On the other hand, the calculation of the annual total and per server 
electricity cost depends on the currency and the cost of electricity per kWh that prevail 
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in each country, the amount of energy that is consumed by the data center, as well as the 
number of the physical servers.  
 Table 19 includes all of the aforementioned input information that will be used 
for the application of the IT Carbon and Energy Allocation Calculator. 
 Table 19: Standard inputs of IT carbon and energy allocation calculator 
D
a
ta
 C
e
n
te
r 
 
A
tt
ri
b
u
te
s 
Power Usage 
Effectiveness (PUE) 
 
1. PUE1=1,73 (Chilled water system, chiller with 
cooling tower, perimeter air distribution) 
 
2. PUE2=1,52 (Chilled water system, chiller with 
cooling tower, close-coupled air distribution) 
 
3. PUE3=1,60 (Chilled water, chiller with cooling 
tower (VFD), close-coupled air distribution) 
 
4. PUE4=1,39 (Chilled water, chiller with cooling 
tower (VFD) ,close-coupled air distribution) 
 
5. PUE5=1,79 (Chilled water system, chiller with 
dry cooler, perimeter air distribution) 
 
6. PUE6=1,57 (Chilled water system, chiller with 
dry cooler ,close-coupled air distribution) 
 
7. PUE7=1,64 (Chilled water, chiller with dry cooler 
(VFD), perimeter air distribution) 
 
8. PUE8=1,43 (Chilled water, chiller with dry cooler 
(VFD) ,close-coupled air distribution) 
 
9. PUE9=1,78 (Chilled water, packaged chiller, 
perimeter air distribution) 
 
10. PUE10=1,55 (Chilled water, packaged chiller, 
close-coupled air distribution) 
 
11. PUE11=2,00 (DX- glycol system, perimeter air 
distribution) 
 
12. PUE12=1,68 (DX-glycol system, close-coupled air 
distribution) 
Standard inputs of IT carbon and energy allocation calculator 
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D
a
ta
 C
e
n
te
r 
 
A
tt
ri
b
u
te
s 
Power Usage 
Effectiveness (PUE) 
 
13. PUE13=1,82 (air- cooled system, perimeter air 
distribution) 
 
14. PUE14=1,71 (air-cooled system, close-coupled 
air distribution) 
UPS load 5,040 kW (=IT load) 
Non-IT devices on 
UPS power 
No non-IT devices are on UPS power 
IT load breakdown 
1-2 CPU   4 CPU   8+ CPU 
90%+10%+0%=100% 
Number of physical 
servers 
8000 servers 
Research conducted for France, 
Germany, The Netherlands, UK      
L
o
ca
ti
o
n
 o
f 
 
D
a
ta
 C
e
n
te
r 
Country FR DE NL UK 
Currency € € € £ 
Electricity cost per 
kWh 
0,098 0,147 0,182 0,119 
CO2 emissions 
(kg/kWh) 
0,083 0,539 0,479 0,475 
Assessed cost per 
ton of CO2 
0,00 0,00 0,00 0,00 
 
Results: The results generated by the IT Carbon and Energy Allocation Calculator 
regarding the anticipated annual carbon footprint and Carbon Usage Effectiveness 
(CUE) indicator, as well as the annual total and per server electricity cost of each of the 
aforementioned combinations of cooling architectures are illustrated in the following 
tables. More specifically, Table 20 includes the results of the data center’s annual 
carbon footprint derived from each of the combinations of cooling architectures and for 
each of the four countries introduced before. Table 21 includes the results of the data 
center’s CUE derived from each of the combinations of cooling architectures and for 
each of the four countries introduced before. Tables 22 and 23 include the results of the 
data center’s total and per server electricity cost derived from each of the combinations 
of cooling architectures and for each of the four countries introduced before. 
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Table 20: Results of the IT Carbon and Energy Allocation Calculator for the data center’s carbon footprint 
PUE of 14 
combinations of 
cooling devices 
PUE1=1,73 PUE2=1,52 PUE3=1,60 PUE4=1,39 PUE5=1,79 PUE6=1,57 PUE7=1,64 
C
a
rb
o
n
 D
io
x
id
e
 
E
m
is
si
o
n
s 
C
o
e
ff
ic
ie
n
t 
(C
a
rb
o
n
 F
o
o
tp
ri
n
t)
 
 
7,044t 6,189t 6,515t 5,660t 7,288t 6,392t 6,678t 
 
45,743t 40,191t 42,306t 36,753t 47,330t 41,513t 43,364t 
 
40,461t 35,717t 37,597t 32,662t 42,061t 36,892t 38,536t 
 
40,312t 35,418t 37,283t 32,389t 41,710t 36,584t 38,215t 
PUE of 14 
combinations of 
cooling devices 
PUE8=1,43 PUE9=1,78 PUE10=1,55 PUE11=2,00 PUE12=1,68 PUE13=1,82 PUE14=1,71 
C
a
rb
o
n
 D
io
x
id
e
 
E
m
is
si
o
n
s 
C
o
e
ff
ic
ie
n
t 
(C
a
rb
o
n
 F
o
o
tp
ri
n
t)
 
 
5,822t 7,248t 6,311t 8,143t 6,840t 7,410t 6,963t  40,181 39,846 
 
37,811t 47,065t 40,984t 52,882t 44,421t 48,123t 45,214t 
 
33,602t 41,826t 36,422t 46,996t 39,476t 42,766t 40,181t 
 
33,321t 41,477t 36,117t 46,603t 39,147t 42,409t 39,846t 
-1
0
4
- 
  
  
 
 
Table 21: Results of the IT Carbon and Energy Allocation Calculator for the data center’s Carbon Usage Effectiveness (CUE) indicator 
PUE of 14 
combinations of 
cooling devices 
PUE1=1,73 PUE2=1,52 PUE3=1,60 PUE4=1,39 PUE5=1,79 PUE6=1,57 PUE7=1,64 
C
a
rb
o
n
 U
sa
g
e
 
E
ff
e
ct
iv
e
n
e
ss
 (
C
U
E
) 
in
d
ic
a
to
r 
 
1.3976 1.228 1.2926 1.1230 1.4460 1.2682 1.3250  
 
9.075 7.9744 8.3940 7.2923 9.3909 8.2367 8.6040 
 
8.027 7.0867 7.4597 6.4805 8.3454 7.3198 7.6460 
 
7.9984 7.0274 7.3974 6.4264 8.2758 7.2587 7.5823 
PUE of 14 
combinations of 
cooling devices 
PUE8=1,43 PUE9=1,78 PUE10=1,55 PUE11=2,00 PUE12=1,68 PUE13=1,82 PUE14=1,71 
C
a
rb
o
n
 U
sa
g
e
 
E
ff
e
ct
iv
e
n
e
ss
 C
U
E
) 
In
d
ic
a
to
r 
 
1.1551 1.4381 1.2522 1.6157 1.3571 1.4702 1.3825  40,181 39,846 
 
7.5022 9.3383 8.1317 10.4925 8.8137 9.5482 8.9710 
 
6.6671 8.2988 7.2266 9.3246 7.8325 8.4853 7.9724 
 
6.6113 8.2296 7.1661 9.2466 7.7673 8.4145 7.9059 -1
0
5
- 
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Table 22: Results of the IT Carbon and Energy Allocation Calculator for the data center’s annual total electricity cost 
PUE of 14 
combinations of 
cooling devices 
PUE1=1,73 PUE2=1,52 PUE3=1,60 PUE4=1,39 PUE5=1,79 PUE6=1,57 PUE7=1,64 
A
n
n
u
a
l 
T
o
ta
l 
E
le
ct
ri
ci
ty
 c
o
st
  
7,491,065€ 6,581,745€ 6,928,153€ 6,018,833€ 7,750,871€ 6,798,250€ 7,101,357€  
 
11,236,598€ 9,872,618€ 10,392,229€ 9,028,249€ 11,626,306€ 10,197,375€ 10,652,035€ 
 
13,911,978€ 12,223,241€ 12,866,570€ 11,177,832€ 14,394,475€ 12,625,321€ 13,188,234€ 
 
9,099,622£ 7,995,044£ 8,415,836£ 7,311,257£ 9,415,216£ 8,258,039£ 8,626,231£ 
PUE of 14 
combinations of 
cooling devices 
PUE8=1,43 PUE9=1,78 PUE10=1,55 PUE11=2,00 PUE12=1,68 PUE13=1,82 PUE14=1,71 
A
n
n
u
a
l 
T
o
ta
l 
E
le
ct
ri
ci
ty
 c
o
st
  
6,192,037€ 7,707,570€ 6,711,648€ 8,660,191€ 7,274,560€ 7,880,774€ 7,404,463€  40,181 39,846 
 
9,288,055€ 11,561,355€ 10,067,472€ 12,990,287€ 10,911,841€ 11,821,161€ 11,106,695€ 
 
11,499,497€ 14,314,059€ 12,464,489€ 16,083,212€ 13,509,898€ 14,635,723€ 13,751,146€ 
 
7,521,653£ 9,362,617£ 8,152,841£ 10,519,794£ 8,836,627£ 9,573,01£3 8,994,424£ 
-1
0
6
- 
  
  
 
 
Table 23: Results of the IT Carbon and Energy Allocation Calculator for the data center’s annual per server electricity cost 
PUE of 14 
combinations of 
cooling devices 
PUE1=1,73 PUE2=1,52 PUE3=1,60 PUE4=1,39 PUE5=1,79 PUE6=1,57 PUE7=1,64 
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1,380€ 1,212€ 1,276€ 1,109€ 1,428€ 1,252€ 1,308€ 
 
1,708€ 1,501€ 1,580€ 1,373€ 1,768€ 1,550€ 1,619€ 
 
1,117£ 982£ 1,033£ 898£ 1,156£ 1,014£ 1,059£ 
PUE of 14 
combinations of 
cooling devices 
PUE8=1,43 PUE9=1,78 PUE10=1,55 PUE11=2,00 PUE12=1,68 PUE13=1,82 PUE14=1,71 
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760€ 946€ 824€ 1,063€ 893€ 968€ 909€  40,181 39,846 
 
1,141€ 1,420€ 1,236€ 1,595€ 1,340€ 1,452€ 1,364€ 
 
1,412€ 1,758€ 1,531€ 1,975€ 1,659€ 1,797€ 1,689€ 
 
924£ 1,150£ 1,001£ 1,292£ 1,085£ 1,176£ 1,104£ -1
0
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4.3 Quantitative Comparison 
 The conclusions of the research methodology implemented above are derived 
from two different types of comparison. By taking into account the results of the afore 
analyzed tools, such as the Power Usage Effectiveness (PUE) and Data Center 
infrastructure Efficiency (DCiE) indicators, the carbon dioxide emissions coefficient 
and the Carbon Usage Effectiveness (CUE) indicator, as well as the annul total and per 
server electricity cost, it is conceivable that the first type of comparison is oriented 
towards the investigation and introduction of the most efficient combination of cooling 
architectures for a medium-to-large data center. On the other hand, the second type of 
comparison aims at illustrating in which country a medium-to large data center with the 
combination of cooling architectures derived from the first comparison should be 
constructed in order to achieve a significant minimization of  the data center’s annual 
operational costs, as well as of the negative impacts on the environments. However, one 
should bear in mind that the final selection of a combination of cooling architectures, as 
well as the geographical location on which a data center should be constructed can be 
affected by several other factors, the importance of which must not be underestimated.  
 The first type of comparison will be divided into two parts. The first part will 
deal with the results of the calculator for data center efficiency, while the second part 
will analyze the results of the IT carbon and energy allocation calculator. Therefore, the 
first part will include the comparison of the various combinations of cooling 
architectures regarding the value of PUE and DCiE, while the second part will compare 
the aforementioned combinations depending on their contribution to the annual data 
center’s carbon footprint and electricity cost.  
 By taking into consideration the value of PUE and DCiE indicators calculated 
for the various combinations of cooling architectures, one general conclusion is the fact 
that the every cooling system assisted by a close-coupled air distribution method can 
enhance significantly the energy efficiency of a data center. This statement can be 
justified by the fact that the hot and cold airflows in a close-coupled air distribution 
method flow within shortened and well-defined paths. Although the perimeter air 
distribution method is considered to be cost-effective and efficient in the case of small 
and small-to-medium data centers, it is conceivable from the results of the research that 
its applicability should be limited in medium-to-large and large hosting facilities. What 
is more, the comparison of the various analyzed before chilled water systems indicated 
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that the most energy efficient chilled water system is the one occupying a cooling tower 
combined with Variable Frequency Drives (VFD). On the other hand, the less efficient 
chilled water system is the one occupying a dry cooler due its increased electricity 
requirements. As a consequence, another general conclusion derived from the research 
methodology is the fact that the installation of Variable Frequency Drives (VFD) in a 
cooling system so as to adjust the cooling load with the variable IT load can further 
improve the sustainability of the data centers in general, no matter which is their size. 
The comparison of the various cooling systems, including the chilled water, the DX-
glycol and the air cooled systems indicated that the most efficient combination of 
cooling architectures is a chilled water system that occupies a cooling tower in 
combination with close-coupled air distribution methods, such as row and cabinet 
configurations.  On the other hand, the less efficient combination of cooling 
architectures is the DX-glycol cooling system combined with perimeter air distribution 
methods. However, the main paradox that came to light after the analysis of the results 
is the fact that although the less efficient cooling system with perimeter air distribution 
is the DX-glycol system, the cooling system with closed-coupled air distribution that is 
characterized by the lowest efficiency is the air-cooled system. This statement can be 
justified by the fact that the energy consumption, as well as the efficiency of an air-
cooled system is less dependent on the air distribution method than the rest available 
cooling systems. 
 In the second part of the first type of comparison, the various combinations of 
cooling architectures will be compared depending on the value of the data center’s 
carbon dioxide emissions coefficient, the Carbon Usage Effectiveness (CUE) indicator, 
as well as the annual total and per server electricity cost that are derived after the IT 
carbon and energy allocation calculator. By taking into consideration the fact that the 
aforementioned factors are highly dependent on the geographical location of the data 
center, it is conceivable that the comparison will be conducted on the same basis, 
meaning for the same country.  
 By taking into account the fact that the carbon footprint and the energy cost of a 
data center is dependent on to the Power Usage Effectiveness (PUE) indicator, it is 
apparent that the comparison based on these factors will generate the same results as the 
previous part of this comparison. More specifically, the combination of cooling 
architectures that minimizes the data center’s carbon footprint, as well as the annual 
total and per server electricity costs is the chilled water system that occupies a cooling 
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tower in combination with close-coupled air distribution methods. On the other hand, 
the combination of cooling architectures that maximize the hosting facility’s carbon 
footprint, as well as the annual total and per server electricity is the DX-glycol system 
combined with perimeter air distribution methods. 
 The second type of comparison, as mentioned before, is to illustrate which 
country is more suitable for the construction of a medium-to-large data center. As a 
matter of fact, the suitability of a country depends on the electricity cost per kWh and 
the coefficient of CO2 emissions (kg/kWh) that prevail on each geographical location. 
By taking into account the results of the IT carbon and energy allocation calculator, 
which was applied separately in each of the following technologically advanced 
countries, France, German, the Netherlands and the United Kingdom, it is conceivable 
that a medium-to-large data center constructed in France has the minimum carbon 
footprint and Carbon Usage Effectiveness (CUE) indicator. This statement can be 
justified by the fact that the energy supplied to the data center is produced by nuclear 
power. As a matter of fact, proponent of nuclear power, such as the IAEA and the 
World Nuclear Association claim that this type of power should be classified into the 
sustainable energy sources, since it tends to reduce the amount of CO2 emissions 
released to the atmosphere.  On the other hand, a medium-to-large data center 
constructed in German is estimated to have the highest carbon footprint and Carbon 
Usage Effectiveness (CUE) indicator due to the fact that most of the amount of 
electricity supplied to the data center is derived by the extraction of fossil fuels. In fact, 
in Germany the share of fossil fuel energy in the total energy mix is equal to 62%, while 
only 20% of the energy consumed is produced by renewable energy sources. An 
additional factor that affects the geographical location of a data center is the cost of 
electricity per kWh that is imposed in the specific country. By taking into consideration 
the results of the IT carbon and energy allocation calculator it is apparent that for the 
same total load required by a medium-to-large data center, the construction of the 
hosting facility in France will generate a limited amount of annual operational costs in 
comparison with the case of constructing the same data center in one of the rest 
countries. The low cost of electricity is justified by the fact that the number of nuclear 
power plants installed in France is such so as to maintain their operation in high 
utilization factor. The country with the higher cost of electricity per kWh among the 
four countries used in the research is the Netherlands. One should bear in mind that the 
cost of electricity per kWh is connected proportionally with both the annual total and 
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per server electricity cost of a data center. Therefore, according to the previous 
statements, France is theoretically considered to be a suitable country for the 
construction of a medium-to-large data center. However, there are factors that affect the 
final selection of the geographical location of a data center, such as bandwidth and 
connectivity costs. For instance, despite the fact that Germany is not appropriate for the 
construction of a data center from an energy efficiency perspective, the majority of the 
European data centers are constructed in this country due to the low cost of connectivity 
it provides. [24, 25] 
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5 Qualitative Analysis of 
Cooling Economizer Modes 
 From the quantitative comparison of the various combinations of cooling 
architectures, it became apparent that even the installation of the most efficient 
combination, the chilled water system occupying a cooling tower with Variable 
Frequency Drives (VFD) combined with close-coupled air distribution methods, leads a 
medium-to-large data center to operate with higher value of PUE than the optimal. 
Therefore, the data center operators must modify the mode of operation of the hosting 
facility in order to the meet the efficiency targets that are set in order to minimize the 
energy requirement of the cooling infrastructure. For this reason, the majority of data 
centers should redirect their strategy towards the integration of economizer mode as the 
primary mode of operation of the hosting facility, while the deployed mechanical 
cooling should be used as a secondary mode of operation. 
5.1 Introduction 
 By taking into consideration the increased energy price and the prevailing trend 
that supports the integration of sustainability in the construction and IT industry, it is 
conceivable that the energy conservation is considered to be at present an issue of high 
priority. As a consequence, in specific climates, the integration of economizer mode is 
attractive for the operation of IT organizations. As a matter of fact, during the cold 
months of the year, the economizer mode utilizes the outside air in order to cool down 
the installed servers of a data center room, while the cooling infrastructure, including 
chillers and compressors, can either operate with lower capacity or as a backup system 
during the warmer months of the year. Despite the fact that operating in economizer 
mode has been used as a supplementary mode of operation until recently, its efficiency 
manifested the significant contribution it may have to the achievement of the efficiency 
targets imposed by European and national legislation, as well as by standards, such as 
the Energy Standard for buildings Except Low-Rise Residential Buildings 
(ANSI/ASHARAE Standard 90.1-2000). Therefore, according to the climate conditions 
of the data center’s geographical location, the hosting facility can operate in economizer 
mode, while the cooling infrastructure , which provides the required degree of cooling 
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by utilizing mechanical means, can be used as a supportive system to the 
aforementioned primary mode. [26] 
 Although the significance of operating in economizer mode is widely recognized 
within the data center industry, the lack of standardization regarding its exact meaning 
usually prevents data center operators from making smarter decisions regarding the 
cooling infrastructure that is about to be installed. The main issue of controversy that 
affects the applicability of the economizer mode is the fact that economizer is perceived 
to be an equipment installed with a cooling system. However, in reality, an economizer 
is not a component of a cooling infrastructure, but a mode of operation that can be used 
to promote further sustainability within the IT organizations.  
 As described in Chapter 3, the majority of the cooling systems utilizes air, water 
or refrigerant mediums in order to capture the head load produced by the IT equipment 
and transfer it to the outdoors environment. Those cooling systems can be combined 
with an economizer mode, either air-side economizer or water-side economizer, in order 
to limit the amount of energy required during their operation. More specifically, the air-
side and water-side economizer utilize air and water respectively in order to collect and 
reject heat to the environment outside the data center room.  
5.2 Purpose and Function of economizer modes 
 The traditional cooling systems installed in a data center are designed to operate 
at full IT load and outdoor temperature higher than the data center temperature. It is 
conceivable that for lower IT  loads and outdoor temperature lower than the data center 
temperature, the cooling systems must be adjusted to provide less cooling to the IT 
equipment. However, the cooling systems installed in the majority of the data centers 
are not well adjusted to operate at such conditions, while their operation is characterized 
by low utilization factor and less efficiency. Although the research conducted in 
Chapter 4 illustrated that the integration of Variable Frequency Drives (VFD) in the 
cooling systems can enhance the overall efficiency of the cooling infrastructure, the 
cooling equipment still requires significant amount of energy to be supplied. By taking 
into consideration the aforementioned disadvantage of the traditional cooling systems, 
what is considered to be able to reduce the amount of energy used during the conditions 
of limited IT load and significantly low outside temperatures is the operation of the data 
center in an economizer mode. [26] 
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 The function of the economizer mode is highly interrelated with the usability of 
the installed compressor. As a matter of fact, operating in economizer mode allows the 
full or partial bypass of the compressor resulting in the elimination or reduction of the 
amount of energy required for the compressor’s function. If the outdoor temperature is 
higher than the temperature within the data center room, the compressor must be used in 
order to reject the heat loads generated by the IT equipment to the outdoors 
environment. On the other hand, if the outdoors temperature is lower than the 
temperature within the data center room, the function of the compressor must be 
eliminated, since the warm air is able to flow to the outdoors environment, according to 
thermodynamics laws, without the support of any mechanical devices, such as 
compressor. As a consequence, in geographical locations where cold climates prevail, 
the function of the compressor can be omitted, which results in lower energy 
consumption for the data center. What is more, in the case of cooling systems that rely 
on evaporative techniques, it is apparent that operating in economizer mode can allow 
as well the partial or full bypass of the aforementioned techniques, which results in a 
significant reduction of the water consumption taking place in the data center. [26] 
 Until recently, operating in economizer mode was considered to increase the 
overall initial capital cost and complexity of the installed cooling systems, while its 
deployment could only be rational in geographical locations where the outside 
temperature is lower than the required inlet temperature of the IT equipment. However, 
nowadays, the applicability of economizer modes is increased due to the following 
reasons: 
 The majority of the data centers are operating during a considerable fraction of 
their economic life cycle at partial IT load. Therefore, the need for a cooling 
system that is characterized by quick responsiveness to the variable IT load can 
lead to the widespread utilization of economizer mode. 
 The majority of the data centers are separated by the space that is dedicated to 
offices. As a consequence, there is a trend towards the reduction of the power 
consumption taking place for the maintenance of the low IT air return 
temperatures. In fact, not only will this trend increase the economizer mode 
hours in cold climates, but also facilitate the integration of economizer mode 
even in warmer climates.  
 Most of the installed cooling systems are able to operate in partial economizer 
mode, which results in considerable energy savings in almost all cases. 
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 The tools used to measure the energy reduction taking place through the 
operation of a data center in economizer mode are further improved. As a result, 
the utilization of those in order to estimate the energy savings generated by the 
economizer mode can indicate the advantageous nature of the various 
economizer modes. 
 Results from various controls and monitoring systems implemented in data 
centers that already operate in economizer mode indicated that there modes do 
not affect the reliability of the hosting facilities. As a consequence, by taking 
into account the real-world experience, the data center operators can be more 
easily convinced to redirect their strategies towards the implementation of 
economizer modes. [26] 
 In the following subchapter, the various types of economizer modes will be 
analyzed. As mentioned before, the function of each type of economizer modes relies on 
the full or partial bypass of the compressor utilized by the cooling infrastructure.  
5.3 Types of Economizer Mode 
 There are nineteen types of economizer modes, fifteen of which can be applied 
in a data center. More specifically, six of these types are characterized as air economizer 
modes, while the rest nine types are characterized as water economizer modes. The four 
types that are not applicable in the case of a data center  enter directly to the data center 
room condenser water that may cause further damages to the installed equipment. 
Figure 32 illustrates which are the fifteen economizer modes that are applied in a data 
center and how they are classified regarding their specific operation. [26] 
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Figure 32: Types of economizer modes [26] 
The following subchapters analyze each of the abovementioned economizer modes. 
5.3.1 Air Conditioner Bypass via Direct Fresh Air 
 
Figure 33: Air conditioner bypass via direct fresh air mode 
 The direct fresh air economizer mode utilizes fans and louvers in order to allow 
a specific amount of cold air flow from outdoors the data center into the IT 
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The economizer modes can use either 
series or parallel configuration: 
In series configurations, the equipment installed 
in order to bypass and eliminate or reduce the 
amount of energy consumed by the compressor is 
connected in series with the compressor. This 
enables the operation in partial economizer mode.  
In parallel configurations, the equipment installed 
in order to bypass the compressor is connected in 
parallel with the compressor forcing the data 
center operate in full or no economizer mode. 
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environment, as illustrated in Figure 33. As a matter of fact, this function id considered 
to be justified when the outside temperature is lower that the data center temperature. 
What is more, this type of economizer modes utilizes louvers and dampers in order to 
determine the amount of hot air streams that must be released to the outside atmosphere, 
as well as the certain amount of exhaust air that must be mixed with the cold supply air 
and enter within the data center room in order to maintain the required temperature and 
humidity set points. Despite the fact that the cold supply air is filtered before entering 
within the data center, certain amounts of particulates, such as smoke and chemical 
gases, cannot be preventing from passing through the air flows into the IT environment. 
 The direct fresh air economizer mode may include evaporative assist as well, 
meaning that the cold supply air flows through a wet material before coming into the 
data center space. In case of geographical locations characterized by dry climates, the 
direct fresh air economizer mode combined with evaporative assist can provide 
additional economizer mode hours by reducing the temperature of the supply air up to 
19
o
C. However, one should bear in mind that this type of economizer mode can increase 
the humidity levels of the data center over the acceptable thresholds due to the fact that 
air flows from outside environment pass through a wet mesh material before entering in 
the data center. As a result, the application of the direct fresh air economizer mode 
should be limited in cases of dry climates or its applicability should be assessed by 
taking into account the return on investment. This type of economizer mode allows a 
data center operating in partial economizer mode. [26] 
5.3.2 Air Conditioner Bypass via Air Heat Exchanger 
 
Figure 34: Air conditioner bypass via air heat exchanger mode 
 The air conditioner bypass via air heat exchanger mode utilizes air from the 
outdoors environment in order to remove the undesired amount of heat loads generated 
by the IT equipment. An important precondition for the operation of the indirect air 
economizer mode is the fact the outside temperatures must be lower than the 
  
  
-119- 
`  
temperature of the data center. The function of this type of economizer mode is based 
on the utilization of fans that allow cold air from outside flow toward a series of plates 
or tubes. These series of plates or tubes in turn cool down the inside air of the data 
center on their other side. As a consequence, this type of economizer mode does not 
allow the directly or indirect mixing of the outdoors and indoors air as illustrated in 
Figure 34. The indirect air economizer mode may include evaporative assist as well, 
which means that the cold supply air flowing towards the one side of the plates or tubes 
can be sprayed with water in order to achieve further reduction in the temperature of the 
cold supply air and as a consequence of the IT environment. In contrast to the direct 
fresh economizer mode, the indirect air economizer mode does not increase the 
humidity levels of the data center over the acceptable thresholds. . This type of 
economizer mode allows a data center operating either in full or partial economizer 
mode. [26] 
5.3.3 Air Conditioner Bypass via Heat Wheel 
 
Figure 35: Air conditioner bypass via heat wheel mode 
 The air conditioner bypass via heat wheel economizer mode utilizes fans in 
order to allow the cold supply air from the outdoors environment flow towards a heat 
exchanger that rotates vertically to an interface surface that separates the buffer zone 
where the cold air enters and the IT environment, as illustrated in Figure 35. The 
dominant advantages of the aforementioned rotating heat wheel are the fact that it 
maintains the dry air conditions required by the IT equipment, as well as it prevents air 
pollutants from entering the data center space. The air conditioner bypass via heat wheel 
economizer mode may include evaporative assist as well, meaning that the cold supply 
air passes through a wet material before flowing towards the rotating heat wheal. A data 
center that utilizes this specific type of economizer mode is able to operate either in full 
or partial economizer mode. [26] 
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5.3.4 Chiller Bypass via Heat Exchanger 
 
Figure 36: Chiller bypass via heat exchanger mode 
 The chiller bypass via heat exchanger economizer mode utilizes the condenser 
water in order to provide indirectly the required heat rejection to the chiller water 
flowing within the IT environment. The appropriate precondition for the optimal 
function of this economizer mode it the outside temperature to be lower than the 
temperature of the data center. The chiller bypass via heat exchanger economizer mode 
utilizes pumps in order to force the condenser water flow towards a plate-and-frame 
heat exchanger, which facilitates the heat removal from the chilled water used in CRAC 
units. As a matter of fact, as Figure 36 illustrates, the aforementioned plate-and-frame 
heat exchanger does not allow the condenser water and the chilled water get mixed. 
What is more, this type of economizer mode utilizes valves that allow the chiller device 
get omitted depending on which is the temperature of the condenser water. A data 
center that utilizes this specific type of economizer mode with the heat exchanger 
located in series with the chiller is able to operate in partial economizer mode. [26] 
5.3.5 Chiller Compressor Bypass via Chiller Internal Thermo-
siphon 
 The chiller compressor bypass via chiller internal thermo-siphon economizer 
mode allows the compressor to get omitted from the refrigeration cycle, when the 
outside temperature is lower than the temperature of the data center. In type of 
economizer mode, the function of the chiller is restricted in the function of a heat 
exchanger. As a matter of fact, the refrigerant medium after capturing the heat loads 
generated by the IT equipment flows, according to the thermodynamics laws, towards 
the low temperature condenser coil in order to reject the heat. The now cold refrigerant 
medium flows back to the evaporator coil either by gravity or through the utilization of 
pumps in order to maintain the required temperature of the data center. The refrigerant 
captures the heat loads generated by the IT equipment again and the refrigeration cycle 
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continues as described before. In fact, the principle of thermo-siphon used by this type 
of economizer mode makes the installation of the plate-and-frame heat exchanger 
unnecessary.  However, by taking into consideration the fact that the principle of 
thermo-siphon can be applied only when the function of the compressor is totally 
eliminated, it is conceivable a data center that utilizes during its operation this specific 
type of economizer mode is able to operate only in full or no economizer mode, as the 
partial economizer mode is not feasible. [26] 
5.3.6 Packaged Chiller Bypass via Dry Cooler or via Evaporative 
Cooler 
 
Figure 37: Packaged chiller bypass via dry cooler mode 
 The packaged chiller bypass via dry cooler economizer mode utilizes a dry 
cooler as a heat exchanger in order to capture the heat loads collected by the chilled 
water and provides directly cooling to the data center environment. The appropriate 
precondition for the utilization of this economizer mode is the fact the outside 
temperature must be lower than the temperature of the data center. This economizer 
mode utilizes pumps in order to allow the chilled water (usually glycol mixture) flow 
through the dry cooler to the CRAH units installed in the IT environment. As mentioned 
before, the dry cooler is used to indirectly cool down the chilled water through the 
utilization of the outside cold air. What is more, this economizer mode uses valves in 
order to bypass the chiller when the outside weather conditions are considered to be 
favorable for the operation in economizer mode. However, a data center is able to 
operate in partial economizer mode when the dry cooler is installed in series with the 
chiller. The terminology used for the packaged chiller refers to the fact that the heat 
exchanger-dry cooler and the various controls are included within a packaged chiller 
solution, as illustrated in Figure 37. As a matter of fact, this packaged solution allows 
the data center operate more efficiently, while less amount of CO2 emissions are 
released to atmosphere. [26] 
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 The packaged chiller bypass via dry cooler economizer mode may include 
evaporative assist as well, meaning that the cold supply air flows through a wet material 
or it is sprayed with atomized water before coming into the dry cooler in order to 
remove the heat loads captures by the chilled water. Therefore, the evaporative assist 
can contribute to the further reduction of the chiller water’s temperature, as well as to 
the addition of more economizer mode hours. However, it must be clarified that the 
evaporative assist necessitates the replacement of the dry cooler with an evaporative 
cooler. [26] 
5.3.7 CRAC Compressor Bypass via Second Coil 
 
Figure 38: CRAC compressor bypass via second coil mode 
 The terminology of the CRAC compressor bypass via second coil economizer 
mode illustrates that the direct expansion DX CRAC has as an additional component a 
second coil that utilizes the condenser water during the operation in economizer mode. 
More specifically, for outside temperatures lower than the temperature of the data 
center, the condenser water is pumped to the dry cooler acting as a heat exchanger. As a 
matter of fact, the dry cooler cools down through the utilization of the cold outside air 
the chilled water, which is in turn supplied to the second coil installed in the CRAC, as 
illustrated in Figure 38. By taking into account that the dry cooler in installed in series 
with the chiller, it is conceivable that a data center utilizing the CRAC compressor 
bypass via second coil economizer mode is also able to operate in partial economizer 
mode. [26] 
 The CRAC compressor bypass via second coil economizer mode may include 
evaporative assist as well, by replacing the dry cooler with an evaporative cooler. What 
is more, a cooling tower can be used for the cooling of the condenser water, which may 
require the implementation of extensive water treatment techniques in order to minimize 
its negative impacts on the equipment’s surfaces. [26] 
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5.4 Qualitative Comparison of Various Types of 
Economizer Modes 
 The success of operating in economizer mode depends on the fact that the 
outside air temperature is lower than the temperature of the data center. However, there 
are cases during the summer months of a year that the outside air temperature is higher 
than the data center temperature. In this specific case, the data center must at least 
operate in partial economizer mode, while the required temperature and humidity set 
points in the IT environment can be maintained by occupying simultaneously to a 
certain extant refrigerant-based mode. As a matter of fact, the economizer modes that 
are considered to be suitable for the partial utilization of both free and mechanical 
cooling are characterized by the following important attributes: 
 Economizer modes that are supplemented by compressors operating at a reduced 
load. 
 Economizer modes that occupy evaporative coolers in order to achieve the 
required evaporative assist. [26] 
 From the fifteen types of economizer modes included in Figure 32, it is apparent 
that there are six types of economizer modes that are characterized by the 
aforementioned attributes, the coordination of partially operating compressor and the 
installation of evaporative cooler for the achievement of the evaporative assist. Table 24 
provides a qualitative comparison of those six types of economizer modes regarding 
several aspects that will be analyzed below. The most important aspects are the building 
shell compatibility, the ability to retrofit, the data center humidity control, the footprint, 
the life expectancy and the requirements for backup refrigerant mode. For each of the 
analyzed aspects, the most advantageous types of economizer modes are highlighted.  
5.4.1 Building Shell Compatibility 
 The air conditioner bypass via direct fresh air, via air heat exchanger and via air 
heat wheel economizer mode utilizes ducts in order to facilitate the entrance of the 
outside air into the IT environment. As a matter of fact, the place required for the 
installation of the aforementioned ductwork necessitates the appropriate design of 
building shell. As a consequence, these types of economizer modes are not considered 
to be suitable for the case of already constructed data centers. On the other hand, those 
economizer modes that utilize water piping systems in order to provide cooling in the 
data center space are considered to have a more flexible installation. [26] 
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5.4.2 Ability to Retrofit 
 The ability to retrofit refers to the ability of having an existing cooling 
infrastructure repetitively used. However, the retrofit of traditional cooling systems that 
utilize water medium in order to cool the IT environment with an air conditioner bypass 
via direct fresh air economize mode, whose operation relies on the outside air, is 
considered to be impossible. As a matter of fact, an economizer mode can be retrofitted 
within a data center utilizing CRAC and CRAH units according one of the following 
ways, including: 
 The installation of a heat exchanger for the bypass of the water-cooled chillers 
installed within the data center room. In fact, this way of retrofit results in the 
previously described chiller bypass via heat exchanger economizer mode. More 
specifically, this type of economizer modes requires the installation of a plate-
and-frame heat exchanger, as well as the utilization of the appropriate 
controlling systems and bypass valves. The dimensions of the aforementioned 
heat exchanger are limited in comparison with the water-cooler chiller, meaning 
that there is usually enough available space for the installation of the heat 
exchanger within the chiller room.  
 The installation of a heat exchanger for the bypass of the air-cooled chillers 
installed within the data center room. In fact, this way of retrofit results in the 
previously described packaged chiller bypass via evaporative cooler economizer 
mode. More specifically, this type of economizer modes requires the installation 
of an evaporative cooler, as well as the utilization of the appropriate controlling 
systems and bypass valves. The dimensions of the evaporative cooler may be 
greater in comparison with the air-cooled chiller, meaning that there is a 
requirement for enough available space in order to install safely the 
aforementioned device providing evaporative assist. 
 The installation of a heat exchanger for the bypass of compressor utilized by the 
DX glycol cooling system. In fact, this way of retrofit results in the previously 
described CRAC compressor bypass via second coil economizer mode. More 
specifically, the retrofit of this type of economizer modes requires the 
installation of a second coil within the existing cooling unit cabinet. However, 
by taking into consideration the fact that this intervention is considered to be of 
great difficulty, it is conceivable that it would be easier and more cost-effective 
if the cooling unit was replaced by a new one including a second coil. [26] 
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5.4.3 Data Center Humidity Control 
 The extent to which each economizer mode  contributes to the protection of the 
IT environment against the humidity included in the outdoors air characterizes its 
suitability for a data center located in a specific geographical location. According to the 
function of the types of economizer modes that are analyzed in this subchapter, five out 
of the six types provide sufficient protection against the outdoors environmental 
humidity. Therefore, even if the outside atmospheric air contains significant amounts of 
humidity, the humidity levels of the data center remain stable, no matter which of the 
five economizer modes is utilized. On the other hand, the utilization of the air 
conditioner bypass via direct fresh air economizer mode is considered to be 
inappropriate for the case of a data center located on a geographical location with humid 
climate. As a matter of fact, the direct entrance of the outdoors air within the data center 
may cause the humidity levels of the hosting facility overcome the acceptable 
thresholds, resulting in further requirements for energy consumption by the 
dehumidifiers. As a consequence, the energy savings generated by the utilization of 
economizer mode may be overlapped by the cost of the energy required for the 
dehumidification of the IT environment. [26] 
5.4.4 Life Expectancy 
 The cooling infrastructures that utilize water medium in order to capture the heat 
loads that are generated by the IT equipment and transfer them to the outdoors 
environment have lower economical life in comparison to those that utilize air medium. 
This statement can be justified by the fact that the water medium may contain several 
particulates that are able to cause further damages to the piping system through which it 
flows. What is more, the limited life expectancy of the cooling infrastructures that 
utilize evaporative assist is caused by the continuous degradation of the surfaces coming 
into contact with the water medium. As a matter of fact, the life expectancy of a cooling 
infrastructure depends on the amount of maintenance that is required during its 
economic life cycle.  [26] 
5.4.5 Footprint 
 The footprint of the various cooling infrastructures depends on the  space that is 
required for the deployment of the including components. Those components can be 
either part of the operation in economizer mode or parts of the cooling units installed in 
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the IT environment. By taking into consideration the fact that the cooling infrastructure 
is considered to support the normal operation of the IT equipment installed within the 
data center space, the footprint of the aforementioned components is highly interrelated 
with the amount of energy required by this type of equipment. More specifically, the air 
conditioner bypass via direct fresh air economizer mode is supposed to have the lowest 
footprint in comparison with the rest five types of economizer modes that support the 
partial free cooling. The air conditioner bypass via air heat exchanger cooling system 
has a slightly greater footprint than the lowest one due to the additional integration of an 
air-to-air heat exchanger. On the other hand, the air conditioner bypass via air heat 
wheel cooling system has the greatest footprint in comparison with the rest five types of 
economizer modes, while its footprint is quiet similar to those of a chilled water system 
occupying a cooling tower. [26] 
5.4.6 Requirement for Backup Refrigerant Mode 
 Those data centers that operate either in total refrigerant-based mode or in full 
economizer mode, it is conceivable that these hosting facilities undertake the risk of 
providing insufficient cooling to the installed IT equipment under certain undesired 
circumstances. What is more, there are only a few geographical locations, where their 
cold climate can support the construction of data center operating in full economizer 
mode. For the abovementioned reasons, a data center should operate in economizer 
mode that is partially supplemented by refrigerant-based cooling systems, especially 
during the warm months of the year. [26] 
  The majority of the economizer modes providing partial free cooling are 
considered to require the installation of partial sized mechanical cooling for the case of 
extreme weather conditions. For example, a data center utilizing a chiller bypass via 
heat exchanger economizer mode is able to operate in 100% economizer mode, when 
the outdoor wet bulb temperature is approximately 2
o
C or lower. When the outdoor wet 
bulb temperature is 7
o
C, then the data center must operate in 50% economizer mode and 
50% refrigerant-based mode (half of the design capacity). On the other hand, although 
the air conditioner bypass via direct fresh air economizer mode is considered to operate 
partially, in the extreme case of poor outdoors air quality or high humidity levels, the 
economizing mode must be totally replaced by a fully rated mechanical cooling system. 
In fact, in such extreme conditions, operating in economizer mode may generate more 
cost burdens for the air filtering or dehumidification rather than cost savings.  [26]
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Table 24: Qualitative comparison of various types of economizer modes [26]  
Economizer 
mode attribute 
Air conditioner 
bypass via 
direct fresh air 
(w/ evap assist) 
Air conditioner 
bypass via air 
heat exchanger 
(w/ evap assist) 
Air conditioner 
bypass via air 
heat wheel     
(w/ evap assist) 
Chiller bypass 
via heat 
exchanger 
Packaged 
chiller bypass 
via evaporative 
cooler 
CRAC compres-
sor bypass via 
second coil       
(w/ evap assist) 
Building shell 
compatibility 
May require 
building shell 
modification 
May require 
building shell 
modification 
May require 
building shell 
modification 
No issue with 
building shell 
No issue with 
building shell 
No issue with 
building shell 
Ability to retrofit 
Not logical to 
retrofit into 
existing system 
Not logical to 
retrofit into 
existing system 
Not logical to 
retrofit into 
existing system 
Practical if space 
available 
Practical if space 
available 
Requires swapping 
out CRAC unit 
Data center 
humidity control 
Dependent on 
outdoor humidity 
Independent of 
outdoor humidity 
Independent of 
outdoor humidity 
Independent of 
outdoor humidity 
Independent of 
outdoor humidity 
Independent of 
outdoor humidity 
Life expectancy 
20-40 years on 
heat exchanger 
20-40 years on 
heat exchanger 
20-40 years on 
heat exchanger 
10-15 years on 
plate heat 
exchanger 
10-20 years on 
evaporative cooler 
10-20 years on 
cooling unit 
Footprint 
0.41 ft2/ kW 
0.038 m2/kW 
0.788 ft2/ kW 
0.073 m2/ kW 
1.72 ft2/ kW 
0.16 m2/kW 
1.94 ft2/ kW 
0.18 m2/kW 
3.34 ft2/ kW 
0.31 m2/kW 
2.02 ft2/ kW 
0.19 m2/kW 
Need for backup 
refrigerant 
mode 
Fully sized backup 
in case of poor 
outdoor air quality 
Partially sized for 
extreme climates 
Partially sized for 
extreme climates 
Partially sized for 
extreme climates 
Partially sized for 
extreme climates 
Partially sized for 
extreme climates 
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5.5 Factors that affect the operation in economizer 
mode 
 The numbers of the economizer mode hours according to which a data center 
can operate either in partial or full mode depend on several factors. Although, the most 
important factor is considered to be the geographical location of the data center, the 
layout and the set points of the cooling system installed in a data center are of great 
significance as well. Each of the aforementioned factors is analyzed in the following 
subchapters. [26] 
5.5.1 Geographical Location 
 The operation of a data center in economizer mode can be affected by the 
geographical location of the data center. As a matter of fact, the geographical location is 
highly correlated with the climate conditions. Therefore, according to the weather 
conditions of a geographical location, it can be determined whether the operation with 
free cooling mode is feasible and cost-effective. There are several sources providing 
information about the weather conditions that prevail on each geographical location, 
including the ASHRAE, the National Oceanic and Atmospheric Administration 
(NOAA) and the National Renewal Energy Lab (NREL). As a matter of fact, the 
aforementioned weather conditions can be used properly in order to calculate the 
accurate number of economizer mode hours that are available for each geographical 
location. [26, 27] 
5.5.2 Cooling system set points 
 The number of economizer mode hours can be increased either by moving the 
data center on a geographical location characterized by very low outside temperatures, 
or by increasing the temperature of the intake airflows that are required by the IT 
equipment in order to maintain their normal function. The first option is considered to 
be utopic, due to the impossibility of moving an already constructed data center, while 
the second option is applied either in already existing or newly constructed data centers.  
 At present, in the majority of the already existing data centers, the temperature 
of the intake airflows required by the installed IT equipment varies between 18
o
C and 
21
o
C. However, the data center operators are not willing to comply with a wider 
interpretation of the “acceptable temperature and humidity thresholds”, due to the fact 
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that they worry about the reliability of the data center’s operation, as well as about the 
manifestation of unforeseeable failures in the installed IT equipment. However, 
ASHRAE TC9.9 published the “2011 Thermal Guidelines for Data Processing 
Environments”, according to which a data center can operate within wider thresholds of 
temperature and humidity, while IT vendors consider as acceptable the operation of a 
data center within even wider thresholds than those recommended by ASHRAE. Figure 
39 summarizes and compares the original ASHRAE recommender thresholds, the newly 
proposed and currently applied ASHRAE recommended and allowable thresholds, as 
well as the typical vendor specifications that prevail today. [26, 28, 29, 30] 
 
Figure 39: The expanding operating environment 
 The horizontal axis of the diagram illustrated in Figure 39 is the temperature 
range while the vertical axis depicts the humidity range. It is conceivable that the higher 
is the value of the temperature and the humidity allowed within the data center 
environment, the greater will be the number of the economizer mode hours, during 
which a data center can operate fully or partially with free cooling. However, one 
should bear in mind that the server inlet design temperature can be increased in order to 
allow the data center operate more hours in economizer mode depending on the degree 
to which the layout of the data center space provides isolation of the cold and hot 
airflows generated within the IT environment. [26, 28, 29, 30] 
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5.5.3 Hot/Cold Aisle Layout 
 As mentioned in the previous subchapter, an important precondition in order to 
allow a data center set higher temperature and humidity levels, as well as in order to 
increase the economizer mode hours is to eliminate any mixing of the cold and hot 
airflows generated within the IT environment. As a matter of fact, the isolation of the 
different temperature airflows can be achieved with the deployment of either cold aisle 
containment or hot aisle containment systems. However, it is apparent the establishment 
of hot aisle containment requires less cooling to be provided in the data center space. 
This statement is justified by the fact with hot aisle containment the temperature of the 
IT environment is quite lower than the temperature with cold aisle containment. As a 
consequence, the aforementioned containment systems is considered to be more 
advantageous than the alternative option, since it provides the data center the 
opportunity to operate with free cooling more economizer mode hours. One should bear 
in mind the operating in economizer mode can be considered highly efficient only if it is 
combined with a proper containment system. Actually, it is not rational to have a data 
center rely on free cooling without having deployed a containment system before. [10, 
26] 
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6 Quantitative Analysis of 
Cooling Economizer Modes 
 After having conducted a qualitative comparison of the various types of 
economizer modes, which allow data centers operate with full or partial free cooling, it 
is considered wiser to compare those modes quantitatively as well. The aforementioned 
quantitative comparison will illustrate how the operation in economizer modes can 
improve the energy efficiency of a hosting facility and how geographical location can 
affect this contribution.  
6.1 Introduction 
 Chapter 5 illustrated that there are several factors that can affect the number of 
economizer mode hours during which a data center can take advantage of the available 
free cooling provided by the outside weather conditions. The most important of those 
factors are the weather conditions that prevail in a geographical location, the cooling 
system temperature and humidity set points and the extent to which the warm and cold 
airflows generated within the data center space are isolated. More specifically, the 
colder in the climate of the geographical location on which the data center is 
constructed, the greater is the number of economizer mode hours during which a data 
center can provide free cooling to its installed IT equipment. What is more, the higher is 
the supply inlet temperature required for the IT equipment, the more feasible is for a 
hosting facility to operate extensively in economizer modes. Last but not least, the 
configuration of the racks carrying the IT equipment according to the hot/cold aisle 
layout within the data center room is considered to be an appropriate precondition for 
the operation in economizer mode.  
 The dominant purpose of Chapter 6 is to illustrate how the aforementioned 
factors can affect the operation of a data center in economizer mode in order to result in 
both the most efficient economizer mode, as well as in the most suitable geographical 
location for the construction of a data center. In order to come into these results, the 
quantitative comparison of the various types of economizer modes that provide the 
opportunity of either full or partial economization is required. As a matter of fact, the 
abovementioned quantitative comparison relies on the estimation and further analysis of 
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the extent to which each of those types of economizer modes contributes to the value of 
the Power Usage Effectiveness (PUE) indicator, the data center’s annual cost of 
electricity, the annual carbon emissions released during the operation of the hosting 
facility, as well as the number of full or partial economizer mode hours that can be 
achieved.  
6.1.1  Problem Definition 
  Until recently, the operation of a data center in economizer mode was not 
considered as an appropriate measure to be integrated within the data center industry. 
This statement can be justified by the fact that during the past decades the cost 
electricity was quite low, the supply inlet temperature required for the operation of the 
IT equipment was set below the acceptable thresholds, as well as there was no relative 
legislation regulating the amount of carbon emissions that must be released to the 
atmosphere. However, nowadays, the introduction of standards, such as the 
ANSI/ASHRAE Standard 90.1-2010, and regulations, such as the United Kingdom 
Carbon Reduction Commitment (it will be analyzed in Chapter 7) obliges the energy 
intensive data center industry to redirect its strategies towards the reduction of both 
energy consumption and carbon emissions released to the atmosphere, as well as to the 
adaptation of various effective energy efficiency techniques. An additional factor that 
necessitates the redirection of the IT organizations’ strategy is the dynamic nature of the 
loads required by the IT equipment installed within the data center space. As a matter of 
fact, the continuously changing IT load requires the deployment of cooling 
infrastructures that are characterized by quick responsiveness. However, the traditional 
cooling architectures described in Chapter 3 are not always able to address this 
challenge.  
 By taking into consideration the aforementioned reasons, it is considered of 
great importance for a data center to be able to operate primarily in economizer mode, 
while the refrigerant-based mode, which by default includes mechanical cooling 
systems, must be utilized either during the warm months of the year or as a backup 
cooling system. As a matter of fact, a data center operating in economizer mode is able 
to reduce by 70% its total annual costs deriving from the amount of energy supplied to 
the facility and by 10% the value of the Power Usage Effectiveness (PUE) indicator. By 
taking into account the fact that the PUE is defined as the ratio of the amount of 
electricity supplied to the physical infrastructure installed within the data center to the 
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IT load, it is conceivable that the full or partial replacement of the refrigerant-based 
mode by the free cooling mode can cause a significant decrease in the value of the 
Power Usage Effectiveness (PUE) indicator estimated for a given data center. What is 
more, the operation of a data center in economizer mode supplemented by the 
deployment of refrigerant-based modes provides the opportunity of addressing 
effectively the challenge of varying IT loads, while its high degree of standardization 
and pre-engineering combined with the incorporation of various internal controls create 
a competitive advantage within the IT industry.  
 As mentioned before in the Introduction, the aforementioned advantages that can 
be derived by the data centers’ operation in economizer mode can be affected by various 
factors. The most important factors that must be taken into consideration by the data 
center designers in order to make smarter decisions regarding the deployment of a 
cooling infrastructure is the geographical location of the data center, the temperature 
and humidity set points required by IT equipment and the extent to which the warm or 
cold airflows generated within the data center environment are containerized. However, 
the majority of the data center operators underestimate the importance of those factors, 
resulting either in the construction of data centers in unsuitable geographical locations 
characterized by warm and humid climates or in the utilization of economizer modes 
that do not reduce significantly the amount of energy required for the cooling 
infrastructure. As a matter of fact, the incorrect selection of an economizer mode can 
lead to a higher energy requirement by the data center in comparison with the amount of 
energy that is required to be supplied in the given hosting facility if a more thorough 
selection took place. As a consequence, the lack of data center operators’ experience 
and knowledge regarding the special characteristics of each type of economizer modes, 
as well as of each geographical location results in values of Power Usage Effectiveness 
(PUE) indicator, annual total electricity cost, carbon footprint that are considered to be 
quite higher than the values that can be achieved through the deployment of the most 
energy efficient cooling system combined with economizer mode, while the number of 
economizer mode hours are significantly reduced.  
6.1.2 Research goal(s) 
 The main purpose of this Chapter is to investigate how the geographical location 
of a data center, the temperature and humidity set points required within the hosting 
environment and the configuration of the racks carrying the IT equipment can affect the 
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final selection of the type of economizer modes according to which a data center can 
operate either fully or partially. As a matter of fact, for various geographical locations 
and cooling systems set points the most efficient and sustainable cooling architecture 
combined with economizer mode will be selected. The aforementioned final selection 
will be derived from the comparison of the various types of economizer modes 
regarding their contribution to the Power Usage Effectiveness (PUE) indicator, the data 
center’s annual total electricity cost, the annual carbon emissions and the number of full 
and partial economizer mode hours that each cooling systems provides. 
 The second important goal of this Chapter is to propose a geographical location 
where the construction of a data center can be considered sustainable. For this proposal, 
four technologically advanced countries will be included in the comparison, France, 
Germany, the Netherlands and the United Kingdom. As a matter of fact, the 
aforementioned purpose of the Chapter is to illustrate why data centers should not be 
constructed in geographical locations that are characterized by warm and humid 
climates.  
 Last but not least, an additional purpose of this Chapter is to illustrate which 
supply inlet temperature set points are considered to be the most appropriate to be 
applied within the data center environment in order to maximize the advantages 
deriving from the operation in economizer modes. For this purpose, three types of 
temperature set points will be compared, the user defined temperature, which depends 
on the data center operator, the ASHRAE recommended limits (27
o
C) and the ASHRAE 
allowable limits (32
o
C).  
6.1.3 Methodology 
 The aforementioned research goals will be achieved through the implementation 
of a specific methodology. More specifically, the example of the medium-to-large data 
center used in Chapter 4 will be reused for the application of another tool proposed by 
the APC, the Cooling Economizer Mode PUE Calculator. The purpose of the 
aforementioned tool is analyzed below: 
The Cooling Economizer Mode PUE Calculator  
  The main purpose of this tool is to compare quantitatively those cooling 
architectures that provide the data center with the opportunity of operating in partial 
economizer mode regarding the extent to which each of them contribute to the value of 
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the data center’s Power Usage Effectiveness (PUE), the annual total electricity cost, the 
annual carbon emissions and the number of full and partial economizer mode hours. 
The aforementioned types of cooling architectures can be identified by either their 
ability to be supplemented by the partial operation in refrigerant-based modes or by the 
utilization of evaporative coolers. What is more, the comparison of those types of 
cooling architectures is conducted in a common basis, by taking into account for each of 
them the same input information regarding the geographical location of the data center, 
as well as the power and cooling characteristics. Therefore, the Cooling Economizer 
Mode PUE Calculator aims at evaluating the performance of each cooling system 
combined with economizer mode relatively to the each other by taking for granted that 
they all are deployed in the same type of data center, constructed in the same 
geographical location with the same weather conditions, as well as with the same power 
and cooling characteristics and requirements.  
 The major outputs of the tool proposed by APC, the Cooling Economizer Mode 
PUE Calculator, which will be used for the quantitative comparison of the various types 
of economizer modes, are the following: 
 The Power Usage Effectiveness (PUE) 
 The data center’s annual electricity cost 
 The data center’s annual carbon emissions (carbon footprint) 
 The number of full and partial economizer mode hours. 
6.2 Integration of Energy Efficiency Indicators in 
the Selection of Economizer mode 
 This subchapter includes an initial description of the tool, the Cooling 
Economizer Mode PUE Calculator, the purpose of which is described in the 
Introduction of Chapter 6 in order to provide a better understanding about its usage. For 
the implementation of this tool, the same example of a medium-to-large data center that 
was introduced in Chapter 4 will be used.  The characteristics of this data center will be 
introduced and used as input information for the application of the aforementioned tools 
in order to generate results in order to recognize depending on the value of the energy 
efficient indicators, including the Power Usage Effectiveness (PUE), the data center’s 
annual electricity cost and carbon emissions, as well as the number of full and partial 
economizer mode hours, which type of economizer modes is considered to be the most 
energy efficient cooling configuration. Last but not least, a comparison of those cooling 
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architectures will follow in a quantitative basis. Further comparison will also be 
conducted among various technologically advanced countries and three supply inlet 
temperature set points in order to investigate which geographical location is the most 
suitable for the construction of a data center operating in economizer mode and which 
temperature set points maximize the benefits derived from the operation in free cooling 
mode.  
6.2.1 Description of Tool 
 The description of the Cooling Economizer Mode PUE Calculator is divided 
into two parts, the inputs and the results, exactly the way of description followed in the 
tools applied in Chapter 4. 
The Cooling Economizer Mode PUE Calculator 
 
Figure 40: The Cooling Economizer Mode PUE Calculator  
[ http://www.apcmedia.com/salestools/WTOL-7ZGPFZ_R0_EN.swf ] 
Inputs: The input information of the cooling economizer mode PUE calculator can be 
classified into three categories, the data center location, the cooling and power 
characteristics, as well as the electricity cost and carbon emissions. For each of the 
abovementioned categories there are several issues that must be introduced as inputs in 
the tool in order to produce the desired results, including: 
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 Data Center location: This category of input information requires the 
specification of the country, the region/state and the site, where the data center 
is already or is about to be constructed. As a matter of fact, these inputs aim at 
clarifying the weather conditions that prevail in the data center’s geographical 
location. It is conceivable that a data center constructed in a country with colder 
climate is able to reduce its energy requirements by taking advantage of more 
full or partial economizer mode hours. What is more, although the air 
conditioner with direct fresh air and evaporative assist economizer mode may be 
considered as an inappropriate cooling architecture for the case of wet climates, 
the selection of a geographical location characterized by dry climate may 
mitigate its major disadvantage of requiring additional energy for the 
dehumidification of the outside air. Therefore, the cooling economizer mode 
PUE calculator requires the clarification of the data center location in order to 
estimate the contribution of the weather conditions to the economizer mode. The 
weather conditions prevailing in each geographical location are derived from 
data provided by the ASHRAE’s Weather Data Viewer 4.0 (2009 American 
Society of Heating, Refrigeration and Air-Conditioning Engineers). 
 Cooling and Power Characteristics: The second category of inputs require the 
information about the data center capacity, the data center IT load, the IT 
operating environment, the IT inlet temperature, as well as the power and 
lighting to be defined. The aforementioned information is considered to be of 
great importance for the calculation of the Power Usage Effectiveness (PUE) 
indicator of each of the cooling architectures that will be presented in the results 
of the tool. As far as the IT operating environment is concerned, there are three 
different options that can be selected, the user defined temperature, the 
ASHRAE recommended limits and the ASHRAE allowable limits. The first of 
the aforementioned options requires the supply inlet temperature to be set by the 
data center operators, while the humidity set point is assumed to be equal to 
55%RH. On the other hand, if the ASHRAE recommended or allowable limits 
are selected, then the tool introduces by default the IT inlet temperature equal to 
27
o
C and 32
o
C respectively. As a matter of fact, those temperatures are 
according to the specifications included in the ASHRAE 2011 Thermal 
Guidelines (Appendix E, Table E-1).  Last but not least, the type of power and 
lighting systems must be defined in order to illustrate the extent to which the 
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non-cooling physical infrastructure contributes to the estimated value of the 
Power Usage Effectiveness (PUE) indicator. The tool provides four different 
options, typical, high efficiency, high efficiency with eco-mode UPS and no 
power or lighting losses. It is conceivable that the selection of the “no power or 
lighting losses” results in the calculation of a “cooling only” PUE. More 
specifically, the total amount of energy supplied to the data center will be 
consumed only by the installed IT equipment and the cooling infrastructure.  
 Electricity Cost and Carbon Emissions: By selecting a specific location for a 
data center in the first category in input information of this specific tool, the 
currency, the electricity cost per kWh and the CO2 emissions are completed 
automatically. As a matter of fact, not only does the cost of electricity depend on 
the location of the data center, but also the amount of carbon emissions that are 
released when the energy produces is converted into electricity. The carbon 
emissions completed automatically from the tool as input information are 
derived by the document “Voluntary Reporting of Greenhouse Gasses” written 
by the US Department of Energy. What is more, the carbon emissions include 
the losses that occur during the transmission and distribution of electricity to the 
end user-data center. It is conceivable that a country that relies on hydro and 
nuclear power has lower carbon emissions than a country that relies exclusively 
on the extraction of coal, oil and natural gas.  The  electricity cost per kWh is 
calculated according to the commercial rates of each country provided by a 
report written by the Energy Information Administration. [28, 31] 
Results: The output information of the cooling economizer mode PUE calculator can be 
classified into four categories, the Power Usage Effectiveness, the annual electricity 
cost, the annual carbon emission and the economizer mode hours. Each of the 
aforementioned categories is defined as follows: 
 Power Usage Effectiveness: The Power Usage Effectiveness (PUE) indicator is 
defined as the ratio of  the total power consumption that takes place within a 
hosting facility to the power consumption taking place exclusively by the IT 
equipment. More specifically, the equation is as follows: 
                         (   )  
                   
                 
           ( )  
 
 Annual Electricity cost: The annual electricity cost is the cost of electricity per 
kWh for a given geographical location times the amount of energy in kWh that 
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is supplied and consumed throughout the year by the IT equipment and the 
physical infrastructure installed within the data center space. 
                                                          ( )  
 
 Annual Carbon Emissions: The annual carbon emissions is the emissions rate 
for a given geographical location times the amount of energy in kWh that is 
supplied and consumed throughout the year by the IT equipment and the 
physical infrastructure installed within the data center space. 
                    
                                             ( )  
 
 Economizer Mode Hours: The economizer mode hours are defined as the hours 
throughout the year during which the data center operates either in partial or full 
economizer mode. As a matter of fact, the full economizer mode hours refers to 
those hours that the data center relies totally on the advantages of the free 
cooling, while the partial economizer hours implies that the data center 
operation in economizer mode must be supplemented by various refrigerant-
based modes. [28, 31] 
 By taking into consideration the fact that the dominant purpose of applying the 
cooling economizer mode PUE calculator is to compare quantitatively those cooling 
systems that allow the data centers operate not only in full economizer mode but also by 
taking advantage of partial free cooling, then, it is conceivable that each of the 
aforementioned energy efficiency indicators should be calculated for those six types of 
economizer modes. As a matter of fact, these types of economizer modes that are 
further analyzed in Chapter 5 can be classified into three categories depending on the 
type of cooling system they utilize, the chilled-water architectures, the glycol-cooled 
architectures and the air-cooled architectures. What is more, those types of economizer 
modes are combined by with different air distribution methods, either perimeter or row-
based, apart from the air-cooled architectures, which are proved in Chapter 4 not to be 
affected significantly by the air distribution method that will be used to supply the cold 
airflows to the IT equipment. Last but not least, by taking into account that the 
operation of a data center in economizer mode is justified only in the case that the warm 
and cold air is efficiently containerized, it is rational that the aforementioned cooling 
systems combined with different air distribution methods should be supported by the 
deployment of a containerized airflow management strategy. More specifically, the 
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cooling economizer mode PUE calculator assumes that the six types of economizer 
modes are utilized in a data center, where the racks carrying the IT equipment are 
placed within the hosting environment according to the hot aisle layout. The rationality 
of the aforementioned assumption derives from the fact that the hot aisle containment 
maintains the temperature of the data center space within acceptable temperature 
thresholds, resulting in lower requirement for cooling. As a consequence, the hot aisle 
containment allows a data center take advantage of the available free cooling more 
economizer mode hours than the cold aisle containment.     
 To sum up, the six types of economizer modes that will be used in the 
quantitative comparison in order to identify the most energy efficient one are the 
following: 
 Air-cooled architectures: 
 Air conditioner with direct fresh air and evaporative assist 
 Air conditioner with indirect air evaporative cooler 
 Air conditioner with heat wheel and evaporative assist 
 Chilled water architectures: 
 Chiller with cooling tower, plate and frame HX and perimeter CRAH 
 Containerized packaged chiller with dry cooler and row-based CRAH 
 Glycol-cooled architectures: 
 DX perimeter CRAC with dry cooler. [28, 31] 
6.2.2 Implementation of Tool 
 For the implementation of the cooling economizer mode PUE calculator, the 
same example of a medium-to-large data center introduced in the quantitative 
comparison of the traditional cooling architectures in Chapter 4 will be used. The 
features of this specific example of data center are gathered by statistical analyses 
conducted by several IT organizations, such as the serverloft.de, the hetzner.de, the 
layeredtech.com, the rackspace.com, etc. 
 The main purpose of using as input information the features of this hypothetical 
data center in the application of the aforementioned tool, is to investigate and illustrate 
which of the cooling systems that are able to operate in both full and partial economizer 
mode is considered to be the most suitable to be deployed in a medium-to-large data 
center in order to increase its energy efficiency and sustainability. The final selection of 
the most energy efficient and environmental friendly type of economizer modes will be 
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derived by the comparison of the Power Usage Effectiveness (PUE) indicator, the data 
center’s annual electricity cost and carbon emissions, as well as the number of full and 
partial economizer mode hours that are calculated for each of the six types of 
economizer modes introduced in the previous subchapter.  
 However, by taking into consideration the fact that the energy efficiency 
indicators, including the Power Usage Effectiveness (PUE), the data center’s annual 
electricity cost and carbon emissions, as well as the number of the economizer mode 
hours depend on the geographical location of the data center and the cooling systems set 
points, it is conceivable that the research should expand its scope in order to provide 
information about how these indicators used in the comparison of the six types of 
economizer modes may vary in different countries and for different indoor temperature 
requirements. Therefore, exactly like the methodology followed in the IT carbon and 
energy allocation data center calculator in Chapter 4, the tool will be implemented by 
assuming that the medium-to-large data center is located at the four European most 
technologically advanced countries, France, Germany, the Netherlands and the United 
Kingdom. What is more, the tool will be implemented repetitively by assuming that the 
IT environment of the medium-to large data center should be maintained each time 
within the acceptable temperature and humidity thresholds proposed by one of the 
following: the data center operator, the ASHRAE recommended limits and the 
ASHRAE allowable limits.  
The Cooling Economizer Mode PUE Calculator 
Inputs: As mentioned before, the main purpose of this tool is to provide a quantitative 
comparison and demonstrate the anticipated annual PUE, energy cost and carbon 
emissions of the six types of economizer modes that are usually applied within the data 
center industry and allow the hosting facilities operate primarily in economizer mode, 
while refrigerant-based modes are utilized as supplementary cooling infrastructure. 
However, the value of the aforementioned parameters are highly interrelated with the 
geographical location of the data center, the temperature and humidity set points 
required for the operation of the IT equipment and the cooling architectures’ 
configuration. Due to the aforementioned interdependencies, the cooling economizer 
mode PUE calculator is required to be applied several times for different countries and 
various supply inlet temperatures. There is no need to investigate how the cooling 
architectures’ configuration affects the energy performance of the six types of 
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economizer modes, due to the fact that this specific tool proposed by APC takes for 
granted the deployment of the most energy efficient airflow management strategy, the 
hot aisle containment. [10] 
 The input information required for the application of this tool can be classified 
into three categories, the data center location, the cooling and power characteristics, as 
well as the electricity cost and carbon emissions. To begin with, the technical 
characteristics of the cooling and power infrastructure of the hypothetical medium-to-
large data center are introduced in Chapter 4. More specifically, the data center 
capacity and the data center IT load can be derived from the results generated by the 
data center power sizing calculator. As a matter of fact, the aforementioned tool, by 
taking into account the information provided by various IT organizations about the 
number and the characteristics of the servers, the storage characteristics, as well as the 
design attributes, estimated that the total amount of energy required by the data center is 
equal to 9,070kW, while the IT equipment requires to be supplied with 55% to the total 
amount of energy, which is equal to 5,040kW. What is more, as far as the IT operating 
environment is concerned, the cooling economizer mode PUE calculator will be applied 
separately for each of the three options provided by the tool, the used defined 
temperature, the ASHRAE recommended limits and the ASHRAE allowable limits, in 
order to illustrate how the various cooling systems set points can affect the energy 
efficiency of the six types of economizer modes and demonstrate which IT operating 
environment is considered to maximize the benefits derived from operating in 
economizer mode. Each of the aforementioned IT operating environments determines 
the IT inlet temperature. More specifically, the user defined temperature assumes that 
the supply inlet temperature is equal to 21
o
C, as well as the ASHRAE recommended 
and allowable limits assume that the inlet temperature is equal to 27
o
C and 32
o
C 
respectively. Last but not least, in the input information provided for the calculator of 
data center efficiency, the hypothetical medium-to-large data center is supposed to 
utilize high efficiency power and lighting systems supported by eco-mode UPS. 
 By taking into account the fact that the anticipated annual PUE, energy cost and 
carbon emissions of the six types of economizer modes that are usually applied within 
the data center industry are highly dependent on the geographical location of the data 
center, it is conceivable that the cooling economizer mode PUE calculator will be 
applied separately for the four technologically advanced countries introduced in 
Chapter 4, France, Germany, the Netherlands and the United Kingdom. For each of the 
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aforementioned countries, the accurate site of the data center must be specified. The 
four different sites are located in different geographical longitudes in order to provide 
an unequivocal illustration of how the geographical location of a data center affects the 
performance of the economizer mode and demonstrate which location is considered to 
maximize the benefits deriving from the operation of a data center in economizer mode.  
More specifically, the medium-to-large data center assumed to be constructed in France 
is located at the southern Mediterranean city of Toulon. The data center with the same 
characteristics that is about to be constructed in Germany is located at the southern city 
of the country, Munich, in the Middle of Europe. The medium-to-large data center 
assumed to be constructed in the Netherlands is located at the northern city of the 
country, Groningen, while the data center that is about to be constructed in the United 
Kingdom is located in northern city of the country, Aberdeen. As a matter of fact, 
according to the air-side free cooling map proposed by the Green Grid (Figure 41) and 
for supply inlet temperature equal to 27
o
C, the data center located at Aberdeen is 
considered to be the most advantageous among the four sites included in the research, 
due to the fact that it can take greater benefit of the outside cold climate in order to 
operate more hours in economizer mode. [32] 
 
Figure 41: The Green Grid 2009 European Air-side Free Cooling Map [32] 
Groningen 
Aberdeen 
Toulon 
Munich 
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 Apart from the cooling and power characteristics, as well as the data center 
location, Table 25 illustrates the currency, the electricity and CO2 emissions rate for 
each of the four countries included in the research, due to the importance of those 
indicators in the calculation of the annual PUE, electricity cost and carbon emissions of 
the six economizer modes used in quantitative comparison. 
Table 25: Inputs of the cooling economizer mode PUE calculator  
C
o
o
li
n
g
 &
 p
o
w
e
r 
   
   
   
   
   
   
  
ch
a
ra
ct
e
ri
st
ic
s 
Data center capacity 9,070kW 
Data center IT load 5,040 kW (=55%) 
IT operating 
environment  
a) User defined temperature 
b) ASHRAE recommended limits 
c) ASHRAE allowable limits 
 
IT inlet temperature 
a) 21.0oC 
b) 27.0oC 
c) 32.0oC 
Power & lighting High efficiency with eco-mode UPS 
Research conducted for France, 
Germany, The Netherlands, UK 
,UKUK 
    
D
a
ta
 c
e
n
te
r 
   
   
  
lo
ca
ti
o
n
 Country FR DE NL UK 
Region/State All All All All 
Site Toulon Munich Groningen     Aberdeen  
E
le
ct
ri
ci
ty
 c
o
st
 &
 
ca
rb
o
n
 e
m
is
si
o
n
s Currency € € € £ 
Electricity cost per 
kWh 
0,098 0,147 0,182 0,119 
CO2 emissions 
(kg/kWh) 
0,083 0,539 0,479 0,475 
 
Results: Tables 26, 27 and 28 demonstrate the anticipated annual PUE, the total 
electricity and carbon emissions, as well as the number of the economizer mode hours 
for each of the six economizer modes applied in the medium-to-large data center. The 
aforementioned values are calculated for the same data center constructed on the four 
different geographical locations and according to the restrictions imposed by the three 
different supply inlet temperature set points.  
Standard inputs of IT carbon and energy allocation calculator 
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Table 26 (a): Results of the cooling economizer mode PUE calculator for user defined temperature  
Research for 
France, Germany, 
The Netherland 
and the UK 
Air conditioner 
with direct fresh 
air & evaporative 
assist 
Air conditioner 
with indirect air 
evaporative 
cooler 
Air conditioner 
with heat wheel & 
evaporative assist 
Chiller with 
cooling tower, 
plate & frame HX, 
Perimeter CRAH 
Containerized 
packaged chiller 
with dry cooler, 
Row-based CRAH 
DX perimeter 
CRAC with dry 
cooler 
P
o
w
e
r 
U
sa
g
e
 
E
ff
e
ct
iv
e
n
e
ss
 (
P
U
E
)  
1.35 1.23 1.24 1.60 1.41 1.62 
 
1.26 1.20 1.21 1.53 1.36 1.51 
 
1.28 1.20 1,21 1.54 1.35 1.48 
 
1.23 1.20 1.20 1.51 1.32 1.44 
A
n
n
u
a
l 
to
ta
l 
   
   
e
le
ct
ri
ci
ty
 c
o
st
  
5,600,000€ 5,100,000€ 5,100,000€ 6,700,000€ 5,900,000€ 6,800,000€ 
 
7,900,000€ 7,500,000€ 7,500,000€ 9,600,000€ 8,500,000€ 9,400,000€ 
 
9,900,000€ 9,300,000€ 9,300,000€ 11,900,000€ 10,400,000€ 11,400,000€ 
 
6,400,000£ 6,200,000£ 6,200,000£ 7,900,000£ 6,900,000£ 7,500,000£ 
 
 
Air-cooled                                                                               
architectures 
Chilled-water                                  
architectures 
Glycol-cooled 
architectures 
-1
4
5
- 
 
 -146-  
`   
-1
4
5
- 
Table 26 (b): Results of the cooling economizer mode PUE calculator for user defined temperature  
Research for 
France, Germany, 
The Netherland 
and the UK 
Air conditioner 
with direct fresh 
air & evaporative 
assist 
Air conditioner 
with indirect air 
evaporative 
cooler 
Air conditioner 
with heat wheel & 
evaporative assist 
Chiller with 
cooling tower, 
plate & frame HX, 
Perimeter CRAH 
Containerized 
packaged chiller 
with dry cooler, 
Row-based CRAH 
DX perimeter 
CRAC with dry 
cooler 
A
n
n
u
a
l 
ca
rb
o
n
   
e
m
is
si
o
n
s 
 
4,891t 4,448t 4,485t 5,808t 5,124t 5,892t 
 
29,728t 28,357t 28,491t 36,111t 32,085t 35,523t 
 
26,845t 25,193t 25,242t 32,202t 28,201t 30,900t 
 
25,589t 24,843t 24,841t 31,361t 27,455t 29,789t 
E
co
n
o
m
iz
e
r 
m
o
d
e
 
h
o
u
rs
 (
F
u
ll
 h
o
u
rs
/
   
   
   
   
   
P
a
rt
ia
l 
h
o
u
rs
) 
 
5,096hrs/0hrs 5,713hr/3,047hrs 4,690hr/4,069hrs 1,978hr/4,752hrs 3,803hr/1,702hrs 2,753hr/5,997hrs 
 
7,308hrs/0hrs 7,571hr/1,189hrs 6,870hr/1,890hrs 5,053hr/3,054hrs 6,066hr/1,242hrs 5,394hr/3,365hrs 
 
6,785hrs/0hrs 7,647hr/1,113hrs 6,977hr/1,783hrs 4,336hr/3,897hrs 6,584hr/1,331hrs 5,717hr/3,043hrs 
 
8,070hrs/0hrs 8,588hrs/172hrs 8,242hrs/518hrs 4,999hr/3,758hrs 7,646hr/1,050hrs 6,593hr/2,167hrs 
  
Air-cooled                                                                               
architectures 
Chilled-water                                  
architectures 
Glycol-cooled 
architectures 
-1
4
6
- 
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Table 27 (a): Results of the cooling economizer mode PUE calculator for ASHRAE recommended limits  
Research for 
France, Germany, 
The Netherland 
and the UK 
Air conditioner 
with direct fresh 
air & evaporative 
assist 
Air conditioner 
with indirect air 
evaporative 
cooler 
Air conditioner 
with heat wheel & 
evaporative assist 
Chiller with 
cooling tower, 
plate & frame HX, 
Perimeter CRAH 
Containerized 
packaged chiller 
with dry cooler, 
Row-based CRAH 
DX perimeter 
CRAC with dry 
cooler 
P
o
w
e
r 
U
sa
g
e
 
E
ff
e
ct
iv
e
n
e
ss
 (
P
U
E
)  
1.26 1.20 1.21 1.52 1.35 1.49 
 
1.21 1.19 1.20 1.48 1.33 1.43 
 
1.21 1.19 1,19 1.48 1.32 1.42 
 
1.21 1.19 1.19 1.47 1.31 1.41 
A
n
n
u
a
l 
to
ta
l 
   
   
 
e
le
ct
ri
ci
ty
 c
o
st
  
5,200,000€ 5,000,000€ 5,000,000€ 6,300,000€ 5,600,000€ 6,200,000€ 
 
7,500,000€ 7,400,000€ 7,500,000€ 9,300,000€ 8,300,000€ 8,900,000€ 
 
9,300,000€ 9,200,000€ 9,200,000€ 11,500,000€ 10,200,000€ 11,000,000€ 
 
6,300,000£ 6,200,000£ 6,200,000£ 7,700,000£ 6,800,000£ 7,300,000£ 
  Air-cooled                                                                               
architectures 
Chilled-water                                  
architectures 
Glycol-cooled 
architectures 
-1
4
7
- 
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Table 27 (b): Results of the cooling economizer mode PUE calculator for ASHRAE recommended limits   
Research for 
France, Germany, 
The Netherland 
and the UK 
Air conditioner 
with direct fresh 
air & evaporative 
assist 
Air conditioner 
with indirect air 
evaporative 
cooler 
Air conditioner 
with heat wheel & 
evaporative assist 
Chiller with 
cooling tower, 
plate & frame HX, 
Perimeter CRAH 
Containerized 
packaged chiller 
with dry cooler, 
Row-based CRAH 
DX perimeter 
CRAC with dry 
cooler 
A
n
n
u
a
l 
ca
rb
o
n
   
e
m
is
si
o
n
s 
 
4,561t 4,349t 4,372t 5,501t 4,909t 5,396t 
 
28,437t 28,069t 28,154t 34,975t 31,244t 33,787t 
 
25,265t 24,965t 25,001t 31,041t 27,576t 29,697t 
 
25,023t 24,734t 24,759t 30,553t 27,228t 29,205t 
E
co
n
o
m
iz
e
r 
m
o
d
e
 
h
o
u
rs
 (
F
u
ll
 h
o
u
rs
/
   
   
   
   
   
P
a
rt
ia
l 
h
o
u
rs
) 
 
7,447hrs/0hrs 8,120hrs/640hrs 7,105hr/1,655hrs 5,300hr/3,263hrs 6,332hr/1,418hrs 5,506hr/3,254hrs 
 
8,686hrs/39hrs 8,617hrs/143hrs 8,192hrs/568hrs 7,308hr/1,418hrs 7,808hr/648hrs 7,308hr/1,452hrs 
 
8,725hrs/0hrs 8,681hrs/79hrs 8,454hrs/306hrs 7,496hr/1,251hrs 8,316hrs/364hrs 7,915hrs/845hrs 
 
8,760hrs/0hrs 8,760hrs/0hrs 8,760hrs/0hrs 8,500hrs/260hrs 8,756hrs/4hrs 8,696hrs/64hrs 
 
 
Air-cooled                                                                               
architectures 
Chilled-water                                  
architectures 
Glycol-cooled 
architectures 
-1
4
8
-  
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Table 28 (a): Results of the cooling economizer mode PUE calculator for ASHRAE allowable limits  
Research for 
France, Germany, 
The Netherland 
and the UK 
Air conditioner 
with direct fresh 
air & evaporative 
assist 
Air conditioner 
with indirect air 
evaporative 
cooler 
Air conditioner 
with heat wheel & 
evaporative assist 
Chiller with 
cooling tower, 
plate & frame HX, 
Perimeter CRAH 
Containerized 
packaged chiller 
with dry cooler, 
Row-based CRAH 
DX perimeter 
CRAC with dry 
cooler 
P
o
w
e
r 
U
sa
g
e
 
E
ff
e
ct
iv
e
n
e
ss
 (
P
U
E
)  
1.21 1.19 1.20 1.48 1.32 1.43 
 
1.21 1.19 1.19 1.47 1.31 1.41 
 
1.21 1.19 1,19 1.47 1.31 1.40 
 
1.21 1.19 1.19 1.47 1.31 1.40 
A
n
n
u
a
l 
to
ta
l 
   
   
 
e
le
ct
ri
ci
ty
 c
o
st
  
5,000,000€ 5,000,000€ 5,000,000€ 6,200,000€ 5,500,000€ 5,900,000€ 
 
7,500,000€ 7,400,000€ 7,400,000€ 9,200,000€ 8,200,000€ 8,800,000€ 
 
9,300,000€ 9,200,000€ 9,200,000€ 11,400,000€ 10,100,000€ 10,800,000€ 
 
6,300,000£ 6,200,000£ 6,200,000£ 7,700,000£ 6,800,000£ 7,300,000£ 
 
 
Air-cooled                                                                               
architectures 
Chilled-water                                  
architectures 
Glycol-cooled 
architectures 
-1
4
9
- 
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Table 28 (b): Results of the cooling economizer mode PUE calculator for ASHRAE allowable limits   
Research for 
France, Germany, 
The Netherland 
and the UK 
Air conditioner 
with direct fresh 
air & evaporative 
assist 
Air conditioner 
with indirect air 
evaporative 
cooler 
Air conditioner 
with heat wheel & 
evaporative assist 
Chiller with 
cooling tower, 
plate & frame HX, 
Perimeter CRAH 
Containerized 
packaged chiller 
with dry cooler, 
Row-based CRAH 
DX perimeter 
CRAC with dry 
cooler 
A
n
n
u
a
l 
ca
rb
o
n
   
e
m
is
si
o
n
s 
 
4,383t 4,323t 4,334t 5,365t 4,794t 5,180t 
 
28,384t 27,956t 28,050t 34,631t 30,958t 33,181t 
 
25,227t 24,872t 24,933t 30,774t 27,467t 29,399t 
 
25,043t 24,646t 24,713t 30,489t 27,228t 29,111t 
E
co
n
o
m
iz
e
r 
m
o
d
e
 
h
o
u
rs
 (
F
u
ll
 h
o
u
rs
/
   
   
   
   
   
P
a
rt
ia
l 
h
o
u
rs
) 
 
8,563/196hrs 8,721hrs/39hrs 8,387hrs/373hrs 7,750hr/1,006hrs 8,008hrs/596hrs 7,447hr/1,313hrs 
 
8,758hrs/2hrs 8,754hrs/6hrs 8,667hrs/93hrs 8,505hrs/255hrs 8,548hrs/177hrs 8,338hrs/422hrs 
 
8,760hrs/0hrs 8,759hrs/1hrs 8,734hrs/26hrs 8,597hrs /163hrs 8,714hrs/43hrs 8,630hrs/130hrs 
 
8,760hrs/0hrs 8,760hrs/0hrs 8,760hrs/0hrs 8,760hrs/0hrs 8,760hrs/0hrs 8,760hrs/0hrs 
  
Air-cooled                                                                               
architectures 
Chilled-water                                  
architectures 
Glycol-cooled 
architectures 
-1
5
0
- 
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6.3 Quantitative Comparison  
 By taking into account the fact that the dominant research goal of this Chapter is 
to demonstrate which of the six types of economizer modes is considered to be the most 
suitable for the operation of a medium-to-large data center, it is apparent from the 
results generated by the application of the cooling economizer mode PUE calculator 
that the air-cooled systems are the most appropriate. Among the three air-cooled 
systems, the air conditioner with indirect air evaporative cooler is considered to 
maximize the benefits generated by the operation of the data center in economizer 
mode, no matter which geographical location the data center is constructed on or which 
supply inlet temperature is set by the data center operator. As a matter of fact, the 
results of the cooling economizer mode PUE calculator illustrated that the installation of 
the aforementioned cooling system results in a significant minimization of the 
anticipated annual Power Usage Effectiveness (PUE), total electricity cost and carbon 
emissions, as well as in a maximization of the full and partial economizer mode hours. 
On the other hand, the comparison of the six types of economizer modes that allow the 
data center operate even in economizer mode supplemented by mechanical cooling 
indicated that the cooling system that contributes the least in the energy improvement of 
the medium-to-large data center used in the tool is the chiller occupying cooling towers, 
plate and frame heat exchangers and perimeter installed CRAH units.  
 However, the results generated for the IT operating environment imposed by the 
ASHRAE recommended and allowable limits demonstrate that the deployment of an air 
conditioner with direct fresh air and evaporative assist in those geographical locations 
with colder climate allow the medium-to-large data center operate more hours in 
economizer mode in comparison with the air conditioned with indirect air evaporative 
cooler. Despite this, the comparison of the anticipated total electricity cost of those two 
cooling systems illustrates that the latter dominates the former. This statement can be 
justified by the fact that the air conditioner with fresh air and evaporative assist by 
allowing the outside air flow into the data center space without further filtering 
increases the energy requirements of the hosting facility for dehumidification and for 
the protection of the IT equipment against the intrusion of undesired particulates, such 
as smoke.  
 The second purpose of the research is to illustrate which geographical location 
in considered to be the most suitable for the operation of a data center in economizer 
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mode. If the air conditioner with indirect air evaporative cooler is deployed within the 
data center space, it is conceivable that this specific cooling system results in the same 
extent of PUE minimization; no matter which geographical location the data center is 
constructed on or which supply inlet temperature is set by the data center operator. The 
results of the cooling economizer mode PUE calculator demonstrated that the 
anticipated value of the PUE calculated for this specific cooling system does not present 
any considerable variation, due to the influence of the weather conditions prevailing on 
a geographical location or the required temperature and humidity set points.  
 Although the deployment of the air conditioner with indirect air evaporative 
cooler in each of the four technologically advanced countries and for each of the three 
available temperature set points results on a slightly similar value of the Power Usage 
Effectiveness (PUE) indicator, the annual total electricity cost and carbon emissions, as 
well as the number of economizer mode hours are proved to be highly dependent on the 
weather conditions prevailing on a geographical location and on the temperature and 
humidity specifications of the IT operating environment. As far as the annual total 
electricity costs and carbon emissions are concerned, the results of the above analyzed 
research indicated that Toulon, even if it is a warm Mediterranean city, is considered to 
be the most suitable place for the construction of energy efficient data centers due to the 
low cost of electricity per kWh and the limited carbon emissions rate. In fact, the 
limited carbon emissions rate is justified by the fact that a significant percentage of the 
energy produced in France is derived from nuclear power, while the low cost of 
electricity per kWh is due to the fact that the existing nuclear power plants operate in 
high utilization factor. On the other hand, as far as the number of economizer mode 
hours is concerned, the northern city of the United Kingdom, Aberdeen, is considered to 
be the appropriate site for the construction of a data center from the energy savings 
perspective. As a matter of fact, a data center located at Aberdeen is able to take greater 
advantage from the weather conditions in comparison with a data center constructed at 
the Mediterranean city of Toulon, which means that the former is able to operate more 
hours in economizer mode than the latter.  
 The major question that arises regarding the geographical location of the data 
center is about which country is the most suitable among the four used in the research, 
France or the United Kingdom? As it was mentioned before, the city of Toulon in 
France is considered to be an advantageous site for a data center due to its low 
electricity and carbon rate, while the city of Aberdeen in the United Kingdom provides 
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a data center with the opportunity of reducing its energy requirements for cooling 
infrastructure by operating more hours in economizer mode. Although the cost factor is 
of great importance for a data center, it must be clarified that the majority of the existing 
or newly constructed medium-to-large data centers have already invested in the 
development of renewable energy technologies in order to be able to produce the 
amount of the energy that until now was supplied by the electrical grid, meaning that 
the minimization of the energy required for the operation of the cooling infrastructure 
takes precedence.  
 Last but not least, the third purpose of the research is to illustrate which supply 
inlet temperature is considered to maximize the advantages derived from the operation 
of a data center in economizer mode. The results of the cooling economizer mode PUE 
calculator illustrated that the implementation of the ASHRAE allowable limits can lead 
a data center towards a significant minimization of the annual PUE, total electricity 
costs and carbon emissions, but mainly towards the maximization of the number of the 
full economizer mode hours. This statement can be justified by the fact that the higher 
are the temperature and the humidity levels allowed within the data center space, the 
less energy is required to be supplied to the data center for the function of the installed 
cooling infrastructure. As a consequence, a data center with such high supply inlet 
temperature is able to operate partially in refrigerant-based mode only a few days during 
the year that are characterized by extremely warm weather conditions or in cases that a 
backup system is required. 
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7 Legislative Framework for 
Data Centers 
 By taking into consideration the fact that the climate change and the fuel 
security are considered to be among the most important issues in the prevailing policy 
agenda, a concise policy framework is formulated at both the European Union and 
national levels. However, not only should the continuous growth of data centers be 
included in the abovementioned policy framework, but also their energy intensity, 
necessitating the implementation of energy efficiency measures on both product design 
and building services. Therefore, it is important to investigate to what extent the 
prevailing legislative framework in the countries used for the research, France, 
Germany, the Netherlands and the United Kingdom, supports the integration of further 
energy efficiency measures, apart from the operation in economizer mode. 
7.1 Introduction 
7.1.1 Data Centers and Energy Demand 
 An increased use of information and communication technologies (ICT) by the 
commercial and industrial sector and the population in general has resulted in an 
extraordinary amplification of energy demand in data centers. More specifically, there is 
a boom in data centers electricity demand so as to drive sufficiently the installed IT and 
cooling devices. According to Dr. Kevin Aylin, in September 2008, data centers energy 
consumption was 50 times higher than an equivalent office building, while, from 2005 
to 2010, server energy consumption was estimated to be equal to more than 10 
additional 1000MW power plants. As a matter of fact, in order to clarify the impact of 
data centers in power consumption, in Western Europe, electricity consumption is 
predicted to ascend from 56 terawatt hours (TWh) per year in 2007 to 104 terawatt 
hours (TWh) per year by 2020. [33] 
 A matter of considerable controversy at present is the issue of whether energy 
demand in datacenters should be covered by fossil fuel-based energy sources, or rather 
energy efficient measures should be transposed in order to avoid the production of 
greenhouse gas (GHG) emissions caused during the extraction of the abovementioned 
type of energy. According to Gartner Inc., in April 2007, the global ICT industry is 
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estimated to contribute to the release of 2% of global CO2 emissions, a value that is 
equal to the aviation industry’s emissions. [33] 
 Nowadays, the phenomenon of climate change is included in the policy agendas 
of world leaders, as mentioned at the 2009 Major Economies Forum. In the 2009 Major 
Economies Forum, the leaders recognized that climate change is ‘‘one of the current 
challenges of great significance of our time period’’ and they validated the objectives, 
provisions and principles of the United Nations Framework Convention on Climate 
Change (UNFCCC). Within the framework of this international agreement, the goal is 
specified to be the achievement of ‘‘stabilizing the gas concentrations in the atmosphere 
at a level that would prevent dangerous anthropogenic interference with the climate 
change’’. [33] 
 
 
  
 
 
 
 
 By taking into account the previously mentioned goal, the Kyoto Protocol 
introduced and forced to the industrialized countries endeavors through its legally 
binding commitments to reduce the GHG emissions to lower levels than those produced 
in 1990 by the period of 2008 to 2012. As a matter of fact, CO2 emissions are of great 
importance in many industrialized European countries, such as the UK, the Netherlands 
and Germany. Despite the fact that France is also an industrialized country, the release 
of CO2 emissions is less important, since the electricity generated to cover the energy 
demand is derived from the utilization of nuclear power (approximately 39%) and 
hydroelectricity (approximately 5%). However, in Western Europe, not only are CO2 
emissions considered to raise concerns within the various countries, but also the need 
for security of supply, the continuously rising costs of fuels and the unpleasant 
combination of local energy sources depletion with the increasing reliance on imported 
energy. As a consequence, countries should focus on the development of efficient 
methods to be implemented during the total energy lifecycle including the generation, 
transportation and consumption, as well as on the utilization of innovative free-pollution 
energy sources. [33] 
Atmospheric concentrations of CO2 (379 ppm) and methane 
(1774ppb) in 2005 far exceed the natural range over the last 
650.000 years. 
Global increases in CO2 are due primarily to fossil fuel use. 
(Intergovernmental Panel on Climate Change, 2007) [33] 
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7.1.2 The Challenge 
 A matter of considerable controversy at present is the issue about to what extent 
the required level of energy efficiency in order to meet the challenges imposed by the 
Kyoto Protocol can be achieved and about how feasible is the transition from a carbon-
based economy to a economically sustainable and prosperous low or zero economy. 
Wherever business and economics are not able to produce the desirable results, 
government policy and intervention usually takes place. Therefore, this Chapter focuses 
on the exiting and imminent energy policy to be trasposed in the near future that are of 
great significance to the ICT industry. The Table 29 summarizes the energy policies that 
are identified and applied in France, Germany, the Netherlands and the United 
Kingdom. [33] 
Table 29: Key policies identified and applicable in France, Germany, the Netherlands and 
the United Kingdom [33] [34] 
Research conducted for France, Germany, The 
Netherland and the UK 
 
Energy Performance of Buildings Directive & Revisions 
Energy Labeling Directive & Revisions 
Eco-Design Directive & Expansion 
Data Center Environmental Certification 
Energy and Environmental Product Labels 
EU Code of Conduct Energy Efficiency for Data Centers 
The Fluorinated Greenhouse Gases (F Gas) Regulation 
Feed-In Tariffs 
Tax Reductions 
Grants & Funding 
Carbon Trading 
Increasing Buildings Codes 
Evolving Planning Policies 
Voluntary Monitoring & Reporting Initiatives 
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7.2 Energy Policies and Implications 
7.2.1 Energy Labeling- Demonstrating Energy Performance 
Energy Performance of Buildings Directive (2002/91/EC) 
  
 
 
These legal binding commitments were introduced in the Netherlands through its 
Energy Performance Standard (EPN) since 1995. On the other hand, the United 
Kingdom, Germany and France have interpreted the EPBD according to the frameworks 
and objectives of their national law.  For instance, since 2009, Germany requires that 
Energy Performance Certificates (EPCs) must be issued for all buildings with total 
horizontal area larger than 1,000 m
2
, while the United Kingdom stipulates that the 
abovementioned certificate is mandatory only for the buildings that are occupied by the 
general public.[33, 35] 
Within the framework of the Energy Performance of Building Directive, annual 
inspections of boilers and cooling systems by prescribed assessors are included as well. 
As far as Germany and the Netherlands are concerned, the annual boiler inspections are 
of great importance as highlighted in the Small &Medium Combustion Plant Ordinance 
and Environmental Law. However, the inspection of the cooling systems requires the 
introduction of innovative methodologies, the better training of the accredited assessors 
and several law amendments in all four countries. As a matter of fact, the EPBD 
requires the conduct of inspections of cooling systems with effective rated power higher 
than 12 kW. The abovementioned energy efficiency measure was introduced in England 
and Wales since 4 January 2011, while, until 2009, the Energy Performance of 
Buildings Regulations required the inspection exclusively of those air conditioning 
systems with rated power higher than 250 kW. [33, 35] 
           The Energy Performance of Building Directive 
2002/91/EC (EPBD) endeavors through its legal binding 
commitments to introduce in non-domestic buildings the 
required level of energy efficiency. Since December 2006, it 
is mandatory for a building’s owner to issue an Energy 
Performance Certificate (EPC), especially when the building 
is considered to be completed or is about to be sold or 
leased. The abovementioned certificate must be produced by 
an accredited assessor and its valid time frame is considered 
to 10 years. [33, 35] 
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Implications of the EPBD 
The EPBD does not include any effective implications for the data center sector. 
The owner to the building is not considered to be so much financially burdened for:  
 The issue of the Energy Performance Certificate (EPC) of the building that is 
being completed and is available for sale or lease 
 The conduct of the annual inspection of boiler and cooling system. [33] 
Revisions to the Energy Performance of Buildings Directive (Directive 2010/31/EC) 
In November 2008, the European Commission introduced additional measures to 
the EPBD that would: 
 Intensify the provisions of the Energy Performance Certificates (EPCs) and the 
inspections of heating and cooling systems 
 Introduce a benchmarking estimation instrument 
 Prepare the ground for higher market acceptance of low- or zero-energy & 
carbon buildings. [33, 36] 
At the end of March 2009, more proposals for EPBD amendment were 
introduced by the Members of the European Parliament’s industry committee. Among 
these proposals, the most ambitious ones are the construction of new buildings 
orientated towards zero energy consumption by the end of 2018, and the establishment 
of a lower threshold indicating the percentage of the existing buildings that should be 
renovated to be energy neutral in 2015 and 2020. What is more, the committee proposed 
for the reinforcement of the abovementioned measures several financing incentives, 
such as energy efficiency funds and tax reductions. [33, 36] 
Implications of Revisions to the EPBD  
The main implications of the revisions to the EPBD are the following:  
 Higher level of transparency in the real estate market including landowners, 
lessees and investors. 
 Potential introduction of several financial incentives during the execution of the 
design and renovation phase, although the strategy used is not totally clarified.  
 Positive impacts on data centers design and construction through the 
implementation of the recent requirement regarding the construction of net zero 
carbon buildings by the end of 2018. However, it is not clarified in the 
provisions of the revisions to the EPBD to what extent the new amendments will 
be transposed to the data center sector and its CO2 emissions. 
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Environmental Rating Schemes of Buildings 
 Nowadays, various environmental rating schemes are available for the 
assessment of commercial buildings during the design phase. Despite the exclusive 
applicability described before, at the international level, the US Green Building 
Council’s Leadership in Energy and Environmental Design (LEED) rating system for 
commercial buildings is also applicable for specific construction phases, such as ‘‘New 
Construction’’, ‘‘Core and Shell Construction’’ and ‘‘Existing Buildings’’. However, 
the LEED’s applicability in the assessment of the data center sector is considered to be 
rare. In the United States, the first LEED certified data center with gold rating was 
realized by Digital Realty Trust in 2007, while, the next year, the Citibank constructed 
the first LEED certified data center with Platinum rating in Europe. [33] 
 In the United Kingdom, a new rating system for data centers, known as BREEM 
Datacenters, is developed by the Building Research Establishment (BRE) and Digital 
Realty Trust. The abovementioned rating system is applied during the design, 
construction and operation phase of a data center. As a matter of fact, it must be 
clarified that both the LEED and BREEAM rating systems focus on the environmental 
assessment and the estimation of the potential impacts, including materials, water, 
energy, transport impacts. [33] 
 As far as France is concerned, a unique rating system, known as High Quality 
Environmental (HQE), was applied to the commercial buildings for the environmental 
assessment and the estimation of the impacts on the human health. In June 2009, the 
BRE Global and the French CSTB came into an agreement regarding the final 
alignment of the until now transposed rating system, HQE, and the BREEAM in France 
in order to achieve a higher level of sustainability of commercial buildings. [33] 
 In the Netherlands, the NL-BREEAM was developed by the Dutch Green 
Building Council (DGBC), which is mainly applied in residential, office, commercial, 
retail and academic buildings. [33] 
 Last but not least, Germany implemented the Sustainable Building Seal (DNGB 
certifications), which is in compliance with the prevailing national law, especially in 
office and administration buildings. In fact, several aspects of sustainability in buildings 
are integrated in this rating system, including those related to the ecology, economy, 
society, culture as well as to the level of quality that characterizes the technology, the 
processes and the location. [33] 
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Implications of Environmental Rating Schemes for Data Centers 
 Although the abovementioned rating schemes are not mandatory in the countries 
presented above, in the United Kingdom, several governmental bodies dealing with the 
issue of spatial planning have introduced minimum assessment criteria that must be 
fulfilled in order the abovementioned rating systems to be certified.  [33] 
 As a matter of fact, if a building is about to be constructed on an area in the 
United Kingdom that imposes to the developer the important prerequisite of acquiring 
the abovementioned rating certificates, the implications arising include: 
 An increase in the time and the magnitude of the initial investment required 
during the design phase in order to obtain the certification. In fact, both of these 
parameters can be decreased by occupying an experienced accredited assessor 
and design team. However, by taking into account that these rating schemes are 
recently imposed, the availability of such qualified professionals is still 
restricted. 
 A decrease in energy and raw materials consumption during the operation of the 
building resulting into larger cost savings. [33] 
When the LEED or BREEAM certification is required, then the land developer 
should take into consideration more parameters than the financial aspect exclusively. 
More specifically, not only do these certifications provide automatically the opportunity 
for positive advertisement within the involving sectors, but also for better reputation, 
especially when various energy efficiency measures are integrated in the building. [33] 
The Energy Labeling Directive (92/75/EEC) 
 Nowadays, the Energy Labeling Directive 92/75/EEC is applied effectively for 
household electronic devices. However, the EC decided to add in the Energy Labeling 
Directive additional provisions regarding the energy-using products and the appliances 
utilized in the commercial sector. [33, 37] 
Implications of the Energy Labeling Directive (92/75/EEC) 
 Although, the Energy Labeling Directive does not have any effective impact on 
the electronic devices used in the data center sector, those appliances are about to be 
subjected to the abovementioned Directive in the near future. Despite the fact that this 
modification is not yet pending: 
 Product manufacturers must to be able to present their opinions about the energy 
 -162-  
   
-1
4
5
- 
labeling and provide all the needed information according to their costumers’ 
request. 
 Those that had undertaken an interview regarding this controversial issue 
accepted the implementation of the A to G label of all energy-using devices in 
order to arise concerns and knowledge. [33] 
 Energy Star 
  
 
 The U.S. Environmental Protection Agency (EPA) intends to extent the scope of 
the Energy Star by including also the devices used for data center’s storage and 
networking. [33] 
 What is more, the Energy Star endeavors to gather energy data from the existing 
data centers in order to formulate a special ‘‘Energy Star for Data Centers’’ rating 
system. [33] 
EU Ecolabel/Flower 
   
 
Implications of Existing Energy Labels 
 While the US Energy Star provides energy labels for a restricted number of 
appliances within the data center sector, the imminent EU Energy Labeling will be 
mandatory for all the installed equipment. However, it remains obscure how the EC will 
conciliate the Energy Labeling Directive with the Energy Star label. [33] 
The European Commission Code of Conduct on Data Centers Energy Efficiency 
 An additional optional energy label used for the 
assessment of electronic equipment is the Energy Star. As a 
matter of fact, the European Union came into an agreement with 
the competent authorities to use the US Energy Star database in 
Europe as well. Since May 2009, the  US Energy Star was applied 
only to servers in ‘‘idle mode’’ excluding blade servers and 
chassis with more than four sockets. [33] 
 The dominant goal of the EU Ecolabel/Flower, which is 
considered to be an additional optional label as those presented 
before, is to encourage manufacturers to design and promote into 
the market green products. This energy label came into light in 
1992. The main disadvantage of the EU Ecolabel/Flower is the 
fact that it includes provisions exclusively for laptop and desktop 
computers, lighting, washing machines are refrigerators. [33] 
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 The European Commission’s Code of Conduct on Data Centers Energy 
Efficiency is a voluntary measure that came into light in November 2008 in order to 
increase stakeholders’ awareness and knowledge about the controversial issue of energy 
efficiency. The dominant goal of the abovementioned measure it to inform and provide 
alternative ways that operators can apply in data centers so to reduce the amount of 
energy consumed without causing any damage to the normal function of this energy 
intensive type of building. The European Commission Code of Conduct on Data 
Centers Energy Efficiency in also known as the European Union of Conduct or EU 
CoC. [33] 
 The main instrument utilized by the European Commission Code of Conduct on 
Data Centers Energy Efficiency is a Technical Guide that provides fundamental and 
technical advice about optimal space architecture, technologies and management of data 
centers. The Code is considered to be a latter form of a previous challenge adopted by 
the European Commission which was oriented towards the transmittance of information 
about the energy consumption by IT equipment and the promotion of energy-efficient 
practices that can contribute to its significant reduction. As far as the United Kingdom is 
concerned, by taking into account that the Cabinet Office ‘‘Greening Government ICT’’ 
strategy was put into force in spring 2009, it was apparent that the UK government 
endeavored to adopt the EU CoC in central and public sector governance. In fact, the 
previously mentioned action taken by UK may be considered as an impetus for the rest 
industrialized European countries to adopt the EU CoC. [33] 
Implications of the European Commission Code of Conduct on Data Centers Energy 
Efficiency 
 As it was clarified, the EU CoC provides developers with knowledge and 
fundamental technical advices. There some implications arising from the 
implementation of this Code for the operation of the data center industry, as the 
followings: 
 An increase in time required in order to apply the provisions set in the guide 
accompanying the Code 
 An increased opportunity to develop relationships with clients and therefore 
achieve a higher degree of reputation in the sector. 
 An opportunity for the industry to adjust itself and become riskless towards any 
future modifications in legislation.  [33] 
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7.2.2 Feed-In Tariffs-Generating New Revenue Streams 
 A feed-in-tariff (FiT) is a financial incentive oriented towards the generation of 
investments in renewable energy systems and the reductions of GHG emissions released 
during the combustion of fossil fuel-based energy. The feed-in-tariffs are considered to 
be a minimum price-award per kWh of electricity that is produced by renewable energy 
technologies and is supplied to the national grid. A feed-in-tariff remains usually stable 
for 15 to 20 years and the current European Energy Law is modified in order to oblige 
utility companies to turn their interest over renewable electricity. The renewable 
electricity is predominantly derived by the special processing of the available solar, 
wind, hydro, geothermal and biomass energy. As a matter of fact, the feed-in-tariffs 
value varies depending on the type of energy source used, since there are several 
considerations superseding, such as the extent to what the market accept a specific 
technology. [33] 
 In Germany, two types of feed-in-tariff are formulated. The former was 
instituted in 1990 under “Stromeinspeisungsgesetz”, while the latter one that came into 
light in January 2009 is under “Erneuerbare-Energien-Gesetz” (EEG). The renewable 
energy sources that are accompanied with feed-in-tariffs are the following: solar, wind 
(in specific areas), biomass (biogass), hydropower, geothermal, landfill gas, mine gas, 
biodegradable waste and sewerage treatment gas. The Table 30 illustrates how the value 
of the feed-in-tariff for energy generated by biomass sources differentiates depending 
on the number of kWh produced. [33] 
Table 30: Feed-in-tariffs for energy produced by biomass source in Germany [33] 
Biomass Energy 
Output Basic fees (Euros) 
Up to 150 kW of output 11.67 cents/kWh 
Output between 150 kW & 500 kW 9.18 cents/kWh 
Output between 500 kW & 5 MW 8.25 cents/kWh 
Output between 5 MW & 20 MW 7.79 cents/kWh 
  
 In France, the Advanced Renewable Tariffs (Tarife Equitable) were instituted in 
2006. In November 2008, the Sarkozy government introduced and put into force until 
2012 a specific feed-in-tariff for the electricity generated by solar energy which is equal 
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to €0.45/kWh (US $0.57/kWh), a higher amount in comparison with the one provided in 
Germany. [33] 
 In the Netherlands, the Dutch Cabinet decided to transpose feed-in-tariffs in 
March 2009 while the United Kingdom adopted the abovementioned financial 
incentives in April 2010. [33] 
Implications of Feed-In-Tariffs 
 The feed-in-tariffs are considered to be a fixed reward per each unit of 
renewable electricity that is produced on site and is provided for use in the national 
electricity grid. Those financial incentives that usually remain fixed for 10 to 20 years 
are supposed to promote the creation of further investments in renewable energy 
technologies. [33] 
 The basic implications of the feed-in-tariffs for data centers include the 
following: 
 Ineffective financial support for developers that intent to construct a new data 
center or for sites where renewable energy systems are considered to be suitable 
for being installed or have been already retrofitted 
 Restricted financial opportunities for renewable energy investor to cooperate 
with data center operators so as to generate an additional profit. [33] 
7.2.3 Financial Incentives-Tax Reductions & Grant Funding 
 Not only were feed-in-tariffs established in order to encourage the generation of 
more investments in renewable energy technologies, but also some additional financial 
instruments, such as tax reductions and levies, grants and the Climate Change Levy. 
The abovementioned financial incentives will be introduced in the following 
subchapters. [33] 
Tax Reductions 
 By taking into consideration the fact that the construction projects are 
considered to be highly capital intensive, there are established various tax reductions in 
energy-efficient equipment in both the United Kingdom and the Netherlands. The tax 
reduction policy transposed in the United Kingdom is known as the Enhanced Capital 
Allowance (ECA), while the one implemented in the Netherlands is called the Energy 
Investment Allowance (EIA). In fact, the abovementioned policies are accompanied by 
a list of approved energy-efficient devices. [33] 
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 In the Netherlands, it is eligible for companies investing a minimum amount of 
€450 in energy-efficient devices and renewable energy technologies included in the list 
described above to achieve a 44% tax deduction of their initial investment from their 
pre-tax earnings in the specific year in which the equipment was bought. However, an 
important precondition for such a tax deduction to take place is to complete the Bureau 
Investeringsregelingen en WillekeurigeAfschrijving (IRWA) within a time period of 
three months from the point that the investment was realized. [33] 
Implications of Taxes & Levies for Data Centers 
 Although the tax reduction policy in the United Kingdom provides a restricted 
tax relief, the financial incentive approach imposed in the Netherlands offers higher 
opportunities for the generation of investments through its attractive tax deductions. 
However, there are several implications superseding through the implementation of tax 
reductions and levies, with the following being among the most important: 
 The list of energy-efficient equipment, the purchase of whom provides the 
opportunity for tax deductions, does not always correspond to the required 
degree of quality. 
 An important precondition for providing the opportunity of tax deductions to 
developers is the fact that the initial investment must already been realized. In 
fact, tax reductions are provided as a reward to those who were able to make the 
initial investment and not to those who are seeking financial support to 
supplement their initial capital in order to purchase energy-efficient equipment. 
[33] 
Climate Change Levy 
 In the United Kingdom, the dominant goal of the Climate Change Levy (CCL) 
introduced in 2001 is to oblige non-domestic sector to pay a fee for each unit of fossil 
fuel purchased. As a matter of fact, the UK government endeavors thought its fine 
policy to create an obligatory stream towards an effective enhancement of energy 
efficiency and the reduction of GHG emissions. [33] 
Table 31: The Climate Change Levy (CCL) rates for fuels 
Electricity £0.00456/kWh 
Gas supplied (in a gaseous state) £0.00159/kWh 
Any petroleum gas (or other gaseous hydrocarbon) £0.01018/kg 
Any other taxable commodity £0.01242/kg 
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 Table 31 illustrates the fees paid for each kWh of fossil fuels purchased. As a 
matter of fact, in the United Kingdom, the levy revenue stream is paid back to the non-
domestic sector, through a reduction in the percentage of employer’s National Insurance 
Contributions, which is usually equal to 0.3%. What is more, the energy intensive 
sectors who have signed with the government a Climate Change Agreement (CCA) so 
as to reduce the amount of GHG emissions released during their operation can vindicate 
the return of 80% of the Climate Change Levy. However, within the abovementioned 
energy-intensive sectors is not included the data center sector, meaning that there cannot 
be any Climate Change Agreement (CCA) between the ICT industry and the UK 
government. [33] 
Implications of the UK CCL and CCAs 
 The Climate Change Levy is not considered to have any important impact in the 
non-domestic sector, since the amount requested to pay for each unit of fossil fuel 
purchased is not an actual financial burden. As far as the data center sector is concerned, 
there are no implications regarding the fact that data centers can come to a Climate 
Change Agreement in order to improve their energy efficiency and reduce their GHG 
emissions, even in the near future. [33] 
Grants 
 An additional financial instrument used especially in specific locations in 
Germany are the grants offered in order to promote further innovation within the 
business framework. However, the demand for governmental funding from businesses 
is usually higher than those finally supplied. [33] 
 As far as the United Kingdom is concerned, the Carbon Trust provides several 
interest-free loans with value varying from £3,000 to £400,000  in order to reduce the 
financial burden of businesses who are about to purchase energy-efficient equipment 
and the amount of CO2 emissions released. However, this type of financial support is 
not provided in the special case of purchasing IT equipment, such as servers. On the 
other hand, large companies that are not considered as Carbon Reduction Commitment 
(CRC) participants can still apply for such loans. In fact, by taking into account that the 
whole procedure from applying for a loan until being eligible for this is time consuming 
(4-6 weeks), the Carbon Trust endeavors to apply a shortened procedure (10 days). [33] 
Implications of Grants 
 There are restricted opportunities for financial support, such as funding or loans,  
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in specific areas for those who are seeking to introduce innovation in their business 
framework by initiating research and development plans or searching for new 
manufacturing locations for equipment. However, the limited possibilities of acquiring 
such a financial support, as well as the time consuming procedure can impede the whole 
business planning. [33] 
7.2.4 Driving Environmental Performance 
Eco-Design Directive for Energy-Using Products (2005/32/EC) 
 The dominant goal of the Eco-Design Directive for Energy-Using Products is to 
oblige product manufacturers to reduce the amount of energy consumed as well as the 
various environmental impacts that may occur during the whole life-cycle of a product, 
including design, construction, transportation and final consumption/utilization. As a 
matter of fact, the Eco-Design Directive for Energy-Using Products requires that the 
domestic and industrial products included in a specific list accompanying the Directive 
should be manufactured in compliance with the imposed maximum thresholds of energy 
consumption before they enter the EU market. [33, 38] 
 In October 2008, the EC decided to include in the abovementioned list of energy 
consuming products the following devices: air conditioning and ventilation systems, 
water-using equipment, transformers, network, data processing and data storage 
equipment. [33, 38] 
Implications of the Eco-Design Directive 
 By taking into consideration the fact that the Eco-Design Directive established a 
maximum limit of energy consumption and a minimum limit of energy efficiency for 
domestic and some industrial products, it is obvious that this deviation from the 
traditional way of product manufacturing will enhance the quality and the 
environmental performance of products resulting in the generation of positive financial 
and design repercussions over the data center sector. [33] 
Expansion of the Eco-Design Directive for Energy-Using Products  
 In July 2008, the European Commission decided to expand the scope of the Eco-
Design Directive for Energy-Using Products by formulating a more extensive list of 
energy-consuming products than the one proposed before. In fact, the former list 
includes all these products that are considered to have a significant impact on energy 
consumption by the time they are occupied. [33] 
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Implications of Revisions to the Eco-Design Directive 
 Despite the success of the Eco-Design Directive regarding the manufacturing 
process of domestic products and the imminent benefits deriving from the final 
expansion of the initial scope, there are several implications arising, among with are the 
following: 
 Financial burdens on product designers and manufacturers due to the continuous 
modification of the maximum limit of energy consumption and the minimum 
limit of energy efficiency that must characterize a product 
 Financial burdens on costumers due to the increased price of the energy-efficient 
products, despite the fact that these expenses are usually counterbalanced by the 
energy savings realized during product use 
 Increased degree of risk for those product manufacturers that invest before 
legislation come into light, despite the fact that this supports their seeking for 
innovation through R&D. [33] 
Certain Fluorinated Greenhouse Gases (EC Regulation 842/2006) 
 The EC Regulation 842/2006, also known as F Gas Regulation, aims at 
preventing the release of specific ozone-depleting substances that used to be utilized 
during the manufacture of various air conditioning systems. The most important of the 
abovementioned substances, which are also called F gases, are the following:  
 Chlorofluorocarbons (CFCs) 
 Hydrochlorofluorocarbons (HCFCs) 
 Halons [33, 39] 
 The majority of stand-alone data center buildings were constructed after 2000. 
However, in the data centers constructed before 2000, the air conditioning systems 
installed usually utilize F gases in order to achieve their normal function. More 
specifically, in the United Kingdom, the use of virgin HCFCs during the operation of 
the air conditioning systems is forbidden since 1 January 2010, while the use of all 
HCFCs will be banned from 1 January 2015. As a consequence, the F gases must be 
replaced with alternative with less impact on the environment and the human’s health or 
the already installed equipment must be retrofitted and/or replaced. [33, 39] 
 What is more, according to the Fluorinated Greenhouse Gases Regulation, 
operators are responsible for taking further actions whenever leakages are detected in 
the following systems: refrigeration, air conditioning and heat pump systems (including 
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their circuits) and fire protection systems. However, it must be clarified that the 
abovementioned interventions are considered to be rational when these interventions are 
made according to the proportionality principle, meaning that the cost of maintenance is 
not higher than the cost of replacing the device. [33, 39] 
Implications of the Fluorinated Greenhouse Gases Regulation 
 The utilization of F gases in order to drive the installed air conditioning systems 
in the data centers constructed before 2000 may be considered as a root cause for the 
creation of further operational and financial risks, since there are higher possibilities for 
a potential maintenance, upgrade or replacement. [33] 
7.2.5 Delivering Sustainable Development 
 The dominant purpose of building codes and planning policies is to enhance the 
energy performance and increase the energy efficiency of buildings and infrastructure.  
Building Codes  
 In the Netherlands, the Bouwbesluit was developed by the combination of 
various technical building regulations. The main subject of the abovementioned 
regulation is the controversial issue of the energy performance in the construction 
industry, including concerns about building occupants’ health, such as the maximum 
accepted level of sound exposure and ventilation, and energy-saving measures, 
including thermal insulation and air tightness. [33] 
 In England and Wales, the Building Regulations were established in 2006 in 
order to determine the minimum required degree of energy efficiency and ventilation 
that must be achieved in the construction sector. More specifically, the abovementioned 
regulations are included in specific technical documents known as Part L and Part F and 
their content is updated in a regular basis (3 years). As a matter of fact, this continuous 
upgrade of the Building Regulations every 3 years resulting in the gradual enhancement 
in buildings’ energy performance, aims at meeting the challenge of constructing net 
zero carbon buildings by 2019. This challenge, despite the prevailing economic crisis, 
attracts more and more developers that are eager to make further investments in order to 
fulfill the required energy standards. [33] 
 The French government, in order to improve the buildings’ energy performance, 
established the important precondition of acquiring the Building/Construction Code 
(Code of Urbanism) and the Certificat d’Urbanism (CDU), which is related to the 
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spatial planning or urban development, before any building, construction, renovation or 
development of a property takes place on site. [33] 
 Last but not least, in Germany, the Energy Savings Ordinance (EnEV 
2007/2008) was established in order to facilitate the implementation of the EPBD 
requirements, while there are provisions for imminent upgrades over the current energy 
performance standards. In fact, according to an article by InBuilt, the German 
government decided to make several amendments to the Energy Savings Ordinance and 
put them into force since autumn 2009. The most important amendments are the 
following: 
 The maximum limit of primary energy demand is decreased by 30% on average.  
 The requirements for thermal insulation for new constructed buildings are 
stricter by 15% on average.  
 The requirements for reused building elements in buildings undergoing several 
stages of renovation are stricter by 30% on average. [33] 
Implications of Building Codes 
 The most important implication of the Building Codes arising for the data center 
sector is the increased financial costs deriving from the succeeding integration of new 
energy efficiency standards in the building and technical designs. More specifically, in 
Germany and the United Kingdom, the abovementioned issue is a challenging task that 
must be solved by data centers developers. [33] 
Planning Policies 
 Apart from the Building Codes, there are also spatial planning policies 
regulating the construction industry at the national, regional and local frameworks. For 
instance, in France, several schemes were established in order to control the spatial 
planning, including the national town planning regulation, the Code de l’Urbanisme and 
various locally developed policies. What is more, there are also developed the Le Plan 
d’Occupation des Sols (POS) or the Plan Local d’Urbanisme (PLU). [33] 
 Despite the fact that the majority of spatial planning authorities do not include 
any specific provisions for the integration of renewable energy technologies and/or the 
acquisition of specialized environmental permits, in the United Kingdom, there are 
several local governmental authorities (municipalities) that introduced planning policies 
for the development of new commercial projects with total area larger than 1,000m
2
. 
For example, the London Borough of Morton imposed the restrictive precondition for 
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each new commercial development of covering at least 10% of its energy demand from 
renewable energy produced on site. As a consequence, this planning policy is known as 
‘‘The Merton Rule’’. [33] 
 In addition to ‘‘The Merton Rule’’ implemented in specific locations, there are 
other authorities in the United Kingdom, which in order to provide a planning 
permission not only do they require the generation of 10% to 20% of renewable energy 
on site for each new project development, but also the satisfaction of the minimum 
standards offered by the BREEAM rating system. [33] 
Implications of Planning Policies 
 By taking into consideration the fact that in a country there are numerous local 
governmental bodies dealing with spatial planning, it is almost impossible the 
formulation of an homogenous policy planning. In the United Kingdom, those 
applications for planning permission that are not in compliance with the established 
energy efficiency and renewable energy standards will undertake the risk of a possible 
refusal to receive the environmental permit, resulting in further financial and time 
burdens during redesigning and reinitiating of the whole procedure. [33] 
 Therefore, by taking into account the existing heterogeneity in the current policy 
planning between each country, it is rational for data centers developers to prefer 
locations with less stringent spatial planning policies rather that getting involved with 
governmental bodies (municipalities) whose planning policies are in conformity with 
the ‘‘The Merton Rule’’. [33] 
7.2.6 Carbon Trading-Putting a Price on Carbon 
EU GHG Emission Trading Scheme (Directive 2003/87/EC) 
 The EU GHG Emission Trading Scheme (EU ETS) was put into force in 
January 2005 in order to regulate the cross-country and cross-sector carbon trading. The 
European Union Greenhouse Gas Emission Trading Scheme is usually implemented in 
fossil fuel combustion installations constructed in the EU territory with capacity larger 
than 20 MW, including installations dealing with power generation, cement, glass and 
ceramics production, steel formulation, as well as aviation in the near future (2013). 
Operators of the abovementioned installations are obliged to measure and report the 
amount of greenhouse gas emissions released during the operation of these installations 
and pay fines equivalent to the amount of these GHG emissions. [33, 40] 
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Implications of the EU GHG Emission Trading Scheme 
 There are no implications of the EU GHG Emission Trading Scheme for the 
energy intensive data center sector at present and no hint was made regarding the 
modification of the current EU ETS is order to include this type of buildings in the near 
future. However, by taking into consideration the fact that data centers contribute to a 
great extent to the deterioration of the climate change phenomenon, by releasing 2% of 
global CO2 emissions, the EU GHG Emission Trading Scheme should include some 
provisions for the ICT industry. [33] 
 Despite of the abovementioned general obscurity, a matter of considerable 
controversy is the issue of whether data centers with standby generators should finally 
undergo the EU GHG Emission Trading Scheme. Due to the lack of any legally binding 
commitment, the whole responsibility of where a data center with standby generator 
should be included into the trading scheme burdens its operator. More specifically, 
those data centers with generator capacity larger than 6MW are considered to be 
equivalent to a power generation installation using fossil fuels with capacity 
approximately equal to 20MW. [33] 
 The imminent UK carbon cap and trade scheme is not considered to be in 
compliance with the EU GHG Emission Trading Schemes since those participants 
undergoing the abovementioned scheme will be able to purchase carbon allowances 
from the EU ETS, but there is no possibility of selling them to the EU ETS. [33] 
National Trading Schemes 
 Nowadays, there are several National Trading Schemes developed worldwide, 
including Australia, the US and South Africa. In the Western Europe, the United 
Kingdom is considered to be a pioneer by establishing, as mentioned before, the Carbon 
Reduction Commitment, a carbon cap allowing participants exclusively to buy carbon 
allowances. As far as France is concerned, there is the Grenelle Agreement, which came 
into light in 2007. The provisions included in the French national Trading Scheme is a 
result of extensive research and monitoring by a ‘‘Green IT’’ group, known as DETIC, 
which finally proposed several amendments on the emission trading options included 
into the initial scheme in autumn 2009. [33] 
UK Carbon Reduction Commitment 
 The Carbon Reduction Commitment is an obligatory carbon cap and trade 
scheme that came into force in the United Kingdom in April 2010. The dominant 
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purpose of the abovementioned scheme is to facilitate the UK government correspond 
successfully to its commitment to the legally binding target requiring a reduction of 
80% in greenhouse gas emissions by 2050.  [33] 
 The UK Carbon Reduction Commitment includes the following important 
provisions: 
 In 2008, the Carbon Reduction Commitment is binding for data centers with 
energy consumption higher than 6,000 MWh, through half-hourly metering. 
Those organizations with energy consumption higher than 3,000 MWh through 
half-hourly metering also have to comply with specific requirements.  
 By April 2010, all CRC participants are obliged to complete an audit after 
having reported their carbon emissions released.  
 There are daily penalties-fines to be imposed to those who are not in compliance 
with the legally binding commitments. 
 A list including the participants’ performance is announced in regular basis in 
order to affect their reputation. 
 The organizations can purchase carbon allowances according to the amount of 
energy consumed during their operation. 
 The list with the participants’ performance usually determines how money 
moves inside the closed circuit developed between the organizations and the 
CRC. As a matter of fact, depending on the participant’s position in the list, 
there may be penalty or bonus payments.  
 In April 2013, price fluctuations are about to take place due to the formulation of 
a carbon market. [33] 
 According to the UK Carbon Reduction Commitment, the organization that 
came into an agreement with an energy supplier has the liability for the greenhouse gas 
emissions released during its regular operation. This situation is also applicable in the 
case of a data center operator or lessee. [33] 
 As far as a parent organization is concerned, it is rational that the 
abovementioned organization is liable for any irresponsibility detected in the procedure 
followed during the formulation of the total energy use and emissions report. In fact, the 
parent organization is liable also in the case that the fault is deriving from its 
subsidiaries or joint ventures in which it is considered to be the dominant shareholder 
(shares greater than 50%).[33] 
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League Table and Recycling Payment 
 Not only does the list including the participants’ performance, known as the 
League Table, affect the reputation of the various organizations, but also the amount of 
money that is about to be recycled back through bonus or penalty payments depending 
on their position in the list. [33] 
 As a matter of fact, the revenue generated from purchasing carbon allowances 
are returned to the organizations participating in the Carbon Reduction Commitment 
depending on their rank in the League Table. As a consequence, the government earns 
no profit at all. In addition to this, by the end of the fifth year, those organizations that 
are considered to have the best performance receive bonuses of up to 50%, while those 
with the worst rank in the League Table, meaning the worst performance, are financially 
burdened with penalties. [33] 
 The final classification of the participants of the Carbon Reduction Commitment 
in the League Table depends on their performance in energy management and emissions 
reduction. For the assessment of the abovementioned performance, three metrics are 
introduced, the combination of which leads to the final composition and form of the 
League Table. The League Table is published annually. The weightings of the Carbon 
Reduction Commitment metrics that are put into force for the first four years of 
implementation of the trade scheme are illustrated in Table 32. [33] 
Table 32: The CRC metrics and weightings during phase 1 & 2 [33] 
CRC Metrics & 
Weightings 
Introductory/1st Phase 2nd Phase 
2010/11 
2011/12 & 
2012/13 
2013/14+ 
1.Early Action Metric 100% 40% then 20% N/A 
2.Absolute Metric 0% 60% 75% 
3.Growth Metric 0% 20% 25% 
 
1. Early Action Metric 
 The Early Action Metric was utilized during the first and second year of 
implementation of the trade scheme and it was primarily used for the assessment of the 
performance in energy management. More specifically, this metric assumes equally: 
 The extent of installation of a metering system until 31 March 2011 
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 The proportion of the greenhouse gas emissions released during the 
organization’s operation that is covered by an accredited energy efficiency 
scheme or the Carbon Trust Standard certificate. [33] 
2. Absolute Metric 
 The Absolute Metric reflects the annual percentage of change in the amount of 
greenhouse gas emissions released. The estimation of this metric derives from the 
comparison of the annual emissions with the average value of the emissions released 
during the previous year. It must be clarified that the Absolute Metric can be calculated 
for the period after the fifth year by comparing the annual emissions with the average 
value of the emissions released during the previous fifth year. [33] 
3. Growth Metric 
 The Growth Metric assesses the current status of each organization participating 
in the Carbon Reduction Commitment. As a matter for fact, this metric reflects the 
percentage of change in the amount of greenhouse gas emissions released in 
combination with the revenues generated. [33] 
Implications of the UK Carbon Reduction Commitment 
 The most important implications arising from the UK Carbon Reduction 
Commitment for the data center sector will affect significantly its operation, finance and 
reputation. [33] 
Financial Implications and Uncertainty 
 The most important implications arising from the UK Carbon Reduction 
Commitment for the data center sector are financial. As a matter of fact, the 
participants’ obligation of purchasing carbon allowances in order to cover their CO2 
emissions released during the financial year 2011 generates cash flow streams. In 
October 2011, the government will pay back the participant for purchasing carbon 
allowances while in parallel providing them bonus or burdening them with penalties of 
up to 10%. The abovementioned obligation of the government, of paying bonuses or 
penalties to the participants, will undergo an increase of 10% each year, up to 50%. [33] 
Reputation 
 Not only is the League Table established to reward or penalize the contribution 
of each organization towards the reduction or increase respectively of the CO2 
emissions released, but also it aims at affecting the participant’s reputation through the 
list’s public announcement. Therefore, each organization has the obligation of reporting 
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by implementing a specific standard process and publishing the amount of carbon 
emissions released. This obligation is considered to be of great importance for those 
organizations who have publicly announced their interest for the utilization of 
environmental practices. [33] 
Compliance with and Management of the CRC 
 The UK Carbon Reduction Commitment will create further administration 
burdens to the data center operators. In fact, the data center operators are required to: 
 Report the amount of carbon emissions released with accuracy. 
 Estimate the future energy consumption and buy carbon allowances, without 
excluding the possibility of trading them. 
 Set standards in treasury and accounting systems in order to facilitate the 
process of trading carbon allowances. 
 Develop systems through which it will be feasible the allocation of costs and 
revenues to the various involving cost centers of the organization, as well as to 
their clients. [33] 
Illustrative Financial Implications for Data Centers 
 The financial implications arising from the Carbon Reduction Commitment for 
the various data centers depend on the amount of energy that they consume. As a matter 
of fact, the financial impacts vary depending on the position of each participant in the 
League Table. [33] 
 Due to the prevailing obscurity regarding carbon trading, several assumptions 
are imposed, such as: 
 The price for purchasing carbon allowances during the first phase is equal to 
£12/tonne of CO2 equivalent 
 The price for purchasing carbon allowances during the second phase is equal to 
£35/tonne of CO2 equivalent. [33] 
 It must be clarified, that each organization participating in the Carbon Reduction 
Commitment is obliged to purchase carbon allowances to cover the whole amount of 
CO2 emissions released by his building property and not only those released by the data 
center. [33] 
 The following Figure 42 illustrates the fluctuation of cash flows that are being 
generated in a data center with 1MW capacity. In this case, the data center has 
consumed approximately 8,600 MWh of electricity in 2010. It is obvious the cash flows 
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that may occur in the data centers are increasing with a rate of 10% after purchasing 
carbon allowances and after receiving the payments with bonuses or penalties. [33] 
 
Figure 42: Cash flows occurring in a data center with capacity 1MW. [33] 
Figure 43 illustrates how cash flows fluctuate in the above and other cases. 
 
Figure 43: Cash flows occurring in a data center with capacity 1MW and in other 
scenarios. [33] 
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 The following Figure 44 illustrates the penalties imposed to organizations that 
differ regarding their energy consumption in 2010 and their electricity growth rates.   
 Due to the prevailing obscurity, as mentioned before, regarding carbon trading, 
several assumptions are imposed, such as: 
 The price for purchasing carbon allowances during the first three years is equal 
to £12/tonne of CO2 equivalent 
 The price for purchasing carbon allowances during the following years is equal 
to £35/tonne of CO2 equivalent. 
 The consumption of natural gas is not included in the following graph due to the 
fact that gas is not considered to be a typical energy source for data centers. 
 The data centers operate with high capacity utilization factor all year. The x axis 
of the following Figure 44 illustrates the data centers’ capacity in MW. 
 The electricity growth rates used in the following Figure 44 are from 2010 to 
2017 for data centers with various capacities. [33] 
 
Figure 44: Penalties imposed to data centers for different capacities and electricity growth 
rates. [33] 
A Significant and Uncertain Liability 
 However, the most important uncertainties regarding the Carbon Reduction 
Commitment scheme are mainly associated with: 
 The total energy consumption reported in 2010 
 The increase in the amount of energy consumed over time 
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 The cost of purchasing carbon allowances 
 The penalties imposed for fraud. [33] 
7.2.7 Monitoring, Measuring and Reporting Energy Performance 
 One of the challenges that most of the industries have to deal with is the issue of 
monitoring, measuring and reporting energy performance. The abovementioned issue 
aroused concerns to several organizations, resulting in the final decision of IPD to set 
various standards for measuring/calculating the buildings’ environmental performance 
in 2008. In addition to the IPD, the Green Grid has introduced the Power Usage 
Efficiency metric in order to facilitate the estimation the energy and environmental 
performance of a data center. [33] 
 As far as the monitoring system is concerned there are several monitoring 
instruments, known as Building Management Systems (BMS) and utility meters that 
monitor the whole data center’s operation and provide information about that every 30 
minutes. In fact, these half hourly metering systems provide to the data center operators 
the opportunity to estimate their energy performance. [33] 
 As far as the measuring system is concerned, the Green Grid has introduced 
several performance metrics for the estimation of the data centers’ performance, such as 
the Power Usage Effectiveness (PUE) and the Data Center Efficiency (DCiE), which 
are previously introduced in Chapter 4: 
 The Power Usage Efficiency ratio used for measuring the performance of the 
electronic devices installed in a data center with high capacity utilization factor. 
The equation defining the PUE is the following: [17, 18, 33] 
 
                      (   )  
                   
                 
                  ( )  
 
 The Data Center Infrastucture Efficiency used for measuring the efficiency of a 
data center.  The equation defining the DCiE is the following: [17, 18, 33] 
 
                                      (    )  
 
   
            ( ) 
 
 The folllowing Figure 45 illustrates the signifacant reduction of the Power 
Usage Efficiency Ratio in a data center after the introduction of energy efficient 
measures and management. As a matter of fact, this data center reduced its PUE from 
2.0 to 1.4, as well as it achieved an important amount of energy and financial savings. 
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Figure 45: Comparison of PUE within a data center before and after the introduction of 
energy efficient measures and management. [33] 
 Although, the PUE is considered to be the appropriate metric to introduce 
energy performance in data centers, it is not suitable for the comparison of the energy 
performance of data centers located in different locations and climates. [33] 
 The metrics proposed by the Green Grid are combined with the EC Code of 
Conduct in order to estimate the energy efficiency of the data center as a whole and its 
devices through the utilization of the abovementioned metrics. Those metrics will be 
also applicable in the UK CRC, whose main purpose is to report the energy 
consumption and the CO2 emissions so as to formulate the League Table. [33] 
Implications 
 As far as the monitoring, measuring and reporting of the energy performance, 
there are several implications arising for the data center sector, including: 
 Changes of restricted importance in the financial processes and the energy 
management for the participants in the Carbon Reduction Commitment scheme.  
 Restricted initial occupation of managers in the data center sector, resulting on 
the better understanding of how different levels of management can contribute to 
changes to the buildings asset requirements and energy consumption. 
 Increased need for cooperation within the data center sector in order to achieve a 
higher level of adoption and improvement of energy performance metrics and 
techniques. [33] 
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7.2.8 Summary of Key Policies and Implications 
 According to Table 33, the policy instruments with the less significance for the 
data center sector are the EPBD, the Energy Labeling Directive, the Eco-Design 
Directive, the EU Renewables Directive, the German DGNB Certification for office 
buildings and grants. [33] 
Table 33: Classification of policy instruments regarding their significance [33] 
Policy Financial Operational Reputation 
Revisions to Energy 
Performance of 
Buildings Directive 
(EPBD) 
Significant (but 
uncertain) 
Low Low 
Revisions to Energy 
Labeling Directive 
Moderate Moderate Moderate 
Environmental 
Certification 
Moderate Low Moderate 
EC Code of Conduct Low Moderate Moderate 
Feed-In-Tariffs Moderate Low Low 
Tax Reductions Low Low Low 
Forthcoming CRC 
(Carbon Trading) 
Significant Significant Significant 
Expansion of Eco-Design 
Directive 
Moderate Moderate Low 
F Gas Directive Moderate Moderate Moderate 
Increasing Building 
Codes 
Significant Moderate Moderate 
Evolving Planning 
Policies 
Moderate Moderate Moderate 
Voluntary Monitoring & 
Reporting Initiatives 
Low Low Moderate 
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7.3 Recommendations 
 This subchapter deals with several recommendations that data center operators 
and involving stakeholders should take into account. According to the European 
Commission and Western European governments, the abovementioned human factors 
should pay more attention on the increasing data centers’ energy demand and growth 
and integrate innovative efficient energy measures. [33] 
7.3.1 All Stakeholders 
 Stakeholders are encouraged to obtain a better understanding of the importance 
of the European Commission’s and Western governments’ decision to introduce energy 
efficiency, GHG reduction and energy renewable technologies and propose proactive 
measures. For instance, stakeholders are encouraged to adopt the voluntary Code of 
Conduct on Energy Efficiency Data Centers and technical guidance in order to enhance 
data centers’ energy performance. Such type of actions is considered to be an indicator 
of the immediate responsiveness of the data center sector to the regulators decisions and 
of the development of a self-regulation system. Through the stakeholders’ compliance 
with the regulators’ proposals, various obligations are generated, including the 
following: 
 To provide feedback to the European Commission regarding the EU Code of 
Conduct in order to facilitate the formulation of revisions and new versions. 
 To advocate the education of supply chain and support the further integration of 
the Code of Conduct.  
 To get involved with the Green Grid. [33] 
 The Green Grid is an organization that aims at introducing innovative energy 
efficiency measures in the data center sector through its cooperation with several end 
users, technological product manufactures and governments. As a matter of fact, the 
main purpose of the Green Grid is to introduce several energy efficiency metrics for 
executives and end users through the extensive data collection and analysis, the 
evaluation of pending technologies and the development of productive strategies of data 
center managers. [33] 
7.3.2 Trade & Industry Bodies 
 Trade Bodies are encouraged to increase the interaction with the European 
Commission and national governments in order to facilitate the transmittance of 
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knowledge regarding the GHG and renewable energy policies to the decision makers. 
This is of great importance for: 
 The formulation of the EPBD recast, the determination of the extent to which 
the EPBD can be applicable to data centers and the calculation of the CO2 
emissions released during the operation of the data center  
 The evolution of the Eco-Design and Energy Labeling Directives 
 The revision and renewal of building codes and planning policies 
 The responsiveness of the United Kingdom’s government to the Carbon 
Reduction Commitment public consultation. [33] 
 On the other hand, industry bodies, including several ICT-focused industry 
bodies, are encouraged to cooperate with each other in order to produce energy 
efficiency metrics that will increase the data center industry transparency towards its 
customers. [33] 
7.3.3 Designing and Manufacturing IT Appliances 
 By taking into consideration the Energy Labeling and Eco-Design Directive, the 
product manufacturers are highly advised to: 
 Ensure that not only does each product and innovative technology comply with 
the required level of energy efficiency, but also minimizes the life-cycle 
environmental impacts that may be generated during its use and end of lifetime 
and the unwanted heat output.  
 Obtain certifications proving the energy efficiency of the products, such as 
Energy Star Certification, in order to enhance the communication level with the 
involving stakeholders. [33] 
7.3.4 Locating and Designing Data Center Buildings 
 By taking into account the continuous evolution of energy legislation, the 
increasing energy costs and the great variety of sustainable measures, the stakeholders 
are highly recommended to: 
 Stay informed about several innovations, such as virtualization, that increases 
the feasibility of constructing a data center in locations far away from its 
customers in order to exploit the cooler climates or the cheaper sites.  
 Stay informed about the current national building codes. 
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 Supervise the data center design phase in order to ensure that the data center is 
oriented towards minimum energy consumption and maximum renewable 
energy generation. As a matter of fact, this can be achieved by embracing the 
‘‘Energy Hierarchy’’, conducting a renewable energy prefeasibility study in 
order to provide financial estimations for the main and backup energy supplies 
and involving in the abovementioned estimations the various existing financial 
incentives (Feed-In-Tariffs & Tax Deduction).  
 Take into account the implications of spatial planning policy regarding the CO2 
emissions and the generation of renewable energy in order to avoid a permit not 
to be granted on time. [33] 
7.3.5  Specifying IT Appliances 
 Those being responsible for specifying IT appliances are highly advised to 
ensure that the final selection of the various devices installed in a data center has taken 
into account not only the price, the reliability, the processing power and the memory 
access times, but also the required energy efficiency. [33] 
7.3.6 Managing Data Centers 
 Data center managers must expand their responsibilities by including the 
following significant actions: 
 To monitor, measure and report the energy performance of a data center in a 
regular basis through the calculation of various energy efficiency metrics. 
 To implement various proactive measures in order to achieve higher level of 
energy efficiency. As a matter of fact, data center managers can supervise and 
propose energy efficiency measures that will enhance the energy performance of 
the hardware devices, the software on servers and the building appliances, such 
as air conditioners. What is more, they can exploit the current financial 
incentives in order to adjust their business plan towards the integration of more 
suitable renewable energy technologies and the realization of attractive 
investments in renewables. 
 To take into account the F Gas Directive and to ensure that the F gas is not of 
great importance for the operation of air conditioning systems. 
 To obtain better understanding of the EU ETS and the issue regarding the 
standby generators. In fact, data centers using standby generators with capacity 
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greater that 6MW are considered to be equivalent to a 20 MW thermal power 
generation factory using fossil fuels. 
 To stay abreast and implement the energy management and CRC strategy. [33] 
7.3.7 Preparing for Carbon Trading 
 Data center operators must take into consideration various aspects in order to 
ensure compliance with the Carbon Reduction Commitment and minimize any arising 
liabilities, including: 
 Compliance: The data center operators must compare the amount of electricity 
consumed in 2008 with the one provided as the maximum threshold in order to 
determine whether the IT facility is a CRC participant. If it is less that the 
abovementioned limit, then the CRC strategy must be followed.  
 Measurement and monitoring: Data center providers must utilize measurement, 
monitoring and reporting systems that must be in compliance with the CRC 
requirements.  
 Reporting: The data center operator is obliged to keep records of the energy 
consumption of the data center in order to provide them to the regulator and 
those that are about to prepare the audit in the future. 
 Cash Flow: An additional obligation of the data center provider in to estimate 
the future cash flows in order to ensure the rationality of the business decisions. 
 Carbon Management: What is more, the operator of an IT facility must develop 
strategies in order to achieve effective carbon management and trading and set 
standards regarding accounting and decision-making systems. 
 Early Actions: As far as the ‘‘Early Actions’’ are concerned, a cost/benefit 
analysis must be conducted. The abovementioned analysis determines whether 
such actions should be applicable or not. 
 Liability Management: Last but not least, there must be a rational arrangement 
about how the CRC liability will be allocated between the data center provider 
and lessees. [33] 
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8 Proposals 
 By taking into account the fact that the research included in Chapters 4 and 6 is 
realized for a medium-to-large data center, it is conceivable that the main purpose of the 
proposals included in this Chapter is the construction of an energy efficient medium-to-
large data center. As a matter of fact, a medium-to-large data center is characterized by 
greater power requirements for the operation of the installed IT equipment. However, 
the greater the amount of energy supplied to the hosting facility in order to cover the 
required IT load, the higher is the conversion rate of the electricity into undesired heat 
loads that must be rejected to the outdoors environment. As a consequence, a medium-
to-large data center requires a great amount of energy so as to run the cooling 
infrastructure that supports the normal operation of the IT equipment in a regular basis. 
Conspicuously, the aforementioned proposals included in this Chapter are oriented 
towards the implementation of the most optimal strategies that not only will reduce the 
energy consumption of the cooling infrastructure but also will enhance the energy 
efficiency of the medium-to-large data center.   
 According to Chapter 4, a cooling architecture relies on three different 
strategies, the airflow management strategy, the equipment placement strategy and the 
heat rejection strategy. As a result, the minimization of the amount of energy required 
by the cooling infrastructure necessitates the adaptation of optimal solutions in all of the 
aforementioned strategies. The qualitative and quantitative comparison of the various 
types of cooling architectures, traditional and energy efficient ones, resulted in three 
major proposals regarding the cooling infrastructure of a medium-to-large data center 
that are presented in the following paragraphs. 
 As far as the airflow management strategies are concerned, the most suitable air 
distribution method for a medium-to-large data center is considered to be the 
combination of flooded supply and contained return. The benefits derived by the 
aforementioned combination can be maximized by the deployment of hot aisle 
containment of the hot airflows generated by the IT equipment. As a matter of fact, the 
hot aisle contained return and flooded supply is considered to be the most efficient air 
distribution strategy for energy intensive medium-to-large data centers, since it allows 
the installed cooling systems operate in higher supply temperature. On the one hand, a 
direct consequence of the increased cooling units supply temperature is the fact that the 
 -188-  
   
-1
4
5
- 
compressor is able to operate with higher coefficient of performance while, on the other 
hand, the data center is allowed to operate more hours in economizer mode, meaning 
that the amount of energy required by the mechanical cooling is significantly reduced. 
By taking into account the importance of maintaining the continuous operation of a data 
center, the flooded supply increases the reliability of the cooling architectures in 
comparison with those combinations consisting of targeted or contained supply and 
contained return. This statement can be justified by the fact that the installation of 
ducted systems employing fans is more susceptible to mechanical failures. Regarding 
the contained return, it is wiser to provide a satisfactory insulation on the equipment 
used the containment of the hot airflows in order to achieve a greater percentage of the 
IT equipment hot exhaust air that is captured and transferred to the installed cooling 
unit. As a matter of fact, the greater insulated is the containment equipment, the less 
possible is the undesired mixing of the hot and cold airflows generated within the data 
center space, and, as a consequence, the more predictable is the pathway of the supply 
air produced by the cooling units. To sum up, the major proposal regarding the airflow 
management strategies is the following: 
“1st Proposal: Implementation of flooded supply/ hot aisle contained return airflow 
management strategy.” 
 As far as the equipment placement strategies are concerned, the most suitable 
method for a medium-to-large data center is considered to be the deployment of 
configurations consisting of row-based air conditioners. As a matter of fact, the 
qualitative analysis conducted in Chapter 3 demonstrated that the row-based placement 
strategy is characterized by shortened, well-defined and more predictable airflow paths 
that minimize the undesired mixing of the warm and cold air generated within the data 
center space. On the other hand, the quantitative analysis conducted in Chapter 4 
illustrated that the row-based air conditioners are able to reduce the amount of energy 
required by the cooling infrastructure by allowing the installed air conditioners operate 
in higher utilization factor. Although, this specific equipment placement strategy is 
considered to minimize the manifestation of hot spots in the IT environment, it is 
possible to achieve the total elimination of the negative impacts deriving from the heat 
loads aggregation by deploying cabinet cooling in those servers requiring significantly 
high IT load. However, it is conceivable that the establishment of cabinet cooling 
placement strategy can be omitted by the implementation of the aforementioned airflow 
management strategy, the flooded supply/ hot aisle contained return airflow 
     
   
  
-189- 
 
management strategy, due to the fact that this method does not allow the mixing of the 
hot and cold airflows. To sum up, the major proposal regarding the equipment 
placement strategies is the following: 
“2nd Proposal: Implementation of row-based placement strategy, which in case of 
insufficient airflow containment should be supported by the deployment of cabinet 
placement strategy for specific servers with high IT load.” 
 As far as the heat rejection strategies are concerned, it is wise to take into 
account the results of the quantitative comparisons conducted in Chapters 4 and 6. The 
quantitative comparison of the various traditional cooling architectures conducted in 
Chapter 4 illustrated that significant energy improvement of a medium-to-large data 
center can be achieved by the deployment of chilled water system supported by cooling 
tower and Variable Frequency Drives (VFD), whose indoors units are located within the 
data center space according to the row-based equipment placement strategy described 
before. On the other hand, the quantitative comparison of the various types of 
economizer modes conducted in Chapter 6 illustrated that significant energy 
improvement for the same type of data center can be achieved by the deployment of air 
conditioners combined with indirect air evaporative cooler. The aforementioned second 
result relies on the adaptation of the following important assumptions, the 
implementation of the energy efficient hot aisle containment airflow management 
strategy and the adjustment of the supply inlet temperature of the IT operation 
environment according to the ASHRAE allowable limits. Both of the aforementioned 
comparisons, before illustrating the most efficient cooling architecture, traditional and 
economizer mode, take into account the value of the anticipated annual PUE, carbon 
footprint and electricity cost of all of the cooling architectures involving in the research. 
However, by taking into consideration the fact that the aforementioned parameters 
depend on the geographical location of the data center and after calculating the 
aforementioned parameters for the four technologically advanced countries, France, 
Germany, the Netherlands and the United Kingdom, it must be clarified that both the 
aforementioned energy efficient cooling solutions maximize their benefits if the data 
center is constructed in France. 
 However, the comparison of the two energy efficient solutions for the same 
country, France, illustrates that the air conditioner with indirect air evaporative cooler is 
considered to be the most appropriate for a medium-to-large data center, since the 
anticipated values of the annual PUE, carbon footprint and total electricity cost are quite 
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lower that those calculated for the chilled water system supported by cooling tower and 
Variable Frequency Drives (VFD). As a consequence, the major proposal regarding the 
airflow management strategies is the following: 
“3rd Proposal: Deployment of air conditioner with indirect air evaporative cooler that 
takes advantage of the outside weather conditions in order to achieve the optimal 
minimization of the annual PUE, carbon footprint and total electricity cost.” 
 According to the research conducted in Chapter 6, the deployment of an air 
conditioner with indirect air evaporative cooler is considered to be beneficial for the 
case of a data center constructed in France only if the supply inlet temperature of the IT 
equipment is set according to the ASHRAE allowable limits. As a matter of fact, for 
such IT operating environment, it is proved that a data center is able to operate slightly 
the same hours in economizer mode, no matter which is the exact geographical location 
of the data center. However, in cases of hosting facilities that the data center operator 
requires the compliance of the IT operating environment with his conservative 
preferences or the ASHRAE recommended limits, it is apparent that France does not 
provide the optimal number of economizer mode hours during which the data center can 
take advantage of the “free cooling”, while the United Kingdom is considered to be the 
most suitable place for the construction of a data center.  
  Although a data center constructed in the United Kingdom is able to operate 
more hours in economizer mode than the rest three countries used in the research, 
France insists on being the most suitable place for the IT organizations due to its low 
cost of electricity per kWh and low carbon emissions rate. In fact, the aforementioned 
advantages are derived from the dominant position of the CO2 free nuclear power in the 
energy mix of France. However, by taking into account the legislative framework for 
data centers analyzed in Chapter 7, it is conspicuous that there are several key policies 
identified and applied in the United Kingdom regarding the promotion of energy 
efficiency, which are absent in France. The most important of those key policies are the 
tax reduction and the grants & funding, which provide the data center operators with 
further incentives in order to comply with the legislations’ context. As a consequence, 
the data center operators in United Kingdom are more eager to invest on the production 
of their own renewable energy, which is considered to counterbalance the benefits 
derived by the nuclear power generated in France. 
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 An additional advantage of the United Kingdom is the fact that it is considered 
to have the lower bandwidth costs in comparison with the rest three countries used in 
the research. For example, for an international organization that desires to expand its 
internet business towards the USA and vice versa, the construction of a data center in 
the United Kingdom seems to maximize the benefits derived from the minimization of 
the bandwidth costs. More specifically, as illustrated in Figure 45, the route connecting 
London-New York has the lower median monthly lease price in comparison with 
France and Germany. 
 
Figure 45: Trans-Atlantic median 10 Gbps prices on selected routes. [41] 
As a consequence, the major proposal regarding the location of the data center is the 
following: 
“4th Proposal: Construction of medium-to-large data centers in the United Kingdom in 
order to take advantage of the increased economizer mode hours, the legislative 
framework and the low bandwidth cost.” 
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Appendixes 
 The tools used in the dissertation are the following: 
 The Data Center Power Sizing Calculator: 
 
It is available at: http://www.apcmedia.com/salestools/WTOL-7DJLLS_R0_EN.swf 
 The Calculator for Data Center Efficiency 
 
It is available at: http://www.apcmedia.com/salestools/WTOL-7CMGPL_R3_EN.swf  
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 The IT Carbon and Energy Allocation Calculator 
 
It is available at:  http://www.apcmedia.com/salestools/WTOL-7WTM24_R0_EN.swf 
 The Cooling Economizer Mode PUE Calculator 
 
It is available at: http://www.apcmedia.com/salestools/WTOL-7ZGPFZ_R0_EN.swf 
 
 
