Several nonlinear time series models have been proposed in the literature to explain various empirical nonlinear features of many observed financial and economic time series. One model that has gained much attention is the so-called self-exciting threshold autoregressive (SETAR) model. It has been found very effective for modeling and forecasting nonlinear time series in a wide range of application fields. Furthermore, SETAR model is able to capture nonlinear characteristics as limit cycles, jump resonance, and time irreversibility. In this work the attention is focused on a multivariate SETAR (MSETAR) model where each linear regime follows a vector autoregressive (VAR) process and the thresholds are multivariate. We propose a methodology based on genetic algorithms (GAs) for building MSETAR models. The GA is designed to estimate the structural parameters, i. e. to determine the appropriate number of regimes and find multivariate threshold parameters. The behavior of the proposed methodology has been observed on a simulation experiment involving three artificial data sets.
Introduction
Several papers that generalize the univariate threshold principle to a multivariate framework have appeared in the literature during the past years. Tiao and Tsay (1994) proposed a univariate SETAR model for the United States gross national product (GNP) series where the thresholds are controlled by two lagged values of the transformed GNP series reflecting the situation of the economy. Tsay (1998) developed a strategy for testing and estimating multivariate threshold models where the threshold variable was controlled by known linear combination of individual variables. Arnold and Gunther (2001) proposed a definition of MSETAR models where each linear regime follows a VAR process and the threshold variable is multivariate. Furthermore, they developed an estimation procedure of the corresponding autoregressive (AR) coefficient matrices. However, the authors suppose that the structural parameters of the model (delay, thresh-old variable, number and position of thresholds, model order) have to be known a priori. In the present framework, we adopt a less restrictive formulation, assuming that the structural parameters are unknown and are jointly estimated with the other parameters of the model. We formulate the task of finding the threshold variable and the other structural parameters as a combinatorial optimization problem (Medeiros et al. 2002) .
Combinatorial optimization is a field of applied mathematics that treats a special type of mathematical optimization problem where the set of feasible solutions is finite. The gradient based methods cannot be used in such a space as the search space is discrete and derivatives and usual notions of continuity and convexity do not apply. If the size of the problem is small, often exhaustive enumeration of all potential solutions is feasible and it is the best way to obtain an exact solution. However, often this simple method is unfeasible because in combinatorial problems the solution space grows very large as a function of the problem size. For moderately sized problem instances dynamic programming offers several algorithms that can provide good solutions or even exact solutions. Nonetheless, more complex problems may be tackled only with the use of heuristic methods. Moreover, as the computing time needed to get a solution becomes usually exponentially large even heuristics may be unfit for optimization and we have to resort to meta heuristic algorithms that may provide in polynomial time a good sub-optimal solution or even the exact solution in some special cases. The meta heuristic methods are general purpose heuristics, i. e. heuristic methods which, in addition, embed and implement innovative instruments. A discussion about the term "meta heuristic" and the different meanings that has received in the literature may be found in, e. g., Osman and Laporte (1996) and Luke (2009) 
Heuristic and meta heuristic methods have been proposed in the literature for model selection (e. g., Winker/Gilli 2004 and Gilli/Winker 2009 ). We confine here to the GAs application for structural threshold model parameters identification. The formulation of GAs basic principles is due to Holland (1975) while an introduction and discussion of detailed theory and applications of GAs as optimization algorithms may be found in many textbooks. See, e. g., Goldberg (1989) and Mitchell (1996) , two nice introductory books, Back et al. (1997) , where related fields such as evolutionary strategies and genetic programming are illustrated, Gen and Cheng (1997) and Haupt and Haupt (2004) , who cope with applications and present examples from several different fields. In the present framework we have to deal with a very large space of potential optimal solutions as the threshold variable (components and delay), the thresholds and the AR orders have to be found that optimize some suitable objective function.
Using GAs for threshold univariate models building has been suggested by, e. g., Wu and Chang (2002) and Baragona et al. (2004b) . Similar applications which involve threshold or smooth threshold modeling have been suggested by Arifovic and Gencay (2001) for optimizing both architecture and weights of an artificial neural network with logistic activation function, by Battaglia and Protopapas (2010a,b) for nonlinear non stationary time series modeling and by Baragona and Cucina (2008) for double threshold generalized autoregressive conditional heteroscedastic (GARCH) models building. Other meta heuristic or hybrid heuristic methods have been suggested, e. g., Maringer and Meyer (2008) use simulated annealing (SA) (Kirkpatrick et al. 1983) , threshold accepting (Dueck/ Scheuer 1990) and differential evolution (Storn/Price 1995; Price et al. 2005) for smooth transition threshold model building, and Yang et al. 2007 suggest a hybrid approach which combines GAs and SA for threshold vector error correction models. However, a comparison between different methods is outside the scope of the present paper.
The algorithm has been programmed in C language. It is available for download through the data archive of the Journal. The rest of the paper is organized as follows. Section 2 gives a general description of the MSETAR model. Section 3 presents the methodology used for identification and estimation of MSETAR models. Section 4 presents some numerical examples illustrating the performance of the proposed procedure for MSETAR model building. Several models are considered and results from a Monte Carlo experiment are presented and discussed. Concluding remarks are made in Section 5. 
where d is the delay parameter, the K-dimensional square matrices U ðJÞ i ; i ¼ 0; 1; . . . ; P J , denote the model coefficients and fU ðJÞ t g is a sequence of independent identically distributed random variables with zero mean and variance covariance matrix R ðJÞ independent of time. The indicator function I ðJÞ : Y tÀd ! f0; 1g which determines the current regime is defined by the relation
A drawback of Model (1) 
where the threshold variable Y tÀd is a bivariate vector with the entries being two lagged series chosen among the components of the multivariate time series ðy 1;tÀd1 , y 2;tÀd2 , . . ., y K;tÀdK Þ 0 . Now let us consider these partitions of the real line
1 ; 1Þ 
These functions determine the current regime that is defined by a sub-region of the real plane R Â R with x-axis equal to y i1;tÀd1 and y-axis equal to y i2;tÀd2 . In Fig. 1 an example is given where the threshold components are either y 1;tÀd (upper panel), or y 2;tÀd (middle panel), or both (lower panel). In this example we assume y it 2 ðÀ10; 10Þ; i ¼ 1; 2, and the thresholds r ð1Þ 1 and r
1 both equal to zero. A single threshold divides the interval ðÀ10; 10Þ & R into two regions, while two thresholds divide ðÀ10; 10Þ Â ðÀ10; 10Þ & R Â R into four regions, one for each regime. The most important step in the identification and estimation of Model (2) consists in finding the correct elements of the threshold variable Y tÀd and the position of thresholds. The threshold parameters location requires some discussion. We assume, as almost standard in the literature, that thresholds may be searched for among the component time series values arranged in ascending order. This feature restricts the search space for thresholds and indirectly prevent extreme outliers from being assumed as candidate threshold because the first and last m ordered observations are never considered. It may be the case, however, that prior knowledge exists that may be of use to further restrict the set of the allowable threshold values. Such knowledge is specially needed for other classes of threshold models, e. g., the smooth transition autoregressive (STAR) models need some parameters to define the logistic function which controls the gradual change from a regime to the next one (e. g., Maringer/Meyer 2008: 6) . Once the threshold variables and the corresponding thresholds are specified, the orders P J are determined with the use of the Akaike (1974) criterion (AIC) as suggested by Tong (1990) and Tsay (1998) for threshold models. The AIC is known to be asymptotically inconsistent (Shibata 1976 ) but penalizes free parameters less strongly than other criteria such as, e. g., the Schwarz (1978) index (Savin/Winker 2011: 8) . Given a candidate set of lags, p 1 ; . . . ; p max , we have to estimate several linear models and select the order that minimizes the information criterion. Once the structural parameters of the model (threshold variable, number and position of thresholds, model order) have been determined, the remaining coefficients of the model can be estimated by ordinary least squares.
The structural parameters take discrete values and their combinations amount to a very large number. In this work we formulate the task of finding the elements of the threshold variable and the position of the thresholds as a combinatorial optimization problem, and we develop GAs to solve the problem. GAs have been often designed for building threshold models (see references in the Introduction) and we chose to follow such disposition. However, a comparison between different approaches goes beyond the scope of the present paper.
The size of the searching space, i. e. the space of the solutions which the GA has to explore according to the encoding that we will specify later in Sect. 3, contains about 10 24 elements. This latter figure depends on the assumptions that we make about the structural parameters bounds. If, e. g., we assume the largest lag d max ¼ 10, the time series dimension less than K max ¼ 4, the maximum number of regimes ' max ¼ 8 and no more than n ¼ 1000 observations (10 bits and about 2 10 different values for the location of thresholds in the time series), which seems a reasonable medium size problem, we will have K max ðK max À 1Þd 2 max n 'maxÀ1 % 1:2 Â 10 24 potential solutions. We may want to consider subset autoregressive models at least in some regimes, specially when the data exhibit some form of periodic behavior with a range of different natural periods in terms of days, weeks, months and years. Methods for subset vector autoregressive models building have been suggested, e. g., by Brockwell et al. (2005) , based on the minimization of the weighted sums of squares of the forward and backward prediction errors in recursive schemes, and by Gatu et al. (2008) who propose an efficient branch-and-bound algorithm. These methods, however, cannot cope with the high dimension problem considered here. Indeed, a subset model is obtained by constraining some lag coefficients to zero. Let us assume p max ¼ 5 as the maximum order and associate to the subset model a binary string of length K 2 max p max ¼ 80 which has the bit at the i-th position equal to zero if the lag i coefficient is missing and one otherwise. This implies that 2 80 % 10 24 different subset VAR models have to be considered. A method based on GAs has been suggested by Savin and Winker (2011) . On the other hand, GAs have been suggested for building univariate threshold autoregressive moving average models by Baragona et al. (2004a) . In a multivariate framework, even if we accept smaller values for maximum time series dimension and model order, the number of possible models increases anyway by a factor ' max . This is a considerable additional computational burden that needs further investigation and will not be considered here.
The genetic algorithm for MSETAR modeling
GAs are simplified schemes of the evolutionary processes that develop in nature and have been used as all-purpose optimization tools once the association between adaptation to the environment and objective function, and individual competing for survival and possible alternative solutions has been established. Results from application in several distant fields justified the development of GAs as numerical optimizers with the introduction of problem oriented variants of their basic features (e. g., Goldberg 1989 ).
The general scheme of the GAs optimizers includes an initial population of potential solutions and an iterative loop where the current population is evaluated in terms of the fitness function of its individuals. The three usual genetic operators are selection, crossover and mutation. They produce a new generation by choosing the fittest individuals, recombining their genetic material and allowing mutation to occur. This new generation replaces either partially or in full the old population according to some definite rules. The number of generations (iterations of the GAs) may be either pre-specified in advance or a stopping rule may be defined. The procedure may stop, e. g., when the potential solutions in the population are all essentially equal. Details about the general design of GAs as function optimizers and on the genetic operators in practice may be found in, e. g., Back et al. (1997) and Haupt and Haupt (2004) . Now we explain the three operators as they are used in our optimization problem and the encoding that has been adopted. Each solution (the "individual") is represented as a string of digits (the "chromosome"). Each digit may be thought of as a "gene" which may take values ("alleles") in a given set according to its position (the "locus") and meaning.
Encoding
The encoding uses a chromosome of length 15 for each individual in the current population. The "locus" of each gene in the chromosome is important not only because it defines the meaning of the gene but also because only some genes have binary digits as allelic values while most of them have integer numbers as alleles with possibly different minimum and maximum values. Notice that each integer number is represented as a binary string (field) and the genetic operators apply on each field, e. g., the crossover operator only operates within the boundaries of each and every binary field. The chromosome we adopted in our GA is composed of the following genes:
- (1) A binary digit that acts as a switch, its value is 0 if the threshold variable is univariate, i. e. it refers to a single component series, and 1 otherwise. The decoding of the rest of the chromosome depends on this first gene.
Genes 2-7 alleles considered if the first gene is 0.
- (2) This gene encodes which component series has to be assumed as the threshold variable. It may assume the allelic values 1; 2; . . . ; K. -(3) Number of regimes (either 2, 3 or 4).
-(4-6) Positions of the thresholds. Let y k;t be the threshold variable chosen according to the gene (2) allelic value. Then the sequence y k;ðtÞ is obtained by sorting y k;t in ascending order. Assuming t ¼ 1; 2; . . . ; n be the timing of the first, second, . . ., n-th ordered observation, each position is time t associated to an observation in the chosen sequence. In practice, each position may range from m þ 1 to n À m as we do not take the first and last m observations into account. This ensures that, for suitable positive integer m, each regime includes enough observations for computing the estimates of the AR model coefficients. How many genes have to be considered depends on the number of regimes as specified by the preceding gene (3). In addition, a rule applies to stop the decoding if two positions are closer than m to each other, in which case the number of regimes is automatically decreased accordingly. -(7) Delay d for the scalar threshold variable, d 2 f1; 2; . . . ; d max g. This and the subsequent genes are meaningful for the current individual in the population if the first gene allele is equal to 1.
-(8) This gene encodes the index i 1 of the component series which is to be considered as the first element of the vector threshold variable, i 1 2 f1; 2; . . . ; Kg. -(9) The second element i 2 of the vector threshold variable, i 2 2 f1; 2; . . . ; Kg; i 2 6 ¼ i 1 .
- (10) (15) is 7 in case of merging the regions I with IV and region II with III to produce 2 regimes.
In Fig. 2 examples of cases 7, 4 and 2 are given in upper, middle and lower panel respectively. The threshold components are y 1;tÀd and y 2;tÀd , where y it 2 ðÀ10; 10Þ; i ¼ 1; 2. The thresholds in the first component r The encoding as defined above is rather elaborated and requires a special decoding algorithm. In addition, special algorithms have to be designed for the computation of the fitness function in the selection step, and non standard crossover and mutation operators are needed. However, this does not impact too much the overall computational burden provided that each one of the decoding steps are carefully programmed.
Let us consider, e. g., the chromosome displayed in Fig. 3 , which is intended to encode a K-dimensional MSETAR with K ¼ 4 and 2-dimensional threshold variable. For the sake j 1 j 1 j 3 j 180 j 100 j 50 j 1 j 1 j 3 j 40 j 120 j 1 j 1 j 0 j 3 j Figure 3 A "chromosome" that encodes an example of 4-dimensional MSETAR model with 2-dimensional threshold variable of simplicity the genes whose alleles are integer numbers are written as integers, though their internal representation is a binary string, e. g., the integer 3 in the third genes is reserved three bits so that it is actually encoded as 011. The first gene denotes that the threshold variable is bivariate so the decoding continues at locus 8. The components indexed as 1 and 3 are to be assumed as threshold variables (8-9). The thresholds values have to be taken equal to the 40-th observation of the (ordered) first component and the 120-th observation of the (ordered) third component, i. e. r
The delay parameters follow equal to 1 for both threshold variable components, which is Y tÀd ¼ ðy 1;tÀ1 ; y 3;tÀ1 Þ 0 . The allelic value in locus 14 means that we do not allow regions defined by the thresholds to merge, so the number of regimes is equal to 4. In this case the last gene may be neglected.
Fitness function
The fitness function measures the adaptation of the individual to the environment. In the present context the chromosome of each individual encodes an MSETAR model which is to be considered the better the smaller its AIC index (Tong 1990; Tsay 1998) . A transformation of the AIC may be used to obtain positive fitness function values so that the optimization problem may be put in terms of maximization of the fitness function as it is usual for GAs. So let
where In Eq (4) the number of regimes is set equal to ', while the number of observations in the j-th regime is n j , with n ¼ P j n j the total number of observations, and fû u ðjÞ t g are the estimated model residuals in regime j.
Genetic operators and procedure
Basically the well known "roulette wheel rule" is used for selecting from the current population the individuals candidate for inclusion in the next generation. The roulette wheel rule amounts to choose individuals with probability proportional to their respective fitness function value. Normalization of the fitness function may be used for scaling the transform (3) in such a way that the selection probabilities defined by the roulette wheel rule are close to each other. The "sigma truncation scaling" (e. g., Goldberg 1989) consists in applying the normalization transform
where F F is the population mean, c is a suitable real positive constant and r the standard deviation, and in excluding the individuals with zero or negative fitness from selection.
In our algorithm the following procedure is adopted:
1. The fitness function has been computed by the "sigma truncation scaling" transformation and the set of the individuals with positive fitness has been sampled with replacement s times using the "roulette wheel rule", i. e. with probability proportional to their fitness value. 2. The population is entirely replaced by the selected individuals, but the elitist strategy is applied, i. e. the worst individual in the new population is deterministically replaced by the best one found in the old population whenever this latter has not been selected by the roulette wheel rule. 3. The binary chromosome is divided in "fragments" each one corresponding to a different parameter. The individuals in the population are paired at random and undergo crossover with probability p c . Then, in case of crossover, for each pair of corresponding fragments a "locus" is chosen at random. The genes before or coincident with that locus remain unchanged, while the remaining genes are exchanged between the two chromosomes. 4. Uniform random mutation is used with probability p m for each bit of the binary chromosome.
Convergence of genetic algorithms
If GAs are employed as optimization methods, we are concerned with the problem of defining in probability terms how close the best solution found in the last iteration is to the actual optimum. Let x ðgÞ best be the chromosome of the fittest individual found at generation g, then ff ½x ðgÞ best ; g ¼ 1; 2; . . .g defines a sequence of random variables. Jennison and Sheehan (1995) provided a revised updated version of the "schema theorem". Rudolph (1997) demonstrated theorems concerned with global optimum convergence of GAs in an elitist strategy framework. The Markov chains theory offers some insights into the asymptotic convergence property of GAs, here we only recall a result for chromosomes composed of genes that take binary allelic values. Let each chromosome have M binary genes and let the population be composed by s individuals. The possible populations are sþ2 M À1 s (combinations with repetition of the 2 M possible different individuals in sets of cardinality s). Though very large, the number of states of the process is finite, and it may be considered a finite Markov chain. Then suppose that there is only an optimal individual, coded by chromosome y. Let j denote the state corresponding to the population composed of all individuals equal to y: the transition matrix P has a 1 in the diagonal at position j, it is an absorbing state and convergence is certain. Details and a complete discussion may be found in, e. g., Rudolph (1997) and Reeves and Rowe (2003) .
A simulation experiment
To evaluate the performance of our GAs-based identification and estimation procedure we simulated three MSETAR models chosen to take a rather wide range of situations into account. The first two models are bivariate MSETAR where the lagged first component acts as threshold variable. They differ as far as the number of regimes is concerned, two in the first and three in the second model. The third model is a four regimes bivariate MSETAR model. In this case both lagged components act as a bivariate threshold variable. Samples of series of length n Ã were generated from each of the three models but the first 500 observations were discarded to avoid any initialization effects. This procedure left simulated series of length n available for the analysis. From the first two models we simulated 100 replications each with n ¼ 150, n ¼ 400 and n ¼ 1000 observations. For the third model we simulated 100 replications each with n ¼ 400, n ¼ 600 and n ¼ 1000 observations. The number of observations has been chosen so that enough observations fall in each regime. For the first two models (Eqs (5) and (6)) the regimes are defined by a partition of the real axis determined by the first component. For the third model (Eq (7)) the regimes are defined by a partition of R Â R. For each regime m ¼ 20 observations at least are required. The following GA parameters have been chosen: 100 the population size, 1000 the number of generations, 0.9 the crossover probability and 0.01 the mutation probability. The maximum VAR order is p max ¼ 4 and the maximum delay is d max ¼ 10.
We used for computations a desktop equipped with a Intel i5 CORE vPro processor (2.53GHz) running under the Windows 7 Professional operating system. The algorithm is programmed in the C programming language. A single run of the algorithm as described above takes about 0.01 seconds for n ¼ 150 while the largest elapsed time has been observed 0.1 seconds for n ¼ 1000. The evaluation of the procedure performance is concerned with three aspects, i. e.
(1) correct selection of threshold variable, (2) correct specification of the number of regimes and of the threshold and delay parameters (3) accuracy of the VAR coefficients estimates.
Example 1
In the first simulation experiment we consider time series generated by the MSETAR model (Tsay 1998 ) are independent multivariate normal with mean 0 and variance R 1 and R 2 respectively. The threshold variable is considered to be the first component of the bivariate series with delay parameter equal to one. The threshold value is set equal to zero.
In Table 1 the percentages of correct identification of the number of regimes and of the threshold variable based on 100 replications are shown. In the simulation experiment we know exactly the model which generated the data so that we may relate the identification to this true model. On the contrary, for real world data the "underlying model" is generally unknown, and our aim is to choose the model that best fits the observed time series. In this latter case we cannot denote the identification we performed as correct or not.
The label "Thr.Var" denotes the correct selection of the component series that is used as threshold variable. The "Delay" label denotes the lag of the threshold variable. The label "N.Reg." denotes the number of regimes. The results displayed in Table 1 show that detection of the threshold variable and identification of the number of regimes and delay are performed satisfactorily.
Here we content ourselves to notice how the percentages of correct identification of the important integer parameters of the models used in the simulation, i. e. the threshold variable, the delay parameter and the number of regimes, improve as the number of observations increases.
In Table 2 the average bias and root mean square error (RMSE) of the estimates of coefficients and threshold parameters for Model (5) are displayed. Only the estimates from the replications where exact match of structural parameters (variable threshold, delay parameter and number of regimes) occurred are considered. It seems natural that only coefficients that have the same meaning in a set of estimated models be considered for computing summary statistics. Moreover the models exactly identified are the large majority of cases. We can see that the estimated coefficients are quite accurate, i. e. they are close on average to their true values. The accuracy of the estimates improves as the sample size increases. It has to be considered that our GA method does not aim at estimating the exact threshold parameter but at detecting the observation that divides the time series in the two regimes. If we consider the misplaced observations, it results that these are, on the average and for sample size n ¼ 150, n ¼ 400 and n ¼ 1000 respectively, 13%, 8% and 3%. So the assignment of observations to regimes may be considered quite satisfactory and more accurate the larger the sample size, even in the presence of rather large RMSEs for n ¼ 150 and n ¼ 400. The second simulation experiment is concerned with the MSETAR model (Tsay 1998 ) The innovations fU ðjÞ t g; j ¼ 1; 2; 3, are sequences of independent multivariate normal random variables with mean 0 and variance R j ¼ I; j ¼ 1; 2; 3, respectively, where I denotes the identity matrix. The model has three regimes and the first component of the bivariate series with delay parameter 1 determines the current regime. The threshold values are -3.3 and 3.3.
The percentages of correct identification of the number of regimes and threshold component based on 100 replications are summarized in Table 3 . From Table 3 we may observe that our GAs-based procedure determines the correct threshold variable and number of regimes with high percentages which increase as the sample size gets larger.
In Table 4 the estimates for Model (6) are reported. The estimates were considered only for the replications where exact match of structural parameters occurred (about 90%). Bias and RMSEs seem rather small and decrease as the sample size increases, but both bias and RMSE of the estimates of the thresholds r ð1Þ 1 and r ð2Þ 1 . However, if we consider again the number of misplaced observations we obtain the percentages 11%; 10%; 4% for n ¼ 150, n ¼ 400 and n ¼ 1000 respectively. This circumstance seems to indicate that in this case too the assignment of observations to regimes has been performed rather satisfactorily. Table 3 Relative frequency (based on 100 replications) of selecting correctly the index of the component to be used as threshold variable, the delay parameter and the number of regimes for sample sizes 150, 400 and 1000 observations n = 150 n = 400 n = 1000 In the third simulation experiment we consider time series generated according to the model The U ðjÞ t are independent bivariate normal random variables with mean 0 and variance R j ¼ I; j ¼ 1; . . . ; 4 where I denotes the identity matrix. The model has four regimes which depend on the lagged component series with delay equal to 1. The threshold values are equal to 0 for both threshold components. The percentages of replications for which the correct threshold variable and number of regimes were selected are given in Table 5 . The results displayed in Table 5 show that the exact recovery of the threshold variable and number of regimes depends heavily on the number of observations. Nonetheless percentages of success greater than 90% are attained almost always, excepted for the number of regimes in case of 400 and 600 observations and for the delay parameter if n ¼ 400.
In Table 6 the average bias and RMSE of the estimates of coefficients and thresholds for Model (7) are displayed. Only the estimates from the replications where exact match of 
12 . This circumstance possibly depends on the fact that some observations shift from one regime to another one due to the change of the estimates of the thresholds, whose bias decreases steadily. The RMSEs decrease in all cases as the sample size increases. The bias decrease for the threshold estimates and for the large majority of the coefficient estimates, coupled with the steady decrease of the RMSE values, is in agreement with the results by Chan (1993) about the strong consistency of the threshold parameter estimation. Some considerations on the rate of convergence to the maximum of the fitness function and on the variability of the fitness values originated only by the stochastic GAs-based optimization (i. e. independent of the sampling variability) may be based on the plots reported in Fig. 4 . We simulated n ¼ 600 observations using Eq (7) and performed 100 restarts of our GAs-based procedure. This latter has been run for 1000 generations. For each restart the best fitness achieved in each one of the 1000 GA iterations has been recorded. Then the mean, the standard deviation and the asymmetry of the best fitness have been computed for 1; 2; . . . ; 1000 iterations. In the left hand panel of Fig. 4 the convergence is shown of the best fitness averaged across 100 restarts. The curve reproduces the typical GAs convergence behavior, with an initial steep increase, corresponding to the exploration phase, followed by a slower steady increase which corresponds to the exploitation phase (e. g., Baragona et al. 2011, Chapt. 2) . The standard deviation, depicted in the middle panel, decreases approximately linearly towards zero so validating the effectiveness of the GAs-based procedure for optimization. The asymmetry (right hand panel) is positive at the beginning, as among the restarts the majority provide low fitness solutions. Then the asymmetry becomes negative depending on the circumstance that the distribution of the high fitness solutions is right censored because it is bounded from above by the maximum. This means that the distribution of the fitness values not only becomes less dispersed due to the steady decrease of the standard deviation but shrinks towards the maximum while the left tail becomes progressively smaller as the iterations increase. Similar results have been found for the first and second model that we considered in the present simulation study. We did not report these results as they do not add anything substantially new to the discussion on the third model which proved to be more difficult to be dealt with. Figure 4 Best fitness average, standard deviation and asymmetry, computed across 100 restarts of the GAs-based procedure, plotted against the number of iterations. Fig. 5 displays the convergence to the true parameters of the threshold estimates obtained as the values that minimize the AIC criterion. A specimen artificial time series of length 2000 has been generated from the model described by Eq (7), then the estimates have been computed based on number of observations n ¼ 400, 600, 1000, 1500, 2000. The increase of the number of observations produces on average an improvement of the threshold estimates and simultaneously a decrease of their variance. This circumstance suggests that the variability introduced by the GAs-based procedure, which is essentially stochastic, does not affect negatively the consistency of the threshold estimates.
Conclusion
We suggested a GAs-based procedure for identifying and estimating an MSETAR model with univariate or bivariate threshold variable. The procedure uses a special binary encoding composed of several fragments each of which represents an integer parameter of the MSETAR model. In spite of the relative complexity of the chromosome the genetic operators are suitable for simple implementation so that the computational burden is quite low. A simulation experiment demonstrated the validity of the GAs for implementing the identification and estimation procedure for building a nonlinear model in a multivariate setting. There are at least two issues that will possibly be interesting subject matters for future research. The first one is concerned with the consideration of subset VAR models in each regime. This may save considerable estimation effort, produces more sta- Figure 5 Average based on 100 restarts of the GA of the threshold estimates (solid line) for a specimen artificial time series generated from Eq (7) against the number of observations. The 95% confidence limits (dotted lines) and the true threshold values (dashed line) are shown.
ble coefficient estimates and would lead to the identification of a smaller size parameter set. On the other hand, the identification of subset models is known to constitute a difficult problem for which GAs have been suggested in the context of VAR models and univariate threshold models. The additional computational burden is a non negligible obstacle that requires both an appropriate encoding and a careful programming to be overcome. Next, consideration of more than two component series to be used as threshold variables for regime identification is an intricate matter that surely deserves further research. As before, it involves not only theoretical difficulties but the development of dedicated programming tools as well.
