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Abstract We introduce a generative model to simulate radi-
ation patterns within a jet using the Lund jet plane. We
show that using an appropriate neural network architecture
with a stochastic generation of images, it is possible to con-
struct a generative model which retrieves the underlying two-
dimensional distribution to within a few percent. We compare
our model with several alternative state-of-the-art generative
techniques. Finally, we show how a mapping can be created
between different categories of jets, and use this method to
retroactively change simulation settings or the underlying
process on an existing sample. These results provide a frame-
work for significantly reducing simulation times through fast
inference of the neural network as well as for data augmen-
tation of physical measurements.
1 Introduction
One of the most common objects emerging from hadron col-
lisions at particle colliders such as the Large Hadron Collider
(LHC) are jets. These are loosely interpreted as collimated
bunches of energetic particles arising from the interactions
of quarks and gluons, the fundamental constituents of the
proton [1,2]. In practice, jets are usually defined through a
sequential recombination algorithm mapping final-state par-
ticle momenta to jet momenta, with a free parameter R defin-
ing the radius up to which separate particles are clustered into
a single jet [3–5].
Because of the high energies involved in the collisions at
the LHC, heavy particles such as vector bosons or top quarks
are frequently produced with very large transverse momenta.
In this boosted regime, the decay products of these objects
can become so collimated that they are reconstructed as a
single jet. An active field of research is therefore dedicated
to the theoretical understanding of radiation patterns within
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jets, notably to distinguish their physical origins and remove
radiation unassociated with the hard process [6–26]. Further-
more, measurements of jet properties provide a unique oppor-
tunity for accurate comparisons between theoretical predic-
tions and data, and can be used to tune simulation tools [27]
or extract physical constants [28].
In recent years, there has also been considerable interest in
applications of generative adversarial networks (GAN) [29]
and variational autoencoders (VAE) [30] to particle physics,
where such generative models can be used to significantly
reduce the computing resources required to simulate realistic
LHC data [31–40]. In this paper, we introduce a generative
model to create new samples of the substructure of a jet from
existing data. We use the Lund jet plane [22], shown in Fig. 1,
as a visual representation of the clustering history of a jet.
This provides an efficient encoding of a jets radiation patterns
and can be directly measured experimentally [41]. The Lund
jet image is used to train a Least Square GAN (LSGAN) [42]
to reproduce simulated data within a few percent accuracy.
We compare a range of alternative generative methods, and
show good agreement between the original jets generated
with Pythia v8.223 [43] using fast detector simulation with
Delphes v3.4.1 particle flow [44] and samples provided by
the different models [45]. Finally, we show how a cycle-
consistent adversarial network (CycleGAN) [46] can be used
to create mappings between different categories of jets. We
apply this framework to retroactively change the parameters
of the parton shower on an event, adding non-perturbative
effects to an existing parton-level sample, and transforming
quark and gluon jets to a boosted W sample.
These methods provide a systematic tool for data augmen-
tation, as well as reductions of simulation time and storage
space by several orders of magnitude, e.g. through a fast
inference of the neural network with hardware architectures
such as GPUs and field-programmable gate arrays (FPGA)
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Fig. 1 Average Lund jet plane density for QCD jets simulated with
Pythia v8.223 and Delphes v3.4.1
[47]. The code frameworks and data used in this work are
available as open-source and published material in [48–50].1
2 Generating jets
In this article we will construct a generative model, which
we call gLund, to create new samples of radiation patterns
of jets. We first introduce the basis used to describe a jet as
an image, then construct a generative model which can be
trained on these objects.
2.1 Encoding radiation patterns with Lund images
To describe the radiation patterns of a jet, we will use the
primary Lund plane representation [22], which can be pro-
jected onto a two-dimensional image that serves as input to
a neural network.
The Lund jet plane is constructed by reclustering a jet’s
constituents with the Cambridge-Aachen (C/A) algorithm [4,
51]. This algorithm sequentially recombines pairs of particles
that have the minimal Δ2i j = (yi − y j )2 + (φi − φ j )2 value,
where yi and φi are the rapidity and azimuth of particle i .
This clustering sequence can be used to construct an n ×n
pixel image describing the radiation patterns of the initial
jet. We iterate in reverse through the clustering sequence,
labelling the momenta of the two branches of a declustering
as pa and pb, ordered in transverse momentum such that
1 The codes are available at https://github.com/JetsGame/gLund and
https://github.com/JetsGame/CycleJet.
pt,a > pt,b. This procedure follows the harder branch a and
at each step we activate the pixel on the image corresponding
to the coordinates (ln Δab, ln kt ), where kt = pt,bΔab is the
transverse momentum of particle b relative to a.2
2.2 Input data
The data sample used in this article consists of 500k
jets, generated using the dijet process in Pythia v8.223.
Jets are clustered using the anti-kt algorithm [5,52] with
radius R = 1.0, and are required to pass a selection
cut, with transverse momentum pt > 500 GeV and
rapidity |y| < 2.5. Unless specified otherwise, results
use the Delphes v3.4.1 fast detector simulation, with the
delphes_card_CMS_NoFastJet.tcl card to simu-
late both detector effects and particle flow reconstruction.
The simulated jets are then converted to Lund images with
24×24 pixels each using the procedure described in Sect. 2.1.
A pixel is set to one if there is a corresponding (ln Δab, ln kt )
primary declustering sequence, otherwise it is left at zero.
The full samples used in this article can be accessed online
[50].
2.3 Probabilistic generation of jets
Generative adversarial networks [53] are one of the most
successful unsupervised learning methods. They are con-
structed using both a generator G and discriminator D, which
are competing against each other through a value function
V (G, D).
In practice, we found improved performance when using
a Least Square Generative Adversarial Network (LSGAN)
[42], a specific class of GAN which uses a least squares loss
function for the discriminator, and has objective functions
defined as
min
D
V (D) = 1
2
Ex∼pdata [(D(x) − b)2]
+1
2
Ez∼pz(z)[(D(G(z)) − a)2], (1)
min
G
V (G) = 1
2
Ez∼pz(z)[(D(G(z)) − c)2], (2)
where we defined pz(z) as a prior on input noise variables,
and a, b and c are the labels for the fake, real and presumed
fake data respectively. Thus D is trained in order to max-
imise the probability of correctly distinguishing the training
examples and the samples from G, following Eq. (1), while
2 For simplicity, we consider only whether a pixel is on or off, instead
of counting the number of hits as in [22]. While these two definitions are
equivalent only for large image resolutions, this limitation can easily
be overcome e.g. by considering a separate channel for each activation
level.
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Fig. 2 Sample input images after averaging with navg =
1, 5, 10 and 20
the latter is trained to minimise Eq. (2). The generator’s dis-
tribution pg optimises Eq. (2) when pg = pdata, so that the
generator learns how to generate new samples from z. The
main advantage of the LSGAN over the original GAN frame-
work is a more stable training process, due to an absence of
vanishing gradients. In addition, we include a minibatch dis-
crimination layer [54] to avoid collapse of the generator.
The LSGAN is trained on the full sample of QCD Lund
jet images. In order to overcome the limitation of GANs due
to the sparse and discrete nature of Lund images, we will use
a probabilistic interpretation of the Lund images to train the
model. To this end, we will first re-sample our initial data
set into batches of navg and create a new set of 500k images,
each consisting of the average of navg initial input images, as
shown in Fig. 2. These images can be reinterpreted as physi-
cal events through a random sampling, where the pixel value
is interpreted as the probability that the pixel is activated. The
navg value is a parameter of the model, with a large value lead-
ing to increased variance in the generated images compared
to the reference sample, while for too low values the model
performs poorly due to the sparsity and discreteness of the
data. A further data preprocessing step before training the
LSGAN consists in rescaling the pixel intensities to be in the
[−1, 1] range, and masking entries outside of the kinematic
limit of the Lund plane. The images are then whitened using
zero-phase components analysis (ZCA) whitening [55].
2.4 gLund model results
The optimal choice of hyperparameters, both for the LSGAN
model architecture and for the image preprocessing, is deter-
mined using the distributed asynchronous hyperparameter
optimisation library hyperopt [56].
The performance of each setup is evaluated by a loss
function which compares the reference preprocessed Lund
images to the artificial images generated by the LSGAN
model. We define the loss function as
Lh = I + 5 · S (3)
where I is the norm of the difference between the average of
the images of the two samples and S is the absolute differ-
ence in structural similarity [57] values between 5000 ran-
dom pairs of reference samples, and reference and generated
samples.
We perform 1000 iterations and select the one for which
the loss Lh is minimal. In Fig. 3 we show some of the results
obtained with the hyperopt library through the Tree-
structured Parzen Estimator (TPE) algorithm. The LSGAN
is constructed from a generator and discriminator. The gen-
erator consists in three dense layers with 512, 1024 and
2048 units respectively using LeakyReLU [58] activation
functions and batch normalisation layers, as well as a final
layer matching the output dimension and using a hyper-
bolic tangent activation function. The discriminator is con-
structed from two dense layers with 768 and 384 units using
a LeakyReLU activation function, followed by another 24-
dimensional dense layer connected to a minibatch discrim-
ination layer, with a final fully connected layer with one-
dimensional output. The best parameters for this model are
listed in Table 1. The loss of the generator and discriminator
networks of the LSGAN is shown in Fig. 4 as a function of
training epochs.
In Fig. 5, the first two images illustrate an example of
input image before and after preprocessing while the last two
images represent the raw output from the LSGAN model and
the corresponding sampled Lund image.
A selection of preprocessed input images and images gen-
erated with the LSGAN model are shown in Fig. 6. The final
averaged results for the Lund jet plane density are shown
in Fig. 7 for the reference sample (left), the data set gen-
erated by the gLund model (centre) and the ratio between
these two samples (right). We observe a good agreement
between the reference and the artificial sample generated
by the gLund model. The model is able to reproduce the
underlying distribution to within a 3-5% accuracy in the bulk
region of the Lund image. Larger discrepancies are visible
at the boundaries of the Lund image and are due the vanish-
ing pixel intensities. In practice this model provides a new
approach to reduce Monte Carlo simulation time for jet sub-
structure applications as well as a framework for data aug-
mentation.
2.5 Comparisons with alternative methods
Let us now quantify the quality of the model described in
Sect. 2.3 more concretely. As alternatives, we consider a
variational autoencoder (VAE) [30,59,60] and a Wasserstein
GAN [45,61].
A VAE is a latent variable model, with a probabilistic
encoder qφ(z|x), and a probabilistic decoder pθ (x |z) to map a
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Fig. 3 Hyperparameter scan results obtained with the hyperopt library. The first row shows the scan over image and optimiser related parameters
while the second row plots correspond to the final architecture scan
Table 1 Final parameters for the gLund model
Parameters Value
Architecture LSGAN
D units 384
G units 512
αD 0.129
αG 0.477
Aux ratio 12
Kernel dimension 1
Number of kernels 2
Minibatch discriminator Yes
Epochs 5000
Batch size 32
Latent dimension 500
ZCA Yes
navg 32
Learning rate 6.5 · 10−5
Decay β1 8 · 10−9
Optimiser Adagrad
representation from a prior distribution pθ (z). The algorithm
learns the marginal likelihood of the data in this generative
process, which corresponds to maximising
 0.1
 1
 10
 100
 1000
 0  1000  2000  3000  4000  5000
Lo
ss
Epochs
Discriminator loss
Generator loss
Fig. 4 Loss of the LSGAN discriminator and generator throughout the
training stage
L(θ, φ) = Eqφ(z|x)[log pθ (x |z)] − βDKL(qφ(z|x)||p(z)),
(4)
where β is an adjustable hyperparameter controlling the dis-
entanglement of the latent representation z. In our implemen-
tation, we will set β = 1, which corresponds to the original
VAE framework.
During the training of the VAE, we use KL cost annealing
[62] to avoid a collapse of the VAE output to the prior dis-
tribution. This is a problem caused by the large value of the
KL divergence term in the early stages of training, which is
mitigated by adding a variable weight wKL to the KL term in
the cost function, expressed as
wKL(nstep) = min(1, 0.25 · 1.05nstep). (5)
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Fig. 5 Left two figures: sample input images before and after preprocessing. Right two: sample generated by the LSGAN and the corresponding
Lund image
Fig. 6 A random selection of preprocessed input images (left), and
of images generated with the LSGAN model (right). Axes and colour
schemes are identical to Fig. 5
Finally, we will also consider a Wasserstein GAN with
gradient penalty (WGAN-GP). WGANs [45] use the Wasser-
stein distance to construct the value function, but can suffer
from undesirable behaviour due to the critic weight clipping.
This can be mitigated through gradient penalty, where the
norm of the gradient of the critic is penalised with respect to
its input [61].
We determine the best hyperparameters for both of these
models through a hyperopt parameter sweep, which is
summarised in Appendix A. To train these models using Lund
images, we then use the same preprocessing steps described
in Sect. 2.3.
(a) Reference (b) Generated (c) Ratio generated/reference
Fig. 7 Average Lund jet plane density for a the reference sample and b a data set generated by the gLund model. c The ratio between these two
densities
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Fig. 8 Slice of the Lund plane along Δab with 7.4 GeV < kt <
25.8 GeV
To compare our three models, we consider two slices of
fixed kt or Δab size, cutting along the Lund jet plane hori-
zontally or vertically respectively.
In Fig. 8, we show the kt slice, with the reference sample in
red. The lower panel gives the ratio of the different models to
the reference Pythia 8 curve, showing very good performance
for the LSGAN and WGAN-GP models, which are able to
reproduce the data within a few percent. The VAE model
also qualitatively reproduces the main features of the under-
lying distribution, however we were unable to improve the
accuracy of the generated sample to more than 20% without
avoiding the issue of posterior collapse. The same observa-
tions can be made in Fig. 9, which shows the Lund plane
density as a function of kt , for a fixed slice in Δab.
In Fig. 10a we show the distribution of the number of
activated pixels per image for the reference sample gener-
ated with Pythia 8 and the artificial images produced by the
LSGAN, WGAN-GP and VAE models. All models except
the VAE model provide a good description of the reference
distribution.
We also use the Lund image to reconstruct the soft-drop
multiplicity [63]. To this end, for a simpler correspondence
between this observable and the Lund image, we retrained
the generative models using ln(zΔ) as y-axis. The soft-drop
multiplicity can then be extracted from the final image, and is
shown in Fig. 10b for each model using zcut = 0.007 and β =
−1. The dashed lines indicate the true reference distribution,
as evaluated directly on the declustering sequence, and which
differs slightly from the reconstructed curve due to the finite
pixel and image size.
Finally, in Fig. 10c, we show the reconstructed mass
of the groomed jet using the modified Mass Drop Tag-
Fig. 9 Slice of the Lund plane along kt with 0.13 < Δab < 0.31
ger [17] with zcut = 0.1, where we approximate the mass
as
ρ = m
2
R2 p2t
 max
i
[
z(i)
(
Δ(i)
)2]
, (6)
The dotted line shows the true mass distribution, evaluated
with the left-hand side of Eq. (6) on the groomed jet. As in
previous comparisons, we observe a very good agreement
of the LSGAN and WGAN-GP models with the reference
sample.
We note that while the WGAN-GP model is able to accu-
rately reproduce the distribution of the training data, as dis-
cussed in Appendix A, the individual images themselves can
differ quite notably from their real counterpart. For this rea-
son, our preferred model in this paper is the LSGAN-based
one.
3 Reinterpreting events using domain mappings
In this section, we will introduce a novel application of
domain mappings to reinterpret existing event samples. To
this end, we implement a cycle-consistent adversarial net-
work (CycleGAN) [46], which is an unsupervised learning
approach to create translations between images from a source
domain to a target domain.
Using as input Lund images generated through different
processes or generator settings, one can use this technique to
create mappings between different types of jet. As examples,
we will consider a mapping from parton-level to detector-
level images, and a mapping from QCD images generated
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(a) (b) (c)
Fig. 10 Distribution of a the number of activated pixels per image, b the reconstructed soft-drop multiplicity for zcut = 0.007, β = −1 and
θcut = 0, and c the jet mass after applying the modified Mass Drop Tagger with zcut = 0.1
Fig. 11 Top: transition from parton-level to delphes-level and back
using CycleJet. Bottom: corresponding sampled event
through Pythia 8’s dijet process, to hadronically decaying W
jets obtained from W W scattering.
The cycle obtained for a CycleGAN trained on parton
and detector-level images is shown in Fig. 11, where an ini-
tial parton-level Lund image is transformed to a detector-
level one, before being reverted again. The sampled image is
shown in the bottom row.
3.1 CycleGANs and domain mappings
A CycleGAN learns mapping functions between two domains
X and Y , using as input training samples from both domains.
It creates an unpaired image-to-image translation by learn-
ing both a mapping G : X → Y and an inverse mapping
F : Y → X which observes a forward cycle consistency
x ∈ X → G(x) → F(G(x)) ≈ x as well as a backward
cycle consistency y ∈ Y → F(y) → G(F(y)) ≈ y. This
behaviour is achieved through the implementation of a cycle
consistency loss
Lcyc(G, F) = Ex∼pdata(x)[‖F(G(x)) − x‖1]
+Ey∼pdata(y)[‖G(F(y)) − y‖1], (7)
Additionally, the full objective includes also adversarial
losses to both mapping functions. For the mapping function
G : X → Y and its corresponding discriminator DY , the
objective is expressed as
LGAN(G, DY , X, Y ) = Ey∼pdata(y)[log DY (y)]
+Ex∼pdata(x)[log(1 − DY (G(x)))],
(8)
such that G is incentivized to generate images G(x) that
resemble images from Y , while the discriminator DY
attempts to distinguish between translated and original sam-
ples.
Thus, CycleGAN aims to find arguments solving
G∗, F∗ = arg min
G,F
max
DX ,DY
L(G, F, DX , DY ), (9)
where L is the full objective, given by
L(G, F, DX , DY ) = LGAN(G, DY , X, Y )
+LGAN(F, DX , Y, X)
+λLcyc(G, F). (10)
Here λ is parameter controlling the importance of the cycle
consistency loss. We implemented a CycleGAN framework,
labelled CycleJet, that can be used to create mappings
between two domains of Lund images.3 By training a net-
work on parton and detector-level images, this method can
thus be used to retroactively add non-perturbative and detec-
tor effects to existing parton-level samples. Similarly, one can
train a model using images generated through two different
underlying processes, allowing for a mapping e.g. from QCD
jets to W or top initiated jets.
3 CycleJet can also be used for similar practical purposes as DCTR
[64], albeit it is of course limited to the Lund image representation.
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3.2 CycleJet model results
Following the pipeline presented in Sect. 2.4 we per-
form 1000 iterations of the hyperparameter scan using the
hyperopt library and the loss function
Lh = ||RA − PB→A|| + ||RB − PA→B || (11)
where A and B indexes refer to the desired input and out-
put samples respectively so RA and RB are the average ref-
erence images before the CycleGAN transformation while
PB→A and PA→B correspond to the average image after the
transformation. Furthermore, for this model we noticed bet-
ter results when preprocessing the pixel intensities with the
standardisation procedure of removing the mean and scaling
to unit variance, instead of a simpler rescaling in the [−1, 1]
range as done in Sect. 2.
The CycleJet model consists in two generators and two
discriminators. The generators consist in a down-sampling
module with three two-dimensional convolutional layers
with 32, 64 and 128 filters respectively, and LeakyReLU acti-
vation function and instance normalisation [65], followed by
an up-sampling with two two-dimensional convolutional lay-
ers with 64 and 32 filter. The last layer is a two-dimensional
convolution with one filter and hyperbolic tangent activation
function. The discriminators take three two-dimensional con-
volutional layers with 32, 64 and 128 filters and LeakyReLU
activation. The first convolutional layer has additionally an
instance normalisation layer and the final layer is a two-
dimensional convolutional layer with one filter. The best
parameters for the CycleJet model are shown in Table 2.
In the first row of Fig. 12 we show results for an initial aver-
age parton-level sample before (left) and after (right) apply-
ing the parton-to-detector mapping encoded by the CycleJet
model, while in the second row of the same figure we per-
form the inverse operation by taking as input the average of
Table 2 Final parameters for the CycleJet model
Parameters Value
D filters 32
G filters 32
λ cycle 10
λ identity factor 0.2
Epochs 3
Batch size 128
ZCA Yes
navg 20
Learning rate 6.7 · 10−3
Decay β1 0.7
Optimiser Adam
Fig. 12 Top: average of the parton-level sample before (left) and after
(right) applying the parton-to-detector mapping. Bottom: average of
the delphes-level sample before (left) and after (right) applying the
detector-to-parton mapping
the dephes-level sample before (left) and after (right) apply-
ing the CycleJet detector-to-parton mapping. This example
shows clearly the possibility to add non perturbative and
detector effects to a parton level simulation within good accu-
racy. Similarly to the previous example, in Fig. 13 we present
the mapping between QCD-to-W jets and vice-versa. Also
in this case, the overall quality of the mapping is reasonable
and provides and interesting successful test case for process
remapping.
For both examples we observe a good level agreement
for the respective mappings, highlighting the possibility to
use such an approach to save CPU time for applying full
detector simulations and non perturbative effects to parton
level events. It is also possible to train the CycleJet model on
Monte Carlo data and apply the corresponding mapping to
real data.
4 Conclusions
We have conducted a careful study of generative models
applied to jet substructure.
First, we trained a LSGAN model to generate new arti-
ficial samples of detector level Lund jet images. With this,
we observed agreement to within a few percent accuracy
in the bulk of the phase space with respect to the reference
data. This new approach provides an efficient method for fast
simulation of jet radiation patterns without requiring the long
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Fig. 13 Top: average of the QCD sample before (left) and after (right)
applying the QCD-to-W mapping. Bottom: average of the W sample
before (left) and after (right) applying the W -to-QCD mapping
runtime of full Monte Carlo event generators. Another advan-
tage consists in the possibility of this method to be applied
to real collider data to generate accurate physical samples,
as well as making it possible to avoid the necessity for large
storage space by generating realistic samples on-the-fly.
Secondly, a CycleGAN model was constructed to map dif-
ferent jet configurations, allowing for the conversion of exist-
ing events. This procedure can be used to change Monte Carlo
parameters such as the underlying process or the shower
parameters. As examples we show how to convert an exist-
ing sample of QCD jets into W jets and vice-versa, or how
to add non perturbative and detector effects to a parton level
simulation. As for the LSGAN, this method can be used to
save CPU time by including full detector simulations and non
perturbative effects to parton level events. Additionally, one
could use CycleJet to transform real data using mappings
trained on Monte Carlo samples or apply them to samples
generated through gLund.
To achieve the results presented in this paper we have
implemented a rather convolved preprocessing step which
notably involved combining and resampling multiple images.
This procedure was necessary to achieve accurate distribu-
tions but comes with the drawback of loosing information on
correlations between emissions at wide angular and trans-
verse momentum separation. Therefore, it is difficult to eval-
uate or improve the formal logarithmic accuracy of the gener-
ated samples. This limitation could be circumvented with an
end-to-end GAN architecture more suited to sparse images.
We leave a more detailed study of this for future work. The
full code and the pretrained models presented in this paper
are available in [48,49].
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Appendix A: VAE and WGAN-GP models
In this appendix we present the final parameters as well as
generated event samples for the VAE and WGAN-GP models
used in Sect. 2.5. These models are obtained after applying
the hyperopt procedure described in Sect. 2.4.
The VAE encoder consists of a dense layer with 384 units
with ReLU activation function connected to a latent space
with 1000 dimensions. The decoder consists of a dense layer
with 384 units with ReLU activation followed by an output
layer which matches the shape of the images and has a hyper-
bolic tangent activation function. The reconstruction loss
function used during training is taken to be the mean squared
error. The best parameters for the VAE model obtained after
Table 3 Final parameters for the VAE model
Parameters Value
Intermediate dimension 384
KL annealing rate 0.25
KL annealing factor 1.05
Minibatch discriminator No
Epochs 50
Batch size 32
Latent dimension 1000
ZCA Yes
navg 32
Learning rate 4.2 · 10−4
Decay β1 0.9
Optimiser Adam
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Fig. 14 A random selection of preprocessed input images (left), and of
images generated with the VAE model (right). Axis and colour schemes
are the same of Fig. 5
Table 4 Final parameters for the WGAN-GP model
Parameters Value
D units 16
G units 4
α 0.3
Dropout 0.15
D momentum 0.7
G momentum 0.7
Minibatch discriminator No
Epochs 300
Batch size 32
Latent dimension 800
ZCA Yes
navg 32
Learning rate 9.6 · 10−5
Decay β1 2 · 10−8
ρ 0.9
Optimiser RMSprop
thehyperopt procedure are shown in Table 3. In Fig. 14 we
show a random selection of preprocessed images generated
through the VAE. From a qualitative point of view the images
appear realistic on an event-by-event comparison however as
highlighted in Sect. 2.5, the VAE model does not reproduce
the underlying distribution accurately.
Finally, the WGAN-GP consists in a generator and dis-
criminator. The generator architecture contains a dense layer
with 1152 units with ReLU activation function followed by
three sequential two-dimensional convolutional layers with a
kernel size of 4 and respectively 32, 16 and 1 filters. Between
these layers we apply batch normalisation and ReLU activa-
tion function while the final layer has a hyperbolic tangent
activation function. On the other hand, the discriminator is
composed by 4 two-dimensional convolutional layers with
a kernel size of 3 and respectively 16, 32, 64, 128 and 128
filters. We apply batch normalisation for the last three lay-
ers and all of them LeakyReLU activation function with a
Fig. 15 A random selection of preprocessed input images (left), and of
images generated with the WGAN-GP model (right). Axis and colour
schemes are the same of Fig. 5
dropout layer. In Table 4 we provide the best parameters of the
WGAN-GP model, always obtained through the hyperopt
scan procedure. In Fig. 15 we show a random selection of
preprocessed images generated through the WGAN-GP. Due
to the convolutional filters of this model the preprocessing
differs slightly from the description in Sect. 2.3 as we do
not remove pixels outside the kinematic range resulting in
images with non zero background pixels. While distributions
presented in Sect. 2.5 are in good agreement with data, it is
clear that for this WGAN-GP model the individual images
look different from the input data.
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