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POLARS OF REAL SINGULAR PLANE CURVES
HEIDI CAMILLA MORK AND RAGNI PIENE∗
Abstract. Polar varieties have in recent years been used by Bank, Giusti, Heintz,
Mbakop, and Pardo, and by Safey El Din and Schost, to find efficient procedures for
determining points on all real components of a given non-singular algebraic variety. In
this note we review the classical notion of polars and polar varieties, as well as the
construction of what we here call reciprocal polar varieties. In particular we consider
the case of real affine plane curves, and we give conditions for when the polar varieties
of singular curves contain points on all real components.
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1. Introduction. The general study of polar varieties goes back to
Severi, though polars of plane curves were introduced already by Poncelet.
Polar varieties of complex, projective, non-singular varieties have later been
studied by many, and the theory has been extended to singular varieties
(see [6] and references therein). We shall refer to these polar varieties as
classical polar varieties.
Another kind of polar varieties, which we here will call reciprocal polar
varieties, were introduced in [3] under the name of dual polar varieties. The
definition involves a quadric hypersurface and polarity of linear spaces with
respect to this quadric. Classically, the reciprocal curve of a plane curve was
defined to be the curve consisting of the polar points of the tangent lines of
the curve with respect to a given conic. The reciprocal curve is isomorphic
to the dual curve in (P2)∨, via the isomorphism of P2 and (P2)∨ given by
the quadratic form defining the conic.
Bank, Giusti, Heintz, Mbakop, and Pardo have proved [1, 2, 3, 4] that
polar varieties of real, affine non-singular varieties (with some require-
ments) contain points on each connected component of the variety, and
this property is useful in CAGD for finding a point on each component.
Related work has been done by Safey El Din and Schost [7, 8].
We will in this paper determine in which cases the polar varieties of
a real affine singular plane curve contain at least one non-singular point
of each component of the curve. In the next section we briefly review
the definitions of classical and reciprocal polar varieties, and state and
partly prove versions of some results from [3] adapted to our situation. The
third section treats the case of plane curves; we show that the presence of
ordinary multiple points does not affect these results, but that the presence
of arbitrary singularities does.
∗CMA, Department of Mathematics, University of Oslo, P. O. Box 1053 Blindern,
NO-0316 Oslo, Norway. E-mail: {heidisu,ragnip}@math.uio.no
1
ar
X
iv
:0
81
2.
42
45
v1
  [
ma
th.
AG
]  
22
 D
ec
 20
08
2. Polar varieties. Let V ⊂ Pn be a complex projective variety.
Given a hyperplane H we can consider the affine space An := Pn \ H,
where H is called the hyperplane at infinity. We define the corresponding
affine variety S to be the variety V ∩ An. We let VR and SR denote the
corresponding real varieties.
If L1 and L2 are linear varieties in a projective space Pn, we let 〈L1, L2〉
denote the linear variety spanned by them. We say that L1 and L2 intersect
transversally if 〈L1, L2〉 = Pn; if they do not intersect transversally, we
write L1 6t L2.
If I1 and I2 are sub-vector spaces of An (considered as a vector space),
we say that I1 and I2 intersect transversally if I1 + I2 = An; if they do not
intersect transversally, we write I1 6t I2.
2.1. Classical polar varieties. Let us recall the definition of the
classical polar varieties (or loci) of a possibly singular variety. Consider a
flag of linear varieties in Pn,
L : L0 ⊂ L1 ⊂ . . . ⊂ Ln−1 ⊂ Pn
and a (non degenerate) variety V ⊂ Pn of codimension p. Let Vns denote
the set of nonsingular points of V . For each point P ∈ Vns, let TPV denote
the projective tangent space to V at P . The i-th polar variety WLi+p−2(V ),
1 ≤ i ≤ n− p, of V with respect to L is the Zariski closure of the set
{P ∈ Vns \ Li+p−2 |TPV 6t Li+p−2}.
Take H = Ln−1 to be the hyperplane at infinity and let S = V ∩An be
the affine part of V . Then we can define the affine polar varieties of S with
respect to the flag L as follows: the i-th affine polar variety WLi+p−2(S) of
S with respect to L is the intersection WLi+p−2(V ) ∩ An.
Since Ln−1 is the hyperplane at infinity, and all the other elements of
the flag L are contained in Ln−1, we can look at the affine cone over each
element Lj of the flag, considered as a (j+1)-dimensional linear sub-vector
space Ij+1 of An. Hence we get the flag (of vector spaces)
I : I1 ⊂ I2 ⊂ . . . ⊂ In−1 ⊂ An,
and the affine polar variety WLj−1(S) can also be defined as the closure of
the set
{P ∈ Sns | tPS 6t Ij},
where tPS denotes the affine tangent space to S at P translated to the
origin (hence considered as a sub-vector space of An). For more details on
these two equivalent definitions of affine polar varieties, see [3].
If f1, . . . , fr are homogeneous polynomials in n + 1 variables, we let
V(f1, . . . , fr) ⊂ Pn denote the corresponding algebraic variety (their com-
mon zero set). Similarly, if f1, . . . , fr are polynomials in n variables, we
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Fig. 1: A conic with two tangents. The polar locus of the conic (with
respect to the point of intersection of the two tangents) consists of the two
points of tangency. The polar of the point is the line through the two points
of tangency.
denote by V(f1, . . . , fr) ⊂ An the corresponding affine variety. We shall
often use the flag
L : V(X0, X2, . . . , Xn) ⊂ . . . ⊂ V(X0, Xn) ⊂ V(X0) ⊂ Pn (2.1)
and the corresponding affine flag (considered as vector spaces)
I : V(X2, . . . , Xn) ⊂ . . . ⊂ V(Xn−1, Xn) ⊂ V(Xn) ⊂ An. (2.2)
The following proposition is part of a proposition stated and proved in
[2, 2.4, p. 134]. Since this particular result is valid under fewer assumptions,
we shall give a different and more intuitive proof. We let L denote any
member of the flag L.
Proposition 2.1. Let S ⊂ An be a pure p-codimensional reduced
variety. Suppose that SR is non-empty, pure p-codimensional, non-singular,
and compact. Then WL(SR) contains at least one point of each connected
component of SR.
Proof. By an affine coordinate change, we may assume that the flag I
is the flag (2.2). The polar varieties form a sequence of inclusions
WLn−2(SR) ⊂WLn−3(SR) ⊂ . . . ⊂WLp−1(SR),
so it is sufficient to find a point of WLn−2(SR) on each component of the
variety SR. We will show that the maximum point for the last coordinate
Xn of each component of SR is also a point on WLn−2(SR).
The variety WLn−2(SR) is the set
{P ∈ SR | tPS 6t V(Xn)}.
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Let C be any connected component of SR, and let A := (a1, . . . , an) ∈ C be
a local maximum point for the last coordinate Xn in C. Such a maximum
point exists since C is compact. Since A is a local maximum point for
the Xn-coordinate, the variety SR has to flatten out in the Xn-direction in
the point A, which means that the tangent space tAS is contained in the
hyperplane V(Xn). To show this, consider a real local parameterization SR
in a neighborhood of A. The neighborhood is chosen to be so small that it
contains no other local maximum points for the Xn-coordinate.
Consider a local parameterization
(s1, . . . , sn−p) 7−→ (X1(s1, . . . , sn−p), . . . , Xn(s1, . . . , sn−p)),
with
A = (X1(0, . . . , 0), . . . , Xn(0, . . . , 0)).
The rows of the matrix
∂X1
∂s1
(0, . . . , 0) · · · ∂Xn∂s1 (0, . . . , 0)
...
. . .
...
∂X1
∂sn−p
(0, . . . , 0) · · · ∂Xn∂sn−p (0, . . . , 0)

span the tangent space tAS of SR at A. We will show that ∂Xn∂si (0, . . . , 0) = 0
for i = 1, . . . , n−p. Then we know that tAS is contained in the hyperplane
V(Xn).
By the definition of derivatives we have that
∂Xn
∂si
(0, . . . , 0) = limsi→0−
Xn(0,...,0,si,0,...,0)−Xn(0,...,0)
si−0
= limsi→0+
Xn(0,...,0,si,0,...,0)−Xn(0,...,0)
si−0
If si goes to 0 from below, then si is negative, and Xn(0, . . . , 0, si, 0, . . . , 0)−
Xn(0, . . . , 0) ≤ 0 since Xn(0, . . . , 0) is the local maximum, so we have
limsi→0−
Xn(0,...,0,si,0,...,0)−Xn(0,...,0)
si−0 ≥ 0
When si goes to 0 from above, then si is positive, so
limsi→0+
Xn(0,...,0,si,0,...,0)−Xn(0,...,0)
si−0 ≤ 0
Since these limits are equal, they both have to be zero, so ∂Xn∂si (0, . . . , 0) = 0
for i = 1, . . . , n− p.
Since tAS is contained in V(Xn), we have tAS 6t V(Xn), and hence A
is a point of WLn−2(SR).
In the proof of this proposition we can replace the phrase “local max-
imum point of the Xn-coordinate” with “local minimum point . . . ”, since
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the consideration we did for the tangent space is the same in both cases.
So we have found two points of each connected component, unless the local
maximum and the local minimum for the last coordinate coincide. The
local maximum and the local minimum coincide if and only if the variety
is contained in the hyperplane V(Xn), which implies that V is degenerate.
In the above proposition we did not assume that the coordinates were
in generic position with respect to the polynomials generating the variety,
so we allow situations where the polar variety can contain a piece of a
component of dimension greater than zero.
Safey El Din and Schost [8] show that one can find points on each
component of a smooth, not necessarily compact, affine real variety. They
use all the polar varieties given by a flag, and intersect each of these va-
rieties with other varieties. The union of these intersections will be zero-
dimensional and it contains points from each connected component of the
variety we started with.
2.2. Reciprocal polar varieties. Let Q = V(q) be a non-degenerate
hyperquadric defined in Pn by a polynomial q. If A is a point, its polar
hyperplane A⊥ with respect to Q is the linear span of the points on Q such
that the tangent hyperplanes to Q at these points pass through A. This
gives the hyperplane
∑ ∂q
∂Xi
(A)Xi = 0.
If H is a hyperplane, then its polar point, H⊥, is the intersection of
the tangent hyperplanes for Q at the points on Q ∩ H. Finally, if L is a
linear space of dimension d, its polar space L⊥ is the intersection of the
polar hyperplanes to points in L. Equivalently, L⊥ is the linear span of all
points H⊥, where H is a hyperplane containing L. The dimension of L⊥
is n− d− 1.
As an example, consider the case n = 3. If A is a point in P3 then A⊥
is the plane in P3 defined by the polynomial ∂q∂X0 (A)X0 + . . .+
∂q
∂X3
(A)X3.
If L is a hyperplane defined by the polynomial b0X0 + b1X1 + b2X2 + b3X3,
then L⊥ is the point A such that
(b0 : b1 : b2 : b3) = ( ∂q∂X0 (A) :
∂q
∂X1
(A) : ∂q∂X2 (A) :
∂q
∂X3
(A))
Finally, if L is the line spanned by the points A and B, then L⊥ is the
intersection of the two hyperplanes A⊥ and B⊥, i. e.,
L⊥ = V(∑3i=0 ∂q∂Xi (A)Xi) ∩ V(∑3i=0 ∂q∂Xi (B)Xi)
Note that if Q is defined by the polynomial q =
∑n
i=0X
2
i , then the
polar variety of a point (a0 : . . . : an) ∈ Pn is the hyperplane H =
V(∑ni=0 aiXi) ⊂ Pn.
Let L : L0 ⊂ L1 ⊂ · · · ⊂ Ln−1 be a flag in Pn, where Ln−1 is the
hyperplane H at infinity if we consider the affine space. We then get the
polar flag with respect to Q:
L⊥ : L⊥n−1 ⊂ L⊥n−2 ⊂ · · · ⊂ L⊥1 ⊂ L⊥0
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Definition 2.1 (cf. [3, p. 527]). The i-th reciprocal polar variety
W⊥Li+p−1(V ), 1 ≤ i ≤ n − p, of a variety V with respect to the flag L, is
defined to be the Zariski closure of the set
{P ∈ Vns \ L⊥i+p−1 |TPV 6t 〈P,L⊥i+p−1〉⊥}
When V is a hypersurface in Pn, the reciprocal polar variety W⊥Ln−1(V )
is the set Cl{P ∈ Vns \ L⊥n−1 |TPV ⊃ 〈P,L⊥n−1〉⊥}. In this case, 〈P,L⊥n−1〉
is the line spanned by P and the point L⊥n−1. Since A
⊥⊥ = A, and A ⊆ B
implies A⊥ ⊇ B⊥, it follows that
TPV ⊇ 〈P,L⊥n−1〉⊥ ⇔ TPV ⊥ ∈ 〈P,L⊥n−1〉.
The point TPV ⊥ is on the line 〈P,L⊥n−1〉 if and only if the point L⊥n−1 is on
the line 〈P, TPV ⊥〉. So, when V is a hypersurface, the (n−1)-th reciprocal
variety is
W⊥Ln−1(V ) = Cl{P ∈ Vns \ ({L⊥n−1} ∪H) |L⊥n−1 ∈ 〈P, TPV ⊥〉}.
This way of writing the reciprocal polar variety can sometimes be use-
ful, and it gives at better geometric understanding of the reciprocal polar
variety.
Let S ⊂ An = Pn \H denote the affine part of the variety V , where
H = Ln−1 is the hyperplane at infinity, and let L ∈ L. We define the
affine reciprocal polar variety W⊥L (S) to be the affine part W
⊥
L (V ) ∩ An
of W⊥L (V ). The linear variety 〈P,L⊥〉⊥ is contained in the hyperplane at
infinity, so we can consider the affine cone of 〈P,L⊥〉⊥ as a linear variety
IP,L⊥ in the affine space. Then the affine reciprocal polar variety can be
written as
W⊥L (S) = Cl{P ∈ Sns \ L⊥ | tPS 6t IP,L⊥}
where tPS is the affine tangent space at P , translated to the origin.
The following result, formulated slightly differently, is proved in [3].
Proposition 2.2 ([3, p. 529]). Let SR ⊂ AnR be a non-empty, non-
singular real variety of pure codimension p. Let L be a flag in Pn, where
Ln−1 = H = Pn\An is the hyperplane at infinity. Assume Q = V(q), where
q restricts to a positive definite quadratic form on AnR. Assume H⊥ /∈
SR. Let L be any member of the flag L with dimL ≥ p. Then the real
affine reciprocal polar variety W⊥L (SR) contains at least one point from
each connected component of SR.
In Proposition 2.2 we had to assume that H⊥ /∈ SR in order to prove
that W⊥H (SR) contains a point from each component of SR. The following
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proposition states that if the variety is a hypersurface and contains H⊥,
then we can choose another quadric Q′, so that the polar point H⊥
′
with
respect to this quadric is not on SR, and we will thus still be able to find
points on each component of the hypersurface.
Proposition 2.3. Let V ⊂ Pn be a hypersurface and H a hyperplane,
and set An = Pn \H and S = V ∩An. Asssume SR is non-empty and non-
singular. Given any point A ∈ AnR \ SR, there exists a quadric Q′ such
that the polar point H⊥
′
with respect to Q′ is equal to A, and such that
the real affine reciprocal polar variety W⊥
′
H (SR) contains at least one point
from each connected component of SR.
Proof. By Proposition 2.2 it suffices to show that we can find Q′ =
V(q′) such that H⊥′ = A = (1 : a1 : . . . : an) and such that q′ restricts to a
positive definite form on An. Take q′ = (1+
∑n
i=1 a
2
i )X
2
0−2
∑n
i=1 aiX0Xi+∑n
i=1X
2
i . Then
∂q′
∂X0
(A) = 2, and ∂q
′
∂Xi
(A) = 0 for i = 1, . . . , n. The
restriction of q′ to An is
∑n
i=1X
2
i .
The next proposition provides an explicit description of the affine re-
ciprocal polar variety of a hypersurface S ⊂ An. A similar result is proved
in the more general case of a complete intersection variety in [3, 3.1, p.
531].
Proposition 2.4. Let V = V(f) ⊂ Pn be a real hypersurface, and let
Q = V(q) be defined by an irreducible quadratic polynomial q. We consider
the affine space An = Pn \H, where H = V(X0). Then the affine reciprocal
polar variety W⊥H (S) of S = V ∩An with respect to Q is equal to the closure
of the intersection of Sns \ {H⊥} with the variety defined by the 2-minors
of the matrix (
∂f
∂X1
· · · ∂f∂Xn
∂q
∂X1
· · · ∂q∂Xn
)
.
Proof. The reciprocal variety W⊥H (S) is the closure of the set
{P ∈ Sns \H⊥ | IP,H⊥ 6t tPS}.
We want to show that for P = (1 : p1 : . . . : pn) ∈ S the affine cone IP,H⊥
over 〈P,H⊥〉⊥ intersects the tangent space tPS non-transversally if and
only if
rank
(
∂f
∂X1
(P ) · · · ∂f∂Xn (P )
∂q
∂X1
(P ) · · · ∂q∂Xn (P )
)
≤ 1.
Note that we have
〈P,H⊥〉⊥ = P⊥ ∩H,
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so, since P⊥ = V(∑ni=0 ∂q∂Xi (P )Xi) and H = V(X0), we find
〈P,H⊥〉⊥ = {(0 : X1 : . . . : Xn) |
n∑
i=1
∂q
∂Xi
(P )Xi = 0}
The affine cone IP,H⊥ is the hyperplane V(
∑n
i=1
∂q
∂Xi
(P )Xi). The affine
tangent space tPS is the hyperplane given by
∑n
i=1
∂f
∂Xi
(P )Xi = 0, which
implies what we wanted to prove.
Note that the square of the distance function in the affine space An
is given by a quadratic polynomial, so if we let Q = V(q) be a quadric
such that q restricts to this polynomial, we see that the variety defined
in Theorem 2 in [7] is nothing but the affine reciprocal polar variety with
respect to Q. (This is because elimination of the extra variable gives the
2-minors of the matrix in Proposition 2.4.) Hence [7, Thm. 2] follows from
Proposition 2.2.
3. Polar varieties of real singular curves. In this section our va-
rieties will be curves in P2, so the flags will in this case be of the following
form
L : L0 ⊂ L1 ⊂ P2 and L⊥ : L⊥1 ⊂ L⊥0 ⊂ P2
where L0 is a point, and L1 is the line at infinity, when we look at the affine
case. This gives only one interesting classical polar variety and reciprocal
polar variety for each choice of flag, namely WL0(V ) and W
⊥
L1
(V ).
Let V = V(f) ⊂ P2 be a plane curve. The polar of V with respect to
a point A = (a0 : a1 : a2) is the curve V ′ = V(
∑2
i=0 ai
∂f
∂Xi
). It follows from
the definition that the polar variety of V with respect to A is equal to
WA(V ) = Vns ∩ V ′.
Given a conic Q = V(q) and a line L, the reciprocal polar of the affine curve
S = V ∩A2 ⊂ A2 = P2 \L, is the curve S′′ = V( ∂f∂X1
∂q
∂X2
− ∂f∂X2
∂q
∂X1
), where
f and q are dehomogenized by setting X0 = 1. The affine reciprocal polar
variety of S is equal to
W⊥L (S) = Sns ∩ S′′.
More generally, we define the reciprocal polar of the curve V ⊂ P2 with
respect to Q and a point A = (a0 : a1 : a2) to be the curve V ′′ =
V(det(f, q, A)), where det(f, q, A) is the determinant of the matrix a0 a1 a2∂f
∂X0
∂f
∂X1
∂f
∂X2
∂q
∂X0
∂q
∂X1
∂q
∂X2
 .
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The reciprocal polar of the affine curve S is then the affine part of the
reciprocal polar with respect to the origin (1 : 0 : 0).
Note that the reciprocal polars form a linear system on P2 of degree d,
whereas the classical polars form a linear system of degree d−1. A classical
polar variety consists of at most d(d−1) points, whereas a reciprocal polar
variety can have as many as d2 points.
In the following sections we will consider affine curves with singular-
ities, and we determine in which cases the classical polar variety or the
reciprocal polar variety will contain non-singular points of each connected
component of the real part of the curve.
3.1. Classical polar varieties of real singular affine curves. The
classical polar variety of an affine curve S ⊂ A2 associated to a given flag
L is the set
WL0(S) = {P ∈ Sns | I1 = tPS},
where I1 is the affine line equal to the cone over the point L0. By an
ordinary real multiple point we shall mean a singular point with at least two
real branches, such that the tangent lines intersect pairwise transversally.
If the curve SR only has ordinary real multiple points as singularities, we
have the following proposition.
Proposition 3.1. Suppose SR is non-empty and compact and has
only ordinary real multiple points as singularities. Then WL0(SR) contains
at least one non-singular point of each connected component.
Proof. We may assume that I1 = V(X2). Let C be a connected
component of SR. The component C has a local maximum point for the
coordinate X2, since C is compact. If this point is a non-singular point,
then we know by the proof of Proposition 2.1 that it is contained in the
real polar variety. Assume on the contrary that the maximum point P is
a singular point, hence an ordinary real multiple point. If P = (p1, p2) is a
local maximum point for the X2-coordinate then each of the real branches
through P has p2 as a local maximum for the X2-coordinate, so the line
V(X2−p2) is a tangent line for each branch. This means that the branches
have a common tangent line, hence they do not intersect transversally.
When it comes to singularities other than ordinary real multiple points,
we cannot say whether the singularity can be a maximum point for the X2-
coordinate. But we know that the local maximum and the local minimum
points are on the real polar S′R. One point on a component cannot be both
a minimum and a maximum unless the component is a line, which is not
compact, and therefore excluded. If the singularity is a local maximum
point, we know that the minimum point is also on the polar. So we can
allow each real component of the curve to have one additional singularity
which is not an ordinary real multiple point, and the above result will still
remain valid.
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For curves with arbitrary singularities, clearly we can have a situa-
tion where the points with the maximum and the minimum values for the
last coordinate are both singular, with the result that the conclusion of
Proposition 3.1 will not be valid for the given choice of flag I1. One could
ask whether it is possible to choose a different affine flag (different affine
coordinates) so that the results still holds.
Proposition 3.2. There exists an affine singular plane curve SR such
that for no choice of flag I1 does the polar variety contain a non-singular
point from each component.
Proof. We prove this by giving an example of such a curve. Since cusps
disturb the continuity of the curvature of a curve, it is natural to look for
examples among curves with cusps. So we want to find a curve with at least
two components, where each component has cusps. One way to construct
such a curve is to consider two, not necessarily irreducible, affine curves
V(f) and V(g), and then look at the curve V(h), where h = f2+g3, which
will have cusps at the points of intersection between V(f) and V(g). We let
V(f) be the union of two disjoint circles, and V(g) the union of four lines,
where two of the lines intersect one of the circles twice, and the other two
lines intersect the other circle twice. We can take
f = (X21 +X
2
2 − 1)((X1 − 4)2 + (X2 − 2)2 − 1)
and
g = (X2 − 12 )(X2 + 12 )(X1 − 72 )(X1 − 92 ).
The curve V(h) = V(f2 + 1100g3) has then four compact components with
two cusps on each component.
Fig. 2: The curves V(f) and V(g).
A non-singular point P is on the affine polar variety with respect to
a line I = V(aX1 + bX2) if the tangent line V( ∂f∂X1 (P )X1 +
∂f
∂X2
(P )X2) is
equal to I. Consider the Gauss map γ : SR → P1R given by
P 7→ ( ∂f∂X1 (P ) :
∂f
∂X2
(P )).
Let Ci, i = 1, . . . , 4, denote the connected components of SR. Let us show
that ∩4i=1γ(Ci) = ∅.
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Fig. 3: The curve V(f2 + 1100g3).
The two lower components have cusps at the points (−
√
3
2 ,± 12 ) and
(
√
3
2 ,± 12 ), and the map γ sends these points to the lines V(3X1 ∓
√
3X2)
and V(3X1 ±
√
3X2) respectively. Each of these components have points
that are mapped to the line V(X1) by γ. The components do not have any
inflection points, so the image of the map γ varies continuously from V(X1)
to V(3X1 +
√
3X2) and V(3X1 −
√
3X2), hence the other tangent lines lie
in the sector between the two lines V(3X1 +
√
3X2) and V(3X1 −
√
3X2).
The same happens if we calculate the tangent lines at the cusps for
the two upper components. The tangent lines of these components have
to be in the sector between V(3X2 +
√
3X1) and V(3X2 −
√
3X1), which
contains the line V(X2). These two sectors do not intersect except at the
origin, so for any choice of line I = V(aX1 + bX2) the set (γ−1(I)) ∩ C is
empty or consists of points of the two lower components or points of the
two upper components.
Fig. 4: The lines V(3X1 +
√
3X2), V(3X1 −
√
3X2), and V(X1).
3.2. Reciprocal polar varieties of affine real singular curves.
As for the classical polar varieties we will here determine whether Propo-
sition 2.2 is valid for affine curves with singularities. We can easily prove
the following for curves with ordinary multiple points.
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Fig. 5: The lines V(3X2 +
√
3X1), V(3X2 −
√
3X1), and V(X2).
Proposition 3.3. Let S ⊂ A2 = P2 \ L be an affine plane curve.
Suppose that SR is non-empty and has no other singularities than ordinary
real multiple points. Further, let Q be defined by a polynomial q which
restricts to a positive definite quadratic form on A2R. Assume that L⊥ is
not contained in SR. Then the real affine reciprocal polar variety W⊥L (SR)
contains at least one non-singular point from each connected component of
SR.
Proof. Note that the hypotheses imply that L⊥ ∈ A2 = P2 \ L. More-
over, the restriction of the quadratic polynomial q to A2 defines a distance
function on A2R. The proof of Proposition 2.2 given in [3] consists, in this
case, of showing that for each component, a point with the shortest dis-
tance to the point L⊥ is a point on the reciprocal polar variety. So, we
must show that if the component contains ordinary real multiple points,
then these points can not be among the points with the shortest distance
to the point L⊥.
Assume on the contrary that, for a given component C of the curve SR,
there is an ordinary real multiple point P which has the shortest distance
to the point L⊥. The conic with centre in L⊥ and radius dist(L⊥, P ) will
by our assumption be tangent to the component at the point P . Since P is
an ordinary real multiple point, there is at least one other real branch, and
this branch intersects the conic transversally. Hence this branch contains
points inside the conic, and these points are closer to L⊥ than P .
As in the case of classical polar varieties we cannot prove the above
proposition for curves with arbitrary singularities, since the situation will
depend on the type of singularities and how the singularities are placed on
the component.
4. Examples. In this section we shall look at some examples of sin-
gular plane affine curves and their polars and reciprocal polars, thus illus-
trating the propositions in the previous sections. We use Surf [5] to draw
the curves.
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Example 1. Consider the real affine curve S1 of degree 6 defined by
the polynomial
f1 := X
6
1 + 3X
4
1X
2
2 − 12X41X2 + 7X41 + 3X21X42 − 24X21X32 + 66X21X22
−132X21X2 + 136X21 +X62 − 12X52 + 59X42 − 132X32 + 84X22 + 144X2 − 143.
This curve is compact and smooth, and it has three connected components.
Fig. 6: The curve S1.
We let L be the flag
L0 = V(X0, X1) ⊂ L1 = V(X0).
The real polar variety is the set
WL0((S1)R) = {P ∈ (S1)R | ∂f1∂X2 (P ) = 0},
which is equal to intersection of (S1)R and its polar (S′1)R = V( ∂f1∂X2 )R. We
see that the polar variety contains points from each connected component
and that the points of the affine polar variety are exactly those points
on each component which give maximal and minimal values for the X1-
coordinate.
Fig. 7: The curve S1 and its polar S′1.
Let Q be the standard quadric, given by q =
∑2
i=0Xi = 0. The real
affine reciprocal polar variety consists of the real points of the intersection
between S1 and its reciprocal polar S′′1 = V(X2 ∂f1∂X1 − X1
∂f1
∂X2
), and we
13
know from Proposition 2.2 that also the real affine reciprocal polar variety
contains points from each connected component. The reciprocal polar va-
riety consists of the points on each component with the locally shortest or
longest Euclidean distance to the origin.
Fig. 8: The curve S1 and its reciprocal polar S′′1 .
Example 2. To illustrate Proposition 3.1 we consider an affine ir-
reducible curve S2 with two compact components and with one ordinary
double point on each of the components. The curve is given by the poly-
nomial
f2 = ((X1 + 2)X2 − (X1 + 2)6 −X62 )(X1X2 −X61 −X62 ) + 1100X62 .
Fig. 9: The curve S2.
We let L be as in the example above, and we see that the affine polar
variety contains non-singular points from each of the components of the
curve.
Example 3. Consider the irreducible curve S3 = V(f3), where
f3 = V(144− 24X22 − 88X21 +X42 −X61 + 17X41 − 14X22X21 + 1100X62 ).
The real part of the curve consists of two non-compact components with
one ordinary double point on each component.
The reciprocal polar, with respect to the standard flag and standard
quadric, S′′3 = V(X2 ∂f3∂X1 − X1
∂f3
∂X2
), intersects each component in non-
singular points, since the double points are not among the points on each
component with the locally shortest or longest distance from the origin.
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Fig. 10: The curve S2 and its polar S′2.
Fig. 11: The curve S3.
Fig. 12: The curve S3 and its reciprocal polar S′′3 .
Example 4. This example illustrates Proposition 2.3. We start with
the irreducible affine curve S4 defined by the polynomial
f4 := X
2
1 −X2(X2 + 1)(X2 + 2).
This curve passes through the origin, so the reciprocal polar variety, when
Q is the standard quadric and L = V(X0) is the line at infinity, will not
contain any points from the connected component containing the origin,
since we are not counting points which are on both the variety and the flag.
Instead we choose the point (1, 0) (or (1 : 1 : 0) in projective coordinates),
and we must find a polynomial q′ such that (1 : 1 : 0)⊥
′
is the line V(X0).
We see that the polynomial 2X20 − 2X0X1 +X21 +X22 will do, and we will
now find the reciprocal polar variety W⊥
′
L (S4). If P = (1 : p1 : p2), the
point 〈P,L⊥′〉⊥′ = P⊥′ ∩ L is the point (0 : p2 : 1 − p1), so the affine
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cone over it, IP,L⊥′ , is the line V((p1− 1)X1 + p2X2). The reciprocal polar
variety W⊥
′
L (S4) is the set
{P ∈ (S4)R | p2 ∂f4∂X1 (P ) + (1− p1)
∂f4
∂X2
(P ) = 0};
this set consists of the points on (S4)R with the locally shortest or longest
Euclidean distance to the point (1, 0), and it contains points from each
component of (S4)R.
Fig. 13: The curve S4.
Fig. 14: The curve S4 and its reciprocal polar S′′4 .
Example 5. This is an example showing that Proposition 3.3 does not
hold for curves with arbitrary singularities. Consider the curve S5 given
by the polynomial
f5 = ((X1 − 4)2 + (X2 − 2)2 − 1)2 + 1100 ((X1 − 72 )(X1 − 92 ))3,
The real components of this curve do not contain points on the reciprocal
polar variety other than the four cusps. This can be seen by calculating the
intersection points between S5 and its reciprocal polar S′′5 = V(X1 ∂f5∂X2 −
X2
∂f5
∂X1
).
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Fig. 15: The curve S5.
Fig. 16: The reciprocal polar S′′5 .
[1] B. Bank, M. Giusti, J. Heintz, and G. M. Mbakop. Polar varieties, real equation
solving, and data structures: the hypersurface case. J. Complexity, 13(1):5–27,
1997.
[2] B. Bank, M. Giusti, J. Heintz, and G. M. Mbakop. Polar varieties and efficient real
elimination. Math. Z., 238(1):115–144, 2001.
[3] B. Bank, M. Giusti, J. Heintz, and L. M. Pardo. Generalized polar varieties and
an efficient real elimination procedure. Kybernetika (Prague), 40(5):519–550,
2004.
[4] B. Bank, M. Giusti, J. Heintz, and L. M. Pardo. Generalized polar varieties: geom-
etry and algorithms. J. Complexity, 21(4):377–412, 2005.
[5] S. Endraß et al. Surf 1.0.4. 2003. A Computer Software for Visualising Real
Algebraic Geometry, http://surf.sourceforge.net.
[6] R. Piene. Polar classes of singular varieties. Ann. Sci. E´cole Norm. Sup. (4),
11(2):247–276, 1978.
[7] M. Safey El Din. Putting into practice deformation techniques for the computation
of sampling points in real singular hypersurfaces. 2005.
[8] M. Safey El Din and E´. Schost. Polar varieties and computation of one point in
each connected component of a smooth algebraic set. In Proceedings of the
2003 International Symposium on Symbolic and Algebraic Computation, pages
224–231 (electronic), New York, 2003. ACM.
17
