Abstract. Some of the classical results of Ramsey Theory can be naturally stated in terms of image partition regularity of matrices. There have been many significant results of image partition regular matrices as well as image partition regular matrices near zero. Here, we are investigating image partition regularity near an idempotent of an arbitrary Hausdorff semitopological semigroup (T, +) and a dense subsemigroup S of T . We describe some combinatorial applications on finite as well as infinite image partition regular matrices based on the Central Sets Theorem near an idempotent of T .
Introduction
One of the most famous results of the field of Ramsey Theory was given by van der Waerden in the year 1927, guaranteeing monochromatic arithmetic progressions. Proof. See [13] These above classical results of Ramsey Theory can be also represented in a following way . Given u, v ∈ N and a u×v matrix M with non-negative integer entries, whenever N is finitely colored there must exist some x ∈ N v such that the entries of M x are monochromatic. The arithmetic progression {a, a + d, a + 2d, a + 3d} in the van der Waerden's Theorem for l = 3 is precisely the set of entries of
Also, Schur's Theorem [12] and Hilbert's Theorem [8] (for k = 3) can also be written in the above manner using the matrices Image partition regularity is one of the most important concepts of Ramsey Theory. Similarly, image partition regularity near zero has been defined over a dense subsemigroup ((0, ∞) , +). Further, in [9] , some algebraic results were obtained on the Stone-Čech compactification of the ultrafilters near zero defined over a dense subsemigroup ((0, ∞) , +). Based on the results obtained in [9] , the authors in [3] investigated various combinatorial properties partition regularity near zero. In this article, we are trying to generalize the notion of near zero into an arbitrary idempotent using the idea of Stone-Čech compactification. We first give a brief description of algebraic structure of βT .
Let (T, +), be a discrete space. We get the Stone-Čech compactification of T by taking the points of βT to be the ultrafilters on T , identifying the principal ultrafilters with the points of T and thus pretending that T ⊆ βT . Given A ⊆ T , A = A = {p ∈ βT : A ∈ p} forms a basis of open (close) sets for a topology on βT . The operation + on T has a natural extension to the Stone-Čech compactification βT of T and under this extended operation, (βT, +) is a compact right topological semigroup (meaning that, for any p ∈ βT , the function ρ p : βT → βT defined by ρ p (q) = q+p is continuous) with T contained in its topological center (meaning that, for any x ∈ T , the function λ x : βT → βT defined by λ x (q) = x + q is continuous). Given p, q ∈ βT and A ⊆ T , A ∈ p + q if and only if {x ∈ T : −x + A ∈ q} ∈ p, where −x + A = {y ∈ T : x + y ∈ A}.
The set 0 + of all nonprincipal ultrafilters on T = ((0, ∞) , +) that converge to 0 (0 being the idempotent in T = ((0, ∞) , +) ) is a semigroup under the restriction of the usual operation ′ + ′ on βT , the Stone-Čech compactification of the discrete semigroup T = ((0, ∞) , +) . The set 0 + is nothing but ultrafilters near 0. In [9] , N. Hindman and I. Leader characterized the smallest ideal of (0 + , +), its closure, and those sets central in (0 + , +) , that is, those sets which are members of minimal idempotents in (0 + , +). They derived new combinatorial applications of those sets that are central in (0 + , +). Further, in [3] and [4] , De, Hindman and Strauss worked out some more and much more elaborated applications of central sets.
Later, Akbari Tootkaboni, M and Vahed, T, in [1] defines a semigroup of ultrafilters near an arbitrary idempotent (instead of taking the particular 0). We give basic definitions and results which will be required throughout the paper. Definition 1.3. Let (T, +) be a semitopological semigroup and S be a dense subsemigroup of T . Let E (T ) be the set consisting of idempotents of T . Then (a) Given e ∈ E(T ), e
, Akbari Tootkaboni, M and Vahed, T, defined ultrafilters near a point and showed that if S is a dense subsemigroup of a semitopological semigroup (T, +)and if e ∈ T is an idempotent, then e * S forms a compact right topological semigroup. As a compact right topological semigroup, e * S has a smallest two-sided ideal [2, Theorem 1.3.11] that contains idempotents [6, Corollary 2.10]. They characterized the members of the smallest ideal of (e * , +), its closure and also those subsets of T that have idempotents in (e * , +) in their closure. They also defined the sets central near e, and derived various combinatorial applications from it.
Before moving further, we need some basic definitions and results based on which our article stands. Note that throughout this paper, (T, +) denotes a Hausdorff semitopological semigroup and S is a dense subsemigroup of T . E (T ) denotes the collection of all idempotents in T . For every x ∈ T , τ x denotes the collection of all neighborhoods of x , where a set U is called a neighborhood of x ∈ T if x ∈ int T (U ). For a set A, we write P f (A) for the set of finite nonempty subsets of A and P (A) denote the collection of all subsets of A. (a) Let B be a local base at the point x ∈ T . We say B has the finite cover property if {V ∈ B : y ∈ V } is finite for each y ∈ T \ {x}. (b) Let S be a dense subsemigroup of T and e ∈ E (T ). Let {x n } be a sequence in S. We say ∞ n=1 x n converges near e if for each U ∈ τ e there exists m ∈ N such that F S x n l n=k ⊆ U for each l > k ≥ m. (c) Let B = {U n : n ∈ N} be a countable local base at the point x ∈ T such that U n+1 ⊆ U n for each n ∈ N, U n+1 + U n+1 ⊆ U n , and for each sequence
x n converges near x. Then we say B is a countable local base for convergence at the point x ∈ T . (d) Let B be a local base at the point x ∈ T . If B satisfies in conditions (a) and (c) then B is called a countable local base that has the finite cover property for convergence at the point x. For simplicity we say B has the F property at the point x.
Theorem 1.6. Let (T, +) be a semitopological semigroup and S be a dense subsemigroup of T , e ∈ E (T ) and B = {U n } ∞ n=1 the F property at the point e. Then there exists p = p + p in e * S with A ∈ p if and only if there is some sequence x n ∞ n=1 in S such that lim n→∞ x n = e, ∞ n=1 x n converges near e and F S (
Definition 1.7. Let S be a dense subsemigroup of (T, +) and e ∈ E (T ).
(a) K is the smallest ideal of e * S . (b) A subset B of S is syndetic near e if and only if for each U ∈ τ e , there exist some F ∈ P f (U ∩ S) and some V ∈ τ e such that S ∩ V ⊆ ∪ t∈F (−t + B) . (c) A set A ⊆ S is central near e if and only if there is some idempotent p ∈ K with A ∈ p.
Definition 1.8. Let (T, +) be a semitopological semigroup and S be a dense subsemigroup of T . Let B = {U n } ∞ n=1 has the F property at the point e ∈ E (T ).
such that for each i ∈ N, y i, t ∞ t=1 ∈ S is a sequence for which
∈ Y and A ⊆ S, A is a J Y − set near e if and only if ∀n ∈ N there exist a ∈ U n and H ∈ P f (N) such that min H n ≥ n and for each i ∈ {1, 2, . . . , n}, a
Lemma 1.9. Let (T, +) be a commutative semitopological semigroup and S be a dense subsemigroup of T . Let B = {U n } ∞ n=1 has the F property at the point
Due to the above 1.9, the authors, in [1] were able to show that the sets that are central near an idempotent satisfy a version of the Frustenberg's Central Sets Theorem [7] which is as follows. Theorem 1.10. Let (T, +) be a semitopological semigroup and S be a dense subsemigroup of T . Let B = {U n } ∞ n=1 has the F property at the point e ∈ E (T ) and A be a central set near e. Suppose that Y = y i, t
Proof. See Theorem 4.11 of [9] . Akbari Tootkaboni, M and Vahed, T gave an example of one of many possible combinatorial applications based on 1.10. Corollary 1.11. Let (T, +) be a semitopological semigroup and S be a dense subsemigroup of T . Let B = {U n } ∞ n=1 has the F property at the point e ∈ E (T ) and x n ∞ n=1 be a sequence in S such that lim n→∞ x n = e. Assume r ∈ N and S = ∪ r i=1 A i . Then there is some i ∈ {1, 2, . . . , r} such that for every U ∈ τ e and every l ∈ N there is an arithmetic progression {a,
In our research article, we try to bring out some combinatorial properties of image partition regularity near an idempotent of a semitopological semigroup.
Finite Matrices
First, we shall investigate on some image partition regularity near e on finite matrices. Then we will move on some infinite ones.
Definition 2.1. Let S be a dense subsemigroup of a semitopological semigroup (T, +). Let B = {U n } ∞ n=1 has the F property at the point e ∈ E (T ). Let M be a u × v ∈ N with entries from Q. Then M is image partition regular over S near e (abbreviated IP R/S e ) if and only if, whenever S = ∪ r i=1 A i for some r ∈ N, there is some i ∈ {1, 2, . . . , r} such that for every U ∈ τ e there exists x ∈ S v with lim n→∞ x n = e for which M x ∈ A i ∩ U . Lemma 2.2. Let A be a u × v matrix which is image partition regular over N. Then it is image partition regular near any e ∈ E (T ) over any dense subsemigroup S of semitopological semigroup T .
Proof. Let r ∈ N and S = r j=1 A j . By a standard compactness arguement pick n ∈ N such that whenever {1, 2, 3,
For i ∈ {1, 2, . . . , n}, let
Thus, picking i ∈ {1, 2, 3, . . . , r} and − → x ∈ {1, 2, 3, . . . , n}
Remark 2.3. This is to note that the converse of the above lemma also holds good. This can be verified by the Corollary 1.6 of [5] .
Definition 2.4. First entries condition. Let u, v ∈ N and let A be a u × v matrix with integer entries. Then (a) A satisfies the first entries condition if and only if each row of A is not 0 and whenever i, j ∈ {1, 2, . . . , u} and
one has a i, t = a j, t > 0. (b) A number c is a first entry of A if and only if for some i ∈ {1, 2, . . . , u} and some t ∈ {1, 2, . . . , v}, t = min {k ∈ {1, 2, . . . , v} : a i, k = 0} and c = a i, t .
Definition 2.5. Let S be a semigroup and let A ⊆ S. Then A is an IP * set if and only if for every IP set B ⊆ S, A ∩ B = ∅. Lemma 2.6. Let S be a dense subsemigroup of a semitopological semigroup (T, +). Let M be a u × v matrix, u, v ∈ N, with entries from ω satisfying the first entries condition. Assume that for every first entry c of M , cS is an IP ⋆ -set. Let C ⊆ S be a e-central set for any e ∈ E (T ). Then there exist sequences
in S such that for each i ∈ {1, 2, . . . , v}, lim t→∞ x i, t = e and for each
Proof. Let v = 1. Then by deleting repeated rows, we get M = (c) for some c ∈ N. Given cS being IP ⋆ , cS ∩ C is e-central set. So, there is some idempotent p ∈ e * S for which cS ∩ C ∈ p. By Theorem 3.2 of [1] , there exist some sequence (y n )
in S such that lim n→∞ y n = e, ∞ n=1 y n converges e and F S ((y n ) ∞ n=1 ) ⊆ cS ∩ C. Since each y n ∈ cS ∩ C, we choose y n = cx 1,n for each n ∈ N and x 1,n ∈ S. Hence, we get our required (x 1,n ) ∞ n=1 such that ∞ n=1 x 1, n converges near e for v = 1. Now, we assume that the result holds for v and prove it for v + 1. Let M be a u × (v + 1) matrix satisfying the assumptions of our result. By adding additional rows, if necessary, we may assume that there is some l ∈ {1, 2, . . . , u − 1} and some c ∈ N such that for each j ∈ {1, 2, . . . , u},
and so D satisfies the first entries condition and all the first entries of M are the first entries of D. Hence, by induction, choose sequences ( in P f (N) such that (a) for each n ∈ N, a n ∈ U n and maxH n < minH n+1 , and (b) for each f ∈ φ, F S a n + t∈Hn y f (n), t ∞ n=1
⊆ cS ∩ C. By considering the function f to be f (n) = n for every n ∈ N , we can presume that for each j ∈ {l + 1, l + 2, . . . , u} and each F ∈ P f (N) one has n∈F a n + t∈Hn y j, t ∈ cS ∩ C. For each n ∈ N, let z 1, n be the elements satisfying the equation a n = z 1, n + z 1, n + · · · z 1, n (c − times). For each n ∈ N and i ∈ {2, 3, . . . , v + 1} , let z i, n = t∈Hn x i−1, t . We claim that the sequences (z 1, t )
For each i ∈ {1, 2, . . . , v + 1}, lim t→∞ z i, t = e holds. Let j ∈ {1, 2, . . . , u} and
and so
Theorem 2.7. Let M be u × v matrix with entries from ω. Then the following are equivalent.
Proof. 
Infinite Matrices
Combinatorial properties of infinite matrices, on the other hand, is substantially different from that of finite matrices. Definition 3.1. Let S be a dense subsemigroup of a semitopological semigroup (T, +). Let B = {U n } ∞ n=1 has the F property at the point e ∈ E (T ). Let M be a ω × ω with entries from Q. Then M is image partition regular over S near e (abbreviated IP R/S e ) if and only if, whenever S = r i=1 A i for some r ∈ N, there is some i ∈ {1, 2, . . . , r} such that for every U ∈ τ e there exists x ∈ S v with lim n→∞ x n = e for which M x ∈ A i ∩ U . Lemma 3.2. Let A be finite image partition regular matrix over N and B be infinite image partition regular matrix near an idempotent e over any dense subsemigroup S of semitopological semigroup T . Then
A O O B
is image partition regular near the idempotent e.
Proof. Let A be a u × v matrix. Let r ∈ N and let N be r-colored. By compactness arguement, we can always assume that whenever the set {1, 2, 3, . . . , n} is partitioned into r-cells, there exists − → x ∈ N v such that the entries of A − → x are monochromatic. Let S = r j=1 A j be r-colored by ϕ. Next, let S be partitioned into r n colors via ψ, where ψ (x) = ψ (y) if and only if for all t ∈ {1, 2, 3, . . . , n}, ϕ (tx) = ϕ (ty). Pick − → y ∈ S ω such that the entries of B − → y are monochromatic and are contained in some open subset U , U ∈ T e , with respect to ψ. Pick an entry a ∈ {S U : U ∈ T e } of B − → y . Define γ : {1, 2, 3, . . . , n} → {1, 2, 3, . . . , r} by γ (i) = ϕ (ia). For i ∈ {1, 2, . . . , n}, let us set D i = {t ∈ {1, 2, 3, . . . , n} : a + a + . . . + a(t − times) ∈ A i U }. Chosing n ∈ N large enough so that whenever we partition the set {1, 2, 3, . . . , n} into r cells we can pick i ∈ {1, 2, 3, . . . , r} and − → x ∈ {1, 2, 3, . . . , n} v such that A − → x ∈ (D i ) u and assuming − → u = − → x a, we get A − → u ∈ A i U . Choose an entry i of A − → x and let j = γ (i).
Let z = a x i y . We claim that for any row w of
First assume that w is a row of M O , so that w = { s} ⌢ 0, where s is a row of
Next assume that w is a row of O N , so that w = 0 ⌢ s where s is a row of
3.1. Insertion Matrices. Here, we shall prove a class of infinite matrices, called Insertion matrix, which are image partition regular near an idempotent over S , where S is a semitopological semigroup. Definition 3.3. Let γ, δ ∈ ω ∪ {ω} and let C be a γ × δ matrix with finitely many nonzero entries in each row. For each t < δ , let B t be a finite matrix of dimension u t × v t .
Let R = {(i, j) : i < γ and j ∈ × t<δ {0, 1, . . . , u t − 1}}. Given t < δ and k ∈ {0, 1, . . . , u t − 1}, denote by b is an insertion matrix of B t t<2 into C.
We shall now turn our attention to the Milliken-Taylor matrices with entries from ω which are one of the main sources of infinite image partition regular matrices. Definition 3.5. Let − → a = a 1 , a 2 , . . . , a k be a finite sequence in N, and let x = x n ∞ n=1 be a sequence in S. Then the Milliken-Taylor system determined by − → a and x, abbreviated as MT ( − → a , x) is as follows:
, and if t < k, then maxF t < minF t+1 .
Let a has adjacent repeated entries and let c is obtained from a by deleting such repetitions, then for any infinite sequence x, one has MT ( a, x) ⊆ MT ( c, x), so it suffices to consider sequences c without adjacent repeated entries. Definition 3.7. Let − → a be a compressed sequence in N. A Milliken-Taylor matrix determined by − → a is ω × ω matrix A such that the rows of A are all possible rows with finitely many nonzero entries and its compressed form is equal to − → a .
Note that the set of entries of A x is precisely MT ( a, x), where A is a MillikenTaylor matrix whose each row have compressed form a and x is an infinite sequence in S.
Theorem 3.8. Let (T, +) be a commutative semitopological semigroup and S be a dense subsemigroup of T . Let B have the F property at the point e ∈ E(T ). Let a = a 0 , a 1 , ..., a l be a compressed sequence in N with l > 0 , let C be a MillikenTaylor matrix for a , and for each t < ω , let B t be a u t × v t finite matrix with entries from ω which is image partition regular matrix over N. Then any insertion matrix of B t t<ω into C is image partition regular near idempotent ie IP R/S e .
Proof. Pick by Lemma 2.3 of [1] some minimal idempotent p of e * S . Let q = a 0 · p + a 1 · p + · · · + a l · p. Then by Lemma 2.5 of [5] , q ∈ e * S . Let G be a finite partition of S and pick A ∈ G such that A ∈ q. Now {x ∈ S : −x + A ∈ a 1 .p + ..... + a l .p} ∈ a 0 .p so that D 0 = {x ∈ S : −a 0 .x + A ∈ a 1 .p + ..... + a l .p} ∈ p. Then D ⋆ 0 ∈ p (as used in Theorem 2.6 of [5] ). Let α 0 = 0 and inductively let α n+1 = α n + v n . So pick by theorem 2.7 , x 0 , x 1 , ....., x α1−1 ∈ S such that
. . .
Let H 0 be the set of entries of
Inductively, let n ∈ N and assume that we have chosen
in p , and H k n−1 k=0 in the set P f (N) of finite nonempty subsets of N such that for r ∈ {0, 1, ..., n − 1}, (I) H r is the set of entries of
..., r}, k = minF , and for each t ∈ F , y t ∈ H t , then
(IV) if m ∈ {0, 1, ...., l − 1} and F 0 , F 1 , ...., F m are all nonempty subsets of {0, 1, ..., r}, for each i ∈ {0, 1, ..., m − 1}, maxF i < minF i+1 , and for each t ∈ m i=0 F i , y t ∈ H t , then − m t=0 a i . t∈Fi y t + A ∈ a m+1 .p + a m+2 .p + ... + a l .p; (V) if r < n − 1 F 0 , F 1 , ...., F l−1 are nonempty subsets of the set {0, 1, ..., r}, for each i ∈ {0, 1, ..., m − 1}, maxF i < minF i+1 , and for each t ∈
t=0 a i . t∈Fi y t + A); and (VI) if r < n − 1, m ∈ {0, 1, ...., l − 2}, F 0 , F 1 , ...., F m are nonempty subsets of {0, 1, ..., r}, for each i ∈ {0, 1, ..., m − 1}, maxF i < minF i+1 , and for each
At n = 1 , hypotheses (I), (II), and (IV) hold directly while (III), (V), and (VI) are vacuous.
For m ∈ {0, 1,
..., F m are nonempty subsets of {0, 1, ..., n−1}, for each i ∈ {0, 1, ..., m−1}, maxF i < minF i+1 , and for each t ∈ m i=0 F i , y t ∈ H t }. For k ∈ {0, 1, ..., n − 1}, let E k = { t∈F y t : if φ = F ⊆ {0, 1, ...., r}, k = minF , and for each t ∈ F , y t ∈ H t }.
Given b ∈ E k , we have that b ∈ D ⋆ k by hypothesis (II) and so
Thus we have that D n ∈ p, where
(Here, if say l = 1 or n < l , we are using the convention that ∅ = N) Pick, again by Theorem 2.7 , x αn , x αn+1 , ....., x αn+1−1 ∈ S such that
Let H n be the set of entries of
Then hypotheses (I), (III), (V), and (VI) hold directly.
To verify hypothesis (II), let ∅ = F ⊆ {0, 1, ...., r}, let k = minF , and for each t ∈ F , let y t ∈ H t . If n does not belong to F , then t∈F y t ∈ D ⋆ k by hypothesis (II) at n − 1 , so assume that n ∈ F . If F = {n}, then we have that y n ∈ D 
as required.
The induction being complete, we claim that whenever F 0 , F 1 , ...., F l are nonempty subsets of ω such that for each i ∈ {0, 1, ..., l − 1}, maxF i < minF i+1 , and for each
t=0 a i . t∈Fi y t + A) by hypothesis (V), and so l i=0 a i . t∈Fi y t ∈ A as claimed. Let Q be an insertion matrix of B t t<ω into C. We claim that all entries of Q x are in A. To see this , let γ < ω be given and let j ∈ × t<ω {0, 1, ..., u t − 1}, so that
.is a row of Q , say row δ. For each t ∈ {0, 1, ..., m} , let y t = vt−1 k=0 b (t) j(t),k .x αt+k (so that y t ∈ H t ). Therefore we have ∞ q=0 q δ,s .x s = m t=0 c γ,t .y t . Choose nonempty subsets F 0 , F 1 , ...., F l of {0, 1, ..., m} such that for each i ∈ {0, 1, ..., l − 1}, maxF i < minF i+1 , and for each t ∈ F i , c γ,t = a i . (One can do this because C is a Milliken -Taylor matrix for a.) Then (a) no row of M is row is 0; (b) for each i ∈ ω, {j ∈ ω : a i,j = 0} is finite; and (c) there is an increasing sequence α n ∞ n=0 in ω such that α 0 = 0 and for each n ∈ ω, { a i,αn , a i,αn+1 , a i,αn+2 , . . . , a i,αn+1−1 : i ∈ ω} \ { 0} is empty or is the set of rows of a finite image partition regular matrix.
If each of these finite image partition regular matrices is a first entries matrix, then M is a segmented first entries matrix. If also the first nonzero entry of each a i,αn , a i,αn+1 , a i,αn+2 , . . . , a i,αn+1−1 , if any, is 1, then M is a monic segmented first entries matrix. Definition 4.2. Let M be an ω × ω matrix with entries from Q and let S be a dense subsemigroup of a semitopological semigroup (T, +). Given an idempotent e ∈ E (T ), we say M is centrally image partition regular near e if and only if whenever C is a central set near e in S, there exists
Next, we show that segmented image partition regular matrices hold good for central image partition regularity too. Theorem 4.3. Let S be a dense subsemigroup of T such that for any c ∈ N,cS = {c − times s : s ∈ S} is an IP * set. Let M be a segmented image partition regular matrix over N. Then M is centrally image partition regular for any e − central set.
Proof. Let c 0 , c 1 , c 2 , . . . denote the columns of M . Let α n ∞ n=0 be as in the definition of a segmented image partition regular matrix. For each n ∈ ω, let M n be the matrix whose columns are c αn , c αn+1 , . . . , c αn+1−1 . Then the set of non-zero rows of M n is finite and, if nonempty, is the set of rows of a finite image partition regular matrix. Let B n = (M 0 M 1 . . . M n ).
Lemma 2.3 of [1] shows that e * S is a compact right topological semigroup so that we can choose an minimal idempotent p ∈ e * S . Let C ⊆ S such that C ∈ p. Let C * = {x ∈ C : −x + C ∈ p}.Then C * ∈ p. We claim that −x + C * ∈ p. This can be proved as a consequence of Theorem 4.12 of [10] . Now the set of non-zero rows of M n is finite and, if nonempty, is the set of rows of a finite image partition regular matrix over N. As a result of Theorem 15.24 of [10] , there exist m ∈ N and a u × m matrix D with entries from ω which satisfies the first entries condition such that given any − → y ∈ N m there is some − → x ∈ N with M n − → x = D − → y . Then by using Theorem 2.6, we can choose x (0) ∈ S α1−α0
such that, if y = M 0 x
, then y i ∈ C * for every i ∈ ω for which the i th row of M 0 is non-zero. We now make the inductive assumption that, for some m ∈ ω, we have chosen x (0) , x (1) , . . . , x , then z j ∈ t∈D (−y t + C * ) for every j ∈ D. Thus we can choose an infinite sequence x 
