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Abstract
The mixed volume optimization problem is to determine the point of duality Q for a given convex set K that
minimizes the “mixed volume” of the associated polar set (K∗;Q). In the plane, the mixed volumes translate
as the area and length; in space, the mixed volumes include the volume, surface area, and mean width. In this
paper, the geometric optimization problems associated with minimizing mixed volumes are examined from two
perspectives: enumerative search and symbolic computation. The problem of minimizing the polar area through an
enumerative search is first considered. The dual polygon (P ∗m;Q) is constructed for an arbitrary point of duality
Q ∈ P ◦m by using an algebraic correspondence between the edges of Pm and the vertices of (P ∗m;Q), and the area of
(P ∗m;Q), A(P ∗m;Q), is calculated and minimized using naive search techniques. A result due to Santaló is applied
to verify the minimizing solution, and computational tests are described for various classes of randomly generated
polygons. Statistical evidence indicates that a “good” approximation to the minimum area polar polygon occurs
when the duality point is located at the center-of-gravity of Pm. The polar area problem is then investigated using
symbolic procedures. Explicit symbolic expressions for the polar area and length functionals are computed and
solved directly using the differential optimality conditions and Newton’s iterative method of solution. The mixed
volume and surface area functionals are formulated and solved using numerical products, and the mean width
functional is described. Examples are used throughout to illustrate the methodology. Ó 1999 Elsevier Science B.V.
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1. Introduction
1.1. Motivation
Consider the discrete optimization problem
min
m∑
i=1
d(Q,Ai)
2, (1)
for the point set Sm = {A1,A2, . . . ,Am}, where Ai = (xi, yi), i = 1, . . . ,m, Q = (x, y), and the
Euclidean distance from Q to Ai is defined as
d(Q,Ai)=
√
(x − xi)2+ (y − yi)2.
The Hessian of the distance functional is positive definite and thus is convex, and the minimum is easily
shown to be attained at the 0-D center-of-gravity (centroid) of the set of points [2]:(
x∗, y∗
)= 1
n
(∑
xi,
∑
yi
)
.
Now consider a convex region K in the plane and formulate the analogous (continuous) optimization
model. Select the points of Sm to reside on the boundary ∂K of K , and under this restriction write the
point set Sm as Pm to denote the vertices of a convex polygon. If Pm is used to “approximate” K and
“cover” ∂K as the number of elements in Sm increases, then the optimization model (1) can be written
min
m∑
i=1
d(Q,Ai)
2 {Pm}→∂K→ inf
2pi∫
0
r
(
(K;Q),u)2 du, (2)
where the discrete Euclidean distance functional d(Q,Ai) “transforms into” the continuous radial
function r((K;Q),u). The radial function is the continuous analogue of d(Q,Ai) and measures the
distance from point Q ∈K◦ to ∂K as a function of u, where u= (cos θ, sin θ) is the direction vector on
the unit circle S1 for the angle θ measured from the positive x-axis.
The radial function completely characterizes K and the form of the functional depends on the reference
point Q. More formally,
Definition. Let K be a nonempty planar convex set with Q ∈K◦. The radial function r((K;Q),x) for
K is defined by
r
(
(K;Q),x)=max{λ> 0 | λx ∈K},
where x ∈R2 \ {Q}. The restricted radial function r :S1→R of K is defined to be
r
(
(K;Q),u)=max{λ> 0 | λu ∈K}.
The support function is another frequently used functional in the description of convex sets, and in
many respects has a nicer analytic structure than the radial function because it is less dependent on the
geometry of K . Let K be a planar convex domain such that the origin O is an interior point of K , and
let L(u) denote the line that is perpendicular to u such that it meets K but not the interior of K . The
direction of u is such that u points into the half-plane determined by L(u) which does not contain K .
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L(u) is called the support line of K , and the distance between O and L(u) is the support function of K
which is denoted by H((K;O),u).
Definition. Let K be a nonempty planar convex set, and let S1 denote the unit circle centered at the
origin. The restricted support function H :S1→R of K is defined to be
H
(
(K;O),u)= sup{〈u,x〉 | x ∈K},
for u ∈ S1 and where 〈u,x〉 =∑uixi is the inner product of u and x.
The support function of a convex set characterizes the set, and this can be expressed by introducing
the notion of an indicator function δ(· |K):
δ(· |K)=
 0, (x, y) ∈K,+∞, (x, y) /∈K.
δ(· | K) and the support function H((K;O),u) (sometimes written as δ∗(· | K)) are conjugate convex
functions [52].
It is well known that for a given convex region K , the area of K , A(K), can be expressed as
A(K)=
2pi∫
0
r((K;Q),u)∫
0
r dr du= 1
2
2pi∫
0
r
(
(K;Q),u)2 du. (3)
Thus, in problem (2) there is nothing to optimize since for a given K , the integral expression yields the
area A(K), which is constant regardless of the location of Q. The value of the integral functional (2) is
just 2A(K). There are a number of ways to define geometric extremal problems associated with K . One
of the most natural formulations is to consider functions based on geometric duality. The polar reciprocal
region of K is defined as(
K∗;x)= {x ∈R2 | 〈z− x, y − x〉6 1, ∀y ∈K},
and is a function of K and the point (of duality) Q ∈K◦. From Euclidean duality [57], (K∗;Q) can be
described completely by the functional
r
((
K∗;Q), u)= 1
H((K;Q),u) .
Using this description it follows (from (3)) that the area of the polar set (K∗;Q) can be written
A
(
K∗;Q)= 1
2
∫
r
((
K∗;Q), u)2 du= 1
2
2pi∫
0
du
H((K;Q),u)2 .
Since the area A(K∗;Q) of the polar set is a function of Q ∈ K◦, a natural geometric optimization
problem is formulated thus
inf
Q∈K◦A
(
K∗;Q). (4)
The associated maximization problem is solved trivially for Q ∈ ∂K since the size of the polar set will
increase without bound as Q→ ∂K . The solution to problem (4) is known as the Santaló point.
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1.2. Characterizations of the Santaló point
Analytic formulation [55]. The Santaló point S(K) ∈K◦ is the unique solution to
inf
Q∈K◦A
(
K∗;Q), (5)
where A(K∗;Q) is the area of the polar set (K∗;Q).
The Santaló point can also be formulated in terms of integral geometry as follows.
Central affine length [56]. The density for straight lines in the plane invariant under the 3-parameter
group
x′ = a1x + b1y
y′ = a2x + b2y
with
∣∣∣∣ a1 b1
a2 b2
∣∣∣∣= 1
is
dG= dudr
H((K;Q),u)3 .
The “measure” of the set of straight lines exterior to K is given by the integral∫
G∩K=0
dG=
2pi∫
0
du
∞∫
0
dr
H((K;Q),u)3 =
1
2
2pi∫
0
du
H((K;Q),u)2 =A
(
K∗;Q).
This integral is an invariant ofK under the affine transformations and is called the central affine length
of K with respect to the point Q ∈K◦ [46].
Physical characterization [27]. The Santaló point S(K) solves (5) if and only if S(K) is the 2-D
center-of-gravity of (K∗;S(K)); i.e., S(K) must coincide with the 2-D center-of-gravity 1 of the polar
set (K∗;S(K)) formed with respect to the point of duality S(K).
Integral characterization [40]. The Santaló point S(K) ∈K◦ solves
2pi∫
0
udS(u)
H(K − S(K),u)3 = 0,
where S denotes the spherical Lebesgue measure on the unit ball.
For a more elaborate and detailed description of the characterizations of the Santaló point, including
further reference to the literature, see [39].
1.3. Applications of the Santaló point
The Santaló point arises in a number of surprisingly diverse applications such as number theory, convex
programming, and location modeling. A brief discussion of these applications is now provided.
1 The 2-D center-of-gravity of a region Ω represents the balance point of a uniform mass distribution over Ω .
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Application 1. Number theory
Consider a convex body K in Rn with volume V (K), and denote by K∗ the polar body of K formed
with respect to (the duality point) S(K), i.e., K∗ = (K∗;S(K)). The volume product
V (K)V
(
K∗
)
is an affine invariant which is bounded by functions of the dimension n, where
V (K)= 1
n
∫
Sn−1
r
(
(K;x),ω)n dω, V (K∗;x)= 1
n
∫
Sn−1
dω
H((K;x),ω)n ,
and ω is the (n− 1)-dimensional measure on the ball Sn−1. Obtaining bounds on the volume product has
been the subject of mathematical inquiry over the last half-century, with the main results as follows.
Theorem. If K is a compact convex set in Rn, then
V (K)V
(
K∗
)
6
(
V
(
Sn−1
))2
,
with equality holding if and only if K is an ellipsoid.
The inequality is due to Blaschke (see references in [39]) for n6 3 and Santaló [55] for n> 2. For an
elementary proof see [7].
In R2 Mahler [41] proved the following result.
Theorem. If K is a symmetric convex figure in R2, then
V (K)V
(
K∗
)
> 4
2
2! ,
with equality 2 holding for
K = {(x1, x2) ∈R2∣∣∑ |xi |6 1} and K = {(x1, x2) ∈R2 |max |xi |6 1}.
A widespread conjecture holds that
V (K)V
(
K∗
)
> 4
n
n!
is true for symmetric convex bodies in any dimension n [29]. Bambah [3] used the maximal volume
ellipsoid to obtain the minoration
V (K)V
(
K∗
)
> n−n/2
(
V
(
Sn−1
))2
,
and a few improvements of this bound have been made. For instance, Bourgain and Milman [8] have
shown that a (universal) constant c exists independent of the dimension n such that
V (K)V
(
K∗
)
> cn
(
V
(
Sn−1
))2
.
2 Equality also holds for a larger family of convex bodies [51].
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This lower bound has the same form as conjectured by Mahler. For a general (not necessarily symmetric)
convex body, another conjecture is that
V (K)V
(
K∗
)
> (n+ 1)
n+1
(n!)2
with equality holding precisely for simplices. The equality case for an n-dimensional simplex was
presented in [31].
Application 2. Convex programming
Sonnevend [60] proposed the Santaló point as the natural generalization of “analytic” centers
(for a convex body) for variational inequalities arising in control theory and applications in interior
point techniques in mathematical programming. The Santaló point can also be considered from a
general construction of “self-concordant” functions (see the monograph [65]), and as demonstrated by
Aleksandrov [1].
Theorem. If K is a compact convex set in the plane, then( 2pi∫
0
du
H((K;Q),u)p
)1/p
, p > 1,
and ( 2pi∫
0
H
(
(K;Q),u)p)1/p, p> 2,
are convex functionals.
Model (4) is thus a convex programming problem with a unique optimal solution.
Application 3. Location modeling
The problem of finding the Santaló point withinK can be thought of in terms of a force field that varies
inversely with the (linear) distance to ∂K . The closer the duality point is to ∂K , the stronger the repulsive
push away from ∂K . To maintain the “least repulsive” position with respect to the entire boundary (say,
due to a toxic fence) locate at the Santaló point. The Santaló point will be centrally located with respect
to this force field and will represent the location of the facility that is on average “far away” from the
boundary. The location is unique and for centrally symmetric regions the Santaló point coincides with
the center of symmetry, and hence, with intuitive notions of locating noxious facilities.
1.4. General applications of duality
The notion of duality is an extremely pervasive and important concept in mathematical, engineering,
and scientific research, and variations on the theme of duality are prevalent in mathematical research
in algebraic geometry / topology, analytic spaces, analytic function theory, combinatorial convexity,
geometry, graph theory, optimization, and convex analysis [30]. The properties and relationships of
duality are quite subtle and are a little difficult to get used to at first. To mathematicians, the dual space
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X∗ (the space of linear functions which act on the vectors of X) is probably the most familiar example
of duality [28]. To engineers, probably the duality (and duality relationships) in linear programming
[64], mathematical programming and linear systems theory (e.g., the observability [controllability] of a
time-invariant system can be examined by the controllability [observability] of its dual [62]) are the most
familiar. To physicist, the duality of light and matter (wave and particle properties) is a fundamental and
central concept to understanding nature [20]. A very beautiful (but sophisticated) treatment of duality
as it applies to electrical network theory (notably the current-voltage, mesh-node, resistance-capacitance
duality) is described in the first three chapters of [4] (which then goes on to develop the duality of
Maxwell’s equations), and for a less abstract but also rewarding treatment see [61]. Polarity is just the
geometric form of duality, and the application and use of this ancient topic is well known and established
in a number of fields.
A discussion of the geometric significance of poles, polarity, and polar reciprocity (including its
origin in projective geometry) can be found in [6,35,44], and the use of polar bodies in number
theory historically set the stage for its many later applications [18,24]. Polar bodies arise in Banach
space geometry [49], convex polytopes and their decomposability [9,25,42,43,59], convex body volume
estimations [5,13,17], mixed volume problems [10,21,54], differential equations [26,46], packing and
covering problems [53], and in the investigation of the static rigidity of frameworks [68]. Polar
transformations with respect to the unit sphere are frequently used in computational geometry to simplify
algorithm analysis and when generalizing planar-based algorithms to space and higher dimensions
[14,50]; polar transformations are useful in research on Gale diagrams and can be motivated through
computational convexity [22]; integral/stochastic geometry [56]; geometry models [67]; combinatorial,
linear and integer programming [23,36,58,66]; sphere packing [11]; optimization theory (both scalar and
vector) and variational calculus [16,47]. A very special type of polar body known as the reciprocal lattice
is extensively used in solid state physics and X-ray crystallography 3 [33,65], and polarity arises naturally
in problems in elasticity theory and mechanics [63]. Work on feedback invariants in control theory have
also been based on the structure of centro-affine geometry [69].
1.5. Outline of the paper
This paper formulates and solves the class of mixed volume optimization problem in a planar and
spatial environment using various solution methodologies. The outline of the paper roughly follows the
solution strategies in the two- and three-dimensional settings. The mixed area optimization problem is
formulated for a planar convex polygon Pm described in terms of its vertex set Pm = {A1, . . . ,Am}, where
Ai = (xi, yi), i = 1, . . . ,m. The polar set (P ∗m;Q) is defined with respect to a point Q called the point of
duality, and the 1–1 correspondence that exists between the edges of Pm and the vertices of (P ∗m;Q) is
used to construct the polar polygon. A class of geometric extremal problems based on the polar polygon
is defined in Section 3 followed by an enumerative search algorithm in Section 4 that yields the minimum
area of (P ∗m;Q). A geometric characterization due to Santaló is used to verify the minimizing solution
of the enumerative approach. Santaló’s characterization is also used to determine a measure of error in
the search procedure, and computational experience is described when the vertices of Pm are generated
under both a uniform and normal distribution.
3 In brief, X-ray analysis of a crystal structure yields information not on the atomic ordering of the substance, but rather on
its reciprocal (Fourier) structure.
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The mixed area problem is then considered from a symbolic perspective. The area of the polar polygon,
A(P ∗m;Q), and perimeter, L(P ∗m;Q), can be computed explicitly and in closed-form, and this is described
in Section 5. A symbolic approach to the geometric optimization problem provides an alternative solution
strategy and is compared with the enumerative procedure. The mixed area and mixed length problems
are then analyzed using symbolic techniques coupled with a numerical optimization routine (Newton’s
method) that provides quick convergence characteristics.
The mixed volume optimization problem is then considered in Section 6. The setting is three-
dimensional Euclidean space, and a class of mixed volume problem is formulated and solved through
examples. The tone of Section 6 is informal, and the examples are used to indicate the main characteristics
of this problem class.
2. Geometric and algebraic construction of a polar polygon
Given a planar convex polygon Pm = {A1,A2, . . . ,Am } described in terms of its vertex set, whereAi =
(xi, yi), i = 1, . . . ,m, and a point Q= (x, y) within the interior of Pm, P ◦m, called the point of duality,
there is associated with Pm and Q a dual (or polar reciprocal) figure (P ∗m;Q)= {A∗1,A∗2, . . . ,A∗m }:
(Pm;Q)←→ (P ∗m;Q).
The polar figure (P ∗m;Q) is defined with respect toQ, and a 1–1 correspondence exists between the edges
of Pm and the vertices of (P ∗m;Q). A geometric construction of polar polygons is used to motivate the
algebraic development.
2.1. Geometric construction of the polar polygon
A geometric construction of the polar polygon (P ∗m;Q) is performed with respect to point Q and the
base polygon Pm. Refer to Fig. 1 and edge AiAi+1. The radial distance r((Pm;Q),u) from Q to the line
segment AiAi+1 is minimal at the perpendicular projection from Q to AiAi+1, and thus the inverse of
this distance is farthest from Q in the direction of the perpendicular projection from Q to AiAi+1. For
the line segment AiAi+1 described by Li: aix+biy+ ci = 0, the distance from Q= (x, y) to Li is given
by
| aix + biy + ci |√
a2i + b2i
.
The point denoted by A˜∗i and A∗i represent a vertex of a polar polygon obtained by moving this (inverse)
distance in the direction of the line segment or away from the segment, respectively, to obtain a point
of the polar polygon (P˜ ∗m;Q) or (P ∗m;Q). Algebraic expressions for the vertices A˜∗i and A∗i follow the
geometric procedure:
A˜∗i =
( −ai
aix + biy + ci + x,
−bi
aix + biy + ci + y
)
,
A∗i =
(
ai
aix + biy + ci + x,
bi
aix + biy + ci + y
)
.
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Fig. 1. Geometric construction of the polar polygon.
This correspondence is repeated for each side of Pm. Using Q as the point of duality, associated with
each side AiAi+1, i = 1, . . . ,m, is a vertex point A˜∗i or A∗i , i = 1, . . . ,m, and the convex hull of these
points yield (P˜ ∗m;Q) and (P ∗m;Q).
2.2. Algebraic construction of the polar polygon
Algebraic expressions provide a quick and accurate construction of the polar polygon without the
tedium of the geometric computations.
Input: Pm = {A1,A2, . . . ,Am }; Ai = (xi, yi), i = 1, . . . ,m; Q= (x, y).
Output: (P ∗m;Q)= {A∗1,A∗2, . . . ,A∗m }; A∗i = (x∗i , y∗i ), i = 1, . . . ,m.
The input data are the vertices Ai = (xi, yi), i = 1, . . . ,m, of the convex polygon Pm and the initial
point of duality Q= (x, y). The procedure to construct (P ∗m;Q) is a three step process:
Step 1. Determine P ′m = {L1, . . . ,Lm}, where Li: aix + biy + ci = 0, i = 1, . . . ,m.
Step 2. Determine
A∗i =
(
ai
aix + biy + ci + x,
bi
aix + biy + ci + y
)
, i = 1, . . . ,m.
Step 3. (P ∗m;Q)= CH{A∗1, . . . ,A∗m}.
The linear representation of P ′m is determined in Step 1 from the vertex set {A1,A2, . . . ,Am}, and the
polar correspondence is determined in Step 2 by simply reading off the coefficients [ai, bi, ci] of Li and
using the duality point Q= (x, y) in the expression for A∗i . The polar polygon (P ∗m;Q) is determined in
Step 3 as the convex hull of the polar vertices.
Example 1. P4 = {(2,1), (0,3), (−2,0), (0,−1)}; Q= (0,1).
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Fig. 2. (a) Polygon P4 = {(2,1), (0,3), (−2,0), (0,−1)} and corresponding polar polygon (P ∗4 ; (0,1))= {(− 12 ,
1
2 ), (
3
4 ,
1
2 ), (
1
4 ,
3
2 ), (− 12 , 32 )}.
The point representation of P4 is transformed to the linear representation in Step 1:
P ′4 =

x + y − 3= 0
3x − 2y + 6= 0
x + 2y + 2= 0
x − y − 1= 0,
and from this representation the coefficients from Li, i = 1, . . . ,4, yield the parameter values [a1 =
b1 = 1, c1 =−3], [a2 = 3, b2 =−2, c2 = 6], [a3 = 1, b3 = c3 = 2] and [a4 = 1, b4 = c4 =−1]. For the
duality point Q = (0,1), the vertices of the polar polygon are determined from Step 2, and the convex
hull of the resulting set yields the polar polygon:(
P ∗4 ; (0,1)
)= CH{A∗1 = (− 12 , 12), A∗2 = ( 34 , 12), A∗3 = ( 14 , 32), A∗4 = (− 12 , 32)}.
(See Fig. 2(a).) As the duality point Q= (x, y) varies within P4, the value of the polar vertices change
according to the expression for A∗i , and hence the structure of (P ∗4 ;Q) will vary as a function of Q. The
polar figure (P ∗4 ;Q′) for Q′ = (−1,1) is shown in Fig. 2(b).
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Fig. 2. (b) Polygon P4 = {(2,1), (0,3), (−2,0), (0,−1)} and corresponding polar polygon (P ∗4 ; (−1,1))= {(− 43 ,
2
3 ), (2,−1), (− 32 , 53 ), (− 43 , 43 )}.
3. A class of planar geometric optimization problems
The polar polygon (P ∗m;Q) is a function of the base polygon Pm and the reference position Q ∈ P ◦m,
and so the area and length of (P ∗m;Q), A(P ∗m;Q) and L(P ∗m;Q), are also functions of Pm and Q ∈ P ◦m.
It is clear that as Q approaches the boundary of Pm the area and length of (P ∗m;Q) will grow without
bound. Since Q is restricted to lie within Pm, a natural class of optimization problem thus becomes
min
Q∈P ◦m
A
(
P ∗m;Q
)
, (6)
min
Q∈P ◦m
L
(
P ∗m;Q
)
. (7)
The solution to problems (6) and (7) will be called the Santaló and Blaschke–Steinhardt points,
respectively. The Santaló point was previously motivated in Sections 1.1–1.3; much less is known,
however, about the characterization and properties of the Blaschke–Steinhardt point [12,32,38].
Observations on the geometric extremal problems defined by (6) and (7) are summarized as follows:
(1) As the point of duality Q = (x, y) approaches any part of the boundary of Pm, it is clear from the
expression in Step 2 that a corresponding polar point A∗i will necessarily approach infinity; e.g.,
for Q ∈ Li , Q satisfies the linear equation Li: aix + biy + ci = 0 which makes the coordinate
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representation for A∗i undefined. Hence, as Q→ Li , A∗i will move off to infinity and the size of
(P ∗m;Q) will grow without bound. The entire boundary of Pm thus acts as a “natural” barrier to
avoid to obtain a minimum value of A(P ∗m;Q) and L(P ∗m;Q). It is thus natural to look for “centrally
located” points within Pm when minimizing A(P ∗m;Q) or L(P ∗m;Q).
(2) The polar polygon (P ∗m;Q) is defined for all points Q ∈ P ◦m, and the area and length associated
with (P ∗m;Q), A(P ∗m;Q) and L(P ∗m;Q), are thus functions of the reference position Q ∈ P ◦m. Using
the vertex formula from Step 2, the area for the polar triangle (P ∗3 ;Q) can be defined in terms
of a determinant, and since the determinant of a matrix is a continuous function of its elements,
A(P ∗3 ;Q) is a continuous function of Q. By an appropriate decomposition, the area functional of
the polar polygon A(P ∗m;Q) can be obtained as a summation of triangular regions, and is thus also a
continuous function. The length functional L(P ∗m;Q) is a sum of Euclidean distance terms and is a
continuous function as well. A continuous function defined over a bounded region (in this case Pm)
attains its maximum and minimum values. The maximum is achieved (everywhere) on ∂Pm, and the
minimizing solution is the point we seek.
(3) The “physical” characterization of the solution point (recall Section 1.2) does not lead to an efficient
methodology in the solution of problem (6); rather, it indicates when point Q′ is optimal and
A(P ∗m;Q′) is minimal. The optimality of Q′ is determined with the following test:
If Q′ is the 2-D center-of-gravity of
(
P ∗m;Q′
)
, then Q′ solves min
Q∈P ◦m
A
(
P ∗m;Q
)
.
In the plane and higher dimensions computing the center-of-gravity is a tractable problem (see [17]
for details), however, if Q′ is not the center-of-gravity of (P ∗m;Q′), then the optimality test needs to
be performed in an iterative fashion. The solution characterization in this case does not determine a
viable algorithm.
(4) Since any continuous convex region K in the plane can be approximated arbitrarily closely by
piecewise linear segments, there is no loss in generality in considering convex polygons as the basic
elements of analysis. By a uniform selection of points Ai ∈ ∂K , the polygon sequence {Pm}→K as
m→∞, and thus the associated minimal polar polygon sequence {P ∗m}→K∗ under the same limit.
Hence, the point of duality associated with each minimal polar polygon will approach the Santaló
point of K , S(K), in the limit.
4. An enumerative solution strategy
The main idea of the enumerative search strategy is outlined and computational results are described
which provide insight into the location of the Santaló point relative to a reference position (i.e., the
center-of-gravity) of the base polygon Pm.
4.1. Notation
(P ∗m;Q) represents the polar polygon computed with respect to the duality point Q= (x, y) selected
from within Pm, and A(P ∗m;Q) represents the area of this convex set. The notation A(P ∗m; ξ) is used to
denote the polar area when the dual point ξ = (x, y) is constrained to vary over a circle. A circle centered
at φ = (φ1, φ2) with radius δ is written as C(φ, δ), and the 2-D center-of-gravity of (P ∗m;Q) is denoted
as g(P ∗m;Q).
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4.2. The enumerative search strategy
Since A(P ∗m;Q)→∞ as Q→ Li , it makes sense to select an initial Q which is “centrally” located
within Pm. A natural choice to consider is the center-of-gravity of a uniform mass distribution over Pm,
g(Pm), which is well known to be the “balance” point of the region. A circular search centered at g(Pm)
with radius δ is performed, and the area A(P ∗m; ξ) is computed for ξ ∈ C(g(Pm), δ). For δ sufficiently
small, the area
A
(
P ∗m; ξ ∗
)
<A
(
P ∗m;g(Pm)
)
for some ξ ∗ on the circle; 4 select the smallest area value, and then perform another circular search
centered at g(Pm) with a larger δ value. Continue with the iterations until the smallest area term from
each circular search A(P ∗m; ξ) fails to decrease, and then check the optimality of the final duality point
Q∗:
(i) Compute the polar polygon (P ∗m;Q∗);
(ii) If the center-of-gravity of the dual polygon (P ∗m;Q∗) “coincides” with Q∗; i.e., is smaller than some
tolerance limit, then Q∗ is the Santaló point of Pm (Q∗ = S(Pm)) and A(P ∗m;S(Pm)) is minimal.
Generally speaking, search techniques work well in low-dimensional realizations of geometric
problems, but nevertheless tend to be quite computational. There are also limitations on the degree of
precision which can be obtained using enumerative search. Selection of a “good” initial point normally
eases the computational limitations associated with naive strategies, but does not eliminate the burden of
enumeration. The convergence of the prescribed “algorithm” is guaranteed due to the convex structure of
the area functional A(P ∗m;Q). Since the search algorithm obtains a local minimum by construction, the
local minimizer is guaranteed to be the Santaló point.
Example 1. (Continued.) P4 = {(2,1), (0,3), (−2,0), (0,−1)}; ε = 10−3; δi = 0.01.
The input polygon P4 is depicted in Fig. 2(a), and Table 1 depicts the relevant computer output. P4 has
area A(P4)= 8.0 and center-of-gravity g(P4)= (0,0.83). The polar polygon formed with respect to the
dual point g(P4) is (P ∗4 , g(P4)):(
P ∗4 ;g(P4)
)= CH{(0.462,1.295), (−0.692,1.295), (−0.27,0.288), (0.54,0.288)}.
This polygon has area A(P ∗4 ;g(P4))= 0.99291 and center-of-gravity g(P ∗4 ;g(P4))= (0.0033,0.8199).
As a measure of error the difference between g(P4) and g(P ∗4 ;g(P4)) is computed to be
ε1 =
∥∥g(P4)− g(P ∗4 ;g(P4))∥∥= 0.0106,
which does not lie within the a priori specified range defined by ε = 0.001. Hence, a series of circular
searches centered at g(P4) are performed to determine the minimum area polar polygon. The iterations
stop when the minimal circular area of the polar polygon fails to decrease, and the error is then checked.
If the error measure lies within the specified range, then the search is stopped; otherwise a search in a
neighborhood of the last point is undertaken with a smaller δi value.
4 For triangular (and centrally symmetric) regions, the center-of-gravity of P3 will coincide with the center-of-gravity of P ∗3 ,
or more simply, g(P3)= g(P ∗3 ;g(P3)). In this case the minimal area polar triangle occurs for the initial duality point g(P3).
This is also true for any simplex in Rn since simplices are “self-dual”.
190 M.J. Kaiser / Computational Geometry 12 (1999) 177–217
Table 1
Search data for P4
INPUT DATA INITIAL DUAL POLYGON DATA
Polygon Vertices: Dual Polygon Vertices:
2.00, 1.00 0.46153846, 1.29487179
0.00, 3.00 −0.69230769, 1.29487179
−2.00, 0.00 −0.27272727, 0.28787879
0.00, −1.00 0.54545455, 0.28787879
Area: Area:
8.00000000 0.99290919
Center-of-gravity: Center-of-gravity:
0.00000000, 0.83333333 0.00334772, 0.81994247
ITERATION
Area Point of Optimality Angle Radius
0.99255330 −0.00005916, 0.83320205 101 0.01
0.99230470 −0.00161588, 0.84662956 97 0.02
0.99215847 −0.00128260, 0.86003080 93 0.03
0.99210963 −0.00001381, 0.87327807 90 0.04
MINIMUM AREA DUAL POINT
Area Point of Optimality Angle Radius
0.99210963 0.00001381, 0.87327807 90 0.04
Dual Polygon Vertices:
0.47021944, 1.34355277
−0.70532915, 1.34355277
−0.26690391, 0.33952550
0.53380783, 0.33952550
VERIFICATION OF OPTIMALITY
Area: Center-of-gravity:
0.99210964 0.00003716, 0.87320332
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The minimum value occurred after four iterations in the vicinity of the dual point ξ ∗4 = (−0.00001381,
0.87327807), and at this point the dual polygon (P ∗4 ; ξ ∗4 ) has the form(
P ∗4 ; ξ ∗4
)= CH{(0.470,1.344), (−0.705,1.344), (−0.267,0.340), (0.534,0.340)},
and an area A(P ∗4 ; ξ ∗4 )= 0.99211. Verification that the search was successful requires (at the very least)
that
ε2 =
∥∥ξ ∗4 − g(P ∗4 ; ξ ∗4 )∥∥
be such that ε2 < ε1. Hence, we compute the center-of-gravity of (P ∗4 , ξ ∗4 ) and determine ε2. In this case,
ε2 = 0.0000905. Since ε2 is of the same order of magnitude as ε, this can be used as a stopping criterion
and the search is terminated. 5
If this can be considered a “standard” example (evidence will soon be provided to determine that it is),
then for all practical purposes the minimum area polar polygon has a point of duality located “very close”
to the center-of-gravity of the base polygon. Furthermore, the area of the polar polygon using g(P4) as
the duality point is a very good estimation of the minimal area. As a measure of the estimation compute
ε4 = A(P
∗
4 ; ξ ∗4 )−A(P ∗4 ;g(P4))
A(P ∗4 ; ξ ∗4 )
.
In this example, ε4 = 0.08%.
4.3. Significant parameters
Four parameters εi, i = 1, . . . ,4, are defined and used to characterize the computational results. As a
measure of the “success” of the algorithm, and as a “check” on the optimality of the Santaló point (and
the convergence of the search), ε1 and ε2 are defined as in the previous example. If g(Pm) = (xg, yg),
S(Pm)= (xs, ys), g(P ∗m;g(Pm))= (x∗g , y∗g ), and g((P ∗m;S(Pm))= (x∗s , y∗s ), then
ε1= d(g(Pm), g((P ∗m;g(Pm))))=√(xg − x∗g )2+ (yg − y∗g )2,
ε2= d(S(Pm), g((P ∗m;S(Pm))))=√(xs − x∗s )2+ (ys − y∗s )2.
Clearly, minimal requirements for a “successful” search is that ε2 < ε1. For a general convex polygon
Pm, we are also interested in the proximity of the center-of-gravity g(Pm) and Santaló point S(Pm). We
therefore compute and tabulate ε3:
ε3 = d(g(Pm), S(Pm))=√(xg − xs)2+ (yg − ys)2.
Since the Santaló point solves for the minimum area polar set, another value of interest is the percent
difference between the minimum area polar set A(P ∗m;S(Pm)) and the area of the polar set formed with
respect to g(Pm), A(P ∗m;g(Pm)) (an estimate). This is defined as ε4:
ε4 = A(P
∗
m;S(Pm))−A(P ∗m;g(Pm))
A(P ∗m;S(Pm))
.
5 To further reduce ε2 perform a circular search in the neighborhood of ξ∗4 with any radius value 0.0016 δi 6 0.009. The
obvious expense of this calculation is the computation time.
192 M.J. Kaiser / Computational Geometry 12 (1999) 177–217
4.4. Computational experience
Convex polygons ranging from P4 to P10 were generated in bounded symmetric regions Ω centered at
the origin. In a 3× 3 square Ω1 centered at the origin, polygons with four to seven vertices were chosen.
For the eight to ten vertex polygon, the region considered was a 6× 6 square Ω2. Twenty-five examples
from each class of polygon Pm, m= 4, . . . ,10, generated from the uniform distribution was tested, and
the average values for the parameters εi, i = 1, . . . ,4, are summarized in Table 2. Table 3 summarizes
the results when the coordinates of the base polygons were generated from a normal distribution.
Observations on the computational experience now follow:
(1) With x = g(Pm) chosen as the initial point of duality there is an error ε1. After the search the resulting
error is usually an order of magnitude smaller than ε1, and at worst ε2 may be only slightly smaller
than ε1. In all cases ε2 < ε1. From Table 2 observe that the average value of ε1, ε1, is relatively small
and decreases with increasing m. Hence, g(Pm) is a good choice for the initial duality point since
Table 2
Average values of εi, i = 1, . . . ,4 (from 25 “runs”) for each
m-vertex convex polygon Pm generated from a uniform point distribution
ε1 ε2 ε1/ε2 N ε3 ε4 (%)
P4 0.01834 0.00070 26.1 7.8 0.07779 0.20810
P5 0.01202 0.00051 23.4 6.8 0.06854 0.13937
P6 0.01083 0.00057 19.0 5.5 0.05473 0.10480
P7 0.00722 0.00051 14.2 4.9 0.04864 0.06351
P8 0.00384 0.00020 18.9 5.6 0.05636 0.03917
P9 0.00208 0.00010 19.9 4.6 0.04560 0.01932
P10 0.00149 0.00012 12.6 3.4 0.03401 0.00925
Table 3
Average values of εi, i = 1, . . . ,4 (from 25 “runs”) for each m-vertex
convex polygon Pm generated from a normal point distribution
ε1 ε2 ε1/ε2 N ε3 ε4 (%)
P4 0.02003 0.00092 21.8 6.5 0.06487 0.20320
P5 0.01267 0.00060 21.1 6.8 0.06828 0.14156
P6 0.01222 0.00128 9.6 4.0 0.03868 0.08478
P7 0.00813 0.00082 9.9 2.8 0.02762 0.04155
P8 0.00350 0.00027 13.1 4.5 0.04441 0.03276
P9 0.00199 0.00011 18.4 3.7 0.03718 0.01535
P10 0.00156 0.00019 8.3 2.7 0.02709 0.01242
M.J. Kaiser / Computational Geometry 12 (1999) 177–217 193
we are beginning very close to the optimal solution. Observe that on average the search algorithm
provides an order-of-magnitude more accurate solution than using g(Pm) as the initial duality point.
This is shown in the ε2 values in column 2 as well as the ratio shown in column 3. Searching in a
neighborhood of S(Pm) would subsequently reduce ε2 values, but the location of S(Pm) would not
“substantially” change.
(2) The average number of iterations N (i.e., circular searches) of the algorithm is proportional to the
time of the computation and decreases with increasing m. This is apparent in the P4–P7 and P8–P10
data. The increase in N between the 4th and 5th rows (P7–P8 polygon cases) occurs because the
bounded region where the polygons are generated was changed from Ω1 to Ω2. As the number of
vertices of the input polygons increase the polygons become more symmetric. Polygons with ε1 < ε1
required less than half the number of iterations on average compared to those polygons where ε1 > ε1.
More specifically, for polygons generated from the uniform distribution:
N =
{
7.51, ε1 > ε1,
3.66, ε1 < ε1,
and for the normal distribution:
N =
{
6.18, ε1 > ε1,
3.14, ε1 < ε1.
This can be interpreted to indicate that convergence is fastest for polygons that are initially “almost”
symmetric (whereby g(Pm) begins very “close” to S(Pm)). As the number of vertices increase, the
polygons tend to “round-out” and become symmetric. Hence, the initial starting point will more
nearly coincide with the Santaló point of the region and the number of required iterations of the
algorithm will subsequently decrease.
(3) The average value of ε3 is very small which means that a “good” initial estimate of the Santaló point
is the 2-D center-of-gravity of the polygon. The maximum value of ε3 over 400 “runs” was 0.15,
and the average values are substantially smaller than this. Values of ε3 > 0.1 occurred in roughly
9% of the polygons generated under the uniform distribution and 5% under the normal distribution.
These numbers are provided to show that the center-of-gravity and Santaló point are normally close
Table 4
Average area polygon values (from 25 “runs”) for each
m-vertex convex polygon Pm generated from a uniform point
distribution
A(Pm) A(P
∗
m;S(Pm)) A(Pm)A(P ∗m;S(Pm))
P4 12.2855 0.65318 8.02
P5 14.5991 0.58101 8.48
P6 14.7221 0.60532 8.91
P7 16.6520 0.54831 9.12
P8 42.7961 0.21994 9.37
P9 72.5685 0.13190 9.56
P10 69.1247 0.14046 9.86
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Table 5
Average area polygon values (from 25 “runs”) for each
m-vertex convex polygon Pm generated from a normal point
distribution
A(Pm) A(P
∗
m;S(Pm)) A(Pm)A(P ∗m;S(Pm))
P4 9.2646 0.88256 8.17
P5 13.9240 0.61051 8.50
P6 9.0745 1.01031 9.16
P7 9.8082 0.94363 9.25
P8 36.7183 0.26573 9.75
P9 57.5260 0.16812 9.67
P10 56.4408 0.17463 9.86
together. Note that with such distance scales one cannot “visually” distinguish between g(Pm) and
S(Pm), say, on a typical graph paper plot. The two points are “visually” identical under normal scales.
(4) Since ε3 is so small it is not surprising that the area of the polar set computed from the center-of-
gravity (estimate) and compared with the area from the Santaló point (optimal) are exceedingly close.
This is summarized in the ε4 data (shown as a percentage) which also decreases with increasing m.
(5) The nature of the data in Tables 2 and 3 are essentially the same: ε1, ε3 and ε4 show a basic decreasing
trend. Since δi = 0.01, the average number of iterations in N serves as a check on ε3. In Tables
4 and 5 the area data is summarized. Under the normal distribution, the area of the polygons is
slightly smaller than the corresponding polygons generated from the uniform distribution, and this
is to be expected since the vertices are chosen from a more concentrated region. Likewise, for the
normal distribution the dual polygons on average are slightly larger than their uniformly distributed
counterparts.
(6) The values of the affine invariants A(Pm)A(P ∗m;S(Pm)) are roughly the same and essentially
increasing with increasing m. Again, the increase in the value of A(Pm) between P7 and P8 (see
also the ε3 column in Tables 2 and 3) is due to changing the region from Ω1 to Ω2.
(7) The average bounds between centers (as described in [12]) such as g(K) and S(K) can be
experimentally determined, and Bourgain and Milman’s constant c for specific classes of polytopes
in space and higher dimension [8] can also be experimentally computed using this approach.
5. A symbolic solution approach
A symbolic solution methodology for the polar area and polar length problem is presented. The
optimality conditions of the problem are solved directly (via the method of resultants) and iteratively
(using Newton’s method). The advantages and limitations of each method are discussed.
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5.1. The polar area optimization problem
The Santaló point of Pm, S(Pm), represents the location within the base polygon which minimizes the
area of the associated polar polygon (P ∗m;Q). A symbolic solution methodology to this problem is as
follows (continuing from Step 3 in Section 2.2):
Step 4. Compute a closed-form symbolic expression for the area of the polar polygon, A(P ∗m;Q), as a
function of Q= (x, y).
Step 5. Minimize A(P ∗m;Q):
5.1. Compute
∇A(P ∗m;Q)= (∂A(P ∗m;Q)
∂x
,
∂A(P ∗m;Q)
∂y
)
.
5.2. Solve the system of equations{
∂A(P ∗m;Q)
∂x
= 0, ∂A(P
∗
m;Q)
∂y
= 0
}
.
5.3. Verify the positive definite structure of the Hessian matrix, HA(P ∗m;Q); i.e., check that
∂2A
∂x2
> 0,
∂2A
∂y2
> 0,
∂2A
∂x2
∂2A
∂y2
−
(
∂2A
∂x∂y
)2
> 0
at the solution point.
The application of symbolic methods to the requirements imposed by Steps 4 and 5 are described for the
m= 3 vertex case and forms the basis of the solution for the general polygonal case.
Case 1 (m= 3)
For a triangular region P3 = {A1,A2,A3} and duality point Q= (x, y) ∈ P ◦3 , the vertices of (P ∗3 ;Q)
are given by
A∗i =
(
x∗i , y
∗
i
)= ( ai
aix + biy + ci + x,
bi
aix + biy + ci + y
)
, i = 1,2,3.
The area of (P ∗3 ;Q)= {A∗1,A∗2,A∗3} is obtained through the determinant expression:
A
(
P ∗3 ;Q
)= 1
2
∣∣∣∣∣∣
1 x∗1 y∗1
1 x∗2 y∗2
1 x∗3 y∗3
∣∣∣∣∣∣ ,
and since the determinant is a continuous function of its elements, A(P ∗3 ;Q) is a continuous function of
x and y.
The area functional simplifies using elementary matrix properties as follows:
2A
(
P ∗3 ;Q
)=
∣∣∣∣∣∣∣∣∣∣∣∣
1
a1
a1x + b1y + c1 + x
b1
a1x + b1y + c1 + y
1
a2
a2x + b2y + c2 + x
b2
a2x + b2y + c2 + y
1
a3
a3x + b3y + c3 + x
b3
a3x + b3y + c3 + y
∣∣∣∣∣∣∣∣∣∣∣∣
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=
∣∣∣∣∣∣∣∣∣∣∣∣
1
a1
a1x + b1y + c1
b1
a1x + b1y + c1 + y
1
a2
a2x + b2y + c2
b2
a2x + b2y + c2 + y
1
a3
a3x + b3y + c3
b3
a3x + b3y + c3 + y
∣∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣
1 x
b1
a1x + b1y + c1 + y
1 x
b2
a2x + b2y + c2 + y
1 x
b3
a3x + b3y + c3 + y
∣∣∣∣∣∣∣∣∣∣∣∣︸ ︷︷ ︸
=0
=
∣∣∣∣∣∣∣∣∣∣∣∣
1
a1
a1x + b1y + c1
b1
a1x + b1y + c1
1
a2
a2x + b2y + c2
b2
a2x + b2y + c2
1
a3
a3x + b3y + c3
b3
a3x + b3y + c3
∣∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣
1
a1
a1x + b1y + c1 y
1
a2
a2x + b2y + c2 y
1
a3
a3x + b3y + c3 y
∣∣∣∣∣∣∣∣∣∣∣︸ ︷︷ ︸
=0
= 1
(a1x + b1y + c1)(a2x + b2y + c2)(a3x + b3y + c3)
∣∣∣∣∣∣∣∣∣
(a1x + b1y + c1) a1 b1
(a2x + b2y + c2) a2 b2
(a3x + b3y + c3) a3 b3
∣∣∣∣∣∣∣∣∣
= 1
(a1x + b1y + c1)(a2x + b2y + c2)(a3x + b3y + c3)
∣∣∣∣∣∣∣∣∣
c1 a1 b1
c2 a2 b2
c3 a3 b3
∣∣∣∣∣∣∣∣∣
= 1
(a1x + b1y + c1)(a2x + b2y + c2)(a3x + b3y + c3)
∣∣∣∣∣∣∣∣∣
a1 b1 c1
a2 b2 c2
a3 b3 c3
∣∣∣∣∣∣∣∣∣ .
This leads to the following result.
Theorem. For the base triangle P ′3 = {L1,L2,L3} described by Li: aix + biy + ci = 0, i = 1,2,3, the
area of the polar triangle (P ∗3 ;Q) as a function of Q= (x, y) is given by
2A
(
P ∗3 ;Q
)≡ 2f (x, y)= ∑i 6=j 6=k piijkaibj ck∏3
i=1(aix + biy + ci)
, i, j, k = 1,2,3, (8)
where
piijk =
{
1, if an even permutation of (123),
−1, if an odd permutation of (123).
Proof. By construction. 2
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An example illustrates the application of this result.
Example 2. P3 = {(1,0), (0,1), (−1,0)}.
The triangle P3 is represented by the linear system of equations
P ′3 =

y = 0
x + y − 1= 0
x − y + 1= 0,
which yield the parameter values [a1 = c1 = 0, b1 = 1], [a2 = b2 = 1, c2 =−1] and [a3 = c3 = 1, b3 =
−1]. Application of expression (8) yields the area of the polar triangle (P ∗3 ;Q) as described by the
functional expression f (x, y):
f (x, y)= 1
y3 − 2y2 + y − x2y .
The gradient evaluates as
∇f (x, y)=
(
∂f
∂x
,
∂f
∂y
)
=
( 2xy
(y3 − 2y2 + y − x2y)2 ,
−(1− x2 − 4y + 3y2)
(y3 − 2y2 + y − x2y)2
)
,
and the direct solution to {∂f/∂x = 0, ∂f/∂y = 0} yields the critical point (0, 13 ) as expected (recall
footnote 4). The Hessian matrix is readily verified to be positive definite at the solution point.
Case 2 (m= 4)
A functional expression for the area of the polar quadrilateral (P ∗4 ;Q)= {A∗1,A∗2,A∗3,A∗4} is derived
by application of a triangulation procedure. The polar polygon (P ∗4 ;Q) is convex and so it can be
decomposed in terms of polar triangles with a common vertex point. Let f1 and f2 denote the area
of the polar triangles 1A∗1A∗2A∗3 and 1A∗1A∗2A∗4, respectively. The area of (P ∗4 ;Q) is denoted by g and is
given by
g(x, y)= f1(x, y)+ f2(x, y).
The minimum area polar polygon is determined by the solution to the system of equations {∂g/∂x =
0, ∂g/∂y = 0}. The complexity of the equation set is demonstrated through an example.
Example 1. (Revisited.) P4 = {(2,1), (0,3), (−2,0), (0,−1)}.
The point-set representation P4 yields the system of equations P ′4 and the parameter values [a1 = b1 =
1, c1 =−3], [a2 = 3, b2 =−2, c2 = 6], [a3 = 1, b3 = c3 = 2] and [a4 = 1, b4 = c4 =−1]. Application
of expression (8) then yields
f1(x, y)= 10
y3 − 34x3 − 74x2y − 5y2 − 2xy − 34x2 + 3y + 6x + 9
,
f2(x, y)= 6−y3 + 12x3 + x2y − 12xy2 + y2 − x2 − 3xy + 5y − 52x + 3
,
and the direct solution to the system of equations {∂g/∂x = 0, ∂g/∂y = 0} is sufficiently complex to pose
serious computational difficulties for Mathematica (which is known to be among the “slowest” computer
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Fig. 3. Polygon P4 = {(2,1), (0,3), (−2,0), (0,−1)} and corresponding minimum area polar polygon (P ∗4 ; (0,
0.87))= {(0.5,1.3), (−0.7,1.3), (−0.3,0.3), (0.5,0.3)}.
algebra systems). Since an explicit expression for A(P ∗4 ;Q)= g(x, y) is available, however, a beautiful
graph of the functional is readily determined (Fig. 4(a)), and a contour plot can be used to approximately
locate the solution point. Fig. 4(b) depicts the graph of the inverse area functional.
Case 3 (m> 5)
As the size of the base polygon Pm increases, the closed-form symbolic expression for the area
functional A(P ∗m;Q) becomes increasingly complex and quite cumbersome to manipulate in all but the
most trivial application. For general Pm the area functional A(P ∗m;Q) takes the form
g(x, y)=
m−2∑
i=1
fi(x, y), m> 3,
where fi denotes the area of the triangle 1A∗1A∗i+1A∗i+2, i = 1, . . . ,m− 2. For even moderately sized
m (6 10) the highly nonlinear system {∂g/∂x = 0, ∂g/∂y = 0} that results is complex enough to pose
serious computational problems using a direct solution procedure. The area functional A(P ∗m;Q) and
all order derivatives can be computed effortlessly, but in the matter of computing the solution, a direct
symbolic approach is not generally viable.
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Fig. 4. (a) The graph of the area functional A(P ∗4 ;Q) corresponding to P4.
Example 3. P8 = {(4,0), (2,3), (0,3), (−2,1), (−3,−1), (−2,−2.5), (−1,−3), (3,−2)}.
The base polygon P8 is depicted in Fig. 5(a), and the linear representation of P8 yields
P ′8 =

3x + 2y − 12= 0
y − 3= 0
x − y + 3= 0
2x − y + 5= 0
3x + 2y + 11= 0
x + 2y + 7= 0
x − 4y − 11= 0
2x − y − 8= 0.
The coefficients [ai , bi, ci], i = 1, . . . ,8, obtained from P ′8 yield the triangular area functionals:
f1(x, y)= 6108+ 9x − 90y − 9x2 + 24y2 + 3x2y − xy2 − 2y3 ,
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Fig. 4. (b) The graph of the inverse area functional 1/A(P ∗4 ;Q).
f2(x, y)= −16−108− 87x + 126y + 9x2 + 34xy − 28y2 + 6x3 − 5x2y − 3xy2 + 2y3 ,
f3(x, y)= −161−660− 279x + 122y + 39x2 + 59xy + 22y2 + 18x3 + 15x2y − 4xy2 − 4y3 ,
f4(x, y)= −92−924− 153x − 278y + 60x2 + 76xy + 24y2 + 9x3 + 30x2y + 28xy2 + 8y3 ,
f5(x, y)= 126924− 183x + 446y − 24x2 − 134xy − 4y2 + 3x3 − 4x2y − 28xy2 − 16y3 ,
f6(x, y)= −49−1056+ 624x − 340y − 114x2 + 177xy + 38y2 + 6x3 − 23x2y − 6xy2 + 8y3 .
The area functional A(P ∗8 ;Q) is obtained as the summation of the triangular terms:
A
(
P ∗8 ;Q
)= 6∑
i=1
fi(x, y),
and is depicted in Fig. 5(b).
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Fig. 5. (a) Polygon P8 = {(4,0), (2,3), (0,3), (−2,1), (−3,1), (−2,−2.5), (−1,−3), (3,−2)}. Region i corre-
sponds to fi(x, y).
Using the Maple code and method of resultants,
A := simplify (f1+ f2+ · · · + f6):
g1 := simplify diff (A,x):
g2 := simplify diff (A,y):
#Select the numerators ofg1 and g2 . . .
G1 := numer (g1):
G2 := numer (g2):
# . . . in order to solve the equations G1 =G2 = 0
Rx := resultant (G1,G2, x):
Ry := resultant (G1,G2, y):
degree (Rx);
degree (Ry);
the Santaló point was found to lie in a field extension of degree 217 over the rationals with coordinates
S(P8)= (0.5458,−0.0737). Computation time was less than 15 minutes on a Sparc II.
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Fig. 5. (b) The graph of the area functional A(P ∗8 ;Q) corresponding to P8.
5.2. The polar length optimization problem
The polar length optimization problem is formulated in a manner analogous to the polar area problem
and so for brevity only the main points of the analysis require presentation. Again, continuing from Step 3
in Section 2.2,
Step 4. Compute a closed-form symbolic expression for the length (perimeter) of the polar polygon,
L(P ∗m;Q), as a function of Q= (x, y).
Step 5. Minimize L(P ∗m;Q):
5.1. Compute
∇L(P ∗m;Q)= (∂L(P ∗m;Q)∂x , ∂L(P
∗
m;Q)
∂y
)
.
5.2. Solve the system of equations{
∂L(P ∗m;Q)
∂x
= 0, ∂L(P
∗
m;Q)
∂y
= 0
}
.
5.3. Compute the Hessian matrix HL(P ∗m;Q) and verify the positive definite structure at the
solution point.
M.J. Kaiser / Computational Geometry 12 (1999) 177–217 203
From the vertices of (P ∗3 ;Q)= {A∗1,A∗2,A∗3}, the perimeter of the polar triangle L(P ∗3 ;Q) is obtained
as the sum of the Euclidean distance terms d(A∗1,A∗2), d(A∗2,A∗3), and d(A∗1,A∗3):
L
(
P ∗3 ;Q
)≡ h(x, y)= 3∑
i=1
d
(
A∗i ,A
∗
i+1
)
,
where A∗i = (a∗i , b∗i ), A∗4 =A∗1, and
d
(
A∗i ,A
∗
j
)=√(a∗i − a∗j )2+ (b∗i − b∗j )2
=
√√√√( (aibj − ajbi)y + (aicj − aj ci)
(aix + biy + ci)(ajx + bjy + cj )
)2
+
(
(ajbi − aibj )x + (aj ci − aicj )
(aix + biy + ci)(ajx + bjy + cj )
)2
.
Example 4. P3 = {(1,0), (0,1), (−1,0)}.
The parameters for the linear representation of P3 yield [a1 = c1 = 0, b1 = 1], [a2 = b2 = 1, c2 =
−1], [a3 = c3 = 1, b3 =−1], and so
d
(
A∗1,A
∗
2
)=
√
y2 + (1− x)2
y2(1− x − y)2 , d
(
A∗2,A
∗
3
)=
√
(2y − 2)2 + (2− 2x)2
(1+ x − y)2(1− x − y)2 ,
d
(
A∗3,A
∗
1
)=
√
y2 + (1+ x)2
y2(1+ x − y)2 .
The length functional L(P ∗3 ;Q) is depicted in Fig. 6(a). Slices of this graph are readily obtained by
substituting the expression y =mx + b (for a given value of m and b) into the functional. For example,
for y = x + 0.5, L(P ∗3 ;Q)=L(P ∗3 ; (x, x + 0.5))= h⊥(x) and
h⊥(x)= 2
√
2
√
x2 − 1.5x + 0.625
(x − 0.25)2 +
√
x2 − 0.5x + 0.625
2(x − 0.25)2(x + 0.5)2 + 2
√
2x2 + 3x + 1.25
(x + 0.5)2 ,
the graph of which is shown in Fig. 6(b).
The general case of the polar perimeter extremal problem for the base polygon Pm yields a length
functional
L
(
P ∗m;Q
)= m∑
i=1
d
(
A∗i ,A
∗
i+1
)
,
where A∗m+1 = A∗1 and d(A∗i ,A∗j ) is the Euclidean distance between vertices A∗i and A∗j . A general
procedure to minimize this expression follows.
5.3. Newton’s method of solution
The closed-form symbolic expressions for the (area, length) functionals of the polar polygon are
amenable to standard numerical optimization procedures such as Newton’s method and steepest descent.
In the plane, first-order approximate solutions to the optimization problems (6) and (7) are readily
available from a contour plot. Newton’s method is preferred over steepest descent for its quadratic
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Fig. 6. (a) The graph of the length functional L(P ∗3 ;Q) of P3 = {(1,0), (0,1), (−1,0)}.
convergence properties, although it comes at the cost of the Hessian computation. The basic form of
Newton’s method is as follows [37]:[
Hg
(
xk, yk
)]((
xk+1, yk+1
)− (xk, yk))=−∇g(xk, yk), k > 0,
where
∇g(xk, yk)= (∂g
∂x
,
∂g
∂y
)∣∣∣∣
(xk,yk)
, Hg
(
xk, yk
)=

∂2g
∂x2
∂2g
∂x∂y
∂2g
∂y∂x
∂2g
∂y2

∣∣∣∣∣∣∣∣∣
(xk,yk)
.
Newton’s method requires the determination and evaluation of the gradient and Hessian matrix in
closed-form. Although these terms can be computed symbolically, the final expressions for the gradient
and Hessian matrix are rather tedious and quite cumbersome to manipulate (usually requiring several
computer screens as output after simplification). Tables 6–8 illustrate Newton’ method of solution applied
to Examples 1, 3, 4 for the polar optimization problems.
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Fig. 6. (b) A perpendicular slice (y = x + 0.5) through the length functional A(P ∗3 ;Q).
Table 6
Iterates using Newton’s method (Example 1)
k (xk, yk) 2g(xk, yk)
0 (0,0.5) 2.13333
1 (0.0000016,0.796052) 1.99019
2 (0.0000002,0.872247) 1.98422
3 (0,0.8735) 1.98422
4 (0,0.8735) 1.98422
Table 7
Iterates using Newton’s method (Example 3)
k (xk, yk) 2g(xk, yk)
0 (0.55,−0.08) 0.639848
1 (0.545751,−0.0737173) 0.639841
2 (0.545755,−0.0737148) 0.639841
5.4. A comparison of symbolic and enumerative search strategies
Although exhaustive search techniques are generally avoided in practice, in low dimensional space
and for complex problems they can be used effectively and are generally easy to implement. Exhaustive
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Table 8
Iterates using Newton’s method (Example 4)
k (xk, yk) 2g(xk, yk)
0 (0,0.33) 14.8952
1 (0.084242,0.326664) 14.7221
2 (0.088952,0.322517) 14.7201
3 (0.0889026,0.322536) 14.7201
Table 9
A comparison of the advantages and disadvantages of symbolic and enumerative search solution
strategies
Enumerative search Symbolic computation
D. Heavy “start-up” cost A. Limited “start-up” cost
D. Graphics routine difficult to implement
with search data
A. Excellent graphics tied directly to symbolic
computations, including contour plot routines
and standard graphs
A. Flexible, robust, and excellent conver-
gence rates
A. Symbolic computations can solve problem di-
rectly
A. As Pm increases in size, search con-
verges quicker
D. As Pm increases in size, problem complexity
becomes unmanageable
A. Accuracy associated with standard nu-
merical optimization algorithms
A. An explicit (exact) expression for the
functionals A(P ∗m;Q) and L(P ∗m;Q) can be
solved with standard optimization routines
(like Newton’s Method)
A. Explicit functional expressions (and solution
techniques) readily generalize to higher
dimension!
A. Extremely versatile and powerful symbolic
computations yield additional information into
problem structure
A. Convenient if several runs are to be
performed
D. Slightly cumbersome process for even a small
set of examples
search is unsophisticated and simplistic, and thus “naive”, but the solution methodology is quite general
and can compare favorably with more sophisticated procedures in particular environments. Some of
the advantages (A) and disadvantages (D) inherent in the symbolic and exhaustive search approaches
specific to the class of polar extremal problems examined in this paper are now described. These remarks
are summarized in Table 9.
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Enumerative search
D. Although the search algorithm is simplistic, the actual programming is non-trivial, and so there is a
relatively “heavy” start-up cost associated with coding and debugging the program.
A. After the program is complete, however, the convergence rate is excellent (on average only a few
iterations are needed), the procedure is very fast, and it can handle any input size Pm without
significant increases in computation time.
A. The search algorithm actually improves in efficiency as Pm increases in size; e.g., for m = 10 (on
average only one or two iterations are required, as compared to seven or eight iterations for m= 5).
This is because as the vertex set of Pm increases, Pm generally becomes “more symmetric”, and so
the initial point of the search (the 2-D center-of-gravity of Pm, g(Pm)) becomes closer in proximity
to the Santaló point of Pm, S(Pm), and thus less iterations are required.
D. Graphic routines to plot the functionals A(P ∗m;Q) and L(P ∗m;Q) are difficult to implement (and
essentially not worth the trouble) since the data files from the search algorithm must be transferred
to an appropriate graphics package (such as GNU-Plot) in the proper format, and this can easily turn
into an extended and time consuming project. The construction of the associated functionals through
enumeration is very time consuming, and the output of such an endeavor is also (usually) a rather
poor representation of the functional.
A. The accuracy associated with the search algorithm is comparable with numerical optimization
procedures, and it is easy to modify parameters and to implement the “optimality test” (as described
previously in Section 3) for S(Pm). The exhaustive search can also be modified to implement more
sophisticated numerical optimization procedures.
Symbolic computation
A. Unlike the enumerative search which requires a “heavy” initial programming effort, the user can
virtually sit down and begin solving problems using Mathematica, Maple, Reduce, or any other
computer algebra system.
A. Complicated gradients, Hessians, and matrix manipulation are computed effortlessly and there is
a very powerful (and easy to use) graphics package tied directly to the symbolic expressions. The
graphics routine allows relevant information to be extracted in the low dimensional cases (such as
contour plots, slices, shading, etc.) and the graphical output is beautiful since a closed-form symbolic
expression is used to realize the functionals.
D. For the actual (direct) solution of the system of equations that result from the optimality conditions,
however, not all symbolic programs are recommended for systems with m > 5. Packages such as
Maple or Reduce use the method of resultants, and can compute solution points in reasonable time
for moderately sized m, but as the vertex set of Pm increases in size, the complexity of the resulting
system of equations become much more cumbersome and difficult to solve.
A. Since explicit (exact) expressions for the functionals A(P ∗m;Q) and L(P ∗m;Q) can be derived and
manipulated, the optimality conditions can be solved using numerical methods (such as steepest
descent and Newton’s method). The symbolic calculations also yield a wealth of inaccessible
information on the (algebraic) structure of the mixed area / length optimization problems which
readily generalizes to higher dimensions.
D. Using optimization methods coupled with symbolic techniques, however, is neither efficient nor user-
friendly as m increases, and is not recommended for sensitivity analysis or solution of a large number
of problems.
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6. The mixed volume optimization problem
The step from two to three dimensions is now taken.
Given a spatial convex polytope described in terms of its vertex set Pm = {A1,A2, . . . ,Am}, Ai =
(xi, yi, zi), i = 1, . . . ,m, and the duality point Q ∈ P ◦m, there is associated with Pm and Q a dual figure
(P ∗q ;Q) defined as the convex hull of {A∗1,A∗2, . . . ,A∗q}:
(Pm;Q)←→ (P ∗q ;Q).
Geometrically, polarity is defined through a 1–1 correspondence with the input polytope. The r facets
of the base polytope Pm correspond to the q vertices A∗i of the polar polytope (P ∗q ;Q); in the plane
m = r = q, but in space and higher dimensions the values of m and r are generally different. The
volume, surface area, and mean width of (P ∗q ;Q) are functions of the base polytope Pm and Q ∈ Pm
and are denoted V (P ∗q ;Q), S(P ∗q ;Q) and W(P ∗q ;Q), respectively. Analogous to the planar optimization
problems (6) and (7), the class of mixed volume optimization problem in space includes
min
Q∈P ◦m
A
(
P ∗q ;Q
)
, (9)
min
Q∈P ◦m
S
(
P ∗q ;Q
)
, (10)
min
Q∈P ◦m
W
(
P ∗q ;Q
)
. (11)
Three methods of solution are available to solve this class of problem, namely, enumerative search, a
direct symbolic solution, or numerical optimization combined with symbolic methods. These methods
are not explored in detail at this stage, however, since they are the logical and direct extension from the
two-dimensional case. Instead, the formulation, basic structure, and essential characteristics of the mixed
volume optimization problems defined by (9)–(11) are outlined and illustrated through example. For a
more formal treatment of mixed volumes, the reader is referred to [21, 38, 54, 57].
6.1. Algebraic construction of the polar polytope
The formal extension of the polar polytope construction follows immediately from the two-
dimensional case, but on a computational level the transition is more difficult to realize in practice.
Input: Pm = {A1,A2, . . . ,Am}; Ai = (xi, yi, zi), i = 1, . . . ,m; Q= (x, y, z).
Output: (P ∗q ;Q)= {A∗1,A∗2, . . . ,A∗q}; Ai = (x∗i , y∗i , z∗i ), i = 1, . . . , q.
The procedure to construct (P ∗q ;Q) is a three step process. The facets of the base polytope, Hj, j =
1, . . . , r , are computed in Step 1, and then from reference point Q and the facet coefficients [di, ei, fi, gi]
the polar vertices are computed in Step 2. The polar polytope (P ∗q ;Q) is the convex hull 6 of the polar
vertices A∗i , i = 1, . . . , q.
Step 1. Determine P ′r = {H1,H2, . . . ,Hr}, where Hj : djx + ejy + fjz+ gj = 0, j = 1, . . . , r .
6 The convex hull operation is central to this formulation. If the base polytope was described through its facet description P ′r ,
the initial convex hull operation could be avoided. From Step 2, however, observe that the correspondence between the facets
(of P ′r ) and vertices (of (P ∗q ;Q)) yield a description of the polar polytope in terms of its vertex set {A∗1, . . . ,A∗q}, and it is the
convex hull of this set that defines the polar polytope. The moral: the convex hull operation will get you sooner or later!
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Step 2. Determine
A∗i =
(
di
dix + eiy + fiz+ gi + x,
ei
dix + eiy + fiz+ gi + y,
fi
dix + eiy + fiz+ gi + z
)
, (12)
where i = 1, . . . , q.
Step 3. (P ∗q ;Q)= CH{A∗1,A∗2, . . . ,A∗q}.
Example 5. P10 = {(0,0,0), (0,4,0), (2,4,0), (4,2,0), (4,0,0), (4,0,4), (4,2,4), (2,4,3), (0,4,
2), (0,0,2)}.
The convex hull of P10 yields
P ′7 =

x1 6 4
x2 6 4
x1 + x2 6 6
x1 + x3 6 4
xi > 0, i = 1,2,3,
which determine the parameter values
[d1 = 1, e1 = f1 = 0, g1 =−4], [d2 = f2 = 0, e2 = 1, g2 =−4],
[d3 = e3 = 1, f3 = 0, g3 =−6], [d4 =−1, e4 = 0, f4 = 2, g4 =−4],
[d5 = 1, e5 = f5 = g5 = 0], [d6 = f6 = g6 = 0, e6 = 1],
[d7 = e7 = g7 = 0, f7 = 1].
For Q= (1,1,1), the polar polygon (P ∗7 ;Q) has vertices determined from (12) as follows:
(
P ∗7 ;Q
)= CH
A
∗
1 =
( 2
3 ,1,1
)
,A∗2 =
(
1, 23 ,1
)
,A∗3 =
( 3
4 ,
3
4 ,1
)
,A∗4 =
( 3
4 ,0,
1
3
)
,
A∗5 = (2,0,0),A∗6 = (1,2,1),A∗7 = (1,1,2)
 .
The polar polytope (P ∗7 ;Q) is graphed in Fig. 7(a), and the position dependence of the polytope is
depicted in Fig. 7(b) [Q= (2,3,2)] and Fig. 7(c) [Q= (2,3,5)].
6.2. The Santaló point in R3
To determine the Santaló point of a spatial convex polytope, it is clear that volumes need to be
computed, and the basic volume element in space is the tetrahedron P4. For a given tetrahedron
P4 = {A1,A2,A3,A4}, the volume of (P ∗4 ;Q) is given as
V
(
P ∗4 ;Q
)= 1
3!
∣∣∣∣∣∣∣∣
1 x∗1 y∗1 z∗1
1 x∗2 y∗2 z∗2
1 x∗3 y∗3 z∗3
1 x∗4 y∗4 z∗4
∣∣∣∣∣∣∣∣ . (13)
In the plane, the polar polygon was decomposed in terms of polar triangles (P ∗3 ;Q), and in space, the
polar tetrahedron (P ∗4 ;Q) will play a role analogous to the triangle. A spatial decomposition of (P ∗q ;Q)
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Fig. 7. (a) Polytope P10 = {(0,0,0), (0,4,0), (2,4,0), (4,2,0), (4,0,0), (4,0,4), (4,2,4), (2,4,3), (0,4,2), (0,
0,2)} and corresponding polar polytope (P ∗7 ; (1,1,1))= {( 23 ,1,1), (1, 23 ,1), ( 34 , 34 ,1), ( 43 ,0, 13 ), (2,0,0), (1,2,1),
(1,1,2)}.
in terms of (P ∗4 ;Q) can be somewhat more difficult to visualize, however, and this is the first immediate
difficulty encountered in the transition to higher dimensions.
The following result is a straightforward extension of the planar case and serves as the base element in
the decomposition scheme.
Theorem. For the tetrahedron P ′4 = {H1,H2,H3,H4} described by Hi: dix + eiy + fiz+ gi = 0, i =
1,2,3,4, the volume of the polar tetrahedron (P ∗4 ;Q) for Q= (x, y, z) is given by
6V
(
P ∗4 ;Q
)= 6f (x, y, z)= ∑i 6=j 6=k 6=l piijkldiejfkgl∏4
i=1(dix + ciy + fiz+ gi)
, i, j, k, l = 1, . . . ,4, (14)
where
piijkl =
{
1, if an odd permutation of (1234),
−1, if an even permutation of (1234).
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Fig. 7. (b) Polytope P10 = {(0,0,0), (0,4,0), (2,4,0), (4,2,0), (4,0,0), (4,0,4), (4,2,4), (2,4,3), (0,4,2), (0,
0,2)} and corresponding polar polytope (P ∗7 ; (2,3,2)).
Proof. By construction (as in the planar case). 2
Example 6. P4 = {(1,0,0), (0,1,0), (0,0,1), (0,0,0)}.
In terms of linear equations, P4 is represented by the system of equations
P ′4 =

x = 0
y = 0
z = 0
x + y + z = 1,
which yield the parameter values [f1 = 1, d1 = e1 = g1 = 0], [d2 = 1, e2 = f2 = g2 = 0], [e3 = 1, d3 =
f3 = g3 = 0], and [g4 =−1, d4 = e4 = f4 = 1]. Application of (14) determines the volume functional
f (x, y, z)= 1
xyz(x + y + z− 1) ,
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Fig. 7. (c) Polytope P10 = {(0,0,0), (0,4,0), (2,4,0), (4,2,0), (4,0,0), (4,0,4), (4,2,4), (2,4,3), (0,4,2), (0,
0,2)} and corresponding polar polytope (P ∗7 ; (2,3,5)).
and the solution to the system {∂f/∂x = 0, ∂f/∂y = 0, ∂f/∂z= 0} yields the critical point ( 14 , 14 , 14) as
expected. Verification of the positive definite structure of the Hessian is straightforward.
Remark. For the (n− 1)-dimensional simplex 1′n = {H1,H2, . . . ,Hn} described by
Hi: ai1x1 + ai2x2 + · · · + ai(n−1)xn−1 + ain = 0, i = 1, . . . , n,
the volume of the polar simplex (1∗n;Q) for Q= (x1, x2, . . . , xn−1) is given by
V
(
1∗n;Q
)= 1
n!
∑
pi(i1i2 . . . in)ai11ai22 · · ·ain−1n−1ainn∏
(ai1x1 + ai2x2 + · · · + ai(n−1)xn−1 + ain)
, i1, i2, . . . , in = 1, . . . , n,
where
pi(i1i2 . . . in)=
{
1, if an odd permutation of (12 . . . n),
−1, if an even permutation of (12 . . . n).
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6.3. The minimum polar surface area in R3
Analogous to the development of the Blaschke–Steinhardt point (minimum polar perimeter), the
problem of locating Q ∈ P ◦m to minimize the surface area of the polar set (P ∗q ;Q) is a natural extremal
problem. In this case, the basic volume element of the tetrahedron is replaced by area elements, and an
example is used to illustrate the methodology for this problem class.
Example 7. P4 = {(1,0,0), (0,1,0), (0,0,1), (0,0,0)}.
From representation P ′4,
(
P ∗4 ;Q
)= CH

A∗1 =
(
x, y,
1
z
+ z
)
, A∗2 =
(1
x
+ x, y, z
)
, A∗3 =
(
x,
1
y
+ y, z
)
,
A∗4 =
( 1
x + y + z− 1 + x,
1
x + y + z− 1 + y,
1
x + y + z− 1 + z
)
 .
The surface area of the polar body (P ∗4 ;Q) is computed from the area of the triangular facets 1A∗1A∗2A∗3,
1A∗1A∗2A∗4, 1A∗1A∗3A∗4 and 1A∗2A∗3A∗4. From calculus, the area expressions for a triangle are determined
as
A(1ABC)= 1
2
∣∣−→AB ×−→AC∣∣= 1
2
∣∣−→BA×−→BC∣∣= 1
2
∣∣−→CA×−→CB∣∣. (15)
The area of 1A∗1A∗2A∗3 is determined as follows. Since
−−−→
A∗1A
∗
2 =
(1
x
,0,−1
z
)
and −−−→A∗1A∗3 =
(
0,
1
y
,−1
z
)
,
−−−→
A∗1A
∗
2 ×−−−→A∗1A∗3 =
∣∣∣∣∣∣∣∣∣∣∣∣
i j k
1
x
0 −1
z
0
1
y
−1
z
∣∣∣∣∣∣∣∣∣∣∣∣
= 1
yz
i+ 1
xz
j+ 1
xy
k,
and so
A
(
1A∗1A
∗
2A
∗
3
)= 1
2
∣∣∣∣ 1yz i+ 1xz j+ 1xy k
∣∣∣∣=
√
x2 + y2 + z2
2xyz
.
Similarly,
−−−→
A∗1A
∗
2 ×−−−→A∗1A∗4 =
1
1− x − y − z
[1
z
i−
(1
x
+ 1
z
)
j+ 1
x
k
]
,
−−−→
A∗1A
∗
3 ×−−−→A∗1A∗4 =
1
1− x − y − z
[(1
y
+ 1
z
)
i− 1
z
j− 1
y
k
]
,
−−−→
A∗2A
∗
3 ×−−−→A∗2A∗4 =
1
1− x − y − z
[1
y
i+ 1
x
j+ 1− z
xy
k
]
.
Thus,
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Table 10
Iterates using Newton’s method (Example 7)
k (xk, yk, zk) S((P ∗4 ; (xk, yk, zk))
0 (0.25,0.25,0.25) 79.5812
1 (0.2311984,0.22965212,0.2193817) 76.0986
2 (0.234465,0.2242478,0.2139446) 75.9198
3 (0.234298,0.224042,0.213652)) 75.9195
4 (0.234292,0.224042,0.213655) 75.9195
A
(
1A∗1A
∗
2A
∗
4
)= √x2 + z2+ (x + z)2
2xz(1− x − y − z) ,
A
(
1A∗1A
∗
3A
∗
4
)= √y2 + z2+ (y + z)2
2yz(1− x − y − z) ,
A
(
1A∗2A
∗
3A
∗
4
)= √x2 + y2 + (1− z)2
2xy(1− x − y − z) ,
and hence, the surface area of the polar body (P ∗4 ;Q), S(P ∗4 ;Q), is given by(
(1− x − y − z)
√
x2 + y2 + z2+ y
√
x2 + z2+ (x + z)2+ x
√
y2 + z2+ (y + z)2
+ z
√
x2 + y2 + (1− z)2
)/(
2xyz(1− x − y − z)).
This functional can be minimized using a variety of methods. Application of Newton’s method is shown
in Table 10.
For a general polytope Pm, the means to compute the surface area functional would follow a similar
procedure. The reader is encouraged to experiment.
6.4. The mean width optimization problem
The mean width optimization problem is the most interesting construct of this family and is specific to
the three-dimensional environment. The mean width functional is defined as follows. A convex polytope
is composed of vertices, edges and facets. Each edge e of the polytope has a length l and is formed as the
intersection of two half-planes, denoted pi and pi ′. The half-planes pi and pi ′ intersect at an internal angle
α to form e. The mean width functional W(P ∗q ;Q) is defined as the sum of the product of the internal
angle and length for each edge of the polar polytope, where the notation e∗i , α∗i , l∗i represent the edges,
angles and edge lengths of the polar polytope (P ∗q ;Q). The width functional is thus defined by
W
(
P ∗q ;Q
)= k∑
i=1
α∗i l
∗
i ,
where the sum is over the k edges e∗i of (P ∗q ;Q). A direct symbolic approach to this problem has thusfar
alluded the author, but the extremal problem can be solved using the enumerative search techniques
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described earlier. A symbolic solution would nevertheless be interesting to develop in the three and
higher dimensional environment . . .
7. Conclusion
The mixed volume optimization problem in two and three dimensional space was examined in
this paper. Enumerative search and symbolic solution techniques were described, and the results of
computational tests suggest that the center-of-gravity provides a good first-order approximate solution to
the Santaló point. Expressions for the area and length functionals for the polar polygon were computed
symbolically in closed-form and permit application of nonlinear optimization techniques to be applied
directly. An enumerative solution strategy works well in the plane, but is not well-conditioned to a spatial
environment. A more systematic approach to the mixed volume problem will apply a direct method
of solution (using resultants, steepest descent or Newton’s method) to solve the system of equations
describing the optimality conditions. Since explicit expressions can be derived for the “volume” and
“surface area” of a polar polytope in Rn, it is also possible to solve higher dimensional versions of these
problems using the aforementioned constructive methods.
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