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Abstract
High resolution quantum beat spectroscopy has been realized to study atomic
wave packet dynamics. Wave packets comprising pairs of low quantum number
(n = 5 – 8) electronic states were formed in rubidium vapor with ultrafast laser
pulses, and their dynamics was observed by an all-optical technique of paramet-
ric four wave mixing (PFWM). The experimental apparatus designed, constructed
and automated for this work provided unprecedented signal intensity that enabled
time-frequency-resolved analysis of wave packet dynamics with picosecond tem-
poral resolution over the course of 1100 ps. Both time-resolved and non-time-
resolved discrete Fourier methods were applied to measure the concurrent for-
mation of multiple wave packets. Many novel effects and interactions have been
measured either for the first time or with greatly improved signal-to-noise ratio.
Among them were the formation of the 8s 2S 1
2
– 6d 2D 5
2
wave packet that was
not directly excited by the ultrafast radiation, formation and relative dynamics of
quantum beating harmonics up to 73 THz, and quantum beating revivals. The
effects of vapor number density and temperature were analyzed experimentally.
Interference between the 7s 2S 1
2
– 5d 2D 5
2
and 8s 2S 1
2
– 6d 2D 5
2
wave packets (fre-
quencies of 18.225 THz and 10.73 THz, respectively) has been observed for the
first time and will be described in detail.
ii
To science and the scientific mode of reasoning.
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Chapter 1
INTRODUCTION
1.1 The Wave Packet and Quantum Beating
Phenomena
One of the most fundamental departures of quantum mechanics from a classical
physics point of view is the notion of a state of indeterminate energy, also known
as a coherent superposition state, a non-stationary state, or a wave packet. The
concept was introduced in 1928 by Schro¨dinger in an attempt to marry the clas-
sical description of the planetary motion of an electron in a potential well of a
nucleus with the quantum mechanical concept of discrete energy eigenstates [1].
Whereas the energy of a classical particle can be known with certainty at every
moment in time, a quantum mechanical particle can, under certain conditions,
simultaneously exist in several deterministic energy states, or eigenstates. A non-
stationary state is obtained by exciting a particle with a stimulus that does not
discriminate between the constituent deterministic states. When such a particle
relaxes, for example, by emitting a photon, the energy of the photon is determin-
istic and corresponds to one of the eigenstates. Until this relaxation occurs, the
state of a quantum mechanical particle is described by a wave function1 |ψ〉 that
can be represented as a weighted sum2 of energy eigenfunctions |ψn〉:
|ψ(t)〉 =
∑
n
cn |ψn〉 e−i En~ t, (1.1)
where En is the eigenenergy associated with |ψn〉, ωn = En~ is the corresponding an-
gular frequency, and the scaling coefficient cn is the probability amplitude, whose
squared norm represents the probability that a measurement of the energy of the
1Using the Dirac’s bra-ket notation for describing quantum states.
2For the purpose of notational simplicity, the following discussion focuses on quantum systems
with a finite or countably infinite number of eigenstates.
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Figure 1.1: A schematic energy level diagram of a simple quantum mechanical system
capable of quantum beating. When the system is excited from the ground state |0〉 to a
superposition of states |1〉 and |2〉 by a coherent process, in other words, by a process that
does not distinguish between the excitation pathways, the measured decay fluorescence
appears modulated by the frequency corresponding to the separation energy between the
two eigenstates. This modulation is known as quantum beating. Quantum beating is
conveniently observed in the monochromatic fluorescence from an intermediate state |3〉
in the optical pathway from the superposition state to the ground state |0〉.
state |ψ〉 would yield the value En. Every non-degenerate constituent eigenstate
of the wave packet contributes to the wave function an oscillatory component at a
unique frequency ωn. The differences of these oscillation frequencies are observ-
able in the decay emission of the quantum mechanical system and are known as
quantum beating.
The simplest system capable of sustaining quantum beating is a four-level sys-
tem shown in Figure 1.1. The system comprises a ground state |0〉, two adjacent
excited states |1〉 and |2〉, and an intermediate excited state |3〉, connected to |1〉
and |2〉 by direct optical relaxation pathways. When the system is excited with a
coherent light source with the center wavelength and bandwidth appropriate for
accessing both |1〉 and |2〉, the system transitions into a coherent superposition
2
state
|ψ(0)〉 = c1 |1〉 + c2 |2〉 , (1.2)
rather than to either individual eigenstate. This is a purely quantum mechanical
phenomenon. The excitation pulse serves to denote the origin of time in the ob-
servations of quantum beating, because the duration of the optical excitation is
generally made negligible relative to the oscillatory processes inside the system.
As time progresses, the wave function evolves as
|ψ(t)〉 = c1 |1〉 e−i
E1
~ t + c2 |2〉 e−i
E2
~ t. (1.3)
The eventual optical decay of a single system to the state |3〉 is accompanied by
emission of a photon with the energy equal to the defect between one of the co-
herently excited states and the |3〉 state.
Decoherence of an ensemble of coherently excited four-level systems results in
quantum beating being imprinted onto an observable, the fluorescence intensity,
in the form of a temporal interference pattern. In fact, frequency modulations
(i.e. quantum beating) may be observed in every re-emission channel between
the wave packet states and the ground [2]. Often, for the reasons of experimental
convenience and availability of sensitive detectors, quantum beating is recorded
on the |3〉 → |0〉 transition, the common segment of the relaxation pathways.
Although detected as fluctuations of a macroscopic observable, the phenomenon
of quantum beating is microscopic in nature, ultimately that of a single excited
quantum system. In a fundamentally quantum-mechanical fashion, it would oc-
cur as long as the excitation paths from the ground state to the states |1〉 and |2〉
remain indistinguishable; experimentally, this is commonly accomplished with an
appropriately tuned broadband coherent light source. As soon as the excitation
pathways become distinct, the interference pattern is lost.
The appearance of quantum beating in the fluorescence intensity can be derived
formally. Following the argument in [3] for the case of a uniformly intense field
across the excitation band, the probability amplitude coefficients ci in eq. 1.3 can
be replaced by transition dipole matrix elements µ10 = 〈1| µ |0〉 and µ20 = 〈2| µ |0〉,
to obtain
|ψ(t)〉 = µ10 |1〉 e−(iω1+γ1/2)t + µ20 |2〉 e−(iω2+γ2/2)t, (1.4)
where γi are the decay constants of the respective states |i〉. The time-dependent
fluorescence intensity I3ψ(t) from the superposition state |ψ(t)〉 to the state |3〉 is
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given by the expression:
I3ψ(t) ∼ | 〈3| µ |ψ(t)〉 |2 =
∣∣∣ µ31µ10 |1〉 e−(iω1+γ1/2)t + µ32µ20 |1〉 e−(iω2+γ2/2)t ∣∣∣2 . (1.5)
After distributing the squared norm, we obtain
I3ψ(t) ∼ | µ31|2 | µ10|2 e−γ1t + |µ32|2 | µ20|2 e−γ2t+
|µ32µ20 µ31µ10| e−(γ1+γ2)t/2 cos (ω21t). (1.6)
The first two terms in the eq. 1.6 describe the incoherent, monotonically de-
caying contributions of each of the excited states, and the third term oscillates at
the difference frequency of the excited states, giving rise to observable quantum
beating.
Quantum beating on the |3〉 → |0〉 transition is demonstrated analogously. The
wave function of the state |3〉 is
|3〉 = |3〉 〈3| µ |ψ(t)〉 = (µ31µ10e−(iω1+γ1/2)t + µ32µ20e−(iω2+γ2/2)t) |3〉 , (1.7)
and the expression for the emission intensity I03(t) differs from eq. 1.5 only by the
squared norm of the transition dipole term µ03:
I03(t) ∼ | 〈0| µ |3〉 |2 =
∣∣∣ µ03(µ31µ10e−(iω1+γ1/2)t + µ32µ20e−(iω2+γ2/2)t) ∣∣∣2 , (1.8)
leading to the same quantum beating frequency as in eq. 1.6.
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1.2 Historical Overview of Quantum Beat
Spectroscopy
Quantum beat spectroscopy (QBS) is a time-domain technique for investigat-
ing the excited energy state structure of matter by creating and probing non-
stationary quantum states. Generally, non-stationary states are produced by a
coherent source of sufficient bandwidth to overlap multiple eigenstates of inter-
est. In the early days of quantum beat spectroscopy, several pulsed excitation
methods were investigated, including optical excitation with incoherent shuttered
sources [4, 5], electron impact excitation with a pulsed electron beam [6], colli-
sion of an atomic beam with a thin carbon target (“beam-foil excitation”) [7], and
application of pulsed magnetic fields [8]. Their impact was limited by the abil-
ity to produce excited populations rapidly, on a time scale much shorter than the
lifetime of an excited state. Over time, coherent optical excitation emerged as the
method of choice.
The principles of QBS were well understood before the physical phenomenon
of quantum beating was experimentally demonstrated in 1964 separately by
Alexandrov [5] and Dodd et al. [4], and even before the laser itself was invented
[9]. However, the first major practical advances followed only a decade later,
enabled by the advent of the tunable dye lasers in the 1970s [10, 11]. The devel-
opment of laser technology over the subsequent 40 years has since paved the way
for, and in many ways defined and directed, the evolution of quantum beat spec-
troscopy. As laser bandwidth increased to create ever shorter laser pulses, so did
the energy separation between eigenstates that could be interrogated by quantum
beat spectroscopy and the phenomena that could be studied.
It is worth pointing out that neither more nor less pulse bandwidth can be con-
sidered categorically “better” for quantum beat spectroscopy. Rather, different
ranges of bandwidth are appropriate for different applications. Narrow, gigahertz
or sub-gigahertz-scale laser bandwidths, which became available in the 1970s, are
preferred for analyzing crowded energy levels, such as molecular vibrational or
rotational states [12, 13]. Larger, terahertz bandwidths of the consequent decades
are inadequate for this task, but excel at linking sparse excited levels spread out
farther in energy, such as the low principal quantum number electronic states that
are the subject of this work. Subsequently, the progression of QBS has not been
“from worse to better,” but from one application to another.
QBS, developed in the 1970s, was high-resolution Doppler-free laser spec-
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troscopy, drawing on the fact that the measured quantum beating frequencies were
much smaller than the transition frequencies between the ground state and con-
stituent states of a wave packet, and, therefore, immune to Doppler broadening.
Tunable dye lasers delivered several picosecond-long pulses with a typical band-
width of 1-2 GHz. From the temporal perspective, the scope of nanosecond-driven
QBS was limited to the excited states with lifetimes of tens of nanoseconds or
longer. From the point of view of spectral analysis, the limited bandwidth of avail-
able lasers generally restricted QBS to the measurement of effects on the scale of
fine and hyperfine splitting constants of individual atomic levels. Numerous stud-
ies considered the effects characterized by the energy splittings on the scale of
sub-MHz [14] to hundreds of MHz [15]. Some of the representative studies are
measurements of Zeeman quantum beats with frequencies of 3 MHz in rare earth
atoms (weak-field Zeeman splittings) [14] and 90-125 MHz in alkali atoms [15],
hyperfine energy splitting in cesium [2] (50-150 MHz) and fine structure splittings
in sodium [15], and of the Lamb shift [16]. Some of the early works in mid-1970s
noted the effect of limited coherent bandwidth available at the time on the ability,
or rather the lack thereof, to coherently excite even fine splitting of the 8D state in
sodium [17].
The quantum beat spectroscopy of the 1980s was characterized by the adop-
tion of mode-locked picosecond and femtosecond laser systems. Their enhanced
bandwidth exceeded 10s to 100s of GHz, corresponding to single to low tens
of wavenumbers, spanning multiple electronic states. Generation and detection
of high-lying Rydberg wave packets using fast laser excitation gathered theoreti-
cal [18, 19] and experimental attention, exemplified by the pioneering work with
electronic atomic wave packets and vibrational molecular wave packets by re-
search groups of Zewail [20], Stroud [21] and van Linden van den Heuvell [22].
Zewail applied QBS to understanding chemical kinetics, monitoring formation of
reaction products and intermediates, and mapping of potential energy surfaces.
A common theme of Stroud’s and van Linden van den Heuvell’s studies was to
understand the temporal evolution of spatially localized wave packets. Here, we
emphasize the theoretical and experimental work of Stroud’s research group on
exciting superpositions of high Rydberg states (n ∼ 80) with sequential values of
the principal quantum number n and a single, constant value of the orbital angular
momentum quantum number `. Using ingenious application of Fourier analysis
principles to wave packets composed of multiple nearly uniformly spaced energy
levels, they observed wave packet localization either in the breathing (radial) or
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a rotating (angular) modality [19, 21]. Wave packets were probed by photoion-
ization, and photocurrent was detected with a set of electrodes. A great deal of
pump-probe experiments on Rydberg wave packets that followed, including those
on atomic rubidium and potassium [22–26] , also utilized photoionization as the
detection scheme.
An inherent and finite delay between the creation of a photoelectron and its
detection at a cathode plate, during which the electron interacts with encoun-
tered particles in ways that cannot be deconvolved from the wave packet state,
forces experimenters to simply assume that the drawn cathode current represents
the state of a wave packet. An understanding that atomic and molecular wave
packet studies would benefit enormously from a direct optical detection method
led to the adoption of several nonlinear coherent optical processes in the 1990s as
alternative detection mechanisms. Coherent Stokes and anti-Stokes Raman scat-
tering, as well as degenerate four-wave mixing, were used to investigate several
diatomic molecules [27–33] , and a possibility of using parametric four-wave mix-
ing (PFWM) was proposed in a theoretical work by Alber et al. [18].
The work of converging quantum beat spectroscopy, femtosecond laser technol-
ogy and a nonlinear optical detection technique of parametric four-wave mixing
to observe temporal evolution of atomic and molecular wave packets began at the
Laboratory for Optical Physics and Engineering at the University of Illinois at
Urbana-Champaign with publications by Tran et al. [34,35]. By this time, organic
dye ultrafast lasers claimed the milestone of 10 THz bandwidth, corresponding to
several hundred wavenumbers, enabling Tran to coherently excite low principal
quantum number (“low-n”) states ( 7 ≤ n ≤ 12 for Rb and 5 ≤ n ≤ 7 for K)
by two-photon excitation by 620 nm 80 – 100 fs pulses. The generated quan-
tum beating signal was coherent, axially phase-matched and, therefore, orders of
magnitude stronger than its counterparts. Another major advantage of PWFM de-
tection is the instantaneous generation of the signal: the photons that arrived at
the photodetector were unadulterated by the surrounding nonlinear media.
In the time domain, femtosecond excitation and probing opened a window into
the atomic and molecular dynamics at the timescale far surpassing rates of atomic
motion, effectively freezing such motion in place. From a spectral perspective,
availability of large bandwidths made possible the excitation of wave packets with
a large spread of state energies and few constituent states. It also meant that the ob-
served quantum beating spectra became less saturated with spectral components,
and the dynamics of quantum mechanical systems in the coherent superposition
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states could be described using a language of discrete eigenstate pair interactions
rather than as statistical averages of groups of high Rydberg states.
Over the course of two decades following Tran’s papers, efforts were made to
develop quantum beating of low principal quantum number excited states into
a sensitive in situ probe of a broad range of fundamental atomic processes and
interatomic interactions, with temporal resolution afforded by femtosecond spec-
troscopy. Excellent chronological accounts of much of this work are available
[36, 37] , with several relevant milestones highlighted here.
The work of Tran was continued by Oldenburg [38], who introduced both a
semi-classical and quantum mechanical analytic models to describe the observed
physical processes. Oldenburg demonstrated that the semi-classical description
that employs coupled wave equations to describe quantum beating observed by
means of the PWFM process, while relatively straightforward, is inaccurate, be-
cause it violates several assumptions for setting up and solving the wave equation.
In particular, the assumption of wavelength-independent refractive index required
for phase matching is violated by the one-photon resonance of the intermediate
Rb 5p 2PJ states. The monochromaticity assumption of the wave equation is also
clearly violated in the case of broadband ultrafast excitation with full width at
half-maximum (FWHM) wavelength bands spanning an excess of ten nanome-
ters. Oldenburg proposed to replace the semi-classical calculations with a quan-
tum mechanical numerical model of wave - matter interaction based on density
matrix formalism and demonstrated its application to a simplified four-state sys-
tem.
In 2003, Senin et al. proposed monitoring the Rb2 molecular wave packet dy-
namics and molecular wave packet dissociation channels using an atomic wave
packet as a detector [39, 40]. It was the first time molecular wave packets were
interrogated in such fashion. Prior approaches included works of Zewail in laser
induced fluorescence (LIF) [20,41] and Sorokin, who utilized photoabsorption by
a dissociation fragment [42–44]. The disadvantages of LIF included low signal-
to-noise ratio (SNR), incoherent output signal and loss of phase information. Pho-
toabsorption experiments were coherent, but phase information was also largely
obscured. Senin’s approach promised a coherent, large SNR signal containing
both amplitude and phase information.
While Senin focused on studying the outcomes of the Rb∗2 molecular disso-
ciation, the underlying mechanisms of excited dimer formation and consequent
direct and indirect dissociation (the latter also known as predissociation) were ex-
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plored by Xiao in 2007 [45, 46]. He correlated the stimulus and outcome of the
wave packet experiments, the former being the excitation pulses with intention-
ally altered characteristics, specifically the linear pulse chirp, and the latter being
the preferential formation of the Rb∗2 dissociation fragment species in specific ex-
cited atomic states. In short, Xiao’s goal was to realize control of predissociation
channel selectivity by input pulse shaping. Xiao was also the first of his labora-
tory to adopt short-time Fourier transform (STFT) techniques to monitor relative
strengths of individual quantum beating components as a function of probe delay.
Spinka [37], and later Ricconi [47], improved and expanded upon the density
matrix formalism, originally introduced and applied with limited success by Old-
enburg. With a functioning model, Spinka addressed such essential questions as
the distribution of excited state populations following an excitation event and the
effects of linear chirp on population transfer. Ricconi extended the list of exam-
ined pulse shape parameters to include pulse bandwidth, center wavelength, linear
chirp and energy density, and proposed an optimum set of experimental parame-
ters for observing quantum beating.
A review of the body of quantum beat spectroscopy literature spanning the pe-
riod from the 1970s to the modern day uncovers two pervasive trends: rapid wave
packet decoherence, evident in a low number of oscillations before the disappear-
ance of intensity modulations, and low signal-to-noise ratios of the reported beat-
ing traces. Together, these phenomena have impeded time-resolved study of wave
packet dynamics and reduce spectral resolution, which depends on the number of
observed cycles, during which a measurement process effectively “locks into” the
signal with decreasing phase error. While rapid decoherence has been largely a
non-issue for our research group’s experimental modality, with several thousand
oscillations demonstrated in low-n rubidium wave packets since the early experi-
ments [39], the signal and noise levels remained a challenge until now.
The work described in this dissertation builds upon the past advances of our
research group, both the aforementioned and several others [48,49], to develop an
all-optical high SNR quantum beat spectroscopy technique for analyzing atomic
and molecular wave packets at a level of detail not available previously. It con-
centrates on the design, construction and automation of an experimental apparatus
and on the development of signal processing techniques for both data acquisition
and analysis. The ultrafast laser technology, which matured throughout the 2000s
and 2010s, delivered solid-state gain medium femtosecond oscillators and ampli-
fiers with superb output stability and reliability characteristics. A customized,
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commercially-produced titanium sapphire femtosecond laser combined with a
fully redesigned experimental apparatus, both described in detail in Chapter 2,
improve the signal-to-noise ratio of the Rb 7s 2S 1
2
- 5d 2D 5
2
quantum beating by 32
times, compared to the most recent work. The improvements in the time-domain
traces are demonstrated in Figure 1.2 by contrasting current results in panel (a)
with analogous traces (b) and (c), obtained in 2012 and 2003, respectively.
The unprecedented signal-to-noise ratios revealed multiple weak wave packet
effects, including an indirect formation of a Rb 8s 2S 1
2
- 6d 2D 5
2
wave packet,
prompting a study of multiple concurrent low-n wave packets formed within a
single atom. Chapter 3 describes the dynamics of individual wave packet deco-
herences and of wave packet interference on a single-picosecond time scale over
the course of many hundreds, or, under certain conditions, an excess of 1000 ps
following the wave packet formation. Many novel interactions described in the
chapter have been observed for the first time.
With a robust instrument at hand, earlier observations and hypotheses related to
the atomic and molecular wave packet interactions can be revisited conclusively.
The experimental preparations to attempt implementing coherent control of chan-
nel selectivity of molecular predissociation by means of pulse shaping had been,
essentially, completed by the time of writing this document, and the results of up-
coming studies will be reported in peer-reviewed publications. Section 2.2.1 of
this dissertation reports, in considerable detail, on the specifics of the proposed
pulse shaping technique.
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Figure 1.2: Improvement in the signal-to-noise ratio of temporal quantum beating data, as
compared to analogous prior works. Individual quantum beating oscillations (a) routinely
observed in the current work. Each period of the oscillation is sampled, on average,
16.5 times, and each data point is averaged over 20 measurements. (b) Reprinted from
Ricconi [47], and (c) reprinted from Senin [40]. The traces (a) and (b) show oscillations
after 1800 cycles, and (c) after 3000 cycles, but, under favorable experimental conditions,
more than 20,000 cycles of 7s 2S 1
2
- 5d 2D 5
2
quantum beating have been observed.
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Chapter 2
THE EXPERIMENTAL SETUP
Quantum beating is produced in rubidium vapor by the two-photon excitation of
the 7s and 5d atomic states with a broadband coherent source. A commercial
custom-built regeneratively amplified femtosecond laser was used for the optimal
concurrent excitation of these levels. Every pulse of the femtosecond laser beam
is split into two identical time-delayed pulses that excite and probe non-linear pro-
cesses in heated rubidium vapor. Coherent optical emission produced by the vapor
is collected for a range of inter-pulse delays, and its frequency content reveals the
quantum beating and wave packet dynamics therein. This chapter presents a de-
tailed overview of the laser system and the experimental apparatus constructed to
interferometrically excite and observe quantum beating and the associated phe-
nomena.
2.1 The Generation of Femtosecond Pulses
A compact Ti:sapphire laser oscillator, the Coherent Vitara-T, is capable of pro-
ducing mode-locked pulses with bandwidth exceeding 125 nm and pulse duration
of less than 12 fs. The oscillator is pumped by an integrated optically pumped
semiconductor laser, the Verdi G-series: a continuous-wave multiwatt laser pro-
ducing 532 nm radiation by intracavity second harmonic generation. The pump
beam is optimally aligned by a feedback-enabled PowerTrack steering system that
maintains long-term output stability and dynamically maximizes output power.
The oscillator is a fully automated factory-sealed system operated from a per-
sonal computer. A motorized prism pair and a slit assembly remotely control
pulse bandwidth and center wavelength. Multiple factory presets are available for
operating with center wavelengths between 740 and 800 nm and bandwidths be-
tween 20 and 80 nm. When operated in the factory-optimized mode for seeding
the amplifier, Vitara-T outputs 400 mW of near-infrared radiation at the repeti-
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Figure 2.1: Laser spectra of the Coherent oscillator/amplifier femtosecond system. “os-
cillator”: Vitara-T oscillator output, “stretcher”: Legend Elite HE+ stretcher output, “am-
plifier cavity”: regenerative cavity output, “compressor”: compressor, or laser, output.
Intensities are normalized, to emphasize center wavelengths and bandwidths.
tion rate of 79.954 MHz, or 5 nJ/pulse. Figure 2.1 presents an emission spectrum
emerging from Vitara-T and used to seed the amplifier.
Femtosecond chirped pulse amplification is performed in a Coherent Legend
Elite HE+ ultrafast Ti:sapphire regenerative amplifier. It consists of an integrated
stretcher, a regenerative amplifier with an integrated pump laser, and a compressor.
The amplifier’s role is to convert a nearly 80 MHz seed pulse train consisting of
5 nJ pulses into a 1 kHz train of 2-3 mJ pulses with the correct bandwidth to excite
quantum beating in rubidium.
A compactly folded stretcher with a retroreflecting mirror and single physical
grating positively chirps the pulses (shorter, or “bluer,” wavelengths emerge last)
to lower instantaneous intensity of the seed and to prevent damage to the crystal
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and the optics during amplification. A pulse leaving the stretcher has duration
on the order of hundreds of picoseconds. While the oscillator easily changes its
output spectrum, the stretcher is aligned for the center frequency of 750 nm and is
not considered adjustable. Any change to the center wavelength of the seed would
require realigning the stretcher, the compressor and, likely, the regenerative cavity
to get rid of spatial and temporal distortions. The amount of effort is compara-
ble to a new installation. Figure 2.1 shows the output spectrum of the stretcher
and compares it to the spectra at the other key locations throughout the amplifier
system. All intensities are normalized to emphasize the central wavelengths and
bandwidths.
A Z-shaped regenerative cavity was customized at the factory for the quantum
beating experiments. Two sources of intentional cavity losses blue-shift the gain
profile of the cavity away from the peak gain of a Ti:sapphire crystal and toward
the center frequency required for exciting a 7s – 5d wave packet in rubidium: the
cavity mirrors custom-coated for 770 nm instead of the standard 800 nm, and an
additional intracavity narrow-band filter, also centered near 770 nm.
A Ti:sapphire crystal in the center of the regenerative cavity enables power
transfer from nanosecond to chirped femtosecond pulses. A Coherent
Evolution-45 Nd:YLF pump laser produces 19 W of optical power at 527 nm
focused inside a rectangular prism crystal rod and spatially overlapped with the
cavity mode of the amplifier. The pump light transmits through the two middle
dichroic cavity mirrors, reflects from an afterburner mirror and passes through the
gain crystal for the second time, depositing additional power.
Unlike a previously used Wyvern femtosecond amplifier system [47], the
Ti:sapphire crystal does not require cryo-cooling to improve mode quality and to
increase the output power, significantly simplifying the overall experimental setup
and removing an influential source of vibration. The gain crystal inside Legend
is only cooled to -9° C. The formation of ice at sub-freezing temperatures is pre-
vented by a sealed humidity-controlled crystal housing connected to an external
dehumidifier unit.
The pulse amplification is timed by an 8-channel signal delay generator (SDG)
controlling two intracavity Pockels cells that utilize electric field-induced bire-
fringence (the Pockels effect) for light routing. The first Pockels cell confines a
single stretched seed pulse into the cavity, and the second Pockels cell releases
an amplified pulse to the compressor. The timing is optimized during the cavity
alignment to maximize the femtosecond pulse energy. The duration and degree
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of amplification are limited by the saturation that occurs after approximately 12
passes, when the femtosecond pulse begins re-depositing power into the crystal.
Additionally, longer amplification times favor undesired spontaneous processes,
including amplified spontaneous emission and parasitic lasing, in the cavity that
compete for pump energy and produce an increasingly significant co-propagating
non-femtosecond background emission.
Each pass through the cavity adds a certain amount of positive chirp to the pulse
through the interaction with the optical components; this chirp has to be compen-
sated by realigning the compressor using an autocorrelator and, consequently, the
beam pointing into the experimental setup. For this reason, it is recommended to
keep the number of passes through the regenerative cavity unchanged.
Both the center wavelength and the bandwidth at the output of the regenerative
cavity shown in Figure 2.1 differ significantly from the input and are much more
suitable for excitation of rubidium: the 7s 2S 1
2
state is excited from ground by
two 760.1 nm photons, and the 5d 2D 5
2
by two photons at 778.1 nm. The center
frequency is 768 nm and can be adjusted by several nanometers in either direc-
tion, and the bandwidth of 20 nm is also somewhat adjustable by realigning seed
pointing into the cavity and the orientation of the intracavity bandpass filter. Al-
though the filter is necessary to obtain sufficiently powerful lasing near 770 nm,
it is worth noting the reduced tunability and bandwidth of the output spectrum as
the associated downsides of its presence.
Multiple off-center interactions with curved optical surfaces in the amplifier
may result in astigmatism, a type of aberration characterized by the beams inabil-
ity to focus in the same focal plane in the orthogonal directions. Astigmatism
of the laser beam is checked by a method similar to the operating principle of
an M2 device. A small fraction of the beam exiting the laser leaks through the
very first steering mirror and is focused with a 1 m lens onto a CCD camera. A
large 38 mm (1.5 inch) steering mirror is used for the purpose of unobstructed
transmission. The camera mounted on a rail is translated parallel to the optical
axis, through the focal plane of the beam, inspecting cross-sections of the beam
for circularity. Unless all cross-sections are round and only differ in diameter, the
beam is astigmatic. In that case, the focal planes of orthogonal dimensions do not
coincide, and the beam first focuses into a line in one dimension, then into a point,
and then into a line in the other direction. In this case, the post-cavity telescope is
adjusted until cross-sections are exactly circular.
A grating pair and a retroreflector form a compressor that introduces wavelength-
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dependent path difference to counteract the stretcher. Maximum recompression
occurs when the spectral phase of the pulse is flat across the pulse bandwidth.
Dispersion up to the third order can be corrected in the compressor by careful
alignment of the relative orientation and spacing of the components. A general
description of the operating principles and the alignment procedure of the com-
pressor is beyond the scope of this document; rather, it will be limited to select
aspects relevant to the quantum beating experiment.
The compressor of Legend Elite HE+ is designed to counteract loss of com-
pression during propagation of light from the laser to the sample. Interaction
with optical components usually introduces positive linear chirp. The Legend is
equipped with a motorized translation stage under the second compressor grating
to pre-compensate the linear chirp by changing the distance between the gratings
without affecting their relative orientation. Using this feature, the beam is sam-
pled and recompressed before entering the oven. This is a much more convenient
alternative to a 4-prism linear chirp compressor or a 2-prism folded compressor
installed externally to the laser, as described in [38, 45].
Compression anywhere along the beam path is most readily verified by mea-
suring the intensity of the second harmonic conversion process in a barium borate
(BBO) crystal. The second-order nonlinear conversion efficiency is proportional
to the square of the incident field strength. A poorly compressed pulse has its
energy spread across a longer period, reducing the instantaneous field strength.
In other words, at constant pulse energy, the instantaneous field strength is maxi-
mized when the pulse duration is minimized.
In practice, the optimum compression is achieved by translating the second
compressor grating assembly with a remote control, while maximizing power con-
version observed with the apparatus shown in Figure 2.2. A 3% portion of the col-
limated beam is picked off by a wedged femtosecond beam sampler and directed
through a 1 mm-thick BBO crystal tuned to the angle of maximum conversion. A
dichroic mirror transmits the second harmonic and reflects the fundamental fre-
quency, and a 10 nm-wide narrow-band color filter near 385 nm further purifies
the beam before it is measured with a sensitive silicon energy meter (Coherent
EnergyMax J-10Si-HE). The distortion introduced by the propagation through the
beam sampler itself and through the end window of the spectroscopic cell can
be accounted for by installing identical pieces of substrate material between the
beam sampler and the doubling crystal. This approach allows optimizing the beam
inside a sealed spectroscopic cell.
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Figure 2.2: A schematic diagram of the subassembly for measuring pulse compression
with second harmonic generation. A 3% beam sampler (BS) diverts a portion of colli-
mated light into a frequency-doubling BBO crystal. The transmitted fundamental har-
monic is reflected by a dichroic mirror (DM) into a beam block (BB) and absorbed by a
narrow-band 385 nm color filter (CF). The energy of the second harmonic is measured by
a Coherent EnergyMax photodetector (EM). Beam colors represent the harmonics of laser
light propagating in the corresponding parts of the subassembly: red = the fundamental;
blue = the second harmonic; purple = copropagating fundamental and second harmonics.
A custom post-production modification to the laser allows a convenient control
over output power in the continuous range from 150 mW to 3 W without the need
for realignment. A half-wave plate in a motorized 360° rotational mount installed
between a telescope and a compressor periscope rotates the linear polarization
vector by a variable angle controlled by the operator. The compressor gratings
diffract the horizontally polarized and reflect the vertically polarized light, reject-
ing the latter from the compressor. The four interactions with the gratings have a
combined effect of an efficient polarizer.
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Figure 2.3: Polarization ratios of the Legend Elite amplifier output measured as a percent
of the total output power. P-polarization is the desired type of polarization. The increase
in s-polarization at lower powers is a side-effect of the polarization-based mechanism used
for controlling output power.
The chosen location for the half-wave plate is convenient for two reasons. First,
the risk of optical damage is reduced because the wave plate transmits demag-
nified chirped pulses of much smaller instantaneous intensity than at the laser
output. Second, the chirp introduced by transmission through the wave plate is
compensated during the initial alignment of the compressor. This method is also
superior to controlling output power by means of Pockels cell 2 timing that re-
quires realignment of the compressor every time the number of cavity round trips
changes.
It is worth noting that, as with any polarizer, the compressor rejection ratio is
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not perfect. Figure 2.3 shows the dependence of polarization ratios of the laser
output on the total output power. At the full output power of 2.5 – 3 W, only
roughly 50 mW of vertical polarization exits the laser and is carried by the steer-
ing optics. The effect is less than 2% and can possibly be ignored. However, at
lower power outputs, the absolute amount of the vertical polarization slowly in-
creases, and at the lowest output levels, 65% of 110 mW are vertically polarized
and cannot be ignored. To reduce the potential effect of polarization on the mea-
surement results of quantum beating, an additional femtosecond polarizing beam
splitter is installed before the samples to remove the residual vertical polarization
component.
In summary, Legend Elite HE+ produces a mostly p-polarized TEM0,0 single
mode pulsed beam with the repetition rate of 1 kHz and the 1/e2 diameter of
8.5 mm. The distribution of the collimated beam power across the cross-sectional
area of the beam shown in Figure 2.4 was measured with a graduated iris centered
on the optical axis. The output spectrum from the compressor is depicted in Fig-
ure 2.1; the center wavelength is λCTR = 768 nm and the FWHM bandwidth is
20 nm. The output intensity is continuously variable from 150 mW to 3 W, and
the polarization ratio depends on output intensity as per Figure 2.3. The long-term
power stability was measured with a 10 mm-wide energy meter over the course of
17 hours and is presented in Figure 2.5.
The laser was observed to produce pre-pulses illustrated in Figure 2.6 that were
attributed to the leakage through the output coupler of the regenerative cavity.
Since the two-photon excitation is a non-linear process, and the pre-pulses are
much weaker than the main pulse, the pre-pulses are ignored.
2.2 The Experimental Setup
Figure 2.7 is a schematic layout of the experimental setup for observing quan-
tum beating and wave packet dynamics. A detailed description of every module
in the figure occupies the remainder of this chapter, following a brief descrip-
tion of the beam path. A femtosecond pulse produced by an ultrafast laser is de-
magnified and amplitude- and phase-shaped before being split into two identical
time-delayed replicas in a scanning interferometer. Immediately before interact-
ing with a nonlinear medium, the pulse is sampled by several diagnostic tools to
analyze its temporal and spectral makeup, to provide feedback to the pulse shaper,
19
Figure 2.4: Average power density of the laser beam, based on the total beam power of
2700 mW. The power is measured by restricting the beam with a graduated iris centered
on the optical axis. Two types of average power are reported: the average within the entire
beam of a given radius, as well as the average power in the annulus of the specified radius
and the width of 0.5 mm.
and to separately observe the extent of its temporal compression. Pulse pairs, in-
teracting nonlinearly with heated rubidium vapor, excite and subsequently probe
atomic wave packets for a range of pump-probe delays. Optical emission on the
Rb 6p 2P 3
2
−→ 5s 2S 1
2
transition, carrying the frequency modulations of quantum
beating, and the coaxial excitation light are spatially separated with a prism and
are measured and recorded separately with an averaging digitizer and a computer.
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Figure 2.5: Long-term stability for the output power of the laser. Each point of the blue
(noisier) trace is an average of 20 measurements, a typical number of samples taken at
every pump-probe delay in the quantum beating experiment. The orange trace is con-
structed with 600-sample averages.
Temporal and spectral data is analyzed with proprietary MATLAB scripts, and the
results of the analysis are the subject of Chapter 3.
The major logical components of the experimental setup, including the laser,
a telescope, a pulse shaper, an interferometer and a sample oven, are optically
decoupled by pairs of mirrors and irises that prevent propagation of misalignment
caused by drift or modification from one component to the next. In the interest
of clarity, they are omitted in Figure 2.7. The first mirror of the pair corrects
the orientation of the optical axis, and the second corrects its position, restoring
the optical axis to the direction defined by the two points in space formed by the
irises. The mirrors and irises are positioned to satisfy the following conflicting
guidelines:
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Figure 2.6: Pre-pulses in the normalized output of the amplifier resulting from the leak-
age of light from the regenerative amplifier cavity. The pre-pulses become increasingly
significant at lower output powers of the laser. The inset shows the intensity of the last
pre-pulse for laser powers between 500 and 2000 mW. The width of the femtosecond
pulses is limited by the shape of the impulse response of the photodetector.
• Mirror 1 should be placed farther away from mirror 2, to decouple the two
mirrors and to increase the adjustment range of mirror 1.
• Iris 1 should be placed as close to mirror 2 as possible, to decouple the two.
• Iris 2 should be placed as far away from mirror 2 as possible, but before the
next steering mirror, to improve alignment accuracy.
• Overall optical path length should be minimized to reduce beam divergence and
accumulation of distortions associated with propagation through air.
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Figure 2.7: A schematic diagram of the experimental setup for observing wave packet
dynamics. TS = telescope; MIIPS-HD = pulse analyzer and shaper; 50/50 = beamsplit-
ter; SHG = pulse compression measurement subassembly; MFB = MIIPS-HD feedback
subassembly; FROG = frequency-resolved optical gating pulse analyzer; PD = photode-
tector; PMT = photomultiplier tube; Boxcar = gated integrator and boxcar averager.
All steering mirrors used outside the laser are ultrafast dielectric stack mirrors
(CVI Laser Optics) coated for broadband reflection. The mirrors are custom-made
for the 45° angle of incidence (AOI) of p-polarized light with central wavelength
of 770 nm, matched to the rubidium energy level structure and the central wave-
length of the laser. The mirrors reflect more than 99% of p-polarized light at
720-840 nm and more than 99% of s-polarized light between 740 and 810 nm.
All polarization-sensitive optics used in the experiment are p-polarized, unless
specified otherwise.
A reflective telescope reduced the 1/e2 beam diameter from 8.5 mm to 7 mm
to accommodate an input requirement of an ultrafast pulse shaper described be-
low. A concave mirror with the radius of curvature R1=-2400 mm followed by a
convex mirror R2=+2000 mm placed 20 cm away resulted in the demagnification
ratio of 0.83. The telescope was aligned to minimize astigmatism by minimizing
incidence angles of input and output beams and was collimated in the far field,
8-10 m away from the telescope. A small amount of astigmatism always remains
because of inability to achieve perfectly normal incidence in a reflecting telescope.
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2.2.1 Amplitude and Phase Shaping with a MIIPS-HD Device
A multiphoton intrapulse interference phase scan (MIIPS-HD) device is a uni-
versal tool for automatically measuring, compressing and shaping optical pulses
with independent phase and amplitude control via diffractive shaping. While its
installation was not complete in time for the writing of this dissertation, in the fu-
ture it is expected to play a central role in controlling excitation and dissociation
processes in alkali vapors via spectral and temporal properties of incident pulses.
MIIPS-HD accepts a collimated ultrafast beam with the repetition rate of 1 kHz,
the diameter of 6.5 – 7.5 mm and centered near 770 nm. The beam is dispersed
with a diffraction grating onto a two-dimensional 800 × 600 pixel liquid crystal-
based spatial light modulator (SLM) capable of withstanding pulses with 1 mJ of
energy and as short as 35 fs. This power throughput limitation due to the dam-
age threshold of the SLM is, perhaps, the biggest disadvantage of the MIIPS-HD.
The pulse shaper applies calibrated sinusoidal phase masks to a laser beam with
an unknown phase and, through an iterative feedback process, cancels phase dis-
tortions, shortening the pulses to the transform limit and retrieving the unknown
pulse phase in the process. Laser pulses are diffracted horizontally across the SLM
and are spectrally quantized by the width of an SLM pixel column. The 20 × 18
mm dimensions of the active matrix correspond to the pixel size of 25 × 30 µm.
The degree of quantization improves with increasing beam diameter, within the
allowed range, and is estimated to be within 0.05 – 0.1 nm of spectral bandwidth
per pixel.
One of the main advantages of MIIPS-HD is the ability to apply an additional
programmable phase mask to a transform-limited pulse to control pulse phase.
Nearly arbitrary phase masks can be implemented by specifying their functional
form φ[ωn] in MIIPS-HD software. In particular, effects of linear chirp on the
dynamics of atomic and molecular wave packets discussed in [38] can be studied
with the enhanced precision ensured by MIIPS-HD’s adaptive feedback algorithm.
The main limitation to the shape of the phase is imposed by the Nyquist theorem
that predicts aliasing unless φ[ωn] − φ[ωn−1] < pi/d, where d is the pixel width.
Simultaneously with controlling the phase, a spectral amplitude mask A[ωn]
can be applied to modulate the spectral intensity of a pulse individually at ev-
ery spectral bin. This is implemented by applying a periodic phase mask along
a column of pixels to partially deflect power into a beam block. MIIPS-HD is
an optically passive device incapable of amplifying pulse intensity, so amplitude
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shaping is performed by power reduction: |A[ωn]| < 1, ∀ n.
Other advantages of using MIIPS for pulse shaping include no requirement for
synchronization with the light source, an ability to perform autocorrelation, and an
ability to apply the desired masks anywhere in the beam path following the MIIPS-
HD, not only where the device is installed. The latter is achieved with a feedback
mechanism at the corresponding location in the optical train. This property is
especially valuable because MIIPS-HD compensates for the beam phase distortion
accumulated in course of propagation through the experimental setup, allowing,
for the first time, precise control over pulse shape inside the alkali vapor.
The MIIPS-HD feedback arm provided with the device and diagrammed in Fig-
ure 2.8 is similar to the optics for optimizing laser compression in Figure 2.2. It
consists of a 3% wedged femtosecond beam sampler, a second harmonic genera-
tion assembly comprising two lenses, a doubling BBO crystal, a second harmonic
color filter, and a fiber-coupled compact spectrometer (Ocean Optics USB-4000).
In the current work, the beam sampler is installed immediately before the spec-
troscopic cell containing the analyte. In order to sample the beam inside a sealed
cell, an additional piece of Pyrex glass identical to the cell window was installed
before the first feedback lens.
2.2.2 Production of Pump-Probe Pulse Pairs
Pairs of identical pulses are produced in a Michelson interferometer by splitting
a single femtosecond pulse in half and delaying one replica. The interferometer
consists of two orthogonal 80 cm-long arms. Incident pulses are split by a 50:50
femtosecond beamsplitter (Semrock), fabricated for the 45° angle of incidence
(AOI) and small ±30 fs2 group delay dispersion across the 650 – 1100 nm band.
The second identical beamsplitter recombines the pulse pairs. Each arm contains
a retroreflector constructed from two individually mounted 45° AOI steering mir-
rors, identical to those used elsewhere for beam guiding. The interferometer is
designed to minimize phase discrepancies between the two pulses by minimizing
its length and using the same number of reflective and transmissive surfaces. The
total number of optical surfaces is also minimized and includes two stirring mir-
rors, as well as one reflection from and one transmission through a beamsplitter.
Probe delay is implemented with a motorized translation stage supporting one
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Figure 2.8: A schematic diagram of the feedback arm of the MIIPS-HD device. A 3%
beam sampler (BS) diverts a portion of collimated light into the detection arm. The light
is focused in a frequency-doubling BBO crystal by the lens L1 and then imaged by the
lens L2 into an optical fiber (F) connected to a spectrometer. Lenses L1 and L2 are in a
4f optical arrangement. The BBO crystal is placed slightly out of the front focal plane
of L1. A narrow-band 385 nm color filter (CF) blocks the fundamental harmonic. Beam
colors represent the harmonics of laser light propagating in the corresponding parts of the
subassembly: red = the fundamental; blue = the second harmonic; purple = copropagating
fundamental and second harmonics.
of the retroreflectors. A high-resolution Physik Instrumente PI-M521.DDB linear
translation stage achieves low-friction backlash-free positioning and the 204 mm
travel range with the DC motor-driven precision recirculating ball screw design.
The long travel range allows studying wave packet dynamics during the first 1330
ps after its excitation; delays up to 1100 ps were used, for practical reasons. With
an integrated optical linear encoder, the stage position is known with the precision
of 0.1 µm, corresponding to 0.66 fs temporal resolution in the probe delay, when
taking into account a double pass through the moving arm, toward the retroreflec-
tor and back. The step size of 0.5 µm in a typical scan captured frequency content
of the 6P 3
2
emission up to the Nyquist frequency of 149.85 THz calculated with
the following relationship:
fN =
1
2
c/n
2d
, (2.1)
where fN is the Nyquist frequency, c is the speed of light, n is the refractive index
of air, and d is the step size.
The position corresponding to the zero delay is detectable by any one of three
methods. First, two temporally overlapping pulses interfere optically, forming
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visible concentric rings outside the interferometer. Second, the intensity of the
second harmonic emission produced in a 1 mm-thick BBO crystal outside the
interferometer is maximized when attenuated pulse pairs coincide in time, because
the conversion efficiency is proportional to the square of the instantaneous field
strength. Third, the temporal quantum beating data exhibits a distinct narrow
peak with the duration of less than 50 fs near the zero delay. The crest of the peak
was used as the zero reference in all the presented data.
Major consideration given to proper alignment of the translation stage mini-
mizes effects of asymmetric illumination and power variation during the scan re-
sulting from beam walk-off. The angular pointing accuracy of less than
500 µrad across the entire travel range is achieved by aligning the stage to the
pointing accuracy of better than 1/4 mm, as measured 50 cm away from the stage.
Once aligned to translate parallel to itself, the first beamsplitter and the retroreflec-
tor on the translation stage should never be adjusted. The retroreflector mirrors of
the static arm should be used instead to overlap the two arms, and a pair of external
mirrors can steer the combined output in a desired direction.
The linearity and straightness of the stage mechanism was re-certified by the
manufacturer prior to the installation of the stage, and a major mechanical issue
with the leadscrew straightness was found and corrected. The corrected defects
would have superimposed complex non-sinusoidal oscillatory errors onto experi-
mental data that would have been difficult to distinguish from novel, and at times
unexpected, spectral features of the analyzed emission spectra [47]. The transla-
tion stage errors observed originally were strongly periodic, and residual errors
following the repairs are nearly constant and on the order of stage resolution.
While the stage accuracy is no longer a concern, this finding emphasizes that the
precision and configuration of the stage have the most direct impact on ability to
recognize new features of quantum beating.
Uniform periodic sampling of time-domain signals is a key requirement for
deterministic Fourier analysis. It is achievable only when the translation stage
travels in accurate and equal steps, settles precisely in the commanded position
and in a reasonable time, and remains in the commanded position indefinitely.
Every one of these requirements is contingent upon the proper configuration of
the PID controller (proportional, integral and derivative controller) for the type of
motion required of the stage. Data sheet specifications for timing and resolution
are meaningless without a properly calibrated PID controller.
The linear translation stage Physik Instrumente M-521.DDB used in this work
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was selected for its range, resolution and overall quality. However, the stage is
intended primarily for accurate positioning of heavy loads, up to 1000 N, in non-
time-critical applications over relatively long distances on the scale of the stage
length (the millimeter to centimeter scale). In contrast, interferometric measure-
ments require repeated incremental motion of light loads and rapid settling times
on the scale of stage resolution (sub-micron scale).
The original factory-provided PID settings were found to be inadequate for
interferometric studies, resulting either in difficult-to-detect settling errors ex-
ceeding 20-40% or in settling times of 5 seconds per step, or 2 weeks per scan.
This was partially attributed to the stage not remaining in the commanded po-
sition, overcorrecting by 0.1 µm (or 20% of step size) and coming back non-
deterministically before settling permanently. A new single set of PID settings
accommodating all types of motion regardless of velocity and travel range could
not be found, leading to a systematic PID calibration effort.
A PID controller in a linear translation stage acts to minimize position error in a
three-parameter feedback control loop by regulating the amount of current through
the DC motor that rotates the leadscrew. The design parameters for the control
process are the proportional, integral and differential gain constants Ki, Kp and
Kd, respectively. The feedback control loop block diagram in Figure 2.9 illustrates
the precise role of each gain coefficient in the response of the PID controller to a
displacement from the target position e(t) [50].
The proportional term is commonly the main driving force in a control process.
It supplies action proportional to the amount of error, which, in the case of a
translation stage, is the remaining distance to the commanded target position. If
the proportional gain is set too low, it will not respond adequately to set point
changes. Higher values of the proportional term result in faster response, but
also larger overshoot, which does not affect this particular application. If the
proportional gain is set too high, however, the overshoot turns into oscillation, or
ringing, and will eventually overheat and damage mechanical components or burn
the motor. Partial damage is much more deleterious than outright destruction,
because it would introduce subtle errors in data that could be mistaken for real
physical phenomena, as was mentioned previously.
The integral control eliminates the absolute offset error caused by the propor-
tional feedback term. It ramps up the response over time, so a persistent error,
no matter how small, will eventually lead to a sufficient corrective action. Higher
Ki values improve settling time, but also increase ringing. The differential control
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Figure 2.9: A feedback control loop block diagram of a PID controller shows three ad-
ditive components of the control signal generated by a translation stage in response to a
displacement of the carriage platform from the target position e(t). P, I and D branches
represent proportional, integral and differential responses and are controlled by Kp, Ki
and Kd gain constants, respectively. The block labeled Process represents the actuator of
the carriage, which may be a current-driven DC motor or a voltage-driven piezoelectric
stack, depending on the type of a translation stage.
suppresses ringing by producing action based on the rate of change of error that is
proportional to the value of Kd.
Three sets of PID constants were identified for each type of motion using the
Data Recorder tool of the PI MikroMove software provided with the translation
stage. The parameters were optimized sequentially, starting with Kp and ending
with Kd. Care must be exercised when using these values, as a parameter set used
with wrong travel distance or velocity may result in ringing-induced damage. The
following cases were considered:
• The long-distance motion at fast speeds, where precision and stability are not
paramount (e.g. for alignment, initial positioning before the scan etc.). The
PID constants are 25/35/150. These settings are safe for any velocity and
any travel distance, but result in long final settling times.
• The quantum beating scanning mode optimized for fastest step-and-settle time
and for short sub-micron steps. The PID settings are 170/300/90 for veloci-
ties less than 0.1 mm/s.
• The quantum beating hybrid scanning mode optimized for fastest step-and-
settle time for longer, 100 µm, steps used in combination with piezoelectric
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stages discussed later in this section. The PID settings are 85/350/200 for
velocities less than 5 mm/s.
The stage is operated in a step-and-settle mode, whereby the stage becomes sta-
tionary before data points are acquired, and the settling time of 0.3 s per position
is reliably achieved. It corresponds to the scanning rate of 40 ps / hour, or 6 mm
of linear displacement per hour. Earlier work reported collecting data at signif-
icantly higher rates with a continuously moving translation stage, with samples
acquired at periodic intervals deduced from the stage velocity [37]. Such opera-
tion mode was not implemented in the current work for two reasons. First, as a
rule of thumb, a step motor requires over 1000 steps per second to produce reli-
ably linear motion, corresponding to 200 distinct sampling positions per second:
a rate beyond the capability of the experimental setup. Second, it does not allow
averaging multiple samples at the same position, reducing the SNR by the factor
of
√
N, not including the outliers.
The Hybrid Scanning Interferometer
The scanning rate in quantum beating experiments increased more than six-fold
with the implementation of the hybrid interferometer, whereby piezoelectric lin-
ear translation stages were installed under the retroreflector mirrors of the static
arm. Two Physik Instrumente P-621.1CD stages achieve 30 ms step-and-settle
time for a 0.5 µm step size, compared to nearly 300 ms by the DC motor-driven
translation stage M-521.DDB (hereafter referred to as the “piezo” and “linear”
stages, respectively).
The short 100 µm travel range of the piezo stages is extended to 20 cm by the
100 µm incremental motion of the linear stage. The interferometer design with
two moving arms takes advantage of the fact that interferometric measurements
are only sensitive to the difference between lengths of the two arms, not their
absolute lengths. The rest of the experiment is unaffected by the upgrade, with
a notable exception of the software that had to be rewritten to simultaneously
operate three stages and to compute stage positions based on the total desired
delay. The resulting design combines the travel range of the linear stage and the
speed and precision of the piezo stages: it can scan through 1.33 ns of probe delays
at much increased speed with the resolution exceeding 0.1 fs.
The decision to mount each mirror of the retroreflector on a separate stage was
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motivated by maximum achievable settling speed. The settling time of a piezo-
electric stage is inversely proportional to the resonant frequency of the piezoelec-
tric stack f0, and is directly proportional to the square root of the mounted mass:
f0 =
1
2pi
√
kT
m′e f f
, (2.2)
where kT is the piezo actuator stiffness, m′e f f = M + me f f is the total effective
mass of the system, M is the mass of the mirror and its mount, and me f f is the
effective mass of the movable parts of a piezo stage. In the installed configuration,
kT = 350 kN/m, M = 83 g and me f f = 14 g. The combined weight of two mirror
mounts on a rigid support fixture and the associated mounting hardware would
have more than doubled the settling time and nearly overloaded the translation
stage. A suspended 20 cm-long mounting fixture necessary for sufficient spacing
of the mirrors used for beam steering would have been unstable and prone to
vibrations.
The implemented solution consists of two identical stages mounted in the re-
cesses of a single precision-machined fixture that ensure parallel motion. The two
stages controlled by a single controller (Physik Instrumente E-727) move in uni-
son, effectively acting as one stage. In addition to the increased scanning rate, the
resolution of piezo stages improves the accuracy of periodic sampling of quan-
tum beating to within ±3 nm per stage, an important consideration in the discrete
spectral analysis of periodic phenomena. By reducing the overall duration of data
acquisition, the piezo stages also reduce effects of long-term environmental fluc-
tuations and laser drift on the collected data.
High sensitivity to vibrations is the main disadvantage of the piezo stages. The
built-in vibration sensors detected coupling of environmental vibrations at mul-
tiple frequencies with the dominant frequency of 240 Hz produced by the laser
chiller lines connected to the laser. The stages have two notch filters for vibration
dampening, but they effectively isolate only internally generated vibrations. The
resulting position uncertainty of a single stage increased to nearly 20 nm RMS
while the laser was running.
The most effective method for isolating the vibration found to date involved
mounting the support fixture on a 2 cm-thick layer of rigid extruded polyethy-
lene foam with non-vibration-coupling plastic machine bolts; the position uncer-
tainty returned to the 3 nm peak-to-peak range per stage. While this approach
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produced very good results in an existing interferometer, the best approach for
a brand new setup would be to construct the entire interferometer on a separate
adjacent vibration-isolated table.
The combined resolution of the two stages, including the uncertainty in the
optical distance between the two mirrors resulting from uncertainty in the linear
position, is between 6 and 10 nm. A safe upper bound of 20 nm corresponds to the
temporal resolution of 0.13 fs and the maximum wavelength of the interference
phenomenon of 40 nm, a value in the vacuum UV range. Such precision far
exceeds the requirements of the quantum beating experiments, but the main reason
for installing the piezo stages was different: their speed.
2.2.3 The Rubidium Vapor
Quantum beating was observed in rubidium vapor sealed inside custom-made all-
Pyrex spectroscopic cells (Precision Glassblowing). A cell is a T-shaped hollow
cylinder with a thin perpendicular fill stem attached in the middle. The main
chamber is a 25-mm-long cylinder with 12.5 mm outer diameter and with 1.6-
mm-thick (1/16-inch) flat windows attached at either end at 11° to the optical axis
in a trapezoidal fashion. The hollow fill stem is 25-mm-long and 6.4-mm-thick
(1/4-inch).
Unsaturated, but thermally equilibrated, rubidium vapor is produced by heating
a cell inside a specialized compact two-zone oven that features two independently
controlled ceramic resistive heaters embedded in fire brick. The 413 - 543 K
temperature range used in this work corresponds to the (0.6 – 100) × 1014 cm−3
range of number densities. Aluminum exterior adds rigidity to the construction
and protects surrounding optics from fire brick dust. Pump light enters the oven
through a circular 12.5-mm-wide opening in the main chamber, passes through
flat windows of the gas cell and a cylindrical vapor column, and exits through an
identical opening on the opposite side of the oven.
Heated vaporized rubidium at a constant temperature exists under thermody-
namic equilibrium between liquid and vapor phases, whereby rubidium molecules
constantly evaporate and recondense on all cell surfaces. Condensed heated alkali
are known to diffuse into Pyrex over time, reducing transparency of the flat win-
dows and reducing the amount of Rb available for generating desired vapor pres-
sures. An area of reduced temperature to keep condensation localized to the stem
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and away from the windows is, therefore, created inside the stem by attaching a
cold finger. The problem of long-term reduction of alkali quantity by diffusion
remains unresolved and requires cooling the oven down between uses.
A multichannel CN-616 temperature controller (Omega Engineering) regulates
the temperatures using feedback from two thin-wire surface thermocouples
(Omega Engineering) attached to the surface of the cell with high temperature
Kapton tape. The temperature of the colder stem determines the equilibrium num-
ber density, and the temperature of the hotter main chamber determines the kinetic
energy of the analyte. The main zone is maintained 25° C hotter, protecting the
windows from contamination by rubidium. Figure 2.10 shows vapor pressures
and number densities for select alkali as a function of the stem temperature1
Only rubidium is used in this work; the data for potassium and cesium is pro-
vided for completeness. Figure 2.11 depicts the dependency of average internu-
clear separation < r > in rubidium on stem temperature derived from the rela-
tionship < r >≈ 0.554 [Rb]−1/3 that follows from Hertz’s distribution for non-
interacting particles [51]. A review of the nearest neighbor distribution models
along with original experimental work can also be found in [37].
2.2.4 Detection of Quantum Beating
The collimated light emerging from a spectroscopic cell consists predominantly
of co-propagating pump (the 740 – 800 nm laser spectrum), signal (the 420 nm
6P 3
2
– 5S signal transition) and infra-red idler components; the latter is ignored in
the current work. The emission passes through a series of optical elements that
separate the desired signal emission. All light refracts in a triangular prism and
then propagates an additional 0.5 m to spatially separate. Still, enough laser light
is scattered in the oven or in the rest of the setup for several nanojoules to reach
the signal detector, which is 2-3 orders of magnitude stronger than the picojoule-
level signal of interest. The residual laser light is removed by a near-infrared
dielectric retroreflector and by a 10 nm-wide bandpass filter centered near the
signal wavelength. The signal emission is collected and amplified by a voltage-
controlled photomultiplier tube (PMT) (Hamamatsu H10721) with an 8 × 8 mm
sensor area and 2.7 ns rise time. The quality of pump light isolation is confirmed
by the absence of signal on the detector when the oven is cold.
1Vapor Density online calculator: https://www.iap.tuwien.ac.at/www/surface/vapor pressure
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Figure 2.10: The dependence of the number densities of saturated K, Rb and Cs vapors
on vapor temperature. Only Rb was used in this work. The values for other alkali are
provided for completeness.
A small portion of the separated laser light is projected onto an energy meter
(Coherent EnergyMax) and a photodetector (ThorLabs) before the rest is termi-
nated on a beam block. The measured intensity is verified to be linearly propor-
tional to the intensity immediately after the oven, and the gain of the detectors is
adjusted accordingly. The measurements are taken after, rather than before, the
oven to account for the energy losses due to clipping on the oven orifices and on
cell walls. Strong pump approximation is assumed.
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Figure 2.11: The dependence of the average internuclear separation in saturated Rb vapor
on vapor temperature. The inset shows the dependence for the range of temperatures
between 240 and 350°C.
Proprietary software developed in LabVIEW fully automates data acquisition
by synchronizing the control of the interferometer and recording of the quantum
beating data. For each pump-probe delay value, the translation stage moves and
settles at the corresponding position before a number of measurements of laser
and signal pulses (typically, 20) are digitized by a 16-bit analog-to-digital (A/D)
converter (National Instruments NI-6009). The triggered data acquisition occurs
at the 1 kHz rate of the laser firing, and any number of samples per position can be
recorded. During data acquisition with the traditional interferometer utilizing only
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the linear translation stage, the recording of 20 data points per position amounts
to less than 7% of the total duration of the scan. However, in the hybrid inter-
ferometer design this number increases to 40%, making it reasonable to consider
the optimal number of data points per position. Such consideration is left for the
future work.
Outputs of the PMT and the photodetector are connected to two identical inter-
connected gated integrator and boxcar averagers (Stanford Research Instruments
SR-250), henceforth collectively referred to as the “boxcar”. The two values are
recorded separately for every pulse. The gain of the PMT and the current-to-
voltage converter are set not to exceed a 2 V limitation for the input of the boxcar.
The boxcar uses a synchronous internally generated gate signal to extract, inte-
grate and average pulses from a noisy background. It allows aligning the gate to
the pulse with nanosecond precision, improving the SNR by reducing the amount
of noise that would otherwise be integrated. Figure 2.12 shows an oscilloscope
trace of a representative PMT pulse and the matched gate wave. Triggered by
the laser’s delay generator, it integrates over the duration of the pulse and holds
the calculated average value as a DC analog voltage level. The boxcar module
also provides a new hardware trigger signal for the A/D converter signaling com-
pletion. Voltage levels are digitized with 16-bit resolution range and stored on a
computer for processing.
2.2.5 Pulse Analysis using Frequency Resolved Optical Gating
(FROG)
Laser pulse quality is analyzed with a FROGscan device (Mesa Photonics): a
near-real time ultrashort laser pulse measurement instrument. Of many pulse
measurement devices built on FROG technology [52], the current discussion will
be limited to the specific device used in our laboratory. The second harmonic
generation (SHG) FROG is built around a folded scanning delay interferome-
ter that splits a single ultrafast pulse in half, and then focuses and overlaps both
halves in a thin BBO crystal. The second harmonic generated by the overlapped
pulses is projected directly onto the input slit of a built-in spectrometer, and the
VideoFROGscan software records the temporally resolved spectra known as spec-
trograms. Every delay value is measured with a separate ultrafast pulse, so a spec-
trogram is constructed using from 64 to more than a thousand pulses, depending
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Figure 2.12: An oscilloscope trace of a photomultiplier (PMT) signal (blue) overlapped
with a square gate signal (red) generated by the boxcar averager. The gated, time-averaged
portion of the PMT is the measure of the 6P 3
2
-5S emission intensity.
on the chosen resolution. The process assumes that all laser pulses are identical.
A 3% beam sampler picks off a portion of laser light for FROG analysis imme-
diately before the oven. The intensity is further reduced to the level that is safe for
the doubling crystal by using two femtosecond beamsplitters as steering mirrors.
The value can be calculated using the formula [53]
Imax =
√
50, 000 × rep.rate × pulse width. (2.3)
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For a 1 kHz laser with the 50 fs pulse width, the maximum safe pulse energy is
approximately 1.5 µJ. Energies between 0.1 and 0.5 µJ are routinely used.
Since quantum beating experiments employ pairs of femtosecond pulses, and
the FROGscan expects a single femtosecond pulse, the FROGscan device was
operated with one arm of the quantum beating interferometer blocked and was
not used to monitor pulse shape during the collection of the quantum beating data.
The presence of a MIIPS-HD device makes FROGscan somewhat redundant:
both are capable of reconstructing the amplitude and phase of femtosecond pulses.
Having both, however, has additional convenience of being able to pulse-shape
the laser light with MIIPS-HD and then probe how the light evolves at different
points along the optical axis, for example, after propagating through Rb vapor.
Additionally, all prior experimental studies of quantum beating using PFWM re-
ported chirp variations using FROG traces, so the continued use of FROG enables
direct comparison of the results.
VideoFROGscan retrieves temporal and spatial amplitudes and phases of the
original pulse, pulse duration and group delay. The latest version of the software,
VideoFROGscan 9, also performs a runtime polynomial fit of the spectral phase,
greatly aiding the pulse chirp analysis.
Many prior works have identified effects of linearly chirped ultrafast pulses on
the strength of the 7s – 5d quantum beating [47], population transfer efficiency to
the excited atomic states [54], coherent control of exit states of molecular predis-
sociation , etc. The phase of the excitation pulses is, therefore, of primary interest
in studies like this one. Since the MIIPS-HD device with its robust control over
phase profile was not operational at the time of writing this thesis, the pulse was
instead chirped in the laser compressor by varying the distance between compres-
sor gratings while observing the resulting quantum beating intensity.
Figure 2.13 contains a spectrogram and reconstructed amplitudes and phases
of the chirped pulses used to conduct the experiments. The limited ability of the
compressor to induce chirp, particularly linear chirp, was sufficient for obtain-
ing strong quantum beating, but made a direct comparison to earlier studies of
chirp influence difficult at this time. With the compressor grating separation op-
timized for generation of quantum beating, VideoFROGscan reported the laser
pulse length of 160 fs and the time-bandwidth product of 1.3. The group delay
has a distinct character of a 3rd degree polynomial in the region of non-negligible
spectral amplitude, and the spectral phase has the appearance of the 4th degree
polynomial. A polynomial fit performed by VideoFROGscan software approxi-
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Figure 2.13: Properties of the laser pulses used to excite quantum beating: (a) The tem-
poral amplitude and phase of a pulse. (b) The spectral amplitude and phase of a pulse. (c)
A spectrogram of a pulse generated by VideoFROGScan.
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mated the spectral phase as
φ(ω) = 5.87 × 108ω6 + 1.34 × 106ω5 − 1.24 × 106ω4−
2473ω3 + 1566ω2 + 1.1ω + 0.57 (2.4)
2.2.6 Noise Reduction and Isolation
A primary consideration in the construction of the experiment was given to the
isolation of possible sources of noise and improving the signal-to-noise ratio of
the recorded signal. This section briefly summarizes the taken measures.
The experiments were conducted in a basement-level room enhanced with HEPA
filters and a dedicated air handler running continuously to minimize the fluctua-
tions in the environment. The temperature was maintained at 21± 0.5°C (70±
1°F), and the relative humidity was in the range of 20 – 35%. The optical table that
housed the setup was floated on a set of pneumatic vibration isolator legs (TMC)
to decouple floor vibrations caused by laser water chillers, laboratory pumps and
various building equipment.
The laser consisted of well-sealed units that prevented airflows from disturbing
the optical path. The amplifier was further compartmentalized inside, for the same
reason. The beam path between the oscillator and the amplifier was enclosed in
rigid aluminum tubing. The entire optical setup, except for the laser, was enclosed
in a table-mounted rigid housing consisting of a modular aluminum frame (80/20)
supporting corrugated rigid plastic-core aluminum (Alumalite) and acrylic panels.
The enclosure protected the beam path from air currents and temperature fluctu-
ations caused by room air conditioning. The heat produced by the sample oven
was drawn away by a specially optimized passive convection air duct. To avoid
coupling additional vibrations to the optical table, fans were not used.
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Chapter 3
EXPERIMENTAL DATA AND
DISCUSSION
Wave packets comprising low principal quantum number states (n = 5 – 8) in
rubidium, excited by pairs of identical femtosecond pulses, manifest themselves
in the coherent emission produced by the Rb atom. The magnitude and tempo-
ral dynamics of quantum beating produced by the wave packets are retrieved by
recording the Rb (6p 2P 3
2
→ 5p 2S 1
2
) optical intensity as a function of pump-probe
delay (τ) by means of time-resolved and non-time-resolved discrete Fourier trans-
forms. A number of new features of wave packet dynamics are observed for the
first time. Wave packet formation by the 8s and 6d atomic states, which are not
directly excited by the laser pulses, is reported for the first time. Interfering wave
packets produce difference frequencies up to the fourth order in the 0 – 60 THz
range. Quantum beating frequency harmonics of up to the fourth order are mea-
sured in the 2 – 73 THz range. The description and discussion of the experimental
results collected to date are presented in this chapter.
3.1 Introduction
Consider the quantum mechanical system shown in Figure 1.1 that consists of at
least two adjacent excited states labeled |1〉 and |2〉, a ground state |0〉, and an inter-
mediate state |3〉. If the excited levels could be coherently accessed from ground
by a broadband laser pulse, and if those levels had optical relaxation pathways
to the ground state |0〉 through a common intermediate state |3〉, then the emis-
sion on that shared transition from |3〉 to |0〉 would exhibit periodic fluctuations
characteristic of the energy differences between the excited states.
In the experiments presented in this dissertation, the role of such a quantum
mechanical system is played by atomic Rb. A wave packet consisting of the
7s 2S 1
2
and 5d 2D 5
2
states1 is produced with broadband emission from a femtosec-
1From here on, the atomic states notation will be abbreviated by the principal and orbital an-
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Figure 3.1: Quantum beating is evident in the time domain as intensity modulation of the
optical transition from the 6p3/2 state to the 5s1/2 state (420.2 nm). Known as Ramsey
fringes, these oscillations reflect the interference between the idler waves for the four-
wave mixing process. The inset is a magnified view of the −2 ≤ τ ≤ 2 ps region, showing
the coherent transient at τ = 0 and the early stages of wave packet development.
ond Ti:sapphire (Ti:Al2O3) laser having a central wavelength at λ = 770 nm and
a bandwidth ∆λFWHM of 20 nm. The laser pulses are sufficiently spectrally broad
and sufficiently intense to access both levels simultaneously via two-photon ab-
sorption process. Each level optically relaxes back to ground through an interme-
diate a 6p state.
The wave packet is probed by an interferometrically-cloned probe pulse. The
dynamics of the wave packet is monitored by measuring the intensity of the signal
wave (6p3/2 → 5s1/2, λs = 420.2 nm) as a function of delay τ between the two
pulses.
Unless mentioned otherwise, data has been acquired under the following exper-
imental conditions. Pairs of pump and probe pulses, both of which have energies
of 150 µJ, were chirped as described in Section 2.2.5. The number density of the
gular momentum quantum numbers, for example, 7s and 5d. The total angular momentum j will
be specified as a subscript where ambiguity might arise; otherwise, the p- and d-states without
subscripts are assumed to represent the j = 3/2 and 5/2 states, respectively.
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Rb vapor is maintained at 9 × 1014 cm−3, which corresponds to a temperature of
473 K at the stem of the spectroscopic cell2.
3.2 Observations of Quantum Beating in the Time
Domain
A representative trace of the signal wave intensity, as a function of pump-probe
delay, is shown in Figure 3.1. The emission exhibits periodic oscillations at fre-
quencies corresponding to the energy differences between electronic states com-
prising excited wave packets. The inset illustrates that an oscillation with a period
of 55 fs, corresponding to the energy separation between the 7s and 5d states, be-
gins developing rapidly within the first half of a picosecond and reaches a steady
intensity at τ ≈ 2 ps.
The slower oscillation frequency evident from the inset of Figure 3.1 has a
period of approximately 475 fs, which corresponds to the defect formed by a
combination of 5d5/2, one of the two excited states comprising the 7s – 5d5/2
wave packet, the ground state 5s1/2, and a one-photon resonant intermediate state
(5p3/2). The exact relationship is represented by the expression
(5d5/2 – 5p3/2) – (5p3/2 – 5s1/2) and corresponds to the frequency of 2.11 THz. For
the sake of brevity, this defect will henceforth be referred to as “5s–p–d” quantum
beating.
The two dominant frequency components of Figure 3.1 have different dynam-
ics. The 7s – 5d component persists for hundreds of picoseconds in Figure 3.1
and appears to maintain a steady amplitude, whereas the 5s–p–d component de-
cays completely in less than 100 ps.
This behavior is further illustrated in Figure 3.2, which shows the individual
quantum beating oscillations in the signal wave intensity. The rapid “carrier”
frequency (18.225 THz, period of 55 fs) corresponds to the 7s – 5d5/2 beating.
The “envelope” frequency (2.11 THz, period of 475 fs) evident during the first 100
ps after the coherent transient and absent at longer delays, is the 5s–p–d beating.
Each period of the 7s – 5d waveform is sampled at approximately 16 distinct
delay values, that is, at 16 distinct positions of the interferometer, and the value
for every position is averaged over 20 measurements.
2Unless specified otherwise, the temperature values refer to the temperature of the stem of a
spectroscopic cell, which, being the coldest part of the cell, defines the vapor density.
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Figure 3.3 summarizes the temporal dependence of the signal wave intensity
on number density. Eight datasets, shown in separate panes, were acquired un-
der identical conditions, except for the number density, which was varied in the
(0.6 – 100) ×1014 cm−3 range (413 – 503 K). Datasets from a second group of
identical measurements, taken three months earlier, are shown overlapped and in
a different color, where such data is available. Several noteworthy trends were
observed on the “slow” temporal scale of hundreds of picoseconds.
There is remarkable reproducibility in the general trends, as well as certain
minor effects, between the two groups of datasets in the panes (d), (f), (h) and, to
a smaller extent, (b). The similarities include the shape of the region surrounding
the coherent transient (| τ | ≤ 10 ps), the gradual decline in intensity during the first
100 ps leading to the first minimum, and the subsequent undulations on the scale
of hundreds of picoseconds. The period of the undulations appears to decrease
with number density (and temperature). Also notable are the apparent asymmetry
of the waveforms near the coherent transient (| τ | ≤ 40 ps) only at higher number
densities ([Rb] ≥ 5.0 × 1014 cm−3, 458 K, subplots (e)-(h) ) and a minor peak at
τ = 20 ps on pane (b).
Figure 3.2: (a) Experimentally observed individual undulations (“quantum beats”) in the
intensity of the emission from the 6p3/2 state to ground recorded as a function of pump-
probe delay τ. The “carrier” frequency (18.225 THz, period of 55 fs) corresponds to
the 7s – 5d5/2 wave packet. The “envelope” modulation (2.11 THz, period of 475 fs)
corresponding to the (5d5/2 – 5p3/2) – (5p3/2 – 5s1/2) defect dephases completely during
the first 100 ps. Every dot represents an average of 20 measurements. (b) Arrows in
the partial energy level diagram of Rb indicate groups of atomic states involved in the
formation of wave packets that give rise to the carrier and envelope frequencies.
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Figure 3.3: Summary of quantum beating dependence on number density. Data
from identical scans is overlapped, where available: (a) 0.6 × 1014 cm−3 (413 K),
(b) 1.0 × 1014 cm−3 (423 K), (c) 1.6 × 1014 cm−3 (433 K), (d) 2.6 × 1014 cm−3 (443 K),
(e) 5.0 × 1014 cm−3 (458 K), (f) 9.2 × 1014 cm−3 (473 K), (g) 16 × 1014 cm−3 (488 K),
(h) 28 × 1014 cm−3 (503 K).
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Figure 3.4: Dependence of the period of the slowest temporal undulations, observed in
the data presented in Figure 3.3, on rubidium number density. The period is defined as
the delay from the first intensity minimum near 100 ps until the next minimum. Multiple
periods were averaged, where available, and the curves were extrapolated, where neces-
sary. The plots that resulted in ambiguous values were omitted. Text labels represent the
corresponding number density values, in units of 1014 cm−3. The dotted line is the best
exponential fit curve. The error bars represent the accuracy of estimation of the position
of the second minimum.
Figure 3.5: Temporal position of the first minimum of the signal wave intensity wave-
forms (6p – 5s), shown in Figure 3.3, after the coherent transient. The error bars represent
the accuracy of estimation.
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The period of the undulation is analyzed further in Figure 3.4 using the number
density waveforms from Figure 3.3 that yielded to such analysis. The period de-
creases rapidly with number density, from approximately 1200 ps
([Rb] = 1.6× 1014 cm−3, 433 K) to approximately 100 ps ([Rb] = 9.2× 1014 cm−3,
473 K), corresponding to the energy of 0.02 – 0.25 cm−1. Because of the tem-
perature dependence, the undulations cannot be attributed to a fine or hyperfine
splitting of rubidium states. A more plausible explanation may involve a diatomic
long-range rotational interaction, and a possible way to verify this assumption
would be by observing the effect of the laser probe pulse polarization on the un-
dulation dynamics. If correct, the oscillation would disappear in the “magic angle”
geometry.
The remaining aforementioned trends are understood less well at this time. The
position of the first minimum near τ ≈ 100 ps, which was analyzed in Figure 3.5,
appears to weakly depend on the number density in a non-straightforward fashion;
additional data is required for verifying the shape of the curve. The shape of the
region adjacent to the coherent transient (| τ | ≤ 10 ps) is likely to be influenced by
the strength of the 5s–p–d quantum beating. In both cases, additional experimental
data may shed new light on these phenomena.
3.3 Frequency Domain Representation of Quantum
Beating
The intensity of the FWM signal wave is sampled by incrementing the difference
in length between the two arms of the scanning interferometer. For virtually all
of the data presented here, the sampling increment is 0.5 µm, which corresponds
to 3.3 fs in time, when accounting for the propagation of light toward the retrore-
flector and back, which effectively doubles the optical distance. By the Nyquist
criterion, this increment corresponds to a maximum detectable frequency of 150
THz. In practice, with a single exception discussed below, no features have been
observed above 60 THz; therefore, the spectra presented in this chapter are gener-
ally truncated at 60 THz.
Figure 3.6 offers a panoramic view of the frequency-domain representation of
the data in Figure 3.1. As anticipated, it is dominated by a single frequency which
corresponds to the energy difference between the 7s and 5d5/2 states (18.225 THz,
607.94 cm−1). Similar spectra have been shown in past works [40, 47], but in
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Figure 3.6: Panoramic view of the discrete Fourier transform of the data set presented in
Figure 3.1 computed using the FFT algorithm in MATLAB and shown in the frequency
range extending from 0 to 60 THz. The spectrum is dominated by the 18.225 THz compo-
nent, which corresponds to the 7s – 5d wave packet produced by two-photon absorption
of the pump pulse.
contrast with previous studies, the current experiments achieve such an improved
signal-to-noise ratio (SNR) that many new features have been observed, despite
the fact that they are two to three orders of magnitude weaker than the 18 THz
oscillation. For a qualitative comparison of the SNRs of this and prior works, the
reader is referred to Figure 1.2.
The high SNR data reveals the intricate nature of the spectral composition of
the 6p → 5s emission, including the excitation of multiple wave packets and the
interactions among them. Figure 3.7, obtained at [Rb] = 2.6 × 1014 cm−3 (443 K),
magnifies the region of low spectral intensity of Figure 3.6. More than 15 spec-
tral components, also referred to as peaks or (spectral) “lines,” were detected.
Three of them were assigned to independent groups of coherently excited Rb
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Figure 3.7: (a) A magnified view of the spectral content of the 6p3/2 – 5S emission
presented in Figure 3.6. Most of the spectral features originate from three independent,
principal frequency components at 2.11, 10.73 and 18.225 THz either as difference fre-
quencies or as harmonics. Symmetric equidistant spectral lines surrounding the harmon-
ics of the 7s – 5d quantum beating frequency are grouped with horizontal solid arrows.
(b) Arrows in the partial energy level diagram of Rb indicate groups of atomic states in-
volved in the formation of wave packets that give rise to the three principal frequency
components.
states, or wave packets, and are henceforth referred to as the principal lines. The
states comprising the wave packets are grouped with arrows of the same color in
Figure 3.7 (b). The assignments were made using the NIST Atomic Spectra
Database Levels [55] values and agree, within 3 – 4 significant figures, with these
accepted values of the eigenenergies of atomic Rb. All electronic eigenstates in
the range between the 5s and 8p states are tabulated in Table 3.1, with the states
relevant to this work appearing against the white background.
Two of the three excited wave packets were previously encountered in the time-
domain analysis: the 7s – 5d5/2 wave packet and the 5s–p–d defect correspond to
the 18.225 THz and 2.11 THz principal lines, respectively. The third frequency
component of the spectrum, located at 10.73 THz, corresponds to the wave packet
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Table 3.1: The ground state and the first 19 excited eigenstates of atomic rubidium. The
states that appear against the gray background are provided for completeness and are not
used in the present discussion. Energy values in wavenumbers are adopted from NIST
[55]. Energy values in THz are calculated using the precise value of the speed of light
(299 792 458 m/s) in vacuum.
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formed by the 8s and 6d5/2 states, henceforth referred to as the (8s – 6d) wave
packet. The excitation mechanism for this wave packet is currently not well un-
derstood, but several possibilities will be discussed in Section 3.4.
Nearly all remaining spectral lines are either harmonics or difference frequen-
cies involving the three principal spectral components. Seven lines appear at the
evenly spaced frequencies described by a difference expression
νN = (7s – 5d) − N × ∆, (3.1)
where N is an integer order number, and ∆ represents the frequency difference
between quantum beating frequencies of the interacting wave packets (7s – 5d)
and (8s – 6d):
∆ = (7s – 5d) – (8s – 6d) = 250.2 ± 0.1 cm−1. (3.2)
Four of the lines appear at higher frequencies and three at lower. Intensities
of the symmetrically positioned difference frequency lines with respect to the
7s – 5d5/2 peak are identical and decrease monotonically with N, with the excep-
tion of the second difference lines located at 3.24 and 33.21 THz that are several
times stronger than the first differences located at 10.73 and 25.73 THz. Curi-
ously, the 4.25 THz frequency component is exactly 250. cm−1 away from the
-3.23 THz frequency component, i.e. it appears to be aliased from the negative
side of the frequency spectrum. For this reason, it is treated as the third differ-
ence frequency to the “left” of the dominant line. Harmonics of the principal
lines have been observed under experimental conditions that produce sufficiently
strong quantum beating. The second harmonic of the 8s – 6d spectral line is ob-
served at 21.46 THz at number densities between 2.6 × 1014 cm−3 (443 K) and
9.2 × 1014 cm−3 (473 K). The first three harmonics of the 7s – 5d spectral line are
routinely found at 18.225 (fundamental), 36.45 and 54.68 THz, and the fourth har-
monic at 72.89 THz was detected at [Rb] = 2.6 × 1014 cm−3 (443 K) and is shown
in Figure 3.8 (a). Intensities of the harmonics decay rapidly with frequency, as
illustrated in Figure 3.8 (b). For example, at [Rb] = 2.6 × 1014 cm−3 (443 K), the
rate of peak intensity reduction is, on average, 15.9 THz per decade, or a factor of
14 (11.5 dB) per harmonic order.
The second harmonic of the 7s – 5d line appears surrounded by evenly spaced
difference frequency lines in the same way as the fundamental harmonic, and with
the same ∆ = 250.2 cm−1 spacing. Two difference frequencies appear on either
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Figure 3.8: (a) Frequency spectrum identical to that of Figure 3.7 with the ordinate pre-
sented on a logarithmic scale. (b) Intensity values of the harmonic orders of 7s – 5d
quantum beating at [Rb] = 2.6 × 1014 cm−3 (443 K).
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side of the 36.45 THz line; the second differences are, once again, significantly
stronger than the first. Higher difference orders are below the noise floor.
The frequencies corresponding to the 7s – 5d5/2 wave packet and the third prin-
cipal wave packet, 5s–p–d, also beat with each other, producing spectral lines.
Two previously unreported lines are found at 538 cm−1 and 678 cm−1, separated
by 2 × 70 cm−1, or twice the (7s – 5d5/2) – (5s–p–d) defect. They are centered
around the 607.9 cm−1 line (7s – 5d5/2). The corresponding frequencies are 16.11,
20.34 and 18.225 THz, respectively. These frequency components appear weak
because of the short-lived nature of the rapidly decaying 5s–p–d wave packet.
That is, the wave packets observed in these experiments dephase at different rates,
and the 5s–p–d wave packet (2.11 THz, 70.4 cm−1) dephases most rapidly of all.
For further discussion of the conditions under which these lines appear, the reader
is referred to the discussion of Figure 3.14 in Section 3.5.
The preceding discussion is summarized in Table 3.2. Each spectral compo-
nent is labeled by its designation either as a principal spectral line or a super-
position thereof. Alternative assignments are listed after an “=” sign, where
applicable. Values for the previously defined quantity ∆ are included for clar-
ity, even though ∆ does not correspond to an independent spectral component.
The experimental measurements were performed in air; therefore, the unit con-
version between THz and cm−1 was performed using the refractive index of air
nair(λ = 420nm) = 1.00028. The reference data provided by the NIST Atomic
Spectra database [55] is provided in the units of vacuum cm−1, and the corre-
sponding refractive index is exactly nvacuum = 1. The discrepancy with the refer-
ence values is on the order of 0.1% or less for most spectral lines. The increased
error for the 3.239 and 4.252 THz lines is attributed to the residual background
noise that affects the lower frequencies disproportionately more. The uncertainty
of experimental measurements is 1.5 GHz, based on the frequency resolution of
the FFT. NIST data is reported with uncertainty of 2× 10−3 cm−1 for the 5p1/2 and
5p3/2 states and 0.01 cm−1 = 0.15 GHz for all other states. It must be emphasized
that only 7 of the beat frequencies listed in Table 3.2 have been observed previ-
ously, most of which were poorly resolved and several mistaken for artifacts of
the experimental apparatus.
The transient behavior of several spectral lines invites a more detailed, time-
resolved, spectral analysis of the data by the short-time Fourier transform (STFT)
that will be discussed in Section 3.6. Obtaining the time-resolved spectral infor-
mation comes at the expense of the spectral resolution, but the decoherence time
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Table 3.2: Spectral frequency components comprising the Ramsey fringes observed in
the 6p → 5s emission. Each component is labeled by its designation either as a prin-
cipal spectral line (in bold font) or a superposition thereof. Alternative assignments are
listed after an “=” sign, where applicable. A separately defined quantity ∆ is an auxiliary
quantity; it does not correspond to a spectral component. Experimental data is originally
produced in THz with the uncertainty of 1.5 GHz. NIST data is provided in cm−1 [55]
with uncertainty of 2 × 10−3 cm−1 for the 5p1/2 and 5p3/2 states and 0.01 cm−1 = 0.15
GHz for all other states. § and ‡ indicate the peaks observed in references [47] and [40],
respectively.
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Figure 3.9: Quantum beating spectral lines observed concurrently between the 7s and
5d5/2 states (18.225 THz) and between the 7s and 5d3/2 states (18.31 THz) at the rubidium
number density of 9.2 × 1014 cm−3 (473 K). An additional pair of frequency components
of unidentified origin was observed at 18.150 and 18.299 THz, positioned symmetrically
with respect to the dominant spectral line.
of the 7s – 5d wave packet measured on the scale of hundreds of picoseconds and
the ability to access it by varying the probe delay guarantee that adequate spectral
resolution can be achieved.
Quantum beating has been observed among the fine structure levels of the in-
dividual states involved in the formation of a wave packet. The most prominent
example is the fine structure 5d 2D j states (j = 3/2 or 5/2), which have an energy
defect of 3 cm−1. The direct interaction of the 5d5/2 and 5d3/2 states is most vividly
evident in the temporal history of the individually analyzed 7s – 5d wave packet.
The discussion of time-resolved spectra is postponed until Figure 3.15. Here, we
emphasize the frequency-domain evidence for the interaction: a spectral compo-
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nent at 18.31 THz seen in Figure 3.9 and assigned to the beating between the
7s1/2 and 5d3/2 states, which was observed concurrently with 7s – 5d5/2 beating at
18.225 THz at number densities exceeding 9.2 × 1014 cm−3 (473 K).
Quantum beating between 5p3/2 and 5p1/2 is another example of detected beat-
ing within the fine structure. The eigenenergies are 237.6 cm−1 apart, and the
corresponding spectral line was observed at 7.12 THz in Figure 3.7.
A pair of symmetric peaks (cf. Figure 3.9) has been observed on either side
of the 7s – 5d5/2 line at 18.150 and 18.299 THz, or at 605.4 and 610.4 cm−1,
respectively, that may be consistent with the theory of many-body dipole-dipole
interactions proposed in [48]. Although the peaks appear twice as wide apart as
the experimental data presented in the paper, they are still within the calculated
range for some of the ensemble interactions. These two peaks have not been ob-
served at temperatures below 500 K, and although some spectral content exists
surrounding the 7s – 5d5/2 line at lower temperatures, its inconsistent shape com-
plicates further comparison to the many-body model. It should also be noted that
additional structure lying closer to the 18.225 THz line has also been observed
reproducibly, but has not yet been analyzed.
3.4 Origins of 8s – 6d Wave Packet
The fundamental frequency for the 8s1/2 – 6d5/2 wave packet has not been ob-
served previously. It is unexpected, since direct two-photon excitation from the
ground state to the 8s or 6d5/2 states would require two photons having wave-
lengths of 689 and 697 nm, respectively, which the laser cannot produce and the
dielectric steering mirrors cannot reflect efficiently. The non-linear dependence
of the two-photon excitation efficiency on field strength also would preclude the
possibility of direct excitation of the 8s – 6d wave packet, even if the residual
radiation from the tail of the laser emission spectrum did exist.
Nevertheless, population appears to be produced in the 8s 2S 1
2
and 6d 2D 5
2
states,
as evidenced by Figure 3.10, showing side emission at the frequencies correspond-
ing to 8s1/2 – 5p j and 6d5/2 – 5p j (j = 1/2, 3/2). The two resolved frequency
components correspond to the transitions from the 6d state to the 5p3/2 state
(630.0 nm) and to the 5p1/2 state (620.7 nm). The transitions from the 8s state
to the 5p1/2 state (607.2 nm) and to the 5p3/2 state (616.1 nm) are marginally re-
solved. The fine structure of the 6d state is not resolved due to the insufficient
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Figure 3.10: Side fluorescence of rubidium vapor evidently produced by the relaxation
from the 8s and 6d states to the fine structure levels of the 5p state.
resolution of the spectrometer (0.22 nm). The relative strengths of the four lines
may indicate a larger population in the 6d state than in the 8s state. Prior den-
sity matrix calculations predicted a 10-to-1 population transfer ratio to the 7s and
5d states after the interaction of the medium with a single pump pulse [37]. The
current findings hint at an analogous population distribution among the 8s and 6d
states.
The prevalent hypothesis for the formation of the 8s – 6d wave packet at the
time of writing this document is photoexcitation of Rb∗ – Rb dimers to one of the
molecular states that either dissociates into the 8s + 5s or 6d + 5s state or couples
with one that does. An analogous mechanism for the generation of excited atomic
fragments via molecular photoassociation and predissociation was proposed and
elaborated on by Xiao [46], focused on coupling to continuum levels with lower
fragment energy.
Theoretical calculations of molecular potential curves available in the literature
stop at the orbitals dissociating into the 7s + 5s atomic fragments [56, 57], so
the required potential curves are not available to verify this hypothesis. However,
based on the curves that are available, it is entirely possible that the necessary
excited molecular states exist and have potential wells deep enough to couple
with the photoexcited states. The intensity of the observed emission from the
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8s – 6d wave packet is less than 1% of that from the 7s – 5d wave packet, so it
does not require a very efficient generation mechanism.
Additional effects considered for their potential role in the population transfer
to the 8s and 6d states included the Fo¨rster resonant energy transfer (FRET) and
yoked superfluorescence. FRET may occur between two 7s atoms, whereby one
atom relaxes to the 6p state, and the other excites to either 8s or 6p. Yoked super-
fluorescence produces a flash of coherent 7s – 6p light within 50 ps of the pump
pulse that may be appropriate, in terms of energy, albeit not in terms of the orbital
angular momentum selection rule, to excite a 7s atom to either the 8s or 6d state.
The final determination of the underlying excitation process is deferred to later
work.
3.5 Time-resolved Spectral Analysis
The short-time Fourier transform (STFT) is an analytical technique for access-
ing the spectral content of non-stationary processes. A time-domain signal is di-
vided into sections of equal length, and a discrete Fourier transform is calculated
for each section. The mathematical approach can also be viewed as “sliding” or
“scanning” a window of specific width along the waveform. The approach as-
sumes that the process remains stationary, in a statistical sense, for the duration of
a single section. The result is known as a spectrogram: a discrete set of complex-
valued power spectral density (PSD) values that depend on frequency and time. In
MATLAB, a spectrogram is readily computed with a homonymous built-in func-
tion spectrogram().
The spectrogram of the data set in Figure 3.1 is shown in Figure 3.11, where
the abscissa represents time and the ordinate represents frequency. The power
spectral density on the decibel scale is shown by a color scale. The 150 THz
maximum frequency of the spectrogram is determined by the 0.5 µm step size of
the translation stage, according to eq. 2.1 (no features were observed beyond 60
THz on this plot). The maximum time value of 255 ps in the figure is dictated by
the travel distance of nearly 4 cm.
A spectrogram contains the spectral makeup of the original signal at a given
time, accessible by a “vertical” cross-section in Figure 3.11, as well as the tem-
poral evolution of the PSD of a single spectral component in the “horizontal”
cross-sections. Temporal information in the spectrogram comes at the cost of the
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Figure 3.11: A spectrogram shown in false color and generated from the dataset in
Figure 3.1. The central pane is a color scale plot of the power spectral density as a func-
tion of time (abscissa) and frequency (ordinate). A vertical cross-section of a spectrogram
contains the spectrum at the corresponding time (the left pane), and a horizontal cross-
section contains the temporal evolution of the corresponding frequency component (the
bottom pane). Horizontal traces corresponding to principal spectral lines are labeled with
their constituent states.
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spectral resolution, and the two resolutions are inversely proportional because of
the time-bandwidth product. The optimal tradeoff is based on the quality of avail-
able data and the underlying physics.
The spectral resolution achieved at present is more than sufficient for the time-
resolved analysis of the temporal evolution of the individual wave packets. Specif-
ically, a typical 10 cm interferometric scan with 0.5 µm step size results in data at
200,000 distinct probe delays in the range of 666 ps. The corresponding Nyquist
frequency is 150 THz, and the spectral resolution is 1.5×10−3 THz. Since the mea-
sured atomic emission spectra comprise isolated narrow lines that are separated, in
most cases, by more than 1 THz, there is sufficient margin to afford nearly single-
picosecond resolution and still monitor evolution of individual quantum beatings
independently. A 3.9 ps window with associated 0.26 THz spectral resolution
appears to be an optimal tradeoff.
Note that the spectral resolution cannot be improved by reducing the step size
of the translation stage. By Fourier duality, the step size (temporal resolution)
determines the spectral range, while the spectral resolution is determined by the
temporal range of the signal. That is, it is impossible to improve the chosen 0.26
THz spectral resolution of STFT without sacrificing temporal resolution to pro-
vide additional data points for the discrete Fourier transform (DFT) calculation.
If additional data points are obtained instead by resampling a previously sam-
pled time interval with finer temporal resolution, as a smaller stage step would
do, then all new spectral information generated by the DFT will appear at the
frequencies exceeding the original Nyquist frequency. Since the spectral content
of the analyzed emission is band-limited at 73 THz, no new useful information
will be produced.
The resolution limit can be understood more intuitively in the time domain.
Two sinusoids of identical amplitudes and distinct frequencies can be resolved
no sooner than they acquire a sufficient phase difference φr. The exact value of
φr (pi/2, 1 rad etc.) is specified by the preferred definition of resolution. For a
given frequency difference ∆ω, the sinusoids must be allowed to evolve for time
t = φr/∆ω before they can be resolved. Until they do, no amount of more frequent
sampling (with shorter pump-probe step size) will cause the phase to build up any
faster.
The reduced-resolution appearance of the STFT plots can be improved some-
what by zero padding the temporal segments. Padding increases the number of
temporal data points and spectral bins available for the DFT computations, but
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does not introduce any new information about the process. Consequently, any
improvements resulting from zero padding are small and stem from reducing
the artifacts of discretization of the already available information. The main use
of this technique is to improve spectral localization of already resolved spectral
peaks by interpolating adjacent data points with sinc, rather than linear, functions,
but it does not improve the ability to resolve previously indistinguishable adja-
cent peaks. Figure 3.12 compares a portion of the spectrogram that surrounds
a strong spectral component at 18.225 THz calculated with different amounts of
zero padding. The unpadded spectral line in panel (a) is strongly pixelated. Pan-
els (b) through (e) show the same segment of the spectrogram with progressively
smaller pixel size in the frequency dimension, as the amount of zero padding in-
creases from 4 times to 7, 10 and 15, respectively. Evidently, any amount of zero
padding improves the appearance of the line, but additional padding is subject to
diminishing returns. Another disadvantage is a significantly increased computa-
tion time.
Large amounts of zero padding reveal oscillations in the spectral location of the
18.225 THz line, which are highlighted in panel (e) of Figure 3.12 with a solid
red line tracing the spectral location of the crest with time. The crest oscillates
with a period of approximately 15 ps and the peak-to-peak spectral amplitude of
30 – 40 GHz. While the exact origin of these oscillations has not been determined,
it may be related to the onset of the (7s – 5d3/2) quantum beating discussed further
in Section 3.6.2.
Also evident from Figure 3.12 (e) are the periodic dotted artifacts of zero padding
that appear as dotted lines on high resolution demagnified images (not shown)
“running parallel” to the real spectral lines. The spacing of the artifacts is inde-
pendent of the amount of zero padding, and their intensity is proportional to the
intensity of the originating spectral line. The two strongly affected spectral com-
ponents are those at or near DC and at 18.225 THz; artifacts around other lines
are negligible. The artifacts around the DC term are 20 dB weaker than the term
itself and decay further with frequency, but still contaminate the entire spectrum
and obscure most weak spectral lines. As illustrated in Figure 3.13, removing
only the zero frequency term is not enough to clean up the spectrum completely,
so all temporal data analyzed in this dissertation had been pre-processed with a
0.25 THz high-pass filter using a Hamming window before the Fourier transform
was applied.
The artifacts around the 18.225 THz term are 27+ dB weaker than the primary
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Figure 3.12: Effects of zero padding on the appearance of spectral components of a
spectrogram. (a) A representative section of an unpadded spectrogram containing the
18.225 THz spectral component. (b) – (e) Progressively diminishing pixelation along
the frequency axis in the same section of the spectrogram, produced by the increasing
degree of zero padding (4×, 7×, 10× and 15×, respectively). The overlaid red curve in a
demagnified view of the same 18.225 THz spectral component of panel (e) traces its crest,
revealing a weak periodic drift. Periodic dotted artifact patterns caused by zero padding
are also evident in (b) – (e), in the vicinity of a strong spectral line in a spectrogram. The
amount of zero padding does not appear to affect the strength of the artifacts.
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Figure 3.13: Artifacts associated with zero padding surrounding the dominant spectral
components of the STFT of the 6p – 5s emission, namely, the “DC” and 18.225 THz.
All STFT cross-sections are generated from the same set of data and are plotted on a
logarithmic scale. (a) Unpadded data. (b) – (d) Tenfold zero padding. (b) Spectrum
obscured with densely packed artifacts extending across the entire range of considered
frequencies. (c) Removal of the zero frequency term of STFT weakens, but does not
completely remove the DC peak. Several artifacts attributed to the DC peak remain in the
0 – 10 THz region and may be mistaken for weak beating components. (d) An application
of a 0.25 THz high-pass filter based on a sliding Hamming window removes the remaining
artifacts in the 0 – 10 THz region.
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peak itself, and they lie within 2 – 3 THz. To analyze any peaks located close
to the 7s – 5d5/2 frequency, the main peak would have to be removed in the time
domain, similarly to the treatment of the DC term. For the analysis presented here,
this was not necessary.
Smoothing of temporal values of a spectrogram is achieved by an overlapping
temporal window used to extract 4 ps segments from the full temporal waveform.
Temporal traces appear smoother, but the temporal resolution is unaffected, since,
once again, the interpolation process does not add any new information.
Figure 3.14 illustrates the effect of violating the assumption of the stationarity
of the analyzed process on the appearance of the spectrogram. Longer tempo-
ral segments in STFT calculations suppress PSD peaks when the window length
becomes comparable to, or exceeds, the decoherence time of the corresponding
frequency components. For example, the rapidly decaying 16.1 and 20.3 THz
lines (538 cm−1 and 678 cm−1) appear prominently on a spectrogram cross-section
computed with a temporal window length of ∆τ1 = 3ps and shown in Figure 3.14
(a). However, on a spectrogram with the window length ∆τ2 = 50ps, the same
lines are all but indistinguishable (cf. Figure 3.14 (b)). A slower decaying tran-
sient, located 2.11 THz and associated with the 5s–p–d defect, is affected to a
lesser extent. The decay constant of 37 ps and a temporal window length ∆τ2
Figure 3.14: The effect of the temporal window length on the appearance of STFT
cross-sectional spectra. (a) The window length of ∆τ1 = 3ps results in well-resolved
peaks at 16.1 and 20.3 THz (538 and 678 cm−1, respectively) and several features in the
4 – 10 THz region, but no significant features in the 40 – 60 THz region. (b) The window
length of ∆τ2 = 50 ps has the opposite effect.
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translate into a factor of 4 in amplitude reduction. The line does not disappear
completely from the spectrogram plot because the corresponding beating persists
for twice as long as ∆τ2.
The effect is opposite for narrow frequency lines of relatively steady intensity:
longer temporal windows reduces frequency bin size, increasing the PSD value
measured in the units of dB/Hz, and increasing the apparent line strength. Most
spectral lines appear much taller in Figure 3.14 (b) (note the decibel scale for
PSD) than in 3.14 (a), where spectral lines in the region between 40 and 60 THz
cannot be resolved at all. It is, therefore, recommended that both short and long
windows be applied when performing spectral analysis.
Based on the preceding discussion, and unless stated otherwise, the data pre-
sented in this dissertation was analyzed by the Fourier transform with the fol-
lowing STFT parameters: 3.9 ps temporal window length with 90% overlap, and
0.265 THz spectral resolution with 10× zero padding. This resulted in spectral
and temporal bin sizes of 26.5 GHz and 0.39 ps, respectively.
3.6 Temporal Evolution of Individual Wave Packets
The dynamics of individual wave packets, and the interactions between wave
packets, are captured in a spectrogram. A basic time-frequency analysis can be
performed using a spectrogram plot of Figure 3.11. The horizontal lines seen with
a varying degree of clarity correspond to the three wave packets, as well as to the
harmonics of the 7s – 5d wave packet and several difference frequencies of the
7s – 5d and 8s – 6d wave packets. Color variation, including a patchy appear-
ance along the abscissa, represents temporal intensity variation. Rapidly decoher-
ing wave packets result in truncated lines crossing the spectrogram partway, such
as the 5s–p–d line. Beyond these basic facts, further analysis of raw spectrogram
plots is complicated, in large part, by the perceptual difficulty of interpretation of
the logarithmic color scale.
For a more thorough analysis, the variation with τ (pump-probe delay) of the
DFT amplitude of individual spectral components, most notably, the 18.2, 10.7
and 2.1 THz3 beating frequencies, was extracted from the spectrograms as hori-
zontal cross-sections, and the results are illustrated in Figure 3.15 for
3 The additional figures of precision of the actual quantum beating frequencies may be omitted
for brevity, but are always implied.
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Figure 3.15: (a) Arrows in the partial energy level diagram of Rb indicate groups of
atomic states involved in the formation of wave packets that give rise to the three principal
frequency components. Individual intensities are scaled separately for clarity. (b) Tempo-
ral evolution of the intensities of the principal quantum beating frequencies attributed to
the three wave packets: 2.1, 10.7 and 18.2 THz.
[Rb] = 9.2 × 1014 cm−3 (473 K). Panel (a) groups, with arrows of matching col-
ors, the atomic states comprising the three wave packets. The cross-sections in
panel (b) are normalized for clarity.
A unique trajectory of each curve and its dependence on Rb number density
will be discussed in turn. Time-resolved quantum beating was measured in the
[Rb] = (0.6 – 100) ×1014 cm−3 (413 – 543 K) range. At lower temperatures, the
number density was insufficient to produce a viable signal, and at temperatures
exceeding [Rb] = 100×1014 cm−3 (543 K) the wave packets dephased before their
dynamics could be recorded. In addition to individual properties of each wave
packet, evidence for wave packet interference will also be presented. Analysis of
the trends in these curves leads to the understanding of the underlying physics of
the atomic and molecular processes occurring in rubidium vapor.
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3.6.1 Temporal Evolution of the 5s–p–d Wave Packet
The temporal behavior of the 5s–p–d wave packet is perhaps the most straightfor-
ward of all observed wave packets. A selection of linear intensity plots spanning
the full range of investigated number densities is shown in Figure 3.17 (a). The
wave packet appears to decay rapidly at all temperatures and disappears com-
pletely nearly 100 ps after the pump pulse. A somewhat better insight into the
wave packet behavior is gained from a logarithmic intensity plot in Figure 3.17
(b). Distinct behaviors are observed at low ([Rb] = 0.6 – 1.6 × 1014 cm−3, 413 –
433 K), middle ([Rb] = 2.6 – 16×1014 cm−3, 443 – 488 K) and high ([Rb] = 28 –
100× 1014 cm−3, 503 – 543 K) number densities. The beating strongly favors low
values: it is the strongest near [Rb] = 1.0×1014 cm−3 (423 K) and decays by nearly
3 orders of magnitude before the number density reaches 9.2×1014 cm−3 (473 K).
For low and high ranges, the T2 decay constant, captured by the slope, is higher,
whereas in the middle [Rb] range it is almost constant. The T2 decay constant for
the 5s–p–d wave packet can be equivalently calculated by applying an exponen-
Figure 3.16: The 2.11 THz spectral component assigned to the 5s–p–d wave packet de-
cays exponentially with a time constant of 37 ps corresponding to the number density of
9.2 × 1014 cm−3 (473 K). The features fluctuating faster than 10 ps are not reproducible.
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Figure 3.17: Temporal dynamics of the 2.11 THz spectral line observed in the
(0.6– 100) × 1014 cm−3 (413 K) range. Individual intensities are normalized separately
for clarity. (a) Linear ordinate axis. (b) Logarithmic ordinate axis. The curves in (b)
corresponding to the lowest three (413 – 433 K) and the highest (543 K) measured tem-
peratures (the top three and the bottom curve in the plot, respectively) have noticeably
steeper slopes than the remaining curves, which, in turn, have nearly identical slopes.
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tial fit to the curve on a linear scale. A fit applied to the [Rb] = 1.0 × 1014 cm−3
(423 K) curve, shown in Figure 3.16, demonstrates an ability of the technique to
measure spectroscopic constants. The T2 value of 37 ps was found.
3.6.2 Temporal Evolution of the 7s – 5d Wave Packet
The dynamics of the 7s – 5d wave packet and its dependence on temperature and
number density are considerably more sophisticated than those of its 5s–p–d coun-
terpart. A representative trace, illustrated in Figure 3.18 for the number density
value of 5.0× 1014 cm−3 (458 K), progresses through four distinct stages. The ini-
tial stage of rapid build-up takes place during the first few picoseconds following
an excitation event, during which time quantum beating typically gains more than
half of its strength. It is followed by a period of linear growth, whose duration is
strongly dependent on [Rb]. After reaching the maximum value, a period of decay
sets in, when quantum beating loses some or all of its intensity. During the fourth
and final stage, the beating intensity remains roughly level for the remainder of
the experiment. During the latter stages, quantum beating experiences partial re-
Figure 3.18: A representative plot of the 7s – 5d wave packet temporal evolution obtained
for [Rb] = 5.0×1014 cm−3 (458 K). Noteworthy trends discussed in the text include a very
rapid initial build-up during the first few picoseconds, a secondary build-up stage with a
linear rate, the main peak near 100 ps, and the consequent region of partial decay and
revivals, such as that near 480 ps.
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coherences, or revivals. The ensuing discussion addresses each of the four stages
in order.
The reason for an initial build-up of the wave packet during the first couple of
picoseconds, rather than an instantaneous jump in value following the excitation
event, may be an electromagnetic “shock” that an atom experiences immediately
following an extremely intense irradiation by a femtosecond pulse. The fact that
this trend also appears in the femtosecond resolution time-domain analysis, exem-
plified by the inset of Figure 3.1, rules out the possibility of its being an artifact of
applying a 4 ps-long STFT window to the leading edge of a dataset. During the
same period, the emission spectrum is rich with spectral features that completely
decay in 10 – 20 ps, some of which correspond to forbidden transitions. It ap-
pears that the atom resides in a state of chaos before it settles into an expected
wave packet-like behavior.
The duration of the subsequent growth of the 7s – 5d beating intensity, and,
consequently, the time when the intensity reaches its maximum, strongly depend
on the number density, as illustrated in Figure 3.19 (a). The second stage is
observed only in the intermediate range of analyzed number densities, between
2.6 and 16 × 1014 cm−3 (443 – 488 K). It is possible that a process separate
from that which originally established quantum beating contributes the energy
to the wave packet macroscopically. One previously proposed explanation linked
the timing of the peak with the arrival of excited fragments of Rb∗ – Rb and
Rb∗ – Rb∗ dimer dissociation [40]; however, the number of the photoassociated
dimers as a percentage of the total population seems too low compared to the mag-
nitude of the effect. The timing of the peak as a function of both number density
and temperature is illustrated with separate curves on panel (b). A general inverse
relationship has been demonstrated previously [40], but the inversion of the trend
below 2.6 × 1014 cm−3 (443 K) is seen for the first time.
During the third stage, the wave packet partially or fully decoheres, depending
on the [Rb]. Interestingly, the decay rate immediately following the main peak of
each curve of panels (c) and (d) is nearly of the same magnitude, but of opposite
polarity, as the rate of the rising edge. The decay rate eventually becomes non-
linear, and beating intensity levels off and enters the final stage. In the range of
number densities between 1.6 × 1014 cm−3 (433 K) and 9.2 × 1014 cm−3 (473 K),
the steady intensity is decisively non-zero for the duration of the scan. Between
2.6 and 5.0 × 1014 cm−3 (443 – 458 K), steady quantum beating exceeds the 1100
ps range of the experimental apparatus.
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Figure 3.19: (a) 7s – 5d wave packet traces in the (1.6 – 9.2) × 1014 cm−3 (433 – 473 K)
range. (b) The temporal location of the main peak of the quantum beating signal. Red
circles: location as a function of [Rb]. Blue diamonds: location as a function gas cell
stem temperature. (c) 7s – 5d wave packet traces. In each case, the slopes of the rising
and falling edges of are nearly equal in magnitude and opposite in polarity.
71
Figure 3.20: (a) 7s – 5d wave packet traces in the (9.2– 100) × 1014 cm−3 (473 – 543
K) range exhibit 3 cm−1 periodic oscillations characteristic of 5d5/2 – 5d3/2 splitting.
The inset shows the tails of the traces, normalized and offset individually for clarity. (b)
A non-time-resolved spectrum of the recorded emission in the neighborhood of the 7s
– 5d5/2 principal spectral line confirms the formation of the 7s – 5d3/2 wave packet at
[Rb] ≥ 9.2 × 1014 cm−3 (T ≥ 473 K). (c) Temporal locations of the peaks of quantum
beating revivals plotted vs. temperature, grouped by color. Up to three revivals have been
observed at the highest measured temperatures.
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The intensity of the 7s – 5d quantum beating at [Rb] ≥ 9.2 × 1014 cm−3
(T > 473 K) is evidently modulated at 3 cm−1, corresponding to the fine struc-
ture splitting of the 5d state, as seen in Figure 3.20 (a). The modulation is caused
by the formation of a wave packet comprising the 7s state and the j = 3/2 sub-
level of the 5d state, whose optical excitation is forbidden by the atomic se-
lection rules. Yet, it appears that at high temperatures this state becomes pop-
ulated. The panel (b) containing a high resolution non-time-resolved spectrum
(∆νmin = 1.5 × 10−3 THz) near the 18.2 THz principal spectral line confirms this
explanation.
The 3 cm−1 modulation appears to be an artifact of STFT undersampling. The
default spectral resolution of 0.25 THz of most spectrograms in this disserta-
tion significantly exceeds the 0.085 THz defect between the (7s – 5d5/2) and
(7s – 5d3/2) beats. As the intensity of the 7s – 5d3/2 beating increases, so does
its effect on the adjacent values of a spectrogram. Instead of a standalone line at
18.31 THz on the non-time-resolved (FFT) plots, the 7s – 5d3/2 beating appears
as a modulation of an adjacent, stronger spectral component.
The broad and shallow hills in the inset of Figure 3.20 (a) and near 480 ps in
Figure 3.18 strongly imply quantum beat revivals. Panel (c) captures the inverse
linear relationship between the timing of revivals and temperature: revivals occur
earlier and more frequently with increasing temperature. A single revival is seen
on 660 ps traces corresponding to the [Rb] = (0.6 – 1.6)×1014 cm−3 (413 – 433 K)
range and is believed to be responsible for the right shoulder on higher temperature
curves, such as that near 180 ps that lasts for 50 ps at [Rb] = 9.2 × 1014 cm−3
(473 K). The second revival appears when [Rb] ≥ 2.6 × 1014 cm−3 (443 K), and
the third when [Rb] ≥ 28 × 1014 cm−3 (503 K).
The nonlinear nature of an oscillating atom is exemplified in the temporal be-
havior of the second and third harmonics of the 7s – 5d5/2 beating at 36.45 and
54.68 THz, respectively, in Figure 3.21. The two have a very similar dynamics,
but differ from the fundamental, which implies that a simple harmonic oscillator
model description of an atom would be inadequate. This presents an opportu-
nity to study non-linear oscillators in an atom. Since the relative intensities de-
crease by more than an order of magnitude with every harmonic, as described in
Section 3.3, a perturbative method would be appropriate.
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Figure 3.21: Temporal evolution of the first three harmonics of the 7s – 5d wave packet
corresponding to the rubidium number density of 9.2×1014 cm−3 (473 K). The second and
third harmonics evolve in phase with each other, but out of phase with the fundamental
harmonic. Individual harmonics are scaled separately for clarity.
3.6.3 Temporal Evolution of the 8s – 6d Wave Packet
The temporal profile of the 8s – 6d beating shown in Figure 3.15 consists of
four wide uneven peaks occupying the first 150 ps; the wave packet disintegrates
rapidly thereafter. The four peaks have different intensities, but the second peak
is always the weakest. Since the constituent states are not pumped directly, the
corresponding spectral intensity is, predictably, 2 – 3 orders of magnitude weaker
than that of the 7s – 5d5/2 wave packet, but is clearly detectable in the range of
number densities between 1.0 × 1014 cm−3 (423 K) and 9.2 × 1014 cm−3 (473 K).
Although the origin of the structure of the 8s – 6d5/2 profile is not currently
well understood, its temporal reproducibility is remarkable. The timing of the four
major peaks and the superimposed minor features is very reproducible both under
identical experimental conditions (Figure 3.23) and at different number densities
(Figure 3.22). For this reason, the structure of the 8s – 6d wave packet is believed
to carry an imprint of the energy level structure.
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Figure 3.22: Highly reproducible timing of both major and minor features of the
8s – 6d wave packet observed at different number densities (2.6 × 1014 cm−3 (443 K)
and 9.2 × 1014 cm−3 (473 K)), but otherwise identical experimental conditions.
The discrepancy in the 8s – 6d strength (but not the timing) of the two data
sets in Figure 3.23 during the first 50 ps, which could have been caused by an in-
sufficient temperature equilibration before the data acquisition, highlights a very
important trend: interaction of wave packets, illustrated in Figure 3.24. The du-
ration and intensity of the 8s – 6d wave packet are clearly correlated with, and
modulated by, the 7s – 5d5/2 wave packet. The result, seen in Figure 3.25, is a
partial mismatch between the ranges of number density when the 8s – 6d wave
packet is the strongest ([Rb] = (1 – 2.5) × 1014 cm−3, T = 423 – 443 K) and when
it persists for the longest range of probe delays ([Rb] = (1.6 – 6) × 1014 cm−3,
T = 433 – 463 K). The mismatch is attributed to a premature suppression of the
8s – 6d wave packet by the decay of 7s – 5d.
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Figure 3.23: Highly reproducible timing of both major and minor features of the 8s – 6d
wave packet observed under identical experimental conditions ([Rb] = 2.6 × 1014 cm−3
(443 K)), but measured several months apart.
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Figure 3.24: (a) – (c) Modulation of the temporal shape of the 8s – 6d spectral com-
ponent by that of the 7s – 5d wave packet observed at respective number densities of
1.0×1014 cm−3 (423 K), 9.2×1014 cm−3 (473 K), and 16×1014 cm−3 (488 K). The inten-
sity of the 8s – 6d signal, itself dependent on [Rb], is clamped by the rapid decoherence
of the 7s – 5d wave packet outside of the 1.6 – 16 × 1014 cm−3 (433 – 488 K) range.
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Figure 3.25: A selection of 8s – 6d traces emphasizing a partial mismatch between the
ranges of number density (and temperature) when the 8s – 6d wave packet is the strongest
and when it persists for the longest range of probe delays.
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Chapter 4
CONCLUSION
This dissertation described the first known implementation of a high resolution
modality of quantum beat spectroscopy that enabled time-frequency resolved study
of one of the most fundamental processes in quantum mechanics: the formation
and evolution of a wave packet. The experimental apparatus constructed for study-
ing processes of wave packet dissociation, described in Chapter 2, achieved a
32 times signal-to-noise ratio improvement compared to the best known results
reported in the works of this and other research groups. Reported experimen-
tal values of beating frequencies agreed to 3 – 5 digits of precision with NIST
atomic level reference spectra. Wave packet dynamics was studied with picosec-
ond temporal resolution over the course of several hundred to more than 1100 pi-
coseconds. Since many novel phenomena and trends reported here were observed
for the first time, the discussion focused on their identification and measurement,
and on understanding of the effects of experimental parameters. The impact of
vapor temperature and number density variation was subject of much of Chap-
ter 3. Multiple wave packets, namely 7s – 5d5/2, 8s – 6d5/2 and 5s–p3/2–d5/2,
were concurrently excited in a single atom, and their evolution and interactions
were characterized. A partial list of discussed topics includes coupling of wave
packet intensities, reproducibility of the temporal dynamics, formation of differ-
ences and harmonics of quantum beating frequencies, estimation of T2 relaxation
time constants, and quantum beating revivals.
The remaining open questions posed in this work are fertile ground for future
theoretical and experimental fundamental physics research in wave packet dy-
namics that will enhance our understanding of quantum mechanics. A forefront
question is the mechanism of formation of the 8s – 6d wave packet, and answer-
ing it requires an improved quantum mechanical model of light-matter interaction.
Other questions include the role of pulse amplitude and phase modulation and of
photoionization in the occurring processes. Further, the observed harmonics of the
beat frequency up to 73 THz present an opportunity to study non-linear oscillators
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in an atom by perturbative methods for the first time.
There are equally plentiful opportunities for research on the experimental front.
The ultrafast pulse shaping device MIIPS-HD should be used to thoroughly study
the effects of spectrally resolved amplitude and phase shaping on the wave packet
dynamics. The role of phase that is recovered in the coherent process of PFWM
should also be investigated in detail. The experimental conditions were reported to
produce steady visible emission modulated at THz frequencies that significantly
surpass the 1.1 nanosecond range of the experimental apparatus. Quantum beat-
ing was experimentally established as an 18.225 THz high-Q atomic resonator that
persists for tens of thousands of cycles and can be efficiently excited by solid state
Ti:sapphire ultrafast lasers. Additional research is warranted into the applications
of such a resonator and its ability to couple with, and to probe, other quantum
mechanical processes in the same atom, as well as in other species. Finally, quan-
tum beating in rubidium should be considered for the role of a terahertz frequency
reference source. The quality of a frequency reference is directly related to the
number of available spectral components and their spectral range, and this disser-
tation characterized quantum beating in rubidium at nearly 20 discrete frequencies
between 2 and 73 THz. The generation process can be significantly simplified
since the pulse pairs and, therefore, the interferometer are required only for the
observation, not the generation, of the beating.
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