ABSTRACTVirtualization is gaining significant interests in the automotive industry since it enables a highly secure and reliable computing environment. More importantly, it maintains the same operating environment for legacy automotive software while exploiting the benefits of widely adopted multicore platforms. To exploit the virtualization technology in an automotive system, it is important to predict the WCET of an automotive application running on a virtual machine monitor (VMM). Unfortunately, it is a challenging task because of difficulties in analyzing tricky interactions between a VMM and a guest OS. There are no known attempts to predict the WCET of an application in such an environment. In this paper, we propose a hierarchical and parametric WCET prediction framework. We divide the problem into two subproblems. First, we model the WCET of an application as a function of WCETs of system calls provided by a guest OS. Second, we model WCETs of a system call as a function of WCETs of VMM services. To do so, we clearly identify the places and times of VMM services invoked during the execution of an application. At deployment time, the WCET of an application is instantiated by composing the WCET models altogether. We have performed experiments with the proposed framework by predicting the WCETs of sample programs on various virtual and real machine platforms. The experimental results effectively prove the viability of the proposed framework.
INTRODUCTION
Inspired by the huge success of multicore processors in enterprise and desktop computing domains, the automotive industry is rapidly adopting multicore ECUs in vehicular systems (Schneider et al., 2010) . Multicore ECUs are particularly attractive since they can enhance system safety and reliability using hardware redundancy, offer improved computing performance with multiple processor cores, and allow for ECU consolidation (Bohm et al., 2010) . Unfortunately, migrating a huge real-time automotive software base onto multicore ECUs imposes a tremendous amount of reengineering work to developers. For the lack of automated and systematic tools that can aid in such migration, the process will incur an unacceptable cost and effort and jeopardize the safety and reliability of automotive software. To address this serious challenge in the automotive industry, developers have started to exploit the system virtualization technology.
System virtualization enables multiple legacy operating systems, often referred to as a guest OS, to share a physical and potentially multicore-based machine by providing them with an illusion of exclusive access to imaginary hardware called a virtual machine (VM) . Virtualization has been successfully used in enterprise and desktop computing domains for the cost effective sharing and maintenance of computing resources. It is as much useful in an automotive system since it can provide a highly secure and reliable computing environment by isolating secure domains from the other vulnerable parts of a vehicular system (Brakensiek et al., 2008; Heiser, 2008; Kanda et al., 2009 ). More importantly, it can maintain exactly the * Corresponding author: sshong@redwood.snu.ac.kr same execution environment for legacy automotive software while exploiting the benefits of multicore platforms (Bohm et al., 2010) . This helps avoid the multicore migration problem. Figure 1 shows an anticipated software configuration that utilizes system virtualization in an automotive system. It is an integrated vehicle system that consolidates both control and infotainment functionalities via virtualization. In this example, two VMs are executed on a multicore CPU: one for running control applications on an RTOS and the other for running in-vehicle infotainment applications (Macario et al., 2009; Schroeder, 2010) on an GPOS.
Unfortunately, system virtualization, if used in an automotive system, gives rise to an important technical problem. A large number of automotive systems require real-time guarantees during the execution of their applications. It is thus necessary to predict the worstcase execution times (WCET) of tasks in an automotive real-time application and schedule them in such a way that they can meet their deadlines (Choi et al., 2004; Shin and Sunwoo, 2007) . Unfortunately, virtualization brings about uncertainties in WCET prediction. An application running on a VM experiences a varying degree of performance degradation since its access to a physical machine should go through an additional software layer called a virtual machine monitor (VMM). Temporal correctness of an automotive application cannot be guaranteed unless such performance overhead of a VM is accurately assessed.
In the literature, there are no WCET prediction techniques to take into account virtualized software platforms where hardware idiosyncrasies are encapsulated under a VMM. In such an environment, the WCET of an application should be formulated as a function of run-time variables that can be instantiated when a program is deployed on a specific platform. This gives rise to a parametric WCET analysis. In this paper, we present a hierarchical and parametric WCET prediction framework for applications running on a VMM.
Outside the real-time research community, there have been several research attempts to predict the average case performance of an application running on a VMM, by analyzing varying characteristics of diverse VMMs (Benevenuto et al., 2006; Kundu et al., 2010; Menasce, 2005; Tickoo et al., 2010; Wood et al., 2008b; Wood et al., 2008a) . Due to difficulties in analyzing VMMs, however, they only stochastically model the performance or resource utilization of an application. To the best of our knowledge, no attempts have been reported to predict the WCET of an application running in a virtualized environment.
Our framework divides the WCET prediction problem at hand into two subproblems. First, we model the WCET of an application as a function of system calls provided by an underlying OS. Depending on a specific target platform, the WCET of each of the system calls is determined at the deployment time. Second, we model the OS as a function of services provided by a VMM. As a result, the system calls appearing in application code are transparently bound to the corresponding VMM services at the deployment time. The WCETs of VMM services are simply predicted using an existing WECT technique.
The contribution of our work lies in the parametric modeling of a guest OS in terms of services provided by an underlying VMM. This is a challenging task since it is very tricky to find out the places and times of VMM's emulation of instructions in the code of a given guest OS. By composing the WCET models in a transitive manner from the VMM to the application, we can predict the WCET of an application in a virtualized environment. This naturally leads to a hierarchical and parametric WCET framework. Figure 2 illustrates the composition process in the proposed framework when an application is deployed to a VM.
In order to model the WCETs of an application and a guest OS, we make use of the implicit path enumeration technique (IPET) (Li and Malik, 1997) . It is one of the most widely used WCET analysis techniques. It formulates the WCET prediction of a given piece of code as an instance of an integer linear programming (ILP) problem. Unlike the original ILP, we allow free variables in linear constraints of the ILP problem so that the WCET is computed after the free variables are instantiated at deployment time.
We have demonstrated the proposed framework with a sample program and a system call designed for our experiment. The experimental results effectively prove that our framework is able to predict the WCET of a program deployed on a virtualized platform. We also show that its overestimation was only 3% of the maximal observed execution time in the experiments. This paper is organized as follows. Section 2 gives an overview of IPET and existing virtualization techniques to aid in understanding the rest of the paper. Section 3 states the WCET prediction problem of an application running on a VMM and provides an overall solution approach. Section 4 explains the proposed hierarchical WCET prediction framework in detail. Section 5 demonstrates the feasibility of the proposed approach through a series of experiments. Section 6 describes related work and Section 7 provides our conclusion.
BACKGROUND
We briefly explain IPET and existing virtualization techniques as a background of our work.
Overview of Implicit Path Enumeration Technique
We have adopted the implicit path enumeration technique (IPET) to our framework for the static WCET analysis of a given piece of code since it offers a versatile means of formulating a WCET. In IPET, a given program is transformed into a control flow graph (CFG) where each node and directed edge respectively represent a basic block and an execution flow in the program. A basic block is a straight line code with a single entry and a single exit instruction. The execution path of a program varies depending on the run-time states of the system and input variables. Suppose a program consists of n basic blocks. For a given execution path of the program, let c i and t i be the execution count and WCET of basic block B i , respectively. Then execution time of the path is calculated by
The WCET of each basic block is analyzed from micro-architectural hardware modeling (Shaw, 2002) as well as cache modeling (Arnold et al., 2002; Li et al., 1999) . The WCET is formulated as an instance of a well-known integer linear programming (ILP) problem where the equation (1) is the objective function to be maximized and a set of constraints are derived from the flow facts of a given program. Flow facts are restrictions on the control flow of a program given by either an automatic analysis of a CFG or manual annotation given by programmers. In general, solving an ILP problem is known to be NP-complete. However, there are many cases in real-world applications where a WCET formulation can be reduced to an LP problem which can be solved with polynomial time complexity (Li and Malik, 1997) . Figure 3 shows an example ILP formulation extracted from (Li and Malik, 1997) . In the example, the range of input variable p is annotated such that p is equal to or greater than 0. Figure 3 (b) and (c) show the CFG of the given code block and constraints derived from it, respectively. The first four constraints are derived from the control structure of the given program while the last one is derived from the range of input variable p, given by manual annotation. By solving the ILP problem, we know that the equation (1) is maximized when c 1 =1, c 2 =11, c 3 =10 and c 4 =1. It corresponds to a case where input variable p gets 0 at the beginning of the program execution. Then the WCET of the given piece of code can be calculated if WCETs of basic blocks are precisely analyzed.
Overview of Existing Virtualization Techniques
We explain the software architecture of virtualized environments and existing virtualization techniques. We first explain a few terms that are particularly defined in the context of system virtualization (Smith and Nair, 2005) . Note that they may have different notions in other domains.
Most modern microprocessors offer at least two modes of operation in order to provide software with different levels of privilege: user mode and kernel mode. Depending on the execution privilege, an instruction set provided by a CPU is partitioned into two groups. A privileged instruction is one that causes a trap whenever executed in the user mode whereas a non-privileged /* p>= 0 */ q = p; while (q<10) q++; r = q; q = p; while (q<10) r = q; q++; instruction can be executed in both modes without a trap. On the other hand, the instruction set can also be partitioned into two groups depending on interaction with hardware resources. A sensitive instruction is one that either changes the configuration of hardware or produces different result depending on the operation mode. An innocuous instruction is one that is not sensitive. Figure 4 shows the classification of CPU instructions according to these two criteria with examples from x86 instructions set. Every access from a guest OS to a physical resource should go through a VMM unless the resource is exclusively dedicated to the guest OS. VMM services the requests by providing the guest OS with an illusion of exclusive accesses to the resource. This leads to the run-time performance degradation of an application running on a VMM.
Any instruction issued by a guest OS is either natively executed by the CPU or emulated by the VMM. Innocuous instructions are natively executed since they do not interact with hardware by definition whereas sensitive instructions must be emulated by the VMM. Privileged and sensitive instructions can be easily emulated since they are trapped by the CPU and the VMM gets the control. Non-privileged and sensitive instructions, or simply critical instructions, are relatively more difficult to virtualize than privileged instructions since they are not trapped by the CPU. They are replaced by a sequence of non-critical instructions, either dynamically or statically. In either case, guest OS code is modified such that critical instructions are replaced by privileged instructions or hypercalls, which are collectively an interface between a guest OS and a VMM. Figure 5 illustrates an example of execution timeline of an application running on a real machine and a VM. The application invokes a particular system call once during its execution. When it runs on a real machine, its total execution time is T=T 1 +T 2 +T 3 as shown in Figure 5 (a) where T 2 is the execution time of the system call service routine of the underlying OS. On the other hand, the total execution time of the same application running on a virtual machine is V=V 1 +V 2 +…+V 8 as shown in Figure 5 (b). The application running on a VM experiences an extra execution time overhead that amounts to V -T.
We further explain the components of V in detail. A system call causes a context switch to the VMM, which again delivers the request to the guest OS. This process consumes time V 2 . During the execution of the system call service routine, the guest OS issues a privileged instruction to modify an entry in a page table and the VMM emulation of that instruction consumes time V 4 . Finally, the guest OS invokes a hypercall to request a write operation to an I/O device. It is serviced by the VMM consuming time V 6 . Although this example is simplified to a certain degree, it helps us build a performance model of an application and a guest OS.
PROBLEM STATEMENT AND OVERALL SOLUTION APPROACH
In this section, we formulate our problem and give the overview of our solution approach we name the hierarchical WCET prediction framework.
System Modeling
We model the hardware and software of the target system. The hardware consists of a uniprocessor CPU, RAM and I/O devices. We assume a uniprocessor system because we aim to analyze the execution time of a single task excluding any interference from other tasks.
The software consists of three subsystems: an application, an OS and a VMM. They are strictly layered such that each layer is dependent only on the immediately lower layer and there is no upward dependency. When an application makes use of system calls to request some system resources, it is transparently serviced by a VMM.
In this paper, we focus on a native VMM where a VMM runs directly on a bare hardware machine.
Nevertheless, our approach can be easily extended to other types of VMMs running on a host OS. For such a software platform, our framework is extended to a fourlevel hierarchy.
We assume that there is a single guest OS running on a VMM. We further assume that a guest OS is paravirtualized such that it is aware of the underlying VMM. Every critical instruction in the code of the guest OS is replaced with a sequence of non-critical instructions potentially including hypercalls or privileged instructions. Thus, when we model the WCETs of system calls of a guest OS, we take into account VMM services requested explicitly via hypercalls as well as those requested implicitly via protection traps.
Overview of the Proposed Solution
For a system modeled as above, we aim to estimate a safe WCET of a given application running on a VMM. A WCET analysis is defined as the computation of an upper bound for the execution times of pieces of code for a given application where the execution time of a piece of code is defined as the time it takes for the processor to execute that piece of code (Puschner and Burns, 2000) . It does not include waiting times due to preemption, blocking or other types of interference.
Our framework divides the WCET prediction problem at hand into two subproblems. First, we model the WCET of an application as a function of the WCETs of system calls provided by the underlying OS. Second, we model the WCET of each system call as a function of the WCETs of services provided by a VMM. As a result, the system calls appearing in application code are transparently bound to the corresponding VMM services at the integration time. The WCETs of VMM services are simply predicted using an existing WECT technique.
To solve the first subproblem, we identify places where system calls are invoked in given application code. This can be done by inspecting the binary code of an application and locating a software interrupt instruction with a specific operand. For example, "INT 0x80" invokes a system call in the Linux OS running on the x86 architecture. Using IPET, we formulate the WCET of an application into an ILP problem instance with the execution times of the system call invocation instructions being free variables.
The second problem is more complicated than the first because it is very tricky to find out the times and places of VMM's emulation of instructions in the code of a given guest OS. The simplest case is when a guest OS requests a VMM service via a software interrupt or an instruction dedicated for a virtualized system. Alternatively, a VMM service is executed implicitly by interrupting the sequential execution of a guest OS via a protection trap. The problem becomes more difficult if a VMM dynamically modifies the code in a guest OS at run-time. A VMM does so to reduce the emulation time of the original code. In such a case, we should differentiate the execution time of the original code from that of the modified code in predicting an accurate WCET.
In order to model the WCET of a system call, we carefully examine hypercall invocation instructions, the protection mechanism of the underlying hardware architecture and dynamic replacement of instructions in a guest OS. We then clearly identify a place in the code of a system call in which a VMM service is invoked, and the type of a VMM service invoked at that place. Then we model the WCET of a system call into an ILP problem instance using IPET with execution times of VMM services being free variables.
In modeling the WCETs of an application and a guest OS with IPET, the objective function is to maximize the overall execution time of the given piece of code, and a set of linear constraints are derived from the control flow of the code and manual annotation given by developers. For our purpose, we allow free variables in linear constraints of the ILP problem so that the WCET is computed after the variables are instantiated at integration time.
The WCETs of VMM services are statically analyzed and the WCETs of an application and OS system calls are independently modeled. The WCETs of VMM services are represented as vector V. An element in V represents the WCET of a VMM service. The WCETs of system calls of an OS are modeled as set S of ILP formulations, each of which has free variables to be bound to V. Finally, the WCET of an application is Application Level A set of inequalities Figure 6 . WCET composition process in the proposed framework.
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modeled as an ILP formulation with free variables to be bound to S. At integration time, we compose the WCETs of VMM services and the WCET models of a guest OS and an application to instantiate the WCET of the application. In doing so, the WCETs of VMM services are transparently bound to the WCET formulation of an application. The overall composition process is illustrated in Figure 6 . In the next section, we describe the proposed framework in detail.
HIERARCHICAL FRAMEWORK FOR WCET PREDICTION
In this section, we describe the proposed hierarchical WCET prediction framework in detail. We explain two modeling processes: modeling the WCET of an application and modeling the WCETs of system calls provided by a guest OS. In doing so, we clearly identify which instructions in the code of an application and a guest OS invoke services provided by the underlying software layer. Then we describe model composition process for instantiating the WCET of an application in our framework.
Modeling an Application
We model the WCET of an application as a function of WCETs of system calls provided by a guest OS. Formally, the WCETs of system calls are represented by a list of free variables S shown below.
In the equation (2), m is the number of system call types provided by a guest OS and s i is the WCET of the i-th system call service routine. In our framework, the WCET of the application is dependent only on S. The values of the elements of S may not be known to developers until the application is actually deployed to a specific platform. Figure 7 shows the modeling process and example application code. First, instructions that invoke a system call are identified in the application code. This is can be done by scanning the binary code of the given application and locating a specific opcode that issues a software interrupt. The value of the operand is dependent on the underlying OS. For example, "INT 0x80" invokes a system call in Linux running on the x86 architecture. The system call number is also identified by analyzing the content of argument passing registers. After identifying all instructions that invoke system calls, the WCET of each of the identified instructions is mapped to a corresponding free variable in S.
Next, we formulate the WCET of the given application as an ILP problem instance using IPET. In contrast to the conventional IPET, our formulation is allowed to have free variables, which are instantiated at deployment time.
Modeling a Guest OS
We model the WCET of a system call provided by a guest OS as a function of WCETs of VMM services. To do so, we formulate an ILP problem instance for each system call using IPET. Formally, each ILP problem instance has a list of free variables V shown below.
In the equation (3), n is the number of VMM service types and v i is the WCET of the i-th VMM service. In our framework, S is dependent only on V. We simply use an existing WCET analysis technique to compute the elements of V. Figure 8 shows the modeling process and example system call code. First, instructions that invoke a VMM service are identified from the system call service routine of a guest OS. During the execution of the service routine, a VMM service may be invoked either explicitly or implicitly.
Explicit requests are made in one of two ways. A … b8 01 00 00 00 mov $0x2,%eax cd 80 int $0x80 … guest OS may issue a software interrupt to invoke a hypercall just like an application does to invoke a system call. A specific software interrupt number is dependent on the underlying VMM. For example, "INT 0x82" invokes a hypercall to the Xen VMM (Barham et al., 2003) running on the x86 architecture. Alternatively, a guest OS may issue an instruction dedicated to virtualization if the underlying hardware architecture and the VMM support it. For example, Intel x86 processors with virtual machine extensions (VMX) provide the VMCALL instruction for invoking a hypercall. We identify these two kinds of instructions and the corresponding hypercall IDs in system call service routines. Implicit requests are made via protection traps. Because a guest OS runs in the user mode, every privileged instruction issued by the OS is trapped by the CPU and the trap handler of a VMM jumps to a service routine that emulates the instruction. In the x86 architecture, a general protection fault occurs in such a case. In practice, there are few privileged instructions in the code of a para-virtualized guest OS since most of them in the original code are replaced with hypercalls and non-privileged instructions. This is because a trap handler exhibits longer execution time than that of a hypercall handler due to the time taken for identifying the cause of the trap and dispatching the request to the corresponding service routine. We identify all the privileged instructions in system call service routines.
After identifying all the instructions that request VMM services, WCET of each of them is mapped to a free variable of the corresponding element in V. In doing so, the same instruction may be mapped to different VMM services depending on the accumulated execution count of the instruction. At run-time, some VMMs replace an implicit request with an explicit request in order to reduce emulation time. For example, a Linux OS running on the lguest VMM (Russell and OzLabs, 2007) issues VMCALL to invoke a hypercall. If the underlying hardware architecture does not support the virtual machine extensions, an invalid opcode fault occurs in the x86 architecture. Then the trap handler checks if the fault has occurred by a hypercall and jumps to the corresponding service routine. Before returning to the guest OS, the VMM replaces the VMCALL instruction that caused the trap into "INT 0x19" to make the OS issue a software interrupt from the next time. Because the WCET for the first execution of VMCALL in a guest OS is significantly longer than that of the following executions, they should be assessed differently for accurate WCET prediction.
Mapping the same instruction or basic block to different execution times can be accomplished similarly with a technique that considers the effects of instruction cache (Li et al., 1999 
Calculating the WCET of an Application
We compose the WCET models built in the previous steps and the WCETs of VMM services altogether to compute the WCET of a given application. First, free variables in ILP formulations of system calls are bound to the elements of V. We solve the ILP problems to compute the elements of S. Next, free variables in the WCET model of an application are bound to the values of the elements of S. We solve the ILP problem to compute the WCET of the application. In doing so, system calls appearing in the application code are transparently bound to the WCETs of VMM services.
Our framework can predict the WCET of an application regardless of whether it is deployed to a VM or a real machine. WCET of an application is calculated by composing the WCET model of the application and the WCET models of system calls of an OS in the same way. In a real machine, WCET formulations of system calls do not have free variables and are computed directly from the WCET analysis of the system call service routines.
EXPERIMENTAL EVALUATION
In this section, we evaluate the viability of the proposed framework by predicting the WCET of a test program that intensively accesses hardware resources. We predict the WCET of the program deployed onto varying hardware and software platforms shown in TABLE I. M1 and M2 are virtualized systems with a Xen VMM and a para-virtualized Linux guest OS. M3 and M4 are non-virtualized systems with a native Linux OS. We particularly chose the Linux OS on top of an x86-based processor as our test target since it has been widely considered as a in-vehicle infotainment platform (Macario et al., 2009; Schroeder, 2010) .
In order to concentrate on the proposed mechanism by reducing the impacts of other techniques employed in our framework such as IPET and make experimental results easier to analyze, we designed a new system call and implemented it into the Linux OS used in our experiments. This allowed us to avoid pessimism caused by the unstructured code and dynamic procedure calls frequently appearing in the existing Linux system calls.
According to the steps defined in the proposed framework, we first modeled the WCET of a given program. We wrote a simple test program that intensively accessed hardware resources via our system call, as shown in Figure 9 (a). We replaced the system call invocation appearing in the test code with an NOP instruction and flushed cache at that point to analyze the WCETs of the basic blocks. NOP is an idle instruction which does nothing in a given CPU cycle. We measured the cycle counts of basic blocks using PTLsim (Yourst, 2007) which is a cycle accurate x86 microprocessor simulator that models the out-of-order execution of the full x86 instruction set. As a result, WCET T of the program is formulated as T=148+1000×s flushcache cycles where s flushcache is the WCET of the system call we have added. The constant 148 was computed by PTLsim and accounts for the execution of instructions for loop initiailization, termination and calling convention for function test(). T is maximized when input variable n has its maximum value of 1000.
Next, we modeled the WCETs of the system call invoked by the test program. The source code of the system call in a para-virtualized Linux OS and a native Linux OS is shown in Figure 9 (b) and (c), respectively. It iterates a loop exactly 1,000 times while performing two operations. The first is the cache flush operation implemented via a hypercall in a para-virtualized Linux OS and via privileged instructions WBINVD in a native Linux OS. The second is an I/O activity implemented via an IN instruction in both OSes. In order to analyze the WCETs of the basic blocks of the system call, we replaced the hypercall and privileged instructions with NOP instructions and executed the code using PTLsim.
For a para-virtualized Linux, the WCET of the system call is formulated as s flushcache =7702+1000×(v mmuext +v emul_in ) cycles. The constatnt 7702 was computed by PTLsim and accounts for the execution of instructions for loop initialization, termination and system call dispatching. It has two free variables: v mmuext is the WCET of the hypercall on line 6 and v emul_in the WCET of the emulation of IN instruction on line 8. v mmuext and v emul_in were also analyzed via PTLsim. For a native Linux, the WCET of the system call is simply formulated as s flushcache =7847 cycles. This number was also computed by PTLsim. Figure 10 summarizes the WCET models formulated in the previous steps. We computed the WCET of the test program running on a specific platform by composing the WCET models. As a relative measure of the WCET prediction accuracy, we used the maximal observed execution time. This allowed us to avoid analyzing the exact WCET which is impractical due to too large a state space to explore (Wilhelm et al., 2008) . Thus, we measured the execution time of the test program by actually running it on a target platform. The predicted WCETs and the maximal observed execution times are shown in Table II . It is clear that our framework is able to predict the WCET of an application running on diverse types of software and hardware platforms, either a VM or a real machine. Our framework is also able to predict an accurate WCET with the overestimation being less than 3% of the maximal observed execution time. The source of the overestimation is in the conservative modeling of modern CPU architecture such as out-of-order execution and branch prediction.
RELATED WORK
Virtualization techniques can be classified according to the abstraction level to which a system is virtualized. Two most widely adopted techniques in industry are system virtualization and process virtualization. In this paper, we have addressed the WCET prediction of an application running on a system virtual machine. For system virtualization, there are a few approaches to predicting the average-case performance of an application running on a VMM. They rely on a stochastic performance model such as a linear model (Wood et al., 2008b) , an artificial neural network (Kundu et al., 2010 ) and a queuing network (Benevenuto et al., 2006; Menasce, 2005) . In these approaches, a profiling data set is collected by executing a set of applications on diverse VMMs. Then the model parameters are estimated by training the model using the data set. They aim to predict an application's averagecase performance metrics such as resource utilization, memory bandwidth and transactions per second. To the best of our knowledge, no attempts were reported to predict the WCET of an application running on a VMM.
For process virtualization, the problem of predicting the WCET of an application running on a Java Virtual Machine is addressed (Bate et al., 2002; Puschner and Bernat, 2001) . These approaches are similar to ours in a sense that they also model the WCET of an application as a function of the WCET required to execute each Java byte code instruction. Our framework has a greater modeling ability since we allow for the hierarchical WCET modeling of a guest OS and VMM services.
There have been significant research efforts for predicting the WCET of a given program since the late 80's. A comprehensive survey on existing WCET analysis techniques are provided in (Puschner and Burns, 2000; Wilhelm et al., 2008) . Most existing techniques belong to static analysis and there are some approaches to dynamically estimating WCET depending on the runtime states of a program (Lisper, 2003; Vivancos et al., 2001) . Most static analysis techniques involve three phases. First, constraints on feasible execution paths such as maximum loop iterations are found in the flow analysis phase. Second, the WCET of each straight-line code segment is derived in the low level analysis phase. Third, the WCET of a program is estimated from the flow and low level timing information in the calculation phase. IPET is one of the most common techniques proposed for the calculation phase (Lisper, 2006) .
CONCLUSION
In this paper, we have proposed a framework for predicting the WCET of a given application running on a VMM. We first modeled the WCET of an application as a function of WCETs of system calls provided by the underlying OS. Second, we modeled the WCETs of the system calls as a function of services provided by the underlying VMM. The WCETs of VMM services were simply analyzed by an existing WCET analysis technique. At the integration time of an application, the WCET models and the WCETs of VMM services are composed together to instantiate the WCET of the given application. By doing so, system calls appearing in the application code are transparently bound to the WCETs of VMM services. With experiments, we showed that our framework is a viable means to predict the accurate WCET of an application running on varying software and hardware platforms.
There is a future research direction to further elaborate on our framework. We are looking to incorporate dynamic resource availability into the WCET modeling of system calls. Execution times of I/O system calls are heavily dependent on the run-time states of a VMM or the physical resource availability. For example, the write() system call may exhibit a huge variance in its execution time depending on whether a VMM actually issues a disk I/O operation or whether the requested resource is available in the target physical I/O device. Formulating the WCET of the write() call as a function of run-time states of a VMM and the resource availability of I/O devices would greatly improve the accuracy in WCET prediction. 
