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Abs t rac t  
T h i s  paper descr ibes enhancements t o  t h e  rea l -  
t i m e  process ing and d i s p l a y  systems o f  t h e  NASA 
Western Aeronaut ica l  Test Ranye (WATR). Disp lay 
p rocess ing  has been moved ou t  o f  t h e  te lemet ry  and 
r a d a r  a c q u i s i t i o n  process ing systems (TRAPS) 
super-minicomputers i n t o  u s e r / c l i e n t  i n t e r a c t i v e  
g raph ic  workstat ions.  
t o  t h e  workstat ions by way o f  Ethernet .  Future 
enhancement p lans i n c l u d e  use o f  f i b e r  o p t i c  cable 
t o  rep lace  the  Ethernet. 
Heal-t ime data i s  provided 
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t e l e m e t r y  
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p rocess ing  system 
I n t r o d u c t i o n  
The r e a l - t i m e  process ing and d i s p l a y  systems 
element o f  t h e  NASA Western Aeronau t i ca l  Test  
Range (WATR) has been enhanced t o  i n c l u d e  h igh-  
r e s o l u t i o n  i n t e r a c t i v e  p r o g r a m a b l e  graphics 
workstat ions.  D isp lay  process ing has been moved 
t o  t h e  works ta t i ons  f rom t h e  te lemet ry  and radar 
a c q u i s i t i o n  process ing system super-minicomputers 
(TRAPS). 
t h e  TRAPS t o  t h e  works ta t i ons  through Ethernet .  
Use of i n t e l l i g e n t  programmable works ta t i ons  
f o r  g raph ic  d i s p l a y s  s u b s t a n t i a l l y  reduces t h e  
TRAPS workload, a l l ows  f o r  s o p h i s t i c a t e d  th ree -  
dimensional graphics w i t h o u t  impact ing t h e  
c r i t i c a l  a c q u i s i t i o n  system software, and pro-  
v ides  g r e a t e r  f l e x i b i l i t y  i n  d i s p l a y  design and 
recon f igu ra t i on .  
Real-t ime data a re  t r a n s m i t t e d  f rom 
Western Aeronaut ica l  Test Range 
The NASA Western Aeronau t i ca l  Test Range 
(WATR) o f  Ames Research Center conducts aeronauti- 
c a l  research miss ions (Fig. 1) w i t h i n  t h e  l a r g e s t  
i n l a n d  t e s t  range i n  t h e  c o n t i n e n t a l  Uni ted States 
(F ig .  2). The WATH prov ides m iss ion  c o n t r o l  cen- 
t e r s  (MCC), comnunication and t r a c k i n g  systems, 
and r e a l - t i m e  computation and d i s p l a y  c a p a b i l i t i e s  
t o  suppor t  a wide v a r i e t y  o f  a i r c r a f t  (Fig. 3). l  
A t  Ames-Dryden F l i g h t  Research F a c i l i t y ,  
32-bi t super-mi nicomputers a re  used t o  p rov ide  
t e l e m e t r y  and radar  data r e a l - t i m e  pr0CeSSing 
and d i s t r i b u t i o n .  Eve r - i nc reas ing  comp lex i t y  
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and s o p h i s t i c a t i o n  o f  research a i r c r a f t  has i n  
t u r n  demanded more and more o f  t h e  r e a l - t i m e  com- 
p u t e r  hardware (F ig .  4).2 Slower computers have 
been rep laced w i t h  f a s t e r  models. Custom memory 
i n t e r f a c e s  and high-speed f i b e r  o p t i c  da ta  buses 
have been desiyned and f a b r i c a t e d  t o  keep up w i t h  
t h e  increased demands f o r  r e a l - t i m e  i n f o r m a t i o n  
i n  t h e  miss ion c o n t r o l  c e n t e r  (F iy .  5 ) .  
A Measure o f  Data 
Newer research a i r c r a f t  such as t h e  forward- 
swept winy X-29 have f o r c e d  t h e  development o f  
s o p h i s t i c a t e d  r e a l - t i m e  g raph ics  d i sp lays .  A l l  
r e a l - t i m e  d i s p l a y s  i n  t h e  MCCs have i n  t h e  past  
been d r i v e n  by t h e  pr imary computat ional  suppor t  
hardware: t h e  TRAPS computers. As graphics 
d i s p l a y  requirements have increased, t h e  l oad  on 
t h e  THAPS has a l s o  increased. Newer and f a s t e r  
hardware has prov ided some r e l i e f .  Another 
approach t o  reducing t h e  l oad  i s  t o  move some 
o f  t h e  computation outboard t o  i n t e l l i g e n t  
g raph ic  workstat ions.  Th is  approach has been 
implemented a t  Ames-Dryden us ing  h i g h - r e s o l u t i o n  
graphics works ta t i ons  t h a t  rece ive  r e a l - t i m e  
eng ineer ing  u n i t  da ta  f rom t h e  TRAPS computers 
through Ethernet .  
Graphics a p p l i c a t i o n s  consume l a r y e  q u a n t i t i e s  
o f  computer capac i t y  and so a r e  i d e a l  candidates 
f o r  outboard so lu t i ons .  Several graphics worksta- 
t i o n s  from va r ious  vendors were examined. High- 
r e s o l u t i o n  32 -b i t  UNIX-based (UNIX  i s  a r e g i s t e r e d  
trademark o f  AT&T B e l l  Laborator ies,  Murray H i l l ,  
New Jersey) i n t e r a c t i v e  g raph ics  works ta t i ons  
were i n s t a l l e d  (F igs.  6 and 7). 
t r i b u t i o n  methods were examined w i t h  an eye t o  
m in im iz ing  problems assoc ia ted  w i t h  an expected 
r a p i d  growth i n  t h e  number o f  a t tached worksta- 
t i o n s .  Reasonable data throughput  r a t e s  and 
maximum c o m p a t i b i l i t y  w i t h  f u t u r e  changes i n  
t h e  TRAPS hardware were a l s o  cons ide ra t i ons .  
Ethernet  was t h e  d i s t r i b u t i o n  medium chosen f o r  
t h e  workstat ions.  
A t  t h e  same t ime,  eng inee r iny  u n i t  data d i s -  
Add Two Tablespoons o f  Sof tware 
Each TRAPS con ta ins  two super-mi nicomputers 
connected by 65,536 3 2 - b i t  words o f  shared memory. 
A t  t h e  TRAPS end o f  t h e  E the rne t  cable, r e a l - t i m e  
data i s  conver ted t o  eng ineer ing  u n i t s  by one 
o f  t h e  two TRAPS computers, p laced  i n  a c u r r e n t  
values t a b l e  (CVT) i n  a shared memory p a r t i t i o n ,  
t hen  e x t r a c t e d  f rom t h e  CVT and d i s t r i b u t e d  over  
Ethernet  by a FORTRAN 77  program runn ing  i n  t h e  
second THAPS computer (F ig .  8). Up t o  f o u r  work- 
s t a t i o n s  a re  serv iced,  round-robin fashion,  a t  
up t o  t e n  samples/sec. This  FORTRAN proyram ac ts  
as a server ,  and i s  a c t i v a t e d  be fo re  t h e  worksta- 
t i o n s  at tempt  t o  connect. It should be mentioned 
t h a t  t h i s  FOHTHAN 77 Ethernet  se rve r  proyram i s  
on l y  one o f  severa l  r e a l - t i m e  tasks  execu t ing  con- 
c u r r e n t l y  i n  t h e  second TRAPS computer. 
The ac tua l  maximum sample r a t e  i s  most depen- 
dent  on t h e  number o f  works ta t i ons  being serviced. 
I n  o rde r  t o  ma in ta in  a u n i f o r m  update r a t e  across 
a l l  workstat ions,  packets a re  pushed o u t  i w d i -  
a t e l y  as they a r e  formed. Since each works ta t i on  
may be running a d i f f e r e n t  a p p l i c a t i o n ,  each must 
be a b l e  t o  c o n t r o l  the r a t e  a t  which i t  rece ives  
data. An acknowledgement scheme i s  used, whereby 
each t i m e  a workstat ion reads a data packet, i t  
sends an acknowledgement back t o  t h e  TRAPS server  
process. Thus t h e  e f f e c t i v e  sample r a t e  f o r  each 
w o r k s t a t i o n  may d i f f e r .  Cur ren t l y ,  each worksta- 
t i o n  rece ives  da ta  packets customized t o  i t s  
needs; t h a t  i s ,  t h e  data sent t o  works ta t i on  "A" 
i s  on l y  what it needs, and may be t o t a l l y  d i f -  
f e r e n t  f rom what i s  sent t o  works ta t i on  V." 
An improved d i s t r i b u t i o n  scheme, where a l l  data 
i s  a v a i l a b l e  t o  a l l  workstat ions regard less of 
i n d i v i d u a l  requirements, i s  i n  t h e  e a r l y  des ign 
stage. Th is  " d i s t r i b u t e d  CVT" des ign w i l l  use 
f i b e r  o p t i c s  and custom memory i n t e r f a c e s .  
f a c e  r o u t i n e s  were w r i t t e n  i n  t h e  "C" language, 
f o r  t asks  opera t i ng  w i t h i n  t h e  UNIX (System V )  
environment. 
f a c e  r o u t i n e s  was w r i t t e n ,  c o n t a i n i n g  t h e  s tandard 
1/0 f u n c t i o n s  necessary f o r  a c l i e n t / r e c e i v e r  
t a s k :  OPEN, READ, STOP, START, and CLOSE. 
On t h e  c l i e n t  end o f  t h e  Ethernet  cable, i n t e r -  
One se t  o f  gener i c  Ethernet  i n t e r -  
App l i ca t i ons ,  To Taste 
Three g raph ic  d i sp lay  a p p l i c a t i o n s  have 
been implemented so f a r  u s i n g  t h e  data d i s t r i b u -  
t i o n  mechanisms p rev ious l y  described. The f i r s t  
a p p l i c a t i o n  t o  be brought o n - l i n e  was r e a l - t i m e  
i n t e r a c t i v e  map (RIM, Fig. 9). The pr imary pur- 
pose o f  R I M  i s  t o  rep lace a two-dimensional pen- 
and-ink p l o t b o a r d  t h a t  t r a c e s  t h e  pa th  o f  research 
v e h i c l e s  over a p rep r in ted  map d u r i n g  a f l i g h t  
(F!g. 10). Radar provides t h e  e s s e n t i a l  da ta  f o r  
t h i s  a p p l i c a t i o n .  A major enhancement t o  t h i s  
a p p l i c a t i o n ,  made poss ib le  by t h e  use o f  an 
i n t e l l i g e n t  graphics workstat ion,  was t o  a l l o w  
a l t e r n a t e  views such as a p i l o t ' s - e y e  view o r  t h e  
view f rom an imaginary chase p lane  s i t u a t e d  j u s t  
behind t h e  research vehicle. 
The second a p p l i c a t i o n  c u r r e n t l y  ope ra t i ona l  
i s  master graphics i n t e r a c t i v e  console (MAGIC). 
MAGIC i s  a genera l i zed  graph generator  produciny 
v a r i a b l e - s i z e  p l o t s  o f  y as a f u n c t i o n  o f  x and y 
as a func t i on  o f  t i m e  (F iy .  11). A r b i t r a r y  p o l y -  
gonal shapes can be o v e r l a i d  on any o f  these 
graphs t o  d e l i n e a t e  c r i t i c a l  boundary cond i t i ons .  
Graphs can be Sized, pos i t i oned ,  and co lo red  as 
des i red.  
16 graphs, can be d e f i n e d  and s t o r e d  f o r  l a t e r  
use. 
c a l l y  i n  a manner s i m i l a r  t o  t h a t  used on alphanu- 
mer i c  d i s p l a y  devices. 
course, obta ined i n  r e a l - t i m e  over  Ethernet .  
bus i s  a s p i n  a l e r t  d i s p l a y  f o r  h iyh-angle-of -  
a t t a c k  research f l i g h t s  (F ig .  12). These exper i -  
ments d e l i b e r a t e l y  s e t  up f l i g h t  p r o f i l e s  w i t h  a 
h i g h  p r o b a b i l i t y  o f  i n d u c i n g  a s p i n  cond i t i on .  
t h e  a i r c r a f t  does e n t e r  a s p i n  c o n d i t i o n ,  ground 
c o n t r o l l e r s  need t o  know immediately t h e  s t a t e  o f  
c o n t r o l  sur faces t o  a s s i s t  t h e  p i l o t  i n  recove r ing  
from t h e  spin. 
t h e  s o p h i s t i c a t e d  three-d imensional  c a p a b i l i t i e s  
o f  t h e  graphics w o r k s t a t i o n  and uses p o s i t i o n  and 
c o l o r  on a s i n g l e  page, two-dimensional d i s p l a y  t o  
convey i n f o r m a t i o n  as q u i c k l y  as poss ib le .  
Concluding Remarks 
Up t o  t e n  pages, each con ta in iny  up t o  
MAGIC can a l s o  d i s p l a y  t h e  data nongraphi- 
The data f o r  M A G I C  i s ,  o f  
The l a t e s t  a p p l i c a t i o n  o f  t h e  Ethernet  da ta  
- 1  
I f  
# 
The s p i n  a l e r t  d i s p l a y  forsakes 
The NASA Ames Western Aeronau t i ca l  Test Range 
has s u c c e s s f u l l y  extended t h e  u s e f u l  l i f e  o f  i t s  
p r imary  r e a l - t i m e  TRAPS computer hardware by o f f -  
l o a d i n g  compute-i n t e n s i v e  appl i c a t i o n s  t o  i n t e l -  
l i g e n t  graphics workstat ions.  
t h e  works ta t i ons  i n  r e a l - t i m e  by way o f  Ethernet  
u s i n g  t h e  TCP/IP Ethernet  p r o t o c o l .  
t i o n s  p rov ide  enhanced i n t e r a c t i v e  u s e r / c l i e n t  
d i  sp lay  systems whose g raph ics  capabi 1 i t y  does 
n o t  impact TRAPS operat ion.  
Data i s  supp l i ed  t o  
The worksta- 
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