Abstract. Pattern-avoiding binary fillings of Young diagrams were first defined and studied by A. Postnikov. Important examples are Γ -diagrams, that are related to decorated permutations and positive Grassman cells. Other examples are acyclic orientations of a graph defined from the Young diagram. Using reccurence relations, he could prove that the numbers of such fillings are equal, for these two examples in any Young diagram. A. Spiridonov extended this recurrence relation and proved that many pattern pairs are equivalent, in the sense that for any Young diagram the numbers of the corresponding pattern-avoiding fillings are the same. We give here new bijective proofs of this fact for some pattern pairs, including the one first proved by Postnikov. Our bijections preserve the parameters "number of zero columns" and "number of unrestricted rows".
Introduction
In his work on the combinatorics of the totally positive part of the Grassmanian, A. Postnikov [3] introduced some diagrams that he called Γ -diagrams. Let λ be a Young diagram, a Γ -diagram T of shape λ is defined as a filling of every entry of λ with a 0 or a 1 such that for any 0 in T , all entries to its left (in the same row) are 0s, or all entries above it (in the same column) are 0s. This definition is equivalent to the following pattern avoiding definition: a diagram filled with zeros and ones is said to be a Γ -diagram, if it avoids patterns In the sequel, we consider that the diagrams are always filled with zeros and ones. At the end of [3] , Postnikov shows that the number of Γ -diagram of shape λ is equal to the number of acyclic orientations of some graph G λ that we will define in the next paragraph. His proof goes recursively. Let f λ (j) be the number of Γ -diagrams of shape λ filled with j ones and let F λ (q) be the polynomial k f λ (j)q j . The polynomial F λ (q) satisfies a very simple recurrence derived by L. Williams in [7] for a fixed corner and generalized by A. Postnikov [3] . Indeed let us pick a corner box x of the Young diagram of shape λ. Let λ (1) , λ (2) , λ (3) and λ (4) , be the Young diagrams obtained from λ by removing, respectively, the box x, the row containing x, the column containing x, the column and the row containing x. Then it is easy to see that F λ (q) = 1 if |λ| = 0 and (1) F λ (q) = qF λ (1) (q) + F λ (2) (q) + F λ (3) (q) − F λ (4) (q) otherwise. For a partition λ ⊂ (n−k) k , the graph G λ is the bipartite graph on the vertices 1 . . . k and 1 ′ . . . (n−k) ′ with edges (i, j ′ ) corresponding to boxes (i, j) of the Young diagram of shape λ. Let χ λ (t) be the chromatic polynomial of the graph G λ . A. Postnikov [3] establishes that χ λ (t) = 1 if |λ| = 0 and
otherwise. According to [5] , the value (−1) n χ λ (−1) equals the number ao λ of acyclic orientations of the graph G λ . Specializing equation equation (1) at q = 1 and (2) at t = −1, one obtains that ao λ and F λ (1) satisfy the same recurrence and have the same boundary condition and are therefore equal for any λ.
The acyclic orientations of the graph G λ are in bijection with some fillings of the diagram of λ with zeros and ones which are called X-diagrams. A diagram is said to be an X-diagram, if it avoids patterns 10 01 and 01 10 . This bijection is very simple. The filling of a cell (i, j) is 0 (resp. 1) if and only if the orientation of the edge (i, j ′ ) is i → j ′ (resp. i ← j ′ ). One can check that the pattern avoidance for the X-diagrams is equivalent to the cycle avoidance for the orientation. Details can be found in [3, 4] . Therefore X-diagrams and Γ -diagrams are equivalent in the following sense:
For every Young diagram λ, the number of X-diagrams of shape λ is equal to the number of Γ -diagrams of shape λ.
A. Spiridonov [4] then made an extensive study on which pairs of patterns are equivalent, for more general shapes than Young diagrams; for instance he shows that X-diagrams and L-diagrams are also equivalent. In this case, a diagram is said to be an L-diagram, if it avoids patterns 11 01 and 10 01 . His proofs use exactly the same recursive method as in [3] .
In this paper, we give bijective proofs for the equivalence of these three families of diagrams:
• the Γ -diagrams which avoids patterns In particular in Section 3 we describe an explicit bijection proving the equivalence of the two first families. From the description of this map we derive another bijection in Section 4, proving the equivalence of the last two families. As the bijection conserves the columns filled with zeros, we get a direct corollary linking permutation tableaux [1, 2, 6] (which are Γ -diagrams with no zero column) with X-diagrams with no zero column:
There exists a bijection between X-diagrams of shape λ with no zero column and k unrestricted rows and permutation tableaux of shape λ with k unrestricted rows.
The length of a diagram is known to be the number of columns plus the number of rows of the diagrams. Permutation tableaux of length n with k unrestricted rows are known to be related to the Stirling numbers of the first kind [2] . We immediately get that:
Corollary 2. The number of X-diagrams of length n with no zero column and k unrestricted rows is equal to the number of permutations of {1, . . . , n} with k cycles.
The second bijection between X-diagrams and L-diagrams gives exactly the same theorem as Theorem 1 where Γ is changed to L. We start with a few definitions and properties of the diagrams in Section 2 and present the two bijections in Sections 3 and 4.
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Firsts results on the structure of X-diagrams
These lemmas will be very useful; all proofs are quite direct applications of the definitions. Proof. We show that the first condition implies the last one, all other implications are proved with similar arguments. So let M be a rectangular submatrix of an X-diagram (in particular M is also an X-diagram). Let x, y > 0 be such that M (x, y) = 0 and the x th row of M has a maximal number of 1s. Now if there is z such that M (z, y) = 1, by the pattern-avoidance condition we have M (x, t) = 1 =⇒ M (z, t) = 1 for any t = y. This means that the z th row has strictly more 1s than the x th , which contradicts the definition of x.
We obtain immediately the following statement.
Corollary 3. Let T be an X-diagram of rectangular shape.
• If T ′ is obtained from T by permuting rows, T ′ is also an X-diagram.
• If T ′ is obtained from T by replacing a row with a copy of another row, T ′ is also an X-diagram.
There is also a similar statement with columns instead of rows.
A bijection between X-diagrams and Γ -diagrams
We first give, for every λ, an explicit bijection φ between X-diagrams of shape λ and so-called mixed diagrams of shape λ. Once φ is defined, there is a simple description of the bijection Φ between Xdiagrams and Γ -diagrams.
3.1. The map φ. We now define the bijection φ between X-diagrams of shape λ and mixed diagrams of shape λ.
Definition 2. In this section, a mixed diagram of shape
Step 0 Let T be an X-diagram of shape λ. If every 0 in the k th row of T belongs to a column filled with 0s (in other words, the k th row is unrestricted), we simply put φ(T ) = T . In particular, if the k th row is filled with 1s we have φ(T ) = T . Otherwise, we define j such that j ≤ λ k and the j th column has the following properties:
• there is a 0 in bottom position and it contains at least a 1,
• it has a maximal number of 1s among columns satisfying the previous property,
• it is in leftmost position among columns satisfying the two previous properties. Next, we define M as the rectangular submatrix of T obtained by:
• selecting columns from j + 1 to λ k , • selecting the x th row if T (x, j) = 1 or x = k. Note that by Lemma 1 and since T (k, j) = 0, rows have been selected such that the last row of M has a minimal number of 1s. Next, we define:
• u 1 as the minimal number of 1s in a row of M , • u 2 as the minimal number of 1s, in a row of M having strictly more than u 1 1s, • And so on, up to u m , which is the maximal number of 1s in a row of M . So we have u 1 < · · · < u m , and m is the number of distinct rows in M .
Step 1
For every i from 1 to j − 1, replace the content of the entry (k, i) of T with a 0.
Step 2 At this step we operate on rows of M . We distinguish two different cases.
• Case 1, assume that at least two rows of M have a minimal number of 1s. Then replace the last row of M with a row having u m 1s.
• Case 2, only one row of M has a minimal number of 1s. Then we modify M by:
-replacing every row of M having u i 1s, with a row having u i−1 1s, for i from 2 to m;
-replacing the row of M having u 1 1s, with a row having u m 1s. Finally, φ(T ) is defined to be the resulting diagram after this two-step transformation.
Remark: Note that after performing the first case of step 2, there are at least two rows in M with a maximal number of 1s. But after performing the second case of step 2, there is only one row in M with a maximal number of 1s. . Let us assume that we performed case 2 of step 2.
As
∈ {j + 1, . . . , λ k }, and y 2 ∈ {j + 1, . . . , λ k }. So suppose x 1 , x 2 are such that:
we have to prove:
By Lemma 2, equation (3) implies that there is y 3 ∈ {j + 1, . . . , λ k } such that:
T (x 1 , y 3 ) = 1 and T (x 2 , y 3 ) = 0.
By the pattern-avoiding condition in T , this equation implies that:
T (x 1 , y 1 ) = 0 or T (x 2 , y 1 ) = 1.
And since the y Proof. If the k th row is unrestricted, we have T = φ(T ) and there is no column having a 0 in bottom position and containing at least a 1, so the equivalence is clear in this case. Now if the k th row is restricted, the first (resp. second) set of properties define a unique column in T (resp. φ(T )), so it is enough to prove one implication, the equivalence follows immediatly. We prove the direct implication.
We suppose that j is such that the first set of properties is satisfied and we have to prove the two points in the second set of properties. Since the j th column of φ(T ) is the same as in T , the first point is clear. By construction of the map φ, if we select columns j + 1, . . . , λ k in φ(T ), we get a rectangular matrix such that the k th row has a maximal number of 1s. Thanks to Lemma 1, we know that every 0 in the k th row of this matrix belong to a column filled with 0s; therefore the second point is proved.
Lemma 5. Let T be an X-diagram, and j such that j ≤ λ k . As in the previous lemma, assume that the j th column of T has the following properties: • There is a 0 in bottom position and it contains at least a 1, • It has a maximal number of 1s among columns satisfying the previous property, • It is in leftmost position among columns satisfying the two previous properties. Then for every i such that i < j, we have:
• If the k − 1 first entries of the i th column contain at least as many 1s as the j th column, then T (k, i) = 1.
• If the k − 1 first entries of the i th column contain strictly less 1s than the j th column, then
Proof. It is a direct consequence of the properties defining the j th column of T .
Proposition 2. The map φ is a well-defined bijection between X-diagrams of shape λ and mixed diagrams of shape λ. Moreover for every i > 0, the i th column of T is filled with 0s if and only if the i th column of φ(T ) is filled with 0s; and T and Φ(T ) have the same set of unrestricted rows.
Proof. Gathering results from Lemmas 4 and 5, we have all information to define the inverse map. So, for a mixed diagram U , define φ −1 (U ) by the following process:
Step 0
If every 0 in the last row of U belongs to a column filled with 0s, we simply put φ −1 (U ) = U . Otherwise, we define j such that j ≤ λ k and such that the j th column has the following properties: • There is a 0 in bottom position and it contains at least a 1, • It is in rightmost position among columns satisfying the previous property. Next, we define M, u 1 , . . . , u m the same way as in the definition of φ.
Let p be the number of 1s in the j th column of U . For every i from 1 to j − 1, replace the content of the entry (k,i) of U with a 1 if the i th column of U contain at least p 1s.
Step 2 We distinguish two different cases.
• First, assume that at least two rows of M have a maximal number of 1s. Then replace the last row of M with a row having u 1 1s.
• In the second case, assume that only one row of M has a maximal number of 1s. Then we modify M by: -replacing every row of M having u i 1s with a row having u i+1 1s, for i from 1 to m − 1; -replacing the row of M having u m 1s, with a row having u 1 1s.
With this definition it is straightforward to check that φ • φ −1 is the identity on mixed diagrams and φ −1 • φ is the identity on X-diagrams. Therefore φ is a bijection. Now let us prove that φ and its inverse preserve every column filled with 0s. First, the j th column of T is the same as the j th column of φ(T ), and so are the i th columns in T and φ(T ) if i > λ k .
If i < j, only the last entry of i th column is possibly changed to a 0. If the i th column is filled with 0s in T , the same is clearly true for φ(T ). If the i th column of T is such that T (k, i) = 1, then it contains at least another 1, so the i th column of φ(T ) also contains at least a 1.
Now if we select columns from j + 1 to λ k in T and φ(T ), we get two rectangular matrix, such that each row that appears in one of them also appears in the other. This implies they have exactly the same set of columns filled with 0s.
It remains to prove that T and φ(T ) have the same set of unrestricted rows. By Lemma 4, the k th row of T is unrestricted if and only if the k th row of φ(T ) is restricted. If the k − 1 first rows of φ(T ) are the same as in T , the proposition is proved. Otherwise, it means that we performed the case 2 of step 2.
So we assume that we performed the case 2 of step 2. Let x be such that the x th row of T is restricted, so there are y and z < x such that T (x, y) = 0 and T (z, y) = 1. If it is possible to take y / ∈ {j +1, . . . , λ k }, we have φ(T )(x, y) = 0 and φ(T )(z, y) = 1, and the x th of φ(T ) is restricted. Otherwise we look at these different cases:
• φ(T )(x, j) = 0 and φ(T )
• φ(T )(x, j) = 1 and φ(T )(z, j) = 1: let N 1 , N 2 be as in the Lemma 2. The z th row of N 1 has strictly more 1s than the x th row of N 1 . From the definition of φ, Case 2 of Step 2, we also get that the z th row of N 2 has strictly more 1s than the x th row of N 2 , so that the x th row of φ(T ) is restricted.
• φ(T )(x, j) = 1 and φ(T )(z, j) = 0: this cannot happen because of the pattern-avoiding condition.
• φ(T )(x, j) = 0 and φ(T )(z, j) = 1: it would mean that it was possible to choose y / ∈ {j + 1, . . . , λ k }, contrary to the assumption. So in any case the x th row of φ(T ) is also restricted. This proves that the set of unrestricted rows of T contains the set of unrestricted rows of φ(T ). The reverse inclusion is proved in a completely similar way, knowing the explicit description of φ −1 .
3.2.
The map Φ. Let T be an X-diagram with k rows. We now define Φ(T ) by transforming T with the following algorithm:
For i from k to 1 Replace the i first rows of T with their image under φ End Proof. It is a direct consequence of the fact that φ preserves every column filled with 0s.
Proof. We obtain Φ(T ) by applying Φ to the k−1 first rows of φ(T ), so we can prove the result recursively on the number of rows (every diagram with just one row is an X-diagram and Γ -diagram, and Φ is the identity in this case).
Under the recurrence assumption, a 0 in the k − 1 first rows of Φ(T ) cannot have a 1 to its left and a 1 above it. Now suppose there is a 0 in position (k, i), (ie in the k th row) having a 1 to its left. We have to prove that the i th column of Φ(T ) is filled with 0s.
Since the k th row of Φ(T ) is the same as in φ(T ), we have φ(T )(k, i) = 0 and this 0 has a 1 to its left. But since φ(T ) is a mixed diagram, it implies that the i th column of φ(T ) is filled with with 0s. And since Φ preserves every column filled with 0s, it implies that the i th column of Φ(T ) is also filled with 0s. This completes the proof. 
End
With Lemma 7 and knowing that φ is bijective, it is clear that Φ −1 • Φ is the identity on X-diagrams and Φ • Φ −1 is the identity on Γ -diagrams, so that Φ is bijective. Moreover, the fact that φ and φ
preserve every column filled with 0s, directly implies the same fact for Φ and Φ −1 . Similarly, the fact that φ preserves the set of unrestricted rows implies the same property for Φ.
3.3. Examples. These examples contain no column filled with 0s, since such a column would be unchanged at every step of the process. This sequence of diagrams are the successive steps for the loop defining the map Φ. The thick lines indicate the limit between the upper part, which is to be replaced with its image under φ, and the lower part. Bold numbers indicate the jth column, where j is defined as before at each step. Suppose we start with: Next, i is set to 4, we have j = 2, and we are in case 2 of step 2. So the transformation is: Next, i is set to 3, we have j = 3, and we are in case 2 of step 2. So the transformation is: Next, i is set to 2, but now every 0 in the last row is in a column filled with 0s, so there is nothing to do: , which is easily checked to be a Γ -diagram. And in T as well as in φ(T ) only the first two rows are unrestricted.
A bijection between X-diagrams and L-diagrams
We now present a bijection Ψ between X-diagrams and L-diagrams. Its construction is very close to the one of Φ.
The map ψ.
Definition 3. Let α be the involution on diagrams of shape λ defined by the following property:
• the i th column of α(T ) is the
th columns of α(T ) and T are the same if i > λ k . We also define ψ = α • φ • α.
Proposition 4.
The map ψ is a bijection between X-diagrams of shape λ and diagrams of shape λ having the following properties:
• There is no occurence of patterns Proof. By Corollary 3, one can permute columns of an X-diagram and get another X-diagram. So α is a bijection from X-diagrams to X-diagrams, and also a bijection from mixed diagrams (as defined in the previous section) to diagrams having the properties as in the proposition. Knowing the properties of φ, the result follows since ψ = α • φ • α.
4.2.
The map Ψ. Let T be an X-diagram with k rows. We now define Ψ(T ) by transforming T with the following algorithm:
For i from k to 1
Replace the i first rows of T with their image under ψ End Proof. As in the previous section, we easily describe the inverse map of Ψ, using the following algorithm to define Ψ −1 (U ) for any L-diagrams U :
For i from 1 to k Replace the i first rows of U with their image under ψ −1
End
All details can be checked by following the structure of the previous section.
Remark: Note that transposition of a diagram preserves the pattern pair ( ). So once we have an explicit bijection between X-diagrams and L-diagrams we easily derive a bijection between X-diagrams and what we could call Γ-diagrams.
