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I. INTRODUCTION
As was noticed in Ref. 1 Jonas and Einsenhart 2, 3 knew that the iteration of fundamental transformations 2, 4 of a conjugate net generate a lattice built up of quadrilaterals. More recently this idea of interpreting transformed integrable as points on the corresponding integrable lattices was considered in Refs. 5 and 6. In Ref. 7 , following Demoulin 8 and Bianchi, 9 it was also observed that the circular lattice could be obtained by the iteration of Ribaucour-Bianchi transformations. 10, 9 On the one hand, in Refs. 11 and 12 we gave the -function formalism of conjugate and orthogonal nets and found the role of Miwa transformations in the construction of quadrilateral lattices. We extended further these ideas to the orthogonal net and the circular lattice. 13 On the other hand, we have a Grassmannian theory for conjugate and reduced nets as well as for their dressing transformations. 14, 15 The aim of this article is to generate, using these dressing transformations, the corresponding lattices, expressing the elements of the lattices in terms of the so-called Cauchy propagator. Thus, this article could be considered as an analytical version-of a geometric nature-of the folklore ''Darboux transformations discretise continuous integrable system. '' In this article we study conjugate nets and their reductions of pseudo-orthogonal, pseudosymmetric, and pseudo-Egorov types. In this respect we generalize the Grassmannian description 16, 17 of nets in Euclidean space 14, 15 to the pseudo-Euclidean case. We take advantage of this extension to present the characterization of the Baker functions, Cauchy propagator, and dressing transformations for these more general reductions. Although, the ‫ץ‬ dressing-as was discussed in Ref. 15 -is not adequate to generate lattices from the reduced nets, we introduce a limiting case of it, which we call singular dressing transformation, in order to generate the corresponding lattices. As these lattices are generated from reduced nets in pseudo-Euclidean space they are not of the standard circular or Egorov types. Indeed, we get integrable lattices that extend these lattices and that we have named as pseudo-circular and pseudo-Egorov lattices.
The contents of the article are as follows. In Sec. II we remind the reader of the Grassmannian formulation of conjugate nets, their reductions ͑now in pseudo-Euclidean space͒, and the corresponding dressing transformations, ‫ץ‬ and singular ͑note that even for the ‫ץ‬ -dressing the construction given here is more general than that of Ref. 15͒ . In Sec. III we generate quadrilateral lattices and give their geometrical elements, including those of the backward lattice, 18 in terms of the Cauchy propagator. Section IV is devoted to the generation, by means of singular dressing, of the reduced lattices. We first generate pseudo-circular lattices, then symmetric and finally pseudoEgorov lattices. Finally, in Sec. V we recover the dressing transformations of the lattices. The central idea is that of permutability: dressing transformations of the net permute. Hence, we could either first generate a lattice and then perform a general dressing, or first perform the general dressing of the net and then, through particular dressing transformations, generate a dressed lattice. We prove that the passage from the lattice to the dressed lattice is a discrete fundamental transformation. 19, 1, 20 We also show that for the reduced pseudo-circular case we get the generalization to this pseudo-Euclidean case of the discrete Ribaucour-Bianchi transformation. [20] [21] [22] We finally characterize the discrete fundamental transformations for the symmetric lattices of Ref. 18 .
We now proceed to briefly review some basic facts regarding geometric nets, lattices, and their transformations.
A. Geometric nets

Conjugate nets
In recent years 23, 24, 11 it has been found that the theory of integrable systems is a useful tool to study geometric nets xϭx(u 1 ,...,u N ) of conjugate type in R N . 25, 9 They are characterized by the Laplace equations
where H i are the so-called Lamé coefficients. The compatibility conditions for the above equations can be expressed in terms of the rotation coefficients ␤ i j ,
Each solution ␤ i j of ͑2͒ determines a family of parallel conjugate nets x given by the solutions of
Here X i stands for the renormalized tangent vectors of the net defined by
Reduced nets
Let us consider now conjugate nets in the pseudo-Euclidean space R p,q N with pϩqϭN. Thus, we have a nondegenerate symmetric bilinear form 
where H i and ␤ i j are the Lamé and rotation coefficients. For the rotation coefficients one has
For pϭN, qϭ0 we recover the Lamé system which characterize orthogonal nets. 26, 27, 9 It that case the metric ds 2 ϭ ͚ iϭ1 N H i 2 du i 2 is a flat diagonal metric, while in the pseudo-orthogonal case the flat metric is ds
A different reduction is the pseudo-symmetric one. Now we request
In this case we are dealing with potential conjugate nets; i.e., potentials functions exist such that
for any symmetric bilinear form ͗•, •͘.
A particularly important type of pseudo-orthogonal net is the pseudo-Egorov net. 27, 28 Now, we have a pseudo-symmetric pseudo-orthogonal net. From ͑8͒ and ͑5͒ we deduce that the pseudo- 
Transformations of conjugate nets
The fundamental transformation F(x) of a conjugate net x shares with x the same conjugate congruence; i.e., the lines ͗x,F(x)͘ intersect both nets along the coordinate lines. The fundamental transformation is given by [2] [3] [4] F i ͑ x͒ϭxϪ⍀͓X,*͔ ⍀͓,H͔ ⍀͓,*͔ ;
here ⍀͓,*͔ is a solution of
where k are scalar solutions of ͑3͒.
Ribaucour transformation
The Ribaucour transformation, 10, 27, 9, 4, 31 is the reduction of the fundamental transformation which preserves the orthogonal character of the net. Essentially, both orthogonal nets are tangent to families of hiperspheres in R N , and can be recovered by studying nets in quadrics. 31 Given functions i such that
B. Geometric lattices
Quadrilateral lattices
Among the N-dimensional lattices x:Z N →R N there is a distinguished class for which the elementary quadrilaterals are planar. 32, 33, 1 The planarity condition can be expressed by the following linear equation for suitably renormalized tangent vectors
being its compatibility conditions, and the following discrete Darboux equations
The points x of the lattice can be found by means of discrete integration of
where H i are solutions of equations
In the above formulas, T i is the translation operator in the discrete variable n i :
and ⌬ i ϭT i Ϫ1 is the corresponding partial difference operator. The discrete vectorial fundamental transformation 19,1 is given by
These are data for a new quadrilateral lattice x as far as i V, V a linear space, and i *V* being the dual of V, are solutions of ͑11͒ and ͑12͒, respectively. The linear operator ⍀(,*):W→V is defined by the compatible equations:
͑13͒
Reduced lattices
Quadrilateral lattices x:Z N →R N for which each quadrilateral is inscribed in a circle are called circular or cyclid lattices. 34, 35, 7, 36, 20 It can be shown that for the tangent vectors the constraint
is equivalent to the requirement that the lattice is circular. In Ref.
18 the symmetric and Egorov lattices were introduced-the Egorov lattice was also introduced by Schief. The symmetric lattice appears when backward and forward data of the lattice are related in a particular way. A circular, symmetric, and diagonal invariant lattice is called an Egorov lattice. It was proven that Egorov lattices are characterized by
When the data defining the fundamental transformation fulfills
⍀͑,*͒ϩ⍀͑,*͒ t Ϫ2⍀͑C,*͒ t ⍀͑C,*͒, the transformation preserves the circular reduction. 20, 37, 22 Comment: Continuous versions of these discrete vectorial fundamental transformations 37 appear in the continuous limit. The geometrical interpretation of these transformations can be found in Ref. 1 .
II. GRASSMANNIANS, CAUCHY PROPAGATOR, NETS, REDUCTIONS, AND DRESSING
In this section we review the results of Refs. 14 and 15 and extend them to the pseudoEuclidean reductions. We recall for the reader the Grassmannian scheme for conjugate nets as well as pivotal objects like the Cauchy propagator. We continue with the reductions in pseudoEuclidean space and finish studying dressing transformations-of ‫ץ‬ and singular types-and the corresponding reductions.
A. Grassmannians
The KP formalism of conjugate nets can be conveniently formulated in terms of the two families Gr ␥(r) , and Gr ␥(r) * of infinite-dimensional Grassmannians (␥(r)ª͕zC:͉z͉ϭr͖). 14 The elements WGr ␥(r) and VGr ␥(r) * are subsets of the space H ␥(r) of Laurent series
with coefficients a n in the algebra M N (C) of NϫN complex matrices, which converge on the circle ␥(r) and such that the projection on H ␥(r) ϩ ,
is a bijective map. Furthermore, W and V are assumed to be left and right modules, respectively, for the algebra M N (C). Each WGr ␥(r) has an associated W*Gr ␥(r) * defined as the set of those vH ␥(r) satisfying
Given WGr ␥(r) and VGr ␥(r) * the action of the KP flows are implemented by the multiplication
where uϭ(u 1 ,u 2 ,...,u N ) denotes N infinite sequences
B. Cauchy propagator
Given WGr ␥(r) , its associated Baker function is defined as the unique function ϭ(z,u) such that its restriction to ␥(r) is the element of W which admits a convergent expansion of the form
Similarly, the adjoint Baker function associated to W is defined as the unique function * ϭ*(z,u) such that its restriction to ␥(r) is the element of W* with a convergent expansion
Finally, the corresponding Cauchy propagator ͑see Refs. 38, 39, 14, and 36͒ is a Green function for the ‫ץ‬ operator
outside the disk D(r)ª͕zC:͉z͉Ͻr͖ which satisfies the following boundary conditions:
͑1͒ The restriction of ⌿ to ␥(r), as a function of z, is an element of W. ͑2͒ As z→ϱ,
The relation between the Baker functions and the Cauchy propagator is given by 14 ⌿͑z,zЈ,u͒ϭ 
͑20͒
where ␤ϭ␤(u) is ␤ªa 1 ϭϪa 1 * ,
The compatibility of these linear systems implies the Darboux equations
Thus, ␤ ik are the rotation coefficients for the family of parallel conjugate nets with tangent vectors and Lamé coefficients given by (X i ) j ϭX i j and the rows H i ϭH li , (lϭ1,...,N), respectively. Here
where N(z) and M(z) are appropriate matrix distributions. The corresponding conjugate nets x are the rows x i ϭx li , (lϭ1,...,N) of
D. Reductions
We introduce the following involution in the space of KP parameters:
The following notation convention is used:
We should stress that the following propositions 1, 2 and 3 were originally obtained-in Euclidean space-in the context of the ‫ץ‬ -formulation of integrable lattices in Refs. 36 and 18. Here we derived them following the Grassmannian scheme of Refs. 14 and 15. as it means that the rows of X, X i , from a pseudo-orthonormal basis. Moreover, from ͑23͒ we get
Pseudo-orthogonal reduction
that together with ͑20͒ implies for the X i ϭ i (0)N the system formed by ͑4͒ and ͑5͒.
Pseudo-symmetric reduction
We say that an element WGr ␥(r) satisfies the pseudo-symmetric reduction if for every v W*, it follows that ṽ (z)ªv(Ϫz) t I p,q W. 
extends to ␥(r) and the result follows.
Thus, parallel pseudosymmetric nets are given by the rows of x(u) of ͑22͒. Moreover, the potentials in ͑9͒ are
with G the symmetric matrix of the bilinear form ͗•, •͘.
Pseudo-Egorov reduction
The pseudo-Egorov reduction is the combination of pseudo-orthogonal and pseudo-symmetric reductions. Thus, an element WGr ␥(r) satisfies the pseudo-Egorov reduction if ͑i͒ for every wW, the function w (z)ªzw(z) is also in W, and ͑ii͒ for every vW*, the function ṽ (z)ªv(Ϫz) t is in W.
The pseudo-Egorov reduction implies the following properties for the Baker functions and the Cauchy propagators. 
E. Dressing methods
We review the dressing methods in the Grassmannian as presented in Refs. 14 and 15. We start with the ‫ץ‬ -dressing and then define the singular dressing. We end describing how these transformations can be constrained in order to preserve the reductions.
٢ -dressing
Let D(r) and D(r) be two disks centered at the origin with rϽr. Denote by ␥(r) and ␥(r) their respective boundaries, and by A the annulus D
(r)ϪD(r).
Given a matrix distribution RϭR(z,zЈ) with support in AϫA, it determines a ''dressing transformation'' For separable kernels of the type,
two sets of linearly independent M N (C)-valued distributions, the Cauchy propagators ⌿ and ⌿ associated with W and W , respectively, are related by
where we have introduced the following notation:
͑33͒
We also showed the following.
14
͑1͒
The dressing transformations for the Baker function (z), adjoint Baker functions *(z), and the matrix of rotation coefficients ␤ are
͑2͒
The dressed nets are then given by the corresponding rows of the matrix,
where
Singular dressing
The ‫ץ‬ -dressing generated by the separable kernel ͑31͒ has the following singular form. For every WGr ␥(r) the corresponding W Gr ␥(r) , W *Gr ␥(r) * are the sets of boundary values on ␥(r) of matrix functions wϭw(z), vϭv(z), respectively, satisfying 
N. ͑37͒
Comments:
͑i͒ These two dressing methods can be identified with iterated fundamental transformations of conjugate nets. 3, 4 In particular, the ‫ץ‬ -dressing constitutes a spectral interpretation of these transformations.
͑ii͒
The dressing transformations presented here are maps from Gr ␥(r) →Gr ␥(r) . However, both Grassmannians are obviously isomorphic as a subspace W Gr ␥(r) determines a unique subspace Ŵ Gr ␥(r) ϭ͕w(zr/r):w(z)W ͖. Hence, with this at hand it is clear that we can iterate these dressing transformations.
Dressing reduced nets
(a) Pseudo-orthogonal reduction: For the ‫ץ‬ -dressing when the dressing kernel satisfies the condition
then its corresponding dressing transformation preserves the pseudo-orthogonal reduction. Examples of separable kernels of this type are
with B kl M N (C) and B kl I p,q ϩI p,q B lk t ϭ0, which corresponds to the following identification
This is precisely the choice to take within the singular dressing in order to ensure the pseudoorthogonal reduction after the transformation. However, now there is an essential difference: now the matrix B kl is not constrained in any way. Now we apply the different relations characterizing the pseudo-orthogonal reduction. First, from the differential relation ͑23͒ between Baker and adjoint Baker functions we deduce that we can relate the following transformation data
as follows:
With the notation
we can write and we conclude
Then, the dressing is
From the above expressions we conclude the elementary singular dressing ͑corresponding to m ϭ1 and f 1 ϭ f P i with f a scalar function͒ coincides with the well-known Ribaucour-Bianchi transformation of orthogonal nets 10, 9 and both ‫ץ‬ -dressing and singular dressing are generalizations of it.
(b) Symmetric reduction: When the dressing kernel satisfies the condition
its corresponding dressing transformation preserves the symmetric reduction. Separable kernels of this type are
with C kl M N (C) and C kl I p,q ϪI p,q C lk t ϭ0, which corresponds to the following identification:
This is the proper choice to perform when dealing with the singular dressing in order to preserve the symmetric reduction but now the constant matrices C kl are completely free.
As for the pseudo-orthogonal reduction we use the relations characterizing the symmetric reduction. First, with the differential relation ͑26͒ between Baker and adjoint Baker functions we derive for the following transformation data
allows us to write
Thus, ͑27͒ gives
Finally, the dressing is
Comment: Observe that, apparently, in the singular dressing there is more freedom in the matrices B,C. However, this is not true in general, for if we assume, for example in the symmetric case, that the matrix Cϭ(C kl ) is invertible, then in the dressed Cauchy propagator there is no trace of these matrices; i.e., it is built up only in terms of the functions f k (z), while in the ‫ץ‬ -dressing these constant matrices do not disappear at all. Of course, the situation changes when the matrix C is not invertible.
III. QUADRILATERAL LATTICES GENERATED BY DRESSING TRANSFORMATIONS
We discuss here how the dressing transformations for conjugate nets generate quadrilateral lattices. We finish discussing the backward representation 18 of the lattice in this context.
A. ٢ -dressing and quadrilateral lattices
We shall consider within the N-component KP hierarchy a set of N ‫ץ‬ -dressing transformations with the jth transformation, say T j , being generated by the following separable kernel:
with a (i) and b (i) scalar spectral distributions. The Cauchy propagator ⌿(z,zЈ) satisfies
or, in terms of the shift operator ⌬ i ªT i Ϫ1,
The transformations T i are fundamental transformations and, following Jonas and Einsenhart, 2,3,1 their composition must generate a quadrilateral lattice. We can show explicit expressions of the geometrical objects defining the net in terms of the Cauchy propagator. For that aim we introduce the following definition.
Definition 1:
Then, we have the following proposition. 
Proposition 4: The following equation holds:
the coefficients Q i j satisfy the discrete Darboux equations
and h j fulfill
Proof: The first assertion follows from
The second is the compatibility condition for the just-deduced equation. That is,
and using the linear independence of C j , C k and the invertibility of T j and T k , we deduce the discrete Darboux equations. The compatibility of ͑50͒,
and as before we deduce the linear system for h. ᮀ We have just shown that the lth row x l of x has the property that the vectors ͕x l ,T i x l ,T j x l ,T i T j x l ͖ form a planar quadrilateral. To build up the quadrilateral lattice we need to give a meaning to T i n i with n i Z: first, for n i ϭ1 we identify T i 1 ϭT i ; second, to construct T i n i x (l) we just iterate ͉n i ͉ ‫ץ‬ -dressing transformations with kernels a j (i) (z) P i b j (i) (zЈ), jϭ1,...,n i . In each step we are sure that we are constructing a quadrilateral strip of the lattice. Thus, we deduce the following.
Theorem 1: The rows of the matrix 
B. Singular dressing and quadrilateral lattices
Analogous considerations as above lead to the same conclusions; i.e., the generation of quadrilateral lattices, as in the ‫ץ‬ -dressing but with the new definitions.
Definition 2: Discrete rotation coefficients and Lamé coefficients are given by
It is particularly relevant, as we shall see, in relation with the pseudo-orthogonal, pseudosymmetric, and pseudo-Egorov reductions.
C. Backward representation of the generated quadrilateral lattice
For the ‫ץ‬ -dressing generated quadrilateral lattice we introduce the following.
Definition 3: Discrete backward rotation coefficients and Lamé coefficients are given by
and then Proposition 6: The backward coefficients just introduced are subject to the following relations:
Proof: First we compute
Then, the compatibility of this equation, ⌬ i ⌬ j h k ϭ⌬ j ⌬ i h k , gives the discrete Darboux equations for Q i j . We also observe that
and its compatibility gives the linear system for Ĉ i . ᮀ This is the backward representation of the quadrilateral lattice as explained in Ref. 18 . Moreover, the functions i introduced there can be identified with
If instead of the ‫ץ‬ -dressing one uses the singular dressing, one only needs to perform the replacement 1Ϫ⍀ ii (ii) →Ϫ⍀ ii (ii) . For a further check we can evaluate
so that we obtain ͑2.8͒ of Ref. 18 , from where it is derived the -function expression i ϭT i /.
18
IV. PSEUDO-CIRCULAR, PSEUDO-SYMMETRIC, AND PSEUDO-EGOROV LATTICES GENERATED BY SINGULAR DRESSING TRANSFORMATIONS
The quadrilateral lattice generated by ‫ץ‬ -dressing does not admit the pseudo-circular or pseudo-symmetric reductions. This was the main motivation for us to consider the singular dressing which indeed allows for both reductions. Thus, we will use it to generate reduced lattices and show that they are of the pseudo-circular, symmetric, and pseudo-Egorov types, respectively. For the standard case I p,q ϭI N this was anticipated by Demoulin 8 and Bianchi 9 and we are following the path suggested in Ref. 7 .
A. Singular dressing and circular lattices
We consider the pseudo-orthogonal reduction and take the singular dressing for generating quadrilateral lattices with
In this way it is ensured that the dressing transformation is a Ribaucour-Bianchi transformation of the corresponding pseudo-orthogonal net. From ͑24͒ we deduce
͑52͒
As we choose N(z)ϭN␦(z), NO(p,q), we have for the Comberscure vectors 
Proof: From ͑52͒ it follows that
͑53͒
As we also have
we conclude
ᮀ Hence, following Ref. 18 , for pϭN and qϭ0 ͑the Euclidean case͒ the corresponding quadrilateral lattice is circular. Thus, we are dealing with extensions of the circular lattice to pseudoEuclidean spaces.
Observe that ͑53͒ implies which, in particular implies, for the i function introduced in ͑51͒,
As in the construction of the lattice we need to have a well-defined inverse i Ϫ1 . We require that
B. Singular dressing and symmetric lattices
For the symmetric reduction the associated quadrilateral lattice is generated taking
which ensures that in each step the symmetric reduction is preserved. In this case we have
In particular,
which gives, using Definition 2, the relation
After rescaling of the backward coefficients 18 Q i j →⑀ j ⑀ j Q i j we get a symmetric lattice as introduced in Ref. 18 .
A further check of this fact is the following. Proposition 8: The discrete rotation coefficients do satisfy
Proof: Replacing the explicit form of the discrete rotation coefficients given in Definition 2 we have
which, using ͑8͒, is easily shown to vanish as desired. ᮀ
C. Singular dressing and pseudo-Egorov lattices
We now take the pseudo-Egorov reduction and we generate the quadrilateral lattice with
which ensures that Egorov reduction is preserved-this corresponds to Miwa transformations of the CBKP hierarchy. In this case we have 
͑55͒
Proof: From
͗C j ,C j ͘ and ͑54͒ we derive
Hence, the desired statement follows. ᮀ Again, for the case pϭN and qϭ0, we conclude that the quadrilateral lattice happens to be of Egorov type ͑following Ref. 18 and Schief͒. Hence, ͑55͒ is our definition of pseudo-Egorov lattice.
V. INDUCING DRESSING TRANSFORMATIONS ON LATTICES
Either the ‫ץ‬ -dressing or the singular dressing, of the Cauchy propagator ͑33͒, ͑32͒, and ͑36͒, as fundamental transformations-say F-provide new conjugate nets x(t) from known ones x(t). We also have shown how to generate, using basic dressing transformations, quadrilateral lattices from them, say x(n,t) and x͑n,t͒. The important permutability property of these fundamental transformations gives the following commutative diagram
Furthermore, the transformation x(n,t)Ϫx(n,t), as we shall see, is a discrete fundamental transformation in the sense of Refs. 1 and 19. To check this point, first recall, either with the ‫ץ‬ -dressing or with the singular dressing, formulas ͑34͒, ͑35͒, and ͑37͒. Then, ͑49͒ implies for the transformation data, 
Proof: Although the proof given here is for the ‫ץ‬ -dressing, a similar proof holds for the singular dressing case.
We first evaluate
We continue with
In third place, recalling that ⌬ i j t (0)ϭ␤ (i) (T i ⌽ ji *) t , we find
Finally, collecting these results we arrive at
from where we conclude the first relation. ᮀ
B. Symmetric lattices
The same arguments as for the pseudo-circular lattice lead us to conclude that we are generating a discrete fundamental transformation that preserves the symmetric constraint.
In fact, we can derive the following characteristic equations Proposition 12: The transformation data ⌽ i j , ⌽ ji and the potentials j and i j are linked by
kl ϭ lk t .
Proof: The second equation is just ͑48͒. The first derives from the definition of the transformation data and ͑27͒ ᮀ Indeed, one can show that these are the only two requirements to impose to the fundamental transformation to preserve the symmetric reduction.
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