Abstract: Indoor visible light communications (VLC) require simultaneous illumination and communication. Hence, uniformity in the illumination is a key consideration for user comfort and data transfer in the VLC systems. Several run-length-limited codes have been proposed in the literature that mitigate flicker for single-input and single-output VLC systems. Recently, codes have been proposed for multiple-input multiple-output (MIMO) VLC systems. However, uniform illumination along with dimming control has not been considered for MIMO VLC systems. Hence, in this paper, we propose codes with generalized algorithms for encoding and decoding that maintain consistency in the illumination across space and time and achieve the desired dimming level. We present the expressions for code rate, run-length, and Hamming distance for the proposed codes. Through Monte Carlo simulations, we compare the code matrix error rate (CER) performance of the proposed codes with zero-forcing, minimum mean square error, and maximum likelihood based detectors for various number of transmit and receive antennas. We also compare the mutual information of the proposed codes for various number of transmit and receive antennas. The numerical results show that the proposed codes exhibit good performance while satisfying the design criteria.
Introduction
Nowadays, light emitting diodes (LEDs) are extensively used for indoor illumination due to their several advantages over the conventional sources of light [1] . Visible light communications (VLC) uses intensity modulation of optical sources like LEDs for wireless data transfer to achieve high data rates with little effect on perceived illumination by humans [2] , [3] . Given that the same LEDs are simultaneously used for illumination and communication in VLC, the user should not perceive changes in the intensity levels while the data is being transferred. The binary stream of data to be transferred can contain large streams of zeros (assuming ON-OFF keying (OOK)) which causes flickering whenever the duration of zeros exceeds the maximum flickering time period (MFTP) of 5 ms [4] , and hence, can cause discomfort to the human eyes. To mitigate this flicker effect, several run-length limited (RLL) codes have been proposed for single input single output (SISO) VLC systems [5] - [10] . All codewords of the RLL codes may not always have equal weight [5] which can cause inconsistency in the illumination. Hence, direct current (DC) balanced codes like 4B6B code [7] have been proposed for SISO VLC systems. The DC balanced codes have equal number of zeros and ones in all of their codewords ensuring constant weight codewords. In [11] - [13] , a generalized space shift keying technique and in [14] , a trace-orthogonal based pulse position modulation space time block code (STBC) has been designed for multiple input multiple output (MIMO) VLC systems. In [15] , a coding scheme for uniform illumination in MIMO VLC systems has been proposed. However, consistency in illumination for all the transmit antennas (LEDs) has not been considered. Novel angle diversity techniques for indoor MIMO VLC systems have been proposed in [16] . Optimal constellation design for 2 × 2 MIMO VLC system has been presented in [17] that results in improved error performance over the existing methods. However, consistency in illumination across different time slots has not been considered in these works. Spatial modulation schemes along with dimming control have been proposed in [18] and [19] , but, uniform illumination across both space and time has not been considered in them.
Given different times of the day, different brightness levels are required in order to maintain the desired ambiance [20] . To achieve desired ambiance, dimming levels have to be controlled. For this, addition of compensation symbols at the end of the RLL codes has been proposed for VLC systems in [21] . Addition of the compensation symbols corresponding to the desired dimming level to improve the bit error rate performance has been proposed in [22] . Novel schemes to achieve desired dimming levels for SISO VLC systems have been proposed in [23] , [24] . However, to the best of our knowledge this paper is the first work that jointly considers uniform illumination across space and time along with dimming control for MIMO VLC systems.
The contributions of this work are as follows.
r We propose novel code design that can be used to generate codes for MIMO VLC systems that provides uniform illumination across space and time conditioned on MFTP and maintain consistency in the illumination.
r We achieve the desired dimming levels based on the number of transmit antennas. r We consider the code rate, run-length, code matrix error rate (CER), mutual information, and
Hamming distance as the performance metrics for the proposed codes.
r We present simulation results comparing the performance of the proposed codes with zeroforcing (ZF), minimum mean square error (MMSE), and maximum likelihood (ML) based detectors for various number of transmit and receive antennas. The organization of the paper is as follows. In Section 2, proposed system model is presented. In Section 3, the algorithm for encoding and decoding of the proposed codes is discussed. Dimming support of the proposed codes with an algorithm to generate the code matrices that achieve the desired dimming level is presented in Section 4. In Section 5, code rate, run-length, CER, mutual information, and Hamming distance are analyzed for the proposed codes. Numerical results are presented in Section 6. In Section 7, some concluding remarks along with the possible future work are discussed.
Notations: The following notations are used in this paper. We use (.)!, . , ||.||, tr (.), |.|, (.) T , and E(.) to denote factorial operation, floor function, Frobenius norm, trace operation, determinant of a matrix, transpose operation, and expectation operation, respectively. The Q (.) function is defined as
System Model
The schematic of the VLC system considered in this work is shown in Fig. 1 . We consider a MIMO VLC system with N t transmit antennas and N r receive antennas. From the input bit stream at the transmitter (Tx), we assume that at a time k bit length message vector is passed through the encoder. The output of the encoder is considered to be N t bits per time slot each of which is uniquely mapped to a Tx antenna. These bits are then OOK modulated and transmitted through the respective Tx antennas. At receiver (Rx), the received signals from the N r Rx antennas over multiple time slots are jointly passed through the detector as shown in Fig. 1 . After ZF/ML/MMSE detection, the signals are processed by the decoder that generates a binary message vector of length k at a time at the Rx. Let H denote the channel gain matrix given by
where, h j i is the channel gain between j th Rx antenna and i th Tx antenna. Considering additive white Gaussian noise (AWGN) channel as in [25] , the received signal, Y can be represented as
where, E s is the intensity multiplication factor of X a , X a is the a th code matrix and N is the independent and identically distributed (i.i.d) additive white Gaussian noise (AWGN) vector with 0 mean and covariance matrix . We consider the following VLC channel in this work. However, the proposed codes are also valid for other VLC channel models.
VLC Channel
The DC channel gain [26] between j th Rx antenna and i th Tx antenna is given as
where, m is the order of Lambertian radiation pattern given by m = −1/log 2 (cos( 1/2 )) such that 1/2 is the angle at half power of LED, A denotes the detection area of the photo detector (PD) at the Rx, R p denotes the responsivity of the PD, T (ψ ji ) represents the gain of the optical filter used at the Rx, d j i is the distance between the j th Rx antenna and the i th Tx antenna, ψ ji is the angle as shown in Fig. 2 , and g(ψ ji ) represents the gain of the optical concentrator given by
where, η is the refractive index of the optical concentrator at the Rx and ψ fov is the field of view of the photo detector at the Rx as shown in Fig. 2 . Note that, just for ease of illustration, we have represented the parameters for the j th Rx antenna and i th Tx antenna in Fig. 2 , the same can be generalized to any Rx antenna-Tx antenna pair in the considered VLC system. Considering uniform movement of the Rx in the radial direction, as in [26] , the final expression for channel gain between j th Rx antenna and i th Tx antenna is given by
where, L is the vertical distance between i th LED and the surface, r j i is the radial distance between the j th Rx antenna and i th Tx antenna from the top view as shown in Fig. 2 , and C =
2π
A R p T (ψ ji )g(ψ ji ). Note that (2) is equivalent to (3). However, (3) allows modeling of random movement of Rx in the Rx plane. Next, we present the proposed codes with generalized algorithms.
Proposed Codes
Given k length message vector and N t Tx antennas, we propose a method to map these k bits to N t × N t code matrix. We denote a N t × N t a th code matrix by X a , where, a ∈ {0, 1, . . . , 2 k − 1} such that
where, x a j s denotes the bit at j th Tx antenna in the s th time slot of the a th code matrix and x a j s ∈ {0, 1}. We first propose codes for minimum possible dimming factor denoted by γ and then generalize them for various achievable dimming factors, for a given N t . Traditionally, in single Tx antenna VLC systems, as in [22] , the dimming factor has been defined as the proportion of time the Tx antenna is ON while transmitting a codeword. However, in MIMO VLC systems the dimming factor can be defined as the proportion of total ON time of all Tx antennas while transmitting a code matrix. Hence, we define γ as γ = Total number of 1 s in the code matrix Total number of bits in the code matrix .
To ensure constant dimming level, the γ should not change between code matrices. To ensure uniformity in illumination across different Tx antennas, each of the Tx antenna should be ON for same proportion of time. Thus, each row of the code matrix should have the same weight for a given N t . Similarly, to ensure uniform illumination by the N t Tx antennas across different time slots, each column of the code matrix should have the same weight. Thus, the requirement of uniform illumination across time slots and across Tx antennas results in the following two constraints
where, M should be equal to γN t . The minimum possible value of M is 1. Hence, using (4), (5), and (6), minimum possible value of γ that can be achieved with uniform illumination is given as
The γ and E s in (1) can be varied simultaneously to achieve desired illumination. It is observed from (5) and (6) that dimming achieved across different time slots and Tx antennas is same at code matrix level.
We first consider the code design for M = 1, i.e., γ = 1/N t . We will generalize this code design for various possible dimming factors in the next section. The proposed algorithm maps every k bits for a given N t to a unique code matrix that has exactly one 1 in each row and each column. For example, a N t × N t identity matrix is a valid code matrix if it satisfies (5), and (6). A code matrix generated by this method will maintain uniformity in the illumination over space and time. The positions of 1 s in the code matrix are decided by considering Fig. 3 . The column indices are considered from right to left and row indices are considered form top to bottom. Consider the following lemma, where, the possibility for unique mapping of message vectors to code matrices is discussed. Proof: See Appendix A for the proof. Let the code matrix be X a , R 1 be the decimal equivalent of the k binary bits, R i be the integer for the i th row and P i be the position of 1 in the i th row. Then, for 1 st row the position of 1 is calculated as below
For any other row, i.e., i th row and i ≤ N t , the position of 1 s is given as
In case there are 1 s in the previous rows whose position is less than or equal to the current position, then increment the current P i by that many number of positions. During this increment process, if any position of 1 s in the previous rows become less than or equal to the P i in the increment process, then the increment for that positions also should be considered. The code matrices generated by Algorithm 1 are given in Appendix B for N t equal to 4. Decoding the code matrix to get back the message is done post detection of the received noisy version of the code matrix. Here, we find the actual positions, i.e., the values of P i (i ≥ 2) which are calculated at step 10 in Algorithm 1 by decreasing the position index as many times as the number of 1 s on the right hand side of the current 1 in the rows above the current row in the code matrix. Since 1 st row does not have any rows above it, position of 1 can be found directly. These actual positions can be directly used to recover the decimal equivalent corresponding to binary message vector of length k as shown in Algorithm 2. (Note: If the binary equivalent has lesser length than k, append 0 s on the left hand side till it's length becomes k.). Next, we present the proposed algorithm for dimming control.
Dimming Control With the Proposed Codes
The proposed code design can also be used for dimming control [27] , [28] . The proposed codes can achieve any dimming of the kind f/N t , where, f {1, 2, . . . , N t − 1}. To achieve dimming corresponding to the dimming factor 1 − (1/N t ), the code matrices generated by the proposed encoder can be directly complemented. To achieve any other dimming, consider Algorithm 3.
The code matrices generated by Algorithm 3 are given in Appendix B for N t equal to 4 and γ equal to 0. 5 
If there are 1 s in the previous rows whose position is less than or equal to the current position, then increment the current P i by that many number of positions. If any position of 1 s in the previous rows become less than or equal to the P i in the increment process, then the increment for that positions also should be considered. 12: Update the code matrix here. 13: end for 14: Code matrix corresponding to the input k length message vector is generated. is given as
Since actual code matrices and their complemented version represents the lower and upper bounds on the achievable dimming for given N t , few comparisons and relation corresponding to them are given below. 
8: end for
Let the code matrices generated by the proposed Algorithm 1 be the actual code matrices. Let γ actual be the dimming factor per antenna for the actual version and γ c be the dimming factor per antenna for the complemented version. Then, γ actual = 1/N t and γ c = 1 − (1/N t ). Let the weight of the code matrix for the complemented version of the code matrices be Wt c (X a ). Then, the relation between Wt γactual (X a ) and Wt c (X a ) is given as follows
Consider Table 1 , where, complemented and actual versions are compared for few values of N t . Next, we present the performance metrics considered for analyzing the proposed codes.
Performance Analysis
In this section, the performance of the proposed codes is analyzed in terms of code rate, run-length, code matrix error rate, mutual information, and minimum Hamming distance.
Code Rate
For M = 1, from (6), each Tx antenna is ON exactly for one time slot in a code matrix. Hence, for N t Tx antennas, we have N t ! combinations of code matrices that satisfy (5) and (6) . Given message vector length as k bits, the total possible combinations of the message vectors is 2 k . Each of the message vectors has to be uniquely mapped to a code matrix. Hence, we have the following constraint The code rate is typically defined as the number of bits transmitted per time slot [29] . Hence, for the proposed codes, the code rate denoted by R will be equal to k/N t . Thus, to maximize code rate, using (8), we have k = log 2 (N t !) and
Note that for the proposed codes, the code rate increases with N t as shown in Fig. 4 and to achieve higher code rates, larger LED arrays can be used at Tx as in [30] .
Run-Length
The run-length of the proposed codes is defined per Tx antenna. In VLC context, run-length is defined as the number of continuous 0 s in the binary stream of data. Hence, for MIMO codes, run-length is defined per Tx antenna. For the actual version of the codes, i.e., codes generated by Algorithm 1, maximum run-length is 2N t − 2 which can be seen from the format of the code matrices and for the complemented version of the codes, the maximum run-length is always 2 irrespective of the value of N t . Consider the following example code matrices for different values of γ for the proposed codes for N t = 4. Example: 
The X a (γ = 0.25) can give a maximum run-length of 6 if the code matrix shown in the example is transmitted first, and the next transmitted code matrix has 0001 for 4 th Tx antenna and accordingly for the other Tx antennas. The X a (γ = 0.75) can give a maximum run-length of 2 if the code matrix shown in the example is transmitted first, and the next transmitted code matrix has 0111 for 4 th Tx antenna and accordingly for the other Tx antennas. Similarly, for given N t and from Algorithm 3 which helps in achieving desired γ, the run-length for any desired and possible γ is given as
Maximum possible run-length occurs when the dimming level is least for a given N t . Consider Table 2 , where, the value of N t is calculated for few values of T b .
A flicker is a change in intensity and is observed in a VLC system whenever the duration of 0 s exceeds the time corresponding to MFTP. The MFTP is defined as the maximum time period over which the change in light intensity is not perceived by the human eye. The MFTP for human eye is 5ms or frequency less than 200 Hz [4] . For the proposed codes, given N t number of Tx antennas, maximum run-length is N t − 1 per Tx antenna in a code matrix, and hence, 2(N t − 1) in the data stream transmitted by any Tx antenna. Maximum run-length for given N t occurs for least possible γ (M = 1).
Let T b be the time period of a bit, either 0 or 1. For given N t and for maximum possible run-length, to avoid flickering, the relation between MFTP and T b of the proposed codes is given as
Then, from (10) the upper bound on the value of N t is given by the following equation
In Fig. 5 , for given N t , RL s are compared for all possible values of γ using (9) . In Fig. 6 , maximum possible RL (for γ = 1/N t ) for given N t are compared. 
Code Matrix Error Rate (CER)
Union bound on CER is calculated using pairwise error probability (PEP) [31] . The expression for CER is given as
where, E H denotes expectation over channel gain matrix and PE P (X a , X b ) denotes PE P between two code matrices X a and X b (a = b). Then, the expression for PE P can be calculated as shown below
By substituting Y = E s H X a + N, the expression can be evaluated as
By substituting (13) in (12), the final expression in Q (.) function can be given as follows
In the above expression of CER, ||H(X a − X b )|| 2 is given by
where, x a i s denotes value in i th row and the s th column of the a th code matrix.
Mutual Information
Let I (X a ; Y|H) be the mutual information between X a and Y given the channel gain matrix H. The number of channel uses is same as the number of Tx antennas from the code design. Then, for N t channel uses, the mutual information [32] is given as
where, h (.) is the differential entropy function. For given H, X a , h (Y|H, X a ) is given by the following equation
Since N has the dimensions N r × N t and AWGN is considered, h (N) has to be calculated using matrix normal distribution. Probability density function (pdf) of matrix normal distribution [33] , [34] is given as
In (15), S is the Gaussian random matrix of dimensions n × p , B is the mean matrix of dimensions n × p , V is the scale matrix of dimensions n × n, and U is the scale matrix of dimensions p × p . From the assumption of i.i.d. noise components, the expression for h (N) can be computed as follows
Considering uniform distribution for code matrices, the weight of each Gaussian is equal and hence, the final expression for mutual information using (14), (15), and (16) can be evaluated as follows
where, f (.) is the pdf of y given H, and X is the set of all code matrices for given N t and γ.
Minimum Hamming Distance
Since the output of the proposed encoder is binary code matrices, we consider minimum Hamming distance as the performance metric. However, minimum Euclidean distance can also be considered as the code matrices are intensity modulated before transmission. Let d mi n be the minimum Hamming distance between any pair of code matrices X a and X b (a = b). Let X a be denoted as
where, X a i denotes the i th row of the a th code matrix. The d mi n is first computed for γ = 1/N t and then, it is generalized for achievable arbitrary γ whose range is conditioned on N t . By the design of the codes each row and each column of any code matrix has only one 1, i.e., each code matrix is a permutation matrix. Let X a be the first code matrix and X b be the second code matrix which is formed by swapping exactly two rows of X a . Let l be the position of 1 in X a i and l be the position of 1 in X a j and l = l . One such case can be shown as follows
Similarly, for arbitrary γ say γ = q/N t where 2 ≤ q ≤ N t − 1 and from Step 6 and 7 of Algorithm 3 which says about the position of 1 s to achieve desired γ. Consider the following example. Let 
Therefore, the d mi n for the proposed codes is 4. Similarly, it can be shown that the minimum Euclidean distance for the proposed codes is 2E s . Next, we present numerical results comparing various cases of proposed codes.
Numerical Results
For generating numerical results we consider the following system configuration. However, the proposed codes are valid for any other system configuration. Assuming circular area of coverage, the top view of the system can be shown as in Fig. 7 . All the Tx antennas are assumed to be placed at equal distance from the center of the Tx, T 0 . The Rx is assumed to move uniformly in the coverage area with the Rx plane horizontal to the surface and with constant orientation as shown in Fig. 7 . Let center of the surface be (0,0) i.e., the position of T 0 from the top view. Let T i denote the i th Tx antenna and R i denote the i th Rx antenna. The distance between T 0 and T i for i ≥ 1 be l and the distance between R 0 and R i for i ≥ 1 be l.
For 4 Tx antennas case, the Tx antennas assumed are T i for 1 ≤ i ≤ 4. This is done just to maintain the symmetry in the VLC system. For the same case with a Rx antennas (a ≤ 4), they are R i for 1 ≤ i ≤ a. For 5 Tx antennas case the 5 th Tx antenna is taken to be T 0 and for 5 th Rx antenna, it is taken at R 0 . Let (c i , d i ) be the position of R i . In the proposed work, the reference point for the Rx is taken to be R 0 whose co-ordinates are calculated from the independent and uniformly distributed r and θ which are shown in Fig. 7 . From the preceding considerations the position of any Rx antenna can be calculated using simple trigonometry analysis as follows.
The Remark 1: Since the proposed algorithm is systematic, we need not exhaustively search over all the code matrices at the Tx. Further, at the Rx side also, the exhaustive search can be avoided with ZF and MMSE based detectors. The memory required to store a lookup table for the code matrices can be saved both at Tx and Rx whose value increases with increase in N t . Thus, the proposed code has reduced complexity, while maintaining the error rate below a predetermined threshold.
In Figs that, the mutual information increases as the number of Rx antennas increase before it saturates to the code rate. The difference in the code rates achieved is seen from the saturation levels in the mutual information plots. The code rates achieved by 4 Tx antennas and 5 Tx antennas cases are 1.0 bit/slot and 1.2 bits/slot, respectively. In Fig. 15 , the effect of 1/2 on CER performance is shown. From (2), it is observed that channel gain increases as 1/2 decreases, and hence, there is an improvement in CER performance with reduction in 1/2 . Some concluding remarks and possible future work are discussed in the next section.
Conclusion
We have proposed codes with generalized algorithms for encoding, decoding, and to achieve desired dimming. We have discussed the rates achieved, run-lengths for least dimming level achieved conditioned on MFTP. We have presented CER plots for different number of transmit and receive antennas with different dimming levels along with the mathematical expressions for union bound. We have also presented the plots for mutual information along with the expressions. We have shown the minimum Hamming distance for the proposed codes. Since the proposed codes do not perform well in the low SNR regions, they are suitable for scenarios like indoor VLC where the SNRs are typically high due to line of sight and shorter distances. In future, we plan to test the performance of the proposed codes on hardware.
Appendix A
The Lemma 1 is proved by assuming two numbers w and w + z, z = 0 such that both the numbers lie between 0 and 2
Similarly, (N t − 2) th term is given as
Further, when R 1 = w + z and z = 0, P i s are given as
Let us assume the P i s are same for both w and w + z till i = N t − 3. For the (N t − 2) th value of P i , it is seen that the modulo operation in the numerator is done with 3! at the end. So the numerator value at this stage lies among {0, 1, 2, 3, 4, 5}. This value is divided by 2! and floored to get P N t −2 which can be {0, 0, 1, 1, 2, 2}, respectively. If w and w + z leave different P i at this place, then the Lemma 1 statement is satisfied. If P N t −2 is same for both w and w + z then they differ in the (N t − 1) th and N th t P i s because of the distinct R i s. In brief, at (N t − 2) th P i , the R i is found using modulo with 3!. If the two numbers, w and w + z are such that they give different remainders when divided by 6, they differ in P i s at that step itself otherwise in the later steps. Similar explanation holds true for any P N t −i , and hence, {P i } has at least one element not in common for z = 0. This concludes the proof of Lemma 1.
Appendix B
The code matrices for mapping 0 to 15 for γ = 0. 25 
