Abstract-With a proper transform, an image or motioncompensated residual can be represented quite accurately with a small fraction of the transform coefficients. This is referred to as the energy compaction property. When multiple transforms are used, selecting the best transform for each block that leads to the best energy compaction is difficult. In this paper, we develop two algorithms to solve this problem. The first algorithm, which is computationally simple, leads to a locally optimal solution. The second algorithm, which is more computationally intensive, gives a globally optimal solution. We discuss the algorithms and their performance. Two-dimensional discrete cosine transform (2D-DCT) and direction-adaptive one-dimensional discrete cosine transforms (1D-DCTs) are used to evaluate the performance of our algorithms. Results obtained are consistent with their coding performance. As an application example of this paper, we apply our algorithm to evaluate the performance of a potential video compression system based on a very large number of transforms.
I. INTRODUCTION
I N a transform-based video compression system, an image or motion-compensated residual is transformed using a 2-D transform. It is well known that much of the energy in a typical image or motion-compensated residual can be represented quite accurately with a small fraction of the transform coefficients with a proper choice of the transform. This is often referred to as the energy compaction property. The transform that preserves a large amount of energy with a small fraction of the transform coefficients is desirable. The 2-D DCT [1] , [2] has this desirable property for a typical image and motion-compensated residual, and has been used extensively in video compression applications.
It is well known that the characteristics of image intensities vary significantly from one region to another region within the same video frame. More significantly, the characteristics of images and motion-compensated residuals are often quite different. Recent studies [3] - [6] indicate that using more than one transform to allow a different transform for each block has the potential to significantly improve the performance of a video compression system. In these studies, transforms along different directions are considered. For example, it is observed that many 1-D structures arise quite frequently in motion-compensated residuals and these one-dimensional structures can be better represented with a set of directional 1D-DCTs [3] . Simulation results in [3] show that the rate-distortion performance of H.264 [7] system increases significantly with these additional 1D-DCTs. Further analysis of the 1D-DCTs is investigated in [4] , where only vertical and horizontal 1D-DCTs are used instead of 1D-DCTs of many different directions. Simulations are performed with three different transform settings: the 2D-DCT only, the 2D-DCT with all directional 1D-DCTs, and the 2D-DCT with only vertical and horizontal 1D-DCTs. By comparing the rate-distortion performance of three different settings, it is observed that for typical video sequences, most bit saving is due to the use of vertical and horizontal 1D-DCTs. When more than one transform is used, one important task is to choose the set of transforms that lead to the optimal ratedistortion performance. In [3] , [4] , a set of transforms that appear reasonable were first determined. For this given set of transforms, their rate profiles which depend on the quantization and entropy coding methods were obtained and incorporated in a practical H.264 system. This is a tedious process. This type of process is, of course, necessary when we have determined a specific set of transforms and wish to incorporate them into a specific video compression system.
Suppose we have a large number of possible sets of transforms. Evaluating the performance of each possible set in a complete video compression system can involve a great deal of efforts. In this paper, we develop algorithms that can be used to quickly evaluate the performance of a set of transforms based on the energy compaction capability. They can be used to select some transform sets for further evaluation in practical compression systems. This paper is organized as follows. In Section II, we discuss using the energy preservation criterion in the development of a video coding system. In Section III, we develop two algorithms that solve the problem of evaluating the energy preservation capability when multiple transforms are used. The first algorithm, which is computationally simple, leads to a locally optimal solution. The second algorithm, which is more computationally intensive, gives a globally optimal solution. In Section IV, we evaluate the performance of the algorithms with the 2D-DCT and directional 1D-DCTs as possible transform choices for each block. In Section V, we provide an application example where a large number of transforms are evaluated using our proposed algorithm. Finally we conclude and discuss the potential applications of the algorithms in Section VI.
II. ENERGY COMPACTION CRITERION
In transform-based image and video coding, a transform is applied to the image intensities or motion-compensated residuals. With an appropriate transform, much of the energy resides in a small fraction of the transform coefficients with large magnitudes. By coding only these significant transform coefficients, most energy within the signal can be preserved. The energy preservation is important for image coding and the energy preservation capability can be used to characterize the performance of a transform.
One type of criterion to measure the energy preservation capability is computing the preserved energy when a fixed number of largest transform coefficients are used [8] , [9] . For a random signal from a random process with a known covariance function, it is well known that the Karhunen-Loève transform [10] has the best energy preservation capability in the sense that the expected energy preservation for any fixed given number of coefficients is the highest among all possible linear transforms. This is why the Karhunen-Loève transform is discussed extensively in the image coding literature.
For a typical image, the signal cannot be viewed as a random signal from a given random process, and the covariance function is not known. In this case, the optimal transform can not be determined theoretically. However, an empirical criterion can be used to evaluate the performance of a transform. We can fix the total number of coefficients used and evaluate the preserved energy. For example, in a video compression system that utilizes one single transform, we can compute the transform coefficients for all the blocks of interest and select the transform coefficients whose magnitudes are above a certain threshold. By varying the threshold, we can select the given number of coefficients that preserve the most energy and evaluate the energy preservation capability of the transform.
The energy preservation measure can be extended to the multiple-transform case. In this case, given the total number of coefficients used for all the blocks, both the best transform for each block and the transform coefficients that preserve the most energy have to be determined. This is a difficult task. Consider a single block. The best transform for this block depends on the number of transform coefficients selected for this block, which depends on the transform coefficients from other blocks. This implies the best transform for one block depends on the transform selected in other blocks. The dependency among different blocks is further illustrated in Section III with an example. In order to choose the best transforms for all blocks, a brute force approach is to consider all possible transform combinations for all the different blocks. The number of possible combinations is the number of transforms to the power of the number of blocks, which is very large even for the simplest case of two transforms. Some recent studies [3] have considered a set of as many as 17 different transforms that can be chosen for each block. To solve this problem, two algorithms are developed and discussed in the next section.
In practical image and video compression systems, the selected transform coefficients are quantized and entropy coded. The mean-squared error as a function of the bit rate depends not only on the transform, but also on the specific quantization method and entropy coding method used. Development of an optimal method for quantization and entropy coding for a given transform is quite involved particularly for the case of multiple transforms, and a method to determine if these efforts are worthwhile would be useful in practice. The mean-squared error measurement as a function of the number of transform coefficients prior to quantization and entropy coding is one way to determine if these efforts are justified. If the transform set has a poor energy compaction property, for example, it is not likely that the transform set will result in a successful image or video compression system. If the transform set has an excellent energy compaction property, the potential for successful development of an image or video compression system based on the transform set is high and significant efforts can be devoted to the development of the best quantization and entropy coding methods for the transform set. Even though the energy compaction measure is not a direct measure of the mean-squared error as a function of the bit rate, it is a useful measure. In addition, based on a similar energy compaction measure, theoretical analysis in [11] shows that the coding performance in a transform-based coding system depends on the energy compaction capability of the transform.
III. ALGORITHMS
Suppose we have a given set of transforms. In this section, we develop two algorithms that choose for each block the best transform within the set and the best transform coefficients to preserve the largest amount of energy for a given total number of transform coefficients to be selected.
To establish the notations used in the development of the two algorithms, we consider a signal segmented into N blocks. We assume that each block has M data points, and that there are K possible candidate transforms for each block. The energy preserved is a function of the transform used for each block and the coefficients selected for the block. The transforms used for all the blocks are denoted by T, which is a vector of length N. The coefficients selected are denoted by C, which is also a vector of length N and represents the number of coefficients selected for the N different blocks. Note that preservation of the maximum energy requires that we choose the largest magnitude coefficients for each block and the specific coefficients selected for each block can be easily obtained from the transform used for each block and the number of coefficients selected for the block. We denote this maximum energy as E(T, C).
As an example to illustrate the notations, suppose we have 2 blocks (N = 2), the block size is 3 data points (M = 3), and there are 4 possible transforms (K = 4) for each block. The notation T = (2, 4) indicates that we use Transform 2 for the first block and Transform 4 for the second block. The notation C = (1, 3) indicates that we select 1 largest coefficient for the first block and 3 largest coefficients for the second block. In this example, T = (2, 4) and C = (1, 3) together indicate that we select 1 largest magnitude coefficient using Transform 2 for the first block and 3 largest magnitude coefficients using Transform 4 for the second block.
With the above notation, the problem we solve can be stated as follows:
where |C| 1 is the L 1 norm of C, and C T represents the given total number of coefficients selected for the signal. We now develop two algorithms to solve the maximization problem.
A. Algorithm A 1) Algorithm Description: The first algorithm, denoted as Algorithm A, is based on two observations. In one observation, when the best transform for each block is given, the transform coefficients can be optimally chosen by selecting in the order of the largest magnitude transform coefficients from all blocks until the given total number of coefficients is selected. In the other observation, if we know the number of transform coefficients to be selected for each block, choosing the optimal transform for each block is straightforward. For each block, we can compute the transform coefficients for each possible transform, choose the known number of coefficients starting from the largest magnitude coefficient, and choose the transform that preserves the largest energy for that block.
These two observations suggest an iterative procedure. In each iteration, we choose the best transform for each block from the most recent number of coefficients selected for the block, and then choose the best set of transform coefficients from the most recent transforms chosen for all the blocks. We denote the chosen transforms and numbers of coefficients to be updated in the i th iteration as T i and C i , respectively. Each iteration consists of the following two steps:
Step A1: From Step A2 of the previous iteration, we are given the number of coefficients used in each block. The optimal transform selection is carried out in each block independently, by comparing the energy preserved with the specific number of coefficients over all possible transforms. This step can be stated as:
where the subscript i represents the i th iteration, and C i−1 is given from the previous iteration.
Step A2: From Step A1, the transforms are updated. We compute the transform coefficients for all the blocks based on the chosen transforms. Then we select the transform coefficients whose magnitudes are above a certain threshold to obtain a given total number of coefficients. We then count the number of coefficients selected for each block to update this information to be used in Step A1 of the next iteration. This step can be stated as:
To illustrate the process of this algorithm, we show the i th iteration with a simple example. Suppose we have a signal with 2 blocks (N = 2) of length 3 (M = 3), and we use 2 candidate transforms (K = 2). We consider preserving the maximum energy with two coefficients (C T = 2). Figure 1 shows the magnitudes of the coefficients when two different transforms are used for each block. Suppose C i−1 , the coefficients we obtained from the i − 1 th iteration, is given by C i−1 = (2, 0), meaning we select two coefficients from the first block and no coefficient from the second block.
In
Step A1 of the i th iteration, we compare Figures 1a and 1b, and find that for the first block, Transform 1 preserves the energy of 25(4 2 +3 2 ) and Transform 2 preserves the energy of 26(5 2 + 1 2 ) with two coefficients. Therefore, we choose Transform 2 for the first block. For the second block, we do not select any coefficient, so we can choose either Transform 1 or Transform 2. For this example, we choose Transform 1. These chosen transforms result in T i = (2, 1), representing choosing Transform 2 for the first block and Transform 1 for the second block.
Step A2 of the i th iteration, we use T i = (2, 1) and we choose C T = 2 largest magnitude coefficients among all the available transform coefficients. From Figures 1b and 1c, they are 5, 1, 0 from the first block and 3, 2, 1 from the second block. The two largest magnitude coefficients are 5 and 3, indicating that we should select one coefficient from the first block and one coefficient from the second block. This results in C i = (1, 1). The preserved energy is now 34(5 2 +3 2 ), which is larger than 26 from the previous iteration step. We can verify that the chosen coefficients and transforms do not change in the next iteration. In addition, this result is optimal if all four possibilities of transform combinations are considered. The result implies the algorithm converges to the optimal solution for this simple example.
2) Discussion: The algorithm discussed in Section III-A1 can be shown to converge. To see this, we inspect the preserved energy E(T, C) in one iteration. The computation in
Step A1 suggests that E(T i ,
. This is because given the number of coefficients used in each block, the transforms are selected such that the resulting energy is larger than any other transforms. Similarly, Step A2 suggests E(T i , C i ) ≥ E(T i , C i−1 ) since the chosen transform coefficients are the largest ones among all possible coefficients, given transforms used in each block. From both inequalities,
, which implies a nondecreasing sequence E(T i , C i ) with respect to i . In addition, this sequence is upper bounded by the total energy of the signal. Therefore, a monotonically non-decreasing and bounded sequence E(T i , C i ) must be convergent. This result indicates that Algorithm A is guaranteed to converge in terms of the preserved energy.
While this algorithm is guaranteed to converge, it may converge to a local maximum. This result is shown in the next section, by comparing it with the globally optimal solution obtained from the other proposed algorithm. The local convergence implies that the algorithm may be sensitive to initial conditions. In practice, there are many possible choices for initial conditions. For example, one may specify certain transform for each block, such as the 2D-DCT, and start from Step A2, or one may use an equal number of coefficients in each block and start from Step A1. The results from our experiments indicate that the preserved energy after convergence is not sensitive to reasonable choices of initial conditions. The overall computational complexity depends on the number of iterations. In practice, the convergence occurs within several iterations, as shown in the next section. The computational complexity of one iteration can be roughly estimated as follows. The computational complexity in Step A1 is in the order of N K denoted as O(N K ), when the preserved energy value for each transform in each block is computed once. For Step A2, we need to pick up the largest C T coefficients. This can be accomplished by sorting the coefficients with a complexity of O(N M log N M), where N M equals the total number of pixels. This complexity, however, can be improved using the median-of-medians algorithm [12] , where the complexity of the worst case is O(N M) that is linear to the total number of pixels. We note that for those blocks for which the number of chosen coefficients or the chosen transform does not change from a prior iteration, the computation can be reduced by using the results from the prior iteration.
B. Algorithm B 1) Algorithm Description:
The second algorithm, denoted as Algorithm B, finds the globally optimal solution in two steps: the first step finds the optimal energy function for each block. The second step searches for the optimal solution from the block optimal energy functions.
In the first step, to compute the block optimal energy function, we consider a single block. For this block, when the number of coefficients used in this block is fixed, choosing the optimal transform that gives the highest energy is straightforward using the same procedure in Step A1 of Algorithm A. By varying the number of coefficients used in this block, we can determine the optimal energy preserved as a function of the number of coefficients. We will refer to this function as the block optimal energy function and denote it as E(c), where c represents the number of coefficients. Note that the chosen transforms in this block optimal energy function are the only possible ones that will be selected in the optimal solution. This is because once the optimal number of coefficients used in this block is obtained in some way, the corresponding chosen transform gives the highest possible energy, as Step A1 suggests. As a result, it is clear that this block optimal energy function carries all the information that will be used to obtain an optimal solution.
A simple example that illustrates the optimal energy function is shown in Figure 2 . In this example, a block of length 4 is transformed with three different transforms, denoted by T 1 , T 2 and T 3 . The transform coefficients obtained are (5, 4, 3, 1), (6, 3 ,
. They are shown in Figures 2a, 2b , and 2c respectively. To compute the block optimal energy function E(c), we begin with c = 0. When c = 0, we select no coefficient, and E(0) = 0. When c = 1, we select one coefficient. Since the energy preserved with one largest magnitude coefficient is 25 for T 1 , 36 for T 2 , and 25 for T 3 , we choose T 2 and E(1) = 36. When c = 2, we select two coefficients. The energy preserved with two largest magnitude coefficients is 41(5 2 +4 2 ) for T 1 , 45(6 2 +3 2 ) for T 2 and 46(5 2 + √ 21 2 ) for T 3 . So we choose T 3 and E(2) = 46.
Similarly, for c = 3, we choose T 1 and E(3) = 50. For c = 4, we select all the coefficients. The energy preserved is the same as the signal energy regardless of the transform choice, and E(4) = 51 in this example. Figure 2d shows the block optimal energy function obtained through the above procedure. We note that the optimal solution for the maximization problem has to come from E(c) for this example. Otherwise, we can increase the maximum energy preserved by using E(c) in Figure 2d .
In the second step, we use a method to determine the optimal number of coefficients used in each block. In this method, we first fix a positive parameter λ and then minimize the cost function f (c) = c − λ −1 E(c) for each block. The parameter c is the number of coefficients (from zero to the size of the block M) and E(c) is the block optimal energy function. The number of coefficients that leads to the minimum f (c) is chosen as the optimal number of coefficients used in the block.
The intuition of the second step can be developed from a simplified case, where all the block optimal energy functions are concave. We consider the incremental energy when one more coefficient is added. If the incremental energy is maximized for each new coefficient added among all the remaining coefficients in all the blocks, the cumulative energy is also maximized. The parameter λ used in the cost function f (c) represents the incremental energy threshold. By selecting all the coefficients in all the blocks that contribute the incremental energy above the threshold λ, we can reach the optimal solution for the total number of coefficients selected. All the selected coefficients can be traced back to the blocks where they come from and the optimal number of coefficients used in each block can be obtained. We note that in the singletransform case, this process degenerates to the same process discussed in the Section II, where the block optimal energy function is obtained through coefficients from a single transform, and each incremental energy value corresponds to the square magnitude of a specific transform coefficient. We also point out the importance of the concavity in our discussion. By concavity, the incremental energy decreases as the selected number of largest coefficients increases. This requirement guarantees that we can choose the coefficients with both largest magnitudes and largest incremental energy simultaneously.
We now relate the incremental energy thresholding process discussed above with minimizing the cost function f (c). Consider the concave block optimal energy function in Figure 2d . Suppose we want to select the incremental energy larger than λ = 2. The incremental energy can be obtained by E(c + 1) − E(c), which results in the incremental energy as (36, 10, 4, 1). Clearly, we should select c = 3 coefficients in this example. From another point of view, if we compute the cost function, we can obtain
and f (4) = −21.5, where λ = 2. The cost function is minimized when c = 3, which is the same as computing the incremental energy.
For a general concave block optimal energy function, the above correspondence can be shown by considering E(c) graphically. Figure 3 shows a linearly interpolated concave block optimal energy function. Suppose the optimal number of coefficients is marked as A. It is clear that the incremental energy is the slope of AB. Similar to the thresholding process above, the optimality of A requires the slope of AC to be larger than λ and the slope of AB smaller than λ. This optimal solution A can be determined as a tangent point to a line with slope λ. This operation is essentially a linear programming procedure where c − λ −1 E(c) is minimized with respect to all c.
In general cases where all the block optimal energy functions are not concave, minimization of the cost function f (c) = c − λ −1 E(c) still leads to the optimal solution. However the parameter λ is related to the incremental energy in a complicated way. We observe that every non-concave block optimal energy function can simply be modified to a concave function in the following way. First we find the convex hull of the block optimal energy function. If one data point lies below the convex hull, we increase its value to the convex hull. This procedure is illustrated in Figure 4 , where a data point below the convex hull is increased to the convex hull, as marked by an arrow. We apply this procedure to all the nonconcave block optimal energy functions, and deal with this modified problem where all block optimal energy functions are concave. In this case, the optimal energy for the modified functions, denoted as E * , can be obtained using the procedure we discussed for the concave case. Fig. 4 . Modification of the non-concave block optimal energy function to a concave block optimal energy function. The modified data point is marked as square with an arrow pointed to it. Note that this modification only increases the data point value.
We now show that these modifications do not affect the optimal solution for the original problem. We first observe that the optimal energy E * we obtain for the modified functions is not smaller than that of the original optimal energy, denoted as E, due to the operation that increases the data value in the modification procedure. As a result, E * is an upper bound of the optimal solution for the original problem. Another observation is that the optimal solution obtained in the modified problem is a feasible solution in the original problem. This can be seen from the following argument. During the process where E * is obtained as tangent points in the block optimal energy functions, we can always choose the optimal solution to only include the points that lie on the convex hull for both problems. As a result, the upper bound E * is a feasible optimal solution in the original problem.
Based on the above discussions, we conclude that minimization of f (c) finds the optimal number of coefficients used in each block, for both concave and non-concave cases. In addition to the above explanation, the two-step optimization in Algorithm B can also be explained in the duality framework. The optimization can be stated as:
The second optimization problem can be solved using a Lagrange multiplier λ for the total number of coefficients constraint. We refer to [13] for complement, since the ratedistortion optimization discussed in [13] has a similar mathematical structure with our method.
We summarize the algorithm steps of Algorithm B:
Step B1: Obtain the optimal energy function E(c) for each block, by computing the optimal energy among all the transforms within the transform set, as a function of the number of coefficients c (from 0 to the size of the block M).
Step B2: Choose a fixed positive parameter λ. For each block, compute f (c) = c − λ −1 E(c) where c is the number of coefficients and E(c) is the block optimal energy function. Choose the number of coefficients that minimizes f (c) as the chosen number of coefficients used in this block. The optimal transform for that block is the one that leads to the highest energy when the number of coefficients is given.
2) Discussion: Algorithm B differs from Algorithm A in three major points: the global optimality, the difficulty of specifying the total number of coefficients and the computational complexity. In this section, we discuss these points.
First, Algorithm B finds the globally optimal solution in the sense that for the total number of coefficients used in Algorithm B, the resulting energy is the highest among all possible transform combinations and chosen transform coefficients. This global optimality is not guaranteed in Algorithm A. The global optimality of Algorithm B can also be observed from the following section, where the simulation results display a higher preserved energy for Algorithm B relative to Algorithm A.
Second, the total number of chosen coefficients used is explicitly specified in Algorithm A, while it is controlled by λ in Algorithm B. This implies that one has to iterate Step B2 back and forth among different λ values to obtain the desired number of coefficients. Furthermore, it can be shown that the possible range of λ does not cover all possible total numbers of coefficients. In other words, the optimal solution cannot be obtained for a certain set of total numbers of coefficients for any choice of λ. Despite this limitation, Algorithm B is useful in verifying the convergence quality of Algorithm A. Specifically, we can specify the total number of coefficients in Algorithm A to exactly match that generated by a particular λ in Algorithm B, and see how close their solutions are. This method is used in the next section to evaluate the performance of Algorithm A.
Last, we discuss the computational complexity. For each block, in order to determine the block optimal energy function in Step B1, O(M K ) preserved energy values have to be obtained. For all the blocks, Step B1 has a complexity of
O(N M K ).
Step B2 has a complexity of O(N K ). In addition, finding the value of λ that leads at least approximately to the total given number of coefficients involves performing Step B2 for multiple values of λ.
In comparison with Algorithm A, Algorithm B is orders of magnitude more expensive computationally. In addition, the difficulty of specifying the total number of coefficients used makes it difficult to use Algorithm B in comparing the performance of different transform sets. We use Algorithm A for much of the experimental results discussed in the next two sections. The major differences between Algorithm A and Algorithm B are summarized in Table I .
IV. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of the two proposed algorithms developed in Section III. The transform set we use in this section includes the 2D-DCT and directional 1D-DCTs developed in [3] , with the size of 8×8 and 4×4. The directions of the transforms are illustrated in Figure 5 . This set was chosen because our results can be compared with the existing results [3] , [4] . We note that the choice of this particular set is for convenience and is not important for the purpose of this paper.
A. Experimental Setup
In order to evaluate the performance of these transforms designed for encoding the motion-compensated residuals, we generate a set of motion-compensated residuals from the encoder side of the H.264 system. The sequence is encoded using quarter-pixel motion compensation accuracy, QP 30, and with the IPPP GOP structure. Note that the numerical values of the residual intensities depend on the actual coding process, which vary with different encoding parameters and even with different transforms chosen. However, the characteristics of the motion compensated residuals do not change very much with different settings. In addition, the transform module and motion-compensation module are not significantly interleaved in the H.264 system. Therefore, we consider analyzing the performance of the transforms using fixed motion compensated residuals. Three motion compensated residual frames that will be analyzed in this section are shown in Figure 6 . We note that the specific choice we made in generating the motion compensated residuals is for convenience in comparing our results with those in [3] , [4] , and other choices can be made for the purpose of this paper.
In order to compare the energy compaction capabilities of a specific transform set, we plot the preserved energy as a function of the total number of chosen coefficients. The preserved energy is in terms of the percentage relative to the total energy. The total number of chosen coefficients is presented in terms of the percentage relative to the total number of coefficients. A larger preserved energy value at the same percentage of chosen coefficients indicates a higher performance in energy preservation.
B. Performance of the Algorithms
We compare the performance of two algorithms in this subsection. Figure 7 shows the results for two subsets of transforms: the 2D-DCT and the 2D-DCT with all directional 1D-DCTs, with the transform size of 8×8, obtained using both algorithms. With additional 1D-DCTs, the preserved energy increases significantly, indicating that both algorithms successfully select the transforms and coefficients that lead to higher energy. For a fair comparison of the two algorithms, the numbers of coefficients in Algorithm A are specified at the same values as those generated by some different λ values in Algorithm B. As can be seen, Algorithm A converges to locally optimal solutions that are slightly worse than the globally optimal solutions in Algorithm B. The relative energy difference between them is no more than one percent and is hardly visible in these figures. This result indicates the locally optimal solutions obtained using Algorithm A are quite close to the globally optimal solutions in this example. We have observed similar results for many other video sequences.
From the discussion in Section III, the preserved energy is guaranteed to be non-decreasing as the iteration proceeds. This is also observed in our simulations. For the Foreman QCIF residual frame, when three percent of coefficients are selected, the preserved energy at the end of each of the first four iterations is: 58.6%, 60.5%, 60.6% and 60.6%. This result indicates Algorithm A converges fast. Similar convergence results were also obtained for many other video sequences. For all the simulations we have performed, the convergence occurs within no more than four iterations.
C. Performance of the 1D-DCTs
In this subsection, we show that the performance of a transform set can be evaluated by choosing transforms and coefficients that lead to the highest preserved energy. Three subsets of transforms are considered: the 2D-DCT, the 2D-DCT with horizontal/vertical 1D-DCTs and the 2D-DCT with all directional 1D-DCTs. In addition, transforms with different sizes 8×8 and 4×4 are used.
We first use Algorithm A to evaluate the energy preservation capabilities of these transform sets, shown in Figure 8 . Figures 8a-8c show the results when 8×8 transforms are used. Figures 8d-8f show the results when 4×4 transforms are used. As can be seen, using only the 2D-DCT results in the worst energy compaction performance. When we incorporate horizontal/vertical 1D-DCTs, the preserved energy improves significantly. The performance improves further when other 1D-DCTs with different directions are incorporated. The result indicates that a significant part of the performance improvement possible with many 1D-DCTs may be obtained using only horizontal/vertical 1D-DCTs, for both the 4×4 case and the 8×8 case. Figure 8 also shows that the same amount of energy can be preserved using fewer significant coefficients, when additional 1D-DCTs are used. For example, to preserve 70% of the total energy in the Foreman QCIF residual, 9.0% largest coefficients are required when only the 8×8 2D-DCT is used. The required amount of coefficients reduces to 6.7% when 8×8 horizontal/vertical 1D-DCTs are used in addition to the 2D-DCT. It further reduces to 4.9% when all directional 8×8 1D-DCTs are incorporated. This significant reduction in the number of coefficients is responsible for possible coding gain in a practical coding system, as reported in [3] , [4] .
D. Performance of Transforms With Adaptive Sizes
In many video coding systems, transforms with adaptive block sizes are used to adapt to local characteristics of images. In this subsection, we consider the energy compaction of transforms with adaptive transform sizes. We show that the energy compaction capabilities of a set of transforms can be evaluated by choosing proper transform sizes in addition to transforms and transform coefficients. We implement the transform size adaptation between 4×4 and 8×8 for Algorithm A.
To choose the correct transform sizes that lead to the best energy compaction, the basic idea is to compare the preserved energy between the 8×8 case and the 4×4 case. To be specific, suppose the number of coefficients used in an 8×8 block is given in Step A1. We can then compute the highest preserved energy when an 8×8 transform is applied. On the other hand, the 8×8 block can be split into four 4×4 blocks and we can compute the highest preserved energy by choosing four 4×4 transforms. The transform size that preserves more energy is chosen. When multiple transforms are used, choosing four 4×4 transforms in an 8×8 block requires a second level of iterations. In other words, for each of four 4×4 blocks, we choose four transforms and four sets of transform coefficients that lead to the highest preserved energy in the 8×8 block. This process is essentially Algorithm A on a smaller scale.
Algorithm A with transform size adaptation can be shown to converge with the reasoning similar to III-A2. In addition, the transform size adaptation can be applied in different strategies. For example, one strategy is to start with all 8×8 transforms and run the original Algorithm A until convergence, followed by the transform size adaptation after convergence. The second strategy is to start with all 4×4 transforms until convergence and apply transform size adaptation after convergence. The third strategy is to apply transform size adaptation after each
Step A1. We observe that the energy compaction results of practical video data are not sensitive to the specific choice of transform adaptation strategy. Figure 9 shows the energy compaction capabilities when the 2D-DCT and all 1D-DCTs are used. We compare the results when only 4×4 transforms are used, only 8×8 transforms are used and transforms with adaptive sizes are used. The results show that the energy compaction of transforms with adaptive size is larger than when only 4×4 or 8×8 transform is used. We also observe that the increase of preserved energy when adaptive transform size is used is not as significant as that when 1D-DCTs are used in addition to the 2D-DCT. This observation is consistent with R-D results of many sequences reported in [14] .
V. APPLICATION EXAMPLE
The algorithms developed in this paper can be used to select some reasonable sets of transforms. Suppose a very large number of transforms are developed. Designing the optimal quantization and entropy coding method for each of these transforms and incorporating these transforms into a video coding system to evaluate their performance is not practical. In this case, the transforms can be evaluated by means of their energy preservation capabilities. Simply based on the energy compaction property, many transform sets are not likely to be useful. The chosen reasonable small subsets of transforms, if any, can be considered to be implemented in a practical coding system.
In this section, we provide an application example of our algorithms, where a very large number of transforms are evaluated. A total of 237 1D-DCTs with equal transform length (referred to as equal-length 1D-DCTs) are designed to capture one-dimensional structures. To evaluate their performance, we inspect the energy compaction of different reasonable subsets of transforms chosen from the 4×4 2D-DCT, 4×4 directional 1D-DCTs and 4×4 equal-length 1D-DCTs. The equal-length 1D-DCTs used in our simulation are described in Section V-A. The energy compaction capabilities of these transform sets are presented and discussed in Section V-B. 
A. Design of Equal-Length 1D-DCTs
We design a set of equal-length 1D-DCTs of size 4×4 to capture as many one-dimensional structures as possible. The approach we use is as follows. Each 4×4 block is segmented into four partitions of size four that are 8-connected. Each partition is transformed with a 1D-DCT of length four. Figure 10a shows 12 one-dimensional partition patterns used in the development of equal-length transforms. These onedimensional structures are rotated 90 • , 180 • and 270 • , and reflected with respect to the horizontal, vertical and diagonal directions. The 4×4 blocks are tiled using these length-four one-dimensional structures. Figure 10b shows an example of an equal-length 1D-DCT. This procedure results in 237 equallength 4×4 1D-DCTs. These transforms, along with the 2D-DCT and eight 4×4 directional 1D-DCTs, will be used in this section.
B. Performance of Equal-Length 1D-DCTs
We first evaluate the performance of the transform set including the 2D-DCT, eight 4×4 directional 1D-DCTs and 237 4×4 equal-length 1D-DCTs. These transforms are applied to the residual frame Foreman used in the previous section. Algorithm A is used to select the best transforms and coefficients that lead to the maximum energy preservation. We specify the total number of coefficients selected to be three percent of all coefficients. Table II summarizes number of transforms. From this table, the first category, the 2D-DCT is the most frequently chosen transform. This is because motion prediction performs well in most smooth areas and the resulting residual has a two-dimensional structure. The second category of transforms, which contains horizontal and vertical directional 1D-DCTs, are chosen quite frequently. This is because many one-dimensional structures have approximately a vertical or a horizontal direction. The other six directional 1D-DCTs, grouped in the third category, are also chosen frequently since they characterize the directionality within the residual signal. These observations are consistent with the results reported in [4] . Note that among these three categories, the lowest average percentage is still significantly high. Although the fourth category of transforms, which contains all 237 equal-length 1D-DCTs, are chosen fairly frequently as a group, the average percentage is very small.
To investigate if these 237 transforms might be useful, we compare the energy preservation performance of four transform sets:
• Transform Set 1: 2D-DCT only;
• Transform Set 2: 2D-DCT and horizontal/vertical 1D-DCTs; • Transform Set 3: 2D-DCT and all eight directional 1D-DCTs; • Transform Set 4: 2D-DCT, all eight directional 1D-DCTs, and all 237 equal-length 1D-DCTs. The results obtained using Algorithm A are shown in Figure 11 . Similar to the results in previous experiments, we observe significant energy increase when vertical and hor- izontal 1D-DCTs are incorporated in addition to the 2D-DCT. When other six directional 1D-DCTs are further included, we again observe a significant additional increase in energy. When 237 equal-length 1D-DCTs are included, we again observe a significant energy increase, but at the expense of using a very large number of additional transforms.
If these 237 transforms were used in a practical video coding system, a large overhead that signals the transform choice will be required. In a multiple-transform video coding system, an important issue is to balance the tradeoff between the transform overhead and the preserved energy. This issue can not be resolved by a simple quantitative analysis based on the energy compaction property of a set of transforms. One empirical approach is to investigate the energy compaction performance when a reasonable number of transforms is used. If the energy compaction performance is excellent, we may consider further efforts on implementing and optimizing these transforms. Otherwise, these transforms are not likely to be useful and no further effort needs to be involved.
To see the energy compaction performance when the number of equal-length transforms is reduced to a reasonable level, we use eight most frequently chosen equal-length 1D-DCTs from Transform Set 4, in addition to the 2D-DCT and eight directional 1D-DCTs. In this case, the total number of transforms in Transform Set 4 is 17. The result is shown in Figure 12 . We observe that the preserved energy increases slightly while the number of transforms almost doubles.
The same procedure is repeated for the other two residual frames, and similar results are shown in Figure 13 . Based on the above observations, we conclude that the particular set of 237 equal-length 1D-DCTs is not likely to be useful in a video compression system.
VI. CONCLUSION
In this paper, we developed two algorithms to find the maximum energy preservation when multiple transforms are used. Theoretical analysis and simulation results show that the algorithms we developed can be used to efficiently determine which transforms set(s) may be useful in a video compression system. The algorithms are particularly useful when a large number of transforms are evaluated.
In addition to solving the specific problem that the algorithms were designed for, they can also be useful in other contexts. When the transform coefficients are weighted in a frequency-dependent manner, the algorithms can be applied to the weighted transform coefficients. The basic approach of Algorithm A can be useful in a more general optimization problem, where it is desirable to preserve the energy of a signal with a small number of parameters. The iterative method in Algorithm A can also be useful when a different constraint is imposed. For example, the iterative approach may be useful in a video coding system when the constraint is the bit rate, not the number of coefficients. Finally, in a coding system, the proposed methods can be used to accelerate multiple-transform coding, by adaptively preselecting useful transform subsets (e.g. at the frame level) before the rate-distortion exhaustive search takes place.
