Differences in first-arrival traveltimes between adjacent records in multifold reflection surveys can be used to compute the depth and velocity structure of near-surface layers. The procedure uses the redundancy of first-break data in multifold surveys to enable a statistically reliable refraction analysis to be undertaken for either end-on or split-spread recording geometries. The traveltime differences as a function of source-receiver offset provide a direct indication of the number of refractors present, with each refractor being defined by an offset range with a constant time difference. For each refractor, the time-difference value at a common receiver from two shotpoints is used to partition the intercept time into the delay time at each shotpoint. This procedure is repeated until the delay times at all shotpoints and for all refractors have been computed. Refractor depths and velocities are evaluated from this suite of delay times. A surfaceconsistent static correction to a selected datum level is then calculated at each surface station, using a replacement velocity equal to that of the deepest refractor.
INTRODUCTION
In recent years, there has been renewed interest in using the traveltimes of critically refracted seismic energy ("first breaks") to compute weathering static corrections during the processing of reflection seismic data. Automatic residual static methods perform best if refraction static corrections have been applied first, since correlation across a commonmidpoint (CMP) gather depends on the quality of the pilot stacked trace. Furthermore, residual statics alone fail to resolve intermediate-and long-wavelength weathering static anomalies.
In this paper, a procedure is developed for the analysis of refraction data from records acquired during multifold reflection surveys. The technique used is based on delay-time analysis (Gardner, 1967) and is an extension of the reciprocal method published by Hawkins (1961) . It also uses the concept of differential shot statics, discussed by Hollingshead and Slater (1979) and Chun and Jacewitz (1981) . In my procedure, the multiplicity of first-break data available in multifold reflection surveys is used to determine the number of refractors present and to calculate statistically robust delay times and refractor velocities. Operator input is minimized, yet all possible first-break data are used in the analysis. An important feature is that reciprocal records are not required, thus making the procedure applicable for seismic surveys recorded with an end-on shot configuration. For split-spread data, the analysis can be performed by treating the leading and trailing halves of the records separately. This provides a further statistical confidence test for the analysis.
Conventional analysis of first-break data from end-on records makes use of intercept times and inverse slopes of the refracted-arrival segments of traveltime-distance graphs to interpret the depth and velocity structure of the shallow subsurface (Gardner, 1939) . However, the reliability of this approach can be hampered in the presence of topography or structure on the refractor, which creates ambiguity in the interpretation with respect to the number of refractors present and their true velocities. Cunningham (1974) examined first-break data from end-on records and used differential common-offset traveltimes to fabricate synthetic reverse profiles.
Recently, refraction interpretation based on inversion methods has become popular, particularly ray tracing and generalized linear inversion (Hampson and Russell, 1984 The integrity of all refraction interpretation methods depends on using first-break data which have been derived from a common refractor. On a first-break traveltime-distance graph, a change in refractor is usually identified by a change in slope at a position called the crossover point (Sheriff, 1984) The number of refractors present can be determined explicitly by examining the differences between first-arrival traveltimes on records from overlapping spreads. Figure 2a shows first-break traveltime-distance graphs for two adjacent end-on records with shotpoints sp, and sp,. These graphs could also be viewed as the leading halves of two split-spread records. In Figure 2b , the differences in firstbreak traveltimes between common receivers for the two records are plotted versus distance. Zones B and D show that constant time differences (Ft) are obtained where first arrivals at common receivers in records sp , and sp, involve a common refractor. Zones A and C define regions where the first arrivals at common receivers do not involve common refractors. Zones B and D are defined as "difference windows" and the number of these windows determines directly the number of refractors present. In Figure 2a it is seen that the near boundaries of zones B, C, and D coincide with true crossover positions in the first-arrival data. An important feature of difference windows is that they are unaffected by either surface or refractor topography. Consequently, true crossover positions can be determined precisely.
Chun and Jacewitz (1981) also computed differential traveltimes between adjacent records, except that they applied a time correction to the first-break traveltimes, based on a "skewing velocity," to remove the moveout component. However, in the case of end-on records, errors in the skewing velocity result in increasing errors in the accumulated differential shot and receiver statics. Also, Chun and Jacewitz did not present a general case for multiple refractors.
Shotpoint delay times
Delay-time methods involve partitioning intercept times into shot and receiver delay times (Barry, 1967) . This is easily accomplished for reciprocal records but is more difficult if only end-on records are available. In this case, one solution is to compute generalized half-intercept times (Palmer, 1980) . Figure 3a is a first-break traveltime-distance graph for three records with closely spaced shotpoints. Times t,,, and t,,, represent first-arrival traveltimes to a receiver at sp, from sp, and sp,, respectively; I,,? is the traveltime from sp, to a receiver at sp2. Distances x, ,2, x2.3 , and x,, 3 are the shotpoint separations, as shown in Figure 3a 
thus determining the delay time at sp,. The derivation of equation (5) Delay times for deeper refractors can be computed in an identical manner by using difference windows which are successively further offset from the shotpoints. In the general case for difference window II, equation (5) 
In the general case, the velocity of layer II is given by j,,,
For each velocity determination, ?I,, is assigned to a location midway between the relevant shotpoint and the midpoint of the particular difference window. Again, the redundancy of first-break data available in multifold surveys enables many independent determinations of the refractor velocities to be made at each position. If there are gaps along the seismic line where shots have had to be dropped, then there may be stations at which the refractor velocities have not been determined. In such cases, a velocity is assigned for each refractor by interpolation between values for that refractor at the closest adjacent stations.
Remaining receiver delay times
In land surveys, it is not usual to have a shotpoint at every surface station. Hence it is necessary to compute the delay times at the remaining receiver locations which do not coincide with shotpoints. The delay time td(r) at a receiver r within a difference window can be determined by rearranging equation ( Equations (10) and (11) can also be used to evaluate the delay times at the start and end of the line where shotpoints lie outside the minimum offset distance between the shotpoint and the difference window. Any remaining receiver delay times at stations near the ends of the seismic line are evaluated by interpolation.
Depth interpretation
The output of the above analysis is a complete suite of delay times and velocities for each refractor at each station along the seismic line. For surveys recorded with a splitspread geometry, completely independent data sets can be computed for the leading and trailing components of the spread. For converting delay times to depth, the velocity of the surface layer is required. This is achieved from uphole times for shothole surveys or from inverse slope analysis of the direct arrivals of traveltime-distance graphs for surveys using a surface source. The weathering velocity is relatively poorly controlled. However, in the Canadian Rocky Mountain foothills region, the computation of weathering static corrections from delay times is relatively insensitive to errors in the velocity of the surface layer, since the weathering layer is thin and has a large velocity contrast at its base.
Depth interpretation to each refractor is accomplished using equation (7) for each suite of difference-window delay times. Once the near-surface depth and velocity structure have been mapped, weathering and elevation static corrections to a desired datum are computed by velocity replacement.
EXAMPLE ANALYSIS

Data set
The refraction statics procedure is demonstrated using a seismic data set which was recorded in 1984 by the University of Calgary Geophysics Field School. The study area is 50 km northwest of Calgary, in southern Alberta, and is located on the eastern edge of the Rocky Mountain foothills. In this area, eastward-dipping underthrusting has formed the Triangle zone, which is a characteristic structural feature of the foreland margin of the Rocky Mountain thrust belt (Jones, 1982) . Line FS84-1 was recorded with a 4%channel DFS III recording system using a group interval of 30 m, a near offset of 30 m, and an end-on shotpoint geometry with the shot placed at the western end of the spread. A dynamite source was used with a shothole depth of 18 m and a charge size of 1.0 kg. Figure 4a is a plot of first-break traveltimes for the seismic records from line FS84-1. The data show short-and longwavelength variations in traveltime due to changes in elevation and in weathering thickness along the line; an elevation profile is presented in Figure 4b . The first breaks were determined using an automatic picking routine, followed by careful manual checking and editing. As with all refraction interpretation methods, the accuracy of the final solution is dependent ultimately on the reliability of the first-break picks. Prior to the analysis, each record was given a positive time shift equal to its uphole time This, in effect, converts from a shothole to a surface source. The data in Figure 5 were interpreted as a single difference window between offsets of 6 and 48 group intervals (180 to 1440 m), indicating a simple, two-layered velocity structure. This interpretation is not obvious from the first-break plot (Figure 4a ), which shows an apparent three-layered structure. However. this effect was found to be caused by surface and refractor topography, as well as by an increase in refractor velocity east of about shotpoint 140. At offset distances of less than six group intervals (180 m), the time differences decrease by about 5 ms, indicating that there is a velocity gradient at the top of the refractor. Beyond offsets of six group intervals, the very slight decrease in time difference (less than 3 ms) over the remaining spread length is indicative of a gradual but insignificant velocity increase with depth in the refractor. For the refraction analysis, the average time difference within the difference window was assumed to be constant. Although this induced a small error in the absolute depth determination, it had only a small effect on the computation of the static correction. Tables 1 and 2 , respectively, were used in equation (11) to determine the delay times at all other receiver locations along the profile. A depth profile (Figure 4b ) was then computed from the suite of delay times, using equation (7). The surface-layer velocity was calculated from uphole and direct-arrival times and averaged 520 m/s. This is a typical value for unconsolidated glacial sediments which cover the study area. The thickness of the weathering layer varies from 3 m at the western end of the line to over 20 m between stations 160 and 170 (Figure 4b ).
Results
Shotpoint delay times for all shot locations which satisfied the difference-window criterion were determined using equation (6); these data are given in Table 1 . The redundancy in the data increases from west to east due to a greater number >f overlapping spreads (Figure 4a) . Confidence in the results was provided by a statistical analysis which showed stanrlard deviations with a mean value of only 0.8 ms over the length of the line. Table 2 contains the refractor velocities which were computed using equation ( 
