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1.0 INTRODUCTION 
I n  many problems of quantum chemistry,  nuc lear  and plasma physics ,  and 
economics, one may encounter a random process i n  which the  va r i ab le s  are not  
independent and which can have a d i s c r e t e ,  continuous,  o r  mixed spectrum. I n  
t h i s  paper, an a lgor i thm i s  presented which allows a computer s imula t ion  of 
any such random process  x i ,  ..., xk of real  random v a r i a b l e s  i f  t h e i r  j o i n t  
d i s t r i b u t i o n  i s  known. Examples are presented t o  i l l u s t r a t e  the  theory.  
Mathematical t o o l s  used i n  developing t h e  theory are based on Kolmogorov's 
fundamental paper on p r o b a b i l i t y  theory ( r e f .  9 )  and some r e s u l t s  of Halmos 
( r e f .  81, Neveu ( r e f .  101, and Bogdanowicz ( r e f s .  2 through 6 )  on measure and 
i n t e g r a t i o n  theory.  
Readers who are i n t e r e s t e d  i n  app l i ca t ions  only should concent ra te  on 
sec t ions  1 through 4 and 8 through 13 and read the  remaining sec t ions  as 
needed t o  understand t h e  p r i n c i p l e s .  Knowledge of t h e  Lebesgue i n t e g r a l  with 
r e spec t  t o  an a b s t r a c t  measure i s  e s s e n t i a l  t o  understanding the  proofs .  The 
use of D i rac ' s  d e l t a  func t ion  i s  h e l p f u l  i n  app l i ca t ions .  
The t h e o r e t i c a l  r e s u l t s  are formulated i n  terms of Bore1 func t ions ;  t h a t  
i s ,  func t ions  measurable wi th  r e spec t  t o  t h e  smallest  sigma r i n g  conta in ing  
a l l  cubes. A s  e s t a b l i s h e d  by Halmos (ref. 81, t h i s  c l a s s  of func t ions  coin- 
c ides  f o r  Rk spaces with the  c l a s s  of Baire  func t ions ;  t h a t  i s ,  t he  small- 
e s t  c l a s s  which i s  c losed  under the  sequen t i a l  l i m i t  and conta ins  a l l  continu- 
ous func t ions .  The importance of Baire func t ions  i n  t h e  general  theory of 
random processes i s  presented i n  re ference  1. 
2.0 COMPUTERIZATION OPERATOR 
L e t  F be the  p r o b a b i l i t y  d i s t r i b u t i o n  of a r e a l  random v a r i a b l e  x; 
i . e . ,  F(a)  = Pix  < a} f o r  a l l  a E R. Such a func t ion  has t h e  fol lowing 
p rope r t i e s :  
a. F i s  nondecreasing on R.  
b. F i s  l e f t  s i d e  continuous on R.  
c. F(-w) = 0 and F(w) = 1. 
These p r o p e r t i e s  c h a r a c t e r i z e  d i s t r i b u t i o n s  of real  random v a r i a b l e s  
according t o  Kolmogorov's theorem; i.e.,  i f  F has p rope r t i e s  a ,  b,  and c ,  
then  t h e r e  e x i s t s  a p r o b a b i l i t y  space and a random v a r i a b l e  x over i t  such 
t h a t  F i s  i t s  p r o b a b i l i t y  d i s t r i b u t i o n .  
1 
If a distribution F is absolutely continuous in the Lebesgue sense, 
then there exists a Lebesgue summable function f on R such that 
F(a) = I f(t)dt for all a g R. Such a function f is called the density 
of the distribution F. 
a 
-03 
In many applications, one encounters distributions that do not have 
Lebesgue summable densities. For example, for x E R,  let 
where 
0 5 Pi 
P1 + * * a  + Pn = 1  
6(x) denotes Dirac's delta function; i.e., the formal density of the 
distribution h given by the formula 
h(a) = 1 if a > O  
Then the distribution F corresponding to the function f is given by the 
formula 
for all a E R. Such a distribution has jumps at the points xi, ..., Xn 
and is constant between them. Hence, F is not an absolutely continuous 
function. A random variable x corresponding to such a distribution has 
only discrete states xi, ..., Xn- 
However, in some applications, one encounters random variables with 
discrete and continuous states. For example, consider a random variable 
with a density 
2 
where 
P1 + P2 = 1 
h i s  t h e  d i s t r i b u t i o n  of 6 
Such a d e n s i t y  could appear i n  a s teady  s t a t e  process x r ep resen t ing  t h e  
energy l e v e l  of a p a r t i c l e  i f  t h e  source e m i t s  p a r t i c l e s  having t h e  s p e c i f i c  
energy l e v e l  x = x i  wi th  p r o b a b i l i t y  p i  and having o the r  energy l e v e l s  
x # x i  with j o i n t  p r o b a b i l i t y  p2. 
To  s imula t e  random v a r i a b l e s  wi th  mixed s ta tes ,  i t  i s  convenient t o  in- 
troduce t h e  computerization ope ra to r  c mapping a d i s t r i b u t i o n  F i n t o  a 
func t ion  G over t h e  open u n i t  i n t e r v a l  ( 0 , l ) .  This  func t ion  G i s  de- 
f i n e d  by the  formula G(u) = i n f { x  E R: u < F(x)} f o r  a l l  u E (O , l ) . .  
2.1 THEOREM 
The computerization ope ra to r  c i s  w e l l  def ined  f o r  every func t ion  F 
t h a t  i s  a d i s t r i b u t i o n ;  i . e . ,  t h a t  has p r o p e r t i e s  a ,  b ,  and c. I f  the  va r i -  
a b l e  u has a uniform d i s t r i b u t i o n  on the  open i n t e r v a l  ( O , l ) ,  then t h e  
v a r i a b l e  x = G(u) has a p r o b a b i l i t y  d i s t r i b u t i o n  equal t o  the  func t ion  F. 
Proof.  Take any u E ( 0 , l ) .  I t  follows from proper ty  c t h a t  t h e r e  are 
two po in t s  XI, and x2, such t h a t  F(x1) < , u  < F(x2).  This implies t h a t  t h e  
s e t  A(U) = {x E R: u < ~ ( x ) }  i s  nonempty. I t  fo l lows  from proper ty  a 
t h a t  t he  number x i  i s  a lower bound of the  set  A(u). From the  axiom of 
c o n t i n u i t y ,  i t  follows t h a t  t h e  func t ion  G(u) = i n f  A(u) i s  w e l l  def ined .  
To compute t h e  d i s t r i b u t i o n  of the  v a r i a b l e  x = G(u), cons ider  t he  set  
H(a) = {u E ( 0 , l ) :  G(u) < a} f o r  a f ixed  a E R. 
I t  follows from the  proper ty  of infimum t h a t  u E H(a) i f  and only i f  
t h e r e  e x i s t s  an x € R such t h a t  x < a and u < F(x) .  Thus, i n t roduc ing  
t h e  set  {u E ( 0 , l ) :  u < F(x)}  = (O,F(x)),  we ge t  H(a) = Ux<a(O,F(x)). 
S ince  t h e  func t ion  F i s  continuous from t h e  l e f t ,  t h e  union of t h e  i n t e r -  
v a l s  (O,F(x)) over a l l  x < a i s  equal t o  t h e  i n t e r v a l  (O,F(a)).  Thus, 
H(a) = (O,F(a)) f o r  a l l  a E R. S ince  the  p r o b a b i l i t y  t h a t  a uniformly d is -  
t r i b u t e d  v a r i a b l e  on t h e  i n t e r v a l  ( 0 , l )  f a l l s  i n t o  an i n t e r v a l  I being 
a sub in te rva l  of ( 0 , l )  i s  equal t o  t h e  l eng th  of t h a t  i n t e r v a l ,  we g e t  
P {x < a) = P(H(a)) = P((O,F(a) ) )  = F(a )  f o r  a l l  a E R. 
3 
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2.2 REMARK 
For every d i s t r i b u t i o n  F, t h e  func t ion  G = c (F)  has t h e  fol lowing 
p rope r t i e s  : 
1 .  G i s  nondecreasing on ( 0 , l ) .  
2. G is  r i g h t  s i d e  continuous on ( 0 , l ) .  
3 .  I f  u E: (F (x ) ,  F(x+)) ,  when F has a jump a t  x, then  G(u) = F(X+). 
4. I f  F i s  s t r i c t l y  inc reas ing  and continuous on a closed i n t e r v a l  
<c,d>,  then G(u) = x f o r  u E <G(c), G(d)> i f  and only i f  u = F(x) .  
These p r o p e r t i e s  of the  func t ion  G allow one t o  f i n d  the  graph of the 
func t ion  G from the  graph of t he  d i s t r i b u t i o n  func t ion  F by t h e  fol lowing 
s teps :  
1 .  F i l l  a l l  v e r t i c a l  jumps i n  t h e  graph of t h e  func t ion  u = F(x) wi th  
l i n e a r  segments. 
2.  Treat t he  u-axis as t h e  a x i s  of t h e  independent v a r i a b l e  and t h e  
x-axis as t h a t  of the  dependent va r i ab le .  
3.  A t  po in t s  u where the re  are s e v e r a l  va lues  of x such t h a t  
u = F(x) ,  def ine  G so t h a t  G(u) = G(u+). 
3 . 0  SIMULATION OF A SINGLE RANDOM VARIABLE 
Since random number genera tors  a v a i l a b l e  on computers s imula te  a random 
v a r i a b l e  u with uniform d i s t r i b u t i o n  on t h e  i n t e r v a l  ( O , l ) ,  one may simu- 
l a t e  wi th  good accuracy the  d i s t r i b u t i o n  F of a random v a r i a b l e  whose com- 
p u t e r i z a t i o n  G is  a piecewise continuous func t ion .  Many d i s t r i b u t i o n s  
appearing i n  appl ied  problems f a l l  i n t o  t h i s  category.  
3 .1  EXAMPLE 
Assume t h a t  each c a l l  t o  the For t r an  func t ion  RAN(0) gives  a d i f f e r e n t  
random number u i n  t h e  i n t e r v a l  ( 0 , l ) .  Write a segment of a For t r an  pro- 
gram t o  genera te  
g(x)  = 0.56(x + 1) + 0 . 5 h ( ~ ) e - ~ ,  x E: R,  where 6 and h are def ined as 
before .  
N = 31 random values  of a v a r i a b l e  wi th  the  dens i ty  
4 
Solution. Computing the distribution function from the density g by 
n 
the formula F(x) = I g(t)dt for all x E R, we get F(x) = 0.5h(x + 1) 
+ 0.5h(x)(l - e-X). The graph of the function F is given in the following 
diagram. 
-1 0 1 2 3 
From this diagram, we get the formula for the computerization G 
of distribution F using remark 2.2. This yields 
G(u) = -1 if O < u’< 0.5 
G(u) = -1og(2 - 2u) if 0.5 5 u < 1 
(3-1) 
Thus, the segment of the program to simulate the distribution F may look 
as follows: 
DIMENSION X(100) 
N = 31 
D o 5  I = l , N  
X ( I )  = G(RAN(0)) 
5 CONTINUE 
FUNCTION G(U) 
IF (O.O.LT.U.AND.U.LT.O.5) G = -1. 
IF (0.5.LE.U.AND.U.LT.l.) G = -ALOG(2.-2.*U) 
RETURN 
END 
5 
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The a r r a y  X(1) f o r  I = 1 t o  31 w i l l  con ta in  a random sample of a v a r i a b l e  
whose d i s t r i b u t i o n  i s  given by t h e  func t ion  F. 
3.2 EXAMPLE 
Find the  computer izat ion G f o r  a random v a r i a b l e  whose d e n s i t y  func- 
t i o n  i s  
Solu t ion .  The d i s t r i b u t i o n  F of the func t ion  f i s  given by the  
formula 
Since t h e  func t ion  F is  continuous on the  c losed  i n t e r v a l  <-7T/2, m/2> 
and maps i t  onto the  i n t e r v a l  <0,1>,  we can use  the  equivalence of x = G(u) 
with u = F(x);  i . e . ,  u = ( 1 / 2 ) ( s i n  x + 1 ) .  Solving t h i s  equat ion  f o r  x ,  
w e  ge t  x = a r c  s i n  (2u - 1 ) .  Thus, the computer izat ion G i s  given by 
G(u) = a r c  s i n  (2u - 1 )  f o r  u E ( 0 , l ) .  
4.0 SIMULATION OF NDEPENDENT RANDOM VARIABLES 
I n  many a p p l i c a t i o n s ,  one has t o  i n v e s t i g a t e  processes  c o n s i s t i n g  of 
s eve ra l  random v a r i a b l e s  f l ,  f27 . . . , fk .  Such v a r i a b l e s  are c a l l e d  
independent i f  t h e i r  j o i n t  func t ion  F def ined by 
f o r  a l l  ( a l ,  ..., ak)  E: Rk, can be represented  i n  t h e  form 
6 
Thus, t o  s imula t e  such a process i t  i s  enough t o  f i n d  t h e  computeriza- 
t i o n s  G i  = c ( F i )  f o r  i = 1, ..., k. Then, i f  u1! ..:, Uk a r e  k in- 
dependent random v a r i a b l e s  each having uniform d i s t r i b u t i o n  on the  i n t e r v a l  
( 0 ,  I ) ,  t h e  v a r i a b l e s  x i  = G1(u1), x2 = G 2 ( ~ 2 ) ,  . . . , Xk = Gk(uk) w i l l  have 
t h e  d i s t r i b u t i o n  given by t h e  func t ion  F. 
4.1 PROBLEM 
L e t  p = (1, @) be a random poin t  on the  sphere  
s = {(x,  y ,  z ) :  x2 + y2 f z2 = 1) ( 4 - 3 )  
where and @ are  i t s  s p h e r i c a l  coordinates.  Simulate the  uniform dis- 
t r i b u t i o n  on t h e  sphere  S. 
Solu t ion .  The p r o b a b i l i t y  d e n s i t y  f a t  the  poin t  p E S i s  given by 
t h e  formula 
1 
41T 
f ( p )  = - f o r  p 8 S (4 -4 )  
Using s p h e r i c a l  coord ina tes ,  w e  can w r i t e  a r e p r e s e n t a t i o n  of t h e  set  
S as 
lT 71 
2 2 
s = {p = ( A ,  ($1: 0 < X < 2lT, - - - <  @ < -} (4 -5 )  
where w e  have neg lec t ed  sets  of measure zero; i . e . ,  t h e  poles and one merid- 
i an .  The d e n s i t y  f u n c t i o n  i n  t h e s e  Coordinates w i l l  have the  form 
where 
1 I T l T  
2 2 2  
f 2 ( @ )  =-  cos @ f o r  a l l  @ 8 (--, -) 
7 
Thus, the joint distribution F of the variables A, $ is given by 
for all (al, a21 E R2, where F1 is the distribution of A and F2 the 
distribution of $. 
distributions, the random variables A, $ are independent. Moreover, 
Since the joint distribution is a product of the two 
The distribution F2 was discussed in example 3.2. Thus, computeriza- 
tions of the distributions F1 and F2 are given by 
G2(u2) = arc sin (2u2 - 1) (4-10) 
Hence, the variables A = 2nu1 and @ = arc sin (21.12 - 11, where u1, u2 are 
independent uniform random variables on the interval (O,l), will simulate a 
uniform distribution of points on the sphere S. 
5.0 INTEGRAL PROPERTY OF THE COMPUTERIZATION OPERATOR 
Let F be the distribution of a real random variable; i.e., F satis- 
fies conditions a, b, c of section 2. Let G = c(F) be the computerization 
of the distribution F. Denote by V the prering (see ref. 2) consisting 
of all intervals I of the form <a,b), (-03,a), <a,w), where a and b 
are real numbers. Define a set function v on V by the formula 
W e  can prove t h a t  t h e  set func t ion  v i s  countably add i t ive  on V 
and thus  forms a volume i n  t h e  sense of Bogdanowicz ( r e f .  2) .  Following 
t h e  development of paper 2,  denote by S(V,  R )  t he  c o l l e c t i o n  of simple 
func t ions ;  i.e., func t ions  of t h e  form 
s ( x )  = rlcA1(x) + ... + rkCAk(x) f o r  a l l  x R ( 5-2 1 
where A i ,  ..., Ak are d i s j o i n t  se ts  from the  p re r ing  V;  r1, ..., rk  are 
real  numbers; and CA denotes the  c h a r a c t e r i s t i c  func t ion  of the set  A. The 
se t  of simple func t ions  i s  l i n e a r  and t h e  fol lowing func t iona l s  are w e l l  
def ined  on it:  
The f i r s t  func t iona l  i s  l i n e a r  and the  second forms a seminorm on S ( V ,  R ) .  
Moreover, l l sdvl  - < I I s 1  I f o r  a l l  simple func t ions .  
Denote by N t h e  c o l l e c t i o n  of a l l  se ts  A of R such t h a t  f o r  every 
> 0 t h e r e  e x i s t s  a countable  family A t  E V ( t  T)  such t h a t  the  set  
A i s  contained i n  the  union U T A t  and z p ( A t )  < E. S e t s  of t h i s  co l lec-  
t i o n  N w i l l  be c a l l e d  v-null  sets. 
A sequence sn E S(V,  R )  i s  c a l l e d  b a s i c  i f  t h e r e  e x i s t s  a sequence kn 
of simple func t ions  and a cons tan t  M 'such t h a t  Sn = k l  + k2 + ... + kn, 
I lknl I 2 M4-" f o r  a l l  n. Denote by L(v, R )  t h e  s e t  of a l l  func t ions  f 
f o r  which t h e r e  e x i s t s  a b a s i c  sequence sn and a n u l l  set A E N such 
t h a t  t h e  sequence of va lues  sn(x)  converges t o  the  va lue  f ( x )  i f  x $ A. 
Define l f d v  = l i m  lsndv.  According t o  paper 2, t hese  
a r e  well-defined f u n c t i o n a l s  on L(v, R ) ;  and t h e  space L(v, R )  co inc ides  
wi th  t h e  space of Lebesgue summable func t ions  with r e spec t  t o  the  Lebesgue 
measure p, which i s  t h e  smallest complete measure extending the  volume v 
( see  r e f .  5 ) .  Moreover, the two i n t e g r a l s ,  l f d v  and l f d p ,  coincide.  
I If I I = l i m  I I snl I ,  
b 
I n  the  sequel ,  w e  s h a l l  write .f f (x)dF(x)  
a 
t o  denote the  i n t e g r a l  
l c < a , b ) f d v *  
Notice t h a t  t h e  c l a s s i c a l  Lebesgue i n t e g r a l  i s  generated by t h e  func t ion  
g(u)  = u f o r  a l l  u & R ,  which corresponds t o  the  volume v ( < a , b ) )  = b - a 
on the  p re r ing  W of a l l  bounded r i g h t  s i d e  open i n t e r v a l s .  
9 
W e  s h a l l  say t h a t  a f n c t i o n  f i s  v-summable on a set  A ,  or  equiva- 
l e n t l y  t h a t  t h e  i n t e g r a l  j6 fdv  e x i s t s ,  i f  and only  i f  cAf L(v, R ) .  
5 .1  THEOREM 
L e t  F be a p r o b a b i l i t y  d i s t r i b u t i o n  over  R and G i t s  computeriza- 
t i on .  Then, i f  the  right-hand i n t e g r a l  i n  the  fol lowing formula ex i s t s  i n  
Lebesgue's sense,  so does the  o the r  and they are equal  
5.2 REMARK 
The theorem i s  v a l i d  f o r  the  Riemann-St ie l t jes  i n t e g r a l  when the  func- 
t i o n  F i s  continuous and i n v e r t i b l e .  Notice  t h a t  i n  theorem 5.1 each func- 
t i o n ,  F and G ,  may have an i n f i n i t e  number of d i s c o n t i n u i t i e s  and n e i t h e r  
has t o  be i n v e r t i b l e .  
5.3 REMARK 
L e t  v be the  volume generated by the  d i s t r i b u t i o n  F and 1-1 t h e  
c l a s s i c a l  Lebesgue measure over the i n t e r v a l  ( 0 , l ) .  The above theorem i s  
equiva len t  t o  t h e  fol lowing.  The map f +  foG imbeds i s o m e t r i c a l l y  t h e  
Lebesgue space L(v, R) i n t o  the space L(P, R ) .  
In- 
(0, F ( 0 ) ) '  Proof of the theorem. Let f = c . Then foG = c (-a, a )  
deed foG(u) = 1 i f  and only i f  G(u) 8 (",a); i .e . ,  G(u) < a ,  which i s  
equiva len t ,  as proved i n  s e c t i o n  2,  t o  u 8 (0, F ( a ) ) ;  i . e . ,  t o  
~ ( 0 ,  F ( ~ ) ) ( u )  = 1. 
i s  mapped i n t o  the  c h a r a c t e r i s t i c  func t ion  of t h e  i n t e r v a l  < F ( a ) ,  F (b ) ) .  
Indeed, 
Thus, the c h a r a c t e r i s t i c  func t ion  of an i n t e r v a l  < a , b )  
S imi l a r ly ,  t he  c h a r a c t e r i s t i c  func t ion  of (-,b) i s  mapped i n t o  the  char- 
a c t e r i s t i c  func t ion  of ( 0 ,  F (b ) )  and the  c h a r a c t e r i s t i c  func t ion  of < a , a )  
i n t o  the  c h a r a c t e r i s t i c  func t ion  of < F ( a ) ,  1 ) .  By the  d e f i n i t i o n  of t he  
volume v on the  p re r ing  V and of the Lebesgue measure 1-1, w e  g e t  
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v ( I )  = p(G-'(I)) f o r  every I 8 V, s i n c e  CIOG = CA i s  equiva len t  t o  
A = G-l(I) .  These observa t ions  y i e l d  the  e q u a l i t y  
s ldv  = f l  soGl dp f o r  a l l  s 8 S(V,  R) (5-7) 
L e t  W be the  c o l l e c t i o n  of a11 l e f t  s i d e  c losed  sub in te rva l s  of t he  
i n t e r v a l  ( 0 , l ) .  It fol lows from the  d e f i n i t i o n  of a v-null  se t  t h a t  i f  
A i s  a v-null  set  then the  p measure of t he  set  B = G-l(A) is  zero.  No- 
t i c e  t h a t  i f  i s  a b a s i c  sequence convergent f o r  a l l  x $! A 
t o  the  func t ion  f then the  sequence snoG belongs t o  the set S(W, R) 
and converges f o r  a l l  po in t s  u B t o  the  func t ion  foG. Thus, from 
the  Bogdanowicz d e f i n i t i o n  of the  spaces  L(v, R) and L(p, R), we g e t  
s, E S(V, R) 
f o r  a l l  func t ions  f E L(v, R). This proves the  theorem. 
5.4 COROLLARY 
For every bounded Borel func t ion  € and every a 8 R the  fol lowing 
e q u a l i t y  holds : 
proof.  It fol lows from the  p r o p e r t i e s  of v-measurable func t ions  ( r e f .  3 )  
t h a t  every Borel measurable func t ion  i s  v-measurable. 
Borel func t ion ,  the  product g = c ( ~ ,  a ) f  a l s o  i s  a Borel func t ion .  Being 
v-measurable and bounded by the  simple func t ion  
Some M, the  func t ion  g i s  v-sumnable. Since goG = c ( ~ ,  F(a))foG, w e  ge t  
from theorem 5.1 the e q u a l i t y  
Since c ( - , ~ )  i s  a 
MCR = MC(- ,~)  + M C < ~ , ~ )  f o r  
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6.0 EXISTENCE OF TRANSITION PROBABILITIES 
L e t  f l ,  f 2 ,  ..., f k  be real  random v a r i a b l e s  over a p r o b a b i l i t y  space.  
We s h a l l  prove t h a t  t h e  fol lowing cond i t iona l  d i s t r i b u t i o n  
can be w e l l  def ined as a Bore1 func t ion  of t h e  v e c t o r  
over the  space Rk. 
a = ( a l ,  a2,  ..., ak)  
L e t  Fm denote t h e  j o i n t  d i s t r i b u t i o n  of t h e  v a r i a b l e s  f l ,  f 2 ,  ..., f,. 
Each d i s t r i b u t i o n  func t ion  F obtained i n  t h i s  way i s  nondecreasing with 
r e spec t  t o  the  r e l a t i o n  a < b on Rm def ined t o  mean a; < b i  f o r  a l l  
i = 1, ..., m. This means t h a t  i f  a < b then F ( a )  < F(b) .  Moreover, 
t he  d i s t r i b u t i o n  func t ion  i s  continuous with r e s p e c t  to increas ing  conver- 
gence; i . e . ,  the  condi t ion  a? 4 a f o r  j = 1, ..., m implies  t h a t  
F ( a l ,  a2, ..., am> -+ F ( a l ,  a2, ..., am). 
J j 
n n  n 
F i n a l l y ,  t he  func t ion  F is normalized; i . e . ,  F(-QJ, ..., -a) = 0, 
F(a,  ..., a) = 1. 
According t o  Kolmogorov's theorem, these  p r o p e r t i e s  c h a r a c t e r i z e  a j o i n t  
d i s t r i b u t i o n  func t ion  F; i .e. ,  f o r  every such func t ion  the re  e x i s t s  a unique 
Bore1 p r o b a b i l i t y  measure P over Rm such t h a t  
F(a l ,  ..., am> = P{el < a l ,  ..., em < a,} (6-2) 
f o r  a l l  ( a l ,  ..., +> 6 Rm, where e are p r o j e c t i o n  func t ions  def ined by 
j 
e . ( a l ,  ..., = a j  f o r  a l l  ( a l ,  ..., am> E Rm 
J 
To make t h e  p re sen ta t ion  more gene ra l ,  i t  w i l l  be convenient t o  i n t r o -  
duce the fol lowing nota t ion .  I f  M and K are subse t s  of the  s e t  
(1, ..., k} and K i s  a proper sub jec t  of M, then  we w i l l  write K < M. 
Subsets of t h i s  form w i l l  be ca l l ed  indexes. The symbol IKI w i l l  denote 
the  number of elements of t he  set  K. 
We w i l l  denote by RK the space of a l l  vec to r s  x = (xtItEK, where 
xt E R denotes the  component of the  vec tor  x with index t .  I f  M and K 
a r e  two d i s j o i n t  index sets and t h e i r  union i s  S = M U K, then the space R s  
can be i d e n t i f i e d  with the  product space 
can be w r i t t e n  i n  the form x = (XK, XM), where 
RM x RK and every vec tor  x E R s  
XK 8 RK and XM & RM. 
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I f  a 8 RT, we  s h a l l  denote by I ( a >  the  C a r t e s i a n  product 
x t a ( - T  a!), where 
sequel b a s i c  cones. 
a = ( a t l t a .  S e t s  of t h i s  form w i l l  be c a l l e d  i n  t h e  
Now i f  FT is  a p r o b a b i l i t y  d i s t r i b u t i o n  on RT and pT i s  t h e  cor- 
responding Borel p r o b a b i l i t y  over RT obtained from Kolmogorov' s theorem 
( i . e . ,  FT(a) = p T ( I ( a ) )  f o r  a l l  a € RT), f o r  d i s j o i n t  decomposition of 
t he  index se t  T i n t o  nonempty sets  S and U the Borel p r o b a b i l i t y  p 
i s  w e l l  def ined  by t h e  formula S 
f o r  a l l  Borel s u b s e t s  A of t h e  space Rs. 
This  p r o b a b i l i t y  i n  t u r n  genera tes  a p r o b a b i l i t y  d i s t r i b u t i o n  Fs. A 
func t ion  ps w i l l  be c a l l e d  a t r a n s i t i o n  p r o b a b i l i t y  from p r o b a b i l i t y  ps t o  
p r o b a b i l i t y  PT i f  i t s  va lue  pU(A, x)  i s  def ined  f o r  every Borel set A 
being a subse t  of t h e  space R u  and every x E Rs. Moreover, t h e  va lue  
pU(A, x )  as  a func t ion  of se t  A i s  a p r o b a b i l i t y  measure f o r  every x E Rs,  
and as a f u n c t i o n  of po in t  x i s  Borel f o r  every f i x e d  Borel set  A. 
Furthermore, 
U 
S 
S 
f o r  every Borel subse t  A of 
r e f .  10, p. 7 3 ) .  
6 . 1  THEOREM 
Ru and every Borel subse t  B of R s  ( s e e  
For every Bore- probabi l - ty  p over RT, where T i s  f i n i t e ,  and every 
generated Borel p r o b a b i l i t y  ps, where S i s  a subse t  of T and the  d i f f e r -  
ence se t  U = {x € T: x s )  i s  nonempty, t h e r e  exis ts  a t r a n s i t i o n  
p r o b a b i l i t y  ps from t h e  measure ps  t o  t h e  measure PT. 
T 
U 
13  
Proof. For every f ixed  Borel set A contained i n  Ru, l e t  denote 
the  measure def ined by the  formula 
f o r  a l l  Borel sets B contained i n  Rs. 
Since 
f o r  a l l  Borel se ts  B i n  t h e  space R s ,  we g e t  from the  Radon-Nikodym 
theorem ( see  r e f s .  6 and 10) t h a t  t he re  exis ts  a Borel func t ion  fA 
sumnable with r e spec t  t o  t h e  measure 
set of p -measure zero,  we ge t  
Af te r  a modi f ica t ion  on a Borel 
PS' 
S 
and 
f o r  a l l  Borel sets B contained i n  the  space Rs .  
I f  b E Ru, l e t  I ( b )  denote the  Car t e s i an  product x teU(-03,bt). Every 
such set I ( b )  is  a Borel set. A vec tor  b E Ru w i l l  be c a l l e d  r a t i o n a l  i f  
a l l  i t s  components bt a r e  r a t i o n a l .  W e  s h a l l  w r i t e  a < b f o r  two such 
vec tors  i f  and only i f  a t  < bt  f o r  a l l  t E U. 
L e t  h be a func t ion  given by the  formula 
f o r  a l l  a E Ru and a l l  x E Rs. The set  fol lowing the  supremum opera t ion  
i s  nonempty s ince  it conta ins  zero and i s  bounded. Thus, the  func t ion  h by 
the  axiom of con t inu i ty  is  w e l l  def ined and i s  a Borel func t ion  i n  v a r i a b l e  x. 
Since both the  measure and the  i n t e g r a l  are continuous under inc reas ing  
sequen t i a l  convergence, w e  ge t  from (6-8) and (6-5) t he  r e l a t i o n  
(6-10) 
f o r  a l l  a E Ru and a l l  Borel s e t s  B of Ru.  Moreover, from the def i -  
n i t i o n  of func t ion  h w e  g e t  t h a t ,  f o r  every f i x e d  x,  i t  i s  nondecreas- 
ing;  i.e., i f  f o r  two vec to r s  a ,  c E Ru w e  have a < c ,  then 
h ( a ,  x) 5 h ( c ,  x ) .  I t  i s  a l s o  l e f t  s i d e  continuous; i.e., i f  an < a 
f o r  a l l  n and the  vec to r s  an converge t o  the  vec tor  a, then the  se- 
quence of values  h(an,  x )  converges t o  the  value h ( a ,  x ) .  
Now from r e l a t i o n  (6-101, using the  monotone convergence theorem, we 
g e t  t h e  fol lowing r e l a t i o n s :  
f o r  a l l  Borel s e t s  B i n  R S ,  where h(a ,  x )  denotes the  l i m i t  i n  t h e - v a r i -  
a b l e  a a l l  of whose coord ina tes  tend t o  a. The value h ( 4 ,  x )  i s  under- 
s tood s i m i l a r l y .  Since 
h(m, x)  = l i m  h(an ,  x )  f o r  a l l  x E Rs (6-13) 
n where an i s  an inc reas ing  sequence of vec tors  such t h a t  each component a t  
tends t o  i n f i n i t y ,  w e  ge t  t h a t  h ( a ,  X) as  a func t ion  of x i s  Borel meas- 
u rab le  on t h e  space Rs. 
Thus, from Radon-Nikodym theorem the re  e x i s t s  a s e t  C of pS-measure 
zero  such t h a t  h ( a ,  x) = 1 and h(-, x) = 0 i f  x Q! C .  
Modifying h on t h i s  s e t  by pu t t ing  h (a ,  x) = g ( a >  f o r  a l l  x E C ,  
where g i s  any p r o b a b i l i t y  d i s t r i b u t i o n  on Ru, we ge t  t h a t  t he  value 
h ( a ,  x )  as a func t ion  of x i s  a Borel func t ion  for every a and h ( a ,  x )  
as  a func t ion  of a i s  a p r o b a b i l i t y  d i s t r i b u t i o n  f o r  every f ixed  x. Thus, 
S by Kolmogorov's theorem h genera tes  a unique p r o b a b i l i t y  measure pu(A, x) 
def ined on a l l  Borel s e t s  A of Ru f o r  every f ixed  point  x E R s .  
Let  us prove t h a t  f o r  every f ixed  Borel s e t  A of Ru the  fol lowing 
two p rope r t i e s  hold: 
S A. The func t ion  pu(A, x) as  a func t ion  of x i s  Borel measurable 
over t h e  space R s .  
S B. For every Borel s e t  B of Rs, w e  have pT(A x B) = J B  pU(A, XI  pg(dx). 
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To t h i s  end, denote by M the  c o l l e c t i o n  of a l l  Borel sets A of 
Ru f o r  which p r o p e r t i e s  A and B hold.  
Observe t h a t  t he  sets I ( a >  belong t o  M. Since M i s  c losed  under 
d i s j o i n t  f i n i t e  union, it i s  a l s o  c losed  under proper  d i f f e r e n c e s ;  i.e., i f  
A1 i s  a subse t  of A2 and both sets A I ,  A 2  are i n  M, then a l s o  the  d i f -  
fe rence  set A = { x  E AI: x if A2) i s  i n  M. Thus, i f  V denotes the  
p re r ing  c o n s i s t i n g  of a l l  i n t e r v a l s  of t h e  form ( d , a ) ,  and < b , a ) ,  where 
a and b are real  numbers, and Vu denotes the  p r e r i n g  c o n s i s t i n g  of a l l  
Ca r t e s i an  products of t he  form A = xtEU A t ,  where At E V f o r  every 
t E U, we can prove by induct ion  with r e spec t  t o  the  number of bounded in-  
t e r v a l s  At appearing i n  t h e  r ep resen ta t ion  of t he  set A t h a t  t h e  p re r ing  
W = Vu is  contained i n  the  c o l l e c t i o n  M. 
from t h e  prer ing  W form the  smallest r i n g  conta in ing  W. 
F i n i t e  d i s j o i n t  unions of s e t s  
Observe t h a t  M is  closed under monotone convergence of sets. Accord- 
ing t o  a theorem of Halmos ( r e f .  81, t h i s  implies  t h a t  M conta ins  the  s m a l l -  
es t  sigma r i n g  generated by W. We can prove t h a t  t h i s  sigma r i n g  co inc ides  
with t h e  sigma r i n g  of a l l  Borel sets of t he  space 
proof of the theorem. 
Ru. This concludes the  
6.2 THEOREM 
be two t r a n s i t i o n  p robab i l i -  
qu' pu L e t  T,  S, U be as  before  and 
t i es  from p r o b a b i l i t y  p s  t o  p r o b a b i l i t y  pT. 
There ex is t s  a Borel s e t  C of pS-measure zero such t h a t  
( 6 - 1 4 )  
f o r  a l l  Borel sets A of Ru and a l l  x $ C. 
Proof. It fol lows from the  d e f i n i t i o n  of a t r a n s i t i o n  p r o b a b i l i t y  and 
from the Radon-Nikodym theorem t h a t  f o r  every Borel s e t  A of Ru t h e r e  
ex i s t s  a Borel set  C(A) of p -measure zero such t h a t  S 
(6-15)  
f o r  a l l  x 6 C(A). Let  D denote the set of a l l  r a t i o n a l  po in t s  b of t he  
space Ru and l e t  C be the  union of t he  sets  C( I (b ) )  over a l l  b E D. 
C lear ly ,  C i s  a Borel set of pS-measure zero.  
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Denote by M the collection of all Borel sets A of Ru such that 
S S pu(A, x) = qU(A, x) .if x E C. This collection contains basic cones I(b), 
where b is a rational vector. It follows from the monotone continuity of 
a measure that M contains every set I(a> for any a E Ru. The rest of 
the argument is the same as in theorem 6 . 1 .  This concludes the proof. 
S 
Let a function FU be defined on the product Ru x Rs such that for 
S 
every fixed x E Rs the value FU(a, x> considered as a function of the 
variable a is a probability distribution and for every fixed a E Ru 
F (a, x) considered as a function of x is a Borel function. Such 
a function F: Will be called in the sequel a transition distribution. 
S 
U 
6 . 3  THEOREM 
There is a one-to-one correspondence between transition probabilities 
and transition distributions Fi. This correspondence is given by the qU 
re 1 at ion 
S S qu(I(a), x> = FU(a, x> ( 6 - 1 6 )  
for all a E Ru and x E Rs. 
Proof. It is clear that every transition probability generates a tran- 
sition distribution by means of formula ( 6 - 1 6 ) .  To prove that every tran- 
sition distribution generates a unique transition probability, take an 
arbitrary fixed point x E Rs and denote by qu(A, x) the value of the 
probability measure defined for a Borel set A of Rs and generated 
from the probability distribution Fs(a, x> by means of Kolmogorov's 
construct ion. 
S 
U 
U 
is a transition probability, it is sufficient to qU To prove that 
S prove that for every fixed Borel set A the value qU(A, x> as a function of 
x E R s  is Borel measurable. To this end, denote by M the collection of 
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a l l  Borel sets A having t h a t  property.  Notice t h a t  a l l  b a s i c  cones I ( a )  
belong t o  M. Not ice  t h a t  M i s  c losed  under d i s j o i n t  f i n i t e  union and under 
the  monotone convergence of sets. Thus, as i n  t h e  proof of theorem 6.1 we 
conclude t h a t  M co inc ides  wi th  t h e  sigma r i n g  of a l l  Borel sets of R . 
This concludes the  proof of the  theorem. 
t 
7 .O RESOLUTION OF BOREL PROBABILITIES 
L e t  T be a f i n i t e  index set and U ,  S i t s  d i s j o i n t  decomposition 
t h e  PS i n t o  nonempty se t s .  L e t  p be a Borel p r o b a b i l i t y  over RT and 
corresponding p r o b a b i l i t y  genera ted  over Rs. 
T 
'T gener- 
ates almost unique r e p r e s e n t a t i o n  of pT by means of through 
the  formula 
The theorems of t h e  previous s e c t i o n  show t h a t  t h e  measure 
S 
f o r  a l l  Borel sets A of Ru and B of Rs. Conversely, any p a i r  qu, ps 
c o n s i s t i n g  of a t r a n s i t i o n  p r o b a b i l i t y  and a p r o b a b i l i t y  on Borel sets gener- 
ates a unique Borel p r o b a b i l i t y  over t he  space RT ( r e f .  10, p. 74).  
It  follows from Kolmogorov's theorem t h a t  condi t ion  (7-1) i s  equiva- 
l e n t  t o  
(7-2) 
f o r  a l l  a E Ru and a l l  b Rs. 
The n e c e s s i t y  of cond i t ion  (7-2) i s  obvious. To prove i t s  s u f f i c i e n c y ,  
f i x  the  poin t  a € Ru and cons ider  two measures 
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f o r  a l l  Borel sets B of R s .  Since these  measures coincide f o r  every b a s i c  
cone according t o  r e l a t i o n  (7-2), they must co inc ide  f o r  B = Rs. I f  
r l (RS) = 0 ,  then both measures are i d e n t i c a l l y  ze ro  on a l l  Borel sets B 
of R s .  I f  r = r l (RS)  > 0, then d iv id ing  t h e  measures r1 and r 2  by t h e  
va lue  r w e  ge t  two p r o b a b i l i t y  measures t h a t  co inc ide  on a l l  b a s i c  cones 
I ( b ) .  Thus, t h e s e  two p r o b a b i l i t y  measures have t h e  same d i s t r i b u t i o n  func- 
t ion.  By Kolmogorov' s uniqueness theorem, t h i s  implies  
f o r  a l l  Borel sets B of Ru. Hence, 
(7-6) 
f o r  a l l  Borel se t s  B of Ru and a l l  bas i c  cones I ( a ) ,  a Ru. 
Holding the  Borel set  B f i xed ,  by a s i m i l a r  argument t o  the  preceding 
one, we ge t  r e l a t i o n  (7-1) f o r  a l l  Bore1 s e t s  A of Ru and a l l  Borel s e t s  
B of R s .  Now l e t  us in t roduce  the  fol lowing no ta t ions  f o r  po in ts  i n  the  
spaces  RT and Rs. I f  a E RT, then by as, where S i s  a subse t  of T ,  
w e  s h a l l  denote a po in t  i n  the  space Rs such t h a t  i t s  component having in- 
dex t € S co inc ides  with the  component at of a. Thus, w e  have a = aT.  
When S = ( t ) ,  w e  s h a l l  write a t  i n s t ead  of a{,-). I f  U and S a r e  d is -  
j o i n t  nonempty sets  whose union i s  t h e  s e t  T ,  then  the  vec tor  aT  can be 
i d e n t i f i e d  wi th  t h e  p a i r  (au,  a s ) .  Notice a l s o  t h a t  I ( aT)  = I(aU) x I (aS) .  
Using t h i s  convention, w e  can w r i t e  r e l a t i o n  (7-2) i n  the  equiva len t  form 
I t  i s  convenient t o  in t roduce  a shorthand n o t a t i o n  and convention s i m i -  
l a r  t o  E i n s t e i n ' s  convention i n  t e n s o r i a l  ca lcu lus .  Namely, the r e l a t i o n  
given by formula (7-1) w e  s h a l l  w r i t e  as 
(7-8) - s  
'T - qUpS 
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This  w i l l  mean t h a t  whenever i n  such a formula a s u p e r s c r i p t  index set  
S coinc ides  wi th  the  subsc r ip t  index set, we have an i n t e g r a t i o n  over a 
Bore1 set with r e spec t  t o  the  v a r i a b l e  XS. 
S Notice t h a t  t h e  opera tor  E mapping a p a i r  (qu, ps) i n t o  the  element 
Thus, 
PS. 
preserves  convex combinations i n  both v a r i a b l e s  q: and qups 
I it i s  n a t u r a l  t o  extend it  by homogeneity and l i n e a r i t y  onto t h e  space of a l l  Bore1 t r a n s i t i o n  measures ( s i n c e  we w i l l  not use  t h i s  space i n  t h e  
sequel ,  w e  l eave  i t  t o  the  reader  t o  g ive  p r e c i s e  d e f i n i t i o n  t o  t h i s  space)  
and onto the  space BS of a l l  f i n i t e  Bore1 measures over t he  space R s .  
t o  in- PU Now l e t  us extend the d e f i n i t i o n  of the  t r a n s i t i o n  measure 
c lude  t h e  case when e i t h e r  S o r  U is  empty. It i s  c l e a r  t h a t  when 
U = 0 the  t r a n s i t i o n  measure pu i s  only a po in t  func t ion  and the  r e l a t i o n  
qs - pups means t h a t  
qs 
S 
i s  the  Radon-Nikodym d e r i v a t i v e  of the  measure 
When S = 0, the t r a n s i t i o n  measure 
- S 
PU 
PS' with respec t  t o  the measure 
does not depend on the poin t  and thus i s  a p r o b a b i l i t y  measure. Thus, 
PU 
we assume Pu - Pu' 0 -  
def ines  uniquely - 'T - 'UPS F i n a l l y ,  l e t  po = 1. Then the r e l a t i o n  
t h e  element % f o r  any d i s j o i n t  decomposition S ,  U of t he  index set  T. 
I f  t he  index s e t  S c o n s i s t s  of a s i n g l e  poin t  t ,  w e  s h a l l  w r i t e  
i n s t e a d  of ii} and s i m i l a r l y  f o r  the  set  U. L e t  T = { 1, 2 ,  ..., n}. 
The no ta t ion  T ( j )  = {k: k < j}  w i l l  be used f o r  j = 1, 2, ..., n+l. 
Notice t h a t  T(1) denotes the  empty s e t .  A sequence of t r a n s i t i o n  
probab i 1 i t ies  
t 
qU 
T ( j )  f o r  j = 1, 2,  ..., n 
q j  
w i l l  be c a l l e d  a r e s o l u t i o n  of the  p r o b a b i l i t y  p i f  and only i f  T 
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It fol lows from t h e  theorems i n  t h e  previous s e c t i o n  tha t '  such t r a n s i t i o n  
p r o b a b i l i t i e s  e x i s t  and are almost unique; i. e., 
set of 
T ( j )  i s  unique up t o  a 
'j 
-measure zero.  
'T(j) 
Notice  t h a t  the  va lue  of the  t r a n s i t i o n  p r o b a b i l i t y  q T ( j ) ( ~ ,  x> g ives  
p rec i se  meaning t o  t h e  cond i t iona l  p r o b a b i l i t y  j 
p { f .  E Alfk  = ak  f o r  k = 1, 2 ,  ..., j-1) (7-10) 
T J  
i s  generated by j o i n t  d i s t r i b u t i o n  of the  
PT i f  t he  p r o b a b i l i t y  measure func t ions  f t  ( t  E TI. 
1 
S ( j >  
b i l i t y  p 
Since by theorem 6.1 the re  e x i s t s  a t r a n s i t i o n  proba- 
p1 t o  measure 'T( j> '  we can write from the  measure 
- 1 
'T(j) - 'S(j>'l 
f o r  j = 1, ..., n ,  where s ( j >  = (2, 3, ..., j - I} .  
(7-11) 
7.1 THEOREM 
I f  the  sequence q T ( j ) ( j  = 1, ..., n> r ep resen t s  a r e s o l u t i o n  of t he  
p r o b a b i l i t y  p then t h e r e  e x i s t s  a Borel set  C of pl-measure zero such 
t h a t  f o r  every f ixed  value x1 ,6 C the  sequence 
J 
T '  
f o r  j = 2, ..., n ,  as a func t ion  of A and the  remaining v a r i a b l e s  
xt  ( t  # 11, r ep resen t s  a r e s o l u t i o n  of the  Borel p r o b a b i l i t y  
by t h e  formula 
ps  def ined 
(7-12) pS(A) = pS(A, 1 XI) 
f o r  a l l  Borel sets A of R s ,  where S = (2, 3,  ..., n}. 
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Proof. From the definition of the resolution of the probability PT, 
we have 
for j = 1, 2, ..., n (7-13) 
It follows from the reduction formula for integrals with respect to 
a probability measure generated by a transition probability (see Neveu, 
ref. 10, p. 74) that 
(7-14) 
denotes the transition probability satisfying the condition 1 where rs( j+l) 
This expression as a function of x1 (according to ref. 10, p. 74) 
represents a Bore1 measurable function and as a function of the variable 
as( j+l> represents a probability distribution for every fixed xi. Hence, 
1 by theorem 6 . 3 ,  it determines a unique transition probability rS(j+l). In 
this way from formula (7-14) we obtain the representation 
(7-16) 
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It fo l lows  from t h e  uniqueness of t r a n s i t i o n  p r o b a b i l i t y  from @ ( j + l )  
t o  p1, theorem 6.2, t h a t  f o r  some Borel set C of pl-measure zero we 
have 
(7-17) 
f o r  a l l  as ( j+ l )  e R  ’(j+’) and a l l  x1 b C and j = 2, ..., n. 
E q u a l i t i e s  (7-15) and (7-17) y i e l d  
For a f ixed  x1 ,& C ,  de f ine  the  sequence of p r o b a b i l i t i e s  by 
f o r  all Bore1 sets A of R s ( j )  and j = 2 ,  ..., n ,  and de f ine  a sequence 
of t r a n s i t i o n  p r o b a b i l i t i e s  by the  formula 
f o r  a l l  Borel sets A and j = 2,  ..., n. 
W e  can prove from r e l a t i o n  (7-18) t h a t  
(7-20) 
f o r  a l l  Borel sets A of R s ( j )  and j = 2, 3,  ..., n. Rela t ions  (7-18), 
(7-191, (7-20), and (7-21) prove t h a t  t h e  sequence Q. 
l u t i o n  of the p r o b a b i l i t y  
t h  eor  em. 
r ep resen t s  a reso- 
S ( j )  
pS(n+l) - ps. This compleies the  proof of t h e  
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8.0 EXISTENCE OF CONDITIONAL DISTRIBUTIONS 
T(j) 
Let qj (j = 1, ..., n> be a resolution of the probability PT as 
S defined before. Let qt denote one of the transition probabilities from 
S 
this sequence. Define the function Ft by the formula 
(8-1) 
for all a E Ru, where U is the union of the sets S and { t} . 
These functions W i l l  be called the conditional distributions and the 
'p/: \ 
sequence F;'J'(j = 1, ..., n> a resolution of the distribution FT. 
S The conditional distribution Ft gives a precise meaning to the con- 
ditional probability 
for all a & Ru, where pu is the probability generated by the process 
ft (t E: T) over RU. 
8.1 THEOREM 
S Every conditional distribution Ft, where t @! S ,  is a Borel func- 
tion over the space Ru. 
Proof. Let Z = {bl, b2, ...} be the set of all rational points and t 
S Zn = {bit ..., b,}. For every fixed b & Z, the value Ft(b, as) as a func- 
tion of as on Rs is Borel, as follows from its definition. Define the 
function H, by the formula 
1 
for all at E R and as & Rs. 
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These func t ions  are w e l l  def ined  and t h e  domain of t h e  v a r i a b l e  
2, 
at E R 
can be s p l i t  i n t o  a f i n i t e  number of d i s j o i n t  i n t e r v a l s  
by means of t h e  p o i n t s  of t he  set  
the  func t ion  Hn(a t ,  as) 'does  not depend on a t  and i s  Borel i n  the v a r i -  
a b l e  as E Rs .  
under the f i n i t e  supremum opera t ion ,  and t h a t  on the  i n t e r v a l  I j  
f i n i t e  number of elements of the  set  2, is  smaller than at. Thus, every 
func t ion  Hn can be represented  i n  the  form 
I j  ( j  = 0, 1, ..., n )  
so t h a t  f o r  each of these  i n t e r v a l s  
This fol lows from the  f a c t  t h a t  Borel func t ions  are c losed  
only a 
where G j n  are Borel func t ions  on R s  and CI is the c h a r a c t e r i s t i c  func- 
t i o n  of t he  i n t e r v a l  I. Since t h e  c h a r a c t e r i s t i c  func t ion  of an i n t e r v a l  i s  
a Borel func t ion  and the  composition of a Borel func t ion  with a continuous 
func t ion  i s  a Borel func t ion ,  we may cons ider  t he  va lue  c I (a t>  = CI o e t ( au )  
as a func t ion  of aU, where e t  i s  the  p r o j e c t i o n  func t ion  def ined by 
e t ( au )  = at  f o r  a l l  au Ru, as a Borel func t ion  over Ru. S imi l a r ly ,  w e  
may consider  the func t ion  G -  (as )  = G j n  o es (au> as  a Borel func t ion  over Jn 
RU . 
Since Borel func t ions  a r e  c losed under m u l t i p l i c a t i o n  and add i t ion ,  the  
func t ions  ptn are Borel over Ru. Now n o t i c e  t h a t  
S Thus, t h e  func t ion  Ft i s  a Borel func t ion  over t he  space Ru. This com- 
p l e t e s  the proof.  
Notice  t h a t  every p r o b a b i l i t y  d i s t r i b u t i o n  FS on R s  generates  a 
unique volume v on the product p re r ing  Vs cons i s t ing  of a l l  sets of t he  
form A = x teS A t ,  where At E V f o r  a l l  t E S, and V c o n s i s t s  of a l l  
i n t e r v a l s  of the  form (--,a) and <a ,b)  ( see  r e f .  5). The Bogdanowicz 
i n t e g r a l  with r e spec t  t o  the  volume v co inc ides  with t h e  Lebesgue i n t e g r a l  
generated by the p r o b a b i l i t y  measure ps. 
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Thus, the i n t e g r a l  I f (xS)v(dxS)  i s  uniquely determined i f  the d i s t r i -  
bu t ion  f u n c t i o n  FS i s  known. By an i n t e g r a l  wi th  r e spec t  t o  t h e  d i s t r i b u -  
t i o n  FS , we s h a l l  understand 
Consequently, each func t ion  F j  T ( j )  from t h e  sequence r ep resen t ing  t h e  reso lu-  
t i o n  of the d i s t r i b u t i o n  FT i s  uniquely determined almost everywhere wi th  
r e s p e c t  t o  t h e  measure generated by the  d i s t r i b u t i o n  F T ( ~ )  and we  have 
E RT(j+l ) ,  j = 1, ..., n. These formulas can be used 
T ( j + l )  f o r  a l l  a 
t o  f i n d  the  r e so lu t ion .  Again w e  may w r i t e  f o r  the  sake of b r e v i t y  
FT( j+ l )  = FT( j )FT( j )  as i n  the  case of t r a n s i t i o n  p r o b a b i l i t i e s .  
9.0 SIMULATION THEOREM 
L e t  N = (1, 2, ...) and N( j )  = {k E N: k < j). L e t  F N ( * + ~ )  be a 
p r o b a b i l i t y  d i s t r i b u t i o n  over Rn and l e t  F j  ( j  = 1, ..., n)  be a reso- 
l u t i o n  of t he  d i s t r i b u t i o n  F N ( ~ + ~ ) .  I f f l ,  f 2 ,  ..., f n  a r e  random v a r i -  
ab le s  over some p r o b a b i l i t y  space whose j o i n t  d i s t r i b u t i o n  i s  F N ( ~ + ~ ) ,  then 
FY(j) 
N( j )  
i s  a Bore1 func t ion  making meaningful the condi t iona l  d i s t r i b u t i o n  
f o r  a l l  ( a l ,  ..., a j )  E R j ,  j = 1, ..., n. 
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I f  G i s  a f u n c t i o n  of j v a r i a b l e s  ai; ..., aj be ing  a p r o b a b i l i t y  
d i s t r i b u t i o n  wi th  r e s p e c t  t o  t h e  v a r i a b l e  ak, denote  by Ck the computeriza- 
t i o n  ope ra to r  a c t i n g  on t h e  k-th v a r i a b l e ;  i.e., H = ck(G) is def ined  by 
F Hal ,  ..., uk, . . ., a j >  = i n f I ak :  uk < G ( a 1 ,  . . ., ak, a j > I  (9-2) 
* 
f o r  a l l  ai, ..., ak-1, % + I ,  ..., a; E R and uk E (0,1). 
J 
1 
N(j)  
The sequence Hi ( j  = 1, ..., n> of func t ions  def ined  by H; = c;(F; 
J 
f o r  j = 1, ..., n w i l l  
FN(n+l) 
. be 
J J J  
c a l l e d  a computer iza t ion  of t h e  d i s t r i b u t i o n  
9.1 LEMMA 
Each f u n c t i o n  H j  f o r  j = 1, 2, 3 ,  ..., n i s  a Borel  func t ion .  
Proof.  For  j = I, t h e  proof i s  obvious since H j  i s  monotone. Take 
any j > 1. F i r s t ,  l e t  us prove t h a t  H j  i s  Borel  i n  v a r i a b l e s  
al ,  ..., ai-1. To this end t ake  any number a E R. L e t  G denote  the 
f u n c t i o n  def ined  by 
G ( a 1 ,  ..., aj-1) N = F j  ( 9-3 1 
f o r  a l l  al ,  ..., aj-1 E R. From the e q u a l i t y  of the sets 
and t h e  f a c t  that t h e  f u n c t i o n  G i s  Bore l  measurable, it fol lows t h a t  t h e  
f u n c t i o n  H j  i s  Borel  measurable  i n  the f i rs t  j-1 v a r i a b l e s  when t h e  j t h  
v a r i a b l e  u i s  f ixed .  
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Since in the variable u the function H j  is monotone and right side 
continuous, we may conclude that Hj is Borel with respect t o  all. its vari- 
ables jointly, as we concluded in the proof of Borel measurability of a condi- 
tional distribution i n  theorem 8.1. 
9.2 THEOREM 
Let Hj ( j  = 1, ...? n> be a computerization of the distribution 
FN(~+~). Define recursively the variables 
are independent random variables with uniform distri- where ul9 u2? ..*, 
bution over the open interval 
tion of the variables xi? ..., xn coincides with the distribution FN(n+l). 
Un (0,l). Then the joint probability distribu- 
Proof. Since each function Hj is Borel, we can prove by induction 
that each variable xj  as a function of the variables uj is also BoreP. 
Thus, Xj as functions of variables ui, u2? ..., Un are Lebesgue measur- 
able. To find their Joint distribution, we have to compute the Lebesgue 
measure of the set 
where I = (0911. From the definition of the variables xj afid the proper- 
ties of the computerization operator, we get the identity 
28 
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From c o r o l l a r y  5 . 4 ,  we g e t  I 
(9-11) 
F i n a l l y ,  from the  p rope r t i e s  of a cond i t iona l  d i s t r i b u t i o n ,  we g e t  
p(D(a)) = F N ( ~ + ~ )  ( a l ,  ..., an)  f o r  a l l  a E Rn. This proves the  theorem. 
10.0 EXAMPLES OF SIMU@TION 
L e t  p be the  Bore1 measure generated by means of Kolmogorov's con- 
s t r u c t i o n  over Rn from a j o i n t  p r o b a b i l i t y  d i s t r i b u t i o n  F of real  random 
v a r i a b l e s  f l ,  f 2 ,  .. ., fn.  
Such a sequence of random v a r i a b l e s  we s h a l l  c a l l  a random process ,  and 
the smal les t  c losed  set S i n  Rn whose complement has p-measure zero,  w e  
s h a l l  c a l l  t he  spectrum o f - t h e  process .  
follows from the f a c t  t h a t  every open set  i n  Rn is  the union of a countable  
family of open spheres having r a t i o n a l  cen te r s  and r a t i o n a l  r a d i i .  Thus, the  
union of a l l  open s e t s  of measure zero is a set of measure zero.  The comple- 
ment of t h a t  set  i s  the  spectrum. C lea r ly ,  t o  de f ine  a random process ,  i t  i s  
s u f f i c i e n t  t o  def ine  the p r o b a b i l i t y  measure p over the  spectrum of the  
process  . 
That t h e  spectrum i s  we l l  def ined 
10.1 PROBLEM 
Given i s  a s teady  flow of elementary p a r t i c l e s  through a reg ion  S i n  
t he  form of a u n i t  d i s k  as i n  the  fol lowing sketch.  
t '  
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The intensity of the current i per unit of area at a point (x, y) is 
given by the formula 
i(x, y) = 1 + x (10-1) 
Consider as a random process the polar coordinates (1, $1 of the point at 
which a particle arrives. Find a computerization of the process. 
Solution. The spectrum of the process is the closed circle S. The 
probability density f that a particle arrives at a point with coordinates 
(x, y) is proportional to the intensity of the current i at the point; 
i.e., f(x, y) = ci(x, y) for all (x, y) 8 S. This yields the equation 
1 = IS f(x, yldxdy = c Is i(x, yldxdy = CIT (10-2) 
which yields c = l/T. 
In polar coordinates, the set S has a representation 
neglecting in S several lines that have measure zero. Since dxdy = rdrd$, 
the probability density g in polar coordinates is given by 
Thus, computing the distribution on the spectrum S ,  we get 
1 2 1 3  
F(a1, a21 = - a2 a1 + - a1 sin a2 
21T 3lT 
(10-4) 
(10-5) 
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for 0 < a1 < 1 and 0 < a2 < Zrr. This yields the distribution 
F1 (ai) = (ail2 for all a1 6 (0,l). To find the conditional distri- 
bution F2, notice that the equation 
N(1) 
1 
is equivalent to 
Thus, 
( 10-6) 
(10-7) 
Differentiating this identity with respect to ai, we get the equation 
( 10-8) 
(10-9 1 
To find the computerization of the process (A, $) ,  notice that from 
the continuity of the distribution F1 on the interval <O,l> we get 
This yields 
(10-10) 
(10-11 1 
B 
b 
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1 
Similarly, by continuity of F2(al, a2) in the second variable 
a2 E <0,2lT>, we get the equation 
1 
u2 = - 
21T 
(a2 + a1 sin a2) (10-12) 
This equation with respect to the variable a2 is the Kepler equation. It 
can be solved either by iteration or by Newton's method. 
Both methods are easily programmable on a computer. Let a2 = H2(a1, u2) 
be the solution of the equation as a function of and u2 E (0,l). 
The pair (Hi, H2) represents a computerization of the process; that is, the 
pair of variables = H1(u1), 4 = H2(A, u2), where u1, u2 are independent 
random variables with uniform distribution over the open unit interval (O,l), 
will simulate the process. 
a1 & (0,l) 
10.2 PROBLEM 
Consider a chemical process generating ions. Assume that the random 
process consists of two variables (x, y), where x is the energy level of 
an ion and y is its life expectancy. Assume that the density of the proba- 
bility distribution of the process is given by the formula 
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for all (x, y) & R2. Find a computerization of the process. (Notice that 
6 and h denote here, respectively, Dirac's delta function with mass cen- 
tered at zero and its distribution function over R. )  
111111 
Solu t ion .  Notice t h a t  t he  spectrum of the  process i s  given by the  fol- 
lowing diagram. 
-2  -1 0 
It cons i s t s  of an i n f i n i t e  ray a t  the p o s i t i o n  x = -2 and an i n f i n i t e  s t r i p  
above the  x-axis such t h a t  0 - -  < x < 1.
Computing the d i s t r i b u t i o n  func t ion  F, we ge t  
(10-14) 
, 
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I 
1 
This set  of equat ions  y i e l d s  the  formulas 
(10-15) 
The spectrum of t h e  v a r i a b l e  x c o n s i s t s  of the  poin t  x = -2 and the  
i n t e r v a l  <0,1>. A t  t h e  po in t  x = -2 ,  t h e  measure generated by t h e  d i s t r i b u -  
t i o n  F1 has m a s s  1 /2 ,  and on t h e  i n t e r v a l  < O , P  i t  has a l i n e a r  m a s s  
N(1) 
d e n s i t y  equal t o  112.  Using t h e s e  p r o p e r t i e s ,  we g e t  f o r  t he  cond i t iona l  d i s -  
1 
t r i b u t i o n  F2 the  va lues  
> (10-16) 
1 
Since  o u t s i d e  t h e  spectrum of t h e  v a r i a b l e  x t h e  func t ion  F2 may be 
def ined  a r b i t r a r i l y ,  l e t  us set  
(10-17) 
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N(1) 
From the graph of the function F1 , we get the formula 
if 
(10-18) 
CI 1 
Since the function F2(a1, a2) is continuous in the variable a2 for 
a fixed value of the variable a1 and invertible on the interval <O,'W), we 
get 
The pair of functions (Hi, H2) represents a computerization of the 
process x, y. In the above example, we considered for the sake of simplic- 
ity a process having only one spectral line and one continuous areal compo- 
nent. The method used here can be easily extended to the case where the 
spectrum consists of a sequence of spectral lines and several two-dimensional 
components. 
11.0 EXPECTED VALUE OF A FUNCTION OF A PROCESS 
Many applications require computation of some parameters of a process, 
such as covariance matrix, moments, and characteristic function. These compu- 
tations require one to find the expectation 
where f is a sufficiently regular Bore1 function defined on the range (spec- 
trum) of the process xi, x2, .. ., Xk- 
Computer simulation allows one to find the approximate values of the ex- 
pectation and to establish probabilistic bounds on the error of the expected 
value. This can be done by involving the central limit theorem if the func- 
tion f has a finite second moment. Treating the value 
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This set of equations yields the formulas 
s 
1 
I !  . .  if a1 > 1 
(10-15) 
The spectrum of the variable x consists of the point x = -2 and the 
interval <0,1>. At the point x = -2, the measure generated by the distribu- 
tion F1 has mass 1/2, and on the interval <O,P it has a linear mass 
N(1) 
density equal to 1/2. Using these properties, we get for the conditional dis- 
1 
tribution F2 the values 
i 
1 -2a2 
i F2(al, a2) = 1 - e if a1 = -2 , 
(10-16) 
- 
1 
i 
i,i Fz(a1, a21 = 1 - .-ala2 if O <  ale 1 1 
I: 
Since outside the spectrum of the variable x the function F2 may be 
defined arbitrarily, let us set 
(10-17) 
35 
N(1) 
From the  graph of t h e  func t ion  F1 , we g e t  t h e  formula 
(10-18) 
1 
Since the  func t ion  FZ(a1, a2) i s  continuous i n  the  v a r i a b l e  a2 f o r  
a f ixed  va lue  of t he  v a r i a b l e  a1 and i n v e r t i b l e  on t h e  i n t e r v a l  <O,m) ,  w e  
g e t  
(10-19) 
The p a i r  of func t ions  (Hi,  H2) r ep resen t s  a computer izat ion of the 
process  x,  y. I n  t h e  above example, w e  considered f o r  t h e  sake of simplic- 
i t y  a process  having only one s p e c t r a l  l i n e  and one continuous a r e a l  compo- 
nent .  The method used here  can be e a s i l y  extended t o  the  case  where t h e  
spectrum c o n s i s t s  of a sequence of s p e c t r a l  l i n e s  and seve ra l  two-dimensional 
components. 
11.0 EXPECTED VALUE OF A FUNCTION OF A PROCESS 
Many app l i ca t ions  r e q u i r e  computation of some parameters of a process ,  
such as covariance mat r ix ,  moments, and c h a r a c t e r i s t i c  func t ion .  These compu- 
t a t i o n s  r e q u i r e  one t o  f i n d  t h e  expec ta t ion  
where f i s  a s u f f i c i e n t l y  r e g u l a r  Bore1 func t ion  def ined on t h e  range (spec- 
trum) of the  process x i ,  x2, .. ., Xk. 
Computer s imula t ion  al lows one t o  f i n d  t h e  approximate values  of t h e  ex- 
pec ta t ion  and t o  e s t a b l i s h  p r o b a b i l i s t i c  bounds on the  e r r o r  of the expected 
value.  This can be done by involv ing  t h e  c e n t r a l  l i m i t  theorem i f  t h e  func- 
t i o n  f has a f i n i t e  second moment. Trea t ing  t h e  value 
(11-2) 
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as a random variable, one may find by simulation of the process sufficiently 
large stochastically independent samples of the variable 
sample will approximate the expectation E(y). 
ples has approximately normal distribution, from the sample of the variable 
Y one can easily estimate the variance of the mean, and thus get an idea of 
the accuracy of the estimate of the expected value. 
y. The mean of the 
Since the mean for large sam- 
12.0 INTEGRAL FORMULA FOR EXPECTATION 
Let F be a probability distribution over Rn and HI, H2, ..., Hn its 
computerization. Define a map G from the cube In, where I = (0,1), into 
Rn by the formula x = G(u), where 
(12-1) 
for all u E In. Let p be the Bore1 measure corresponding to the proba- 
bility distribution F. Let m be the classical Lebesgue measure over the 
cube In. 
12.1 THEOREM 
I 
The map K defined by K ( f )  = foG establishes linear isometric imbed- 
ding of the Lebesgue space L(p, R) of summable functions into the Lebesgue 
space L(m, R). 
The proof of the theorem is similar to the corresponding proof for one 
variable presented in section 5. 
Corollary. If the right-hand side integral in the following formula 
exists, then so does the other and they are equal: 
(12-2) 
Definitions of the integral are similar to those in section 5. 
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13.0 CONCLUSION 
The principal result of this paper is the proof of the existence of a 
recursive algorithm by means of which one can simulate on the computer any fi- 
F is known. These variables may be dependent and their joint spectrum may 
have continuous and discrete components. 
. nite sequence xi, x2, ..., xk of random variables whose joint distribution 
d 
This result should be useful in applications requiring the Monte Carlo 
method, in particular in problems of quantum chemistry, nuclear and plasma 
physics, economics, and stochastic control systems. 
A word of caution is appropriate here. Since most computer languages 
use words of a fixed number of bits to represent numbers, the set of num- 
bers available in such languages is finite. Even if one used some set of 
computable real numbers, say all rationals, as one could define, for exam- 
ple, by means of the PL-language of Brainerd-Landweber (ref. 71, the set of 
all numbers available on the computer would be at most countable and thus of 
Lebesgue measure zero. Hence, it is always possible to find a pathological 
example of a distribution F whose computerization H cannot be simulated 
by a computer. However, in most applications the resulting computerization 
H consists of functions that can be well approximated by means of piece- 
wise continuous functions whose computational complexity is not too great. 
I 
G 
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