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Abstract
We consider a parabolic-type PDE with a diffusion given by a fractional Laplacian op-
erator and with a quadratic nonlinearity of the ‘gradient’ of the solution, convoluted with a
singular term b. Our first result is the well-posedness for this problem: We show existence
and uniqueness of a (local in time) mild solution. The main result is about blow-up of said
solution, and in particular we find sufficient conditions on the initial datum and on the term
b to ensure blow-up of the solution in finite time.
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1 Introduction
In this article we consider the following partial differential equation

∂tu = −(−∆)α2 u+
(
(−∆) 12u
)2
∗ b,
u(0, x) = u0(x), x ∈ Rn,
(1.1)
where u0 : R
n −→ R is a given initial function, the unknown u : [0,+∞[×Rn −→ R is a real-
valued function, the term b is a real-valued generalised function on [0,+∞[×Rn (in particular it
is singular in the space variable x ∈ Rn), and (−∆)α2 with 0 < α ≤ 2 is the fractional Laplacian
operator (see Section 2 below for a precise definition of all these objects). Our main objective
is to study well posedness and blow-up times for solutions to equation (1.1).
Blow-up questions for similar fluid-dynamics equations have been studied in the past. No-
tably the most important fluid-dynamic equation is the Navier-Stokes equation, given by
∂t~u = ∆~u− (~u · ∇)~u−∇p, div(~u) = 0, ~u(0, x) = ~u0(x), (1.2)
where ~u : [0,+∞[×R3 −→ R3 is the fluid velocity, p : [0,+∞[×R3 −→ R is the pressure of
the fluid and ~u0 : R
3 −→ R3 is an initial data. Although existence of mild solutions for (1.2)
is known in many different functional spaces (see the book [16]), the study of unique global
solutions for big initial data is a very challenging open problem. In order to study the possible
blow-up for the Navier-Stokes equations, Montgomery-Smith in [18] proposes a simplified scalar
equation, called the Cheap Navier-Stokes equation, which reads
∂tu = ∆u+ (−∆)
1
2 (u2), u(0, x) = u0, (1.3)
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where u : [0,+∞[×R3 −→ R. The link between the cheap and the standard Navier-Stokes
equation can be seen by noting that, under mild assumptions, the nonlinearity (~u · ∇)~u can be
rewritten in the form div(~u ⊗ ~u). From the point of view of regularity, the terms div(~u ⊗ ~u)
and (−∆) 12 (u2) are quite similar (both involving the “derivative of u2”), however the action
of the operator (−∆) 12 in the Fourier variable is given by the symbol |ξ|, which is positive,
while the symbol of the derivatives ∂j for 1 ≤ j ≤ n in the divergence operator is iξj and this
symbol conveys sign information that is usually very difficult to exploit. In [18] the author uses
Fourier-based tools to show blow-up in finite time for the solution of (1.3) when the initial data
u0 is suitably chosen. He also finds an explicit upper bound for the blow-up time. Note that a
vectorial version of (1.3) is considered in [1], see also [17] or [19].
In recent years we also started to see a growing interest in the study of PDEs with singu-
lar coefficients (like b in our case), see e.g. [8, 9, 10, 11] to mention only a few works. These
equations mainly arise from Physics, but may find other applications in different fields too. One
possible interpretation of the singular coefficient is to view it as one realisation of some random
noise (hence linking to Stochastic PDEs). Depending on the degree of singularity of the noise,
different techniques can be employed to solve SPDEs, the most general being regularity struc-
tures [6, 7] and paracontrolled distributions [3, 4, 5]. In the present paper we do not need these
sophisticated tools, because the degree of singularity of b is not so bad. Instead we make use of
more classical Fourier-based tools together with properties of fractional Sobolev spaces and the
action of a suitable semigroup acting on those spaces.
Our interest in equation (1.1) was sparked by a similar non-linear equation with a distribu-
tional coefficient which was introduced and analysed in [11]. The equation reads

∂tu = ∆u+ (∇u · ∇u)b,
u(0, x) = u0(x),
(1.4)
on [0, T ] × Rn, where the term b is assumed to be singular in the space variable, in particular
b ∈ L∞([0, T ], C−γ (Rn)) with 0 < γ < 12 (here the space C−γ is a Besov space of negative order,
hence it includes distributions). In [11] the author proved the existence of a unique mild solution
u : [0, T ] × Rn −→ R of (1.4) in the space Cν([0, T ], C2−γ+ε) for some small ν, ε > 0. The non-
linearity ∇u · ∇u imposes some restrictions on the time of existence T of the mild solution, and
in particular the unique mild solution of (1.4) found in [11] is local in time, i.e., it only exists
up to a small time t0 < T (depending on u0) or, equivalently, it exists until time T but it must
start with a small enough initial condition u0 (depending on T ). The question on whether the
solution of (1.4) explodes in finite time is still open.
Inspired by Montgomery-Smith [18], we replace the nonlinear term (∇u · ∇u) in (1.4) by
((−∆) 12 u)2 in order to be able to apply Fourier-based tools. Indeed, from the point of view of
regularity the terms (∇u · ∇u) and ((−∆) 12u)2 are quite similar (much like in the Navier-Stokes
case), but the term ∇u · ∇u encodes cancellation properties that are extremely difficult to han-
dle, while the operator (−∆) 12 has a positive symbol (like in the cheap Navier-Stokes equation
(1.3)) which allows the use of Fourier-based tools. We note that we also replaced the pointwise
product between the nonlinearity and the term b with a convolution. This makes the equation
in some sense smoother, hence one would expect that existence of a solution is easier to obtain
while blow-up is harder to obtain. The main technical advantage though is that the techniques
we use here to show blow-up are Fourier-based, which means that the convolution will become
a product at the Fourier level, and the latter is easier to deal with. Finally we replaced the
Laplacian with the more general fractional Laplacian.
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The plan of the article is the following: In Section 2, after recalling some notation and useful
facts, we state our main results of well posedness of equation (1.1) in Theorem 1 and of its blow-
up in Theorem 2. Then we present the proof of well-posedness in Section 3, and of blow-up in
Section 4.
2 Notation and main results
2.1 Preliminaries
We give here a precise definition of all the terms of equation (1.1) and we start with the diffusion
operator (−∆)α2 with 0 < α ≤ 2. In the particular case when α = 2, it is the usual Laplacian
operator −∆. If 0 < α < 2, the operator (−∆)α2 is defined by the expression
̂(−∆)α2 ϕ(ξ) = |ξ|αϕ̂(ξ), (2.1)
for all functions ϕ in the Schwartz class S(Rn). In particular we have
̂
(−∆) 12ϕ(ξ) = |ξ|ϕ̂(ξ), with ϕ ∈ S(Rn).
For s > 0 a real, we also need to define the operator (Id−∆) s2 by the symbol (1 + |ξ|2) s2 , i.e.:
(
(Id−∆) s2ϕ
)∧
(ξ) = (1 + |ξ|2) s2 ϕ̂(ξ),
where ϕ ∈ S(Rn). See [2, Section 6.1 & Section 6.2.1] for further details on these two operators.
For 0 < α < 2, the semigroup associated to the operator −(−∆)α2 will be denoted by
e−t(−∆)
α
2 and its action over functions in the Schwartz class S(Rn) is given in the Fourier level
by (
e−t(−∆)
α
2 ϕ
)∧
(ξ) = e−t|ξ|
α
ϕ̂(ξ) = p̂αt (ξ)× ϕ̂(ξ), (2.2)
which implies that we have a convolution kernel pαt :
e−t(−∆)
α
2 (ϕ) = pαt ∗ ϕ. (2.3)
See the survey paper [15] for more details on the definition of the fractional Laplacian and its
corresponding semigroup e−t(−∆)
α
2 . See also Section 3.6-3.9 of [12]. We gather in the lemma
below some useful results associated to the kernel pαt .
Lemma 2.1. For 0 < α < 2 consider the kernel pαt associated to the operator −(−∆)
α
2 . We
have the following properties:
1) For all t > 0 we have ‖pαt ‖L1 = 1,
2) For all t > 0 and s > 0 we have
‖(Id−∆) s2 pαt ‖L1 ≤ Cmax{1, t−
s
α }.
Recall that when α = 2, then the semigroup et∆ is the standard heat semigroup, for which all
previous results are also true.
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The first point of this lemma follows from the fact that pαt is given in formula (7.2) of [14,
Chapter 7] which is a probability density. The last point can also be deduced from the general
properties of the symmetric α-stable semigroups given in the books [12] and [14], but for the
sake of completeness, a sketch of the proof of this inequality is given in the appendix.
Next we introduce Sobolev spaces, for more details see the book [2, Chapter 6]. We define
nonhomogeneous Sobolev spaces Hs(Rn) with s ∈ R (see in particular [2, Definition 6.2.2.]) as
the set of distributions ϕ ∈ S ′(Rn) such that the quantity
‖ϕ‖Hs := ‖(Id−∆)
s
2ϕ‖L2 , (2.4)
The quantity given in (2.4) is a norm and the space Hs(Rn) endowed with this norm is a
Banach space. If s > 0 then the norm ‖f‖Hs is equivalent to ‖f‖L2 + ‖(−∆)
s
2 f‖L2 (see [2,
Theorem 6.2.6.]). Note that we always have the inequality ‖(−∆) s2 f‖L2 ≤ ‖f‖Hs . The latter
quantity is actually the norm in the homogeneous Sobolev space H˙s(Rn) and it is denoted by
‖f‖H˙s := ‖(−∆)
s
2 f‖L2 (see [2, Theorem 6.2.7]). Note also that we have the space identification
H0(Rn) = L2(Rn) and that, for any 0 < s0, s1, we have the space inclusions
Hs0 ⊂ L2 ⊂ H−s1 .
Note that negative regularity Sobolev spaces H−s(Rn) can contain objects that are not necessar-
ily functions, in particular if s > n2 then the Dirac mass δ0 belongs to H
−s(Rn), see [2, Example
6.2.3].
Notation: We will often use the function space L∞([0, T0],H1(Rn)), which for brevity we
sometimes denote by L∞t H1x.
2.2 Existence and Uniqueness
In this paper we are mainly interested in mild solutions of the problem (1.1), which we introduce
below.
Definition 2.1. We say that u ∈ L∞t H1x is a mild solution of (1.1) if it is a solution of the
following integral equation
u(t, x) = e−t(−∆)
α
2
u0(x) +
∫ t
0
e−t(−∆)
α
2
((
(−∆) 12 u
)2
∗ b
)
(s, x) ds. (2.5)
Our first main result deals with the existence of such mild solutions.
Theorem 1 (Existence and uniqueness). Let (−∆)α2 be the fractional Laplacian operator with
0 < α ≤ 2, and let u0 be a given initial data that belongs to the Sobolev space H1(Rn). Further-
more, let us assume that we are in one of the following cases:
Case 1) Let 1 < α ≤ 2 and let b ∈ L∞([0,+∞[,H−γ(Rn)) with 0 ≤ γ < α− 1.
Case 2) Let 0 < α ≤ 1 and let b ∈ L∞([0,+∞[,Hγ(Rn)) with 0 < 1− α < γ < 1.
Then there exists a time T0 > 0 such that the equation (1.1) admits a unique mild solution in
the space L∞([0, T0],H1(Rn)).
The proof of Theorem 1 is postponed to Section 3. Before moving on, some remarks on the
assumptions on b in this theorem are in order.
The singularity of the term b(t, ·) (in the space variable) is driven by the parameter γ, for
which we impose a condition related to the smoothness degree α of the fractional Laplacian
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operator. If 1 < α ≤ 2 then b(t, ·) can be quite singular (in fact since the exponent −γ is
negative, b can be a distribution). On the other hand, if 0 < α ≤ 1 then b(t, ·) is not allowed to
be a singular distribution and in fact it needs to be Sobolev regular of order γ (for some positive
γ) to ensure the existence of a mild solution. In some sense the parameter γ must compensate
for the weaker smoothing property of the kernel pαt when 0 < α ≤ 1. We can see that if the
function b(t, ·) is more singular than what assumed in Theorem 1, that is if −γ < −(α − 1) in
Case 1) and if γ < 1 − α in Case 2), then the existence of such mild solutions is not granted
by this result. We believe this is a hard threshold that cannot be overcome by using different
techniques, unless one enhances the term b with extra information and uses tools like regularity
structures or paracontrolled distributions.
In terms of function spaces, we do not claim here any kind of optimality. For example, it
should be possible to obtain this existence theorem in a more general framework, by considering
Triebel-Lizorkin spaces F s,pq or Besov spaces B
s,p
q for the space variable. Nevertheless, for the
purpose of this article the space L∞t H1x is enough.
2.3 Blow up
Here we will see that under suitable assumptions it is possible to exhibit a blow-up phenomenon
in finite time for the mild solution u of equation (1.1).
In order to explicit the blow-up time, we will work with a special initial data u0 of the form
u0 = Aω0, where A is a positive constant that will be made explicit later and where ω0 : R
n −→ R
is a function defined in the following way: Let ξ0 ∈ Rn be given by ξ0,1 = ξ0,2 = . . . = ξ0,n = 32 .
Then we define the function ω0 in the Fourier level by the condition:
ω̂0(ξ) = 1{|ξ−ξ0|< 12}. (2.6)
We can thus see that, since u0 is bounded and compactly supported in the Fourier variable, then
it belongs to all Sobolev spaces Hs for 0 ≤ s < +∞.
In Theorem 2 below we show that, even though the initial data u0 is a smooth function, the
unique solution found in Theorem 1 blows up in finite time. As before we will decompose our
study following the values of the smoothness degree α and the corresponding assumptions on b.
Theorem 2 (Blow up). Let (−∆)α2 be a fractional Laplacian operator with 0 < α ≤ 2, and let
the initial condition u0 be of the form
u0 = Aω0, (2.7)
where A is a constant such that A ≥ e ln(2)4 25+n and ω0 is given by (2.6). Let the term b be such
that
C1(1 + |ξ|2)−
ρ
2 ≤ b̂(t, ξ), (2.8)
for some constant 2n ≤ C1 < +∞ independent of t and some parameter ρ such that 0 ≤ ρ+α ≤
2. Furthermore, let us assume that we are in one of the following cases:
Case 1) Let 1 < α ≤ 2 and let b ∈ L∞([0,+∞[,H−γ(Rn)) with 0 ≤ γ < α− 1.
Case 2) Let 0 < α ≤ 1 and let b ∈ L∞([0,+∞[,Hγ(Rn)) with 1− α ≤ γ < 1.
Then the mild solution u of (1.1) obtained in Theorem 1 blows up at (or before) time t∗ :=
ln(2)
2α ,
in particular ‖u(t∗, ·)‖H1x = +∞.
The proof is postponed to Section 4. We observe that, hidden in the assumptions we make,
there is a restriction on the dimension n, as pointed out in the Lemma below.
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Lemma 2.2. If we combine the assumption (2.8) together with the fact that b(t) must belong
to a given fractional Sobolev space, then we get a necessary condition on the dimension n. In
particular we get
Case 1) It must hold that
1 ≤ n < 2(ρ+ γ), (2.9)
thus we have n ≤ 5.
Case 2) It must hold that
1 ≤ n < 2(ρ− γ), (2.10)
thus we have n ≤ 3.
Higher dimensions are unattainable with our method.
Proof. These necessary conditions can be easily derived by calculating (for Case 1) as an exam-
ple)
‖b(t, ·)‖H−γ = ‖(Id −∆)
−γ
2 b(t, ·)‖L2 = ‖(1 + | · |2)
−γ
2 b̂(t, ·)‖L2
≥ C1‖(1 + | · |2)
−γ
2 (1 + | · |2)−ρ2 ‖L2 = C1
(∫
Rn
1
(1 + |ξ|2)−(γ+ρ) dξ
)1/2
,
having used (2.8). Since we require ‖b(t, ·)‖H−γ < +∞ we must necessarily have∫
Rn
1
(1 + |ξ|2)−(γ+ρ) dξ < +∞,
which is satisfied only if 2(γ + ρ) > n. One deduces analogously the condition for Case 2).
The restriction on n given by (2.9) and (2.10) respectively, together with the assumptions on
γ, ρ and α imply the explicit upper bound for the dimension n. For Case 1) the possible values
of the dimension are n = 1, 2, 3, 4, 5 and for Case 2) we are restricted to n = 1, 2, 3.
Finally we make a few comments on the meaning of the extra assumptions in Theorem 2, in
particular on the choice of u0 and on the restriction on b.
Remark 2.1.
• As we already pointed out, the assumptions of Theorem 1 are clearly satisfied, so we know
that a solution exists. Here we furthermore pick a special u0 and impose an extra condition
on the behaviour of b̂ at infinity.
• The initial condition u0 = Aω0 is actually a smooth function because it belongs to all
Sobolev spaces. The key point is that we choose it so that its norm is large enough (because
we impose A bigger than some given constant).
• The condition 0 ≤ ρ + α ≤ 2 is required in our proof to ensure blow up, and it is unclear
to us if this is a structural condition, or only a technical condition that can be somehow
relaxed. Note that if one picks α = 2 then this condition imposes ρ = 0, so that (2.8)
translates into b̂(t, ξ) ≥ C1. In this case the necessary condition on the dimension n in
(2.9) allows only n = 1.
• The extra condition on b is expressed in terms of a lower bound on its Fourier transform.
The decay at infinity of the Fourier transform of a function/distribution is intimately related
to its regularity. Condition (2.8) in fact prohibits too much regularity for the function b.
This is required to show blow up, and it amounts to ensure that we are taking an element in
H−γ(Rn) or Hγ(Rn) which is actually ‘singular’, and does not in fact belong to a (much)
smoother space.
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• One could also add an upper bound of the form
b̂(t, ξ) ≤ C2(1 + |ξ|2)−
ρ
2 ,
which is a sufficient condition, together with (2.9) and (2.10) respectively, to ensure that
the element b does belong to the correct fractional Sobolev space. The upper bound on b̂
prevents growth at infinity (in particular the exponent −ρ/2 is required to be negative) hence
restricting the ‘irregularity’ of b. This condition is not necessary, and could be violated
pointwise, but the global behaviour of b̂(t, ξ) will be of this form if we are to ensure that b
belongs to the given Sobolev space.
3 Existence and Uniqueness
In this section we present the proof of existence and uniqueness of a solution (Theorem 1).
Proof of Theorem 1. The main idea is to apply a Banach contraction principle for quadratic
equations in Banach spaces (see the book [16], Theorem 5.1, page 82). We will work in the
Banach space L∞t H1x. To this aim, let us rewrite Equation (2.5) in the form
U(t, x) = U0 + B(U ,U),
where the first term is given by U0 := e−t(−∆)
α
2 u0(x) and the second term is a bilinear application
given by:
B(U ,V) :=
∫ t
0
e−(t−s)(−∆)
α
2
(
(−∆) 12U
)(
(−∆) 12V
)
∗ b ds.
We will prove the following estimates for the two terms
‖U0‖L∞t H1x ≤ δ (3.1)
‖B(U ,V)‖L∞t H1x ≤ CB‖U‖L∞t H1x‖V‖L∞t H1x , (3.2)
for some positive constants δ, CB . Once these estimates are in place, we only need to show that
δ <
1
4CB
, (3.3)
to conclude that there exists a unique mild solution of (1.1) in the space L∞t H1x (following The-
orem 5.1 in [16]).
The bounds on the term U0(t, ·) to get inequality (3.1) are independent of the paramenter
α, so will hold for Case 1) and Case 2) of the Theorem. By the definition of the semigroup
e−t(−∆)
α
2 in (2.3) and the properties of its associated kernel pαt listed in Lemma 2.1 we have
‖U0(t, ·)‖H1 =
∥∥∥e−t(−∆)α2 u0 ds∥∥∥
H1
≤ ‖pαt ∗ (Id−∆)
1
2 u0‖L2
≤ ‖pαt ‖L1‖(Id −∆)
1
2u0‖L2 ≤ ‖u0‖H1 ,
from which we deduce the inequality
sup
0<t≤T0
‖U0(t, ·)‖H1x ≤ ‖u0‖H1 =: δ, (3.4)
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and thus the control (3.1) with δ satisfying (3.3) is granted as long as the H1-norm of the initial
data u0 is small enough.
We now turn our attention to the estimate (3.2), for which a separate proof for each case is
required.
Case 1): 1 < α ≤ 2. In this case we write (using the definition of Sobolev spaces H1)
‖B(U ,V)‖L∞t H1x = sup
0<t≤T0
∥∥∥∥
∫ t
0
e−(t−s)(−∆)
α
2
(
(−∆) 12U(s, ·)
) (
(−∆) 12V(s, ·)
)
∗ b(s, ·)ds
∥∥∥∥
H1
≤ sup
0<t≤T0
∫ t
0
∥∥∥e−(t−s)(−∆)α2 ((−∆) 12U(s, ·)) ((−∆) 12V(s, ·)) ∗ b(s, ·)∥∥∥
H1
ds
= sup
0<t≤T0
∫ t
0
∥∥∥(Id−∆) 12 e−(t−s)(−∆)α2 ((−∆) 12U(s, ·))((−∆) 12V(s, ·)) ∗ b(s, ·)∥∥∥
L2
ds
and then by the definition (2.3) for the semigroup, by properties of the Bessel potential and by
using Young inequalities for convolutions, we have
‖B(U ,V)‖L∞t H1x ≤ sup
0<t≤T0
∫ t
0
∥∥∥(Id−∆) 1+γ2 pαt−s∗(
(−∆) 12U(s, ·)
) (
(−∆) 12V(s, ·)
)
∗ (Id−∆)− γ2 b(s, ·)
∥∥∥
L2
ds
≤ sup
0<t≤T0
∫ t
0
∥∥∥(Id−∆) 1+γ2 pαt−s∥∥∥
L1
×
∥∥∥((−∆) 12U(s, ·))((−∆) 12V(s, ·))∥∥∥
L1
×
∥∥∥(Id−∆)− γ2 b(s, ·)∥∥∥
L2
ds.
Now by the properties of the kernel pαt stated in Lemma 2.1 and recalling that b ∈ L∞t H−γx we
can write
‖B(U ,V)‖L∞t H1x ≤ C sup
0<t≤T0
∫ t
0
max{1, (t− s)− 1+γα }
×
∥∥∥((−∆) 12U(s, ·))((−∆) 12V(s, ·))∥∥∥
L1
‖b(s, ·)‖H−γ ds
≤ C‖b‖L∞t H−γx sup0<t≤T0
∫ t
0
max{1, (t− s)− 1+γα }
×
∥∥∥(−∆) 12U(s, ·)∥∥∥
L2
∥∥∥(−∆) 12V(s, ·)∥∥∥
L2
ds
≤ C‖b‖L∞t H−γx ‖U‖L∞t H1x‖V‖L∞t H1x
sup
0<t≤T0
∫ t
0
max{1, (t− s)− 1+γα }ds,
where the term (t− s)− 1+γα is integrable since 0 ≤ γ < α− 1 and 1 < α ≤ 2, so we finally obtain
‖B(U ,V)‖L∞t H1x ≤ CT
1− 1+γ
α
0 ‖b‖L∞t H−γx ‖U‖L∞t H˙1x‖V‖L∞t H˙1x
which is (3.2) with
CB = CT
1− 1+γ
α
0 ‖b‖L∞t H−γx . (3.5)
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Case 2): 0 < α ≤ 1. To start with, we proceed similarly as for Case 1) and we write
‖B(U ,V)‖L∞t H1x ≤ sup
0<t≤T0
∫ t
0
∥∥∥(Id−∆) 12 e−(t−s)(−∆)α2 ((−∆) 12U(s, ·))((−∆) 12V(s, ·)) ∗ b(s, ·)∥∥∥
L2
ds
= sup
0<t≤T0
∫ t
0
∥∥∥(Id−∆) 12 pαt−s ∗ ((−∆) 12U(s, ·)) ((−∆) 12V(s, ·)) ∗ b(s, ·)∥∥∥
L2
ds.
Note that, in this case, the regularity of the kernel pαt−s is critical in the space we are working
with, since ‖(Id−∆) 12 pαt−s‖L1 ≤ Cmax{1, (t−s)−
1
α }. This is the reason why we have to consider
b(s, ·) ∈ Hγ for some positive γ, in particular for 1 − α < γ < 1. Indeed the idea is similar as
Case 1), but here we multiply by (Id −∆)γ2 the term b(s, ·) (which makes it belong to a more
singular space) and so we can multiply by (Id−∆)− γ2 the kernel pαt , effectively giving it some
more regularity (and integrability). We get
‖B(U ,V)‖L∞t H1x ≤ sup
0<t≤T0
∫ t
0
∥∥∥(Id−∆) 1−γ2 pαt−s∗(
(−∆) 12U(s, ·)
)(
(−∆) 12V(s, ·)
)
∗ (Id−∆)γ2 b(s, ·)
∥∥∥
L2
ds
≤ sup
0<t≤T0
∫ t
0
∥∥∥(Id−∆) 1−γ2 pαt−s∥∥∥
L1
×
∥∥∥((−∆) 12U(s, ·))((−∆) 12V(s, ·))∥∥∥
L1
∥∥∥(Id−∆)γ2 b(s, ·)∥∥∥
L2
ds
≤C sup
0<t≤T0
∫ t
0
max{1, (t− s)− (1−γ)α }
×
∥∥∥((−∆) 12U(s, ·))((−∆) 12V(s, ·))∥∥∥
L1
‖b(s, ·)‖Hγ ds,
having used again Lemma 2.1. Now since since 1 − α < γ < 1 by assumption, the term
(t− s)− (1−γ)α is integrable and we obtain
‖B(U ,V)‖L∞t H1x ≤ CT
1− (1−γ)
α
0 ‖b‖L∞t Hγx ‖U‖L∞t H˙1x‖V‖L∞t H˙1x ,
which is (3.2) with
CB = CT
1− (1−γ)
α
0 ‖b‖L∞t Hγx , (3.6)
and the proof is complete.
Remark 3.1. We observe that the existence (and uniqueness) of the solution is only local in
time. Indeed combining the constraint on δ := ‖u0‖H1 given by δ < 1/(4CB) (see (3.3)) with the
expressions for CB in the two cases (3.5) and (3.6), we have that the initial condition must be
small enough depending on T0 and on the term b:
‖u0‖H1 <
1
4C


T
−(1− 1+γ
α
)
0 ‖b‖−1L∞t H−γx if 1 < α ≤ 2,
T
−(1− 1−γ
α
)
0 ‖b‖−1L∞t Hγx if 0 < α ≤ 1.
Alternatively, one can choose arbitrarily the initial condition, but the time T0 must then be small
enough, depending on the size of the initial data u0 and to the size of the term b:
0 < T0 <


(
4C‖u0‖H1‖b‖L∞t H−γx
)1− 1+γ
α
if 1 < α ≤ 2,
(
4C‖u0‖H1‖b‖L∞t H−γx
)1− 1−γ
α
if 0 < α ≤ 1.
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4 Blow up
In this Section we investigate the time of explosion for the solution u, that is we prove Theorem 2.
To this aim we first state and prove some auxiliary results about certain properties of the solution
u.
Let u be the unique mild solution to the equation (1.1) according to Theorem 1. The solution
exists on the time interval [0, T0], where the size of T0 is related to the size the initial data u0,
see Remark 3.1. We denote by Tmax the maximal time of existence of the solution, which may
be infinite. Clearly T0 ≤ Tmax. The first interesting property of the solution of equation (1.1) is
related to its positivity in the Fourier variable.
Proposition 4.1 (Positivity). Let the hypotheses of Theorem 1 hold. Moreover let us assume
that û0(ξ) ≥ 0 and b̂(t, ξ) ≥ 0. Then the unique mild solution u of equation (1.1) satisfies
û(t, ξ) ≥ 0 for all t ≤ Tmax.
We observe that the assumptions in Theorem 2 imply the assumptions in Proposition 4.1.
Proof. Using the Picard iteration scheme, we know that the unique mild solution u found in
Theorem 1 is the limit in L∞t H1x as j → +∞ of uj , where
uj(t, x) := e
−t(−∆)α2 u0(x) +
∫ t
0
e−(t−s)(−∆)
α
2
((
(−∆) 12uj−1
)2
∗ b
)
(s, x) ds, for j ≥ 1.
If we take the Fourier transform in the space variable of uj and using the identity (2.2) we have
ûj(t, ξ) = e
−t|ξ|αû0(ξ) +
∫ t
0
e−(t−s)|ξ|
α
(
(|ξ|uj−1(s, ξ) ∗ |ξ|uj−1(s, ξ)) b̂(s, ξ)
)
ds.
Since by hypothesis we have û0(ξ) ≥ 0 and b̂(t, ξ) ≥ 0, then the positivity of the right-hand side
above carries on in the Picard iteration and the limit u satisfies û(t, ξ) ≥ 0.
We can see from Theorem 2 that to show blow-up we need a specially chosen initial condition
u0 = Aω0, where ω0 is defined in (2.6). The proof of the blow-up will be done iteratively, and
for this argument we need the following functions ωk : R
n −→ R defined iteratively from ω0 by
the condition:
ω̂k(ξ) := ω̂k−1(ξ) ∗ ω̂k−1(ξ). (4.1)
These functions ω̂k have some useful properties which are collected in the following lemma.
Lemma 4.1. For all k ≥ 0 we have that
(i) the support of the Fourier transform ω̂k is contained in the corona
{ξ ∈ Rn : √n2k < |ξ| < √n2k+1},
where n is the dimension of the Euclidean space;
(ii) the L1-norm of ω̂k is given by ‖ω̂k‖L1 =
(
vn
2n
)2k
, where vn =
pi
n
2
Γ(n
2
+1) is the volume of the
n-dimensional unit ball.
Proof. Both properties can be seen by induction.
(i) We will show by induction a slightly different support property, which implies the support
property stated in the Lemma. In particular, we show that the support of ω̂k is contained in
the hypercube
{ξ ∈ Rn : 2k < ξi < 2k+1,∀i = 1, . . . , n},
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to which we refer below as ‘hypercube support property’. It is clear that if the support of
ωˆk is contained in the hypercube above, it is also contained in the corona {ξ ∈ Rn :
√
n2k <
|ξ| < √n2k+1}, because the smallest ξ in the hypercube has Euclidean norm |ξ| =
√∑n
i=1 ξ
2
i >√∑n
i=1 2
2k =
√
n2k, and similarly for the largest ξ we have |ξ| < √n2k+1.
Next we prove the hypercube support property.
Initial step. The hypercube support property is clearly true for k = 0 from the definition of
ω0 given in (2.6) with the specific choice of ξ0. In particular we have that for ξ ∈ supp(ω̂0) =
{|ξ − ξ0| < 12} we have that each component of ξ is such that 20 < ξi < 21.
Induction step. We will work with n = 1 in the induction step, because the proof for n > 1 can
be done component-wise.
Let k ≥ 1 and assume that the hypercube support property holds for k − 1, that is for ξ ∈
supp(ω̂k−1) (here ξ ∈ R) then 2k−1 < ξ < 2k. Let us calculate the support of ω̂k. By definition
we have
ω̂k(ξ) =
∫
R
ωˆk−1(η)ωˆk−1(ξ − η)dη
=
∫
R
1{2k−1<η<2k}1{2k−1<ξ−η<2k}ωˆk−1(η)ωˆk−1(ξ − η)dη. (4.2)
It is easy to check that
{2k−1 < η < 2k} ∩ {2k−1 < ξ − η < 2k} ⊆ {2k < ξ < 2k+1},
because from the second set we have 2k−1 + η < ξ < 2k + η and combining it with the first set
we get 2k−1 + 2k−1 < ξ < 2k + 2k. Therefore equation (4.2) can be multiplied by 1{2k<ξ<2k+1}
without changing its value. Thus clearly supp(ω̂k) ⊆ {2k < ξ < 2k+1} as wanted.
(ii) Here we calculate the L1-norm of ω̂k.
Initial step. We have
‖ω̂0‖L1 =
∫
{|ξ−ξ0|< 12}
dξ = |B(0, 12)| =
vn
2n
.
Induction step. By the hypothesis of induction we assume that ‖ω̂k−1‖L1 =
(
vn
2n
)2k−1
, for some
k ≥ 1. Note that all functions ω̂k are positive. Then using the hypercube support property from
part (i) and the definition of ω̂k we have
‖ω̂k‖L1 =
∫
Rn
|ω̂(ξ)|dξ =
∫
Rn
ω̂(ξ)dξ
=
∫
{2k<ξi<2k+1, ∀i}
∫
Rn
ω̂k−1(η)ω̂k−1(ξ − η)dη dξ
=
∫
{2k<ξi<2k+1, ∀i}
∫
{2k−1<ηi<2k, ∀i}
ω̂k−1(η)ω̂k−1(ξ − η)dη dξ
=
∫
{2k−1<ηi<2k, ∀i}
ω̂k−1(η)
∫
{2k<ξi<2k+1,∀i}
ω̂k−1(ξ − η)dξ dη
=
∫
{2k−1<ηi<2k, ∀i}
ω̂k−1(η)
∫
Rn
ω̂k−1(ξ − η)dξ dη,
having used the fact that given ηi ∈ (2k−1, 2k) and ξi − ηi ∈ (2k−1, 2k), then we automatically
11
have ξi ∈ (2k, 2k+1) for all i. Thus the inner integral is the L1-norm of ω̂k−1 and we get
‖ω̂k‖L1 =
∫
{2k−1<ηi<2k,∀i}
ω̂k−1(η)‖ω̂k−1‖L1dη
= ‖ω̂k−1‖L1
∫
Rn
ω̂k−1(η)dη
= ‖ω̂k−1‖2L1 .
Then we obtain ‖ω̂k‖L1 =
(
vn
2n
)2k−12
=
(
vn
2n
)2k
as wanted.
The next result is a key lower bound for the Fourier transform of the solution u of equation
(1.1) associated to initial data u0. This lower bound makes use of the functions ωk defined above
and of another family of functions, Φk, given by
Φk(t) := e
−t2k+α2−5(2
k−1). (4.3)
Proposition 4.2 (Lower bound). Let the assumptions from Theorem 2 hold (in particular
u0 = Aω0), and let ω̂k be defined as in Lemma 4.1, starting from ω0. Let t∗ =
ln(2)
2α . Then the
unique mild solution u of equation (1.1) verifies the following lower bound for all k ≥ 0
û(t, ξ) ≥ A2kΦk(t) ω̂k(ξ), (4.4)
for any t ≥ t∗.
Proof. In order to prove the inequality (4.4) we will first derive a general lower bound which will
be used later on. Using the mild formulation (2.5) and recalling the fact that p̂αt (ξ) ≥ e−t|ξ|
α
by
identity (2.2), and the fact that
̂
(−∆) 12 u(t, ξ) = |ξ|û(t, ξ), we have for all t ≥ 0, and in particular
for all t ≥ t∗, that
û(t, ξ) = p̂αt (ξ)û0(ξ) +
∫ t
0
p̂αt−s(ξ) (|ξ|û(s, ξ) ∗ |ξ|û(s, ξ)) b̂(s, ξ) ds
= e−t|ξ|
α
û0(ξ) +
∫ t
0
e−(t−s)|ξ|
α
(|ξ|û(s, ξ) ∗ |ξ|û(s, ξ)) b̂(s, ξ) ds. (4.5)
We now proceed to show (4.4) by induction.
Initial Step. We set k = 0. Note that by assumption we have b̂(t, ·) ≥ 0 and since we have
û0(ξ) = Aω̂0(ξ) ≥ 0, so by the positivity property stated in Proposition 4.1, we have û(t, ξ) ≥ 0
for all t ≥ 0 and thus all the terms inside the integral of the right-hand side of (4.5) are positive.
Thus we can write û(t, ξ) ≥ e−t|ξ|α û0(ξ). Now we use the definition of Φ0 given in (4.3) and of
ω0 given in (2.6), û0 = Aω̂0, together with the fact that supp(ω̂0) ⊂ {1 < |ξ| < 2} to get
û(t, ξ) ≥ e−t|ξ|α û0(ξ) = e−t|ξ|αAω̂0(ξ)
≥ Ae−t2α ω̂0(ξ) = AΦ0(t) ω̂0(ξ),
which is (4.4) for k = 0.
Induction step. Let k ≥ 1. Consider t ≥ t∗ and assume that the inequality (4.4) holds for k− 1,
that is û(t, ξ) ≥ A2k−1Φk−1(t) ω̂k−1(ξ) . Since we have û0(ξ) ≥ 0, by the lower bound (4.5) we
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get
û(t, ξ) ≥
∫ t
0
e−(t−s)|ξ|
α
(|ξ|û(s, ξ) ∗ |ξ|û(s, ξ)) b̂(s, ξ) ds
≥
∫ t
0
e−(t−s)|ξ|
α
(
|ξ|A2k−1Φk−1(s) ω̂k−1(ξ) ∗ |ξ|A2k−1Φk−1(s) ω̂k−1(ξ)
)
b̂(s, ξ) ds
≥ A2k
∫ t
0
e−(t−s)|ξ|
α
Φ2k−1(s) (|ξ|ω̂k−1(ξ) ∗ |ξ|ω̂k−1(ξ)) b̂(s, ξ) ds.
≥ C1A2k
∫ t
0
e−(t−s)|ξ|
α
Φ2k−1(s) (|ξ|ω̂k−1(ξ) ∗ |ξ|ω̂k−1(ξ)) (1 + |ξ|2)−
ρ
2 ds, (4.6)
having used in the last inequality the lower bound C1(1 + |ξ|2)−
ρ
2 ≤ b̂(t, ξ) assumed in (2.8).
Recall now that the support of the functions ω̂k−1(ξ) is contained in {
√
n2k−1 < |ξ| < √n2k} by
Lemma 4.1 part (i), and in particular one has 2k−1 < |ξ| if ξ ∈ supp(ω̂k−1). Using this bound
and the expression ω̂k = ω̂k−1 ∗ ω̂k−1 we have
|ξ|ω̂k−1(ξ) ∗ |ξ|ω̂k−1(ξ) =
∫
Rn
|ξ − η|ω̂k−1(ξ − η)|η|ω̂k−1(η)dη
>
∫
Rn
2k−1ω̂k−1(ξ − η)2k−1ω̂k−1(η)dη = 22(k−1)ω̂k(ξ),
and thus from (4.6) we obtain
û(t, ξ) ≥ C1A2k
∫ t
0
e−(t−s)|ξ|
α
Φ2k−1(s)2
2(k−1)ω̂k(ξ)(1 + |ξ|2)−
ρ
2 ds. (4.7)
Thanks to the support property from Lemma 4.1, for ξ ∈ supp(ω̂k) we have |ξ| <
√
n2k+1. We
also have 0 ≤ ρ ≤ 2 because by assumption 0 ≤ ρ+ α ≤ 2 and α > 0 , we have
(1 + |ξ|2) ρ2 ≤ (1 + |ξ|ρ) ≤ (1 + n ρ2 2(k+1)ρ) ≤ 2n ρ2 2(k+1)ρ = n ρ2 2(k+1)ρ+1.
Thus we get
ω̂k(ξ)(1 + |ξ|2)−
ρ
2 ≥ ω̂k(ξ)n−
ρ
2 2−(k+1)ρ−1, (4.8)
and plugging this lower bound into (4.7) together with the explicit expression for Φk given in
(4.3), we obtain
û(t, ξ) ≥ C1A2k
∫ t
0
e−(t−s)|ξ|
α
Φ2k−1(s)2
2(k−1)ω̂k(ξ)n−
ρ
2 2−(k+1)ρ−1ds
≥ C1n−
ρ
2 2−122(k−1)−ρ(k+1)A2
k
∫ t
0
e−(t−s)|ξ|
α
ω̂k(ξ)Φ
2
k−1(s)ds
≥ C1n−
ρ
2 2−122(k−1)−ρ(k+1)A2
k
∫ t
0
e−(t−s)|ξ|
α
ω̂k(ξ)(e
−s2(k−1)+α2−5(2
(k−1)−1))2ds
≥ C1n−
ρ
2 2−122(k−1)−ρ(k+1)A2
k
e−2t2
(k−1)+α
2−10(2
(k−1)−1)
∫ t
0
e−(t−s)|ξ|
α
ω̂k(ξ)ds. (4.9)
We now use again the support property for ω̂k, so that in the integral above we have |ξ| <
√
n2k+1
and the integral can be bounded from below by∫ t
0
e−(t−s)|ξ|
α
ω̂k(ξ)ds ≥
∫ t
0
e−(t−s)n
α
2 2α(k+1) ω̂k(ξ)ds = ω̂k(ξ)n
−α
2 2−α(k+1)(1− e−tn
α
2 2α(k+1)).
13
At this point we observe that, thanks to the choice of t∗ =
ln(2)
2α and since α > 0 we have that
(1− e−tn
α
2 2α(k+1)) ≥ (1− e−tn
α
2 2α) ≥ (1− e−t2α) ≥ (1− e−t∗2α) = 12 ,
for all t ≥ t∗ and for all k ≥ 0, so that the integral above is in fact bounded by∫ t
0
e−(t−s)|ξ|
α
ω̂k(ξ)ds ≥ ω̂k(ξ)n−
α
2 2−α(k+1)2−1.
Plugging this into (4.9) and doing some algebra we get
û(t, ξ) ≥ C1n−
ρ
2 2−122(k−1)−ρ(k+1)A2
k
e−2t2
(k−1)+α
2−10(2
(k−1)−1)ω̂k(ξ)n−
α
2 2−α(k+1)2−1
= C1n
− ρ+α
2 2−12(k+1)(2−ρ−α)A2
k
e−t2
k+α
2−5(2
k−1)ω̂k(ξ)
= C1n
− ρ+α
2 2−12(k+1)(2−ρ−α)A2
k
Φk(t)ω̂k(ξ) ≥ A2kΦk(t)ω̂k(ξ),
where the last bound is obtained observing that 2(k+1)(2−ρ−α) ≥ 1 for all k ≥ 0, because ρ+α ≤ 2
by assumption, and C1n
− ρ+α
2 2−1 ≥ 1 because C1 ≥ 2n by assumption, and 2n ≥ 2n
ρ+α
2 , again
because ρ+ α ≤ 2.
Using the tools and results above, we can now prove blow-up, that is we can prove Theorem 2.
Proof of Theorem 2. We pick t = t∗. First note that ‖u(t∗, ·)‖H1x ≥ ‖u(t∗, ·)‖H˙1x . Therefore it is
enough to show that the H˙1x-norm explodes at t∗. Using the definition of the H˙1x-norm and the
Plancherel theorem we have
‖u(t∗, ·)‖2H˙1x = ‖(−∆)
1
2u(t∗, ·)‖2L2 =
∫
Rn
|ξ|2|û(t∗, ξ)|2dξ
≥
+∞∑
k=0
∫
{√n2k<|ξ|<√n2k+1}
|ξ|2|û(t∗, ξ)|2dξ
and by Proposition 4.2 and the definition of the functions Φk we have
‖u(t∗, ·)‖2H˙1x ≥
+∞∑
k=0
∫
{√n2k<|ξ|<√n2k+1}
|ξ|2A2k+1Φ2k(t∗)ω̂2k(ξ)dξ
≥
+∞∑
k=0
∫
{√n2k<|ξ|<√n2k+1}
|ξ|2A2k+1e−t∗2k+α+12−10(2k−1)ω̂2k(ξ)dξ
≥
+∞∑
k=0
n22kA2
k+1
e−t∗2
k+α+1
2−10(2
k−1)
∫
{√n2k<|ξ|<√n2k+1}
ω̂2k(ξ)dξ. (4.10)
Next we look at the integral part only. We see that since supp(ω̂k) ⊂ {
√
n2k < |ξ| < √n2k+1}
and since ω̂k ≥ 0 we have ∫
{√n2k<|ξ|<√n2k+1}
ω̂2k(ξ)dξ = ‖ω̂k‖2L2 .
To find a lower bound for ‖ω̂k‖2L2 , let us denote by C(
√
n2k,
√
n2k+1) the dyadic corona given
by the set {√n2k < |ξ| < √n2k+1}. Then the volume of the corona is given by
|C(√n2k,√n2k+1)| = vn((
√
n2k+1)n − (√n2k)n) = vnn
n
2 (2n − 1)2nk = C(n)2nk,
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where the constant C(n) := vnn
n
2 (2n − 1) is independent of k. Now by Ho¨lder’s inequality we
obtain
‖ω̂k‖L1 ≤ |C(
√
n2k,
√
n2k+1)|12 ‖ω̂k‖L2 ≤ C(n)
1
22
nk
2 ‖ω̂k‖L2 ,
and recalling that we have the identity ‖ω̂k‖L1 =
(
vn
2n
)2k
, stated in Lemma 4.1, then we can
write
‖ω̂k‖2L2 ≥ C(n)−12−nk‖ω̂k‖2L1 = C(n)−12−nk
(vn
2n
)2k+1
= C(n)−12−nkv2
k+1
n 2
−n2k+1 .
Plugging this into (4.10) we obtain
‖u(t∗, ·)‖2H˙1x ≥
+∞∑
k=0
n22kA2
k+1
e−t∗2
k+α+1
2−10(2
k−1)C(n)−12−nkv2
k+1
n 2
−n2k+1
= n210C(n)−1
+∞∑
k=0
A2
k+1
e−t∗2
k+α+1
2−10·2
k
2−n2
k+1 × v2k+1n 22k2−nk
= n210C(n)−1
+∞∑
k=0
(
A2
et∗2
α+1
210+2n
)2k
× v2k+1n 2k(2−n). (4.11)
Now we observe that if n ≤ 2 then v2k+1n 2k(2−n) ≥ 1 for all k ≥ 0. Otherwise, if n ≥ 3 we have
that there exists k∗ > 0 such that v2
k+1
n 2
k(2−n) ≥ 1 for all k ≥ k∗, because v2k+1n grows faster
than 2k(2−n) decreases. Then (4.11) becomes
‖u(t∗, ·)‖2H˙1x ≥ n2
10C(n)−1
+∞∑
k=k∗
(
A2
et∗2
α+1
210+2n
)2k
.
A sufficient condition for the latter series to diverge is A
2
et∗2α+1210+2n
≥ 1. Setting A = e ln(2)4 25+n
and substituting t∗ =
ln(2)
2α one has
A2
et∗2α+1210+2n
=
(e
ln(2)
4 25+n)2
e
ln(2)
2α
2α+1210+2n
=
e
ln(2)
2 210+2n
e
ln(2)
2 210+2n
= 1,
so any value A ≥ e ln(2)4 25+n will make the series diverge. Hence the norm ‖u(t∗, ·)‖H1x will
explode too.
Appendix
We sketch here a proof for the second point of Lemma 2.1 (see also [13] for general α-stable
laws) and for simplicity we only study the estimate
‖(−∆) s2 pαt ‖L1 ≤ Ct−
s
α . (4.12)
Indeed, by definition we have
(
(−∆) s2 pαt
)∧
(ξ) = |ξ|se−t|ξ|α = t− sα
(
|t 1α ξ|se−|t
1
α ξ|α
)
, since this
quantity is a function that belongs to L1 in the ξ variable, we can apply the inverse Fourier
transform to obtain
(−∆) s2 pαt (x) = t−
s
α
1
(2π)n
∫
Rn
(
|t 1α ξ|se−|t
1
α ξ|α
)
eixξdξ
= t−
s
α t−
n
α
1
(2π)n
∫
Rn
(
|u|se−|u|α
)
ei(t
− 1α x)udu = t−
s
α t−
n
α
(
(−∆) s2pα1
)
(t−
1
αx),
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thus, taking the L1-norm we have the homogeneity identity ‖(−∆) s2 pαt ‖L1 = t−
s
α ‖(−∆) s2pα1 ‖L1 ,
and thus we only need to prove that ‖(−∆) s2 pα1 ‖L1 < +∞.
For this we recall the Riemann-Liouville representation of the operator (−∆) s2 :
(−∆) s2 (pα1 ) =
1
Γ(k − s/2)
∫ +∞
0
τk−s/2−1(−∆)k(hτ ∗ pα1 )dτ,
where hτ is the usual heat kernel, Γ is the usual Gamma function and k > s/2 an integer. Then,
taking the L1-norm and since ‖hτ‖L1 = ‖pα1 ‖L1 = 1, we have:
‖(−∆) s2 (pα1 )‖L1 ≤
1
Γ(k − s/2)
(∫ 1
0
τk−s/2−1‖hτ‖L1‖(−∆)kpα1 ‖L1dτ
+
∫ +∞
1
τk−s/2−1‖(−∆)khτ‖L1‖pα1 ‖L1dτ
)
≤ 1
Γ(k − s/2)
(∫ 1
0
τk−s/2−1‖(−∆)kpα1 ‖L1dτ +
∫ +∞
1
τk−s/2−1‖(−∆)khτ‖L1dτ
)
≤ C‖(−∆)kpα1 ‖L1 + C ′
∫ +∞
1
τk−s/2−1τ−kdτ ≤ C‖(−∆)kpα1 ‖L1 + C ′′.
It only remains to prove that ‖(−∆)kpα1 ‖L1 < +∞, where k is an integer. For this we use the
estimates given in Theorem 7.3.2, page 320, of the book [14]:∣∣∣∣ ∂m∂xm pα1 (x)
∣∣∣∣ ≤ Cmin{1, |x|−m}pα1 (x), for m = 1, 2,
From this pointwise estimate we easily deduce that ‖(−∆)kpα1 ‖L1 < +∞ and the proof of (4.12)
is now complete. The same ideas apply to the case α = 2 which is easier to handle as it
corresponds with the usual heat kernel.
References
[1] I. Gallagher and M. Paicu. Remarks on the blow-up of solutions to a toy model for the
NavierStokes equations. Proc. Amer. Math. Soc., 137:20752083, (2009).
[2] L. Grafakos. Modern Fourier Analysis. Springer, second edition, (2009).
[3] M. Gubinelli,Controlling rough paths, J. Funct. Anal., (2004) 216(1) 86–140
[4] M. Gubinelli, P. Imkeller, N. Perkowski, Paracontrolled distributions and singular
PDEs, Forum of Mathematics, Pi, (2015), Vol. 3, e6, 75 pages
[5] M. Gubinelli, N. Perkowski, Lectures on singular stochastic PDEs, Ensaios Math. (2015),
Vol 29, 1–89
[6] M. Hairer, A theory of regularity structures, Invent. math., (2014) 198(2), 269–504
[7] M. Hairer, Solving the KPZ equation, Ann. Math., (2013) 178(2), pp 559–664
[8] M. Hinz, E. Issoglio, M. Za¨hle, Elementary Pathwise Methods for Nonlinear Parabolic
and Transport Type Stochastic Partial Differential Equations with Fractal Noise, Modern
Stochastics and Applications. Springer Optimization and Its Applications, (2014) vol 90.
Springer, Cham
[9] M. Hinz, M. Za¨hle, Gradient type noises II - Systems of stochastic partial differential
equations, J. Funct. Anal., (2009), Vol 256(10), pp 3192–3235
16
[10] E. Issoglio, Transport Equations with Fractal Noise - Existence, Uniqueness and Regularity
of the Solution, J. Analysis and its App. (2013) vol 32(1), pp 37–53
[11] E. Issoglio. On a non-linear transport-diffusion equation with distributional coefficients,
Journal of Differential Equations, Volume 267, Issue 10, (2019), pp 59766003
[12] N. Jacob. Pseudo-Differential Operators and Markov Processes, Vol. I, Imperial College
Press (2001).
[13] V. Kolokoltsov. Symmetric stable laws and stable-like jump-diffusions. Proc. London
Math. Soc. (3), 80, 725-768. (2000).
[14] V. Kolokoltsov. Markov Processes, Semigroups and Generators. De Gruyter studies in
mathematics, 38, (2011).
[15] M. Kwas´nicki. Ten equivalent definitions of the fractional laplace operator, Fractional
Calculus and Applied Analysis, (2017), 20(1), pages 7–51.
[16] P.G. Lemari-Rieusset. The Navier-Stokes Problem in the 21st Century. Chapman &
Hall/CRC, (2016).
[17] D. Li and Y. Sinai. Blow ups of complex solutions of the 3D Navier-Stokes system and
renormalization group method. J. Eur. Math. Soc. (JEMS) 10, no. 2, 267313, (2008).
[18] S.Montgomery-Smith. Finite time blow up for a Navier-Stokes like equation. Proc. Amer.
Math. Soc., 129:30173023, (2001).
[19] T. Tao. Finite time blowup for an averaged three-dimensional Navier-Stokes equation. J.
Amer. Math. Soc. 29, 601-674, (2016).
Diego Chamorro
Universite´ Paris-Saclay,
CNRS, Univ. Evry,
Laboratoire de Mode´lisation
Mathe´matique d’Evry,
23 Boulevard de France,
91037 Evry, France
diego.chamorro@univ-evry.fr
Elena Issoglio
School of Mathematics,
University of Leeds,
Leeds, LS2 9JT
UK
e.issoglio@leeds.ac.uk
17
