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Introduction
John Nash has written very few papers: if for each mathematician in the 20th century
we were to divide the depth, originality, and impact of the corresponding production by
the number of works, he would most likely be on top of the list, and even more so if we
were to divide by the number of pages. In fact all his fundamental contributions can be
stated in very few lines: certainly another measure of his genius, but making any survey of
his theorems utterly useless. Discussing the impact of Nash’s work is certainly redundant,
since all his fundamental contributions have already generated a large literature and an
impressive number of surveys and lecture notes. “Reworking” his proofs in my own way,
or giving my personal perspective, would be of little interest: much better mathematicians
have already developed deep and well-known theories from his seminal papers.
When I wask asked to write this contribution to the Abel Volumes I felt enormously
honored, but precisely for the reasons listed above it took me very little to realize how
difficult it would have been to write something even modestly useful. This note is therefore
slightly unusual: I have just tried to rewrite the original papers in a more modern language
while adhering as much as possible to the original arguments. In fact Nash used often a
rather personal notation and wrote in a very informal way, here and there a few repetitions
can be avoided and the discussions of some, nowadays standard, facts can be removed. In
a sense my role has been simply that of a translator: I just hope to have been a decent
one, namely that I have not introduced (too many) errors and wrong interpretations. In
particular I hope that these notes might save some time to those scholars who want to
work out the details of Nash’s original papers, although I strongly encourage anybody to
read the source: any translation of any masterpiece always loses something compared to
the original and the works of Nash are true masterpieces of the mathematics of the 20th
century!
These notes leave aside Nash’s celebrated PhD thesis on game theory and focus on the
remaining four fundamental papers that have started an equal number of revolutions in
their respective topics, namely the 1952 note on real algebraic varieties, the 1954 paper
on C1 isometric embeddings, the 1956 subsequent work on smooth isometric embeddings
and finally the 1958 Ho¨lder continuity theorem for solutions to linear (uniformly) parabolic
partial differential equations with bounded nonconstant coefficients. Even the casual reader
will realize that everything can be understood up to the smallest detail with a very limited
amount of knowledge: I dare say that any good graduate student in mathematics will be
able to go through the most relevant arguments with little effort.
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I have decided to leave aside the remaining works of Nash in “pure mathematics” either
because their impact has not been as striking as that of the four mentioned above (as it
is the case for the works [73, 76, 77]) or because, as it is the case for [78], although its
impact has been major, this is mainly due to the questions raised by Nash rather than
to the actual theorems proved by him. However, for completeness I have included a last
chapter with a brief discussion of these remaining four (short!) notes in pure mathematics
and of the “Nash blowup”.
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Chapter 1
Real algebraic manifolds
1.1 Introduction
After his famous PhD thesis in game theory (and a few companion notes on the topic) Nash
directed his attention to geometry and specifically to the classical problem of embedding
smooth manifolds in the Euclidean space.1 Consider a smooth closed manifold Σ of dimen-
sion n (where with closed we mean, as usual, that Σ is compact and has no boundary). A
famous theorem of Whitney (cf. [104, 105]) shows that Σ can be embedded smoothly in
R2n, namely that there exists a smooth map w : Σ→ R2n whose differential has full rank
at every point (i.e., w is an immersion) and which is injective (implying therefore that w
is an homeomorphism of Σ with w(Σ)).
Clearly w(Σ) is a smooth submanifold of R2n diffeomorphic to Σ. Whitney showed also
that w can be perturbed smoothly to a second embedding v so that v(Σ) is a real analytic
submanifold, namely for every p ∈ v(Σ) there is a neighborhood U of p and a real analytic
map u : U → Rn such that {u = 0} = U ∩ v(Σ) and Du has full rank. Whitney’s theorem
implies, in particular, that any closed smooth manifold Σ can be given a real analytic
structure, namely an atlas A of charts where the changes of coordinates between pairs of
charts are real analytic mappings.
In his only note on the subject, the famous groundbreaking paper [71] published in 1952,
Nash gave a fundamental contribution to real algebraic geometry, showing that indeed it is
possible to realize any smooth closed manifold of dimension n as an algebraic submanifold
of R2n+1. We recall that, classically, any subset of RN consisting of the common zeros
of a collection of polynomial equations is called an algebraic subvariety. We can assign
a dimension to any algebraic subvariety using a purely algebraic concept (see below) and
the resulting number coincides with the usual metric definitions of dimension for a subset
1In a short autobiographical note, cf. [79, Ch. 2], Nash states that he made his important discovery
while completing his PhD at Princeton. In his own words “. . . I was fortunate enough, besides developing
the idea which led to “NonCooperative Games”, also to make a nice discovery relating manifolds and real
algebraic varieties. So, I was prepared actually for the possibility that the game theory work would not
be regarded as acceptable as a thesis in the mathematics department and then that I could realize the
objective of a Ph.D. thesis with the other results.”
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of the Euclidean space (for instance with the Hausdorff dimension, see [31, Ch. 2] for the
relevant definition). The main theorem of Nash’s note is then the following.
Theorem 1.1.1 (Existence of real algebraic structures). For any closed connected smooth
n-dimensional manifold Σ there is a smooth embedding v : Σ→ R2n+1 such that v(Σ) is a
connected component of an n-dimensional algebraic subvariety of R2n+1.
It turns out that for any point p ∈ v(Σ) there is a neighborhood U such that U ∩ v(Σ)
is the zero set of n + 1 polynomials with linearly independent gradients. In his note
Nash proved also the following approximation statement, see Theorem 1.2.8: any smooth
embedding w : Σ → Rm can be smoothly approximated by an embedding v¯ so that v¯(Σ)
is a portion of an n-dimensional algebraic subvariety of Rm. However, in order to achieve
the stronger property in Theorem 1.1.1, namely that v¯(Σ) is a connected component of the
subvariety, Nash’s argument needs to increase the target. He conjectured that this is not
necessary, cf. [71, p. 420], a fact which was proved much later by Akbulut and King, see
[1]. He also conjectured the existence of a smooth embedding z (in some Euclidean space
RN) such that z(Σ) is the whole algebraic subvariety, not merely a connected component,
and this was proved by Tognoli in [98]. Both [98] and [1] build upon a previous work of
Wallace, [100].
As it happens for the real analytic theorem of Whitney, it follows from Theorem 1.1.1
that any smooth closed manifold can be given a real algebraic structure, see below for
the precise definition. In his note Nash proved also that such structure is indeed unique,
cf. Theorem 1.2.9.
As already mentioned in the previous paragraph, Nash left a few conjectures and open
questions in his paper, which were subsequently resolved through the works of Wallace,
Tognoli, and Akbulut and King: we refer the reader to King’s paragraph in Nash’s memorial
article [26] for further details. The ideas of his paper have generated a large body of
literature in real algebraic geometry and terms like Nash manifolds, Nash functions, and
Nash rings are commonly used to describe some of the objects arising from his argument
for Theorem 1.1.1, see for instance [9, 90].
1.2 Real algebraic structures and main statements
Following Nash we introduce a suitable algebraic structure on closed real analytic manifolds
Σ. In [71] such structures are called real algebraic manifolds. Since however nowadays
the latter expression is used for a different object, in order to avoid confusion and to be
consistent with the current terminology, we will actually use the term “Nash manifolds”
for the objects introduced by Nash.
Note that, by the classical Whitney’s theorem recalled in the previous section, there is
no loss of generality in assuming the existence of a real analytic atlas for any differentiable
manifold Σ. The notion of Nash manifold allows Nash to recast Theorem 1.1.1 in an equiv-
alent form. The latter will be given in this section, together with several other interesting
conclusions, whose proofs will all be postponed to the next sections.
6
Definition 1.2.1 (Basic sets). Any finite collection {f1, . . . , fN} of smooth real valued
functions over Σ is called a basic set if the map f = (f1, . . . , fN) is an embedding of Σ into
RN .
Definition 1.2.2 (Nash manifolds). A Nash manifold is given by a pair (Σ,R) where Σ
is a real analytic manifold of dimension n and R a ring of real valued functions over Σ
satisfying the following requirements:
(a) Any f ∈ R is real analytic;
(b) R contains a basic set;
(c) The transcendence degree of R must be n, more precisely for any collection of n+ 1
distinct elements f1, . . . , fn+1 ∈ R there is a nontrivial polynomial P in n+1 variables
such that P (f1, . . . , fn+1) = 0;
(d) R is maximal in the class of rings satisfying (a), (b), (c).
An important (and not difficult) fact following from the definitions is that the algebraic
structure of the ring determines in a suitable sense the manifold Σ and hence that the
structure as Nash manifold is essentially unique for every Σ.
Proposition 1.2.3 (Algebraic description of Nash manifolds). On any Nash manifold
(Σ,R) there is a one-to-one correspondence between maximal ideals of R and points of Σ,
more precisely:
(I) I ⊂ R is a maximal ideal if and only if I = {f ∈ R : f(p) = 0} for some p ∈ Σ.
Moreover, if (Σ1,R1) and (Σ2,R2) are two Nash manifolds, then a map φ : R1 → R2 is a
ring isomorphism if and only if there is a real analytic diffeomorphism ϕ : Σ1 → Σ2 such
that φ(f) = f ◦ ϕ−1 for any f ∈ R1.
Consider now a Nash manifold (Σ,R) and recall that by Definition 1.2.2(b) we prescribe
the existence of a basic set B = {f1, . . . , fN} ⊂ R: it follows that f = (f1, . . . , fN) is an
analytic embedding of Σ into RN . On the other hand by Definition 1.2.2(c) there is a
set of nontrivial polynomial relations between the fi’s (because N > n) and so it appears
naturally that f(Σ) is in fact a subset of a real algebraic variety. Following Nash we will
call f(Σ) a representation of the corresponding Nash manifold.
Definition 1.2.4 (Representations). If (Σ,R) is a Nash manifold, B = {f1, . . . , fN} ⊂ R
a basic set and f = (f1, . . . , fN) : Σ→ RN , then f(Σ) is called an algebraic representation
of (Σ,R).
In order to relate representations with algebraic subvarieties of the Euclidean space we
need to introduce the concept of sheets of an algebraic subvariety.
Definition 1.2.5 (Sheets). A sheet of a real algebraic subvariety V ⊂ RN is a subset
S ⊂ V satisfying the following requirements:
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(a) For any p, q ∈ S there is a real analytic arc γ : [0, 1]→ S with γ(0) = q and γ(1) = p.
(b) S is a maximal subset of V with property (a).
(c) There is at least one point p ∈ S with a neighborhood U such that U ∩ V ⊂ S.
Clearly, if V ⊂ RN is an algebraic subvariety and S ⊂ V a connected component which
happens to be a submanifold of RN , then S is in fact a sheet of A. However:
(i) there might be “smooth” sheets which go across singularities, for instance, if we take
V = {(x, y) : xy = 0} ⊂ R2 and S = {(x, y) : x = 0}, cf. Figure 1.1;
(ii) there might be sheets which are connected components of V but are singular, for
instance Bernoulli’s lemniscate {(x, y) : (x2 + y2)2 = 2y2 − 2y2} is a connected
subvariety of the plane consisting of one single sheet, singular at the origin.
Figure 1.1: The set S = {(x, y) ∈ R2 : x = 0} is a sheet of the algebraic subvariety
V = {(x, y) : xy = 0}. Note that, although the origin is a singular point of V , it is not a
singular point of S. Moreover S is not a connected component of V .
Figure 1.2: Bernoulli’s lemniscate is an algebraic subvariety of R2 which consists of a single
sheet. Note that it is singular at the origin.
An important observation by Nash is that, by simple considerations, any representation
of a Nash manifold is in fact a sheet of an irreducible algebraic subvariety with dimension
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equal to that of the manifold. Recall that an algebraic subvariety V is called irreducible if
it cannot be written as the union of two proper subsets which are also subvarieties. More
precisely we have
Proposition 1.2.6 (Characterization of representations). A representation of a connected
Nash manifold (Σ,R) is always a sheet of an irreducible subvariety V whose dimension is
the same as that of Σ. Conversely, if v : Σ→ RN is a real analytic embedding of a closed
real analytic manifold Σ whose image v(Σ) is a sheet of an algebraic subvariety, then there
is a structure of Nash manifold (Σ,R) for which the components {v1, . . . , vN} of v form a
basic subset of R.
The outcome of the discussion above is that Theorem 1.1.1 can now be equivalently
stated in terms of Nash manifolds. However note that Theorem 1.1.1 requires the repre-
sentation to be more than just a sheet of an algebraic subvariety: it really has to be a
connected component. For this reason Nash introduces a special term: a representation
v(Σ) will be called proper if it is a connected component of the corresponding algebraic
subvariety in Proposition 1.2.6. Hence we can now rephrase Theorem 1.1.1 in the following
way.
Theorem 1.2.7 (Existence of proper representations). For any connected smooth closed
differentiable manifold Σ of dimension n there is a structure of Nash manifold (Σ,R) with
a basic set {v1, . . . , v2n+1} = B ⊂ R such that v(Σ) is a proper representation in R2n+1.
Giving up the stronger requirement of “properness” of the representation, Nash is able
to provide an approximation with algebraic representations of any smooth embedding,
without increasing the dimension of the ambient space. As a matter of fact Theorem 1.2.7
will be proved as a corollary of such an approximation theorem, whose statement goes as
follows.
Theorem 1.2.8 (Approximation theorem). Let Σ be a connected closed differentiable man-
ifold and w : Σ→ Rm a smooth embedding. Then for any ε > 0 and any k ∈ N there is a
structure of Nash manifold (Σ,R) with a basic set {v1, . . . , vm} such that ‖w − v‖Ck < ε.
In the theorem above ‖ · ‖Ck denotes a suitably defined norm measuring the uniform
distance between derivatives of w and v up to order k. The norm will be defined after
fixing a finite smooth atlas on Σ, we refer to the corresponding section for the details.
As a final corollary of his considerations, Nash also reaches the conclusion that the
structure of Nash manifold is in fact determined uniquely by the differentiable one. More
precisely we have the following result.
Theorem 1.2.9 (Uniqueness of the Nash ring). If two connected Nash manifolds (Σ1,R1)
and (Σ2,R2) are diffeomorphic as differentiable manifolds, then they are also isomorphic
as Nash manifolds, namely there is a real analytic ϕ : Σ1 → Σ2 for which the map φ(f) :=
f ◦ ϕ−1 is a ring isomorphism of R1 with R2.
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1.3 Technical preliminaries
In this section we collect some algebraic and analytical technical preliminaries, standard
facts which will be used in the proofs of the statements contained in the previous sections.
We begin with a series of basic algebraic properties.
Definition 1.3.1. Given an algebraic subvariety V ⊂ RN and a subfield F ⊂ R we say
that F is a field of definition of V if there is a set S of polynomials with coefficients in F
such that V = {x ∈ RN : P (x) = 0 , ∀P ∈ S}.
Proposition 1.3.2 (Cf. [101, Cor. 3, p. 73, and Prop. 5, p. 76]). For any algebraic
subvariety V ⊂ RN there is a unique minimal field F ⊂ R of definition, namely a field
of definition of V which does not contain any smaller field of definition. F is, moreover,
finitely generated over Q.
Definition 1.3.3. We will say that a certain collection of coordinates {xi1 , . . . , xim} is
algebraically independent over a field F at a point p = (p1, . . . , pN) if there is no nontrivial
polynomial P with coefficients in F such that P (pi1 , . . . , pim) = 0.
Given a point p in an algebraic subvariety V ⊂ Rn with minimal field of definition F
we define the algebraic dimension dimV (p) of p with respect to V as the maximal number
of coordinates which are algebraically independent over F at p. The algebraic dimension
of V is dim (V ) = max{dimV (p) : p ∈ V } and a point p ∈ V is called a general point of V
if dimV (p) = dim (V ).
Proposition 1.3.4. Let V ⊂ RN be an algebraic subvariety of algebraic dimension n with
minimal field of definition F. Then the following holds.
(a) Any collection of n + 1 coordinates satisfy a nontrivial polynomial relation (as real
functions with domain V );
(b) For any general point p of V there is a neighborhood U where V is an n-dimensional
(real analytic) submanifold and where any collection of coordinates which are alge-
braically independent at p over F gives a (real analytic) parametrization of V .
(c) If dimV (p) = m, then there is an algebraic subvariety W ⊂ V of algebraic dimension
m which contains p and whose minimal field of definition is contained in F.
The proofs of the statements (a), (b), and (c) can be found in [101, Ch. II and Ch. IV],
more precisely see the discussion at [101, p. 72] and [101, Th. 3].
We state here a simple corollary of the above proposition, for which we give the ele-
mentary proof.
Corollary 1.3.5. The algebraic dimension of a subvariety V coincides with its Hausdorff
dimension as a subset of RN . In fact, for any j ≤ dim (V ), the subset Vj := {v ∈ V :
dimV (p) = j} is a set of Hausdorff dimension j.
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Proof. The second part of the statement obviously implies the first. We focus therefore on
the second, which we prove by induction over dim (V ). The 0-dimensional case is obvious:
if V is a 0-dimensional subvariety of RN , then V0 = V must be contained in FN , which is
necessarily a countable set (F denotes the minimal field of definition of V and recall that
it is finitely generated over Q).
Assume therefore that the statement holds when the dimension of the variety is no
larger than n − 1: we now want to show that the claim holds when dim (V ) = n. By
Proposition 1.3.4, the subset Vn of points p ∈ V with maximal algebraic dimension is
covered by countably many real analytic n-dimensional manifolds. Hence Vn has Hausdorff
dimension at most n (cf. [31, Sec. 3.3]). On the other hand by Proposition 1.3.4(b) the
Hausdorff dimension must be at least n. Next, let j < n. By Proposition 1.3.4(c) any
point p ∈ Vj is contained in an algebraic subvariety W of algebraic dimension j with
minimal field of definition contained in F. Each such W has Hausdorff dimension j, by
inductive assumption. On the other hand, since any such W is defined through a finite
set of polynomials with coefficient in F, the set of such W is countable. We have therefore
shown that Vj has Hausdorff dimension at most j.
Now consider a point q ∈ V with dimV (q) = j and an algebraic subvariety W ⊂ V as
above. Let F′ be its minimal field of definition and consider any p = (p1, . . . , pN) ∈ W .
The algebraic dimension dimW (p) is at most j, which means that for any collection of j+1
distinct coordinates pi1, . . . , pij+1 there is a nontrivial polynomial P with coefficients in F
′
such that P (pi1, . . . , pij+1) = 0. Since F
′ ⊂ F, we must necessarily have dimV (p) ≤ j. Thus,
W ⊂ V0 ∪ V1 ∪ . . .∪ Vj. On the other hand, we know by inductive assumption that W has
Hausdorff dimension j and we have shown that the dimension of each Vi is at most i. We
then conclude that the Hausdorff dimension of j must be j.
We are now ready to state the two technical facts in analysis needed in the rest of
the chapter. The first is a standard consequence of the implicit function theorem for real
analytic mappings, see for instance [58, Th. 1.8.3]). As usual, the tubular neighborhood of
size δ of a subset S ⊂ RN is the open set consisting of those points whose distance from S
is smaller than δ. In this chapter we will denote it by Uδ(S).
Proposition 1.3.6. If Σ ⊂ RN is a closed real analytic submanifold, then there is a δ > 0
with the following two properties:
(a) For any x ∈ Uδ(Σ) there is a unique point u(x) ∈ Σ of least distance to x.
(b) The map x 7→ u(x) is real analytic.
The first statement needs in fact only the C2 regularity of Σ, cf. [48]. Moreover the
proof therein uses the implicit function theorem to give that u is smooth when Σ is smooth:
the real analyticity of u follows then directly from [58, Th. 1.8.3].
The following is a classical Weierstrass type result. As usual, given a smooth function
g defined in a neighborhood of a compact set K ⊂ Rm we denote by ‖g‖C0(K) the number
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max{|u(x)| : x ∈ K} and we let
‖g‖Cj(K) :=
∑
|I|≤j
‖∂Ig‖C0(K) ,
where, given a multiindex I = (i1, . . . , im) ∈ Nm, we let |I| = i1 + · · ·+ im and
∂If =
∂|I|f
∂xi11 ∂x
i2
2 · · ·∂ximm
.
Proposition 1.3.7. Let U ⊂ RN be an open set, K ⊂ U a compact set and f : U → R
a smooth function. Given any j ∈ N and any ε > 0, there is a polynomial P such that
‖f − P‖Cj(K) ≤ ε.
Proof. Using a partition of unity subordinate to a finite cover of K we can assume, without
loss of generality, that f ∈ C∞c (U). The classical Weierstrass theorem corresponds to the
case j = 0, see for instance [86]: however the proof given in the latter reference, which
regularizes f by convolution with suitable polynomials, gives easily the statement above
for general j. Nash in [71] provides instead the following elegant argument. Consider first a
box [−M/2,M/2]N ⊂ RN containing the support of f and let f˜ be theM-periodic function
which coincides with f on the box. If we expand f˜ in Fourier series as
f˜(x) =
∑
λ∈ZN
aλe
2πMλ·x
and consider the partial sums
Sm(x) :=
∑
|λ|≤m
aλe
2πMλ·x ,
then clearly ‖Sm − f‖Cj(K) = ‖Sm − f˜‖Cj(K) ≤ ε/2 for m large enough. On the other
hand Sm is an entire analytic function and thus for a sufficiently large degree d the Taylor
polynomial T dm of Sm at 0 satisfies ‖Sm − T dm‖Cj(K) ≤ ε/2.
1.4 The algebraic description of Nash manifolds and
the characterization of representations as sheets
Proof of Proposition 1.2.3. First of all, for any (proper) ideal I the set Z = Z(I ) of
points of Σ at which all elements of I vanish must be nonempty. Otherwise, for any point
p ∈ Σ there would be an element fp ∈ I such that fp(p) 6= 0. Choose then an open
neighborhood Up such that fp 6= 0 on Up and cover Σ with finitely many Upi . The function
f :=
∑
i f
2
pi
would belong to the ideal I and would be everywhere nonzero. But then 1
f
would belong to R, f · 1
f
= 1 would belong to the ideal I and the latter would coincide
with R, contradicting the assumption that I s a proper ideal.
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Given a point p and a basic set B = {v1, . . . , vN} ⊂ R, the function
g(y) :=
∑
i
(vi(y)− vi(p))2
vanishes only at p and belongs to R. Thus we have:
(i) The set I (p) of all elements which vanish at p must be nonempty. Moreover, it
cannot be the whole ring R because it does not contain the constant function 1. It
is thus a proper ideal and it must be maximal: any larger ideal J would necessarily
have Z(J ) = ∅.
(ii) If I is a maximal ideal, then there must be an element p ∈ Z(I ) and, since I ⊂
I (p), we must necessarily have I = I (p).
This shows the first part of the proposition. Next, let (Σ1,R1) and (Σ2,R2) be two
Nash manifolds. Clearly, if ϕ : Σ1 → Σ2 is a real analytic diffeomorphism such that
φ(f) := f◦ϕ−1 maps R1 onto R2, then φ is a ring isomorphism. Vice versa, let φ : R1 → R2
be a ring isomorphism. Using the correspondence above, given a point p ∈ Σ1 we have a
corresponding maximal ideal I (p) ⊂ R, which is mapped by φ into a maximal ideal of
R2: there is then a point ϕ(p) ∈ Σ2 such that φ(I (p)) = I (ϕ(p)). We now wish to show
that
φ(f)(ϕ(p)) = f(p) . (1.1)
First observe that:
if f vanishes at p, then φ(f) must vanish at ϕ(p). (1.2)
This follows from the property φ(f) ∈ φ(I (p)) = I (ϕ(p)).
Next we follow the convention that, given a number q ∈ R, we let q denote both the
function constantly equal to q on Σ1 and that equal to q on Σ2. Since 1 is the multiplicative
unit of R1 and R2, then φ(1) = 1. Hence, using the ring axioms, it follows easily that
φ(q) = q for any q ∈ Q. Observe next that if f ∈ R1 is a positive function on Σ1, then
g :=
√
f is a real analytic function and it must belong to R1, otherwise the latter ring
would not satisfy the maximality condition of Definition 1.2.2(d). Hence, if f > 0, then
φ(f) = (φ(
√
f))2 ≥ 0. Thus f > g implies φ(f) ≥ φ(g). Fix therefore a constant real α
and two rational numbers q > α > q′. We conclude q = φ(q) ≥ φ(α) ≥ φ(q′) = q′. Since q
and q′ might be chosen arbitrarily close to α, this implies that φ(α) = α.
Having established the latter identity, we can combine it with (1.2) to conclude (1.1).
Indeed, assume f(p) = α. Then g = f−α vanishes at p and thus, by (1.2), φ(g) = φ(f)−α
vanishes at ϕ(p): thus φ(f)(ϕ(p)) = f(p).
Next, ϕ−1 is the map induced by the inverse of the isomorphism φ, from which we
clearly conclude φ(f) = f ◦ ϕ−1. It remains to show that ϕ is real analytic: the same
argument will give the real analyticity of ϕ−1 as well, thus completing the proof. Let
B1 = {f1, . . . , fN} be a basic set for (Σ1,R1) and B2 = {gN+1, . . . , gN+M} be a basic
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set for (Σ2,R2). Set gi := fi ◦ ϕ−1 = φ(fi) for i ≤ N and fj := gj ◦ ϕ = φ−1(gj)
for j ≥ N + 1. Then {f1, . . . , fN+M} and {g1, . . . , gN+M} are basic sets for Σ1 and Σ2
respectively. The map f = (f1, . . . , fN+M) : Σ1 → RN+M is a real analytic embedding of
Σ1 and g = (g1, . . . , gN+M) a real analytic embedding of Σ2 with the same image S. We
therefore conclude that ϕ = (g|S)−1 ◦ f is real analytic, which completes the proof.
Proof of Proposition 1.2.6. Representation =⇒ Sheet. We consider first a Nash mani-
fold (Σ,R) of dimension n and a representation B = {f1, . . . , fN} ⊂ R. Our goal is thus
to show that, if we set f = (f1, . . . , fN), then S := f(Σ) is a sheet of an n-dimensional
algebraic subvariety V ⊂ RN . First, recalling that B is a basic set, we know that for each
choice of 1 ≤ i1 < i2 < . . . < in+1 ≤ N there is a (nontrivial) polynomial P = Pi1...in+1 such
that P (fi1, . . . , fin+1) = 0. Let then V0 be the corresponding algebraic subvariety, namely
the set of common zeros of the polynomials Pi1...in+1. Clearly, by Proposition 1.3.4(b) the
dimension of V0 can be at most n. Otherwise there would be a point q ∈ V0 of maximal
dimension d ≥ n+ 1 and there would be a neighborhood U of q such that V0 ∩ U is a real
analytic d-dimensional submanifold of RN . This would mean that, up to a relabeling of
the coordinates and to a possible restriction of the neighborhood, U ∩ V0 is the graph of
a real analytic function of the first d variables x1, . . . , xd. But then this would contradict
the existence of a nontrivial polynomial of the first n + 1 ≤ d variables which vanishes on
V0.
Note moreover that, since f is a smooth embedding of Σ, by Corollary 1.3.5 the dimen-
sion must also be at least n. Hence we have concluded that the dimension of V is precisely
n.
Next, if V0 is reducible, then there are two nontrivial subvarieties V and W of V0
such that V0 = V ∪ W . One of them, say V , must intersect S on a set A of positive
n-dimensional volume. If P is any polynomial among the ones defining V , we then must
have P (f1, . . . , fN) = 0 on A: however, since P (f1, . . . , fN) is real analytic, A has positive
measure and S is a connected submanifold of RN , we necessarily have P (f1, . . . , fN) = 0 on
the whole S. We thus conclude that S ⊂ V =: V1. If V1 were reducible, we can go on with
the above procedure and create a sequence V0 ⊃ V1 ⊃ . . . of algebraic varieties containing S:
however, by the well-known descending chain condition in the Zariski topology (cf. [44]),
this procedure must stop after a finite number of steps. Thus, we have achieved the
existence of an n-dimensional irreducible subvariety V such that S ⊂ V .
We claim that S is a sheet of V . First of all, by Corollary 1.3.5, S must contain a
general point p of V because its dimension is n. Moreover, by Proposition 1.3.4 we know
that there is a neighborhood U of p such that U ∩ V is an n-dimensional submanifold. By
further restricting U we can assume that both U∩V and U∩S are connected n-dimensional
submanifolds. Since S ⊂ V , we must obviously have S ∩ U = V ∩ U . Hence p is a point
which satisfies condition (c) in Definition 1.2.5. Next, fix a second point q ∈ S and let
p¯ = f−1(p) and q¯ = f−1(q). Since Σ is a connected real analytic manifold, we clearly know
that there is γ¯ : [0, 1]→ Σ real analytic2 such that γ¯(0) = q¯ and γ¯(1) = q¯. Thus γ := f ◦ γ¯
2Here we are using the nontrivial fact that in a connected real analytic manifold any pair of points
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is a map as in Definition 1.2.5(a). It remains to show that S is maximal among the subsets
of V satisfying Definition 1.2.5(a).
So, let S˜ be the maximal one containing S and fix p ∈ S˜: we claim that indeed p ∈ S.
By assumption we know that there is a real analytic curve γ : [0, 1]→ S˜ such that γ(0) ∈ S
is a general point and γ(1) = p. First of all, since γ(0) is a general point of V , there is a
neighborhood U of p where S and V coincide. Hence there is δ > 0 such that γ([0, δ[) ⊂ S.
Set next
s := sup{s ∈ [0, 1] : γ([0, s[) ⊂ S} .
Clearly, s is a maximum. Moreover, by compactness of S, q := γ(s) ∈ S: we need
then to show that s = 1. Assume, instead, that s < 1. Let U be some coordinate
chart in the real analytic manifold Σ containing f−1(q) and y : U → Rn corresponding
real analytic coordinates. There is δ > 0 such that f−1(γ([s − δ, s])) ⊂ U . The map
γ˜ := y ◦ f−1 ◦ γ : [s − δ, s] → Rn is then real analytic. Hence there is η > 0 so that γ˜(t)
can be expanded in power series of (t − s) on the interval ]s − η, s]. Such power series
converges then on ]s− η, s+ η[ and extends γ˜ to a real analytic map on ]s− η, s+ η[. Now,
γ|]s−η,s+η[ and γ¯ := f ◦ y−1 ◦ γ˜ are two maps which coincide on the interval ]s− η, s]: since
they are both real analytic, they must then coincide on the whole ]s − η, s + η[. Hence
γ([0, s+ η[) ⊂ S, contradicting the maximality of s.
Sheet =⇒ Representation. Let v : Σ → RN be a real analytic embedding of
an n-dimensional real analytic manifold such that S = v(Σ) is a sheet of an algebraic
subvariety V with minimal field of definition F. Pick now a point q ∈ S for which there is
neighborhood U with U ∩S = V ∩U . By Corollary 1.3.5 there must necessarily be a point
p ∈ V ∩ U = S ∩ U with m := dim(V ) = dimV (p) ≥ n. By Proposition 1.3.4(c) there is
an algebraic subvariety W ⊂ V with algebraic dimension m containing p and with field of
definition F′ ⊂ F. Note that by the latter property we must necessarily have dimW (p) ≥ m
and thus p is a general point of W . Therefore, by Proposition 1.3.4(b) applied to W ,
there is a neighborhood U ′ ⊂ U of p such that U ′ ∩ W is an m-dimensional connected
submanifold: since U ′ ∩ S = U ′ ∩ V ⊃ U ′ ∩W and S is an n-dimensional submanifold,
m = n and there is a neighborhood of p where W and S coincide.
We claim now that v(Σ) = S ⊂ W . Fix p′ ∈ S: we know that there is an analytic
function γ : [0, 1] → S such that γ(0) = p and γ(1) = p′. If P is a polynomial of N
variables which vanishes on W , then P ◦ γ vanishes on a neighborhood of 0. Since P ◦ γ
is real analytic, it must thus vanish on the whole interval [0, 1] and thus P (p′) = 0. This
shows that p′ is a zero of any polynomial which vanishes on W , which implies that p′ ∈ W .
From the very definition of sheet, it follows that S is not only a sheet of the subvariety V ,
but also a sheet of the subvariety W .
Having established that v(Σ) is a sheet of an n-dimensional subvariety of RN , it follows
can be joined by a real analytic arc. One simple argument goes as follows: use first Whitney’s theorem
to assume, without loss of generality, that Σ is a real analytic submanifold of RN . Fix two points p and
q and use the existence of a real analytic projection in a neighborhood of Σ to reduce our claim to the
existence of a real analytic arc connecting any two points inside a connected open subset of the Euclidean
space. Finally use the Weierstrass polynomial approximation theorem to show the latter claim.
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that any collection of n+1 functions chosen among the coordinates v1, . . . , vN must satisfy
a nontrivial polynomial relation. Thus B := {v1, . . . , vN} is a basic set. Now consider
the ring R ′ of real analytic functions generated by B: such ring obviously satisfies the
requirements (a) and (c) of Definition 1.2.2. Choosing a maximal one (among those sat-
isfying these two requirements and containing B) we achieve the desired structure (Σ,R)
of which v is a representation.
1.5 Proof of the existence of representations and of
the approximation theorem
The proofs of the two theorems follow indeed the same path and will be given at the same
time. Before coming to them we need however the following very important lemma.
Lemma 1.5.1. Let Q and R be two monic polynomials in one variable of degrees d1 and
d2 with real coefficients and no common factors. Let P = QR be their product. Then any
monic polynomial P˜ of degree d = d1 + d2 with real coefficients in a suitable neighborhood
U of P can be factorized in two monic polynomials Q˜ and R˜ of degrees d1 and d2, with real
coefficients and which lie near Q and R respectively. Such decomposition is unique and the
coefficients of the polynomials of each factor depend analytically upon those of P˜ .
Proof. First of all we show that the decomposition is unique. Note that two polynomials
have no common factors if and only if they have no (complex) root in common. Let
z1, . . . , zd1 be the roots of Q and w1, . . . , wd2 those of R (with repetitions, accounting for
multiplicities). If P˜ is close to P = QR, then its roots will be close to z1, . . . zd1 , w1, . . . , wd2
and thus they can be divided in unique way in two groups: d1 roots close to the roots of Q
and d2 roots close to those of R. Clearly the zeros of the factor Q˜ must be close to those
of Q and thus Q˜ is uniquely determined, which in turn determines also the other factor R˜.
Note moreover that the coefficients of both Q˜ and R˜ must be real: it suffices to show that
if a (nonreal) root ζ of P˜ is a root of Q˜, then its complex conjugate ζ¯ is also a root of Q˜.
Indeed, either ζ is close to a real root of Q, in which case ζ¯ is close to the same root, or ζ
is close to a nonreal root of zi of Q, in which case ζ¯ is close to z¯i, which must be a root of
Q because Q has real coefficients.
In order to show the existence and the real analytic dependence, set
Q(x) = xd1 +
d1∑
i=1
aix
d1−i
R(x) = xd2 +
d2∑
i=1
bix
d2−i
P (x) = xd +
d∑
i=1
cix
d−i .
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We then desire to find a neighborhood U of c = (c1, . . . , cd) ∈ Rd and a real analytic map
(α, β) : U → Rd1 × Rd2 with the properties that
(a) xd +
∑
i c˜ix
d−i = (xd1 +
∑
j αj(c˜)x
d1−j)(xd2 +
∑
k βk(c˜)x
d2−k) for any c˜ ∈ U ;
(b) α(c) = a and β(c) = b.
Given α, β vectors in some neighborhoods U1 and U2 of a and b, let Qα := x
d1+
∑
j αjx
d1−j ,
Rβ := x
d2 +
∑
k βkx
d2−k and QαRβ = x
d +
∑
i γix
d−i. This defines a real analytic (in fact
polynomial!) map U1×U2 ∋ (α, β) 7→ γ(α, β) ∈ Rd with the property that γ(a, b) = c. Our
claim will then follow from the inverse function theorem if we can show that the determinant
of the matrix of partial derivatives of γ at the point (a, b) is nonzero. The latter matrix
is however the Sylvester matrix of the two polynomials Q and R: the determinant of the
Sylvester matrix of two polynomials (called the resultant), vanishes if and only if the two
polynomials have a common zero, see [2].
We are now ready to prove the two main theorems, namely Theorem 1.2.8 and Theo-
rem 1.2.7.
Proof of Theorem 1.2.8. We start with Theorem 1.2.8 and consider therefore a smooth
embedding w : Σ → Rm of a smooth closed connected manifold Σ of dimension n. By
Whitney’s theorem we can assume, without loss of generality, that w is real analytic.
Consider now a tubular neighborhood U := U4δ(Σ) so that the nearest point projection
x 7→ π(x) ∈ Σ is real analytic on U and let v : U → Rm be the function v(x) := π(x)− x.
For each x let also Tπ(x)Σ be the n-dimensional tangent space to Σ at π(x) (considered as
a linear subspace of Rm) and let ξ 7→ K(x)ξ be the orthogonal projection from Rm onto
T⊥π(x)Σ, namely the orthogonal complement of the tangent Tπ(x)Σ. We therefore consider
K(x) to be a symmetric m ×m matrix with coefficients which depend analytically upon
x. Let next u and L be two maps with polynomial dependence on x which on U3δ(Σ)
approximate well the maps v and K. More precisely
(i) L(x) is an m ×m symmetric matrix for every x, with entries which are polynomial
functions of the variable x; similarly the components of u(x) are polynomial functions
of x;
(ii) ‖u− v‖CN (U3δ(Σ)) + ‖L−K‖CN (U3δ(Σ)) ≤ η, where N is a large natural number and η
a small real number, whose choices will be specified later.
The characteristic polynomial ofK is P (λ) = (λ−1)m−nλn. We can then apply Lemma 1.5.1
and, assuming η is sufficiently small, the characteristic polynomial Px(λ) of L(x) can be
factorized as Qx(λ)Rx(λ) where
(iii) Rx(λ) is close to λ
n;
(iv) Qx(λ) is close to (λ− 1)m−n;
(v) The coefficients of Rx and Qx depend analytically upon x.
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It turns out that bothQx and Rx have all real roots (since L(x) is symmetric, its eigenvalues
are all real). Moreover, the eigenvectors with eigenvalues which are roots of Rx span an
n-dimensional vector subspace τ(x) of Rm which is close to Tπ(x)(Σ). On the other hand
the eigenvectors with eigenvalues which are roots of Qx span the orthogonal of τ(x), which
we will denote by τ(x)⊥ (recall that L(x) is a symmetric matrix!). Consider next the
symmetric matrix P(x) = Rx(L(x)). Then the kernel of the linear map ξ 7→ P(x)ξ is
τ(x). Moreover |P(x)ξ − ξ| ≤ Cη|ξ| for every ξ ∈ τ(x)⊥, where C is only a dimensional
constant: this happens because P(x) is close to (K(x))n, whose linear action on T⊥π(x)Σ is
the identity.
Consider now the map
z(x) := x+ v(x)−K(x)P(x)u(x)︸ ︷︷ ︸
=:ψ(x)
.
The map x 7→ z(x) is clearly real analytic on U2δ. Moreover, as η ↓ 0, the map v − ψ
converges to x 7→ v(x) − K(x)K(x)v(x) = 0, because K(x)v(x) = v(x). The latter
convergence is in CN . Since N is larger than 1, for η sufficiently close to 0 this will imply
the local invertibility of the function z. In fact, by the inverse function theorem and
compactness of U3δ(Σ) we conclude the existence of a σ > 0 and an η0 such that, if η < η0,
then z is injective in Bσ(y) for every y ∈ U2δ(Σ). Then, choosing η < min{η0, σ/(3C)} for
a suitable dimensional constant C we conclude the global injectivity of z on U2δ(Σ): if we
have z(x) = z(x′) and x 6= x′, then necessarily |x − x′| ≥ σ. On the other hand the C0
norm of the difference between z and the identity map is given by Cη and thus we can
estimate
|z(x)− z(x′)| ≥ |x− x′| − |z(x)− x| − |z(x′)− x′| ≥ σ − 2σ
3
.
Finally, by possibly choosing η even smaller, we can assume that Uδ(Σ) is contained in
z(U2δ(Σ)).
Let now z−1 be the inverse of z on Uδ(Σ), which is analytic by the inverse function
theorem. We claim that the real analytic subvariety Γ = z−1(Σ) is a sheet of an algebraic
subvariety: this would complete the proof of Theorem 1.2.8, provided N is large enough
and η small enough.
Note now that, for any choice of x, x+v(x) = π(x) belongs to Σ and ψ(x) is orthogonal
to Tπ(x)Σ, by definition of K(x). Hence z(x) belongs to Σ if and only if ψ(x) = 0. We
conclude therefore that Γ is indeed the set where ψ vanishes. Recall moreover that, choosing
η sufficiently small, P(x)u(x) belongs to the plane τ(x)⊥ which is close to T⊥π(x)Σ: hence
K(x)P(x)u(x) = 0 is equivalent to the condition P(x)u(x) = 0. Γ is therefore the zero set
of
Rx(L(x))u(x) = 0 .
Note however that the coefficients of the polynomial Rx(λ) are just analytic functions of
x and not polynomial functions of x: it is therefore not obvious that Γ is a sheet of an
algebraic subvariety. From now on we let φ(x) be the map Rx(L(x))u(x).
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Consider now Rm+n as a product of Rm with the linear space of polynomials of degree
n and real coefficients in the unknown λ. In other words, to every point (x, a) ∈ Rm+n
we associate the pair x ∈ Rn and pa(λ) = λn + a1λn−1 + . . . + an. For any (x, a) consider
the polynomial qx,a(λ) which is the remainder of the division of Px(λ), the characteristic
polynomial of L(x), by the polynomial pa(λ). In particular, let ηj(x, a) be the coefficients
of qx,a, namely
qx,a(λ) = η1(x, a)λ
n−1 + η2(x, a)λ
n−2 + . . .+ ηn(x, a) .
The corresponding map (x, a) 7→ η(x, a) = (η1(x, a), . . . , ηn(x, a)) is a polynomial map,
because the coefficients of Px(λ) depend polynomially on x! For any element (x, a), define
ϕ(x, a) := pa(L(x))u(x) and consider thus the system of polynomial equations

η(x, a) = 0
ϕ(x, a) = 0
(1.3)
Such system defines a real algebraic subvariety V of Rm+n. Now, consider the analytic
map x 7→ Ψ(x) = (x,Rx) ∈ Rm+n. Since the remainder of the division of Px by Rx is 0,
we clearly have η(Ψ(x)) = 0. Moreover, since ϕ(x,Rx) = φ(x), we conclude that Ψ(Γ) is
a subset of the set of solutions of (1.3), namely a subset of V . Moreover Ψ(Γ) is a real
analytic embedding of Γ and hence also a real analytic embedding of Σ. We next claim
that Ψ(Γ) is in fact an isolated sheet of V . The only thing we need to show is that in a
neighborhood of Ψ(Γ) the only solutions of (1.3) must be images of Γ through Ψ. If (x′, a)
is a zero of (1.3) near an element of (x,Rx) ∈ Ψ(Γ), it then follows that the polynomial pa
must be close to the polynomial Rx and must be a factor of Px′. Recall however that Rx(λ)
is close to the polynomial λn and, by Lemma 1.5.1, nearby λn there is a unique factor of
Px′ which is a monic polynomial of degree n close to λ
n: such factor is Rx′ ! This implies
that pa = Rx′ and hence that ϕ(x
′, a) = φ(x′). But then φ(x′) = 0 implies that x′ ∈ Γ,
which completes the proof that Ψ(Γ) is an isolated sheet of the real algebraic subvariety
V of Rm+n.
In particular, Ψ(Γ) is a proper representation, by Proposition 1.2.6. But Γ is a projec-
tion of such representation, which is still an analytic submanifold and thus it is easy to see
that Γ is also a representation of Σ: namely the components of z−1 : Σ→ Rn give a basic
set B of Σ and, using the same procedure of the proof of Proposition 1.2.6 we can find a
Nash ring R containing B, concluding the proof of Theorem 1.2.8.
Proof of Theorem 1.2.7. Fix a connected smooth closed differentiable manifold of dimen-
sion n and, following the previous proof, consider the isolated sheet Ψ(Γ) of the algebraic
subvariety V of Rm+n constructed above. We next use the classical projection argument of
Whitney, cf. [104], to show that, if π is the orthogonal projection of Rm+n onto a generic
(in the sense of Baire category) 2n + 1-dimensional subspace of Rm+n, π(Ψ(Γ)) is still a
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submanifold, it is a connected component of π(V ) and that π(V ) is a an algebraic sub-
variety3 of R2n+1. The latter claim would then give a proper representation in R2n+1 and
would thus show Theorem 1.2.7.
In order to accomplish this last task, we first observe that it suffices to show the
existence of a projection onto an hyperplane, provided m + n > 2n + 1: we can then
keep reducing the dimension of the ambient Euclidean space until we reach 2n+ 1. Next,
for each hyperplane τ ⊂ Rm+n we denote by Pτ the orthogonal projection onto it. The
classical argument of Whitney implies that:
(a) For a dense open subset of τ ’s in the Grassmanian G of hyperplanes of Rm+n the
map Pτ restricted on Ψ(Γ) is an immersion (i.e. its differential has full rank at every
p ∈ Ψ(Γ)).
(b) For a generic subset of τ ’s, Pτ is injective on Ψ(Γ).
Thus for a dense open subset of τ ’s, Pτ ◦ Ψ is an embedding of Γ. However, note that
point (b) cannot be obviously extended to give injectivity of Pτ on the whole subvariety
W , because W \Ψ(Γ) is not necessarily a submanifold. We claim that, nonetheless,
Pτ (Ψ(Γ)) ∩ Pτ (W \Ψ(Γ)) = ∅ for τ in a dense open subset of G. (1.4)
Indeed, by Proposition 1.3.4, we know that W \ Ψ(Γ) can be covered by countably many
submanifolds Wi, of dimension di ≤ n. Without loss of generality we can assume that
each Wi is compact, has smooth boundary and does not intersect Ψ(Γ). Consider the map
Ψ(Γ)×Wi ∋ (x, y) 7→ z(x, y) := x−y|x−y| . Since z is smooth, z(Ψ(Γ)×Wi) is a (closed) set of
Hausdorff dimension at most n+ di ≤ 2n < m+ n− 1 and thus it is meager. In particular
we conclude that the set K := z(Ψ(Γ)×(W \Ψ(Γ))) is a countable union of meager sets and
thus a set of first category. Hence the set U ⊂ Sm+n−1 of points p for which neither p nor
−p belongs to K is a generic subset of Sm+n−1. Clearly, the set of hyperplanes τ orthogonal
to {p,−p} ⊂ U is a generic subset of hyperplanes for which Pτ (Ψ(Γ))∩Pτ (W \Ψ(Γ)) = ∅.
Finally, it is a classical fact in real algebraic geometry that, for a generic subset of τ ,
Pτ (W ) is a real algebraic subvariety. Nash refers to the “classical algebraic geometrical
method of generic linear projection”, cf. [72, p. 415]. However, it is possible to conclude the
existence of a good projection directly with an algebraic variant of Whitney’s argument4.
For completeness we report this alternative possibility in the next two paragraphs.
Consider the complexification WC ⊂ Cm+n of W (i.e., WC is the smallest complex
algebraic subvariety of Cm+n containing W ). We have that WC has (real) dimension 2n,
W = WC ∩ Rm+n and Ψ(Γ) is contained in the set W ∗C of nonsingular points of WC: for
any point p ∈ Ψ(Γ) there is a neighborhood U of p in Cm+n such that U ∩ WC is the
zero set of m polynomials with linearly independent gradients. We identify Pm+n−1(C)
3The projection of an algebraic subvariety is not always an algebraic subvariety: here as well we are
taking advantage of the genericity of the projection.
4Many thanks to Riccardo Ghiloni for suggesting this argument, which follows closely the proof of [54,
Lem. 3.2].
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with the hyperplane at infinity of Cm+n. Thus, we can consider Pm+n(C) as the union
Cm+n∪Pm+n−1(C). For each nonzero vector τ of Cm+n we indicate by [τ ] the corresponding
point of Pm+n−1(C). Let S denote the set of all [τ ] of the form τ = x − y with x, y ∈ WC
and x 6= y. Note that S has Hausdorff dimension at most 4n and the same is true for its
closure5 T in Pm+n−1(C). The set T contains all points at infinity of WC (i.e. T contains
the intersection between Pm+n−1(C) and the closure of WC in Pm+n(C)). It is immediate
to verify that T contains also all the points [τ ] such that τ is a nonzero vector of Cm+n
tangent to the complex manifold W ∗C at some of its points. Since 2(m + n − 1) > 4n, T
turns out to be a proper (i.e. T $ Pm+n−1(C)) complex algebraic subvariety of Pm+n−1(C).
Thus, the subset Pm+n−1(R) of Pm+n−1(C) cannot be completely contained in T . Choose
[ν] ∈ Pm+n−1(R) \ T . Denote by H the hyperplane of Rm+n orthogonal to τ and by
HC ⊂ Cm+n its complexification.
Observe that the orthogonal projection ρ : Rm+n → H extends to the projection
ρC : Cm+n → HC which maps each point x into the unique point of the intersection
between HC and the projective line joining [ν] and x. Since [ν] 6∈ T , the restriction ρ′C of
ρC to WC is proper and injective, and it is an immersion on W
∗
C. In particular, ρ
′
C(WC) is
a complex algebraic subvariety of HC and ρ
′
C(x) is a nonsingular point of ρ
′
C(WC) for each
x ∈ Ψ(Γ). It follows immediately that the restriction ρ′ of ρ to W is an homeomorphism
onto its image and it is a real analytic embedding on Ψ(Γ). It remains to prove that
ρ′(W ) is a real algebraic subvariety of H . It suffices to show that ρ′(W ) = ρ′C(WC) ∩ H
or, equivalently, that ρ′C(WC) ∩ H ⊂ ρ′(W ). Let x ∈ ρ′C(WC) ∩ H and let y ∈ WC with
ρ′C(y) = x. We must prove that y ∈ Rm+n. Note that the conjugate point y of y belongs
to WC, because WC can be described by real polynomial equations. In this way, since [ν]
is real (i.e. [ν] ∈ Pm+n−1(R)), ρ′C(y) = x = x = ρ′C(y). On the other hand, ρ′C is injective
and hence y ∈ Rm+n as desired.
1.6 Proof of the uniqueness of the Nash ring
We finally turn to Theorem 1.2.9. Let (Σ,R1) and (Γ,R2) be two structures of Nash
manifolds on two diffeomorphic manifolds and consider two corresponding proper repre-
sentations v1 : Σ→ Rn1 and v2 : Γ→ Rn2 . Let α : Γ→ Σ be a diffeomorphism and, using
Whitney’s theorem, assume without loss of generality that α is real analytic and define
a := v1 ◦ α ◦ v−12 on v2(Γ). Consider a neighborhood Uδ(v2(Γ)) where the nearest point
projection π2 on v2(Γ) is real analytic and let w := a◦π2: w is a real analytic mapping from
Uδ(v2(Γ)) onto v1(Σ). We can then approximate w in C
1 with a map z whose coordinate
functions are polynomials. If the approximation is good enough, we can assume that w
takes values in a neighborhood Uη of v1(Σ) where the nearest point projection π1 is real
analytic and well defined. Now the nearest point projection π1(y) of a point y onto v1(Σ)
is in fact characterized by the orthogonality of y − π1(y) to the tangent space to v1(Σ)
at π1(y). It is easy to see that this is a set of polynomial conditions when v1(Σ) is, as in
this case, a smooth real algebraic submanifold. Thus π1 is an algebraic function. Hence
5Observe that in this context the closure in the Euclidean topology coincides with the Zariski closure.
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ζ := π1 ◦ z is also an algebraic function. If z is close enough to w in the Ck norm, then
the restriction of z to v2(Γ) will be close enough to a in the C
1 norm: in particular when
this norm is sufficiently small the restriction of z to v2(Σ) must be a diffeomorphism of
v2(Γ) with v1(Σ). By the implicit function theorem, the inverse will also be real analytic.
Since, however, z is algebraic, its inverse will also be algebraic. Thus z gives the desired
isomorphism between the two algebraic structures.
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Chapter 2
C1 isometric embeddings
2.1 Introduction
Consider a smooth n-dimensional manifold Σ with a smooth Riemannian tensor g on it. If
U ⊂ Σ is a coordinate patch, we write g as customary in local coordinates:
g = gijdxi ⊗ dxj ,
where we follow the Einstein’s summation convention. The smoothness of g means that,
for any chart of the smooth atlas, the coefficients gij are C
∞ functions.
An isometric immersion (resp. embedding) u : Σ→ Rn is an immersion (resp. embed-
ding) which preserves the length of curves, namely such that
ℓg(γ) = ℓe(u ◦ γ) for any C1 curve γ : I → Σ.
Here ℓe(η) denotes the usual Euclidean length of a curve η, namely
ℓe(η) =
∫
|η˙(t)| dt ,
whereas ℓg(γ) denotes the length of γ in the Riemannian manifold (Σ, g): if γ takes values
in a coordinate patch U ⊂ Σ the explicit formula is
ℓg(γ) =
∫ √
gij(γ(t))γ˙i(t)γ˙j(t) dt . (2.1)
The existence of isometric immersions (resp. embeddings) is a classical problem, whose
formulation is attributed to the Swiss mathematician Schla¨fli, see [87]. At the time of
Nash’s works [72, 74] comparatively little was known about the existence of such maps.
Janet [53], Cartan [15] and Burstin [14] had proved the existence of local isometric embed-
dings in the case of analytic metrics. For the very particular case of 2-dimensional spheres
endowed with metrics of positive Gauss curvature, Weyl in [102] had raised the question
of the existence of isometric embeddings in R3. The Weyl’s problem was solved by Lewy
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in [61] for analytic metrics and, only shortly before Nash’s work, another brilliant young
mathematician, Louis Nirenberg, had settled the case of smooth metrics (in fact C4, see
Nirenberg’s PhD thesis [80] and the note [81]); the same problem was solved independently
by Pogorolev [84], building upon the work of Alexandrov [3] (see also [85]).
In his two papers on the topic written in the fifties (he wrote a third contribution in
the sixties, cf. [77]), Nash completely revolutionized the subject. He first proved a very
counterintuitive fact which shocked the geometers of his time, namely the existence of C1
isometric embeddings in codimension 2 in the absence of topological obstructions. He then
showed the existence of smooth embeddings in sufficiently high codimension, introducing
his celebrated approach to “hard implicit function theorems”. In this chapter we report
the main statements and the arguments of the first paper [72].
We start by establishing the following useful notation. First of all we will use the
Einstein summation convention on repeated indices. We then will denote by e the standard
Euclidean metric on RN , which in the usual coordinates is expressed by the tensor
δijdxi ⊗ dxj .
If v : Σ→ RN is an immersion, we denote by v♯e the pull-back metric on Σ. When U ⊂ Σ
is a coordinate patch, the pull-back metric in the local coordinates is then given by
v♯e = (∂iv · ∂jv)dxi ⊗ dxj ,
where ∂iv is the i-th partial derivative of the map v and · denotes the usual Euclidean
scalar product. The obvious necessary and sufficient condition in order for a C1 map u to
be an isometry is then given by u♯e = g, which amounts to the identities
gij = ∂iu · ∂ju . (2.2)
Note that this is a system of n(n+1)
2
partial differential equations in N unknowns (if the
target of u is RN ).
In order to state the main theorems of Nash’s 1954 note, we need to introduce the
concept of “short immersion”.
Definition 2.1.1 (Short maps). Let (Σ, g) be a Riemannian manifold. An immersion
v : Σ→ RN is short if we have the inequality v♯e ≤ g in the sense of quadratic forms: more
precisely h ≤ g means that
hijw
iwj ≤ gijwiwj for any tangent vector w. (2.3)
Analogously we write h < g when (2.3) holds with a strict inequality for any nonzero
tangent vector. Hence, if the immersion v : Σ → RN satisfies the inequality v♯e < g, we
say that it is strictly short.
Using (2.1) we see immediately that a short map shrinks the length of curves, namely
ℓe(v(γ)) ≤ ℓg(γ) for every smooth curve γ. The first main theorem of Nash’s paper is then
the following result
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Theorem 2.1.2 (Nash’s C1 isometric embedding theorem). Let (Σ, g) be a smooth closed
n-dimensional Riemannian manifold and v : Σ → RN a C∞ short immersion with N ≥
n + 2. Then, for any ε > 0 there is a C1 isometric immersion u : Σ → RN such that
‖u − v‖C0 < ε. If v is, in addition, an embedding, then u can be assumed to be an
embedding as well.
The closedness assumption can be removed, but the corresponding statement is slightly
more involved and in particular we need the notion of “limit set”.
Definition 2.1.3 (Limit set). Let Σ be a smooth manifold and v : Σ → RN . Fix an
exhaustion of compact sets Γk ⊂ Σ, namely Γk ⊂ Γk+1 and ∪kΓk = Σ. The limit set of v is
the collection of points q which are limits of any sequence {v(pk)} such that pk ∈ Σ \ Γk.
Theorem 2.1.4 (C1 isometric embedding, nonclosed case). Let (Σ, g) be a smooth n-
dimensional Riemannian manifold. The same conclusions of Theorem 2.1.2 can be drawn
if the map v is short and its limit set does not intersect its image. Moreover, we can impose
that the nearby isometry u has the same limit set as v if v is strictly short.
Combined with the classical theorem of Whitney on the existence of smooth immersions
and embeddings, the above theorems have the following corollary.
Corollary 2.1.5. Any smooth n-dimensional Riemannian manifold has a C1 isometric
immersion in R2n and a C1 isometric embedding in R2n+1. If in addition the manifold is
closed, then there is a C1 isometric embedding1 in R2n.
Remark 2.1.6. In Nash’s original paper the C0 estimate of Theorem 2.1.2 is not men-
tioned, but it is an obvious outcome of the proof. Moreover, Nash states explicitly that
it is possible to relax the condition N ≥ n + 2 to the (optimal) N ≥ n + 1 using more
involved computations, but he does not give any detail. Indeed, such a statement was
proved shortly after by Kuiper in [59], with a suitable adaptation of Nash’s argument. The
final result is then often called the Nash–Kuiper Theorem.
The Nash–Kuiper C1 isometric embedding theorem is often cited as one of the very
first instances of Gromov’s h-principle, cf. [29, 38]. Note that it implies that any closed 2-
dimensional oriented Riemannian manifold can be embedded in an arbitrarily small ball of
the Euclidean 3-dimensional space with a C1 isometry. This statement is rather striking and
counterintuitive, especially if we compare it to the classical rigidity for the Weyl’s problem
(see the classical works of Cohn-Vossen and Herglotz [18, 46]): if Σ is a 2-dimensional
sphere and g a C2 metric with positive Gauss curvature, the image of every C2 isometric
embedding u : Σ→ R3 is the boundary of a convex body, uniquely determined up to rigid
motions of R3. Nash’s proof of Theorem 2.1.2 (and Kuiper’s subsequent modification)
1Closed manifolds can be C1 isometrically immersed in lower dimension: already at the time of Nash’s
paper this could be shown in R2n−1 (for n > 1!) using Whitney’s immersion theorem. Nowadays we can
use Cohen’s solution of the immersion conjecture to lower the dimension to n − a(n), where a(n) is the
number of 1’s in the binary expansion of n, cf. [17].
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generates indeed a C1 isometry which has no further regularity. It is interesting to notice
that a sufficiently strong Ho¨lder continuity assumption on the first derivative is still enough
for the validity of the rigidity statement in the Weyl’s problem (see [10, 19]), whereas for
a sufficiently low Ho¨lder exponent α the Nash–Kuiper Theorem still holds in C1,α (see
[11, 19, 25]). The existence of a threshold exponent distinguishing between the two different
behaviors in low codimension is a widely open problem, cf. [38, p. 219] and [106, Problem
27], which bears several relations with a well-known conjecture in the theory of turbulence,
solved very recently with methods inspired by Nash’s approach to Theorem 2.1.2, cf. [27,
12, 96, 13, 50].
2.2 Main iteration
We start by noticing that Theorem 2.1.2 is a “strict subset” of Theorem 2.1.4: if Σ is
closed, then the limit set of any map is empty. Moreover, the following simple topological
fact will be used several times:
Lemma 2.2.1. Let Σ be a differentiable n-dimensional manifold and {Vλ} an open cover
of Σ. Then there is an open cover {Uℓ} with the properties that:
(a) each Uℓ is contained in some Vλ;
(b) the closure of each Uℓ is diffeomorphic to an n-dimensional ball;
(c) each Uℓ intersects at most finitely many other elements of the cover;
(d) each point p ∈ Σ has a neighborhood contained in at most n+1 elements of the cover;
(e) {Uℓ} can be subdivided into n+ 1 classes Ci consisting of pairwise disjoint Uℓ’s.
Proof. By a classical theorem Σ can be triangulated (see [103]) and by locally refining the
triangulation we can assume that each simplex is contained in some Vλ. Denote by S such
triangulation and enumerate its vertices as {S0i }, its 1-dimensional edges as {S1i } and so
on. Then take the barycentric subdivision of S and call it T (cf. Figure 2.1). We notice
the following facts:
(i) For each vertex S0i consider the interior U
0
i of the star of S
0
i in the triangulation T ,
see Figure 2.2 (recall that the star of S0i is usually defined as the union of all simplices
of the triangulation which contain S0i , cf. for instance [45, p. 178]). Observe that the
U0i are pairwise disjoint.
(ii) For each edge S1i consider the interior U
1
i of the star of S
1
i in the triangulation T ,
see Figure 2.2. The U1i are pairwise disjoint. Moreover, observe that if U
1
i ∩ U0j 6= ∅,
then S0j ⊂ S1i .
(iv) Proceed likewise up to n− 1. Complete the collection {U ti : 0 ≤ t ≤ n− 1} with the
interiors Uni of the n-dimensional simplices S
n
i of S and denote such final collection
by C .
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Figure 2.1: A planar triangulation S and its barycentric subdivision T .
Figure 2.2: The shaded area on the left depicts one of the sets U0i , whereas the shaded
area on the right depicts one of the sets U1j .
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The family C is obviously an open cover of the manifolds which satisfies (a) and (e) by
construction. If two distinct elements Usi and U
t
j have nonempty intersection and s ≥ t,
then s > t and Stj is a face of S
s
i : this implies that C satisfies (c). Statement (d) is an
obvious consequence of (e). Each U js is diffeomorphic to the open Euclidean n-dimensional
ball, but its closure is only homeomorphic to the closed ball: however, it suffices to choose
an appropriate smaller open set for each U js to achieve finally an open cover which satisfies
(b) and retains the other four properties.
From now on we fix therefore a smooth manifold Σ as in Theorem 2.1.4 and a corre-
sponding smooth atlas A = {Uℓ} (which is either finite or countably infinite) where the
Uℓ’s have compact closure and satisfy the properties (b), (c), and (d) of Lemma 2.2.1.
Given any symmetric (0, 2) tensor h on Σ we write h = hijdxi ⊗ dxj and denote by
‖h‖0,Uℓ the supremum of the Hilbert–Schmidt norm of the matrices hij(p) for p ∈ Uℓ.
Similarly, if v : Σ→ RN is a C1 map, we write ‖Dv‖0,Uℓ for the supremum of the Hilbert–
Schmidt norms of the matrices Dv(p) = (∂1v(p), . . . , ∂nv(p)), where p ∈ Uℓ. Finally, we
set
‖h‖0 := sup
ℓ
‖h‖0,Uℓ ,
‖Dv‖0 := sup
ℓ
‖Dv‖0,Uℓ .
We are now ready to state the main inductive statement2 whose iteration will prove The-
orem 2.1.4.
Proposition 2.2.2 (Iteration stage). Let (Σ, g) be as in Theorem 2.1.4 and w : Σ→ RN a
smooth strictly short immersion. For any choice of positive numbers ηℓ > 0 and any δ > 0
there is a smooth short immersion z : Σ→ RN such that
‖z − w‖0,Uℓ < ηℓ ∀ℓ , (2.4)
‖g − z♯e‖0 < δ , (2.5)
‖Dw −Dz‖0 < C
√
‖g − w♯e‖0 , (2.6)
for some dimensional constant C. If w is injective, then we can choose z injective.
Note that the right-hand side of (2.6) might be ∞ (because Σ is not necessarily com-
pact), in which case the condition (2.6) is an empty requirement. We show first how
to conclude Theorem 2.1.4 from the proposition above. Subsequently we close this sec-
tion by proving Corollary 2.1.5. The rest of the chapter will then be dedicated to prove
Proposition 2.2.2.
Proof of Theorem 2.1.4. Let v0 := v and ε be as in the statement and assume for the
moment that v is an immersion. Moreover, without loss of generality we can assume that
v is strictly short: it suffices to multiply v by a constant smaller than (but sufficiently close
2This is what Nash calls “a stage”, cf. [72, p. 391]
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to) 1. Note that such operation will change the limit set of v, which explains why in the
last claim of the theorem we assume directly that v is strictly short.
We will produce a sequence of maps vq by applying iteratively Proposition 2.2.2. Since
the limit set of v is closed and v(Uℓ) compact, there is a positive number βℓ such that any
point of v(U ℓ) is at distance at least βℓ from the limit set of v. We then define the numbers
η¯q,ℓ := 2
−q−1min{ε, βℓ, 2−ℓ} ,
δq := 4
−q .
At each q ≥ 1 we apply Proposition 2.2.2 with w = vq−1, ηℓ = η¯q,ℓ, and δ = δq to produce
z =: vq. We then conclude immediately that:
(a) ‖vq − vq−1‖0 ≤ 2−q−1ε and thus vq converges uniformly to some u with ‖u − v‖0 ≤
ε
∑
q≥1 2
−q−1 = ε
2
;
(b) similarly ‖v − u‖0,Uℓ ≤ βℓ
∑
q≥1 2
−q−1 = βℓ
2
;
(c) again by a similar computation ‖u−v‖0,Uℓ ≤ 2−ℓ and thus the limit set of u coincides
with the limit set of v; combined with the estimate above, this implies that the limit
set of u does not intersect the image of u;
(d) ‖Dvq −Dvq−1‖0 ≤ C2−q+1 for every q ≥ 2 and thus u is a C1 map (observe that we
claim no bound on ‖Dv1 −Dv0‖0; on the other hand we do not need it!);
(e) since vq converges to u in C
1, we have g − u♯e = limq(g − v♯qe) = 0 and thus u is an
isometry, from which we also conclude that the differential of u has everywhere full
rank and hence u is an immersion.
It remains to show that, if v is injective, then the iteration above can be arranged so to
guarantee that u is also injective. To this aim, notice first that all the conclusions above
certainly hold in case we implement the same iteration applying Proposition 2.2.2 with
parameters ηq,ℓ smaller than η¯q,ℓ. Moreover the proposition guarantees the injectivity at
each step: we just need to show that the limit map is also injective. For each q consider
the compact set Vq := ∪ℓ≤qU ℓ and the positive numbers
2γi := min{|vi(x)− vi(y)| : d(x, y) ≥ 2−i, x, y ∈ Vi} for i < q,
where d is the geodesic distance induced by the Riemannian metric g. We then set ηq,ℓ :=
min{η¯q,ℓ, 2−q−1γ1, 2−q−1γ2, . . . , 2−q−1γq−1} and apply the iteration as above with ηq,ℓ in place
of η¯q,ℓ. We want to check that the resulting u is injective. Fix x 6= y in Σ and choose q
such that 2−q ≤ d(x, y) and x, y ∈ Vq. We can then estimate
|u(x)− u(y)| ≥ |vq(x)− vq(y)| −
∑
k≥q
‖vk+1 − vk‖0,Vq ≥ 2γq −
∑
k≥q
2−k−1γq ≥ γq > 0 .
Hence u(x) 6= u(y). The arbitrariness of x and y shows that u is injective and completes
the proof.
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Proof of Corollary 2.1.5. Recall that, according to Whitney’s embedding theorem in its
strong form (see [105]), any smooth differentiable manifold Σ of dimension n can be em-
bedded in R2n. If the manifold in addition is closed, then it suffices to multiply the corre-
sponding map by a sufficiently small positive constant to make it short and the existence
of a nearby C1 isometry with the desired property follows from Theorem 2.1.2.
The general case requires somewhat more care. Fix a smooth Riemannian manifold
(Σ, g) of dimension n, not closed. Below we will produce a suitable smooth embedding
z : Σ→ RN for N = (n+ 1)(n+ 2), with the additional properties that
(i) z is a short map;
(ii) the limit set of z is {0} and does not intersect the image of z.
We then can follow the standard procedure of the proof of the Whitney’s embedding
theorem in its weak form (cf. [104]): if we consider the Grassmannian of 2n+1 dimensional
planes π of RN , we know that, for a subset of full measure, the projection Pπ onto π is
injective and has injective differential on z(Σ). A similar argument shows that, for a set
of planes π of full measure, Pπ(z(Σ)) does not contain the origin. Since clearly Pπ ◦ z is
also short, the map v := Pπ ◦ z satisfies the assumptions of Theorem 2.1.4. If we drop
the injectivity assumption on π (namely we restrict to immersions), we can project on a
suitable 2n-dimensional plane.
Coming to the existence of z, we use the atlas {Uℓ} of Σ given by Lemma 2.2.1 and
we let Φℓ : Uℓ → Rn be the corresponding charts. Observe that, since Σ is not closed, the
atlas is necessarily (countably) infinite. After further multiplying each Φℓ by a positive
scalar we can assume, without loss of generality, that |Φℓ| ≤ 1. Recall the n + 1 classes
Ci of Lemma 2.2.1(e). Consider then a family of smooth functions ϕℓ, each supported in
Uℓ, with 0 ≤ ϕℓ ≤ 1 and such that for any point p ∈ Σ there is at least one ϕℓ which is
equal to 1 in some neighborhood of p. Finally, after numbering the elements of the atlas,
we fix a vanishing sequence εℓ of strictly monotone positive numbers, whose choice will be
specified in a moment.
We are now ready to define our map z, which will be done specifying each component
zj . Fix p ∈ Σ and i ∈ {1, . . . , n + 1}. If p does not belong to any element of Ci, then we
set z(i−1)(n+2)+1(p) = . . . = zi(n+2)(p) = 0. Otherwise, there is a unique Uℓ ∈ Ci with p ∈ Uℓ
and we set:
z(i−1)(n+2)+j(p) = ε
2
ℓϕℓ(p)(Φℓ(p))j for j ∈ {1, . . . , n}, (2.7)
z(i−1)(n+2)+n+1(p) = ε
2
ℓϕℓ(p) , (2.8)
z(i−1)(n+2)+n+2(p) = εℓϕℓ(p) . (2.9)
Now, for any point p there is at least one ℓ for which ϕℓ is identically equal to 1 in a
neighborhood of p: this will have two effects, namely that the differential of z at p is
injective and that z(p) 6= 0. Since the limit set of z is obviously 0, condition (ii) above is
satisfied. To prove that z is an embedding we need to show that z is injective. Fix two
points p and q and fix a Uℓ ∈ Ci for which ϕℓ(p) = 1. If q ∈ Uℓ, then either ϕℓ(q) 6= 1,
30
in which case z(i−1)(n+2)+n+1(p) 6= z(i−1)(n+2)+n+1(q), or ϕℓ(q) = 1. In the latter case we
then conclude z(q) 6= z(p) because Φℓ(p) 6= Φℓ(q). If q 6∈ Uℓ and ϕℓ′(q) = 0 for any other
Uℓ′ ∈ Ci, then z(i−1)(n+2)+n+1(q) = 0 6= z(i−1)(n+2)+n+1(p). Otherwise there is a Uℓ′ ∈ Ci
distinct from Uℓ such that ϕℓ′(q) 6= 0. In this case we have
z(i−1)(n+2)+n+1(p)
zi(n+2)(p)
= εℓ 6= εℓ′ = z(i−1)(n+1)+n+1(q)
zi(n+2)(q)
.
Thus z is injective.
Finally, by choosing the εℓ inductively appropriately small, it is easy to show that we
can ensure the shortness of z.
2.3 Decomposition in primitive metrics
We will call “primitive metric”3 any (0, 2) tensor having the structure a2dψ⊗ dψ for some
pair of smooth functions a and ψ. Note that such two tensor is only positive semidefinite
and thus it is certainly not a Riemannian metric. The next fundamental lemma shows
that any Riemannian metric can be written as a (locally finite) sum of primitive metrics
satisfying some additional technical requirements.
Proposition 2.3.1. Let Σ be a smooth n-dimensional manifold, h a smooth positive def-
inite (0, 2) tensor on it and {Uℓ} a cover of Σ. Then there is a countable collection hj of
primitive metrics such that h =
∑
j hj and
(a) Each hj is supported in some Uℓ.
(b) For any p ∈ Σ there are at most4 K(n) = n(n+1)2
2
hj’s whose support contains p.
(c) The support of each hj intersects the supports of at most finitely many other hk’s.
Proof. First of all, for each point p ∈ Σ we find a neighborhood Vp ⊂ Uℓ (for some ℓ) and
J(n) = n(n+1)
2
primitive metrics hp1, . . . , hpJ on Vp such that h = hp1 + . . . + hp. In order
to do this fix coordinates on Uℓ ∋ p and write h as h = hijdxi ⊗ dxj . Consider the space
Symn×n of symmetric n × n matrices and let M be the matrix with entries hij(p). Now,
since the set of all matrices of the form v ⊗ v is a linear generator of Symn×n, there are
J such matrices A′i = wi ⊗ wi which are linearly independent. Consider M ′ :=
∑
iA
′
i. By
standard linear algebra we can find a linear isomorphism L of Rn such that LTM ′L =M :
indeed, since both M and M ′ are symmetric we can find O and O1 orthogonal such that
D = OTMO and D1 = O
T
1M
′O1 are diagonal matrices. Since M and M
′ are both positive
definite, the entries of D and D1 are all positive. Let therefore D
−1/2 and D
−1/2
1 be the
diagonal matrices whose entries are the reciprocal of the square roots of the entries ofD and
3Although the term is nowadays rather common, it was not introduced by Nash, neither in [72] nor in
the subsequent paper [74].
4In his paper Nash claims indeed a much larger K(n), cf. [72, bottom of p. 386].
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D1, respectively. If we set U := OD
−1/2 and U1 := O1D
−1/2
1 , then clearly U
TMU = UT1 M
′U1
is the identity matrix. Thus L := U1U
−1 is the linear isomorphism we were looking for.
Having found L, if we set Ai = L
TA′iL = (Lwi) ⊗ (Lwi) = vi ⊗ vi, we conclude that
M =
∑
iAi.
Next, there are unique linear maps Li : Symn×n → R such that A =
∑
i Li(A)vi⊗vi for
every A. Thus, if we consider the maps ψi(x) = vi · x in local coordinates, we find smooth
functions αi : Uℓ → R such that
h =
J∑
i=1
αidψi ⊗ dψi .
Note that αi(p) = Li(M) = 1 for every i ∈ {1, . . . , J} and thus in a neighborhood Vp of p
each αi is the square of an appropriate smooth function ai. The tensors hpi := a
2
idψi⊗ dψi
are the required primitive metrics.
Finally we apply Lemma 2.2.1 and refine the covering Vp to a new covering Wℓ with
the properties listed in the lemma. For each Wℓ we consider a Vp ⊃ Wℓ and define the
corresponding primitive metrics h(ℓ1) = hp1, . . . , h(ℓJ) = hpJ (we use the subscript (ℓj) in
order to avoid confusions with the explicit expression of the initial tensor h in a given
coordinate system!). We then consider compactly supported functions βℓ ∈ C∞c (Wℓ) with
the property that for any point p there is at least a βℓ which does not vanish at p and we
set
ϕℓ :=
βℓ√∑
j β
2
j
.
The tensors ϕ2ℓh(ℓj) satisfy all the requirements of the proposition.
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2.4 Proof of the main iterative statement
To complete the proof of the Proposition 2.2.2 we still need one technical ingredient.
Lemma 2.4.1. Let B be a closed subset of Rn diffeomorphic to the n-dimensional closed
ball and ω : B → RN a smooth immersion with N ≥ n + 2. Then there are two smooth
maps ν, b : B → RN such that
(a) |ν(q)| = |b(q)| = 1 and ν(q) ⊥ b(q) for every q ∈ B;
(b) ν(q) and b(q) are both orthogonal to Tω(q)(ω(B)) for every q ∈ B.
Proof. For any point p there exists a neighborhood of it and a pair of maps as above
defined on the neighborhood: first select two orthonormal vectors ν(p) and b(p) which are
normal to Tω(p)(ω(B)) and, by smoothness of ω, observe that they are almost orthogonal
5The argument of Nash is slightly different, since it covers the space of positive definite matrices with
appropriate simplices.
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to Tω(q)(ω(B)) for every q in a neighborhood of p. By first projecting on the normal bundle
and then using the standard Gram–Schmidt orthogonalization procedure we then produce
the desired pair. The problem of passing from the local statement to the global one can be
translated into the existence of a suitable section of a fiber bundle: since B is topologically
trivial, this is a classical conclusion.6
However, one can also use the following elementary argument.7 We first observe that it
suffices to produce ν and b continuous: we can then smooth them by convolution, project
on the normal bundle, and use again a Gram–Schmidt procedure to produce a pair with the
desired properties. We just have to ensure that the projection on the normal bundle still
keeps the two vectors linearly independent at each point. Since ν and b are orthonormal
and orthogonal to ω(B), this is certainly the case if the smoothings are ε-close to them in
the uniform topology, where ε > 0 is a fixed geometric constant. Next, in order to show the
existence of a continuous pair with properties (a) and (b), assume without loss of generality
that B = B1(0) ⊂ Rn and consider the set R of all radii r for which there is at least one
such pair on Br(0). As observed above R is not empty. Let ρ be the supremum of R: we
claim that ρ ∈ R. Indeed choose ρk ∈ R with ρk ↑ ρ and let νk, bk be two corresponding
continuous maps on Bρk(0) satisfying (a) and (b). We define ν˜k and b˜k on B1 by setting
them equal to νk and bk on Bρk(0) and extending them further by
ν˜k(x) = νk
(
ρk
x
|x|
)
and b˜k(x) = bk
(
ρk
x
|x|
)
for |x| ≥ ρk.
Note that the two maps satisfy (a). As for (b), by the smoothness of ω, for any η > 0
there is δ > 0 such that, if |x| ≤ ρk + δ, then the angle between ν˜k(x) (resp. b˜k(x)) and
the tangent space Tω(x)ω(B)) is at least
π
2
− η. On the other hand, once η is smaller than
a geometric constant, we can project ν˜k and b˜k on the normal bundle and apply Gram–
Schmidt to produce a continuous pair which satisfies the desired requirements on Bσ(0)
for σk = min{1, ρk + δ}. Thus σk belongs to R. By definition ρ ≥ σk for every k: letting
k ↑ ∞ and using that ρk ↑ ρ, we conclude ρ ≥ min{1, ρ+ δ}, namely ρ = 1. Thus σk = 1
for k large enough, which implies 1 ∈ R and concludes the proof.
Proof of Proposition 2.2.2. Fix a partition of unity ϕℓ subordinate to Uℓ. Now, each fixed
Uℓ intersects a finite number of other Uj ’s: denote the set of relevant indices by I(ℓ). We
can therefore choose δℓ > 0 in such a way that (1− δℓ)g − w♯e is positive definite and
‖δℓg‖0,Uj <
δ
2
for every j ∈ I(ℓ). (2.10)
Construct now the function ϕ :=
∑
ℓ δℓϕℓ and set h := (1− ϕ)g − w♯e. Clearly
‖g − (h+ w♯e)‖0 < δ
2
(2.11)
6Nash cites Steenrod’s classical book, [93].
7Nash writes Also they could be obtained by orthogonal propagation, cf. [72, top of p. 387].
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and
g − (h+ w♯e) > 0 . (2.12)
In particular, if we choose δ′ℓ appropriately and we impose that the final map z satisfies
‖z♯e− (w♯e+ h)‖0,Uℓ < δ′ℓ for every ℓ, (2.13)
we certainly conclude that z is short and satisfies (2.5). Moreover, we will impose the
stronger condition
‖Dw −Dz‖20,Uℓ < 2K(n)2‖g − w♯e‖0,Uℓ (2.14)
in place of (2.6), where K(n) is the constant in Proposition 2.3.1. Hence from now on we
focus on producing a map z satisfying the local conditions (2.4), (2.13), and (2.14).
Next, we apply Proposition 2.3.1 to write h =
∑
j hj , where each hj is a primitive
metric and is supported in some Uℓ. We assume the index j starts with 1 and follows the
progression of natural numbers (note that the hj ’s are either finite or countably infinite).
Recall, moreover, that at any point of Σ at most K(n) of the hj’s are nonzero and that, for
any fixed j, only finitely many Uℓ intersect the support of hj , since the latter is a compact
set: the corresponding set of indices will be denoted by L(j). We next order the hj’s
and we inductively add to the map w a smooth “perturbation” map wpj , whose support
coincides with that of hj . If we let wj := w+w
p
1 + . . .+w
p
j be the “resulting map” after j
steps, we then claim the following estimates:
‖wpj‖0,Uℓ <
ηℓ
K(n)
for all ℓ ∈ L(j), (2.15)
‖Dwpj‖20,Uℓ < 2‖h‖0,Uℓ for all ℓ ∈ L(j), (2.16)
‖w♯je− (w♯j−1e+ hj)‖0,Uℓ <
δ′ℓ
K(n)
for all ℓ ∈ L(j). (2.17)
We will prove below the existence of wpj , whereas we first show how to conclude. We set
z = w+
∑
j w
p
j . Fix any Uℓ and any point q ∈ Uℓ. Observe that, since U ℓ is compact, only
finitely many perturbations wpj are nonzero in Uℓ and thus z is smooth in Uℓ. Next, note
that at most K(n) hj’s (and hence at most K(n) w
p
j ’s) are nonzero at q. Thus we can sum
up all the estimates in (2.15) and (2.16) to conclude
|w(q)− z(q)| ≤
∑
j
‖wpj‖0,Uℓ < ηℓ , (2.18)
|Dw(q)−Dz(q)| ≤
∑
j
‖Dwpj‖0,Uℓ <
√
2K(n)‖h‖0,Uℓ <
√
2K(n)‖g − w♯e‖0,Uℓ , (2.19)
where in the last inequality we can use (2.12). Finally, we write
z♯e− (w♯e+ h) = z♯e− w♯e−
∑
j
hj =
∑
j≥1
(w♯je− (w♯j−1e+ hj)) (2.20)
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(where w0 := w) and thus we can use (2.17) to conclude, at the point q and using the
coordinate pach Uℓ,
|(z♯e− (g + h))(q)| < δ′ℓ .
This completes the proof of (2.4), (2.13) and (2.14).
In order to define wpj , select a Uℓ and apply Lemma 2.4.1 on Uℓ with ω = wj−1 to find
two orthonormal smooth vector fields ν, b : Uℓ → RN with the property that ν and b are
normal to wj−1(Uℓ). Recall that hj = a
2
jdψj ⊗ dψj and set
wpj (x) = aj(x)
ν(x)
λ
cos λψj(x) + aj(x)
b(x)
λ
sin λψj(x) ,
where λ is a positive parameter, which will be chosen very large.
Note first that (2.15) is obvious provided λ is large enough. Next compute, in the
coordinate patch Uℓ,
Dwpj (x) = −aj(x) sinλψj(x) ν(x)⊗ dψj(x)︸ ︷︷ ︸
A(x)
+ aj(x) cosλψj(x) b(x)⊗ dψj(x)︸ ︷︷ ︸
B(x)
+E(x) ,
where |E(x)| ≤ Cj−1λ−1, for a constant Cj−1 which depends on the smooth functions aj ,
ψj , b and ν, but not on λ (note that in the line above we understand all summands as
N × n matrices). We then obviously have
|Dwpj (x)|2 ≤ aj(x)2|dψj(x)|2 + Cj−1λ−1 ≤ ‖hj‖0,Uℓ + Cj−1λ−1 ≤ ‖h‖0,Uℓ + Cj−1λ−1
(here and in what follows, Cj−1 denotes constants which might change from line to line
but are independent of the parameter λ). Since ‖h‖0,Uℓ is positive, it suffices to choose λ
large enough to achieve (2.16).
Next write the tensor h¯ := w♯je−w♯j−1e in coordinates as h¯ = h¯ikdxi⊗ dxk and observe
that the h¯ik are simply the entries of the symmetric matrix
DwTj Dwj −DwTj−1Dwj−1 .
Recall that Dwj = Dwj−1 + A+B + E. By the conditions on ν and b we have
0 = ATB = BTA = ATDwj−1 = Dw
T
j−1A = B
TDwj−1 = Dw
T
j−1B .
We thus conclude that
|DwTj Dwj−1 −DwTj−1Dwj − (ATA+BTB)| ≤ Cj−1λ−1 .
On the other hand,
ATA+BTB = a2j (cos
2 λψj + sin
2 λψj)dψj ⊗ dψj = a2jdψj ⊗ dψj = hj .
Hence (2.17) follows at once for λ large.
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It must be noticed that so far we have shown (2.15), (2.16), and (2.17) only for the cho-
sen coordinate patch which contains the support of hj , whereas the estimates are claimed
in all coordinate patches which intersect the support of hj. On the other hand, on these
other coordinate patches the same computations yield the same estimates, and since there
are only finitely many such patches to take into account, our claims readily follow for an
appropriate choice of λ.
It remains to show that, if w is injective, then z too can be chosen to be injective.
Fix p, q ∈ Σ. For j sufficiently large we have z(p) = wj(p) and z(q) = wj(q). Thus it
suffices to show the injectivity of wj. We will show, inductively on j, that this can be
achieved by choosing λ sufficiently large. Thus assume that wj−1 is injective. If p, q are
not contained in the support of hj , then wj−1(q) = wj(q) and wj−1(p) = wj(p) and thus
we are done. Since the support of hj is a compact subset of Uℓ, there is a constant β such
that |wj−1(p)− wj−1(q)| ≥ 2β for every q in the support of hj and p 6∈ Uℓ. For such pairs
of points wj(p) 6= wj(q) as soon as ‖wj − wj−1‖0 ≤ β, which can be achieved by choosing
λ sufficiently large. It remains to check wj(p) 6= wj(q) when one point belongs to the
support of hj and the other to Uℓ (and they are distinct!). Consider that U ℓ is a compact
set and, since wj−1 is injective, its restriction to U ℓ is a smooth embedding. It then follows
that, for a sufficiently small η > 0, there is a well-defined orthogonal projection π from
the normal tubular neighborhood T of thickness η of wj−1(Uℓ) onto wj−1(Uℓ). Of course
if λ is sufficiently large wj(Uℓ) takes values in T and thus, by definition of wj − wj−1,
π(wj(q)) = wj−1(q) 6= wj−1(p) = π(wj(p)). Obviously this implies wj(p) 6= wj(q) and
completes the proof.
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Chapter 3
Smooth isometric embeddings
3.1 Introduction
Two years after his counterintuitive C1 theorem (see Theorem 2.1.2), Nash addressed and
solved the general problem of the existence of smooth isometric embeddings in his other
celebrated work [74]. As in the previous chapter we consider Riemannian manifolds (Σ, g),
but this time of class Ck with k ∈ N ∪ {∞} \ {0}: this means that there is a C∞ atlas for
Σ and that, in any chart the coefficients gij of the metric tensor in the local coordinates
are Ck functions. Nash’s celebrated theorem in [74] is then the following result.
Theorem 3.1.1 (Nash’s smooth isometric embedding theorem). Let k ≥ 3, n ≥ 1 and
N = n(3n+11)
2
. If (Σ, g) is a closed Ck Riemannian manifold of dimension n, then there is
a Ck isometric embedding u : Σ→ RN .
In [74], Nash covered also the case of nonclosed manifolds as a simple corollary of
Theorem 3.1.1, but with a much weaker bound on the codimension. More precisely he
claimed the existence of isometric embeddings for N ′ = (n + 1)N . His proof contains
however a minor error (Nash really proves the existence of an isometric immersion) which,
as pointed out by Robert Solovay (cf. Nash’s comment in [79, p. 209]), can be easily fixed
using the same ideas, but at the price of increasing slightly the dimension N ′.
Corollary 3.1.2 (C∞ isometric embedding, nonclosed case). Let k ≥ 3, n ≥ 1,
N ′ = (n+ 1)N = (n+ 1)
n(3n+ 11)
2
and N ′′ = N ′ + 2n + 2 .
If (Σ, g) is a Ck Riemannian manifold of dimension n, then there is a Ck isometric em-
bedding u : Σ→ RN ′′ and a Ck isometric immersion z : Σ→ RN ′.
The dimension of the ambient space in the theorems above has been lowered by sub-
sequent works of Gromov and Gu¨nther. Moreover, starting from Gromov’s work, Nash’s
argument has been improved to show statements similar to Theorem 2.1.2. More pre-
cisely, Gromov and Rokhlin first proved in [39] that any short map on a smooth compact
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Riemannian manifold can be approximated by isometric embeddings of class C∞ if the
dimension of the ambient Euclidean space is at least n(n+1)
2
+ 4n+ 5. The latter threshold
was subsequently lowered by Gromov in [38] to n(n+1)
2
+ 2n + 3 and by Gu¨nther in [40] to
n(n+1)
2
+max{2n, 5} (see also [41]). If g is real analytic and m ≥ n(n+1)
2
+ 2n+ 3, then any
short embedding in Rm can be uniformly approximated by analytic isometric embeddings:
in [77] Nash extended Theorem 3.1.1, whereas the approximation statement was shown
first by Gromov for m ≥ n(n+1)
2
+3n+5 in [37] and lowered to the threshold above in [38].
Corresponding theorems can also be proved for noncompact manifolds M , but they are
more subtle; for instance the noncompact case with real analytic metrics was left in [77]
as an open problem; we refer the reader to [37, 38] for more details.
On the regularity side, Jacobowitz in [52] extended Nash’s theorem to Ck,β metrics
(achieving the existence of Ck,β embeddings) for k + β > 2. However, the case of C2
metrics is still an open problem (it is also interesting to notice that Ka¨llen in [56] used a
suitable improvement of Nash’s methods for Theorem 2.1.2 in order to show the existence
of C1,α isometric embeddings with α < k+β
2
when k+β ≤ 2: the existence of a C2 isometric
embedding for C2 metrics is thus an endpoint result for two different “scales”).
The starting point of Nash in proving Theorem 3.1.1 is first to solve the linearization of
the corresponding system of PDEs (2.2): in particular he realized that a suitable “orthog-
onality Ansatz” reduces the linearization to a system of linear equations which does not
involve derivatives of the linearization of the unknown, cf. (3.5)-(3.6). The latter system
can then be solved via linear algebra when the dimension of the target space is sufficiently
high.
Having at hand a (simple) solution formula for the linearized system, one would like
to recover some implicit (or inverse) function theorem to be able to assert the existence
of a solution to the original nonlinear system (2.2). There are of course several iterative
methods in analysis to prove implicit function theorems, but in Nash’s case there is a
central analytic difficulty: his solution of the linearized system experiences a phenomenon
which in the literature is usually called loss of derivative. This problem, which was very
well known and occurs in several other situations, looked insurmountable. Mathematics
needed the genius of Nash in order to realize that one can deal with it by introducing a
suitable regularization mechanism, see in particular the discussion of Section 3.5.
This key idea has numerous applications in a wide range of problems in partial differ-
ential equations where a purely functional–analytic implicit function theorem fails. The
first author to put Nash’s ideas in the framework of an abstract implicit function theorem
was J. Schwartz, cf. [88]. However, the method became known as the Nash–Moser iter-
ation shortly after Moser succeeded in developing a general framework going beyond an
implicit function theorem, which he applied to a variety of problems in his fundamental
papers [67, 69, 70], in particular to the celebrated KAM theory. Subsequently several au-
thors generalized these ideas and a thorough mathematical theory has been developed by
Hamilton in [42], who defined the categories of “tame Fre´chet spaces” and “tame nonlinear
maps”. Such ideas are usually presented in the framework of a Newton iteration scheme.
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However, although Nash’s original argument is in some sense close in spirit, in practice
Nash truly constructs a smooth “curve” of approximate solutions solving a suitable infi-
nite dimensional ordinary differential equation: the curve starts with a map which is close
to be a solution and brings it to a final one which is a solution. This “smooth flow” idea
seems to have been lost in the subsequent literature.
It is rather interesting to notice that, in order to solve the isometric embedding problem,
Nash did not really need to resort to the very idea which made his work so famous in the
literature of partial differential equations: Gu¨nther has shown in [40] that the linearization
of the isometric embedding system can be solved via a suitable elliptic operator. Hence, one
can ultimately appeal to standard contraction arguments in Banach spaces via Schauder
estimates, at least if we replace the Ck assumption of Nash’s Theorem 3.1.1 with a Ck,α
assumption for some α contained in the open interval (0, 1).
3.2 The perturbation theorem
As in the previous chapters, we use Einstein’s convention on repeated indices. From now
on, given a closed n-dimensional manifold Σ, we fix an atlas {Uℓ} as in Lemma 2.2.1. Given
a function f on Σ, we define then ‖Dkf‖0 and ‖f‖k as in Section 2.2. Given an (i, j) tensor
T , consider its expression in coordinates in the patch Uℓ, namely
T α1...αia1...aj (u)
∂
∂uα1
⊗ · · · ⊗ ∂
∂uαi
⊗ dua1 ⊗ · · · ⊗ duaj .
We then define
‖DkT‖0,Uℓ :=
∑
αr ,as
‖DkT α1...αia1...aj ‖0,Uℓ , ‖DkT‖0 := sup
ℓ
‖DkT‖0,Uℓ and ‖T‖k :=
∑
i≤k
‖DiT‖0 .
It is easy to see that these norms satisfy the Leibnitz-type inequality
‖Dk(T ⊗ S)‖0 ≤
∑
i≤k
‖DiT‖0‖Dk−i‖0 (3.1)
and, when contracting a given tensor, namely for T¯ α2...αia2...aj =
∑
k T
kα2...αi
ka2...aj
, we have the
corresponding inequality
‖T¯‖0 ≤ n‖T‖0 . (3.2)
Nash’s strategy to attack Theorem 3.1.1 is to prove first a suitable perturbation result.
Let us therefore start with a smooth embedding w0 = (w1, . . . , wN) : Σ → RN and set
h := g−w♯0e. Assuming h small we look for a (nearby) map u : Σ→ RN such that u♯e = g,
namely u♯e − w♯0e = h. In fact, we would like to build u as right endpoint of a path of
maps starting at w0. More precisely, consider a smooth curve [t0,∞) ∋ t 7→ h(t) in the
space of smooth (0, 2) tensors joining 0 = h(t0) and h = h(∞); we would like to find a
corresponding smooth deformation w(t) of w(t0) = w0 to w(∞) = u so that
w(t)♯e = w♯0e + h(t) for all t. (3.3)
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Following Nash’s convention, we denote with an upper dot the differentiation with respect
to the parameter t.
If we fix local coordinates x1, . . . , xn in a patch U and differentiate (3.3), we then find
the following linear system of partial differential equations for the velocity w˙(t):
∂wα
∂xi
∂w˙α
∂xj
+
∂w˙α
∂xi
∂wα
∂xj
= h˙ij . (3.4)
In fact, since the expression in the right-hand side of (3.4) will appear often, we introduce
the shorthand notation 2dw ⊙ dw˙ for it, more precisely:
Definition 3.2.1. If u, v ∈ C1(Σ,RN), we let du ⊙ dv be the (0, 2) tensor 1
2
((u + v)♯e −
v♯e− u♯e), which in local coordinates is given by
1
2
(
∂vα
∂xi
∂uα
∂xj
+
∂uα
∂xi
∂vα
∂xj
)
.
A second important idea of Nash is to assume that w˙ is orthogonal to w(Σ), namely
∂wα
∂xj
w˙α = 0 ∀j ∈ {1, . . . , n} . (3.5)
Under this condition we have
0 =
∂
∂xi
(
∂wα
∂xj
w˙α
)
=
∂w˙α
∂xi
∂wα
∂xj
+ w˙α
∂2wα
∂xi∂xj
,
and we can rewrite (3.4) as
−2 ∂
2wα
∂xj∂xi
w˙α = h˙ij . (3.6)
Clearly, in order to solve (3.5)–(3.6), it would be convenient if the resulting system of linear
equations were linearly independent, which motivates the following definition.
Definition 3.2.2. A C2 map w : Σ → RN¯ is called free1 if, on every system of local
coordinates x1, . . . , xn, the following n +
n(n+1)
2
vectors are linearly independent at every
p ∈ Σ:
∂w
∂xj
(p) ,
∂2w
∂xi∂xj
(p) , ∀i ≤ j ∈ {1, . . . , n} . (3.7)
Although the condition (3.7) is stated in local coordinates, the definition is independent
of their choice. Observe moreover that a free map is necessarily an immersion and that we
must have N¯ ≥ n(n+3)
2
. If a free map is injective, then we will call it a free embedding. The
main “perturbation theorem” of Nash’s paper (and in fact the most spectacular part of
his celebrated work) is then the following statement. In order to prove it, Nash introduced
his famous regularization procedure to overcome the most formidable obstruction posed
by (3.4).
1The term free was not coined by Nash, but introduced later in the literature by Gromov.
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Theorem 3.2.3 (Perturbation theorem). Assume w0 : Σ → RN is a C∞ free embedding.
Then there is a positive constant ε0, depending upon w0, such that, if h is a C
k (0, 2) tensor
with ‖h‖3 ≤ ε0 and k ≥ 3 (with possibly k =∞), then there is a Ck embedding u¯ : Σ→ RN
such that u¯♯e = w♯0e+ h.
Solving the embedding problem using Theorem 3.2.3 certainly requires to produce maps
which are “close” to be an isometric embedding. However note that there is a rather subtle
issue: since the threshold ε0 depends upon w0, producing a “good starting” w0 is not at
all obvious. We will tackle this issue immediately in the next sections and then come to
the proof of Theorem 3.2.3 afterwards.
3.3 Proof of the smooth isometric embedding theo-
rem
In order to exploit Theorem 3.2.3, Nash constructs an embedding u0 of Σ which is the carte-
sian product of two smooth maps w and w¯, which he calls, respectively, the Z-embedding
and the Y -embedding. One crucial elementary ingredient is the following remark.
Remark 3.3.1. If f1 : Γ → Rn and f2 : Γ → Rm are two C1 maps, then (f1 × f2)♯e =
f ♯1e + f
♯
2e, where we just understand f
♯
1e, f
♯
2e and (f1 × f2)♯e as (0, 2) tensors (note that
they are positive semidefinite, but not necessarily positive definite).
The strategy of Nash can be summarized as follows:
(i) fix first a free C∞ smooth embedding w0 (the Z-embedding) which is (strictly) short
with respect to g (cf. Definition 2.1.1), and consider the threshold ε0 needed to apply
Theorem 3.2.3;
(ii) then use a construction somewhat reminiscent of the proof of Theorem 2.1.2 to build
a smooth w¯ such that h := g − w♯0 − w¯♯ satisfies ‖h‖3 ≤ ε0;
(iii) if u¯ is finally the map produced by Theorem 3.2.3 applied to w0 and h, we then set
u := u¯× w¯ and conclude Theorem 3.1.1.
It is indeed not difficult to produce the Z- and Y -embeddings if we allow very large di-
mensions. In order to achieve the dimension N claimed in Theorem 3.1.1, Nash follows a
much subtler argument which requires the metric difference g − w♯0e to satisfy a certain
nontrivial property: an important ingredient is the following proposition, whose proof is
postponed to the end of the section.
Proposition 3.3.2. There are N0 :=
n(n+3)
2
smooth functions ψr on Σ such that, for each
p in Σ, {dψr(p)⊗ dψr(p) : r ∈ {1, . . .N0}} spans the space Sp = Sym (T ∗pΣ⊗ T ∗pΣ).
In fact, if we had the more modest goal of proving the above statement with a much
larger N0, we could use the same arguments of Proposition 2.3.1. In the proof of Theo-
rem 3.1.1 we still need two technical lemmas, whose proofs will also be postponed. The
first one is a classical fact in linear algebra, which will be used also in the next sections.
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Lemma 3.3.3. Consider a k × κ matrix A of maximal rank k ≤ κ. For every vector
v ∈ Rk, the vector ω := AT (AAT )−1v is a solution of the linear system Aω = v. Indeed, ω
gives the solution with smallest Euclidean norm.
Remark 3.3.4. Note two big advantages of the solution ω determined through the formula
ω = AT (A · AT )−1v:
(a) ω depends smoothly upon A;
(b) ω goes to 0 when A is fixed and v goes to 0; indeed this statement remains true
even if, while v goes to 0, the matrix A varies in a compact set over which A · AT is
invertible.
The second is a more sophisticated tool which is used indeed twice in this section.2
Lemma 3.3.5. Consider a real analytic manifold M of dimension r and a real analytic
map F : M× Rκ → Rk. If, for each q ∈ M, the set Z(q) := {v : F (q, v) = 0} has
Hausdorff dimension at most d, then the set Z := {v : ∃q ∈ M with F (q, v) = 0} has
dimension at most r + d.
Proof of Theorem 3.1.1. Let ψr be the functions of Proposition 3.3.2 and set γ :=
∑
r dψ
r⊗
dψr. After multiplying all the functions by a small factor, we can assume that γ < g. Using
Theorem 2.1.2, we then find a C1 embedding w : Σ→ R2n such that w♯e = g−γ. By density
of C∞ functions in C1, we then get a smooth embedding v such that ‖v♯e− (g− γ)‖0 < δ,
where δ > 0 is a parameter which will be chosen later. Indeed, by the Whitney’s theorem
we can assume that v(Σ) is a real analytic subvariety, which will play an important role
towards the end of the proof. Consider v as an embedding in the larger space RN¯ with
N¯ = n(n+5)
2
. We will perturb v to a smooth free embedding w0 : Σ→ RN¯ with the property
that ‖w♯0e− (g − γ)‖0 < 2δ. Before coming to the proof of the existence of w0, let us first
see how we complete the argument.
First observe that the (0, 2) tensor w♯0e− (g − γ) can be written as
w♯0e− (g − γ) =
∑
r
brdψ
r ⊗ dψr ,
where, thanks to Lemma 3.3.3, the coefficients br can be chosen smooth. In fact, notice
that the coefficients become arbitrarily small as we decrease δ: for a suitable choice of δ
we can thus assume ‖br‖0 ≤ 12 . This is the only requirement on δ: from now on we can
consider that the smooth free embedding w0 has been fixed, which in turn gives a positive
threshold ε0 for the applicability of Theorem 3.2.3. Next write
g − w♯0e = γ −
∑
r
brdψ
r ⊗ dψr =
∑
r
(1− br)dψr ⊗ dψr =
∑
r
a2rdψ
r ⊗ dψr ,
2It must be observed that Nash employs this fact without explicitly stating it and he does not prove it
neither he gives a reference. He uses it twice, once in the proof of Theorem 3.1.1 and once in the proof of
Proposition 3.3.2, and although in the first case one could appeal to a more elementary argument, I could
not see an easier way in the second.
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for the smooth functions ar :=
√
1− br. Define w¯ : Σ→ R2N0 setting
w¯2(i−1)+1(p) :=
ar(p)
λ
sinλψr(p) , w¯2i(p) :=
ar(p)
λ
cos λψr(p) .
A straightforward computation yields
w¯♯e =
∑
r
a2rdψ
r ⊗ dψr + 1
λ2
∑
r
dar ⊗ dar .
In particular,
h := g − (w0 × w¯)♯e = − 1
λ2
∑
r
dar ⊗ dar .
For λ sufficiently large we certainly have ‖h‖3 ≤ ε0 and from Theorem 3.2.3 we achieve a
Ck embedding u¯ : Σ→ RN¯ such that u¯♯e = w♯0e + h. It turns out that u := u¯× w¯ is a Ck
embedding of Σ into RN = RN¯ × R2N0 and that u♯e = g.
In order to complete the proof, we still need to perturb v to a free w0. For any η > 0
we want to construct a free map w0 : Σ → RN¯ such that ‖w0 − v‖1 ≤ η. Clearly, for η
sufficiently small w0 is an embedding. In order to produce w0 we consider the 2n+n(2n+1)
functions given by
vi , vivj , j ≤ i ∈ {1, . . . , 2n} ,
and those C2 maps w0 : Σ→ RN¯ given by the formula
(w0)α :=
∑
i
C iαvi +
∑
j≤i
Dijα vivj ,
for constant coefficients C iα, D
ij
α . We claim that, for a generic choice of the constants C
i
α
and Dijα , the map w0 is free. Indeed, consider the set G of subspaces L of Rn+
n(n+1)
2 with
dimension n− 1 + n(n+1)
2
. For each (p, L) ∈ Σ × G, consider the set C(p, L) of coefficients
C iα, D
α
ij for which, in a local system of coordinates,
Vα(p) :=
(
∂wα
∂x1
(p), . . . ,
∂wα
∂xn
(p),
∂2wα
∂x21
(p),
∂2wα
∂x1∂x2
(p) . . . ,
∂2wα
∂x2n
(p)
)
∈ L (3.8)
for all α ∈ {1, . . . , N¯}. This is a set of (linear) conditions which varies analytically as (p, L)
varies in the (2n− 1+ n(n+1)
2
) = (N¯ − 1)-dimensional manifold Σ×G. We next show that,
if d¯ is the dimension of the linear space of possible coefficients C iα, D
ij
α , then the dimension
of each C(p, L) is at most d = d¯− N¯ . In view of Lemma 3.3.5 this implies that the union of
all C(p, L) has dimension at most d¯− 1. Since the latter is indeed the closed set B of “bad
coefficients” for which w is not free, we have conclude that B must have empty interior.
To complete the proof3 it remains to bound the dimension of C(p, L). Hence fix p and,
without loss of generality, assume that (x1, . . . , xn) = (v1, . . . , vn) is a system of coordinates
3Indeed Nash does not give any argument and just refers to a similar reasoning that he uses in Propo-
sition 3.3.2 below.
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around p. Consider the M = n + n(n+1)
2
functions f1 = v1, . . . , fn = vn, fn+1 = v
2
1, fn+2 =
v1v2, . . . , vM = v
2
n and the corresponding vector valued map f . It is easy to check that the
vectors ∂f
∂x1
(p), . . . , ∂f
∂xn
(p), ∂
2f
∂x21
(p), ∂
2f
∂x1∂x2
(p), . . . , ∂
2f
∂x2n
(p) are linearly independent. But then
it follows that the vectors
V¯j(p) :=
(
∂fj
∂x1
(p), . . . ,
∂fj
∂xn
(p),
∂2fj
∂x21
(p),
∂2fj
∂x1∂x2
(p) . . . ,
∂2fj
∂x2n
(p)
)
are also linearly independent. Hence there is one of them which does not belong to L.
For each α ∈ {1, . . . N¯} there is therefore at least one choice of the coefficients C iα, Dijα for
which the corresponding vector Vα(p) in (3.8) does not belong to L. Since α can be chosen
in N¯ different ways, the dimension of C(p, L) is at most d = d¯ − N¯ , which completes the
proof.
Proof of Proposition 3.3.2. The argument is very similar to the last part of the proof of
Theorem 3.1.1 above. Consider again an embedding v : Σ→ R2n which makes v(Σ) a real
analytic submanifold. Let then fij be the n(2n+ 1) functions vi + vj such that i ≤ j and
consider
ψr := Arijfij , for r ∈ {1, . . . , N0},
where the space of all possible constant coefficients Arij has dimension d¯. Our aim is to
show that a generic choice of the coefficients give a system of functions ψr which satisfy
the conclusions of the proposition.
Let therefore B be the closed subset of coefficients for which the conclusion fails, namely
for each element in B there exists a point p at which the tensors dψr(p) ⊗ dψr(p) do not
span the whole space Sp := Sym (T
∗
pΣ⊗T ∗pΣ). If we consider the set Gp of linear subspaces
of Sp of codimension 1, the real analytic manifold M := {(p, L) : L ∈ Gp} has dimension
n − 1 + n(n+1)
2
= N0 − 1. For each (p, L) we let C(p, L) be the set of coefficients for
which dψr(p) ⊗ dψr(p) belongs to L for every r = 1, . . . , N0: this is the zero set of a
system of homogeneous quadratic polynomials in the coefficients Arij . Moreover, in a real
analytic atlas for M these quadratic polynomials depend analytically upon (p, L) ∈ M.
Set B = ∪(p,L)∈MC(p, L). As above we can invoke Lemma 3.3.5: if we can bound the
dimension of the each C(p, L) with d¯−N0, then the dimension of B is at most d¯− 1.
Fix therefore (p, L) and for each r consider the linear space πr of indices A
r
ij. Without
loss of generality we can assume that (v1, . . . , vn) = (x1, . . . , xn) is a system of coordinates
around p. Therefore the set {dfij⊗dfij with i ≤ j ≤ n} spans the whole space Sp and there
is at least one element among them which does not belong to L. In turn this means that the
subset Cr(p, L) ⊂ πr of coefficients Arij such that dψr ⊗ dψr belongs to L has codimension
at least 1 in πr. Therefore the dimension of C(p, L) = C1(p, L)× C2(p, L)× . . .× CN0(p, L)
is at most d = d¯−N0. This shows d+N0 − 1 < d¯ and completes the proof.4
4Nash suggests an alternative argument which avoids the discussion of the dimensions of C(p, L) and
B. One can apply his result on real algebraic varieties to find an embedding v which realizes v(Σ) as
a real algebraic submanifold, cf. Theorem 1.1.1. Then any set of coefficients Arij which is algebraically
independent over the minimal field F of definition of v(Σ) (see Proposition 1.3.2) belongs to the complement
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Proof of Lemma 3.3.3. It is obvious that ω solves the desired linear system. Let now w
be any solution of minimal Euclidean norm: w is uniquely determined by the property of
being orthogonal to the kernel of A. However, the kernel of A consists of those vectors
which are orthogonal to the image of AT : since the ω of the lemma belongs to the image
of AT , this completes the proof.
Proof of Lemma 3.3.5. CoveringM with a real analytic atlas consisting of countably many
charts, we can assume, without loss of generality, that M is the Euclidean r-dimensional
ball B. Consider next Z := {(q, v) : F (q, v) = 0} ⊂ B × Rκ ⊂ Rr × Rκ. If π : Rr+κ → Rκ
is the projection on the second factor, then Z = π(Z) has at most the dimension of Z: it
suffices therefore to show that dim (Z) ≤ r + d.
Now, Z is a real analytic subvariety in Rr+κ with the property that its slices {q} ×
Z(q) := Z ∩ ({q} × Rκ) all have dimension at most d. The dimension s of Z equals the
dimension of its regular part Zr and without loss of generality we can assume that Zr is
connected. Consider now standard coordinates (x1, . . . , xr) on Rr×{0} ⊂ Rr+κ and regard
x1 as a function over Z
r. By Sard’s theorem almost every α is a regular value for x1 on
Zr. If one such value α has nonempty preimage, then Zr ∩ {x1 = α} is a submanifold of
dimension s − 1. Otherwise it means that x1(Zr) has measure 0: since however x1(Z) is
connected, we must have x1(Z) = {α0} for some value α0, that is, Zr ∩ {x1 = α0} = Zr.
In both cases we have conclude that there is at least one value α0 such that Z
r∩{x1 = α0}
is a smooth submanifold of dimension no smaller than s − 1. Inductively repeating this
argument, we conclude that there is a q such that Zr ∩ ({q}×Rκ) is a regular submanifold
of dimension at least s− r. Since Zr ∩ ({q}×Rκ) ⊂ {q}×Z(q), we infer s− r ≤ d, which
concludes the proof of our claim.
3.4 Smoothing operator
In order to show Theorem 3.2.3 we will need to smooth tensors efficiently and get sharp
estimates on the ‖ · ‖k norms of the smoothing. This will be achieved, essentially, by
convolution but, since we will need rather refined estimates, the convolution kernel must be
chosen carefully. In the remaining sections the specific form of the regularizing operator will
play no role: the only important ingredients are summarized in the following proposition.
Proposition 3.4.1 (Smoothing operator). There is a family of smoothing operators Sε
with ε ∈]0, 1[ such that5
(a) T 7→ SεT is a linear map on the space of continuous (i, j) tensors; for each such T
SεT is smooth and depends smoothly upon ε.
of B. Since F is finitely generated over the rationals (see Proposition 1.3.2), it has countable cardinality
and the conclusion follows easily.
5In Nash’s paper the operator is called Sθ, where θ corresponds to ε
−1. Since it is nowadays rather
unusual to parametrize a family of convolutions as Nash does, I have switched to a more modern convention.
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(b) For any integers r ≥ s and i, j, there is a constant C = C(r, s, i, j) such that
‖Dr(SεT )‖0 ≤ Cεs−r‖T‖s for every Cs (i, j) tensor T and ε ≤ 1; (3.9)
(c) If we denote by S ′ε the linear operator T 7→ ∂∂εSεT , then for any integers r, s, i, j,
there is a constant C = C(r, s, i, j) such that
‖Dr(S ′εT )‖0 ≤ Cεs−r−1‖T‖s for every Cs (i, j) tensor T and ε ≤ 1; (3.10)
(d) For any integers s ≥ r and i, j there is a constant C = C(r, s, i, j) such that
‖Dr(T − SεT )‖0 ≤ Cεs−r‖T‖s for every Cs (i, j) tensor T and ε ≤ 1. (3.11)
Proof. As a first step we reduce the problem of smoothing tensors to that of smoothing
functions. To achieve this, we fix a smooth embedding of Σ into R2n (whose existence
is guaranteed by the Whitney’s embedding theorem), and we therefore regard Σ as a
submanifold of R2n. We fix moreover a tubular neighborhood V3η of Σ and assume that the
size 3η is sufficiently small so that the nearest point projection π : V3η → Σ is well defined
and C∞. Consider now a coordinate patch U on Σ and a corresponding system of local
coordinates (u1, . . . , un). We then define the map x : U → R2n where (x1(u), . . . , x2n(u))
gives the standard coordinates in R2n of the point with coordinates u in U . If N (U) :=
π−1(U), we then define u : N (U) → U by letting u(x) be the coordinates, in U , of π(x).
Clearly u ◦ x is the identity and x ◦ u becomes the identity when restricted on U ⊂ Σ.
Then, given an (i, j) tensor T , which in the local coordinates on U can be expressed as∑
α1,...,αi,a1,...,aj
T α1...αia1...aj (u)
∂
∂uα1
· · · ∂
∂uαi
dua1 · · · duaj ,
we define the functions
T β1...βib1...bj (x) = T
α1...αi
a1...aj
(u(x))
∂xβ1
∂uα1
· · · ∂xβi
∂uαi
∂ua1
∂xb1
· · · ∂uaj
∂xbj
. (3.12)
It is easy to check that the functions above do not depend on the chosen coordinates and
thus can be defined globally on Σ. Conversely, if we have global functions T as above on
Σ, we can “reconstruct a tensor” using, in local coordinates, the reverse formulae
T α1...αia1...aj (u) = T
β1...βi
b1...bj
(x(u))
∂uα1
∂xβ1
· · · ∂uαi
∂xβi
∂xb1
∂ua1
· · · ∂xbj
∂uaj
. (3.13)
Given these transformation rules and the smoothness of the maps x 7→ u(x) and u 7→ x(u),
we easily conclude the estimates
‖DkT‖0 ≤ C
∑
b1,...,bj ,β1,...,βi
‖T β1...βib1...bj ‖k , (3.14)
‖DkT β1...βib1...bj ‖0 ≤ C‖T‖k , (3.15)
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for a constant C = C(n, i, j, k) which is independent of the tensor T .
Thus, if we have defined a suitable family of smoothing operators Sε on functions over
Σ, we can extend them to tensors with the following algorithm: given a tensor T we
produce the functions T β1...βib1...bj using formula (3.12); we then apply the smoothing operator
to each function, getting the functions SεT β1...βib1...bj ; we finally use the latter to define SεT
through formula (3.13). Observe that each of these operations is linear in T .
As a second step we reduce the problem of regularizing functions over Σ to that of
regularizing functions over R2n by a simple extension argument. More precisely, consider
a smooth cut-off function ϕ : R+ → R, which is identically 1 on [0, η[, strictly decreasing
on [η, 2η] and identically 0 on [2η,∞[. Given a function f on Σ, we then extend it to a
function f˜ on V3η setting f˜(x) = ϕ(|x− π(x)|)f(π(x)) and subsequently to R2n by setting
it identically 0 outside V2η. Again, by the smoothness of π, it is easy to check that we have
the estimate
‖Dkf˜‖0 ≤ C‖f‖k
for some constant C = C(k), where this time Dkf˜ denotes the usual (Euclidean) kth
derivative and ‖ · ‖0 is the usual maximum norm of a continuous compactly supported
function on R2n. Conversely, if f˜ ∈ Ckc (R2n), we have
‖Dk(f˜ |Σ)‖0 ≤ C‖f˜‖k =
∑
i≤k
‖Dif˜‖0 .
Thus, if we can find a suitable regularization operator Rε on Ckc (R2n) which satisfies the
properties analogous to (a), (b), (c), and (d), we achieve the corresponding desired operator
on Ck(Σ) via the rule Sεf = (Rεf˜)|Σ (notice again that two points are crucial: the linearity
of the maps f 7→ f˜ and f˜ 7→ f˜Σ and the relation f = f˜ |Σ).
We now come to the operatorRε regularizing functions on R2n, which is the convolution
with a suitably chosen mollifier ϕ in the Schwartz class S . More precisely, assuming that
m = 2n and that ϕ ∈ S (Rm) has integral 1, we define ϕε(x) = ε−mϕ(xε ) and set
[Rεf ](x) = f ∗ ϕε(x) =
∫
f(x− y)ϕε(y) dy = 1
εm
∫
f(x− y)ϕ
(y
ε
)
dy .
The analog of property (a) is
Rε maps Cc(Rm) into S (Rm) and depends smoothly on ε. (3.16)
The latter is, however, a very standard fact for convolutions. Estimate (b) is also a classical
property. Indeed, given a multiindex I = (i1, . . . , im) ∈ Nm, let |I| = i1 + · · ·+ im and
∂If =
∂|I|f
∂xi11 ∂x
i2
2 · · ·∂ximm
.
If we fix natural numbers r ≥ s and consider a multiindex I with |I| = r, we can obviously
write it as I = I ′ + J where |I ′| = s and |J | = r− s. The usual properties of convolutions
yield then the following estimate
‖∂I(Rεf)‖0 = ‖(∂I′f) ∗ (∂Jϕε)‖0 ≤ ‖∂I′f‖0‖∂Jϕε‖L1 ≤ ‖Dsf‖0εs−r‖∂Jϕ‖L1 .
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Thus, if we define C := min|J |=r−s ‖∂Jϕ‖L1, we achieve
‖∂I(Rεf)‖0 ≤ Cεr−s‖Dsf‖0 when s ≤ r. (3.17)
Coming to (c), we use elementary calculus to give a formula for R′ε := ∂∂εRε:
R′εf(x) =
∫
f(x− y)
[
− m
εm+1
ϕ
(y
ε
)
− 1
εm
∇ϕ
(y
ε
)
· y
ε2
]
dy .
If we set ψ(y) := −mϕ(y)−∇ϕ(y) · y and ψε(y) = ε−mψ(yε ), we conclude the identity
R′εf = ε−1f ∗ ψε . (3.18)
Note that even ψ belongs to the Schwartz class. Hence, by the argument given above, the
following inequality
‖Dr(R′εf)‖0 ≤ Cεs−r−1‖Dsf‖0 (3.19)
is certainly valid for r ≥ s. However, the crucial point of estimate (c) is its validity even
in the range r < s! In order to achieve this stronger bound we need to choose a specific
mollifier ϕ: more precisely we require that:
∀k ∈ N ∃ϑ(k) ∈ S such that ∂
kϑ(k)
∂xk1
= ψ . (3.20)
With this property, for s > r we can integrate by parts k = s − r times to achieve the
identity
R′εf = εs−r−1
∂s−rf
∂xs−r1
∗ ϑ(s−r)ε ,
and, applying the same argument used for (3.17), we conclude (3.19).
In order to find a kernel ϕ such that (3.20) holds, we compute first the Fourier transform
of ψ:
ψˆ(ξ) = −mϕˆ(ψ)−
∑
j
(
−1
i
∂
∂ξj
)
(iξjϕˆ(ξ)) = ∇ϕˆ(ξ) · ξ.
Assume ϕˆ ∈ C∞c (Rm) and equals (2π)
m
2 in a neighborhood of 0. Then ϕ belongs to S and
has integral 1. Moreover ψˆ vanishes in a neighborhood of the origin, and thus (iξ1)
−kψˆ
belongs to S . But then, if we let ϑ(k) be the inverse Fourier transform of the latter
function, we conclude that ϑ(k) ∈ S and that ∂kϑ(k)
∂xk1
= ψ.
To complete the proof, we finally show the analog of estimate (d), namely
‖Dr(f −Rεf)‖0 ≤ Cεs−r‖Dsf‖0 when s ≥ r. (3.21)
For s = r it is an obvious outcome of (3.17). For s > r, we instead integrate (3.19) in ε:
‖Dr(f −Rεf)‖0 ≤
∫ ε
0
‖Dr (R′δf)‖0 dδ ≤ C‖Dsf‖0
∫ ε
0
δs−r−1 dδ = Cεs−r‖Dsf‖0
(note that s− r − 1 ≥ 0 under our assumptions!).
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3.5 A smooth path to prove the perturbation theorem
Recalling Section 3.2, we wish to construct
(i) a path [t0,∞) ∋ t 7→ h(t) joining 0 to h
(ii) and a path [t0,∞) ∋ t 7→ w(t) joining w0 to u¯
such that
d
dt
w(t)♯e = h˙(t) . (3.22)
Recall moreover that we have reduced (3.22) to solving (3.5)–(3.6) for the “velocity” w˙
of w, at least in local coordinates. Assuming that w(t) is a free map for every t, we can
use Lemma 3.3.3 to find, in a given coordinate patch, a “canonical” solution of the linear
system (3.5)-(3.4): more precisely we can write
w˙α := Lijα (Dw,D2w)hij (3.23)
where Lijα (A,B) is a suitable collection of functions which depend smoothly (in fact ana-
lytically) upon the entries A and B. This defines a linear operator L(Dw,D2w) from the
space of (0, 2) tensors over the coordinate patch U into the space of maps w˙ : U → RN .
Next, we wish to extend this operator to the whole manifold Σ: the crucial point is that,
although derived in a coordinate patch, the formula above does not depend on the chosen
coordinate patch.
Lemma 3.5.1 (Existence of the operator L ). Assume w : Σ→ RN is C2 and free. Given
any (0, 2) tensor h¯ and any coordinate patch, the map L(Dw,D2w)h¯ defined above does
not depend on the coordinates and the process defines, therefore, a global (linear) operator
L (w) from the space of smooth symmetric (0, 2) tensors over Σ into the space of smooth
maps C∞(Σ,RN).
Proof. Observe that, for each fixed p ∈ Σ, the linear space of vectors z = w˙(p) satisfying
the system (3.5)–(3.6) is independent of the choice of coordinates (in other words, although
the coefficients in the system might change, the solution set remains the same: this follows
from straightforward computations!). Since, however, according to Lemma 3.3.3 the vector
[L(Dw,D2w)h](p) is the (unique) element of minimal norm in such vector space, it turns
out that it is independent of the coordinates chosen to define L(Dw,D2w)h¯.
Having defined the operator L (w) we can rewrite (3.22) as a “formal system of ordinary
differential equations” 

w˙(t) = L (w(t))h˙(t) ,
w(t0) = w0 .
(3.24)
The problem with this approach is that the operator L “loses derivatives” in its nonlinear
entry w, namely although it defines the velocity w˙ at order 0, it depends on first and
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second derivatives of w. Hence, if w, h˙ ∈ Ck, then L (w)h is, a priori, only in Ck−2. There
is therefore no classical functional analytic setting to solve (3.24) in the usual way, namely
no Banach space where we can apply a Picard–Lindelo¨f or a Cauchy–Lipschitz iteration.
In order to get around this (very discouraging) issue, Nash considered the regularized
problem 

w˙(t) = L (St−1w(t))h˙(t)
w(t0) = w0 .
(3.25)
However, h(t) must now be chosen carefully and, in fact, it will be chosen depending upon
w(t), so that the complete system will be given by the coupling of (3.25) with a second
equation relating w(t) and h(t). In order to describe the latter, we introduce a function
ψ ∈ C∞(R) which is:
(a) identically equal to 0 on the negative real axis;
(b) identically equal to 1 on [1,∞);
(c) everywhere nondecreasing.
The path h is then linked to w through the relation
h(t) = St−1
[
ψ(t− t0)h+
∫ t
t0
[2d(Sτ−1w(τ)− w(τ))]⊙ dw˙(τ)ψ(t− τ) dτ
]
. (3.26)
From now on the system (3.25)–(3.26) will be called Nash’s regularized flow equations.
In order to gain some insight in the latter complicated relation, assume for the moment
that we are able to find an initial value t0 and a smooth curve t 7→ (w(t), h(t)) in C3
satisfying (3.25)–(3.26) over [t0,∞). In particular, when we refer to a “smooth solution”
of the regularized flow equations, we understand that St−1w(t) is a free map for every t in
the domain of definition.
Assume further that w(t) converges in C2 to some u¯ for t ↑ ∞ and that the integrands
in the following computations all decay sufficiently fast, so that we can integrate over the
whole halfline [t0,∞). The relation (3.25) implies that
2d(St−1w(t))⊙ dw˙(t) = h˙(t) . (3.27)
Integrating the latter identity between t0 and ∞, we then get∫ ∞
t0
2d(Sτ−1w(τ))⊙ dw˙(τ) dτ = h(∞)− h(t0) = h . (3.28)
Letting t→∞ in (3.26) and using that St−1 converges to the identity, we conclude
h = h(∞) = h+
∫ ∞
t0
2d(Sτ−1w(τ)− w(τ))⊙ dw˙(τ)dτ ,
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implying therefore∫ ∞
t0
2d(Sτ−1w(τ))⊙ dw˙(τ) dτ =
∫ ∞
t0
2dw(τ)⊙ dw˙(τ)dτ . (3.29)
Combining the latter equality with (3.28) we achieve∫ ∞
t0
2dw(τ)⊙ dw˙(τ)dτ = h . (3.30)
On the other hand, the integrand in the left-hand side is precisely d
dτ
w(τ)♯e, and thus we
immediately conclude
u¯♯e− w♯0e = w(∞)♯e− w(t0)♯e = h , (3.31)
namely that u¯ is the map in the conclusion of Theorem 3.2.3.
In order to carry out the program above, we obviously have to ensure that
(a) The regularized flow equations, namely the pair (3.25)–(3.26), is locally solvable;
more precisely, if there is a solution in the interval [t0, t1], it can be prolonged to
some larger open interval [t0, t
′).
(b) We have uniform estimates ensuring the global solvability, namely any smooth solu-
tion on [t0, t
′) can be smoothly prolonged to the closed interval [t0, t
′].
The combination of (a) and (b) would then imply the existence of a global solution on
[t0,∞). We further have to ensure that
(c) The limit u¯ of w(t) for t → ∞ exists in the strong C3 topology, and we have the
appropriate decay of the integrands needed to justify the “formal computations”
(3.27)–(3.31)
This last step will make the computations above rigorous and ensure that u¯ is a C3 isometric
embedding. In order to complete the proof of Theorem 3.1.1, we will then only need to
show that, when h ∈ Ck, then u is also in Ck.
The program above will be carried out in the subsequent sections under the assumption
that t0 is sufficiently large and ‖h‖3 sufficiently small, depending on the “initial value”
w0. Moreover, we will follow a somewhat different order. First we tackle a set of a priori
estimates which are certainly powerful enough to conclude (b) and (c), cf. Proposition 3.6.1.
We then examine the local existence of the solution, which combined with the estimates
of Proposition 3.6.1 will immediately imply both global solvability and convergence to
an isometry, cf. Proposition 3.7.1. Finally, the higher differentiability of u¯ is achieved in
Proposition 3.8.1.
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3.6 A priori estimates for solutions of Nash’s regular-
ized flow equations
We start by fixing one important constant: ε > 0 will be chosen so that
if ‖u− w0‖2 ≤ 4ε then u is a free embedding. (3.32)
Our main a priori estimates are summarized in the following proposition, which is indeed
the core of Nash’s approach.
Proposition 3.6.1 (A priori estimates). For any t0 sufficiently large there is δ(t0) > 0
such that, if ‖h‖3 ≤ δ, then the following holds. Consider any solution w of (3.25)–(3.26)
over an interval I (with left endpoint t0 and which might be closed, open or infinite) . If
‖w(t)− w0‖3 + t−1‖w(t)− w0‖4 ≤ 2ε , (3.33)
t4‖h˙(t)‖0 + ‖h˙(t)‖4 ≤ 2 , (3.34)
then indeed we have the improved bounds
‖w(t)− w0‖3 + t−1‖w(t)− w0‖4 ≤ ε , (3.35)
t4‖h˙(t)‖0 + ‖h˙(t)‖4 ≤ 1 . (3.36)
Moreover,
t4‖w˙(t)‖0 + ‖w˙(t)‖4 ≤ C0 , (3.37)
and, if I = [t0,∞), then there is a function δ(s) with lims→∞ δ(s) = 0 such that
‖w(t)− w(s)‖3 ≤ δ(s) for all t ≥ s ≥ t0. (3.38)
Before coming to the proof we recall here a few useful estimates.
Lemma 3.6.2. If T is a smooth (i, j) tensor on Σ and r < σ < s are three natural
numbers, then there is a constant C = C(r, s, σ, i, j) such that
‖T‖σ ≤ C‖T‖λr‖T‖1−λs where σ = λr + (1− λ)s. (3.39)
If Ψ : Γ→ Rk is a smooth map, with Γ ⊂ Rκ compact and r a natural number, then there
is a constant C(r,Ψ) such that
‖Ψ ◦ v‖r ≤ C(1 + ‖v‖r) for every smooth v : Σ→ Γ. (3.40)
For every r ∈ R there is a constant C(r) such that
‖ϕψ‖r ≤ C‖ϕ‖0‖ψ‖r + C‖ϕ‖r‖ψ‖0 for every ϕ, ψ ∈ Cr(Σ). (3.41)
The inequality extends as well to (tensor) product of tensors, where the constant will depend
additionally only on the type of tensors involved.
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The lemma above follows from rather standard and well-known arguments and we will
give some explanations and references at the end of section. We underline here a crucial
consequence, which will be used repeatedly in our arguments.
Remark 3.6.3. From (3.39) we easily conclude that, if ‖T (t)‖k ≤ λtj and ‖T‖k+i ≤ λtj+i,
then ‖T‖k+κ ≤ Cλtj+κ for all intermediate κ ∈ {1, . . . , j − 1}.6
Proof of Proposition 3.6.1. First of all, if t0 is chosen larger than a fixed constant, we can
use (3.33) and Proposition 3.4.1(d) to conclude that ‖St−1w(t) − w0‖2 ≤ 4ε. In turn,
by (3.32), this implies that, when computing the operator L , the entries of Lijα belong
to a compact set where the corresponding functions are smooth. Observe moreover that
‖w(t)‖3 ≤ C, for some constant C depending only upon the initial value w0. We can thus
apply (3.40) and Proposition 3.4.1 to conclude that
‖L (St−1w(t))‖κ ≤ C(κ)(1 + tκ−1) (3.42)
where C(κ) is a constant which depends only upon κ. In fact, for κ ≥ 1 we have
‖L (St−1w(t))‖κ
(3.40)
≤ C(κ)‖St−1w(t)‖κ+2≤C(κ)‖w(t)‖3tκ−1 ,
where the last inequality follows from Proposition 3.4.1(b). In the case of κ = 0, we use
instead the estimate ‖St−1w(t)‖2 ≤ C‖w(t)‖2 (again cf. Proposition 3.4.1(b)).
Using now (3.41), from (3.25) we conclude that
‖w˙(t)‖0 ≤ ‖L (St−1w(t))‖0‖h˙(t)‖0 ≤ Ct−4 , (3.43)
‖w˙(t)‖4 ≤ ‖L (St−1w(t))‖4‖h˙(t)‖0 + C‖L (St−1w(t))‖0‖h˙(t)‖4 ≤ C . (3.44)
Indeed, this shows (3.37).
We next introduce some additional functions in order to make some expressions more
manageable. More precisely
E(t) :=2d(St−1w(t)− w(t))⊙ dw˙(t) , (3.45)
L(t) :=
∫ t
t0
E(τ)ψ(t− τ) dτ . (3.46)
Observe that with the introduction of these two quantities we can rewrite (3.26) as
h(t) = St−1 [ψ(t− t0)h+ L(t)] . (3.47)
Recalling Proposition 3.4.1, we have ‖St−1w(t)− w(t)‖1 ≤ Ct−2‖w(t)‖3 ≤ Ct−2. Observe
that ‖w˙(t)‖1 ≤ Ct−3, which follows from (3.43) and (3.44) because of Remark 3.6.3 (this
6Nash does not take advantage of this simple remark and introduces instead a rather unusual notation
to keep track of all the estimates for the intermediate norms in the bounds corresponding to (3.35)–(3.37).
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is just one of several instances where such remark will be used!). Combining the latter
estimate with (3.41), we then conclude ‖E(t)‖0 ≤ Ct−5. On the other hand,
‖St−1w(t)− w(t)‖4 ≤ Ct ,
and hence again from (3.41) we conclude
‖E(t)‖3 ≤ C‖St−1w(t)− w(t)‖4‖w˙(t)‖1 + C‖St−1w(t)− w(t)‖1‖w˙(t)‖4 ≤ Ct−2 . (3.48)
The latter inequality yields
‖L(t)‖3 ≤
∫ t
t0
‖E(τ)‖3 dτ ≤ Ct−10 . (3.49)
Next, we compute
h˙(t) =
(
d
dt
St−1
)
[ψ(t− t0)h+ L(t)]︸ ︷︷ ︸
=:P (t)
+St−1 [ψ′(t− t0)h+ L˙(t)] .
First, we observe that ψ′(t− t0) vanishes for t > t0 + 1 and t < t0. Hence
‖ψ′(t− t0)St−1h‖4 ≤


Ct0δ for t ∈ [t0, t0 + 1],
0 otherwise.
(3.50)
For the same reason (and because ψ(0) = 0) we can estimate
‖L˙(t)‖0 ≤
∫ t
max{t0,t−1}
‖E(τ)‖0 dτ ≤ Ct−5 , (3.51)
‖L˙(t)‖3 ≤
∫ t
max{t0,t−1}
‖E(τ)‖3 dτ ≤ Ct−2 . (3.52)
Next, recalling that S ′ε := ddεSε, we have
d
dt
St−1 = −t−2S ′t−1 .
Hence, using Proposition 3.4.1(c) and (3.49), it is straightforward to show that
t4‖P (t)‖0 + ‖P (t)‖4 ≤ C(‖h(t)‖3 + ‖L(t)‖3) ≤ Cδ + Ct−10 , (3.53)
where C is independent of δ. Combining (3.50), (3.51), (3.52), and (3.53) we get
t4‖h˙(t)‖0 + ‖h˙(t)‖4 ≤ Ct−1 + Cδ(1 + t50) + Ct−10 ≤ Ct−10 + Cδt50 . (3.54)
Therefore, choosing first t0 large enough and then δ ≤ δ0(t0) sufficiently small, we conclude
a bound which is even stronger than (3.36): the left-hand side can be made smaller than
any fixed η > 0.
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The estimate on ‖w(t)− w0‖4 in (3.35) is an obvious consequence of the one above on
‖h˙(t)‖4 through integration of (3.25): it suffices to choose η smaller than a given constant.
The proof of the remaining parts of (3.35) and (3.38) require instead a subtler argument.
However, notice also that we just need to accomplish (3.38), since C0 is a constant claimed
to be independent of t0.
In order to get (3.38) we integrate (3.25) and then integrate by parts:
w(t)− w(s)
=
∫ t
s
L (Sτ−1(w(τ)))h˙(τ) dτ
= −
∫ t
s
[
d
dτ
L (Sτ−1(w(τ)))
]
︸ ︷︷ ︸
=:D(τ)
(h(τ)− h(t)) dτ + L (St−1(w(s)))(h(t)− h(s)) . (3.55)
First of all, integrating the bound (3.36) on h˙(t), we obviously conclude
‖h(t)− h(s)‖0 ≤ Cs−3 for all t ≥ s ≥ t0. (3.56)
Next, assuming that t ≥ s ≥ t0 + 1, we have ψ(s − t0) = ψ(t − t0) = 1 and we can thus
compute
h(t)− h(s) = (St−1h− Ss−1h) + St−1
∫ t
s
E(τ)ψ(t− τ) dτ︸ ︷︷ ︸
(I)
+ St−1
∫ s
s−1
E(τ) (ψ(t− τ)− ψ(s− τ)) dτ︸ ︷︷ ︸
(II)
+ (St−1 − Ss−1)L(s)︸ ︷︷ ︸
(III)
. (3.57)
Note next that
‖(I) + (II)‖3 ≤ C
∫ t
s−1
‖E(τ)‖3 dτ ≤ C
∫ ∞
s−1
τ−2 dτ ≤ Cs−1 .
For what concerns (III) note that the bound (3.48) on ‖E(τ)‖3 implies that
L(∞) :=
∫ ∞
t0
E(τ) dτ
is well defined, it belongs to C3, and it satisfies the following decay estimate:
‖L(∞)− L(s)‖3 ≤ Cs−1 . (3.58)
Thus we can bound
‖(III)‖3 ≤ Cs−1 + ‖Ss−1L(∞)− St−1L(∞)‖3 ,
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which in turn leads to
‖h(t)− h(s)‖3 ≤ Cs−1 + ‖Ss−1L(∞)− St−1L(∞)‖3 + ‖St−1h− Ss−1h‖3 . (3.59)
Using the fact that St−1 converges to the identity for t→∞, we reach
‖h(t)− h(s)‖3 ≤ δ˜(s) for all t ≥ s, (3.60)
where δ˜(s) is a function such that lims→∞ δ˜(s) = 0. Using (3.42), (3.56) and (3.59), we
conclude
‖w(t)− w(s)‖3 ≤δ¯(s) + C
∫ t
s
(‖D(τ)‖3τ−3 + ‖D(τ)‖0) dτ , (3.61)
for some function δ¯(s) which converges to 0 as s goes to ∞.
In order to estimate carefully D(t), we pass to local coordinates. Recalling the notation
Lijα = Lijα (A,B) of (3.23) we compute
d
dt
Lijα (DSt−1w(t), D2St−1w(t))
= DALijα (DSt−1w(t), D2St−1w(t))︸ ︷︷ ︸
D′(t)
◦ (−t−2DS ′t−1w(t) + St−1Dw˙(t))
+DBLijα (DSt−1w(t), D2St−1w(t))︸ ︷︷ ︸
D′′(t)
◦ (−t−2D2S ′t−1w(t) + St−1D2w˙(t)) , (3.62)
where ◦ denotes a suitable product structure. Now, as already argued for L (St−1(w(t)),
for any natural number κ we have
‖D′(t)‖κ + ‖D′′(t)‖κ ≤ C(κ)(1 + tκ−1) . (3.63)
Moreover, having derived the bound ‖w(t)‖4 ≤ Ct, we can take advantage of Proposi-
tion 3.4.1 to get
‖D(t)‖0 ≤ C
(
t−3‖w(t)‖4 + ‖w˙(t)‖2
) ≤ Ct−2 . (3.64)
In order to estimate the C3 norm, we use (3.41), (3.63) and argue similarly to get:
‖D(t)‖3 ≤ Ct2
(‖w˙(t)‖2 + t−3‖w(t)‖4)+ C (‖w(t)‖4 + t‖w˙(t)‖4) ≤ Ct . (3.65)
Inserting the latter two inequalities in (3.61), we clearly conclude (3.38) and complete the
proof.
Proof of Lemma 3.6.2. First of all, we observe that it suffices to prove all the claims for
functions and in a local coordinate patch: hence, without loss of generality we can just
prove the claim for functions on balls of Rn.
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Proof of (3.39). By the classical extension theorems, it suffices to prove the inequality
for functions defined on the whole Rn (under the assumptions that all norms are finite!).
In such a case we will in fact have the stronger inequality
‖Dσv‖0 ≤ C‖Drv‖λ0‖Dsv‖1−λ0 .
Clearly, it suffices to prove the inequality in the particular case where r = 0 < σ < s,
where it takes the form
‖Dσv‖0 ≤ C‖Dsv‖σ/s0 ‖v‖1−σ/s0 .
If v ≡ 0, then there is nothing to prove. If Dsv ≡ 0, since the function is bounded, then
we have Dσv ≡ 0 and again the inequality is trivial. Otherwise, recall that we have the
following elementary bound, with a constant C independent of v.
‖Dσv‖0 ≤ C‖Dsv‖0 + C‖v‖0 .
However, since we can rescale the function to vε(r) = v(εr), we also have the validity of
‖Dσv‖0 ≤ Cεs−σ‖Dsv‖0 + Cε−σ‖v‖0 ,
with the very same constant C, i.e. independently of ε > 0. Choosing ε = ‖v‖1/s0 ‖Dsv‖−1/s0
we conclude the proof.
Proof of (3.40). Again we can assume that the domain of the function is Rn. Denoting
by Dj any partial derivative of order j, the chain rule can be written symbolically as
Dm(Ψ ◦ v) =
m∑
l=1
(DlΨ) ◦ v
∑
σ
Cl,σ(Dv)
σ1(D2v)σ2 . . . (Dmv)σm (3.66)
for some constants Cl,σ, where the inner sum is over σ = (σ1, . . . , σm) ∈ Nm such that
m∑
j=1
σj = l,
m∑
j=1
jσj = m.
From (3.39) we have
‖u‖j ≤ Ch‖u‖1−
j
m
0 ‖u‖
j
m
m for m ≥ j ≥ 0
(without loss of generality we assume both ‖u‖0 and ‖u‖m nonzero, otherwise the inequality
is trivial: thus we can use (3.39) also for the “extreme cases” σ = r and σ = s!). Inserting
the latter inequality in (3.66), we easily achieve (3.40).
Proof of (3.41). Using the notation above we write the Leibniz rule as
Dm(ϕψ) =
m∑
j=0
Cj,mD
jϕDm−jψ︸ ︷︷ ︸
Sj
.
For each summand we use (3.39) and Young’s inequality to write
‖Sj‖0 ≤ C‖ϕ‖1−j/m0 ‖ϕ‖j/mm ‖ψ‖j/m0 ‖ψ‖1−j/mm ≤ C‖ϕ‖0‖ψ‖m + C‖ϕ‖m‖ψ‖0 .
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3.7 Global existence and convergence to an isometry
In this section we combine the bounds in Proposition 3.6.1 with a local solvability argument
to show that there is a global solution to Nash’s regularized flow equations.
Proposition 3.7.1. There exist t0 and δ such that, if ‖h‖3 ≤ δ, then there is a solution
t 7→ w(t) of (3.25)–(3.26) on [t0,∞) which satisfies the bounds (3.35)–(3.38) for every t.
Moreover, for t→∞, w(t) converges in C3 to a free embedding u¯ with u¯♯e = w♯0e+ h.
Proof. The whole point lies in the following:
(Loc) assume J = [t0, t1] is some closed interval (possibly trivial, namely, with t1 = t0) over
which we have a solution of (3.25)–(3.26) satisfying the bounds (3.35)–(3.38). Then
the solution can be prolonged on some open interval [t0, t2[⊃ [t0, t1] to a solution
which satisfies the bounds (3.33)–(3.34).
The statement (Loc) and Proposition 3.6.1 easily imply the global existence claimed in the
proposition. Indeed, if we let [t0, T ) be the maximal interval over which there is a solution
satisfying (3.35)–(3.38), the statement (Loc) with t1 = t0 and the a priori estimates in
Proposition 3.6.1 imply that T > t0, since for t1 = t0 we can simply set w(t0) = w,
h˙(t0) = 0 and all the bounds (3.35)–(3.38) would be trivially true. Moreover, if T < ∞,
then the bounds in Proposition 3.6.1 imply that the solution can be smoothly extended to
[t0, T ] and (Loc) contradicts the maximality of T , establishing the global existence. The
convergence to a C3 u¯ follows from the bound (3.38). In turn we have the bound
‖dw(t)⊙ dw˙(t)‖0 + ‖d(St−1w(t))⊙ dw˙(t)‖0 ≤ Ct−4 ,
so that all the integrals used in (3.28)–(3.31) converge in the uniform norm and define
continuous functions. The computations in (3.28)–(3.31) are thus rigorous and yield u¯♯e =
w♯e+ h.
Hence, in what follows we will focus on the proof of (Loc).
First of all, we rewrite (3.25)–(3.26) in terms of a fixed point for an integral operator
on (w, λ) := (w, h˙). We start by writing
w(t) = w0 +
∫ t
t0
L (Sτ−1w(τ))λ(τ) dτ =: w0 +
∫ t
t0
W (w(τ), λ(τ)) dτ . (3.67)
We then rewrite the function E(t) of (3.45) as
E(t) = 2d(St−1w(t)− w(t))⊙ d(L (St−1w(t))λ(t)) =: E (w(t), λ(t)) . (3.68)
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Finally,
λ(t) =
d
dt
{
St−1
[
ψ(t− t0)h +
∫ t
t0
E (w(τ), λ(τ))ψ(t− τ) dτ
]}
= ψ′(t− t0)St−1h− t−2ψ(t− t0)S ′t−1h︸ ︷︷ ︸
=µ(t)
−t−2S ′t−1
∫ t
t0
E (w(τ), λ(τ))ψ(t− τ) dτ
+ St−1
∫ t
t0
E (w(τ), λ(τ))ψ′(t− τ)dτ . (3.69)
Observe now that the operator W is smooth on C4, because of the regularization of St
(cf. the proof of Proposition 3.6.1). The operator E is locally Lipschitz from C4 to C3
(cf. the proof of Proposition 3.6.1) because it loses one derivative, but on the other hand the
operators St and S ′t in front of the integrals in the above expressions regularize again from
C3 to C4. Hence the local existence in (Loc) follows from classical fixed point arguments.
We briefly sketch the details for the reader’s convenience. We consider an interval
J = [t0, t1] as in (Loc) and t2 > t1, whose choice will be specified later. We consider a pair
(w, λ) ∈ C(J, C4) which solves (3.67)–(3.69) and satisfies
‖w(t)− w0‖3 + t−1‖w(t)− w0‖4 ≤ ε , (3.70)
t4‖λ(t)‖0 + ‖λ(t)‖4 ≤ 1 . (3.71)
(and in case t0 = t1 we simply set w(t0) = w0 and λ(t0) = 0). We consider next the space
X of pairs (w, λ) ∈ C([t0, t2], C4) such that
(a) w = w and λ = λ on the interval J ;
(b) the following inequalities hold:
‖w(t)− w0‖3 + t−1‖w(t)− w0‖4 ≤ 2ε , (3.72)
t4‖λ(t)‖0 + ‖λ(t)‖4 ≤ 2 . (3.73)
On X we consider the norm ‖(w, λ)‖4,0 := maxt∈[t0,t2](‖w(t)‖4 + ‖λ(t)‖4). X is clearly a
complete metric space. We then consider the transformation A : X → C([t0, t2], C4) given
by (w, h) 7→ A (w, h) = (w˜, h˜) through the following formulas:
w˜(t) = w0 +
∫ t
t0
W (w(τ), λ(τ)) dτ ,
λ˜(t) = µ(t)− t−2S ′t−1
∫ t
t0
E (w(τ), λ(τ))ψ(t− τ) dτ + St−1
∫ t
t0
E (w(τ), λ(τ))ψ′(t− τ)dτ .
Now, if we assume t2 ≤ t1 + 1, then maxt ‖W (w(t), λ(t)‖4 ≤ C, because of the estimates
(3.72)–(3.73). Hence we can estimate
‖w˜(t)− w(t1)‖0 ≤
∫ t2
t1
‖W (w(τ), λ(τ)‖4 dτ ≤ C(t2 − t1) ∀t ≥ t1 . (3.74)
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Similarly, since supt ‖E (w(t), λ(t))‖3 ≤ C and recalling the estimates of Proposition 3.4.1,
we conclude that
‖λ˜(t)− λ(t1)‖4 ≤ ‖µ(t)− µ(t1)‖4 + C(t2 − t1) ∀t ≥ t1 .
From (3.70)–(3.71) and the smoothness of the map µ, it is easy to see that (3.72)–(3.73) is
valid for the pair (w˜, λ˜) provided t2 − t1 is smaller than a certain threshold. In particular,
for t2 − t1 small enough the operator A maps X into itself.
It remains to show the contraction property. Consider two pairs (w1, λ1), (w2, λ2) ∈ X
and (w˜i, λ˜i) = A (wi, λi). Then, using the properties of the operators St−1 and S ′t−1 we
easily conclude
‖w˜1(t)− w˜2(t)‖4,0 ≤
∫ t2
t1
‖W (w1(τ), λ1(τ))−W (w2(τ), λ2(τ))‖4 dτ , (3.75)
‖λ˜1(t)− λ˜2(t)‖4,0 ≤ C
∫ t2
t1
‖E (w1(τ), λ1(τ))− E (w2(τ), λ2(τ))‖3 dτ . (3.76)
In turn, recalling the Lipschitz regularity of the operators W and E , we easily achieve
‖A (w1, λ1)−A (w2, λ2)‖4,0 = ‖(w˜1, λ˜1)− (w˜2, λ˜2‖4,0
≤ C(t2 − t1)‖(w1, λ1)− (w2, λ2)‖4,0 .
Again, it suffices to choose t2 − t1 smaller than a certain threshold to conclude that A :
X → X is a contraction.
3.8 Higher regularity of the map u¯
Finally, in this section we complete the proof of Theorem 3.2.3 by showing the following
result.
Proposition 3.8.1. The map u¯ of Proposition 3.7.1 belongs to Ck if h ∈ Ck for k ≥ 4.
Proof. The proof will be by induction on k. Assume that, under the assumption h ∈ Ck,
we have shown that
‖w(t)‖k + t−1‖w(t)‖k+1 ≤ C , (3.77)
tk+1‖h˙(t)‖0 + ‖h˙(t)‖k+1 ≤ C , (3.78)
for some constant C independent of t. We will then show that, under the assumption that
h ∈ Ck+1, the same set of estimates hold with k + 1 in place of k, namely
‖w(t)‖k+1 + t−1‖w(t)‖k+2 ≤ C ′ , (3.79)
tk+2‖h˙(t)‖0 + ‖h˙(t)‖k+1 ≤ C ′ , (3.80)
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with a constant C ′ which might be worse than C, but depends only on k and t0 (the latter
is, however, fixed in the statement of the proposition). Indeed the estimate for ‖w(t)‖k+1
will come from the following stronger claim: there is a function δ(s) which converges to 0
as s→∞ and such that
‖w(t)− w(s)‖k+1 ≤ δ(s) for all t ≥ s ≥ t0. (3.81)
The claim obviously would complete the proof of the proposition, because it clearly shows
that w(t) converges in Ck+1 as t ↑ ∞. Hence, in the rest of the proof we will focus on
showing (3.79), (3.80), and (3.81).
We start by estimating w˙(t) using (3.25) and recalling the same arguments of the proof
of Proposition 3.6.1: from (3.77), (3.78), and Proposition 3.4.1 we conclude the bounds
which are the analog of (3.43) and (3.44), namely
tk+1‖w˙(t)‖0 + ‖w˙(t)‖k+1 ≤ C . (3.82)
We next estimate the function E(t) of (3.45), again using the arguments of Proposi-
tion 3.4.1. First, by Proposition 3.4.1(c) and (3.77) we get
tk‖St−1w(t)− w(t)‖1 + ‖St−1w(t)− w(t)‖k+1 ≤ Ct . (3.83)
Then, using (3.41) we conclude the bounds which are the analog of (3.48), namely
tk‖E(t)‖0 + ‖E(t)‖k ≤ Ct−2 . (3.84)
We next recall the computation for h˙(t):
h˙(t) = − ψ(t− t0)
t2
S ′t−1h + ψ′(t− t0)St−1h︸ ︷︷ ︸
=:A(t)
− 1
t2
S ′t−1
=:L(t)︷ ︸︸ ︷∫ t
t0
E(τ)ψ(t− τ) dτ︸ ︷︷ ︸
=:B(t)
+ St
∫ t
max{t0,t−1}
E(τ)ψ′(t− τ) dτ︸ ︷︷ ︸
=:C(t)
. (3.85)
Now, using that h ∈ Ck+1, Proposition 3.4.1(c), and the fact that ψ′(t − t0) vanishes for
t− t0 > 1, we easily conclude that
tk+2‖A(t)‖0 + ‖A(t)‖k+2 ≤ C , (3.86)
where the constant C depends on k and t0 (which are both fixed). As for C(t), we can use
(3.84) and Proposition 3.4.1(b) to conclude
tk+2‖C(t)‖0 + ‖C(t)‖k+2 ≤ C . (3.87)
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The estimate on B(t) turns out to be more delicate. First notice that, by (3.84), we
certainly conclude that ‖L(t)‖k ≤ C. Using now Proposition 3.4.1(c) we get however the
weaker estimate
‖B(t)‖k+2 ≤ Ct . (3.88)
We can now go back in the argument for (3.82) and recover ‖w˙(t)‖k+2 ≤ Ct2. In turn, plug-
ging this information in the derivation of (3.84) we get ‖E(t)‖k+1 ≤ Ct−1. The latter bound
can be used to estimate ‖L(t)‖k+1 ≤ C log t which in turn, using Proposition 3.4.1(c), im-
proves (3.88) to
‖B(t)‖k+2 ≤ C log t . (3.89)
We can now iterate the whole process to reach, respectively,
‖h˙(t)‖k+2 ≤ C log t ,
‖w˙(t)‖k+2 ≤ C log t ,
‖w(t)‖k+2 ≤ Ct log t ,
‖E(t)‖k+1 ≤ Ct−2 log t .
Since however t−2 log t is integrable on [t0,∞), we achieve the desired bound ‖B(t)‖k+2 ≤ C
and indeed, using again Proposition 3.4.1(c),
tk+2‖B(t)‖0 + ‖B(t)‖k+2 ≤ C . (3.90)
Clearly (3.86), (3.90) and (3.87) yield (3.80). As already argued several times, we directly
conclude ‖w˙(t)‖k+2 ≤ C and ‖w(t)‖k+2 ≤ Ct, namely (3.79). Besides, following the same
reasoning as above we also conclude the following useful bound:
tk+1‖E(t)‖0 + ‖E(t)‖k+1 ≤ Ct−2 . (3.91)
Thus the only bound which remains to show is (3.81): the argument, however, follows
almost verbatim the one for (3.38). We briefly sketch the details. First, we recall the
computation in (3.55). Then, using the bound (3.80) we derive the analog of (3.56),
namely
‖h(t)− h(s)‖0 ≤ Cs−k−1 for all t ≥ s ≥ t0. (3.92)
Similarly, using (3.57) and (3.91) we derive
‖h(t)− h(s)‖k+1
≤ Cs−1 + ‖St−1h− Ss−1h‖k+1 + ‖St−1L(∞)− St−1L(∞)‖k+1 ∀t ≥ s ≥ t0 . (3.93)
Plugging these inequalities in (3.55) and using (3.42), we derive the existence of a function
δ¯(s) which converges to 0 as s→∞ and such that
‖w(t)− w(s)‖k+1 ≤ δ¯(s) + C
∫ t
s
(‖D(τ)‖k+1τ−k−1 + ‖D(τ)‖0) dτ . (3.94)
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This replaces the analogous estimate (3.61), where D(t) is the quantity defined in (3.55).
The estimate ‖D(τ)‖0 ≤ τ−2 of (3.64) is certainly valid here as well. In order to estimate
‖D(t)‖k+1 we first recall the computations in (3.62) and the quantities D′(t) and D′′(t)
introduced there. Using the better bounds ‖w(t)‖k+2 ≤ Ct and (3.79), the estimate in
(3.65) can in fact be improved to
‖D(t)‖k+1 ≤ Ct . (3.95)
Inserting the inequalities just found for ‖D(τ)‖0 and ‖D(τ)‖k+1 in (3.94), we immediately
conclude (3.81), which completes our proof.
3.9 The nonclosed case
The proof of Corollary 3.1.2 uses a construction very similar to that employed Corol-
lary 2.1.5 to show the existence of a short embedding of a noncompact manifold.
Proof of Corollary 3.1.2. Consider an open covering {Uℓ}ℓ as in Lemma 2.2.1 and let Ci be
the corresponding classes. As in the proof of Corollary 2.1.5, fix a family {ϕℓ}ℓ of smooth
functions with the properties that ϕℓ ∈ C∞c (Uℓ) and for every p ∈ Σ there is at least one ϕℓ
which equals 1 on a neighborhood of p. Moreover, having ordered {Uℓ}ℓ we fix a (strictly)
decreasing number of parameters εℓ, converging to 0.
Next consider the map v0 : Σ → R2(n+1) defined in the following way: for each i ∈
{1, . . . , n+ 1} and every p ∈ Σ, set
v02(i−1)+1(p) = ε
2
ℓϕℓ(p) and v
0
2i(p) = εℓϕℓ(p)
if p is contained in some Uℓ ∈ Ci, otherwise we set them equal to 0. As already shown in the
proof of Corollary 2.1.5, the latter map is well-defined, and we let h := (v0)♯e. Provided
we choose the εℓ sufficiently small, we have g − h > 0.
For each Uℓ fix a smooth map Φℓ which maps Uℓ diffeomorphically on the standard
sphere Sn \ {N}, where N denotes the north pole. We extend it to a smooth map on the
whole manifold Σ by defining Φℓ ≡ N on Σ \ Uℓ. If σ denotes the standard metric on Sn,
we then select a sequence ηℓ of sufficiently small positive numbers such that the tensor
g˜ := g − h−
∑
ℓ
ηℓΦ
♯
ℓσ
is still positive definite. For each Uℓ consider the tensor gℓ := ϕ
2
ℓ (
∑
ℓ ϕ
2
ℓ)
−1
g˜, so that∑
ℓ
gℓ = g˜ .
Observe that, since Φℓ is a diffeomorphism on the support of gℓ, which in turn is contained
in Uℓ, the (0, 2) tensor g¯ℓ := (Φ
−1
ℓ )
♯gℓ is well-defined on Sn \ {N} and can be extended
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smoothly to Sn by setting it equal to 0. Thus there is an isometric embedding wℓ of Sn
into RN0 such that (wℓ)♯e = g¯ℓ + ηℓσ. By applying a translation we can assume that wℓ
maps the north pole N in 0. Thus, uℓ := wℓ ◦ Φℓ is a smooth map on Σ which vanishes
identically outside Uℓ and such that
(uℓ)♯e = gℓ + ηℓΦ
♯
ℓσ .
Now, for each i ∈ {1, . . . , n+1} we define the map vi : Σ→ RN0 setting vi(p) = ϕℓ(p)uℓ(p)
if p belongs to some Uℓ ∈ Ci and 0 otherwise. Finally, let u = v0 × v1 × . . .× vn+1. Then
it is obvious from the construction and from Remark 3.3.1 that u is an isometry:
u♯e = (v0)♯e+
∑
ℓ
gℓ +
∑
ℓ
ηℓΦ
♯
ℓσ = h+ g˜ +
∑
ℓ
ηℓΦ
♯
ℓσ = g .
It follows therefore that u is necessarily an immersion. The argument of Corollary 2.1.5
finally shows that u is injective and completes the proof. Observe that, if we set instead
g˜ := g −
∑
ℓ
ηℓΦ
♯
ℓσ ,
and define analogously the maps wℓ, uℓ and vi with i ∈ {1, . . . , n + 1}, the resulting map
u¯ = v1×. . .×vn+1 is an isometric immersion of Σ: the only property which is lost compared
to u is indeed the injectivity.
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Chapter 4
Continuity of solutions of parabolic
equations
4.1 Introduction
In 1958 Nash published his fourth masterpiece [75], a cornerstone in the theory of partial
differential equations. His main theorem regarded bounded solutions of linear second-
order parabolic equations with uniformly elliptic nonconstant coefficients. More precisely,
equations of the form
∂tu = divx(A(x, t)∇u) , (4.1)
where:
(a) the unknown u is a function of time t and space x ∈ Rn;
(b) ∂tu denotes the time partial derivative
∂u
∂t
;
(c) ∇u denotes the spatial gradient, namely the vector
∇u(x, t) = (∂1u(x, t), . . . , ∂nu(x, t)) =
(
∂u
∂x1
(x, t), . . . ,
∂u
∂xn
(x, t)
)
,
(d) and divxV denotes the (spatial) divergence of the vector field V , namely
divxV (x, t) = ∂1V1(x, t) + . . .+ ∂nVn(x, t) .
Following the Einstein’s summation convention on repeated indices, we will often write
divx(A∇u) = ∂i(Aij∂ju) .
Assumption 4.1.1. In this chapter the coefficients Aij will always satisfy the following
requirements:
(S) Symmetry, namely Aij = Aji;
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(M) Measurability, namely each (x, t) 7→ Aij(x, t) is a (Lebesgue) measurable function;
(E) Uniform ellipticity, namely there is a λ ≥ 1 such that
λ−1|v|2 ≤ Aij(x, t)vivj ≤ λ|v|2 ∀(x, t) ∈ Rn × R and ∀v ∈ Rn. (4.2)
Clearly, since the coefficients Aij are not assumed to be differentiable, we have to specify
a suitable notion of solution for (4.1).
Definition 4.1.2. In what follows, the term solution of (4.1) in an open domain Ω ⊂ Rn×R
will denote a locally summable function u with locally square summable distributional
derivatives ∂ju satisfying the identity∫
u(x, t)∂tϕ(x, t) dx dt =
∫
∂iϕ(x, t)Aij(x, t)∂ju(x, t) dx dt ∀ϕ ∈ C∞c (Ω) . (4.3)
The following is then Nash’s celebrated Ho¨lder continuity theorem. As usual we denote
by ‖f‖∞ the (essential) supremum of the measurable function f and, in case f coincides
with a continuous function a.e., we state pointwise inequalities omitting the “almost ev-
erywhere” specification.
Theorem 4.1.3 (Nash’s parabolic regularity theorem). There are positive constants C
and α depending only upon λ and n with the following property. If the matrix A satisfies
Assumption 4.1.1 and u is a bounded distributional solution of (4.1) in Rn × (0,∞), then
the following estimate holds for all t2 ≥ t1 > 0 and all x1, x2 ∈ Rn:
|u(x1, t1)− u(x2, t2)| ≤ C‖u‖∞
[
|x1 − x2|α
t
α/2
1
+
(
t2 − t1
t1
) α
2(1+α)
]
. (4.4)
From the above theorem, Nash derived a fundamental corollary in the case of second-
order elliptic equations
divx(A∇v) = 0 , (4.5)
where the measurable coefficients Aij do not depend on t.
Definition 4.1.4. If Ω is an open domain of Rn, the term distributional solution v of (4.5)
in Ω will denote a locally summable function v with locally square summable distributional
derivatives ∂ju satisfying the identity∫
∂iv(x)Aij(x)∂jϕ(x) dx = 0 ∀ϕ ∈ C∞c (Ω) .
The following theorem is nowadays called De Giorgi–Nash theorem, since indeed De
Giorgi proved it1 independently of Nash in [22] (see [24] for the English translation).
1In fact, De Giorgi’s statement is stronger, since in his theorem ‖v‖∞ in (4.6) is replaced by the L2
norm of v (note that the power of r should be suitably adjusted: the reader can easily guess the correct
exponent using the invariance of the statement under the transformation ur(x) = u(rx)).
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Theorem 4.1.5 (De Giorgi–Nash). There are positive constants C and β depending only
upon λ and n with the following property. If the matrix A satisfies Assumption 4.1.1 and
v is a bounded distributional solution of (4.5) in B3r(z) ⊂ Ω, then the following estimate
holds for every x, y ∈ Br(z):
|v(x)− v(y)| ≤ C‖v‖∞r−β|x− y|β . (4.6)
Theorem 4.1.5 was sufficient to give a positive answer to Hilbert’s XIXth problem,
namely the regularity of scalar minimizers of uniformly convex Lagrangians in any dimen-
sion, cf. [22, Teorema III]. The case n = 2 had been previously settled by Morrey in [65]
and it was also known that the Ho¨lder continuity of the first derivative of the minimizer
would suffice to conclude its full regularity, see [49, 66]. The De Giorgi-Nash theorem
closed the gap.2
The De Giorgi–Nash Ho¨lder continuity theorem is false for elliptic systems, as it was
noticed by De Giorgi in [23]. In fact, for vectorial problems in the calculus of variations
Necˇas proved later the existence of nondifferentiable minimizers of smooth uniformly convex
functionals when both the domain and the target have sufficiently large dimension. The
methods of Necˇas were refined further in [43] and [94], and recently the paper [64] used
a different construction to show the existence of a nondifferentiable minimizer when the
target is 2-dimensional and the domain 3-dimensional. Since Morrey’s work shows the
regularity for planar minimizers even in the vectorial case, the latter example is in the
lowest possible dimensions. Finally, in [95] it was shown that if the domain is 5-dimensional,
vectorial minimizers might even be unbounded!
Various authors rewrote, simplified and pushed further the De Giorgi–Nash theory.
The two most important contributors are probably Moser [68] and Aronson [5]. Moser
introduced the versatile Moser iteration, based on the study of the time-evolution of suc-
cessive powers of the solution, which simplifies the proof (and avoids the explicit use of the
entropy functional Q, see Definition 4.2.3). Moser further proved what is usually called
Harnack inequality (although a more appropriate name in this case would probably be
“Moser–Harnack”). For positive solutions v of (4.5), the inequality is the estimate
sup
Br(x)
v ≤ C inf
B2r(x)
v,
where the constant C only depends on r, the dimension n and the ellipticity constant λ.
Aronson established a Gaussian type bound on the associated fundamental solution
S(x, t, x¯, t¯) (cf. Theorem 4.2.2), more precisely he bounded the latter from above and from
below with functions of the form
K
(t− t¯)n/2 e
−B|x−x¯|2/(t−t¯)
2Indeed, it was known that the first partial derivatives of the minimizer satisfy a uniformly elliptic
partial differential equation with measurable coefficients. De Giorgi’s stronger version of Theorem 4.1.5
would then directly imply the desired Ho¨lder estimate. Nash’s version was also sufficient, because a
theorem of Stampacchia guaranteed the local boundedness of the first partial derivatives, cf. [92].
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(Nash established the (weaker) upper bound with K(t− t¯)−n/2, cf. Proposition 4.2.4).
These three results, namely the Ho¨lder continuity, the Moser–Harnack inequality, and
the Gaussian type bounds, are all connected and in some sense equivalent. Fine expositions
of this, as well as clever rewritings/simplifications/improvements of the proofs, can be found
in Bass [7, Ch. 7], [8] and Fabes and Stroock [32].
Most of the chapter will be dedicated to Nash’s proof of Theorem 4.1.3, whereas The-
orem 4.1.5 will be derived from Theorem 4.1.3 in the last section.
4.2 Preliminaries and main statements
Nash’s approach to Theorem 4.1.3 follows initially the well-known path of proving “a priori
estimates”. More precisely, standard arguments reduce Theorem 4.1.3 to the following
weaker version. In the rest of our discussion, we will use “smooth” to denote C∞ functions.
All the statements will indeed hold under much less restrictive regularity assumptions,
namely the existence and continuity of a suitable number of derivatives needed to justify
the computations contained in the arguments. On the other hand, since such precise results
are not needed later, in order to keep the presentation less technical we will ignore the issue.
Theorem 4.2.1. (A priori estimate) Theorem 4.1.3 holds under the additional assump-
tions that
(A1) Aij is smooth on Rn × R for all i, j = 1, . . . n;
(A2) Aij = δij outside of a compact set K × [0, T ];
(A3) u is smooth.
Observe a crucial point: it is well known (and it was well known at the time Nash
wrote his note) that the assumptions (A1)–(A3) imply the smoothness of any solution of
(4.1), but the crucial point in Theorem 4.2.1 is that the constants C and α of (4.4) are
independent of A (more precisely, they depend only on the dimension n and the constant
λ in (4.2)). We will focus on Theorem 4.2.1 for most of the subsequent sections and only
at the end, in Section 4.8, we will show how to conclude Theorem 4.1.3 from it.3
Under the assumptions (A1)–(A3) of Theorem 4.2.1 we take advantage of the existence
of fundamental solutions. More precisely, we recall the following theorem (see [35, Ch. 1.6]).
Theorem 4.2.2. Under the assumptions of Theorem 4.2.1 there is a smooth map
(x, t, x¯, t¯) 7→ S(x, t, x¯, t¯)
defined for x, x¯ ∈ Rn and t > t¯ with the following properties:
3Nash does not provide any argument nor reference, he only briefly mentions that Theorem 4.1.3 follows
from Theorem 4.2.1 using a regularization scheme and the maximum principle. Note that a derivation
of the latter under the weak regularity assumptions of Theorem 4.1.3 is, however, not entirely trivial: in
Section 4.8 we give an alternative argument based on a suitable energy estimate.
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(a) The map (x, t) 7→ S(x, t, x¯, t¯) = T (x, t) is a classical solution of (4.1) on Rn×(t¯,∞).
(b) T (·, t) and ∂kt T (·, t) belong to the Schwartz space of rapidly decreasing smooth func-
tions S (Rn) and the corresponding seminorms can be bounded uniformly when t
belongs to a compact subset of (t¯,∞).
(c) T > 0 and
∫
T (x, t) dx = 1 for every t > t¯.
(d) T (·, t) converges, in the sense of measures, to the Dirac mass δx¯ as t ↓ t¯, namely
lim
t↓t¯
∫
T (x, t)ϕ(x) dx = ϕ(x¯)
for any bounded continuous test function ϕ. Moreover, for any ball Br(x¯), the func-
tion T (·, t) converges to 0 on Rn \ Br(x¯) with respect to all the seminorms of the
Schwartz space.
(e) For any u bounded smooth solution of (4.1) on Rn× [t¯, T [ we have the representation
formula
u(x, t) =
∫
S(x, t, y, t¯)u(y, t¯) dy . (4.7)
Vice versa, given a bounded smooth u0(y) =: u(y, t¯) the formula above gives the
unique solution on [t¯,∞[ subject to the corresponding initial condition.
(f) The properties above hold for the map (x¯, t¯) 7→ S(x, t, x¯, t¯) = T¯ (x¯, t¯) on the domain
Rn × (−∞, t), which therefore is a (backward in time) fundamental solution of the
adjoint equation
−∂t¯T¯ = ∂x¯j (Aij∂x¯i T¯ ) . (4.8)
Except for the smoothness, the existence of a map S with all the properties listed above
is given in [35, Ch. 1] (note that point (f) is proved in [35, Th. 15]). The latter reference
shows that S has continuous first-order derivatives (in time and space) and continuous
second-order derivatives in space when the coefficients Aij are C
2 (in fact C1,α, cf. [35,
Th 10]). Decay properties for the function and its first-order space derivatives are then
showed in [35, Th 11]. The higher regularity (and the decay of higher derivatives) when the
coefficients Aij are smooth and constant outside of a compact set, follows easily from the
arguments given in [35], and we have stated it only for completeness: indeed the arguments
of Nash do not really need this additional information.
In the remaining sections we will derive several bounds on the map S which will finally
lead to a proof of Theorem 4.2.1 through the representation formula (4.7). Three very
relevant quantities which we will compute on the fundamental solutions are the energy, the
entropy and the first moment.
Definition 4.2.3. Under the assumptions of Theorem 4.2.1 let T (x, t) := S(x, t, 0, 0),
where S is the map of Theorem 4.2.2. We then introduce
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(i) The energy E(t) :=
∫
T (x, t)2 dx.
(ii) The entropy Q(t) := − ∫ T (x, t) log T (x, t) dx.
(iii) The first moment M(t) :=
∫
T (x, t)|x| dx.
On each of these quantities (which by Theorem 4.2.2 are smooth on (0,∞)) Nash derives
subtle crucial estimates, which we summarize in the following proposition.
Proposition 4.2.4 (Bounds on the energy, the entropy and the moment). Under the as-
sumptions of Theorem 4.2.1 there are positive constants C1, C2, C3 and C4, depending only
upon λ and n, such that the following holds. If T,E,Q and M are as in Definition 4.2.3,
then
E(t) ≤ C1t−n/2 , (4.9)
‖T (·, t)‖∞ ≤ C2t−n/2 , (4.10)
Q(t) ≥ −C3 + n
2
log t , (4.11)
C−14 t
1/2 ≤M(t) ≤ C4t1/2 . (4.12)
The last bound is in fact the cornerstone of Nash’s proof. With it he derives subse-
quently what he calls G bound.
Definition 4.2.5. Let T be as in Definition 4.2.3 and consider the “normalization” U of
the fundamental solution: U(y, t) := tn/2T (t1/2y, t). For any δ ∈]0, 1[ the Gδ-functional is
Gδ(t) =
∫
e−|y|
2
log(U(y, t) + δ) dy . (4.13)
Proposition 4.2.6 (G bound). Under the assumptions of Theorem 4.2.1 there are con-
stants C5 and δ0, depending only upon λ and n, such that the following holds. If Gδ is as
in Definition 4.2.5, then
Gδ(t) ≥ −C5(− log δ)1/2 for all δ < δ0. (4.14)
In turn Proposition 4.2.6 will be used in an essential way to compare fundamental
solutions for different source points. Observe in fact that the integrand defining Gδ is rather
negative at those points ξ which are close to 0 (the “source” of the fundamental solution)
and where at the same time the value of U is low. Our goal, namely bounding Gδ(t)
from below by −C(− log δ)1/2, is thus to gain control on such “bad points”. In particular
Proposition 4.2.6 allows to derive the central “overlap estimate” for fundamental solutions,
namely the following result.
Proposition 4.2.7 (Overlap estimate). Under the assumptions of Theorem 4.2.1 there
are positive constants C and α, depending only upon λ and n, such that, if S is the map
of Theorem 4.2.2, then∫
|S(x, t, x1, t¯)− S(x, t, x2, t¯)| dx ≤ C
( |x1 − x2|
(t− t¯)1/2
)α
for all t > t¯. (4.15)
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The Ho¨lder estimate in space for a bounded solution u is a direct consequence of the
overlap estimate and of (4.7), whereas the estimate in time will follow from additional
considerations taking into account the other bounds derived above.
After collecting some elementary inequalities in the next section, we will proceed, in
the subsequent three sections, to prove the three Propositions 4.2.4, 4.2.6, and 4.2.7. We
will then show in Section 4.7 how Theorem 4.2.1 follows.
4.3 Three elementary inequalities
In deriving the estimates claimed in the previous section we will use three “elementary”
inequalities on functions. All of them have been generalized in various ways in the sub-
sequent literature and hold under less restrictive assumptions than those stated here: the
statements given below are just sufficient for our purposes and I have tried to keep them
as elementary as possible.
The first inequality is nowadays known as “Nash’s inequality”. In [75] Nash credits the
proof to Elias Stein.
Lemma 4.3.1 (Nash’s inequality). There is a constant C, depending only upon n, such
that the following inequality holds for any function v ∈ S (Rn):(∫
Rn
|v(x)|2 dx
)1+2/n
≤ C
(∫
Rn
|∇v(x)|2 dx
)(∫
Rn
|v(x)|
)4/n
. (4.16)
The second is a Poincare´-type inequality in a “Gaussian-weighted” Sobolev space.
Lemma 4.3.2 (Gaussian Poincare´ inequality). The following inequality holds for any
bounded C1 function f on Rn with bounded derivatives and which satisfies the constraint∫
e−|ξ|
2
f(ξ) dξ = 0:
2
∫
Rn
e−|ξ|
2
f 2(ξ) dξ ≤
∫
Rn
e−|ξ|
2|∇f(ξ)|2 dξ . (4.17)
The proof of the final inequality in [75] is credited to Lennart Carleson:
Lemma 4.3.3 (Carleson’s inequality). There is a positive constant c, depending only on
n, such that the following inequality holds for any positive function T ∈ S (Rn) with∫
Rn T (x) dx = 1: ∫
Rn
|x|T (x) dx ≥ c exp
[
−1
n
∫
Rn
T (x) log T (x) dx
]
. (4.18)
Proof of Lemma 4.3.1. Consider the Fourier transform4 vˆ of v:
vˆ(ξ) := (2π)−
n/2
∫
eix·ξ v(x) dx .
4In order to simplify the notation we omit the domain of integration when it is the entire space.
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Recalling the Plancherel identity and other standard properties of the Fourier transform
we achieve ∫
|v(x)|2 dx =
∫
|vˆ(ξ)|2 dξ (4.19)∫
|∇v(x)|2 dx =
∫
|ξ|2|vˆ(ξ)|2 dξ (4.20)
|vˆ(ξ)| ≤ (2π)−n/2
∫
|v(x)| dx ∀ξ ∈ Rn . (4.21)
Using (4.21) we obviously get∫
{|ξ|≤ρ}
|vˆ(ξ)|2 dξ ≤ Cρn
(∫
|v(x)| dx
)2
,
whereas using (4.20) we have∫
{|ξ|≥ρ}
|vˆ(ξ)|2 dξ ≤
∫ |ξ|2
ρ2
|vˆ(ξ)|2 dξ = 1
ρ2
∫
|∇v(x)|2 dx .
Equation (4.19) and the last two inequalities can be combined to reach∫
|v(x)|2 dx ≤ Cρn
(∫
|v(x)| dx
)2
+
1
ρ2
∫
|∇v(x)|2 dx , (4.22)
where the constant C is independent of ρ.
Next, the inequality (4.16) is trivial if v or ∇v vanishes identically. Hence, we can
assume that both integrals in the right-hand side of (4.16) are nonzero. Under this as-
sumption (4.16) follows right away from (4.22) once we set
ρ =


∫
|∇v(x)|2 dx(∫
|v(x)| dx
)2


1
n+2
.
Proof of Lemma 4.3.2. Consider the Hilbert space H of measurable functions f such that∫
e−|ξ|
2
f 2(ξ) dξ <∞, with the scalar product
〈f, g〉 :=
∫
e−|ξ|
2
f(ξ)g(ξ) dξ .
It is well known that a Hilbert basis of H is given by suitable products of the Hermite
polynomials (cf. [4, Sec. 6.1]): if Hi denotes the Hermite polynomial of degree i in one
variable, suitably normalized, we define, for any I = (i1, . . . , in) ∈ Nn
HI(ξ) = Hi1(ξ1)Hi2(ξ2) · . . . ·Hin(ξn) .
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We then have ∫
e−|ξ|
2
f 2(ξ) dξ =
∑
I
α2I , (4.23)∫
e−|ξ|
2
(∂ξjf)
2(ξ) dξ =
∑
I
β2I,j , (4.24)
where
αI =
∫
e−|ξ|
2
f(ξ)HI(ξ) dξ , (4.25)
βI,j =
∫
e−|ξ|
2
∂ξjf(ξ)HI(ξ) dξ . (4.26)
Integrating by parts and using the relation
∂ξj (e
−|ξ|2HI(ξ)) = (2ij)
1/2HI(ξ)
we easily achieve the identity
n∑
j=1
β2I,j = 2|I|α2I .
Therefore we conclude ∫
e−|ξ|
2|∇f(ξ)|2 dξ = 2
∑
I
|I|α2I . (4.27)
Note that |I| ≤ 1 as soon as I 6= (0, 0, . . . 0). Thus, the inequality (4.17) is a trivial
consequence of (4.23) and (4.27) provided α(0,0,...,0) = 0. Since the Hermite polynomial H0
is simply constant, the latter condition is equivalent to
∫
e−|ξ|
2
f(ξ) dξ = 0.
Proof of Lemma 4.3.3. For every fixed λ ∈ R, consider the function ℓ(τ) = τ log τ + λτ on
(0,∞). Observe that the function is convex, it converges to 0 as τ →∞ and converges to
∞ as τ →∞. Its derivative ℓ′(τ) = log τ + (1+ λ) vanishes if and only for τ0 = e−1−λ and
moreover ℓ(τ0) = −e−λ−1 < 0: the latter must thus be the minimum of the function and
therefore
τ log τ + λτ ≥ −e−λ−1 for every positive τ .
In particular, for any choice of the real numbers a > 0 and b ∈ R we have∫
(T (x) log T (x) + (a|x| + b)T (x)) dx ≥ −e−b−1
∫
e−a|x| dx . (4.28)
In analogy with the quantities introduced in Definition 4.2.3, we consider the entropy and
the moment, namely
Q := −
∫
T (x) log T (x) dx , (4.29)
M :=
∫
|x|T (x) dx , (4.30)
(4.31)
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and we let D(n) be the dimensional constant
D(n) :=
∫
e−|x| dx .
Then we can rewrite (4.28) as
−Q + aM + b ≥ −e−b−1a−nD(n) (4.32)
(where we have also used that
∫
T (x) dx = 1). Set a := n
M
> 0 and e−b = e
D(n)
an. Then
(4.32) turns into
−Q+ n− log
(
e
D(n)
( n
M
)n)
≥ −1 .
In turn, the latter is equivalent to
n− n log n+ logD(n) + n logM ≥ Q .
Exponentiating the latter inequality we conclude M ≥ c(n)eQ/n for some positive constant
c(n), which is precisely inequality (4.18).
4.4 Energy, entropy and moment bounds
In this section we prove Proposition 4.2.4.
Proof of the energy estimate (4.9). We differentiate E and compute
E ′(t) = 2
∫
T (x, t)∂tT (t, x) dx = 2
∫
T (x, t)∂j(Aij(x, t)∂iT (x, t)) dx
= −2
∫
∂jT (x, t)Aij(x, t)∂jT (x, t) dx ≤ −2λ−1
∫
|∇T (x, t)|2 dx
(4.16)
≤ −C
(∫
|T (x, t)|2 dx
)1+2/n
= −CE1+2/n ,
where C is a positive constant depending only upon λ and n. Note moreover that in the
last line we have used
∫
T (x, t) dx = 1. Since E(t) is positive for every t > 0 we conclude
that d
dt
E(t)−2/n ≥ C > 0. By Theorem 4.2.2(d), limt↓0 E(t)−1 = 0 and thus we can integrate
the differential inequality to conclude that
E(s)−
2/n =
∫ s
0
d
dt
E(t)−
2/n dt ≥ Cs ,
which in turn implies E(s) ≤ C1s−n/2, where C1 depends only upon λ and n.
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Proof of the uniform bound (4.10). By translation invariance, from the energy estimate we
conclude ∫
|S(x, t, x¯, t¯)|2 dx ≤ C(t− t¯)−n/2 .
By Theorem 4.2.2(f) the above argument applies to the adjoint equation to derive also the
bound ∫
|S(x, t, x¯, t¯)|2 dx¯ ≤ C(t− t¯)−n/2 .
On the other hand, using Theorem 4.2.2(e), we have
T (x, t) =
∫
S(x, t, x¯, t
2
)T (x¯, t
2
) dx¯ .
Using the Cauchy–Schwarz inequality, we then conclude
|T (x, t)|2 ≤ E( t
2
)
∫ |S(x, t, x¯, t
2
)|2 dx¯ ≤ Ct−n . (4.33)
Proof of the entropy bound (4.11). The L∞ bound and the monotonicity of the logarithm
gives easily
Q(t) ≥ − log ‖T (·, t)‖∞
∫
T (x, t) dx = − log ‖T (·, t)‖∞ ≥ −C + n
2
log t .
Proof of the moment bound (4.12). The first ingredient is Lemma 4.3.3, which givesM(t) ≥
CeQ(t)/n. Next, differentiating the entropy we get
Q′(t) = −
∫
(1 + log T (x, t))∂tT (x, t) dx = −
∫
(1 + log T (x, t))∂j(Aij(x, t)∂iT (x, t)) dx
=
∫
∂j log T (x, t)Aij(x, t)∂iT (x, t) dx
=
∫
(∂j log T (x, t)Aij(x, t)∂i log T (x, t)) T (x, t) dx
≥ λ−1
∫
|A(x, t)∇ log T (x, t)|2T (x, t) dx .
Recall that
∫
T (x, t) dx = 1 to estimate further
Q′(t) ≥ λ−1
(∫
|A(x, t)∇ log T (x, t)|T (x, t) dx
)2
= λ−1
(∫
|A(x, t)∇T (x, t)| dx
)2
.
Whereas, differentiating the momentum:
M ′(t) =
∫
|x|∂j(Aij(x, t)∂iT (x, t)) dx = −
∫
xj
|x|Aij(x, t)∂iT (x, t) dx .
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We thus conclude |M ′(t)|2 ≤ λQ′(t).
Let us summarize the inequalities relevant for the rest of the argument, namely the
entropy bound (4.11), Carleson’s inequality, and the one just derived:
Q(t) ≥ −C3 + n
2
log t , (4.34)
M(t) ≥ CeQ(t)/n , (4.35)
Q′(t)
1/2 ≥ λ−1/2|M ′(t)| . (4.36)
Recall moreover that, from Theorem 4.2.2(d), limt↓0M(t) = 0. We thus set M(0) = 0: this
information and the three inequalities above will allow us to achieve the desired bound.
Define nR(t) = Q(t) + C3 − n2 log t. Observe that Q′(t) = nR′(t) + n2t . Hence we can
use (4.35) and integrate (4.36) to achieve
c1t
1/2eR(t) ≤M(t) ≤ c2
∫ t
0
(
1
2s
+R′(s)
)1/2
ds︸ ︷︷ ︸
=:I(t)
. (4.37)
Using the concavity of ξ 7→ (1 + ξ)1/2 on [−1,∞), we conclude that (1 + ξ)1/2 ≤ 1 + ξ
2
and
thus (
1
2s
+R′(s)
)1/2 ≤ ( 1
2s
)1/2(
1 +
1
2
R′(s)2s
)
= (2s)−
1/2 +
(
s
2
)1/2
R′(s) .
Hence
I(t) ≤
∫ t
0
(2s)−
1/2 ds+
∫ t
0
(
s
2
)1/2
R′(s) ds = (2t)
1/2 +
(
t
2
)1/2
R(t)−
∫ t
0
(8s)−
1/2R(s) ds
≤ (2t)1/2 + ( t
2
)1/2
R(t) .
Inserting the latter inequality in (4.37) and dividing by t1/2 we conclude that
eR(t) ≤ c3M(t)
t1/2
≤ c4
(
1 +
R(t)
2
)
, (4.38)
where c3 and c4 are positive constants (depending only upon n and λ). Now, the map
ρ 7→ eρ − c4
(
1 +
ρ
2
)
converges to∞ for ρ ↑ ∞ and thus (4.38) implies that R(t) is bounded by a constant which
depends only upon λ and n. In turn, again from (4.38), we conclude (4.12).
4.5 G bound
In this section we prove Proposition 4.2.6. We will use in an essential way the bounds of
Proposition 4.2.4, especially the moment bound.
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We begin by noting the obvious effect of the normalization U(ξ, t) = tn/2T (t1/2ξ, t). All
the estimates of Proposition 4.2.4 turn into corresponding “time-independent” bounds,
which we collect here: ∫
U(ξ, t) dξ = 1 , (4.39)∫
|U(ξ, t)|2 dξ ≤ C , (4.40)
‖U(·, t)‖∞ ≤ C , (4.41)
C−1 ≤
∫
|ξ||U(ξ, t)| dξ ≤ C , (4.42)
for some constant C depending only on λ and n.
Moreover, the parabolic equation for T transforms into the equation
2t∂tU(ξ, t) = nU(ξ, t) + ξi∂iU(ξ, t) + 2∂j(Aij(t
1/2ξ, t)∂iU(ξ, t)) , (4.43)
and observe that the “rescaled” coefficients A¯ij(ξ, t) := Aij(t
1/2ξ, t) satisfy the same ellip-
ticity condition as Aij, namely λ
−1|v|2 ≤ A¯ijvivj ≤ λ|v|2.
Differentiating (4.13) we achieve
2tG′δ(t) =
∫
e−|ξ|
2 2t∂tU(ξ, t)
U(ξ, t) + δ
dξ
(4.43)
= n
∫
e−|ξ|
2 U(ξ, t)
U(ξ, t) + δ
dξ︸ ︷︷ ︸
=:H1(t)≥0
+
∫
e−|ξ|
2 ξ · ∇U(ξ, t)
U(ξ, t) + δ
dξ︸ ︷︷ ︸
=:H2(t)
+ 2
∫
e−|ξ|
2 ∂j(A¯ij(ξ, t)∂iU(ξ, t))
U(ξ, t) + δ
dξ︸ ︷︷ ︸
=:H3(t)
. (4.44)
As for H2, integrating by parts we get
H2(t) =
∫
e−|ξ|
2
ξ · ∇(log(U(ξ, t) + δ) dξ = −
∫
e−|ξ|
2
(n− 2|ξ|2) log(U(ξ, t) + δ) dξ
=− nGδ(t) + 2
∫
e−|ξ|
2|ξ|2 (log δ + log (1 + δ−1U(ξ, t))) dξ
≥− nGδ(t) + 2 log δ
∫
|ξ|2e−|ξ|2 dξ ≥ −nGδ(t) + C log δ . (4.45)
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Finally, integrating by parts H3:
H3(t) = −2
∫
∂j
(
e−|ξ|
2
(U(ξ, t) + δ)−1
)
A¯ij(ξ, t)∂iU(ξ, t) dξ
= 4
∫
e−|ξ|
2
ξjA¯ij(ξ, t)
∂iU(ξ, t)
U(ξ, t) + δ
dξ + 2
∫
e−|ξ|
2 ∂jU(ξ, t)A¯ij(ξ, t)∂iU(ξ, t)
(U(ξ, t) + δ)2
dξ
= 4
∫
e−|ξ|
2
ξjA¯ij(ξ, t)∂i log(U(ξ, t) + δ) dξ︸ ︷︷ ︸
:=H4(t)
+ 2
∫
e−|ξ|
2
∂j log(U(ξ, t) + δ)A¯ij(ξ, t)∂i log(U(ξ, t) + δ) dξ︸ ︷︷ ︸
=:H5(t)
. (4.46)
Note first that, by the ellipticity condition, the integrand of H5(t) is indeed nonnegative.
Next, for each (ξ, t) consider the quadratic form A(v, w) = A¯ij(ξ, t)viwj. The ellipticity
condition guarantees that this is a scalar product. Hence, we have the corresponding
Cauchy–Schwarz inequality |A(v, w)|2 ≤ A(v, v)A(w,w). Using this observation, H4(t)
can be bounded by
|H4(t)| ≤ 4
∫
e−|ξ|
2 (
ξiA¯ij(ξ, t)ξj
)1/2 (
∂h log(U(ξ, t) + δ)A¯hk(ξ, t)∂k log(U(ξ, t) + δ)
)1/2
dξ
≤ 4
(∫
e−|ξ|
2
ξjA¯ij(ξ, t)ξj dξ
)1/2
H5(t)
1/2
≤ CH5(t)1/2 . (4.47)
Inserting (4.47), (4.46) and (4.45) in (4.44) we conclude the intermediate inequality
2tG′δ(t) ≥ C log δ − nGδ(t)− CH5(t)1/2 +H5(t) . (4.48)
The moment bound (4.42) will be used in a crucial way to prove the following
Lemma 4.5.1. There are positive constants G¯ and c¯, both depending only upon λ and n,
such that, if δ ≤ 1 and Gδ(t) ≤ −G¯, then H5(t) ≥ c¯(1−Gδ(t))2.
We postpone the proof of the lemma after showing how Proposition 4.2.6 follows easily
from it and from the inequality (4.48). First of all observe that, under the assumption that
Gδ(t) ≥ −G˜ ≥ G¯, if the constant G˜ is chosen sufficiently large, then H5(t) − CH5(t)1/2 ≥
c¯2Gδ(t)
2. Hence, we conclude the existence of positive constants G˜, c˜, C (depending only
upon λ and n) such that
2tG′δ(t) ≥ c˜Gδ(t)2 + C log δ if Gδ(t) ≤ −G˜ and δ ≤ 1. (4.49)
Set therefore C5 :=
(
C+1
c˜
)1/2
and let δ0 ≤ 1 be such that
C5(− log δ0)1/2 ≥ G˜ .
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We now want to show that with these choices the estimate of Proposition 4.2.6 holds. In
fact, assume that δ ≤ δ0 and that at some point τ > 0 we have
Gδ(τ) < −C5(− log δ)1/2 .
By our choice of δ0 this would imply Gδ(τ) < −G˜, which in turn implies, by (4.49),
2τG′δ(τ) ≥ − log δ . (4.50)
In particular, there is an ε > 0 such that Gδ is increasing on the interval (τ − ε, τ). We
then conclude that Gδ(τ − ε) < −C5(− log δ)1/2 and we can proceed further: it can only be
that Gδ < −C5(− log δ)1/2 on the whole interval (0, τ). But then (4.50) would be valid on
(0, τ) and we would conclude that
lim
τ↓0
Gδ(τ) = −∞ ,
contradicting the trivial bound Gδ > log δ.
In order to complete the proof of Proposition 4.2.6 it remains to show that Lemma 4.5.1
holds.
Proof of Lemma 4.5.1. Observe that, by the ellipticity condition,
H5(t) ≥ 2λ−1
∫
e−|ξ|
2|∇ log(U(ξ, t) + δ)|2 dξ . (4.51)
We now wish to apply Lemma 4.3.2. We set for this reason
f(ξ) := log(U(ξ, t) + δ)− π−n/2
∫
e−|ξ|
2
log(U(ξ, t) + δ) dξ = log(U(ξ, t) + δ)− π−n/2Gδ(t) .
This choice achieves ∇f = ∇ log(U + δ) and ∫ e−|ξ|2f(ξ) dξ = 0. We can thus apply
Lemma 4.3.2 which, combined with (4.51), gives
H5(t) ≥ 4λ−1
∫
e−|ξ|
2 (
log(U(ξ, t) + δ)− π−n/2Gδ(t)
)2
dξ . (4.52)
Consider now the following function g on the positive real axis:
g(u) := u−1(log(u+ δ)− π−n/2Gδ(t))2 .
Since U is (strictly) positive, we have
π−
n/2Gδ(t) > π
−n/2 log δ
∫
e−|ξ|
2
dξ = log δ . (4.53)
Moreover g is nonnegative and vanishes only at the only positive point u¯ such that
log(u¯+ δ) = π−
n/2Gδ(t) .
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Next, differentiating g we find
g′(u) = −u−2(log(u+ δ)− π−n/2Gδ(t))2 + 2u−1(u+ δ)−1(log(u+ δ)− π−n/2Gδ(t)) .
Hence the derivative g′ vanishes at u¯ and at any other (positive) point um which solves
log(u+ δ)− π−n/2Gδ(t)− 2 u
u+ δ︸ ︷︷ ︸
=:h(u)
= 0 . (4.54)
The function h(u) is negative for u ≤ u¯ and thus any solution of the equation must be
larger than u¯. In fact
h(δ) = log 2 + log δ − π−n/2Gδ(t)− 1
(4.53)
≤ log 2− 1 < 0 .
Since δ ≤ 1, we certainly conclude that any solution um of (4.54) must be larger than δ.
On the other hand, differentiating h we find
h′(u) =
2u
(u+ δ)2
− 1
u+ δ
,
which is strictly positive for u ≥ δ.
We conclude that there is a unique point um > u¯ which satisfies (4.54). On the other
hand
lim
u↑∞
g(u) = 0 . (4.55)
Hence um must be a local maximum for g, and g is strictly decreasing on ]um,∞[.
Observe next that
log um < log(um + δ) ≤ π−n2Gδ(t) + 2 .
We therefore conclude that
um < exp(2 + π
−n
2Gδ(t)) =: U0(t) .
Define
U∗(ξ, t) :=


U(ξ, t) if U(ξ, t) ≥ U0(t),
0 otherwise.
Summarizing we can bound
H5(t) ≥ c
∫
e−|ξ|
2
g(U∗(ξ, t))U∗(ξ, t) dξ . (4.56)
Recalling (4.41), we have ‖U∗(·, t)‖∞ ≤ C. If we set C¯ = max{C, e3}, we have ‖U∗(·, t)‖∞ ≤
C¯ and, at the same time, C¯ ≥ e3 ≥ U0(t) ≥ um, because for Gδ(t) we have the trivial bound
Gδ(t) ≤
∫
log(U(ξ, t) + δ) dξ ≤
∫
U(ξ, t) dξ = 1 . (4.57)
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Using the monotonicity of g on ]um,∞[ we then infer
H5(t) ≥ c
∫
e−|ξ|
2
(log(C¯ + δ)− π−n/2Gδ(t))2U∗(ξ, t) dξ , (4.58)
where c is a small but positive constant (depending only on λ and n) and C¯ is a constant
larger than e3, also depending only on λ and n. In particular, the trivial bound (4.57)
implies
log(C¯ + δ)− π−n/2Gδ(t) = π−n/2
(
π
n/2 log(C¯ + δ)−Gδ(t)
) ≥ π−n/2(1−Gδ(t)) ≥ 0 ,
and we therefore conclude
H5(t) ≥ c0(1−Gδ(t))2
∫
e−|ξ|
2
U∗(ξ, t) dξ
= c0(1−Gδ(t))2
∫
|ξ|≥exp(2+Gδ(t))
e−|ξ|
2
U(ξ, t) dξ︸ ︷︷ ︸
=:I
. (4.59)
Clearly, in order to complete the proof of the lemma we just need to show the existence of
positive constants G¯ and c¯ such that
Gδ(t) ≤ −G¯ =⇒ I ≥ c¯ .
Under the assumption Gδ(t) ≤ −G¯, for any µ > 0 we can write
I ≥ e−µ2
∫
µ≥|ξ|≥exp(2−G¯)
U(ξ, t) dξ = e−µ
2
(
1−
∫
|ξ|≤exp(2−G¯)
U(ξ, t) dξ −
∫
|ξ|≥µ
U(ξ, t) dξ
)
.
Using (4.41) we have ∫
|ξ|≤exp(2−G¯)
U(ξ, t) dξ ≤ C(exp(2− G¯))n
for a constant C depending only on n and λ. In particular, if we choose G¯ large enough
we can assume that the integral above is bounded by 1
4
. Next, using (4.42) we get∫
|ξ|≥µ
U(ξ, t) dξ ≤ 1
µ
∫
U(ξ, t)|ξ| dξ ≤ C
µ
.
Thus, it suffices to fix µ large enough so that the latter integral is also smaller than 1
4
.
With such choice, Gδ(t) ≤ −G¯ implies I ≥ 12e−µ
2
, which thus completes the proof.
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4.6 Overlap estimate
We are now ready to prove Proposition 4.2.7. First of all we notice that, without loss of
generality, we can assume t¯ = 0. We thus consider two fundamental solutions S(x, t, x1, 0)
and S(x, t, x2, 0). Fix for the moment a positive time t and set ξi := xit
−1/2 and
Ui(ξ) := t
n/2S(t
1/2ξ, t, xi, 0) .
By Proposition 4.2.6 we have∫
e−|ξ−ξi|
2
log(Ui(ξ) + δ) dξ ≥ −C5(− log δ)1/2 (4.60)
for all δ ≤ δ0. In particular, in the rest of this paragraph we will certainly assume δ ≤ 1.
We then add the two inequalities above to get∫ [
e−|ξ−ξ1|
2
log(U1(ξ) + δ) + e
−|ξ−ξ2|2 log(U2(ξ) + δ)
]
dξ ≥ −2C5(− log δ)1/2 ∀δ ≤ δ0 .
(4.61)
Let
U+(ξ) := max{U1(ξ), U2(ξ)} ,
U−(ξ) := min{U1(ξ), U2(ξ)} ,
f+(ξ) := max{exp(−|ξ − ξ1|2), exp(−|ξ − ξ2|2)} ,
f−(ξ) := min{exp(−|ξ − ξ1|2), exp(−|ξ − ξ2|2)} .
Recalling the elementary bound ac + bd ≤ max{a, b}max{c, d} + min{a, b}min{c, d} we
then conclude∫
[f+(ξ) log(U+(ξ) + δ) + f−(ξ) log(U−(ξ) + δ)] dξ ≥ −2C5(− log δ)1/2 . (4.62)
Since δ ≤ 1, we have
log(U+(ξ) + δ) ≤ U+(ξ) ≤ U1(ξ) + U2(ξ) ,
and consequently we can bound∫
f+(ξ) log(U+(ξ) + δ) dξ ≤
∫
(U1(ξ) + U2(ξ)) dξ ≤ 2 . (4.63)
Next, we bound
log(U−(ξ) + δ) = log δ + log(1 + δ
−1U−(ξ)) ≤ log δ + δ−1U−(ξ) ,
and thus ∫
f−(ξ) log(U−(ξ) + δ) dξ ≤ log δ
∫
f−(ξ) dξ + δ
−1
∫
U−(ξ) dξ . (4.64)
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Now, observe that
∫
f−(ξ) dξ is simply a function w of |ξ1 − ξ2|, which is positive and
decreasing. Thus, combining (4.62), (4.63), and (4.64) we achieve∫
U−(ξ) dξ ≥ max
δ≤δ0
δ
[−2− w(|ξ1 − ξ2|) log δ − 2C5(− log δ)1/2] =: φ(|ξ1 − ξ2|) . (4.65)
The function φ is nonnegative and decreasing. Considering the rescaling which defined the
Ui’s we then conclude∫
min{S(x, t, x1, 0), S(x, t, x2, 0)} dx =
∫
U−(ξ) dξ ≥ φ
( |x1 − x2|
t1/2
)
, (4.66)
Next, recall the elementary identity
|σ − τ | = σ + τ − 2min{σ, τ} ,
valid for every positive σ and τ . In particular, we can combine it with (4.66) to conclude
1
2
∫
|S(x, t, x1, 0)− S(x, t, x2, 0)| dx = 1−
∫
min{S(x, t, x1, 0), S(x, t, x2, 0)} dx
≤ 1− φ
( |x1 − x2|
t1/2
)
:= ψ
( |x1 − x2|
t1/2
)
, (4.67)
where ψ is a positive increasing function strictly smaller than 1 everywhere. Observe,
moreover, that with the same argument we easily achieve
1
2
∫
|S(x, t, x1, t¯)− S(x, t, x2, t¯)| dx ≤ ψ
( |x1 − x2|
(t− t¯)1/2
)
, (4.68)
whenever t ≥ t¯.
We will pass from (4.67) to (4.15) through an iterative argument. In order to implement
such argument we introduce the functions
Ta(x, t) =max{S(x, t, x1, 0)− S(x, t, x2, 0), 0} , (4.69)
Tb(x, t) =max{S(x, t, x2, 0)− S(x, t, x1, 0), 0} , (4.70)
and
A(t) :=
∫
Ta(x, t) dx =
∫
Tb(x, t) dx =
1
2
∫
|S(x, t, x1, 0)− S(x, t, x2, 0)| dx .
Note, moreover, that although we have defined A only for t > t¯, from the first identity in
the derivation of (4.15) and the properties of the fundamental solution, it is easy to see
that limt↓0A(t) = 1.
83
Furthermore, let T ∗a (x, t, t¯) and T
∗
b (x, t, t¯) be the solutions of (4.1) with respective initial
data Ta(x, t¯) and Tb(x, t¯) at t. Note therefore the identities
T ∗a (x, t, t¯) =
∫
S(x, t, y, t¯)Ta(y, t¯) dy =
∫
S(x, t, y, t¯) Ta(y, t¯)Tb(z, t¯)A(t¯)
−1︸ ︷︷ ︸
=:χ(y,z,t¯)
dy dz , (4.71)
T ∗b (x, t, t¯) =
∫
S(x, t, z, t¯)Tb(z, t¯) dz =
∫
S(x, t, z, t¯)χ(y, z, t¯) dy dz . (4.72)
Moreover, T ∗a (x, t¯, t¯)− T ∗b (x, t¯, t¯) = S(x, t¯, x1, 0)− S(x, t¯, x2, 0) and thus
T ∗a (x, t, t¯)− T ∗b (x, t, t¯) = S(x, t, x1, 0)− S(x, t, x2, 0) for every t ≥ t¯.
We therefore conclude the inequality
|S(x, t, x1, 0)− S(x, t, x2, 0)| ≤
∫
|S(x, t, z, t¯)− S(x, t, y, t¯)|χ(y, z, t¯) dy dz . (4.73)
Note that, in principle, A(t, t¯) is defined for t > t¯. On the other hand, it follows easily
from the first equality in (4.67), that limt↓t¯A(t, t¯) = 1. Integrating (4.73) we then obtain
A(t) ≤
∫
ψ
( |y − z|
(t− t¯)1/2
)
χ(y, z, t¯) dy dz ∀t > t¯ . (4.74)
Observe in particular that
A(t) <
∫
χ(y, z, t¯) dy dz = A(t¯) . ∀t > t¯ , (4.75)
namely A is strictly monotone decreasing.
Let ε := φ(1) = 1− ψ(1) and define σ := 1− ε
4
. For each natural number k ≥ 1 we let
tk be the first time such that A(tk) ≤ σk, if such time exists. Since
A(|x1 − x2|2) ≤ ψ(1) = 1− ε < σ ,
we have the inequality
t1 ≤ |x1 − x2|2 . (4.76)
We wish to derive an iterative estimate upon tk+1 − tk.
In order to do so, we let x0 :=
x1+x2
2
and define the moments
Ma(t) :=
∫
|x− x0|Ta(x, t) dx , (4.77)
Mb(t) :=
∫
|x− x0|Tb(x, t) dx , (4.78)
Mk := max{Mb(tk),Ma(tk)} . (4.79)
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Strictly speaking the moments are not defined for t = 0. However since the functions
converge to 0 as t ↓ 0, we set Ma(0) =Mb(0) = 0. Observe that∫
|y−x0|≥2σ−kMk
Ta(y, tk) dy ≤ σ
k
2Mk
∫
Ta(y, tk)|y − x0| dy ≤ σ
k
2
.
Moreover, an analogous estimate is valid for Tb. Since the total integral of Ta(y, tk) (re-
spectively Tb(z, tk)) is in fact A(tk) = σ
k, we conclude∫
|y−x0|≤2σ−kMk
Ta(y) dy ≥ σ
k
2
, (4.80)∫
|z−x0|≤2σ−kMk
Tb(z) dz ≥ σ
k
2
. (4.81)
Consider the domain Ωk := {(y, z) : |y − x0| ≤ 2σ−kMk, |z − x0| ≤ 2σ−kMk} and its
complement Ωck. Observe that on Ωk we have |y − z| ≤ 4σ−kMk. Thus for t′ > tk we can
use (4.74) to estimate
A(t′) ≤
∫
Ωc
k
χ(y, z, tk) dy dz + ψ
(
4σ−kMk(t
′ − tk)−1/2
) ∫
Ωk
χ(y, z, tk) dy dz
≤
∫
χ(y, z, tk) dy dz −
[
1− ψ (4σ−kMk(t′ − tk)−1/2)] ∫
Ωk
χ(y, z, tk) dy dz
≤ A(tk)−
[
1− ψ (4σ−kMk(t′ − tk)−1/2)]A(tk)−1(σk
2
)2
= σk
[
3
4
+
1
4
ψ
(
4σ−kMk(t
′ − tk)−1/2
)]
. (4.82)
If we set
t′ := tk + 16σ
−2kM2k ,
then
ψ
(
4σ−kMk(t
′ − tk)−1/2
)
= ψ(1) = 1− ε ,
and (4.82) gives
A(t′) ≤ σk
(
1− ε
4
)
= σk+1 .
We thus infer the recursive estimate
tk+1 ≤ tk + 16σ−2kM2k . (4.83)
We wish next to estimate Mk. Observe that
Ta(x, t
′) = max{S(x, t′, x1, 0)− S(x, t′, x2, 0), 0} = max{T ∗a (x, t′, t)− T ∗b (x, t′, t), 0}
≤ T ∗a (x, t′, t) =
∫
S(x, t′, y, t)Ta(y, t) dy .
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Now,
Ma(t
′) =
∫
|x− x0|Ta(x, t′) dx ≤
∫
(|x− y|+ |y − x0|)S(x, t′, y, t)Ta(y, t) dy dx
=
∫
|y − x0|Ta(y, t) dy +
∫
Ta(y, t)
∫
|x− y|S(x, t′, y, t) dx dy .
Using the moment bound we then infer
Ma(t
′) ≤Ma(t) + A(t)C4(t′ − t)1/2 .
This, and the analogous bound on Mb(t
′), leads to the recursive estimate
Mk+1 ≤Mk + σk+1C4(tk+1 − tk)1/2 ≤Mk(1 + 4C4) .
Clearly, since t0 = 0 and M0 = Ma(t0) =Mb(t0) =
|x1−x2|
2
, we have
Mk ≤ |x1 − x2|
2
(1 + C4)
k . (4.84)
Thus the recursive bound (4.83) becomes
tk+1 ≤ tk + 4|x1 − x2|2
[
σ−2(1 + C4)
2︸ ︷︷ ︸
B
]k
. (4.85)
Summing (4.85) and taking into account that t1 ≤ |x1 − x2|2 we clearly reach
tk+1 ≤ 4|x1 − x2|2B
k+1 − 1
B − 1 ≤ 4|x1 − x2|
2Bk+1 , (4.86)
where B is a constant larger than 2 which depends only on λ and n (if B as defined in
(4.85) is smaller than 2, we can just enlarge it by setting it equal to 2).
We next set t0 = 0 (and recall that A(0) := limt↓0A(t) = 1). Hence, for any t ≥ 0 there
is a unique natural number k such that
tk ≤ t < tk+1 .
We then conclude∫
|S(x, t, x1, 0)− S(x, t, x2, 0)| dx = A(t) ≤ A(tk) ≤ σk ∀t ≥ tk . (4.87)
Observe on the other hand that
k + 1 ≥ −(logB)−1 log 4|x1 − x2|
2
t
for all t ≥ tk.
If we set α := −2(logB)−1 log σ, which is a positive number depending therefore only upon
λ and n, we reach the estimate∫
|S(x, t, x1, 0)− S(x, t, x2, 0)| dx ≤ σ−14α/2
( |x1 − x2|
t1/2
)α
. (4.88)
This is exactly the desired estimate, and hence the proof of Proposition 4.2.7 is finally
complete.
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4.7 Proof of the a priori estimate
First of all observe that, by Theorem 4.2.2(f), (4.15) can also be used to prove∫
|S(x1, t, y, t¯)− S(x2, t, y, t¯)| dy ≤ C
( |x1 − x2|
(t− t¯)1/2
)α
for all t > t¯. (4.89)
This easily gives the Ho¨lder continuity of any solution u through Theorem 4.2.2(e):
|u(x1, t)− u(x2, t)| ≤
∫
|S(x1, t, y, 0)− S(x2, t, y, 0)||u(y, 0)| dy
≤ C‖u‖∞
( |x1 − x2|
t1/2
)α
. (4.90)
As for the time continuity, we use
u(x, t)− u(x, s) =
∫
S(x, t, y, s)u(y, s) dy− u(x, s)
∫
S(x, t, y, s) dy
to estimate
|u(x, s)− u(x, t)| ≤
∫
S(x, t, y, s)|u(y, s)− u(x, s)| dy
≤
∫
|y−x|≤ρ
S(x, t, y, s)|u(y, s)− u(x, s)| dy︸ ︷︷ ︸
=I1
+
∫
|y−x|≥ρ
S(x, t, y, s)|u(y, s)− u(x, s)| dy︸ ︷︷ ︸
=I2
, (4.91)
where ρ > 0 will be chosen later. Using (4.90) (and the fact that the integral of the
fundamental solution equals 1), we can estimate
I1 ≤ C‖u‖∞s−α/2ρα . (4.92)
For I2 we use the moment bound (4.12):
I2 ≤ 2ρ−1‖u‖∞
∫
|y − x|S(x, t, y, s) dy ≤ C‖u‖∞ρ−1(t− s)1/2 . (4.93)
We thus get
|u(t, x)− u(s, x)| ≤ C‖u‖∞
(
ραs−
α/2 + (t− s)1/2ρ−1) .
Choosing ρ1+α = sα/2(t− s)1/2 we conclude
|u(t, x)− u(s, x)| ≤ C‖u‖∞
(
t− s
s
) α
2(1+α)
. (4.94)
The combination of (4.90) and (4.94) gives Theorem 4.2.1.
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4.8 Proof of Nash’s parabolic regularity theorem
In order to conclude Theorem 4.1.3 from Theorem 4.2.1, fix measurable coefficients Aij sat-
isfying Assumption 4.1.1 and a bounded distributional solution u on Rn× (0,∞). Without
loss of generality we can assume that the Aij are defined also for negative times, for in-
stance we can set Aij(x,−t) = Aij(x, t) for every x and every t > 0. Next, we observe
that, if ϕ is a smooth compactly supported nonnegative convolution kernel in Rn ×R, the
regularized coefficients Bεij = Aij ∗ϕε satisfy Assumption 4.1.1 with the same constant λ in
(4.2). Consider moreover a cutoff function ψε which is nonnegative, compactly supported
in B2ε−1 × (−2ε, 2ε−1), identically equal to 1 on Bε−1 × (−ε−1, ε−1) and never larger than
1. If we set Aεij = ψ
εBεij + (1−ψε)δij, again the matrix Aε satisfies Assumption 4.1.1 with
the same λ as the matrix A. Note also that
lim
ε→0
‖Aεij − Aij‖L1(BR(0)×(−R,R)) = 0 for every R > 0. (4.95)
We now wish to construct solutions uε to the “regularized” parabolic problem
∂tu
ε = divx(A
ε∇uε) , (4.96)
which converge to our fixed solution u of the limiting equation (4.1). In order to do so,
we fix a smooth mollifier χ and a family of cut-off functions βε in space. Such pair is the
“spatial analog” of the pair (ϕ, ψε) used to regularize A. For every time s we define the
regularized time-slice
u¯ε,s(x) := [u(·, s) ∗ χε](x)βε(x) .
By classical parabolic theory, there is a unique smooth solution uε,s of (4.96) on Rn× [s,∞[
subject to the initial condition uε,s(·, s) = u¯ε,s: in fact this statement follows easily from
Theorem 4.2.2. Moreover, by the classical maximum principle (cf. for instance [35]) we
have
‖uε,s‖∞ ≤ ‖u¯ε,s‖∞ ≤ ‖u‖∞ . (4.97)
The key to pass from Theorem 4.2.1 to Theorem 4.1.3 is then the following lemma.
Lemma 4.8.1. For almost every s > 0, uε,s converges weakly∗ in L∞(Rn × (s,∞)) to u.
We will turn to the lemma in a moment. With its aid Theorem 4.1.3 is a trivial
corollary of Theorem 4.2.1 and of the estimate (4.97). Indeed the solutions uε,s will satisfy
the uniform estimate
|uε,s(x1, t1)− uε,s(x2, t2)| ≤ C‖u‖∞
[
|x1 − x2|α
(t1 − s)α/2 +
(
t2 − t1
t1 − s
) α
2(1+α)
]
, (4.98)
for all t2 ≥ t1 > s > 0 and all x1, x2 ∈ Rn. By the Ascoli–Arzela` Theorem the family
uε,s is precompact in C0, and up to subsequences will then converge uniformly to a Ho¨lder
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function us on any compact set K ⊂ Rn × (s,∞): by Lemma 4.8.1 us will coincide with u
for almost every s and we will thus conclude
|u(x1, t1)− u(x2, t2)| ≤ C‖u‖∞
[
|x1 − x2|α
(t1 − s)α/2 +
(
t2 − t1
t1 − s
) α
2(1+α)
]
. (4.99)
Letting now s go to 0 we achieve Theorem 4.1.3.
Proof of Lemma 4.8.1. Step 1. First we will prove that (4.3) can in fact be upgraded to
the following stronger statement for almost every pair of times t > s:∫
u(x, t)ϕ(x, t) dx =
∫ t
s
∫
u(x, τ)∂tϕ(x, τ) dx dτ −
∫ t
s
∫
∂iϕ(x, τ)Aij(x, τ)∂ju(x, τ) dx dτ
+
∫
u(x, s)ϕ(x, s) dx ∀ϕ ∈ C∞c (Rn × (0,∞)) . (4.100)
The argument is standard, but we will include it for the reader’s convenience. In particular
we will prove that (4.100) holds for every pair s < t satisfying the property
lim
ε→0
1
ε
[∫ s
s−ε
∫
BR
|u(x, τ)− u(x, s)| dx dτ +
∫ t+ε
t
∫
BR
|u(x, t)− u(x, τ)| dx dτ
]
= 0 (4.101)
for all R > 0. By standard measure theory implies, any time that we fix R ∈ N, (4.101)
holds for almost every s < t.
On the other hand, to pass from (4.3) to (4.100) using (4.101) we just argue with the
following classical procedure:
(i) We fix a monotone χ ∈ C∞(R) which is identically 1 on ] −∞, 0] and identically 0
on ]1,∞[.
(ii) We test (4.3) with ϕ(x, τ)χ( τ−t
ε
)χ( s−τ
ε
).
(iii) We let ε go to 0.
Step 2. Next, using (4.97) and the weak∗ compactness of bounded sets in L∞, we
can assume the convergence of uε,s, up to subsequences, to some L∞ function us. We
wish to show that us has first-order distributional derivatives ∂ju
s which are locally square
summable. In order to do so, we borrow some ideas from [6] and consider the function
h(x, t) := −α|x|
2
t
,
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where α > 0 will be chosen in a moment. We use the equation (4.96) to derive the following
equality:∫
eh(x,t)|uε,s(x, t)|2 dx+ 2
∫ t
s
∫
eh(x,τ)∂ju
ε,s(x, τ)Aεij(x, τ)∂iu
ε,s(x, τ) dx dτ
=
∫ t
s
∫
eh(x,τ)
[
∂th(x, τ)|uε,s(x, τ)|2 − 2uε,s(x, τ)∂juε,s(x, τ)Aεij(x, τ)∂ih(x, τ)
]
dx dτ
+
∫
eh(x,s)|uε,s(x, s)|2 dx . (4.102)
Note that, for each fixed ε the solution uε,s is smooth and all derivatives are bounded, by
standard regularity theory for linear parabolic differential equations, see for instance [30,
Sec. 7.2.3]. Thus all the integrals above are finite and the equality above follows from usual
calculus formulae.
Now, observe that the last integral in (4.102) is bounded by C‖u‖2∞ for some constant
C = C(α, s). Using the ellipticity of Aεij we can thus estimate∫
eh(x,t)|uε,s(x, t)|2 dx+ 2λ−1
∫ t
s
∫
eh(x,τ)|∇uε,s(x, τ)|2 dx dτ
≤
∫ t
s
∫
eh(x,τ)
[
∂th(x, τ)|uε,s(x, τ)|2 + 2λ|uε,s(x, τ)||∇uε,s(x, τ)||∇h(x, τ)|
]
dx dτ
+ C‖u‖2∞ .
The weight h has the following fundamental property:
∂th = − 1
4α
|∇h|2 . (4.103)
Thus, it suffices to choose α small, depending only upon λ, to conclude, via Young’s
inequality, ∫
eh(x,t)|uε,s(x, t)|2 dx+ 2λ−1
∫ t
s
∫
eh(x,τ)|∇uε,s(x, τ)| dx dτ
≤ λ
∫ t
s
∫
eh(x,τ)|∇uε,s(x, τ)|2 dx dτ + C‖u‖2∞ .
The latter inequality gives an upper bound on∫ t
s
∫
eh(x,τ)|∇uε,s(x, τ)|2 dx dτ
which depends upon ‖u‖∞ and λ, but not upon ε. We thus infer a uniform bound for
‖∇uε,s‖L2(BR(0)×(s,∞)) for every positive R. In turn such bound implies that the partial
derivatives ∂ju
s are locally square summable and that ∂ju
ε,s converge (locally) weakly in
L2 to ∂ju
s (again up to subsequences, which we do not label for notational convenience).
90
Step 3. Passing to the limit in the weak formulation of (4.96) and using that the
initial data uε,s(·, s) converges (locally in L1) to u(·, s), we then infer the corresponding of
(4.100) for every t > s (in this case we need no restriction upon t because we know that
us converges locally uniformly!), namely, the validity of∫
us(x, t)ϕ(x, t) dx =
∫
us(x, s)ϕ(x, s) dx+
∫ t
s
∫
us(x, τ)∂τϕ(x, τ) dx dτ
−
∫ t
s
∫
∂iϕ(x, τ)Aij(x, τ)∂ju
s(x, τ) dx dτ (4.104)
for every test function ϕ ∈ C∞c (Rn × (0,∞)). If we consider w := u− us we then subtract
(4.104) from (4.100) to conclude the following identity for almost every pair t ≥ s and for
every test ϕ ∈ C∞c (Rn × (0,∞)):∫
w(x, t)ϕ(x, t) dx =
∫ t
s
∫
w(x, τ)∂τϕ(x, τ) dx dτ
−
∫ t
s
∫
∂iϕ(x, τ)Aij(x, τ)∂jw(x, τ) dx dτ . (4.105)
Our goal is to use the latter integral identity, which is a weak form of (4.1) with initial
data w(·, s) = 0, to derive that w = 0 almost everywhere: this would imply that u = us
almost everywhere and thus complete the proof of the lemma.
Step 4. In order to carry on the above program we wish to test (4.105) with ϕ = ehw,
but we must face two difficulties:
(i) w is not smooth enough. Indeed the first-order partial derivatives in space are locally
square summable and pose no big difficulties, but note that in (4.105) there is a term
with a partial derivative in time, which for ehw is not even a summable function.
(ii) ehw is not compactly supported in space (the assumption of being compactly sup-
ported in time can be ignored, since all domains of integration are bounded in time).
In order to remove these two problems we fix a cutoff function χ ∈ C∞c (Rn) and a compactly
supported smooth kernel in space only, namely, a nonnegative γ ∈ C∞c (Rn) with integral
1. We then consider the spatial regularization
w ∗ γε(x, τ) =
∫
w(y, τ)γ
(
x− y
ε
)
dy ,
and define the test function ϕ := χ2ehw ∗ γε. The map x 7→ w ∗ γε(x, t) is smooth for every
fixed t and moreover ‖∇(w ∗ γε)(·, t)‖∞ ≤ C‖w‖∞ε−1. To gain regularity in time we can
use the weak form of the equation to show that, in the sense of distributions,
∂t(w ∗ γε) = (divx(A∇w)) ∗ γε = (Aij∂jw) ∗ ∂iγε . (4.106)
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Since ∂tw is locally square summable, we conclude that ∂t(w ∗ γε) is a locally bounded
measurable function and thus that w ∗ γε is locally Lipschitz in the space-time domain
Rn× (0,∞). Hence the test function ϕ := χ2ehw ∗γε is Lipschitz and compactly supported
and, although the test function in our definition of distributional solution is assumed to
be smooth, it is easy check that, nonetheless, (4.105) holds for our (possibly less regular)
choice. Inserting such ϕ in (4.105), and using (4.106), we then achieve∫
eh(x,t)w(x, t)w ∗ γε(x, t)χ2(x) dx
=
∫ t
s
∫
eh(x,τ)∂th(x, τ)w(x, τ)w ∗ γε(x, τ)χ2(x) dx dτ
+
∫ t
s
∫
eh(x,τ)w(x, τ)[(Aij∂jw) ∗ ∂iγε](x, τ)χ2(x) dx dτ︸ ︷︷ ︸
=:(I)
−
∫ t
s
∫
eh(x,τ)∂iw(x, τ)Aij(x, τ)χ(x)·
· [∂jw ∗ γε(x, τ)χ(x) + w ∗ γε(x, τ)(∂jh(x, τ)χ(x) + 2∂jχ(x))] dx dτ .
Next, assuming that γ is a symmetric kernel, we can use the standard identity∫
(f ∗ γ)(x)g(x) dx =
∫
f(x)(g ∗ γ)(x) dx
to conclude
(I) = −
∫ t
s
∫
eh(x,τ)∂jw(x, τ)Aij(x, τ)[(χ
2∂iw + χ
2w∂ih+ 2wχ∂iχ) ∗ γε](x, τ) dx dτ .
Letting ε go to 0 we then conclude∫
eh(x,t)w2(x, t)χ2(x) dx
= −2
∫ t
s
∫
eh(x,τ)χ2(x)∂iw(x, τ)Aij(x, τ)∂jw(x, τ) dx dτ
+
∫ t
s
∫
eh(x,τ)χ2(x)w2(x, τ)∂th(x, τ) dx dτ
− 2
∫ t
s
∫
eh(x,τ)w(x, τ)χ(x)∂iw(x, τ)Aij(x, τ)(2∂jχ(x) + χ(x)∂jh(x, τ)) dx dτ .
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Using now the ellipticity of Aij and (4.103) we achieve∫
eh(x,t)w2(x, t)χ2(x) dx
≤ −2λ−1
∫ t
s
∫
eh(x,τ)χ2(x)|∇w(x, τ)|2 dx dτ
− (4α)−1
∫ t
s
∫
eh(x,τ)χ2(x)w2(x, τ)|∇h(x, τ)|2 dx dτ
+ 2λ
∫ t
s
∫
eh(x,τ)|w(x, τ)||∇w(x, τ)|(χ2(x)|∇h(x, τ)| + 2|χ(x)||∇χ(x)|) dx dτ .
From the latter we recover, using Young’s inequality,∫
eh(x,t)w2(x, t)χ2(x) dx
≤ −(4α)−1
∫ t
s
∫
eh(x,τ)χ2(x)w2(x, τ)|∇h(x, τ)|2 dx dτ
+ C(λ)
∫ t
s
∫
eh(x,τ)χ2(x)w2(x, τ)|∇h(x, τ)|2 dx dτ
+ C(λ)
∫ t
s
∫
eh(x,τ)w2(x, τ)|∇χ(x)|2 dx dτ ,
where C(λ) is a constant which only depends on λ. Hence, choosing α sufficiently small,
depending only on λ, we conclude∫
eh(x,t)w2(x, t)χ2(x) dx ≤ C(λ)
∫ t
s
∫
eh(x,τ)w2(x, τ)|∇χ(x)|2 dx dτ . (4.107)
Next, consider a cut-off function β ∈ C∞c (B2) which is identically 1 on B1 and, for any
R > 0, set χ(x) := β( x
R
). Insert the latter in (4.107). Using that |∇χ(x)| ≤ CR−1 and the
fact that ehw2 is integrable, when we let R ↑ ∞ we conclude∫
eh(x,t)w2(x, t) dx ≤ 0 .
This implies that w(·, t) ≡ 0 for almost every t ≥ s and thus concludes the proof.
4.9 Proof of the De Giorgi–Nash theorem
By standard Sobolev space theory, cf. [30, Sec. 7.2&7.3], v|B3r(z) is the unique minimum of
the energy functional
E (w) :=
∫
B3r(z)
∂iw(x)Aij(x)∂jw(x) dx (4.108)
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among those functions w ∈ W 1,2(B3r(z)) such that w − v ∈ W 1,20 (B3r(z)). If we first
extend A and v and we then regularize them by convolution to Aε and vε, we can con-
sider the corresponding solutions of the regularized elliptic equations, using the same ar-
guments of the last section (a proof of the regularity of the solution can be found, for
instance, in [30, Sec. 6.3]. By the maximum principle (cf. again [30, Sec. 6.4]), we will have
‖vε‖∞ ≤ ‖v‖∞ and vε will be a minimizer of the corresponding regularized energy func-
tional. Since ‖vε‖W 1,2(B3r(z)) would be uniformly bounded, we can assume, after extraction
of a convergent subsequence, that vε converges weakly in W 1,2(B3r(z)) to some v¯, which in
turn is a distributional solution of (4.5) subject to the constraint v¯−v ∈ W 1,20 (B3r(z)). As
such, v¯ must be a minimizer of the same variational problem as v|B3r(z), which we already
know to be unique. Thus v¯ = v|B3r(z) and so it suffices to prove Theorem 4.1.5 under the a
priori assumption that A and v are smooth. Moreover, by rescaling v to v¯(x) := v(rx+ z),
we can assume that r = 1 and z = 0.
Under these additional assumptions, we can consider v(x, t) := v(x) as a stationary
smooth solution of the parabolic problem
∂tu(x, t) = ∂j(Aij(x)∂iu(x, t)) (4.109)
on C3 := B3 × (0,∞). Theorem 4.1.5 is then a simple corollary of Theorem 4.2.1 and the
following proposition, which is a direct outcome of the theory developed by Nash.
Proposition 4.9.1 (L∞ estimate for the initial-boundary value problem). There is a
constant C depending only upon n and λ with the following property. Assume that Aij(x, t)
satisfies the assumptions of Theorem 4.2.1 and w : B2 × [0,∞[→ R is a smooth bounded
solution of (4.1) with w(x, 0) = 0 for every x. Then
‖w(·, t)‖L∞(B1) ≤ C‖w‖∞t1/2 . (4.110)
With Proposition 4.9.1 at hand, it is easy to conclude Theorem 4.1.5. Indeed, multiply
v by a smooth cut-off function ϕ ∈ C∞c (B3) taking values in [0, 1] and identically 1 on
B2. Extend ϕv smoothly on Rn by setting it equal to 0 on Rn \B3. Let z be the solution
on Rn × [0,∞) of (4.109) with z(·, 0) = ϕv. Note that ‖z‖∞ ≤ ‖v‖∞ by the maximum
principle. We can apply Proposition 4.9.1 to w(·, t) := z(·, t)− v(·) to conclude
‖v − z(·, t)‖L∞(B1) ≤ 2C‖v‖∞t1/2 . (4.111)
On the other hand, by Theorem 4.2.1 we have
|z(x1, t)− z(x2, t)| ≤ C‖v‖∞ |x1 − x2|
α
tα/2
. (4.112)
In particular, for x1, x2 ∈ B1, we can combine the last two inequalities to conclude
|v(x1)− v(x2)| ≤ C‖v‖∞
(
t
1/2 +
|x1 − x2|α
tα/2
)
∀t > 0 . (4.113)
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Choose now t1/2+α/2 = |x1 − x2|α to conclude that
|v(x1)− v(x2)| ≤ C‖v‖∞|x1 − x2|α/(1+α) . (4.114)
So, to complete the proof of Theorem 4.2.1 we only need to show Proposition 4.9.1.
Proof of Proposition 4.9.1. Consider any smooth solution u of (4.1) in C2 := B¯2 × [0,∞[.
The boundary values on ∂C2 determine then the solution through a representation formula
of the form
u(x, t) :=
∫
∂C2
u(ξ)ρ(x, t, ξ) dξ ,
where the integral is taken with respect to the standard surface measure on the boundary
∂C2, cf. [35, Sec. 1.4]. If we set ξ = (y(ξ), τ(ξ)), then the kernel ρ(x, t, ξ) satisfies the
conditions
(i)
∫
ρ(x, t, ξ) dξ = 1;
(ii) ρ(x, t, ξ) ≥ 0;
(iii) ρ(x, t, ξ) = 0 if t ≤ τ(ξ).
Since the fundamental solutions S(x, t, x0, t0) with t0 < 0 are also smooth solutions of the
parabolic equation in the cylinder C2, we reach the identity
S(x, t, x0, t0) =
∫
∂C2
S(y(ξ), τ(ξ), x0, t0)ρ(x, t, ξ) dξ . (4.115)
Multiplying by |x− x0| and integrating we then have∫
|x− x0|S(x, t, x0, t0) dx0 =
∫ ∫
∂C2
|x− x0|S(y(ξ), τ(ξ), x0, t0)ρ(x, t, ξ) dξ dx0 . (4.116)
In particular, using the moment bound (4.12) we conclude∫ ∫
∂C2
(|x− y(ξ)| − |x0− y(ξ)|)S(y(ξ), τ(ξ), x0, t0)ρ(x, t, ξ) dξ dx0 ≤ C4(t− t0)1/2 . (4.117)
From the latter inequality, using again the moment bound, we achieve∫
∂C2
|x− y(ξ)|ρ(x, t, ξ) dξ
=
∫ ∫
∂C2
|x− y(ξ)|S(y(ξ), τ(ξ), x0, t0)ρ(x, t, ξ) dξ dx0
≤ C4(t− t0)1/2 +
∫
∂C2
∫
|x0 − y(ξ)|S(y(ξ), τ(ξ), x0, t0) dx0 ρ(x, t, ξ) dξ
(4.12)
≤ 2C4(t− t0)1/2 . (4.118)
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Letting t0 go to 0, we thus conclude∫
∂C2
|x− y(ξ)|ρ(ξ, x, t) dξ ≤ 2C4t1/2 . (4.119)
Let L := ∂C2 \ B2(0) × {0} and observe that |x − y(ξ)| ≥ 2 − |x| if ξ ∈ L. Thus, using
(4.119) and the fact that ρ ≥ 0, we conclude
2C4t
1/2 ≥
∫
L
|x− y(ξ)| ρ(x, t, ξ) dξ ≥ (2− |x|)
∫
L
ρ(x, t, ξ) dξ . (4.120)
Consider now a solution w as in the proposition. Since w = 0 on B2(0)×{0}, for any (x, t)
we have
|w(x, t)| ≤
∫
L
ρ(x, t, ξ)|w(ξ)| dξ
(4.120)
≤ Ct
1/2
2− |x|‖w‖∞ . (4.121)
The latter inequality for x ∈ B1(0) obviously implies (4.110).
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Chapter 5
The other papers in pure
mathematics
5.1 A path space and Stiefel–Whitney classes
In 1955 Whitney communicated to the Proceedings of the National Academy of Sciences
a two pages note of Nash, [73], where he gives a very direct proof of the topological
invariance of the Stiefel–Whitney classes of smooth manifolds, a theorem proved three
years before by Thom (cf. [97]). For the definition of Stiefel–Whitney classes of a smooth
vector bundle we refer to [63]: given a differentiable manifold its Stiefel–Whitney classes
are then the corresponding classes of the tangent bundle and the theorem of Thom shows
that such classes are a topological invariant. In fact, Thom derived this consequence from a
stronger theorem, namely that the homotopy type of a tangent bundle as fiber space over a
topological manifoldM is the same for any differentiable structure onM . Nash shows that
this conclusion can be inferred from the definition of an appropriate path space X of the
topological manifold M , where, loosely speaking, the tangent bundles can be embedded.
Definition 5.1.1. Given a topological manifoldM , X is the space of continuous mappings
γ : [0, 1] → M which do not “recross” the starting point γ(0). X is endowed with the
topology induced by uniform convergence and with a natural projection map π : X → M
defined by π(γ) := γ(0).
Given a differentiable structure on M , we can define on its tangent bundle a smooth
Riemann tensor g and use it to “embed the tangent bundle in X” (more precisely, we will
embed the sphere bundle in X , see below). To this aim, first of all we assume, by suitably
modifying g, that
(I) any pair of points in the Riemannian manifold (M, g) with geodesic distance no larger
than 1 can be joined by a unique geodesic segment of length 1.
Hence we can consider the subset G of X consisting of those paths which are geodesic
segments with length 1 parametrized with arc-length. Of course, the sphere bundle on M
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given by the tangent vectors v with unit length is isomorphic to G as fiber bundle over M .
Nash’s main observation can then be stated as follows.
Theorem 5.1.2. If (I) holds, then G is a fiber deformation retract of X, i.e., there is a
continuous map Φ : [0, 1]×X → X such that
(a) Φ(0, γ) = γ for every γ ∈ X;
(b) Φ(1, γ) ∈ G for every γ ∈ X;
(c) Φ(1, η) = η for every η ∈ G;
(d) π(Φ(s, γ)) = π(γ) for every γ ∈ X and every s ∈ [0, 1].
The proof, which Nash sketches very briefly, is an elementary exercise.
5.2 Le proble`me de Cauchy pour les e´quations
diffe´rentielles d’un fluide ge´ne´ral
In 1962, four years after his last masterpiece on the continuity of solutions to parabolic
equations, Nash published a twelve pages paper in French, whose aim was to prove the
short-time existence of smooth solutions to the compressible Navier–Stokes equations for
a viscous heat-conducting fluid. More precisely he considers the following system of five
partial differential equations, in the unknowns ρ, v and T which represent, respectively, the
density, the velocity and the temperature of the fluid and are therefore functions of the
time t and the space x ∈ R3:

∂tρ+ divx (ρv) = 0 ,
ρ∂tvi + ρ [vj∂jvi] + ∂ip = ∂jσij + ρFi ,
∂tT + vj∂jT =
1
ρTST
[div (κ∇T ) + ρ2TSρdiv v] + 2ηρTST S(v)ijS(v)ij +
ζ
ρTST
(div v)2 .
(5.1)
In the system above1:
1The first two equations are the first two equations from [76, p. 487, (1)] whereas the third should
correspond to [76, p. 488, (1c)]. The latter is derived by Nash from the third equation in [76, p. 487, (1)],
which in turn corresponds to the classical conservation law for the entropy, see, for instance, [60, (49.5)].
The third equation of [76, p. 487, (1)] contains two typos, which disappear in [76, p. 488, (1c)]. The latter
however contains another error: Nash has η and ζ in place of η
ρTST
and ζ
ρTST
, but it is easy to see that
this would not be consistent with the way he describes its derivation.
Nash’s error has no real consequence for the rest of the note, since he treats the coefficients in front
of S(v)ijS(v)ij and (div v)2 as arbitrary real analytic functions of ρ and T and the same holds for ηρTST
and ζ
ρTST
under the assumption ST 6= 0. The latter inequality is needed in any case even to treat Nash’s
“wrong” equation for T .
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(i) We use Einstein’s convention on repeated indices;
(ii) The pressure p is a function of the density ρ and the temperature T ;
(iii) σij is the Cauchy stress tensor, given by the formula
σij = η (∂ivj + ∂jvi) +
(
ζ − 2
3
η
)
div v δij , (5.2)
with η and ζ (the viscosity coefficients) which are functions of ρ and T ;
(iv) F = (F1, F2, F3) is the external force acting on the fluid;
(v) κ, the heat conductivity, is a function of the temperature T and the density ρ;
(vi) The entropy S is a function of ρ and T , whereas ST and Sρ are the corresponding
partial derivatives with respect to T and ρ;
(vii) S(v) is the traceless part of the symmetrized derivative of v, more precisely
S(v)ij = 1
2
[
∂ivj + ∂jvi − 23div v δij
]
. (5.3)
The functions η, ζ,κ, S and p are thus known and determined by the thermodynamical
properties of the fluid. They display a rather general behavior, although they must obey
some restrictions: we refer to the classical textbook [60] for their physical meaning and for
the derivation of the equations. In his paper Nash assumes that all the functions η, ζ,κ, p, S
and ST are real analytic and positive.
2
Similarly, the external force F is given. Nash considers then the Cauchy problem
for (5.1) in the whole threedimensional space, namely he assumes that the density, the
velocity and the pressure are known at a certain time, which without loss of generality we
can assume to be the time 0. This problem has received a lot of attention in the last 30
years and we refer to the books [33, 62] for an account of the latest developments in the
mathematical treatment of (5.1).
In order to give his existence result, Nash first passes to the Lagrangian formulation
of (5.1) and he then eliminates the density ρ. Subsequently he shows the existence, for a
finite time, of a (sufficiently) smooth solution of the resulting system of equations under
the assumption that the initial data and the external force are (sufficiently) smooth. In
particular, he writes the system as a second-order parabolic linear system of partial dif-
ferential equations with variable coefficients, where the latter depend upon the unknowns
(it must be noted that such dependence involves first-order spatial derivatives of the un-
knowns and their time integrals). The existence result is therefore achieved through a fixed
point argument, taking advantage of classical estimates for second-order linear parabolic
systems.
2Indeed Nash does not mention the positivity of ST , although this is is certainly required by his
argument when he reduces the existence of solutions of (5.1) to the existence of a solutions of a suitable
parabolic system, cf. [76, (6) and (7)]: the equation in T is parabolic if and only if κ
ρTST
is positive.
I also have the impression that his argument does not really need the positivity of S and p, although
these are quite natural assumptions from the thermodynamical point of view.
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5.3 Analyticity of the solutions of implicit
function problems with analytic data
In 1966 Nash turned again one last time to the isometric embedding problem, addressing
the real analytic case. More precisely, his aim was to prove that, if in Theorem 3.1.1 we
assume that the metric g is real analytic, then there is a real analytic isometric embedding
of (Σ, g) in a sufficiently large Euclidean space. The most important obstacle in extending
the proof of [74] to the real analytic case is the existence of a suitable smoothing operator
which replaces the one in Section 3.4 in the real analytic context.
In his twelve pages paper Nash gives indeed two solutions to the problem. Most of the
paper is devoted to prove the existence of a suitable (real) analytic smoothing operator on
a general compact real analytic manifold. But he also remarks that the real analytic case of
the isometric embedding problem for compact Riemannian manifolds Σ can be reduced to
the existence of real analytic isometric embeddings for real analytic Riemannian manifolds
which are tori, at the price of enlarging the dimension of the Euclidean target: it simply
suffices to take a real analytic immersion of Σ into T2n+1 using Whitney’s theorem and then
to extend the real analytic Riemannian metric g on Σ to the whole torus (a problem which
can be solved using Cartan’s work [16]). On the other hand the existence of a suitable
regularizing analytic operator on the torus is an elementary consequence of the Fourier
series expansion.
Nash leaves the existence of real analytic embeddings for noncompact real analytic Rie-
mannian manifolds as open and it points out that “. . . The case of non-compact manifolds
seem to call for a non-trivial generalization of the methods”. The noncompact case was
indeed settled later by Gromov (cf. [38]).
5.4 Arc structure of singularities
In 1968 Nash wrote his last paper in pure mathematics. Although it was published 28
years later (see [78]), its content was promoted by Hironaka and later by Lejeune-Jalabert
(cf. [28]): thus the content of Nash’s work became known very much before it was finally
published. Nash’s idea is to use the space of complex analytic arcs in a complex algebraic
variety as a tool to study its singularities and in particular their resolutions (whose existence
had been established only four years before Nash’s paper in the celebrated work of Hironaka,
[47]). In his paper he formulated a question which became known in algebraic geometry as
Nash’s problem. A complete solution of the problem has not yet been reached although a
lot of progress has been made in recent years (we refer the reader to the very recent survey
[21]).
Nash’s problem (and his ideas) are nowadays formulated for varieties (in fact, schemes)
on a general algebraically closed field of any characteristic. However [78] is concerned with
complex varieties and in this brief description we will stick to the latter case. Take therefore
a complex variety V . The space X of arcs in V is then given by the jets of holomorphic
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maps x : Ω → V where Ω is an arbitrary open subset of C containing the origin.3 An
interesting case is that where W = Vs is the set of singularities of V : X(Vs) consists of
those arcs which “pass through” a singularity. In [78] Nash realized that this space has,
roughly speaking, the structure of an “infinite dimensional complex variety” (for a precise
formulation we refer to [78, p. 32] or to [21, Th. 2.6]; see also the earlier work of Greenberg
[36]) which has finitely many irreducible components, cf. [78, Prop. 1]. Nash calls such
components arc families.
The main idea of Nash is to establish a relation between the arc families of X(Vs) and
the irreducible components of the image of Vs through a resolution of the singularities
of V . More precisely, having fixed a resolution of the singularities V ∗ → V (namely a
smooth algebraic variety V ∗ together with a proper birational map V ∗ → V ), we can look
at the components W ∗1 , . . . W
∗
L of the image W
∗ of Vs in V
∗. Nash lifts almost every arc in
X(Vs) to a unique arc of X(W
∗) and through this procedure establishes the existence of an
injective map from the arc families of X(Vs) to the components ofW
∗, cf. [78, Prop. 2]4. As
a corollary, given two different resolutions V ∗ and V ∗∗, and the corresponding components
W ∗1 , . . . ,W
∗
L∗ , W
∗∗
1 , . . . ,W
∗∗
L∗∗ of the preimage of Vs in V
∗ and V ∗∗, Nash establishes the
existence of a birational correspondence W ∗j →W ∗∗k between those pairs which correspond
to the same arc family (cf. [78, Cor., p. 38]).
As a consequence of his considerations, such components are essential, i.e., they must
appear in any resolution of the singularities of V . He then raised the question whether all
essential components must correspond to an arc family: this is what algebraic geometers
call, nowadays, Nash’s problem. In high dimension the answer is known to be negative
since the work [51] and it has been shown very recently that in fact the answer is negative
already for some threedimensional varieties, cf. [20, 55]. It must be noticed that Nash was
indeed rather careful with the higher dimensional case of his question: quoting [78, p. 31]
“. . .We do not know how complete is the representation of essential components by arc
families”. However in the twodimensional case, i.e. the case of algebraic surfaces, it is a
classical fact that there is a unique minimal resolution, namely containing only essential
components, and Nash conjectured that each essential component is indeed related to an
arc family. The conjecture has been proved only recently in [34].
Nonetheless the studies on Nash’s problem are very far from being exhausted. Indeed
the answer has been proved to be affirmative in a variety of interesting cases (see the survey
articles [21, 83]) and several mathematicians are looking for the “correct formulation” of
the question (see, for instance, [55]), possibly leading to a complete understanding of the
relations between resolutions of the singularities and the arc space.
3In the modern literature it is customary to take an equivalent definition of X through formal power
series; we refer to [57] for the latter and for several important subtleties related to variants of the Nash
arc space.
4In fact, Nash claims the proposition with any algebraic subset W of V in place of Vs but, although
the proposition does hold for W = Vs, it turns out to be false for a general algebraic subset W ; cf. [21,
Ex. 3.7] for a simple explicit counterexample.
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5.5 The Nash blow-up
In algebraic geometry the term “Nash blow-up” refers to a procedure with which, roughly
speaking, the singular points of an algebraic variety are replaced by all the limits of the
tangent spaces to the regular points. IfX is an algebraic subvariety of Cn of pure dimension
r, the Nash blow-up is then the (closure of the) graph of the Gauss map: more precisely, if
we denote by Gr (r, n) the Grassmanian of r-dimensional complex linear subspaces of Cn,
then the Nash blow-up of X is the closure of the set of pairs (x, TxX) ∈ Cn ×Gr (r, n),
where x varies among all regular points of X and TxX denotes the tangent space to X at
x. Although such definition is given in terms of the embedding, it can be shown that in
fact the Nash blow-up of X depends only upon X .
A long standing open problem is whether after a finite number of Nash blow-ups every
singular variety becomes smooth (indeed, in characteristic p the answer is negative and one
needs to state the problem in terms of “normalized Nash blow-ups”, cf. [82]). According to
[91], such question was posed by Nash to Hironaka in a private communication in the early
sixties and the term “Nash blow-up” was first used by Nobile a decade later in [82], where
he proved that the answer to Nash’s question is affirmative for curves in characteristic
0. Building upon the work of Hironaka [47], Spivakovsky proved in the late eighties that
the answer is affirmative for surfaces in characteristic 0 for the normalized Nash blow-up
(cf. [91]). In general the question of Nash is still widely open and constitutes an active
area of research.
Curiously, it seems that the problem was posed a few years before Nash by Semple in
[89] and for this reason some authors have used recently the term Semple-Nash blow-up,
cf. for instance [99].
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