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A mathematical model formulated as a system of
Hamilton-Jacobi equations describes implicitly the
propagation of a foam-liquid front in an oil reservoir,
as the zero level set of the solution variable. The
conceptual model is based on the “pressure-driven
growth” model in Lagrangian coordinates. The
Eulerian mathematical model is solved numerically,
where the marching is done via a finite volume
scheme with an upwind flux. Periodic reinitialization
ensures a more accurate implicit representation of
the front. The numerical level set contour values
are initially formed to coincide with an early-time
asymptotic analytical solution of the pressure-driven
growth model. Via the simulation of the Eulerian
numerical model, numerical data are obtained from
which graphical representations are generated for the
location of the propagating front, the angle that the
front normal makes with respect to the horizontal,
and the front curvature, all of which are compared
with the Lagrangian model predictions. By making
this comparison, it is possible to confirm the existence
of a concavity in the front shape at small times, which
physically corresponds to an abrupt reorientation of
the front over a limited length scale.
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1. Introduction
Usually, in an oil well, just a fraction of the oil is extracted using the internal pressure of the
reservoir as a driving force [1]. This stage is called primary recovery. Thereafter large amounts
of oil remain to be recovered. A secondary technique involves the injection of water into the
deposit, in order to maintain a high reservoir pressure [2]. For a third extraction stage there are
technologies, processes or mechanisms known as Tertiary or Enhanced Oil Recovery (EOR), the
application of which can help to recover additional oil [1]. Enhanced Oil Recovery is defined as
the set of methods that use external energy sources or materials to recover oil that cannot be
produced by conventional means employed during primary and secondary recovery [3].
One of the techniques for tertiary oil extraction is the use of foam [4]. The foam is created
typically by alternate injection of surfactant solution and gas, with finely-textured foam being
produced at a propagating front that forms the boundary between surfactant solution and gas,
with coarsely-textured foam also being left behind further back [5]. This method uses the fact
that the foam (particularly finely-textured foam) is relatively immobile within the oil reservoir,
associated with the large force required to drive the foam films through channels in a porous
medium [4]. Thus the effective viscosity of the finely-textured foam is much larger than that
of the surfactant solution (downstream) or the coarsely-textured foam (upstream). Being less
mobile, foam controls the flow of any of the other reservoir fluids, and by extension, to control
the overall fluid flow through the reservoir, it is sufficient to control the flow of the foam.
An idealized schematic model that explains the movement of the foam front in the petroleum
reservoir was introduced in [5] and [6] (see Figure 1). This model is used as a basis for work
developed in [4] and herein.
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(to which foam
penetrates)
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Coarsely-textured
foam zone
(high mobility)
Finely-textured
 foam front
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Figure 1. Sketch of the foam-liquid model. The physical domain is expressed in dimensionless form as
x∈ [0,∞) and y ∈ [0, 1]. How this model was cast in dimensionless form can be found in [4]. At any
location, the front propagates along its local normal direction (where the front normal n is at an angle α
from the horizontal) at a speed that depends on the depth as well as upon distance the front has propagated.
At the top of the domain the foam front forms a right angle (α= 0), which physically represents a no
penetration condition at the top. As established in [6], at the top (where y= 1) the front evolves as
x=
√
2t, which is used as boundary condition of the Eulerian model (see also section 3).
As the finely-textured foam front propagates, it pushes liquid (surfactant solution and oil)
ahead of it until it ultimately reaches the production well. At the front, the foam is more
finely-textured and less mobile. Moreover the front width (i.e. the thickness of the finely-textured
zone, and hence the resistance to motion that this zone presents), is proportional to the length
of the trajectory through which material points on the front have propagated [4]. In the idealized
model presented by [5] and [6], all resistance to the flow is concentrated in the low mobility foam
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front, as can be visualized in Figure 1. Moreover, there is a maximum foam penetration depth,
which follows from the decaying difference as depth increases between the constant injection
pressure and the increasing hydrostatic pressure [4]. At some point, which we denote y= 0, this
net driving pressure vanishes [4].
Previous model formulations have been Lagrangian (following front material points [4,7–10]).
Recently in [7] it was proposed that an Eulerian model might overcome some of the difficulties
with the computational simulation of the Lagrangian model, which requires regridding but
without any indication of where to place newly added grid points. This issue becomes particularly
acute when one recognizes that the pressure-driven growth model can exhibit singularities [4],
which physically are regions in which the finely-textured foam front reorients significantly over a
small distance. In a Lagrangian scheme one can never be certain whether a singularity computed
numerically is really present in the physical model or is merely an artifact of misplacement of
newly added Lagrangian grid points. In [7] some preliminary Eulerian data were discussed (and
indicated a small concavity in the front shape), but [7] did not describe in detail how those data
were obtained. Eulerian simulation thereby detects jumps in the front orientation angle, which
are difficult to identify with a Lagrangian model. The purpose of this current paper is to show
the reformulation of the Lagrangian model as an Eulerian one (see section 3), to present the
numerical implementation of the Eulerian model (which needs to be formulated in terms of two
dependent variables rather than just a single one), and to examine Eulerian data in more detail,
including a full description of the methodology used to obtain them.
The present work is arranged as follows. In the next section a brief description of the Lagrangian
formulation known as the pressure-driven growth model is covered in order to understand the
physics of the model. Then in section 3 the general context of the Eulerian solution is introduced,
explaining the mathematical formulation for the pressure-driven growth model, using Eulerian
coordinates. After that, in section 4 a description is given of the numerical scheme by which the
new model was solved. This leads to the results, in section 5, where the comparison between
the Lagrangian and Eulerian model is made, using the explicit representation for the front at
different times and also measuring the curvature and the orientation angle of the front. The
conclusions are given in section 6.
2. Lagrangian model
Although we choose to employ an Eulerian model in this work, originally pressure-driven growth
was formulated as a Lagrangian model. We review the Lagrangian model here. As indicated in [4],
the idealized Lagrangian model of [5] and [6] is characterized by the following properties:
(i) The petroleum reservoir is geologically homogeneous.
(ii) The model consists of two regions, foam and liquid with a front between them.
(iii) The liquid filled region (bottom right zone in Figure 1) and a region of coarsely-textured
foam (top left zone in Figure 1), are assumed to be perfectly mobile in comparison to
the finely-textured foam zone close to the front.
(iv) The thickness of the finely-textured zone is much smaller than the trajectory through
which the front has moved. Therefore, the zone of finely-textured foam can be considered
to be a curve (an idealised representation of an area of comparatively small thickness),
which propagates through the petroleum reservoir. Any singularities that the model
might predict in the shape of the front correspond physically to the front reorienting
itself on a length scale comparable with the thickness of the finely-textured zone.
(v) The finely-textured zone is pushed along by a net driving pressure: At the top boundary
of the domain the net driving pressure is maximal and at the lower boundary the net
driving pressure is zero.
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From the derivation of the model presented in [5] and [6] and realized in [4], the evolution of
the front in Lagrangian coordinates is given in dimensionless form by
dx
dt
=
∆P
s
n, ∆P = y, (2.1)
where x= (x, y) corresponds to a point on the front in Cartesian coordinates, s is the length of
the trajectory of the points on the front, and ∆P is the driving-pressure difference. Equation
(2.1) is just a statement of Darcy’s law, recognising that the lowest mobility in the system is
at the finely-textured foam front, which is where the bulk of the Darcy pressure drop occurs,
making it no longer necessary to solve a conventional two-phase flow Darcy model [5]. In our
dimensionless coordinate system, the specification ∆P = y is given by [4], and reflects the fact
that net driving pressure (injection pressure less hydrostatic pressure) grows with the height.
The front orientation angle α is defined to be between the front normal and a horizontal line,
tan(α) = dx/dy, (2.2)
or equivalently α= arctan(dx/dy). The notational convention here from [7] is that d/dt denotes
a time derivative following a material point, whereas d/dy denotes a spatial derivative along the
foam front from material point to material point. If the normal n is expressed in terms of the
angle α as n= (cos(α),−sin(α)), then the model becomes
dx
dt
=
y
s
cos(α), (2.3)
dy
dt
= −y
s
sin(α). (2.4)
The length of the trajectory s evolves according to
ds/dt=
√(
dx/dt
)2
+
(
dy/dt
)2
. (2.5)
Inserting the model equations (2.3) and (2.4) into (2.5) gives
ds/dt= y/s. (2.6)
The Lagrangian model for the foam-liquid front propagation consists of equations (2.1) and
(2.6).
A set of asymptotic analytical solutions of the Lagrangian pressure-driven growth model
developed in [4], [7] and [9] have shown that over time a gap appears between the top boundary
and material points on the front initially near the top boundary, and that is an essential part
of the physics (material points slightly below the top boundary move downwards as well as
sideways). This situation is described in more detail in Appendix A and B. When developing a
Lagrangian numerical scheme, one does not know a priori where (in order to fill the gap) those
newly injected points should be placed. If they are placed in the wrong position to start with,
then the subsequent evolution of the front may also be wrongly predicted, which is potentially
problematic from the point of view of the Lagrangian model. To address this issue, a method is
sought to describe the front evolution without the need to handle injected points. It is proposed
to reformulate the model in Eulerian coordinates, since this type of formulation does not require
a continuous monitoring of the material points. Instead it fixes the physical domain and measures
how the front evolves through that domain.
3. Eulerian model
In this section the Eulerian model for foam-liquid front propagation is presented and its
connection to a Lagrangian model is shown. The Eulerian model is expressed using the
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Hamilton-Jacobi equation [11], which in general terms can be written as
φt +H(∇φ) = 0, (3.1)
where φ= φ(x, t), x∈Rm, and the Hamiltonian H depends on the gradient ∇φ. The front is
implicitly represented as a zero level set where φ= 0.
To simulate the propagation of the implicit representation for propagation fronts, we make
use of the Level Set Method [12], an established robust technique to simulate the evolution
of curves. The method can be used to solve problems that involve the movement of curves
and boundaries, for example the propagation of fire fronts [12], surface reconstruction [13], and
also to predict the deformation patterns of multi-layered materials [14]. The method evolves a
function φ= φ(x, t) with special focus on a manifold of co-dimension one (i.e. a surface in a 3D
domain and a curve in a 2D domain), which is implicitly described as a zero level set where
φ= 0. These manifolds propagate in a normal direction with a specified velocity [15]. We adopt a
sign convention in which the direction of front propagation is taken to be in the +∇φ direction,
rather than in the −∇φ direction. The Eulerian model developed in this paper has however
some special features over and above a “standard” level set technique, and these features are
described below.
(a) Eulerian model derivation
The Eulerian model uses the front propagation velocity U= (u, v) = x˙ such that dx/dt= u and
dy/dt= v. Here u and v are propagation velocities in x and y direction, respectively. The Eulerian
model is formulated by a system of Hamilton-Jacobi equation as follows
∂φ
∂t
+ u
∂φ
∂x
+ v
∂φ
∂y
= 0, (3.2)
where the front is expressed implicitly as zero level set of the solution variable φ= φ(x, y, t),
which depends on time and two spatial dimensions. It takes positive values on the right side of
the front, (φ> 0), a zone which corresponds to the liquid, and it takes negative values on the
left side, (φ< 0), a zone which corresponds to the foam, see Figure 2.
The time evolution of φ is determined in the two space dimensions by the corresponding front
propagation velocity U with components u and v. The velocities correspond to those established
in the Lagrangian model:
U=
(
u
v
)
=
y
s
n. (3.3)
For the Eulerian model the normal n of the propagating front is determined as [16]
n=
∇φ
|∇φ| =
1√
φ2x + φ
2
y
(
φx
φy
)
, (3.4)
where the notation | · | corresponds to the Euclidean norm. The complication in this model,
compared to a conventional Hamilton-Jacobi system is that U depends on the path length s
(viz. (2.3) & (2.4)). Hence the equation (3.2) is insufficient as it gives an evolution equation
solely for φ; in fact, it is necessary to obtain an evolution equation for s also. The length of the
trajectory s evolves similarly to φ as it convects the same way. It is still possible to determine
Lagrangian particle paths, even given an Eulerian field, so the concept of path length retains
its meaning. During the convection s increases according to the travelled path, incrementing at
a rate |U|=
√
u2 + v2 ≡ y/s, according to equation (2.5). Therefore, the time evolution of s is
described by a Hamilton-Jacobi equation with an source term as
∂s
∂t
+ u
∂s
∂x
+ v
∂s
∂y
=
y
s
, (3.5)
where the source term models the increment of the trajectory length. Although s can be
computed globally, only values of s in the neighbourhood of φ= 0 level set are required.
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Figure 2. Dimensionless Eulerian model solution domain, with x∈ [0,∞), y ∈ [0, 1] and t∈ [0,∞), showing
also dependent variables φ and s.
With the goal of simplifying the equations, we apply the definition of the front normal as
a gradient (3.4) to the definition of the velocity (3.3), which in turn is substituted into the
transport equation (3.2) giving
φt +
y
s
|∇φ|= 0. (3.6)
For the evolution of s given by the equation (3.5), we have (again substituting from (3.3))
st +
y
s
(
∇φ · ∇s
|∇φ| − 1
)
= 0. (3.7)
Generalizing, the system composed for equations (3.6) and (3.7), has the structure
φt +H(y, s,∇φ) = 0, (3.8)
st +G(y, s,∇s,∇φ) = 0, (3.9)
where both equations, (3.8) and (3.9), have to be solved in a coupled way, with H and G as the
respective Hamiltonians,
H =
y
s
|∇φ|, (3.10)
G=
y
s
(
∇φ · ∇s
|∇φ| − 1
)
. (3.11)
The boundary conditions of the coupled system (3.8)–(3.9) are
φ(t, x, y= 1) = x−√2t, s(t, x, y= 1) =
√
2t, (3.12)
as was established in [5] and [6], noting that the evolution of the front at the top, i.e. at
y= 1 is described by x=
√
2t. On the other hand at x= 0, s= 0 and φ=−√2yt. Since we are
ultimately interested only in how the zero level set propagates, the choice of boundary conditions
is non-unique, but the choices indicated here have the advantage of keeping φ on the boundary
relatively close to being distance from the zero level set. Finally, as the model considers first
order equations, we need only one boundary condition per spatial dimension (that applies to
both equations (3.8) and (3.9)), whilst information propagates from the top (y= 1) downwards
and from the left (x= 0) rightwards.
The initial conditions of the coupled system (3.8)–(3.9) are
φ(t= ε2/2, x, y) = x−
√
yε2, s(t= ε2/2, x, y) =
√
yε2, (3.13)
where ε≪ 1. The value of ε is fixed for simulation purposes equal to just a few times the grid
spacing (in section 5). A finite ε avoids the need to consider times all the way down to t= 0
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(at which velocities are theoretically infinite). The term
√
yε2 of the initial condition (3.13) is
not arbitrary, but rather arises from an early-time analytical solution, called the Velde solution,
which is a good approximation for the front shape at early times (t≪ 1) [4,6,9]. We start with
a small but non-zero ε which keeps s non-zero within the denominators of (3.6)–(3.7). This
establishes that at time t= ε2/2 the zero level set is situated just slightly shifted from the y
axis. Intuitively results should be insensitive to ε, since equation (3.13) already incorporate an
early time asymptotic behaviour of the system.
Concluding, the Eulerian model to solve consists of the equation system (3.8)–(3.9) together,
with the corresponding initial and boundary conditions.
4. Numerical scheme
In this section the numerical method to solve the presented mathematical model in the form of a
strongly coupled system of Hamilton-Jacobi equation is outlined. We remark that in the present
work a full description is given of the methodology used to obtain some preliminary Eulerian
data presented by [7]. The numerical methods were not themselves presented in [7].
In order to obtain a numerical solution of the mathematical model and a computational
simulation of the foam-liquid displacement process, first a discrete approximation of the
equations (3.8) and (3.9) is needed. A finite volume scheme is used, applying an upwind flux
according to [17]. This section continues as follows: first in (a) the spatial discretization is
described, in (b) the numerical flux for φ and s is given, in (c) the reinitialization is introduced
and how it is used in the numerical simulation is described, and finally in (d) it is explained how
the orientation angle α and curvature κ are measured for the propagation front.
(a) Spatial discretization
For the spatial discretization the domain in the x and y direction is divided, for simplicity, into
Nx and Ny elements of equal width △x and △y, respectively. Also, the domain is enlarged on
all sides of the rectangle. In the x direction it is incremented by △x/2 on each side, and in the y
direction by △y/2 on each side. This is done so that the corners of the domain are included as
the centre of the corresponding volume elements generated. For illustration see Figure 3, where
X denotes the maximum distance at which the position of the front is required, and the points
(0, 0), (0, 1), (X, 0) and (X, 1) are centre nodes of their surrounding volume elements.
(b) Numerical flux
In order to solve the governing equations in the form of a two-dimensional system of two strongly
coupled Hamilton-Jacobi equations, we use a coupled finite volume scheme, with an upwind flux,
the flux being the numerical approximation of equations (3.10) and (3.11) [17].
According to the scheme, in time step tn, the variable is reconstructed by a piecewise
polynomial and evolved to time step tn+1. For the stepwise numerical solution one assumes
that the discrete approximation in the nodes (j, k) at time t= tn is given by φnj,k ≈ φ(xj , yk, tn).
To evolve the solution at these points to time t= tn+1 one utilizes a fully upwind version of the
numerical flux of [17], which establishes that φ and s evolve at a rate
d
dt
φj,k(t) =H(y, s, φ
−
x , φ
+
y ),
d
dt
sj,k(t) =G(y, s, φ
−
x , φ
+
y , s
−
x , s
+
y ), (4.1)
respectively, where φ−x , φ
+
y , s
−
x and s
+
y are the derivatives x and y in a given direction relative
to the referred volume. We only need φ−x , φ
+
y , s
−
x and s
+
y since for the specific curve shape
as indicated in Figure 2 we expect φx > 0 and φy < 0, which implies that ∂H/∂φx ≥ 0 and
∂H/∂φy ≤ 0, and analogously for s, ∂G/∂sx ≥ 0 and ∂G/∂sy ≤ 0. This indicates that the
numerical flux is entirely upwind. Even though the upwind flux holds for the specific front shapes
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to be considered in the present work, a general numerical flux (see Appendix C) is needed in
order to deal adequately with model extensions including heterogeneities and anisotropies [17].
C
D
F
A B
G
K
H I
J
X
Y
Figure 3. Spatial discretization over the domain y ∈ [0, 1] and x∈ [0, X], whereX is the maximum distance
at which the position of the front is required. Nx and Ny are the number of partitions in x and y direction
respectively: partitioned into equal sized areas (∆x=∆y). Here j ∈ {1, ..., Nx} and k ∈ {1, ..., Ny} are
the coordinates of the node, associated with a value of φnj,k at the time t
n.
In each time step, both equations for φ and s are evolved simultaneously. Which equation (φ
or s) is treated first is irrelevant, because in order to obtain φn+1j,k and s
n+1
j,k , in each case, the
data for φnj,k and s
n
j,k are only used once.
To calculate φ−x , φ
+
y , s
−
x and s
+
y we suppose that we have approximated φ at time t= t
n for
all nodes. Then, we carry out a piecewise quadratic interpolation in both spatial dimensions,
from which subsequently we obtain the expressions for the derivatives (see Appendix C).
For the temporal discretization of φ and s we use the Euler method,
d
dt
φj,k(t)≈
φn+1j,k − φnj,k
△t ,
d
dt
sj,k(t)≈
sn+1j,k − snj,k
△t . (4.2)
To ensure numerical stability in the evolution of the equations according to [18] one sets
△ t < min(△x,△y)
max{|a−j,k|, |b+j,k|}
, (4.3)
where a−j,k and b
+
j,k are the local propagation velocities in the x and y direction respectively (see
Appendix C). The time step size is adapted according to the evolution speeds of s and φ by
setting the Courant-Friedrichs-Levy (CFL) number to 0.475, following [17].
(c) Reinitialization
In the calculations of the Level Set Method, usually the discrete representation of the level
set function develops non-smoothness during its evolution, since numerical errors increase. This
impacts the structure of the solution and finally destroys the stability of the scheme [15].
To correct this, a numerical strategy is introduced, which is known as reinitialization. It
restores the regularity of φ and stabilizes its time evolution. The reinitialization is done after
each time step. Then the degraded solution φ is converted into a distance function, see [12].
This distance function measures the distance to the zero level set such that its absolute value
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corresponds to this distance, and its sign is retained. One method to realize the reinitialization
is to solve the evolution equation obtained in [15], namely
∂φ
∂t′
= sign(φ)(1− |∇φ|), (4.4)
where t′ is the “artificial” time, sign(φ) is a sign function which takes the value 1 in the region
where φ> 0, −1 where φ< 0, and 0 on the interface φ= 0 level set. Smooth behaviour of φ is
not guaranteed, since the interface itself is computed numerically [15]. In this work, the method
suggested in [19] is used, where equation (4.4) is solved, but the numerically smoothed version
of the sign function
sign(φ) = φ(φ2 + |∇φ|2(△x)2)−1/2, (4.5)
is used. Note that the equation (4.5) works reliably for a square spatial partition, i.e. △x=△y,
that corresponds (for most of the calculations to be considered here) to the case of the present
solution. During the application of the reinitialization using this equation, the value of sign(φ)
needs to be constantly updated during the evolution of φ, that evolves in time until a steady
state is reached, typically in two artificial time steps (t′) if the reinitialization is executed in
each time step (t). The reinitialization helps to obtain a notably smoother shape of the front
and in particular for the front curvature.
(d) Calculation of front orientation angle α and curvature κ
As was mentioned before, the Eulerian and Lagrangian model results can be compared via the
orientation angle and the curvature along the front, in addition to comparing the front location.
The angle α is the angle measured between the normal n of the front and the horizontal straight
line parallel to x axis and the curvature κ is a spatial derivative of this.
To compute the orientation angle at all points of a front for a given time t, first, an
explicit representation (xi, yi), i∈ {1, ..., Ny} of points on the front is obtained from the implicit
representation by the curves of level zero by a linear interpolation of the data of φ.
From these points on the front the angle is approximated as
αi = arctan
(
xi − xi+1
yi − yi+1
)
, i∈ {1, ..., Ny − 1}.
Once the orientation angle α for each point on the front is calculated, the curvature can be
estimated as (see equation (B.9) in Appendix B)
κi =
αi+1 − αi√
(xi − xi+1)2 + (yi − yi+1)2
i∈ {1, ..., Ny − 1}.
Another way to obtain the curvature, which is used in this work following [15], is to calculate it
in terms of φ by the function
κ=
φyyφ
2
x − 2φxφyφxy + φxxφ2y
(φ2x + φ
2
y)
(3/2)
. (4.6)
Both α and κ are calculated numerically for grids of various different resolutions. The results
are shown in the next section.
5. Results
In this section, results of the computational simulation of the Eulerian model of the system
of equations (3.8) and (3.9) are presented in comparison to the (Lagrangian) pressure-driven
growth model. Specifically the front shape, the front orientation angle α and the curvature κ are
shown compared with the analytical solutions of [4] and [7]. First in (a) we present the numerical
results of the front shape, in (b) the front orientation angle α is shown revealing the presence
of a concave corner or kink, in (c) the computation of the curvature κ is shown, and finally in
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(d) the numerical representation for the movement of the kink through the front is given as a
function of the time.
(a) Front shape
The front shape obtained by the computational simulation of the Eulerian model given by the
system of two Hamilton-Jacobi equations (3.8) and (3.9) is shown in Figures 4 and 5. The
simulations are realized with a Nx =Ny = 200 grid. In Figure 4(a) the values of solution φ
at time t= 0·5, over the domain (x, y)∈ [0, 1]2 are shown, and the intersection of φ with the
xy plane, which represents the propagating foam-liquid front, where φ= 0, is highlighted. An
explicit representation of the front is shown in Figure 4(b), where the values of φ for the zero
level set and on both sides are indicated. In Figure 5 one can see that the numerical solutions of
the Eulerian model are visually similar to the results of the (Lagrangian) pressure-driven growth
model, independently of the time.
(a) (b)
Figure 4. Foam-liquid front at evolution time t= 0
·
5 over the domain 0≤ x≤ 1, 0≤ y≤ 1. (a) Intersection
of surface φ with plane xy. (b) Contour line of zero level set φ= 0.
(a) (b)
Figure 5. Front position on domain (x, y)∈ [0, 3]× [0, 1]. (a) Pressure-driven growth, (b) Eulerian model.
The model has been set up using an early asymptotic solution (as was established by
the equation (3.13)), in such a way that ε should have hardly any bearing on the results.
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In order to verify the limited effect of ε in the front shape, we have calculated the front
position for ε∈ [10−2, 10−3, 10−4] from time t= ε2/2 to time t= εˆ2/2 (with εˆ= 10−1). The front
displacement error (averaged over the length of the front) compared with the known asymptotic
analytical solution at time t= εˆ2/2, for each ε studied, is equal to 7.49× 10−4, 8.01× 10−4 and
8.05× 10−4, which, given that the top of the front has already displaced by εˆ, implies a good
agreement at early times and consequently at later time also. It was also found, measuring the
absolute error, that the order of convergence (respect to spatial refinement) of the solution is
approximately equal to 2, which is in concordance with the numerical method used [17].
As was mentioned before, at the top of the front (y= 1) the orientation angle α= 0, however,
it turns out that immediately below the top it grows like square root of distance from the top [4].
As a result, the angle can be quite significant even at relatively small distance below the top.
This can be difficult to appreciate in Figure 4(b), but it becomes clear when measuring the front
orientation angle α (see Figure 7).
Specifically in Figure 5 the data obtained with the (Lagrangian) algorithm and numerical
parameter values in [4] are compared with those of the computational simulation using the
Eulerian model for times t∈ {1, 2, 3, 4}. The agreement seen between data from the original
Lagrangian model (Figure 5(a)) and the Eulerian model (Figure 5(b)) suggests that the Eulerian
model is being computed correctly.
(a) (b)
Figure 6. (a) Zoom on domain (x, y)∈ [0
·
88, 1]× [0
·
74, 1] for t= 0.5. Solid line: Numerical results by
solving Hamilton-Jacobi equation system. “△”: Analytical solution from [7], taking c= 1 (see Appendix
B). “◦”: Analytical solution from [7], taking c= 0.75 (see Appendix B). (b) Position of foam-liquid front
and trajectory length at t= 0
·
5 over domain (x, y)∈ [0, 1]2, calculated with a Nx =Ny = 200 grid. Dotted
line: length of trajectory s. Solid line: Front position.
In Figure 6(a) the numerical solution for the Hamilton-Jacobi equation system is plotted
for the points near to the top boundary. This is done in order to make a comparison between
the Eulerian model and an approximate analytical similarity solution, developed in [7]. This
similarity solution depends on a parameter c. Since s is approximately equal to x near the top,
and since 2c− 1 is defined as the ratio between ds/dy and dx/dy, it might be thought naively
that c= 1. However this ignores the fact that both ds/dy and dx/dy are equal to zero at the
top. When the problem is formulated correctly, it is possible to show that c= 0.75 right at
the top, and moreover (using an integro-differential approach presented in [7]) the value of c
is very insensitive to the vertical location, moving downwards from the top. The form of those
similarity expressions can be found in Appendix B and as seen in Figure 6(a), the case c= 0.75
gives an excellent fit. To corroborate this, in Figure 6(b) the position of points x on the front is
compared to the length of trajectory s, i.e. for given value of y (and for a given value of t) the
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magnitude of x and s is shown. For all material points the trajectory length s is greater than
the front displacement x because points move both downwards and sideways. Even at the top
y≈ 1, where s≈ x, we observe that ds/dy is less than dx/dy, as was deduced in [7]. Since the
ratio between ds/dy and dx/dy equals 2c− 1, it is clear that c is less than 1 near the top.
(b) Front orientation angle α
For a more stringent comparison between our Eulerian numerical data and predictions of the
early-time asymptotic theories, the orientation angle and the curvature are measured. Note that
the front orientation angle is zero at the top of the front (y= 1) at all times, and approaches
π/2 at the bottom of the front (y= 0) at least in the limit of long times. Figure 7 (solid line)
shows the Eulerian data of the orientation angle α at time t= 0·5 over the domain [0, 1]× [0, 1]
with a grid Nx =Ny = 400.
Figure 7. Front orientation angle α of the numerical Eulerian model (solid line, with Nx =Ny = 400
grid) vs analytical solutions for t= 0
·
5 on domain (x, y)∈ [0, 1]2. For the lower region the improved Velde
solution, equation (A.3) (dotted line) and the Velde solution (dashed line) are plotted. In the upper region,
two analytical expressions from [7] are plotted: (“△”) c= 1 and (“◦”) c= 0.75 (see Appendix A and B).
The front shapes presented in section 5(a) are continuous and can be resolved with a few grid
points (Nx =Ny = 200 grid in the case of section 5(a)), whereas for derivative quantities like
the front orientation angle α and curvature κ (which exhibit discontinuities) a refined grid is
necessary to resolve the location of the jump (Figure 8 shows the effect of having a low resolution
in such a case). In Figure 7, a jump or discontinuity in the front orientation angle α around
location y≈ 0.78 can be seen at this time (t= 0.5). This situation has already been discussed
in [7]. It corresponds to the foam front reorienting itself on a small distance comparable with the
thickness of the finely-textured foam front (rather than comparable with the much longer length
scale over which the front has propagated). The jump or discontinuity in α arises due to an
incompatibility between material points which have continuously been on the foam front since
time zero (which are unaware of the top boundary condition) and material points which have
been newly injected from the top boundary since time zero (and which are influenced by the
top boundary condition). This corresponds to a concave corner in the x versus y representation
of the front albeit one that is not easy to recognize in Figure 6.
We refer to the points above the concave corner as the “upper” region and points below it as
the “lower” region. Approximate analytical formulae (see Appendix A and B) are available to
describe each region. Figure 9 shows good agreement between numerical and analytical results
in each case.
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Even though the angle α is sufficient to show how similar the new Eulerian solution is to
the Lagrangian representation of the front considered by [7] and also sufficient to show the
appearance of a jump in the angle (strong evidence of a concave corner as per [7]), in order to
obtain an even more stringent test of the Eulerian formulation the curvature is measured in the
next subsection.
(c) Front curvature κ
Owing to the jump in the angle, we expect the curvature to be large and negative at the jump
point (specifically to scale inversely with the grid spacing in our numerical scheme). There may
also be some numerical diffusivity [20], causing points near the jump to be affected as well. In
Figure 8 the numerical values of the curvature obtained by the Eulerian numerical simulation
of the front propagation is shown for t= 0·5 with grid partitions Nx =Ny = 100 (Figure 8(a))
and Nx =Ny = 800 (Figure 8(b)) over the domain (x, y)∈ [0, 1]2. Unsurprisingly the curvature
computed at the jump itself becomes more significant if the grid is refined. Moreover, oscillations
in the values of curvature κ appear close by the jump, but these appear to be numerical artifacts.
What is of more interest here however is how the curvature computed via equation (4.6) changes
away from and on the approach to the jump.
(a) (b)
Figure 8. Curvature κ for two different grid refinement levels at the time t= 0.5. (a) Nx =Ny = 100 and
(b) Nx =Ny = 800.
As can be seen in Figures 8 and 9 the curvature is largest near the top and bottom of the
domain, but decreases on the approach to the jump. Because of its location (in an otherwise
comparatively low curvature region), the behaviour at the jump could be misinterpreted, for
the Lagrangian method, as a consequence of possible misplacement of material points. Under
such circumstances, a convex front shape can be switched to a concave one merely by very small
point misplacements. The Eulerian model (which does not require that the material points be
tracked) does not suffer from this disadvantage, and moreover in Figure 9 is seen to agree with
approximate analytic curvature predictions (see Appendix A and B).
(d) Jump position as function of time
In Figures 7, 8 and 9, it was possible to examine the location of the jump or discontinuity
(identified as the steepest part locally on the α versus y curve) with different grid points
over the same domain at the same time, and this situation was also compared with some
analytical expressions for the front itself, in both the lower region and the upper region. The
interesting aspect here is to analyse how the location of the jump evolves with time. This fact
was already mentioned in [7], where it was established that the location of the jump would be at
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Figure 9. Front curvature κ of the numerical Eulerian model (solid line, with Nx =Ny = 400 grid points)
vs analytical solutions for t= 0
·
5 on domain (x, y)∈ [0, 1]2. For the lower region, equation (A.4) (dotted
line) and the Velde solution (dashed line) are plotted. In the upper region, two analytical expressions
deduced from [7] are plotted: (“△”) c= 1 and (“◦”) c= 0.75 (see equation (B.10) in Appendix B).
y= 1− 0.954t/2 +O(t2). This was predicted via a similarity solution, but not validated against
numerical data.
Numerical data are presented here in Figure 10. Specifically 10(a) examines how the front
orientation angle α as a function of height y evolves over time. In Figure 10(b) it is shown
how the jump moves in the y direction (solid line) as a function of time, the jump position
heuristically being detected as the position of the steepest positive derivative of the angle.
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
(a) (b)
Figure 10. (a) Orientation angle α for different times, over the domain (x, y)∈ [0, 1]× [0, 1] with Nx =
Ny = 400. Dotted line: t= 0·5, dashed line: t= 0·375, dot-dashed line:t= 0·25, solid line: t= 0·125. (b)
Jump position y as a function of the time t (over the domain (x, y)∈ [0, 2]× [0, 1]) for the Eulerian
data (solid line, grid of Nx = 800 and Ny = 400) and the position y of material points initially just
beneath the top determined by the equation (A.2), with initial vertical location y0 → 1 (“∗”), and equation
y= 1− 0.954t/2 (“×”) discussed in [7].
In the Lagrangian picture, as points are injected from the top, it is thought that the concavity
is a result of the collision of those injected points with those originally along the y-axis (see Figure
11). The movement of the jump through y over the time can be fit via a parabola with the form of
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y= 1 + a1t+ a2t
2, where the parameters a1 and a2 were found through interpolation. The fitted
parameters after interpolation within the interval t∈ [0, 2] over the domain (x, y)∈ [0, 2]× [0, 1]
are a1 =−0.4635 and a2 = 0.0784, which vary only very slightly from equation (A.2). The fact
that, for much of the evolution, the predicted location of the jump according to the curve fit is
very slightly below what is predicted by equation (A.2) which gives the location of the material
point initially at the top of the front. This is the opposite of what was found in [7] via a first
order theory out to order t. Equation (A.2) is however itself just an asymptotic expansion (albeit
now to second order not first order). The zoomed inset in Figure 10(b), at early time t≈ 0.1,
shows the prediction of (A.2) being below the first order prediction for the jump location, but
the numerical jump location is above either of them. Whether the location of the jump is above
or below the location of the uppermost material point initially on the front is inconclusive,
but what is clear is that these two locations are close to one another and they can only be
distinguished numerically using a high resolution grid.
6. Conclusions
We have simulated the shape of a foam-liquid front evolving via pressure-driven growth but
using an Eulerian model. The simulation results of the Eulerian model are largely similar to the
Lagrangian results of [4]. Good agreement, not only between Eulerian and Lagrangian models,
but also between Eulerian results and an asymptotic analytical solution from [7] were found.
These results mutually validate all these various methods, in particular those with respect to
front orientation angle and front curvature, see Figures 5, 7 and 9.
With the developed computational code, systems of Hamilton-Jacobi equations are solved. As
a guideline for spatial discretization and explicit time discretization by the Eulerian method as a
reference the work of [17] was taken. In the Eulerian model the front representation is determined
implicitly as a zero level set. This implicit representation liberates us from the necessity to inject
material points explicitly onto the front from the top, as would be required by the simulation
of the Lagrangian model, making the Lagrangian model susceptible to errors in the event that
those newly injected points are wrongly placed.
Though the Eulerian solution is implicit, expressing the front position as the zero level set of
the solution variable φ, one can obtain an explicit representation of the location of the front for
each time instant. From the data obtained by the numerical solution of the Eulerian model, one
can detect a jump or kink in the front orientation angle. This gives evidence of the existence of a
sharp concavity in the front. This is also evident by the curvature becoming large and negative
at the jump. This concavity can be interpreted as a consequence of the information from the top
boundary condition (φ(x, y= 1, t) = x−√2t) propagating into the solution domain and being
distinct from that associated with points originally on the front.
From the analytical calculations, it can be confirmed that the concavity is close to height
y≈ 1− 0.4635t+ 0.0784t2, for t≤ 2. This equation predicts a location that is very close to
the vertical position of a material point originating on the y-axis immediately below the top
boundary. As alluded to above, the concavity actually occurs at the point at which material
points coming from the top boundary manage to arrive, assuming they are injected early on in
the evolution. Since we have analytical approximations to the both zones of the front (points
originally on the front and newly injected ones) it is possible to estimate where they join [7].
Appendix A. Asymptotic analytic solution of Lagrangian model
In what follows the early-time analytic solution of the Lagrangian model presented in [6] is
recalled. This solution reflects the fact that at the top, for any time (t > 0), α= 0 and s= x,
and for any point on the front, for small times (t≪ 1), that s≈ x and α≈ 0. On the top, for
t > 0, the model (2.3) reduces, after integration, to x=
√
2t, and for any point on the front, for
t≪ 1 to x≈√2yt, termed the Velde solution by [7]. Using the property that sin(α)≈ dx/dy (for
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dx/dy≪ 1) and differentiating x≈√2yt with respect to y gives sin(α)≈
√
t/2y. Putting this
in the equation (2.4) gives, after integration,
y≈ y0 − t/2, (A.1)
where y0 is the initial position of a given material point. Equation (A.1) describes material
points which originate anywhere below the top y0 ≤ 1 and move with a vertical velocity −1/2.
A higher order correction was also obtained by [7] still assuming t≪ 1
y≈ y0 − t
2
+
5t2
48y0
. (A.2)
Equation (A.1)−(A.2) have implications for schemes for solving the Lagrangian model
numerically (details of such schemes can be found in literature [4]). Owing to (A.1) and (A.2),
a gap opens up between the point at the top of the front (which remains on the top boundary
for all time) and material points slightly underneath it (those with y0 → 1) which necessarily
drift downwards: in the Lagrangian model, new material points (hereafter called “newly injected
points”) must continually be injected from the top boundary to fill this gap. Upon leaving the
top boundary their downwards velocity component starts off small, but grows over time to
ensure that the gap is filled [7]. The gap between the top of the front and the material points
that started off immediately below it meanwhile becomes wider and wider over time, such that
over time, more and more of the front is comprised of newly injected points (see Figure 11).
y
1
Paths of
Injected points
Paths of points
originating between
y=0 and y=1
x
C
J
Figure 11. Distinction between trajectories of points originally at x= 0 in 0≤ y≤ 1, and points injected
at the top y= 1 for x> 0. In the Lagrangian formulation, to resolve the front shape near the top we need
to add new material points to replace those originally on the front that have drifted downwards. However
we do not know where exactly to add them unless we already know the shape of the front.
Using equation (A.1) it is possible to improve upon the estimate that x≈√2yt, specifically by
obtaining the “improved Velde” solution discussed in [7] which established that x≈
√
2yt+ t2/6.
This equation will be used in section 6 to compare the orientation angle and the curvature of
the front in the, so-called, “lower region” of the front [7]. The lower region extends downwards
from the position where the original front points and the injected front points meet, whereas
the “upper region” extends from this point upwards. Since, using (2.2), α= arctan(dx/dy), it is
possible to derive a formula for the curvature in the lower region, the curvature being given by
κ=−(dα/dy) cos(α) (see equation (B.9) in Appendix B), so that
α≈ arctan
(
t(2yt+ t2/6)−1/2
)
, (A.3)
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κ≈ 63/2
√
t(12y + 7t)−3/2. (A.4)
For the upper region it is possible to obtain, using the similarity equation developed in [7], an
analytical approximation of the front position (see Appendix B). However the resulting formulae
for front orientation angle and curvature are less simple than in (A.3) and (A.4). Nonetheless,
the angle and the curvature can be estimated for both, the “lower” and “upper” region.
Appendix B. Front shape in the upper region
Using the similarity equations developed in [7] it is possible to obtain a parametric analytical
expression for the upper region of the front in terms of x= x(t, Ξ) and y= y(t, ζ), where Ξ and
ζ are the rescaled form of x and y, respectively. Here we recall and extend the results of [7]. If
we assume from [7] that
Ξ = (
√
2t− x)t−3/2 ≡ ξt−3/2, (B.1)
ζ = 2(1− y)/t, (B.2)
where t≪ 1, and also that the orientation angle can be expressed as α=
√
t/2A(ζ), then [7]
demonstrates
ζ ≈ (1− cA)
1/c
(1− c) −
(1− cA)
c(1− c) +
1
c
, (B.3)
where 2c− 1 is the assumed constant ratio between ds/dy and dx/dy in the upper region [7].
For small times (t≪ 1) it is possible to obtain from [7] that
ξ ≈−
∫1
y
(
α+
α3
3
)
dy. (B.4)
If we combine (B.1) and (B.4), using the derivative of (B.2) respect to y (dy/dζ =−t/2), and
also with α=
√
t/2A we obtain
Ξ =
ξ
t3/2
≈− 1
t3/2
∫1
y
(
α+
α3
3
)
dy=
1
2
√
2
∫A
0
(
A+
t
6
A3
)
dζ
dA
dA, (B.5)
where dζ/dA can be obtained from (B.3). In order to compare the results obtained in [7] with
the Eulerian data obtained here we need to use the same values of c as used in [7], i.e. c= 1 and
c= 0.75. Equation (B.3) is plotted in Figure 7, and (B.3) and (B.5) taken together are plotted
in Figure 6. For c= 1 we have via equation (B.3) that (taking the limit when c→ 1 of ζ)
ζ = (1−A) log(1−A) +A, (B.6)
then differentiating (B.6) respect to A we can compute, using equation (B.5), that
Ξ ≈− 1
2
√
2
∫A
0
log(1−A)
(
A+
t
6
A3
)
dA. (B.7)
Now, combining equations (B.1) with (B.6) and (B.2) with (B.7), for each value of A we can
obtain Ξ and ζ, and thus, x and y. The range of A values is easy to obtain owing to the fact
that ζ is the rescaled version of y, i.e. when ζ = 1, y= 1− t/2 (cf. early-time solution (A.1))
and when ζ = 0, y= 1. Thus α varies from 0 to
√
t/2 and A varies from A= 0 (ζ = 0) to A= 1
(ζ = 1) at least in this case c= 1 (one of the cases of interest in Figure 6).
The same procedure as used to obtain equation (B.7) can to be used in order to obtain the
analytical expression for Ξ for values of c < 1. As a result we obtain
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Ξ ≈− 1
2
√
2
∫A
0
(
(1− cA)1/c + cA− 1
(c− 1)(cA− 1)
)(
A+
t
6
A3
)
dA. (B.8)
Then, combining equations (B.1) with (B.8) and (B.2) with (B.3), for each value of A we again
obtain Ξ and ζ, and x and y. Here as explained in [7], A varies from A= 0 to A= 1.18.
Given an expression for α in the upper region (where recall, α=
√
t/2A) it is possible to obtain
an analytical formula for the front curvature using the equation (B.3), then with κ=−dα/dS,
where S is the length measured along the front, we obtain
κ=−dα
dy
dy
dS
=−dα
dy
cos(α), (B.9)
then substituting the similarity solution (B.3) into (B.9) we can deduce that
κ≈
(
2
t
√
t
2
1
dζ/dA
)
cos
(√
t
2
A
)
≈−
( √
2(c− 1)(cA− 1)
((1− cA)1/c + cA− 1)√t
)(
1− tA
2
4
)
, (B.10)
which was plotted in Figure 9.
Appendix C. Semidiscrete central-upwind scheme
Although it turns out that the central-upwind flux is not strictly required in this work, it is
presented here because this scheme is useful (and essential) in heterogeneous and/or anisotropic
systems, which are of physical interest in improved oil recovery [9]. We start from [17]
d
dt
φj,k(t) = −
a−j,kb
−
j,kH
++ − a−j,kb+j,kH+− − a+j,kb−j,kH−+ + a+j,kb+j,kH−−
(a+j,k − a−j,k)(b+j,k − b−j,k)
(C.1)
−
a+j,ka
−
j,k
a+j,k − a−j,k
(
φ+x − φ−x
)
−
b+j,kb
−
j,k
b+j,k − b−j,k
(
φ+y − φ−y
)
,
and
d
dt
sj,k(t) = −
a−j,kb
−
j,kG
++ − a−j,kb+j,kG+− − a+j,kb−j,kG−+ + a+j,kb+j,kG−−
(a+j,k − a−j,k)(b+j,k − b−j,k)
(C.2)
−
a+j,ka
−
j,k
a+j,k − a−j,k
(
s+x − s−x
)
−
b+j,kb
−
j,k
b+j,k − b−j,k
(
s+y − s−y
)
,
where H△ :=H(y, s, φ△x , φ

y ) and G
△ :=G(y, s, φ△x , φ

y , s
△
x , s

y ) for △,∈ {−,+} (see
equation (3.10) and (3.11)). The local propagation velocities a±j,k and b
±
j,k are estimated as
a+j,k :=max
±
(Hφx(y, s, φ
±
x , φ
±
y ))+, a
−
j,k :=min
±
(Hφx(y, s, φ
±
x , φ
±
y ))−, (C.3)
b+j,k :=max
±
(Hφy (y, s, φ
±
x , φ
±
y ))+, b
−
j,k :=min
±
(Hφy (y, s, φ
±
x , φ
±
y ))−, (C.4)
where (·)+ :=max(·, 0) and (·)− :=min(·, 0). The values of φ±x are calculated (for any fixed y)
using the following interpolating polynomial
φ˜(x, tn) = φnj +
(△φ)nj+ 1
2
△x (x− xj) +
(△φ)′j+ 1
2
2(△x)2
(x− xj)(x− xj+1), x∈ [xj , xj+1], (C.5)
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where (△φ)n
j+ 1
2
≡ φnj − φnj+ 1
2
, φn
j+ 1
2
= (φnj + φ
n
j+1)/2 and (△φ)′j+ 1
2
/
(△x)2 is an approximation
of the second derivative of φxx(xj+ 1
2
, tn). To estimate (△φ)′
j+ 1
2
we use the minmod limiters
(△φ)′j+ 1
2
=minmod
(
θ
[
(△φ)nj+ 3
2
− (△φ)nj+ 1
2
]
,
1
2
[
(△φ)nj+ 3
2
− (△φ)nj− 1
2
]
,
θ
[
(△φ)nj+ 1
2
− (△φ)nj− 1
2
])
,
where θ ∈ [1, 2] is a weighting factor, and the multivariable minmod function (for arbitrary
arguments w1, w2,...) is defined as
minmod(w1, w2, ...) =


minj{wj} if wj > 0 ∀ j,
maxj{wj} if wj < 0 ∀ j,
0 otherwise.
(C.6)
In this work a value of θ= 1.5 is used for the minmod weighting factor [17]. Finally from (C.5)
one obtains
φ−x =
(△φ)nj− 1
2
△x ∓
(△φ)′j− 1
2
2△ x .
The expressions s−x and s
+
y are obtained in a similar way.
For the equations (C.3) and (C.4) we have from the definition of H in equation (3.10) that
Hφx =
y
s
φx
|∇φ| , Hφy =
y
s
φy
|∇φ| . (C.7)
Moreover, it is easy to show that (∂/∂φx)H = (∂/∂sx)G and (∂/∂φy)H = (∂/∂sy)G, i.e. Hφx =
Gsx and Hφy =Gsy , where Hφx , Hφy , Gsx , Gsy denote partial derivatives (of H respectively G)
with respect to φx, φy, sx, sy, respectively. This means that for both equations (3.8) and (3.9),
the propagation velocities of the corresponding variable (φ and s) are the same.
For the specific curve shape as indicated in Figure 2 we expect φx > 0 and φy < 0, which
implies that Hφx ≥ 0 and Hφy ≤ 0. This indicates that the numerical flux is entirely upwind,
since the speeds a+j,k = 0 and b
−
j,k = 0 in (C.3) vanish. The upwind version of (C.1) and (C.2),
where those terms disappear, is (see (4.1))
d
dt
φj,k(t) =H(y, s, φ
−
x , φ
+
y ),
d
dt
sj,k(t) =G(y, s, φ
−
x , φ
+
y , s
−
x , s
+
y ). (C.8)
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