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Abstract 
The increasing availability of computers to ordinary users in the last few decades has 
led to an exponential increase in the use of Corpus Linguistics (CL) methodologies. 
The people exploring this data come from a variety of backgrounds and, in many 
cases, are not proficient corpus linguists. Despite the ongoing development of new 
tools, there is still an immense gap between what CL can offer and what is currently 
being done by researchers. This study has two outcomes. It (a) identifies the gap 
between potential and actual uses of CL methods and tools, and (b) enhances the 
usability of CL software and complement statistical application through the use of 
data visualization and user-friendly interfaces. The first outcome is achieved through 
(i) an investigation of how CL methods are reported in academic publications; (ii) a 
systematic observation of users of CL software as they engage in the routine tasks; 
and (iii) a review of four well-established pieces of software used for corpus 
exploration. Based on the findings, two new statistical tools for CL studies with high 
usability were developed and implemented on to an existing system, CQPweb. The 
Advanced Dispersion tool allows users to graphically explore how queries are 
distributed in a corpus, which makes it easier for users to understand the concept of 
dispersion. The tool also provides accurate dispersion measures. The Parlink Tool was 
designed having as its primary target audience beginners with interest in translations 
studies and second language education. The tool’s primary function is to make it 
easier for users to see possible translations for corpus queries in the parallel 
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As a discipline, Corpus Linguistics (CL) has long dealt with the principles and 
practice of using machine-readable textual data for different research purposes since 
the origin of the field in its modern form in the early 1960s. CL has played a major 
role in areas such as lexicography (Halliday et al. 2004), grammar (Biber 1999), 
language teaching (Aijmer 2009), and discourse analysis (McEnery & Baker 2015). 
The increasing availability of computers to ordinary users in the last three to four 
decades has led to a massive increase in the use of CL methodologies by linguists of 
all kinds. Moreover, CL has now been utilised in a wide variety of fields beyond 
linguistics, such as psychology, information science and law (see Šarčević 2016; 
Bowker 2018; Maia & Santos 2018). Thus, it has proven to be a useful methodology 
for a wide variety of disciplines, promoting inter- and multi-disciplinary research. 
The use of CL specifically in the field of language teaching has also been steadily 
growing since Tim Johns’ initial work on data-driven learning (Johns 1986, 1991, 
1994). In this approach, learners of a second or foreign language work with corpus 
data, performing corpus analysis with or without the aid of their teachers, as part of 
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the process of becoming proficient in the language they are learning, the target 
language. Learners thus become “more active participants in the learning process” 
(Tognini-Bonelli 2001:43), in charge of their own investigations and learning in an 
autonomous way (Bernardini 2002). However, direct use of corpus data and software 
by students and teachers is not the only way that CL is used in language teaching. 
Corpora can also be employed indirectly – for example, to design materials, syllabi 
and class activities; to describe the linguistic characteristics of different learner 
groups; or to identify important characteristics of the target language (Granger 2002; 
Gabrielatos 2005). 
From these observations on CL’s interdisciplinarity and application in language 
teaching, it follows that – whatever way corpus data is approached, and for whatever 
purpose – the people exploring this data come from a variety of backgrounds and, in 
many cases, are not proficient corpus linguists. They may, for instance, be language 
teachers or students, or researchers in areas other than linguistics, rather than trained 
corpus researchers. Although a very heterogeneous group, these non-specialist users 
of corpus data share some or all the following characteristics. They are not CL 
experts, and hence are not likely to (wish to) invest a great amount of time into 
learning how to use a tool – any computer application or subsystem thereof used to 
achieve a specific goal – just to access corpus data that they wish to use. They are 
likely to be more concerned with language in use than with the details of statistical 
analyses that corpus linguistic research often involves. Their investigations typically 
do not require or utilise techniques specially designed for their purposes; rather they 
are likely to stick to what we might call off-the-shelf methods. Their work is usually 
collaborative, with the same corpus being used by multiple people. The corpus data is, 
ultimately, no more than a means for such users to achieve some aim that may well 
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not have to do with CL at all. More practically, such users are also likely to have 
limited or even no awareness of the full range of currently available corpus data 
resources (Gries 2015; Diaz-Negrillo et al. 2013); in addition, they are likely to 
experience great difficulties in using CL software tools, as indeed previous research 
has found many such users to report (Boulton 2012).  
Unlike commercial software, which is developed by programmers whose primary 
professional concern is the design and implementation of software, CL tools are 
created by linguists, and implement or reflect design decisions made solely on the 
basis of developer preference. This creates the potential for idiosyncrasy, which can 
negatively affect the final user experience. The resulting software may not be intuitive 
or may not address the real needs of the full range of potential users. For example, 
despite having been available for almost 20 years (Anthony 2002), and despite its 
status as one of the most widely used CL tools at the present time, AntConc (Anthony 
2019) still exhibits room for improvement (see 3.4.1). There has been a growing 
number of attempts to develop tools with greater usability. For instance, #LancsBox 
(Brezina et al. 2015) aims to improve understanding of collocations by allowing the 
user to explore them through visualization as a graph of interlinked nodes. Besides 
visualizations, improvements in user interfaces have also been observed. The web-
based corpus search engine Kontext (Machálek 2020), for example, presents a clear 
and easy to navigate interface with features which enhance the user experience with 
the tool. 
Despite the effort to enhance user experience observed in emerging tools like 
#LancsBox and Kontext there are still shortcomings that need addressing. As some 
researchers have pointed, there is excess of bias found in corpus-based research 
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(especially with data cherry-picking), inaccuracy of statistical application, and limited 
use or even unawareness of currently available resources (Gries 2015; Diaz-Negrillo 
et al. 2013). Moreover, there are many researchers who do not use CL methodologies 
due to difficulties with the tools (Boulton 2012). There is, then, still an immense gap 
between what CL can offer and what is currently being done by the researchers 
mentioned above.  
1.2 Research aims 
This study has two main goals: 
1. To identify how CL methods and tools usage is reported in the literature and 
how users deal with these tools.   
2. To demonstrate how to enhance usability of CL software and complement 
statistical application through the use of data visualization and user-friendly 
interfaces. 
My aim with this thesis is to contribute with the following: (a) to reveal the gap 
between potential and actual uses of CL methods; (b) to deliver two new statistical 
tools for CL studies with high usability. 
To achieve the first aim, we need to understand the users. The first step is then to 
define the targeted user group or groups. This is because different groups have 
different needs, and one effort cannot address all. In this study, the main target user 
group is beginner users of CL in the field of language teaching and learning, as 
introduced in section 1.1. This includes language students and teachers who use 
computer-assisted techniques; language learning materials designers who use corpora 
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to inform their work; and academics conducting research on language teaching who 
are not CL specialists. 
From this last group, a secondary target user group emerges. In many universities, 
language, linguistics and literature courses are offered within the same department, 
and it is common to see undergraduate students taking modules in different language-
related disciplines. For instance, a student majoring in Literature might be introduced 
to CL while taking a module related to language teaching. Such potential CL users 
form the secondary target user group. The motivation for adding this second user 
group is the potential that CL offers for an audience that are not strictly connected to 
linguistics but might benefit from CL tools. The two groups together are referred to in 
this thesis as non-specialist users of corpus data and methods (NSUs). 
1.3 Thesis structure 
With the target user group defined as consisting of NSUs, the next step is to 
understand the user group’s needs. My thesis addresses this issue in two ways. First, I 
undertake an investigation of how the use of CL methods is reported in the literature 
in Social Science and Humanities publications. This literature analysis investigates 
what tools are used, what kind of analyses are performed, and how they differ 
according to the disciplinary area. A dataset of over 4,000 academic journal articles 
was retrieved from two different academic databases; and CL methods were used for 
the analysis. Second, I undertake a direct study of users’ needs. I use a contextual 
design approach to observe researchers using corpus tools within their own routines 
and contexts. This systematic observation of users allows their needs and requirements 
to be identified. 
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To begin addressing the second goal, I needed to develop a more comprehensive 
picture of the presently available corpus tools, and their use in the literature. The first 
step for that was to understand the capabilities of presently popular corpus software in 
the light of the improved understanding of users and the tools they use that has 
previously been arrived at. I did this through a literature and performance review of 
four specific pieces of software. Based on this review, two new visualizations for CL 
are developed as extensions to an existing system, CQPweb (Hardie 2012). I opted for 
this approach for four main reasons. First, CQPweb is open-source, meaning that its 
underlying code is freely available and can be modified. It is web-based, which 
improves accessibility. It is currently used by researchers in many different countries1, 
which makes it a relatively well-established piece of software. Finally, it has an 
interface that has already been well-received by many researchers, having been 
developed following the model of BNCweb (Hoffmann & Evert 2006), widely used to 
retrieve textual data from the British National Corpus 1994. 
In the course of developing these new visualizations, I draw regularly on approaches 
from the area of (software) user-experience research – an important branch of 
contemporary computer science and also an important tool in the software industry. 
To date, and to my knowledge, there have been no studies in CL software 
development that draw on the user-experience methodologies employed in 
professional software design. Hartson and Pyla (2012) argue that when developing a 
 
1  There are many installations of CQPweb on public servers around the world, such as 
https://corpling.uis.georgetown.edu/cqp/ (USA); http://cqpw-prod.vip.sydney.edu.au/CQPweb/ 
(Australia); https://coct.naer.edu.tw/cqpweb/ (Taiwan) 
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software product, it is crucial to understand the needs and characteristics of the users. 
They go on to observe that the target user group needs to be carefully studied and 
understood before the design itself takes place; moreover, a dialogue with current 
and/or potential users must continue through the whole process of software 
development. According to Hartson and Pyla, products designed with the support of 
these user-experience methods have been shown to require very little learning time 
and to attract a higher number of users, compared to programs which do not utilise 
that approach. This methodology aligns well with desired outcomes of this study: (a) 
NSUs will be able to spend less time learning how the software functions and more 
time on linguistic analysis; and (b) new users will not be put off by the software. 
Developing two new tools and implementing them on CQPweb allowed me to explore 
the tool design strategy presented in this thesis to address the needs of the NSUs. 
Although each tool presents solutions to different issues, both provide developers of 
CL tools with concrete examples of how to identify users’ needs and present solutions 
to them. In chapters six and seven I will also discuss some issues I faced when I was 
developing (writing scripts in PHP and JavaScript) both tools. 
 
8 
2 Literature Review 
2.1 Introduction 
This chapter presents a literature review of how technologies for research into 
language have affected, or been affected by, the investigations in which they have 
been utilized. First, I briefly discuss how the methods used to research language have 
evolved from ancient times through to the mid twentieth century (2.2). I then cover the 
advent of computer-based language studies, and how the use of new technologies 
helped scholars address the limitations of the techniques available to them prior to this 
time (2.3). Section 2.4 deals with the emergence of Corpus Linguistics (CL) and its 
methods and tools; I consider how computer technology came to be an indispensable 
asset in support of empirical research on language. I conclude this chapter with a 
discussion of the new directions presently being explored in the information 
technologies used in the various disciplinary approaches to computer-based language 
studies (2.5).  
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2.2 Language and computers: a historical view 
2.2.1 Ancient times 
Dealing with large masses of data is currently a concern across many different 
disciplines. This is probably due to the new ease with which scholars can access, 
gather and process data driven by the ongoing revolution in digital technology. 
However, interest in gathering and studying large amounts of texts goes back to 
ancient times. The reason for the present review to consider work very far back in the 
past is twofold. Ancient work may have brought up potentially fruitful ideas not at the 
time – or even yet – explored. Moreover, considering the distant past can shed some 
light on how and why the methods currently employed in analysing language came to 
be adopted. In sum, the goal of this part of the literature review is to identify, so far as 
possible, what questions scholars through the ages have asked when studying 
language through real data; which techniques have been used so far; and how the 
technologies available in each period have limited and or expanded research by the 
scholars of that period. 
Pāṇini has undoubtedly played a massive role in the development of language studies. 
He is mainly known for his work on the Aṣṭādhyāyī, an early, yet complex grammar 
of Sanskrit (Thomas 2011:2-6). Pāṇini’s grammar formal system has also greatly 
influenced on the design or computer programming languages (Bhate & Kak 1991). 
Despite recognising the importance of Pāṇini and other Eastern scholars, due to the 
scope of this work, I will concentrate this literature review on Western studies. 
The origin of the western tradition of the study of language units is attributed to 
scholars in Ancient Greece. It was probably at that time that what are now referred to 
as parts-of-speech (POS) were identified and defined for the first time (Robins 2013). 
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By breaking language into countable segments, the scholars of that time were leading 
a path to a tangible view of language. 
In terms of text production, as the text collections were getting bigger and bigger, the 
need to better organise archives of documents arose. The concern was how to collect, 
store and access text systematically. A classic example of this collection process is the 
Library of Alexandria, where enormous numbers of scrolls were stored and managed. 
The organisation of scrolls was not nearly as easy as the organisation of today’s 
books. Because of the high costs of a single scroll, and the consequent undesirability 
of leaving any free space going to waste, one scroll would often contain more than a 
single work, which made a system to manage the different pieces of work necessary 
(Olesen-Bagneux 2014). It was during the era in which scrolls were used that 
measuring techniques such as stichometry (line numbers) and colometry (verses) 
emerged (Pawłowski 2008). Studies of mode, register, and stylistics, for instance, 
would not be possible if there was not a means to navigate documents according to 
such divisions. Today, the frequently used divisions are not verses and lines but rather 
elements such as paragraphs or sections. These metrics might seem trivial nowadays 
when these concepts are so established in our lives. However, choosing the measures 
and units to be used in a corpus analysis is still an area of difficulty in language 
research. For example, the definition of the word as a linguistic unit (see, e.g., Gries 
2009:12) and the appropriate transcript methods for spoken corpora are still disputed. 
It has always been a struggle to define terms in a fine way so that its quantification 
can be as accurate as possible, considering the restraint of the technology available. 
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2.2.2 The Middle and Modern Ages 
In the Middle Ages, a common method to facilitate access to the content of large 
collections of texts was the use of tables of contents and subject indexes, both of 
which are, of course, still in use today (Lerner 1999). Because indexes facilitate 
information retrieval, their implementation meant the readers could focus more on the 
text than on the searching process (Lerner 1999). 
Better systems to organise and retrieve data also meant support for new collections. 
Several scholars adopted the concept of gathering texts for their specific purposes. 
Many of these projects had their final goal linked to lexicographical purposes as in the 
case of Samuel Johnson’s dictionary, published in 1755. Over the course of nine years 
of work on this effort, Johnson wrote letters to many different recipients to collect 
actual examples of word usage to include in his A Dictionary of the English Language 
(Reddick & Johnson1996). 
A similar process was followed by James Murray (1837-1915), the lexicographer who 
was the first primary editor of the Oxford English Dictionary (OED). To compile the 
dictionary, Murray had to manually organise the massive quantity of letters that he 
would receive for his text collection (Murray 2001). These stories illustrate how 
laborious data collection and management were. Scholars like Murray would dedicate 
their lives to collecting and organising large textual amount, loosely associated to the 
modern concept of corpus, whose contents would, most likely, not be explored further 
than its lexicographical aspect. 
2.2.3 Twentieth Century 
In the twentieth century, more applications emerged for collections of language data 
beyond solely lexicographical description. Several researchers began to use corpora to 
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describe language. Thorndike (1921), for instance, identified the most frequent word 
types in English based on a corpus of 4.5 million words. The publication of this list 
triggered changes in language teaching, both first and second language, in the USA 
and Europe. Thorndike’s study is the likely inspiration of the commonly-encountered 
approach of teaching learners the most frequently used words first (Graves 2016). An 
updated version of Thorndike’s list, containing 30 thousand word types based on a 
larger corpus (18 million words), was published some twenty years later (Thorndike & 
Lorge 1944). Following the same trend, the General Service List of English Words, a 
publication which lists the two thousand most frequent words in English (West 1953), 
was created. This publication is probably one of the most famous lexicon descriptions 
of English pre-computer (Brezina & Gablasova 2015). Some examples of non-English 
vocabulary lists are the Frequency Dictionary of Spanish Words (Juilland & Chang-
Rodriguez 1964), the Frequency Dictionary of French Words (Juilland et al. 1970), 
and Frequency Dictionary of Italian Words (Juilland & Traversa 1973). Scholars like 
Thorndike West and Juilland played, thus, an essential role in applying linguistics 
methods in education. 
It was also at this period that several linguistic laws such as Zipf’s Law (Zipf 1935, 
1949), and the work of scholars such as Franz Boas, Leonard Bloomfield, Edward 
Sapir emerged. Bloomfield (1914, 1926), among other scholars, supported the use of 
scientific procedures to analyse linguistic data. Such work was relevant in setting the 
ground for a methodological approach that was to come, namely Corpus Linguistics. 
However, it was only in 1953, after the invention of, but shortly before the 
introduction into general use of electronic computers, that there began a project which 
was probably the main effort responsible for shaping the current structure of corpora. 
The Survey of English Use, or simply SEU, was a non-electronic corpus, compiled by 
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Randolf Quirk and his team in London. It has been said that most of the influential 
descriptive grammars in the 20th century based their description on the SEU (Jemsen 
2014).  
The SEU was designed to have one million words of authentic language structured in 
a fixed number of texts (200), each containing the same number of words per text 
(5,000). These texts were organised onto paper cards, each of which contained one 
word of the corpus together with a certain amount of its original textual context (17 
lines of text). Each word was grammatically analysed and assigned a category. The 
system of categories derived from these (manual) annotations was later used as a 
reference for the development of one of the earliest automatic POS taggers (Greene & 
Rubin 1971), which in turn was the ancestor of many if not most POS-tagging 
programs still in use today. Besides its importance for the creation of POS taggers, 
SEU structure was also a reference for the electronic corpora that were to come (see 
2.4). 
2.2.3.1 Father Busa 
In 1946, the Catholic priest Roberto Busa decided to attempt something which, to my 
knowledge, had not been done before: to perform searches within the complete works 
of Saint Thomas Aquinas by using pre-computer punched-card tabulating machines 
(Winter 1999). Busa’s ultimate goal was to publish, as a set of printed volumes, an 
index of the more than 11 million tokens of surviving Medieval Latin documents, 
Aquinas being merely the first phase of this more ambitious enterprise. However, he 
was aware that this would, if undertaken manually, be an enormous – and enormously 
time-consuming – task. He envisioned the use of new technologies as a means to 
reduce the length of time that this project would require, and also as a way to improve 
the accuracy of word retrieval (Jones 2016). 
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2.2.3.1.1 Busa’s work 
The task to which Busa set himself, which was accomplished in 30 years, consisted of 
fully lemmatising all the words in the Latin writings of Saint Thomas Aquinas. 
Lemmatisation consists of annotating each word in a text with that word’s lemma, that 
is, the citation form or ‘headword’ of a group of inflectionally related word types, 
such that, for example, went is tagged as go and houses as house. The idea of 
lemmatising, i.e. grouping headwords and its inflected form, complete works was not 
new. Busa himself cited (Busa 1987), for instance, the Thesaurus Linguae Latinae 
(TLL).2  which relied on contracted workers to process its ten million cards with 
lemmatised words. The procedure consisted of writing the lemma, the POS and the 
position in text for every token found in the collected texts onto paper cards. The TLL 
eventually created a total of around ten million cards (Corbeill 2007). Projects like the 
TLL addressed the incredible length of time that manual compilation of full textual 
index data required for such large bodies of text simply by accepting that the results 
would arrive in decades if not generations  (TLL was scheduled to take from 1894 to 
2050). By contrast, Busa’s index rely on the use of pre-computer punch card machines 
to reduce the amount of manual labour required, and, thus, the length of time over 
which the project would run. Punch cards, or punched cards, are a paper-based data 
storage medium used by the mechanical tabulating machines which preceded, and 
were eventually replaced by, electronic computers. Data is coded on punch cards by 
the presence or absence of holes in specific positions. Once a complete data store is 





perform (simple) operations such as counting by processing the cards. Thus, many 
important steps in the compilation of an output such as Busa’s index to Aquinas can 
be performed automatically rather than manually (Jones 2016). 
Despite becoming famous for his work with punch cards, Busa’s computer knowledge 
was not what led him to success. He did not have any knowledge in this field before 
he started his work at IBM. What made his index special was the fact that he “knew 
the nature of the task and knew what he was looking for” (Winter 1999:9). Busa could 
not rely on any prior methods for his project because none existed at that point, as the 
relevant technology was only just emerging (Busa 1987). Hence, he had to test and 
develop his method as work progressed and technology evolved. One reason for his 
work to excel was that it was driven by his questions, rather than by the technology 
available. He would adapt the technology to suit his needs, rather than the other way 
around (Jones 2016). 
Busa was not the only scholar interested in using machines to deal with very large 
amounts of texts. For instance, in 1957 Rev. John W. Ellison presented what he 
claimed to be the world’s first computer-generated concordance (Jones 2016). 
According to an article in the non-academic press, it took Ellison “only” 400 hours to 
process 80 miles of tape containing the 783,137 words of the Revised Standard 
Version of the Bible (LIFE magazine 1957). The resulting concordance was then 
published in a book more than 300,000 words of running text in length. 
A parallel development to these, made by the computer scientist Hans Peter Luhn, was 
the Key Word in Context, better known by the acronym given it by Luhn (1966). The 
concept of KWIC was based on the that of the key word in titles system, first proposed 
in 1859 by the librarian Andrea Crestadoro. The key word in titles system is an 
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approach in which librarians enhance the catalogue of their library by adding to the 
record of each book a set of ‘key’ words which provide some indication of its topic or 
content. This system is used to record books with words beyond the ones found in the 
title (Manning & Schütze 1999). It is debated whether Busa’s work influenced Luhn 
(Burton 1981). Either way, it is certain that these efforts undertaken during the 1950s 
were the foundation which would lead to the rise of academic (sub-)disciplines such 
as machine translation and corpus linguistics (Jones 2016). 
2.2.3.1.2 Reasons to be neglected 
Despite his importance, Busa did not have at his time the prestige that is now 
attributed to him. This might be because (i) the contemporary ideas to his work highly 
criticised structuralism; (ii) it took him too long to finish what he had proposed and 
(iii) many researchers did not fully understand what Busa was trying to accomplish. 
Busa’s work was released in an era where empirical studies were not exactly 
appreciated. It was the beginning of the use of computers in research centres, but it 
was also the moment when rationalist ideas were strong. Chomsky (1957) drastically 
affected the dominant linguistics paradigm at that time. Chomsky’s view is that the 
data necessary for language analysis is accessible through introspection, and there was 
no reason for collecting massive amounts of data. Collecting data would only be done 
in order to study performance rather than linguistic competence. 
There was also a shared perception among language researchers that using digital 
techniques for language analysis was a form of manual labour, the performance of 
which lacked the prestige afforded the research of the rationalist elite (Fillmore 1992; 
Svartvik 2007; Jemsen 2015). In fact, in the 1960s and 1970s, “corpus work was, 
indeed, little else but donkey work” (Leech 1991:25) due to the primitive nature of the 
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digital technology of that era. On top of that, empirical studies received sharp 
criticism (e.g. Abercrombie 1965:114-115) regarding their data collection, which was 
claimed to be biased and to lack credibility (Leech 1991).  
Busa’s proposal to rely on machines comes to address possible human errors in data 
preparation. Use of machines guaranteed, to a certain extent, quantitative certainty and 
labour and time efficiency. Although Father Busa had the support of IBM, he still had 
to deal with technological restrictions, such as the limited processing capacity of the 
machines available to him, at that time (Jones 2016). Moreover, the use of new 
technologies in humanities research has always been limited by availability, as 
cutting-edge technologies are not exactly required to answer humanities research 
questions. This happens because in many cases the technology is only used to reduce 
work time. For instance, when the index started being compiled, there were many 
more efficient alternatives to the punch card system used by Father Busa. 
Nevertheless, the punch card system, a more traditional and accessible system at that 
time, met the work aims, even if slower (Jones 2016). 
A final issue that might have prevented Busa’s works from having an impact on early 
CL studies is that not many people understand the main idea behind the creation of his 
final work, the Corpus Thomisticum Index Thomisticus. As Jones (2016) points out, 
(f)or Busa, mechanisation was to serve hermeneutics. He aimed to 
interpret, to reveal meaningful patterns, different dimensions of the 
language. It’s just that some dimensions were too extensive (while their 
evidence was too minute) to be grasped by the unassisted eye and mind of 
the reader across an oeuvre of over ten million words. Philosophical and 
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theological questions drove his linguistic research, and this led him to 
develop the complex process of literary data analysis. (Jones 2016:90) 
Despite the low initial impact, Busa’s work had a certain contribution to computer-
based language studies. One benefit from this system designed by Busa was the 
drastic reduction in time necessary to process texts and also the possibility of 
‘atomising’ them. By doing so, the text could be disassembled and then reassembled, 
making this a crucial moment of humanities computing. The consequence of that 
would be to allow human readers to visualise texts outside their linear presentation 
and group their elements into meaningful patterns. This feat could not be quickly done 
without computational aid (Jones 2016). 
2.3 Digital Computing and Language 
Despite the practical difficulties of dealing with large collections of texts, various 
scholars accomplished good results. Several dictionaries were created (e.g. OED); 
complete works were manually lemmatised (e.g. the Index Thomisticus). 
2.3.1 Digital Humanities 
Busa’s automation-assisted research, and that of others in the early post-war decades, 
was the beginning of the field which today is called Digital Humanities (DH). 
Different names have been given to the field, such as Humanist Informatics, Literary 
and Linguistic Computing and Humanities Computing, with slight variations in their 
definitions (Nyham & Flinn 2016). In this thesis, DH is broadly defined as that field 
of academic research that relies on computational methods to address research 
questions within the humanities (and, for some DH scholars, also the social sciences). 
The methods adopted vary widely from textual corpus analysis to 3-D modelling of 
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historical sites (Koh 2014). From the DH perspective, computers are powerful tools 
which need accurate directions and well-prepared data to render optimal results. 
In its beginnings (from 1949 to the early 1970s) and for a long time, DH was 
restricted to centres and institutions that could afford the necessary equipment, 
professional technicians, and maintenance (Nyham & Flinn 2016, Hockey 2004). 
Pioneers like Busa had the support of big institutions or companies, which allowed 
them to access to (mechanical) computers at a time before the personal computer. This 
beginning phase was crucial in emphasising to researchers the need for a well-defined 
methodology for the compilation and maintenance of electronic texts (Hockey 2004). 
The methods developed at Busa’s time would be later accessible to low-resourced 
institutions and even individual researchers (Jones 2016). One example is a project 
with an approach similar to Busa’s, initiated by Martin Abegg in the late 1980s. 
Abegg alone was able to complete extensive work on indexing the Dead Sea Scrolls 
using the HyperCard software (Atkinson 1987) on his personal computer (Abegg et al. 
2002). Even at the beginning of the personal computing age, individual researchers 
were interested in processing large amounts of digital text (Hockey 2004). 
Despite the initial ecstasy, from the 1970s to the mid-1980s, within DH “there was 
little really new or exciting in terms of methodology and there was perhaps less 
critical appraisal of methodologies than might be desirable” (Hockey 2004:10). 
However, in CL, that was the period during which important early corpora were 
compiled and published, and tools such as frequency list generators and concordancers 
started to be acknowledged (Hockey 2004:3-5). 
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2.4 Corpus Linguistics 
2.4.1 Brown Corpus 
The advent of mainframe computers in the 1960s contributed to the development of 
research on language. One example is the release of the first machine-readable corpus, 
known as the Brown Corpus (Francis & Kučera 1964), marking the beginning of CL. 
The Brown Corpus consists of one million words, which even for today is a decent 
size. This corpus incorporates 500 samples of American English texts published in 
1961, of approximately 2,000 words each. The use of equally sized text samples 
follows the structure utilised in the construction of the SEU. The texts are distributed 
across numerous categories of text, with different genres weighted by their perceived 
importance. 
Initially, the corpus existed only in the form of raw text. Later, the corpus was 
automatically tagged for POS, using the program TAGGIT (Greene & Rubin 1971). 
This tagger had a low accuracy rate of 77%, so that post hoc manual adjustments to 
the annotated text were required. The Brown Corpus was later used as training data 
for a later POS tagger, the Constituent‐Likelihood Word-tagging System, better 
known as CLAWS (Garside et al. 1987). 
The ground-breaking Brown Corpus has been widely used for different purposes, and 
its POS tagging enabled more sophisticated analysis to be carried out. Noteworthy 
applications of this corpus include the American Heritage Dictionary of the English 
Language (Morris 1969) and Francis et al.’s (1982) study of lexicon and grammar 




Like Busa’s work, the Brown Corpus did not receive the level of recognition at the 
time of its release in 1964. Its importance might have been obfuscated by the 
widespread belief that language description should not be based on real data (e.g. 
Chomsky 1957). The work carried out on mainframe computers had several 
limitations, especially regarding access. Due to its cost and size, mainframe 
computing was restricted to affluent institutions (Kennedy 2014:7). However, because 
it was the first electronic linguistic corpus (with an impressive number of words for 
the time), the Brown Corpus trigged the beginning of Corpus Linguistics. 
2.4.2 Four generations of tools 
After the milestone creation of the earliest machine-readable corpora, different paths 
were emerging to suit different needs, as different access methods were necessary to 
address different problems coming from a variety of knowledge source. However, in 
the late 70s and early 80s most of the tools were restricted to universities and big 
research centres (McEnery & Hardie 2012). It was, in fact, over twenty years after the 
launch of the Brown Corpus that CL analysis tools started to become available to 
ordinary users. In this section, I adopt McEnery and Hardie’s (2012) model of four 
generations of corpus analysis software to discuss the evolution of CL tools. 
2.4.2.1 First and second generations 
The first generation (which McEnery and Hardie identify as having taken place in the 
late 1970s to early 1990s) are marked by tools which ran on mainframe computers; 
which were mainly available only at prominent institutions, such as universities; that 
offer minimal functionalities, and which, like most mainframe software, were not 
especially user-friendly. Second-generation tools came at late 1980s and differ from 
the first generation in the sense that they “were enabled by the spread of machines of 
 
22 
one type in particular across the planet – IBM-compatible PCs” (McEnery & Hardie 
2012:39) and did not run on mainframe computers. These tools could mostly produce 
(and sort) concordance lines and word frequency data.  
An example of the first generation is the COCOA concordance software (Russell 
1967). This program, developed for British universities, as well as generating 
concordances and word frequency lists could also deal with text mark-up and 
metadata. However, COCOA was not exactly a user-friendly tool. 
In 1978, CLOC (Reed 1978) was released by the University of Birmingham. This tool 
distinguished itself from the previously launched ones by being among the first such 
program to present a more straightforward user interface, as it was created to be used 
by linguists instead of computer scientists. For instance, the query syntax used to 
search for words by spelling patterns was “simply and easily understood”, and 
collocation analysis could be done quickly (Burnard 1980). 
Other similar tools emerged at the same time CLOC was launched, in different 
universities and countries, for instance, The Concordance Generating System (COGS) 
(Bradley 1978) and the Text Analysis Computing Tools (TACT) (Bradley et al. 1989) 
in Canada and Oxford Concordance Program (OCP) at the University of Oxford 
(Hockey & Martin 1987). 
Those tools, considered first-generation tools (McEnery & Hardie 2012), were mainly 
restricted to institutional usage. But it did not take long for new tools (second 
generation tools) to become also available for less privileged institutions (first and 
second generations) or individuals (second generation) (McEnery & Hardie 2012). Six 
years after the release of OCP, its micro-computer implementation, Micro-OCP 
(Hockey & Martin 1987), was made available for personal use. The software allowed 
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the generation of word lists, concordances and indexes of texts in different languages. 
Although Micro-OCP could not properly perform lemmatised concordance, as the 
OCP did, its advantages included a friendly interface, as described in a review of the 
software: 
Micro-OCP allows for excellent flexibility in the definition of the input 
and output formats as well as the type of index or concordance to be made. 
The program is completely menu-driven and requires no programming 
experience or technical understanding of the computer. (Jones 1989:131) 
An influential tool that emerged around the same time as the Micro-OCP is 
MicroConcord (Johns 1986) (second generation). This tool had a focus on usability, as 
its target audience was language learners and teachers (Johns 1986), a public that may 
well not have extensive computer expertise. 
Other concordancers from the second generation are the Longman Mini-Concordancer 
(Chandler 1989), the Kaye concordancer (Kaye 1990), and the Simple Concordance 
Program (Reed 1997). Although important at the time of their release, these tools had 
several limitations.  
For instance, the Longman Mini-Concordancer had the downside of covering only 
Latin letters, having a high cost, and being able to deal only with very small corpora. 
However, it had a user-friendly interface, especially when compared to its competitors 
(Johnson 1992), such as MicroConcord, and led the way to a new generation of tools 
to come.  
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2.4.2.2 Third generation 
The increasing prevalence of personal computers over the early to mid-1990s allowed 
more researchers to have access to corpus linguistics. An example of a third-
generation tool is Mike Scott’s WordSmith Tools. 
WordSmith Tools stands out as one of the few pieces of corpus analysis software 
created before the 2000s (Scott 1996) that is still maintained and updated and in 
widespread use. Since it had many users from different backgrounds, Scott, its 
developer, had access to substantial feedback, which was crucial for the tool’s 
subsequent improvement. As Scott points out, 
The aspect of unpredictability came in with my increasing realisation that, 
again like Margaret Thatcher I was very often wrong. For example, I had 
simply assumed that any wordlist would necessarily fold all cases into 
one, let us say upper case, until some people asked me not to. (Scott 
2008:101) 
The frequent release of updates to WordSmith Tools in the late 1990s, and its growing 
popularity in the period, put Scott in the position to create novel tools and techniques 
within the WordSmith suite. In the process, Scott coined a number of CL terms and 
concepts such as ‘consistency’, ‘standardised type-token ratio’, ‘cluster’, and ‘key key 
word’ (KKW). Consistency, also known as range, deals with how regularly a word is 
found in different text-types. The standardised type-token ratio is a statistical measure 
of lexical variation that is not vulnerable (unlike the original type-token ratio metric) 
to influence from the length of the text that is being measured. It is calculated as the 
mean of a set of separate type/token ratios calculated for equally-sized short sections 
of the text or corpus. A cluster is any group of words in sequence. Scott notes that “the 
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term key-key word was probably a failure” (Scott 2008:105), since, contrary to 
expectation, most KKWs do not reveal much about the data. As of 2020, WordSmith 
Tools is in its eighth released version and still very widely used by researchers. 
In the late 1990s and early 2000s, other third-generation tools were released with the 
same principle as WordSmith, that is, to make corpus linguistics more accessible to 
users. These other third-generation tools include MonoConc (Barlow 2002, 2004) and 
AntConc (Anthony 2002). Programs like these give the user extensive control of the 
search queries, allowing for the use of regular expressions, POS search and complex 
text mark-up. These programs also permit the extraction of collocation and 
comparison of word lists.  
One of the reasons the tools in the section are considered third generation is the fact 
they can process considerably large corpora (as large as one million words) on the 
user’s computer. A more sophisticated piece of software, that is also considered third-
generation, is XAIRA (XML Aware Indexing and Retrieval Architecture) (Xiao 
2006). This open-source tool can deal with any XML corpus, and it is an evolution of 
SARA (Aston & Burnard 1998), the retrieval software issued as part of the first 
distribution of the British National Corpus (BNC). XAIRA is a borderline tool 
because its system relies on a client/server split but still on the user’s same machine. 
This client/server mechanism is the basic mode of functioning of the corpus analysis 
tools of the following fourth generation. 
2.4.2.3 Fourth generation 
The tools within the fourth generation differ from the others by the fact they operate 
on client–server model. This means that the tools are accessed via a web-browser and 
most of the workload is done on the server side. Hence, users can access very large 
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corpora even from computers with limited power. Lehmann et al. (2000) developed 
BNCweb using, at first, SARA server software to search the corpus. This web-based 
program allows users to access the BNC and its metatextual annotation through a web 
browser. Later, to process the corpus, BNCweb used a now open-source collection of 
tools called Corpus Workbench (CWB) (Christ 1994). CWB is a toolkit for indexing, 
managing, and querying large text corpora of up to 2.1 billion words. It has a specific 
focus on supporting corpora that are linguistically annotated. CWB was not designed 
for beginners and required the user to be at least somewhat familiar with Unix 
command-line tools (Evert and Hardie 2011). 
Hence, BNCweb was an important landmark in the design of corpus linguistic tools. It 
allowed users to fully explore a heavily annotated corpus without requiring extensive 
knowledge of computing (Hoffmann et al. 2008:25). Other tools have followed the 
example of BNCweb by creating a user-friendly interface to CWB, such as AC/DC 
(Santos & Bick 2000); IntelliText (Wilson et al. 2010); TeiTok (Janssen 2018); and 
CQPweb (Hardie 2012; see further 3.4.3). 
Another prominent program of the fourth generation is SketchEngine (Kilgarriff et al. 
2004). This tool was originally designed for a primary user group consisting of 
lexicographers. In fact, Oxford University Press (publishers of the Oxford English 
Dictionary) was the first user of SketchEngine. Macmillan publishers was 
subsequently the first user of the Word Sketches tool which gives SketchEngine its 
name. A Word Sketch is a summary of the collocational and grammatical behaviour of 
a given word (Kilgarriff et al. 2004), derived by calculating collocates classified 
according to the grammatical relationship they stand in to the word being sketched. Its 
back-end system, Manatee (Rychlý 2007), is very similar to CWB (and Manatee’s 
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support of linguistic annotation in the same manner as CWB is what underpins Word 
Sketches). In consequence, the functionalities and performance of CQPweb and 
SketchEngine are much alike despite differences of user interface. However, unlike 
the tools mentioned in the previous paragraph, SketchEngine is a commercial product. 
Because it is a paid service, more attention is given to the software’s user-friendliness. 
SketchEngine aims to, and does, attract user from wide range of research areas, 
including lexicography, Natural Language Processing (NLP), translation, discourse 
analysis, language teaching, and terminology (Kilgarriff et al. 2014). 
Another fourth-generation tool is the BYU online corpus platform (Davies 2004-). 
Unlike most of the software covered in this section, the BYU platform does not allow 
the user to install their own corpora or download the software for their own use. 
However, it makes a growing number of online corpora available for free. According 
to the BYU corpora website, an average of 130,000 unique people accesses the 
platform each month3. 
2.4.3 Implications for Linguistic Theory Considerations 
As the amount of research using CL methods, resources and tools increased (McEnery 
& Wilson 2001), more and more linguists adopted some paradigm of linguistic 
analysis in which both association and frequency matter. In such approaches, 
linguistic features are not seen as events that happen by chance. Instead, quantitative 
investigation of linguistic units can make use patterns evident. Researchers who use 





a linguistic unit can be identified by investigating its association patterns (Biber et al. 
1998:5).  
Language patterns thus identified also present regularities and are stable in distinct 
moments. That is to say that the patterns have comparable frequency when different 
events are being observed. They may also present systematic variation across textual 
varieties, genres, dialects, time, etc. To draw conclusions about language based on 
these patterns, it is necessary to test hypotheses. From textual frequencies, we can 
estimate theoretical probabilities (Sardinha 2000). Therefore, to fully understand the 
use of these patterns of association and frequency, it is necessary to investigate how 
regularly they occur through quantitative analysis, before then moving on to a 
qualitative analysis of linguistic features. 
Qualitative analyses are often made with the use of concordances, the functionality to 
generate which was present in the earliest CL software. A basic concordance tabulates 
the hits for some corpus query, each together with some small amount of the 
preceding and following co-text, so that the item queried can be studied in its real 
context. Such basic concordances vary little in different pieces of corpus analysis 
software. However, advanced tools can display concordance data in more 
sophisticated ways. For example, different colours can be applied to the text in a 
concordance to visually indicate analytically significant annotation (see figure 1.1, 
where colour indicates ); tooltips can show text metadata (figure 1.2); and XML tags 
can be displayed or hidden, according to the users’ need (figure 1.3). No matter how 
many functions a CL program offer, concordance lines is usually the ultimate means 





Figure 2.1: screenshot of a concordance in BYU corpora 
 
Figure 2.2: screenshot of a concordance in CQPweb 
 
Figure 2.3: screenshot of a concordance in Sketch Engine 
Quantitative analysis can vary from the generation of the simplest frequency lists to 
advanced statistical calculations. Frequency lists are probably the most commonly 
adopted means of corpus analysis (Gries 2010), and certainly among the oldest. Such 
tools generate displays listing all words or sequence of words that occur in the corpus 
being analysed, usually ordered by descending frequency. These lists have proven 
useful in giving a general overview of the corpus being analysed; however, it is rather 
simplistic. 
A word’s behaviour in a concordance, or frequency in the corpus, can be considered to 
constitute a very basic kind of pattern. In order to perceive more nuanced or unusual 
patterns, more sophisticated quantitative methods can be used. Different CL concepts, 
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methods and tools have been created to identify less evident patterns and allow a more 
in-depth analysis. Such techniques include the investigation of collocations, keywords 
and n-grams. 
New technologies have made it easier to create multi-billion-word corpora. This kind 
of corpus is exemplified by iWeb, a 14-billion-word corpus (Davies 2018-). Corpora 
such as iWeb allow patterns of language use to be identified that it would not be 
possible to observe even with relatively good size corpora such as COCA (Davies 
2008-) (Davies & Kim 2019). There are still issues with corpora of this size. For 
instance, querying such large corpora can be slow. Another issue is that this big data is 
normally presented as a single mass of text, without the possibility of dividing the 
dataset into subcorpora according to, for example the type of registers. 
Another means of dealing with patterns, is to observe them not only with the words 
and group of words themselves but also with their classifications. For this type of 
analysis, it is necessary to have an annotated corpus with textual mark-ups.  
2.4.4 Annotation, textual mark-up, and encoding 
2.4.4.1 Annotation 
Corpus annotation is highly variable in nature. Forms of annotation include semantic 
(e.g. Piao et al. 2015); morphological (e.g. Schmid 1994); syntactic (e.g. Marcus et al. 
1993); morphosyntactic (e.g. Bick 2014); discourse-pragmatic (e.g. Kirk 2016) and 
problem-oriented (e.g. Kirk 1994). Tagging all the tokens of a corpus for their POS 
and a small number of related grammatical features, a process called POS tagging or 
more formally morphosyntactic annotation, is the most common type of annotation 
applied to English texts and corpora in CL.  
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When corpora began to be annotated, the levels of annotation applied were simple. 
However, as the tools evolved, more levels of linguistic knowledge started to be 
incorporated into the texts and corpora. However, corpus annotation programs are not 
very popular among language researchers and linguists, as they require considerably 
higher computer expertise. 
2.4.4.2 Textual mark-up 
Annotation is not the only way of enriching a corpus. Elements of the appearance of 
the original document such as paragraphs, titles, or font rendering can also be 
indicated within the body of a corpus text: the symbols that encode such information, 
as well as the process of introducing them into the text, is referred to as mark-up (or, 
more precisely, textual mark-up). Some of the earliest marks, such as the > and the * 
are still present in current systems of text mark-up. Since its emergence, different 
kinds of mark-up have been developed. For instance, Busa’s encoded text utilised the 
asterisk before a true upper-case letter, as the system he was using did not support an 
uppercase/lowercase distinction, Latin words were used to indicate different positions 
in the text (Tasman 1958). More recently, standards like XML have emerged and 
facilitated the management of text-mark-up (Hardie 2014). 
2.4.4.3 Encoding 
Human civilisation has spawned a plethora of writing systems, many of which exhibit 
somewhat (or very) illogical structures (Moron & Cysouw 2018:1). Because of that, 
the representation within a computer program or data storage of the full array of 
characters used in these writing systems can be problematic. For many years, 
character encodings – mappings between numeric values stored in computer memory, 
and the written symbols they represent – were limited to a fairly small number of 
character codes because of hardware memory limits. One-byte character encodings 
 
32 
can code only 256 characters. ISO 8859-1, an example of a one-byte encoding, can 
cover the Latin alphabet (plus punctuation and some mathematical symbols) only. The 
relevance of this issue in the present context is that corpus analysis tools that used 
character encodings of this type – which most did, because that was what the 
computers supported – were effectively bound to a small subset of the languages of 
the world and unable to work with texts in languages outside that subset. A tool 
programmed to process ISO 8859-1 would be completely unable to deal with Chinese 
characters, for example.  
The advent of the Unicode Standard solved this problem (Moran & Cysouw 2018:3) 
by abandoning the use of character sets limited to 256 characters or some equally 
small number. Unicode can represent up to 1,114,112 possible characters, of which 
143,859 characters have been defined to date (The Unicode Consortium 2020). They 
also provide compatibility with previous systems and early standards. 
2.4.5 Consistency and tools 
As the previous sections have shown, technology for managing linguistic data has 
evolved greatly. Linguistic research is no longer drastically limited by what computers 
can do. Rather, in many cases, the factor restricting corpus research methods is 
limitations in what researchers know how to do with the computer and software at 
their disposal. In part, this is merely a consequence of the lack of general computer 
expertise among researchers outside computationally-oriented disciplines. But another 
reason for the limits in researchers’ knowledge of the computer-based techniques 
available to them is disagreement regarding standards. 
Since the beginning of DH, researchers have attempted to establish standards and also 
of providing easily retrieved linguistic data. Busa, for instance, had the ambition to 
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create and maintain international centres around the world (Jones 2016). The need for 
standardization is real and still challenging to this day. Different consortia and 
initiatives have emerged to set a standard such as the Text Encoding Initiative (TEI). 
There also exists a plethora of software that can interconvert different text formats, 
encodings, and annotation schemata, such as Pepper (Zipser et al. 2011), and 
AntFileConverter (Anthony 2017). 
Such conversion tools are in many cases enough to prepare a corpus for processing by 
some specific piece of software. However, they are typically not very user-friendly. In 
order not to become obsolete and also to meet the needs of non-expert users, some CL 
software is able to accept a variety of input formats by incorporating a reformatting 
tool which converts everything to the tool’s preferred data format, without troubling 
or even informing the user. This capability is present in SketchEngine and #LancsBox 
(Brezina et al. 2018), both of which also automatically annotate the input data for POS 
after it has been reformatted as necessary. 
Another issue is that “while persistent XML representations and nomenclature have 
advanced substantially in their coverage power and adaptability to new uses, corpus 
search systems have lagged somewhat behind” (Krause & Zeldes 2016:1). While 
programs developed for specific projects (e.g. CLiC – see 6.2.4) are able to fully 
exploit the XML mark-up of the corpus or corpora they target, software that supports 
fully XML aware queries for “any generic” corpus are very rare (Krause & Zeldes 
2016). Corpus query formalisms that can refer to XML structures include are 
SketchEngine’s Corpus Query Language (CQL), the CQP syntax used in CWB (of 
which CQL is a minor variant), and the ANNIS Query Language (AQL). But these 
query languages tend to be too complex for the non-expert user. In order to get results 
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as accurate as possible, the queries in this type of systems have to be very specific, 
which requires learning the query language, knowledge that most users do not have. 
2.5 Discussion  
This chapter has shown that CL software is now reasonably well-established. Many 
different tools have evolved to offer accessible means to reorganise corpus data, 
retrieve meaningful information, and offer new perspectives on language. 
CL methods are now used for highly varied purposes, including language description 
(e.g. Biber & Finegan 1988; Biber et al. 1999), second language education (e.g. 
Granger 1996, 1998), discourse studies (e.g. Hardt-Mautner 1995; Partington 2004; 
Baker et al. 2008), and stylistics (e.g. Mahlberg 2012). 
This broad range of fields exposes the immense applicability of CL. Given this, it is 
unsurprising that we may observe different users with different research questions 
making use of the same tool(s) and data for their different purposes. For instance, 
while a lexicographer might be interested in studying a corpus of Shakespeare’s work 
to find out about the evolution of a word’s meaning, a stylistician might use the same 
data and even the same software to address questions in the area of literary studies. 
What is irrelevant to one type of research might be important evidence in another 
(Owens 2011). That being the case, corpus tools should be simple enough to grant 
users a certain level of flexibility – so that they can manage, query, and visualise their 
data according to their respective needs. 
The growing size of corpus data and its increasing number of types of annotation and 
mark-ups also require that new CL software be able to deal, in a user-friendly way, 
with many different layers of information. If in the past it was difficult to recognise 
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patterns in the data, now, with so many variables, it can be even harder. Relying on 
more elaborate statistical exploration and visualisation has become a common 
response to this problem. In the past, researchers worked with fewer variables. For 
instance, Busa worked with texts written by the same author, in a single language, in a 
specific context and in a single genre. With corpora such as the Brown Corpus and the 
BNC, more variables were present in the corpus data, such as genre, mode, and 
speaker age. Currently, there are many big corpora, with highly complex metadata. 
Back in Busa’s time, compiling a corpus was the milestone. Now, the breakthrough 
needed in linguistics is to see all the data at the same time and derive meaningful 
information from it. Therefore, CL techniques and tools should be as straightforward 
to use as possible, so as not to obstruct text analysis itself. 
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3 An exemplar-based review 
of corpus analysis software 
tools 
3.1 Introduction 
This chapter discusses four tools used in Corpus Linguistics (CL). A tool (or software) 
can be understood here as set of elements put together to perform a task. The goal of 
this chapter is to identify prominent practices in the software frequently used for 
corpus studies, mainly by non-specialist users of corpus data and methods (NSUs). 
The chapter first presents the framework that I use for the review. The subsequent 
sections discuss each piece of software. The chapter concludes with an evaluative 
discussion of the tools reviewed. 
3.2 Framework for the software review 
Because this chapter covers tools from different natures, it is not reasonable to review 
them within a fixed structure. Instead, I use a set of predetermined principles, outlined 
in this section, to guide each software review. I set forth these principles on the basis 
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of previous research into tools, common practice in academia, and established 
standards (e.g. Wiechmann & Fuhs 2006; Hardie 2012; ISO standards). 
3.2.1 The criteria 
Wiechmann and Fuhs (2006) use functionality, performance and usability as the three 
main points of analysis in their review of ten concordancers4 . I return to a detailed 
discussion of these criteria in 3.2.1.1 to 3.2.1.4; they are broadly related to the 
software's usefulness, reliability and simplicity, respectively. Wiechmann and Fuhs 
highlight the assets of each tool and describe its potential target users. Tools that do 
better in terms of usability are regarded as ideal for beginners in CL, while tools with 
more functionalities are ideal for proficient users. While good performance is 
important for any kind of user group, expert users favour tools with more 
functionalities, and usability is crucial for beginners. Because Wiechmann and Fuhs’s 
article was published some 14 years ago, some of the tools that they discuss have 
fallen out of use or are no longer maintained by their creators. Thus, despite the 
valuable example that Wiechmann and Fuhs provide of how to undertake a software 
review for corpus analysis tools, the review itself cannot be relied on as a guide to 
current needs in CL research. For instance, the Concordance Software,5 which was 
created in 1996, became unavailable for download in 2016. 
 
4 MonoConc Pro 2.2, WordSmith Tools 4, Concordance, Multi Language Corpus Tool, ConcApp 4, 





Another important point to consider when evaluating software is flexibility. A flexible 
tool should be able to deal with various types of corpus and annotation. It should also 
be sophisticated enough to allow fine-grained research (Hardie 2012; Soehn et al. 
2008: 27). This characteristic is beneficial even for beginners, who might experience 
different types of linguistic knowledge before specialising in a definitive area. The 
analysis is carried considering four elements described below: functionality, 
performance, flexibility and usability. 
3.2.1.1 Functionality 
Functionality can be defined as what users can do with the tool. The usefulness of a 
given research tool to the user over the course of their work with it, from data input to 
analysis, is thus dependent on its functionality (Weik 2000). 
One criterion of functionality is the input data format that the software accepts. To 
assess this, we may consider elements such as: which data format the tool can accept 
as input (whether just plain text files, or binary presentation formats such as Portable 
Document Format (PDF); or word processor files such as Microsoft Word 
documents); what mode of management of corpus texts the tool employs (whether the 
tool treats each input file as equivalent to a text, or instead respects text-boundary 
mark-up, or treats the entire corpus a single undifferentiated entity); whether, and 
how, the tool is able to utilise textual metadata (be it embedded in the corpus files or 
as a separate file); how wide a range of character encodings, writing systems, and 
languages the tool supports; and to what extent the tool is aware of and able to process 
different annotation schemes that may be present in corpus (or, alternatively, any 
capacity it has to annotate data itself. One way of assessing this aspect of corpus tool 
functionality is to evaluate how much effort is necessary to prepare the data for input 
into the software. 
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After the corpus is loaded, the software needs to deal with data querying and 
retrieval. To assess how well a tool does on this task, we can, for instance, evaluate 
the query language that it exposes. We may consider: the power of the query language 
(that is, the affordances it makes available, such as wildcards, regular expressions, 
match strings, flexible searches); and means of dealing with the metadata, annotation 
and results. A tool that permits elaborate queries to be composed that may reference 
different annotation layers as well as the forms of tokens and token fragments will be 
evaluated as having greater functionality than a tool that only allows for simple 
queries. 
Functions more advanced than simple queries should also be considered. The 
existence of extra functionalities such as creating keyword lists, generating n-grams, 
calculating collocations, and rendering statistical summaries of corpus frequencies is a 
factor that will necessarily lead to a more positive evaluation. The more functions a 
tool offers, the better its functionality. 
3.2.1.2 Performance 
Functionality is not everything. A piece of software that does many complex things 
poorly is far inferior to one that does one simple thing well. In addition to 
considerations of accuracy of outputs, the performance of a program may be defined 
as how efficiently it makes use of the limited computer resources of memory (RAM), 
processor time, and disk (or network) read/write bandwidth. A program which 
minimises its use of these resources when carrying out a given task will seem, to the 
user, to work more quickly and smoothly than a program that does not. The former 
program can be described as having a higher performance than the latter. 
Equivalently, a higher-performance program can process more data or carry out a 
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more complex operation with the same resource requirements as a lower-performance 
program.  
However, evaluating performance of corpus software is not easy, because there is no 
agreed single corpus size which all tools must be able to handle, nor an agreed 
minimum time within which all tools must be able to complete any given task. Both 
these factors vary according to the user’s needs as well as the main purpose of the 
software (for instance, if a tool is mostly designed for collocation statistics, poor 
performance in rendering a concordance may be quite acceptable). For this reason, 
when evaluating this criterion, the proposed or main usage of the software ought also 
to be considered. 
Consistency, on the other hand, is crucial. The results from a specific query in a 
corpus should always be the same, no matter which computer is being used, for 
instance. If a programme offers different results when, say, using different versions of 
the software or installing in different operating system, it is then not considered 
reliable. 
3.2.1.3 Flexibility 
Hardie (2012:403) defines flexibility as “the possibility of using a tool with any 
corpus (…) word-level annotation, or none; with any amount of text-level metadata, or 
none; in any language and any writing system”.  
Similarly, flexibility here is related to the ability of the software to process any (to a 
certain extent) corpus; to support different types of annotation and text metadata. I 
would suggest the additional criteria that a flexible tool should be accessible from 
multiple different operating systems and devices (PC, tablet, etc.). Finally, although I 
treat them as different criteria, flexibility and usability sometimes intersect. For 
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example, a tool that provides easy text metadata management is both flexible and 
user-friendly. 
3.2.1.4 Usability 
This point mainly refers to how users receive the tool. It is used to evaluate how user-
friendly the software is. The quality of user-friendliness is defined as “the extent to 
which a product can be used by specified users to achieve specified goals with 
effectiveness, efficiency and satisfaction in a specified context of use” (ISO 9241-11). 
The more a software works in the way that a naïve user would expect it to, the higher 
its usability. 
User experience cannot be quantitatively measured. However, some techniques exist 
that can be used to verify quality in user-experience. There are some design principles 
to be considered when developing search interfaces and information retrieval for 
searching systems such as web search engines (Google, Bing, and the like) or library 
search engines, which like web search are now typically accessed within a browser. 
For instance, Hearst (2009) suggests some principles to follow when designing search 
interfaces for text. First, the tool should provide informative and efficient feedback. 
That means that (i) the results should be returned quickly if not immediately; (ii) the 
query term should be indicated somehow (e.g. in bold, highlighted) within the results 
returned; (iii) sorting the results should be possible, so users can easily identify the 
results that are relevant for them.  
Second, users should have some kind of control of the search mechanism but should 
not be overloaded with options. The system should provide default procedures that fit 
the typical user’s needs. In the context of CL, an example practice which follows this 
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principle is that, in many tools, queries are case-insensitive by default, but the user has 
access to an option to change that if they need a case-sensitive query. 
Third, an interface should minimise the need for the user to remember all the settings 
used and all the steps taken to arrive at a certain result. For instance, the interface can 
provide the users with traces (often called breadcrumbs) of all the steps the user has 
taken to reach the current display of results. An example of this in action is the Google 
wen search engine’s use of breadcrumbs to indicate criteria added to an image search; 
these breadcrumbs are highlighted in yellow in figure 3.1. 
 
Figure 3.1: example of search breadcrumbs 
Fourth, a search interface should include shortcuts and hyperlinks to enable users to 
go back and forth through the results quickly. An example of an application of this 
principle is when users can right-click on a result and open new tabs with the result in 
its integrity. 
The fifth principle is that small details are essential. For instance, it is known that 
bigger entry boxes in forms presented in the interface prompt users to type longer 
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queries (Franzen & Karlgren 2000), all else equal. So, if in a given application, users 
are expected to type long queries in normal use, the box into which the query is typed 
should be of a larger size than the default.  
Finally, Hearst (2009)’s last principle refers to aesthetics’ crucial role. Parush et al. 
(1998) showed that users might take up to twice as long to perform tasks using an 
unappealing search layout as opposed an attractive one. Aesthetics are also crucial in 
users’ decisions on whether or not to use a given tool in the first place (Hassenzahl 
2004; Lindgaard and Dudek 2003). Aesthetics can be quite subjective, but there are 
established means to make an interface more visually appealing. For instance, the 
interface page presenting the results should be cleanly laid out, using a typeface with 
good readability. A clean interface is defined as one that follows principles such as 
information hierarchy, i.e. that the more important any given part of the content is, the 
more it should stand out stands out, and the Gestalt Principles, a set of rules regarding 
human perception of visual objects (Tidwell et al. 2020).  
Despite the aforementioned principles to enhance interface aesthetics, usability might 
be abstract and dependent on user reception. For this reason, the review presented here 
will not extensively focus on it. The issue of software usability will arise again, in 
more detail, in 5.5. 
3.3 Selection of tools for review 
The selection of a small number of specific tools to be discussed in this review was 
made in light of the target audience described in 1.1, which is mainly NSUs. 
Therefore, I opt to discuss tools that NSUs are more likely to use. For the sake of the 
present review, I make the following four assumptions about NSUs. 
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First, they are mainly beginners, or else not specialists in CL. For this reason, they are 
unlikely to be willing or able to invest money in corpus analysis software. The same 
would apply even to NSUs whose access to research software is via a university or 
other educational institution, since the university might equally well lack the resources 
to purchase or license corpus analysis software for NSUs (or have other spending 
priorities than corpus software). Hence, my first criterion was that this survey should 
look only at tools available at no cost. 
Because software becomes obsolete very fast (Ford & Richards 2020), the second 
criterion was to select for analysis either recently launched software, or older tools 
that, despite their age, are frequently updated and actively maintained. Such tools may 
be reasonably assumed to be, or to aim to be, in line with current needs of NSUs. 
A further point to bear in mind is that NSUs could come from different areas in 
language studies, and, therefore, have different reasons for beginning to work with CL 
methods. But tools may differ in terms of which (sub)set of the disciplines in question 
they are intended to appeal to. For instance, Kilgariff et al. (2012) suggest that the 
Sketch Engine is mainly used by lexicographers, whereas the BYU corpora (Davies 
2004-) are mostly used in second language education (e.g. Poole 2018; Bennet 2010). 
For this reason, the third criterion was to include in the review tools with support for 
at least some range of possible purposes, research goals, or applications. Thus, I aimed 
to select tools with one of the following focuses: quantitative analysis; simplified 
analysis; and powerful linguistic investigation. 
The final criterion was that the selected tools should differ in terms of the environment 
they are used in. Thus, the review will encompass at least one piece of software that 
can be accessed via the following three architectures: web browsers; local installation 
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and bespoke software purpose-designed by the researcher for their own needs. This is 
because different platform can also entail different software behaviour.  
Based on the aforementioned criteria, I chose to analyse the following software: 
CQPweb 3.2.42 (Hardie 2012), AntConc 3.5.8 (Anthony 2019), #LancsBox 4.5 
(Brezina et al. 2018), and Quantedata 2.0.1 (Benoit et al. 2018). The versions in 
question were the most recent stable versions of each program as of this writing. All 
five pieces of software also offered guides and documentation on how to use them. 
Other tools will be touched on only briefly when relevant to the detailed consideration 
of these four. 
3.4 The tools 
3.4.1 Standalone tools: AntConc and #LancsBox 
3.4.1.1 WordSmith Tools: the beginning 
As I will demonstrate in chapter four, WordSmith Tools is, by far, the most cited piece 
of software in CL. It was one of the first CL tools made available for individual 
researchers, rather than institutions. Since its launch in 1996, WordSmith has evolved 
through eight major versions. It started as a simple concordancer, and then over time 
new functionalities were created and implemented. These include minimal pair 
identification, which helps finding typos and minimally differing pairs of words; an 
alignment tool for parallel corpora; and a corpus checker, which looks for file 
corruption, duplicate files and boilerplate. WordSmith Tools has also served as a 
reference for many other tools such as AntConc and #LancsBox. 
The importance of WordSmith Tools in CL research is immeasurable, and its use is 
prominent in the field of linguistics. Extensive research has been undertaken on, or 
done with, WordSmith Tools (e.g. Wiechmann & Fuhs, 2006; Smith et al. 2008; 
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Rodríguez-Inés 2010; Wilkinson 2011); substantial documentation on the software is 
available (Scott 2012; Scott 2020). Because this literature already reports on common 
practices adopted by users of WordSmith Tools, I opted not to include it in this 
review. Moreover, as a commercial piece of software, WordSmith Tools does not 
meet the criteria stated in 3.2.1. Instead, this section will investigate two freeware 
tools, #LancsBox, a relatively recent development; and AntConc, which is widely 
used across the world (see 4.3). 
3.4.1.2 Importing the corpora 
AntConc and #LancsBox differ in the way that they import corpus data. When a 
corpus is imported for the first time, #LancsBox first annotates and indexes the 
corpus. When texts are indexed, a map of the tokens in those texts is created, making 
information retrieval more efficient, as it is not necessary to search the whole original 
text from start to end (Gupta et al. 2014). Depending on the size of the corpus, the 
specifications of the computer and whether the corpus is annotated or not, this process 
can take a long time. This is not ideal, especially in classroom use, where time is 
limited. However, indexing makes subsequent queries much faster. By contrast, 
loading files in AntConc is immediate, as it does not index the data. However, in 
consequence, subsequent queries are slower than they would be in #LancsBox. 
Moreover, AntConc does not provide corpus information such as type and token count 
when the files are loaded, but only when a word list is generated.  
#LancsBox offers some built-in functions that make the software ideal for beginners 
in CL who do not know how to obtain an existing corpus or create one of their own, or 
how to deal with text annotation, formatting and encoding. After downloading the 
program, users of #LancsBox can immediately use it without having to create or 
obtain corpus to import into it. As of this writing, 12 built-in corpora and ten wordlists 
 
47 
were freely available in #LancsBox. If the users want to create or use their corpora, 
#LancsBox also uses Apache Tikka (The Apache Software Foundation 2020) to 
automatically detect the format and character encoding of the uploaded text. This 
means that users can easily load files in a wide variety of formats such as word and 
pdf documents, without need to change any of the import options. These affordances 
are applied automatically and are concealed in the interface, which makes it simple 
and easy to use, but also offers users with advanced settings, should they need them. 
The uploaded texts are automatically POS tagged and lemmatised with TreeTagger 
(Schmid 1994). Users can choose among 23 languages, English being the default. The 
language option is clearly displayed, as appropriately given that this is most likely the 
only setting that a NSUs will be willing to change. 
Like #LancsBox, AntConc detects the character encoding automatically but also 
allows users to select from a vast list of encodings. This helps ensuring that the right 
encoding was chosen (when this selection is made manually) at the same time as 
usability (for the automatic encoding detection). AntConc also has a simple interface 
for changing settings such as token, tag and wildcard definitions, although the default 
settings are very likely to work well for beginners in CL. 
3.4.1.3 Tools within the application 
AntConc and #LancsBox offer essential tools in CL, such as the generation of 
concordance lines; collocations; and frequency lists of types, n-grams and keywords 
(McEnery & Hardie 2012). Both pieces of software have a similar graphical user 
interface based on tabs. This helps users navigate among different tools. A difference 
is that in #LancsBox, unlike AntConc, more than one tab for a given tool can be open 
at the same time. This allows users to see multiple analyses at the same time. 
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#LancsBox also allows for the import of more than one corpus at the same time. The 
tab system is particularly helpful for corpus comparison, as the user can navigate 
through tabs with the same queries for different corpora. 
The purposes of the tools within each program are very similar, although they differ in 
small aspects. For example, AntConc relies on visualisation to show the dispersion of 
query results within the texts of a corpus (see 6.2.1), while #LancsBox graphically 
displays collocation networks. Although the graphical display in #LancasBox might 
first attract new users, the display of collocation on a table is much more efficient and 
clearer. 
Both tools were designed by and for linguists. Hence, they offer basic but relevant 
statistical calculations. Because #LancsBox and AntConc run on users’ local 
computers, the performance of both is affected by the hardware. Hence, processing 
large corpora might run well on some machines but halt in others. 
Overall, AntConc is lighter than #LancsBox (and for this reason require less computer 
processing usage) and offers more flexibility in terms of altering the settings.  That 
makes it an excellent tool for users with some basic knowledge already. AntConc also 
has the benefit of having been around for almost twenty years (Anthony 2002). It is 
well-established and has tutorials in nine different languages6. It also has other related 
software that complement one another. For instance, FireAnt (Anthony & Hardaker 
2017), a tool to download tweets, and AntPConc (Anthony 2017), a tool to visualise 





and even seeing two corpora at the same time via a split screen, in the same software, 
in an attempt to make it easier for the users. 
3.4.2 Quanteda and other script-based tools 
3.4.2.1 Scripting environments for language investigation 
While the previous section dealt with tools that are created to facilitate the 
researchers’ work via a user-friendly interface, this section deals with the opposite: 
tools to be used in a scripting environment, which I shall refer to henceforth as script-
based tools. The idea with this approach is that researchers develop their tools 
according to their needs. Some authors (e.g. Biber et al. 1996; Gries 2008, 2010; 
Weisser 2009) claim that this approach gives more flexibility to an investigation and 
autonomy to researchers.  
Because the scope of this thesis is user-friendly tools, it might seem odd that it should 
review a tool that requires the user to have, at least, basic knowledge of programming.  
In terms of usability, the tools in this category are by far the worst. However, there is a 
tendency for young linguists to start learning programming at the undergraduate level. 
Moreover, more software libraries specifically designed for language investigations 
are being developed and made available, especially for programming languages as R 
and Python. Such libraries present a collection of previously created scripts with 
functions that are likely to be used often. Good libraries have well-documented and 
easy-to-understand functions so even users with shallow computational knowledge 
can benefit from it. Hence, it is useful to study this type of tool. 
Quanteda, in my view and to my knowledge, is the easiest programming library that 
allows user to import and investigate corpora, by relying on Natural Language 
Processing (NLP) and CL techniques. The functions included in the package are well-
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documented and the supporting website7 , which is constantly updated, includes a 
guide, references, and examples of its application within the social sciences. As the 
authors claim 
While using quanteda requires R programming knowledge, its API 
[interface] is designed to enable powerful, efficient analysis with a 
minimum of steps. By emphasising consistent design, furthermore, 
quanteda lowers the barriers to learning and using NLP and quantitative 
text analysis (Benoit et al. 2018:1) 
3.4.2.2 Functionalities 
With Quanteda, users can perform conventional NLP and CL operations such as 
segmenting texts by words, sentences and paragraphs; to tokenising texts; stemming 
words; and retrieving n-grams. It also permits corpus management via metadata: users 
can filter and subset the corpus according to text-level variables in order to create 
subcorpora.  
One useful aspect of Quanteda is its use of dictionaries. With dictionaries, a list of 
words can be easily searched in a corpus or subcorpora. Users can also use a built-in 
dictionary (Young & Soroka 2012) to perform sentiment analysis. Sentiment analysis 
generates an overview of subjective information, such as opinion and sentiments, from 
a collection of texts (Pozzie et al. 2016). Although sentiment analysis is not widely 
used in CL, it might be an alternative for corpus investigation when automatic 





Other Quanteda functions provide data visualisations that are more related to CL 
methods. For instance, word frequencies can be plotted as the infamous word clouds 
(Gambette & Véronis 2010) (figure 3.2)8 or as frequency plots (figure 3.3). Word 
keyness, the extent to which a word is more statistically significantly present in a 
corpus when contrasted to another corpus of the same size or larger (Baker et al. 
2006), can also be plotted by showing or not the corpus used for comparison (figure 
3.4). Although users typically understand tables for keyword analysis, this 
visualisation might make it easier to spot significant differences in frequency. Another 
useful visualisation is the plot for lexical dispersion, which is discussed in 6.2.3. 
 
Figure 3.2: example of word cloud made with Quanteda 
 




Figure 3.3: example of a frequency pot made with Quanteda 
 
Figure 3.4: example of word keyness plot made with Quanteda 
3.4.2.3 Pros and Cons of script-based tools 
If used properly, scripting tools can ensure reproducibility. When authors make 
available the data and scripts used in their study, all the steps taken to achieve the final 
analysis can be repeated by other researchers. They are also highly customizable. For 
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example, instead of requiring the researcher to change the data format to fit a tool, the 
tool can be altered to suit the research or data in question.  
Another benefit is that specific statistical models can be applied in the same 
environment, without the use of a combination of tools. Common scripting languages 
(e.g. R and Python) are open-source, which contributes to the availability of the 
packages made for those environments. 
Script-based tools are, sometimes, the only option for certain types of analysis. For 
example, there is a paucity of user-friendly tools in CL that deal with dependency-
parsed and constituency-parsed corpora. Script-based tools are the primary resources 
available for users who want to work with such data. 
Despite the advantages of using script-based tools, there are many shortcomings. 
Wrongly calling a function, for example, can lead to inaccurate statistical calculations. 
Computer-based software like that discussed in section 3.4.1 has been around for 
many years and has several users. If something in the calculation of, say, keywords 
was wrong, someone would likely have found and reported the error. However, if 
scripts are created for a unique piece of research, even with the support of well-
established packages, the chances of having errors and mistakes are high (Peng 2015). 
Scripts developed for a single piece of research lack the extensive testing and control 
undergone by well-established software packages.  
Another issue, as pointed by Hardie (2012:383) is that such “programs may run slowly 
if they do not incorporate the ‘tricks’, such as indexing, needed for high speed on 
large datasets”. That is true for Quanteada. For example, querying the five-million-
word corpus described in the previous chapter proved to be a rather slow task. The 
query system and its syntax, which was not powerful enough, were also an issue. 
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Simple things, such as searching for a multi-word sequence, are not straightforward. 
There are ways of using sophisticated corpus systems like the IMS Corpus Workbench 
(CWB) to scripting languages like Perl and R9. Although that approach allows the user 
to access all the packages in the same environment (R, in the case of Quanteda), it is 
still far from user friendly.  
Finally, script-based tools are not easy for ordinary users. Even if there are plenty of 
tutorials available, together with pre-made example scripts and proper documentation 
of the application programming interface (API), it requires much more computer 
expertise than the standalone CL software. 
3.4.3 CQPweb 
3.4.3.1 History 
CQPweb works on top of a system that was first created nearly three decades ago. As 
more annotated corpora became available back in the 1990s, it became evident that a 
system that allowed a precise query was needed. To address this need, Christ 
(1994:23) proposes a corpus query system that would increase the precision in the 
way the corpus was investigated and, at the same time, it would reduce the amount of 
manual browsing necessary, in contrast to the existing query systems at that time. To 
account for different types of knowledge, the system should also include a general-
purpose query language. To deal with limitations of computer hardware, the system 





on a computer that would otherwise not be able to process large corpora (Christ 
1994:5). 
The system proposed by Christ (1994) was the starting point for CWB. It is probably 
the longest-established software for corpus analysis. It is widely adopted and is used 
as a back-end engine for other software such as CQPweb and TEITOK (Janssen 
2018). It has also served as an inspiration for other software, such as Manatee (Rychlý 
2007), which is the back-end for SketchEngine (Kilgarriff et al. 2004). 
CWB is also the system upon which BNCweb (Hoffmann & Evert 2006) is built. 
BNCweb was created to provide a user-friendly querying interface for the heavily 
annotated BNC 1994 (Hoffmann et al. 2008:25). BNCweb allows users to perform 
simple queries, like searching for words or word sequences, and returns concordance 
lines together with normalised and restricted frequencies and the range of occurrences 
(number of texts with one or more results). Queries can also be easily restricted 
according to the text metadata, allowing for searches only within a defined sub-
section. The concordance view can be easily tweaked to have a KWIC or sentence 
view, to sort the query randomly or in corpus order, to expand the context, or to sort 
the results (right or left context). Text metadata can also be easily accessed. Previous 
queries (saved by the user or listed in their history) can be accessed. The default 
“simple query” syntax makes it easier for users to find words with a particular prefix 
or suffix; use wildcards; and look for parts-of-speech (POS) and lemmas. The 
alternative query language is the powerful CQP syntax, which allows fine-grained 
searches and the retrieval of elaborate structures, such as flexible word sequences or 




Other functionalities rather than queries are also quickly accessible. Users can view 
the frequency distribution of the results to a query according to the text metadata. It is 
also possible to generate collocations with different statistical measures (including MI, 
MI3, Z-score, T-score, log-likelihood, or the Dice coefficient) (Evert 2005). It is 
possible to establish markup-based boundaries to the collocation span (across sentence 
breaks or not); to calculate collocates according to either word form or lemma of the 
query node’s adjacent tokens, select the window span; and set restrictions on the 
minimum frequency of the collocate and of node/collocate co-occurrence. It is also 
possible to filter the list for collocates according to their collocations. Subcorpora can 
be created and compared by generating keyword lists. Users can also categorise a set 
of concordance lines according to their classification. 
Compared to other tools then available, BNCweb offered an intuitive interface that 
even people without previous CL knowledge can easily use, making it, in the words of 
Hoffmann and Evert (2006:189), “a user-friendly and feature-rich corpus tool”. 
Although the unattractive interface might deflect some users, the tool still offers a 
variety of features that non-expert users can easily learn how to operate. BNCweb, 
together with WordSmith Tools and AntConc were probably a beginning of what 
would allow students, seasonal corpus linguists and other adventurous users to use CL 
tools in order to analyse language, as they still top the list of the most cited corpus 
tools (see 4.3.2). 
3.4.3.2 CQPweb operation and performance 
Because CQPweb began as a rewrite from scratch of BNCweb, it inherited the 
functions of its inspiration. CQPweb was first created as a teaching tool. For this 
reason, a common scenario for its use is in a classroom with many students 
performing similar or the same queries on the same corpus, as they work through a 
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given sequence of same tasks. By virtue of following BNCweb’s data management 
architecture, CQPweb is optimised for that scenario. The system caches data 
generated by user requests, such as query results and subcorpus frequency lists, so any 
identical future requests receive a much quicker response. That is, the data processing 
only needs to be done once, because if the same process is required again, it can be 
accessed from the cache. 
For this and other reasons, when compared to the computer-based tools like AntConc, 
CQPweb excels in terms of processing speed. As all data processing is done on the 
server, rather than the users’ machine, it can work well, provided internet connection 
is available. Like any browser-based web application, CQPweb is cross-platform and 
cross-device. This means users can access a CQPweb server via any operating system 
(e.g. Windows, Mac, Linux) or even different devices (e.g. phone, tablets, computer) 
and always obtain the same results. This is different from what happens with 
AntConc, for instance. Word counts can vary depending on the version of the software 
and the operating system in use, creating discrepancy in results. This does not occur 
with CQPweb. Once the corpus is indexed in CWB, the word count will not be 
affected if the CQPweb version changes. Detailed information on how the indexing 
process works is given in Christ (1994), Evert and Hardie (2011), and Hardie (2012). 
3.4.3.3 Open-source tool 
CQPweb is open-source. Being open-source means the software can be continuously 
edited by other users and consequently having a growing number of features. Being 
open-source does not mean that changes to this piece of software will be restricted to 
it. The open-source code can also inspire other pieces of software. For instance, 




However, for as much as it is ideal to have free sources of knowledge and tools, it 
might be cheaper for an institution to pay for a more user-friendly tool, than to train 
staff to use open-source software. One reason for that is that, in most cases, 
commercial tools are much more user-friendly (Feller et al. 2006). 
For instance, an extremely useful option that CQPweb offers is the system 
administrator account. With this account, the super user can manage corpora and 
users. That makes CQPweb ideal for sharing corpora online and restrict access in case 
it is necessary (e.g. due to copyright issues). These adjustments can be made via the 
browser interface, which makes CQPweb’s administration system, to a certain extent, 
user-friendly. However, it is still a rather difficult task for many. Not to mention the 
issues that emerge when setting and maintaining the server, which is far beyond the 
knowledge expected from a linguist. Sketch Engine, on the other hand, offers corpus 
installation and sharing with a better usability. Hence, if the goal is to have usability 
not only for the final user, commercial alternatives like Sketch Engine might, 
ultimately, be a more convenient tool. 
3.4.3.4 Online platform: easy sharing and accessing data 
Although Sketch Engine allows for easier corpus installation, CQPweb also allows 
users to upload their own corpus. This has been implemented in a recent version of 
CQPweb and, as of this writing, is still an experimental feature. It also requires the 
system administrator to grant permission.  
Voyant (Sinclair & Rockwell 2020), a web-based corpus tool, allows user to import 
their corpora for free without the need to require permission. Although Voyant offers 
29 tools and extensive documentation on them, the software has some issues. For 
instance, uploading corpus data to the server can be quite slow, and the tools available 
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within Voyant are not necessarily of interest to CL researchers and students. Voyant 
lacks certain tools commonly used in CL, such as generation of keyword lists. In other 
cases, a tool may behave like some widely known CL tool, but with a different name. 
This is the case with the correlation function, that measures how significantly two 
terms in a corpus are related to one another, which of course is all but identical to a 
collocation analysis.  
Online tools like CQPweb play a crucial role for beginners. They not only stablish 
good practice, by providing structured means to explore corpora using well- CL 
defined techniques; in, but access is easier, as it does not require installation and can 
be quickly accessed. This is illustrated with the high number of references to and users 
of the BYU corpora (Davies 2004-). 
3.5 Discussion and conclusion 
In this chapter, I have discussed a range of different software used to investigate 
corpora. The main difference among the tools reviewed was on their architecture (i.e. 
via a web browser, an installation in the user computer, or a scripting environment). A 
point on which they coincide is that they are all tools that can be used when 
introducing corpus linguistics to beginners. Quanteda is not user-friendly, as it 
requires familiarity with programming language. However, it can be easily used as an 
introductory tool for users interested in learning programming languages to investigate 
textual data. 
Although the goal of making CL tools as user-friendly as possible is valid, it might, 
sometimes, backfire. For instance, the lengthy corpus importing in #LancsBox and 
Voyant Tools make the software less attractive to many users. Speed is key, as users 
want (almost) immediate responses to their requests (see 5.5). Hence, lightweight 
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tools like AntConc or online tools like BYU corpora are popular among casual users 
(see 4.4).  
Users also want tasks to be done automatically or by default, as is the case with the 
automatic tagging in #LancsBox, or the setting of a default choice of statistic for 
collocation generation in all the tools that I have considered in this chapter. As 
discussed in 3.2.1.4, an ideal tool should allow users to achieve their goals with as few 
obstacles as possible. Users of CL tools need statistically reliable information on their 
data, but, in many cases, beginners tend to avoid statistics or not to fully grasp them 
(see 5.4). One solution to this problem that the tools reviewed here present is to 
convey statistical information via data visualizations. Although visualizations are 
supposed to make it easier for all users to interpret the data that they express, this is 
not always the case (see 5.4). The GraphColl function in #LancsBox, and the plots in 
Quanteda, can be seen as early steps in the field of data exploration via graphical 
representation. However, the options available are still not an optimal solution. 
Overall, the flexibility of script-based tools negatively impacts usability. However, if a 
tool is designed to ensure high usability, it is harder to also give users flexibility to 
customize the software for their specific needs. Hence, an ideal scenario would be to 
have a tool that has an easy interface and fast access for the ordinary user, but that also 
allows advanced adjustments of the settings, should a user need it. 
CQPweb matches these criteria. Its interface is relatively easy and can be quickly 
learned by new users, and because it a web-based tool, processing can be quite fast, 
depending on the server hardware. CQPweb also has the administrator function, that 
allows flexibility in adjusting the settings. It is also open-source so the code can be 
edited to accommodate any other possible needs. For these reasons, the new tools 
 
61 
developed in this thesis were implemented within CQPweb, as I will discuss in 
chapters six and seven. 
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4 Corpus-based studies: a 
literature investigation 
4.1 Introduction 
Developing new tools is not only about studying a new piece of software and 
imagining new features and functions. It is also about knowing what similar pieces of 
software are in use, and why and how they are used to accomplish their users’ goals. 
In a commercial environment, this discovery process is often accomplished by means 
of a marketing survey. In such a server, potential customers of a product are asked 
about their favourite products; about their main considerations when choosing a 
product or service; and so on (Brhel et al. 2015). In an academic context, a survey of 
users is also possible. For example, Tribble (2006) undertakes such a survey. Or in 
state-of-the-art surveys, such as Wiechmann and Fuhs (2006) (see 3.2), and Boulton 
(2012). Boulton deals specifically with Corpus Linguistics (CL) tools used in the 
language learning environment. With the aim of studying how learners use these tools, 
he discusses 80 publications from three different journals on data-driven learning from 
the early 2000s. 
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Although the aforementioned studies of corpus linguists or language learners as users 
do provide some useful information, they only address a few programs that were 
developed about twenty years ago. Any account of software that is more than five 
years old is almost certainly outdated. Moreover, these studies do not allow us to 
identify precisely what the most used tools are at present, given the immense variety 
of tools available and the growing number of corpus-based studies being undertaken. 
One way of listening to a wider public than a small survey group is to investigate how 
scholars report their corpus-based research. 
The aim of this chapter is, then, to identify (i) the corpus linguistic tools most 
frequently utilised in language research; (ii) why and how these tools are used to 
address their users’ research questions; and (iii) whether and to what extent the ranges 
of tools used across different subfields of language studies intersect one another. To 
accomplish this, I carried out a literature investigation encompassing over 5,000 
academic articles reporting corpus-based studies (4.2). Section 4.3 describes the 
process by which I ran queries on two academic databases to retrieve papers reporting 
on corpus-based research. The resulting compilation of papers is then analysed in 
section 4.4, in order to arrive at large-scale information on the use of CL software 
across language studies. Since the compilation constitutes a corpus, and I treat as such 
in this chapter, my investigation itself is an instance of corpus analysis.  
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4.2 The databases 
4.2.1 Choosing the sources 
The articles included in this investigation were retrieved from two different academic 
databases: the Arts and Humanities Database (AHD) 10  and the Linguistics and 
Language Behavior Abstracts (LLBA)11. There is not a clear distinction between a 
database and a search engine in the context of retrieval and index systems for 
academic publications. For present purposes, an academic database is understood to 
be any source through which is available a broad and well-documented electronic 
journal collection. 
Although the target audience of this thesis are non-specialist users of corpus data and 
methods (NSUs) (see 1.1), these two databases encompasses different areas of 
knowledge and more advanced than the one excepted among NSUs. My rationale for a 
literature investigation probing a diverse set of academic fields is as follows. First, as 
explained in the introductory chapter of this thesis, the target audience is not wholly 
restricted to language learning and teaching. This study also considers, as a secondary 
target audience, which are other language researchers at a beginner level in CL. 
Hence, it is reasonable also to explore what is used in other fields of language studies. 
Second, any preference that might be found for specific tools in certain fields might be 
arbitrary or no more than a matter of tradition in those fields. It does not necessarily 






specific subfield of research would risk failing to represent language studies as a 
whole due to a bias to that subfield’s particular preference. For instance, a tool that 
could be of great use to both lexicographers and language teaching researchers might 
in practice be restricted to the former group – due purely to the second group’s lack of 
awareness of its existence. Moreover, NSUs are very likely to navigate across fields, 
as their ultimate aim is to use CL methods in their own endeavours. 
Third, software is continuously and quickly changing. New tools can emerge in more 
technologically advanced research groups before spreading to other researchers and 
sub-fields. It is therefore worthwhile to allow new trends in different fields of 
language research to emerge from the investigation of the literature. New and 
emerging tools would be excluded from the results if a broad range of subfields were 
not included. 
In light of these points, the two databases (AHD and LLBA) used in this investigation 
were chosen because (i) they are constantly updated, so that recently published articles 
and the recent advances they report will not be out of scope; (ii) the publications that 
they index have a high impact, and thus are more likely to represent consensus or 
common methods within their respective subfields; (iii) and they cover a wide range 
of research (sub-)fields (see above). Specific reasons for use of these two databases in 




LLBA features abstracts and indexes from 3,584 different publications, as of the time 
of the data retrieval12, and thus meets the criterion of wide coverage (see 4.3.2). This 
level of diversity can help prevent the results from being skewed towards the 
preferences and practices of individual subfields or, indeed, journals. 
LLBA’s diversity concerns not only the variety of journals, but also the country of 
those journals’ origin. The publications encompassed by LLBA come from 98 
different countries, most being from North America (45%) or Western Europe (40%).  
Another reason for opting for LLBA as a source is its approach to linguistics and 
language studies. Multiple aspects of language study, such as phonetics, morphology, 
semantics and syntax, are covered by the database, as well as a wide variety of 
linguistic fields, such as descriptive, comparative and historical linguistics. 
The field of language teaching and learning is also covered. 242 of the journals in 
LLBA deal specifically with language and education, which represents 9% of the 
English-medium journals in the database. This includes a number of publications with 
very high impact, such as Language Learning and Studies in Second Language 
Acquisition. Most publications are highly ranked in indexes of scientific research 
impact such as the Journal Citation Reports13 and SCImago Journal Rank14. This is 
relevant here not only because it helps focus my analysis on present practice in high-
 





quality research, but also because of the large audience reached by such publications, 
by definition. Thus, more people are made aware of the software that is used in a 
paper published in a high impact journal than would be made aware of the software 
used in an equivalent paper in a lower impact journal. Also, high quality publications 
can be an indication of good performance of the software, as software quality has an 
enormous impact on research. 
4.2.3 AHD 
While the LLBA was selected because of its extensive coverage of the field of 
linguistics, the interdisciplinary scope of AHD was a key criterion in opting for this 
latter database. The topics covered in its approximately 400 peer-reviewed titles (437 
at the time of collection) vary greatly and are spread across the following main 
subjects, summarised from the AHD website’s documentation pages: 
- Art, design, crafts and photography 
- Archaeology, anthropology and classical studies 
- Architecture, interior design and urban planning 
- History, philosophy, geography and religion 
- Modern languages and literatures 
- Music, theatre, film and cultural studies 
Although many of these subjects are only loosely associated with language, the 
growth of interdisciplinary studies makes these publications of interest for purposes of 
this investigation. Studies using large language datasets are no longer restricted to CL. 
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Taking into consideration how researchers outside CL undertake computer-based 
textual analysis might well point the way to new paths for CL.  
Although LLBA and AHD complement each other, there is an overlap of journals; 
thus, many articles are listed in both indexes. To address this issue, after I compiled 
my dataset via the procedures to be detailed in 4.3.1, I eliminated any duplicate 
articles from the dataset. 
4.3 Procedures 
4.3.1 Article retrieval and processing 
The first step was to establish how to retrieve the relevant articles from each database. 
To do so, I queried the database. In this scenario, querying a database means using a 
set of conditions to filter the entire database and retrieve just a selected part of it. 
Performing such a query requires a choice to be made of which words to include in the 
search. Many different terms can be used to describe corpus-based research. 
Therefore, no single search term can retrieve all journal articles using CL 
methodologies. To achieve a broad representation of the fields or sub-fields covered 
by the database at hand, I used key words listed in articles that I was certain to feature 
corpus-related research. 
The query “corpus tool” OR “corpus software” OR “corpus method” OR “corpus-
based” was used with both databases, with additional restrictions placed on the search 
so that only articles in scholarly journals published in English and no more than three 
years prior to the point of data collection (2015 to 2017) would be retrieved. The 
search retrieved 1,228 articles from the ADH and 1,234 articles from the LLBA. 
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All articles were downloaded as plain text. In cases where Lancaster University’s 
library did not have access to the full text of the article, the abstract alone was 
retrieved at this stage. The data was formatted into XML, with each file’s header 
containing: the text identifier; the article title; the journal name; the publication’s 
subject area(s), such as literature or education; the country of the journal; the year the 
article was published; and the database from which it was retrieved. More extensive 
metadata was preserved externally. This includes the digital object identifier (DOI), 
volume and issue, and author affiliation of each of the articles.  
After collecting and preparing this data, a search for duplicate texts was performed. 
Among the original 2,462 texts, 145 were duplicates. One copy of each duplicate pair 
was removed from the collection, and in the remaining copy, the metadata record of 
the article’s source was updated to note its presence both databases. After the 
duplicates were removed, the corpus consisted of 2,317 texts, totalling 4,875,535 
words. 
4.3.2 Investigation Methods 
4.3.2.1 Tools and methods 
Because of the substantial size of this dataset, I used CL methods for its analysis. I 
analysed the data using the open source software environment and programming 
language R15 and Quanteda (Benoit et al. 2018), a text analysis package (see 3.4.2). I 
opted to use a scripting environment so that the procedures could be as reproducible as 
possible. Looking ahead, it seems like that it might be desirable to repeat the present 
 
15 https://www.r-project.org/  
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analysis at a later date for a subsequent timespan. Exact comparability of data and 
methods would be required for such a future analysis; doing the current analysis with 
scripts assures that. 
This investigation was divided into three steps: (i) identifying software mentioned in 
the articles; (ii) investigating in which contexts these tools are being used; and (iii) 
understanding how these tools are applied in language research. 
4.3.2.2 Identifying the tools 
4.3.2.2.1 Pre-existing lists 
Many sources attempt to keep track of the growing range of CL software tools. For 
this study, I used a combination of the constantly updated CL software lists from The 
Linguist List16, Martin Weisser’s website17 and Corpus-Analysis’ research centre18. 
However, considering the speed at which new pieces of software are developed, as 
well as the diversity of the fields that now make use of computer-assisted text 
analysis, these lists are likely to leave at least some tools out at any given point. For 
instance, Poliqarp19, a corpus processing program, is not included in any of the three 
lists mentioned above – but it is mentioned in research articles within the corpus. 
Moreover, many of the pieces of software mentioned in lists such as these turn out, on 
further investigation, to have fallen out of use. In some cases, listed hyperlinks are 
 
16http://linguistlist.org/sp/SearchWRListing-
action.cfm?subclassid=7223&SearchType=LF&WRTypeID=2   
17 http://martinweisser.org/corpora_site/CBLLinks.html  




broken and do not lead to an existing tool, as in the case of WConcord 3.0, listed by 
the corpus-analysis website. This might be a consequence of the software being 
discontinued by the developer; or simply losing popularity among researchers. 
Hence, the first step was to identify whether the tools culled from the aforementioned 
lists were named in the corpus. Although not being mentioned in any of the more than 
2,000 articles in the dataset does not guarantee that a tool is no longer in use at all, it is 
a strong indication that the software is not currently popular among researchers. Each 
name of a tool from the three lists mentioned above was queried in the corpus. In 
cases of a single piece of software being referred to in different ways, the alternative 
names were also queried. For instance, the online interface to the Corpus of 
Contemporary American English (Davies 2008-) is found in the dataset under 
different names including COCA and corpus.byu.edu. 
Of the 277 pieces of software present across the three lists, 49 were mentioned by 
name in the dataset. Most of the named tools which were not found in the dataset were 
no longer available for download (e.g. Concordance Software20); had not received any 
recent updates (e.g. ParaConc 21 ); or simply could not be accessed due to 
disappearance of the online presence linked by the list in question (e.g. Multilingual 
Corpus Toolkit22). A further investigation showed that 16 out of the 49 names found 
were false positives. For instance, Amalgam and Flair only occurred with their 
traditional word meanings, rather than as the tool names. Hence, from the original 277 
 





tools mentioned in the existing lists, only 32 (table 4.1) were mentioned at least once 
in the corpus.  
ANNIS CQPweb Mallet Tred 
AntConc Dart Maltoptimizer UAM 
BYU Docuscope Maltparser VocabProfiler 
CasualConc Elan Monocon Voyant Tools 
CLAWS FrameNet ngrams VU Corpus 
COCA Gephi Pie Wmatrix 
Coh-metrix GraphColl Praat WordSmith 
Compleat LDA Sketch Engine Wordstat 
Table 4.1: tools from existing lists found in the corpus 
Many of the tools in the lists are not corpus analysis systems, but rather are tools for 
other purposes (such as automated text annotation) or are language knowledge 
resources for use in the development and operation of such tools. An example of the 
latter is Framenet23, a dictionary database in which the words are tagged for semantic 
roles. However, because such tools and resources are often used in association with 
corpus tools in the strict sense that is relevant to my concerns, I opted to retain on the 






In order to identify pieces of software other than those on the list above, I looked at 
collocates of with terms possibly related to the use of software. The search terms used 
as node were: software; tool(s); program; corpus; corpora; corpus-based; method. A 
list off the top 200 collocations was generated for each. The cut-off of 200 was 
determined from a first trial search, which suggested that relevant results would 
appear only above this threshold. The collocate lists were merged into one, with any 
collocates on more than one list highlighted, as I expected that they were more likely 
to be associated with a tool name. A concordance of each collocate expected to be the 
name of a tool was examined to verify that this was indeed the case. 62 additional 
names of tools were identified in this way. 
Table 4.2 displays the CL tools and tables 4.3 shows the CL-related software. The 
tools were manually separated into two tables for clarity. Also for clarity, CL tools 
and their absolute frequency are shown in figure 4.1. The word algorithms, although it 
does not refer to a specific tool, was included in the final list. This is because the word 
was frequently used when the authors created their own scripts, as in the example 
below: 
Once we had gathered this data into a plain text flat file, we used Python 
code – more specifically the algorithms contained in the Python NetworkX 




Figure 4.1: overall frequency of CL software 
 
web comp. script OS free. comm. conc. other 
ANNIS yes no no yes no no yes no 
AntConc no yes no no yes no yes no 
BYU Corpora yes no no no yes no yes no 
CasualConc no yes no no yes no yes no 
CLAN no yes no yes no no yes no 
concordance no yes no no no yes yes no 
Corpus Tools no yes no no yes no no yes 
CQPweb yes no no yes no no yes no 
GraphColl no yes no no yes no yes no 
ICE yes no no no yes no yes no 
ICLE no yes no no no yes yes no 
iLex no yes no no yes no no yes 
Lexical Tutor yes no no no yes no yes no 
Leximancer yes no no no no yes yes no 
MICASE yes no no no yes no yes no 
MICUSP yes no no no yes no yes no 
MonoConc no yes no no no yes yes no 
OSLO yes no no no yes no yes no 
Poliqarp yes no no yes no no yes no 
Sketch Engine yes no no no no yes yes no 
UAM no yes no no yes no no yes 
Voyant yes no no yes no no yes no 
VU yes no no no yes no yes no 
Wmatrix yes no no no no yes no yes 
WordSmith no yes no no no yes yes no 
Table 4.2: CL tools found in the corpus and their categories 

























web comp. script OS free. comm. conc. other 
algorithms no no yes yes no no yes no 
ALICE no yes no no yes no no yes 
cancode no yes no no no yes yes no 
celex no yes no no no yes no yes 
CHILDES yes yes no no yes no no yes 
claws yes no yes no no yes no yes 
COBUILD no yes no no no yes no yes 
coh-metrix yes yes no no no yes no yes 
dart no yes no no yes no no yes 
docuscope no yes no no yes no no yes 
ELAN no yes no no yes no no yes 
FrameNet yes no yes no yes no no yes 
GDEX yes no no no no yes no yes 
gephi no yes no yes no no no yes 
GraphPad no yes no no no yes no yes 
LDA no yes no no yes no no yes 
LENA no yes no no no yes no yes 
mallet no no yes yes no no no yes 
maltoptimizer no no yes yes no no no yes 
maltparser no no yes yes no no no yes 
ngrams yes no no no yes no no yes 
praat no yes no yes no no no yes 
QDA no yes no no no yes no yes 
R no no yes yes no no no yes 
Rbrul no no yes yes no no no yes 
SALT no yes no no no yes no yes 
Tlex no yes no no no yes no yes 
tred no yes no yes no no no yes 
VocabProfiler yes no no no yes no yes no 
WEKA no yes yes yes no no no yes 
WordGen no yes no no yes no no yes 
wordnet yes no yes yes no no no yes 
wordstat no yes no no no yes no yes 
Table 4.3: CL-related software found in the corpus 
4.3.2.2.3 Investigating the context and the type 
The next steps consisted in verifying if their usage varied across research fields; and if 
certain tools’ characteristics prevailed. To identify these characteristics, the tools were 
classified according to the following criteria (created for the purpose of this analysis): 
system-based; pricing; and main function. System-based refers to how the tool is 
accessed: via web browsers (web-based); via a locally-installed application 
(computer-based); or via scripts of some programming language (script-based). As 
some programs are accessible in more than one way, this characteristic can have more 
than one value. Pricing captures whether the piece of software is paid-for 
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(commercial), free to use (freeware) or free to use and edit (open source). 
Functionality captures whether the tool works as a concordancer, even if other 
functions are present, or if it targets another function or functions, such as corpus 
annotation or alignment.  
It is worth noting that, in many cases, a particular corpus and the tool used to access it 
had the same name (e.g. MICASE, MICUSP). In all such cases, the characteristics of 
the tool rather than the corpus are considered. 
The article metadata recorded the subfield of research of each corpus text. This 
information was used to identify the (sub)field of the article in which each mention of 
a tool appeared. These were classified as one of the following nine subfields: 
Anthropology, Sociology and Philosophy; Arts; Computer Applications; Education; 
Humanities; Linguistics; Literature; Psychology and Psychiatry; and Social Sciences. 
These classifications came from the original article subject descriptors in the 
databases; there were in total 77 different descriptors. As such a fine-grained 
classification would not yield meaningful results for the relatively small numbers in 
question, I opted to group them more broadly. For instance, articles with the subject 
field as any of “Computers--Microcomputers, Linguistics, Computers--Computer 
Assisted Instruction, Computers--Personal Computers” or “Computers--Internet, 
Linguistics” were all assigned to the category “Computer Applications”. Table 4.4 
shows the absolute frequency across fields of software used for concordances and 
other types corpus exploration. Figures 4.2 to 4.4 show the distribution in percentage 








ASP Arts Comp. Edu. Hum. Ling. Lit. Pysch. SocSci 
annis 0 0 1 0 0 0 0 0 0 
antconc 1 0 0 1 0 5 2 0 0 
casualconc 0 0 0 1 0 0 0 0 0 
clan 2 0 0 1 0 1 0 5 0 
lexical tutor 0 0 0 1 0 0 1 0 0 
concordance 0 0 0 0 0 0 1 0 0 
cqpweb 1 0 0 0 0 1 1 0 0 
byu corpora 1 0 1 4 1 9 0 2 0 
graphcoll 0 0 0 0 0 1 0 0 0 
ice 0 0 0 1 0 1 0 0 0 
ilex 1 0 0 0 0 0 0 0 0 
leximancer 0 0 0 0 0 1 0 0 0 
micase 0 0 1 3 0 0 0 0 0 
monoconc 1 0 0 0 0 1 0 0 0 
oslo 0 0 0 0 0 1 0 0 0 
sketch 1 0 0 1 0 3 1 0 0 
uam 1 0 0 0 0 0 0 0 0 
voyant 0 0 0 0 0 0 1 0 0 
vu 0 0 1 0 0 0 0 0 0 
wmatrix 1 0 0 0 1 2 0 0 0 
wordsmith 1 0 1 2 2 9 1 1 0 
Table 4.4: absolute frequency of CL software mentioned across fields 
 















Figure 4.3: percentage of software type (environment) across fields 
 
Figure 4.4: percentage of software type (functionality) across fields 
4.3.2.3 A closer look at the tools: understanding the usage via concordance lines 
The frequency data of mentions tool mentioned are estimates, due to noise in the 
underlying data. It is not possible to get precise frequencies (which could be higher) 
without extensive manual filtering, for a number of reasons. Sometimes the same tool 
is referred to by more than one term (e.g., the IMS Corpus Workbench is also known 

























CLAWS and SALT). Encoding issues can obscure mentions that ought to have been 
retrieved, the text of the corpus having been converted from PDF. PDF generation (or, 
alternatively, automatic text extraction from PDF) may change the underlying 
characters for presentation reasons, changing the string representing a tool name; a 
search for the term MonoConc fails to find the following example, in which some 
other character  has replaced the second ‘o’ in MonoConc:: 
[…](2013), include the' AntConc', the' Word Smith Tools' and' MonÂ° 
Conc Pro'. (Text 1681: Jaeger 2015) 
Apart from preventing issues like the one above, a closer look at the concordance lines 
for all the tools mentioned in the previous section, helped me have a better 
understanding of how the tools were being used and in which specific area of 
research. 
4.4 Analysis 
The tables in the previous section were used only as a reference to explore in more 
depth the right articles and concordance lines. The figures are treated as indicative, not 
as an accurate report on how frequent the tools are used across fields of research. The 
goal with relying on corpus methods was to be able to investigate a high number of 
publications in an optimal time span with enough evidence to support the claims. 
4.4.1 Difficulties in finding mentions of the tools 
The methods described in the previous section were useful in finding mentions of 
tools in the articles. However, in many articles, the authors did not state what software 
they used for their textual exploration. For example, several articles in the area of 
language acquisition describe thoroughly their method, including extensive 
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description of the recording and transcription system, but not of the means by which 
they analysed the corpus, as in the example below. 
much as possible quiet room). Recordings were made directly on a laptop 
using Audacity, v. 2.0.4 as the recording software, set at 44,100 sampling 
rate, and a Blue Yeti USB microphone set at cardioid direction. (Text 
1264: Baltazani & Kainada 2015) 
When this phenomenon is observed, it is likely that the data has been analysed either 
with statistical tools and scripts, or by hand and eye – that is, by the analyst going 
through the entire data. The two following examples illustrates cases in which the 
corpus analysis was undertaken without the assistance of any tool. 
the output was manually searched for target structures. Both restrictive 
and non-restrictive RCs were included in our analysis, and no distinction 
was (Text 1661: Kirjavainen et al. 2017) 
To get an initial sense of the response quality, we inspected the data 
manually for possible fake responses by searching if any participant had 
given the same responses (Text 1593: Gladkova et al. 2016) 
When an article does explicitly name the tool, there are still some issues. In many 
cases, a tool is cited via footnote, rather than the standard academic citation style, with 
author and year. This is particularly the case with web-based tools, such as the BYU 
Corpora (Davies, 2002-). Although most software authors provide the proper citation 
at their program’s website, in many cases the only reference provided in the article 
using the program is the web address of that site (in a footnote or directly in the text). 
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However, many of the online platforms available today, such as the BYU 
site (http://corpus.byu.edu/corpora.asp), MICASE 
(http://micase.elicorpora.info/) Compleat Lexical Tutor (http:// 
www.lextutor.ca/), or the Sketch Engine (http:// 
www.sketchengine.co.uk/) (Text 1407: Gilmore 2015) 
When URLs are given, we often observe that the link to the tool does not lead – or 
rather no longer leads – to an existing page. Some such broken links were for software 
that was mentioned in a paper only for historical purposes, and not because the 
research reported by the paper actually used that software. This is true, the case, for 
example, for Drexel, Concordance Generator and Discon in the example below: 
were very slow. Examples include the' Drexel Concordance Programme'; 
the' Concordance Generator' and' Discon'. The second generation 
constitutes corpus tools that were introduced between 1980 and 1990. Like 
the first generation (Text 1681: Mazibuko & Ndebele 2017) 
But there are, equally, other cases where the program with the broken-link reference 
was used in the research being reported. 
In yet other cases, the name of a tool was given, but no web address was provided. In 
such cases, I used Google and other web-search engines to attempt to find out more – 
but I would usually not be successful (this was the case for DepCluster, among 
others). The lack of any presence online for a piece of software might reflect a 
situation where that software was probably designed to be used only within the 
authors’ research centre rather than being made publicly available. 
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4.4.2 Tool cost and availability 
Most of the tools whose links that were no longer accessible were mentioned by 
articles published in 2015 (the first year covered by the corpus). More recently 
developed tools are mainly open-source (e.g. Quantedata) or freeware (e.g. 
GraphColl/#LancsBox), while older ones are more likely to be paid-for (WordSmith 
Tools). There is a tendency towards making tools available, whether via an openly 
accessible server instance for web-based access, or of the source code via some code 
repository. Many were found in Github and other open code repositories, including for 
instance Voyant Tools (Sinclair & Rockwell 2020). This phenomenon of sharing 
software scripts online might be a reflection of the increasing access to computational 
resources; the emphasis that funding bodies have placed on software development and 
enhancement; the increasing concern of the academic community with research 
reproducibility; and the need for or interest in sharing corpora online. ShinyConc,24 is 
an example open-source package that helps users to create customized web-based 
concordancers. 
Of the (still high number of) paid-for tools mentioned in post-2015 articles, most are 
not CL tools in the strictest sense. Rather, they are mainly additional applications used 
for statistics, for instance (e.g. GraphPad) – not for searching or processing of the 
actual corpus data. Some exceptions are Sketch Engine and WordSmith Tools, which 





4.4.3 More than concordance lines 
As mentioned in the literature review chapter, originally the main, or sometimes only, 
function of a corpus tool was to undertake a corpus query and then display the results 
as a concordance. However, more recent tools offer new functions, the need for which 
is evident in many in the articles in the corpus. 
4.4.3.1 Query syntax, spelling variation and text formatting 
One concern that was recurrent in the corpus was how to address issues of searching 
for patterns in the corpus and retrieving the expected results. Tools with either 
sophisticated or simplified query language are often mentioned. The Sketch Engine 
query language, the Corpus Query Language (CQL), is an example of sophisticated 
query system mentioned in the databases. Advanced query languages such as the CQL 
and the Corpus Query Processor (CQP) (see 3.4.3) are exceptional means of refining 
searches. They are efficient in getting as many as possible desirable occurrences 
without also obtaining a high number of false positive results (improving precision 
and recall, in the terminology of information retrieval. These systems can also come in 
handy when a user wants to search for a word that has more than one possible 
spelling. However, a corpus might also be pre-processed to standardize spelling 
variation, using a tool such as VariAnt or Vard. These are not concordancers. 
However, the existence of such tools, and of articles discussing the problem of 
spelling variation, indicates that it would be useful for users of the type represented by 
the articles’ authors if software for corpus analysis were able to account for different 
spellings. Another issue that also affects the behaviour of corpus tools is the different 
encoding (see 3.2.1). Some studies report the need to prepare the data with text 
encoding formatting tools like SALT and SarAnt, a simplified regular expression 
system that allows users to search and replace (sequences of) characters. 
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4.4.3.2 Visualization: data summary and multimodal data 
Another trend that I observed is the emergence of tools that provide visualization of 
the quantitative data, such as Voyant Tools, GraphColl (#LancsBox), Leximancer and 
Casualconc. These recent tools are, however, only named in the corpus within papers 
by their creators describing the release of the tools. Hence, it was not possible to 
identify how these new tools are being used. 
I did not find any evidence in the corpus for discussion of new tools with support for 
the visualization of multimodal data. Rather, it seems, audio and video data is mainly 
approached using Elan and Praat. This suggests an increasing amount of research that 
requires tools to deal with videos and audio, rather than only textual data. One 
example of that is the launching paper of iLex, a tool for sign language. 
4.4.3.3 Metadata and annotation 
Many articles refer to the creation of subcorpora and retrieval of text metadata. This is 
especially evident in articles in sociolinguistics or research with spoken data. 
Annotation tools were also mentioned frequently. Tools like SALTO, Spre, tagant 
(automatic) and WorldBuilder System (online collaboration) demonstrates the need 
for corpus tools that handle text annotation and metadata well. 
4.4.4 Complementing CL methods 
Other tools that are not strictly linguistic software are reported in the corpus as being 
used in combination with text analysis. For statistics and visualization, the articles in 
the corpus made mention of using tools such as Goldvarb, Rbrul and GraphPad. In the 
last year of the corpus I observe a rise in the frequency of mentions of geo-location, 
especially driven by articles where geographical software is used to map and display 
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linguistic variation. Tools of this kind that are mentioned in the corpus include 
BatchGeo, WebLicht, Wordstat. 
Possibly driven by the increase in media studies, new tools for topic modelling and 
web crawling were found. Tools used for crawling the web are Spiderling; BootCat; 
and FireAnt. For topic modelling the tools found were Mallet and the Stanford Topic 
Modeling Toolbox. 
4.5 Discussion 
This chapter has identified 21 pieces of CL software in the strict sense (figure 4.1), of 
which BYU corpora, WordSmith Tools, and AntConc were the most frequently 
mentioned programs in a corpus of recent academic publications. The numbers were 
not impressive, but this is mainly due to the fact that many authors do not refer to the 
CL software used in their research. Despite this limitation, the study gave an overview 
of CL tools usage across different fields. Linguistics and Education were the field in 
which highest number of mentions for CL tools, BYU corpora being the most used. 
This preference might be due to the easy online access to a range of corpora (see 5.5). 
WordSmith Tools is mentioned in almost all fields, indicating its versatility. Different 
fields are now converging in that all exhibit a strong preference for tools that are 
available at no cost, that does not require programming language knowledge and that 





5 Target audience: contextual 
design and usability 
5.1 Introduction 
In this chapter I will present an investigation of how users interact with Corpus 
Linguistics (CL) software. Section 5.2 presents an overview discussing the advantages 
of observing (as well as its means) users of CL tools. Section two describes the 
method I used for the present investigation. In section four, I present alternative 
observation methods that I used to complement the investigation. I discuss the 
findings in section five. The final section summarises the chapter. 
5.2 Overview 
In this chapter I will perform a closer qualitative analysis of users of CL software. 
Talking with and observing users in their own environment can bring several benefits 
for software designers, as will be shown in 5.3. It can reveal information that users 
might not be actively aware of, or might not consider relevant, although the developer 
would. Observation can generate insights on matters such as users’ reaction. 
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In this chapter, I utilise a blend of different approaches to user-experience and human-
computer interaction with the aim of better understanding users of CL software and 
identifying their main needs. In these approaches, the principle factors taken into 
consideration are users’ attitudes and reactions towards the software, such as their 
satisfaction and their assessment of its learnability. I designed a three-step approach, 
based on Hartson & Pyla (2012), with which the steps focus on, respectively: 
contextual inquiry; contextual analysis; and design-informing model. These concepts 
are all part of the Contextual Design paradigm of software development, which I will 
now briefly introduce, before addressing the three steps in detail in 5.3.2 to 5.3.4. I 
chose Hartson and Pyla’s model for its vast application and relevance in the user-
experience studies (e.g. Zahidi et al. 2014; Franklin 2013). 
5.3 The Contextual Design Approach 
5.3.1 Contextual design 
The present investigation utilises the contextual design approach to software design 
and development, which is 
a structured, well-defined user-centered design process that provides 
methods to collect data about users in the field, interpret and consolidate 
that data in a structured way, use the data to create and prototype product 
and service concepts, and iteratively test and refine those concepts with 
users (Holtzblatt & Beyer 2014:137) 
An issue considered when designing the method for this present study, was the need to 
choose between observation on the one hand, and interviewing or surveying on the 
other. Both kinds of procedure have both advantages and downsides. While 
observation has benefits such as witnessing user habits, it does not capture issues that 
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do not emerge at the moment of observation. Moreover, it can also influence 
participants’ behaviour due to the observer effect (Hartson & Pyla 2012). As for 
interviews and surveying, it is worth noting that users’ behaviour can dramatically 
differ from how they describe their work (Simonsen & Kensing 1997). However, 
interview and surveys can reveal users’ inner responses otherwise not easily spotted. 
5.3.2 Contextual inquiry 
There are several different approaches adopted at the beginning of user experience 
(UX) research, such as focus group discussions and usability testing. Focus group 
discussions present structured interviews for a set of people simultaneously. Because 
this setting saves time, it is ideal when quick responses are needed. However, what 
people say and do often differ. For this reason, usability testing comes in handy. 
Instead of asking users what they want, the researcher observes them while 
completing a given task using a specific tool (Kuniavsky 2003). Within the contextual 
design approach, a similar approach to usability testing is a contextual inquiry, which 
is  
an early system or product UX lifecycle activity to gather detailed 
descriptions of customer or user work practice for the purpose of 
understanding work activities and underlying rationale. The goal of 
contextual inquiry is to improve work practice and construct and/or 
improve system designs to support it. Contextual inquiry includes both 
interviews of customers and users and observations of work practice 
occurring in its real-world context. (Hartson & Pyla 2012:89) 
Within contextual inquiry, different approaches can be adopted. Hartson and Pyla 
(2012) highlight the difference between data-driven and model-driven approaches. 
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The former is indicated when bias in the data collection needs to be avoided. In this 
case, the inquiry is conducted without predefined categories, and the data that is 
gathered is itself used to guide further analysis. In the model-driven approach, the 
processes of data collection and the analytic procedures and categories to be used in 
its interpretation are designed on the basis of the researcher’s knowledge and 
experience (that is, their existing model of the context). This mode of research risks 
missing certain findings due to the bias necessarily introduced by the predefined 
analytic categories. But while risking bias in this way, the model-driven approach 
improves the efficiency of the overall inquiry. 
For this study, I adopted a data-driven approach to contextual inquiry. The advantage 
of using data-driven contextual inquiry is that no predefined framework interferes 
with direct engagement with the participants’ behaviour and responses, which can thus 
be analysed in a ‘bottom-up’ manner that does not demand a comprehensive prior 
understanding of the possible observations in the context at hand. 
5.3.2.1 Participants 
In this study, it was essential to identify the main features across different tools. Due 
to the quantitative character of the initial informal studies, this part of the process did 
not require a high number of participants. There is not much consensus on the 
appropriate number of participants in a contextual design. While Nielsen (2000) states 
that five is a good number, Spool and Schroeder (2001) claim that five is not 
sufficient. Other authorities note that it is more valuable for a Contextual Design study 
to encompass a broad range of tasks and user backgrounds than to maximize the 
number of participants (Lindgaard & Chattratichart 2007). On that basis, in this study, 
I placed greater priority on having participants from a variety of backgrounds over 
having a very large quantity of participants. 
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As explained in 3.5, the ultimate goal of this thesis is the development of new tools for 
CQPweb, a web-based program. Users of CQPweb might have only basic CL 
knowledge and be able to use the most straightforward affordances of a public 
CQPweb system via the web, or they might have more expertise and be able to build 
their own corpora or run CQPweb on their own computer. For this reason, the choice 
of initial participants was driven by the different work roles that a CQPweb user can 
adopt. 
Computer experience 
(with emphasis on CL 
software) 
novice: may know application domain but not specifics of the 
application 
intermittent user: uses several systems from time to time; knows 
application domain but not details of different applications 
experienced user: “power” user, uses application frequently and 
knows both application and task domain very well (Hartson & 
Pyla 2012:192) 








Table 5.1: user classes 
The user group of central concern in this thesis is non-specialist users of corpus data 
and methods (NSUs; see 1.1). However, including users of different backgrounds in 
this chapter’s investigation may well offer insights that would not be achieved if only 
raw beginners – who do not yet know what they do not know – were included. Table 
5.1 outlines the full set of parameters taken into consideration when recruiting the 
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participants, most of which parameters relate to different areas of prior specialist 
knowledge. Table 5.2 displays information on the selected participants and their 
classification according to the categories presented in table 5.1. 
Code Occupation CL experience Software used… for… 
DA lecturer intermittent CQPweb 
discourse 
analysis 
DB researcher intermittent Sketch Engine 
language 
description 
PA graduate student novice AntConc 
discourse 
analysis 
TA lecturer experienced CQPweb teaching 
TB lecturer novice BYU teaching 
Table 5.2: profiles of the five participants in the contextual inquiry 
5.3.2.2 Procedures 
According to the rationale discussed above, I adopted a data-driven approach without 
predefined survey/interview questions. I asked the participants to perform a task using 
their preferred corpus, using the think aloud technique. In this technique, the users 
perform a task and speak aloud about the steps they take and their reasons for that, 
simultaneously with actually doing the tasks. 
Although my main focus is not interface design, I also took users’ reaction to the 
interface into consideration due to the importance of aesthetics in enhancing cognition 
(Kirk 2012). Aesthetic impressions are highly associated with user acceptance, 
satisfaction and quality perception (Hassenzahl 2004, Lindgaard & Dudek 2003). 
When using a corpus tool, the search process itself is not the primary goal of the user, 
but one of the means used to achieve it. For this reason, the distractions and 
interferences during this process should be minimised. 
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The interviews were conducted using the software TeamViewer 25 . This is an 
application for recording a shared computer screen and associated audio during a 
computer to computer call. The intent was to make the interview as non-invasive as 
possible. Since participants were requested to share their views freely on their 
preferred CL software, non-invasiveness is important. The participants’ PC 
microphone audio and screen were recorded for further analysis. 
Before the beginning of the interview, the intent and format of the experiment is 
explained. The intent is described to the participant as getting insights on how to 
improve CL software and identify possible new tools to be developed. The 
instructions given are simple. The participants are instructed to choose any activity 
they usually do when using CL methods and to demonstrate and narrate the process. 
Once the participant was aware of those two points, the experiment begins. The users 
were expected to work through their activity and share their impressions on corpus 
tools without any further prompt. However, in case the task did not flow naturally, one 
or more of the questions in table 5.3 were used as prompts (depending on the stage of 
the experiment). 
Once the interview was over, the recording was transcribed. Five different participants 
were interviewed. All five participants were anonymised (by using identity codes 
instead of names); the following metadata, as provided by the participants, were 
recorded: current career level occupation, experience with corpus linguistics tools, 






Which corpus tool do you most often use? 
Can you please tell me and show me how you do your work? 
- What actions do you take? 
- Which corpora do you use? 
- Can you please demonstrate what you do and narrate it with stories of what 
works, what doesn’t work, how things can go wrong, and so on? 
How many hours a day do you use the tool? 
In which device/operating system/web browser do you usually use corpus tools? 
Is your data stored locally or in the cloud? 
Can you walk me through a couple of experiences you have had using this tool? 
What do you like most about this tool? 
What improvements, if any, would you like to see in it? 
Table 5.3: possible questions for use in the contextual inquiry 
5.3.3 Contextual analysis and user needs and requirements extraction 
After interviewing and observing the users, the second step was to conduct a 
contextual analysis in order to interpret the observation data. The transcripts and notes 
of the interviews were analysed. Elements in the data that reveal some need to 
improve or create a function were identified and transformed into a requirement 
statement (RS). I did this by rewording the requirement expressed in the particular 
segment of the data in the format of a suggestion. An RS is a self-standing and concise 
sentence, stating a concept, fact, rationale or idea. Each RS is identified with a 
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combination of a source ID (letters) followed by a numeric code. Therefore, for the 
following participant comment,  
“I love CQPweb and I think it is incredibly useful. If I could stick my own 
corpora in there and work there that would be fantastic, being possible to 
upload your own data. So, I end up using things like Wordsmith Tools 
because I can put my own corpus in it.” 
we have the following RS 
“Users should be able to load their own corpus [TA09]” 
As the RSs are generated, an affinity diagram (AD) is created. An AD is a tool to 
visually organise ideas, putting the RSs that address similar topics together (figure 
5.1). Each RS goes into the AD in a specific format (figure 5.2) to facilitate 
categorisation. 
 





Figure 5.2: affinity diagram for the interviews/observations 
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5.3.4 Design-informing models 
As it is not possible to cover all the requirements collected on the AD, at this point of 
the research, the use of personas was adopted. This technique, also known as design-
informing models, consists of creating a hypothetical user with characteristic that are 
representative of the target user. Devising such a model user to inform the design is 
mainly useful to avoid designers and developers engaging in one of two 
counterproductive behaviours: attempting to cover all users’ interests or creating a 
tool for themselves (Hartson & Pyla 2012). The underpinning principle is that it is 
better to focus on making a smaller percentage of the user population extremely 
satisfied (primary personas) without making the remainder of the user population 
unhappy (selected personas) (Cooper 2004). 
Following the rationale above, a few selected personas were created by analysing the 
AD, and one primary persona was chosen out of this selection. Both types of personas 
are selected to be used as a reference when developing new tools (figure 5.3). These 
personas are hypothetical but specific users. The primary personas are the NSUs and 
the secondary are advanced users of CL. The intent with this method is not to gather 
an accurate description of all the interviewed and observed participants but to depict a 
user that is representative of what NSUs will become after a few interactions with CL 
tools. 
 
Figure 5.3: selected and primary personas 
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5.3.5 Tool development: iteration with users 
Once the RSs to be addressed are established, the tools need to be designed. The 
process of developing (or enhancing) software “involves empirical definition, 
specification of levels to be achieved, appropriate methods, early delivery of a 
functional system” (Harson & Pyla 2012:49) and also the need (and willingness) to 
change the system. Usually, corpus analysis tools are developed by single researchers 
without a team to back them up, as it is the case with WordSmith Tools (Scott 2020), 
AntConc (Anthony 2019) and CQPweb (Hardie 2012). As software development is 
time-consuming, and these creators are only part-time developers, it is unsurprisingly 
that such projects usually have little or no room to consider user-experience. Hence, 
these projects tend mainly reflect the creator’s goals or preferences. 
For this reason, the first step is to design some prototypes and show them to possible 
users (Hearst 2009; Hartson & Pyla 2012; Cooper 2004). These users should be a 
close representation of the selected and primary personas described above and not 
necessarily the participants of the contextual inquiry. 
Although possible users are aware of the intent of the tasks, they are not given detailed 
instructions on what the tool is supposed to do. The intent is that the design is intuitive 
enough for the user to have a general idea of the tool’s purpose. Possible users 
struggling to understand the tool is an indication that the prototype should be 
discarded and another one should be designed. 
Since software development must always go through cycles of trials and errors, the 
main concern when designing the method for the present analysis was to keep all the 
procedures well-documented, making iterations possible (Hearst 2009). During this 
iteration of design solutions, user suggestions and responses are taken into 
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consideration. This step will be further discussed in chapters six and seven, as they 
discuss the development of the two new tools. 
5.4 Other types of user observations 
Although Contextual Design was the starting point approach used to understand the 
users’ needs, it was not the only method used. Informal observation of groups of users 
was undertaken in different scenarios, as described below. 
5.4.1 Workshops, lectures and seminars 
Alongside to the formal expertise, I have also held or helped with CL workshops, 
modules and summer schools in Chile, Brazil, Turkey and the United Kingdom during 
my PhD. These events helped me achieve an overview of users from different 
nationalities, education level, and area of knowledge.  
Although these users come from various contexts, they share many characteristics. For 
instance, a vast majority of users have Windows as their operating system. The 
number of Mac users were significant, while Linux users were almost non-existent. 
Many users have also shown interest in using CL software on their tablets rather than 
on a computer. In fact, in one event held in a computer lab, many users opted to 
continue a task on CQPweb on their phones, as the institutional internet was not 
reliable. One frequent complaint, however, was the need to register for an account. A 
common request was to be able to access the corpora without the need for a login. 
These users also showed a greater interest in simplicity than in advanced functionality. 
For instance, when using the GraphColl function in #LancsBox, most users opted to 
use only the table with collocates rather than using the graph. They claimed that the 
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table was more straightforward and intuitive than the visualisation, even if the 
visualization was what attracted them to use the tool. 
In the context of university seminars, I also observed that when students had a clear 
and real example of a corpus query, they were more likely to succeed in their 
assignments. Providing concrete examples in the classroom has proven effective with 
students. Hence, adding help pages or tooltips to CL software could be convenient. 
5.4.2 Talks 
Attending lectures given by researchers who rely on corpus methods was also a source 
of information. For instance, in a talk on text mining of political speeches, Blaxill 
(2016) explained that his methodology was changed in the process of his research. He 
had initially chosen to perform his research using AntConc, for its being user-friendly 
and free of charge. However, due to the limitations of the application, the text 
investigation tool was then changed to Python, with the help of paid external staff to 
develop the scripts. In this case, the research was not drastically affected by the 
limitation of the first choice of tool. Situations like that might suggest that the findings 
in 4.3, demonstrating a considerably high number of studies relying on programming 
language, might not be an actual representation of users’ abilities. In most research 
contexts, it is more likely that the research is driven by the tools instead, due to time, 
computational knowledge and funding restrictions.  
5.4.3 Web analytics 
Web analytics consists in collecting and reporting internet data and usage. This 
procedure is done in parallel with the other experiments and throughout the whole 
process. The intent here is to, by observing the most frequent queries, understand what 
users do or do not do with the tool. For instance, studies on search interface have 
 
100 
shown that users struggle with Boolean format when performing their queries (Hearst 
2009:108; Dinet et al. 2004; Hertzum & Frokjaer 1996).  
For this investigation, I used the function query statistics for the CQPweb at 
Lancaster26. This function, which is only available for administrator users, reveals the 
usage statistics for particular query strings, as shown in figure four. The table with the 
40 most frequent queries reveals that most searches are simple queries for words and 
do not rely on advanced searches with the Corpus Query Processor (CQP). However, 
a more in-depth investigation should be taken, such as asking users directly, since it 
might indicate that users are not aware of CQP queries, but alternatively that they are 







20,668 21 [word="bloody"%c] 1,209 
2 [word="the"%c] 3,808 22 [word="can"%c] 1,190 
3 [word="not"%c] 2,712 23 [word="like"%c & pos="RR"] 1,182 
4 [word="fuck"%c] 2,344 24 [word="perfectly"%c] 1,130 
5 [word="lovely"%c] 2,224 25 [word="research"%c] 1,126 
6 [word="must"%c] 2,216 26 [word="man"%c] 1,114 
7 [word="however"%c] 1,912 27 [word="love"%c] 1,111 
8 [word=".*n't"%c] 1,829 28 [taglemma="(question)_SUBST"%c] 1,088 
9 [word="sorry"%c] 1,805 29 [word="said"%c] 1,066 
10 [pos="NNB"] 1,710 30 [word="beautiful"%c] 1,049 
11 [word="like"%c] 1,649 31 [pos="GE"] 1,034 
12 [word="sick"%c] 1,569 32 [word="refugee(s)?"%c] 999 
13 [word="shall"%c] 1,497 33 [word="woman"%c] 965 
14 [pos="N.*"] 1,433 34 [word="please"%c] 953 
15 [word="utterly"%c] 1,403 35 [word="you"%c] 937 
16 [word="ill"%c] 1,352 36 [word="says"%c] 932 
17 [word="I"%c] 1,286 37 [word="people"%c] 926 
18 [hw="fuck"%c] 1,282 38 [word="red"%c] 916 
19 [word="alien(s)?"%c] 1,277 39 [word="something"%c] 899 
20 [word=".*ly"%c] 1,248 40 [word="bare"%c] 884 





5.5 User needs and requirements 
From the observations carried using both methods, many user needs and requirements 
were found, as described in figure 5.2. This section discusses some of the general 
observations. 
The first generation of CL software (McEnery & Hardie 2012) consisted basically of a 
tool with one functionality, mainly generating concordance lines. The scenario today 
is different. Users now want to have a combination of tools in a single package. For 
instance, the RS below 
The software should allow users to classify the concordance lines [TB05] 
suggests that users want to do all the process of corpus exploration and analysis in a 
single environment. This is particularly true when it comes to statistics. Many of the 
requirements were related to the need for built-in user-friendly statistical tools. 
Although the participants have shown the desire to have tools that do more than 
concordance lines, in many cases, users use only a small part of the functions 
available. In most cases, this is because they are unaware of the existence of the 
functions. Another reason is that they find them too complex to use. For instance, the 
RS 
Distribution should be straightforward and easily connected to KWIC 
[TA06] 
comes from the user statement  
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“We don’t bother using this functionality [distribution] ‘cause it’s just not 
very straightforward and what we do is concordance lines analysis, 
grammatical analysis, looking for semantic prosody”. 
Hence, even if the required tools exist, if people cannot use them, it is as if the tools 
did not exist at all. 
Not seeing a tool or not being able to use it is mainly because the software lacks 
usability. Many of the RS related to usability. In fact, 14 out of 44 were explicit 
requirements related to the interface and making procedures easier. For example, the 
RS 
It should be easier to retrieve annotation and text mark-up [DA09] 
comes from a user explaining why he only performs simple queries and manually 
filter the results according to the desired part-of-speech.  
5.5.1 Some caveats 
Users tend not to know what they want, and their research is led by the tools that 
already exist. The methods and approaches described in this chapter are suitable 
means of minimising this effect and helping identify user needs and requirements. 
However, we should not use those methods solely for two main reasons. 
First, some needs are not tangible or easily detected. For instance, the participants in 
this study were able to demonstrate their needs for tools and methods that they are 
already familiar with or aware of. They could not point to a scenario of which they are 
not aware.  
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Secondly, this type of research can sometimes deviate from the primary goal, as it 
gives more space to reveal issues with usability rather than functions. Tools should be 
made user-friendly, so it is accessible to more people. However, they should be, 
ultimately, useful. 
5.6 Summary 
This chapter has covered the steps to perform a contextual design approach (5.3) and 
has also discussed other informal observations used in this study (5.4). In section four 
I presented the findings of the observations in the form of an affinity diagram. 
Based on the analysis presented here and in the previous chapter, two new tools were 
developed for CQPweb. As explained in chapter three, CQPweb was chosen mainly 
based on its being open-source, web-based and well-established. The investigations 
carried in the current chapter also contributed to this choice, as CQPweb features 
many of the requirements discussed here. Some of these requirements are the 
possibility of sharing corpora online and the easy to deal with text metadata. 
The first tool, which will be described in the next chapter, addresses the need for easy 
statistical analyses. Its development also considers the users’ need for usability via a 
simple interface. The second tool developed deals with parallel corpora and is 
addressed in chapter seven. 
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6 Advanced Dispersion 
Multiple studies have been conducted on the importance of the use of measures of 
dispersion and distribution in Corpus Linguistics (CL). However, there is still a 
paucity of studies, especially in applied linguistics, that make use of advanced and 
reliable measures of dispersion. In chapter four, I found that very few studies using 
corpus methods report dispersion, in line with the findings of Gries (2008, 2013). One 
reason for this may be the lack of convenient and user-friendly functions to calculate 
dispersion measures in most widely used CL software. 
 This chapter will: discuss measures of dispersion commonly used in CL (6.1); present 
reasons for graphically visualizing dispersion (6.2); discuss factors to be considered in 
the design of a visualization (6.3); discuss a range of different prototypes for such a 
visualization (6.4); and present the implementation of a new visualization system for 
dispersion (6.5). 
6.1 Dispersion: definition, measures, applications 
Corpus linguistic methods rely heavily on frequencies and distributions, no matter 
how advanced the users are. However, there is a considerable difference between the 
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way CL statistic experts and non-specialist users of corpus data and methods (NSUs) 
interpret these frequencies and distributions. 
Frequency, in a simplistic way, refers to how often a single word or tag or a 
combination of units, or anything that can be counted, are present in a corpus or 
corpus section. It can be presented as an absolute value or normalized to a frequency 
relative to the corpus size. This is a basic, yet crucial, piece of information for corpus 
analysis. However, when a non-proficient user of CL methods relies solely on 
frequencies of, say, a word for the analysis of a measure, the results can be deceiving. 
Frequency, relative or absolute, does not take into account information such as the 
relationship of the word under study with others and how it is distributed in the 
corpus. 
In the evolution of CL, different techniques have emerged to furnish the information 
that frequency on its own cannot provide. A concrete and simple (yet widely used) is 
the type/token ration (TTR). As the name indicates, type/token ratio gives the number 
of unique elements (types) per the total number of elements (tokens) in a corpus. 
These elements are most often words. This metric is often used as an indicator of 
lexical diversity when comparing two corpora of comparable sizes (Baker et al. 
2006:162). It can also inform the interpretation of frequency, as TTR is affected by the 
size of the corpora. CL methods mainly address divergence, the difference between 
two corpora or subcorpora, through the calculation of key words. Keywords in CL are 
items that occur in a corpus or corpus section more often than would be expected and 
are often presented in a list format. To address how element(s) in a corpus are 
associated to each other, different correlation measures are adopted. A common 
technique used to express this relationship is through collocation, “the phenomenon 
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surrounding the fact that certain words are more likely to occur in combination with 
other words in certain contexts” (Baker et al. 2006:36). In most CL software, users 
can choose how the collocations are generated; the results include a statistical score 
for each collocate. However, for the average user, the main information absorbed is 
the list with the top collocates. 
These techniques are frequently observed in studies which use CL techniques. Even if 
the quantitative mechanism behind the calculation of keywords and collocations are 
not very clear for non-advanced users, such users can still make sense out of the data 
these techniques provide, as table of collocates or key words constitute tangible 
linguistic output. However, there are other important measures to be considered in CL 
that are not so easy to picture and are in need of more attention. Dispersion in a corpus 
is one of them. Dispersion may be defined as “(t)he degree to which occurrences of a 
word are distributed through a corpus evenly or unevenly/clumsily” (Gries, 
forthcoming). When not completely neglected, dispersion is often treated by linguists 
in an oversimplified way. Gries refers to words, but dispersion can be calculated for 
word types, lemmas, phrases, annotations of any sort, or the results of any query in a 
corpus. Henceforth, the term distribution is used here to refer to distribution of any 
kind of item resulted from a corpus query, albeit using word-type distribution as the 
paradigmatic example.  
There is no consensus on the difference in terminology for word dispersion and word 
distribution. In some cases, dispersion refers to how the results of a query are spread 
across a whole corpus or text and distribution when referring to the disposition across 
corpus categories, i.e. groups of texts that share some characteristics. For the purpose 
of this paper, dispersion and distribution will be used interchangeably to refer to the 
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degree a word is spread out across corpus units, as the pieces of software discussed in 
the next subsection section use both terminologies. If a word occurs much more often 
in one text of a corpus than in the other texts, it can be said to be unevenly dispersed. 
Conversely, an evenly dispersed word is expected to have a relatively constant 
presence across all corpus texts (Gries 2008).  
There is a distinction to be made between quantitative and qualitative approaches to 
dispersion. The quantitative view characterises how word occurrences vary across 
defined corpus sections and positions. The qualitative approach instead prioritizes 
construing dispersion through the layout spread of instances within corpus units, 
which are, in many cases, represented by each text. 
While the qualitative approach is the one usually observed when non-advanced corpus 
linguists incorporate dispersion into analyses, an advanced and detailed view of 
dispersion does require the quantification of dispersion. This can be achieved through 
the use of one of a number of statistical measures, which will indicate the degree to 
which a word or phrase appears to be well-dispersed. Different dispersion measures 
have been used and reported in CL studies. Among those frequently used are range, 
Rosengren’s S (Rosengren 1971); Carroll’s D2 (Carroll 1970); and Juilland’s D 
(Juilland et al. 1970). 
Range is calculated by simply counting how many texts in the corpus the searched 
word or phrase occurs in. Range is, by far, the dispersion measure most frequently 
reported in my literature investigation. For this calculation, the size of the texts as well 
as the frequency of the word are disregarded. This simple and straightforward 
calculation might be the reason why range is present, even if not always named as 
range, in a wide variety of tools, such as AntConc (Anthony 2019), WordSmith Tools 
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(Scott 2020) and CQPweb (Hardie 2012). The ubiquity of range across different CL 
tools is also likely to explain why it is, to date, the most used dispersion measure.  
However, range is not a robust measure as it may not perform well in certain 
circumstances, yielding false conclusions (Brezina 2018:48). For instance, the word 
“six” occupies position 240 in a word frequency list generated from the Spoken 
British National Corpus 2014 (Love et al. 2017), with an absolute frequency of 4,665 
and a relative frequency of 408 words per million (wpm). If we only consider range, 
we can say that six is fairly well distributed across the corpus, as it occurs in 904 
different texts out of 1,251 texts in the British National Corpus (BNC) 2014. 
However, further investigation shows that the frequency of six in each text varies 
greatly: the lowest relative frequency observed is 41 wpm, and the highest is 8,883 
wpm (figure 6.1). In this scenario, using only range to address dispersion would not 
suffice. 
Because this measure might lead to inconsistent observations, approaches have 
emerged to address issues caused by uneven distribution of words across texts. For 
instance, if a topic-specific word occurs in a text, it is likely that its frequency will be 
much higher in this text than in other parts of the corpus. This probabilistic 
phenomenon is characterised by Kilgariff (1997) as the “whelk problem”, in reference 
to dispersion of the lemma whelk in the BNC 1994. Although it is an infrequent word 
in everyday English, if a corpus features a text about whelks, the mollusc, the overall 
frequency of “whelk” will be deceivingly “high”, in terms of not clearly reflecting its 
generally lower frequency across all other texts. To address this problem, Kilgariff 
(1997) suggests limiting the size of the sample retrieved from each of the sources that 
populate the corpus. If using a corpus already compiled, a common approach is to 
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consider only words or phrases that occur at least once in a minimum number of texts 
(Kilgariff 1997). But because the necessary minimum would vary according to the 
corpus size, it is difficult to define a threshold. 
 
Figure 6.1: relative frequency for ‘six’ for individual texts in the BNC 2014 
Another point to be considered is how the corpus is compiled. To calculate range, it is 
necessary that the corpus be divided into parts, and often the parts corresponds to the 
texts. However, this is not always the case. Many corpora are given just as a single 
unit, meaning there are no text or unit boundaries. Another issue is that, even if a 
corpus is indeed divided into parts, these parts can vary greatly in size. An approach to 
reduce the impact of wide variation in size of parts and to tackle the issue of the lack 
of any divisions would be to compute dispersion by considering the corpus as a single 
string and calculating the distance between successive occurrences of the element in 
question (Savický & Hlaváčová 2002; Washtell 2007). Unlike range, this measure is 
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not affected by the text boundaries, but only by the frequency and locations of the 
word in the corpus. This can be helpful, for example, when comparing word 
dispersions in corpora with very distinct structures. The high amount of processer time 
and computer memory for this calculation is a limitation of this approach (Gries 
2008). Thus, the usability of this method is questionable. Moreover, to my knowledge, 
there is almost no research on its application in CL. 
A more commonly used measure is Juilland’s D (Lyne 1985). This is calculated as 
follows: (1) calculate the standard deviation(s) for the frequencies of a given word 
across corpus parts; (2) divide it by the mean frequency of the word in the entire 
corpus; (3) divide this result by the square root of the difference between the sizes of 
the corpus parts and 1, and then subtract the result from 1, as shown below. 
𝑠 =  √
∑ 𝑛𝑖=1 (𝑥𝑖− 𝑥)
2
𝑛
     𝑉 =  
𝑠
𝑥




When Juilland’s D is used as a dispersion index, a word that is perfectly distributed in 
the corpus (meaning it has the same relative frequency in each and all corpus parts) 
receives a score of 1. Conversely, a word that only occurs in one corpus part is given a 
score of 0. This measure is commonly used for the compilation of frequency 
dictionaries and word lists, to avoid unevenly dispersed words being highly ranked in 
a way that is not optimal for this application. For instance, Davies & Gardner (2010) 
rely on a combination (in this case multiplication) of each word’s frequency and 
Juilland’s D dispersion index. Their frequency dictionary only includes words with a 
score for the combination of Juilland’s D and word frequency above 0.94, to 
guarantee that the word is relatively ubiquitous (Davies & Gardner 2010:5).  
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Although Juilland’s D is a commonly used dispersion measure, it has suffered 
criticisms. A main critique (Gries 2008) is that its value is affected by the number of 
corpus parts. The more parts a corpus has, the closer to 1 the index score for a given 
corpus part will be, all else being equal. This behaviour might wrongly suggest that a 
word is evenly distributed when this is not the case (Biber et al. 2016, Burch et al. 
2016). 
An alternative measure of dispersion, the Deviation of Proportion (DP), has been 
proposed by Gries (2008) and noted by other researchers (Biber et al. 2016). It is 
calculated as follows: (1) compute the difference between the observed and expected 
frequency of the word for each corpus part as a percentage; (2) sum the absolute 
values of these differences; (3) divide the result by 2. 







A normalised version of DP (DPnorm) is calculated by dividing DP by the difference 





For both measures, lower values indicate more even distribution. 
To my knowledge, this measure is only calculated by one of the CL software packages 
discussed in chapter three of my thesis, #LancsBox (Brezina et al. 2015). However, 
some authors recommended it, for its simplicity of calculation; the ease of 
understanding of the results; the consistency of results even across corpora with 
unequally-sized parts; the spread of scores throughout the range from 0 to 1, unlike 
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Juilland’s D scores, which tend to be concentrated at the higher end of the range 
(Gries 2008, 2013; Biber et al. 2016). One criticism of this measure is that in its 
calculation, the frequency of a word in each corpus part is not taken individually but 
rather as a sum of the values for all the texts (Burch et al. 2016). An alternative to DP 
which addresses this is DA (formula below). This measure is obtained by calculating 
the average of the differences of the distances between all pairwise sequential 
occurrences of the word in question in the corpus. As Burch et al. state, DA is thus 
derived from of detailed information of the frequency in each text, whereas Dp relies 
on this information presented in batches. Although theoretically promising (Burch et 
al. 2016), this measure has the drawbacks of lengthy processing time and a lack of 
research on to date its applications to CL. 
𝐷𝐴 = 1 −  
1
𝑘(𝑘 − 1)/2







Another approach to addressing uneven dispersion is to use an adjusted frequency. As 
the name suggests, this involves adjusting the absolute frequency in such a way as to 
minimize the impact of uneven dispersion. Adjusted frequency can be calculated on 
the basis of distance or of corpus parts (Gries 2008). To calculate the adjusted 
frequency based on distance (AFD), the distances between successive occurrences of 
the word are regarded. A lower average distance between occurrences means that the 
frequency is adjusted to fewer words by a greater degree. 
Savicky and Hlavacova (2002) study three different measures for adjusted frequency 
based on distance: Average Reduced Frequency (ARF), Average Waiting Time 
(AWT) and Average Logarithmic Distance (ALD). They conclude that the ARF is the 
most consistent of these measures, across a range of different kinds of corpus. This 
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calculation is ideal when dealing with corpora that are not pre-divided into parts, as 
the distance between tokens rather than frequency within corpus parts is the basis of 
the measure. However, as previously mentioned, any calculation which relies on 
distance between tokens demands intensive computer processing as each such distance 
must be extracted. This occurs when dealing with a non-indexed corpus, but as 
discussed in chapter three of my thesis, this process is more efficient when dealing 
with indexed corpus. 
A more efficient approach, in terms of computer processing, is to calculate the 
adjusted frequency based on corpus parts (AFP). Some common AFP measures are 
based on a combination of word frequency and dispersion measures (Gries 2008). 
This includes, for example, Rosengren (1971) Adjusted Frequency (RAF). RAF is the 
product of Rosengren’s S with the quotient of the word frequency and the number of 
corpus parts. 
However, as frequency and dispersion are different concepts, combining them into a 
single value means losing certain amount of information. For instance, when using 
Juilland’s D as a base for adjusted frequency, this is done with the product of the 
absolute frequency and the dispersion value. So, if an adjusted frequency is reported 
as 18, it is not apparent whether the real frequency is 18 with Juilland’s D equal to one 
or the real frequency is 180 with Juilland’s D equal to 0.1 (Gries forthcoming). Yet, it 
is worth pointing that no one is proposing the use of adjusted frequency for every 
purpose, rather that for some specific reasons, such as when deciding to include in a 
frequency dictionary (Brezina 2018). AFs are designed for specific purposes such as 
developing learner word lists. However, for linguistic investigation it is interesting to 
have frequencies and dispersion scores as separate measures. 
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The measures discussed so far are just some of the many ways of calculating 
dispersion. Gries (2008) compares the behaviour of 24 different dispersion measures 
and concludes, unsurprisingly, that “different measures of dispersion will yield very 
different (ranges of) values when applied to actual data” (Gries 2008:9). As a way of 
reducing this large array of possibilities, Gries (2010) groups measures that behave 
similarly, and advises that if the user is not confident which measure to adopt, one 
measure from each group should be calculated, so as to have a comprehensive view of 
the data. However, Gries (2010)’s advice cannot help people who are not well-versed 
in statistics. In fact, a pattern that I identified during the observation of participants 
(chapter five) was that they are not even aware of dispersion. For those who are so, 
they do not fully grasp the meaning of the measures. 
6.2 Graphical visualization of dispersion 
As discussed in the previous section, there is a vast number of ways to measure 
dispersion, whose suitability varies according to the data being analysed. For NSUs 
these dispersion measures present only an ever-growing bundle of opaque numbers 
which often imply confusing results. As discussed in 6.1, the concept behind the 
calculation of dispersion measures are not easily grasped by NSUs. For instance, 
consider this extract from an article included in the Literature Investigation (chapter 
four): 
The software WordSmith Tools was used for the linguistic-textual process. 
Through the Juilland dispersion coefficient and use coefficient, the most 
frequent phraseological units were identified in the academic texts.  (Silva 
et al. 2017:345) 
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The authors do not go into any further detail and give the impression that Juilland’s 
coefficient is related to the frequency of the units in question rather than to the spread.  
From the observations explicated in the previous paragraph, we can infer that users 
struggle to understand dispersion through the summary of statistics. If they could see 
how a given query is dispersed across the corpus, instead of concentrating on the 
calculation of dispersion itself, this process can be easier. The purpose of developing a 
visualization is to help this audience be aware of the importance of word dispersion in 
a corpus, understand its functioning and apply dispersion measures in their analysis. 
Plotting, i.e. illustrating by means of a graph, the dispersion is, thus, a means of aiding 
the user work around the difficulty of intuitively grasping what is meant by apparently 
arbitrary scores on arbitrary scales. 
As Gries (2010) observes, a considerable number of researchers who use CL methods 
lack two important methodological skills, statistics and programming (Gries 2010, 
2018; Paquot & Plonsky 2017). Inadequate applications of CL methodologies and 
their shortcomings have been reported for many years now. Baayen (2001) indicated a 
high number of studies overlying on frequency and neglecting information on 
dispersion. Other publications also point to the lack of exploration of heterogeneity 
within the corpus (Kilgarriff 2001) and of variation by text or speaker (Brezina & 
Meyerhoff 2014). 
For this, Gries (2010) argues that a great number of researchers mostly rely on one 
particular CL application software. Thence, their research is limited by what the 
software is able to do (Gries 2010; Gries 2015: 93). In line with what he says, in most 
of the cases observed in my literature investigation (chapter four), dispersion is 
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reported – if at all – through the range measure. This is probably due to the simplicity 
of its calculation or to its prevalence in several CL software applications. 
When it comes to visualizing dispersion, some pieces of software already show some 
graphic representation. Five of them are discussed in this section. 
6.2.1 AntConc: Concordance Plot 
AntConc includes a tool called Concordance Plot, which allows users to visualize the 
positions at which tokens of a given word occurs. Each token is represented in the 
position it occurs in a text by a vertical line forming a barcode plot for each text 
(figure 6.2). Clicking on any of the lines takes the user to the textual context in which 
the clicked word is. The name of the text is given above its barcode plot; the absolute 
frequency of the word is given on the right-hand side of the plot. Files that do not 
contain the searched word are not included in the visualization. When a word occurs 
in bursts, the vertical bars are packed together closely; the tool offers an option to 
zoom in and out, so as to have a better view of these areas. One common use of this 
tool is to verify whether the high frequency of a word in a corpus is due to a topic-





Figure 6.2: screenshot of a concordance plot from AntConc 
AntConc refers to how a word is laid out in a corpus. This is a different approach from 
the dispersion measures discussed in the previous section. The dispersion measures 
aim at summing up in one number how spread-out or concentrated the tokens of word 
are. The AntConc visualization, on the other hand, simply displays the actual, concrete 
locations of the tokens so the user can carry a qualitative analysis of the spread. 
Although the Concordance Plot has the benefits of quickly and easily revealing how a 
word is dispersed in a file, this tool does still have some shortcomings. For instance, 
AntConc does not provide information on the size of each section of the corpus, i.e. 
each text. Instead, it misleadingly represents each corpus file (text) as if all were of the 
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same size, even though, in many cases, they are not. Also, seeing the dispersion in 
each individual file can be useful, especially when a corpus is compiled within only 
one text file. However, users might want to see dispersion across the whole corpus 
before analysing each individual file one by one. One limitation of AntCon is, thus, 
not to provide users with a visual layout for the whole corpus. 
6.2.2 WordSmith Tools: Text Plot 
Text Plot is a tool in WordSmith Tools (Scott 2020) that, like Concordance Plot in 
AntConc, displays each occurrence in a text as a vertical line, and each file, i.e. text, 
as a barcode plot. However, Text Plot also offers some functions that are not available 
in AntConc. Besides the absolute frequency of the searched word for each text, Text 
Plot also provides, on the left-hand side of the barcode plot, the relative frequency of 
this word, and a measure indicating how dispersed the word is in the whole corpus. It 
also displays a barcode plot for the entire corpus, allowing the user to see the 
dispersion across all files at the same time (figure 6.327). 
Double-clicking on the plot opens a list with all the numbered tokens and the word’s 
position is given (figure 6.4). As in AntConc, all texts are graphically represented with 
a horizontal bar of the same size, even if they differ in length. However, Text Plot 
offers a Uniform view option. This setting causes each text’s length to be represented 
by an initial and a final blue bar (figure 6.5). Because Text Plot also presents the 
 




dispersion measure, this tool provides the user with more than only a qualitative view 
of dispersion. The quantification of dispersion is described as follows:  
It splits the corpus up into a number of divisions (default = 8) and for 
every word, computes how the word spreads out in the whole set of texts 
(Scott 2020). 
 
Figure 6.3: screenshot of Text Plot, in WordSmith Tools 
 
Figure 6.4: screenshot of Word Positions, in WordSmith Tools 
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This dispersion measure is similar to Juilland’s D. The only difference is that it 
divides the quotient of the standard deviation and the mean of frequencies over corpus 
parts by the square root of corpus parts, and not corpus parts minus 1, as observed in 
Juilland’s D. One drawback with this measure is that the number of divisions, eight, is 
arbitrarily chosen. However, the users can alter this number in the settings and set 
their own division based on the text files.  
 
Figure 6.5: screenshot of Uniform View, in WordSmith Tools 
6.2.3 Quanteda: Textplot x-ray 
Another tool that displays dispersion graphically is Textplot x-ray, available within a 
software library called Quanteda (Benoit et al. 2018). This tool shares the basic 
principles of WordSmith and AntConc’s display. Each occurrence is shown as a 
vertical line and each text is represented as a rectangle. As in WordSmith’s Text Plot, 
the user can choose whether the rectangles for each text are presented at the same size 
(relative scale), or at sizes that differ according to the text length (absolute scale). This 
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choice can be useful, for example, in situations when the user wants to inspect relative 
burstiness (figure 6.628). Another advantage of Quanteda over the previous tools is 
that it also allows the user to modify the plot. For instance, the user can perform the 
analysis on query terms and plot more than one set of results at the same time (figure 
6.7). One drawback of Quanteda is that it is an R package, rather than a full 
application, and using it requires some R programming knowledge, which, by 
definition, is not a requirement in my target user group. 
 
Figure 6.6: Text Plot x-ray, in Quanteda (relative scale) 
 





Figure 6.7: Text Plot x-ray for two words, in Quanteda (absolute scale) 
6.2.4 CLiC: concordance plot 
The three pieces of software mentioned above are desktop-oriented. This means that 
the user needs to install the software on their computer to use it. As discussed in 
chapters two, web-based corpus tools are becoming increasingly more popular among 
users. To my knowledge, two such applications display dispersion graphically: CLiC 
(Mahlberg et al. 2016) and Voyant Tools (Sinclair & Rockwell 2020). 
CLiC is a web application developed to support narrative fiction analysis (Mahlberg et 
al. 2016). As of this writing, CLiC offers four built-in corpora and several individual 
books but does not allow the user to upload their own corpora. One of the tools 
available in CLiC is the Distribution plot, which, in a similar manner to AntConc, 
WordSmith Tools and Quanteda, renders the dispersion in the format of a barcode plot 
(figure 6.8). As in AntConc, the rectangle has a fixed size, regardless of the text size; 
likewise, no dispersion measure is calculated. When the vertical bar representing an 
occurrence is hovered over, the user can see a fragment of the context in which the 
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token occurs. If the vertical bar is clicked, another window opens, displaying the 
entire text. 
One feature unique to CLiC is the visualization of sections within each barcode plot. 
Each book of the corpus is represented by a barcode plot and the start of each chapter 
within each book is indicated by a small triangle below the plot. This allows the users 
to see how the search term is dispersed in the corpus and its subsections (books and 
chapters) at the same time. However, this functionality can only be implemented due 
to the characteristics of the corpora available in CLiC. 
 
Figure 6.8: screenshot of Concordance Plot in CLiC 
6.2.5 Voyant Tools: corpus terms and trends 
Like CLiC, Voyant Tools is a web-based environment for computer-assisted linguistic 
analysis. It comes with two built-in corpora, but users can also upload their own 
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corpora. Among the 24 tools that Voyant currently offers, two address distribution or 
dispersion in a corpus: Corpus Terms and Trends. 
Corpus Terms shows a table with the frequencies (counts) and distribution (trend) of 
each word (term) across the corpus (Figure 6.9). The trend is represented on a 
sparkline graphic. A sparkline is a small line chart that visualizes tendencies and 
variations in a very succinct way. Here, the sparkline indicates the relative frequency 
of the word in each text in the corpus. The peaks and valleys of the relative 
frequencies are highlighted with a small orange dot. When the user’s mouse hover 
over the line, the tool shows the name of the text and the relative frequency of the 
word in that text. By default, Voyant presents a list of the most frequent words in the 
corpus, excluding stopwords. Stopwords are words users might want to disregard in 
their analysis. Excluding stopwords is a common practice in Natural Language 
Processing (NLP), but rarely seen in CL. Normally, stopword lists consist of function 
words such as prepositions and determiners, such a list is the default for Voyant. 
However, Voyant allows the user to use their own stopword lists. 
 
Figure 6.9: screenshot of Corpus Terms, in Voyant Tools 
While Corpus Terms displays the relative frequencies for each word in a line, Trends 
shows these relative frequencies as a scatter plot (figure 6.10). The texts are 
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represented on the x-axis and the relative frequency is the y-axis. While in Corpus 
Terms the data for different words is placed one next to another (juxtaposition), in 
Trends the selected terms are plotted overlying each other. The superposition of 
different terms allows the users to have a clear view of the entire context – the corpus 
– without having to rely on their memory, as it is the case when they focus on specific 
parts of the corpus. This aspect will be further discussed in section 6.3.2. Each term 
displayed in Trends is represented by a line of a different colour; a legend is given 
above the plot. By hovering over the dots, the user can see the name of the text and the 
relative frequency. Clicking a dot opens a small window containing the corresponding 
corpus text appears, scrolled to the text section where the term first occurs. If the user 
double-clicks the dot, the display shifts to plot the distribution of the term(s) within 
the text. In this case, the x-axis lays out not the corpus texts, but the segments of the 
selected texts. 
 
Figure 6.10: screenshot of Trends, in Voyant Tools 
The two Voyant visualizations from take a step further than the previous 
visualizations here described. They actually graphically show the users how the terms 
 
126 
are distributed in the corpus. Yet, this web application was designed to address digital 
humanities (Sinclair & Rockwell 2020) and not specifically corpus linguists. 
I have now considered the different ways in which dispersion (and distribution) is 
calculated and applied by some available software. The next section discusses the 
implications of these observations for the development of a new system for visualizing 
dispersion. 
6.3 Criteria for a new visualization 
Data visualization provides new ways to explore the data, as discussed in detail in 
chapter six of the full thesis. A primary consideration when developing this tool was 
on the need to create an environment which would support and empower the users, 
rather than put them off. If a user has a hunch and wants to further explore this hunch, 
the procedure to do so should be simple and straightforward and should minimize the 
time required for the operation. When establishing the criteria to develop this new 
visualization for dispersion, I considered three main issues: usability, functionality and 
implementation. These will now be discussed in detail. 
6.3.1 Usability 
Usability is a term that is associated with several concepts. It can be related to 
memorability, efficiency, satisfaction, and/or ease of learning, among others (Dubey et 
al. 2003). However, there is not consensus on the definition of this term, whether by 
scholars or by standardization bodies such as the International Organization for 
Standardization (ISO) (Abran et al. 2003). Although the term does not have a precise 
definition, a broad definition is given by ISO 9241-11, which defines usability as  
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the extent to which a product can be used by specified users to achieve 
specified goals with effectiveness, efficiency and satisfaction in a 
specified context of use. (ISO 9241-11) 
Moreover, to reach a high level of usability, a product needs not only to enable the 
final goal, i.e. what the user wants to do with it, to be achieved, but in a way that 
affords the user a pleasant experience (Campbell et al. 2003). 
A usable software product has the three main characteristics: learnability, efficiency 
and satisfaction (Shneiderman et al. 2017). Having a high learnability means that the 
user becomes competent on the first contact(s) with the software. For example, an 
absolute novice user of a well-designed concordancer should be able to quickly 
generate concordance lines for a query. Efficiency here means that the software should 
allow the users to easily achieve their goals by minimizing the effort the users have to 
put on it. So, for instance, actions that users are expected to perform frequently should 
be conveniently accessed. Software that produces satisfaction is that which gives the 
user an engaging and appropriate experience. A satisfying product attracts users, who 
will then feel positively towards the prospect of further user of the software (Norman 
2004).  
To develop a tool that displays these three characteristics, we need to have view of the 
users’ goals and context of use. When it comes to CL users’ expertise, there are 
normally two different perspectives. On one side, we have researchers who emphasize 
the importance of corpus linguists learning how to code and to create their own 
program for their research. The other perspective, much more often the reality (Paquot 
& Plonsky 2017), linguists struggle even with the use of ready-made software, whose 
features and functions have been created by a specialist developer. 
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From this perspective, it is crucial that users know and understand how the data is 
being processed and analysed. For instance, Gries (2010, 2013) argues that linguists 
should be familiar with programming languages such as Python and R, and that they 
should use these skills to customize their research procedures according to the needs 
of the research at hand. This has been his and other scholars’ view for over twenty 
years (e.g. Biber et al. 1998; Baayen 2008). In the last fifteen years, there has been a 
noticeable increase in the number of language enthusiasts interested in promoting 
programming skills, as materials on programming for linguistic analysis are becoming 
increasingly more numerous and popular (e.g. Hammand 2002; Baayen 2008; Gries 
2009; Levshina 2015). This growing number might also suggest that the available 
software does not entirely meet certain users’ needs, who might want advanced 
applications. 
But while some users might need or want new advanced tools for their research, many 
others have different needs. Tribble (2012, 2015) has conducted surveys among 
researchers and educators on their use and perception of CL tools in language teaching 
and learning. Two of his aims were to understand why people use, or do not use, CL 
techniques, and to understand what makes the interaction between user and CL tool 
successful or not. Tribble (2015) observed that the main reasons given by users, 
mainly teachers and applied linguists, for not using corpora were lack of knowledge, 
and enough time to learn the new skill. Among the reasons given to Tribble for the 
selection of one piece of software over another were preferences for the application 
that is user-friendly and cost-free. From the literature investigation (chapter four), it 
seems that this second group is larger than the group of researchers creating custom 
software for linguistic analysis. The explicit use of custom programming for textual 
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analysis appears in only a few of the articles found in that literature survey, most of 
which were in the field of psycholinguistics.  
Based on these two different scenarios and on the findings in 5.5, I defined two main 
points to be guide the development of the visualization. (1) The tool should efficiently 
afford a certain set of research methods and techniques. If users want to explore 
further, the tool should provide them with advanced features. Hence, easily retrieving 
different dispersion measures is crucial. (2) To address the second group’s needs, the 
tool should allow the user to quickly learn how to operate it. 
6.3.2 Functionality 
I considered three main user needs derived from the user investigation (see 5.5) when 
developing the functions to be included in the visualization. They were: to report the 
results; to compare and contrast different queries; and to work with subcorpora or 
specific corpus parts. When considering the features to add to the tool I also relied on 
the results from chapter four to assess whether users would be likely to use particular 
features in their research. 
To address the need of reporting back the results, i.e. to be able to export results for 
inclusion in papers, essays, etc., I sought to include a function to download an instance 
of the visualization generated. This image can easily be incorporated in articles, 
presentations and so forth. To avoid loss of important information, the downloaded 
visualization should also incorporate a record of the steps performed to generate it. 
A common approach in CL is to contrast results as means of analysis. Comparing how 
different words are dispersed in a corpus can give the user an insightful view of the 
corpus. Thus, another functionality for the visualization is that it must allow the 
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plotting of more than one search term at the same time. WordSmith Tools also allows 
the plotting of more than one query at the same time. It does this by adding each new 
barcode plot below those already present. This juxtaposition, placing objects 
separately in space, relies heavily on the user’s memory (Gleicher et al. 2011). 
Although juxtaposition does allow relative comparison, when the dispersions are 
placed in the same space, users can have a better sense of the dispersion. This is 
because the comparison occurs within the same eye span. Thus, my visualization will 
allow comparison via overlay (superposition) of the multiple terms the user chooses to 
search for. 
Using dispersion measures, there are no threshold values for weather a word is or is 
not well-dispersed. It is hard to state what magnitude of, say, DPnorm score gives a 
word the status of being evenly or unevenly distributed (Gries 2008). Plotting 
dispersion data for multiple queries on the same graph allows users to use the results 
from different words and phrases as reference parts. Therefore, my dispersion display 
will allow users to plot the dispersion of additional queries onto the graph generated 
for their initial query. Finally, because users might want to investigate dispersion in 
only a restricted part of the corpus, a restricted query for these additional plots should 
also be possible. 
6.3.3 Implementation 
As mentioned in 6.1, the new visualization tools I developed and and implemented in 
CQPweb. One of the main reasons for this choice is that CQPweb is web-based. 
Among the several benefits of web-based software (see 3.4.3), I would highlight the 
following: easy sharing of data; quick access from any computer or mobile devices; 
no need for installation by the end user; and fast processing of the data. This last 
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characteristic is crucial. To make the tool efficient to the user slow processing must be 
avoided. Because in CQPweb the analysis runs on the server side, researchers who do 
not have a powerful computer are still able to work with large corpora (1 to 2 billion 
words) at an acceptable speed. Fast data retrieval means the users do not have to wait 
for the results, keeping them engaged with the process. 
Another reason for choosing CQPweb is that it is open-source. This same criterium 
was sought when choosing the means of how to implement the visualization. For this, 
I chose the Data-Driven Documents JavaScript library (D3.js) 29  to create the 
visualizations. This library allows interactive and dynamic visualizations to be 
implemented in web browsers. D3.js has the benefit of being very fast, even when 
dealing with very large datasets. D3.js is also a powerful and flexible tool that allows 
for the implementation an immense variety of visualizations. 
6.4 Prototypes 
Before implementing the final version of the visualization, a series of prototypes were 
developed and presented to other linguists. The constant discussion with and feedback 
from my colleagues were essential to the design of the final version. This section deals 
with the main motivations and inspirations for each prototype; the thought processes 
which served as the basis for the design; results in terms of which elements worked, 





6.4.1 Mock corpus 
The prototype visualizations were designed mock data and the programming language 
R. The mock data is the book The Cat in the Hat (Seuss 1957), consisting of 3,448 
words across 38 chapters. Each chapter was treated as a different text. Using a real 
text meant I could test the feasibility of the visualization with corpus-like data. By 
using sample data, I could visualize, for instance, the contrast of considerably evenly 
dispersed tokens such as the with sit, which was not equally distributed in the text. 
If I had designed the prototypes without any data, I could have risked failing to take 
into account important aspects of language behaviour. I opted to use a small book 
whose content I am familiar with, so I knew what to expect from the data. 
6.4.2 Prototype one: parallel coordinates 
The main idea behind this visualization was to help users understand how dispersion 
measures work. One of the difficulties that users might experience when dispersion is 
concerned is distinguishing or understanding the meaning of each of the several 
dispersion measures that can be used. The aim of the first prototype was to assist the 
user to visualize the different measures all at once, and to choose, based on this 
visualization, the measure best suited to their analysis.  
With this aim, I chose a type of visualization known as parallel coordinates. This 
visualization is ideal for exploring multivariate data with many entries (Few 2009). 
One application for it is to identify clusters of observations with similar behaviour. 
Moreover, it allows the comparison of values in different units, such as the different 
dispersion measures. Lines are usually used in graphs to represent change, as in, for 
example, a time-series line graph. But in a parallel coordinate graph, lines are used to 
connect different numerical values for the same observed item. In my first prototype, 
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each line represents a word and each intersection a different dispersion measure 
(Figure 6.11). As the high number of lines makes it hard to actually see anything, the 
graph also permits user interaction to select relevant lines. For example, if a user 
wishes to see only words whose DPnorm is in a certain range, they can select this range 
in the graph and only those lines which passes through that range of DPnorm will be 
highlighted. 
After showing it to colleagues, however, I understood that the difficulty in using 
dispersion measures was not in comparing and selecting the measure. From discussion 
and feedback, it instead became clear that most users struggle with the key concept of 
dispersion, even before moving to the task of choosing an appropriate measure. The 
users were not familiar with the different dispersion measures; hence they did not feel 
at ease when trying to interpret the graph. Even though there was a column for word 
frequency, the first impression of some of the users was that the rises and declines in 
the lines were showing variations in frequency across the texts of the corpora. 
Although this graph could be used in a study aimed at comparing the different 
dispersion measures, I do not think it suits the purpose of this research. It did not seem 
to make analysis of dispersion any easier for novices and intermediate users of CL 
methods. But the prototyping process generated useful feedback for subsequent 
prototypes. Testing this first version showed me that users enjoy interacting with the 





Figure 6.11: prototype one - parallel coordinates 
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6.4.3 Prototype two: histogram and scatterplot 
Prototype two focus on helping the user grasp the concept of dispersion. It graphically 
displays the relative frequency of the word or the query item in each text of the 
corpus. Prototype two consists of two graphs, a histogram on the top and a scatterplot 
below it. As sample data, I used the British English 2006 (BE06) corpus (Baker 2009) 
instead of The Cat in the Hat, since BE06 is divided into categories (fiction, prose, 
etc.), which the prototype makes use of. Figure 6.12 shows that over 400 texts out of 
500 do not contain the word ‘happy’. This prototype adds the standard CQPweb page 
header giving information about the query from which the dispersion data was 
generated. 
The histogram shows the distribution of texts according to the relative frequency of 
the item searched for (figure 6.12A). The bars for the histogram are made of dots, 
each representing a text. By hovering over a dot, the user can see a pop-up with the 
text ID and the exact relative frequency in the text. The histogram is also interactive. 
If the corpus is divided into categories, users can click to select on the categories they 
want to explore (figure 6.12B). Only dispersion data from texts in the selected 
categories will be displayed. 
The scatterplot in the lower part of the display shows the relation between word 
frequency on the x-axis and range (on the y-axis), i.e. in how many texts the word 
occurs. Another dispersion measure (DPnorm) is encoded by colour intensity. The 
darker the colour of the label, the more evenly dispersed the word is. On the left-hand 
side, users can select words to be plotted onto this second graph (figure 6.12C). The 
words on the box are drawn from the user’s query history, so queries already 
 
136 
performed can be plotted together and then compared. CQPweb keeps a complete 
query history for each user, and this information is easily accessed. 
Although prototype two was much better received than prototype one, this 
visualization did not fulfil the main goal of helping users understand dispersion in so 
as to be able to use it in their analyses. The users did not easily understand how the 
histogram conveyed the relative frequency. Because many texts did not contain any 
instance of the search term, the bar representing frequency 0 was the highest one. At 
first glance, this gave the users the false impression that the word was frequent in the 
corpus. Although the scatter plot seemed to be easier to grasp, the users did not seem 
inclined to use the tool in their research. According to their feedback, a table giving 
the dispersion measures numerically would be as useful as seeing the DPnorm via 
colour intensity in the scatter plot. Aspects of this prototype highlighted as positives 
were the possibility of accessing the query history, the capacity to restrict the query, 










6.4.4 Prototype three: time-series style 
The idea of displaying the relative frequency of each text was preserved in prototype 3 
(Figure 6.13). However, because using a histogram had been found to be potentially 
misleading, this format was not preserved. In this new prototype, the texts are plotted 
on the x-axis and their relative frequencies on the y-axis. Thus, all the textual 
frequencies are visualized independently. Since a corpus can easily have many more 
than 1,000 texts, the visualization allows the user to scan through the texts and to 
zoom in and out of specific regions interactively (figure 6.13A). The graph can show 
both an overview and also a detailed view of certain parts of the corpus. As in the 
previous prototype, a dispersion measure is displayed via a colour scale – the darker 
the colour of the, the more evenly dispersed the word is (figure 6.13B). In this 
prototype, the users can also choose which measure is displayed, DPnorm or Juilland’s 
D (figure 6.13C). The controls for selecting corpus parts and allowing multiple plots 
were also preserved.  
I observed my colleagues to be more engaged with this prototype. They observed it 
looked aesthetically better than the first two prototypes. One reason for that could be 
that, unlike the previous prototypes, which were made in R, this one was now made 
using the D3.js library (see section 6.3.3). One issue with this visualization, however, 
is that the lines linking the texts gave the false impression that the texts formed a 
continuum, which they do not. Another point made in feedback was that, although the 
variation in relative frequency gave the users an idea of how evenly dispersed each 
query is, this visualization did not allow the user to see the dispersion of instances 




Figure 6.13: Prototype three - time series style 
6.4.5 Prototype four: scatter-plot and barcode style 
Prototype 4 (figure 6.14) preserves much of prototype 3. The multiple-query option 
based on user history, the relative frequency per text and the graphical display of the 
dispersion index are retained, but with some alterations. The multiple-query option 
row also offers the user the ability to plot the word types in the corpus with lowest and 
highest dispersion index, to serve as path to comparison (figure 6.14A). Some users 
suggested after seeing prototypes that having a point of reference would help in 
understanding how evenly dispersed a word is. As in the previous version the relative 
frequency is presented on a scatter plot with a scan bar is plotted on the side so that 
users can scan through all the texts (figure 6.14B). The user can click and drag the 
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graph to zoom in on specific parts of the corpus and zoom out for a general view. The 
dispersion measures in this version (Juilland’s D and DPnorm) is represented by the size 
of the dot, instead of being coded through colour. The new functionality in this 
prototype is that when the users click on a dot, they add to the interface a display of 
the dispersion of the query term within the corresponding text.  
This is the first prototype that actually allows the users to visualise the dispersion 
directly, instead of the statistics that summarize it. Previous prototypes had hit 
problems with the complexity of the dispersion measures and how difficult it had 
proved to be for the users to grasp their meaning. But this visualization seemed to 
have supported the user to an understanding of the dispersion. The strategy of this 
prototype, which succeed on this front, was to break the complex formulae into simple 
objects that the users were already familiar with: relative frequency, corpus texts and 
position of tokens within the corpus. On the basis of these understandable elements, 
the users can then compare them and make their own interpretations. 
 As new dots are clicked, new barcode plots are displayed. As in the overview display, 
the text can also be scanned, zooming in and out, on different parts of the text. As in 
the tools discussed in 6.2, the horizontal rectangles represent the texts and the vertical 
lines represent the distinct occurrences of the search term in the text. The horizontal 
bar size reflects the number of tokens in the text, and the lines for each query are 
displayed in a different colour. Users easily understood the function of this 
visualization and expressed a high degree of interest in using it for their research. As 
this was the prototype with highest level of satisfaction, it served as the model for the 




Figure 6.14: prototype four - scatter plot and barcode style 
6.5 Implementation of the visualization 
This section presents the visualization that I ultimately implemented after creating the 




As with many of the functions in CQPweb (Hardie 2012), to use the advanced 
dispersion tool, the user needs first to perform a query to produce a set of concordance 
lines. From there, the user can then select “Dispersion” from the dropdown menu and 
go to the new page. From the same menu, the user can access pages to other functions 
such as collocations; distribution, showing how the query is distributed across the 
corpus section; and frequency breakdown, revealing the percentage of each different 
form of the query across the entire corpus (figure 6.15). 
 
Figure 6.15: screenshot of dispersion - step 1 
Upon selecting Dispersion and hitting the button Go! the user is taken to the 
dispersion page (figure 6.15). As standard in CQPweb, a heading row with the 
information on the query is given at the top of the page. The visualization is composed 
of two parts: dispersion overview and single-text dispersion. Each of the two parts is 
explained in detail below. 
6.5.1 Dispersion Overview: text frequency 
As its name suggests, this part of the display provides the user with an overview of 
how the search term is dispersed across the corpus (figure 6.16). This overall 
visualization can serve as a tool to identify discrepancies in relative frequency. For 
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example, a word with a much higher frequency for one or a few texts, relative to the 
rest of the corpus, is not evenly dispersed. Hence, this burstiness is very readily 
perceptible. The relative frequency of the query result in each individual text is given 
on the y-axis and the text names are plotted on the x-axis. As is the norm in CQPweb 
(Hardie 2012) and other pieces of software such as Sketch Engine (Kilgarriff 2004), 
which arises from longstanding practice in CL, the relative frequency is given as a 
number of instances per 1,000,000 tokens. 
 
Figure 6.16: screenshot of dispersion overview 
New query data can be added via horizontal bar above the plot. The user can perform 
simple queries or use CQP syntax (cf. Evert & Hardie 2011). The queries can also be 
performed with restrictions, i.e. on different corpus parts. As new queries are 
performed, new dots are added to the plot (Figure 6.17). Each new query’s data is 
represented by a different colour which added to the legend that appears on the top 
right-hand side of the graph. The DPnorm for each query is provided next to the query 
so as to allow a quick view. Hovering over an item in the legend, pops up a box 




Figure 6.17: dispersion - tool multiple queries 
6.5.2 New query and new action menu 
The user can also click on the drop-down menu on the right-hand side and download a 
file with different dispersion measures for the searched terms or queries. The reason 
for this additional method of retrieving the dispersion measures is to guarantee 
replicability and to keep the visualization clean. The Save image option downloads the 
image generated for the dispersion overview (Figure 6.16). Finally, the user can click 
on new query to go back to the corpus main page, i.e., the initial query user interface. 
 The number of parameters that can be implemented were kept to a minimum so as to 
make the interface as simple as possible. Instead of producing a table with statistical 
measures, the users can now see the variation for two important variables when 
calculating dispersion: frequency per text and range (by showing how many texts have 
a respective dot on the graph). When hovering over each of these circles, a box 
showing the text ID code and the relative frequency appears. Clicking a circle causes a 




6.5.3 Single-text dispersion 
In the single-text dispersion display, each individual result for the selected query is 
plotted as a circle on the x-axis, at the point where it appears in the selected text 
(figure 6.18). The width of the bar represents the sequence of token positions. The 
reason for choosing a circle instead of the bars (figure 6.19) observed in other tools 
(see section 6.2) is because the overlapping semi-transparent circles makes it easier 
for the user to identify where the query hits are piling up. The interface allows the user 
to scan through different parts of the texts and zoom in and zoom out of these selected 
parts, moving between a general view and a focus on specific parts of the text. New 
layers of circles can be added as the user clicks on other words plotted on the corpus-
overview, allowing use among different texts to be compared. This zoomable display 
supports qualitative analysis, as it is the direct data, not a statistical summary as 
relative frequency and rage are. 
 
Figure 6.18: dispersion - text view function 
 
Figure 6.19: dispersion - text view with bars 
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6.6 Conclusion: observations and next steps 
I do not claim that this visualization displays the full behaviour dispersion and 
dispersion measures. Factors such as the size of each text and the number of times the 
searched term occurs in each text (also allowing for comparison among them) have 
been made easily accessible through a few clicks. I believe this will make researchers 
using the software more likely to consider dispersion in their analyses. From that, I 
expect, for example, that researchers that solely rely on frequency to perform their 
analysis will, after using the dispersion tool, consider that other factors that impact the 
results. Easy availability of dispersion should make it easier for researchers to take it 
into account. Moreover, a striking visualization of what a big effect dispersion can 
have – by really making concrete the differences – can bring to the user the 
importance of considering dispersion as well as frequency. 
Another expected result is that, by exploring the data through the restricted search and 
immediately seeing the consequences of selecting different corpus parts, users will be 
more conscious when creating their own corpora. After understanding that retrieving 
specific parts of the corpus might be crucial to certain analysis, they might start better 
documenting and annotating their corpora, instead of analysing any corpus as whole 
chunk of data, ignoring that, in some cases, there are some hierarchical characteristics. 
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7 Parlink: a tool for parallel 
corpora 
7.1 Introduction 
As discussed in chapter three, there is still an enormous gap between the potential of 
Corpus Linguistics (CL) methods and the methods adopted by researchers and 
students. There is still a great need to enhance education on linguistic data analysis 
practice. One way to bridge this gap is to provide underused (or new) sophisticate data 
analysis methods via user-friendly interfaces. Delivering data and tools in such a way 
has the benefits of attracting more users and guiding them through accurate analysis. 
This chapter will present a new visualization to perform parallel corpora studies and 
discuss the steps taken to achieve it. The first section deals with a literature review of 
the state-of-the-art parallel corpora analysis. The third section discusses why this is a 
promising and in need of improvements area of CL. Section four deals with the 
development and the logic behind the newly developed tool. Section five presents 
some possible further implementations to the tool. 
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7.2 Parallel Corpus Linguistics: a literature review 
The use of Parallel Corpora is one application of CL that has become more prominent 
in the last decades (Guinovart 2019:355). This use has proven effective in a plethora 
of fields, such as translator training; lexicography; language teaching and learning; 
contrastive studies; computer-aided translation and machine translation (Aijmer & 
Altenberg 1996:12; McEnery et al. 2006:46; Doval & Sánchez 2019:10; Guinovart 
2019:355). 
Despite the increase in popularity, parallel corpus studies still use only on a small 
portion of their potential. The reasons for this limitation are many. For instance, in the 
field of language teaching, there is a belief that the existing parallel corpora offer a 
variety of language that can be very difficult for the students to find meaningful 
patterns (Doval & Sánchez 2019:10). Another issue is the lack or difficulty in access 
to tools to process parallel corpora other than concordancers (Rabadán 2019). 
7.2.1 Key Terms 
It is debatable whether Parallel Corpus Linguistics is a field of research within CL or 
only a methodology (Borin 2002:1). For simplicity, here, Parallel CL is a 
methodology which deals with the process of comparing and contrasting two corpora. 
For that, we need a source corpus (SC), which is the one to be queried, and its 
equivalent corpus, the target corpus (TC). For this work methodology is more critical 
than corpora content, hereafter SC refers to the queried corpus and TC to the parallel 
corpus. 
The degree to which a corpus is parallel or not varies. For this reason, different 
authors offer different types of classification. A frequent and straightforward 
classification is to distinguish between parallel corpora and comparable corpora. 
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Two corpora can be described as parallel if they contain source texts and the 
equivalent translations in another language. Comparable corpora, on the other hand, 
are texts in different languages sampled with the use of the same techniques (McEnery 
et al. 2006:46). For obvious reasons, comparable texts are much easier to be found and 
collected than parallel ones. Hence, many more comparable corpora are available – 
especially for low-resource languages (Gamallo 2019:251). However, extracting 
meaningful information from those corpora is much more challenging and complex 
when compared to an analysis of parallel corpora.  
To easily explore two parallel corpora at the same time, they need to be aligned, with 
comparable aligned zones or regions (AZ). These zones can be segments such as 
words, sentences or paragraphs (Hewavitharana & Vogel 2013). In linguistic studies, 
the most common AZ type are sentence alignment, while in Natural Language 
Processing (NLP) word alignment is more frequently used (Tillmann & 
Hewavitharana 2013). Word alignment helps with the identification of words and 
multiwords and their respective translations. When word alignment occurs, it usually 
follows the identification of aligned sentences and their identification process is 
usually more demanding (Gamallo 2019). 
Alignment can be done automatically, manually or with a combination of both. 
Automatic aligners have an average accuracy rate of approximately 97% (Zariņa et al. 
2015), varying according to the nature of the data and to the language pair (relatedness 
and script used). For being time-efficient, they are ideal for large data. However, when 
seeking total or nearly total accuracy, a common practice is to automatically align the 
corpora and then manually edit this alignment to ensure accuracy (Guinovart 2019). 
Most of the alignment tools available offer a sentence alignment system, as they are 
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the best-established level used for parallel corpora (Tiedemann 2011:37, Volk et al. 
2014). Some frequently used alignment tools are the Gizza++ (Och–Ney 2003); 
Vanilla aligner (Gale & Church 1991); and LF-Aligner (Doval et al. 2019:108). 
Within the linguistic community, LF Aligner has one of the highest accuracies (Doval 
et al. 2019:109). LF Aligner is a Graphical User Interface (GUI) of the Hunalign 
Sentence Aligner (Varga et al. 2007). Hunalign tokenises and segments texts into 
sentences for two comparable texts. It features a hybrid process in which both length-
based and lexical matching approaches are used (Tóth et al. 2008; Varga et al. 2007). 
If a dictionary is provided, Hunalign will use this information combined with the 
Gale-Church alignment algorithm. This method parts of the assumption that sentences 
in parallel corpora should have approximately equal lengths (Gale & Church 1993). If 
there is no external source, Hunalign proceeds as follows. First, the Gale-Church 
method is applied to produce a sentence alignment. From this first alignment, a 
bilingual lexicon is created. The final step is then to rely on both the lexicon recently 
created and the sentence length method to then create a second and more accurate 
alignment (Varga 2012:92-119). The positive reception of Hunalign’s GUI, LF 
Aligner, might be due to its simplicity in use and to the fact it does not require any 
external resource. 
For obvious reasons, a total correspondence of AZs in parallel corpora is not always 
achievable, as languages express different contents in different ways. Sentences in the 
TC might be reordered, split or merged. Tools such as the Hunalign can deal 
reasonably well with split or merged sentences. However, automatic aligners cannot 
deal well with crossing alignments, i.e. when AZs in the TC are in a different order 
from the SC. A common way to address these limitations is to encode the texts in 
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Translation Markup Language (TML), the standard format used for aligned texts 
(Guinovart 2019). TML is a simple markup language that supports the identification 
of zones that are in a different order or inexistent in one of the parallel corpora. 
7.2.2 Current Methods 
As aforementioned, parallel corpora have multiple purposes; being translation-related 
work the most common of their application. Typical applications of CL applications to 
translation are translator training (Zanettin 1998; Doval et al. 2019:104); research on 
translation universals or features translations (Baker 1993, 1995; Laviosa 1997; 
Olohan & Baker 2000; Olohan 2004); and linguistically oriented translation research 
(Rabadán 2005). Effectively, parallel corpora help with terminology extraction 
(Alcina 2011); identification of language meaning and use according to the context 
(Heid 2008); gain in foreign language expertise (Doval 2018:182; Bernardini & 
Ferraresi 2013); among others.  
Techniques for corpora investigation and analysis might vary according to the 
applications and the resources available. The use of data other than the corpora 
themselves is a widespread practice in parallel corpora studies (Zanettin 2012). In 
many cases, these external resources are lists of bilingual expressions compiled based 
on bilingual dictionaries (Gamallo 2019). For matters of clarity, the next section 
discusses the applications in two groups: (i) CL for translation practice and (ii) for 
translation theory. 
7.2.2.1 Translation Practice 
Corpora effectively contribute, even if indirectly, to the translator toolkit (Beeby et al. 
2009). They are used, for instance, to inform the creation of dictionaries and 
termbases. Termbases, also known as glossaries, are databases with words and their 
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equivalent translations in the target language. Although dictionaries and termbases 
provided a significant amount of abridged information, they rarely offer 
contextualized examples of use (Bernardini & Ferraresi 2013:35). 
A more resourceful tool in this aspect is Translation Memories (TM). TM systems 
provide an archive with units, usually a sentence, previously translated by a human. 
TMs help translators by reducing translation time and assuring consistency across the 
texts (Reinke 2018). Despite being a handy tool, TMs have shown a negative impact 
on the translator’s strategies, as it provides only previous translated combinations, 
increasing the choice for less appropriate translations (Bernardini & Ferraresi 2013:2). 
A reduced number of translators also rely on corpora to create their own terminology 
lists. They use corpora as a reference to identify the best translation for terms often 
used in their field of expertise. Hence, as in TMs, terminology lists include terms in a 
source language and the preferred translations (Guinovart 2019). 
7.2.2.2 Translation Theory 
Corpus-Based Translation Studies (CBTS) are often, but not necessarily, applied in 
quantitative explorations of literary translations. A common goal in this field is to 
verify if the translation of a piece of work is consistent (Patton & Can 2012:227). 
Many studies use comparative stylometric analysis by measuring features such as 
vocabulary richness to compare different translations of the same source text (Rybicki 
2012:231). Conventional methods used in CBTS are type-token ratio (TTR); word and 
sentence (mean) lengths; frequency lists and keyness (e.g. Patton & Can 2012). 
Tests such as student T and Chi-squared are sometimes performed to verify if the 
difference is significant (Ji & Oakes 2012). The chi-squared test is commonly applied 
“to find the most typical vocabulary of one corpus as opposed to another” (Oakes 
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2012:127-128), which also has its limitations, such as producing an excess of 
significant results (Bestgen 2017). One way of addressing those limitations is to add 
any effect size measure such as the Yule’s Q measure (Oakes 2012:130); however, 
this makes the process even less straightforward for ordinary users. 
Another technique often used for lexical investigation is the distributional similarity. 
This technique draws on the hypothesis that a pair of words found in similar linguistic 
context are likely to be semantically related (Gamallo 2019: 254). This method aims at 
identifying if a word2 in the TC has a similar distribution to a word1 in the SC when 
comparing equivalent AZs. This identification is achieved through the contrast of the 
distribution of the words in a bilingual list (Gamallo 2019:256). 
Distributional similarity or distributional information (Garcia et al. 2019:268) is often 
used to identify semantically similar words and their respective translations. The 
identification is also often expanded to the collocation with these words and their 
variation according to the context (e.g. Smadja 1992; McKeown et al.; Kupiec 1993; 
Lewandowska-Tomaszczyk 2012). Examples of applications of this technique are 
enhancement of bilingual lists and thesaurus and identification of word meanings 
according to the context of occurrence (Gamallo 2019). A drawback of this method is 
the need to rely on external bilingual resources besides the corpora being used. 
Bilingual lists are not available for all combination of language variations. On the rare 
occasions they are available, they are not fully representative (Gamallo & Garcia 
2012). Moreover, the plurality of meanings for a word or phrase makes it impossible 
to construct a bilingual list that suits different corpora. 
Other more complex, and for this reason less used methods are logistic regression (e.g. 
Gries & Wulff 2012); discriminant analysis (e.g. Patton & Can 2012:219); and cluster 
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analysis (e.g. Ji 2012). They are used to make classifications and recognize patterns. 
However, those are not easy methods to apply. They “involve a transformation of the 
data” and do “not come easy to beginners” (Gries & Wulff 2012:39). 
Most of the methods used in translation theory studies are applied to specific corpora 
and provide detailed comparisons of linguistic features via the application of tests like 
Pearson’s r, Spearman’s rank correlation, Wilcoxon’s signed-rank, Mann Whitney U 
test (Ji & Oakes 2012). Although efficient for their specific goals, they are (hard to 
apply) methods rather than tools to aid the work of novice researcher or translator. 
7.2.3 Prominent tools and data 
Because in many cases it is difficult to separate data from software, this section will 
cover some notable projects and software dealing with parallel data, discussing the 
tools, rather than the data, in more details. The tools and data discussed in subsections 
7.2.3.1 and 7.2.3.2 are used mainly in translation theory, while subsections 7.2.3.3 and 
7.2.3.4 discuss tools used in translation practice.  
7.2.3.1 Open Corpus Workbench 
A frequently used piece of software for corpus analysis is the IMS Open Corpus 
Workbench (CWB). CWB is a powerful open-source toolkit used to query and 
manage large corpora and their linguistic annotations (Evert & Hardie 2011). It also 
allows for the alignment and query of comparable corpora. CWB is used as a data 
access layer (back-end) for many tools used for parallel corpora. For instance, The 





2012) to query over four million words of multilingual parallel corpora in English, 
French, German and Catalan (Molés-Cases & Oster 2019). CQPweb allows the users 
to perform a query in the SC and see the resulting concordance lines of the aligned 
target corpus or corpora (figure 7.1). 
 
Figure 7.1: concordance lines for parallel corpora using CQPweb 
Possibly the most massive multilingual parallel corpora freely available, OPUS 31 
(Tiedemann 2012) also has CWB running on its back end. To date, it has over 250 
language dialects from the most various sources. There are 42 corpora covering genres 
such as newspaper texts, Wikipedia, subtitles and parliament texts. Despite its 
impressive size and data richness, OPUS has the shortcoming of not having a very 
user-friendly interface. Still, it features some handy functions. For instance, it is 
possible to display the concordance lines for more than one aligned corpus at the same 
time, as shown in figure 7.2. OPUS also has a word alignment database with a built-in 






Figure 7.2: multiple languages concordance lines (OPUS) 
 
Figure 7.3: a screenshot of OPUS word alignment database tool 
ACTRES Parallel Corpus (P-ACTRES 2.0) 32 is another project that also relies on 
CWB. It is an English-Spanish corpus with over 4 million words (Sanjurjo-González 
 
32 http://contraste-test.unileon.es/demos/demos/p-actres2/demo.html  
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& Izquierdo 2019). Like CQPweb and OPUS, the ACTRESS software allows the user 
to perform online queries in a corpus and see the results with the aligned corpus. 
ACTRESS software has the additional feature of query composer. It allows the user to 
easily construct advanced queries for both source and target corpora (figures 7.4 and 
7.5). 
 
Figure 7.4: ACTRES query composer 
 
Figure 7.5: ACTRES query results 
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Similar to CWB, Manatee (Rychlý 2007) is another back-end application used for 
corpora studies. It is used as starting point for Sketch Engine (Kilgarriff et al. 2014) 
and, in combination with the front-end application Bonito, composes the open-source 
version NoSketch Engine (Rychlý 2007). An example of an application of parallel 
corpora in NoSketchEngine is the EPTIC 33 , an intermodal corpus of European 
Parliament speeches (Ferraresi & Bernadini 2019). This corpus features multimodal 
components, which the user can easily access by clicking on the hyperlink provided in 
the concordance lines (figure 7.6). As with the previous tools, NoSketch Engine and 
Sketch Engine provide powerful searchers and the view of the aligned texts. 
 
Figure 7.6: EPTIC corpora on NoSketchEngine 
InterCorp, a parallel corpus of Czech and other 39 aligned languages (Čermák 2019), 
is another project that also relies on Manatee. Instead of NoSketch Engine, the corpus 





of a more extensive project, Kontext was developed to be used for the most various 
reasons and by different types of users, by offering a simple web user interface 
(Machálek 2020). Hence, besides being a powerful tool, Kontext is also very user-
friendly (figure 7.7).  
Kontext also connects and offers access to the Translational Equivalent Database, 
Treq34 (figure 7.8). Treq is a bilingual dictionary of Czech and the other 39 foreign 
languages found in the InterCorp. The dictionary was generated automatically from 
InterCorp. The language pairs were automatically aligned word by word and language 
pairs that occurred very often were considered a possible translation. Treq is 
connected to the corpus so users can click on a dictionary entry and be directed to the 
concordance lines for the clicked word (Škrabal & Vavřín 2017). 
 






Figure 7.8: a screenshot of Treq 
7.2.3.2 Highlighting possible equivalents 
The previously mentioned tools have the benefit of working on top of long-standing 
tools and allowing for robust searchers. However, they are mainly directed for users 
with reasonable expertise in linguistics, as they require knowledge on CL methods. 
Hence, their interfaces might not be ideal for non-expert users, as they are not user 
friendly. However, recently, more applications, that will be addressed here, have been 
developed addressing the needs of occasional or non-expert users. As the primary goal 
of many of these users is to find translated words in the appropriate context, these 
tools facilitate the identification of possible translations. 
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An example of this application is the concordancer for The Parallel Corpus German / 
Spanish (PaGeS)35, an ongoing project (2014-2020) with approximately 25 million 
tokens (Doval et al. 2019). PaGeS has as one of its target audience German and 
Spanish learners. Thus, their creators sought to provide a fast, multi-level and user-
friendly search (Doval et al. 2019:114). The query runs on lemma as default, making 
it simple for users who want to find an equivalent to a word and its derivations. 
Advanced options, supported by the underlying query tool and search platform Solr36, 
are only displayed if required. Possible matches based on pre-stored bilingual lists are 
shown in bold in the concordance lines to help the users quickly go through the 
concordance lines (figure 7.9). 
Likewise, Multingwis37, a project currently featuring six corpora, also provides a 
handy interface (figure 7.10) for a multilingual concordancer. The search, which is 
powered by PostgreSQL38, allows the user to search for lemmas or specific part-of-
speech classes. The tool is also equipped with a multilanguage dictionary, allowing 
the user to browse through the frequency of possible translations. Another tool that 
also evidences possible matches is the one used for CLUVI39, an open data collection 









screenshot of CLUVI, in which the search term is highlighted in yellow and the 
possible translation in green. 
Although those tools highlight possible matching words, this only occurs when there 
is a pre-existing dictionary with previously established translations. If the users want 
to identify other possible matches, they will have to go through the entire aligned 
sentence and guess which tokens can be a translation. 
 
Figure 7.9: a screenshot of PaGeS 
 




Figure 7.11: a screenshot of CLUVI 
7.2.3.3 Linguee and Reverso: commercial tools 
Linguee40  (figure 7.12) and Reverso Context41  (figure 7.13) are commercial tools 
which work with parallel data of various languages. Instead of displaying concordance 
lines, these tools provide the users with possible translations and their use in context. 
The data used in these tools is not regarded as a corpus in the strictest sense as the 
query results are extracted from a collection of running texts. Nevertheless, the tools 
offer large multilingual dictionaries which provide information on translated texts. 
Despite not being CL tools, they follow a similar rationale and are more popular 
among learners and translators (Zanettin 2012), as they do well in meeting users’ 











Figure 7.13: screenshot of Reverso Context 
7.3 Limitations and Motivation 
The previous section has briefly illustrated the growing number of parallel corpora 
and instruments for translation and other multilingual studies, possibly led by the now 
much easier retrieval and processing of data than before, as described in chapter two. 
Still, corpus quality and systems to analyse this rising number of corpora have not 
advanced with the same speed that data has become available (Eckart & Quasthoff 
2013:152). Not much has been done in terms of new methods or techniques to explore 
parallel corpora, apart from the creation or adoption of bilingual lists, which is a 
mostly manual and not innovative method.  
This section explores the limitations and possibilities of using parallel corpora mainly 
by novice translators and for second language education. In translation studies, corpus 
methodologies have been used to either teach novice translators or as a translation 
resource (e.g. Gallego-Hernández 2016; Rodríguez-Inés & Gallego-Hernández 2016). 
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In second language education, parallel corpora are not yet fully explored (Doval & 
Sánchez 2019). 
7.3.1 Indirect use of parallel corpora 
The previous section has shown than parallel corpora (or texts) can be indirectly used 
to inform learning and translation applications. Users can rely on dictionaries and term 
bases that were compiled based on parallel corpora without having to investigate the 
corpora themselves. The indirect use has the benefit of aiding user experience. 
However, there are a few shortcomings with that, as discussed below.  
7.3.1.1 Commercial tools: inaccurate, inconsistent and obscure systems 
Searching engines created for language investigations, like Linguee, have the 
advantage of offering fast, and in many cases, free solutions. However, there are some 
drawbacks with this approach. In many cases, the data used to feed these tools are not 
clearly described (e.g. Linguee, Reverso), and the source is not provided (Doval et al. 
2019:106). This means that the suggested translations might not reflect what the user 
is looking for. Moreover, this data configuration prevents linguists from making 
claims about a language population and prevents the reproduction of research. Also 
affecting reproducibility is the constant change in ranking algorithm and index 
observed in search engines. This inconsistency in data means that same queries 
performed at different times are likely to yield different results (Shi & Fung 2013:33), 
differently from what happens with corpus linguistic tools. 
7.3.1.2 Context 
Meanings are context sensitive. Context affects translation choices be them at a 
pragmatic, syntactic, semantic and even phonetic level (e.g. Baer 1995; Pym 2007; Ji 
2012). However, not all commercial tools offer the user with real occurrences of the 
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searched terms. Some Translation Memories can be prepared to offer context, but they 
are usually just some short and isolated sentences, with no or almost no information 
on the text source. This paucity of information may preclude the user from fully 
grasping meanings in context. Furthermore, the use of TMs also requires an expertise 
that not all users might have. 
Another issue is the cross-linguistic sense of meaning displacement when comparing 
languages (Lewandowska-Tomaszcyk 1987:4). For instance, the verb “take” in 
English has a superordinate category for many actions, without an equivalent verb in 
Portuguese (figure 7.14). This shows that the more examples in context we have, the 
more chances we have of seeing the multiple meanings a word can have and its 
equivalent translations. 
 
Figure 7.14: possible Portuguese translations for phrases with the verb to take 
In any case, decision making in translation is strongly connected to the context and 
choices for the best translation is better made when usage is considered. Hence, 
relying on resources (e.g. dictionaries, MT) that preserve the source and the broad 
context of the text from where the term in question occurred reinforces translation 
quality (Koehn 2009). 
7.3.1.3 External resources 
Most of the existing tools that indicate possible translation equivalents for a search 
word require external resources such as dictionaries (Gamallo 2019:256). However, in 
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many cases, these dictionaries might not be available, especially for minority 
languages and specific dialects (Hewavitharana & Vogel 2013:192). Moreover, 
languages are always evolving. Identifying links for translations is an open process (Ji 
2012:55) and dictionaries are not created as fast as corpora. Relying on a resource 
built on outdated data, as it is the case with many translation memories and 
dictionaries, may not reflect the current linguistic features. 
7.3.2 CL tools and methods 
Corpus tools can provide for the two previous points, but they also have their 
limitations. The most likely first mention of the use of CL in translation studies, 
suggesting that translation studies should move from a prescriptive to a descriptive 
approach (Baker 1993), is now long dated. Many studies (e.g. Malmkjaer 2003; 
Rabadán 2005; Tymocko 1998) have followed Baker (1993)’s idea of shifting to 
exploring word meaning rather than word usage. However, not much advance has 
been made in the sense of developing new tools for users who have not yet developed 
full expertise on the area. 
7.3.2.1 Queries 
One of the many advantages of using CL tools for translation purposes is the powerful 
query processor that many CL programmes offer. By using regular expressions and 
sophisticated query languages like Corpus Query Processors (CQP) from CWB and 
Corpus Query Language (CQL) from SketchEngine (see 3.4.3), users can perform 
elaborated searches. That means they can describe the patterns they are looking for 
and look for a combination of linguistic forms, rather than single words or lemmas. 
For example, the following CQP query 
[lemma = "take" & pos = "V.*"][!(word="shower"%c | word="bus"%c)]{1,3} 
 
169 
looks for different forms of the verb take that are not followed (in a span from one to 
three to the right) by the upper or lower case words shower nor bus. Complex queries 
can be beneficial when a grammatical category exists in only one of the parallel 
corpora, for instance. To my knowledge, there are not commercial tools that offer 
robust query systems like those. 
7.3.2.2 Register balance and pattern identification 
Extra-linguistic features such as the author’s gender, text’s genre, have a great impact 
on the translation (e.g. Hareide & Hofland 2012). For this reason, because corpora 
(should) have information on the texts available, they provide translators with the 
reassurance they need for their strategic decision making (Varantola 2003). General-
purpose corpus offers users the possibility of exploring a high number of phraseology 
patterns across different and specific registers. Translators that rely on these corpora 
are said to be more aware of phraseology and register issues (Aston 1999). 
One issue with that, however; is that perfect representativeness is even harder to 
achieve with parallel corpora than with a single corpus. Some types of texts are more 
translated than others, leading to a strong bias for specific genres (Hareide & Hofland 
2012:78; Mauranen 2004:74; Biber 1993; Johansson 1998:6; Zanettin 2000:108-109). 
Hence, the translations in the parallel corpus might not be what the user wants to have 
as a reference because of the register influence. The ideal reference translation should 
roughly match the same register of the translation in process. To work around this 
issue when dealing with parallel corpora is to pay close attention to text metadata and 




 However, for as much as CL offer full-text browsing with rich contextual 
information, we are still missing what is probably the main reason to rely on 
quantitative linguistics: identifying a statistically significant correlation between the 
variables under investigation. In the context of possible translation in parallel corpora, 
this means having a metric that helps us identifying which pair of words are strongly 
connected and that high frequency of cooccurrence is not happening by chance. 
7.3.2.3 Difficulties in applying sophisticated methods 
Translators are not very familiar with CL. A survey (Kunz & Steiner 2010) has shown 
that translators rely on reference texts, with translations previously done and 
validated, to inform their work. However, in most cases, they use tools like Microsoft 
Word to query those texts, instead of CL tools. This increases the workload, as 
retrieving specific information in specific texts by using those tools is not easy. 
Furthermore, in the few cases that translators do rely on CL, finding the appropriate 
translation pair is not always easy. In many cases, there are too many solutions for a 
query and browsing through most of them proves to be a colossal task. 
7.3.3 A new solution to the users 
The previous sections have shown that applications of parallel corpus vary from 
simple methods such as working with frequency and examples to more complex ones 
such as relying on multivariate techniques. Non-linguist and translators rely on the 
simplest methods, as well as linguist researchers (see chapters 4 and 5). Although 
these simple methods can be effective, they can also lead to poor or misleading 
results. Hence, they could benefit from a more sophisticated analysis that is not 
difficult to perform like multivariate techniques, but that also shows the difference in 
linguistic behaviour as extra-linguistic variables change. 
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This work will aim at solving the problem that users need to see possible translations 
in a rich context and to be able to quickly and easily tell whether a translation pair is 
frequent and significant. Next section presents the process of conceptualizing a tool 
that offers accurate measures of frequent language pairs but easy to understand. 
7.4 The tool 
As discussed in chapter five, the focus of this study is to develop a tool that better 
suits non-specialist users of corpus data and methods (NSUs). This tool has the 
particularity of also targeting beginners in translation and language learners. This 
section will present the conceptualization and development of a tool that sees for the 
limitations and needs described in the previous sections faced by potential target 
users. 
7.4.1 Conceptualization of the tool 
Hence, the goal here is to provide users with an intuitive tool that allows for the 
smooth and accurate identification of possible translations or related words; having in 
mind that different types of registers impact on the result. Statistical techniques should 
be implemented to guarantee the accuracy of the tool, but as the target audience might 
not be familiar with these techniques, they should be decoded to users via an easy to 
grasp format. 
To achieve that, I have the following two assumptions. First, the tool should be able to 
provide some indicator that realizes the connection between the performed query and 
a token in the aligned corpus, as the highlighting in the tools in 7.2.3.2. Second, two 
specific types of users within the NSUs are clearly defined. For the tool described in 
this chapter, two specific user groups are also delimited: learners of translation and 
language learners. Both groups users can benefit from a tool that shows the translation 
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equivalent words in the parallel concordances, without having to rely on external 
resources. I used the scheme below when developing the new tool. 
7.4.1.1 Basic concepts 
A good starting point to create a user-friendly tool is that it should start from a basic 
concept, that any novice user could relate to and understand the reasoning. 
Considering that frequency is such a concept, I determined that the tool should 
provide for easy retrieval and visualization of (i) the words that frequently occur in the 
equivalent aligned zones of a performed query; (ii) the frequency per text of these 
frequently occurring words; (iii) the degree (strength) to which the frequent words 
found in the aligned corpus are linked (or not) to the query. Because (i) and (ii) are 
properties that users are most familiar with, they can be simply given as numbers. As 
(iii) can be harder to grasp, conveying it through visual aids can facilitate 
understanding. 
The second point is that users should be able to use the tool to investigate any 
language or language variety, including low-resource ones (minority languages). 
Hence, no external resource such as bilingual dictionaries and schemes for 
dependency parsers should be needed. Finally, users need a quick and easy way of 
comparing how strong two words in a language pair are connect. For that they will 
need an easy to understand and compare value. 
To develop the tool, we must assume that there are two sets of data (the source corpus 
and the target corpus) and that the corpora have aligned zones (see figure 7.15). The 
tool should (i) function without the requirement of any training data or resource other 
than the corpus itself; (ii) not be significantly affected by inaccuracies in alignment; 




Figure 7.15: example of comparable zones 
7.4.1.2 Concordance lines and metadata 
We must also assume that words have practical synonyms (similar meanings) but that 
they carry different layers of meaning. The many possibilities of translations for a 
single word demonstrate this plurality of word meanings. Hence, the tool should 
account for the inexistence of perfect synonyms. 
Language scholars already use parallel concordances to explore AZs. As section 
7.2.3.3 has shown, it would also be useful to have the equivalent term to the corpus 
query highlighted in the AZ of the TC. It would be even more useful to be able to do 
this highlighting on the basis of corpus-internal data only so that no setup of an 
external resource is needed.  
Metadata is also extremally important, as linguistic features can significantly vary 
across registers (e.g. Neumann 2011; Neumann & Hansen-Schirra 2013:327). Users 
should have enough information from the texts they investigate. They should also be 
able to work with restricted queries and see the contrast results between searches in 
specific texts and the entire corpus. CQPweb already does parallel concordance 
display, provide easy access to text metadata and allow for restricted queries. The new 




7.4.2 Parallel Link 
With the assumptions and scheme aforementioned in mind, I developed a concept 
called parallel link, or parlink. Parlinks are tokens of a parallel corpus B that are 
strongly associated with a query performed in a corpus A. This means that the more 
frequent a token occurs within the corpus B zones aligned to a corpus A zone of the 
query results in comparison with the remainder of corpus B, the more likely it is for 
this token to be considered a Parlink. The reasoning behind the calculation is the same 
as the one used to calculate collocates. The difference here is that, instead of using the 
span to the left and right of the collocation node, for Parlink the span of comparison is 
the aligned zones. 
For instance, when searching for the word “car” in a corpus in English, the stronger 
Parlink found in the Portuguese aligned corpus was carro, the exact translation for 
car. That means that the token carro in the Portuguese corpus occurs (almost) always 
aligned to zones where the token car is found in the English corpus. Other parlinks 
found in this query were dirigir (to drive), estacionar (to park). Hence, parlink gives 
not only possible translations but also related words.  
To determine whether a token is a parlink or not, and to which degree, I used a parlink 
score. The higher the score, which ranges from 0 to 1, the stronger the Parlink is. The 
use of a score ensures consistency across results and aid on the identification of subtle 
and complex linguistic patterns in parallel corpora. Having a parlink score also helps 
systematize the comparison of parlinks in other parallel corpora. 
7.4.3 Creation Process 
Similarly to what I did Advanced Dispersion tool, I first created prototypes and then 
shared them with possible users, before moving on to the development itself. The 
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difference with the Parlink Tool development process is that all prototypes were 
shown at the same time for the users and the reactions to all four models were taken 
into consideration. This was done to reduce the time spent on the pre-development 
phase. As for any software development, this should be an iterative process, as defined 
and explained below. The process and user assessment are based on Agile methods for 
academic research (Hicks & Foster 2010). The cyclical steps are to (i) understand 
users’ needs; (ii) build prototypes to match this goal; (iii) deliver the prototypes; (iv) 
repeat if necessary (see figure 7.16). 
 
Figure 7.16: Agile Process 
7.4.3.1 Prototypes 
Five prototypes (figures 7.17-7.21) were developed at the same time and presented to 
some potential users of the tools. The main aim with all the prototypes was always the 
same: allow the user to quickly see which tokens in the parallel corpora are closely 







The Bar & Dots prototype (figure 7.17) indicates with a green star all the parlinks that 
have a score higher than the average. For the other tokens, vertical bars are used to 
represent their relative frequencies in the entire corpus (yellow bar) and when 
occurring aligned with the query (blue bar). The legend on the bottom right is 
presented as a pop-up so the users can orient themselves when analysing the results. 
As for the dispersion tool in the previous chapter, the Parlink View was also 
implemented in CQPweb (see 3.4.3 and 6.3.3), hence all the prototypes were created 
considering CQPweb interface. 
The Arrows & Bow (figure 7.18) style also relies on the parlink score mean to 
highlight the tokens. A yellow diamond indicates that the token has an average parlink 
score. Tokens with a score above the mean are indicated with a blue triangle (high) or 
a green circle (very high). Tokens with a score lower than the average, and for this 
reason improbable to have a link to the query, are highlighted with an orange inverted 
triangle and a red cross. 
The third prototype conveys the parlink score by giving each token a background with 
different luminosity. Words with higher scores have a darker background, while 
words that are unlikely to be a link have a light background. The Heatmap + sidebar 
(figure 7.19) prototype also has a sidebar to be used as a reference. In the image the 
highlighted concordance line is indicated with a red rectangle. This bar shows the two 















Figure 7.19: Heatmap + Sidebar 
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In the Mountain View prototype (figure 7.20), peaks indicate high scores and almost 
flat lines suggests no weak connection between the token and the query. An overview 
for each page of the concordance line is displayed in a rectangle above the solutions. 
When hovering over a specific concordance line, the user can see the visualization for 
that specific line. The top image is a summary of all the concordance lines in the 
solution page. 
The last prototype, Sum up Flower (figure 7.21), presents a summary of the parlinks, 
instead of indicating the parlink for each token in the concordance lines, display only 
the strongest parlinks as a flower visualization. Each petal in the flower conveys the 
following information: total occurrence of the parlink (green); expected (blue) and 
real (yellow) frequency of parlink within the aligned sentences;  number of texts in 










Figure 7.21: Sum up Flower prototype 
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7.4.3.2 User’s response 
I asked seven potential users of the parlink tool to look at the prototypes and give their 
feedback and comments. I also used techniques described in 5.3 to study their 
reactions. All the participants preferred the Heatmap & Side Bar to the other 
prototypes. However, most of the participants found it hard to understand what was 
conveyed with the sidebar. The sum up flower prototype also attracted the attention of 
some of the participants. The design of the prototype was not much appreciated, but 
users pointed at the convenience of having a summary of parlinks handy. 
Based on this feedback, I chose to implement an enhanced version of the Heatmap 
prototype. However, instead of having a sidebar, the visualization has a pop-up table 
with the parlinks sorted according to their score. The concordance line view makes it 
easy for users to spot the parlinks with high scores readily, and the table allows them 
to see detailed information. With this visualization, users can perform a blend of 
qualitative and quantitative analysis. 
7.4.4 The tool development 
7.4.4.1 The testing data 
To develop and test the tool, I used a corpus composed of two novels written in 
Brazilian Portuguese and a parallel corpus with the English translation of the two 
novels. The two novels, Dom Casmurro (1899) and Memórias Póstumas de Brás 
Cubas (1881), were written by the Brazilian author Joaquim Maria Machado de Assis. 
There were two main reasons for this choice. The first is that the books are in the 
public domain; hence they are easy to be retrieved. The second is that because I am 




To align the corpora, I used cwb-align (Evert & Hardie 2011). This alignment tool 
basically relies on looking for cognates, i.e. similar character n-grams; therefore, it 
does not offer optimal results. However, its implementation is quick and easy and 
meets the purpose of testing the parlink tool. It also allows me to test whether the 
parlink tool will work well even when the alignment is not extremely accurate. 
7.4.4.2 Parlink score: using dice coefficient 
To calculate the parlink score, I took into account three quantitative properties I could 
retrieve from the parallel corpora in order to verify the strength of the parlink in 
relation to the query. These proprieties were (i) the frequency the potential parlink in 
segments aligned to the query occurrences, (ii) the significance, or not, of a high 
frequency, i.e., the high frequency is not by chance; and (iii) the effect size, or here, 
how strongly connected the parlink and the query are.  
Several measures can be used with the properties described above, and they all have 
their strengths and weakness. The data and the application can directly affect the 
performance of the measure. Hence, empirically defining which measure would have 
the best performance should be the best way. For this first version of the Parlink tool, 
dice coefficient is the adopted measure. Shall the combination of other languages or 
corpora prove that this measure leads to bad performance, we should then try different 
approaches. 
Dice coefficient is an association coefficient that favours strong combination cases 
(Evert 2008). For this reason, it is commonly used to identify collocations with strong 
patterns, such as multiword units (McKeown et al. 1996; Dias et al. 1999). Assuming 
that translations and their sources are also relatively rigid combinations, dice 
coefficient is a plausible choice here. Moreover, being an effect size measure, Dice 
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Coefficient is comparable across corpora and does not overweight low-frequency 
items (Evert 2009).  
Its calculation, applied to parlink, takes the harmonic mean of (a) the frequency of a 
type occurring in a zone aligned to the result as a proportion of the type’s overall 
frequency, (b) the frequency of the type occurring in a zone aligned to the result as a 
proportion of the overall frequency of results for the query in question. The closer the 
score is to 1, the stronger the parlink is. The formula, where Paz is the frequency of 
parlinks in the AZ, Taz is the total number of tokens in the aligned zone and Pec is the 





7.4.4.3 Technicalities: frequency per text, lemma, restricted search 
Some specific technicalities were considered when developing the Parlink tool. First, 
when designing the structure for the Parlink database, I established that the frequency 
of the query for each text would be preserved. This information is not necessary when 
calculating dice coefficient and, depending on the corpus size, keeping this data can 
be expensive for the system. However, a text cannot be considered a random sample, 
but a semiotic system in its own. Hence, considering the parlink frequencies for each 
text can help the user understand the words’ ambiguity and their translations.  
For this first version, parlink will be only calculated on the bases of tokens. This is 
because all corpora have word types, whereas not all corpora have other layers of 
annotation as lemma. However, parlink could be expanded for lemmas and other types 
of annotation, as some studies suggest their importance. Ji & Oakes (2012:185), for 
instance, study the difference in frequencies of emotion and value words in two 
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aligned corpora. For this, the authors used the UCREL Semantic Analysis System 
(USAS). This study suggests that further implementation of parlink with annotation 
might also be useful. Lemma for parlink might also be implemented, as it will make a 
massive difference for agglutinative languages such as Turkish, Finnish and 
Hungarian. 
Because the extra-linguistic features can have a high impact on the translation, 
allowing the user to restrict the search is crucial. Parlink accounts for that. If a user 
restricts the search, the parlink score will represent only the queries subcorpus. 
7.4.4.4 Interface 
The final interface of the tool was designed with the aim of simplifying the metrics 
through a visualization that relies on the use of colours. However, if the user wants, 
they can also easily retrieve the statistical information. The data is not obscured by the 
visualization but clarified. 
Two parlink options, highlight and table, will be visible when the aligned sentences 
are in display on the concordance lines. The highlight button adds a colour mark to 
each token in the aligned line. The parlink score is used to alter the luminosity in the 





Figure 7.22: screenshot of the parlink tool 
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When clicking on the table button, a pop-up table of sorted parlinks appears (Figure 
7.23). The table allows for a general view of parlinks as well as helping spot the 
difference between words with very similar parlinks, as you have all parlinks listed 
together. The pop-up page also has a printing button, so the results can either be 
directly printed or downloaded. 
7.5 Conclusion 
Developing is a continuous process. There is always room for improvement and work 
to be done. Parlink was developed with flexibility in mind, and thus to make it 
possible to be used for several other purposes, including small personal projects or 
creation of translational databases. With informal testing, potential users have shown 
positive responses and will to use the tool for research, language teaching and 
translation practice. 
The next step for this work is to test it with corpora with different characteristics, such 
as size; degree of comparability; different zone attributes. By doing that, new 
suggestions for the tool are very likely to emerge. For instance, dice coefficient has 
shown excellent results with the tested dataset. However, shall it become necessary; 








This chapter discusses how the work presented in the thesis has answered the research 
questions in chapter one. I start by presenting a summary of the thesis (8.1) and how it 
answered the research questions (8.2) and contributed to the field (8.3). The final 
sections discuss the limitations of this work (8.4) and set some future work to be done 
(8.5). 
8.1 Thesis Summary 
Chapter two discussed the evolution of computer-based studies of language. It has 
shown how, in the beginning, language studies were limited by the capability of the 
computers to process the data. As machines become more powerful than before, the 
present issue is not what computers can do, but what users need to know and do to 
achieve the most from them. 
In chapter three, I reviewed four pieces of software for corpus analysis: AntConc, 
CQPweb, Quanteda and #LancsBox. With the framework set in 3.2, I was able to 
detect the standard functionalities offered by CL software mainly used by non-
specialist users of corpus data and methods (NSUs). 
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In chapter four, I identified commonly used software and how these tools’ 
characteristics converge or differ across different subareas of language studies. This 
was done via a literature investigation of more than 5,000 academic published papers 
that relied on corpus-based methods. 
I analysed researchers using CL software in their daily routine in chapter five. In this 
chapter, I first outlined the advantages of using a user-centred development process. I 
then described the steps I took to identify user needs and requirements concerning CL 
software. 
Chapter six discussed the growing need for taking dispersion measures in 
consideration when performing corpus analysis. It then analysed some CL software 
that already offers means to measure dispersion, revealing points for improvements. 
These points were then addressed with the design of a new tool which provides 
accurate dispersion measures.  
A new tool for parallel corpora was introduced in chapter seven. This tool was 
designed having as target audience, mainly NSUs with interest in translations studies 
and second language education. The tool’s primary function is to make it easier for 
users to see possible translations for corpus queries in the parallel concordances, 
without the need to use any external resource, such as translation memories. 
8.2 Answers to the research questions 
As stated in chapter one, it was expected with this thesis to identify a gap between 
commonly adopted CL methods and potential usage of corpus data exploration; and to 
develop and deliver two new CL tools for statistical analysis. 
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Chapters three covered how CL tools and methods are reported in the literature and 
chapter four and five discussed how users deal with these tools. Based on the 
observations made in chapters three to five, two statistical tools for beginners in CL 
studies were conceived and developed. 
8.2.1.1 Advanced Dispersion Tool 
This new tool allows for graphical data exploration, which helps the users 
conceptualise dispersion easily. The users can easily see and compare how often and 
where the corpus query occur in each text. 
8.2.1.2 Parlink Tool 
The Parlink tool offers a sophisticated data analysis method which allows users to 
intuitively identify, in an aligned corpus, related or possible translations for a corpus 
query. The tool has a very user-friendly interface, with an intuitive display of the 
strength of the relation between the two words. 
8.3 Significance and Contribution 
This thesis is significant in terms of theoretical and practical contributions. It will 
affect the field going forward in terms of impact, by demonstrating common practices 
in corpus-based studies and in terms of novelty, by delivering two new tools for 
corpus analysis. 
8.3.1 Theoretical contribution 
Chapter four presents a methodology to investigate CL software usage through a 
corpus-based study of academic publications. The procedure I introduced in 4.3 can 
serve as an incentive for a regular practice of identifying the emergence of new tools 
and to understand how CL software is used. Similarly, chapter five shows the 
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importance of studying how corpus linguists relate to computational tools. By 
observing and listening to users, more user-friendly tools can be developed. 
8.3.2 Practical contribution 
I believe that with an intuitive tool such as the Dispersion Tool (chapter six), 
researchers will be more likely to consider dispersion when performing corpus 
analysis. From that, I expected that users of corpus tools, mainly NSUs, will consider 
other factors in their data exploration, rather than rely solely on frequency. 
With the Parlink tool, users can clearly see (and have a numerical indicator) of the 
connection between the query performed in a corpus and a type in an aligned corpus. 
This is particularly beneficial for two groups: language learners and translators. They 
can promptly identify possible translation equivalents without the need for external 
resources, such as translation memories. 
8.4 Limitations 
The previous sections have shown that the work presented in this thesis was 
successfully within the scope of this project. However, the work here had some 
limitations due to time constraints.  
Although the articles in the literature investigation (chapter four) were sufficient in 
presenting an overview of tools used for corpus-based research, a broader period 
combined with the inclusion of other databases could have yield more findings. 
Relying on various databases from a variety of specialised fields could give a more 
reliable indication of subfield preferences. Moreover, the dataset could also be 
manually checked by skimming all articles. That would possibly lead to the retrieval 
of software that was not identified with the methods described in 4.3, as many tools 
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were not in the previous existing lists (4.3.2.2.3) neither occurring near words related 
to software (4.3.2.2.2). 
Also in the sense of expanding the data for analysis, the low number of participants 
and the low variety of research fields were limitations. Although the literature has 
suggested (5.3.2.1) that five is a sufficient number for user observation, the study 
could benefit from observations with different pieces of software. The same applies 
for the software review in chapter three. On the one hand, relatively narrow scope 
limits the research to the selected tools. On the other hand, it allowed a higher level of 
detail that I would not be able to cover if I had evaluated a high number of programs. 
A more detailed analysis for performance, obtained by testing them with corpora of 
different size and language, would also take place. 
Considering the development of the tools, there are still some limitations of the two 
new features that needs addressing. Those are mainly the zoom feature in the 
Advanced Dispersion tool and the processing time in the Parlink tool. These minor 
bugs present in the first versions of the tools reflect the challenges I face when 
learning two new programming languages during my PhD. 
8.5 Future work 
Overall, both new tools would benefit from testing with different corpora and different 
users. The two tools delivered in this thesis were implemented in CQPweb version 
3.2. Because CQPweb has just gone through significant changes in its system, the first 
next step is to edit the codes so they will also work on version 3.3 the most recent 
version of CQPweb and also the version of CQPweb hosted at Lancaster University. 
This step is essential because this is possibly the installation of CQPweb with a higher 
number of users. A high number of accesses means that more users can test the newly 
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developed tools and provide feedback on their functioning. The logical and next step 
then is to address the user requirements and needs that will emerge with the use of the 
tools and undertake user acceptance study. 
I also intend to do another literature review capable of identifying more detailed 
contrasts between a wider range of disciplines and identify other possible tool needs 
or trends. I am currently considering developing a new tool for corpus lexicography, 
focusing on the different meanings a word can have in a language according to its 
variety. 
8.6 Concluding remarks 
This thesis has made a significant contribution by identifying how CL software is used 
(8.3.1) and by delivering two new tools (8.3.2). Much remains to be done (8.4), 
especially in the within the scope of software testing. But despite the limitations, I am 
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