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4Abstrakt 
Dizertaní práce se zabývá netradiními odhady diskrétního rozdlení pravdpodobnosti 
kategoriální veliiny z jejích pozorovaných hodnot. Pi odhadech se využívá gradientu 
kvazinormy tohoto rozdlení pravdpodobnosti a tzv. pímkového odhadu. Zpesnní 
gradientních odhad bylo provedeno metodou bootstrap. Teoretické výsledky jsou pro vybrané 
kvazinormy ilustrovány na konkrétních píkladech.  
Abstract 
Doctoral thesis is focused on the unconventional methods of the discrete probability estimation 
of categorical quantity from its observed values. The gradient of quasinorm and so-called line 
estimation were emlopyed for these estimations. Bootstrap method was used for the 
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61. Úvod a motivace  
Základní praktickou úlohou pi stochastickém modelování kategoriální veliiny X , která nabývá 
konen mnoha rzných hodnot *jx , 1,...,j m= , kde 2m ≥ , je odhad jejího rozdlení 
pravdpodobnosti z pozorovaných hodnot ix , 1,...,i n= , kde n m> . Pedpokládáme, že 
pozorováním   získáme statistický soubor ( )1, ..., nx x  hodnot *jx  a po jeho roztídní 

















≠  je relativní etnost 
pozorované hodnoty *jx , 1,...,j m= . Pedpoklad nenulových relativních etností snadno 
zajistíme vynecháním jim odpovídajících hodnot *jx . Jestliže oznaíme odhadované rozdlení 
pravdpodobnosti ( )1, ..., mp p=p , kde ( )*j jp P X x= =  je pravdpodobnost toho, že 
kategoriální veliina X  nabude hodnotu *jx , jedná se vlastn o odhad parametr ( )1, ..., mp p=p
multinomického rozdlení pravdpodobnosti ( )1, , ..., mM n p p  pi známém n. Jestliže byl 
statistický soubor ( )1, ..., nx x  získán výbrem s vracením a vzájemn nezávislými pozorováními 







 V této práci pedložíme jiný, v jistém smyslu pesimistický gradientní odhad ( )tp
diskrétního rozdlení náhodné veliiny, jeho vlastnosti a užití. Tento odhad je založen na pojmu 
f-divergence 
fD , která slouží k mení „vzdálenosti“ dvou diskrétních rozdlení téže dimenze. 
Pomocí f-divergence je zaveden pojem pseudonormy, respektive kvazinormy rozdlení p  jako 
„vzdálenost“ ( )0,fD p p  od rovnomrného rozdlení 0p . Jde o analogii zavedení indukované 
normy na lineárním prostoru s metrikou pomocí neutrálního prvku. Rovnomrné rozdlení 0p
bylo zvoleno proto, že má na daném pravdpodobnostním prostoru nejvtší neuritost napíklad 
ve smyslu Shannonovy entropie. Vhodný odhad rozdlení pravdpodobnosti je v práci 
realizován pomocí tzv. gradientního a pímkového odhadu. 


















p , je gradientní odhad konstruován jako rozdlení nejbližší k rovnomrnému 
rozdlení 0p , kdy test dobré shody ješt rozdlení nezamítá. Úloha vede na ešení systému 
obyejných diferenciálních rovnic 1. ádu, které jsou v práci odvozeny pro nkteré užívané 
kvazinormy. V pípad kvadratické kvazinormy je tento systém lineární a dá se analyticky ešit.  
V práci je popsán také tzv. pímkový odhad, kdy se nepohybujeme po trajektorii 
nejvtšího spádu, ale pímo po pímce vycházející z empirického rozložení etností 














p .  
Gradientní i pímkové odhady jsou dostaten vhodné pro aplikace a navíc lze zajistit 
vhodným postupem jejich asymptotickou nestrannost. V poslední kapitole je popsána metoda 
bootstrap, která je použita k zpesnní gradientních odhad. 
7Dizertaní práce souvisí s pracemi [2], [31], které jsou zameny na fitování rozdlení 
pravdpodobnosti za vedlejších momentových a obecných podmínek pomocí kvazinorem 
z pozorovaných hodnot diskrétních náhodných veliin. Tato práce se však zabývá odhady 
rozdlení pravdpodobnosti pozorovaných kategoriálních veliin [25] rovnž založených na 
kvazinormách. Pvodním impulzem studovat problematiku a aplikace kvazinorem je idea 
popsaná v práci [30].
 Výsledky prezentované v práci jsou souástí ešení grantového projektu GAR reg. . 
P403/11/2085 „Konstrukce metod pro vícefaktorové mení komplexní podnikové výkonnosti ve 
vybraném odvtví“ a výzkumného projektu AKADEMIE STING IGA_AS_03 „Podpora ízení 
podnik“ . Díve dosažené a publikované výsledky byly souástí ešení výzkumného projektu 
MŠMT eské republiky ís. 1M06047 „Centrum pro jakost a spolehlivost výroby CQR“, 
grantového projektu GAR reg. . 103/05/0292 „Optimalizace navrhování progresivních 
betonových konstrukcí”, grantového projektu GAR reg. ís. 103/08/1658 „Pokroilá 
optimalizace návrhu složených betonových konstrukcí“ a výzkumného zámru MŠMT eské 
republiky ís. MSM0021630519 „Progresivní spolehlivé a trvanlivé nosné stavební konstrukce“. 
Projekt TAR PID: TA02021449 „Systém inteligentních alarm v energetickém provozu 
jaderných elektráren“. 
82. F-divergence diskrétních rozdlení pravdpodobnosti 
Pedpokládejme, že je dán diskrétní pravdpodobnostní prostor ( ), , PΩ . Až na výjimky však 
vystaíme s diskrétním pravdpodobnostním modelem ( ),Ω p , kde p je hustota 
pravdpodobnostní míry P. Omezujeme se tedy na konený, pípadn spoetný, základní prostor 
 a −algebra Σ nehraje v našich úvahách podstatnou roli. Definice, vty a dsledky uvedené 
v tomto úvodním odstavci jsou pevzaty z [1],[27]. 
V matematické statistice mají velký význam íselné míry podobnosti (vzdálenosti) dvojic 
hustot p, q definované pomocí urité konvexní funkce ( ): ,f 0 ∞ → . Pro tyto míry se 
v literatue vžil název f-divergence a hovoí se o f-divergenci pravdpodobnostních model
( ), p , ( ),q , resp. hustot p, q nebo jim píslušných pravdpodobností P, Q. Existuje práv
jedno spojité rozšíení ( )0f , ( )f ∞  takové, že rozšíená funkce je konvexní na [ ]0, ∞  a 
( ) −∞>0f . Bez újmy na obecnosti proto pedpokládáme, že funkce f je definovaná na [ ]0, ∞ , 
striktn konvexní v 1u =  a ( ) −∞>0f . 
Vta 2.1 Existuje limita 





∗ = ∈ , 
kde * je množina reálných ísel rozšíená o nevlastní prvky −∞ a ∞ , piemž platí 


























 pro každé ( )∞∈ ,00v . 
Dsledek 2.1 Jestliže je funkce f(u) konvexní na ),0( ∞ , pak funkce )1()()(
~
fufuf −= je také 
konvexní na ),0( ∞  a 0)1(
~
=f . Jestliže je funkce f(u) striktn konvexní v 1u = , je také )(
~
uf




>∗+ ff . 
Tento dsledek nám zajišuje, že mžeme požadovat 0)1( =f  bez omezení obecnosti 
v následující definici. 
Definice 2.1 Nech funkce ( )f u  je konvexní na ),0( ∞ , striktn konvexní v 1u =  a 0)1( =f , 
f−divergencí pravdpodobnostních model ( ), p , ( ),q , resp. hustot p, q na Ω rozumíme 
funkcionál 


































0  pro všechna ( ]0,1p ∈ .  
Definice 2.2 Pravdpodobnostní modely ( ), p , ( ),q , resp. jejich hustoty p, q, jsou 
ortogonální a píšeme ⊥p q , jestliže existují takové disjunktní množiny ,E F ⊂ Ω , že  

















Následující vta vyjaduje, jak f−divergence mí podobnost pravdpodobnostních 
model. 
Vta 2.2 Pro libovolnou f-divergenci platí nerovnost 
( ) ( ) ( )0 , 0fD f f≤ ≤ + ∗p q , 
piemž ob dv rovnosti nemohou nastat souasn. Levá rovnost platí, práv když =p q  a 
pravá rovnost platí, práv když p a q  jsou ortogonální a souasn je ( ) ( ) ∞<∗+ ff 0 . 
Z vty 2.2 plyne, že pravdpodobnostní modely ( ), p  a ( ),q  jsou si podobné, jestliže 
jejich f-divergence ( , )fD p q  je blízká 0. Maximální podobnost je vlastn shoda 
pravdpodobností P a Q na téže -algebe podmnožin množiny , což nastává práv tehdy, když 
p a q jsou totožné na  . Naopak modely jsou tím více nepodobné, ím více se jejich 
f−divergence ( , )fD p q  blíží maximální hodnot ( ) ( )∗+ ff 0 . Maximáln divergentní jsou 
modely ortogonální. V tabulce 2.1 jsou uvedeny nejastji používané f-divergence. 
Tab 2.1 Pehled nejpoužívanjších f-divergencí. 
( )f u Parametr ( ) ( )0 *f f+ Oznaení ( , )fD p q
Název 
Tvar ( , )fD p q
lnu u − ∞
( ,I p q)
I-divergence





( )1,0∈β 2 ( , )Dβ p q
-divergence 
( ) ( ) 1/
x X






2/1=β 2 1/ 2
( , )D p q
Hellingerova 
vzdálenost
( ) ( )( )1/ 22 1
x X








1( , ) p q , ( , )V p q
Totální variace 
( ) ( )
x X




( )∞∈ ,1α ∞ ( , )
α p q
 - divergence
( ) ( )
( ) 1x X










2 ( , ) p q
2 - divergence








( )0,1α ∈ 1 ( , )Dα p q
-divergence
( ) ( )11
x X





( )( )11 −− αα usign
( )∞∈ ,1α ∞ ( , )Dα p q
-divergence
( )









2.1 Duální f-divergence 
Vzdálenost (metrika) dvou objekt bývá obvykle symetrickou funkcí tchto objekt. Definice f-
divergence však tuto symetrii nevyžaduje, takže f-divergence nemusí být metrika. Obecn tedy 
platí 
( , ) ( , )f fD D≠p q q p . 
V tomto odstavci ukážeme, že vzdálenost p od q  ve smyslu f-divergence mže být rovna 
vzdálenosti q od p  ve smyslu jiné F-divergence. Najdeme vztah mezi funkcemi f a F a 
ukážeme, že F spluje požadavky na tzv. generující funkci  f-divergence [2]. 





    	
, 
kde generující funkce f(u) je dvakrát diferencovatelná v ( )0,∞ . Pak   je opt F-divergencí a 
platí  
D D          . 
Dkaz: Funkce     spluje požadavky na funkci generující F-divergenci, nebo ( )1 0F =  a 










    	
,    

  . 
Po úpravách pak obdržíme D D          . 
Poznámka 2.1.1 Vzhledem k tomu, že funkce f(u) je konvexní, striktn konvexní v 1u =  a 
( )1 0f = , je pedpoklad existence druhé derivace ve vt 2.1.1. možné vypustit.





    	
, 
budeme nazývat duální k f-divergenci generovanou funkcí f . 
Poznámka 2.1.2 Duální f-divergence k duální f-divergenci je pvodní f-divergence. 
Píklad 2.1.1 Najdte generující funkce duálních F-divergencí k používaným tídám divergencí 
z tabulky 2.1. 
a)      
 
         
 
     .
b)      
	 	
	 	 
            
 
 
    
 
          .











       .
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Poznámka 2.1.3 Z píkladu 2.1.1 a tabulky 2.1 vidíme, že I-divergence       je duální 
s logaritmickou divergencí      , 

 -divergence 
      je duální s Pearsonovou divergencí 
a Hellingerova vzdálenost 	
      je duální sama se sebou. 
Poznámka 2.1.4 Duální F-divergence k symetrické f-divergenci je pvodní f-divergence.
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3. Kvazinormy a jejich vlastnosti 
Dále vycházíme z následujících pojm a vlastností popsaných ve [2], [3], [4]. 
Vta 3.1 Nech ( ), , PΩ Σ  je konený pravdpodobnostní prostor, kde P je libovolná 
pravdpodobnostní míra na Ω a ( , )fD p q  je f-divergence rozdlení (hustot) pravdpodobnosti 
( )1, ..., mp p=p , ( )1, ..., mq q=q , 1m > , z tohoto prostoru. Ozname 




















p  , integrál f-divergencí všech rozdlení p od njakého 
pevn zvoleného rozdlení q. Jestliže existuje funkce ( )V q , S∈q , a funkce 










(tj. konvergují oba uvedené integrály), dále jestliže existuje ( )jG q′  v [ ]0,1  a funkce f má 










(S je množina všech rozdlení pravdpodobnosti z ( ), , PΩ Σ  a oba integrály jsou integrály 1. 
druhu po nadploše S dimenze 1m −  v m .)  
Dkaz: Ozname 
























, tj. extrém na 
nadploše S. Funkce f je konvexní (jde o f−divergenci), takže z pedpokladu existence její druhé 
derivace je 0f ′′ ≥  v ( )0, ∞ . Protože 
( ),f j j j
j j j j
D p p p
f f
q q q q
   ∂
′= −
   
   ∂




( ) 23 0j j j j jj
j j j j j jS S
p p p p pd
G q f f dS f dS
dq q q q q q
 
     
′ ′ ′′= − = >
 
     
     
 
     
 
 
 a odtud funkce ( )jG q  je rostoucí na [ ]0,1 . Protože 
























= , 1, ,j m=  . Dále je 
( ) ( ) ( )2 2 , 0j
j k j k
V
G q
q q q q
λ∂ ∂ Λ
′= = >
∂ ∂ ∂ ∂
q q
 pro j k= , 
                    0=   pro j k≠ , 
1, ,j m=   a 1, ,k m=  . Z toho plyne, že Hessova matice funkce ( )V q  je diagonální a 










 hodnost 1, takže 






















p   je množina všech diskrétních rozdlení 
pravdpodobnosti na Ω , 1m > . Kvazinormou rozdlení S∈p  rozumíme f-divergenci 






p  a o funkci f íkáme, že generuje kvazinormu ( )0,fD p p  na 
S . 








p , které minimalizuje [3] integrál 
všech f-divergencí ( ),fD p q  na S  a má maximální entropii [26]. Platí, že 





f j j j j
j j j

















p p , 
b) ( ) ( )0 00 , ,cf fc D cD>  =p p p p , 
c) ( )0,fD p p  je nezáporná konvexní funkce na S , která je symetrická vzhledem 
k promnným 
jp , 1,...,j m= , 
d) ( )0 0, 0fD = ⇔ =p p p p . 
Dkaz plyne bezprostedn z definice 3.1. 
Vta 3.3 Nech je funkce ( )f u  konvexní na ( )0,∞ , striktn konvexní v 1u =  a ( )1 0f = , pak 
( ) ( ) ( ) ( ) ( )( )0 1 0 10 , , 1 0 ,f fD D f m m f
m
≤ ≤ = + −p p p p
kde ( ) ( ) ( )1 1,0, ,0 , 0,1,0, ,0 , , 0, ,0,1 .=p    








potom máme dokázat, že  

















   . 
Dkaz provedeme indukcí. 
1. Pro 2m =  zafixujeme 1 2u u m+ =  a máme  
( ) ( ) ( ) ( )1 2 1 1max maxf u f u f u f m u+ = + −   
( ) ( )1 1f u f m u+ −   je konvexní funkce na [ ]0, m , nabývá tedy svého maxima v jednom z 
hraniních bod, tj. Bu	 v bod 1 0u =  nebo v bod 1u m= . V obou pípadech je maximum 
shodné a to ( ) ( ) ( ) ( )1 20 0f f m f f u u+ = + +    . 
2. Pedpokládejme, že rovnost 
( ) ( ) ( ) ( )1 2 1 1max maxf u f u f u f m u+ = + −   






u m u m u
−
= =
=  = −
 
, takže  













j ju m u














































  . 
Využijeme indukního pedpokladu a z pedešlého výrazu obdržíme  












u m u m
ju m u



















    
( ) ( ) [ ] ( ) ( )( ) ( ) ( ) ( ) ( )0,2 0 max 2 0 0k ku mk f f m k f u k f f f m∈= − + − + = − + + =     














  . 
 Platí tedy  













   . 
Poznámka 3.1 Kvazinormu mžeme chápat jako míru neuritosti rozdlení p  a platí 
a) ( )0, 0fD =p p pro nejvtší neuritost, 
b) ( ) ( ) ( ) ( )( )0 1, 1 0fD f m m f
m
= + −p p  pro nejmenší neuritost. 
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Vta 3.4 Dv rzné generující funkce     mohou generovat tutéž kvazinormu.  









    generuje kvazinormu 
 







 	  	 
        	












Poznámka 3.2 Pro odhady diskrétních rozdlení pravdpodobnosti nejastji volíme 

















p p , 
b) I-divergenci ( )I p,q , z níž získáme Shannonovu kvazinormu
1 1
1 1
( , ) ln ln ln ln
m m
j j j j
j j










 0p p , 
c) 2χ -divergenci ( )2χ p,q , z níž získáme kvadratickou kvazinormu  
























0p p , 
d) G -kvazinormu
















0p p  pro { }2k +∀ ∈ − . 
Poznámka 3.3 V pípad G-kvazinormy se jedná o celou tídu kvazinorem. Generující funkce 
této kvazinormy má tvar 











, pro { }2k +∀ ∈ − . 





    	
, 
pak kvazinormu ( )0,FD p p  budeme nazývat duální kvazinormou k ( )0,fD p p . 
Vta 3.5 Pro kvazinormu ( )0,fD p p a k ní kvazinormu duální ( )0,FD p p platí 
a) ( ) ( )0 0, ,F fD D=p p p p , ( ) ( )0 0, ,f FD D=p p p p , 
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p p . 
Dkaz plyne bezprostedn z vty 2.1.1 a definic 3.1, 3.2. 
Ukázka nkterých duálních kvazinorem používaných v této práci je v tabulce 3.1.  
Tab.3.1 Tabulka vybraných duálních kvazinorem. 












































































3.1 Grafická interpretace kvazinorem 
Na obrázcích 3.1.1, 3.1.2 a 3.1.3 jsou grafy isoar nkterých kvazinorem pro m=3, tj. pro 














































 pro G-kvazinormu ( 3k = ), 









 pro kvadratickou kvazinormu. 
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Obr. 3.1.1 Hellingerova kvazinorma (vlevo), Shannonova kvazinorma (vpravo).
Obr. 3.1.2 Pearsonova kvazinorma (vlevo), G-kvazinorma (vpravo). 
18
Obr. 3.1.3 kvadratická kvazinorma
19
4 Gradientní odhad 
Idea gradientního odhadu rozdlení pravdpodobnosti p  z pozorovaných hodnot náhodné 















v jistém smyslu co nejrychleji. Tomu odpovídá vhodná minimalizace zvolené kvazinormy 
( )0,fD p p  a hledání rozdlení p  na kivce nejvtšího spádu v S , tj. kivce, jejíž tený vektor je 
kolineární s gradientem této kvazinormy. Je zejmé, že jde o úlohu, kde jsme vázáni podmínkou 
S∈p . To nás spolu s konvexností generující funkce f opravuje k následující definici [6]. 
Definice 4.1 Nech ( )0,fD p p  je kvazinorma na S . Gradientním odhadem rozdlení 











 rozumíme takové 
rozdlení pravdpodobnosti ( )t S∈p , že 
( ) ( )( )0,fd t gradD t
dt
= −p p p  pro [ )0;t∀ ∈ ∞ , 



























Vta 4.1 Jestliže funkce ( )f u , která generuje kvazinormu ( )0,fD p p  na S , má vlastnosti 
uvedené v definici 2.1 a má spojitou derivaci ( )f u′  pro ( )0;u∀ ∈ ∞ , pak existuje jediný 
gradientní odhad ( ) ( ) ( )( )1 ,..., mt p t p t=p  rozdlení pravdpodobnosti S∈p . Jeho složky 
( ) ( )1 1,..., mp t p t−  pro [ )0;t∀ ∈ ∞  jsou partikulárním ešením soustavy obyejných 
diferenciálních rovnic prvního ádu (SODR1) 



























































s poáteními podmínkami 
( ) 11 0 fp
n
= , ( ) 22 0 fp
n

















 pro [ )0;t∀ ∈ ∞ . 
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 pro [ )0;t∀ ∈ ∞  je zejm ekvivalentní 
s vektorovou rovnicí ( ) ( )( )0,fd t gradD t
dt
= −p p p  z definice 4.1. Protože generující funkce 
( )f u  má spojitou derivaci ( )f u′  ve všech bodech ( )0;u ∈ ∞ , je vektorová funkce daná 



















p   prostoru S. Z toho plyne, že tato soustava má v T jediné 
partikulární ešení, které spluje dané poátení podmínky. 
Dsledek 4.1 Jestliže má navíc generující funkce ( )f u  spojitou druhou derivaci pro 
( )0;u∀ ∈ ∞ , pak má SODR1 jediný stacionární (asymptoticky stabilní) bod [5],[28] 









a jde o bod typu uzel. 
Dkaz: Stacionární bod množiny všech ešení uvedené SODR1 je ešení ( )tp , pro které je 
( ) 0jp t′ = , 1, , 1j m= − . Protože ( ) 0f u′′ >  v okolí bodu 1u = , má soustava 



















1, , 1j m= − , pro t → ∞











+ + + =




1 2 12 1,mp p p −+ + + =








p  , což je souasn stacionární bod SODR1 z vty 4.1. Z vlastností Jacobiho 
matice této SODR1 [5],[28] plyne, že jde o stacionární bod typu uzel. 
Obecn jsou složky gradientního odhadu uvedeny ve vt 4.1. Nyní uvedeme soustavy 
diferenciálních rovnic získané pro konkrétní generující funkce. 
1. Generující funkce Hellingerovy kvazinormy a její derivace 
( )
21















SODR1 pro generující funkci Hellingerovy kvazinormy
( ) ( )( ) 11' 221 1 1 2 1( ) ( ) 1 ( ) ( ) ( )mp t mp t m p t p t p t −− −= − − − − − , 
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( ) ( )( ) 11' 222 2 1 2 1( ) ( ) 1 ( ) ( ) ( )mp t mp t m p t p t p t −− −= − − − − − , 
... 
( ) ( )( ) 11' 221 1 1 2 1( ) ( ) 1 ( ) ( ) ( )m m mp t mp t m p t p t p t −−− − −= − − − − − , 
s poáteními podmínkami 
( ) 11 0 fp
n
= , ( ) 22 0 fp
n






1 2 1( ) 1 ( ) ( ) ( )m mp t p t p t p t−= − − − − . 
2. Generující funkce Shannonovy kvazinormy a její derivace 
( ) lnf u u u= , 
( )' ln 1f u u= + . 
SODR1 pro generující funkci Shannonovy kvazinormy 
( )( ) ( )'1 1 2 1 1( ) ln 1 ( ) ( ) ( ) ln ( )mp t m p t p t p t mp t−= − − − − − , 
( )( ) ( )'2 1 2 1 2( ) ln 1 ( ) ( ) ( ) ln ( )mp t m p t p t p t mp t−= − − − − − , 
... 
( )( ) ( )' 1 1 2 1 1( ) ln 1 ( ) ( ) ( ) ln ( )m m mp t m p t p t p t mp t− − −= − − − − − , 
s poáteními podmínkami 
( ) 11 0 fp
n
= , ( ) 22 0 fp
n





a složkou  
1 2 1( ) 1 ( ) ( ) ( )m mp t p t p t p t−= − − − − . 
3. Generující funkce Pearsonovy kvazinormy a její derivace 







( ) 211f u u′ = − . 
SODR1 pro generující funkci Pearsonovy kvazinormy 
( ) ( ) 22'1 1 1 2 1( ) ( ) 1 ( ) ( ) ( )mp t mp t m p t p t p t −− −= − − − − − 
 
 , 




( ) ( ) 22' 1 1 1 2 1( ) ( ) 1 ( ) ( ) ( )m m mp t mp t m p t p t p t −−− − −= − − − − − 
 
 , 
s poáteními podmínkami 
( ) 11 0 fp
n
= , ( ) 22 0 fp
n





a složkou  
1 2 1( ) 1 ( ) ( ) ( )m mp t p t p t p t−= − − − − . 
4. Generující funkce G-kvazinormy  
22











, pro { }2k +∀ ∈ −
Generující funkce G-kvazinormy speciáln pro 3k =  a její derivace  




= + − , 
( ) ( ) 3' 2 1f u u −= − + . 
SODR1 pro generující funkci G-kvazinormy ( 3k = ) 
( ) ( ) 33' 221 1 1 2 1( ) ( ) 1 ( ) ( ) ( )mp t mp t m p t p t p t −− −= − − − − − 
 
 , 




( ) ( ) 33' 221 1 1 2 1( ) ( ) 1 ( ) ( ) ( )m m mp t mp t m p t p t p t −−− − −= − − − − − 
 
 , 
s poáteními podmínkami 
( ) 11 0 fp
n
= , ( ) 22 0 fp
n





a složkou  
1 2 1( ) 1 ( ) ( ) ( )m mp t p t p t p t−= − − − − . 
Poznámka 4.1 Gradientní odhad ( )tp  z vty 4.1 je odhad s parametrem [ )0;t ∈ ∞  rozdlení 
pravdpodobnosti p . Vhodnou hodnotu parametru [ )0 0;t ∈ ∞  pro gradientní odhad mžeme 
najít pomocí testu dobré shody. Pi použití Pearsonova testu, resp. Pitmanova – Hellingerova 




































jejíž levá strana je zvolené testové kritérium a 21 αχ −  je ( )1 α− -kvantil chí-kvadrát rozdlení 
s 1m −  stupni volnosti. Jde vlastn o nalezení takové hodnoty t, kdy ješt nezamítáme hypotézu 
o vhodnosti rozdlení ( )tp  na hladin významnosti α . Oba testy jsou pouze asymptotické a pro 
praktické použití požadujeme, aby ( )0 5jnp t >  pro 1, ,j m∀ =   [14]. 
Poznámka 4.2 Gradientní odhad ( )tp  je spojitá vektorová funkce pro [ )0;t∀ ∈ ∞  a jejím 
grafem je kivka nejvtšího spádu kvazinormy ( )0,fD p p  v S . Kvazinorma ( )( )0,fD tp p  je 
nerostoucí pro [ )0;t ∈ ∞  a 
( )( ) ( )( ) ( )( )0 0 0
1
1















p p p p p p , 
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takže se gradientní odhad ( )tp  pro rostoucí parametr [ )0;t ∈ ∞  vzdaluje po kivce nejvtšího  

















Všechny gradientní odhady ( )tp  pro [ ]00;t t∀ ∈  splují zvolené testové kritérium z poznámky 
4.1 na hladin významnosti alespo α  a gradientní odhad ( )0tp  je „nejhorší“ z tchto odhad, 
takže jej mžeme oznait jako tzv. pesimistický gradientní odhad. Gradientní odhady ( )tp  tvoí 
vzhledem ke zvolené kvazinorm ( )0,fD p p  jednoparametrickou tídu konených diskrétních 
rozdlení pravdpodobnosti s parametrem [ )0;t ∈ ∞ . 
4.1 Gradientní odhad pomocí kvadratické kvazinormy 
SODR1 ve vt 4.1 je obecn nelineární. K nalezení jejího ešení je nutno až na výjimky 
aplikovat nkterou numerickou metodu a souasn hledat takovou hodnotu parametru t, který 
vyhovuje zvolené nelineární rovnici z poznámky 4.1. K nalezení ešení nelineární SODR1 byl 
vytvoen pomocí softwaru MATLAB program Pesfit 1.0. [8]. V programu se soustava 
diferenciálních rovnic eší pomocí Rungeho-Kuttovy metody a k nalezení hodnoty t, kdy ješt
nezamítáme hypotézu o vhodnosti rozdlení ( )tp , byla užita metoda bisekce. Výjimkou, kdy 
získáme explicitn ešení dané SODR1, je kvazinorma použitá v následující vt, která vede na 
lineární SODR1 [6]. 












p p  je tzv. kvadratická 
kvazinorma. Potom složky gradientního odhadu ( ) ( ) ( )( )1 ,..., mt p t p t=p  z empirického 






 jsou pro [ )0;t∀ ∈ ∞  partikulárním ešením nehomogenní lineární 
soustavy obyejných diferenciálních rovnic prvního ádu (LSODR1) s konstantními koeficienty 
a konstantními pravými stranami 
( ) ( ) ( ) ( )1 1 2 14 2 2 2mp t mp t mp t mp t m−′ = − − − − + , 
( ) ( ) ( ) ( )2 1 2 12 4 2 2mp t mp t mp t mp t m−′ = − − − − + , 
                                                … 
                                 ( ) ( ) ( ) ( )1 1 2 12 2 4 2m mp t mp t mp t mp t m− −′ = − − − − + , 
s poáteními podmínkami 
( ) 11 0 fp
n
= , ( ) 22 0 fp
n

















 pro [ )0;t∀ ∈ ∞ . 








































p t c e c e
m
p t c e c e
m
p t c e c e
m
p t c e c e c e
m












= − − − +
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m f ff f











Dkaz: Zabývejme se nejprve pidruženou homogenní soustavou k nehomogenní LSODR1 
( ) ( ) ( ) ( )1 1 2 14 2 2 mp t mp t mp t mp t−′ = − − − − , 
( ) ( ) ( ) ( )2 1 2 12 4 2 mp t mp t mp t mp t−′ = − − − − , 
… 
( ) ( ) ( ) ( )1 1 2 12 2 4m mp t mp t mp t mp t− −′ = − − − − . 
Po substituci 2s mt= −  dostaneme homogenní soustavu, jejíž maticový zápis je 














   

, 
a ( ) ( )j jp t q mt= − , 1,..., 1j m= − . Po elementárních úpravách dostaneme charakteristický 
polynom matice A
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( ) ( ) ( )2det 1 m mλ λ λ−− = − −E A
a Jordanovu normální formu matice A 
0 0 0
0 1 1 0
0 0 0 1

















Odtud obdržíme matici vlastních vektor matice A,
1 1 0 0
1 0 1 0
1 0 0 1
















kde první sloupec odpovídá jednoduchému charakteristickému íslu mλ =  a ostatní sloupce 
( )2m − − násobnému charakteristickému íslu 1λ = . Fundamentální matice ešení homogenní 






























takže obecné ešení této soustavy je 
( ) ( )s s=q Q c , 
kde ( )T1 2 1, , ..., mc c c −=c  je matice libovolných reálných konstant. Po substituci 2s mt= −








 je partikulární ešení dané nehomogenní LSODR1. Tato nehomogenní soustava 
má vzhledem k poátením podmínkám vždy jediné partikulární ešení, takže konstanty 
1 2 1, , ..., mc c c −  pro poátení podmínky 
( ) 11 0 fp
n
= , ( ) 22 0 fp
n





jsou ešením soustavy lineárních algebraických rovnic  
( )
TT
11 21 1 10 , ,..., , , ..., m
ff f








Q c , 
což lze lehce ovit dosazením za 1 2 1, , ..., mc c c −  z tvrzení vty. Tak získáme hledané složky 
( ) ( ) ( )1 2 1, , ..., mp t p t p t−  gradientního odhadu ( )tp  a zbývající složku ( )mp t  uríme ze vztahu 











.  Složky ešení ( )sq  jsou spojité pro s∀ ∈  a poátení podmínky jsou 
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kladné, takže také všechny složky ( ) ( ) ( )1 2 1, , ..., mp t p t p t−  jsou spojité a kladné pro [ )0;t∀ ∈ ∞ . 
Pro [ )0;t∀ ∈ ∞  je 21 m te−≥ , takže 
( ) ( ) 2 2 2
11 2
2 2 21 11 0
1
m
m t m t m tm
m
ff f
fn n np t m e e e














Dsledek 4.1.1 Jestliže volíme za hodnoty parametru t  takovou posloupnost nt  v závislosti na 




= , pak složky gradientního odhadu ( ) ( ) ( )( )1 , ...,n n m nt p t p t=p








 jsou asymptoticky nestranné 
odhady složek pozorovaného rozdlení pravdpodobnosti ( )1, ..., mp p=p . 
Dkaz: Složky empirického rozdlení 
n
f
 jsou nestrannými odhady složek rozdlení p, nebo








, 1,...,j m= . Odtud jsou stední hodnoty 
( ) 1 2 11 11








( ) ( ) 1 2 2 12 2 1










( ) ( )1 2 2 11 21
m m
m










takže pro 1,..., 2j m= −
( ) ( ) ( )22 21 1 1lim lim n nm t mtj n j j
n n











pro 1j m= −
( ) ( ) ( ) ( )22 2 21 1 2 1 11lim lim n n nm t mt mtm n m m
n n











  , 
a pro j m=
( ) ( ) ( ) 221 1lim lim 1 nm tm n m
n n











4.2 Aplikace gradientních odhad  
Píklad 4.2.1 Poítaovou simulací pozorování rozdlení pravdpodobnosti 
( )0, 25;0,05;0, 25;0,10;0, 20;0,15=p
(nap. na falešné šestistnné hrací kostce) byl získán statistický soubor o rozsahu 1600. Po 
roztídní pozorovaných hodnot byl v MS Excelu vypoten gradientní odhad ( )0tp  rozdlení p 
27
pomocí kvadratické kvazinormy. Hladina významnosti byla zvolena 0,05α = . Výsledky 
uvedené v tabulce 4.2.1 a graf 4.2.1 ilustrují dobrou aproximaci rozdlení p [9].  
Tab. 4.2.1 Nasimulované a odhadnuté etnosti pomocí kvadratické 
kvazinormy. Parametr 0 0,01191148t = . 
j jf jf n ( )0jp t ( )0jnp t jp
1 419 0,261875 0,246778 394,845 0,25 
2 89 0,055625 0,067999 108,798 0,05 
3 373 0,233125 0,221857 354,972 0,25 
4 168 0,105000 0,110797 177,276 0,10 
5 328 0,205000 0,197478 315,965 0,20 
6 223 0,139375 0,155090 248,145 0,15 
Obr. 4.2.1 Skutené, vygenerované a odhadnuté etnosti.
Píklad 4.2.2 Kovový upínací pípravek byl lisován ve form, potažen lepidlem a umístn do 
lisu, aby byla vstíknuta pryž k vytvoení koneného výrobku. Pi sledování neshodnosti dávky 
výrobk byl zjištn celkový poet 314 vad v této dávce. Jednotlivé druhy vad jsou uvedeny 
v tabulce 4.2.2. Pro zjištní druh vad, které nejvíce ovlivují neshodnost výrobk byla 
provedena Paretova analýza a to z dat získaných jak ze záznam výstupní kontroly jakosti, tak 
z dat odhadnutých pomocí jednotlivých kvazinorem. Poty vad získané z výstupní kontroly a 
odhadnuté poty vad vypoítané gradientním odhadem jsou pro jednotlivé kvazinormy uvedeny 
také v tabulce 4.2.2. Výpoet byl proveden pomocí vytvoeného softwaru Pesfit 1.0. V tabulce 
4.2.3 jsou pvodní a odhadnuté procentuální kumulativní etnosti pro Paretovu analýzu [10]. 
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Tab. 4.2.2 Gradientní dhad etností vad pro jednotlivé kvazinormy. 

















128 111 126 119 116 125 
 Špatný 
 brus 
91 81 89 84 82 88 
 Dutiny 36 43 24 29 33 25 
 Škrábance 23 26 24 25 26 24 
 Neistoty 15 20 18 20 21 19 
 Jiné 12 18 17 19 19 17 
 Trhliny 9 15 16 18 17 16 
Tab. 4.2.3 Kumulativní etnosti gradientního odhadu vad.
















pilnavost 41% 35% 40% 38% 37% 40% 
Špatný 
brus 70% 61% 68% 65% 63% 68% 
Dutiny 81% 75% 76% 74% 74% 76% 
Škrábance 89% 83% 84% 82% 82% 83% 
Neistoty 93% 89% 89% 88% 89% 89% 
Jiné 97% 95% 95% 94% 95% 95% 
Trhliny 100% 100% 100% 100% 100% 100% 
Na obr. 4.2.2 je Paretv diagram pro poty vad získané z výstupní kontroly a na obr. 
4.2.3 je Paretv diagram pro odhadnuté poty vad vypoítané gradientním odhadem pomocí 
Hellingerovy kvazinormy. 
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Obr. 4.2.2 Paretv diagram pro data získaná z výstupní kontroly. 
Obr. 4.2.3 Paretv diagram pro odhadnuté poty vad vypoítané pomocí gradientního odhadu 
Hellingerovou kvazinormou.
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Pokud bychom za rozhodovací kritérium zvolili kolik píin ze všech analyzovaných 
zpsobuje 80% neshodných výrobk, pak by se mla firma pro zvýšení jakosti zamit na 
odstranní závad typu špatná pilnavost, špatný brus a výrobky s dutinami. Tyto ti vady 
zpsobují celkem 81% všech závad. Pokud bychom vycházeli z dat odhadnutých pomocí 
kvazinorem, museli bychom být ješt opatrnjší a snížit také poet vad typu škrábance. 
Píklad 4.2.3  
Agentura STEM provedla ve dnech 8. – 15. íjna 2013 na vybrané reprezentativní skupin
przkum volebních preferencí [29]. Przkumu se zúastnilo 1052 obyvatel R ve vku 18-69 let.
V tabulce 4.2.4 je zaznamenán výsledek przkumu, tj. pozorované etnosti a bodové odhady 
preferencí urené pomocí relativních etností. V téže tabulce jsou také odhady etností a odhady 
volebních preferencí vypoítané pomocí gradientního odhadu Hellingerovou kvazinormou. 
Výsledky dokládá pipojený sloupcový graf.
Tab. 4.2.4 Odhady etností a odhady volebních preferencí vypoítané pomocí gradientního 









SSD 273 25,9 221 20,98 
ANO 169 16,1 170 16,15 
KSM 140 13,3 141 13,44 
TOP 09 121 11,5 123 11,67 
ODS 91 8,6 93 8,81 
Úsvit 62 5,9 66 6,27 
KDU-SL 47 4,5 52 4,95 
PIRÁTI 33 3,1 40 3,77 
SSO 33 3,1 40 3,77 
SPOZ 27 2,6 35 3,29 
SZ 27 2,6 35 3,29 
OSTATNÍ 29 2,8 38 3,61 
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Obr. 4.2.4 Sloupcový graf preferencí 







SSD 25,9 20,98 20,45 
ANO 16,1 16,15 18,65 
KSM 13,3 13,44 14,91 
TOP 09 11,5 11,67 11,99 
ODS 8,6 8,81 7,72 
Úsvit 5,9 6,27 6,88 
KDU-SL 4,5 4,95 6,78 
PIRÁTI 3,1 3,77 2,66 
SSO 3,1 3,77 2,46 
SPOZ 2,6 3,29 1,51 
SZ 2,6 3,29 3,19 
OSTATNÍ 2,8 3,61 2,80 
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5. Pímkový odhad 
Vhodný odhad ( ) ( ) ( )( )1 ,..., mt p t p t=p  rozdlení pravdpodobnosti p  z pozorovaných hodnot 















p   najít tak, že se nebudeme 
pohybovat po kivce nejvtšího spádu, ale po pímce vycházející z empirického rozložení 















Definice 5.1 Pímkovým odhadem rozdlení pravdpodobnosti S∈p  z empirického rozdlení 
1 1 1,..., ,...,m
ff







 rozumíme takové rozdlení ( ) ( ) ( )( )1 ,..., mt p t p t S= ∈p , že 






, t T∈ , 1,..., ,j m=
kde T je taková podmnožina  , aby ( ) [ ]0,1jp t ∈  pro 1,..., .j m∀ =
























 a 0p , speciáln ( )0 jj fp
n
=  a ( ) 11jp
m
=  pro 1,..., .j m∀ =   
Poznámka 5.2 Pímkový odhad je stejn jako gradientní odhad odhad s jedním parametrem. 
Vhodnou hodnotu parametru 0t  mžeme najít pomocí testu dobré shody. Pi použití Pearsonova 




































jejíž levá strana je zvolené testové kritérium a 21 αχ −  je ( )1 α− -kvantil chí-kvadrát rozdlení s 
1m −  stupni volnosti. Jde vlastn o nalezení takové hodnoty t, kdy ješt nezamítáme hypotézu o 
vhodnosti rozdlení ( )tp  na hladin významnosti α . Oba testy jsou pouze asymptotické a pro 
praktické použití požadujeme, aby ( )0 5jnp t >  pro 1, ,j m∀ =  . 











, piemž [ )0,c ∈ ∞  a 1,...,j m= . 
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, pro t T∈ , kde T je taková 
podmnožina  , aby ( ) 0jp t ≥  pro 1,..., .j m∀ =  Rovnici pepišme do tvaru 
( ) ( ) 11jj fp t t t
n m



























Poznámka 5.3 U pímkového odhadu si mžeme vybrat, zda budeme z pozorovaných hodnot 
náhodné veliiny X  hledat tzv. pesimistický odhad ( ) ( ) ( )( )0 1 0 0,..., mt p t p t=p , nebo naopak 
odhad nejvíce vzdálený od rovnomrného rozdlení 0p  ležící na hranici zamítnutí testu dobré 
shody. Takovému odhadu odpovídají záporné hodnoty parametru t a budeme ho nazývat 
optimistický odhad. Podobn mžeme postupovat pi gradientním odhadu z kapitoly 4. 
Píklad 5.1 
Ilustraní píklad pímkového odhadu pro 2m = . 









































Po dosazení pravdpodobností 1 2( ), ( )p t p t  do Pearsonova testu dostaneme rovnici 
( )22 1 21
1








f fn f f
t t






− − − =
 
















1 1 1 1
2 2 4 2
0
2 2 2 2 2
f n nf f
n
f nt f t n f nt f t
αχ −
− +
+ − − =
+ − − − +
. 
Z pedchozího vztahu dostaneme kvadratickou rovnici vzhledem k hledanému parametru t
( ) ( )2 3 2 2 2 2 2 2 2 2 2 2 2 21 1 1 1 1 1 1 1 1 1 1 1
2 2 2
1 1 1 1
4 4 4 4 8 8 2
4 4 0.
t n n f nf n nf f t nf f n
f nf
α α α α α α
α α
χ χ χ χ χ χ
χ χ
− − − − − −
− −
− + + − + + − − +
+ − =
Nyní dosadíme do rovnice konkrétní hodnoty. Uvažujme napíklad falešnou kostku, na které 
nám ze sta pokus padlo pouze ticetkrát sudé íslo. Pak 
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100n = , 
                                                                      1 30f = , 
2
1 3,8415αχ −  . 
Po dosazení má kvadratická rovnice tvar 
2166146,3285 12292,6571 32268,22484 0t t− − = . 

ešení kvadratické rovnice 
1 0,4792t = , 
2 0,4053t = − . 
Odhad vypoítaný pro parametr 1t
1 0,3958p = , 
2 0,6042p = . 
Obr. 5.1 Sloupcový graf etností pro falešnou kostku 
Vypoítaný parametr 2 0t < . Jde o optimistický pímkový odhad, kdy hledáme odhad 
nejvzdálenjší od rovnomrného rozdlení 0p  ležící na hranici zamítnutí testu dobré shody. 
Odhad vypoítaný pro parametr 2t
1 0,2189p = , 
2 0,7811p = . 
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Obr. 5.2 Sloupcový graf etností pro falešnou kostku, pohybujeme-li se smrem od 
rovnomrného rozdlení 
Píklad 5.2 V tabulce 5.1 je uveden poet manželství v eské republice, která nevydržela ani 
jeden rok [19]. Vypoítaný je odhad etností rozvod pomocí jednotlivých kavazinorem a 
pímkového odhadu. U pímkového odhadu jsou uvedeny oba dva typy. Jak odhad pesimistický 
blížící se k rovnomrnému rozdlení, tak odhad optimistický. Uvedena je také kritická hodnota 
parametru 0t , kdy ješt nezamítáme vhodnost daného rozdlení na hladin významnosti 
0,05α = . 
Tab 5.1 Skutené a odhadnuté poty manželství v R, která nevydržela ani jeden rok.
Rok 2012 2011 2010 2009 2008 2007 2006 

Skutené etnosti 204 235 254 158 277 341 307 0 
Kvadratická 
kvazinorma 
220 244 259 183 277 328 264 0,0379 
Pearsonova 
kvazinorma 
217 241 257 185 277 336 263 0,0383 
Hellingerova 
kvazinorma 
218 243 258 184 277 332 263 0,0675 
Shannonova 
kvazinorma 
219 243 259 184 277 331 263 0,0541 
G-kvazinorma 
( 4 / 3k = )  
218 243 258 184 277 333 263 0,0535 
Pímkový odhad 
optimistický 
188 229 254 127 285 369 324 0,3263 
Pímkový odhad 
pesimistický 
222 242 254 193 269 309 288 0,3609 
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6. Gradientní a pímkové odhady na kontingenních tabulkách 
Pojmy uvedené v definici 6.1 a tabulky 6.1, 6.2 jsou pevzaty z [13]. 
Definice 6.1 Nech náhodný vektor     má diskrétní rozdlení, piemž veliina
nabývá hodnot    a veliina   nabývá hodnot   ,  
















Pedpokládejme, že se uskutenil náhodný výbr o rozsahu   z tohoto rozdlení. Nech   je 
poet tch pípad, kdy se ve výbru vyskytla dvojice    . Matici    pak nazveme 
kontingenní tabulka a ísla   a  marginální etnosti (viz. Tabulka 6.1). 
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  . ísla 	  a 	  se nazývají 
marginální pravdpodobnosti, rozdlení pravdpodobnosti vektoru   zapisujeme maticí (viz. 
Tabulka 6.2). 















 	                               	 1 
Poznámka 6.1 Náhodné veliiny   mají sdružené multinomické rozdlení s parametrem   a 
s pravdpodobnostmi 	 . 
Poznámka 6.2 Náhodný vektor   reprezentuje náhodný výbr pi   pozorováních 
dvourozmrné kategoriální veliiny    , kde   nabývá   rzných kvalitativních hodnot a B
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nabývá  rzných kvalitativních hodnot.     má simultání rozdlení (matici) 
pravdpodobností ( ) { } { },
1 1












p S   . Odhady 
pravdpodobností ijp  z pozorovaných etností ijf  mžeme najít pomocí následujícího 
gradientního odhadu (analogie definice 4.1). 
  







p  . Gradientním odhadem 
rozdlení pravdpodobnosti S∈p  z empirického rozdlení etností ijf  z tabulky 6.1 rozumíme 
takové rozdlení pravdpodobnosti ( )t S∈p , že  
( ) ( )( )0,fd t gradD t
dt
= −p p p  pro [ )0;t∀ ∈ ∞ , 







V pípad, že 
1ijf
n rs






p   pro ∀ [ )0;t ∈ ∞ . 
Vta 6.1 Jestliže funkce ( )f u , která generuje kvazinormu ( )0,fD p p  na S , má vlastnosti 
uvedené v definici 2.1 a má spojitou derivaci ( )f u′  pro ( )0;u∀ ∈ ∞ , pak existuje jediný 
gradientní odhad ( ) ( ) ( ) ( )( )11 ,..., ,...,ij rst p t p t p t=p  rozdlení pravdpodobnosti S∈p . Jeho 
složky ( )ijp t , ( ) { } { } ( ){ }, 1,…, 1,…, ,i j r s r s∈ × − , jsou pro [ )0;t∀ ∈ ∞  partikulárním ešením 
soustavy obyejných diferenciálních rovnic prvního ádu (SODR1) 
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i j r s






Dkaz je totožný s dkazem vty 4.1. 
Poznámka 6.3 Pro kvadratickou kvazinormu dostaneme explicitní ešení SODR z vty 6.1 ve 
tvaru 
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( ) 2 22 211 11 12 1r s t rstp t c e c e
rs
− −
= + + , 
( ) 2 22 212 11 13 1r s t rstp t c e c e
rs
− −
= + + , 
... 




= + + , 
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( ) ( ) 2 22111 r s trsp t rs c e−= − − . 
Poznámka 6.4 Pímkový odhad S∈p  z empirického rozdlení z tabulky 6.1 definujeme 
podobn jako pímkový odhad z definice 5.1: 






, t T∈ , 1,...,i r= , 1,...,j s= , 
kde T je taková podmnožina  , aby ( ) [ ]0,1ijp t ∈  pro ∀ 1,...,i r= , 1,...,j s= . 
V pípad, že 
1ijf
n rs






  pro ∀ [ )0;t ∈ ∞ . 
Poznámka 6.5 Vhodné hodnoty parametr 
 pro gradientní i pímkový odhad stanovíme 
pomocí Pearsonova nebo Pittmanova-Hellingerova testového kritéria stejn jako v kapitolách 4 a 
5. 





   
 







   , 
jejíž levá strana je zvolené testové kritérium a 21 αχ −  je ( )1 α− -kvantil chí-kvadrát rozdlení 
s 1rs −  stupni volnosti. Oba testy jsou pouze asymptotické a pro praktické použití požadujeme, 
aby ( )0 5ijnp t >  pro ∀ 1,...,i r= , 1,...,j s= .  
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Pi zpracování dat se nejastji setkáváme s testováním statistické hypotézy, že náhodné 
veliiny a   jsou na sob nezávislé. Využijeme-li gradientního odhadu, mžeme hledat odhad 
pravdpodobností 	 , respektive etností   za uritých vstupních podmínek. Zjistíme-li, 
napíklad, že pro náhodné veliiny  ,   hypotézu o nezávislosti nezamítáme, budeme hledat 
odhad takový, abychom nezamítli hypotézu o nezávislosti a zárove vhodnosti daného rozdlení. 
Další možností je hledat rozdlení, které je svázáno s pvodním rozdlením pes marginální 
ádkové i sloupcové pravdpodobnosti. 
Poznámka 6.6 Gradientním odhadem se piblížíme po kivce nejvtšího spádu k rovnomrnému 
rozdlení, pro které máme nezávislost zaruenou. 
6.1 Píklady užití gradientních odhad na kontingenní tabulky 
Píklad 6.1.1 U 125 student VUT byl hodnocen dojem, jaký mají studenti po napsání 
závreného testu z pedmtu Aplikovaná statistika a plánování experimentu. Výsledky 
experimentu jsou zaznamenány v tabulce 6.1.1 i s výsledným hodnocením zkoušky. Pomocí 
kvadratické kvazinormy a pímkového odhadu najdte „pesimistický“ odhad etností. Na 
asymptotické hladin významnosti 0,05 otestujte hypotézu, že výsledek testu (zkoušky) nezávisí 
na dojmu student po napsání testu a ovte, že odhadnuté etnosti splují pvodní pedpoklad 
nezávislosti (závislosti). Gradientní odhad kvadratickou kvazinormou i pímkový odhad byly 
vypoteny pomocí ešitele v MS Excelu. 





ano 19 13 32 
ne 37 56 93 
 56 69 125 








ano 24 20 44 
ne 39 42 81 
 63 62 125 
Tab. 6.1.3 Pímkový odhad, parametr   





ano 25 21 46 
ne 34 45 79 
 59 66 125 
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Jedná se o typolní tabulku, mžeme tedy k testování hypotézy o nezávislosti užít 
charakteristiku OR, tzv. podíl šancí. V prvním pípad obdržíme interval spolehlivosti 
  , pro odhad kvadratickou kvazinormou dostaneme interval  
 
  a pro 
pímkový odhad    . Ve všech pípadech zahrne interval spolehlivosti jedniku, 
nezamítáme tedy na hladin významnosti 0,05 hypotézu o nezávislosti výsledku zkoušky na 
dojmu studenta. Hypotézu na hladin významnosti 0,05 nezamítáme ani v pípad, použijeme-li 
2χ -test. V tomto pípad je pro skutené etnosti hodnota 
     , pro kvadratickou 
kvazinormu je hodnota 
      a pro pímkový odhad 
     . 
Píklad 6.1.2 V severozápadním Skotsku byla provedena studie, která mla prokázat, zda je 
procentuální zastoupení krevních skupin na celém území homogenní i nikoli. Výsledky 
pozorování pevzaté ze sbírky Osborn (1979), která je citována v [13], jsou uvedeny v tabulce 
6.1.4. 
Tab. 6.1.4 Tabulka etností zastoupení krevních skupin v jednotlivých oblastech. 
Krevní skupina 
Oblast 
A B 0 AB celkem 
Eskade 33 6 56 5 100 
Annandale 54 14 52 5 125 
Nithsdale 98 35 115 5 253 
Celkem 185 55 223 15 478 
Budeme testovat hypotézu, že rozdlení krevních skupin je ve všech tech oblastech 
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   . Hypotézu zamítáme na asymptotické 




      . Nebo

    a  
  
  , 
hypotézu nezamítáme [13]. 
Nyní vypoítáme „pesimistický” odhad pomocí kvadratické kvazinormy (výsledky jsou 
uvedeny v tabulce 6.1.5) a otestujeme nezávislost. Výpoty byly provedeny pomocí 
ešitele 
v MS Excelu. 
Tab. 6.1.5 Odhad pomocí kvadratické kvazinormy, parametr  
  . 
Krevní skupina 
Oblast 
A B 0 AB celkem 
Eskade 32 7 53 6 98 
Annandale 51 14 49 6 120 
Nithsdale 92 33 108 27 260 
Celkem 175 54 210 39 478 
Hypotézu, že rozdlení krevních skupin je ve všech tech oblastech stejné na hladin
významnosti    nezamítáme, nebo 
  
    a zárove nezamítáme 
hypotézu o vhodnosti nalezeného rozdlení. 
Nyní provedeme opt odhad pomocí kvadratické kvazinormy a pidáme požadavek na 
marginální etnosti. Poet stup volnosti bude tedy 2rs − . Odhadnuté etnosti jsou uvedeny 
v tabulkách 6.1.6.- 6.1.9. 
41
Tab. 6.1.6 Odhad pomocí kvadratické kvazinormy za požadavku, aby v oblasti Eskade bylo 
vybráno 100 osob. Parametr 

  . 
Krevní skupina 
Oblast 
A B 0 AB celkem 
Eskade 33 6 56 5 100 
Annandale 53 14 52 5 124 
Nithsdale 97 35 114 8 254 
Celkem 183 55 222 18 478 
Hypotézu, že rozdlení krevních skupin je ve všech tech oblastech stejné na hladin
významnosti    nezamítáme, nebo 
  
   . V tomto pípad již nejde o 
odhad pesimistický, ale našli jsme rozdlení, pro které nezamítáme hypotézu o vhodnosti 
nalezeného rozdlení ( 
 
    ) a které spluje požadavek na marginální 
etnost. Skutenost, že nezamítáme hypotézu o vhodnosti nalezeného rozdlení, snadno poznáme 
také ze skutenosti, že parametr 

   je výrazn menší, než jeho kritická hodnota 

uvedená v tabulce 6.1.5. 
Tab. 6.1.7 Odhad pomocí kvadratické kvazinormy za požadavku, aby v oblasti Annandale bylo 
vybráno práv 125 osob. Parametr 

  . 
Krevní skupina 
Oblast 
A B 0 AB celkem 
Eskade 33 6 55 5 99 
Annandale 54 14 52 5 125 
Nithsdale 98 35 114 7 254 
Celkem 184 55 222 17 478 
Hypotézu, že rozdlení krevních skupin je ve všech tech oblastech stejné na hladin
významnosti    nezamítáme, nebo 
  
   . Hypotézu o vhodnosti 
nalezeného rozdlení nezamítáme, 
     . 
Pokud provedeme odhad pomocí kvadratické kvazinormy za požadavku, aby v oblasti 
Nithsdale bylo vybráno práv 253 osob, pak je parametr t roven tém nule a dostaneme pvodní 
etnosti. V pípad, že bychom pipustili ešení, kdy na hladin významnosti  
zamítáme hypotézu o vhodnosti rozdlení, dostaneme etnosti uvedené v tabulce 6.1.8. 
Tab. 6.1.8 Odhad pomocí kvadratické kvazinormy za požadavku, aby v oblasti Nithsdale bylo 
vybráno práv 253 osob. Parametr 

  , 
 
    . 
Krevní skupina 
Oblast 
A B 0 AB celkem 
Eskade 32 10 50 10 102 
Annandale 49 17 47 10 123 
Nithsdale 84 34 98 37 253 
Celkem 165 61 195 57 478 
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Stejn tak, jak jsme kladli podmínky na marginální etnosti pro jednotlivé oblasti, 
mžeme klást požadavky na zkoumaný poet lidí s uritou krevní skupinou. Napíklad budeme 
hledat rozdlení takové, aby bylo vybráno práv 55 lidí s krevní skupinou B. Výsledky jsou 
uvedeny v tabulce 6.1.9. 
Tab. 6.1.9 Odhad pomocí kvadratické kvazinormy za požadavku, že lidí s krevní skupinou B 
bylo vybráno práv 55. Parametr 

  .  
Krevní skupina 
Oblast 
A B 0 AB celkem 
Eskade 32 7 53 6 98 
Annandale 52 14 50 5 121 
Nithsdale 93 34 109 23 259 
Celkem 177 55 212 34 478 
Hypotézu, že rozdlení krevních skupin je ve všech tech oblastech stejné na hladin
významnosti    nezamítáme, nebo 
  
   . Stejn tak nezamítáme 
hypotézu o vhodnosti nalezeného rozdlení, 
     . 
Píklad 6.1.3 
U 130 uchaze o zamstnání bylo sledováno, zda byli pijati do zamstnání i nikoliv 
v závislosti na jejich pohlaví. Výsledky przkumu jsou uvedeny v tabulce 6.1.10. Pomocí 
pímkových odhad (pesimistický, optimistický ) byl nalezen závislý i nezávislý odhad tohoto 
rozdlení pravdpodobnosti. Výpoty byly provedeny pomocí 
ešitele v MS Excelu. 
Tab. 6.1.10 Tabulka pvodních etností. 
zamstnavatel A muž žena 
pijati 20 13 
nepijati 39 58 
Jedná se o typolní tabulku, je tedy možné k testování hypotézy o nezávislosti použít 
opt tzv. podíl šancí. Hypotézu o nezávislosti na asymptotické hladin 0,05  zamítáme, interval 
spolehlivosti ( )1,0202;5,1312  neobsahuje jedniku. Stejn tak hypotézu zamítáme i v pípad, že 
použijeme 2χ -test, protože 
 
    . 
Nyní najdeme odhad, kdy hypotézu o nezávislosti nezamítneme. K výpotu použijeme 
pímkový odhad. Výsledky jsou uvedeny v tabulce 6.1.11. 
Tab. 6.1.11 etnosti vypoítané pomocí pímkového odhadu, 0 0,44928t = . 
zamstnavatel A muž žena 
pijati 26 22 
nepijati 36 47 
Pro pímkový odhad dostaneme interval spolehlivosti ( )0,7406;3,1135  a pro 2χ -test, 
platí 
     . Hypotézu o nezávislosti tedy na asymptotické hladin 0,05 nezamítáme. 
Pomocí modifikovaného pímkového odhadu je možné najít ešení, které spluje pvodní 
pedpoklad, tedy ešení, kdy hypotézu o nezávislosti zamítneme. Odhadnuté etnosti jsou 
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uvedeny v tabulce 6.1.12. Interval spolehlivosti je v tomto pípad ( )1, 4292;10,1259  a pro 2χ -
test platí 
     .  
Tab. 6.1.12 etnosti vypoítané pomocí modifikovaného pímkového odhadu, 0 0,319136t = − . 
zamstnavatel A muž žena 
pijati 16 7 
nepijati 41 66 
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7. Nová tída kvazinorem  
V této kapitole odvodíme z tzv. Cressie-Readovy statistiky [15] celou tídu f-divergencí vedoucí 
na asymptotický chí-kvadrát test. Pro odvozenou kvazinormu ukážeme jistou analogii s G-
kvazinormou a zbývajícími dosud používanými kvazinormami a odvodíme kvazinormu k ní 
duální. 
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  ,
má asymptoticky chí-kvadrát rozdlení s 1m − stupni volnosti pro všechna λ . 
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Poznámka 7.1 Z  tídy Cressie-Readových statistik je možné vzhledem k λ  odvodit tídu f-
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     . 
Speciáln pro 0λ =  a 1λ = −
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Definice 7.1 Kvazinormu  























0p p  pro       ,
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
   , 
budeme nazývat Cressie-Readova kvazinorma. 
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pro      ,
speciáln pro 0λ =
( ) ( )lnf u u= −
a pro 1λ = −
( ) ( )lnf u u u= .
Poznámka 7.3 Složky gradientního odhadu ( ) ( ) ( )( )1 1,..., mt p t p t−=p  pro     
získané pomocí Cressie-Readovy kvazinormy jsou podle vty 4.1 partikulárním ešením 
soustavy obyejných diferenciálních rovnic 
           
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 , 
speciáln pro 0λ =
( ) ( ) 11'1 1 1 2 1( ) ( ) 1 ( ) ( ) ( )mp t mp t m p t p t p t −− −= − − − − − 
 
 , 




( ) ( ) 11' 1 1 1 2 1( ) ( ) 1 ( ) ( ) ( )m m mp t mp t m p t p t p t −−− − −= − − − − − 
 

a pro 1λ = −
( )( ) ( )'1 1 2 1 1( ) ln 1 ( ) ( ) ( ) ln ( )mp t m p t p t p t mp t−= − − − − − , 
( )( ) ( )'2 1 2 1 2( ) ln 1 ( ) ( ) ( ) ln ( )mp t m p t p t p t mp t−= − − − − − , 
... 
( )( ) ( )' 1 1 2 1 1( ) ln 1 ( ) ( ) ( ) ln ( )m m mp t m p t p t p t mp t− − −= − − − − − , 
s poáteními podmínkami 


















a složkou  
        
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Poznámka 7.4 Cressie-Readova kvazinorma zahrnuje všechny naše popsané kvazinormy. 




    Hellingerovu 
47
kvazinormu a pro 
    kvadratickou kvazinormu. V pípad, že 1λ = −  obdržíme 
Shannonovu kvazinormu a pro 0λ =  duální kvazinormu k Shannonov kvazinorm. 
Vta 7.2 Cressie-Readova kvazinorma je až na násobek totožná s G-kvazinormou. 
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 , má generující funkce G-kvazinormy tvar  
      

  , pro    , 








     	
pro       . 
Poznámka 7.5 Využijeme-li definici 2.1.1, pak duální kvazinorma ke Cressie-Readov























0p p je 












0p p  pro       , 
speciáln pro 0λ =
( ) ( )lnF u u u=
a pro 1λ = −
( ) ( )lnF u u= − .
Vta 7.3 Cressie-Readova kvazinorma tvoí uzavenou tídu kvazinorem vzhledem k dualit. 
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0p p  pro 























0p p  substitucí 1λ λ→ − − . 
speciáln pro 0λ =  je ( ) ( ) ( ), ln , lnf FCR u CR u u= −  =0 0p p p p , což je Cressie-Readova 
kvazinorma pro 1λ = − . 
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8. Porovnání kvazinorem 
Pro praxi je užitené najít kritéria pro výbr nejvhodnjší kvazinormy, respektive generující 
funkce    . Jednou z možností je vybrat kvazinormu, která nejrychleji konverguje ke 
hledanému rozdlení pravdpodobnosti, tedy tu, která je „nejstrmjší“. Musíme však respektovat 
tvrzení b) z vty 3.2, tj. že generující funkce     a    , kde   , 1c ≠  je konstanta, 
definují dv kvazinormy lišící se pouze násobkem c. Aby byly kvazinormy mezi sebou 
porovnatelné, podlíme vždy  kvazinormu 






, pokud její 
maximum existuje. Maximum N nabývá kvazinorma 
fD  podle vty 3.2 v bodech 1 =p
( ) ( ) ( )1,0, ,0 , 0,1,0, ,0 , , 0, ,0,1=     . Takto normovaná kvazinorma má maximum rovno 
jedné.  Vzhledem k tomu, že Cressie-Readova kvazinorma ( ),fCR 0p p zahrnuje všechny dosud 
uvedené kvazinormy, použijeme ji k jejich porovnání. V úvahu budeme brát pouze 0λ < , 
protože v opaném pípad se jedná o neohranienou funkci.  
Speciáln pro 
   si mžeme vykreslit hodnoty píslušné normované kvazinormy 
v závislosti na 	 . Jak je vidt z obrázku 8.1, ze zobrazených kvazinorem je nejstrmjší 
kvadratická kvazinorma ( 2λ = − ) a nejmén strmá kvazinorma pro 0,3λ = − . V nkterých 
pípadech si však nemusíme být jisti, napíklad porovnáváme-li 8λ = −  a 0,5λ = − . V takovém 
pípad je vhodné spoítat plochu pod kvazinormou. ím bude plocha vtší, tím je kvazinorma 
strmjší. Pro vyšší dimenze je nutné odvodit objem DV m-rozmrného tlesa ohranieného 
kvazinormou 
fD  a simplexem S .  
Obr.8.1 Graf závislosti hodnoty Cressie-Readovy kvazinormy na 1p  pro vybraná λ . 
Vta 8.1 Pro Cressie-Readovu kvazinormu, kde      , je 
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Dkaz: Uvažujme Cressie-Readovu kvazinormu vedoucí na asymptotický chí-kvadrát test 























0p p  s generující funkcí    
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. Pro 0λ >  je Cressie-Readova kvazinorma neohraniená funkce a porovnání 
pes objemy není možné.
Definice 8.1 Mírou strmosti kvazinormy
fD  rozumíme íslo 
DV
N
, kde DV  je objem m-
rozmrného tlesa ohranieného kvazinormou 






















Poznámka 8.2 Konkrétn pro Cressie-Readovu kvazinormu, kde 
1
2
λ = −  (Hellingerova 
kvazinorma), je 










        	
a 
( )1 24 1N m −= − . 
Pro 
    (kvadratická kvazinorma) je 















N m= − . 
V  tabulce 8.1 je vyíslený podíl 


 pro vybraná λ  Cressie-Readovy kvazinormy a dimenzi m. 
Z tabulky je zejmé, že pro 6m <  je vhodné volit 2λ = − , tedy kvadratickou kvazinormu a pro 
   je již vhodnjší volit    , tedy Hellingerovu kvazinormu. Nejvtší hodnoty podílu 
jsou pro jednotlivá m v tabulce zvýraznny modrou barvou, naopak nejmenší hodnoty barvou 
ervenou. 
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Tab 8.1 Hodnoty podílu 


pro vybraná λ  Cressie-Readovy kvazinormy a dimenzi m. 
m 
lambda 2 3 4 5 6 9 12 
-0,2 0,10044 0,04811 0,01563 3,841E-03 7,585E-04 2,204E-06 2,196E-09 
-0,5 0,19526 0,09019 0,02857 6,887E-03 1,340E-03 3,772E-06 3,680E-09 
-2 0,33333 0,12500 0,03333 6,944E-03 1,190E-03 2,480E-06 1,927E-09 
-5 0,28889 0,06607 0,01130 1,589E-03 1,921E-04 1,697E-07 6,762E-11 
-10 0,18022 0,02270 0,00233 2,081E-04 1,665E-05 5,101E-09 8,523E-13 
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9. Bootstrapové intervalové odhady 
Pokud neznáme rozdlení pravdpodobnosti náhodné veliiny X, není k dispozici intervalový 
odhad jejího parametru θ , nechceme nebo nemžeme aplikovat asymptotické odhady, napíklad 
pro malý rozsah výbru, pak je možné nahradit statistický soubor pozorovaných hodnot novým 
bootstrapovým souborem. Ten získáme ze souboru pvodního náhodným výbrem s opakováním 
(s vracením). Prezentované pojmy a postupy jsou pevzaty z [16], [17]. 
Definice 9.1 Ze statistického souboru pozorovaných hodnot ( )1, , nx x  náhodného výbru 
( )1, , nX X  vytvoíme nový statistický soubor ( )* *1 , , nx x  náhodným výbrem hodnot ix
s opakováním (s vracením). Takto získaný náhodný výbr se nazývá bootstrapový výbr, resp. 
bootstrapový soubor.
Poznámka 9.1 Pi odhadu stední kvadratické chyby, rozptylu, smrodatné odchylky a 
vychýlení odhadu θˆ  parametru θ  rozdlení pravdpodobnosti náhodné veliiny X postupujeme 
následovn [17]. 
1. Z pozorovaných hodnot ( )1, , nx x  náhodného výbru ( )1, , nX X  vypoítáme odhad θˆ
parametru θ . 
2. Realizujeme B náhodných bootstrapových výbr o rozsahu n z pozorovaných hodnot 
( )1, , nx x .  
3. Pro každý bootstrapový výbr vypoítáme odhad parametru θ  a oznaíme jej ,bˆ iθ , kde 
1, ,i B=  . 

























1 1ˆ ˆ ˆˆ
1
B B














bootstrapovým odhadem smrodatné odchylky ( )ˆσ θ  je 
( ) ( )ˆ ˆˆˆ
b b
Dσ θ θ= , 















Poznámka 9.4 Odhad θˆ  získaný z pvodního statistického souboru ( )1, , nx x  je bodovým  
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Pomocí bootstrapových výbr získáme bootstrapové intervalové odhady se spolehlivostí 
1 α−  stední hodnoty, rozptylu a smrodatné odchylky náhodné veliiny X. 
Poznámka 9.5 Nech x  je aritmetický prmr a 2s  je rozptyl pvodního statistického souboru 
( )1, nx x , ,b ix  je aritmetický prmr a 2,b is  je rozptyl statistického souboru z i-tého 
bootstrapového výbru, 1, ,i B=  , pak 
1. Bootstrapový intervalový odhad stední hodnoty ( )E X  se spolehlivostí 1 α−  je





















= − , 1, ,i B=  . 
2. Bootstrapový intervalový odhad rozptylu ( )D X  se spolehlivostí 1 α−  je 
2 2
2 2


















χ = , 1, ,i B=  . 
3. Bootstrapový intervalový odhad smrodatné odchylky ( )Xσ  se spolehlivostí 1 α−
obdržíme z odhadu ( )D X  pomocí odmocniny. 
Existuje ada dalších zpsob stanovení intervalových odhad parametr založených na 
bootstrapových výbrech [16], [17]. Mimo uvedených oboustranných intervalových odhad se 
používají dle poteby také jednostranné bootstrapové intervalové odhady. 
Pedchozí kapitoly byly vnovány speciálním typm bodových odhad diskrétního 
rozdlení pravdpodobnosti (gradientní a pímkový odhad). Jednou z možností, jak získat 
odhady intervalové, je použití metody bootstrap. V programovacím jazyce C++ byl vytvoen 
program Shine bootstrap [20], který umožuje vygenerovat bootstrapové výbry a následn
spoítat odhad rozdlení pravdpodobnosti z tchto bootstrapových soubor pomocí kvadratické 
kvazinormy. Nyní uvedeme dva píklady kategoriálních veliin, u nichž pedvedeme získání 
intervalových odhad jejich rozdlení pravdpodobnosti s využitím programu Shine bootstrap 
[20]. Bootstrapové odhady rozdlení pravdpodobnosti byly ásten publikovány v [18]. 
Píklad 9.1 Kovový upínací pípravek byl lisován ve form, potažen lepidlem a umístn do lisu, 
kde byla vstíknuta pryž k vytvoení koneného výrobku. Pi sledování neshodnosti dávky 
výrobk byl zjištn celkový poet 314 vad v této dávce. Odhadnuté poty vad pro jednotlivé 
kvazinormy i výsledky Paretovy analýzy jsou již uvedeny v píkladu 4.2.2. Z dvodu 
nedostateného potu pozorování bylo pomocí programu Shine Bootstrap [20] vygenerováno 
tisíc bootstrapových výbr a z každého výbru spoítán odhad pomocí kvadratické kvazinormy 
(tisíc odhad pro každý typ vady). Každý bootstrapový výbr byl stejného rozsahu, jako pvodní 
soubor, tedy 314n = . V tabulce 9.1 jsou spoítány charakteristiky odhadnutých parametr pro 
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jednotlivé typy vad, které byly vypoítány z bootstrapových soubor. V tabulce 9.2 je zapsán 
bootstrapový odhad stední hodnoty a rozptylu pravdpodobnosti 
jp 1,...,j m=  dle vztah
uvedených  v poznámce 9.2. Spolehlivost byla zvolena 0,95 . Jako prmrná hodnota x  byl 
volen odhad pravdpodobností 
jp  kvadratickou kvazinormou skuteného (pvodního) 
statistického souboru. Podobn za 2s  byl dosazen rozptyl tohoto odhadnutého souboru. 
V tabulce 9.3 jsou zapsány skutené etnosti jednotlivých vad, prmrný odhad etností 
kvadratickou kvazinormou a bootstrapový intervalový odhad etností. 
  
Tab. 9.1 Charakteristiky odhadnutých parametr kvadratickou kvazinormou, které byly 
vypoítány z tisíce bootstrapových výbr. 




Špatná pilnavost 0,371504 0,372358 0,372358 0,291666 0,000761 0,027584 
Špatný brus 0,274932 0,274172 0,274172 0,199755 0,000559 0,023639 
Dutiny 0,109539 0,109735 0,109735 0,059762 0,000269 0,016407 
Škrábance 0,072207 0,071751 0,071751 0,023652 0,000167 0,012909 
Neistoty 0,048943 0,048402 0,048402 0,018613 0,000129 0,011343 
Trhliny 0,082311 0,040082 0,082949 0,044394 0,000155 0,012431 
Jiné 0,040566 0,082949 0,040082 0,013143 0,000092 0,009577 











0,37100 0,319937 0,427853 0,233359 0,223085 0,251829 
Špatný brus 0,27520 0,227991 0,327762 0,199465 0,190684 0,215252 
Dutiny 0,10970 0,076666 0,146480 0,097666 0,093366 0,105396 
Škrábance 0,07201 0,044685 0,102434 0,066825 0,063883 0,072114 
Neistoty 0,04878 0,02601 0,074131 0,046401 0,044358 0,050073 
Trhliny 0,08313 0,053947 0,115622 0,076219 0,072864 0,082252 
Jiné 0,04008 0,019346 0,063165 0,038474 0,036780 0,041519 
Tab. 9.3 etnosti skutených namených vad, prmrný odhad kvadratickou kvazinormou a 











128 117 100 134 
Špatný brus 91 86 72 103 
Dutiny 36 34 24 46 
Škrábance 23 23 14 32 
Neistoty 15 15 8 23 
Trhliny 9 13 17 36 
Jiné 12 26 6 20 
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Píklad 9.2 Ve dnech 13.1. 2013 až 23.1. 2013 byl v obci Brno-Jehnice proveden przkum 
týkající se druhého kola pímé volby prezidenta. Tázáno bylo celkem 50 oban. Všichni 
z dotázaných byli starší osmnácti let a uvedli trvalé bydlišt v Jehnicích. Celkem 32 dotázaných 
uvedlo, že budou volit Karla Schwarzenberga a 18 oban uvedlo, že budou volit Miloše 
Zemana. Vzhledem k malému potu dotázaných bylo pomocí programu Shine bootstrap [20] 
vygenerováno sto bootstrapových náhodných výbr stejného rozsahu, jako byl pvodní 
statistický soubor, tedy 50n = . U všech bootstrapových výbr byl spoítán v programu Shine 
bootstrap odhad pravdpodobnostní funkce pomocí kvadratické kvazinormy a následn v 
programu Excel spoítán bootstrapový intervalový odhad stední hodnoty 1p  a 2p .Výsledky 
jsou uvedeny v tabulce 9.4. 
Tab. 9.4 Tabulka pravdpodobností, bootstrapový intervalový odhad stední hodnoty a rozptylu, 
50n = .  
1p 2p
Pvodní pravdpodobnostní funkce 0,64 0,36 
Odhad kvadratickou kvazinormou 0,5014 0,4986 
Prmr ze sta odhad kvadratickou 
kvazinormou 
0,5577 0,4423 
Bootstrapový intervalový odhad ( )E X
se spolehlivostí 0,95. 
[ ]0,3793;0,5228 [ ]0,4772;0,6207
Bootstrapový intervalový odhad ( )D X
se spolehlivostí 0,95. 
[ ]0,2500;0,2653
Jelikož je bootstrapový intervalový odhad parametru 1p  resp. 2p  pomrn široký, zvtšíme 
rozsah statistického souboru. Vezmeme v úvahu pvodní pravdpodobnostní funkci 
( )0,64;0,36=p  a rozsah souboru zvtšíme na 600n = . Rozsah souboru byl zvolen s ohledem na 
to, že v prvním kole se zúastnilo voleb v Jehnicích 611 oban a pedpokládáme, že ve druhém 
kole bude úast podobná. V programu Shine bootstrap bylo vygenerováno sto bootstrapových 
soubor, piemž každý ml rozsah 600n = . Z tchto soubor byl vypoítán odhad 
pravdpodobnostní funkce pomocí kvadratické kvazinormy a následn v programu Excel 
spoítán bootstrapový intervalový odhad stední hodnoty 1p  a 2p .Výsledky jsou uvedeny 
v tabulce 9.5. 
Tab. 9.5 Tabulka pravdpodobností, bootstrapový intervalový odhad stední hodnoty a rozptylu, 
600n = . 
1p 2p
Pvodní pravdpodobnostní funkce 0,64 0,36 
Odhad kvadratickou kvazinormou 0,6008 0,3992 
Prmr ze sta odhad kvadratickou 
kvazinormou 
0,5989 0,4011 
Bootstrapový intervalový odhad ( )E X
se spolehlivostí 0,95. 
[ ]0,5609;0,63254 [ ]0,36746;0,4391
Bootstrapový intervalový odhad ( )D X
se spolehlivostí 0,95. 
[ ]0, 2345;0,2496
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Druhého kola voleb se zúastnilo 595 voli, z toho platných hlas bylo 593. Skutené 
výsledky voleb jsou uvedeny v tabulce 9.6. 
Tab. 9.6 Skutené výsledky voleb obce Brno-Jehnice. 
1p 2p
Skutené výsledky voleb v 
Jehnicích 
0,6087 0,3912 
Bootstrapový intervalový odhad parametru 1p  resp. parametru 2p  pro 50n =  nezahrne 
skutený výsledek voleb na rozdíl od výsledk získaných pro rozsah souboru 600n = .  
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10. Závr 
Cíle dizertaní práce byly zameny na vytvoení a popis vlastností nových metod odhad
rozdlení pravdpodobnosti kategoriální náhodné veliiny z pozorovaných etností. Na rozdíl od 
klasických bodových odhad jednotlivých pravdpodobností daného rozdlení umožují v práci 
popsané metody respektovat pípadné další podmínky kladené na rozdlení a to ve smyslu 
maximální neuritosti tohoto rozdlení. Neuritost je vyjádena tzv. kvazinormou, která vychází 
z f-divergence (tj. vzdálenosti) hledaného rozdlení od maximáln neuritého rozdlení. 
 V práci jsou pedloženy a studovány nové typy odhad rozdlení pravdpodobnosti 
kategoriální náhodné veliiny, konkrétn gradientní a pímkové odhady. Gradientní odhady ( )tp
jsou vzhledem k variabilit volby parametru t do jisté míry blízké mocninným diskrétním 
jádrovým odhadm [12]. Umožují libovolnou volbu parametru t z intervalu [ ]00; t  a tím odhad 
piblížit k empirickému rozdlení. Snaha piblížit odhad co nejvíce k rovnomrnému rozdlení, 
tzv. pesimistický odhad, však mže vést k navýšení podílu složek s malou etností na úkor tch 
vyšších. Z tohoto dvodu je vhodné u gradientních odhad zkoumat i modifikovanou úlohu, kdy 
hledáme odhad nejvzdálenjší od rovnomrného rozdlení ležící na hranici zamítnutí testu dobré 
shody. Tento typ odhadu je v práci uveden pro pímkový odhad. 
Gradientní odhad je závislý nejen na zvoleném parametru t, ale také na generující funkci 
f, respektive kvazinorm. Odvozena byla nová tída kvazinorem, tzv. Cressie-Readova 























0p p zahrnující mimo jiné všechny 
kvazinormy uvedené v dizertaní práci. Vzhledem k tomu, že každá konkrétní Cressie-Readova 
kvazinorma vede na asymptotický chí-kvadrát test, je možné hledat vhodnou hodnotu parametru 
[ )0 0;t ∈ ∞  pro gradientní odhad pomocí testu dobré shody, kde bude parametr λ  uren tak, aby 
odpovídal píslušné zvolené kvazinorm. V budoucnu bychom chtli využít i jiné míry 
vzdálenosti než f-divergence, napíklad míry vzdálenosti vycházející z transformace stabilizující 
rozptyl. 
Gradientní odhady vyžadují numerické ešení získaných nelineárních soustav 
diferenciálních rovnic. Za tímto úelem byl pomocí softwaru MATLAB vytvoen program 
Pesfit. Jediná kvazinorma, která vede na lineární soustavu diferenciálních rovnic s konstantními 












p p . Pi ešení nelineárních 
soustav diferenciálních rovnic se ukázalo, že výpoet hodnoty 0t  je citlivý na „strmost“ zvolené 
kvazinormy ( )0,fD p p , respektive na volbu generující funkce. V dizertaní práci jsou proto 
kvazinormy mezi sebou porovnány práv s ohledem na jejich „strmost“. ím je kvazinorma 
„strmjší“, tím rychleji dospjeme ke hledanému rozdlení pravdpodobnosti. Ukázalo se, že pro 
6m <  je nejvhodnjší volit kvadratickou kvazinormu, pro    je již vhodnjší volit 
Hellingerovu kvazinormu. Pedložené odhady založené na kvazinormách mají sice ponkud 
samoúelný charakter, ale na ad úloh se ukazuje jejich praktická použitelnost. Gradientní 
odhady byly napíklad aplikovány na kontingenní tabulky. Pidány byly vstupní podmínky 
kladené na marginální etnosti hledaného rozdlení pravdpodobnosti, nebo požadavek 
nezávislosti hledaného rozdlení.  
K zpesnní gradientních odhad byla využita metoda bootstrapových odhad, kterou je 
vhodné požít zejména, pokud není rozsah souboru dostaten velký. S využitím metody 
bootstrap byly bodové gradientní odhady rozšíeny na intervalové odhady. Vytvoen byl 
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program Shine Bootstrap, pomocí kterého mžeme vygenerovat potebný poet bootstrapových 
výbr a navíc z každého výbru spoítat gradientní odhad kvadratickou kvazinormou. V 
souasné dob se vytváí nový software, který by ml být jednodušší pro uživatele. Software 
Shine Bootstrap je programován v jazyce Python [21] za použití knihovny NumPy [22]. Grafické 
rozhraní je vytvoeno pomoci knihovny wxWidgets [23]. 
Ukázalo se, že pímkové odhady založené pvodn na gradientním pístupu jsou 
ekvivalentní s mocninnými diskrétními jádrovými odhady [12] a mžeme zajistit jejich 
asymptotickou nestrannost. V našem pípad se však opt nabízí možnost testovat jejich 
vhodnost pomocí Cressie-Readovy statistiky.  
Mimo výše uvedených dalších možných smr bádání se nabízí také zabývat se 
gradientními a pímkovými odhady vedenými smrem na množinu všech rozdlení simultánních 
pravdpodobností ve typolní kontingenní tabulce, které respektují nezávislost obou 
dichotomických kategorií. 
Vlastní dosažené výsledky v rámci dizertace byly povtšinou publikovány. Mimo 
osmnáct íslovaných poznámek, grafické prezentace, píklady a textové komentáe jde zejména 
o: 
• Definice 3.2, 4.1, 5.1, 6.2, 7.1 a 8.1. 
• Vta 3.3, 3.4, 3.5, 4.1, 4.1.1, 5.2, 6.1, 7.1 (pouze dkaz), 7.2, 7.3 a 8.1. 
• Dsledek 4.1 a 4.1.1. 
• Spoluautorství autorizovaného softwaru Pesfit a Shine Bootstrap. 
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11. Dodatky  
11.1 Dodatek A 
Pesfit 1.0 
Program Pesfit 1.0 slouží k nalezení gradientního odhadu rozdlení provpodobnosti p
z pozorovaných etností f pomocí zvolené kvazinormy. Složky gradientního odhadu jsou 
partikulárním ešením soustavy obyejných diferenciálních rovnic prvního ádu (SODR1). 
Soustava diferenciálních rovnic se v programu eší pomocí Rungeho-Kuttovy metody a 
k nalezení hodnoty t, kdy ješt nezamítáme hypotézu o vhodnosti rozdlení ( )tp , byla užita 
metoda bisekce. Program Pesfit 1.0. byl napsán v prostedí MATLAB 7.1.0.246 (R14). 
Ukázka zdrojového textu pro Hellingerovu kvazinormu  
% Nalezení gradientního odhadu pomocí Hellingerovy kvazinormy,  
% pvodní etnosti {128,91,36,23,15,12,9}.   
function kvazi3(m,n,v) 
%m - pocet kategorii 




tol=0.001; %tolerance na reseni nelinearni rce 
t_end=0.5; %prvni odhad t0 
tspan=[0 t_end]; 
f0=[128 91 36 23 15 12]; %cetnosti 
p0=f0/n; %pocatecni podminka 
[t,p]=ode45(@f,tspan,p0); %reseni pomoci Runge-Kutta
pm=1-(p(:,1)+p(:,2)+p(:,3)+p(:,4)+p(:,5)+p(:,6)); 
p=[p pm]; 
Tl=length(p); %pocet kroku 
tau=t_end/Tl; %delka kroku 
f0(m)=n-sum(f0); 




  for j=1:m 
     krit(i)=krit(i)+f0(j)*f0(j)/p(i,j); 
  end 
  krit(i)=(krit(i)/n)-n-chi; 
  if krit(i)<=0 %urceni posledniho t, kdy nezamitame hypotezu
      tfin=i; 










    t0=tfin*tau 
    krit 
    p 
else %nulovy bod funkce krit hledame v intervalu (a,b) bisekci 
    while (-krit>tol)|(krit>0)  
        c=(a+b)/2; 
        t0=c*tau; 
        [t,p]=ode45(@f,[a*tau t0 b*tau],p(l,1:m-1)); %reseni dif.soustavy pro 
t0 
        pm=1-(p(:,1)+p(:,2)+p(:,3)+p(:,4)+p(:,5)+p(:,6)); 
        p=[p pm]; 
        krit=zeros(3,1); 
        for i=1:3 
            for j=1:m 
                krit(i)=krit(i)+f0(j)*f0(j)/p(i,j);
            end 
            krit(i)=(krit(i)/n)-n-chi; 
        end 
        if krit(2)==0 
            a=c; 
            b=c; 
        elseif krit(2)*krit(3)>0 
            b=c; 
            l=1; 
            else 
            a=c; 
            l=2; 
        end 
        krit=krit(2); 
    end 
    t0  %nalezeny nulovy bod
    krit %hodnota kriteria v t0
    p=p(2,:) %vysledne pravdepodobnosti 
end 
    D=0; 
    for j=1:m
    D=D+sqrt(p(j));  
    end 
    D=2-2/sqrt(m)*D %hodnota Hellingerovy kvazinormy
         
np=n*p    






function dpdt = f(t,p) %Hellingerova kvazinorma        
dpdt=[(m*p(1))^(-1/2)-(m*(1-p(1)-p(2)-p(3)-p(4)-p(5)-p(6)))^(-1/2)  
      (m*p(2))^(-1/2)-(m*(1-p(1)-p(2)-p(3)-p(4)-p(5)-p(6)))^(-1/2) 
      (m*p(3))^(-1/2)-(m*(1-p(1)-p(2)-p(3)-p(4)-p(5)-p(6)))^(-1/2) 
      (m*p(4))^(-1/2)-(m*(1-p(1)-p(2)-p(3)-p(4)-p(5)-p(6)))^(-1/2) 
      (m*p(5))^(-1/2)-(m*(1-p(1)-p(2)-p(3)-p(4)-p(5)-p(6)))^(-1/2) 





m = 7 
n = 314 
t0 = 0.1250 
krit = -7.5291e-004 
p = 0.3808   0.2663   0.1035   0.0700   0.0526   0.0472   0.0797 
D = 0.1494 
np = 119.5699  83.6097  32.5116  21.9790  16.5102  14.8063  25.0132 
  
11.2 Dodatek B 
Shine Bootstrap  
Program Shine Bootstrap umožuje generovat potebný poet bootstrapových výbr a navíc 
z každého výbru spoítat gradientní odhad kvadratickou kvazinormou. Další možnosti 
programu jsou uvedeny v manuálu spolen se zpsobem zadávání píkaz. Programovacím 
jazykem bylo C++. Píkazová ádka byla vytvoena s pomocí knihovny wxWidgets [23]. 
Využito bylo také ešie NOMAD [24]. 
Shine Bootstrap - Manual
1 Literals
Identifiers: Begin with a letter, can contain alphanumeric characters and an underscore _.
x, A, x1, my_variable, c_142
Numbers: In decimal notation, with dot . as separator.
42, 12.34







. arbitrary of the above
s string
3 Execute, Import, Save
import(s) (File to be opened and scanned for data)
Returns vector or matrix of the numeric data contained in the file.
> x = import("Data.txt")
save(s, .) (File to save to, Data to save)
save(s, ., s) (File to save to, Data to save, Description)
Saves the data, overwrites the file.
Saves the data with the description, overwrites the file.
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> save("Data.txt", x)
> save("Data.txt", x, "The big sample.")
execute(s) (File name)




> v[0] = 5
> A[0,1] = 42
> A[:,0] First column of matrix A
> A[0,:] First row of matrix A
5 Info commands
what Prints all defined variables.
size(.) Returns (number of rows) x (number of columns).
rows(.) Returns number of rows.
cols(.) Returns number of columns.
6 Plotting commands
plot(v, v) Plots x coordinates vs. y coordinates as a curve.
hist(v) Displays histogram of v.
hist(v, i) Displays histogram of v with given number of clases.
7 Basic operations on vectors and matrices
.’ Transpose.
> y = x’
sum(.) Sum of all entries.
rsum(.) Column vector of row sums.
csum(.) Row vector of column sums.
abs(.) Absolute value.
max(.) Maximum of all entries.
rmax(.) Column vector of row maxima.
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cmax(.) Row vector of column maxima.
min(.) Minimum of all entries.
rmin(.) Column vector of row minima.
cmin(.) Row vector of column minima.
8 Useful matrices and vectors
ones(i) Row vector of 1’s of given length.
ones(i, i) Matrix of 1’s of given dimensions.
zeros(i) Row vector of 0’s of given length.
zeros(i, i) Matrix of 0’s of given dimensions.








bootstrap(v, i, i) (Sample to select from, Number of bootstraps, Size of one boot-
strap)
Matrix (Number of bootstraps) x (Size of one bootstrap), each row is one bootstrap sample.
> y = bootstrap(x, 100, 10)
11 Generators of distributions
binomial(i, d, i) (Binomial N, Probability, Count)
binomial(i, d, i, i) (Binomial N, Probability, Rows, Columns)
Returns row vector of length (Count)
Returns matrix (Rows x Columns)
> bi = binomial(10, 1/2, 100)
> bi = binomial(10, 1/2, 10, 100)
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weibull(d, d, d, i) (b (shape), delta (scale), c (shift), Count)
weibull(d, d, d, i, i) (b (shape), delta (scale), c (shift), Rows, Columns)
Returns row vector of length (Count)
Returns matrix (Rows x Columns)
> bi = weibull(1, 1, 0, 100)
> bi = weibull(1, 1, 0, 10, 100)
uniform(d, d, i) (left, right, count)
uniform(d, d, i, i) (left, right, rows, columns)
Uniform distribution between ’left’ and ’right’. Returns row vector (length Count).
Uniform distribution between ’left and ’right’. Returns matrix (Rows x Columns).
> uni = uniform(0, 1, 10)
> uni = uniform(-1, 1, 5, 5)
discrete(v, v, i) (Probabilities, Values, Count)
discrete(v, v, i, i) (Probabilities, Values, Rows, Columns)
Probabilities and Values must have the same dimension.
Performs selection with replacement from given values with corresponding pro-babilities,
returns row vector of (Count) values.
Returns matrix (Rows x Columns).
> p = ones(6)
> x = 1:1:6
> dis = discrete(p, x, 100)
> dis = discrete(p, x, 10, 100)
frechet(d, d, d, i) (Gamma, Sigma, Mu, Count)
frechet(d, d, d, i, i) (Gamma, Sigma, Mu, Rows, Cols)
12 Fitting
fitweibull(v) (Weibull sample to fit)
fitweibull(A) (Matrix with rows as Weibull samples to fit)
Returns b (shape), delta (scale), c (shift) as a row vector.
Returns matrix with rows as the fitted parameters: b (shape), delta (scale), c (shift).
fitdiscrete(v, v) (Sample to fit, Underlying values)
fitdiscrete(A, v) (Matrix with rows as samples to fit, Underlying values)
Returns a row vector: frequencies of each value from (Underlying values) in (Sample to
fit)
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Returns a matrix with rows: frequencies of each value from (Underlying values) in (Sample
to fit)
> fit = fitdiscrete(dis, x)
fitqnorm(v, v) Analogous to fitdiscrete, quasinorm used for fitting.
fitqnorm(A, v) Analogous to fitdiscrete, quasinorm used for fitting.
fitfrechet(v) Gamma, Sigma, Mu
13 Command line
clc Clears the editor window.
clear Clears the editor window.
Command history on arrows (up, down).
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13. Seznam použitých zkratek a symbol
     množina reálných ísel 
*
    množina reálných ísel rozšíená o nevlastní prvky ∞ a - ∞
   základní prostor 
Σ   jevové pole 
P   pravdpodobnostní míra 
jf    absolutní etnost 
n   rozsah statistického souboru 
m   mohutnost základního prostoru Ω
jf
n
   relativní etnost 
( )1, ,..., mM n p p  multinomické rozdlení pravdpodobnosti 
f    generující funkce f-divergence 
( ),fD p q   f−divergence hustot p, q 
( ),FD p q   duální f-divergence k ( ),fD p q
S   množina všech diskrétních rozdlení pravdpodobnosti na Ω
p   rozdlení pravdpodobnosti 
0p    rovnomrné rozdlení pravdpodobnosti
( )0,fD p p   kvazinorma diskrétního rozdlení pravdpodobnosti p
( )0,FD p p   duální kvazinorma k ( )0,fD p p
0( , )H p p   Hellingerova kvazinorma 
( , )S 0p p   Shannonova kvazinorma
( ),P 0p p   Pearsonova kvazinorma
( ),G 0p p   G -kvazinormu 
( )tp    gradientní odhad 
( )0tp    pesimistický gradientní odhad 
α    hladina významnosti 
2
1 αχ −    ( )1 α− -kvantil chí-kvadrát rozdlení 
J    Jordanova normální forma matice 
( )E X    stední hodnota náhodné veliiny X 
    poet pípad, kdy se ve výbru vyskytla dvojice   
       marginální etnosti 
       marginální pravdpodobnosti 
     Cressie-Readova statistika 
( ),fCR 0p p   Cressie-Readova kvazinorma 
DV
N
   míra strmosti kvazinormy fD
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DV    objem m-rozmrného tlesa ohranieného kvazinormou fD  a S
N   maximální hodnota kvazinormy 
B   poet bootstrapových výbr  
MSE   stední kvadratická chyba  
MSEb    bootstrapový odhad stední kvadratické chyby  
( )ˆˆ
b
D θ    bootstrapový odhad rozptylu 
( )ˆˆ
b
B θ    bootstrapový odhad vychýlení 
2
,b Pχ    P-kvantil statistického souboru ( )2 2,1 ,,...,b b Bχ χ
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