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Model Analysis
Time series will have critical sudden change in the sense of statistics with social change and development; therefore, the structural change is always the frontier of the statistical research, especially the detection of change point of financial time series has been concerned. As one of the typical financial time series, the stock price can be considered as an integral part in research on detection of change point.
Abraham and Box(1979) [1] put forward the Bayesian Method of identifying abnormal point in time series. Inclan (1993) [2] studied the variance multiple change point of the yield by the Bayesian Method for the first time, and validated the effectiveness of the model with the famous IBM stock price time series as the example. However, the model has disadvantage of large calculation amount, difficult to apply to the longer time series.
Consider a time series of yield obeying normal distribution   . The change points divide the time series into M+1 time periods, and mean of yield distribution in each time period is same. The variance of distribution is different
In the time period j, the mean of yield distribution is j  , and the observation number is [2] gave the joint distribution density of the entire yield time series based on the hypothesis that mean and variance of yield distribution in each time period were same
In the time period j, mean of yield distribution is The joint distribution density of yield time series after changes is:
. The interesting parameter is position of change point  .
For the mean parameter, a prior setting easy for math processing with intuitive explanation is adopted here,
, it changes to the hypothesis of Inclan (1993) [21] that mean of yield is zero.
Since the joint distribution function of  is:
Using Bayesian formula to integral 
Among them,
Use the integral formula of multivariate normal distribution, namely:
The form of changing Formula (5) to Formula (6) is as follows:
(7) Formula (7) corresponds to reference formula (6) to eliminate  , thus to obtain 
(8) Then the processing method of Inclan(1993) [12] is further used. Assuming the probabilities of change points are mutually independent to obey Bernoulli distribution with the parameter as  , the prior probability at position of change point is
; therefore, the posterior probability density at position of change point is: (9) Obviously, when Formula (9) for posterior probability is maximal, the position of change point B  is the Bayesian Estimation of mean change point of yield time series.
Model Solving
The calculation amount of Formula (9) for solving the posterior probability is large, and the posterior probability ratio can be used to greatly simplify the calculation as follow: Assume several change points have been found, the vector at the position of change point is  , and then continue to seek the next change point. Set the position of new change point to h , between certain adjacent change points, namely, shows that a new change point exists at the position h . Therefore, the change point can be detected through calculating whether the posterior probability ratio is larger than 1.
Specific solution process is similar to ICSS algorithm, which can calculate the posterior probability ratio of the entire sample walkthrough T-1 sample points starting from no change point through the MATLAB program, and then find the maximum sample of posterior probability ratio. If the maximum posterior probability ratio is larger than 1, this point is the first change point; otherwise, it shows that posterior probability supports no change point, and the algorithm is terminated. The first change point divides the entire time series into two sections, to calculate posterior probability ration of logarithm in two sections of samples, and find the maximum sample point of posterior probability ratio walkthrough T-2 sample points in total. If the maximum posterior probability ratio is larger than 1, this point is the second change point; otherwise, it shows that posterior probability does not support two change points, and the algorithm is terminated. Therefore, repeat the above step until the maximum posterior probability ratio no larger than 1.
As mentioned above, based on Formula (9), after the new change point h is added, posterior probability ratios of the new solution and the previous solution is:  . It shows from Formula (10) that the calculation of posterior probability ratio is only limited to samples between adjacent change points, not involving samples of the entire time series. This is the basis of posterior probability ratio for large simplification of the calculation.
For setting of variance parameter 
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Then setting two hyper-parameters:  , . The prior probability  of change point is first considered, namely, the probability whether each time series point is change point. The probability of one time series point as change point is assumed same as that of non-change point, namely, , the price data are converted to yield time series of logarithm. If put all their change points in price charts, the change points are shown in Figure1 as vertical lines. Fig. 1 Change points of Shanghai Composite Index Based on the research of the Bayesian Method, we carries out two important improvements in the detection of structural changes in stock market:1) The assumed value is not used for variance parameter, but the real accumulated value similar to ICSS algorithm is used, to focus on the detection of mean change point of the yield. 2) Based on posterior probability ratio, an efficient solution algorithm similar to ICSS algorithm is put forward, to greatly overcome the disadvantage of large calculation amount of the Bayesian Method.
