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Монографія присвячена теоретико-методологічним і практичним аспе-
ктам оцінювання ризиків інформаційної безпеки. У роботі проведено ана-
ліз базових понять, методів, моделей, засобів та міжнародних норматив-
них документів, повязаних з оцінюванням і управлінням ризиками. Знач-
ну увагу приділено розробленню методів модифікації порядку лінгвістич-
ної змінної при перевизначенні еталонів параметрів, а також оцінювання 
ризиків безпеки ресурсів інформаційних систем в реальному часі з вико-
ристанням CVSS метрик, які містяться у відкритих базах даних уразливо-
стей. Докладно розглянуті питання практичного оцінювання ризиків без 
залучення експертів відповідної предметної галузі при нечітких і детермі-
нованих умовах оцінювання з використанням параметрів, які можуть бути 
представлені як в числовій, так і лінгвістичній формі з урахуванням пері-
оду часу, галузі промисловості, економічної та управлінської специфіки 
підприємства.  
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Стрімкий розвиток ІТ-інфраструктури підприємств незмінно тя-
гне за собою неконтрольоване зростання кількості загроз і уразли-
востей інформаційних ресурсів (ІР). У цих умовах оцінювання ін-
формаційних ризиків дозволяє визначити необхідний рівень захис-
ту інформації (ЗІ), здійснити його підтримку і розробити стратегію 
розвитку інформаційної структури об'єкта захисту. Аналіз та оці-
нювання ризиків (АОР) є необхідною умовою при створенні систе-
ми управління ризиками [1] і плану робіт щодо забезпечення інфо-
рмаційної безпеки (ІБ). 
Згідно із вимогами Закону України «Про захист інформації в 
інформаційно-телекомунікаційних системах», для забезпечення 
безпеки ІР, оброблюваних в автоматизованій системі (АС), необ-
хідно розробляти комплексну систему захисту інформації (КСЗІ). 
Базовим етапом її побудови, є створення політики безпеки [2], ме-
тодологія якої включає в себе:  
− розробку концепції ІБ в АС;  
− аналіз ризиків;  
− визначення вимог до заходів, методів і засобів захисту;  
− вибір основних рішень щодо забезпечення ІБ;  
− організацію виконання відновлювальних робіт та забезпе-
чення безперервного функціонування АС;  
− документальне оформлення політики безпеки.  
В свою чергу, для аналізу ризиків необхідно:  
− визначити базові складові АС і скласти реєстр її ресурсів, які 
визначаються при аналізі;  
− ідентифікувати загрози об'єктам захисту;  
− оцінити ризики і величину можливих збитків, пов'язаних з 
реалізацією загроз;  
− визначити варіанти і витрати на побудову КСЗІ [3]. 
Сьогодні існує безліч засобів, які використовуються для АОР, 
що представлені в досить широкому спектрі, починаючи нормати-
вними документами (стандартами) і закінчуючи конкретними про-
грамними додатками. При виборі останніх для їх використання в 
практичній діяльності експерт стикається з безліччю питань, на-
приклад: які використовувати параметри, який математичний апа-
рат застосовувати в ході проведення АОР, як оцінити параметри 
12 
ризиків при відсутності статистичних даних, як провести АОР в 
умовах нечіткості і т.д. Ці та інші чинники створюють низку труд-
нощів при виборі відповідних засобів оцінювання. Слід зазначити, 
що в основному для АОР передбачається використання статистич-
них даних щодо інцидентів та загроз ІБ. Однак, у багатьох країнах 
(в тому числі і в Україні) немає відповідної державної політики 
щодо реєстрації та застосування подібної статистики [4], що обме-
жує можливості застосування існуючих методик та інструменталь-
них засобів для виконання АОР. Ще одним чинником, який ускла-
днює експерту можливість використання при АОР більш широкого 
спектру параметрів, є наявність певних обмежень (на використову-
ваний набір параметрів) в подібних засобах, що, в свою чергу, зни-
жує їх гнучкість. 
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Розділ 1. БАЗОВІ ПОНЯТТЯ І СУЧАСНИЙ СТАН  
В ГАЛУЗІ АНАЛІЗУ ТА ОЦІНЮВАННЯ  
РИЗИКІВ ІНФОРМАЦІЙНОЇ БЕЗПЕКИ 
1.1. Дослідження поняття ризику 
Часто перед фахівцями компаній для підвищення ефективності 
вирішення завдань ЗІ виникає питання про вибір відповідної мето-
дики, яка буде задовольняти адекватним вимогам. Перш ніж здійс-
нювати такий вибір, необхідно мати досить повне відображення 
поняття ризику в аспекті ІБ. У різних публікаціях існує безліч ви-
значень ризику [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 
21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 115, 32, 33, 34, 35, 36, 37, 38, 39, 
40, 40, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52], що несуть досить 
широке його трактування. Тільки в Інтернет-словниках міститься 
понад 1500 тлумачень ризику в багатьох сферах людської діяльнос-
ті [15]. Внаслідок цього виникають різні неоднозначності, пов'язані 
з розкриттям сутності самого ризику і пов'язаних з ним понять. 
Відповідно такий стан характерний і для сфери ІБ. У зв'язку з цим, 
аналіз і розкриття поняття ризику для його подальшої інтерпретації 
в області ІБ розширить можливості щодо підвищення ефективності 
рішень задач ЗІ. З огляду на те, що ризики зачіпають різні предмет-
ні області, то це поняття слід розглянути з точки зору безпеки, пси-
хології, економіки, страхування, медицини, геології і т.д., яке розк-
ривається як в монографіях, статтях, підручниках, словниках, так і 
різних нормативних, національних і міжнародних документах. 
У більшості зазначених джерел ризик часто відображається 
ймовірністю або пов'язаними з нею поняттями, наприклад як таки-
ми, що вимірюється або розраховується ймовірністю:  
− втрат [15, 31, 49];  
− появи несприятливого результату [31, 42] або події, напри-
клад, в результаті якої можливі непередбачені втрати [17, 40];  
− можливості небезпеки, невдачі [24], отримання результату 
від прийнятого рішення [15, 31], недосягнення мети [15], появи 
обставин, що обумовлюють невпевненість або неможливість отри-
мання очікуваних результатів від реалізації поставленої мети [35]; 
− зазнання збитків або втрати вигоди (кількісно вимірювана 
невпевненість в отриманні відповідного доходу або збитку) 
[35, 37]; 
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− реалізації певної загрози, виду і величини завданих збитків 
[10, 31, 38, 45];  
− заподіяння шкоди майну, навколишньому середовищу або 
життю (здоров'ю) громадян, тварин, рослин [36];  
− виникнення заданої загрози і потенційно несприятливих нас-
лідків виникнення цієї загрози [14];  
− що припускає потенційну можливість порушення безпеки 
[18];  
− даної загрози, за допомогою якої будуть використовуватися 
уразливості активу або групи активів, щоб привести до втрати і/або 
пошкодження майна [41];  
− поєднання або комбінації ймовірності події та її наслідків 
[12, 21, 27, 33, 40, 43, 46].  
Відомо, що ймовірність пов'язана з настанням певної події [14, 
19, 32], а, відповідно, з нею тут пов'язаний і ризик, що також видно 
з вище проведеного аналізу публікацій. 
Так само в літературі зустрічається визначення ризику як дія 
або діяльність:  
− реалізація якої ставить під загрозу задоволення будь-якої до-
сить важливої потреби [34];  
− яка складається в невизначеності її результату та можливості 
несприятливих наслідків у разі неуспіху для суб'єкта [16, 23];  
− яка в тому чи іншому відношенні загрожує суб'єкту втратою 
(програшем, травмою, шкодою) [23, 25];  
− в умовах невизначеності і діяльність суб'єкта, пов'язана з по-
доланням невизначеності [15]; навмання, в надії на щасливий ре-
зультат [24]. 
Як відомо, дія або діяльність [14], також як і ймовірність (яка 
вимірюється або розраховується) пов'язані з виникненням будь-
яких характерних для них подій. Також відомо, що будь-які дії 
призводять до подій і наслідків, які можуть бути як потенційні «по-
зитивні» можливості, так і «небезпеки» [15]. Виходячи зі сказаного, 
в цьому контексті простежується спільність зазначених понять. 
В окремих джерелах ризик трактується як міра:  
− очікуваного неблагополуччя при неуспіху в діяльності, що 
визначається поєднанням ймовірності неуспіху і ступеня несприят-
ливих наслідків в цьому випадку [23];  
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− невизначеності і конфліктності в підприємницькій діяльності 
[15];  
− відмінності між різними можливими результатами прийняття 
певних стратегій (рішеннями завдання) [19];  
− небезпеки, що характеризує ймовірність її появи і розміри 
пов'язаної з нею шкоди [28, 30];  
− можливості реалізації небезпеки у вигляді певного збитку в 
штучно створеній діями суб'єкта ситуації [9];  
− виникнення в будь-якій системі небажаної події з певними в 
часі і просторі наслідками [29].  
Тут видно, що трактування ризику також пов'язано з настанням 
певної події, а міра виступає в якості вторинного чинника і безпо-
середньо пов'язана з кількісним або якісним оцінюванням. 
Слід зауважити, що в аналогічній якості міра має місце і для 
ймовірності, яка вимірюється або розраховується, а також дії 
або діяльності. Міра зазвичай інтерпретується кількісними і якіс-
ними показниками, а так само їх поєднанням. З філософської точки 
зору [8, 50] міра розглядається як взаємозв'язок і взаємозалежність 
кількісних і якісних змін, а в метрології [14] як засіб вимірювання, 
призначений для відтворення і зберігання фізичної величини. Тому, 
інтерпретація поняття міри щодо визначення ризику спрямована на 
його відображення (у чому він вимірюється) в поєднанні «міра ри-
зику». Ризик пов'язаний також з невизначеністю, необхідністю су-
б'єкта використовувати аналітичні методи і інтуїцію, а також мож-
ливістю отримання як позитивних, так і негативних результа-
тів [15]. 
Ризик визначається як невизначеність:  
− наприклад, передбачає можливість збитку стану захищеності 
інтересів (цілей) організації банківської системи країни в умовах 
загроз в інформаційній сфері [39];  
− в аспекті контролю і прогнозу майбутньої людської діяльнос-
ті [44].  
Зустрічаються і визначення ризику, які відображають його як 
небезпеку, ситуацію вибору з двох або n-варіантів дії. 
Як небезпека:  
− передбачувана (відома);  
− невідома на даний момент, але яка може з'явитися [5, 37];  
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− нанесення шкоди за допомогою атаки (реалізації певної за-
грози з використанням уразливості активу або групи активів [12]). 
Ситуація вибору з двох або з n-варіантів дії (поведінки):  
− пов'язаної з можливою невдачею, з одного боку, і яка перед-
бачає хоча б мінімальне збереження вже досягнутого, з іншо-
го [34];  
− менш привабливої (проте більш надійної) і більш привабли-
вої (менш надійної, результат якої проблематичний і пов'язаний з 
можливими несприятливими наслідками) [23]. 
Також видно, що розглянуті поняття ризику, які трактуються як 
небезпека (можливість появи будь-якого небажаного події [32]), 
ситуація вибору з двох або з n-варіантів дії (поведінки) і невизна-
ченість, як і в попередніх випадках, пов'язаною з настанням, в пес-
ній мірі, певної події. Відомі поняття ризику, які визначають його 
як «частоту», «величину», «характеристику ситуації» і т.д., які без-
посередньо пов'язані з виникненням тієї чи іншої події. 
Наведемо деякі з них, наприклад, ризик як: 
 частота реалізації «небезпеки» [20]; 
 добуток величини події на міру її можливості [22]; 
 характеристика ситуації з невизначеністю результату при 
наявності несприятливих наслідків;  
 припущення невпевненості (неможливості отримання досто-
вірного знання) про успішний результат в заданих обставинах 
[31, 51]; 
 подія, яка може відбутися, або не відбутися [15], або очіку-
вання її настання (потенційно небажаних впливів на актив або його 
характеристики, які можуть бути наслідком деякої минулої, тепе-
рішньої або майбутньої події [6, 31]); 
 витрати або втрати економічного ефекту, пов'язані з реалі-
зацією певного рішення (наприклад, планового варіанту) в умовах 
інших, в порівнянні з тими, при яких рішення було б оптимальним 
[19, 52]. 
Також ризик в будь-якому контексті розглядається як сумарна 
величина загрози (тобто події, які завдають шкоди), уразливості 
(відкритість підприємства до загроз) і вартості майна (вартість ак-
тиву при небезпеки) [47, 53, 54, 54]. 
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1.2. Базові поняття управління ризиками  
інформаційної безпеки 
У п. 1.1 було проведено аналіз поняття ризику в різних предме-
тних областях для подальшої його інтерпретації у сфері ІБ. З метою 
ефективного здійснення оцінювання існуючих засобів, актуальним 
є визначення таких базових понять, які пов'язані з управлінням 
ризиками, такими як АОР, загроза і уразливість. У зв'язку з цим, 
проведено аналіз і розкриття понять, пов'язаних з управлінням ри-
зиками, з подальшою інтерпретацією в області ІБ і їх використан-
ням для аналізу існуючих методик з метою їх ефективного вибору.  
Поняття АОР в науковій літературі і нормативно-правових до-
кументах мають досить широкий спектр трактувань і практично 
часто перетинаються, що видно з нижченаведеного аналізу по-
нять [56]. 
Оцінка ризику 
Оцінка ризику (risk assessment) (ОР) в низці джерел розгляда-
ється як процес:  
 ідентифікації ІР системи і загроз цим ресурсам, а також мож-
ливих втрат (тобто потенціал втрати), заснований на оцінці частоти 
виникнення подій і розмір збитку;  
 який включає ідентифікацію та аналіз ризиків [13, 21, 27, 
43, 57];  
 виявлення ризиків і визначення їх впливу [33, 45];  
 визначення ступеню потенційної загрози і ризику, пов'язано-
го з системою ІТ всюди щодо її розвитку та життєвого циклу, що 
включає в себе 9 кроків (характеристика системи, ідентифікація 
загрози, ідентифікація уразливості, аналіз контролю, визначення 
ймовірності, аналіз впливу, визначення ризику, рекомендації конт-
ролю, документування результатів) [43];  
 складання списку ризиків, які ранжированні за ціною і кри-
тичністю;  
 вивчення уразливостей, загроз, ймовірності можливих втрат і 
теоретичної ефективності контрзаходів;  
 оцінки загроз, впливу на уразливості ІР і процесів, а також 
ймовірності їх виникнення [10, 27];  
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 визначення кількісними або якісними параметрами величини 
(ступеня) ризиків [6]. 
Зустрічаються і інші визначення:  
 оцінка на постійній основі ймовірності і наслідки всіх вияв-
лених ризиків, з використанням методів, заснованих на якісних і 
кількісних оцінках (risk evaluation) [41];  
 дійсний і вартісний аналіз всіх ризикових обставин, які хара-
ктеризують параметри ризику [7]; 
 оцінка наслідків небажаних подій [58]. 
Аналіз ризику 
Аналіз ризику (risk analysis) так само як і оцінка, в деяких дже-
релах, розкривається як процес:  
 ідентифікації ризиків, визначення їх величини і виділення 
областей, які потребують захисту (частина управління ризиками);  
 оцінки величини ризиків [59];  
 систематичного використання інформації для виявлення 
джерел оцінки ступеня ризику [45];  
 визначення джерел і кількісної ОР [13, 45];  
 докладного розслідування з метою виявлення небажаних по-
дій [58];  
 визначення відносної вартості ризику (заснованої на наслід-
ку) і ефективності системи захисту [47, 60];  
 визначення загроз безпеки інформації та їх характеристик, 
слабких сторін комплексної системи захисту інформації (відомих і 
допустимих);  
 оцінки потенційних збитків від реалізації загроз і ступеня їх 
прийнятності для експлуатації АС [38].  
Після проведення аналізу вищевикладених понять проглядаєть-
ся певна невизначеність щодо точного тлумачення категорій АОР і 
чим ці поняття одне від одного відрізняються. З визначень видно, 
що як оцінка, так і аналіз пов'язані процесом ідентифікації ризику. 
З базових позицій у ІБ ОР можна визначити як процес встанов-
лення значимості ризику після проведення його аналізу. У свою 
чергу, для визначення аналізу ризику ІБ найбільш вдалим буде 
використання поняття аналізу як процесу ідентифікації ризику в 
сфері ІБ.  
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Таким чином, визначивши, що АОР є послідовними взаємопо-
в'язаними процедурами, розглянемо поняття управління ризиком в 
сфері ІБ. 
Управління ризиком 
У науковій літературі та нормативних документах, що стосу-
ються питань, в яких розглядаються і зустрічаються визначення 
поняття менеджменту або управління ризиком (risk management), 
як скоординовані дії або діяльність:  
 із керівництва та управління організацією щодо ризиків (за-
звичай менеджмент ризику включає його оцінку, обробку, прийн-
яття та комунікацію) [ 13, 14, 43];  
 зі скорочення можливих втрат, пов'язаних з ризиком (в тому 
числі: диверсифікація ризику, маркетингові дослідження, страху-
вання ризику) [61]. 
Так само, як і поняття АОР, в окремих джерелах під його управ-
лінням розуміють процес:  
 ідентифікації, управління, усунення або зменшення ймовір-
ності подій, здатних негативно впливати на ресурси ІС, зменшення 
ризиків безпеки, які потенційно мають можливість впливати на ІС, 
за умови прийнятної вартості засобів захисту (цей процес містить 
аналіз ризику, аналіз параметра «вартість-ефективність», вибір, 
побудову та випробування підсистеми безпеки, а також досліджен-
ня всіх аспектів безпеки. Мета процедури управління ризиками 
полягає в тому, щоб зменшити ризики до рівнів, схвалених DAA 
(Designated Approving Authority – особа, уповноважена обирати 
рівні ризиків) [27, 62]); виявлення ризиків, ОР і застосування кро-
ків щодо його зниження до прийнятного рівня (включає три етапи – 
ОР, його зниження і аналіз) [45];  
 визначення прийнятного рівня ризику, оцінки його поточного 
рівня, а також виконання операцій щодо його зниження до прийня-
тного значення і підтримці останнього [33];  
 зважування політики альтернатив, з урахуванням ОР та ін-
ших чинників, вибору відповідних профілактик і контролю параме-
трів [57];  
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 усвідомлення ризиків керівництвом підприємства, визначен-
ня ризиків підприємства і покладання відповідальності за управ-
ління ними в організації [41];  
 який включає в себе набір рішень для управління ризиками 
(передача ризику, наприклад, через страхування, прийняття або 
зменшення його за допомогою вибору відповідних гарантій) [58];  
 усвідомлення причин і меж небажаних подій, визначення 
прийнятного рівня ризику, а також зниження його поточного зна-
чення до рівня прийнятного [10].  
Базова мета управління ризиками полягає в забезпеченні еконо-
мічного балансу між рівнем ризиків на підприємстві та вартістю 
захисних заходів [57]. 
На основі проведеного аналізу зазначених визначень найбільш 
оптимальним для відображення поняття управління ризиком в сфе-
рі ІБ буде наступне – узгоджені види діяльності з керівництва та 
управління організацією щодо ризиків.  
При цьому управління ризиками включає в себе всі операції, які 
можна проводити над ризиком ІБ: 
 мінімізація (risk reduction) – вибір і впровадження контрзахо-
дів щодо закриття порушень базових характеристик безпеки ресур-
сів (процес мінімізації ризику відбувається після його оцінки); 
 нейтралізація – пом'якшення ризику шляхом виконання опе-
рацій, спрямованих на протистояння загрозам [33, 45]; 
 у сфері ІБ не можна повністю виключити ризики через те, що 
деякі з них знаходяться в недосяжності компанії, наприклад, сти-
хійні лиха, тому їх приймають (risk retention) – це проводиться, 
наприклад, з ризиками, які мають малу ймовірність або значущість 
і приведуть до низьких витрат; 
 залишковий ризик або той, який не можна повністю перекри-
ти, зазвичай відповідальність за нього передають третій особі, пе-
редача ризику або страхування (risk transfer) – це система заходів 
щодо захисту інтересів фізичних і юридичних осіб за рахунок гро-
шових фондів, що формуються шляхом сплати ними страхових 
внесків [ 63, 64]. 
За аналізом операцій, які здійснюються над ризиками, можна 
зробити висновок, що всі вони об'єднуються таким поняттям як 
управління ризиком [54, 56]. 
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1.3. Міжнародні стандарти в галузі  
аналізу та оцінювання ризиків 
Для визначення типів вхідних, внутрішніх і вихідних парамет-
рів, які використовуються для АОР, здійснимо дослідження відпо-
відної сучасної нормативної бази. 
Стандарт NIST 800-30 
Стандарт NIST 800-30 [65] (Risk Management Guide for 
Information Technology Systems, розробник – NIST, США) охоплює 
дев'ять первинних кроків:  
 характеристика системи;  
 ідентифікація загроз (табл. 1.1) [65];  
 ідентифікація уразливостей (табл. 1.2) [65];  
 аналіз управління;  
 визначення ймовірності;  
 аналіз впливу;  
 визначення ризику;  
 рекомендації з управління;  
 документування результатів. 
У процесі аналізу ризику проводиться збір інформації, ідентифі-
кація загроз (визначення джерела, причини і дії загрози). Для оцін-
ки використовуються такі рівні ймовірності:  
 високий «В»;  
 середній «С»;  
 низький «Н». 
Таблиця 1.1. Приклад ідентифікації загроз 
Джерела  
загроз 
Причина Дія загрози 
Хакер, крекер Виклик, Его, Бунт Хакінг, соціоінжиніринг, вторгнен-
ня і зломи, несанкціонований дос-
туп (НСД) в ІС.  







лідування), шахрайські дії, інфор-
маційний підкуп, spoofing, вторг-
нення в ІС. 
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Таблиця 1.2. Приклад ідентифікації пари уразливість-загроза 
Уразливість Джерело загрози Дія загрози 
ID звільнених службовців 
не видалені з ІС 
Звільнені службовці Проникнення в ІС на 
основі особистих даних 
Брандмауер компанії доз-
воляє вхідні з'єднання 
telnet і на сервері XYZ 





Використання telnet для 
доступу до сервера XYZ 
і читання системних 
файлів за ID гостя 
При аналізі впливу визначаються події, пов'язані з втратою К, Ц 
і Д. Величина впливу визначається за шкалою:  
 висока (В); 
 середня (С); 
 низька (Н). 
Для визначення ризику використовується матриця РР: «В»; «С»; 
«Н» (табл. 1.3) [65]. 
BSI-Standard 100-3 
BSI-Standard 100-3 [44] (Risk Analysis based on IT-Grundschutz – 
аналіз ризиків на основі IT-Grundschutz, розроблена Federal Office 
for Information Security – BSI, Німеччина) ґрунтується на процесі 
АОР IT-безпеки, запропонованого в BSI-Standard 100-3, включає 
сім етапів. 




Н (10) С (50) В (100) 
В (1,0) Н 10 × 1,0 = 10 С 50 × 1,0 = 50 В 100 × 1,0 = 100 
С (0,5) Н 10 × 0,5 = 5 С 50 × 0,5 = 25 С 100 × 0,5 = 50 
Н (0,1) Н 10 × 0,1 = 1 Н 50 × 0,1 = 5 Н 100 × 0,1 = 10 
Етап 1 – Попередня підготовка. На цьому етапі визначається об-
ласть ІБ, вимоги до неї (нормальні, високі і дуже високі), які розг-
лядаються з точки зору забезпечення К, Ц і Д. 
Етап 2 – Підготовка опису загрози. За допомогою запропонова-
ного в методиці списку загроз здійснюється їх аналіз для конкрет-
ного підприємства. Ідентифікуються модулі та цільові об'єкти (ЦО) 
захисту, які заносяться в таблицю (табл. 1.4) [44]. Кожен модуль ЗІ 
пов'язаний зі списком загроз, а номер і їх назва відповідає конкрет-
ному ЦО. Результатом проходження етапу є список загроз конкре-
23 
тного об'єкта (табл. 1.5) [44]. Далі, в узагальненій таблиці загрози 
упорядковуються відповідно до кожного ЦО. 
Таблиця 1.4. Приклад ідентифікації 
№ Назва модуля ЦО 
B 2.4  
B 2.6  
B 3.101  
B 3.207  
B 3.301  




Шлюз безпеки (Firewall) 
Каб. М. 723  




Етап 3 – Визначення додаткових загроз. 
Етап 4 – Оцінка загрози (ОЗ). Тут проводиться тематичне опи-
тування фахівців на основі базових запитів. Результати фіксуються 
в таблиці із зазначенням Y (якщо заходи ІБ (здійснені або передба-
чені) забезпечують належний захист від відповідної загрози або, 
що загроза не важлива для поточного аналізу ступеня ризику) або 
N (якщо заходи ІБ (здійснені або передбачені) не забезпечують 
належний захист від відповідної загрози) для кожної окремої загро-
зи (табл. 1.6)) [44]. 
Таблиця 1.6. Приклад ОЗ 
Сервер S3 OЗ 
К: нормальна; Ц: висока; Д: висока  
T 1.2 Відмова ІТ системи  N 
Заходи ІБ для сервера S3 не запобігають реалізації загрози. 
ІТ – заходи за Каталогом Grundschutz не відповідають 
 
T 5.85 Втрата Ц інформації N 
Інформація клієнта про замовлення не повинна піддаватися несанк-
ціонованій модифікації (НСМ). 
 
Етап 5 – Обробка ризиків. Тут використовується шкала: «A» – 
зниження ризику за допомогою додаткових заходів; «B» – запобі-
Таблиця 1.5. Приклад опису загрози 
Сервер S3 
К: нормальна; Ц: висока; Д: висока 
T 1.2 Відмова ІТ-системи, T 3.2 Ненавмисне знищення активу, T 4.1 Пе-
ребій в живлені, T 5.57 Мережеве сканування, T 5.85 Втрата Ц інформації 
і т.д. 
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гання ризику за допомогою реструктурування; «C» – прийняття 
ризику; «D» – передача ризику; (Табл. 1.7) [44]. 
Етап 6 – Консолідація концепції ІБ. 
Етап 7 – Зворотній зв'язок [44]. 
Таблиця 1.7. Приклад таблиці обробки ризику 
Сервер S3 
К: нормальна; Ц: висока; Д: висока 
T 1.2 Відмова ІТ-системи  
«A» 
S 6. U1 
Додатковий ІТ-захід з ІБ: Здійснення повної заміни системи для 
спілкування з клієнтом. Реалізується повна заміна системи для 
зв'язку з клієнтами. Резервна система розташовується в примі-
щенні E.3 з можливістю використання в будь-який момент 
часу, (не> 30 хв. затримки виробництва)).  
Стандарт РС БР ІББС-2.2-2009 
Стандарт РС БР ІББС-2.2-2009 (Рекомендації в галузі стандар-
тизації Банку Росії, забезпечення ІБ організацій банківської систе-
ми, Російська Федерація) АОР порушення ІБ використовується для 
типів інформаційних активів (ІА), що входять в заздалегідь задану 
область оцінки. На початковому етапі визначаються:  
 повний перелік типів ІА, що входять в область оцінки (на ос-
нові результатів їх класифікації);  
 повний перелік типів об'єктів середовища, відповідних кож-
ному з типів ІА області оцінки;  
 модель загроз ІБ, заснованої на всіх виділених типах об'єктів 
середовища всіх рівнів ієрархії інформаційної інфраструктури. 
Процес ОР порушення ІБ здійснюється на підставі якісних (ЯК) 
оцінок ймовірності реалізації загрози (в оригіналі СМР – ступінь 
можливості реалізації загроз ІБ) і потенційного збитку від її реалі-
зації (в оригіналі СТН – ступінь тяжкості наслідків від втрати влас-
тивостей ІБ для розглянутих типів ІА). Оцінка визначається на ос-
нові експертних суджень фахівців служби ІБ із залученням профе-
сіоналів в області ІТ. Для проведення ОР порушення ІБ виконуєть-
ся 6 процедур: 
1. Визначення переліку типів ІА, для яких виконується оцінка 
(тобто області ОР). Для кожного типу ІА слід визначити, які для 
нього властивості ІБ (К, Ц, Д і, при необхідності, інше) повинні 
бути забезпечені; 
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2. Визначення переліку типів об'єктів середовища (поділяються 
за рівнями інформаційної інфраструктури) відповідних кожному з 
типів ІА; 
3. Визначення переліку актуальних джерел загроз (формується 
на основі моделі загроз компанії) для кожного із зазначених типів; 
4. Визначення СМР загроз щодо типів об'єктів середовища. На 
основі п'ятиступеневої ЯК шкали («не реалізовується» (НР), «міні-
мальна» (МН), «середня» (С), «висока» (В), «критична» (КР)) про-
водиться аналіз можливості втрати властивостей ІБ для кожного з 
типів ІА в результаті впливу загроз. Основними чинниками для 
оцінки СМР загроз ІБ є:  
 інформація від відповідних моделей загроз (дані про розта-
шування джерела загрози, його мотивації і припущення про квалі-
фікацію (ресурси) джерела), статистичні дані про частоту реалізації 
загрози її джерела в минулому, інформація про способи реалізації 
загроз і складності їх виявлення, а також дані про наявність у розг-
лянутих типів об'єктів середовища організаційних, технічних та 
інших апріорних захисних заходів; 
5. Визначення СТН для типів ІА на основі аналізу наслідків 
втрати кожного із значущих властивостей ІБ для кожного з типів 
ІА в результаті впливу на відповідні їм типи об'єктів середовища 
виділених джерел загроз. Використовується чотирьохступенева ЯК 
шкала («МН», «С», «В», «КР»). 
Основними чинниками для оцінювання є: 
 ступінь впливу на безперервність і репутацію діяльності 
компанії;  
 обсяг фінансових (матеріальних) втрат і витрат на відновлен-
ня властивостей ІБ ІА (ліквідації наслідків порушення ІБ – фінан-
сових, матеріальних, тимчасових і людських ресурсів); 
 ступінь порушення законодавчих вимог (договірних зобов'я-
зань компанії), а також вимог регулюючих і контролюючих органів 
в області ІБ; 
 обсяг інформації, яка зберігається, передається, обробляється 
і знищується, що відповідає розглянутому типу об'єкта середови-
ща; 
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 дані про наявність у розглянутих типах об'єктів середовища 
організаційних, технічних та інших захисних заходів, які знижують 
тяжкість наслідків (апостеріорних); 
6. Оцінювання ризиків порушення ІБ проводиться на підставі зі-
ставлення СМР загроз і СТН порушення ІБ внаслідок реалізації 
відповідних загроз. Оцінка проводиться для всіх значущих власти-
востей ІБ виділених типів ІА, всіх відповідних їм комбінацій типів 
об'єктів середовища і джерел загроз, які на них впливають. Вико-
ристовується така ЯК шкала ризиків: допустимий (Д), недопусти-
мий (НД). Для зіставлення СМР загроз і СТН заповнюється табли-
ця Д і ДП ризиків порушення ІБ (табл. 1.8) [66]. 
Ризики порушення ІБ можуть бути оцінені в кількісній (КЛ) 
(грошовій) формі на підставі оцінок СМР загроз ІБ (наприклад, в%) 
і СТН (наприклад, в грошовому вигляді від величини капіталу ком-
панії (ВКК)). Кількісні оцінки також здійснюються експертними 
методами. 
При необхідності можуть використовуватися шкали (табл. 1.9) 
[66] відповідності ЯК і КЛ оцінок СМР загроз і СТН.  
Кількісні ОР порушення ІБ є добутком оцінок СМР загроз і 
СТН для кожного із значущих властивостей ІБ виділених типів ІА і 
Таблиця 1.8. Д і НД ризики 
СМР  
загроз ІБ 
СТН порушення ІБ 
МН С В КР 
НР Д Д Д Д 
МН Д Д Д НД 
С Д Д НД НД 
В Д НД НД НД 
КР НД НД НД НД 
Таблиця 1.9. Шкали відповідності 
СМР загрози СТН порушення ІБ 
(Мяк) (Мкл), % (Мяк) (Мкл), % 
НР 0 МН  [0; 0,5[ 
МН ]0; 20[ СР [0,5; 1,5[ 
С [20; 50[ ВС [1,5; 3,0[ 
В [50; 100[ КР [3,0; 100] 
(від ВВК) КР 100 
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всіх відповідних їм комбінацій об'єктів середовища та джерел за-
гроз, які на них впливають. Сумарна ОР компанії обчислюється як 
сума КЛ оцінок за окремими ризиками порушення ІБ. Також в ме-
тодиці є переліки рекомендованих класів і джерел загроз ІБ [66]. 
Стандарт ISO/IEC 27005:2008 
Стандарт ISO/IEC 27005: 2008 [67, 68] (Information technology – 
Security techniques – Information security risk management (Інформа-
ційна технологія – Методи захисту – Менеджмент ризиків ІБ) є 
технічним переглядом стандартів, скасуванням і заміною ISO/IEC 
TR 13335-3: 1998 та ISO/IEC TR 13335-4: 2000, Швейцарія) надає 
рекомендації для менеджменту ризиками ІБ організації, особливо 
підтримуючи вимоги «Системи менеджменту інформаційної безпе-
ки» (ISMS) згідно ISO/IEC 27001. Процес менеджменту реалізуєть-
ся за шість етапів [69, 70]. 
Етап 1 – Створення контексту. Здійснюється загальний аналіз 
всієї інформації про організацію, яка відноситься до створення 
контексту, а також проводиться встановлення основних критеріїв, 
необхідних для управління ризиками ІБ та визначення для нього 
області застосування і меж здійснення. 
Етап 2 – ОР. Тут здійснюється ідентифікація (активів, загроз, іс-
нуючих вимог, уразливостей і наслідків), оцінка та опис (ЯК, КЛ 
або їх комбінація), розташування за пріоритетами ризиків, які від-
носяться до організації. Якісна оцінка використовує шкалу кваліфі-
кації атрибутів, щоб описати величину потенційних наслідків (на-
приклад: низькі, середні або високі) та ймовірність, реалізації цих 
наслідків. Кількісна оцінка використовує масштаб з числовими 
значеннями як для наслідків, так і ймовірності. Така оцінка в біль-
шості випадків використовує статистику інцидентів. Результатами 
проходження даного етапу будуть оцінки наслідків, ймовірності 
інциденту і РР. 
Етап 3 – Обробка ризиків. Включає загальний опис обробки, а 
також зниження, збереження, запобігання і перенесення ризику. 
Етап 4 – Прийняття ризику. 
Етап 5 – Комунікації ризику. 
Етап 6 – Моніторинг та перегляд ризику ІБ. 
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Тут здійснюється моніторинг та перегляд чинників ризику, а та-
кож поліпшення його менеджменту. У стандарті присутні рекомен-
дації та приклади:  
 визначення області застосування і меж процесу менеджменту 
ризиків (Додаток А);  
 ідентифікації та визначення цінності активів, вартості впливу 
(Додаток В);  
 типових загроз (Додаток С, табл. 1.10 [68], де мітки мають 
таке значення: D – навмисний (навмисні акції, націлені на ІА), А – 
випадковий (ненавмисні дії людини на ІА) і E – екологічний (інци-
денти, що не засновані на діях людини)); 
 уразливостей та методів їх оцінювання (Додаток D, див. при-
клад уразливостей для апаратних засобів в табл. 1.11 [68]); 




Прогалина в можливості ремон-
ту ІС 
Вади схем для періодичних замін Руйнування обладнання (носіїв) 
Вади ефективного контролю вне-
сення змін конфігурації 
Помилка у використанні 
Сприйнятливість до перепадів жив-
лення 
Втрата джерела живлення 
 підходів до ОР (Додаток Е, табл. 1.12 – 13 [68]);  
 обмеження щодо зниження ризику (Додаток F).  
Стандарт має реалізації в ПЗ, наприклад, Meycor KP (Knowledge 
Provider). В ISO/IEC 27005:2008 запропонована високорівнева і 
детальна ОР ІБ. Для останньої може використовуватися матриця з 
зумовленими значеннями (див. табл. 1.12 [68]). Для кожного активу 
розглядаються відповідні уразливості і загрози, наприклад, якщо 
Таблиця 1.10. Приклади типових загроз 
Тип Загрози Мітки 
НСД Несанкціоноване використання обладнання D 
Шахрайське копіювання програмного засобу (ПЗ) D 
Використання підроблених або скопійованих ПЗ A, D 
Спотворення даних D 
Незаконна обробка даних D 
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цінність активу – (ЦА) = 3, ймовірність виникнення (ЙВ) загрози – 
(ЙВЗ) = «В» і простота використання уразливості – (ПВУ) = «Н», 
то міра ризику – (МР) = 5. 
Також запропонована матриця визначення ймовірності сценарію 
інциденту (ЙСІ) (див. табл. 1.13 [68], де «ДН» (дуже низька), «Н» 
(низька), «С» (середня), «В» (висока), «ДВ» (дуже висока)), що 
відповідно означає (дуже малоймовірно), (малоймовірно), (можли-
во), (ймовірно), (часто). 
Таблиця 1.13. Матриця визначення ЙСІ 




ОН 0 1 2 3 4 
Н 1 2 3 4 5 
С 2 3 4 5 6 
В 3 4 5 6 7 
ОВ 4 5 6 7 8 
Отримане результуюче значення ризику вимірюється за шкалою 
від 0 до 8 (наприклад, «Н» (0-2); «С» (3-5); «В» (6-8)) і може бути 
оцінене відповідно до критеріїв прийняття ризику. У додатку стан-
дарту розглянуто приклад ранжирування загроз за допомогою МР 
(див. табл. 1.14 [68]). 
Матриця може використовуватися для зв'язку чинників наслід-
ків ЦА з ЙВЗ (беручи до уваги аспекти уразливості). Спочатку за 
певною шкалою (наприклад, 1 ÷ 5) проводиться оцінка ЦА для ко-
жного активу, який знаходиться під загрозою (колонка (b)). 
Далі, наприклад, за тією ж шкалою оцінюється ЙВЗ, для кожної 
загрози (колонка (c)) і за отриманими результатами обчислюється 
міра ризику (колонка (d)) шляхом множення d = b × c. Далі прово-
Таблиця 1.12. Матриця оцінки ЗР 
ЙВЗ Н С В 
ПВУ Н С В Н С В Н С В 
ЦА 
0 0 1 2 1 2 3 2 3 4 
1 1 2 3 2 3 4 3 4 5 
2 2 3 4 3 4 5 4 5 6 
3 3 4 5 4 5 6 5 6 7 
4 4 5 6 5 6 7 6 7 8 
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диться ранжування загроз (колонка (е)) в порядку відповідної міри 
ризику (в табл. 1.14 [68] 1 – найнижчий наслідок і найнижча ЙВЗ. 
У колонці (а) відображені ідентифікатори загроз). 
Розглянемо приклад, в якому особлива увага приділяється нас-
лідкам інцидентів ІБ та визначенню того, яким системам слід від-
давати перевагу. 
Це виконується шляхом оцінки двох значень для кожного акти-
ву і загрози, комбінація яких буде визначати бали (Бij), де i і j – 
відповідно номер активу і загрози. 
Підсумовування всіх балів активів дає можливість визначити 
МР. Спочатку кожному активу присвоюється ЦА для кожного ви-
падку виникнення відповідної загрози. Далі визначається показник 
ймовірності ризику (ПЙР). Він оцінюється виходячи з комбінації 
ЙВЗ і ПВУ (див. табл. 1.15 [68]).  
На наступному кроці за перетином ліній значень ЦА і ПЙР в 
табл. 1.16 [68] присвоюються відповідні бали, після чого вони підра-
ховуються для отримання підсумкових значень з кожного активу. 
Таблиця 1.14. Приклад ранжування загроз 
(а) (b) (c) (d) (e) 
A 5 2 10 2 
B 2 4 8 3 
C 3 5 15 1 
D 1 3 3 5 
E 4 1 4 4 
F 2 4 8 3 
Таблиця 1.15. Приклад оцінки 
ЙВЗ Н С В 
ПВУ Н С В Н С В Н С В 
ПЙР 0 1 2 1 2 3 2 3 4 
Таблиця 1.16. Бальник 
ПЙР ЦА 
0 0 1 2 3 4 
1 1 2 3 4 5 
2 2 3 4 5 6 
3 3 4 5 6 7 
4 4 5 6 7 8 
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Далі припустимо, що система С має три активи A1, A2, A3 і іс-
нують дві загрози З1, З2 цій системі. Нехай ЦА1 = 3, ЦА2 = 2 та ЦА3 
= 4. Якщо для A1 і З1 ЙВЗ11 = «Н» та ПВУ11 = «С», то значення 
ПЙР11 = 1 (див. табл. 1.15 [68]). 
Бали для А1 і З1 можуть бути визначені з табл. 1.16 [68] на пере-
тині ліній ЦА1 = 3 та ПЙР11 = 1, тобто Б11 = 4. Аналогічним чином, 
нехай для А1 і З2 ЙВЗ12 = «С», а ПВЗ12 = «В», то ПЙР12 = 3, тобто 
Б12 = 6. Тепер можна обчислити сумарні бали (БІі) активу щодо всіх 
загроз БІ1 = Б11 + Б12 = 10. Обчислення підсумкових балів до всієї 
системи (БІС) проводиться шляхом підсумовування всіх балів за 
кожним активом щодо всіх загроз БІС = БІ1 + БІ2 + БІ3 [68]. У стан-
дартах ISO/IEC 27001 та 27002 на етапі ОР ІБ дається посилання на 
документ ISO/IEC TR 13335-3, який тепер представлений як 
ISO/IEC 27005. 
Стандарт AS/NZS 4360:2004 
Стандарт AS/NZS 4360: 2004 [71] (Австралія і Нова Зеландія) 
надає рекомендації з АОР, які проводиться за 7 етапів. 
1. Визначення контексту оцінки ступеня ризику. 
2. Ідентифікація ризику, що ґрунтується на ініціалізації табл. 
1.17 [71]. 



























управління та їх 
ефективність 
(A) – адекватні; 
(M) – помірні; 








































3. Аналіз ступеня ризику. Визначаються наслідки (L), ймовір-
ність (P) і РР за допомогою матриці ризику (табл. 1.18 [71]). 
4. ОР. Порівнюються оцінені РР за попередньо встановленими 
критеріями. 
5. Обробка ризику. 
6. Контроль. 
7. Консультації [71]. 
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Таблиця 1.18. Приклад матриці ризику 
Де E – Надзвичайний ризик (необхідно 
деталізувати потрібний план дій); 
H – Високий ризик (необхідна увага вищого 
керівництва); 
M – Середній ризик (визначає управлінську 
відповідальність); 
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Стандарт ISO/FDIS 31000 
Стандарт ISO/FDIS 31000 [57] (Risk management – Principles and 
guidelines (Управління ризиками – керівні принципи), Швейцарія) 
описує основні принципи АОР. У ньому визначено 7 основних ета-
пів управління ризиками: 
1. Опис структури організації та її контексту; 
2. Визначення політики ризик-менеджменту. Політика повинна 
чітко відображати цілі організації; 
3. Визначення відповідальності; 
4. Інтеграція в організаційні процеси; 
5. Ідентифікація ресурсів; 
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6. Створення внутрішніх зв'язків і механізмів звітності; 
7. Створення зовнішніх зв'язків і механізмів звітності організації. 
Для проведення АОР встановлюються критерії ризику, які по-
винні відобразити цілі та ресурси організації, бути сумісними з її 
політикою ризик-менеджменту, визначеною на початку будь-якого 
процесу ризик-менеджменту і постійно переглядатись. 
Далі переходять до процесу оцінки ступеня ризику – повний 
процес його ідентифікації, аналізу та оцінки. 
На етапі аналізу визначаються наслідки, ймовірність та інші 
ознаки ризику [57, 70, 72, 73]. 
1.4. Методи і засоби аналізу та оцінювання ризиків 
За аналогією з п. 1.3 здійснимо аналіз вхідних, внутрішніх і ви-
хідних параметрів, які використовуються для АОР в подібних ме-
тодах і засобах. 
Метод CRAMM 
Метод CRAMM (CCTA Risk Analysis and Management Method, 
розробник – ССТА, Великобританія) реалізований фірмою Insight 
Consulting Limited в однойменному програмному продукті [74]. Тут 
оцінювання здійснюється в три етапи. 
На першому – проводиться ідентифікація фізичних, програмних 
і інформаційних ресурсів, які містяться всередині кордонів систе-
ми. Цінність фізичних ресурсів в CRAMM визначається вартістю їх 
відновлення в разі руйнування. Для даних і ПЗ вибираються крите-
рії, які застосовуються до даної ІС, дається оцінка збитку за шка-
лою зі значеннями від 1 до 10. Наприклад, шкала оцінки за критері-
єм «Фінансові втрати, пов'язані з відновленням ресурсів» відобра-
жається через такі значення [74 , 75]: 
 2 бали – менш $ 1000; 
 6 балів – від $ 1000 до $ 10 000; 
 10 балів – понад $ 100 000 тощо. 
На другому етапі розглядається все, що відноситься до іденти-
фікації і оцінки рівнів загроз для груп ресурсів та їх уразливостей. 
Програмний засіб CRAMM для кожної групи ресурсів (і кожно-
го з 36 типів загроз) генерує список запитів, для яких після ініціалі-
зації даних оцінка рівнів здійснюється, наприклад, як – дуже висо-
кий, високий, середній, низький, дуже низький (для загрози), і як – 
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високий, середній та низький (для уразливості). Загрози та уразли-
вості об'єднуються в матриці ризику, а для створення шкал, напри-
клад, використовуються дані з табл. 1.19. 
Аналіз ризику проводиться на першому та другому етапах, після 
чого здійснюється його оцінка. Під час аналізу пропонується ви-
ставити коефіцієнти для кожного ресурсу з точки зору частоти ви-
никнення загрози та ймовірності її реалізації. Виходячи з оцінок 
вартості ресурсів ІС, що захищається, загроз та уразливостей, ви-
значаються «очікувані річні втрати». 
Розглянемо приклад матриці оцінки очікуваних втрат [75] 
(рис. 1.11, а), де друга колонка зліва містить значення вартості ре-
сурсу при цьому використовується грошова шкала (рис. 1.11, б), 
верхній рядок заголовку таблиці – оцінку частоти виникнення за-
грози протягом року (рівня загрози), а нижній рядок заголовку – 
оцінку ймовірності успіху реалізації загрози (рівня уразливості). 
Таблиця 1.19. Шкали для рівнів загроз та уразливостей 





Інцидент відбувається в середньому не час-
тіше, ніж кожні 10 років 
дуже  
низький 
Інцидент відбувається в середньому один раз 
на 3 роки 
низький 
Інцидент відбувається в середньому раз на 
рік 
середній 
Інцидент відбувається в середньому раз на 
чотири місяці 
високий 










У разі виникнення інциденту ймовірність 
розвитку подій за найгіршим сценарієм мен-
ше 0,33 
низький 
У разі виникнення інциденту ймовірність 
розвитку подій за найгіршим сценарієм в 
межах від 0,33 до 0,66 
середній 
У разі виникнення інциденту ймовірність 








Рис. 1.11. Приклад роботи систем: 
а) матриця очікуваних річних втрат; б) шкала оцінки 
Значення очікуваних річних втрат (Annual Loss of Expectancy) 
переводяться в бали, що показують РР згідно шкали, представленої 
на рис. 1.11, б) (в цьому прикладі розмір втрат наводиться в фунтах 
стерлінгах) та далі відповідно до матриці (рис. 1.12), виводиться 
ОР. 
 
Рис. 1.12. Матриця ОР 
Третій етап реалізує пошук адекватних контрзаходів. Тут 
CRAMM генерує кілька варіантів заходів протидії, адекватних ви-
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явленим ризикам та їх рівням. ОЗ і уразливостей здійснюється на 
основі ОР за двома чинниками – ризик розглядається як комбінація 
ймовірності реалізації загрози та уразливості, а також шкоди [70, 
74, 75, 76]. 
Метод на основі байєсовских мереж (МБМ) 
Метод МБМ [77] розроблений для побудови каузальних моде-
лей оцінки операційних ризиків. В його основі лежить теорема 
Байєса, цінність якої стосовно оцінки таких ризиків полягає в її 
здатності комбінувати дані про ймовірність подій, одержаних екс-
пертним і статистичними шляхом. Кожній пов'язаній з ризиком 
події (наприклад «Хакерська атака», «НСД», «НСМ» та ін.) прово-
диться оцінка ймовірності її реалізації та (за ланцюжком) опера-
ційних втрат, що з нею пов'язані. Імовірність реалізації події може 
бути вказана у вигляді безперервної функції розподілу або у вигля-
ді таблиці ймовірностей (дискретних ймовірностей). Приклад екс-
пертного відображення умовної ймовірності показаний в табл. 1.20 
[77]. Визначається абсолютна ймовірність та величина витрат. Роз-
глядаються три категорії наслідків: порушення конфіденційності 
(К), цілісності (Ц) та доступності (Д). Для матеріальних активів 
збиток визначається за шкалою – від повної втрати активу до збою 
(зупинки, неполадки) за несуттєвий проміжок часу [76, 77]. 
Метод VAR 
Метод VAR [78] (Value at Risk) заснований на статистичному 
підході та дозволяє оцінити ризик в термінах можливих втрат спів-
віднесених з їх ймовірностями виникнення [78]. Тут описується 
квантиль прогнозованого розподілу втрат протягом певного періо-
ду часу. 
Таблиця 1.20. Формування ймовірності 
 Результати - умови 
Хакерська атака ТАК НІ 
Зараження вірусом Так Ні Так Ні 
Ймовірність результату події «Зупинка сервера» для різних умов 
Відбудеться 0,3 0,15 0,10 0,02 
Не відбудеться 0,7 0,85 0,90 0,98 
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Процес оцінювання включає наступні етапи: ідентифікація за-
гроз, оцінка їх ймовірності, обчислення цінності з урахуванням 
небезпеки та зменшення ризику. Спочатку реалізується класифіка-
ція загроз, таких як, наприклад, шахрайство, зловмисні дії, жарти, 
спроби отримати доступ до приватної інформації, стихійні лиха, 
саботаж, помилки користувачів та ін. Коли загрози були ідентифі-
ковані, їх ймовірність (розподіл ймовірності) оцінена, можливі 
сценарії описані, то визначається небезпека для фірми при реаліза-
ції загроз [70, 78]. 
Методика COBRA 
Методика COBRA (Consultative Objective and Bi-Functional Risk 
Analysis, розробник – C & A Systems Security Ltd, Великобританія) 
орієнтована на підтримку вимог стандарту ISO 17799 за допомогою 
тематичних опитувальників (check list's) [79]. У комплект ПЗ вхо-
дять модулі COBRA ISO 17799 Security Consultant, COBRA Policy 
Compliance Analyst і COBRA Data Protection Consultant, а також 
менеджер модуля COBRA, який використовується для налаго-
дження та зміни бази знань. 
На основі ініціалізації тематичного опитувальника (ТО) здійс-
нюється АОР за наступними категоріями: високорівнева; ІТ безпе-
ки; оперативна ІТ та бізнесу; інфраструктура електронної комерції. 
Модулі ТО інформаційно підтримують окремі застосунки, напри-
клад: 
 APP-MAN (Application level security management) – управлін-
ня безпекою; 
 APPAUDIT (Application level Auditing) – аудит; 
 APPCNTRL (Application Staff control) – контроль штату; 
 APPDEPND (Application Staff dependency) – залежність штату; 
 AUDIT (System Audit) – перевірка системи та ін. 
Після обробки ініціалізованих даних система генерує звіт, в 
якому описана детальна оцінка (Detailed Risk Assessment 
(continued)) за такими характеристиками ризику: 
 категорія (RISK CATEGORY); 
 рівень (RISK LEVEL); 
 оцінка (RISK ASSESSMENT). 
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Відзначимо, що в аналізованій методиці ризик відображається 
трьома характеристиками, перша та остання з яких несуть в собі 
ідентифікуючу складову (назва категорії та коментарі до неї), а 
решта – оціночну складову, якій відповідає «РІВЕНЬ РИЗИКУ», 
представлений у відсотках (ймовірність настання ризику). Аналіз 
та ОР відбувається під час обробки даних, ініційованих через ТО. 
Всі розглянуті дії, які відображаються в запитах, інтегровані в ка-
тегорії ризику, наприклад, дія розглянута в прикладі запиту вхо-
дить в категорію ризику «Непередбачувана ситуація в бізнесі 
(НСБ)». Після опису всіх категорій та ранжирування рівнів ризику 
(з найвищого до нульового) в методиці наводяться рекомендовані 
заходи щодо їх зниження. 
Метод Coras 
Метод Coras (розроблений в рамках програми Information 
Society Technologies Європейського союзу (SINTEF ICT, Норвегія) 
використовується для аналізу ризиків безпеки критично важливих 
систем та реалізується за допомогою технології UML (Unifiеd 
Modеling Languagе – уніфікована мова моделювання). Метод орієн-
тований на підтримку вимог стандартів AS/NZS 4360: 1999 (Risk 
Management) та ISO/IEC 17799-1: 2000 (Code of Practiсe for 
Information Security Management). Засіб оцінювання (метод) ґрунту-
ється на восьми етапах [80] (див. рис. 1.13). 
 
Рис. 1.13. Вісім кроків методу Coras 
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Крок 1 – збір загальної інформації про об'єкт аналізу. 
Крок 2 – визначення мети, напрямків та масштабу аналізу. 
Крок 3 – деталізація завдань аналізу (див. рис. 1.14). 
Крок 4 – аналіз та вивчення отриманої документації. 
Крок 5 – визначення ризиків на основі методу «мозкового шту-
рму». 
Крок 6 – визначення рівня ризиків, оцінювання ймовірностей 
щодо загроз (сценаріїв загроз) та наслідків інцидентів ІБ (див. 
рис. 1.15). 
Крок 7 – визначення прийнятних і неприйнятних ризиків. 
 
Рис.1.14. Приклади символів для моделювання ризику 
Крок 8 – визначення процедур для усунення загроз з метою 
зменшення можливої ймовірності (наслідків інцидентів) в області 
ІБ. 
Кроки 1-4 є підготовчими, оскільки тут аналітики збирають ін-
формацію про об'єкт аналізу, формують його цілі та шкали для 
визначення величини ймовірності і наслідків (див. табл. 1.21 і 1.22), 
а також критерії оцінювання ризиків (див. табл. 1.23). Далі це буде 
використовуватися для ідентифікації останніх. 




Точно П’ять та більше разів на рік [50; ∞   : 10 років = [5; ∞   : 1 рік 
Ймовірно Від 2 до 5 разів на рік [20; 50   : 10 років = [2; 5   : 1 рік 
Можливо Менше 2 разів на рік [5; 20   : 10 років = [0,5; 2   : 1 рік 
Навряд Менше ніж 1 раз на 2 роки [1; 5   : 10 років = [0,1; 0,5   : 1 рік 
Рідко Менше ніж 1 раз на 10 років [0; 1   : 10 років = [0; 0,1   : 1 рік 
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Кроки 5-8 призначені для аналізу і безпосереднього визначення 
ризиків, їх рівнів (див. табл. 1.23), виявлення та оцінювання потен-
ційних можливостей зменшення неприйнятних ризиків [80]. 
Таблиця 1.22. Приклад шкали наслідків 






*ресурси, що піддаються впливу 
 
Таблиця 1.23. Приклад матриці оцінки ризику 
Ймовірність Наслідки 
Незначні Низькі Середні Великі Катастрофічні 
Рідко   СС1, CC1(I)   
Навряд     PR1 
Можливо  CI1(I), SS1(I) CI1, SS1   
Ймовірно    SS2  
Точно      
CC1, CC1 (I) – компрометація конфіденційності, а (I) показує, що ресурс непря-
мий; 
CI1, CI1 (I) – компрометація цілісності; SS1, SS1 (I) – уповільнення системи; 
SS2 – неможливість працювати через зависання системи; PR1 – отримання непра-
вильних даних. 
 
Рис. 1.15. Приклад інтерфейсу інструментарію Coras 
(початкова схема загроз для умисних дій) 
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Метод EBIOS 
Метод EBIOS (Expression des Besoins et Identification des 
Objectifs de Sécurité, розробник Національне агентство 
комп’ютерної безпеки (ANSSI), Центральне управління безпеки 
інформаційних систем (DCSSI), Франція) відображає вимоги стан-
дартів ISO/IEC 27001 [1, 81], ISO 31000 [57] та ISO/IEC 27005 [67]. 
Процес аналізу та оцінювання ризику реалізується за допомогою 
п'яти модулів. 
Модуль 1 – дослідження контексту. Тут реалізується збір інфо-
рмації про об'єкт оцінювання за допомогою трьох заходів. Захід 1 – 
визначення сфери управління ризиками. Захід 2 – підготовка мет-
рик (критерії безпеки (табл. 1.24), рівні небезпеки (табл. 1.25) і 
ймовірності (табл. 1.26) та критерії управління ризиками). 
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Зміни РІС ідентифікуються 
Визнача-
ються 
Зміни РІС ідентифікуються та 
визначаються (локалізуються) 








Обмежені Доступ тільки для співробіт-
ників та партнерів 
Службові Доступ має тільки персонал, 
котрий бере участь у розробці 
Персоналі-
зовані 
Доступ тільки для конкретних 
осіб 
Захід 3 – ідентифікація РІС [82]. 
Модуль 2 – дослідження небажаних подій. Тут реалізується ви-
значення важливих РІС (з точки зору доступності, цілісності, кон-
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фіденційності) та всіх загроз, які можуть призвести до порушення 
безпеки (їх джерела і ймовірності). 
Таблиця 1.25. Приклад шкали небезпек 
Шкала рівня Опис 
1. Незначна Подолання наслідків без будь-яких труднощів 
2. Середня Подолання наслідків незважаючи на низку труднощів 
3. Висока Подолання наслідків з серйозними труднощами 
4. Критична Непереборні наслідки 
Модуль 3 – дослідження сценаріїв загроз, яке орієнтоване на ви-
явлення та оцінку сценаріїв, що можуть викликати описані події, 
які відображають ризики. З цією метою досліджуються джерела 
загроз та уразливості. 
Модуль 4 – дослідження ризиків. Тут безпосередньо оцінюються 
ризики реалізації сценаріїв загроз, які були досліджені у модулі 3. 
Модуль 5 – дослідження заходів безпеки. Модуль орієнтований на 
визначення заходів безпеки та реалізацію їх тестування [82]. 
Таблиця 1.26. Приклад ймовірнісної шкали реалізації сценаріїв загроз 
Шкала рівня Опис 
1. Мінімальна Не має відбутись 
2. Середня Може відбутись 
3. Висока Можливо або точно відбудеться через день-два 
4. Максимальна Відбудеться в найближчий час 
Метод ISAMM 
Метод ISAMM (Information Security Assessment & Monitoring 
Method, розробник Telindus SA (Security, Audit and Governance 
Services, Бельгія) заснований на вимогах стандарту ISO/IEC 27002. 
Він ґрунтується на трьох базових компонентах: аналіз об'єкта, оці-
нка ризику, звітність. Цей кількісний метод оцінювання ризиків ІБ 
безпосередньо відображає їх через щорічні очікувані збитки в гро-
шових одиницях (Annual Loss Expectancy (ALE)). На перших ета-
пах роботи з методом визначаються загрози ІБ (див. табл. 1.27) 
[83]. 
При ОР для кожної загрози (Т) оцінюється ймовірність її появи 
– Тр  та очікувані наслідки – ТI . 
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Щорічні очікувані збитки TALE  для конкретної загрози T визна-
чаються добутком ймовірності виникнення та впливу загрози 
(див. табл. 1.28):  
T T TALE p I  . 
Таблиця 1.27. Приклад ідентифікованих загроз 
ХІБ ІЗ Опис 
К С1 
Зовнішні зловмисники отримали або отримають доступ до 
конфіденційної інформації 
К С2 
Внутрішні зловмисники отримали або отримають доступ до 
конфіденційної інформації 
К С3 
Випадкове розкриття конфіденційних даних внутрішніми зло-
вмисниками 
К С4 
Випадкове розкриття конфіденційних даних зовнішніми злов-
мисниками 
Ц I1 Модифікація або пошкодження зовнішніми зловмисниками 
Ц I2 Модифікація або пошкодження внутрішніми зловмисниками 
Ц I3 Випадкова, помилкова модифікація 
Д А1 
Відмова в обслуговуванні або інші порушення, викликані зло-
вмисниками (шкідливим кодом) 
Д А2 Нестача ресурсів, ноу-хау, підтримка постачальника 
Д А3 
Стихійні лиха (землетруси, повені, урагани, блискавки, поже-
жа, екстремальні погодні умови), терористичні або промислові 
(ударні) впливи 
Д А4 
Відключення системи на короткий період, наприклад, через 
погодні умови 
Д А5 Ненавмисні відключення через помилки 
ХІБ – характеристика ІБ; ІЗ – ідентифікатор загрози;  
К – конфіденційність; Ц – цілісність; Д – доступність. 
Також визначається сумарне значення  
T
T
ALE ALE  
для об'єкта оцінювання [83]. 
Методологія IRAM2 
Методологія IRAM2 (Information Risk Assessment Methodology2, 
розробник Форум інформаційної безпеки (Information Security 
Forum), США) реалізується за допомогою шести етапів. 
Етап 1 – огляд (пов'язаний з реалізацією аналізу ризиків). 
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Етап 2 – оцінка впливу (визначення та оцінка різних категорій 
впливів на бізнес). 
























































Всього 129600 20680 
Етап 3 – профіль загрози (розробляється модель загроз). 
Етап 4 – оцінка уразливостей (виявлення можливостей середо-
вища/системи наскільки добре вона може протистояти загрозам). 
Етап 5 – оцінювання ризику (визначається співвідношення ймо-
вірності реалізації загрози та величини її впливу (рис. 1.16)). 
Етап 6 – обробка ризику (реалізується розробка планів обробки 
ризиків) [84]. 
 
Рис. 1.16. Приклад відображення ризику 
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Система RiskWatch 
Система RiskWatch (розробник – компанія RiskWatch, США) ві-
дображає вимоги стандартів ISO/IEC 27001 та ISO/IEC 27002, NIST 
а також COBIT IV. Процес АОР проводиться за чотири фази [85]. 
Фаза 1 – опис ІС організації з точки зору ІБ (визначення пред-
мета дослідження). Тут описуються такі параметри підприємства, 
як тип організації, склад досліджуваної системи, базові вимоги в 
області ІБ. 
Фаза 2 – введення даних. Для виявлення уразливостей ініціалі-
зується ТО. Задається частота виникнення кожної з виділених за-
гроз, ступінь уразливості та цінність ресурсів (активів) (рис. 1.17), 
на підставі чого розраховується ефективність впровадження засобів 
ЗІ (ЗЗІ) [74]. 
 
Рис. 1.17. Вікно ініціалізації параметрів 
За аналогією з ПЗ COBRA в RiskWatch (для спрощення введен-
ня та обробки даних) множини запитів ТО ініціюються за допомо-
гою вибору даних з набору варіантів, наприклад, конкретні числові 
значення (0, 1 – «ніколи», 2, 3 – «рідко», 4, 5, 6 – «іноді»; 7, 8 – 
«звичайно»; 9, 10 – «завжди») або «ні», «не знаю». За допомогою 
запитів відображаються та оцінюються поточні правила ІБ відпові-
дно до існуючих стандартів. Запитом до RiskWatch, наприклад, 
може бути – «Чи є розмежування доступу до внутрішньої та зовні-
шньої мережі, точки доступу, окремих комп'ютерів і файлових сер-
верів?» [86]. 
Фаза 3 – ОР. Розраховується профіль ризиків та вибираються 
заходи забезпечення ІБ. Для цього встановлюються зв'язки між 
раніше визначеними ресурсами, втратами, загрозами та уразливос-
тями, а ризик оцінюється за допомогою очікуваних втрат за рік. 
Наприклад, якщо вартість сервера   150 000 $, а ймовірність його 
знищення під час пожежі протягом року р = 0,01, то очікувані втра-
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ти складуть m   1 500 $, тобто m p   , де p – ймовірність виник-
нення загрози, а   – вартість ресурсу. Зазначимо, що RiskWatch 
базується на таких даних NIST, як LAFE (Local Annual Frequency 
Estimate) і SAFE (Standard Annual Frequency Estimate), відповідно 
відображають річну частоту реалізації загроз у локалізованій (на-
приклад, в місті) та глобалізованій (наприклад, в Північній Амери-
ці) областях. Використовується також поправочний коефіцієнт, 
який враховує часткове знищення ресурсу. Отримання оцінок 
LAFE та SAFE, наприклад, для України є проблематичним, оскіль-
ки відсутня необхідна статистика. Наприклад, в США існує націо-
нальна програма зі збору даних про інциденти (The Uniform Crime 
Reporting), що дозволяє сформувати відповідну статистичну інфо-
рмацію про інциденти ІБ в загальнодержавній базі. 
Фаза 4 – генерація звіту (рис. 1.18). Формуються діаграми і таб-
лиці детального відображення відповідності та невідповідності 
(щодо запитів) вимогам стандарту, а також діаграма втрат. 
 
Рис. 1.18. Фрагмент звіту в RiskWatch 
З урахуванням вартості ресурсу здійснюється оцінка очікуваних 
втрат (за конкретним активом) від реалізації однієї загрози (ALE) 
[74, 87]  
ALE A EF F   , 
де:  
− А – вартість ресурсу (дані, програми, апаратура та ін.);  
− EF – коефіцієнт впливу (відсоткова частина від вартості ак-
тиву, який піддається ризику);  
− F – частота виникнення небажаної події.  
Наприклад, нехай апаратний засіб коштує А = 10 000 $, коефіці-
єнт впливу на нього EF = 0,5, а частота F = 0,2, то очікувані втрати 
складуть AEL = 1000$. Після ідентифікації активів та впливів оці-
47 
нюється загальний ризик для ІС (сума всіх окремих значень). Дода-
тково використовуються показники ARO – очікувана річна частота 
події та SLE – очікуваний одиничний збиток (різниця початкової та 
залишкової (після події) вартості активу). 
Для оцінювання окремо взятої пари «загроза-ресурс» викорис-
товується формула ALE ARO SLE  . Також застосовуються сцена-
рії «що, якщо», що дозволяють описати аналогічні ситуації за умо-
ви впровадження засобів захисту.  
Порівнюючи очікувані втрати за умови впровадження захисних 
заходів та без них, можна оцінити ефект від таких заходів. Для цьо-
го в RiskWatch містяться не тільки бази даних LAFE та SAFE, але і 
бази різних СЗІ. Ефект від впровадження засобів безпеки визнача-
ється параметром ROI – повернення інвестицій, що складає віддачу 
від вкладень за період часу 
Інструментарій RA2 art of risk 
Інструментарій RA2 art of risk (RA Software Tool, розробник – 
компанії AEXIS Security Consultants та XiSEC Consultants Ltd., Вели-
кобританія) є ПЗ для реалізації системи менеджменту інформаційної 
безпеки (СМІБ), відповідно до вимог ISO/IEC 27001: 2005. 
Складається з восьми модулів: 
 область СМІБ та масштаби ОР; 
 ідентифікація активів; 
 оцінка активів; 
 ОЗ/уразливостей; 
 ідентифікація та ОР; 
 рішення з обробки ризику; 
 затвердження застосованих заходів; 
 виконання заходів та відбір засобів управління. 
В процесі виконання кожного модуля проводиться ініціалізація 
запитів за допомогою вибору фіксованих значень в бінарно-
лінгвістичній формі («так», «ні»). Для ОР використовуються вісім 
рівнів: 1 – тривіальний; 2, 3 – мінорний; 4, 5 – значний; 6, 7 – вели-
кий; 8 – катастрофічний, а матриця ризику будується на основі 
рівнів небезпеки підприємства та ймовірності ризику в лінгвістич-
них шкалах. Значення ризику формується у вигляді рівнів за кож-
ною поданою категорією в лінгвістичному та цифровому вигляді, 
наприклад, значенню «великий рівень» відповідає число 7 [27]. 
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Інструментарій PTA 
Інструментарій PTA (Practical Threat Analysis, розробник PTA 
Technologies, Ізраїль) заснований на вимогах стандарту ISO/IEC 
27001 та PCI DSS 1.1 і є програмною системою для розробки моде-
лі загроз, оцінювання ризиків ІБ та складання планів щодо їх зни-
ження. Всі перераховані процеси реалізуються за допомогою чоти-
рьох кроків. Крок 1 – визначення РІС. Тут реалізується ідентифіка-
ція РІС із зазначенням їх вартості, пов'язаних з ними загроз, відсот-
кове співвідношення від загальної вартості всіх РІС системи. Також 
кожному ресурсу присвоюється ідентифікатор, наприклад, А003 
(див. рис. 1.19) [88]. 
 
Рис. 1.19. Приклад форми для ідентифікації РІС 
Крок 2 – виявлення уразливостей. На цьому кроці аналізуються і 
фіксуються всі уразливості (рис. 1.20) та загрози, до яких вони мо-
жуть призвести.  
 
Рис. 1.20. Приклад форми для фіксування уразливостей 
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Крок 3 – визначення контрзаходів. Цей крок передбачає вибір 
контрзаходів для перекриття уразливості і запобігання реалізації 
загроз (див. рис. 1.21 та 1.22). Також реалізується ОР як співвідно-
шення ймовірності реалізації загрози та шкоди від її реалізації 
(рис. 1.21) [88]. 
 
Рис. 1.21. Приклад форми для фіксування загроз та оцінювання ризику 
Крок 4 – розробка планів нейтралізації сценаріїв загроз 
(рис. 1.23) [88]. 
Система КЕС управління ІБ «АванГард» 
Система КЕС управління ІБ «Авангард» (Комплексна експертна 
система «Авангард», розробник – Лабораторія системного аналізу 
проблем інформатизації Інституту системного аналізу РАН, Росія) 
включає комплекс методик:  
− ідентифікації критично важливих сегментів та об'єктів інфо-
рмаційної інфраструктури на основі АОР порушення ІБ автомати-
зованих ІС (АІС);  
− управління ризиками порушення ІБ великих комп'ютеризо-
ваних організаційних систем;  
− побудови системи вимог ІБ критично важливих сегментів та 
об'єктів АІС;  
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− моніторингового контролю над станом критично важливих 
сегментів та об'єктів АІС.  
 
Рис. 1.22. Приклад форми для фіксування контрзаходів 
Засновується система на двох програмних комплексах – «Аван-
гард-Аналіз» і «Авангард-Контроль» [89]. 
Спочатку проводиться аналіз подій ризику через побудову їх 
моделей за допомогою інтерфейсу головної форми (рис. 1.24), де у 
верхньому секторі міститься таблиця зі списком моделей подій 
ризиків, за кожною з яких в заданих графах зазначаються експертні 
оцінки ціни ризику (в умовних одиницях) та ймовірності (у відсот-
ках) його подій. При матеріальній шкоді умовної одиниці рекомен-
дується привласнювати певний ціновий еквівалент, наприклад, 
1000 руб. 
При події ризику, збиток від якого складно оцінити в грошово-
му відображенні, використовуються бальні оцінки, за якими ран-
жуються події ризику відповідно до ступеню їх небезпеки. У графі 
«Збиток» ідентифікується розрахункове значення ризику за добут-
ком його ціни на ймовірність. 
У наступному секторі представлена таблиця загроз, реалізація 
яких пов’язана з певним ризиком.  
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Рис. 1.23. Приклад взаємозв'язку РІС, уразливостей, загроз та контрзаходів 
 
Рис. 1.24. Інтерфейс побудови моделей подій ризику 
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Для кожної із загроз зазначається вага заданої події (ризикоут-
ворюючий потенціал (РП) загрози за подією ризику). Для оцінки 
необхідно:  
− вибрати клас об'єкта з описом дії, яка призводить до ризику 
(визначити його ідентифікатор);  
− для кожного ризику встановити грошовий еквівалент;  
− розглянути події ризику, які можуть виникнути в результаті 
реалізації цих загроз (для визначення значущості загроз, які вхо-
дять до складу нормативної моделі) [89]. 
Система Enterprise Risk Assessor 
Система Enterprise Risk Assessor (Risk Advisor, розробник – 
компанія Methodware, Нова Зеландія) відповідає вимогам австра-
лійського стандарту Australian/New Zealand Risk Management 
Standard (AS/NZS 4360: 1999) та ISO/IEC 17799.  
Представлена в трьох продуктах: CobiT Advisor 3rd Edition (Au-
dit); PRo Audit Advisor; Planning Advisor. Процес АОР проводиться 
за три кроки, що дозволяє структурувати оцінку, зробити її більш 
точною. 
Крок 1: Додаток The Builder Tool – інструмент для створення 
структури ОР і аудиту (збір інформації). Воно дозволяє побудувати 
структуру ІС, включаючи здатність додавати або приховувати 
будь-яку частину функціональних можливостей. Основні етапи 
роботи в цьому додатку складаються з опису ІС, ризиків, загроз, 
втрат та аналізу результатів.  
На етапі «Опис ризику» створюється матриця (рис. 1.25), яка 
дозволяє описати ризики відповідно до визначеного шаблону та 
сформувати їх зв'язку з іншими елементами моделі. Оцінка відбу-
вається на основі якісної шкали, а ризики поділяються на прийнят-
ні та неприйнятні. Далі вибираються управляючі впливи (контрза-
ходи) з урахуванням зафіксованої раніше системи критеріїв, ефек-
тивності контрзаходів та їх вартості. Вартість і ефективність також 
оцінюються в якісних шкалах.  
На етапі «Опис загроз» спочатку визначається список загроз, 
здійснюється їх класифікація та формується зв'язка з ризиками. 
Опис також робиться на якісному рівні, що дозволяє зафіксувати їх 
взаємозв'язки.  
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На етапі «Опис втрат» описуються події (наслідки), пов'язані з 
порушенням режиму ІБ. Втрати оцінюються в обраній системі кри-
теріїв. Для спрощення збору даних експерти можуть використову-
вати ТО, який складається вручну. Після збору інформації перехо-
димо до ОР. 
 
Рис. 1.25. Матриця ризику 
Крок 2: The Assessor – експертна оцінка (аналіз зібраної інфор-
мації). 
Крок 3: The Consolidation Tool – інструмент консолідації (інтег-
рує всі індивідуальні ОР). Після побудови моделі формується звіт 
(близько 100 розділів) та агрегований опис у вигляді графа ризиків 
[27, 90].  
У звіті (рис. 1.26) з ймовірносно-лінгвістичною шкалою ризик 
представлений у вигляді матриці з такими градаціями: майже напе-
вно, ймовірно, можливо, малоймовірно, рідко. На рис. 1.27 пред-
ставлено приклад опису та ОР. 
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Рис. 1.26. Фрагмент звіту 
 
Рис. 1.27. Приклад опису ризику 
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Система vsRisk, Risk Assessment Tool 
Система vsRisk, Risk Assessment Tool (розробник – компанія 
Vigilant Software Ltd., Великобританія) призначена для ОР ІБ від-
повідно до вимог ISO/IEC 27001 та BS 7799-3. Для спрощення про-
цедури АОР використовуються форми, для яких вибираються шка-
ли (встановлюються рівні) ймовірності та впливу. Далі, для кожної 
дії визначається ймовірність за обраною шкалою (рис. 1.28, а). Си-
стема надає засоби для оцінки всіх чинників ризиків, включаючи 
загрози, уразливості, активи та механізми контролю, і не містить 
засобів для кількісної оцінки величини ризику, обмежуючись лише 
якісними шкалами. 
Відзначимо, що для оцінки задаються масштаби ймовірності та 
впливу розглянутих загроз. Всі зміни, що вносяться до бази даних 
продукту в ході роботи, докладним чином фіксуються в журналі 
аудиту. Після аналізу ризиків формується оцінка у вигляді обрано-
го балу для ймовірності, наприклад, 2. За результатами оцінки ге-
неруються «Декларації про можливість застосування механізмів 
контролю» та «План обробки ризиків» відповідно до вимог станда-
рту ISO/IEC 27001. Надалі ця інформація використовується при 
виведенні рекомендацій на відповідність цьому стандарту. У vsRisk 
немає детальної ОР з описом подальших дій, що рекомендуються 
(рис. 1.28, б) [91]. 
Система OCTAVE 
Система OCTAVE (розробник – інститут Carnegie Mellon 
Software Engineering Institute і Центр навчання, досліджень і техно-
логій (CERT), реалізований в лінійці продуктів: метод OCTAVE, 
OCTAVE-S та OCTAVE Allegro – для великих, середніх і малих 
організацій відповідно, США) використовує трьохетапний підхід 
для вивчення організаційних та технічних питань. 
Етап 1 – «Ідентифікація активів та уразливостей». Складається з 
чотирьох процесів:  
− «Ідентифікація ресурсів управління» (збирається інформація 
про важливі активи, вимоги ІБ, загрози та уразливості від предста-






Рис. 1.28. Приклад роботи системи:  
а) фрагмент інтерфейсу ОР; б) короткий огляд оцінок 
− «Ідентифікація експлуатаційних ресурсів» (збирається інфо-
рмація, як в попередньому процесі, з відібраних експлуатаційних 
областей);  
− «Ідентифікація ресурсів штату» (збирається інформація ана-
логічно з попередніми процесами від загального штату відібраних 
експлуатаційних областей);  
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− «Створення профілів загроз» (вибирається 3 ÷ 5 критичних 
ресурсів, для яких і визначаються профілі загроз).  
Для проходження цього етапу в системі пропонується ініціюва-








Рис. 1.29. Приклад роботи системи:  
а) фрагмент запитів для етапу 1; б) звіт відповідності;  
в) результат оцінки загального ризику 
Етап 2 – «Ідентифікація загроз та уразливостей інфраструкту-
ри». Містить два процеси:  
− «Ідентифікація ключових компонент» (складається представ-
ницький набір ключових компонент системи, які підтримують або 
обробляють критичні інформаційно-пов'язані активи);  
− «Оцінка відібраних компонент» (проводиться оцінка відібра-
них компонент та аналіз результатів (рис. 1.29, б)). 
Загрози поділяють на такі категорії:  
− за участю людини і використанням технічних засобів; за уча-
стю людини і використанням фізичного доступу;  
− технічні проблеми; інші проблеми.  
В процесі проходження етапу 2 ризик визначається як функція 
( )R T,I , де Т – загроза (threat)/умова (condition), а I – вплив 
(impact)/наслідок (consequence). Також детально описується збиток, 
який буде завдано компанії в разі настання ситуації ризику. 
Етап 3 – «Розвиток стратегії та планів безпеки» (ідентифікують-
ся ризики до критичних активів організації та приймаються рішен-
ня з їх обробки). Складається з двох процесів:  
− «АОР» (визначається рівень впливу (високий, середній, низь-
кий) загроз критичним активам);  
− «Розвиток стратегії захисту» (команда розвиває стратегію за-
хисту всієї організації, зосереджуючись на поліпшенні методів за-
безпечення її ІБ [92]). 
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Приклад процесу оцінки (при цьому використовується шкала – 
середній, низький, високий) щодо заданої сфери дії ризику розгля-
нуто в табл. 1.29. Надалі при загальній оцінці для кожної сфери 
присвоюється коефіцієнт рівня ризику: 
 високий – 3, 
 середній – 2, 
 низький – 1. 
Отримані бали щодо кожної загрози в процесі АОР підсумову-
ються (рис. 1.29, в). 
Таблиця 1.29. Приклад процесу ОР 
Сфера діяльності ризику Рівень ризику 
репутація/довіра клієнтів середній 
фінанси низький 
виробництво низький 
безпека та здоров’я низький 
штрафи високий 
Інструментарій Callio Secura 17799 
Інструментарій Callio Secura 17799 (розробник – компанія Callio 
Technologies, Канада) є Web-додатком, який включає все необхідне 
для менеджера при розробці, впровадженні, управлінні та сертифі-
кації СМІБ згідно ISO/IEC 17799 / BS7799 [93]. Система містить 
чотири секції: 
 «Методологія» – помічник, який пояснює кроки правильного 
здійснення впровадження ISO/IEC 17799 та просування до сертифі-
кації BS 7799-2; 
 «Адміністрування» – інструментарій для правильного визна-
чення структури управління СМІБ; 
 «Інструменти» – набір інструментів для реалізації правильно-
го виконання вимог ISO/IEC 17799; 
 «Управління ІБ» – модулі, що дозволяють ефективно управ-
ляти ризиками організації та підготуватися до аудиту СМІБ. Для 
ОР ІБ необхідно ініціалізувати ТО, складений відповідно до вимог 
стандарту [94]. 
Процес АОР здійснюється за два етапи. На першому – реалізу-
ється ідентифікація активів, загроз, уразливостей та вимог ІБ, оці-
нюється величина уразливостей, ймовірність загроз та цінність 
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активів, яка визначається збитком в результаті порушення конфі-
денційності, цілісності, доступності (рис. 1.30). З використанням 
цих даних обчислюється значення ризику [94]. 
На другому етапі приймається рішення щодо способів обробки 
ризиків та прийнятного рівня залишкових ризиків, створюється 
план обробки ризиків, проводиться впровадження механізмів конт-
ролю і розробки політики ІБ та інших організаційно-розпорядчих 
документів. 
 
Рис. 1.30. Приклад ОР 
В ході опису необхідно поставити дані щодо критеріїв «висо-
кий» – (3), «середній» – 2), «низький» – (1) [95]. Базуючись на ін-
формації про цінності активів і ймовірності загроз, автоматично 
обчислюються значення ризиків та проводиться їх упорядкування 
за пріоритетами (ризик щодо конфіденційності, цілісності, доступ-
ності та законності). 
Система Гриф 2006 
Система Гриф 2006 (розробник – компанія Digital Security, Ро-
сія) спрямований на забезпечення самостійної роботи ІТ-
менеджера (без залучення сторонніх експертів) щодо оцінки РР в 
ІС та ефективності існуючої практики із забезпечення безпеки ком-
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панії, а також надання можливості доказово (в цифрах) переконати 
керівництво в необхідності інвестицій в сферу ІБ. Процес АОР в 
системі Гриф 2006 складається з 3 етапів. 
Етап 1 – складання моделі аналізу інформаційних потоків (опис 
активів компанії та всіх бізнес-процесів). 
Етап 2 – створення моделі аналізу загроз та уразливостей. Для 
оцінки використовується розроблена Digital Security класифікація 
загроз, в якій описані всі дії, що розглядаються під час оцінки, зда-
тні призвести до порушення базових характеристик ІБ, тобто до 
подій порушення ІБ. 
Етап 3 – зазначення шкоди для кожної групи цінних ресурсів, за 
всіма видами загроз. На цьому етапі необхідно ініціалізувати ТО з 
політики ІБ, реалізованої в системі, що дозволить оцінити реальний 
рівень її захищеності та деталізувати ОР. Аналіз ризиків ІБ здійс-
нюється за допомогою побудови моделі ІС організації [74]. 
Ризик оцінюється окремо за кожною зв'язкою «група користу-
вачів – інформація», тобто модель розглядає взаємозв’язок «суб'єкт 
– об'єкт» з урахуванням всіх їх характеристик. 
Розраховуються ймовірність реалізації загрози, її рівень щодо 
уразливості на основі критичності та ймовірності реалізації через 
дану уразливість і можливі збитки. В системі використовується 
шкала від 0 до 100%. 
Система @RISK 
Система @RISK (розробник – компанія Palisade, США) призна-
чена для АОР за допомогою методу Монте-Карло [96], що реалізу-
ється на основі Microsoft Excel. Система дозволяє простежити мо-
жливість прийняття та уникнення ризиків, а також приймати най-
кращі рішення в умовах невизначеності. Для ОР також використо-
вується метод Value at Risk (VAR) [78]. 
На початковому етапі роботи проводиться створення моделі 
оцінки (аналіз ризику) за допомогою заповнення таблиці (див. при-
клад табл. 1.30). Далі відбувається розрахунок витрат при настанні 
ситуації порушення ІБ. 
Система RiskPAC 
Система RiskPAC (розробник – компанія CSCI, Нідерланди) при-
значена для виявлення та надання допомоги при усуненні уразливо-
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стей в ІС. Конструктор анкет дозволяє автоматизувати будь-яку руч-
ну методику ОР для аналізу якого необхідно ініціалізувати (за допо-
могою фіксованих варіантів) запити в ТО, представлених у вигляді 
реляційних баз даних (БД). Під час ОР для підрахунку ймовірності 
загроз використовується наступна шкала: малоймовірно, ймовірно та 
цілком ймовірно. Також підраховується вплив за шкалою: мінімаль-
ний, значний, серйозний та катастрофічний. Додатково в системі є 
калькулятор очікуваних середньорічних втрат [90, 97]. 








Відмова ІТ системи  0,1 1000 5 
Проблема з виробничим процесом 0,05 50 3 
Тяжке захворювання члена правління 0,05 100 5 
Службовець виграє судовий процес 0,08 250 20 
Поява нового конкурента 0,25 400 100 
Відмова випуску нового товару 0,15 300 45 
Закріплення ставки $  0,35 100 35 
Пожежа в головному офісі 0,02 250 5 
Шахрайство 0,005 500 3 
Втрата конфіденційних даних  0,01 300 3 
Банкротство головного клієнта-
боржника 
0,02 150 3 
Загальна кількість  3400 227 
Система Microsoft Security Assessment Tool 
Система Microsoft Security Assessment Tool (MSAT, розробник – 
компанія Microsoft, США) базується на матеріалах «Керівництва з 
управління ризиками» [33]) та виконує наступні функції: 
1) ОР; 
2) підтримка прийняття рішень; 
3) реалізація контролю; 
4) оцінка ефективності програми. 
Застосунок орієнтований на організації з числом співробітників 
менше 1000 чоловік для сприяння кращому розумінню потенційних 
проблем у сфері ІБ. В ході роботи користувач, який виконує роль 
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аналітика відповідального за питання ІБ, працює з двома групами 
запитів. 
Перша з них присвячена ОР для бізнесу, з яким компанія стика-
ється в даній галузі та в умовах обраної бізнес-моделі. Створюється 
так званий профіль ризику для бізнесу. Запити цієї групи розбиті на 
6 етапів: 
Етап 1 – «Параметри компанії» (назва, число комп'ютерів та 
серверів і т.д.); 
Етап 2 – «Безпека інфраструктури»; 
Етап 3 – «Безпека застосунків»; 
Етап 4 – «Безпека операцій»; 
Етап 5 – «Безпека персоналу»; 
Етап 6 – «Середовище». 
Після реалізації етапів цієї групи здійснюється обробка (за до-
помогою підключення до інтернет) отриманої інформації та пере-
хід до другої групи запитів, які організовані відповідно до концеп-
ції багаторівневого (ешелонованого) ЗІ. Багато в чому ТО відпові-
дає розділам стандартів ISO/IEC 17799 та ISO/IEC 27001. 
Після ініціалізації запитів клієнтська частина програмної систе-
ми знову звертається до віддаленого сервера та генерує звіти. Най-
більший інтерес представляє «Повний звіт», що містить пропоно-
ваний список пріоритетних дій. На етапі аналізу ризику проводить-
ся ідентифікація активів, пропонується їх якісна класифікація (ви-
сокий, середній та низький вплив на бізнес), а також визначається 
перелік загроз та уразливостей. На етапі ОР визначається потен-
ційний збиток за трирівневою шкалою (висока, середня та низька 
схильність до впливу). 
При оцінці частоти виникнення загроз використовуються града-
ції: 
 висока (ймовірне виникнення одного або декількох подій в 
межах року); 
 середня (вплив може виникнути в межах двох-трьох років); 







Методика TRA [48, 98] (Threat and Risk Assessment, розробник – 
компанія Government (Communications Security Establishment), Ка-
нада) розроблена на основі трьох посібників для IT-систем з: 
 сертифікації та акредитації (MG-01); 
 управління ризиком безпеки (MG-02); 
 ОР і вибору гарантій (MG-03 [98]). 
Для ОР аналітик повинен розглянути опис ІТ-системи, ідентифі-
кувати істотні сценарії загроз, оцінити вплив та їх ЙВ (рис. 1.31). 
В процесі ОР для кожного сценарію загрози розраховуються її 
вплив та ймовірність. Такий підхід відображає середні очікувані 
втрати за певний період часу [48]. По суті, ризик (R) описується як 
функціональний зв'язок між вартістю активів (AVal), загрозою (Т) та 
уразливістю (V): ( , , )ValR f A T V . 
Процес ОЗ (наприклад, «Хакерська атака») для такої підгрупи 
активів як корпоративні дані (КД) здійснюється на основі табл. 1.31 
[48], де рівень порушення таких характеристик ІБ, як К, Ц та Д 
відображається трирівневою КЛ шкалою («В», «С», «Н»). 
 
Рис. 1.31. Процес ОР 













порушення  Підгрупа  
активів 
К Ц Д 
Навмисна Шпіонаж Хакери - НСД В - - КД 
Саботаж Хакери - НСМ - - В КД 
Саботаж Хакери - DoS - Н - КД 
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Методика FRAP 
Методика FRAP [99] (Facilitated Risk Analysis Process, розроб-
ник – компанія Peltier and Associates, США) орієнтована на забез-
печення ІБ ІС, яка розглядається в рамках процесу управління ри-
зиками та складається з п'яти етапів: 
Етап 1 – Визначення активів, які захищаються (проводиться на 
основі ТО, вивчення документації на систему, використання ін-
струментів автоматизованого аналізу (сканування) мереж). 
Етап 2 – Ідентифікація загроз. При складанні списку загроз мо-
жуть використовуватися різні підходи, наприклад:  
− вибір актуальних для даної ІС загроз із заздалегідь підготов-
лених експертами переліків (checklists);  
− аналізується статистика інцидентів ІБ, пов'язаних з даною ІС;  
− оцінюється середньорічна частота інцидентів (за низкою за-
гроз, наприклад, виникнення пожежі, дані можна отримати у відпо-
відних державних організаціях);  
− фахівці компанії вирішують завдання за допомогою «мозко-
вого штурму» та ін. 
Етап 3 – ОР. Кожній загрозі зі складеного списку зіставляють її 
ЙВ, далі оцінюють збиток, який може бути нанесений даною загро-
зою та за отриманими значеннями оцінюється її рівень. При прове-
денні аналізу ризику, як правило, приймають, що на початковому 
етапі в системі відсутні засоби та механізми захисту. Таким чином 
оцінюється РР для незахищеної ІС, що надалі дозволяє показати 
ефект від впровадження засобів ЗІ. Оцінка проводиться за ЙВ за-
грози та шкоди від її реалізації протягом року з використанням 
наступних шкал. Для ймовірності (Probability): 
 висока (High Probability) – ймовірно; 
 середня (Medium Probability) – можливо; 
 низька (Low Probability) – малоймовірно. 
Для збитку (Impact – міра величини втрат або шкоди, що завда-
ється активу): 
 «В» (High Impact) – зупинка критично важливих бізнес-
підрозділів, яка призводить до істотного збитку для бізнесу, втрати 
іміджу або неотримання істотного прибутку; 
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 «С» (Medium Impact) – короткочасне переривання роботи 
критичних процесів або систем, що призводить до обмежених фі-
нансових втрат в одному бізнес-підрозділі; 
 «Н» (Low Impact) – перерва в роботі, що не викликає відчут-
них фінансових втрат. 
Оцінка здійснюється у відповідності з правилом, яке задається 
матрицею ризиків (рис. 1.32) і може інтерпретуватися наступним 
чином: 
 рівень A – пов'язані з ризиком заходи (наприклад, впрова-
дження засобів ЗІ) повинні бути виконані негайно і в обов'язковому 
порядку; 
 рівень B – пов'язані з ризиком заходи мають бути вжиті; 
 рівень C – потрібний моніторинг ситуації (але безпосередніх 
заходів з протидії загрозі приймати, можливо, не треба); 
 рівень D – ніяких заходів в даний момент робити не тре-
ба [99]. 
Етап 4 – Визначення контрзаходів. Після ідентифікації загроз та 
ОР визначаються контрзаходи, які дозволяють усунути ризик або 
звести його до прийнятного рівня. 
Етап 5 – Документування. Після АОР результати детально до-
кументуються в стандартизованому форматі. Отриманий звіт може 
бути використаний при визначенні політик, процедур, бюджету ІБ 
тощо. 
Рис. 1.32. Матриця ризиків FRAP 
Методика Risk Matrix 
Методика Risk Matrix [100] (розробник компанія Mitre 
Corporation, США) орієнтована на АОР і згодом була реалізована 













 High Medium Low 
High A B C 
Medium B B C 
Low B C D 
 
A – Corrective action must be implemented 
B – Corrective action should be implemented 
C – Requires monitor 
D– No action required at this time 
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вання оцінки ступеня ризику; ідентифікацію завдань або вимог; 
визначення; ранжування; складання рейтингу ризиків; управління 
планами дій; безперервну оцінку ризиків. 
Оцінка ризику полягає в плануванні діяльності. Спочатку про-
водиться ідентифікація ризику за допомогою застосування експер-
тами «Мозкового штурму». 
Далі присвоюються різні атрибути кожному ризику, такі як, на-
приклад, період часу (дати початку і закінчення можливої реаліза-
ції) та ЙВ. 
За допомогою сценарію «Якщо ризик ..., то наслідки ...» склада-
ється матриця ризику. 
Для визначення впливів використовується шкала: 
 С (критичні); 
 S (серйозні); 
 Мо (середні); 
 Mi (низькі); 
 N (незначні). 
А для ймовірності – (Р): 
 0-10% (дуже низька); 
 11-40% (низька); 
 41-60% (середня); 
 61-90% (вище середнього); 
 91-100% (висока). 
На етапі ранжування використовується метод Borda і далі скла-
дається рейтинг ризику з визначенням його ступеня – «Н», «С» або 
«В» табл. 1.33 [100]. Для визначення найбільш пріоритетних ризи-
ків використовується діаграма частот (рис. 1.33). Приклад матриці 
ризику представлений на рис. 1.34 [100]. 
Таблиця 1.33. Шкала ризику 
ПЙР (%) 
Категорії дії 
N Mi Mo S C 
0-10 Н Н Н С С 
11-40 Н Н С С В 
41-60 Н С С С В 
61-90 С С С С В 
91-100 С В В В В 
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Рис. 1.33. Діаграма частот 
 
Рис. 1.34. Приклад матриці ризику 
Методика Mehari 
Методика Mehari (називають методологією) [101] (розробник 
Clusif, Франція) замінила систему Clarion і є структурованим під-
ходом до ОР. Вона дає можливість ЯК і КЛ оцінити чинники ризи-
ку та РР. При цьому, Мehari інтегрує інструменти (наприклад, кри-
терії оцінки, формули та ін.) і бази знань (зокрема, заходи для діаг-
ностики ІБ), що є важливим доповненням до мінімальних методів 
запропонованих в ISO/IEC 27005: 2008. 
Для того, щоб відповісти на питання «Які ризики є високими 
для організації та прийнятні вони чи ні?» застосовується структу-
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рований підхід для виявлення всіх можливих подій ризику, аналіз 
індивідуально найбільш важливі з них, а потім визначити дії щодо 
зниження ризику до прийнятного рівня. 
Для оцінки пропонуються два основні варіанти – використання 
баз знань (які інтегруються в Microsoft Excel, Open Office) або ПЗ 
(наприклад, Risicare, яке забезпечує більш багатий користувальни-
цький інтерфейс, а також дозволяє моделювати, візуалізувати та 
оптимізувати отримані результати). 
Для оцінки використовується структурована модель ризику, яка 
враховує «чинники зниження ризику» [102]. Процес АОР реалізу-
ється в 9 етапів: 
1. Ідентифікація ризику. Пропонуються два підходи – прямий 
(передбачає ідентифікацію несправностей або подій, які можуть 
призвести до порушення ІБ, в результаті будуть описані можливі 
типи несправностей) та системний (полягає у використанні великих 
баз знань для ведення автоматизованої оцінки). 
2. Оцінка впливу. Тут використовується ЯК шкала, де: 
 1 – дуже низька експозиція (незалежно від будь-яких заходів 
ІБ, ймовірність того, що такий сценарій буде відбуватися – дуже 
низька); 
 2 – низький вплив (ймовірність того, що такий сценарій від-
будеться в короткостроковий або середньостроковий період – ни-
зька); 
 3 – середня експозиція (якщо нічого не робити, то такий сце-
нарій повинен відбутися в більш-менш короткий термін); 
 4 – високий рівень впливу (якщо нічого не буде зроблено, то 
такий сценарій неминучий в дуже короткий термін). 
3. Оцінка стримуючих чинників. Проводиться аудит стримую-
чих та профілактичних чинників, які можуть запобігти виникненню 
ризику. 
4. Оцінка захисних, паліативних та рекуперативних чинників. 
5. Оцінка потенційності. Оцінюються потенційні ризики (які по-
винні відбутися) на підставі п'ятибальної шкали: 
 0 – відсутня; 
 1 – дуже малоймовірно; 
 2 – малоймовірно; 
 3 – швидше за все; 
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 4 – дуже ймовірно. 
6. Оцінка впливу. Проводяться оцінки наслідків настання ризику 
незалежно від будь-яких заходів ІБ. 
7. Оцінка впливу після вжиття заходів щодо зниження ризику та 
показників скорочень впливу. 
8. Глобальна ОР. Визначаються глобальні ризики для організації. 
9. Прийняття рішення про прийнятність або неприйнятність ри-
зику [101]. 
Методика MAGERIT 
Методика MAGERIT [103] (Methodology for Information Systems 
Risk Analysis and Management, розробник Ministerio De 
Administraciones Públicas, Іспанія) призначена для реалізації проце-
су АОР, який здійснюється в 3 етапи: 
Етап 0 – Планування. 
Етап 1 – Аналіз ризику. Складається з 5 кроків: 
1. Ідентифікація та оцінка активів, які є елементами ІС (або тіс-
но пов'язаних з нею), цінними для організації. Активи пропонуєть-
ся розділяти на 5 груп (навколишнє середовище, ІС, інформація, 
функції організації, інші активи) для визначення залежності між 
ними. Після ранжування активів проводиться їх оцінка щодо варто-
сті. Далі визначаються вимоги до К, Ц і Д та автентичності активу; 
2. Аналіз і ОЗ ІБ. За допомогою категорії загроз, яка наведена в 
даній методиці, проводиться їх ідентифікація, реалізується оцінка 
частоти (використовується шкала: 100 – дуже часто (щодня); 10 – 
часто (щомісяця); 1 – зазвичай (щорічно); 1/10 – рідко (раз в декі-
лька років)) та збитків; 
3. Визначення превентивних заходів для запобігання загрози; 
4. Оцінка впливу. Вимірювання пошкодження активів, пов'яза-
них з загрозою; 
5. Визначення ризику. Ризик відображається ймовірністю пош-
кодження ІС та збільшується зі зростанням впливу і частоти (табл. 
1.34 [103]). 
Етап 2 – Управління ризиками. Вибираються та реалізуються 
захисні заходи (технічні, фізичні [104], організаційні, робочого 
середовища для людей і устаткування та кадрова політика), а також 
здійснюється інтерпретація значення для впливу і залишкових ри-
зиків, проводиться аналіз прибутку та збитків [103]. 
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Таблиця 1.34. Приклад потенційних загроз файлам даних  
 Вимірювання ІБ (%) 
актив/загроза F D I C AS AD TS TD 
[D_exp] Поточні файли  50 50 100 100 100 100 100 
[E.1] Помилки користувачів 10 10 10      
[E.2] Помилки адміністратора 1 20 20 10 10 10 20 20 
[E.3] Помилки моніторингу 1      50 50 
[E.4] Помилки конфігурації 0,5 50 10 10 50 50 50 50 
[A.4] Зміни конфігурації 0,1 50 10 50 100 100 100 100 
[A.11] Несанкціонований доступ 100  10 50 50    
Приклади оцінок показані в ПЗ «Techniques Guide» на рис. 1.35 
а-б, де:  
− D, I та C – відповідно К, Ц та Д даних;  
− AS і AD – відповідно справжність користувача послуг та по-
ходження даних;  
− TS і TD – відповідно підзвітність використання послуг і дос-
тупу до даних [58, 103]. 
Методика Information Security RA 
Методика Information Security RA [105] (Risk Assessment, розро-
бник Centers for Medicare & Medicaid Services (CMS), США) надає 
можливість реалізації АОР у сфері ІБ. Методика складається з 3 
фаз: 
Фаза 1. Документування системи. Фаза реалізується декількома 
процесами – ідентифікація системної документації та активів, а 
також визначення поточного рівня ІБ (з використанням шкали: 
«В», «С» та «Н», табл. 1.35 [105]); 
Фаза 2. Визначення ризику. Розрахунок РР для кожної пари за-
грози і уразливості, на основі ймовірності того, що загроза з вико-
ристанням уразливості буде здійснена. Також визначається ступінь 
впливу, який загроза матиме на ІС (її дані і бізнес-функції) з точки 
зору втрати К, Ц і Д. 
Фаза 2 складається з 6 кроків: 
1. Виявлення загрози; 
2. Визначення уразливості; 
3. Виявлення існуючих елементів управління для зниження ри-






Рис. 1.35. Приклад оцінки: а) впливу; б) ризику 
4. Визначення її ймовірності виникнення з урахуванням існую-
чих елементів управління, для чого використовується семирівнева 
шкала: 
 НЗ – незначна (малоймовірно); 
 ДН – дуже низька (ймовірно два/три рази в п'ять років); 
 Н – низька (відбудеться один раз на рік або менше); 
 С – середня (може статися один раз в шість місяців або мен-
ше); 
 В – висока (відбудеться один раз на місяць або менше); 
 ДВ – дуже висока ймовірність (кілька разів на місяць); 
 ЕЙ – екстремально ймовірно (кілька разів на день). 
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5. Оцінювання ступенів впливу на систему здійснюється за шес-
тирівневою шкалою: 
 НЗ – незначний; 
 МЛ – малий; 
 ЗН – значний; 
 ПШ – пошкоджуючий; 
 СЗ – серйозний; 
 КР – критичний. 
6. Визначення РР для даної пари загроза – уразливість існуючих 
елементів управління. РР визначаються згідно табл. 1.35 [69, 70, 73, 
105, 106, 107]. 
1.5. Сучасні бази даних уразливостей інформаційної безпеки 
При побудові різних систем ЗІ (наприклад, СМІБ [1] або КСЗІ 
[2]) виникає необхідність здійснювати оцінювання стану ІБ з ура-
хуванням відомих уразливостей РІС. Тому, перед фахівцями, які 
займаються дослідженням стану безпеки ІС, виникає питання про 
ефективність використання відповідних БД уразливостей, які від-
повідають певним критеріям [2, 108-112], таким, наприклад, як 
наявність ідентифікаторів CVE, оцінок CVSS, CWE категорій, 
CVSS-калькулятора, ризик-калькулятора тощо. Використання за-
значених критеріїв дозволить здійснити раціональний вибір таких 
БД. У зв'язку з цим, актуальною є задача дослідження відповідних 
БД для визначення набору критеріїв, згідно яких можна ефективно 
використовувати такі бази. 
На сьогодні існує широка множина загальнодоступних БД ураз-
ливостей РІС, які піддавалися аналізу в різних джерелах. Так, в 
Таблиця 1.35. Рівні ризику  
ЙВ 
Вплив 
НЗ МЛ ЗН ПШ СЗ КР 
НЗ Н Н Н Н Н Н 
ДН Н Н Н Н С С 
НК Н Н С С В В 
СР Н Н С В В В 
ВС Н С В В В В 
ДВ Н С В В В В 
ЕЙ Н С В В В В 
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роботі [110] проводилося дослідження відкритих БД уразливостей, 
де авторами були визначені основні поля записів уразливостей, 
переваги та недоліки розглянутих баз, але не визначені узагальнені 
критерії, за якими можна здійснювати такий аналіз. Також в робо-
тах [111-113] розглянуті БД з точки зору наявності посилань на 
інші бази, можливості отримання інформації в форматі XML, а 
також форматі представлення уразливостей в БД. Слід зазначити, 
що в [111, 113] не визначені чіткі критерії, за якими можна здійс-
нити відповідний аналіз. Авторами роботи [112] при обґрунтуванні 
вибору БД за основу були прийняті наступні критерії:  
− повнота (ємність, кількість уразливостей);  
− доступність даних (безкоштовна база);  
− зручність отримання даних (інтерфейси);  
− підтримка оцінки уразливостей за системою CVSS, але здебі-
льшого робився акцент на уразливості, які впливають на доступ-
ність.  
Також слід зазначити, що в роботах [108-113] не були чітко ви-
ділені критерії, за якими можна порівняти БД уразливостей і здійс-
нити їх вибір для побудови різних систем оцінювання в області ІБ, 
наприклад, таких як системи АОР. 
У зв'язку з цим, проведемо дослідження широкого спектру іс-
нуючих БД уразливостей для визначення критеріїв, за якими можна 
здійснити порівняльний аналіз вищезгаданих баз і використовувати 
їх при АОР ІБ. 
Для проведення такого дослідження скористаємося найбільш 
відомими і загальнодоступними БД уразливостей: 
 національна БД уразливостей – National Vulnerability 
Database (NVD), (США) [114]; 
 банк даних загроз безпеки інформації (Російська Федерація) 
[115]; 
 відкрита БД уразливостей – Open Sourced Vulnerability 
Database (OSVDB), (США) [116]; 
 БД уразливостей IBM X-Force, (США) [117]; 
 БД записів уразливостей US-CERT – Vulnerability Notes 
Database US-CERT (VND), (США) [118]; 
 БД уразливостей SecurityFocus, (США) [119]. 
Розглянемо кожну з них. 
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National Vulnerability Database 
База National Vulnerability Database розроблена National Institute 
of Standards and Technology (NIST) Computer Security Division, 
Information Technology Laboratory за підтримки Department of 
Homeland Security's National Cyber Security Division. Вона є держа-
вним сховищем даних США, яке засноване на стандартах управ-
ління уразливостями. Такі дані дозволяють автоматизувати проце-
си управління уразливостями, вимірювати стан ІБ і визначати його 
відповідність. База NVD включає в себе БД контрольних списків 
безпеки, недоліків РІС, неправильних конфігурацій, РІС і показни-
ків впливу. 
БД є репозитарієм основних стандартів управління даними ура-
зливостей, розроблений на основі протоколу автоматизації контен-
ту безпеки – Security Content Automation Protocol (SCAP) [114]. 
Існують наступні компоненти SCAP: 
 БД уразливостей безпеки – Common Vulnerabilities and 
Exposures (CVE); 
 БД уразливих конфігурацій РІС – Common Configuration 
Enumeration (CCE); 
 стандартна номенклатура та база імен РІС – Common Platform 
Enumeration (CPE); 
 БД слабких місць – Common Weakness Enumeration (CWE); 
 стандарт оцінки впливу уразливостей – Common Vulnerability 
Scoring System (CVSS); 
 стандарт XML-специфікації контрольних листів – Extensible 
Configuration Checklist Description Format (XCCDF); 
 стандарт XML-специфікації контролю станів процесів – Open 
Vulnerability and Assessment Language (OVAL) [114]. 
Крім цього застосовується наступний набір інших протоколів. 
Threat Analysis Automation Protocol (TAAP) – протокол докуме-
нтування та спільного використання структурної інформації про 
загрози. Він містить такі компоненти: 
 БД атрибутів шкідливого ПЗ – Malware Attribute Enumeration 
& Characterization (MAEC); 








Event Management Automation Protocol (EMAP) – протокол для 
звітів про події безпеки. Він має такі складові: 
 БД записів подій – Event Expression (CEE); 
 MAEC; 
 CAPEC. 
Incident Tracking and Assessment Protocol (ITAP) – протокол для 
відстеження, документування, управління та спільного викорис-










 формат обміну описом інциденту – Incident Object Description 
Exchange Format (IODEF); 
 національна модель обміну інформацією – National 
Information Exchange Model (NIEM); 
 формат обміну інформацією з кібербезпеки – Cybersecurity 
Information Exchange Format (CYBEX) [114]. 
Розглянуті протоколи, стандарти і БД NVD на практиці, напри-
клад, можна використовувати в наступних цілях: 
CPE – визначення ІС підприємства; 
CVE – ідентифікація уразливостей; 
CVSS – визначення критичних уразливостей; 
CCE – формування найбільш захищеної конфігурації ІС; 
XCCDF – визначення політики захищеної конфігурації; 
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OVAL – оцінка відповідності системи політиці захищеної кон-
фігурації; 
CWE – визначення слабких місць РІС; 
CAPEC – визначення атак відносно слабких місць РІС; 
CEE – визначення подій для реєстрації та параметрів реєстрації; 
ARF – об'єднання результатів оцінки; 
MAEC – визначення шкідливого ПЗ. 
Слід зазначити, що в NVD обчислюється індекс робочого нава-
нтаження на інформацію WI , який показує кількість критичних 
уразливостей. Чим вище число, тим більше навантаження на сис-
тему безпеки. Індекс навантаження NVD розраховується за форму-
лою 
( ( / 5) ( / 20)) / 30,W h m lI N N N    
де hN , mN  та lN  – кількість уразливостей з високим, середнім і 
низьким ступенем тяжкості відповідно, які були опубліковані про-
тягом останніх 30 днів. Як видно з формули, одна уразливість ви-
сокого ступеня тяжкості прирівнюється до п'яти уразливостей із 
середнім і двадцяти з низьким ступенем тяжкості [114]. На сайті 
NVD доступний повний список уразливостей, які містяться в базі 
та упорядковані за роками та місяцями (див. рис. 1.36). 
 
Рис. 1.36. Список уразливостей на сайті NVD 
Кожна уразливість, яка вноситься в БД, описується наступними 
параметрами (рис. 1.37): 
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 унікальний CVE-ідентифікатор; 
 дата внесення в БД; 
 дата останньої редакції;  
 джерело уразливості (інформації); 
 короткий опис (огляд); 
 результати оцінок з кожної метричної групи (МГ) CVSS (див. 
рис. 1.37, 1.38 і табл. 1.36) – базової (Base Score), часової (Temporal 
Score) та контекстної (Environmental Score) (в БД CVSS доступний 
в двох версіях – v2.0 [120] та v3.0 [121]);  
 уразливі версії ПЗ; 
 
 
Рис. 1.37. Приклад представлення уразливостей в NVD 
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AV L; A; N 0,395; 0,646; 1 
AC H; M; L 0,35; 0,61; 0,71 
Au M; S; N 0,45; 0,56; 0,704 
C; I; A N; P; C 0; 0,275; 0,66 
Часова 
Е ND; U; POC; F; H 1; 0,85; 0,9; 0,95; 1 
RL ND; OF; TF; W; U 1; 0,87; 0,9; 0,95; 1 
RC ND; UC; UR; C 1; 0,90; 0,95; 1 
Середовище 
оточення 
CDP ND; N; L; LM; MH; H 0; 0; 0,1; 0,3; 0,4; 0,5 
TD ND; N; L; M; H 1; 0; 0,25; 0,75; 1 
CR; IR; AR ND; L; M; H 1; 0,5; 1; 1,51 
 CWE категорія;  
 додаткові посилання;  
 інші відомості [114].  
Відзначимо, що умова існування уразливості зберігається у ви-
гляді диз'юнктивної нормальної форми. Розглянемо більш детально 
кожну з версій CVSS та визначимо їх відмінності. 
CVSS v2.0. Метрики та їх параметри, що входять в стандарт 
CVSS v2.0 [120] показані на рис. 1.38. У цій версії здійснюється 
стандартизоване оцінювання уразливостей, система є відкритою і 
орієнтована на визначення пріоритетних ризиків. Кожна МГ визна-
чає характеристики уразливості. Наведемо ці групи (див. рис. 1.38). 
 
Рис. 1.38. МГ CVSS v2.0 
Base Score Metrics (метрики базових оцінок) – характеристики 
уразливостей, які є постійними протягом великого періоду часу у 
користувацьких середовищах і не залежать від них. Також вони 
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описують складність експлуатації уразливості і потенційний збиток 
для конфіденційності, цілісності та доступності. МГ, що викорис-
товуються, складаються з наступних показників: 
 вектор доступу (Access Vector (AV)); 
 складність доступу (Access Complexity (AC)); 
 аутентифікація (Authentication (Au)); 
 вплив на конфіденційність (Confidentiality Impact (C)); 
 вплив на цілісність (Integrity Impact (I)); 
 вплив на доступність (Availability Impact (A)). 
Temporal Score Metrics (метрики часових оцінок) – характерис-
тики уразливості, які змінюються з плином часу в позакористува-
льницьких середовищах. Вони вносять в загальну оцінку поправки 
на повноту наявної інформації про уразливість, зрілість експлуато-
ваного коду (при його наявності) та доступність виправлень. Її по-
казники: 
 можливість використання (Exploitability (E)); 
 рівень виправлення (Remediation Level (RL)); 
 достовірність звіту (Report Confidence (RC)). 
Environmental Score Metrics (метрики контекстних оцінок) – 
характеристики уразливості, які актуальні та унікальні для середо-
вища конкретного користувача. За допомогою цих метрик експерти 
з безпеки можуть внести в результуючу оцінку поправки з ураху-
ванням характеристик інформаційного середовища. Група МГ 
складається з показників загальних модифікаторів (General 
Modifiers): 
 можливості непрямого збитку (Collateral Damage Potential 
(CDP)); 
 цільовий розподіл (Target Distribution (TD)),  
а також модифікатори впливаючих показників (Impact Subscore 
Modifiers): 
 вимога конфіденційності (Confidentiality Requirement (CR)); 
 вимога цілісності (Integrity Requirement (IR)); 
 вимога доступності (Availability Requirement (AR)). 
У таблиці 1.36 для кожної МГ (метрик оцінок) до кожної мно-
жини показників наведені низки символьних значень та відповідні 
їм числові показники. Також кожному символьному значенню ви-
значена відповідна йому лінгвістична інтерпретація: 
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 для AV (Access Vector – вектор доступу): 
 L – «Локальний доступ»; 
 A – «Сполучена мережа»; 
 N – «Мережа», 
 для AC (Access Complexity – складність доступу): 
 H – «Висока»; 
 M – «Середня»; 
 L – «Низька», 
 для Au (Authentication – аутентифікація): 
 M – «Багаторазова»; 
 S – «Одноразова»; 
 N – «Відсутня», 
 для C (Confidentiality Impact – вплив на конфіденційність), I 
(Integrity Impact – вплив на цілісність) та A (Availability Impact – 
вплив на доступність): 
 N – «Відсутній»; 
 P – «Частковий»; 
 C – «Повний», 
 для E (Exploitability – можливість використання): 
 ND – «Не визначена»; 
 U – «Теоретична (немає доказів)»; 
 POC – «Експериментальна»; 
 F – «Функціональна»; 
 H – «Висока», 
 для RL (Remediation Level – рівень виправлення): 
 ND – «Не визначено»; 
 OF – «Офіційний патч»; 
 TF – «Тимчасове рішення»; 
 W – «Рішення на основі порад та рекомендацій»; 
 U – «Відсутні», 
 для RC (Report Confidence – достовірність звіту): 
 ND – «Не визначена»; 
 UC – «Носить гіпотетичний характер»; 
 UR – «Не опрацьована»; 
 C – «Підтверджена», 
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 для CDP (Collateral Damage Potential – можливість непрямого 
збитку): 
 ND – «Не визначена»; 
 N – «Відсутня»; 
 L – «Низька»; 
 LM – «Низько – середня»; 
 MH – «Може бути – висока»; 
 H – «Висока», 
 для TD (Target Distribution – цільовий розподіл): 
 ND – «Не визначений»; 
 N – «Відсутній»; 
 L – «Низький»; 
 M – «Середній»; 
 H – «Високий», 
 для CR (Confidentiality Requirement – вимога конфіденційно-
сті), IR (Integrity Requirement – вимога цілісності) та AR 
(Availability Requirement – вимога доступності): 
 ND – «Не визначена»; 
 H – «Висока»; 
 M – «Середня»; 
 L – «Низька» (також див. рис. 1.38 і 1.39). 
 
 
Рис. 1.39. CVSS v2.0 – МГ і вектора 
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Після присвоєння символьних значень конкретних чисел здійс-
нюється обчислення рейтингу (в межах [0; 10]) та створення векто-
ра (як показано на рис. 1.37) AV: N / AC: L / Au: N / C: N / I: N / A: 
P, який відображає «відкритість» структури. Фактично, це тексто-
вий рядок, який містить значення, присвоєні кожній метриці і ви-
користовується для взаємодії оцінок. Відзначимо, що таким чином 
вектор повинен відображатися з урахуванням уразливості [120]. 
Тимчасові та контекстні МГ опційні і застосовуються для більш 
точної оцінки небезпеки, яку представляє дана уразливість для 
конкретної інфраструктури. Значення МГ відображається у вигляді 
пари (див. рис. 1.39) з вектора (конкретні значення окремих показ-
ників) і числового значення, розрахованого на основі всіх показни-
ків за допомогою формул стандарту [120]. 
Використання Temporal дозволяє об'єднати тимчасові і базові 
показники, які відображаються на шкалу з межами [0; 10]. При 
цьому, часова оцінка буде не вище базової, але не менше її на 33% 
[120]. На рис. 1.40 показаний вбудований калькулятор показників 







Рис. 1.40. Інтерфейс вмонтованого калькулятора CVSS v2.0 в Веб-
інтерфейс NVD МГ: a) Базова, б) Часова, в) Контекстна 
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CVSS v3.0. Калькулятор CVSS v3.0 є розвитком CVSS v2.0. На 
рис. 1.41 схематично показані зміни внесені в третю версію. Для 
прикладу розглянемо уразливість у віртуальній машині, яка нара-
жає на небезпеку основну операційну систему (ОС). Тут уразливим 
компонентом є віртуальна машина, а впливовим компонентом – ОС 
хоста. Це пов'язано з тим, що ці два компоненти незалежно управ-
ляють правами на обчислювальні ресурси. Віртуальна машина (як 
показано на рис. 1.41) управляється «Адміністратором А», в той 
час як ОС хоста управляється «Адміністратором В». Коли два ад-
міністратора одночасно експлуатують компоненти, то це може іні-
ціювати створення уразливості. В цьому випадку CVSS вважає, що 
зміни вже відбулися. Ця умова тепер відбивається в нових МГ 
[121]. 
 
Рис. 1.41. Зміни в CVSS v3.0 
В межах стандарту вводяться два наступних базових поняття:  
− уразливий компонент (vulnerable component) – компонент ІС, 
що містить уразливість і бере участь в процесі експлуатації;  
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− атакуючий компонент (impacted component) – компонент ІС, 
базові характеристики безпеки якого (конфіденційність, цілісність, 
доступність) можуть бути порушені при успішній реалізації атаки. 
Як правило, уразливий та атакуючий компоненти збігаються, 
але існують класи уразливостей, для яких це правило не працює, 
наприклад: 
 вихід за межі «пісочниці» додатка; 
 отримання доступу до призначених для користувача даних, 
збережених в браузері, через уразливість у Веб-додатку (XSS); 
 вихід за межі гостьової віртуальної машини та ін. 
У цій версії метрики експлуатації розраховуються для уразливо-
го компонента, а метрики впливу для атакуючого. Версія CVSS v2 
не дозволяла відображати ситуацію, при якій уразливий компонент 
і той, який атакується, розрізняються [121, 122]. 
У CVSS v3.0 вектор доступу (Access Vector в v2.0) був перейме-
нований в вектор атаки, але, як і раніше, відображає «віддаленість» 
зловмисника по відношенню до уразливих компонентів. Іншими 
словами, чим більш віддаленим зловмисник є відносно уразливого 
компонента (з точки зору логічної та фізичної віддаленості мережі), 
тим більше буде базова оцінка. Крім того, цей показник розрізняє 
локальні атаки, які вимагають локального доступу до системи (на-
приклад, атака на програмний застосунок) і фізичні, які вимагають 
фізичного доступу до платформи для використання уразливості 
(наприклад, з FireWire, USB або jailbreaking атака) [120]. 
Зміни торкнулися поняття значення показника «Local», яке ра-
ніше описувало будь-які дії, що не торкаються мережі. У новому 
стандарті вводиться наступний розподіл значень цього показника: 
− Local (для експлуатації атакуючому потрібна локальна сесія 
або певні дії з боку легітимного користувача).  
− Physical (атакуючому необхідний фізичний доступ до уразли-
вої підсистеми [122]). 
Також зміни торкнулися і показника АС, тобто складність екс-
плуатації уразливості, що є якісною оцінкою складності проведен-
ня атаки. Чим більше умов має бути дотримано для експлуатації 
уразливості, тим вище складність [122]. Тут були об'єднані два 
значення показника «Low» та «Medium». Таким чином, складність 
доступу була представлена в двох параметрах – складність атаки і 
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взаємодія користувача [121]. Поняття «складність» саме по собі 
суб'єктивне, а тому цей параметр, завжди трактувався експертами 
по-різному. Наприклад, для уразливостей, що дозволяють реалізу-
вати атаку «Людина посередині» (активна атака [120]), в базі NVD 
можна зустріти різні варіанти оцінки АС. 
Тепер для полегшення тлумачення даного параметру пропону-
ються тільки два ступеня складності «High» та «Low», а також 
більш чітко прописані критерії віднесення до них уразливостей. 
Зокрема, уразливість, що дозволяє реалізувати активну атаку, за-
пропоновано відносити до значення показника «High». Чинники, 
що враховуються в CVSS v2 параметром AС, в новому стандарті 
розкривається двома показниками – Attack Complexity та User 
Interaction [122]. 
У CVSS v3.0 з'явився новий показник – «необхідні привілегії» 
(Privileges Required), який замінює показник «аутентифікації» в 
v2.0 (аутентифікація/необхідний рівень привілеїв – чи потрібна 
аутентифікація для проведення атаки, і якщо потрібна, то яка саме 
[122]). Необхідні привілеї, відображають рівень доступу, необхід-
ний для успішної атаки. Зокрема, значення показників «High», 
«Low» та «None» відображають привілеї, необхідні зловмисникові 
для того, щоб скористатися уразливістю. Підхід до розрахунку по-
казника заснований на кількості незалежних процесів аутентифіка-
ції, які потрібно пройти атакуючому [122]. Всі інші зміни в CVSS 
v3.0 відображені в таблиці 1.37 [121]. Тут, за аналогією з табл. 1.36, 
для кожної МГ по кожній множині показників наведені низки сим-
вольних значень і відповідні їм числові показники. 
Крім цього, кожному символьному значенню визначена відпо-
відна йому лінгвістична інтерпретація 
 для AV (Attack Vector – вектор атаки): 
 N – «Мережа»;  
 A – «Сполучена мережу»; 
 L – «Локальний доступ»; 
 P – «Фізичний доступ», 
 для AC (Attack Complexity – складність атаки): 
 H – «Висока»; 
 L – «Середня», 
 для PR (Privileges Required – необхідні повноваження): 
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 H – «Високі»; 
 L – «Середні»; 
 N – «Відсутні», 











AV N; A; L; P 0,85; 0,62; 0,55; 0,2 
AC H; L 0,77; 0,44 
PR H; L; N 
0,85; 0,62 (або 0,68*); 
0,27 (або 0,50*) 
UI N; R 0,85; 0,62 
S U; C - 
C; I; A; N; L; H; 0; 0,22; 0,56 
Часова 
E U; P; F; H; X 0,91; 0,94; 0,97; 1; 1 
RL O; T; W; U; X 0,95; 0,96; 0,97; 1; 1 
RC U; R; C; X 0,92; 0,96; 1; 1 
Середовища 
оточення 








Мають ті ж символьні та числові зна-
чення показників, що і відповідні немо-
дифіковані показники в базовій МГ, а 
також «Not Defined» (за замовчуванням) 
*якщо область дії (S) / модифікована область дії (MS) змінюється 
 для C (Confidentiality Impact – вплив на конфіденційність), I 
(Integrity Impact – вплив на цілісність) та A (Availability Impact – 
вплив на доступність): 
 H – «Високий»; 
 L – «Середній»; 
 N – «Відсутній», 
 для UI (User Interaction – взаємодія з користувачем): 
 N – «Відсутня»; 
 R – «Потрібна», 
 для S (Scope – область дії): 
 U – «Без змін»; 
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 C – «Змінена», 
 для E (Exploitability – можливість використання): 
 U – «Теоретична (немає доказів)»; 
 P – «Експериментальна»; 
 F – «Функціональна»; 
 H – «Висока»; 
 X – «Не визначена», 
 для RL (Remediation Level – рівень виправлення): 
 O – «Офіційний патч»; 
 T – «Тимчасове рішення»; 
 W – «Рішення на основі порад та рекомендацій»; 
 U – «Відсутні»; 
 X – «Не визначені», 
 для RC (Report Confidence – достовірність звіту): 
 U – «Відсутня»; 
 R – «Обґрунтована»; 
 C – «Підтверджена»; 
 X – «Не визначена», 
 для CR (Confidentiality Requirement – вимога конфіденційно-
сті), IR (Integrity Requirement – вимога цілісності) та AR 
(Availability Requirement – вимога доступності): 
 L – «Низькі»; 
 M – «Середні»; 
 H – «Високі»; 
 X – «Не визначені». 
Модифікована базова група метрик описується показниками 
MAV (Modified Attack Vector – модифікований вектор атаки), MAC 
(Modified Attack Complexity – модифікована складність атаки), 
MPR (Modified Privileges Required – модифіковані необхідні пов-
новаження), MUI (Modified User Interaction – модифікована взає-
модія з користувачем), MS (Modified Scope – модифікована область 
дії), MC (Modified Confidentiality – модифікована конфіденцій-
ність), MI (Modified Integrity – модифікована цілісність) та MA 
(Modified Availability – модифікована доступність) (також див. рис. 
1.41 і 1.42). На рис. 1.42 показаний вбудований калькулятор показ-








Рис. 1.42. Інтерфейс вбудованого калькулятора CVSS v3.0 
МГ: a) Базова; б) Часова; в) Середовище оточення 
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Згідно зі встановленими правилами, для кожної уразливості 
присвоюється CWE категорія, у відповідність з якою здійснюється 
їх групування за певними категоріями, що відображає так звані 
слабкі місця РІС. Наприклад, як показано на рис. 1.37, розглянутій 
уразливості присвоєна категорія CWE-17, а на рис. 1.43 відображе-
но опис цього коду. Відповідно до представленого на сайті CWE™ 
звіту на 07.12.2015 р., зафіксовано 1004 CWE категорій слабких 
місць [123]. 
 
Рис. 1.43. Опис категорії CWE-17 
Розглянемо приклади отримання значень з уразливості CVE-
2015-1098 (Apple і Work Denial of Service Vulnerability) за допомо-
гою CVSS v2.0 та CVSS v3.0 (див. табл. 1.38) [121]. 
Таблиця 1.38. Приклад обчислення CVSS  
Показник Значення показника Числове значення 
v2.0 v3.0 v2.0 v3.0 v2.0 v3.0 
AV N L 1 0,55 
AC M L 0,61 0,44 
Au PR N N 0,704 0,27 
- UI - R - 0,62 
- S - U - - 
C P H 0,275 0,56 
I P H 0,275 0,56 
A P H 0,275 0,56 
Результати CVSS для базової МГ 6,8 7.8 
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Приклад опису уразливостей, доступних для скачування в БД 
NVD, показаний в таблиці 1.39. Тут відображено уразливості з іде-
нтифікаторами CVE-2015-0001 – «Windows Error Report-ing 
Security Feature Bypass Vulnerability» та CVE-2015-0032 – 
«VBScript Memory Corruption Vulnerability». 
У представленій таблиці кожному стовпцю присвоєно номер, 
який відображає, наприклад, наступну інформацію про уразливість 
в БД: 
1 – версія бази даних; 
2 – дата публікації; 
3 – ідентифікатор загрози; 
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































* 1) Компонент звіту про помилки Windows (WER) в Microsoft Windows 8, Windows 8.1, Windows Server 2012 Gold, R2 і 
Windows RT Gold дозволяє локальним користувачам обійти механізм захисту і прочитати вміст в довільних місцях проце-
су-пам'яті за рахунок використання адміністративних привілеїв. 
* 2) vbscript.dll в Microsoft VBScript 5.6 ÷ 5.8, який використовується з Internet Explorer 8 ÷ 11 та інших продуктах, дозволяє 
віддаленому зловмисникові виконати довільний код або викликати відмову в обслуговуванні (пошкодження пам'яті) за 
допомогою створеного Веб-сайту. 
11 – назва продукту; 
12 – CVE-ідентифікатор загрози; 
14 – дата останньої зміни; 
15 – оцінка CVSS (див. рис. 1.44); 
16 – вектор доступу; 
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17 – складність доступу; 
18 – аутентифікація; 
19, 20, 21 – відповідно вплив на конфіденційність, цілісність та 
доступність; 
22 – джерело; 
23 – час появи; 
24 – CWE категорія; 
25 – мова; 
26 – тип посилання; 
30 – мова (опис щодо заданої адреси); 
31 – резюме та ін. (див. табл. 1.39). 
 
Рис. 1.44. Оцінка CVSS для CVE-2015-0032 
Під час дослідження бази NVD було встановлено, що 82,77% 
уразливостей належать додаткам, 12,28% – ОС, а 3,59% – апарат-
ному забезпеченню [110]. 
Банк даних загроз безпеки інформації 
Банк даних загроз безпеки інформації (БДЗБІ) розроблений Фе-
деральною службою з технічного та експортного контролю Росії та 
Державним науково-дослідним випробувальним інститутом про-
блем технічного ЗІ Росії. 
Банк містить відомості про основні загрози та уразливості ІБ, у 
першу чергу, характерних для державних ІС та АС управління ви-
робничими та технологічними процесами об'єктів критичних ін-
фраструктур. 
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Відомості про загрози ІБ та уразливості ПЗ, що містяться в 
БДЗБІ, не є вичерпними і можуть бути доповнені за результатами 
аналізу відповідних загроз та уразливостей в конкретній ІС з ура-
хуванням особливостей її експлуатації. Дані, що містяться в БДЗБІ, 
не є елементами ієрархічної класифікаційної системи, а є узагаль-
неним переліком основних загроз та уразливостей ІБ (див. рис. 
1.45) потенційно небезпечних для ІС. Останнє оновлення БДЗБІ від 
11.07.16 р містило 186 загроз та 14395 уразливостей [115]. 
 
Рис. 1.45. Вікно сторінки опису загроз в БДЗБІ 
Кожна загроза, яка вноситься до БДЗБІ, може бути описана на-
ступними параметрами (рис. 1.45): 
 унікальний ідентифікатор ЗБІ (загроза безпеці інформації); 
 найменування загрози; 
 опис загрози; 
 джерело загрози (тип порушника та його мінімально необ-
хідний функціонал (потенціал)) (див. рис. 1.46); 
 об'єкт впливу;  
 наслідки реалізації загрози [115]. 
У процесі внесення в БДЗБІ інформації про уразливість викори-
стовується наступний набір параметрів (див. рис. 1.47): 
 ідентифікатор (складається з року та номеру за порядком); 
 найменування уразливості; 
 опис уразливості; 
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Рис. 1.46. Приклад опису ЗБІ: 001 
 вендор (компанія – виробник ПЗ, в якому виявлена уразли-
вість); 
 назва ПЗ; 
 версія ПЗ; 
 тип ПЗ; 
 ОС і апаратні платформи; 
 тип помилки; 
 ідентифікатор типу помилки (ідентифікатор, встановлений 
відповідно до загального переліку помилок CWE); 
 клас уразливості; 
 дата виявлення; 
 вектор уразливості базової МГ (за CVSS v2.0); 
 рівень небезпеки уразливості (за CVSS v2.0); 
 можливі заходи щодо усунення уразливості; 
 статус уразливості; 
 наявність експлойта; 
 інформація про усунення; 
 посилання на джерела; 
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 ідентифікатори інших систем описів уразливостей (напри-
клад, CVE); 




Рис. 1.47. Фрагмент прикладу опису уразливості 2016-00227 в БДЗБІ 
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Також на сайті БДЗБІ міститься калькулятор CVSS v2.0 
(див. рис. 1.48), що є русифікованою версією аналогічного кальку-
лятора NVD. Тут представлена і інфографіка, на якій відображені 
зведені дані за різними параметрами (рис. 1.49). 
Open Sourced Vulnerability Database 
Open Sourced Vulnerability Database (OSVDB). База створена 
OSVDB в 2002 році як незалежна та відкрита БД уразливостей для 
фахівців в області ІБ. Мета проекту полягала в тому, щоб забезпе-
чити точну, деталізовану та актуальну інформацію про уразливості 
для систем забезпечення ІБ [110]. Станом на 5 травня 2014 року 
дана база містила 105413 уразливостей. Веб-інтерфейс OSVDB 
(див. рис. 1.50) не надто відрізняється від бази NVD. 
Кожна уразливість, що заноситься в OSVDB, описується насту-
пним чином: 
 ідентифікатор OSVDB; 
 дата виявлення; 
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 ім'я виробника; 
 ім'я продукту; 
 версія продукту (символьне значення), що має дану уразли-
вість; 
 посилання, яке вказує на пряму адресу інтернет-ресурсу ін-
шої бази або бази виробника, в якій описується дана уразливість; 
 
 
Рис. 1.48. Інтерфейс калькулятора CVSS v2.0 на сайті БДЗБІ 
 рішення, яке має опис «виправлення» уразливості; 
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 метрики уразливості, що містять критерії оцінки уразливос-
тей в форматі CVSS v2.0 (не є обов'язковими з огляду на те, що 
поле є присутнім при наявності посилання на базу NVD) [110, 116]. 
  
Рис. 1.49. Інфографіка БДЗБІ 
Варто відзначити, що OSVDB з 2016 року стала умовно відкри-
тою БД і тепер надаються платні послуги за інформацією про ураз-
ливості. При цьому, її розробники уклали співпрацю з компанією 
Risk Based Security, яка продає клієнтам ліцензії на отримання дос-
тупу до даних. 
 
Рис. 1.50. Інтерфейс OSVDB 
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База даних уразливостей IBM X-Force 
База БД уразливостей IBM ISS (Internet Security Services) X-
Force, створена фахівцями підрозділу IBM Internet Security Systems 
X-Force, є однією з найбільших та авторитетних БД в галузі. Вона 
містить понад 30000 записів і детальний аналіз кожної відомої ура-
зливості, виявленої з 1994 року. 
Більш того, фахівці підрозділу X-Force співпрацюють з тисяча-
ми найбільших в світі компаній та державних установ, центрами 
аналізу і вертикального обміну інформацією (ISAC), глобальними 
координаційними центрами та іншими постачальниками рішень 
[124]. Для доступу до БД уразливостей необхідно пройти реєстра-
цію на сайті IBM X-Force Exchange. Після реєстрації в рядку пошу-




Рис. 1.51. Приклад опису уразливості 
Microsoft Excel Remote Code Execution 
100 
Як видно з опису уразливості на рис. 1.51, використовуються за 
аналогією з попередніми базами оцінки CVSS (до 2016 року вико-
ристовувалася v2.0, після – v3.0), ідентифікатор CVE, короткий 
опис, дата створення звіту про уразливість, заторкнутих продуктів, 
в яких є ця уразливість і зовнішні посилання. 
Але, на відміну від інших БД, тут присутнє поле «Наслідки», що 
виражає в формалізованому вигляді можливий результат експлуа-
тації уразливості, наприклад, «Gain Access» (отримання доступу) та 
«Виправлення», де наведені варіанти контрзаходів [110, 117]. 
База даних записів уразливостей US-CERT 
База БД VND (див. рис. 1.52) записів уразливостей US-CERT 
належить United States Computer Emergency Readiness Team (US-
CERT). Вона розроблена спільно з Office of Cybersecurity and 
Communications (Управління кібербезпеки і комунікацій), 
Department of Homeland Security (Департамент внутрішньої безпе-
ки), Software Engineering Institute (інженерний інститут ПЗ) та 
Carnegie Mellon University (інститут Карнегі-Мелоуна). 
 
Рис. 1.52. Основна сторінка VND 
Кожній уразливості в БД присвоюється свій ідентифікатор 
«VU #», як показано на рис. 1.53 (VU # 485744). 
За аналогією з розглянутими вище БД, в VND присутні насту-
пні основні пункти опису уразливості: 
 огляд; 







Рис. 1.53. Приклад опису уразливості 
 рекомендації про усунення; 
 оцінки CVSS; 
 в додатковій інформації вказується (якщо є) ідентифікатор 
CVE; 
 дата першої публікації та оновлення (див. рис. 1.54). 
 
Рис. 1.54. Вільні дані оцінок CVSS 
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На відміну від інших БД, уразливості фіксуються із зазначенням 
постраждалої сторони та інформації про продавця. Також на сайті 
БД VND присутня можливість отримання зведених даних оцінок 
CVSS уразливостей (див. рис. 1.54) [118]. 
База даних уразливостей SecurityFocus 
База БД уразливостей SecurityFocus розроблена в 1999 та нале-
жить компанії Symantec (рис. 1.55) [119]. У SecurityFocus при дода-
ванні уразливості останній присвоюється Bugtraq ID і визначається 
клас (рис. 1.56).  
 
Рис. 1.55. Основна сторінка БД SecurityFocus 
За аналогією з іншими відкритими БД уразливість також має:  
− свій ідентифікатор CVE;  
− дату опублікування і оновлення;  
− інформацію про віддаленість або локальність;  
− інформацію про уразливі продукти; 
− обговорення (опис); 
− інформація про використання; 
− рішення про контрзаходи та рекомендації (див. рис. 1.56). 
В результаті проведеного дослідження БД можна зробити ви-
сновки, що практично кожній уразливості, яка вноситься в ту чи 
іншу базу, присвоюється ідентифікатор CVE і визначається оцінка 
CVSS. Також під час дослідження було визначено критерії (див. 
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таблицю 1.41), за якими можна реалізовувати порівняння подібних 
БД. 
До таких критеріїв належить наявність: 
 оцінки CVSS за v2.0 і/або v3.0; 
 калькулятора CVSS; 
 ідентифікатора CVE; 
 CWE категорії; 
 можливості розширення;  
 виведення критичних загроз/уразливостей; 
 можливості інтеграції;  
 оцінки ризику/ризик-калькулятора. 
 
Рис. 1.56. Фрагмент вікна з прикладом опису уразливості Bugtraq 77270 
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інтеграції v2.0 v3.0 v2.0 v3.0 
NVD - + + + + + + + - + 
БДЗБІ - + - + - + + + - - 
OSVDB - + - - - + - - - + 
IBM 
X-Force 
- + + - - + + + - + 
VND - + + - - + + + + + 
Security 
Focus 
- - - - - + - + - + 
Наведені критерії можуть бути корисними розробникам систем 
оцінювання ІБ. Також варто відзначити, що процедура оцінювання 
ризику не передбачена ні в одній із представлених БД. 
Таким чином, визначено набір критеріїв для БД уразливостей 
РІС, за якими можна здійснити порівняльний аналіз таких баз і 
вибрати найбільш вдалі для побудови різних засобів оцінювання 
стану ІБ, наприклад, систем оцінювання ризиків або ризик-
калькуляторів. 
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Розділ 2. БАЗОВІ ПАРАМЕТРИ І МОДЕЛІ РИЗИКІВ  
ІНФОРМАЦІЙНОЇ БЕЗПЕКИ 
У п. 1.1 проведено аналіз тлумачень ризику у багатьох галузях 
людської діяльності з метою його відображення у сфері ІБ, а також 
виділено базові характеристики ризику, які можна інтерпретувати 
як його параметри. 
Для досліджуваної множини тлумачень ризику можна виділити 
його базові характеристики: 
− ризик розглядається як ймовірність, що розраховується або 
вимірюється; 
− ризик пов'язаний з настанням певної події (як правило, не-
сприятливої); 
− поняття ризику розкривається через діяльність суб'єкта; 
− ризик розкривається через незалежну від діяльності суб'єкта 
подію; 
− акцент робиться на кількісну та якісну оцінку ризику – «міру 
ризику»; 
− поняття ризику розкривається через невизначеність; 
− ризик відображається ситуацією вибору з двох або n-
варіантів дії; 
− ризик сприймається як небезпека, частота, витрати і втрати, 
характеристика ситуації, сумарна величина. 
Всі перераховані вище визначення (див. п. 1.1) в різній мірі роз-
кривають поняття ризику і характеризують його з різних сторін. 
Після проведеного аналізу цього поняття в різних сферах жит-
тєдіяльності людини можна виділити одну його характеристику, 
яка зустрічається у всіх визначеннях і об'єднує їх – це подія, яка 
повинна відбутися, яку автори пов'язують з імовірністю, дією чи 
діяльністю, мірою, частотою, вибором певних рішень і т.д. 
В аспекті ІБ ризик можна віднести до події реалізації загрози 
ресурсів ІС, внаслідок якої здійснене порушення однієї або більше 
їх базових характеристик безпеки – конфіденційності, цілісності, 
доступності. Також його можна описати як: ймовірність події, що 
призвела до порушення характеристик безпеки; подію, яка відбула-
ся за участю або без участі суб'єкта – діяльність або бездіяльність 
суб'єкта; вибір альтернативного варіанту; міру; подію, яка відбува-
ється з певною частою; характеристику цієї події і т.д. 
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При розкритті поняття ризику також слід враховувати, що біль-
шість рішень з ІБ приймаються в умовах невизначеності [1]. 
Проведений аналіз показує, що різні трактування ризику мають 
загальну множину характеристик, наприклад, зв'язок ризику з ймо-
вірністю і настанням певної події та ін. Для інтерпретації цього 
поняття в області ІБ необхідно виділити множини його базових 
характеристик, властивих для цієї сфери. 
Існуючі методики АОР ІБ за основу беруть тільки кілька параме-
трів, наприклад, ймовірність, небезпека і частота. Часто при побудо-
ві СМІБ або при проведенні її аудиту виникають випадки, при яких 
необхідно відобразити ризик через інші параметри, наприклад, ви-
трати і втрати, невизначеність, характеристика ситуації і т.д. 
2.1. Інтегрована модель представлення параметрів ризику 
Пропонується для інтегрованого представлення параметрів ри-
зику з відображенням у сфері ІБ, описувати його у вигляді десяти-
компонентного кортежу <E, A, M, C, P, D, S, F, L, V>, де: 
E – подія,  
A – дія,  
M – міра ризику,  
C – характеристика ситуації,  
P – ймовірність,  
D – небезпека,  
S – ситуація вибору,  
F – частота,  
L – затрати і втрати (витрати),  
V – відхилення від цілей. 
Перший наведений в кортежі компонент – подія (Е), який мож-
на відображати у вигляді символьної змінної, що приймає одне із 
значень кінцевої множини ідентифікаторів E{E1, E2,…, Ee} (e – 
кількість ідентифікаторів подій). З урахуванням того, що в області 
ІБ ризик пов'язаний з такими базовими характеристиками безпеки 
РІС як конфіденційність, цілісність і доступність, то базові події 
при e = 7 можуть ідентифікуватися як: 
– Е1= «Порушення конфіденційності (ПК)»;  
– Е2= «Порушення цілісності (ПЦ)»;  
– Е3= «Порушення доступності (ПД)»;  
– Е4= «Порушення цілісності і конфіденційності (ПЦК)»; 
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– Е5= «Порушення цілісності і доступності (ПЦД)»;  
– Е6= «Порушення конфіденційності і доступності (ПКД)»; 
– Е7= «Порушення конфіденційності, цілісності і доступності 
(ПКЦД)». 
Наступний компонент кортежу – дія (А), яка призвела до події 
Е. З точки зору ІБ, А пов'язана з реалізацією потенційних загроз 
базовим характеристикам безпеки РІС, які призвели до виникнення 
Е, відображуваної одним з ідентифікаторів {E1, E2,…, E7}. У зв'язку 
з цим, за аналогією з Е, компонент А можна відобразити множи-
ною ідентифікаторів A{A1, A2,…, Aa}, де a – кількість ідентифіка-
торів загроз), наприклад,  
А1= «Комп’ютерний шпіонаж»,  
А2= «Шпіонаж»,  
А3= «Збій програмного забезпечення» і т.д.  
Перш ніж розкрити компонент міру ризику (М), відзначимо, що 
однією з базових процедур, які проводять над ризиком, є його ви-
мір (оцінка) [2]. У [3] за способом отримання значення вимірюва-
ної величини визначені (як основні) прямі і непрямі вимірювання. 
При прямому вимірі шукане значення величини знаходять безпосе-
редньо з дослідних даних (тобто виміряна величина безпосередньо 
порівнюється з мірою), а при непрямому – на підставі відомої за-
лежності цієї величини і величин, одержаних прямими вимірами. 
У низці випадків, коли немає прямих шкал, використовують або 
прямі шкали інших властивостей або визначають нові [4]. Прикла-
дом є шкала для вимірювання суб'єктивної властивості «цінність 
ІР». Вона може вимірюватися в похідних шкалах, наприклад, таких 
як вартість або час відновлення ресурсу та ін. [5]. 
Альтернативний варіант – визначити шкалу для отримання екс-
пертної оцінки [6], наприклад, яка має три значення: малоцінний ІР 
(від нього не залежать критично важливі завдання і його віднов-
лення пов'язане з невеликими витратами часу та грошей); ресурс 
середньої цінності (від нього залежить низка важливих завдань, але 
в разі його втрати можливе відновлення за некритично допустимий 
час, а вартість відновлення висока); цінний ресурс (від нього зале-
жать критично важливі завдання і в разі його втрати час відновлен-
ня перевищує критично допустимий, або вартість надзвичайно ви-
сока) [7]. 
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Для вимірювання ризиків поки не існує природньої – простої 
шкали, і тому їх оцінюють за об'єктивними або суб'єктивними кри-
теріями [4]. Прикладом об'єктивного критерію є ймовірність вихо-
ду з ладу будь-якого обладнання, наприклад, ПК за певний промі-
жок часу, а суб'єктивного – оцінка (власником ІР) ризику виходу з 
ладу ПК. Для цього зазвичай розробляється якісна шкала з декіль-
кома градаціями, наприклад: низький, середній та високий рівні [4].  
Для вимірювання ризику у сфері ІБ зазвичай використовуються 
якісні і кількісні шкали: імовірнісні, грошові [8], лінгвістичні [9], 
бінарні [9, 10], а також можливі вимірювання за допомогою коефі-
цієнтів. У зв'язку з цим, компонент М, з урахуванням характеру 
вимірювань в області ІБ, можна відобразити трикомпонентною 
множиною 
M{Mкл, Mяк, Mі}, 
де Mкл – кількісна (наприклад, що характеризується чисельно), Mяк – 
якісна (наприклад, що характеризується лінгвістично) і Мі інтегро-
вана (наприклад, що характеризується чисельно і лінгвістично) 
міра. 
У [11] поняття ризику у множині його тлумачень розкривається 
також через невизначеність. З позицій ІБ, базову ознаку ризику 
«невизначеність» можна інтерпретувати як характеристику ситуації 
при настанні певної події Е. В ІБ може наступити подія Е, до якого 
призвела дія А, яка раніше не відбувалася, наприклад, немає стати-
стичних даних про конкретний вид інциденту порушення ІБ. Отже, 
розглядаючи компонент кортежу характеристика ситуації (С), 
можна відобразити його двокомпонентною множиною С{Св, Сн}, 
де Св – характеризує ситуацію як визначену, а Сн – як нечітку. 
Четвертий компонент кортежу – ймовірність (Р) появи події Е 
(наприклад, з ідентифікатором Е3). Ймовірність часто поділяють на 
«об'єктивну» (іноді називається фізична) і «суб'єктивну» [12]. Під 
об'єктивною ймовірністю розуміється відносна частота появи якої-
небудь події в загальному обсязі спостережень або відношення 
числа сприятливих результатів до їх загальної кількості. Вона, на-
приклад, формується при аналізі результатів великого числа спо-
стережень. Під суб'єктивною ймовірністю розуміється міра впевне-
ності людини або групи людей в тому, що дана подія відбудеться. 
Вона може бути формально представлена різними способами, на-
приклад, імовірнісним розподілом або бінарним відношенням до 
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множини подій, але найбільш часто вона є ймовірнісною мірою, 
отриманою експертним шляхом [6, 12]. 
Слід зазначити, що коли виникають складнощі з отриманням 
статистичних даних, а також для простоти інтерпретації величин 
експерти, використовуючи логіко-лінгвістичний підхід, відобра-
жають цей компонент через лінгвістичну змінну (ЛЗ) [11] «ЙМО-








(р – кількість термів), для членів якого справедливе співвідношен-
ня порядку 1 2 ... pP P P   .  
Наприклад, при p=3 для зазначеної ЛЗ можна сформувати мно-







P  = {«Низька (Н)», «середня (С)», «висока 
(В)»}, що відображаються нечіткими числами (НЧ), для яких (ви-
користовуючи відомі методи [11]) визначаються відповідні функції 
належності (ФН). Також можуть бути введені й інші значення пер-
винних термів, такі як, наприклад, «дуже низька (ДН)», «вище се-
реднього (ВС)», «нижче середнього (НС)» та ін. Очевидно, що в 
цьому випадку Р відображається в лінгвістичній формі і при цьому 
логічно випливає, що М інтерпретується як Mяк. 
Компонент ситуація вибору (S) в області ІБ можна інтерпрету-
вати як величину, яка характеризує перевагу настання стану Е. На 
основі цього компонента зручно приймати рішення з організації 
заходів, наприклад, щодо зниження ризику, його прийняття, пере-
дачі третій особі тощо. Компонент S, аналогічно ймовірності, мо-








S  ( 1 2 ... sS S S   ), 
що дозволяє інтерпретувати вибір за допомогою s варіантів. На-
















 ={«менш надійна (МН)», «більш надійна (БН)»}, 








МН, [11, 14].  
Компонент кортежу небезпека (D) розглядається як величина, 
що характеризує небезпеку події, наприклад, Е1 за допомогою А2). 
За аналогією з Р компонент D може відображатись чисельно (на-
приклад, у відсотках) або за допомогою ЛЗ – «НЕБЕЗПЕКА» з ба-







D  ( 1 2 ... dD D D   ). 







D ={«низька (Н)», «середня (С)», «висока (В)»}, 
а міра буде відображатись Mяк. 
Наступний компонент кортежу – частота (F), який в області ІБ 
можна пов'язати з частотою реалізації «загрози», що призвела до 
події Е. Такий компонент можна відображати чисельно або через 







F  ( 1 2 ... FfF F   ), 







F ={«низька (Н)», «середня (С)», «висока (В)»}. 
Компонент витрати та втрати в області ІБ доцільно визначити 
через термін витрати (L), який за аналогією з попереднім компо-
нентом можна представляти чисельно, наприклад, 
1) $0 – $100;  
2) $100 – $1000;  
3) $1000 – $10 000;  
4) $10 000 – $100 000, при цьому мірі відповідає Mкл. 







L  ( 1 2 ... lL L L   ), 








L ={«низькі (Н)», «нижче середнього (НС)»,  
«середні (С)», «вище середнього (ВС)», «високі (В)»}, 
а М відповідає Mяк. На практиці зустрічається і інтегроване пред-
ставлення L, наприклад,  
1) Negligible (менше $100);  
2) Minor (менше $1000);  
3) Moderate (менше $10 000);  
4) Serious (істотний негативний вплив на бізнес);  
5) Critical (катастрофічний вплив, можливе припинення діяль-
ності підприємства) [15], при цьому міра буде відображатися пара-
метром Мі. 
Відхилення від мети (норми) (V) – цей компонент як і Р, може 
відображатися чисельно (наприклад, як стандартне (квадратичне), 
ймовірне або допустиме відхилення [16]), так і за допомогою за-
стосування логіко-лінгвістичного підходу на основі ЛЗ «ВІДХИ-







V  ( 1 2 ... vV V V   ). 







V = {«мале (М)», «середнє (С)», «велике (В)»}, 
що відображається НЧ , ,
~ ~~
СМ В . 
Слід зазначити, що при поданні ризику за допомогою кортежу, 
можна виділити його ідентифікуючі E, A, M, С та оціночні компо-
ненти P, D, S, F, L і V. 
Ідентифікуючі компоненти виступають в якості інтегрованого 
ідентифікатора ризику і можуть відображатися за допомогою оці-
ночних компонент у вигляді числових або лінгвістичних значень 
(показників). Наприклад, для ІС компанії необхідно визначити ри-
зик, пов'язаний з настанням події порушення ІБ, яка привела до 
впливу на цілісність і доступність – ця подія ідентифікується як 
Е5=«ПЦД», а дія, що призвела до нього, наприклад, А3= «Збій про-
грамного забезпечення».  
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Тут, для відображення ризику можемо використовувати Mкл, Mяк  
або Мі, а для того, щоб показати його значущі параметри, слід ско-
ристатися оціночними компонентами кортежу, а саме, наприклад, 
визначити: ймовірність (P) настання такої події, до якої привела ця 
дія; небезпека (D) від настання події; витрати (L), які будуть ре-
зультатом настання події; частоту (F) настання даної події (дії); 
відхилення від мети (V) і, нарешті, вибрати варіант прийняття рі-
шень (S). 
Для наведених оціночних компонент кортежу можуть бути ви-
значені залежності (наприклад, аналітичні) або кореляції (напри-
клад, на рівні системи лінгвістичного виводу). 
Розглянемо приклад з параметрами P, D, F і L, що показує взає-
мозв'язок (на рівні лінгвістичного виводу) оціночних компонент D, 
P і F за допомогою залежності параметрів для D і L, заданих в 
табл. 2.1 і табл. 2.2. 
Таблиця 2.1. Залежність параметрів P та F для D 
Ймовірність (P) 
Частота (F) 
«Висока (В)» «Середня (С)» «Низька (Н)» 
«Висока (В)» «В» «С» «Н» 
«Середня (С)» «С» «С» «Н» 
«Низька (Н)» «Н» «Н» «Н» 
Нехай по відношенню до ІС виникла дія А3= «Збій програмного 
забезпечення», та визначено (для D) відповідні залежності параме-
трів Р і F (див. табл. 2.1). 
Тоді на основі цих залежностей можна відобразити D за допо-
могою наступних правил: 
1) ЯКЩО Ймовірність (Р) А3 «Висока» ТА Частота (F) реалізації 
такого А3 «Висока» ТОДІ Небезпека (D) при А3 для ІС = «Висока»; 
2) ЯКЩО Р (А3) «В» ТА F (А3) «С» ТОДІ D (А3) = «С»; 
3) ЯКЩО Р (А3) «В» ТА F (А3) «Н» ТОДІ  D (А3) = «Н»; 
4) ЯКЩО Р (А3) «С» ТА F (А3) «В» ТОДІ  D (А3) = «С»; 
5) ЯКЩО Р (А3) «С» ТА F (А3) «С» ТОДІ  D (А3) = «С»; 
6) ЯКЩО Р (А3) «С» ТА F (А3) «Н» ТОДІ D (А3) = «Н»; 
7) ЯКЩО Р (А3) «Н» ТА F (А3) «В» ТОДІ D (А3) = «Н»; 
8) ЯКЩО Р (А3) «Н» ТА F (А3) «С» ТОДІ D (А3) = «Н»; 
9) ЯКЩО Р (А3) «Н» ТА F (А3) «Н» ТОДІ D (А3) = «Н». 
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Аналогічно можемо визначити залежності (див. табл. 2.2) і по-
будувати можливі взаємозв'язки для компонентів D, F і L. 
Таблиця 2.2. Залежність параметрів D та F для L 
Небезпека (D) 
Частота (F) 
«Висока (В)» «Середня (С)» «Низька (Н)» 
«Висока (В)» «В» «ВС» «НС» 
«Середня (С)» «ВС» «С» «НС» 
«Низька (Н)» «НС» «НС» «Н» 
1) ЯКЩО Небезпека (D) А3 «Висока» ТА Частота (F) А3 «Висо-
ка» ТОДІ Витрати (L) А3 = «Високі (В)»; 
2) ЯКЩО D (А3) «В» ТА F (А3) «С» ТОДІ L (А3) = «ВС»; 
3) ЯКЩО D (А3) «В» ТА F (А3) «Н» ТОДІ L (А3) = «НC»; 
4) ЯКЩО D (А3) «С» ТА F (А3) «В» ТОДІ А L (А3) = «ВС»; 
5) ЯКЩО D (А3) «С» ТА F (А3) «С» ТОДІ L (А3) = «С»; 
6) ЯКЩО D (А3) «С» ТА F (А3) «Н» ТОДІ L (А3) = «НC»; 
7) ЯКЩО D (А3) «Н» ТА F (А3) «В» ТОДІ L (А3) = «НC»; 
8) ЯКЩО D (А3) «Н» ТА F (А3) «С» ТОДІ L (А3) = «НC»; 
9) ЯКЩО D (А3) «Н» ТА F (А3) «Н» ТОДІ L (А3) = «Н». 
Слід зазначити, що багато відомих методик для управління, 
АОР у сфері ІБ, (наприклад, Cobra, NIST 800-30, CRAMM і т.д.) 
використовують в як вихідні параметри Р і L, але, як видно з [14, 
17], часто потрібні альтернативні варіанти. Якщо необхідно відо-
бразити ризик через інші параметри, то розширюють відомі мето-
дики за рахунок додаткових модулів, якими встановлено відповідні 
взаємозв'язки між заданими величинами (характеризують ризик) і 
шуканими. Це дозволить підвищити гнучкість існуючих методик 
АОР і розширити можливості їх використання. 
2.2. Аналітико-синтетична кортежна модель  
характеристик ризику 
Розвиток ІТ-інфраструктури підприємств тягне за собою стрім-
ке неконтрольоване зростання кількості уразливостей РІС [23, 24]. 
Для забезпечення необхідного рівня безпеки РІС зазвичай на підп-
риємствах впроваджують відповідні системи ЗІ [23-25]. Одним з 
основних етапів побудови таких систем є реалізація процесу АОР 
ІБ. На сьогодні існує безліч інструментальних засобів [25], які об'є-
днуються в методики АОР. Часто перед фахівцями в області ІБ 
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виникає питання про ефективний вибір існуючих або розробку 
нових засобів оцінювання стану безпеки РІС. Для ефективної орга-
нізації відповідного процесу вибору або розробки необхідно мати 
досить повне відображення характеристик ризику, пов'язаних з ІБ. 
У п. 2.1 була розроблена інтегрована модель представлення па-
раметрів ризику на основі десятикомпонентного кортежу, за допо-
могою якої здійснювався аналіз подібних засобів.  
При практичному використанні презентованої в п. 2.1 моделі 
з'явилася необхідність у поділі вхідних до неї параметрів на ті, за 
допомогою яких проводився б аналіз існуючих засобів оцінювання 
і ті, за допомогою яких у перспективі в певних умовах реалізовува-
вся процес оцінювання, наприклад, у реальному часі або в умовах, 
що дозволяють адаптувати нечіткі шкали та ін.  
У зв'язку з цим, актуальним є завдання визначення характерис-
тик ризику, які використовуються для подальшого вибору відпові-
дних засобів, а також для синтезу нових систем оцінювання ризиків 
безпеки РІС. Останні, наприклад, можна використовувати для ви-
значення необхідного рівня ЗІ, здійснення його підтримки і розро-
бки стратегії розвитку ІС [23-25] з урахуванням постійного зрос-
тання кількості уразливостей ресурсам. 
З метою формалізації процесу формування необхідних характе-
ристик пропонується аналітико-синтетична кортежна модель хара-
ктеристик ризику (АСМ), в якій здійснюється генерування необ-
хідного аналітичного і синтетичного кортежів. В моделі вводиться 
множина всіх можливих характеристик ризику: 
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 BC BC BC BC BC ,    (2.1) 
де i BC BC  ( 1,i bc ) – підмножина, що відображає i-у характе-










 BC ,1 ,2 ,{ , , ..., }ii i i nBC BC BC      (2.2) 
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Рис. 2.1. Структурно-аналітичне відображення АСМ 
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  (2.3) 
11,1 1,2 1,
{{ , , ..., },nBC BC BC 22,1 2,2 2,{ , , ..., }, ...,nBC BC BC  
,1 ,2 ,{ , , ..., }}bcbc bc bc nBC BC BC , 
де bc і in  – відповідно кількість членів в BC  і iBC , ( 1, ,i bc  
1, )ibo n .  
Наприклад, з урахуванням (2.1)-(2.3) при bc=13, 1n aes  = 
2n ca  = 3n cs  = 11n sc  = 13n va = 2, 4n d  = 5n dt  = 7n f  =
9n me  = 10n p = 12n n  =3, 6n e  = 7 та 8n l  = 5 множина BC  















  1,1 1,2{{ , },BC BC  2,1 2,2{ , },BC BC  3,1{ ,BC  
3,2},BC  4,1{ ,BC  4,2 ,BC  4,3},BC  5,1{ ,BC  5,2 ,BC  5,3},BC  6,1{ ,BC  
6,2 ,BC  6,3 ,BC  6,4 ,BC  6,5 ,BC  6,6 ,BC  6,7},BC  7,1{ ,BC  7,2 ,BC  
7,3},BC  8,1{ ,BC  8,2 ,BC  8,3 ,BC  8,4 ,BC  8,5},BC  9,1{ ,BC  9,2 ,BC  
9,3},BC  10,1{ ,BC  10,2 ,BC  10,3},BC  11,1{ ,BC  11,2},BC  12,1{ ,BC  12,2 ,BC  
12,3},BC  13,1{ ,BC  13,2}}BC  = 1{{ ,AES  2}AES , 1{ ,CA  2}CA , 1{ ,CS  
2}CS , 1 2 3{ , , },D D D  1 2 3{ , , },DT DT DT  1{ ,E  2 ,E 3 ,E  4 5 6 7, , , },E E E E  
1 2 3{ , , },F F F  1{ ,L  2 ,L  3 ,L  4 ,L  5},L  1 2 3{ , , },M M M  1 2 3{ , , },P P P  
1{ ,SC  2},SC  1 2 3{ , , },V V V  1 2{ , }}.VA VA   
Тут, у складі множини є: 
− елемент AES – «Адаптивність нечітких шкал оцінювання» 


















AES  1( BC BC , 1,bo aes ), 
де 1n  aes – кількість варіантів адаптованості нечітких шкал оці-






















 1 2,AES AES = {«декрементування», «інкрементування»}, 
( 1,1BC = 1AES , 1,2BC = 2AES  – варіанти адаптованості нечітких шкал 
оцінювання для параметричних НЧ, наприклад, трапецієподібних і 
трикутних). Цей елемент відображає можливості системи щодо 
трансформування еталонів параметрів та адаптації системи під 
різні умови середовища оцінювання без участі експертів відповід-
ної предметної галузі [26-34]; 
− елемент CA – «Калькулятор» (BC2 = СA), який може відо-


















CA  2( BC BC , 1,bo ca ), 



















 1 2,CA CA = {«CVSS-калькулятор», «Ризик-калькулятор»}, 
2,1(BC = 1CA , 2,2BC = 2CA  – варіанти калькулятора для оцінювання 
ризику і оцінок CVSS). Цей елемент показує наявність в системі 
можливості використання калькуляторів для оцінювання ризику, а 
також оцінок CVSS; 
− елемент СS – «Характеристика ситуації» (BC3 = СS), який 





















 3( BC BC , 
1,bo cs ), 
де 3n cs  – кількість ідентифікаторів характеристики ситуації. 





















 1 2,CS CS = {«Визначена», «Нечітка»}, 
де 3,1BC = 1CS , 3,2BC = 2CS  – елементи підмножини ,CS  що відо-
бражають характеристику ситуації у вигляді лінгвістичних значень; 
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− елемент D – «Небезпека» (BC4 = D), який може відобража-
тись за допомогою ЛЗ [25]  



















D  ( 4 BC BC , 1,bo d ), 
де 4n d  – кількість термів ЛЗ «НЕБЕЗПЕКА». Наприклад, при 
d=3 підмножина 4BC  може представлятися як:  





















D , D , D
~ ~ ~
  { }, ,
~ ~~
Н C B , 




C  та 
~
B , що мають лінгвістичний еквіва-
лент «низька» (Н), «середня» (С) та «висока» (В) відповідно, де 
4,1BC = 1D~
, 4,2BC = 2D~
, 4,3BC = 3D~
 – елементи базової терм-
множини ,D  що відображають значення небезпеки у вигляді НЧ; 
− елемент DT – «Відхилення від мети» (BC5 = DT), який є ха-
рактеристикою, що відображається чисельно (наприклад, як стан-
дартне (квадратичне), ймовірне або допустиме відхилення [14, 25]) 
або на основі застосування логіко-лінгвістичного підходу за допо-





















5( BC  
,BC  а 1 2 ... ,~ ~ ~ dt
DT DT DT  
 
1, )bo dt , 
де 5n dt  – кількість термів ЛЗ «ВІДХИЛЕННЯ ВІД МЕТИ». На-





















{ , , }
~ ~ ~
DT DT DT   {«Мале (М)», «Середнє (С)», «Велике (В)»}, 
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де 5,1BC = 1~
DT , 5,2BC = 2~
DT  та 5,3BC = 3~
DT  – елементи базової терм-









−  елемент E – «Порушення базових характеристик ІБ» (BC6 
= E), який можна відобразити у вигляді символьної змінної, що 


















E  ( 6 , 1,bo e BC BC ), 
де 6n e  – кількість ідентифікаторів порушення ІБ РІС. Наприклад, 








 BC  6,1{ ,BC  6,2








7{ }1 2E , E ,..., E   {«Порушення конфіденційності (ПК)», 
«Порушення цілісності (ПЦ)», «Порушення доступності (ПД)», 
«Порушення цілісності та конфіденційності (ПЦК)», 
«Порушення цілісності та доступності (ПЦД)», 
«Порушення конфіденційності та доступності (ПКД)», 
«Порушення конфіденційності, цілісності і доступності (ПКЦД)»}, 
де 6,1BC = 1E , 6,2BC = 2E , …, 6,7BC = 7E  – елементи підмножини, що 
відображають можливі варіанти порушення базових характеристик 
ІБ РІС; 
− елемент F – «Частота» (BC7 = F), який, аналогічно D, може 


































F  7( BC BC , 1,bo f ),  
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де 7n  f – кількість термів ЛЗ «ЧАСТОТА» ( 7,1BC = 1~
F , 7,2BC = 2~
F , 
7,3BC = 3~
F  – елементи базової терм-множини ,F  що відображають 
частоту у вигляді нечітких значень); 
− елемент L – «Витрати» (BC8 = L), який може бути представ-
лений чисельно, наприклад, на заданих інтервалах: 
1) $0 – $100; 
2) $100 – $1000;  
3) $1000 – $10 000;  
4) $10 000 – $100 000.  




















L  ( 8 BC BC , 1,bo l ), 
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{ }L , L , L , L , L
~ ~ ~ ~ ~
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{ , ,, ,
~ ~~ ~ ~
Н НC С BС B }, 
а лінгвістичними еквівалентами використовуваних НЧ будуть від-
повідно значення термів «Низькі» (Н), «Нижче середнього» (НС), 




, 8,2BC = 2L~
, 8,3BC = 3L~
, 8,4BC = 4L~
, 8,5BC = 5L~
 – елементи базової 
терм-множини L, що відображає витрати у вигляді нечітких зна-
чень. На практиці зустрічається й інтегроване представлення L, 
наприклад: 
1) Negligible (менше $100);  
2) Minor (менше $1000);  
3) Moderate (менше $10 000);  
4) Serious (істотний негативний вплив на бізнес);  
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5) Critical (катастрофічний вплив, можливе припинення діяль-
ності підприємства) [14, 25]; 
− елемент М – «Міра ризику» (BC9 = М), який можна предста-










  BC M , ( 9 BC BC , 1,bo me ), 
де 9n me  – кількість можливих ідентифікаторів міри ризику. На-


















 1 2 3, ,M М M = {«Кількісна (наприклад, яка характеризується чисе-
льно)», «Якісна (наприклад, яка характеризується лінгвістично)», 
«Інтегрована (наприклад, яка характеризується чисельно і лінгвіс-
тично)»}, 
де 9,1BC = 1M , 9,2BC = 2М , 9,3BC = 3M  – елементи підмножини ,M  
що відображають у вигляді лінгвістичних значень відповідну міру 
ризику; 
− елемент Р – «Ймовірність» (BC10 = Р), який може відобража-
тися статистичними даними. При виникненні труднощів з отри-
манням статистичних даних або для простоти інтерпретації вели-
чин, експерти часто використовують логіко-лінгвістичний підхід. З 
його допомогою здійснюється відображення відповідної характе-
ристики за допомогою ЛЗ [25] «Ймовірність». Вона визначається 
базовою терм-множиною, наприклад, 



















P  10( BC BC , 1, )bo p , 
де 10n p  – кількість термів ЛЗ «Ймовірність», для членів якої 
справедливе співвідношення порядку 
2~1 p
P P < ...< P
~ ~
 . Наприклад, 
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B , які мають лінгвістичний еквіва-
лент «низька» (Н), «середня» (С) та «висока» (В) відповідно. Тут, 
10,1BC = 1P~
, 10,2BC = 2P~
 і 10,3BC = 3P~
 – елементи базової терм-
множини P  відображають значення ймовірності в лінгвістичній 
формі. Як правило, для зазначених НЧ на основі відомих методів 
[11, 25] формуються необхідні ФН. Також, крім зазначених, мо-
жуть бути введені і інші значення первинних термів, наприклад, 
«дуже низька» (ОН), «вище середнього» (ВС), «нижче середнього» 
(НС) та ін. Очевидно, що в цьому випадку характеристика Р відо-
бражається множиною лінгвістичних значень, але як окремий ви-
падок, вона може приймати чітке або інтервальне значення. У цьо-
му випадку для її відображення будемо використовувати не напів-
жирний шрифт, наприклад, Р; 
− елемент SС – «Ситуація вибору» (BC11 = SС), що представ-





















SC  11( BC BC , 1,bo sc ), 





~ ~ ~ sc
SC SC SC   . За допомогою SС можна 
інтерпретувати вибір через sc варіантів. Наприклад, при sc =2 для 


























SC SC    









 SC  {«Менш надійна (МН)», «Більш надійна (БН)»}, 
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котрі відповідно відображаються НЧ МП БП,
~ ~




SC , 11,2BC = 2~
SC  – елементи базової терм-множини ,SC  
що відображають ситуацію вибору у вигляді нечітких значень; 
− елемент V – «Уразливість» (BC12 = V), який можна відобра-

















V  12( , 1, )bo n BC BC , 
де 12n n  – кількість можливих уразливостей (і відповідно їх іден-








 BC  12,1 12,2 12,3
{ , , }BC BC BC =V
 







V { }1 2 3V ,V ,V = 
{«Нульового дня», «Переповнення буферу», «SQL-ін’єкція»}, 
де 12,1BC = 1V , 12,2BC = 2V , 12,3BC = 3V  – елементи підмножини іден-
тифікаторів ,V  що відображають ідентифіковані уразливості РІС, 
пов'язаних відповідно з загрозами нульового дня, переповненням 
буферу і реалізацією SQL-ін'єкції; 
− елемент VA – «Оцінка CVSS» (BC13 = VA), який може відо-


















VA  13( BC BC , 1,bo va ), 



















   1 2,VA VA = {«CVSS v02», «CVSS v03»}, 
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( 13,1BC = 1VA , 13,2BC = 2VA  – ідентифікатори версії CVSS). Цей еле-
мент відображає наявність в системі інформації про версії CVSS 
оцінки, що використовуються. 
На основі множини ,BC  а також з урахуванням аналізу прове-
деного в [14, 25, 28, 35], пропонується формувати дві базові підм-
ножини:  






























1,1 1,2{{ , ,IS IS  11,
..., },isIS  22,1 2,2 2,
{ , , ..., }, ...,isIS IS IS
 
,1 ,2 ,{ , , ..., }}indind ind ind isIS IS IS  ( ,i IS BC  1, ,i ind  1, ibo is ); 
− оціночна –  































1,1{{ ,ES  1,2
,ES
 11,
..., },esES  2,1
{ ,ES













ES  ( i ES BC , 
1,i ass , 1, ibo es ), 
де
 
ind  і ass  – кількість ідентифікуючих та оціночних характерис-
тик ризику ІБ відповідно. 
Так, наприклад, при ind =9 з урахуванням [36] 1is aes  
= 
2is ca  
= 3is cs  
= 7is sc  
= 9is  va = 2, 4is dt  
= 6is me  
= 
8is n  
= 3 та 5is   
e
 
= 7 можна скласти наступну ідентифікуючу 
базову підмножину характеристик ризику: 

















































































1{ ,CS  2
},CS
 1{ ,~
DT  2 ,~
DT  3},~
DT  
{ 1E ,  2E ,  ...,  7},E  1{ ,M  2 ,М  







{ 1V ,  2
V ,
 
},3V  1{ ,VA  2
}}VA , 
де 1,1 1AESIS  , 1,2
IS = 2AES , 2,1IS = 1CA , 2,2IS = 2CA , 3,1IS = 1CS , 3,2IS =
2CS , 4,1IS = 1~
DT , 4,2IS = 2~
DT , 4,3IS = 3~
DT , 5,1IS = 1E , 5,2IS = 2E , …, 
5,7IS = 7E , 6,1IS = 1M , 6,2IS = 2M , 6,3IS = 3M , 7,1IS = 1~
SC , 7,2IS = 2~
SC , 
8,1IS = 1V , 8,2IS = 2V , 8,3IS = 3V , = 1VA , 9,2IS = 2VA ,  





= f = 4es  
=
 
p = 3, 3es l  = 5 – оціночну 
базову підмножину характеристик ризику:  


























































































































, 1,3ES   3
D
~










2,3ES   3
F
~
, 4,1ES = 1~
L , 4,2ES = 2~
L , 4,3ES = 3~
L , 4,4ES = 4~
L , 4,5ES = 5~
L , 
5,1ES = 1~
P , 5,2ES = 2~
P , 5,3ES = 3~
P . 
Представлені вище базові підмножини [36] відображаються за 
допомогою двох кортежів (див. рис. 2.1): 
– перший – аналітичний (АК), який використовується для аналі-
зу засобів ОР з метою подальшого їх вибору; 
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– другий – синтетичний (СК) для допомоги розробникам, які 
синтезують відповідні засоби оцінювання. За допомогою цих кор-
тежів можна спростити ухвалення рішення при виборі необхідного 
засобу оцінювання і набору параметрів для ефективної експлуатації 
відомих і створюваних нових систем ОР. 
І так, як видно із структурно-аналітичного представлення АСМ 
(див. рис. 2.1), основу зазначених кортежів складають підмножини 
iIS , i
ES  ідентифікуючих і оціночних компонент відповідно, які 
відображаються за допомогою двох кортежів – аналітичним (який 
використовується для дослідження широкого спектру існуючих 
засобів АОР з позицій формування необхідних для їх функціону-
вання вихідних даних) і синтетичним (який використовується для 
допомоги розробникам, що синтезують відповідні засоби оціню-
вання). Це дозволить спростити ухвалення рішення про вибір необ-
хідного засобу оцінювання та вибір необхідного набору параметрів 
для створення систем ОР. 
2.3. Характеристики ризику, що використовуються в засобах 
аналізу та оцінювання ризиків 
Одним з головних етапів комплексного підходу до побудови си-
стем захисту інформації РІС є ОР. На поточний момент існує до-
сить широка низка засобів ОР ІБ, при виборі яких перед фахівцями 
виникає низка питань пов’язаних, наприклад, з використанням та 
ініціалізацією вхідних величини, задіяним математичним апаратом, 
умовами в яких реалізується оцінювання і т.д.  
У п. 2.2 була запропонована АСМ, яка заснована на двох корте-
жах – АК і СК, що дозволяють спростити прийняття рішення при 
виборі і розробці систем ОР. Вихідним матеріалом дослідження є 
найбільш відомі і використовувані на практиці засоби – COBRA, 
CRAMM, RiskWatch, RA2 art of risk (RA Software Tool), КЕС 
управління ІБ «Авангард» («РискМенеджер»), Risk Advisor, vsRisk, 
OCTAVE, Callio Secura 17799, Гриф 2006, @RISK, RiskPAC та 
Microsoft Security Assessment Tool і т.д. 
Методика COBRA. Щодо характеристик ризику (п. 2.2) для ме-
тодики COBRA можна сформувати відображення його ідентифіку-
ючих складових: Е, V(А), М та CS. Так, компонент V(А), напри-
клад, для запиту – «Скільки інцидентів, пов’язаних з крадіжкою 
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відбулося за останні 2 роки?», відповідає значення А1=«Крадіжка». 
Ця дія призводить до порушення певних характеристик безпеки 
атакованих ресурсів і може бути пов'язана зі значенням 
Е7=«ПКЦД». Ініціалізація даних здійснюється в числовій формі, що 
відображається кількісною мірою за допомогою ідентифікуючого 
параметра M1. Очевидно, що визначення CS в цьому запиті можна 
здійснити через параметр CS1, оскільки задається точна кількість 
інцидентів. З урахуванням п. 2.2, тут аналіз (ідентифікація) ризику 
здійснюється за допомогою ідентифікуючих параметрів під час 
обробки запитів, а оцінка – за допомогою результатів аналізу з ви-
користанням оціночних компонентів. 
Всі розглянуті загрози V(А), котрі відображаються в запитах, зі-
брані в категорії ризику, наприклад, загрози А, розглянуті в прик-
ладі запиту, входять в категорію ризику «Непередбачувана ситуа-
ція в бізнесі (НСБ)», отже, ідентифікуючий параметр в даній кате-
горії ризику можна представити як 
АНСБ{АНСБ1, АНСБ2,…, АНСБа}, 
де АНСБ1= «Крадіжка» (a – кількість ідентифікаторів загроз для ка-
тегорії НСБ).  
Аналіз показав, що прямого використання компонентів CS та E 
в системі немає, але простежується з ними логічний зв'язок, тому ці 
величини є непрямими. Тут і далі для позначення непрямих харак-
теристик в кортежі буде використовуватися символ *, наприклад, 
CS*. 
Після проведеного аналізу з урахуванням АСМ АК для цієї ме-
тодики можемо представити у вигляді <CS*, Е*, М, Р, V(А)>, а 
наприклад, щодо запиту про інциденти крадіжки його ідентифіку-
ють параметри (ІП), що приймають конкретні значення – Е7, АНСБ1, 
CS1, М1. 
Метод CRAMM. В процесі аналізу пропонується проставити 
коефіцієнти для кожного ресурсу з точки зору частоти виникнення 
загрози та ймовірності її реалізації, в зв'язку з цим, з урахуванням 
п. 2.2 можна зазначити оціночні компоненти F і P. 
Щодо АСМ для CRAMM (аналогічно методиці COBRA) можна 
визначити значення: Е*, V(А), CS*, М. Розглянемо приклад запиту 
для «оцінки загрози»: «Скільки разів за останні три роки співробіт-
ники організації намагалися отримати несанкціонований доступ до 
інформації, яка зберігається в ІС з використанням прав інших ко-
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ристувачів?». Тут компонент V(А) відображається дією, яка приз-
вела до порушення характеристик ІБ, а саме А2=«Несанкціонований 
доступ» може привести до Е1=«Порушення конфіденційності 
(ПК)». Характеристика ситуації в наведених запитах відповідає 
CS1, а для ініціалізації даних використовується якісна і кількісна 
шкали, що, в свою чергу, відповідає ідентифікуючому параметру 
M1 і M2. 
Після проведеного аналізу з урахуванням п. 2.2 складемо АК 
для даного методу: <CS*, E*, F, L*, M, P, V(А)>, а, наприклад, від-
носно запиту А2=«Несанкціонований доступ» його ІП набувають 
конкретних значень: Е1, А2, CS 2, М1. 
Система RiskWatch. Щодо АСМ з урахуванням п. 2.2 для 
RiskWatch визначимо АК. Так, характеристиці V(А) (виходячи з 
прикладу категорій втрат: затримка і відмова в обслуговуванні, 
розкриття інформації, прямі втрати (наприклад, від знищення обла-
днання при пожежі), непрямі втрати (наприклад, витрати на відно-
влення), життя і здоров'я (персоналу, замовників і т.д.), зміна да-
них, репутація [20] і т.д.) відповідають, наприклад, значення 
А1=«Затримка і відмова в обслуговуванні», А2=«Розкриття інфор-
мації», А3=«Знищення обладнання» і т.д. Ці загрози призводять до 
порушення певних характеристик ІБ атакованих ресурсів і відпові-
дно пов'язані зі значеннями Е3=«ПД», Е1=«ПК», Е5=«ПЦД». Аналіз 
показав, що прямого використання параметра Е в системі немає, 
але простежується логічний зв'язок з ним, тому вважаємо його при-
сутність непрямою (Е*). 
При оцінюванні ризику можливі випадки, коли респондент не 
обізнаний про ситуацію, яка ідентифікується в запиті, тоді він ви-
користовує варіант «не знаю», що характеризує ситуацію як неви-
значену, тобто CS відповідає значення CS2, інакше, – як визначену 
CS1. Ініціалізація даних здійснюється в числовій і лінгвістичній 
формах, що, в свою чергу, можна відобразити компонентом М (M1 
та М2). Аналіз ризику відбувається в процесі обробки даних ініці-
йованих через ТО, який використовується при проходженні фази 1. 
Для визначення ALE використовується оціночний компонент F, а 
ризиком є очікувані втрати за рік, які також можна інтерпретувати 
як витрати L*. З урахуванням АСМ АК для цієї методики можна 
представити у вигляді <CS*, Е*, F, L, М, V(А)>, а наприклад, щодо 
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запиту про розмежування доступу, то його ІП приймають конкрет-
ні значення – Е1, А2, CS1, М1. 
Інструментарій RA2 art of risk. Щодо АСМ визначимо зна-
чення CS, Е, V(А) і М. Всі уразливості/загрози V(А), які відобра-
жаються запитами, представлені у вигляді вимог стандарту, напри-
клад, «Чи була проведена оцінка для виявлення ризиків, пов'язаних 
з доступом третіх осіб (ДТО)?», «Чи була схвалена політика ІБ з 
керівництвом?» і т.д., у зв'язку з цим параметр V(А) можна відобра-
зити комплексно – Аі, 1,i a , (де а – кількість ідентифікаторів ураз-
ливостей/загроз). Так, наприклад, в запиті про ДТО при невико-
нанні даної оцінки можуть виникнути дії, що призводять до пору-
шення базових характеристик ІБ, тоді V(А) можна представити 
множиною АДТЛ{АДТЛi}, i= а,1 , де, наприклад, АДТЛ1=«Крадіжка». 
Відносно компонента Е, слід зазначити, що розглянуті дії (виходя-
чи із прикладу запитів) призводять до порушення певних характе-
ристик ІБ і це може бути побічно пов'язане зі значенням Е7 = 
«ПКЦД». Аналіз показав, що параметр Е в ПЗ присутній опосеред-
ковано. Для ініціалізації даних використовуються числові та лінгві-
стичні значення (M1, і M2), а характеристика ситуації завжди визна-
чена (CS1), оскільки чітко фіксується виконання або невиконання 
вимоги стандарту. У методиці присутні оціночні компоненти D 
(рівні небезпеки) і P (ймовірність ризику), отже, ризик відобража-
ється як небезпека (D) для організації (при настанні ризикової си-
туації). З урахуванням АСМ АК для цієї методики можемо пред-
ставити у вигляді: <CS*, D, Е*, М, P, V(А)>, а наприклад, щодо 
запиту ДТО, його ІП приймають конкретні значення – Е7, Адтл, 
CS1, М2. 
Система КЕС управління ІБ «Авангард». Зазначимо, що від-
носно АСМ в КЕС подія ризику розглядається, як загроза V(А), яка 
призводить до порушення ІБ, наприклад, А1=«Відмова обслугову-
вання веб-серверу через атаки хакера», А2=«Падіння криптосервера 
через перевантаження», А3=«Перехоплення призначених для кори-
стувача паролів» і т.д. В описі дій (найменувань ризику) викорис-
товуються статистичні дані, зібрані іноземними компаніями, і які 
не завжди можуть бути використані для різних регіонів (наприклад, 
в Україні) через вплив на природу виникнення інцидентів ІБ бага-
тьох специфічних чинників, таких як, наприклад, рівень життя, 
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освіченість населення, його менталітет і т.д. Розглянуті в прикладі 
загрози (V(А)) можуть бути пов'язані з подіями (Е) порушення ба-
зових характеристик ІБ, наприклад, А1 з Е3 = «ПД», А2 з Е7 = 
«ПКЦД», а А3 з Е1 = «ПК» і т.д., отже, параметр Е в системі прису-
тній опосередковано. Вхідні дані ґрунтуються на якісних і кількіс-
них шкалах (M1 і M2). 
Відносно оціночних параметрів, які використовуються в процесі 
аналізу ризику, присутні ступінь небезпеки D і ймовірність події 
ризику Р. Так само використовується показник збитку, який відо-
бражається за допомогою L. Визначення рівня ризику відносно 
об'єктів, підсистем (процесів), локальних середовищах, регіонів і 
для моделі в цілому, проводиться шляхом підсумовування показ-
ників значимості загроз (що відносяться в межах структурної ієра-
рхічної моделі до відповідних структур). Отже, РП об'єкта буде 
відображатися сумою РП загроз з ним пов'язаних, а РП підсистеми 
(процесу) буде дорівнювати сумі РП включених в неї об'єктів. 
Результат обчислень представляється у вигляді діаграми. Оцін-
кою збитку, за аналогією з RiskWatch (фаза 3 п. 1.4), є добуток ціни 
ризику та ймовірності його події. У звіті відображається загальний 
ризик організації у грошовому еквіваленті. 
Відзначимо, що він представляється як загальний збиток від 
всіх подій ризику і може відображатися оціночним компонентом L, 
який в системі присутній опосередковано, а при ОР використову-
ється кількісна шкала (M1). Після проведеного аналізу з урахуван-
ням АСМ АК для КЕС буде <CS*, D, Е*, L*, М, P, V(А)>. 
Система Enterprise Risk Assesso. Відносно АСМ для даного ПЗ 
також можна отримати відображення ІП CS, Е, М, V(А) і оціночних 
– Р, L, D. У Enterprise Risk Assessor в якості ризику розглядаються 
загрози, які можуть призвести до порушення ІБ, наприклад, А1 = 
«Крадіжка документів» може знаходиться в логічному зв'язку з Е1 
= «ПК» і тому параметр Е в ПЗ присутній опосередковано, що мо-
жна сказати і щодо характеристики ситуації (див. рис. 1.27), де CS 
відповідає CS1. Також з рис. 1.26 і рис. 1.27 видно, що для відобра-
ження М використовуються якісні (M1) і кількісні (M2) шкали. У 
процесі аналізу ризику можна додатково ідентифікувати оціночні 
компоненти в явному вигляді Р і непрямому – L (consequence – 
наслідок, який можна представити як L*), а під час його оцінки – 
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встановлюється коефіцієнт значущості і рівень небезпеки D, отже, 
АК має вигляд: <CS*, D, Е*, L*, М, Р, V(А)>. 
Система vsRisk, Risk Assessment Tool. Як ІП на етапі аналізу 
ризику використовується V(А) і, наприклад, згідно з рис. 1.28 а, він 
може приймати значення А3 = «Відмова в обслуговуванні», що при-
зводить до Е3 = «ПД» (рис. 1.28 б). Система надає засоби для оцін-
ки всіх чинників ризиків, включаючи загрози, уразливості, активи і 
механізми контролю та не містить засобів для кількісної оцінки 
величини ризику, обмежуючись лише якісними шкалами (M1). Для 
таких оцінок характеристика ситуації відображається через CS1. 
Відзначимо, що для оцінки задаються межі ймовірності Р і впливу 
розглянутих загроз, що можна опосередковано, відобразити через 
рівні D*. Відзначимо, що з урахуванням АСМ АК для цього ПЗ 
наступний: <CS*, D*, Е, М, Р, V(А)>. 
Система OCTAVE. Розглянемо приклад сценарію загрози 
(умова) – неправильна політика розмежування доступу дозволяє 
співробітнику випадково отримати доступ до медичних записів 
іншого співробітника; вплив (наслідок) – медичні записи співробі-
тника розкриваються. За поданим ним позовом, організація зобо-
в'язана виплатити штраф у розмірі 50 000$. Ця загроза робить пря-
мий вплив на репутацію підприємства, що може призвести до по-
тенційних грошових втрат (судові позови, можливі штрафи, пеня 
тощо). У цьому прикладі загрозу можна представити як параметр 
А1 = «Несанкціонований доступ до медичних записів», який може 
логічно призвести до Е1 = «ПК». 
Для оцінювання в OCTAVE використовуються якісні (М1) і кі-
лькісні (М2) шкали, а CS* відповідає CS1. Ризик розглядається як 
«Небезпека», наприклад, втрата репутації і т.д., що зв'язується з 
оціночним компонентом D. Як видно, загальний запис АК для 
OCTAVE: <CS*, D, Е*, М, V(А)>, а, наприклад, щодо розглянутого 
сценарію загрози його ІП приймають часткові значення – Е1, А1, 
CS1, М2. 
Інструментарій Callio Secura 17799. Розглянемо приклад запи-
ту в ТО: «Чи існують документовані (затверджені) політики, які 
опубліковані і доведені до відома всіх співробітників?». Щодо 
АСМ компонент V(А), виходячи з прикладу запиту, за антологією з 
RA2 art of risk, можна розглядати як комплексний Аі, 1,i a  (а – 
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кількість ідентифікаторів загроз). Так, наприклад, в запиті щодо 
політики безпеки при її відсутності можуть виникнути дії, які при-
зведуть до порушення базових характеристик ІБ. У цьому випадку 
параметр V(А) можна представити як: АПБ{АПБi}, i= а,1 , де, на-
приклад, АПБ1 = «Втрата конфіденційної інформації». У свою чергу, 
комплекс цих дій, ймовірно, призведе до порушення базових хара-
ктеристик ІБ і може пов'язуватися зі значенням Е7 = «ПКЦД». Для 
оцінювання використовується кількісна (М1) і якісна (М2) міри 
(рис. 1.30). 
Щодо оціночних компонент, можна відзначити наявність Р 
(ймовірність загрози) і L (цінність активів – збиток для організації 
логічно визначається як витрати або втрати). Таким чином, відо-
бразимо кортеж: <CS*, Е, L*, М, Р, V(А)>, а, наприклад, щодо ви-
щезазначеного запиту його ІП відповідають значення – Е7, Апб, CS1, 
М2. 
Система Гриф 2006. В системі запити ТО (наприклад: «Чи мо-
же розкриття будь-якої інформації принести суттєву вигоду сто-
роннім особам, зацікавленим організаціям та ін.?») ініціалізуються 
одним з двох фіксованих варіантів – «так» чи «ні». Тут компоненту 
V(А) відповідає значення А1 = «Розкриття інформації». Ця загроза 
призводить до порушення конфіденційності і пов'язується зі зна-
ченням Е1 = «НК». Характеристика ситуації (як видно з прикладу 
запиту) визначена (CS1), а для відображення результатів викорис-
товуються M1 і M2. 
Оцінювання ризику здійснюється за допомогою компонентів: Р 
– ймовірність реалізації загроз, L – збиток від її реалізації та D – 
рівень загрози за уразливістю. Для зазначеного ПЗ складемо АК: 
<CS*, D*, Е, L*, М, Р, V(А)>, а щодо прикладу запиту, то його ІП 
приймають конкретні значення – Е1, А1, CS1, М2. 
Система @RISK. Щодо АСМ і характеристики ризику, які ви-
користовуються в даній системі, відзначимо присутність ІП Е, 
V(А), CS і М. Параметр Е представлений опосередковано, його 
можна логічно визначити як подію порушення характеристики ІБ 
що випливає з дії V(А), наприклад, А3 = «Шахрайство» може приз-
вести до Е7 = «НКЦД». При ОР для відображення результатів вико-
ристовується М1 (табл. 1.30), а також задаються ймовірності Р і 
розраховується вплив, що можна представити як L – втрати. Як 
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видно, АК для цієї системи приймає наступний вигляд: 
<CS*, Е*, L*, М, Р, V(А)>. 
Система RiskPAC. Кожен запит в системі відображає певну 
дію (V(А)), що призводить до порушення ІБ. Наведемо приклад 
запиту: «Які будуть добові фінансові втрати при порушенні ціліс-
ності клієнтської бази?» (А1 = «Порушення цілісності клієнтської 
бази»). Розглядаючи дане ПЗ щодо АСМ, відзначимо, що характе-
ристиці V(А) (що видно з прикладу запиту) відповідає, наприклад, 
значення А1. Ця загроза призводить до порушення певних характе-
ристик ІБ атакованих ресурсів і може бути пов'язана зі значенням 
Е5 = «НЦД», а параметр CS відображається CS1, оскільки підрахо-
вуються точні фінансові втрати. Ініціалізація даних здійснюється в 
числовій і лінгвістичній формах, що відображається М1 і М2. 
При ОР визначається ймовірність загроз Р – вплив, який можна 
інтерпретувати як рівень небезпеки D і втрати L. Проведений ана-
ліз показав, що АК для цієї системи має вигляд: <CS*, D*, Е*, L, 
М, Р, V(А)>, а щодо прикладу запиту, його ІП приймають конкрет-
ні значення – Е6, А1, CS1, М1. 
Система Microsoft Security Assessment Tool. Параметри щодо 
АСМ в ПЗ відображені Е, V(А), CS, М. В прикладі запиту – «Чи 
вплине на прибутковість події, які завдадуть шкоди застосункам 
або інфраструктурі клієнта, наприклад, бездіяльність вузла, відмова 
обладнання або збій у застосунку?» події можна представити як 
характеристики А1 = «Бездіяльність вузла», А2 = «Відмова устатку-
вання» і А3 = «Збій у застосунку», які можуть призвести до Е3 = 
«ПД». При ОР можливі варіанти, коли респондент недостатньо 
обізнаний в ситуації, яка ідентифікується в запиті, при цьому іні-
ціюється варіант «не знаю», що відповідає значенню CS2, в іншому 
випадку – CS1. 
В системі оцінки використовуються якісна (М2) і кількісна (М1) 
шкали, а ризик розглядається як небезпека D. Відзначимо, що АК 
для MSAT наступний: <CS*, D, Е*, М, V(А)>. 
Метод на основі байєсовських мереж (МБС). 
Щодо АСМ для МБС, з урахуванням п. 2.2, визначимо АК. Як 
видно з прикладу (п. 1.4), компоненту V(А) може відповідати А1 = 
«Хакерська атака», ця дія призводить до порушення базових харак-
теристик ІБ (розглядаються як категорії наслідків) і може бути по-
в'язана зі значенням Е7 = «ПКЦД». Щодо компонента CS, то для 
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визначення точних характеристик кожної дії (див. табл. 1.20) необ-
хідно мати конкретну ситуацію, отже, це відображається значенням 
CS1. Параметри, які обробляються в даному методі, носять ЯК і КЛ 
характер, що відповідає М1 і М2. Для АОР також використовуються 
оціночні компоненти: Р (ймовірність результату подій і абсолютна 
ймовірність), L (величина витрат), D (збиток). 
Відзначимо, що параметр D безпосередньо в системі не викори-
стовується, але простежується з ним логічний зв'язок (є опосеред-
кованим). Після проведеного аналізу з урахуванням АСМ складемо 
АК для даного методу: <CS*, D*, Е*, L, М, V(А)>. 
Стандарт NIST 800-30. Щодо АСМ визначимо АК для цього 
стандарту. Компонент V(А) відображається «Дією загрози» (див. 
табл. 1.1), яка може призвести до порушення характеристик ІБ, так, 
наприклад, А1 = «Проникнення в ІС на основі особистих даних» 
може призвести до Е1 = «ПК». Характеристика ситуації в наведе-
них прикладах ідентифікації загроз відповідає CS1, а при ініціаліза-
ції даних використовуються М2 і М1. Для оцінки РР в методології 
використовуються оціночні компоненти Р і опосередковано D, 
який відображає значення параметра «Вплив» (див. табл. 1.3). От-
же, АК для методології має вигляд: <CS*, D*, Е*, М, Р, V(А)>. 
Метод VAR (Value at Risk). Щодо АСМ для VAR можна ви-
значити значення ідентифікуючих і оціночних компонент. Так V(А) 
відображається загрозою, яка може призвести до порушення харак-
теристик ІБ, що видно з прикладу запиту, а саме А1 = «Порушення 
правил ІБ» може призвести до Е7 = «ПКЦД». Характеристика ситу-
ації для проведення відповідних розрахунків повинна бути визна-
чена (CS1), а для ініціалізації результатів оцінки використовується 
КЛ шкала (M1). Також в процесі АОР застосовують оціночні ком-
поненти Р, D і L. З урахуванням АСМ АК для даного методу має 
вигляд: <CS*, D, Е*, L, М, Р, V(А)>. 
Методика TRA (Threat and Risk Assessment). Відзначимо, що 
з урахуванням АСМ в TRA компонент V(А) відображається загро-
зою, наприклад, А1 = «Шпигунство» (як видно з табл. 1.31), яка 
може призвести до Е1 = «ПК». Характеристика ситуації в наведе-
ному прикладі оцінки відповідає CS1. Для ініціалізації даних вико-
ристовується ЯК і КЛ шкали (М2 і М1), а оцінювання ґрунтується на 
компонентах Р і D. Аналіз показав, що АК для даної методики на-
ступний <CS*, D*, Е, М, Р, V(А)>. 
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Методика FRAP (Facilitated Risk Analysis Process). Розгляне-
мо цю методику щодо АСМ. Так, компоненту V(А) відповідає 
множина загроз (наприклад, складених експертами), які можуть 
призвести до порушення базових характеристик ІБ. У методиці 
немає прямого використання параметрів Е і CS, але простежується 
логічний зв'язок з ними, тому вважаємо їх наявність непрямою. 
Ініціалізація даних здійснюється в лінгвістичній формі, що відо-
бражається М2, а ОР заснована на ймовірності загроз (Р) і збитку 
(L). Аналіз показав, що АК для цієї методики має вигляд: 
<CS*, Е*, L, М, Р, V(А)>. 
Методика BSI-Standard 100-3. Відносно АСМ відзначимо, що 
всі множини дій (V(А)), представлені як загрози, які призводять до 
порушення ІБ, наприклад, А1 = «Відмова ІТ-системи», А2 = «Нена-
вмисне знищення активу», А3 = «Втрата цілісності інформації» і 
т.д. Щодо компонента Е, слід зазначити, що розглянуті загрози 
(виходячи із зазначеного прикладу в табл. 1.5) призводять до по-
рушення певних характеристик ІБ і може бути опосередковано 
пов'язане зі значенням Е7 = «ПКЦД». Для ініціалізації даних вико-
ристовуються лінгвістичні значення (M2), а характеристика ситуації 
завжди визначена (CS1), оскільки чітко фіксується виконання або 
невиконання вимог. З урахуванням АСМ АК для цієї методики 
можемо представити у вигляді: <CS*, Е, М, V(А)>. 
Методика РС БР ИББСЕ-2.2-2009. Відзначимо, що в даному 
стандарті АОР загрози відображаються як (V(А)) і призводять до 
порушення ІБ, наприклад (загрози з рекомендованого переліку в 
методиці – Додаток 1 [22]), А1 = «Збої і відмови ПЗ», А2 = «Помил-
ки в забезпеченні безпеки ІС на стадіях життєвого циклу», А3 = 
«Розкрадання» і т.д. Розглянуті в прикладі загрози (V(А)) можуть 
бути пов'язані з подіями (Е) порушення базових характеристик ІБ, 
наприклад, А1 з Е3 = «ПД», А2 з Е7 = «ПКЦД», а А3 з Е1 = «ПК» і 
т.д., отже, параметр Е в методиці присутній опосередковано. Щодо 
компонента СS, слід зазначити, що при використанні статистичних 
даних характеристика ситуація завжди СS1. 
Вхідні дані засновуються на ЯК і КЛ шкалах (M1 і M2). Відносно 
оціночних компонент, то при аналізі ризику використовується сту-
пінь потенційного збитку, який можна в ЯК шкалах опосередкова-
но відобразити за допомогою D (при перекладі в КЛ шкали – L), а 
також ймовірність (Р) і статистичні дані про частоту реалізації за-
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грози (F). Після проведеного аналізу, з урахуванням АСМ, АК для 
цієї методики наступний: <CS*, D*, DТ*, Е*, F, L, М, P, V(А)>. 
Стандарт ISO/IEC 27005:2008. Відзначимо, що в ISO/IEC 
27005:2008 за ризик приймаються загрози, які можуть призвести до 
порушення ІБ, наприклад, А1 = «Крадіжка носіїв або документів» 
може знаходиться в логічному зв'язку з Е1 = «ПК» і тому параметр 
Е в стандарті присутній опосередковано, що можна сказати і щодо 
характеристики ситуації, де CS відповідає СS1. 
Виходячи з табл. 1.14-1.16 видно, що для відображення М вико-
ристовуються ЯК (M2) і КЛ (M1) шкали або їх комбінація (M3). У 
процесі АОР можна додатково ідентифікувати компонент Р і опо-
середковано – D (величина потенційних наслідків), отже, АК має 
вигляд: <CS*, D*, DТ*, Е*, М, Р, V(А)>. 
Методика Risk Matrix. Розглянемо наявність компонент щодо 
АСМ на прикладі матриці ризику (див. рис. 1.33 п. 1.4). Тут V(А) 
можна відобразити через параметр А1 = «Не оновлюється ПЗ», який 
має логічний зв'язок з Е7 = «ПКЦД». В процесі АОР використову-
ються ЯК (М2) і КЛ (М1) шкали, CS відповідає CS1, а ОР заснову-
ється на F, P і опосередковано – D (представлений як вплив). Зага-
льний запис АК для Risk Matrix має наступний вигляд: 
<CS*, D*, DТ*, Е*, F, М, P, V(А)>. 
Стандарт AS/NZS 4360: 2004. У стандарті компоненту V(А) ві-
дповідають загрози, які можуть привести до ризику (що видно з 
табл. 1.17 п. 1.4). Отже, їх можна представити як, наприклад, А1 = 
«Відмова системи» (приклад взятий виходячи з описаних наслідків 
в табл. 1.18), що призводить до порушення характеристик ІБ атако-
ваних ресурсів і може бути пов'язано зі значенням Е5 = «ПЦД», а 
параметр CS відображається CS1 (через наявність статистичної ін-
формації). Ініціалізація даних здійснюється в числовій (М1) і лінг-
вістичній формах (М2). При ОР визначається ймовірність загроз Р і 
вплив, який можна інтерпретувати як рівень небезпеки D. Прове-
дений аналіз показав, що АК для цього стандарту має вигляд: 
<CS*, D*, DТ*, Е*, М, Р, V(А)>. 
Методологія Mehari. Щодо АСМ в методології відображені 
ідентифікуючі і оціночні параметри. У розглянутому прикладі за-
питу «Чи існує система регулювання електроживлення...» загрози, 
наприклад, можна представити як параметри А1 = «Відмова устат-
кування», А2 = «Збій застосунків» і т.д., які можуть призвести до Е3 
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= «ПД». Для оцінки використовуються якісна (М2) і кількісна (М1) 
шкали, а характеристика ситуації завжди визначена (CS1), оскільки 
чітко фіксується виконання або невиконання вимог стандарту. Ри-
зик розглядається як вплив, який можна інтерпретувати рівнем 
небезпеки D. Відзначимо, що АК для Mehari наступний: <CS*, D*, 
DТ*, Е*, М, V(А)*>. 
Стандарт ISO/FDIS 31000. Відносно АСМ в стандарті розгля-
дається подія ризику, яку можна відобразити як загрозу V(А), що 
призводить до порушення ІБ, наприклад, А1 = «Відмова в обслуго-
вуванні веб-серверу через атаки хакера», А2 = «Падіння криптосер-
вера через перевантаження», А3 = «Перехоплення призначених для 
користувача паролів» і т.д. Ці дії можуть бути відповідно пов'язані 
з подіями (Е) порушення базових характеристик ІБ Е3 = «ПД», Е7 = 
«ПКЦД», Е1 = «ПК» і т.д., отже, параметри V(А) і Е в стандарті 
присутні опосередковано. 
Вхідні дані ґрунтуються на якісних і кількісних шкалах (M1 і 
M2), а оціночні компоненти, що використовуються в процесі аналі-
зу ризику, представляються впливом, який можна відобразити че-
рез D і ймовірністю ризику Р. Після проведеного аналізу з ураху-
ванням АСМ АК для стандарту буде <CS*, D*, DТ*, Е*, М*, P, 
V(А)>. 
Методика MAGERIT. Щодо АСМ відзначимо, що в розгляну-
тому прикладі (див. табл. 1.34) загрози можна інтерпретувати як 
параметр V(А), наприклад, А1 = «Несанкціонований доступ». Ця дія 
може призвести до події Е1 = «ПК». Для оцінювання використову-
ються кількісні (М1) шкали, а щодо характеристики ситуації (CS) то 
їй відповідає значення CS1 (оскільки застосовуються статистичні 
дані для визначення Р). В процесі оцінки використовуються оціно-
чні компоненти F, L, D і Р. Загальний запис АК для MAGERIT: 
<CS*, D*, DТ*, Е*, F, L, М, P, V(А)>. 
Методика Information Security RA. Розглянемо цю методику 
щодо АСМ. Так, компоненту V(А) відповідають всі загрози, які 
визначаються на фазі 2. Вони призводять до порушення базових 
характеристик ІБ і, отже, можуть бути пов'язані зі значеннями ком-
понента Е. Аналіз показав, що його прямого використання в мето-
диці немає, але простежується з ним логічний зв'язок, отже, прису-
тній опосередковано. Ініціалізація даних здійснюється в лінгвісти-
чній формі (М2). При ОР визначається ймовірність загроз Р і вплив, 
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який можна відобразити параметром D. Дослідження показали, що 
АК для цієї системи має вигляд: <CS*, D*, Е*, М, Р, V(А)>. 
Метод Coras. Щодо характеристик ризику в п. 2.2 для методу 
Coras можна отримати відображення компонент Р, D і V(А). Еле-
мент P, виходячи із зазначеного прикладу (див. табл. 1.21-1.23), 
відображається ймовірністю реалізації загрози V(А), а наслідки 
можна побічно представити у вигляді елемента D. Також з табл. 
1.24 видно, що всі загрози призводять до порушення різних харак-
теристик безпеки і можуть бути пов'язані зі значенням E7 = 
«ПКЦД». Всі розрахунки відображаються в ЯК і КЛ шкалах, що 
можна відобразити через елемент М3. 
Аналіз показав, що прямого використання компонентів D, E і М 
в системі немає, але простежується з ними логічний зв'язок, тому ці 
величини є опосередкованими. Після проведеного аналізу з ураху-
ванням АСМ п. 2.2 АК, що відображає цей метод можна предста-
вити у вигляді <CS*, D*, Е*, М*, Р, V(А)>. 
Метод EBIOS. Відносно АСМ, з урахуванням п. 2.2, для EBIOS 
визначимо АК. Так компонентам D і Р (виходячи із зазначеного 
прикладу шкали для небезпеки та ймовірності) відповідають, на-
приклад, значення для D1 = «Незначна», D2 = «Середня», D3 = «Ви-
сока», а для Р1 = «Мінімальна», Р2 = «Середня», Р3 = «Висока» і т.д. 
Також розглядаються уразливості і загрози V(А), які призводять 
до порушення певних характеристик ІБ атакованих РІС і відповід-
но пов'язуються зі значеннями Е3 = «ПД», Е1 = «ПК», Е2 = «ПЦ». 
Аналіз показує, що М приймає значення М1, а з урахуванням АСМ, 
АК для цього методу можна представити у вигляді <CS*, D, Е, М*, 
Р, V(А)>. 
Метод ISAMM. Відзначимо, що всі загрози V(А) призводять до 
порушення ІБ Е (див. табл. 1.28). Щодо ОР в методі використову-
ють елементи L і Р, які відображаються щорічними очікуваними 
збитками та ймовірністю реалізації загроз, а вплив можна опосере-
дковано відобразити як D. Щодо елемента М слід зазначити, що 
метод використовує кількісні шкали, і цьому відповідає М2. З ура-
хуванням вищезазначеного АК, для методу можемо представити у 
вигляді: <CS*, D*, Е, L, М*, Р, V(А)>. 
Методологія IRAM2. Відзначимо, що в даному засобі ОР іден-
тифікуються як загрози, так і уразливості V(А), які можуть бути 
пов'язані з подіями (Е) порушення базових характеристик ІБ. Ви-
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ходячи з цього, характеристика Е в методології присутня опосере-
дковано. Відносно інших елементів, то при ОР використовується 
ймовірність Р і вплив, який не прямо можна представити за допо-
могою D. Після проведеного аналізу АК для цієї методології має 
наступний вигляд: <CS*, D*, Е*, М*, Р, V(А)>. 
Інструментарій PTA (Practical Threat Analysis). Щодо АСМ 
визначимо кортеж для цього інструментарію. Елемент V(А) відо-
бражається уразливостями та загрозами (див. рис. 1.20 і 1.21), які 
можуть призвести до порушення характеристик ІБ, так, наприклад, 
V1 = «Сервери застосунків уразливі для експлойтів через Інтернет» 
може призвести до E1 = «ПК» . Для оцінки ризику в інструментарії 
використовуються елементи Р, L і опосередковано D, який відо-
бражає значення параметра «Пошкодження» (див. рис. 1.21). 
Отже, АК для PTA має вигляд: <CS*, D*, Е*, L, М*, Р, V(А)>. 
Det-АОР і Fuz-АОР системи [25]. Засновуються на детерміно-
ваному (DetM) (заснований на бінарних оцінках) і нечіткому 
(FuzM) методах оцінювання. У системах ОР DetM і FuzM оціню-
вання реалізовується за допомогою дев'яти кроків, пов’язаних з 
визначенням множин, описом оціночних компонент, оцінкою рівня 
значущості оціночних компонент, визначенням еталонних значень 
ступеня ризику, визначенням еталонних значень оціночних компо-
нент, оцінкою поточних значень компонент, класифікацією поточ-
них значень, оцінкою ступеня ризику та лінгвістичним розпізна-
ванням. Відносно проведених досліджень (див. [8, 25]) визначено, 
що в системах безпосередньо для ОР використовуються оціночні 
компоненти Р, F, L і D. Так, для зазначених систем можна скласти 
наступний кортеж: <CS*, D, DТ*, Е, F, L, М, Р, SC*, V(А)>. 
2.4. Метод формування кортежів для аналітико-синтетичної 
кортежної моделі 
Залежно від поставлених цілей, за допомогою АСМ можна сфо-
рмувати необхідний кортеж. Побудова кортежів здійснюється че-
рез формування АК і СК за допомогою методу, який засновується 
на двох базових принципах: 
– перший – АК формується за результатами аналізу існуючих 
засобів аналізу і ОР (табл. 2.3); 
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– другий – СК формується за пріоритетами експертів щодо ха-
рактеристик ризику, які, на їхню думку, повинні використовувати-
ся в розроблюваній системі ОР. 
Розкриємо суть першого принципу, який орієнтований на фор-
мування АК – 1,AT  2 , ..., anAT AT  (див. рис. 2.1), де iAT  – компо-
нент АК ( 1, )i an , а an – кількість його членів. Зазначений прин-
цип реалізується за допомогою 3-х етапів. 
Формування АК – Етап 1 (Поділ параметрів). Оскільки в за-
собах ОР використовується два види параметрів (ідентифікуючі та 
оціночні), то АК формується у вигляді двох частин. Перша частина 




AT  ( 1,i ind ), а друга – ( )i
ES
AT (i   











AT  ...,  ( )an
ES
AT . 
Формування АК – Етап 2 (Визначення вагових коефіцієн-
тів). Введемо величину iW  ( 1, )i an  – ваговий коефіцієнт i-ї харак-
теристики ризику (an – кількість всіх використовуваних показників 
ризику, що збігається з кількістю членів АК), значення якого ви-







 , де величина ijW  ( 1,i an , 
1,j to ) характеризує рівень використання конкретної характерис-







якщо AT безпосередньо використовується в RAT
W якщо AT опосередковано використовується в RAT







а jRAT  ( 1, )j to  – j-тий засіб АОР (to – кількість відповідних засо-
бів). Всі значення iW , ijW , jRAT  і iAT  відображаються в узагальне-
ній таблиці зі зведеними даними відповідного аналізу (див. табл. 
2.3).  
При цьому в якості вмісту таблиці можна використовувати ре-
зультати досліджень, проведених в розділі 1 і п. 2.3. 
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Таблиця 2.3. Зведені дані аналізу 
jRAT  
iAT  
( 1, )i an  
Засоби ОР – 
jRAT  ( 1,j to ) 
iW  
( 1, )i an  
1RAT  2RAT  3RAT  … toRAT  
1AT  11W   12W  13W  … 1toW  1W  








AT  ( 1)1indW   ( 1)2indW   ( 1)3indW   … ( 1)ind toW   1indW   




AT  1anW  2anW  3anW  … antoW  anW  
Формування АК – Етап 3 (Формування послідовності пара-
метрів). На основі обчислених коефіцієнтів 
iW  (з урахуванням того, 
що 
1W  2W  ... indW  
і
 1ind
W   2indW   ... anW ) формується послі-
довність 
iAT  для кортежу 1,AT 2 , ..., anAT AT . В результаті отрима-
ємо 
iAT , які впорядковані за спаданням їх iW  і 
алфавіту. Таким 
чином, відповідно 
iW , кожне iAT  в результаті їх перенумерації 
отримує новий індекс. Для зручності сформований таким чином, 
упорядкований список 
iAT  представляється у вигляді узагальненої 
таблиці (див. табл. 2.4). 














( 1, )i an  
1W  … indW  1indW   … anW  
iAT  
( 1, )i an  




AT  ( )
1ind
ES





Розглянемо процес формування АК на конкретному прикладі. 
Приклад 1. Формування АК – Етап 1 (Поділ параметрів). Згі-
дно цього етапу, щодо конкретних базових характеристик ризику 
безпосередньо здійснимо поділ параметрів. Так, на основі підмно-
жин ,IS  ES  і положень в п. 2.2 при ind=9, ass=4 і an=13 (тобто,
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an ind ass  = 9+4=13) АК відповідно буде мати наступний вигляд: 
1 ,AT  2 ,AT  3 ,AT  4 ,AT 5 ,AT  6 ,AT  7 ,AT  8 ,AT  9 ,AT  10 ,AT  
11,AT  12 ,AT  13AT  = ,AES  CA, CS, DT, E, M, SC, VA, V(A), D, F, 
L, P , де 1AT  = ,AES  2AT  = ,CA  3AT  = ,CS  4AT  = ,DT  5AT  = 
,E  6AT  = ,M  7AT  = ,SC  8AT  = VA , 9AT  = V(A)  визначаються за 
допомогою підмножини ,IS  а 10AT  = ,D  11AT  = F , 12AT  = ,L  
13AT  = P  – за допомогою підмножини .ES  
Приклад 1. Формування АК – Етап 2 (Визначення вагових 
коефіцієнтів). На цьому етапі можна здійснити визначення iW  для 
кожного iAT . Нехай при to=34 і an=13 відомий аналіз відповідної 
кількості jRAT  щодо певних характеристик ризику. В цьому випад-
ку узагальнена табл. 2.3 для даного прикладу буде відображатися у 
вигляді табл. 2.5, де, з урахуванням розділу 1 і п. 2.3 [37], наведені 
конкретні дані про характеристики ризику, які використовуються у 
відповідних аналізованих засобах.  










































































































































































































































































AES 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CS 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 17 
DT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0 0 0 0 0 0 0,5 0,5 4,5 
E 0,5 0,5 0,5 0,5 0,5 0,5 1 0,5 1 1 0,5 0,5 0,5 1 0,5 0,5 1 0,5 1 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 1 1 0,5 0,5 1 1 22 
M 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0,5 1 1 0,5 0,5 0,5 0,5 0,5 1 1 31 
SC 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0,5 0,5 1 
VA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
V(A) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0,5 0,5 1 1 1 1 1 1 1 1 1 33 
D 0 0 0 1 1 1 0,5 1 0 0,5 0 0,5 1 0,5 0,5 1 0,5 0 0 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 1 0,5 0,5 0,5 1 1 18 
F 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 1 1 7 
L 0 0,5 1 0 0,5 0,5 0 0 0,5 0,5 0,5 1 0 1 0 1 0 1 0 1 0 0 0 0 0 1 0 0 0 1 0 1 1 1 14 
P 1 1 0 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 29 
Приклад 1. Формування АК – Етап 3 (Формування послідов-
ності параметрів). Тут створюється послідовність параметрів, яка 
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становить основу для побудови АК. З урахуванням результатів, 
отриманих на етапах 1 і 2, послідовність iAT  упорядковується за 
спаданням їх iW  і алфавіту (див. табл. 2.6). Оскільки 1W  2W  ...
9W  і 10W  11W  ... 13W , тобто 33 ≥ 31 ≥ … ≥ 0 і 29 ≥ 17 ≥ … ≥ 7, 





,AT 5 ,AT  















= ,V(A)  M, E, 
CS, DT, SC, AES, CA, VA, P, D, L, .F  


























iW  33 31 22 17 4,5 1 0 0 0 29 18 14 7 






















Розглянемо суть другого принципу, орієнтованого на форму-
вання СК – 1 2, , ..., devST ST ST  (див. рис. 2.1), де iST  – компонент 
СК ( 1,i dev ), а dev – кількість його членів. Аналогічно першому 
принципу формування СК здійснюється за допомогою 3-х етапів. 
Формування СК – Етап 1. (Поділ параметрів). З урахуванням 
того, що в засобах ОР використовується два види параметрів, то 




ST  ( 1,i sin , 




ST  ( 1,i sas , )sas ass , де dev sin sas  , 
sin і sas – відповідно кількість ідентифікуючих і оціночних харак-














Тут експерт визначає низку параметрів з підмножин IS  і ES  
для формування СК. 
Формування СК – Етап 2. (Визначення вагових коефіцієн-
тів). Вибір iST  і присвоєння їм вагових коефіцієнтів в цьому випа-
дку реалізується експертним шляхом, наприклад, за допомогою 
методів ранжирування [38] з урахуванням результатів аналізу, 
представленого в табл. 2.5 (за аналогією з АК). У цьому випадку, 
для кожного iST  реалізується попарне порівняння з виставленням 
оціночних коефіцієнтів від 0 до 1. Таким чином, формуються зна-
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 , ( , 1, )i j sas . 
Таким чином, в загальному вигляді результати ранжування мо-
жна представити в табл. 2.7 і 2.8. Величини ijW  і iW  несуть смисло-
ве навантаження аналогічну тій, яка визначена першим принципом. 







ST  ( )1
IS








ST  1 …
 
















1 sinW  
Формування СК – Етап 3. (Формування послідовності пара-
метрів). На основі обчислених коефіцієнтів 
iW  (з урахуванням того, 
що 1W  2W  ... sinW  і 1sinW   2sinW   ... devW ) формується послі-
довність iST  для кортежу 1,ST 2 , ..., devST ST . 







ST  ( )1
ES

































В результаті отримаємо iST , які впорядковані за спаданням їх iW  
та алфавіту. Таким чином, відповідно iW , кожне iST  отримує в ре-
зультаті їх перенумерації новий індекс. Для зручності сформований 
таким чином упорядкований список iST  представляється у вигляді 
узагальненої таблиці (див. табл. 2.9). 
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( 1, )i dev  
1W  … sinW  1sinW   … devW  
iST  
( 1, )i dev  




ST  ( )1sin
ES





Розглянемо приклад формування СК. В якості безпосереднього 




ST  ( 1, )i sin  і ( )i
ES
ST  
( 1, )i sas  використаємо метод попарних порівнянь [11, 38] (див. 
табл. 2.7 и 2.8). 
Приклад 2. Формування СК – Етап 1. (Поділ параметрів). 
Поділяємо параметри з метою подальшого впорядкування величин 
для СК, який з урахуванням підмножин IS , ES  при dev=8 і 

















,AES ,CA  ,E   
,V(A)
 





2 ,ST  3 ,ST  4ST  визначаються за допомогою підмножини 
IS , а 5 ,ST  
 6 ,ST  7
,ST
 8
ST  – за допомогою підмножини
 
.ES  
Приклад 2. Формування СК – Етап 2. (Визначення вагових 
коефіцієнтів). При dev = 8 за допомогою ранжування через методи 
попарних порівнянь [11, 38] визначимо iW  для кожного iST . Таким 
чином, табл. 2.7 і 2.8 для даного прикладу відображаються табл. 
2.10 і 2.11, де з урахуванням [11, 38] наведені відповідні результати 
ранжування. 
Таблиця 2.10. Результати ранжування для ( )
i
IS
ST  (приклад) 





 1 0 0 0 3 
CA  1 1 0,5 0,5 6,5 
E 1 0,5 1 0,5 5 
V(A)
 
1 0,5 0,5 1 6,5 
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Таблиця 2.11. Результати ранжування для ( )
i
ES
ST  (приклад) 
iST  D  F L P iW  
D  1 0,5 0,5 0 3 
F 0,5 1 0,5 0 2 
L 0,5 0,5 1 0 3 
P 1 1 1 1 7 
Приклад 2. Формування СК – Етап 3. (Формування послідо-
вності параметрів). Тут, згідно отриманих iW , формується поря-
док параметрів, який становить основу CК. З урахуванням резуль-
татів, отриманих на етапах 1 і 2, послідовність iST  упорядковуєть-
ся за спаданням їх iW  і алфавіту (див. табл. 2.12). Оскільки 1W 
2W  ... 4W  і 5W  6W  ... 8W , тобто 6,5 ≥ 6,5 ≥ … ≥ 3 і 7 ≥ 3 ≥ … ≥ 
2, то СК буде мати наступний вигляд: 
1,ST  2 ,ST  3 ,ST  4 ,ST  5 ,ST  6 ,ST  7 ,ST  8ST  = 
,CA  ,V(A)  ,E ,AES  ,P  ,D  ,L  F . 

















iW  6,5 6,5 5 3 7 3 3 2 











Розробник, враховуючи оцінки експертів, може при побудові 
систем АОР виключити з кортежу не критичну частина параметрів, 
тобто ту, яка не суттєво впливає на ефективність вирішення за-
вдань, покладених на систему, яка розробляється, наприклад, L і F. 
Таким чином, в роботі вперше розроблено метод формування 
аналітичного і синтетичного кортежів, який за рахунок процедур 
поділу вихідних характеристик на ідентифікуючі і оціночні компо-
ненти, визначення вагових коефіцієнтів і формування послідовнос-
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Розділ 3. БАЗОВІ МЕТОДИ ПЕРЕТВОРЕННЯ ПОРЯДКУ  
ЛІНГВІСТИЧНИХ ЗМІННИХ ДЛЯ СИСТЕМ АНАЛІЗУ ТА 
ОЦІНЮВАННЯ РИЗИКІВ ІНФОРМАЦІЙНОЇ БЕЗПЕКИ 
Для реалізації процесу АОР, як одного з етапів при побудові 
КСЗІ та СМІБ, пропонується використовувати нові програмні рі-
шення відповідних систем оцінювання [1-3], які засновані на логі-
ко-лінгвістичному підході [4, 5], відомих методах [3], методології 
синтезу систем АОР втрат ІР [3] та моделі ІППР (п. 2.1). Зазначені 
рішення дають можливість на практиці здійснювати оцінювання 
при різних вихідних величинах, а також враховувати можливість 
чіткого детермінувати експертом оціночні параметрів та умови, 
коли експерт сумнівається в однозначності своїх пріоритетів [4, 5]. 
У відповідних системах при оцінюванні в нечітких умовах для 
інтерпретації описів природної мови використовують ЛЗ, напри-
клад, DR = «СТУПІНЬ РИЗИКУ» з певною кількістю термів, які 
відображаються НЧ щодо інтервалів значень, кількість яких зале-
жить від числа використовуваних термів. У практичному викорис-
танні зазначених систем виникають ситуації, при яких зручно для 
АОР використовувати еталони з іншою кількістю термів. При цьо-
му слід здійснити їх перевизначення, для чого необхідно залучати 
експертів відповідної предметної галузі, що в реальних умовах є 
досить проблематичним. У зв'язку з цим, актуальним є завдання 
еквівалентного перетворення ЛЗ за допомогою створення еталонів 
параметрів з можливістю варіювання числом термів. 
Вирішувати поставлену задачу пропонується за допомогою ме-
тодів, в основу яких закладена аналітична функція, що дозволяє 
здійснювати трансформування значень термів ЛЗ за допомогою 
відповідного еквівалентного перетворення. 
3.1. Метод декрементування числа термів лінгвістичних  
змінних на трапецієподібних нечітких числах 
Як вже було зазначено в роботах [1-3], для інтерпретації нечіт-
ких описів можна використовувати ЛЗ DR= «СТУПІНЬ РИЗИКУ» 
( DR {DRj}), котра визначається кортежем [4-5] <DR, ,~ DR
T  
~ DR
















T , …, ~ jDR
T , …, ~ mDR
T }, 
де (m) – ідентифікатор, який вказує на загальну кількість термів в 






T , позначається DR
(m) 
та є m-мірною. Так, наприклад, зада-












={«Незначний ризик порушення ІБ» (НР), 
«Ступінь ризику порушення ІБ низький» (РН), 
«Ступінь ризику порушення ІБ середній» (РС), 
«Ступінь ризику порушення ІБ високий»(РВ), 
«Граничний ризик порушення ІБ »(ГР)}),  (3.1) 
котрі представлено трапецієподібними НЧ з ФН відповідно 1( )μ dr , 
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    
 
де аj  b1j  b2j  сj, при 1,j m , {а1 cm}={}, а L(dr), R(dr) – функції 
(не зростаюча на множині не позитивних чисел), які задовольняють 
властивостям:  
L(-dr) = L(dr), R(-dr) = R(dr), L(0) = R(0) = 1. 
Для цілей компактного представлення трапецієподібні ФН (dr) 
зручно описувати НЧ у вигляді: ~ DR
X = (а, b1, b2, с)LR, де а і с  – абс-
циси нижньої основи, а b1 та b2 – абсциси верхньої основи трапеції 
(наприклад, див. рис. 3.1, а), що задає (dr) в області з ненульовою 
належністю носія dr відповідній нечіткій підмножині [5]. Для кож-
ного із термів 
1~ DR
T , …, 
~ jDR
T , …, 
~ mDR
T  задається свій інтервал зна-
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чень [drmin; dr1[, …, [drj; drj+1[, …, [drm; drmax] ( 1,j m ), а кожен 
терм ЛЗ відображається за допомогою НЧ, для прикладу які наве-
дені в табл. 3.1. 
Таблиця 3.1. Приклад еталонних трапецієподібних НЧ при m=5 
Тип розподілу 
НЧ ЛЗ DR 
НЧ ~ jDRT  = (аj, b1j, b2j, сj)LR ( 1,5j  ) 
1~DRT  2~DRT  3~DRT  4~DRT  5~DRT  
Рівномірний 
(0; 0; 11,11; 
22,22)LR 
(11,11; 22,22; 33,33; 
44,44)LR 
(33,33; 44,44; 55,55; 
66,66) LR 
(55,55; 66,66; 77,77; 
88,88)LR 
(77,77; 88,88; 99,99; 
100)LR 
Нерівномірний (0; 0; 0; 20)LR (30; 30; 50; 50)LR (60; 60; 65; 65)LR (75; 75;85; 85)LR (95; 97; 100; 100)LR 
Прогресний (0; 0; 3; 8)LR (3; 8; 15; 24)LR (15; 24; 35; 48)LR (35; 48; 63; 80)LR (63; 80; 100; 100)LR 
Регресний (0; 0; 20; 37)LR (20; 37; 52; 65)LR (52; 65; 76; 85)LR (76; 85; 92; 97)LR (92; 97; 100; 100)LR 





 пропонується метод трансформування, який реалізується 
за 2 етапи. 
Етап 1 – Формування бази. 
































































































( 1,j m , 1,2i  ), тоді функцію трансформування ЛЗ на мінус один 
порядок позначимо через (ЛЗ). Тоді, наприклад, пониження 
DR
(m) 




DR  = 1FT  ( (m)DR ).    (3.2) 
Етап 2 – Розширення бази. 
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j j ja k a a А
  
   ; 
( 1) ( 1) ( ) ( ) ( 1)
1 1( ) / 2
m m m m m
j j jс k с с A
  
   ;       (3.4) 
( 1) ( 1) ( ) ( ) ( 1)
2 1( ) / 2
m m m m m
ij ij ijb k b b B
  











 –  
( 1) ( 1) ( ) ( ) ( 1)
1 1 1( ) / 2
m m m m m
m m ma k a a А
  
    ; 
( 1) ( 1) ( ) ( ) ( 1)
1 1 1( ) / 2
m m m m m
m m mс k с с A
  
    ;      (3.5) 
( 1) ( 1) ( ) ( ) ( 1)
1 2 1( ) / 2
m m m m m
im im imb k b b B
  
    , 
де ( 1) ( ) ( ) ( 1)
1 12 / ( )
m m m m
dr m mk c c c A
 
   ;  
( 1) ( ) ( )
1 2
m m mA a a    ( drc =drmax; 1,j m , m – кількість термів; а та с  – 
абсциси нижньої основи); ( 1) ( ) ( ) ( 1)
2 2 1 22 / ( )
m m m m
dr m mk b b b B
 
   ;  
( 1) ( ) ( )
11 12
m m mB b b    ( drb =drmax; ( 1,2i  ) b1j та b2j  – абсциси верхньої 
основи трапеції). 
За допомогою цього методу після здійснення процесу трансфо-
рмування, через функцію 1FT  (ЛЗ) отримуємо еквівалентну ЛЗ, що 
відрізняється від вихідної кількістю та значеннями термів, але при 
цьому зберігається її смисловий зміст, який відображає вихідні 
судження експертів. 
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Покажемо роботу запропонованого методу на конкретних прик-
ладах з різним типом розподілу НЧ за віссю dr.  
Приклад 1. Скористаємося рівномірно розподіленими за віссю 
















 (b1j+1–b2j=b1j+2–b2j+1),     (3.6) 
де р  – бінарна функція, що приймає значення 0 або 1 (при р =1 
– умова істинна, в протилежному випадку р =0 – хибна), а вираз 
зі знаком «=» використовується для виконання перевірки на рів-
ність або приблизну рівність двох різниць. Якщо вона істинна, то 
вираз еквівалентний логічній одиниці, в іншому випадку – нулю. 
Рівномірний розподіл НЧ характерний для еталонних значень ЛЗ, 
всі терми яких відображають однакову перевагу експерта щодо 
оціночного параметра п. 2.1. 
Наприклад, нехай для даної ЛЗ при m=5 НЧ приймають наступ-
ні значення: 
1~ DR
T  = (0; 0; 11,11; 22,2)LR; 2~ DR
T  = (11,11; 22,2; 33,33; 
44,44)LR тощо (всі числові дані для рівномірно розподілених НЧ 
наведені в таблиці 3.1). Перевіримо умову рівномірності:
  
р   (b21 – b11 = b22 – b12) Λ (b22 – b12 = b23 – b13) Λ (b23 – b13 = b24 – 
b14) Λ (b24 – b14 = b25 – b15) Λ (b12 – b21 = b13 – b22) Λ (b13 – b22 = b14 – 
b23) Λ (b14 – b23 = b15 – b24) = (11,11 – 0 = 33,33 – 22,22) Λ (33,33 – 
22,22 = 55,55 – 44,44) Λ (55,55 – 44,44 = 77,77 – 66,66) Λ (77,77 – 
66,66 = 99,99 – 88,88) Λ (22,22 – 11,11 = 44,44 – 33,33) Λ (44,44 – 
33,33 = 66,66 – 55,55) Λ (66,66 – 55,55 = 88,88 – 77,77) = 1 Λ 1 Λ 1 Λ 
1 Λ 1 Λ 1 Λ 1 = 1. 
Як бачимо умова рівномірності істинна, значить НЧ ЛЗ DR
(5) 
ві-
дповідає рівномірному розподілу. 
Далі виконаємо, у відповідності з виразами (3.3) – (3.5), перет-
ворення (3.2), тобто DR
(4)
= 1FT  (DR
(5)
). У результаті трансформу-














={«Ступінь ризику порушення ІБ низький» (РН), 
«Ступінь ризику порушення ІБ середній» (РС), 
«Ступінь ризику порушення ІБ високий» (РВ), 
«Граничний ризик порушення ІБ» (ГР)},   (3.7) 
числові еквіваленти, яких інтерпретуються як:  
для 
1~ DR






a  + (5)
2
a  = 0 + 11,11 = 11,11;  
(4)
1
k  = 2 * 100 / ( (5)
4
c  + (5)
5
c  – А(4)) = 200 / (88,88 + 100 – 11,11) = 1,125; 
(4)
1
a  = (4)
1
k  ( (5)
1
a  + (5)
2
a  – А(4)) / 2 = 1,125 (0 + 11,11 – 11,11) / 2 = 0;  
(4)
1
c  = 
(4)
1
k  ( (5)
1
c  + 
(5)
2







b  + (5)
12
b  = 0 + 22,2 = 22,2; 
(4)
2
k  = 2 drb  / (
(5)
24
b  + (5)
25
b  – B(4)) = 2 * 100 / (177,77 – 22,2) = 1,29;  
(4)
11
b  = (4)
2
k  ( (5)
11
b  + (5)
12
b  – B(4)) / 2
 
= 1,29 (0 + 22,2 – 22,2) / 2 = 0;  
 =  (
(5)
21
b  + (5)
22
b  – B(4)) / 2
 
= 1,29 (11,11 + 33,33 – 22,2) /2 = 14,29; 
для  –  
(4)
2
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(5)
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c  = 
(4)
1
k  ( (5)
2
c  + 
(5)
3
c  – А(4)) / 2 = 
 




b  = (4)
2
k  ( (5)
12
b  + (5)
13
b  – B(4)) / 2 = 1,29 (22,2 + 44,44 – 22,2) / 2 = 28,57;  
(4)
22






b  + 
(5)
23
b  – B(4)) / 2 = 1,29 (33,33 + 55,55 – 22,2) / 2 = 
42,86, а для 
3~ DR
T  та 
4~ DR
T  числові еквіваленти наведені в табл. 3.2. 
Таким чином, для всіх 
(4)
~ DR










T  = «НР» = (a1, b11, b12, c1)LR = (0; 0; 14,3; 31,24)LR; …; 4~ DR
T = 
«ГР» = (a4, b41, b42, c4)LR = (68,75; 85,71; 100; 100)LR (див. табл. 3.2). 
Таблиця 3.2. Приклад еталонних трапецієподібних НЧ при m=4 
Тип розподілу 
НЧ ЛЗ DR 
НЧ ~ jDRT  = (аj, b1j, b2j, сj)LR ( 1,4j  ) 
1~DRT  1~DRT  3~DRT  4~DRT  
Рівномірний (0; 0; 14,29; 31,24)LR (18,75; 28,57; 42,86; 56,25)LR (43,75; 57,14; 71,43; 81,25)LR (68,75; 85,71; 100; 100)LR 
Нерівномірний (0; 0; 12,9; 25,81)LR (38,71; 38,71; 54,84; 54,84)LR (67,74; 67,74; 77,42; 77,42)LR (90,32; 91,61; 100; 100)LR 
Прогресний  (0; 0; 6,45; 16,38)LR (8,47; 15,48; 27,1; 38,98)LR (26,55; 41,29; 58,06; 70,62)LR (53,67; 77,42; 100; 100)LR 
Регресний (0; 0; 22,58; 46,33)LR (29,38; 41,94; 58,71; 73,45)LR (61,02; 72,9; 84,52; 91,53)LR (83,62; 93,55; 100; 100)LR 
Відповідна графічна інтерпретація яких представлена на 
рис. 3.1, б. 
  
 
а) б) в) 
Рис. 3.1. Терми еталонних значень рівномірно розподілених НЧ  
для ЛЗ DR: а) 
(5)
~ DR
T ; б) 
(4)
~ DR




Тепер обчислимо умову рівномірності для 
(4)
~ DR
T  (m=4):  
р   (14,29 – 0 = 42,86 – 28,57) Λ (42,86 – 28,57 = 71,43 – 57,14) Λ 
(71,43 – 57,14 = 100 – 85,71) Λ (28,57 – 14,29 = 57,14 – 42,86) Λ 
(57,14 – 42,86 = 85,71 – 71,43) = 1.  
Як бачимо, так як і при m = 5 вона є істинною, що говорить про 








































Далі, аналогічним чином, за виразами (3.3) – (3.5) можна здійс-
нити перетворення (3.2) при m=4 , тобто DR
(3) 
= 1FT  (DR
(4)
) з вико-
ристанням вихідних значень НЧ з табл. 3.2. 










={«Ступінь ризику порушення ІБ низький»(РН), 
«Ступінь ризику порушення ІБ середній» (РС), 
«Ступінь ризику порушення ІБ високий» (РВ)},  (3.8) 
числові еквіваленти яких занесені в табл. 3.3, а приклад обчислень 
1~ DR
T  та 
1~ DR
T  представимо нижче. 
Таблиця 3.3. Приклад еталонних трапецієподібних НЧ при m=3 
Тип розподілу 
 НЧ ЛЗ DR 
НЧ ~ jDRT  = (аj, b1j, b2j, сj)LR ( 1,3j  ) 
1~DRT  2~DRT  3~DRT  
Рівномірний (0; 0; 20; 42,30)LR (26,92; 40; 60; 73,08)LR (57,69; 80; 100; 100)LR 
Нерівномірний (0; 0; 20,93; 30,23)LR (48,84; 48,84; 67,44; 67,44)LR (86,05; 86,98; 100; 100)LR 
Прогресний (0; 0; 12,67; 28,92)LR (16,38; 28,96; 48,87; 62,37)LR (44,25; 72,4; 100; 100)LR 
Регресний (0; 0; 27,6; 55,75)LR (37,63; 51,13; 71,04; 83,62)LR (71,08; 87,33; 100; 100)LR 
Для 
1~ DR






a  + 
(4)
2
a  = 18,75;  
(3)
1
k  = 2*100 / (
(4)
3
c  + 
(4)
3
c  – А(3)) = 1,23;  
(3)
1
a  = (3)
1
k  ( (4)
1
a  + (4)
2
a  – А(3)) / 2 = 0; 
(3)
1






c  + 
(4)
2






b  + 
(4)
12
b  = 28,57;  
(3)
2
k  = 2 drb  / (
(4)
23
b  + 
(4)
24
b  – B(3)) = 1,4;  
(3)
11






b  + 
(4)
12
b  – B(3)) / 2
 
= 0;  
(3)
21






b  + 
(4)
22




T :  
(3)
2
a  = (3)
1
k  ( (4)
2
a  + (4)
3
a  – А(3)) / 2 = 26,92;  
(3)
2
c  = (3)
1
k  ( (4)
2
c  + (4)
3
c  – А(3)) / 2 = 73,08;  
(3)
12
b  = (3)
2
k  ( (4)
12
b  + (4)
13
b  – B(3)) / 2 = 40;  
(3)
22
b  = (3)
2
k  ( (4)
22
b  + (4)
23
b  – B(3)) / 2 = 60. 
Графічна інтерпретація отриманих еталонів НЧ наведена на 
рис. 3.1, в, а умова рівномірності (3.2) при m=3 буде істинною, тоб-
то р 1. 
Відзначимо, що для вихідних і трансформованих значень термів 
ЛЗ DR
(m) 
( 3 5m , ) умова рівномірності р  є істинною, що гово-
рить про адекватність еквівалентних перетворень ЛЗ, реалізованих 
запропонованим методом (див. рис. 3.1, а-в). 
Приклад 2. Розглянемо роботу методу на прикладі нерівномір-















  (b1j+1–b2j≠b1j+2–b2j+1),  (3.9) 
де 
н  
– бінарна функція, яка приймає значення 0 або 1 (при 
н =1 – 
умова істинна, в протилежному випадку 
н =0 – хибна (див. табл. 
3.1-3.3 та рис. 3.2, а-в)).  
Нерівномірний розподіл НЧ характерний для еталонних значень 
ЛЗ, в яких хоча б один терм відображає не однакову перевагу екс-
перта щодо будь-якого іншого терму конкретного оціночного па-
раметра. 
Наприклад, нехай для ЛЗ DR
(m) 
(3.1) при m=5 НЧ приймають 
значення з табл. 3.1 для нерівномірно розподілених чисел. 
Перевіримо умову нерівномірності: 
н = (b21 – b11 ≠ b22 – b12)   (b22 – b12 ≠ b23 – b13)   (b23 – b13 ≠ b24 – 
b14)   (b24 – b14 ≠ b25 – b15) + (b12 – b21 ≠ b13 – b22)   (b13 – b22 ≠ b14 – 
b23)   (b14 – b23 ≠ b15 – b24) = (0 – 0 ≠ 50 – 30)   (50 – 30 ≠ 65 – 60) 
  (65 – 60 ≠ 85 – 75)   (85 – 75 ≠ 100 – 97) + (30 – 0 ≠ 60 – 50)   
173 
(60 – 50 = 75 – 65)   (75 – 65 ≠ 97 – 85) = 1  1   1  1 + 1   0 
  1 = 1.  
Як бачимо, умова нерівномірності істинна, це говорить про від-
повідність НЧ ЛЗ DR
(5) 





а) б) в) 
Рис. 3.2. Терми еталонних значень нерівномірно розподілених НЧ  
для ЛЗ DR: а) 
(5)
~ DR
T ; б) 
(4)
~ DR




Далі виконаємо, у відповідності з виразами (3.3) – (3.5), перет-
ворення (3.2) при m=4 з вихідними значеннями з табл. 3.1 для нері-








T  – А
(4)
 = 30; (4)
1
k  = 1,29; (4)
1
a  = 0; (4)
1
c  = 25,8;  
B
(4)
 = 30; (4)
2
k  = 1,29; (4)
11
b  = 0; (4)
21
b  = 12,9;  
для 
2~ DR
T  – (4)
2
a  = 38,71; (4)
2
c  = 54,84; (4)
12
b  = 38,71; (4)
22
b  = 54,84.  
Для 
3~ DR
T  та 
4~ DR
T  числові еквіваленти наведені в табл. 3.2. 













































н  (12,9 – 0 ≠ 54,84 – 38,71)   (54,84 – 38,71 ≠ 77,42 – 67,74)   
(77,42 – 67,74 ≠ 100 – 91,61) +   (38,71 – 12,9 ≠ 67,74 – 54,84)   
(67,74 – 54,84 ≠ 91,61 – 77,42) = 1.  
Умова нерівномірності так, як і при m=5 є істинною, що гово-
рить про еквівалентність виконаних перетворень. 
За аналогією, згідно (3.2), можна здійснити перетворення нерів-
номірно розподілених НЧ для 
(3)
~ DR
T  (m=3) (див. (3.8)) з вихідними 
даними з табл. 3.2. 
В результаті отримаємо значення термів, числові еквіваленти 
яких занесемо в табл. 3.3. Приклад обчислень 
1~ DR
T  та 
2~ DR
T предста-
вимо нижче:  
1~ DR
T  – А
(3)
 = 38,71; (3)
1
k  = 1,44; (3)
1
a  = 0; (3)
1
c  = 30,23;  
B
(3)
 = 38,71; (3)
2
k  = 1,44; (3)
11
b  = 0; (3)
21
b  = 20,93;  
2~ DR
T  – (3)
2
a  = 48,84; (3)
2
c  = 67,44; (3)
12
b  = 48,84; (3)
22
b  = 67,44. 
Графічний вид еталонних НЧ представлений на рис. 3.2, в, а 
умова нерівномірності (3.9) при m=3 істинна, тобто 
н  1. 
При трансформації ЛЗ DR
(m) 
з нерівномірно розподіленими ета-
лонними НЧ, на всіх етапах, простежується виконання умови (3.9), 
що підтверджує адекватність еквівалентних перетворень ЛЗ, які 
реалізуються запропонованим методом (див. рис. 3.2, а-в). 
Приклад 3. Покажемо роботу представленого методу для НЧ, 
які мають прогресний тип розподілу за віссю dr, тобто для якого 
















 (b1j+1–b2j<b1j+2–b2j+1),  (3.10) 
де 
в – бінарна функція, що приймає значення 0 або 1 (при в =1 – 
умова істинна, у протилежному випадку
в =0 – хибна).  
Нехай для ЛЗ DR
(m) 
при m=5 НЧ приймають значення з табл. 3.1 
та мають прогресний тип розподілу чисел, що підтверджується 
обчисленнями для перевірки умови (3.10): 
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в = (b21 – b11 < b22 – b12) Λ (b22 – b12 < b23 – b13) Λ (b23 – b13 < b24 – b14) 
Λ (b24 – b14 < b25 – b15) Λ (b12 – b21 < b13 – b22) Λ (b13 – b22 < b14 – b23) Λ 
(b14 – b23 < b15 – b24) = (3 – 0 < 15 – 8) Λ (15 – 8 < 35 – 24) Λ (35 – 24 
< 63 – 48) Λ (63 – 48 < 100 – 80) Λ (8 – 3 < 24 – 15) Λ (24 – 15 < 48 
– 35) Λ (48 – 35 < 80 – 63) = 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 = 1.  
Як видно, умова (3.10) істинна, що говорить про відповідність 
НЧ ЛЗ прогресному типу розподілу. 
За аналогією з прикладом для рівномірно розподілених НЧ зро-
бимо, відповідно до виразів (3.3) – (3.5), перетворення (3.2) при 
m=4 та m=3. Для цього скористаємося вихідними значеннями НЧ з 
прогресним типом розподілу в табл. 3.1. 
У результаті чого для 
(4)
~ DR





(див. (3.7) і (3.8)) отримаємо 
значення термів, числові еквіваленти яких занесені в таблиці 3.2 і 
3.3 (див. рис. 3.3, а-в) та інтерпретуються для 
(4)
~ DR






 = 3; (4)
1
k  = 1,13; (4)
1
a  = 0; (4)
1
c  = 16,38;  
B
(4)
 = 8; (4)
2
k  = 1,29; (4)
11
b  = 0; (4)
21




a  = 8,45; (4)
2
c  = 38,98;  = 15,48; (4)
22








T  – А
(3)
 = 8,47; (3)
1
k  = 1,23; (3)
1
a  = 0; (3)
1
c  = 28,92;  
B
(3)
 = 15,71; (3)
2
k  = 1,4; (3)
11
b  = 0;  
2~ DR
T  – (3)
2
a  = 16,38; (3)
2
c  = 62,37; (3)
21
b  = 12,67; (3)
12
b  = 28,96; (3)
22
b  = 
48,87. 
Далі перевіримо умову прогресії (3.10) для (4)
~ DR





в  = (6,45 – 0 < 27,1 – 15,48) Λ (27,1 – 15,48 < 58,06 – 41,29) Λ 
(58,06 – 41,29 < 100 – 77,42) Λ (15,48 – 6,45 < 41,29 – 27,1) Λ (41,29 
– 27,1 < 77,42 – 58,06) = 1 і для (3)
~ DR
T  (m=3) – в =1. 
  
 
а) б) в) 




T ; б) 
(4)
~ DR




Як бачимо, значення 
в  є істинним, що говорить про адекват-
ність виконуваних перетворень. 
Приклад 4. Реалізуємо трансформування НЧ, які мають регрес-















 (b1j+1–b2j>b1j+2–b2j+1),      (3.11) 
де у – бінарна функція, що приймає значення 0 або 1 (при у =1 – 
умова істинна, в протилежному випадку 
у =0 – хибна). 
Наприклад, нехай для даної ЛЗ (3.1) при m=5 НЧ приймають 
значення з табл. 3.1 і мають регресний тип розподілу. Зробимо для 
них перевірку умови регресії (3.11): 
у = (b21 – b11 > b22 – b12) Λ (b22 – b12 > b23 – b13) Λ (b23 – b13 > b24 – b14) 
Λ (b24 – b14 > b25 – b15) Λ (b12 – b21 > b13 – b22) Λ (b13 – b22 > b14 – b23) Λ 
(b14 – b23> b15 – b24) = (20 – 0 > 52 – 37) Λ (52 – 37 > 76 – 65) Λ (76 – 
65 > 92 – 85) Λ (92 – 85> 100 – 97) Λ (37 – 20 > 65 – 52) Λ (65 – 52 
> 85 – 76) Λ (85 – 76 > 97 – 92) = 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 = 1.  
Як бачимо, умова (3.11) істинна, отже НЧ ЛЗ DR
(5)
 відповідає 








































Реалізуємо у відповідності з виразами (3.3) – (3.5) перетворення 
(3.2) при m=4 та m=3 з вихідними значеннями для НЧ з регресним 
типом розподілу з табл. 3.1, 3.2 (див. рис. 3.4, а-в). У процесі тран-
сформування термів отримаємо значення для (4)
~ DR






і (3.8)), числові еквіваленти яких представлені в табл. 3.2 і 3.3 від-
повідно та інтерпретуються для (4)
~ DR
T  як: 
1~ DR
T  – А
(4)
 = 20; (4)
1
k  = 1,13; (4)
1
a  = 0; (4)
1
c  = 46,33;  
B
(4)
 = 37; (4)
2
k  = 1,29; (4)
11
b  = 0; (4)
21
b  = 22,58,  
2~ DR
T  – (4)
2
a  = 29,38; (4)
2
c  = 73,45; (4)
12
b  = 41,94; (4)
22
b  = 58,71, 
  
 
а) б) в) 




T ; б) 
(4)
~ DR







T  як: 
1~ DR
T  – А
(3)
 = 29,38; (3)
1
k  = 1,23; (3)
1
a  = 0; (3)
1
c  = 55,75;  
B
(3)
 = 41,94; (3)
2
k  = 1,4; (3)
11
b  = 0; (3)
21
b  = 27,6;  
2~ DR
T  – (3)
2
a  = 37,63; (3)
2
c  = 83,62; (3)
12
b  = 51,13; (3)
22
b  = 71,04. 
Перевіримо умову регресії (3.11) для 
(4)
~ DR








































у = (22,58 – 0 > 58,71 – 41,94) Λ (58,71 – 41,94 > 72,9 – 84,52) Λ 
(72,9 – 84,52 > 84,52 – 72,9) Λ (84,52 – 72,9 > 93,55 – 100) Λ (41,94 




T  (m=3) – у =1. Значення у  є істинним, що дозволяє зро-
бити висновок про адекватність перетворень. 
Представлений метод дозволяє здійснювати еквівалентне перет-
ворення ЛЗ за допомогою створення еталонів параметрів з можли-
вістю варіювання числом термів трапецієподібних НЧ та дозволяє 
підвищити гнучкість розроблюваних засобів оцінювання, які ґрун-
туються на логіко-лінгвістичному підході. Для обробки інших ти-
пів функції належності НЧ, наприклад, трикутних, необхідно про-
вести відповідні дослідження. 
3.2. Метод декрементування числа термів лінгвістичних  
змінних на трикутних нечітких числах 
Для ефективної реалізації процесу аналізу та оцінювання інфор-
маційних ризиків, заснованого на судженнях експертів, як правило, 
потрібне залучення методів і засобів, які дозволяють обробляти 
нечіткі вихідні дані [2, 4, 6], наприклад, представлені в лінгвістич-
ній формі. Відома система [2], в якій оцінювання реалізовано на 
основі ЛЗ, що базуються на еталонних параметричних трапецієпо-
дібних НЧ з різною кількістю термів (див. п. 3.1) [4, 6]. Ефектив-
ність практичного використання зазначеної системи залежить від її 
можливостей обробляти інші типи НЧ на основі яких здійснюється 
визначення ЛЗ і перевизначення числа їх термів. Виходячи з цього, 
необхідно еквівалентне перетворення ЛЗ за допомогою створення 
еталонів параметрів трикутних НЧ з можливістю варіювання чис-
лом термів. Розширити можливості зазначеної системи [2] можна 
шляхом використання додаткового типу параметричних НЧ – три-
кутних. 
У зв'язку з цим, розробимо метод перетворення еталонів пара-
метрів для систем аналізу та оцінювання ризиків ІБ. Це сприятиме 
подальшому розвитку методів трансформування термів та розши-
рить їхні можливості з використання трикутних НЧ. 
У роботі [6] та п. 3.1 НЧ описуються (для цілей компактного 




=(аj, b1j, b2j, сj)LR, де а і с  – абсциси нижньої основи, b1 та b2 – абсци-
си верхньої основи трапеції, а 1,j m  (m – кількість термів). Якщо 
прирівняємо b1j=b2j, то отримаємо інший тип параметричних НЧ – 


































)LR},  (3.12) 











































Тоді функцію трансформування ЛЗ на мінус один порядок поз-
начимо через 1FT  (ЛЗ) [6], наприклад, зниження DR
(m) 
на один по-
рядок можна представити як: 
(m-1)
DR  = 1FT  ( (m)DR ).   (3.13) 










( -1) ( 1) ( ) ( ) ( 1)
1 1 1 2( ) / 2
m m m m ma k a a А    ; 
( 1) ( 1) ( ) ( ) ( 1)
1 1 1 2( ) / 2
m m m m mс k с с A     ;   (3.14) 
( 1) ( 1) ( ) ( ) ( 1)
1 2 1 2( ) / 2








 –  
( 1) ( 1) ( ) ( ) ( 1)
1 1( ) / 2
m m m m m
j j ja k a a А
  
   ; 
( 1) ( 1) ( ) ( ) ( 1)
1 1( ) / 2
m m m m m
j j jс k с с A
  
   ;     (3.15) 
1,j m
180 
( 1) ( 1) ( ) ( ) ( 1)
2 1( ) / 2
m m m m m
j j jb k b b B
  









 –  
( 1) ( 1) ( ) ( ) ( 1)
1 1 1( ) / 2
m m m m m
m m ma k a a А
  
    ; 
( 1) ( 1) ( ) ( ) ( 1)
1 1 1( ) / 2
m m m m m
m m mс k с с A
  
    ;       (3.16) 
( 1) ( 1) ( ) ( ) ( 1)
1 2 1( ) / 2
m m m m m
m m mb k b b B
  
    , 
де ( 1) ( ) ( ) ( 1)
1 12 / ( )
m m m m
dr m mk c c c A
 
   ; 
( 1) ( ) ( )
1 2
m m mA a a    ( drc =drmax; 
1,j m , m – кількість термів; а та с  – абсциси нижньої основи); 
( 1) ( ) ( ) ( 1)
2 12 / ( )
m m m m
dr m mk b b b B
 
   ; 
( 1) ( ) ( )
1 2
m m mB b b    ( drb =drmax; b – 
абсциса вершини трикутника, а 1,j m , m – кількість термів). 
З урахуванням п. 3.1 для трикутних НЧ введемо умови визна-
чення різних типів розподілу НЧ за віссю dr, а саме: 









 (bj+1 – bj=bj+2 – bj+1),   (3.17) 
де р  – бінарна функція, що приймає значення 0 або 1 (при р =1 
– умова істинна, у протилежному випадку р =0 – хибна (див. рис. 
3.5, а-в та табл. 3.4-3.6)), а вираз зі знаком «=» використовується 
для виконання перевірки на рівність або приблизну рівність двох 
різниць, і якщо воно істинне, то вираз еквівалентний логічній оди-
ниці, в іншому випадку – нулю. Рівномірний розподіл НЧ характе-
рний для еталонних значень ЛЗ, всі терми яких за віссю dr відо-
бражають однакову перевагу експерта щодо оціночного параметра 
[2, 6]; 
− нерівномірний тип розподілу за віссю dr НЧ, тобто для яких 








 (bj+1 – bj ≠bj+2 – bj+1),   (3.18) 
де н  – бінарна функція, що приймає значення 0 або 1 (при н
 =1 
– умова істинна, інакше н =0 – хибна (див. табл. 3.4–3.6 та 
181 
рис. 3.6, а-в)). Нерівномірний розподіл НЧ характерний для ета-
лонних значень ЛЗ, в яких хоча б один терм відображає не однако-
ву перевагу експерта щодо будь-якого іншого терму на осі dr щодо 
конкретного оціночного параметра; 
− прогресний тип розподілу за віссю dr, тобто для якого істин-








 (bj+1 – bj<bj+2 – bj+1),   (3.19) 
де в – бінарна функція, що приймає значення 0 або 1 (при =1 – 
умова істинна, інакше в =0 – хибна); 









 (bj+1 – bj>bj+2 – bj+1),   (3.20) 
де у – бінарна функція, що приймає значення 0 або 1 (при у =1 – 
умова істинна, інакше у =0 – хибна). 
Розглянемо властивості запропонованого методу на конкретних 
прикладах. 
Приклад 1 – рівномірний тип розподілу. Продемонструємо 
роботу методу, що реалізує функцію (3.13), за допомогою аналіти-
чних виразів (3.14) – (3.16) за умови (3.17). Визначимо вищевказа-
ну ЛЗ (3.12) при m=5 з наступними значеннями рівномірно розпо-
ділених НЧ: 
1~DRT
  = (0; 0; 22,22)LR; 2~DRT
= (11,11; 25; 44,44)LR тощо. 
(Всі числові дані для різних типів розподілу трикутних вихідних 
НЧ наведені в табл. 3.4). 
Перевіримо умову рівномірності (3.17): 
р   
(b2 – b1 = b3 – b2) Λ (b3 – b2 = b4 – b3) Λ (b4 – b3 = b5 – b4) = (25 – 0 
= 50 – 25) Λ (50 – 25 = 75 – 50) Λ (75 – 50 = 100 – 75) = 1 Λ 1 Λ 1 = 1.  
Як бачимо, його значення істинне, значить НЧ ЛЗ DR
(5) 
відпові-
дає рівномірному розподілу. 
Далі виконаємо, у відповідності з виразами (3.14) – (3.16), пере-
творення (3.13), тобто DR
(4) 





Таблиця 3.4. Приклад еталонних трикутних НЧ при m = 5 
Тип розподілу 
НЧ ЛЗ DR 
НЧ 
~ j







Рівномірний (0; 0; 22,22)LR (11,11;25; 44,44)LR (33,33; 50; 66,66) LR (55,55; 75; 88,88)LR (77,77; 100; 100)LR 
Нерівномірний (0; 0; 20)LR (12; 27; 39)LR (30; 52; 59)LR (56; 74; 78)LR (70; 100; 100)LR 
Прогресний (0; 0; 10)LR (5; 10; 25)LR (20; 30; 45)LR (40; 60; 70)LR (65; 100; 100)LR 
Регресний (0; 0; 30)LR (30; 40; 55)LR (55; 70; 75)LR (75; 90; 90)LR (90; 100; 100)LR 











 ={«Ступінь ризику порушення ІБ низький»(РН), 
«Ступінь ризику порушення ІБ середній» (РС), 
«Ступінь ризику порушення ІБ високий» (РВ), 
«Граничний ризик порушення ІБ» (ГР)},        (3.21) 









a  + 
(5)
2
a  = 0 + 11,11 = 11,11;  
(4)
1
k  = 2 * 100 / ( (5)
4
c  + (5)
5
c  – А(4)) = 200 / (88,88 + 100 – 11,11) = 1,13; 
(4)
1
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(5)
2
a  – А(4)) / 2 = 1,13 (0 + 11,11 – 11,11) / 2 = 0;  
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2
b  = 0 + 25 = 25;  
(4)
2
k  = 2 drb  / (
(5)
4
b  + 
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5
b  – B(4)) = 2*100 / (75 + 100 – 25) = 1,33;  
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1
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3
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 числові еквіваленти наведені в табл. 3.5. 
Таблиця 3.5. Приклад еталонних трикутних НЧ при m = 4 
Тип розподілу 
НЧ ЛЗ DR 
НЧ ~ jDRT  = (аj, bj, сj)LR ( 1,4j  ) 
1~DRT  2~DRT  3~DRT  4~DRT  
Рівномірний (0; 0; 31,25)LR (18,75; 33,33; 56,25)LR (43,75; 66,66; 81,25)LR (68,75; 99,99; 100)LR 
Нерівномірний (0; 0; 28,31)LR (18,07; 35,37; 51,81)LR (44,58; 67,35; 75,3)LR (68,67; 100; 100)LR 
Прогресний (0; 0; 18,18)LR (12,12; 20; 39,39)LR (33,33; 53,33; 66,67)LR (60,61; 100; 100)LR 
Регресний (0; 0; 34,38)LR (34,38; 46,67; 62,5)LR (62,5; 80; 84,38)LR (84,38; 100; 100)LR 
Таким чином, для всіх 
(4)
~ DRT  отримаємо значення 1~DRT
 = «РН» = 
(a1, b1, c1)LR = (0; 0; 31,25)LR; …; 4~DRT
= «ГР» = (a4, b4, c4)LR = (68,75; 
100; 100)LR (див. табл. 3.5), відповідна графічна інтерпретація яких 
представлена на рис. 3.5, б. 
  
 
а) б) в) 
Рис. 3.5. Терми еталонних значень трикутних НЧ для ЛЗ DR  
з рівномірним типом розподілу:  
а) 
(5)
~ DRT ; б) 
(4)
~ DRT ; в) 
(3)
~ DRT . 
Тепер обчислимо умову рівномірності (3.17) для 
(4)
~ DRT  (m=4): 








































Як бачимо так само, як і при m=5 вона є істинна, що говорить 
про еквівалентність виконаних перетворень. 
Далі, подібним чином, за виразами (3.14) – (3.16) здійснимо пе-
ретворення (3.13) при m=4, тобто DR
(3) 
= 1FT  (DR
(4)
) з використан-
ням вихідних значень НЧ з табл. 3.5. У процесі трансформування 








 ={«Ступінь ризику порушення ІБ низький» (РН), 
«Ступінь ризику порушення ІБ середній» (РС), 
«Ступінь ризику порушення ІБ високий» (РВ)},  (3.22) 




 представимо нижче. 
Таблиця 3.6. Приклад еталонних трикутних НЧ при m = 3 
Тип розподілу НЧ  
ЛЗ DR 
НЧ ~ jDRT  = (аj, bj, сj)LR ( 1,3j  ) 
1~DRT  2~DRT  3~DRT  
Рівномірний (0; 0; 42,31)LR (26,92; 50; 73,08)LR (57,69; 100; 100)LR 
Нерівномірний (0; 0; 39,46)LR (28,35; 50; 69,35)LR (60,54; 100; 100)LR 
Прогресний (0; 0; 29,41)LR (21,57; 40; 60,78)LR (52,94; 100; 100)LR 









a  + (4)
2
a  = 18,75;  
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1
k  = 2*100 / ( (4)
3
c  + (4)
4
c  – А(3)) = 1,23;  
(3)
1
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1
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(3)
2
k  = 2 drb  / (
(4)
3
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(4)
4
b  – B(3)) = 1,5;  
(3)
1
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a  = (3)
1
k  ( (4)
2
a  + (4)
3
a  – А(3)) / 2 = 26,92;  
(3)
2
c  = (3)
1
k  ( (4)
2
c  + (4)
3
c  – А(3)) / 2 = 73,08;  
(3)
2
b  = (3)
2
k  ( (4)
2
b  + (4)
3
b  – B(3)) / 2 = 50. 
Графічна інтерпретація отриманих еталонів НЧ приведена на 
рис. 3.5, в, а умова рівномірності (3.17) при m=3 буде істинна, тобто 
р 1. 
Відзначимо, що для вихідних і трансформованих значень термів 
ЛЗ DR
(m)
 ( 3 5m , ) умова рівномірності р  є істинною, що гово-
рить про адекватність еквівалентних перетворень ЛЗ реалізованих 
запропонованим методом (див. рис. 3.5, а-в). 
Приклад 2 – нерівномірний тип розподілу. Як приклад, розг-
лянемо роботу методу, що реалізує функцію (3.13) за допомогою 
аналітичних виразів (3.14) – (3.16) за умови (3.18). Для визначення 
ЛЗ (3.12) при значенні m=5 скористаємося нерівномірно розподі-
леними вихідними НЧ з табл. 3.4. Перевіримо умову нерівномірно-
сті (3.18):  
н = (b2 – b1 ≠ b3 – b2)   (b3 – b2 ≠ b4 – b3)   (b4 – b3 ≠ b5 – b4) =  
(27 – 0 ≠ 50 – 27)   (52 – 27 ≠ 74 – 52)   (74 – 52 ≠ 100 – 74) =  
1  1   1 = 1.  
Із перетворень видно, що умова істинна (тобто н =1), і це го-
ворить про відповідність НЧ ЛЗ DR
(5) 
такому типу розподілу, як 
нерівномірний. 
Далі виконаємо, у відповідності з виразами (3.14) – (3.16), пере-
творення (3.13) при m=4 з вихідними значеннями з табл. 3.4 для 
нерівномірно розподілених НЧ, у результаті чого для 
(4)
~ DRT  






 = 18,07; 
(4)
1
k  = 1,2; 
(4)
1
a  = 0; 
(4)
1
c  = 28,31;  
B
(4)
 = 35,37; 
(4)
2
k  = 1,36; 
(4)
1







a  = 18,07; (4)
2
c  = 51,81; (4)
2





 числові еквіваленти наведені в табл. 3.5, відпо-
відна графічна інтерпретація яких представлена на рис. 3.6, б. 
  
 
а) б) в) 
Рис. 3.6. Терми еталонних значень нерівномірно розподілених НЧ для  
ЛЗ DR: а) 
(5)
~ DRT ; б) 
(4)
~ DRT ; в) 
(3)
~ DRT  
Після проведених перетворень за виразом (3.18) обчислимо н  
для 
(4)
~ DRT  (m=4):  
н  (35,37 – 0 ≠ 67,35 – 35,37)   (67,35 – 35,37 ≠ 100 – 67,35) = 1. 
Умова нерівномірності, також, як і при m=5, є істинною, що го-
ворить про еквівалентність виконаних перетворень. 
За аналогією, згідно (3.13), здійснимо перетворення нерівномір-
но розподілених НЧ для 
(3)
~ DRT  (m=3) (див. (3.22)) з початковими да-
ними з табл. 3.5.  
У результаті отримаємо значення термів, числові еквіваленти 


















































 = 28,35; 
(3)
1
k  = 1,27; (3)
1




c  = 39,46;  
B
(3)
 = 51,03; 
(3)
2
k  = 1,52; (3)
1




a  = 28,35; (3)
2
c  = 69,35; (3)
2
b  = 51,03. 
Графічний вид еталонних НЧ представлений на рис. 3.6, в, а 
умова нерівномірності (3.18) при m=3 істинна, тобто дорівнює 1. 
При трансформуванні ЛЗ DR
(m)
 з нерівномірно розподіленими 
еталонними НЧ на всіх етапах простежується виконання умови 
(3.18), що підтверджує адекватність еквівалентних перетворень ЛЗ, 
які реалізуються запропонованим методом (див. рис. 3.6, а-в). 
Приклад 3 – прогресний тип розподілу. Для ЛЗ DR
(m)
 (3.12) 
продемонструємо роботу методу, що реалізує функцію (3.13) за 
допомогою аналітичних виразів (3.14) – (3.16) за умови (3.19) і 
m=5. З цією метою скористаємося прогресним типом розподілу НЧ 
з табл. 3.4, що підтверджується обчисленнями для перевірки умови 
(3.19): 
в = (b2 – b1 < b3 – b2) Λ (b3 – b2 < b4 – b3) Λ (b4 – b3 < b5 – b4) =  
(10 – 0 < 30 – 10) Λ (30 – 10 < 60 – 30) Λ (60 – 30 < 100 – 60) =  
1 Λ 1 Λ 1 = 1.  
Як видно, умова (3.19) істинна, що підтверджує відповідність 
НЧ ЛЗ прогресному типу розподілу. За аналогією з прикладом для 
рівномірно розподілених НЧ реалізуємо відповідно до виразів 
(3.14) – (3.16) перетворення (3.13) при m=4 та m=3. Для цього ско-
ристаємося вихідними значеннями НЧ з прогресним типом розпо-
ділу в табл. 3.4. У результаті для 
(4)
~ DRT  та 
(3)
~ DRT  
(див. (3.21) і (3.22)) 
отримаємо значення термів, числові еквіваленти яких занесені в 
таблиці 3.5, 3.6 (див. рис. 3.7, а-в) і інтерпретуються для 
(4)
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1
a  = 0; (4)
1
c  = 18,18;  
B
(4)
 = 10; (4)
2
k  = 1,33; (4)
1





a  = 12,12; (4)
2




b  = 20, 
а для 
(3)
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a  = 21,57; (3)
2
c  = 60,78; (3)
2
b  = 40. 
  
 
а) б) в) 
Рис. 3.7. Терми еталонних значень з прогресним розподілом НЧ для  
ЛЗ DR: а) 
(5)
~ DRT ; б) 
(4)
~ DRT ; в) 
(3)
~ DRT  
Далі перевіримо умову (3.19) для 
(4)
~ DRT  (m=4):  
в  
= (20 – 0 > 53,33 – 20) Λ (53,33 – 20 > 100 – 53,33) = 1 
і для 
(3)
~ DRT  (m=3) – в =1. Як бачимо, значення в  є істинним, що 
говорить про адекватність виконаних перетворень. 
Приклад 4 – регресний тип розподілу. Розглянемо приклад 
роботи методу, що реалізує функцію (3.13) за допомогою аналітич-
них виразів (3.14) – (3.16) за умови (3.20). Для визначення ЛЗ (3.12) 
при m=5 скористаємося конкретними НЧ з табл. 3.4 з регресним 
типом розподілу. Зробимо для них перевірку умови (3.20): 








































(40 – 0 > 70 – 40) Λ (70 – 40 > 90 – 70) Λ (90 – 70 > 100 – 90) =  
1 Λ 1 Λ 1 = 1. 
Як бачимо, умова (3.20) істинна, значить НЧ ЛЗ DR
(5)
 відповідає 
регресному типу розподілу. 
Реалізуємо, відповідно до виразів (3.14) – (3.16), перетворення 
(3.13) при m=4 та m=3 з вихідними значеннями для НЧ з регресним 
типом розподілу з табл. 3.4, 3.5 (див. рис. 3.8, а-в).  
  
 
а) б) в) 
Рис. 3.8. Терми еталонних значень з регресним розподілом НЧ  
для ЛЗ DR: а) 
(5)
~ DRT ; б) 
(4)
~ DRT ; в) 
(3)
~ DRT  
У процесі трансформування термів отримаємо значення для 
(4)
~ DRT  та 
(3)
~ DRT  
(див. (3.21) і (3.22)), числові еквіваленти яких предста-
влені в табл. 3.5 і 3.6 відповідно та інтерпретуються для 
(4)





 = 30; (4)
1
k  = 1,25; (4)
1
a  = 0; (4)
1
c  = 34,38;  
B
(4)
 = 40; (4)
2
k  = 1,33; (4)
1





a  = 34,38; 
(4)
2
c  = 62,5; 
(4)
2
b  = 46,67, 
а для 
(3)




 = 41,67; 
(3)
1
k  = 1,33; 
(3)
1
a  = 0; 
(3)
1










































 = 60; 
(3)
2
k  = 1,5; (3)
1





a  = 41,67; (3)
2
c  = 75; (3)
2
b  = 60. 
Перевіримо умову (3.20) для 
(4)
~ DRT  (m=4):  
у = (46,67 – 0 > 80 – 46,67) Λ (80 – 46,67 > 100 – 80) = 1 
і для 
(3)
~ DRT  (m=3) – у  = 1. Як видно, значення у  істинне, що до-
зволяє зробити висновок про адекватність перетворень. 
Представлений метод дозволяє здійснювати еквівалентне перет-
ворення ЛЗ за допомогою створення еталонів параметрів з можли-
вістю варіювання числом термів трикутних НЧ [5]. 
Таке рішення дозволить підвищити гнучкість розроблюваних 
засобів аналізу та оцінювання ризиків ІБ, які ґрунтуються на логі-
ко-лінгвістичному підході і використовують для опису ЛЗ трикутні 
нечіткі числа. 
3.3. Метод n-кратного декрементування числа термів  
лінгвістичних змінних на трапецієподібних нечітких числах 
На тепер методи, які дозволяють здійснювати аналіз, оцінюван-
ня та управління ризиками ІБ при нечітких умовах слабоформалі-
зованого середовища [3]. Для реалізації такого процесу використо-
вують систему [2], в якій оцінювання здійснюється на основі ЛЗ, 
що базуються на еталонних параметричних трапецієподібних НЧ з 
заданою кількістю термів. Формування еталонів є досить складною 
процедурою, яка реалізується із залученням експертів відповідної 
предметної галузі. При практичному використанні зазначеної сис-
теми виникає необхідність в оперативному варіюванні кількістю 
термів, наприклад, для їх приведення до одного порядку. У п. 3.1 
був розроблений метод, який дозволяє зменшити порядок ЛЗ тіль-
ки на одиницю, що створює певні складності в ефективному вико-
ристанні існуючих систем. У зв'язку з цим, підвищення ефективно-
сті роботи системи аналізу та оцінювання ризиків [2] може бути 
вирішене за допомогою методу, який дозволяє еквівалентно пере-
визначити порядок (число термів) ЛЗ на число – n. 
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Розробимо метод n-кратного зниження числа термів ЛЗ, який 
складається з трьох етапів, пов'язаних з формуванням, розширен-
ням та частковим розширенням бази. 
Етап 1 – Формування бази. Використаємо метод перевизна-
чення числа термів ЛЗ на основі функції її трансформування на 
мінус один порядок з п. 3.1, яка позначається як 1FT  (ЛЗ), а за ЛЗ 
використаємо DR – «СТУПІНЬ РИЗИКУ» [3]. Для виведення базо-
вої формули скористаємося послідовністю з n-членів зниження 
DR
(m)
 [6] (m – кількість терм-множин) на один порядок, тобто:  
( 1) 1 ( )
( 2) 1 ( 1)
( 3) 1 ( 2)



























  (3.23) 
Виконуючи відповідні підстановки у формулі (3.23), отримаємо: 
( 2) 1 1 ( )
( 3) 1 1 1 ( )
( ) 1 1 1 1 ( )
( ( ));
( ( ( )));
...





DR FT FT DR
DR FT FT FT DR
DR FT FT FT FT DR
  
   










Позначимо через nFT   n-кратну послідовність реалізації функ-
ції трансформування ЛЗ 
1,FT   тоді вираз (3.24) представимо у на-
ступному вигляді: 
( 2) 2 ( )
( 3) 3 ( )




















           (3.25) 
Таким чином, останній вираз у формулі (3.25) представимо як: 
( ) ( )( ),m n n mDR FT DR    (3.26) 
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визначимо як базову формулу (або базу) для трансформування ЛЗ 
на мінус n-й (–n) порядок. 
Етап 2 – Розширення бази. З урахуванням того, що ЛЗ (DR
(m)
) 
складається із низки термів [3], то вираз (3.23) можна представити 
в наступному вигляді: 
1 2 2 1
1 2 1
1 2 3 2
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і виконавши відповідні підстановки у (3.27) отримаємо: 
1 2 3 2
1 2 1
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визначимо як розширення базової формули (3.26). 
Етап 3 – Часткове розширення бази. Так як ЛЗ DR
(m)
 предста-
вляється НЧ з різними ФН (dr) [4], а для цілей компактного опису 
такі ФН зручно описувати трапецієвидними НЧ виду 
~ DR j
X = (аj, b1j, 
b2j, сj)LR, де аj та сj  – абсциси нижньої основи, а b1j і b2j – абсциси 
верхньої основи трапеції [4] (при 1,j m ), то вираз (3.29) предста-
вимо у вигляді: 
( )
1 11 21 1 2 12 22 2
1 1 1 2 1 1 1 2
( )
1 11 21 1 2 12 22 2
1 1 1 2 1 1 1 2
(( , , , ), ( , , , ),...,
( , , , ), ( , , , ))
( (( , , , ), ( , , , ),...,
( , , , ), ( , , , )))
m n
m n m n m n m n m n m n m n m n
n m
m m m m m m m m
DR a b b c a b b c
a b b c a b b c
FT DR a b b c a b b c
a b b c a b b c

           

   

   (3.30) 
і назвемо його першим частковим розширенням бази. 
Розглянемо роботу методу на конкретному прикладі, при цьому 
покладемо в основу перше часткове розширення бази. За початкові 
дані, з урахуванням можливості подальшої верифікації, будемо ви-
користовувати еталонні трапецієподібні НЧ з рівномірним, нерів-
номірним, прогресним та регресним типом розподілу при m=5 (див. 
табл. 3.1 в п. 3.1). Так як реалізація функції 
1 ( )( )mFT DR  розгляда-
лася в п. 3.1, то можна здійснити відповідні перетворення при 
n = 2,3 . 
Нехай n=2, тоді вираз (3.29) набуває вигляду: 
1 2 3 1 2 3 4 5
(3) 2 (5)( , , ) ( ( , , , , )),~ ~ ~ ~ ~ ~ ~ ~DR DR DR DR DR DR DR DRDR T T T FT DR T T T T T

 
а формулу (3.30) відповідно представимо у вигляді: 
(3)
1 11 21 1 2 12 22 2 3 13 23 3
2 (5)
1 11 21 1 2 12 22 2
3 13 23 3 4 14 24 4 5 15 25 5
(( , , , ), ( , , , ),( , , , ))
( (( , , , ), ( , , , ),
( , , , ),( , , , ),( , , , )).
DR a b b c a b b c a b b c
FT DR a b b c a b b c
a b b c a b b c a b b c


          
(3.31) 
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Для подальших перетворень на основі заданої функції скориста-
ємося аналітичними виразами, наведеними в п. 3.1 (див. формули 










( 2) ( 2) ( 1) ( 1) ( 2)
1 1 1 2( ) / 2
m m m m ma k a a А       , 
( 2) ( 2) ( 1) ( 1) ( 2)
1 1 1 2( ) / 2
m m m m mс k с с A       , 
( 2) ( 2) ( 1) ( 1) ( 2)
11 2 11 12( ) / 2
m m m m mb k b b B       , 
( 2) ( 2) ( 1) ( 1) ( 2)
21 2 21 22( ) / 2








 –  
( 2) ( 2) ( 1) ( 1) ( 2)
1 1( ) / 2
m m m m m
j j ja k a a А
    
   , 
( 2) ( 2) ( 1) ( 1) ( 2)
1 1( ) / 2
m m m m m
j j jс k с с A
    
   ,     (3.32) 
( 2) ( 2) ( 1) ( 1) ( 2)
1 2 1 1 1( ) / 2
m m m m m
j j jb k b b B
    
   , 
( 2) ( 2) ( 1) ( 1) ( 2)
2 2 2 2 1( ) / 2
m m m m m
j j jb k b b B
    









 –  
( 2) ( 2) ( 1) ( 1) ( 2)
2 1 2 1( ) / 2
m m m m m
m m ma k a a А
    
     , 
( 2) ( 2) ( 1) ( 1) ( 2)
2 1 2 1( ) / 2
m m m m m
m m mс k с с A
    
     , 
( 2) ( 2) ( 1) ( 1) ( 2)
1 2 2 1 2 1 1( ) / 2
m m m m m
m m mb k b b B
    
     , 
( 2) ( 2) ( 1) ( 1) ( 2)
2 2 2 2 2 2 1( ) / 2
m m m m m
m m mb k b b B
    
     , 
де ( 2) ( 1) ( 1) ( 2)
1 2 12 / ( )
m m m m
dr m mk c c c A
   
    ; 
( 2) ( 1) ( 1)
1 2
m m mA a a     ( drc
=drmax; 1,j m , m – кількість термів; аj, сj – абсциси нижньої осно-
ви трапеції); ( 2) ( 1) ( 1) ( 2)
2 2 2 2 12 / ( )
m m m m
dr m mk b b b B
   
    ;  
( 2) ( 1) ( 1)
11 12
m m mB b b    . (
drb =drmax; b1j і b2j  – абсциси верхньої основи 
трапеції, а 1,j m , m – кількість термів). 
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Для здійснення переходу від m термів до m–2 реалізуємо підс-
тановку у вираз (3.32) значень 
( 1) ( 1) ( 1) ( 1)
1 11 21 1, , ,
m m m ma b b c    та ін., вико-
ристаних у роботі п. 3.1 (див. (3.3-3.5)). Після нескладних матема-
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(
drc =drmax; 1,j m , m – кількість термів; аj, сj  – абсциси нижньої 
основи; 
drb =drmax; b1j та b2j – абсциси верхньої основи трапеції). 
Приклад 1 – рівномірний тип розподілу. Наприклад, нехай 
для даної ЛЗ при m = 5 НЧ приймають наступні значення: 
1~DR
T = (0; 0; 11,11; 22,22)LR, 
2~DR
T = (11,11; 22,22; 33,33; 44,44)LR, 
3~DR
T = (33,33; 44,44; 55,55; 66,66)LR, 
4~DR
T = (55,55; 66,66; 77,77; 88,88)LR, 
5~DR
T = (77,77; 88,88; 99,99; 100)LR. 
З урахуванням цього і (3.33), виконаємо відповідні перетворен-
ня, згідно (3.31)). У результаті зменшення кількості термів ЛЗ на 2 
порядки отримаємо, наприклад, для DR
(3)










 {«Ступінь ризику порушення ІБ низький»(РН), 
«Ступінь ризику порушення ІБ середній» (РС), 
«Ступінь ризику порушення ІБ високий» (РВ)}, 
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a a a a a a
c
a a a c c c
     

     
 
((–0 – 22,22 – 33,33 + 
0 + 22,22 + 33,33) / (–0 – 22,22 – 33,33 + 66,66 + 177,76 + 100)) * 100 
= 0;  
(3)
1с 
(5) (5) (5) (5) (5) (5)
1 2 3 1 2 3
(5) (5) (5) (5) (5) (5)




a a a c c c
c
a a a c c c
     

     
 ((–0 – 22,22 – 33,33 + 
22,22 + 88,88 + 66,66) / (–0 – 22,22 – 33,33 + 66,66 + 177,76 + 100)) * 
100 = 42,39;  
(3)
11b 
(5) (5) (5) (5) (5) (5)
11 12 13 11 12 13
(5) (5) (5) (5) (5) (5)




b b b b b b
b
b b b b b b
     

     
 ((–0 – 44,44 – 44,44 + 
0 + 44,44 + 44,44) / (–0 – 44,44–44,44 + 55,55 + 155,54 + 99,99)) * 
100 = 0;  
(3)
21b 
(5) (5) (5) (5) (5) (5)
11 12 13 21 22 23
(5) (5) (5) (5) (5) (5)




b b b b b b
b
b b b b b b
     

     
((–0 – 44,44 – 44,44 + 
11,11 + 66,66 +55,55) / (–0 – 44,44–44,44 + 55,55 + 155,54 + 99,99)) * 
100 = 20;  
для 
2~DR
T  –  
(3)
2a 
(5) (5) (5) (5) (5) (5)
1 2 3 2 3 4
(5) (5) (5) (5) (5) (5)




a a a a a a
c
a a a c c c
     

     
((–0 – 22,22 – 33,33 + 
22,22 + 66,66 + 55,55) / (–0 – 22,22–33,33 + 66,66 + 177,76 + 100)) * 
100 = 26,92;  
(3)
2с 
(5) (5) (5) (5) (5) (5)
1 2 3 2 3 4
(5) (5) (5) (5) (5) (5)




a a a c c c
c
a a a c c c
     

     
 ((–0 – 22,22 – 33,33 + 
44,44 + 133,32 + 88,88)/(–0 – 22,22 – 33,33 + 66,66 + 177,76 + 100)) * 
100 = 73,07;  
(3)
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11 12 13 12 13 14
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b
b b b b b b
     

     
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b
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     

     
((–0 – 44,44 – 44,44 + 
33,33 + 111,1+ 77,77)/(–0 – 44,44–44,44 + 55,55 + 155,54 + 99,99)) * 
100 = 60,  
а для 
3~DR
T  = (57,69; 80; 100; 100)LR. 
Якщо провести порівняння цих результатів та наведених в п. 
3.1, (див. табл. 3.3), то можна зробити висновок про коректність 
реалізованих перетворень щодо зниження порядку. 
Графічна інтерпретація отриманих еталонів рівномірно розподі-
лених НЧ приведена на рис. 3.9. 
Аналогічним чином реалізуємо зниження порядку на 3, тобто 
n=3, тоді (3.29) представимо у вигляді: 
1 2 1 2 3 4 5
(2) 3 (5)( , ) ( ( , , , , )),~ ~ ~ ~ ~ ~ ~DR DR DR DR DR DR DRDR T T FT DR T T T T T

 
а вираз (3.30) як: 
(2)
1 11 21 1 2 12 22 2
3 (5)
1 11 21 1 2 12 22 2
3 13 23 3 4 14 24 4 5 15 25 5
(( , , , ), ( , , , ))
( (( , , , ), ( , , , ),
( , , , ),( , , , ),( , , , )).
DR a b b c a b b c
FT DR a b b c a b b c
a b b c a b b c a b b c


                     
(3.34) 
 

















Аналогічно, для реалізації заданої функції скористаємося аналі-
тичними виразами з п. 3.1 (див. (3.3-3.5)). 
З урахуванням здійснених перетворень при n = 3 ці вирази мож-
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    ; 
( 3) ( 2) ( 2)
1 2
m m mA a a     (
drc = 
drmax; 1,j m , m – кількість термів; аj, сj – абсциси нижньої основи 
трапеції); 
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2 2 3 2 22 / ( )
m m m m
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(
drb =drmax; b1j і b2j  – абсциси верхньої основи трапеції, а 1, ,j m  m 
– кількість термів). 
Для здійснення переходу від m термів до m–3 виконаємо відпо-
відну підстановку у (3.35) значень 
( 2) ( 2) ( 2) ( 2)
1 11 21 1, , ,




(див. (3.33)). Після нескладних математичних перетворень отрима-
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( drc =drmax; 1,j m , m – кількість термів; аj, сj – абсциси нижньої 
основи; drb =drmax; b1j і b2j – абсциси верхньої основи трапеції). Ско-
ристаємося вихідними даними з попереднього прикладу і виконає-
мо, відповідно з (3.34), перетворення (3.36). У результаті зменшен-
ня кількості термів ЛЗ на 3 порядки отримаємо, наприклад, для 
DR
(2)










 {«Ступінь ризику порушення ІБ низький» (РН), 
«Ступінь ризику порушення ІБ високий» (РВ)}, 
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((–0 – 66,66 – 133,32 – 66,66 + 11,11 + 99,99 + 166,65 + 88,88)/  
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(–0 – 66,66 – 133,32 – 66,66 + 33,33 + 166,65 + 233,31 + 
100))*100=33,33, а для 
2~DR
T  = (39,47; 66,67; 100; 100)LR. Графічна 
інтерпретація отриманих еталонів НЧ приведена на рис. 3.10. 
 
Рис. 3.10. Терми еталонних значень рівномірно розподілених НЧ для ЛЗ 
DR при 
 
Приклад 2 – нерівномірний тип розподілу. Розглянемо роботу 
методу на прикладі нерівномірно розподілених за віссю dr НЧ з 
наступними значеннями: 
1~DR
T = (0; 0; 0; 20)LR,  
2~DR
T = (30; 30; 50; 50)LR,  
3~DR
T = (60; 60; 65; 65)LR,  
4~DR
T = (75; 75;85; 85)LR,  
5~DR
T = (95; 97; 100; 100)LR (див. табл. 3.1 в п. 3.1).  
Для цього, відповідно до (3.31) виконаємо перетворення (3.33). 
У результаті для DR
(3)
 отримаємо значення термів, числові еквіва-
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11b   0; 
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T = (48,84; 48,84; 67,44; 67,44)LR,  
3~DR
T  = (86,05; 86,98; 100; 100)LR.  
Графічна інтерпретація отриманих еталонів нерівномірно роз-
поділених НЧ приведена на рис. 3.11. 
 




При порівнянні отриманих результатів та наведених в п. 3.1 
(див. табл. 3.3) видно їх повний збіг. Виходячи з цього, випливає, 
що реалізовані перетворення щодо зниження порядку є коректни-
ми. 
Приклад 3 – прогресний тип розподілу. Покажемо роботу 
представленого методу для НЧ, які мають прогресний тип розподі-
лу за віссю dr з наступними значеннями: 
1~DR
T = (0; 0; 3; 8)LR,  
2~DR
T = (3; 8; 15; 24)LR,  
3~DR
T = (15; 24; 35; 48)LR,  
4~DR















T = (63; 80; 100; 100)LR (див. табл. 3.1 в п. 3.1).  
Для цього виконаємо (відповідно до виразу (3.31)) перетворення 
(3.33), у результаті чого отримаємо наступні значення НЧ з число-
вими еквівалентами: 
1~DR
T =(0; 0; 12,67; 28,92)LR, 
2~DR
T = (16,38; 28,96; 48,87; 62,37)LR,  
3~DR
T  = (44,25; 72,4; 100; 100)LR.  
Графічна інтерпретація отриманих еталонів з прогресним типом 
розподілу НЧ приведена на рис. 3.12. 
 
Рис. 3.12. Терми еталонних значень з прогресним розподілом НЧ для  
ЛЗ DR при 
(3)
~DRT  
Приклад 4 – регресний тип розподілу. Реалізуємо перетворен-
ня НЧ, які мають регресний тип розподілу за віссю dr з наступними 
значеннями: 
1~DR
T = (0; 0; 20; 37)LR,  
2~DR















T = (52; 65; 76; 85)LR,  
4~DR
T = (76; 85; 92; 97)LR,  
5~DR
T = (92; 97; 100; 100)LR (див. табл. 3.1 в п. 3.2).  
Для цього виконаємо перетворення (3.33) відповідно (3.31). У 
результаті отримаємо такі значення НЧ з числовими еквівалентами: 
1~DR
T =(0; 0; 27,6; 55,75)LR,  
2~DR
T = (37,63; 51,13; 71,04; 83,62)LR,  
3~DR
T  = (71,08; 87,33; 100; 100)LR.  
Графічна інтерпретація отриманих еталонів з регресним типом 
розподілу НЧ приведена на рис. 3.13. 
 




Таким чином, з метою підвищення ефективності роботи систем 
АОР ІБ запропоновано метод n-кратного зниження числа термів, 
який, за рахунок модифікації n-кратним розширенням функції зни-














еквівалентного трансформування числа еталонних термів ЛЗ на n-
порядків без залучення експертів відповідної предметної галузі. 
Для удосконалення систем аналізу та оцінки ризиків слід розг-
лянути можливості часткового розширення бази, наприклад, для 
трикутних НЧ. 
3.4. Метод n-кратного декрементування числа термів  
лінгвістичних змінних на трикутних нечітких числах 
Відомі методи аналізу та оцінювання ризиків ІБ [3, 7, 8], які 
ґрунтуються на судженнях експертів, як правило, вимагають 
залучення методів і засобів, що дозволяють обробляти нечіткі 
вихідні дані [4], наприклад, представлені в лінгвістичній фо-
рмі. На основі цих методів була розроблена система [3], в 
якій оцінювання реалізовано на основі ЛЗ, що базуються на 
еталонних параметричних трапецієподібних НЧ з різною кі-
лькістю визначених термів [3].  
У п. 3.3 був представлений метод n-кратного зниження чи-
сла термів ЛЗ на основі першого часткового розширення бази 
(для трапецієподібних НЧ).  
Ефективність практичного використання системи аналізу 
та оцінювання ризиків залежить від її можливостей обробля-
ти інші типи НЧ, на основі яких здійснюється визначення ЛЗ 
та від оперативності варіювання кількістю термів без залу-
чення експертів відповідної предметної галузі [9]. Розширити 
можливості зазначеної системи [3] можна шляхом викорис-
тання додаткового типу параметричних нечітких чисел – три-
кутних. У зв'язку з цим, можна удосконалити роботу системи 
АОР [8] за допомогою методів, що дозволяють перевизначати 
число термів (з різним типом НЧ) ЛЗ на n-порядків. 
Здійснимо розробку методу n-кратного зниження числа те-
рмів ЛЗ, що базуються на еталонних параметричних трикут-
них НЧ для розширення функціональних можливостей сис-
тем АОР ІБ. Це сприятиме подальшому розвитку методів 
трансформування термів (п. 3.1) і розширить їхні можливості 
шляхом використання трикутних НЧ. 
207 
Виконаємо перетворення за допомогою методу, в основі якого 
закладена аналітична функція, що дозволяє здійснювати n-кратне 
зниження (еквівалентне перетворення) числа термів ЛЗ. 
Метод складається з трьох етапів, пов'язаних з формуванням, 
розширенням і частковим розширенням бази (див. п. 3.3). Два пер-
ші етапи є основою для n-кратного зниження порядку з викорис-
танням будь-яких типів НЧ. Для удосконалення систем аналізу та 
оцінювання ризиків розглянемо третій етап щодо можливості роз-
ширення бази для трикутних НЧ. 
Таким чином, якщо в (3.30) із п.3.3 прирівняємо bj=b1j=b2j, 
1,j m  то отримаємо інший тип параметричних НЧ – трикутні, і 
тоді для них вираз (3.30) можемо представити у вигляді 
( )
1 1 1 2 2 2
1 1 1
( )
1 1 1 2 2 2
1 1 1
(( , , ), ( , , ),...,
( , , ), ( , , ))
( (( , , ), ( , , ),...,
( , , ), ( , , ))).
m n
m n m n m n m n m n m n
n m
m m m m m m
DR a b c a b c
a b c a b c
FT DR a b c a b c
a b c a b c






За аналогією з п. 3.3 формулу (3.23) назвемо другим частковим 
розширенням бази. 
Розглянемо роботу методу на конкретному прикладі, при цьому 
покладемо в основу формулу (3.37), тобто друге часткове розши-
рення бази. В якості початкових даних, з урахуванням можливості 
подальшої верифікації, будемо використовувати еталонні трикутні 
НЧ з рівномірним, нерівномірним, прогресним та регресним типом 
розподілу при m=5 (див. табл. 3.4 в п. 3.2). Так як реалізація функ-
ції 1 ( )( )mFT DR  розглядалася в п. 3.2, то можна здійснити відпові-
дні перетворення при n = 2,3 . 
Нехай n=2, тоді (3.37) набуває вигляду: 
(3)
1 1 1 2 2 2 3 3 3
2 (5)
1 1 1 2 2 2
3 3 3 4 4 4 5 5 5
(( , , ), ( , , ),( , , ))
( (( , , ), ( , , ),
( , , ),( , , ),( , , )).
DR a b c a b c a b c
FT DR a b c a b c
a b c a b c a b c


   (3.38) 
Для подальших перетворень на основі заданої функції скориста-
ємося аналітичними виразами (див. (3.14–3.16)) в п. 3.2.  
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де ( 2) ( 1) ( 1) ( 2)1 2 12 / ( )
m m m m
dr m mk c c c A
   
    ; 
( 2) ( 1) ( 1)
1 2
m m mA a a      
( drc =drmax; аj, сj – абсциси нижньої основи);  
( 2) ( 1) ( 1) ( 2)
2 2 12 / ( )
m m m m
dr m mk b b b B
   
    ; 
( 2) ( 1) ( 1)
1 2
m m mB b b     ( drb =drmax; 
bj – абсциса вершини трикутника, а 1,j m , m – кількість термів). 
Для реалізації переходу від m термів до m–2 реалізуємо підста-
новку у (3.39) значень 
( 1) ( 1) ( 1)
1 1 1, ,
m m ma b c   та ін. із п. 3.2 (див. (3.14-
3.16)). Після нескладних математичних перетворень отримаємо 
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( drc =drmax; 1,j m , m – кількість термів; аj, сj – абсциси нижньої 
основи; drb =drmax; bj – абсциса вершини трикутника). 
Приклад 1 – рівномірний тип розподілу. Наприклад, нехай 
для даної ЛЗ при m = 5 НЧ приймають значення: 
1~DR
T = (0; 0; 22,22)LR, 
2~DR
T = (11,11; 25; 44,44)LR, 
3~DR
T = (33,33; 50; 
66,66)LR, 
4~DR
T = (55,55; 75; 88,88)LR, 
5~DR
T = (77,77; 100; 100)LR.  
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З огляду на зазначені дані і (3.40), виконаємо згідно (3.38) від-
повідні перетворення. У результаті зниження кількості термів ЛЗ 












 {«Ступінь ризику порушення ІБ низький» (РН), 
«Ступінь ризику порушення ІБ середній» (РС), 
«Ступінь ризику порушення ІБ високий» (РВ)}, 
числові еквіваленти яких для 
1~DR
T  інтерпретуються як 
(3)
1a  0, 
(3)
1b   0, 
(3)
1с   42,39, тобто 
1~DR
T =(0; 0; 42,39) LR, а 
2~DR
T  = (26,92; 50; 
73,08)LR та 
3~DR
T  = (57,69; 100; 100)LR.  
Якщо провести порівняння отриманих результатів та наведених 
в п. 3.2. (див. табл. 3.6), то можна зробити висновок про корект-
ність реалізованих перетворень щодо зниження порядку.  
Графічна інтерпретація отриманих еталонів рівномірно розподі-
лених трикутних НЧ приведена на рис. 3.14. 
 
Рис. 3.14. Терми еталонних значень рівномірно розподілених трикутних 
















Аналогічним чином реалізуємо зниження на 3 порядки. Для ре-
алізації заданої функції скористаємося виразами з п. 3.2 (див. (3.14–
3.16)). 
З урахуванням здійснення перетворення при n=3 ці вирази мож-
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( drb =drmax; bj – абсциса вершини трикутника, а 1, ,j m  m – кіль-
кість термів). Для здійснення переходу від m термів до m–3 викона-
ємо відповідну підстановку у вираз (3.41) значень 
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1 1 1, ,
m m ma b c  
 
та ін. (див. (3.40)). Після нескладних математич-
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( drc =drmax; 1,j m , m – кількість термів; аj, сj – абсциси нижньої 
основи; drb =drmax; bj – абсциса вершини трикутника). 
Скористаємося початковими даними з попереднього прикладу 
та виконаємо, відповідно до (3.37), перетворення (3.42). У резуль-
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таті зниження кількості термів ЛЗ на 3 порядки отримаємо, напри-
клад, для DR
(2)










 {«Ступінь ризику порушення ІБ низький » (РН), 
«Ступінь ризику порушення ІБ високий» (РВ)}, 






1a   0, 
(2)
1b  0, 
( 3)
1
mс   60,53, тобто 
1~DR
T = (0; 0; 60,53) LR і 
2~DR
T  = (39,47; 100; 
100)LR. Графічна інтерпретація отриманих еталонів НЧ приведена 
на рис. 3.16. 
При порівнянні отриманих результатів та наведених в п. 3.2 
(див. табл. 3.6) прослідковується їх повний збіг. Виходячи з цього, 
можна зробити висновок про коректність реалізованих перетворень 
щодо зниження порядку. 
 
Рис. 3.16. Терми еталонних значень рівномірно розподілених НЧ для  
ЛЗ DR при 
(2)
~DRT  
Приклад 2 – нерівномірний тип розподілу. Розглянемо роботу 
методу на прикладі нерівномірно розподілених за віссю dr трикут-
них НЧ з наступними значеннями: 
1~DR















T = (12; 27; 39)LR,  
3~DR
T = (30; 52; 59)LR,  
4~DR
T = (56; 74; 78)LR,  
5~DR
T = (70; 100; 100)LR (див. табл. 3.4 в п. 3.2).  
Для цього виконаємо, відповідно до (3.38), перетворення (3.40). 
У результаті для DR
(3) 
отримаємо терми, числові значення яких для 
1~DR
T  інтерпретуються як 
(3)
1a   
0, 
(3)
1b   0, 
(3)
1с   39,46, тобто 
1~DR
T = 
(0; 0; 39,46) LR, а 
2~DR
T = (28,35; 51,03; 69,35)LR, 
3~DR
T  = (60,54; 100; 
100)LR.  
Графічна інтерпретація отриманих еталонів нерівномірно роз-
поділених НЧ, приведена на рис. 3.17. 
 




При порівнянні отриманих результатів та наведених в п. 3.2 














бити висновок про коректність реалізованих перетворень щодо 
зниження порядку.  
Приклад 3 – прогресний тип розподілу. Покажемо роботу 
представленого методу для НЧ, які мають прогресний тип розподі-
лу за віссю dr з наступними значеннями: 
1~DR
T = (0; 0; 10)LR, 
2~DR
T = (5; 10; 25)LR, 
3~DR
T = (20; 30; 45)LR, 
4~DR
T = 
(40; 60; 70)LR, 
5~DR
T = (65; 100; 100)LR (див табл. 3.4 в п. 3.2). 
Для цього виконаємо, у відповідності з (3.38), перетворення 
(3.40). В результаті отримаємо такі значення НЧ з числовими екві-
валентами – 
1~DR
T =(0; 0; 29,41)LR, 
2~DR
T = (21,57; 40; 60,78)LR, 
3~DR
T  = 
(52,97; 100; 100)LR. Графічна інтерпретація отриманих еталонів з 
прогресним типом розподілу НЧ приведена на рис. 3.18.  
 
Рис. 3.18. Терми еталонних значень з прогресним розподілом НЧ для  
ЛЗ DR при 
(3)
~DRT  
Приклад 4 – регресний тип розподілу. Реалізуємо перетворен-
ня НЧ, які мають регресний тип розподілу за віссю dr з наступними 
значеннями: 
1~DR















T = (30; 40; 55)LR,  
3~DR
T = (50; 70; 75)LR,  
4~DR
T = (75; 90; 90)LR,  
5~DR
T = (90; 100; 100)LR (див. табл. 3.4 в п. 3.2).  
Для цього виконаємо, відповідно до (3.38) перетворення (3.40). 
У результаті отримаємо такі значення трикутних НЧ з числовими 
еквівалентами: 
1~DR
T =(0; 0; 41,67)LR, 
2~DR
T = (41,67; 60; 75)LR, 
3~DR
T  = 
(75; 100; 100)LR.  
Графічна інтерпретація отриманих еталонів з регресним типом 
розподілу НЧ приведена на рис. 3.19. 
 
Рис. 3.19. Терми еталонних значень з регресним розподілом НЧ для  
ЛЗ DR при 
(3)
~DRT  
Порівняння отриманих результатів в прикладах 3 та 4 з наведе-
ними в п. 3.2 (див. табл. 3.6) показує їх повну ідентичність, що го-















Таким чином, з метою удосконалення роботи систем АОР ІБ за-
пропонований метод n-кратного зниження числа термів з викорис-
танням другого часткового розширення бази, в якому, за рахунок 
модифікації n-кратним розширенням функції зниження термів на 
один порядок, розширюється можливість формалізації процесу 
еквівалентного трансформування числа еталонних термів ЛЗ на n-
порядків без залучення експертів відповідної предметної галузі. 
3.5. Метод інкрементування числа термів лінгвістичних  
змінних на трапецієподібних нечітких числах 
Існують засоби АОР ІБ, які ґрунтуються на нечіткій логіці [3], 
використовують ЛЗ з фіксованою кількістю терм-множин, визна-
чених експертами на етапі ініціалізації базових величин при нала-
штуванні системи. Для підвищення ефективності таких засобів в [9, 
10] (пп. 3.1-3.4) були представлені методи n-кратного декременту-
вання числа термів ЛЗ для трапецієподібних та трикутних НЧ, які 
дозволяють зменшувати порядок ЛЗ без залучення експертів відпо-
відної предметної галузі. При практичному використанні даних 
систем виникає необхідність трансформувати еталони ЛЗ таким 
чином, щоб область їх визначення розширилася на більшу кількість 
термів. Для цього слід використовувати нові експертні оцінки із 
залученням фахівців відповідної предметної галузі. Цей процес 
досить трудомісткий і створює додаткове навантаження на власни-
ка системи. Для вирішення завдання інкрементування числа термів 
ЛЗ (на основі оцінок експертів, які використовувалися на етапі на-
лаштування системи) пропонується метод трансформування етало-
нів за допомогою одноразового інкрементування (збільшення на 
один порядок) числа термів ЛЗ. Це підвищить ефективність відпо-
відних систем АОР ІБ і сприятиме подальшому їх удосконаленню 
та розширенню функціональних можливостей. 
Для вирішення поставленого завдання скористаємося ЛЗ DR – 





























































































)LR) ( 1,j m , 1,2i  ), 
тоді функцію трансформування ЛЗ на плюс один порядок (інкре-
ментування) позначимо через 1FT  (ЛЗ). Наприклад, збільшення 
DR
(m) 
на один порядок дозволить розширити можливості викорис-
тання зазначеної функції [9] за допомогою реалізації відповідної 
операції трансформування на +1: 
( 1)m
DR  = ( ( )mDR ).  (3.43) 
Так як ЛЗ DR
(m)
 представляється НЧ з різними ФН (dr) [4], а 
для цілей компактного опису такі ФН зручно відображати трапе-
цієподібними НЧ виду 
~ jDR
X  = (аj, b1j, b2j, сj)LR, де аj, сj і b1j, b2j від-
повідно абсциси нижньої та верхньої основи трапеції [4] (при 
1,j m ), то (3.43) представимо у вигляді: 
( 1)
1 11 21 1 2 12 22 2
1 2 1 1 1 2 1 1
1 ( )
1 11 21 1 2 12 22 2
1 2
(( , , , ), ( , , , ),...,
( , , , ), ( , , , ))
( (( , , , ), ( , , , ),...,
( , , , ))).
m
m m m m m m m m
m
m m m m
a b b c a b b c
a b b c a b b c
FT a b b c a b b c
a b b c






  (3.44) 
Реалізацію функції (3.44) здійснимо шляхом трансформування 
еталонів за рахунок вбудовування додаткового терму. Цей процес 
забезпечується запропонованим методом за 4 етапи. 
Етап 1. Пошук коригувальних параметрів. Для реалізації од-
норазового інкрементування числа термів, які були попередньо 
визначені експертним шляхом, необхідно, відповідно для абсцис 
верхньої та нижньої основи трапецієподібних НЧ, визначити кори-
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відповідно для абсцис верхньої та нижньої основи трапеції, а m – 
кількість вихідних терм-множин. 
Етап 2. Визначення номера опорної вершини. Тут, необхідно 
знайти опорну вершину, тобто таке 
jx  ( 1, )j m , за яким визнача-
ється позиція вбудовування додаткового терму. Реалізація цього 
етапу здійснюється за допомогою виразу визначення опорної вер-
шини 
( ) ( )
2 1
m m
j j jx b b   
( 1, )j m , номер якої ( j ) буде відображатися 
змінною s. Таким чином, пошук номера опорної вершини здійсню-
ється за допомогою визначення значення s згідно виразу (3.47): 




mk   – коригуючий параметр, що визначається за допомогою 
(3.45).  
Етап 3. Обчислення значень абсцис. Після знаходження номе-
ра опорної вершини необхідно визначити значення абсцис нижньої
ja , jc  і верхньої 1 jb , 2 jb  основи трапецієподібних НЧ вигляду 
~ jDR
X = ( ja , 1 jb , 2 jb , jc )LR при 1, 1j m  , тобто здійснити їх перевиз-
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начення з урахуванням додаткового терму. Реалізацію цього етапу 
будемо здійснювати за допомогою таких виразів: 
( )
1
( 1) ( ) ( 1)
1 2 1 2











b при j s
b b k при j s












( 1) ( 1) ( 1)
2 1 1











b при j s
b b k при j s






    

  
 1, ,j m   (3.48) 
( )
( 1) ( 1) ( 1)
2 1











a при j s
a c l при j s
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c при j s
c a l при j s






   

 
 1, ,j m   (3.49) 
де m – кількість вихідних терм-множин. 
Етап 4. Нормування еталонів. Для завершення процесу одно-
кратного інкрементування необхідно здійснити нормування отри-
маних на етапі 3 еталонних значень. Даний етап виконується за 
допомогою 2-х кроків. Відзначимо, що після реалізації етапів 1 та 
2, абсциси верхньої і нижньої основи трапеції були перевизначені 
за допомогою (3.48) та (3.49), при цьому вони вийшли за межі ви-
значення еталонів. Для нормування отриманих результатів необ-
хідно визначити відповідні коефіцієнти. 
Крок 1. Формування нормуючих коефіцієнтів здійснюється за 

































,    (3.51) 
де 
drb  та drc  відповідно максимальні значення абсцис верхньої і 
нижньої основи трапеції. 




mk   і ( 1)3
ml   з використанням (3.52) і (3.53), тобто: 
( 1) ( 1) ( 1)
3 ,
m m m
ij ijb b k
     1,2i  , 1,j m ;  (3.52) 
( 1) ( 1) ( 1)
3
m m m
j ja a l
    ,  ( 1) ( 1) ( 1)3
m m m
j jc c l
    , 1,j m . (3.53) 
Для ілюстрації роботи методу скористаємося конкретним прик-
ладом, де за початкові дані, з урахуванням можливості подальшої 
верифікації, використовуються еталонні трапецієподібні НЧ з рів-
номірним, нерівномірним, прогресним та регресним типом розпо-
ділу при m=4 (див. табл. 3.7). З урахуванням цього, (3.43) приймає 
вигляд: 
1 2 3 4 5 1 2 3 4
(5) 1 (4)
~~ ~ ~ ~~ ~~ ~
















1 2 3 4~~ ~~
, , ,DR DR DR DRT T T T
 
 
   
 ~ ~ ~~, , ,РН РС РВ ГР , 1,4,j         (3.54) 
а РН – «Ступінь ризику порушення ІБ низький», РС – «Ступінь 
ризику порушення ІБ середній», РВ – «Ступінь ризику порушення 













1 2 3 4 5~~ ~~ ~





 ~ ~~ ~ ~, , , ,НР РН РС РВ ГР ,   (3.55) 
а НР – «Незначний ризик порушення ІБ», РН – «Ступінь ризику 
порушення ІБ низький», РС – «Ступінь ризику порушення ІБ сере-
дній», РВ – «Ступінь ризику порушення ІБ високий», ГР – «Грани-
чний ризик порушення ІБ». 
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Як видно, при одноразовому інкрементуванні перевизначаються 
не тільки числові, а й лінгвістичні еквіваленти. У прикладі видно, 
що додалося значення НР (див. (3.55)). 
Так як трапецієподібні НЧ зручно описувати у вигляді
~ jDR
X =  
( ja , 1 jb , 2 jb , jc )LR, де ja , jc  і 1 jb , 2 jb  відповідно абсциси нижньої і 
верхньої основи трапеції [4] (при 1,j m ), то вираз (3.44) предста-
вимо у вигляді: 
(5)
1 11 21 1 2 12 22 2 3 13 23 3
4 14 24 4 5 15 25 5
1 (4)
1 11 21 1
2 12 22 2 3 13 23 3 4 14 24 4
(( , , , ), ( , , , ),( , , , ),
( , , , ),( , , , )
( (( , , , ),
( , , , ),( , , , ),( , , , ))).
DR a b b c a b b c a b b c
a b b c a b b c
FT DR a b b c





Приклад 1 – рівномірний тип розподілу. Нехай ЛЗ DR
(4) 
ви-
значається термами в (3.54). Для ініціалізації початкових значень 
,
~ j
DRT  1,4j   скористаємося даними з табл. 3.7 з рівномірним типом 
розподілу НЧ, тобто для яких буде істинним умова рівномірності 
(див. (3.6) в п. 3.1): 
р   (b21 – b11 = b22 – b12) Λ (b22 – b12 = b23 – b13) Λ (b23 – b13 = b24 – 
b14) Λ (b12 – b21 = b13 – b22) Λ (b13 – b22 = b14 – b23) = (14,29 – 0 = 42,87 
– 28,58) Λ (42,87 – 28,58 = 71,45 – 57,16) Λ (71,45 – 57,16= 100,03 – 
85,74) Λ (28,58 – 14,29 = 57,16 – 42,87) Λ (57,16 – 42,87 = 85,74 – 
71,45) = 1 Λ 1 Λ 1 Λ 1 Λ 1 = 1. 







T  = (









Рівномірний (0; 0; 14,29; 28,58)LR (14,29; 28,58; 42,87; 57,16)LR (42,87; 57,16; 71,45; 85,74)LR (71,45; 85,74; 100; 100)LR 
Нерівномірний (0; 0; 12,9; 38,71)LR (12,9; 38,71; 54,84; 67,74)LR (54,84; 67,74; 77,42; 90,32)LR (77,42; 91,61; 100; 100)LR 
Прогресний 
(0; 0; 6,45; 15,48)LR (6,45; 15,48; 27,1; 41,29)LR (27,1; 41,29; 58,06; 
77,42)LR 
(58,06; 77,42; 100; 100)LR 
Регресний 
(0; 0; 22,58; 41,94)LR (22,58; 41,94; 58,71; 72,9)LR (58,71; 72,9; 84,52; 
93,55)LR 
(84,52; 93,55; 100; 100)LR 
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Як видно, умова рівномірності істинна ( 1), то НЧ ЛЗ DR
(4)
 
відповідає рівномірному типу розподілу. 
Для реалізації (3.44) виконаємо одноразове інкрементування за-
даної в (3.56) ЛЗ DR
(4) 
за допомогою виконання необхідних етапів. 
Етап 1. Для визначення коригувальних параметрів використає-
мо (3.45) і (3.46), тобто:  
(5)
1k   (4) (4) (4) (4) (4) (4) (4) (4)21 11 22 12 23 13 24 14 / 4b b b b b b b b         (14,29 – 0 + 
42,87 – 28,58 + 71,45 – 57,16 + 100,03= – 85,74) / 4 = 14,29;  
(5)
2k   (4) (4) (4) (4) (4) (4)12 21 13 22 14 23 / 3b b b b b b       (28,58 – 14,29 + 57,16 – 
42,87 + 85,74 – 71,45)/3 = 14,29;  
(5) (5) (5)
1 2k k k    
14,29 + 14,29 = 28,58; 
(5)
1l   (4) (4) (4) (4) (4) (4) (4) (4)2 1 3 1 4 2 4 3 / 4a a a c a c c c         (14,29 – 0 + 
43,87 – 28,58 + 71,45 – 57,16 + 100,03 – 85,74) / 4 = 14,29;
  
(5)
2l   (4) (4) (4) (4) (4) (4)1 2 2 3 3 4 / 3c a c a c a      (28,58 – 14,29 + 57,16 – 
42,87 + 85,74 – 71,45)/3 = 14,29;  
(5) (5) (5)
1 2l l l    
14,29 + 14,29 = 28,58.
 
Етап 2. Визначення номера опорної вершини здійснимо за до-
помогою (3.47), тобто: 
(4) (4)
1 21 11x b b  = 14,29 – 0 = 14,29;  
(4) (4)
2 22 12x b b   = 42,87 – 28,58=14,29;  
(4) (4)
3 23 13x b b   = 71,45 –57,16 = 14,29;  
(4) (4)
4 24 14x b b   = 100,03 – 85,74 = 14,29.  
Як видно, s=1 при  (5)1 1 2x k x   => (14,29 ≤ 14,29 ≤ 14,29), s=2 
при  (5)2 1 3x k x   => (14,29 ≤ 14,29 ≤14,29), і т.д.  
Оскільки тип розподілу НЧ рівномірний, то опорних вершин 
буде кілька і таким чином, як s можна використовувати будь-яку з 
j  ( 1,4)j  . Виходячи з цього, наприклад, вбудовування додатко-




T .  
р 
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Етап 3. Згідно (3.48) та (3.49), обрахуємо значення абсцис верх-




   
= 0 при 1 < 2;  
(5) (4)
21 21b b
   
= 14,29 при 1 < 2;
  
(5) (4) (5)
12 21 2b b k
    
= 14,29 + 14,29 = 28,58 при 2 = 2;
  
(5) (5) (5)
22 12 1b b k
    
= 28,58 + 14,29 = 42,87 при 2 = 2;
  
(5) (4) (5)
13 12b b k
    
= 28,58 + 28,58 = 57,16 при 3 > 2;
  
(5) (4) (5)
23 22b b k
    
= 42,87 + 28,58 = 71,45 при 3 > 2;
  
(5) (4) (5)
14 13b b k
    
= 57,16 + 28,58 = 85,74 при 4 > 2;
  
(5) (4) (5)
24 23b b k
    
= 71,45 + 28,58 = 100,03 при 4 > 2;
  
(5) (4) (5)
15 14b b k
    
= 85,74 + 28,55 = 114,32 при 5 > 2;
  
(5) (4) (5)
25 24b b k
    
= 100,03 + 28,58 = 128,61 при 5 > 2.
 




   




   
= 14,29 при 2 < 3; 
 
(5) (4) (5)
1 2 2c a l
    
= 14,29 + 14,29 = 28,58 при 1 = 1;
  
(5) (4) (5)
3 1 1a c l
    
= 28,58 + 14,29 = 42,87 при 3 = 3;
  
(5) (4) (5)
2 1c c l
    
= 28,58 + 28,58 = 57,16 при 2 > 1;
  
(5) (4) (5)
4 3a a l
    
= 42,87 + 28,58 = 71,45 при 4 > 3;
  
(5) (4) (5)
3 2c c l
    




5 4a a l
    
= 71,45 + 28,58 = 100,03 при 5 > 3;
  
(5) (4) (5)
4 3c c l
    
= 85,74 + 28,58 = 114,32 при 4 > 1;
  
(5) (4) (5)
5 4c c l
    
= 100,03 + 28,58 = 128,61 при 5 > 1.
 
Етап 4. За допомогою виразів (3.50) – (3.53) на основі двокроко-
вої послідовності (при 
drb = drc =100) реалізуємо нормування отри-
маних еталонних значень. 
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Крок 1. Обчислюємо нормуючі коефіцієнти за допомогою (3.50) 
і (3.51): 
(5) (5)
3 25/drk b b
 
 
100 / 128,61 = 0,78;  
(5) (5)
3 5/drl c c
 
 
100 / 128,61 = 0,78. 
Крок 2. Нормуємо отримані на етапі 3 еталонні значення за до-
помогою (3.52) і (3.53):  
(5) (5) (5)
11 11 3b b k
 
 
= 0 × 0,78 = 0;  
(5) (5) (5)
21 21 3b b k
 
 
= 14,29 × 0,78 = 11,11;  
(5) (5) (5)
12 12 3b b k
 
 
= 28,58 × 0,78 = 22,22;  
(5) (5) (5)
22 22 3b b k
  = 42,87 × 0,78 = 33,33;  
(5) (5) (5)
13 13 3b b k
 
 
= 57,16 × 0,78 = 44,44;  
(5) (5) (5)
23 23 3b b k
 
 
= 71,45 × 0,78 = 55,55;  
(5) (5) (5)
14 14 3b b k
 
 
= 85,74 × 0,78 = 66,66;  
(5) (5) (5)
24 24 3b b k
 
 
= 100,03 × 0,78 = 77,77;  
(5) (5) (5)
15 15 3b b k
 
 
= 114,32 × 0,78 = 88,88;  
(5) (5) (5)
25 25 3b b k
 
 
= 128,61 × 0,78 = 100; 
(5) (5) (5)
1 1 3a a l
 
 
= 0 × 0,78 = 0;  
(5) (5) (5)
2 2 3a a l
 
 
= 14,29 × 0,78 = 11,11;  
(5) (5) (5)
3 3 3a a l
 
 
= 42,87 × 0,78 = 33,33;  
(5) (5) (5)
4 4 3a a l
 
 
= 71,45 × 0,78 = 55,55;  
(5) (5) (5)
5 5 3a a l
 
 
= 100,03 × 0,78 = 77,77,  
(5) (5) (5)
1 1 3c c l
 
 
= 28,58 × 0,78 = 22,22;  
(5) (5) (5)
2 2 3c c l
 
 
= 57,16 × 0,78 = 44,44;  
(5) (5) (5)
3 3 3c c l
 
 
= 85,74 × 0,78 = 66,66;  
(5) (5) (5)
4 4 3c c l
 
 
= 114,32 × 0,78 = 88,88;  
(5) (5) (5)
5 5 3c c l
 
 
= 128,61 × 0,78 = 100. 
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В результаті трансформування термів ЛЗ отримаємо, наприклад, 
для (5)
~DR
T  лінгвістичні значення (3.56) з відповідними числовими 
еквівалентами, значення яких визначені на кроці 2 етапа 4 і занесе-
ні в таблицю 3.8. 




НЧ ~ jDRT  = ( ja , 1 jb , 2 jb , jc )LR ( 1,5j  ) 
1~DRT  2~DRT  3~DRT  4~DRT  5~DRT  
Рівномірний 
(0; 0; 11,11; 22,22)LR (11,11; 22,22; 33,33; 
44,44)LR 
(33,34; 44,44; 55,55; 
66,66)LR 
(55,55; 66,66; 77,77; 
88,88)LR 
(77,77; 88,88; 100; 
100)LR 
Нерівномірний 
(0; 0; 9,97; 29,91)LR (9,97; 29,91; 42,38; 56)LR (42,38; 56; 65,1; 
75,07)LR 
(65,1; 75,7; 82,55; 
93,52)LR 
(82,55; 93,52; 100; 
100)LR 
Прогресний 
(0; 0; 5,02; 12,04)LR (5,02; 12,04; 21,08; 
32,12)LR 
(21,08; 32,12; 43,29; 
54,33)LR 
(43,29; 54,33; 67,37; 
82,43)LR 
(67,37; 82,43; 100; 
100)LR 
Регресний 
(0; 0; 17,57; 32,63)LR (17,57; 32,63; 45,67; 
56,71)LR 
(45,67; 56,71; 67,88; 
78,92)LR 
(67,88; 78,92; 87,96; 
94,98)LR 
(87,96; 94,98; 100; 
100)LR 
Далі визначимо умову рівномірності для (5)
~DR
T : 
р  (11,11 – 0 = 33,33 – 22,22) Λ (33,33 – 22,22 = 55,55 – 44,44) Λ 
(55,55 – 44,44 = 77,77 – 66,66) Λ (77,77 – 66,66 = 100 – 88,88) Λ 
(22,22 – 11,11 = 44,44 – 33,33) Λ (44,44 – 33,33 = 66,66 – 55,55) Λ 










має 1р  , що говорить про екві-
валентність виконаних перетворень. 
Графічна інтерпретація початкових і перетворених еталонів рів-
номірно розподілених НЧ 
(4)
~DR




наведена на рис. 3.20.  
Приклад 2 – нерівномірний тип розподілу. Нехай ЛЗ DR
(4)
, 
так як і в прикладі 1, визначається термами в (3.54). Розглянемо 
роботу методу на прикладі нерівномірно розподілених за віссю dr 
НЧ з їх числовими еквівалентами ,
~ j
DRT  1,4j   з табл. 3.7, тобто 
для яких буде істинною умова нерівномірності (див. (3.9) в п. 3.1):  
н = (b21 – b11 ≠ b22 – b12)   (b22 – b12 ≠ b23 – b13)   (b23 – b13 ≠ b24 – 
b14) + (b12 – b21 ≠ b13 – b22)   (b13 – b22 ≠ b14 – b23) = (12,9 – 0 ≠ 54,84 – 
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38,71)   (54,84 – 38,71 ≠ 77,42 – 67,74)   (77,42 – 67,74 ≠ 100 – 
91,61) + (38,71 – 12,9 ≠ 67,74 – 54,84)   (67,74 – 54,84 ≠ 91,61 – 
77,42) = 1  1   1 + 1   1 = 1. 
  
Рис. 3.20. Терми еталонних значень рівномірно розподілених НЧ 
для ЛЗ DR при 
(4)
~DR
T  та (5)
~DR
T  
Як бачимо, умова нерівномірності істинна (
н =1), що говорить 





рний. Далі, виконаємо, відповідно до етапів 1-4, одноразове інкре-
ментування ЛЗ DR
(4) 
за допомогою (3.44). 
Етап 1. Здійснюємо пошук коригувальних параметрів за вира-
зами (3.45) і (3.46), тобто: 
(5)
1k   11,78; 
(5)
2k   17,63; 
(5)k   29,41;  
(5)
1l   11,78; 
(5)
2l   17,63; 
(5)l 29,41. 
Етап 2. Тут реалізуємо визначення номеру опорної вершини за 
формулою (3.47), тобто: 
1x   12,9; 2x   16,13; 3x   9,68; 4x   8,39,  
тоді s=2 при  (5)2 1 3x k x  =>(16,13≥11,78≥9,68).  
У цьому прикладі вбудовування додаткового терму здійснюва-




Етап 3. Реалізуємо обчислення значень абсцис верхньої і ниж-






























= 0;  
 










= 54,84;  
(5) (4) (5)
13 22 2b b k
  
 
= 72,47;  
(5) (5) (5)
23 13 1b b k
  
 
= 84,25;  
(5) (4) (5)
14 13b b k
  
 
= 97,15;  
(5) (4) (5)
24 23b b k
  
 
= 106,83;  
(5) (4) (5)
15 14b b k
  
 
= 121,02;  
(5) (4) (5)






   = 0;  
(5) (4)
2 2a a





= 54,84;  
(5) (5) (5)
4 2 1a c l
  
 
= 84,25;  
(5) (4) (5)
5 4a a l
  
 





= 29,91;  
(5) (4) (5)
2 3 2c a l
  
 
= 72,47;  
(5) (4) (5)
3 2c c l
  
 
= 97,15;  
(5) (4) (5)










Етап 4. Використовуючи (3.50) – (3.53), за 2 кроки здійснимо 
нормування отриманих значень. 
Крок 1. Знаходимо нормуючі коефіцієнти за допомогою формул 
(3.50) і (3.51): 
(5)
3k   0,77; 
(5)
3l   0,77. 
Крок 2. Реалізуємо нормування отриманих еталонів, відповідно 






11b   0; 
(5)




22b   42,38; 
(5)
13b   56; 
(5)
23b   65,1; 
(5)
14b   75,07; 
(5)
24b   82,55; 
(5)
15b   93,52; 
(5)
25b   100; 
(5)
1a   0; 
(5)
2a   9,97; 
(5)
3a   42,38; 
(5)
4a   65,1; 
(5)
5a   82,55; 
(5)
1c   
29,91; 
(5)
2c   56; 
(5)
3c   75,07; 
(5)
4c   93,52; 
(5)
5c   100. 
У результаті однократного інкрементування отримаємо, напри-
клад, для (5)
~DR
T  значення термів в (3.55), а їх числові еквіваленти 
відобразимо в табл. 3.8. 
Після проведених перетворень обчислимо 
н  для 
(5)
~DR
T :  
н  (9,97 – 0 ≠ 42,38 – 29,91)   (42,38 – 29,91 ≠ 65,1 – 56)   
(65,1 – 56 ≠ 82,55 – 75,07)   (82,55 – 75,07 ≠ 100 – 93,52) + (29,91 – 
9,97 ≠ 56 – 42,38)   (56 – 42,38 ≠ 75,07 – 65,1)   (75,07 – 65,1 ≠ 
93,52 – 82,54) = 1.  




так, як і для 
(4)
~DR
T є істинною 
( 1)н  , що говорить про еквівалентність виконаних перетворень. 
Графічна інтерпретація вихідних і перетворених еталонів нерів-
номірно розподілених НЧ 
(4)
~DR
T  та (5)
~DR
T  наведена на рис. 3.21. 
Приклад 3 – прогресний тип розподілу. Покажемо роботу 
представленого методу для ЛЗ DR
(4) 
з термами (3.54), числові зна-
чення яких ,
~ j
DRT  1,4j   з табл. 3.7 мають прогресний тип розподі-
лу за віссю dr, тобто умова прогресії є істинною (див. (3.10) в 
п. 3.1): 
в = (b21 – b11 < b22 – b12) Λ (b22 – b12 < b23 – b13) Λ (b23 – b13 < b24 – b14) 
Λ (b12 – b21 < b13 – b22) Λ (b13 – b22 < b14 – b23) = (6,45 – 0 < 27,1 – 
15,48) Λ (27,1 – 15,48 < 58,06 – 41,29) Λ (58,06 – 41,29 < 100 – 
77,42) Λ (15,48 – 6,45 < 41,29 – 27,1) Λ (41,29 – 27,1 < 77,42 – 
58,06) = 1 Λ 1 Λ 1 Λ 1 Λ 1 = 1. 
Як видно, умова 1в   істинна, що говорить про відповідність 
НЧ ЛЗ DR
(4)
 прогресному типу розподілу. 
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За аналогією з прикладом для рівномірно розподілених НЧ ви-
конаємо, відповідно до етапів 1-4, перетворення (3.56). 
  
Рис. 3.21. Терми еталонних значень нерівномірно розподілених НЧ 
для ЛЗ DR при 
(4)
~DR
T  та (5)
~DR
T  
Етап 1. Реалізуємо пошук коригувальних параметрів за вираза-
ми (3.45) та (3.46), тобто: 
(5)
1k   
14,36; 
(5)









2l   
14,19; (5)l   28,55. 
Етап 2. Тепер визначимо номер опорної вершини за формулою 
(3.47), тобто: 
1x   6,45; 2x   11,62; 3x   16,77; 4x   22,58,  
тоді s=2 при  (5)2 1 3x k x   => (11,62 ≤ 14,36 ≤ 16,77).  
Тут вбудовування додаткового терму здійснюватимемо після 




Етап 3. За допомогою (3.48) та (3.49), реалізуємо обчислення 













































  = 0; (5)
2a
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Етап 4. Нормуємо отримані результати за допомогою (3.50) – 
(3.53) в два кроки. 
Крок 1. Обчислюємо нормуючі коефіцієнти (див. (3.50) та 
(3.51)): 
(5)
3k   0,78; 
(5)
3l   0,78. 
Крок 2. Нормуємо отримані на етапі 3 еталони (див. (3.52) і 
(3.53)):  
(5)
11b   0; 
(5)




22b   21,08; 
(5)
13b   32,12;  
(5)
23b   43,29; 
(5)
14b   54,33; 
(5)
24b   67,37; 
(5)
15b   82,43; 
(5)
25b   100; 
(5)
1a   0; 
(5)
2a   5,02; 
(5)
3a   21,08; 
(5)
4a   43,29; 
(5)
5a   67,37;  
(5)
1c   12,04; 
(5)
2c   32,12; 
(5)
3c   54,33; 
(5)
4c   82,43; 
(5)
5c   100. 
У результаті обчислень для (5)
~DR
T  (див. (3.54)) отримаємо значен-
ня термів, числові еквіваленти яких занесені в таблиці 3.8 (див. рис. 
3.22). 
Далі перевіримо умову прогресії для (5)
~DR
T :  
в  
= (5,02 – 0 < 21,08 – 12,04) Λ (21,08 – 12,04 < 43,29 – 32,12) Λ 
(43,29 – 32,12 < 67,37 – 54,33) Λ (67,37 – 54,33 < 100 – 82,43) Λ 
(12,04 – 5,02 < 32,12 – 21,08) Λ (32,12 – 21,08 < 54,33 – 43,29) Λ 
(54,33 – 43,29 < 82,43 – 67,37) = 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 = 1. 
Як бачимо, значення 1в   для 
(5)
~DR
T  істинне, що говорить про 
адекватність виконуваних перетворень. 
Приклад 4 – регресний тип розподілу. Реалізуємо трансфор-
мування НЧ ЛЗ DR
(4)
, які приймають значення (3.54) з їх числови-
ми еквівалентами в табл. 3.7 і мають регресний тип розподілу за 
віссю dr, тобто для яких істинною є умова регресії (див. (3.11) в 
п. 3.1): 
у = (b21 – b11 > b22 – b12) Λ (b22 – b12 > b23 – b13) Λ (b23 – b13 > b24 – b14) 
Λ (b12 – b21 > b13 – b22) Λ (b13 – b22 > b14 – b23) = (22,58 – 0 > 58,71 – 
41,94) Λ (58,71 – 41,94 > 84,52 – 72,9) Λ (84,52 – 72,9 > 100 – 93,55) 
Λ (41,94 – 22,58> 72,9 – 58,71) Λ (72,9 – 58,71 > 93,55 – 84,52) = 1 
Λ 1 Λ 1 Λ 1 Λ 1 = 1.  
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Як бачимо, умова 
у  1 істинна, отже, НЧ ЛЗ відповідає регре-
сному типу розподілу. 
  
Рис. 3.22. Терми еталонних значень з прогресним типом розподілу НЧ для 
ЛЗ DR при 
(4)
~DR
T  і (5)
~DR
T  
Реалізуємо відповідно до етапів 1-4 однократне інкрементуван-
ня (3.44) ЛЗ DR
(4)
. 
Етап 1. Визначимо коригувальні параметри за виразами (3.45) і 
(3.46) тобто: 
(5)
1k   
14,36; 
(5)









2l   
14,19; (5)l   28,55. 
Етап 2. Знайдемо номер опорної вершини за формулою (3.47), 
тобто: 
1x   22,58; 2x   16,77; 3x   11,62; 4x   6,45,  
тоді s=2 при  (5)2 1 3x k x   => (16,77 ≥ 14,36 ≥ 11,62).  
У цьому прикладі так само, як при нерівномірному типі розпо-
ділу, вбудовування додаткового терму здійснюватимемо після дру-




Етап 3. Обчислимо значення абсцис верхньої і нижньої основи 






































































  = 0; (5)
2a



































Етап 4. Нормуємо отримані результати за допомогою виразів 
(3.50) – (3.53) в два кроки. 
Крок 1. Обчислюємо нормуючі коефіцієнти за виразами (3.50) і 
(3.51): 
(5)
3k   0,78; 
(5)
3l   0,78. 
Крок 2. Нормуємо отримані еталони за допомогою (3.52) і 
(3.53): 
(5)
11b   0; 
(5)
21b   17,57; 
(5)
12b  32,63; 
(5)
22b   45,67; 
(5)
13b   56,71; 
(5)
23b   
67,88; 
(5)
14b   78,92; 
(5)
24b   87,96; 
(5)
15b   94,98; 
(5)
25b   100; 
(5)
1a   0; 
(5)
2a   17,57; 
(5)
3a   45,67; 
(5)
4a   67,88; 
(5)
5a   87,96; 
(5)
1c   
32,63; 
(5)
2c   56,71; 
(5)
3c   78,92; 
(5)
4c   94,98; 
(5)
5c   100. 
У результаті перетворень, для (5)
~DR
T  (див. (3.55)) отримаємо зна-
чення термів, числові еквіваленти яких занесені до таблиці 3.8 (див. 
рис. 3.23). 
  
Рис. 3.23. Терми еталонних значень з регресним типом розподілу НЧ для 
ЛЗ DR при 
(4)
~DR
T  та (5)
~DR
T  
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у = (17,57 – 0 > 45,67 – 32,63) Λ (45,67 – 32,63 > 67,88 – 56,71) Λ 
(67,88 – 56,71 > 87,96 – 78,92) Λ (87,96 – 78,92 > 100 – 94,98) Λ 
(32,63 – 17,57 > 56,71 – 45,67) Λ (56,71 – 45,67 > 78,92 – 67,88) Λ 
(78,92 – 67,88 > 94,98 – 87,96) = 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 = 1. 
Як видно, значення 1у   для 
(5)
~DR
T , як і для 
(4)
~DR
T , є істинним, 
що дозволяє зробити висновок про адекватність перетворень. 
Представлений метод реалізації функції трансформування ета-
лонів ЛЗ дозволить підвищити ефективність роботи системи АОР 
ІБ. Це здійснюється за допомогою вирішення завдання інкременту-
вання числа термів трапецієподібних НЧ без залучення експертів 
відповідної предметної галузі. Для розширення можливостей фун-
кції щодо реалізації процесу трансформування термів, потрібно 
здійснити розробку відповідних методів, які використовують інші 
класи параметричних НЧ, наприклад, трикутних. 
3.6. Метод інкрементування числа термів лінгвістичних  
змінних на трикутних нечітких числах 
У п. 3.5 був запропонований метод реалізації функції трансфор-
мування еталонів для трапецієподібних НЧ. Цей метод дозволяє 
здійснювати однократне інкрементування числа термів на основі 
оцінок експертів відповідної предметної галузі, які були виконані 
на етапі налаштування системи. Розширити можливості зазначених 
систем можна шляхом використання додаткового типу параметри-
чних НЧ, наприклад, трикутних. 
Для реалізації поставленої задачі використаємо формулу (3.44) з 
п. 3.5, де прирівнюємо bj=b1j=b2j, 1,j m  і отримаємо інший тип 
параметричних НЧ – трикутні. Для таких чисел вираз (3.44) може-
мо представити в наступному вигляді: 
( 1)
1 1 1 2 2 2 1 1 1
1 ( )
1 1 1 2 2 2
(( , , ), ( , , ),...,( , , ), ( , , ))
( (( , , ), ( , , ),..., ( , , ))).
m
m m m m m m
m
m m m
a b c a b c a b c a b c







де аj, сj  і bj, ( 1,j m ) відповідно абсциси нижньої та верхньої ос-
нови трикутних НЧ [4]. 
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Для реалізації заданої функції (3.56) пропонується метод, який 
дозволяє трансформувати еталони за рахунок вбудовування додат-
кового терму в ЛЗ, що базуються на параметричних трикутних НЧ. 
Метод містить 4 етапи. 
Етап 1. Пошук коригувальних параметрів. Для реалізації од-
нократного інкрементування числа термів, які були раніше сфор-
мовані експертним шляхом необхідно, відповідно для абсцис верх-
ньої і нижньої основ, визначити коригувальні параметри. Для цього 
скористаємося наступними виразами: 
( 1)
1
mk   ,
1
drb









m m m m m m
j j m m
j

























( 1) ( 1) ( 1)
1 2 ,
















( 1)ml   – коригувальні параметри відповідно 
для абсцис верхньої і нижньої основи трикутних НЧ, m – кількість 
вихідних терм-множин, а drb  – максимальне значення абсциси вер-
хньої основи трикутних НЧ. 
Етап 2. Визначення номера опорної вершини. Тут, необхідно 
знайти опорну вершину, тобто таке 
jx  ( 1, 1)j m  , за яким визна-
чається позиція вбудовування додаткового терму. Реалізація цього 
етапу здійснюється за допомогою виразу визначення опорної вер-
шини 
( ) ( )
1
m m
j j jx b b   
( 1, 1)j m  , поточний номер якої ( j ) буде 
відображатися змінною s. Таким чином, пошук номера опорної 
вершини здійснюється за допомогою визначення значення s, відпо-
відно до (3.59): 




mk   – коригуючий параметр, що визначається через (3.57).  
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Етап 3. Обчислення значень абсцис. Після знаходження номе-
ра опорної вершини необхідно визначити значення абсцис нижньої 
ja , jc   і верхньої jb  основи трикутних НЧ виду ~ jDRX
=( ja , jb , jc )LR, 
при 1, 1j m  , тобто здійснити їх перевизначення з урахуванням 
додаткового терму. Реалізацію цього етапу будемо здійснювати за 
допомогою таких виразів: 
( )
( 1)








b при j s
b








( 1, );j m
 
      
(3.60)
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( )
( 1) ( ) ( 1)
1 2











c при j s
c a l при j s






   

   
( 1, );j m
 
де m – кількість вихідних терм-множин. 
Етап 4. Нормування еталонів. Для завершення процесу однок-
ратного інкрементування необхідно здійснити нормування отрима-
них на етапі 3 еталонних значень. Даний етап виконується за допо-
могою 2-х кроків. Відзначимо, що після реалізації етапів 1 та 2 абс-
циси верхньої і нижньої основи трикутних НЧ були перевизначені за 
допомогою виразів (3.60) і (3.61). У результаті цього вони вийшли за 
межі визначення початкових еталонів. Для нормування отриманих 
результатів необхідно визначити відповідні коефіцієнти. 
Крок 1. Формування нормуючих коефіцієнтів здійснюється за 































,    (3.63) 
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де 
drb  і drc  відповідно максимальні значення абсцис верхньої і ни-
жньої основ трикутних НЧ. 
Крок 2. Нормування абсцис еталонних значень здійснюється за 





за виразами (3.64) і (3.65), тобто: 
( 1) ( 1) ( 1) ,m m mj jb b k
     ( 1, )j m ;  (3.64) 
( 1) ( 1) ( 1)
3
m m m
j ja a l
    ,  ( 1) ( 1) ( 1)3
m m m
j jc c l
    , ( 1, )j m . (3.65) 
Для ілюстрації роботи методу скористаємося конкретним прик-
ладом, де в якості вихідних даних, з урахуванням можливості по-
дальшої верифікації, будемо використовувати еталонні трикутні 
НЧ з рівномірним, нерівномірним, прогресним та регресним типом 
розподілу при m=4 (див. табл. 3.10). 
З урахуванням цього (3.56) набуває вигляду: 
1 2 3 4 5 1 2 3 4
(5) 1 (4)



















 ~ ~ ~~, , ,РН РС РВ ГР , (3.66) 
а РН – «Ступінь ризику порушення ІБ низький», РС – «Ступінь 
ризику порушення ІБ середній», РВ – «Ступінь ризику порушення 

















 ~ ~ ~ ~~, , , ,НР РН РС РВ ГР ,    (3.67) 
а НР – «Незначний ризик порушення ІБ», РН – «Ступінь ризику 
порушення ІБ низький», РС – «Ступінь ризику порушення ІБ сере-
дній», РВ – «Ступінь ризику порушення ІБ високий», ГР – «Грани-
чний ризик порушення ІБ ». 
Як видно при одноразовому інкрементуванні перевизначаються 
не тільки числові, а й лінгвістичні еквіваленти. У прикладі видно, 
що додалося значення НР (див. (3.67)). 
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Так як трикутні НЧ зручно описувати у вигляді 
~ jDR
X = ( ja , ,jb  
jc )LR, де ja , jc   і jb  відповідно абсциси нижньої і верхньої основи 
при 1,j m , то вираз (3.56) представимо у вигляді: 
(5)
1 1 1 2 2 2 3 3 3 4 4 4 5 5 5
1 (4)
1 1 1 2 2 2 3 3 3 4 4 4
(( , , ), ( , , ),( , , ),( , , ),( , , )
( (( , , ), ( , , ),( , , ),( , , ))).
DR a b c a b c a b c a b c a b c
FT DR a b c a b c a b c a b c

(3.68) 
Приклад 1 – рівномірний тип розподілу. Нехай ЛЗ DR
(4)
 (див. 
п. 3.5) задається термами з (3.66). Для визначення числових зна-
чень 
~ jDRT  ( 1,4)j   скористаємося даними з табл. 3.10 з рівномір-
ним типом розподілу НЧ, тобто для яких буде істинна умова рів-
номірності (див. (3.17) в п. 3.2), тобто: 
р   (b2 – b1 = b3 – b2) Λ (b3 – b2 = b4 – b3) = (33,33 – 0 =  
66,66 – 33,33) Λ (66,66 – 33,33 = 99,99 – 66,66) = 1 Λ 1 = 1.  
Як видно, 
р 1, то ЛЗ DR
(4)
 відповідає рівномірному типу ро-
зподілу. 
Для реалізації (3.56) за допомогою необхідних етапів розробле-










T  = (









Рівномірний (0; 0; 25)LR (8,3; 33,3; 58,3)LR (41,7; 66,6; 91,7)LR (75; 100; 100)LR 
Нерівномірний (0; 0; 39)LR (10; 22; 70)LR (45; 66; 92)LR (78; 100; 100)LR 
Прогресний (0; 0; 15,48)LR (5; 5; 41,29)LR (18; 20; 77,42)LR (52; 100; 100)LR 
Регресний (0; 0; 41,94)LR (22,58; 60; 72,9)LR (58,71; 90; 93,55)LR (84,52; 100; 100)LR 
Етап 1. Для визначення коригувальних параметрів скористає-
мося (3.57) і (3.58), тобто: 
(5)
1k  / 3drb   100/3 = 33,33;  
(5)
1l   (4) (4) (4) (4) (4) (4) (4) (4)2 1 3 1 4 2 4 3 / 4a a a c a c c c         (8,3 – 0 + 
41,7 – 25 + 75 – 58,3 + 100 – 91,7)/4 = 12,5;  
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(5)
2l   (4) (4) (4) (4) (4) (4)1 2 2 3 3 4 / 3c a c a c a      (25 – 8,3 + 58,3 – 41,7 
+ 91,7 – 75)/3 = 16,67;  
(5) (5) (5)
1 2l l l    12,5 + 16,67 = 29,17. 
Етап 2. Визначення номеру опорної вершини здійснимо за до-
помогою (3.59), тобто: 
(4) (4)
1 2 1x b b  = 33,33 – 0 = 33,33; 
(4) (4)
2 3 2x b b   = 66,66 – 33,33 = 
33,33; 
(4) (4)
3 4 3x b b   = 99,99 –66,66 = 33,33.  
Як видно: s=1+1=2 при  (5)2 1 1x k x   => (33,33 ≥ 33,33 ≥ 33,33); 
s=2+1=3 при  (5)3 1 2x k x   => (33,33 ≥ 33,33 ≥ 33,33), і т.д.  
Оскільки тип розподілу НЧ рівномірний, то опорних вершин 
буде декілька і, таким чином, за s можна використовувати будь-яку 
з j  ( 1,3)j  . Виходячи з цього, наприклад, вбудовування додатко-




Етап 3. Згідно (3.60) і (3.61), обчислимо значення абсцис верх-
ньої та нижньої основ трикутних НЧ, тобто: 
(5) (4)
1 1b b
   = 0 при 1 < 2;  
(5) (4)
2 2b b
   = 33,33 при 2 = 2;  
(5) (4) (5)
3 2 1b b k
    = 33,33 + 33,33 = 66,66 при 3 > 2;  
(5) (4) (5)
4 3 1b b k
    = 66,66 + 33,33 = 99,99 при 4 > 2;  
(5) (4) (5)
5 4 1b b k
    = 99,99 + 33,33 = 133,32 при 5 > 2.  
Таким чином, визначені абсциси верхньої основи і аналогічно 
обчислимо для нижньої, тобто: 
(5) (4)
1 1a a
  =0 при 1 < 4;  
(5) (4)
2 2a a
  = 8,33 при 2 < 4;  
(5) (4)
1 1c c
   = 25 при 1 < 2;  
(5) (4)
3 3a a
   = 41,66 при 3 < 4;  
(5) (4) (5)
2 3 2c a l
    = 41,66 + 16,67 = 58,33 при 2 = 2;  
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(5) (4) (5)
4 2 1a c l
    = 58,33 + 12,5 = 70,83 при 4 = 4;  
(5) (4) (5)
3 2c c l
   = 58,33 + 29,17 = 87,50 при 3 > 2;  
(5) (4) (5)
5 4a a l
    = 75 + 29,17 = 104,16 при 5 > 4;  
(5) (4) (5)
4 3c c l
    = 91,7 + 29,17 = 120,83 при 4 > 2;  
(5) (4) (5)
5 4c c l
    = 100 + 29,17 = 129,16 при 5 > 2. 
Етап 4. За допомогою (3.62) – (3.65) на основі двокрокової пос-
лідовності (при drb = drc =100) здійснимо нормування отриманих 
еталонних значень. 






100 / 133,32 = 0,75;  
(5) (5)
3 5/drl c c
 
 
100 / 129,16 = 0,77. 
Крок 2. Нормуємо отримані на етапі 3 еталонні значення за до-
помогою виразів (3.64) і (3.65), тобто:  
(5) (5) (5)
1 1b b k
 
 
= 0 × 0,75 = 0;  
(5) (5) (5)
2 2b b k
 
 
= 33,33 × 0,75 = 25;  
(5) (5) (5)
3 3b b k
 
 
= 66,66 × 0,75 = 50;  
(5) (5) (5)
4 4b b k
  = 99,99 × 0,75 = 75;  
(5) (5) (5)
5 5b b k
 
 
= 133,32 × 0,75 = 100; 
(5) (5) (5)
1 1 3a a l
 
 
= 0 × 0,77 = 0;  
(5) (5) (5)
2 2 3a a l
 
 
= 8,33 × 0,77 = 6,45;  
(5) (5) (5)
3 3 3a a l
 
 
= 41,66 × 0,77 = 32,26;  
(5) (5) (5)
4 4 3a a l
 
 
= 70,83 × 0,77 = 54,84;  
(5) (5) (5)
5 5 3a a l
 
 
= 104,16 × 0,77 = 80,65;  
(5) (5) (5)
1 1 3c c l
 
 
= 25 × 0,77 = 19,35;  
(5) (5) (5)
2 2 3c c l
 
 
= 58,33 × 0,77 = 45,16;  
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(5) (5) (5)
3 3 3c c l
 
 
= 87,5 × 0,77 = 67,74;  
(5) (5) (5)
4 4 3c c l
 
 
= 120,83 × 0,77 = 93,55;  
(5) (5) (5)
5 5 3c c l
 
 
= 129,16 × 0,77 = 100. 




T  з лінгвістичними значеннями в (3.67) і від-
повідними числовими еквівалентами, значення яких визначаються 
на кроці 2 етапу 4. 
Результуючі значення, отримані в процесі обчислення, занесені 
в табл. 3.11. 






T  = (











Рівномірний (0; 0; 19,35)LR (6,45; 25; 45,16)LR (32,26; 50; 67,74)LR (54,84; 75; 93,55)LR (80,65; 100; 100)LR 
Нерівномірний (0; 0; 29,85)LR (7,65; 16,5; 51,79)LR (34,44; 41,5; 77,04)LR (57,91; 74,5; 93,88)LR (83,16; 100; 100)LR 
Прогресний (0; 0; 11,91)LR (3,85; 3,75; 31,78)LR (13,85; 15; 55,21)LR (40,02; 40; 82,62)LR (67,44; 100; 100)LR 
Регресний (0; 0; 32,63)LR (17,57; 45; 56,71)LR (45,67; 70; 78,92)LR (67,88; 92,5; 94,98)LR (87,96; 100; 100)LR 
Далі обчислимо умову рівномірності для 
(5)
~DR
T :  










має 1р  , що говорить про екві-
валентність виконаних перетворень. Графічна інтерпретація вихід-
них і перетворених еталонів рівномірно розподілених НЧ 
(4)
~DRT  і 
(5)
~DR
T приведена на рис. 3.24. 
Приклад 2 – нерівномірний тип розподілу. Нехай вихідна ЛЗ 
DR
(4) 
 також, як і в прикладі 1, визначається термами з (3.66). Розг-
лянемо роботу методу на прикладі нерівномірно розподілених НЧ з 
відповідними числовими еквівалентами 
~ jDRT  ( 1,4)j   із табл. 3.10, 
тобто для яких буде істинною умова нерівномірності (див. (3.18) в 
п. 3.2):  
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н = (b2 – b1 ≠ b3 – b2)   (b3 – b2 ≠ b4 – b3) =  
(22 – 0 ≠ 66 – 22)   (66 – 22 ≠ 100 – 66) = 1  1 = 1.  
  













Далі виконаємо, відповідно до етапів 1-4, одноразове інкремен-
тування ЛЗ DR
(4) 
за виразом (3.68). 
Етап 1. Реалізуємо пошук коригувальних параметрів на основі 
(3.57) і (3.58), тобто: 
(5)
1k   
33,33; 
(5)




2l   
22,67; (5)l 30,67. 
Етап 2. Здійснюємо визначення номеру опорної вершини за фо-
рмулою (3.59), тобто: 
1x   22; 2x   44; 3x   34,  
тоді s=2 при  (5)2 1 1x k x  =>(44 ≥ 33,33 ≥ 22).  
У цьому прикладі вбудовування додаткового терму здійснюва-
тимемо після другої вершини, тобто між другим і третім термами 
(4)
~DRT . 
Етап 3. Реалізуємо обчислення значень абсцис верхньої і ниж-


































НР РН РС РВ ГР
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(5) (4) (5)
3 2 1b b k
  
 
= 55,33;  
(5) (4) (5)
4 3 1b b k
  
 
= 99,33;  
(5) (4) (5)
5 4 1b b k
  
 
= 133,33;  
(5) (4)
1 1a a
   = 0;  
(5) (4)
2 2a a





= 45;  
(5) (5) (5)
4 2 1a c l
  
 
= 75,67;  
(5) (4) (5)








= 39;  
(5) (4) (5)
2 3 2c a l
  
 
= 67,67;  
(5) (4) (5)
3 2c c l
  
 
= 100,67;  
(5) (4) (5)









Етап 4. На основі (3.62) – (3.65) та за допомогою 2-х кроків 
здійснимо нормування отриманих значень. 
Крок 1. Знаходимо нормуючі коефіцієнти за допомогою (3.62) і 
(3.63), тобто:  
(5)k   0,75; 
(5)
3l   0,77. 
Крок 2. Реалізуємо нормування отриманих еталонів відповідно 
до (3.64) і (3.65), тобто: 
(5)
1b   0; 
(5)
2b   16,50; 
(5)
3b  41,5; 
(5)
4b   74,5; 
(5)
5b   100;  
(5)
1a   0; 
(5)
2a   7,65; 
(5)
3a   34,44; 
(5)
4a   57,91; 
(5)
5a   83,16;  
(5)
1c   29,85; 
(5)
2c   51,79; 
(5)
3c   77,04; 
(5)
4c   93,88; 
(5)
5c   100. 




T  конкретні значення термів (3.67), а їх числові еквіва-
ленти відобразимо в табл. 3.11. Після проведених перетворень об-
числимо 
н  для 
(5)
~DR
T :  
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н  (16,5 – 0 ≠ 41,5 – 16,5)   (41,5 – 16,5 ≠ 74,5 – 41,5)    






так як і 
(4)
~DRT   істинна 1н  , що 
говорить про еквівалентність виконаних перетворень. Графічна 
інтерпретація вихідних і перетворених еталонів нерівномірно роз-
поділених НЧ 
(4)
~DRT  та 
(5)
~DR
T  наведена на рис. 3.25. 
  
Рис. 3.25. Терми еталонних значень нерівномірного розподілу НЧ для ЛЗ 
DR при 
(4)
~ DRT  та 
(5)
~DRT  
Приклад 3 – прогресний тип розподілу. Покажемо роботу 
представленого методу для ЛЗ DR
(4) 
з термами (3.66), числові зна-
чення яких 
~ jDRT  ( 1,4j  ) з табл. 3.10 мають прогресний тип розпо-
ділу, тобто для яких істинною є умова прогресії (див. (3.19) в 
п. 3.2): 
в = (b2 – b1 < b3 – b2) Λ (b3 – b2 < b4 – b3) =  
(5 – 0 < 20 – 5) Λ (20 – 5 < 100 – 20) = 1 Λ 1 = 1.  
Як видно, умова 1в   
істинна, що говорить про відповідність 
НЧ ЛЗ DR
(4)
 прогресному типу розподілу. 
За аналогією з прикладом для рівномірно розподілених НЧ зро-
бимо, відповідно до етапів 1-4, перетворення (3.68). 
Етап 1. Реалізуємо пошук коригувальних параметрів за вираза-
ми (3.57) і (3.58), тобто: 
(5)
1k   
33,33; 
(5)




2l   
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Етап 2. Визначимо номер опорної вершини за формулою (3.59), 
тобто: 
1x   5; 2x   15; 3x   80,  
тоді s=3 при  (5)3 1 2x k x   => (80 ≥ 33,33 ≥ 15).  
Тут вбудовування додаткового терму здійснюватимемо після 
третьої вершини, тобто між третім і четвертим термами 
(4)
~DRT . 
Етап 3. За допомогою (3.60) та (3.61) реалізуємо обчислення 





















= 133,3;  
(5)
1a
  = 0; (5)
2a


































Етап 4. За два кроки нормуємо отримані результати за допомо-
гою (3.62) – (3.65). 
Крок 1. Обчислюємо нормуючі коефіцієнти (див. (3.62) і (3.63)), 
тобто:  
(5)k   0,75; 
(5)
3l   0,77. 
Крок 2. Нормуємо отримані на етапі 3 еталони (див. (3.64) і 
(3.65)), тобто: 
(5)
1b   0; 
(5)




4b   40; 
(5)
5b   100;  
(5)
1a   0; 
(5)
2a   3,85; 
(5)
3a   13,85; 
(5)
4a   40,02; 
(5)
5a   67,44;  
(5)
1c   11,91; 
(5)
2c   31,78; 
(5)
3c   55,21; 
(5)
4c   82,62; 
(5)
5c   100. 
У результаті перетворень для 
(5)
~DR
T  (див. (3.67)) отримаємо зна-
чення термів, числові еквіваленти яких занесені в таблиці 3.11 (див. 
рис. 3.26). 
Далі перевіримо умову прогресії для 
(5)
~DR
T :  
в  
= (3,75 – 0 < 15 – 3,75) Λ (15 – 3,75 < 40 – 15) Λ  
(40 – 15 < 100 – 40) = 1 Λ 1 Λ 1 = 1.  
Як бачимо, значення 1в   для 
(5)
~DR
T  є істинним, що говорить 




Рис. 3.26. Терми еталонних значень з прогресним типом розподілу НЧ для 
ЛЗ DR при 
(4)
~ DRT  і 
(5)
~DRT  
Приклад 4 – регресний тип розподілу. Реалізуємо трансфор-
мування НЧ ЛЗ DR
(4)
, які приймають значення (3.66) з їх числови-
ми еквівалентами в табл. 3.10 і мають регресний тип розподілу, 
тобто для яких істинним є умова регресії (див. (3.20) в п. 3.2): 
у = (b2 – b1 > b3 – b2) Λ (b3 – b2 > b4 – b3) =  
(60 – 0 > 90 – 60) Λ (90 – 60 > 100 – 90) = 1 Λ 1 = 1.  
Як бачимо, умова 
у  1 істинна, значить НЧ ЛЗ DR
(4)
 відпові-
дають регресному типу розподілу. 
Реалізуємо у відповідності з етапами 1-4 однократне інкремен-
тування (3.68) ЛЗ DR
(4)
. 
Етап 1. Визначимо коригувальні параметри за виразами (3.57) і 
(3.58), тобто: 
(5)
1k   
33,33; 
(5)




2l   
14,19; (5)l   28,55. 
Етап 2. Здійснюємо пошук номера опорної вершини за форму-
лою (3.59), тобто: 
1x   60; 2x   30; 3x   10,  
тоді s=2 при  (5)2 1 1x k x   => (30 ≤ 33,33 ≤ 60).  
У цьому прикладі так само, як при нерівномірному типі розпо-
ділу, вбудовування додаткового терму здійснюватимемо після дру-
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Етап 3. Обчислимо значення абсцис верхньої і нижньої основи 





















= 133,33;  
(5)
1a
  = 0; (5)
2a




































Етап 4. Нормуємо отримані результати за допомогою (3.62) – 
(3.65) за два кроки. 
Крок 1. Обчислюємо нормуючі коефіцієнти за виразами (3.62) і 
(3.63), тобто:  
(5)k   0,75; 
(5)
3l   0,78. 
Крок 2. Нормуємо отримані зразки за допомогою формул (3.64) 
і (3.65), тобто: 
(5)
1b   0; 
(5)
2b   45; 
(5)
3b   
70; 
(5)
4b   92,5; 
(5)
5b   100;  
(5)
1a   0; 
(5)
2a   17,57; 
(5)
3a   45,67; 
(5)
4a   67,88; 
(5)
5a   87,96;  
(5)
1c   32,63; 
(5)
2c   56,71; 
(5)
3c   78,92; 
(5)
4c   94,98; 
(5)
5c   100. 
У результаті обчислень для 
(5)
~DR
T  (див. (3.67)) отримаємо значен-
ня термів, числові еквіваленти яких занесені до таблиці 3.11 
(див. рис. 3.27). 
  
Рис. 3.27. Терми еталонних значень з регресним типом розподілу НЧ для 
ЛЗ DR при 
(4)
~DR
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Перевіримо умову регресії для 
(5)
~DR
T :  
у = (45 – 0 > 70 – 45) Λ (70 – 45 > 92,5 – 70) Λ  
(92,5 – 70 > 100 – 9,52) = 1 Λ 1 Λ 1 = 1. 
Як видно, значення 
у  для 
(5)
~DR
T  так, як і для 
(4)
~DRT  є істинним, 
що дозволяє зробити висновок про адекватність перетворень. 
Таким чином, з метою вдосконалення роботи системи аналізу та 
оцінювання ризиків ІБ, запропоновано метод інкрементування по-
рядку ЛЗ, у якому, за рахунок модифікації функції одноразового 
інкрементування, розширюється можливість формалізації процесу 
еквівалентного трансформування еталонних ЛЗ, з параметричними 
трикутними НЧ, на один порядок без залучення експертів відповід-
ної предметної галузі, що дозволяє автоматизувати процес форму-
вання нових еталонів. 
3.7. Метод n-кратного інкрементування числа термів  
лінгвістичних змінних на трапецієподібних нечітких числах 
В [9, 10] та пп. 3.3-3.4 були представлені методи n-кратного де-
крементування (зниження) числа термів ЛЗ для трапецієподібних 
та трикутних НЧ, які дозволяють зменшувати порядок ЛЗ без залу-
чення експертів відповідної предметної галузі. Також були розроб-
лені методи інкрементування числа термів на один порядок для 
трапецієподібних та трикутних НЧ. Подальший розвиток цих мето-
дів дасть можливість узагальнити процес інкрементування числа 
термів, що дозволить удосконалити відповідні системи оцінювання 
ризиків. Виходячи з цього, розробимо метод, який дозволяє еквіва-
лентно перевизначати порядок (число термів) ЛЗ за допомогою n-
кратного інкрементування. 
Метод складається з трьох етапів, пов'язаних з формуванням, 
розширенням і частковим розширенням бази. 
Етап 1 – Формування бази. Для досягнення поставленої мети 
будемо використовувати метод n-кратного інкрементування числа 
термів ЛЗ на основі функції її трансформування на плюс один по-
рядок (див. п. 3.5), яка позначається як 1FT  (ЛЗ). За вихідну ЛЗ 
використаємо DR – «СТУПІНЬ РИЗИКУ» [3]. Для виведення базо-
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вої формули скористаємося послідовністю з n-членів підвищення 
DR
(m)
 [11] (m – кількість терм-множин) на один порядок, тобто: 
( 1) 1 ( )
( 2) 1 ( 1)
( 3) 1 ( 2)



























   (3.69) 
Виконуючи відповідні підстановки у формулі (3.69), отримаємо: 
( 2) 1 1 ( )
( 3) 1 1 1 ( )
( ) 1 1 1 1 ( )
( ( ));
( ( ( )));
...





DR FT FT DR
DR FT FT FT DR
DR FT FT FT FT DR
  
   










nFT   n-кратну послідовність реалізації 
функції інкрементування ЛЗ 1FT  , тоді (3.70) представимо у на-
ступному вигляді: 
( 2) 2 ( )
( 3) 3 ( )




















  (3.71) 
Таким чином, останній запис у (3.71) представимо як 
( ) ( )( )m n n mDR FT DR    (3.72) 
та визначимо як базову формулу (або базу) для інкрементування ЛЗ 
на n-й (+n) порядок. 
Етап 2 – Розширення бази. З урахуванням того, що ЛЗ (DR
(m)
) 














( , ,..., , )
~ ~ ~ ~
( ( , ,..., , ));
~ ~ ~ ~
( , ,..., , )
~ ~ ~ ~
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Виконавши відповідні підстановки у (3.73), отримаємо: 
1 2 1 2
1 2 1
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визначимо як розширення базової формули (3.72). 
Етап 3 – Часткове розширення бази. Так як ЛЗ DR
(m) 
предста-
вляється НЧ з різними ФН (dr) [4], а для цілей компактного опису 
такі ФН зручно описувати трапецієвидними НЧ виду 
~ DR j
X = (аj, b1j, 
b2j, сj)LR, де аj і сj  – абсциси нижньої основи, а b1j та b2j – абсциси 
верхньої основи трапеції [4] (при 1,j m ), то (3.75) представимо у 
вигляді: 
( )
1 11 21 1 2 12 22 2
1 1 1 2 1 1 1 2
( )
1 11 21 1 2 12 22 2
1 1 1 2 1 1 1 2
(( , , , ), ( , , , ),...,
( , , , ), ( , , , ))
( (( , , , ), ( , , , ),...,
( , , , ), ( , , , )))
m n
m n m n m n m n m n m n m n m n
n m
m m m m m m m m
DR a b b c a b b c
a b b c a b b c
FT DR a b b c a b b c
a b b c a b b c

           

   

  (3.76) 
і назвемо його першим частковим розширенням бази. 
Розглянемо роботу методу на конкретному прикладі, при цьому 
покладемо в основу перше часткове розширення бази. За вихідні 
дані, з урахуванням можливості подальшої верифікації, будемо 
використовувати еталонні трапецієподібні НЧ з рівномірним, нері-
вномірним, прогресним та регресним типом розподілу при m=3 
(див. табл. 3.12). 
Таблиця 3.12. Приклад еталонних трапецієподібних НЧ при m=3 




 = ( ja , 1 jb , 2 jb , jc )LR ( 1,3j  ) 
1~DRT  2~DRT  3~DRT  
Рівномірний (0; 0; 20; 40)LR (20; 40; 60; 80)LR (60; 80; 100; 100)LR 
Нерівномірний (0; 0; 18; 35)LR (18; 35; 60; 85)LR (60; 85; 100; 100)LR 
Прогресний (0; 0; 3; 16)LR (3; 16; 33; 65)LR (33; 65; 100; 100)LR 
Регресний (0; 0; 28; 51)LR (28; 51; 71; 87)LR (71; 87; 100; 100)LR 
Так як реалізація функції  розглядалася в п. 3.5, то 
можна здійснити відповідні перетворення при n = 2,3 . 
1 ( )( )mFT DR
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Оскільки обчислити узагальнену функцію досить складно, то 
реалізуємо такі перетворення у вигляді ітерацій. З цих позицій до-
цільно скористатися виразом (3.70). 
Нехай n=2, а m=3 (m – кількість термів в ЛЗ), тоді (3.70) набуває 
вигляду: 
(5) 1 1 (3)( ( )),DR FT FT DR   
а (3.75) буде мати наступний вигляд: 
1 2 3 4 5 1 2 3
(5) 1 1 (3)
~ ~ ~ ~ ~~ ~ ~
















1 2 3~~ ~




 ~ ~~, ,РН РС РВ , 1,3,j   (3.77) 
а РН – «Ступінь ризику порушення ІБ низький», РС – «Ступінь 
ризику порушення ІБ середній», РВ – «Ступінь ризику порушення 













1 2 3 4 5~~ ~~ ~





 ~ ~~ ~ ~, , , ,НР РН РС РВ ГР ,   (3.78) 
а НР – «Незначний ризик порушення ІБ», РН – «Ступінь ризику 
порушення ІБ низький», РС – «Ступінь ризику порушення ІБ сере-
дній», РВ – «Ступінь ризику порушення ІБ високий», ГР – «Грани-
чний ризик порушення ІБ». Виходячи із цього, (3.76) можна пред-
ставити у наступному вигляді: 
(5)
1 11 21 1 2 12 22 2
3 13 23 3 4 14 24 4 5 15 25 5
1 1 (3)
1 11 21 1
2 12 22 2 3 13 23 3
(( , , , ), ( , , , ),
( , , , ),( , , , ),( , , , ))
( ( (( , , , ),
( , , , ),( , , , )))).
DR a b b c a b b c
a b b c a b b c a b b c
FT FT DR a b b c





Приклад 1 – рівномірний тип розподілу. Нехай ЛЗ DR
(3)
 ви-
значається термами із (3.77). Для ініціалізації числових значень 
,
~ j
DRT  1,3j   скористаємося даними в табл. 3.12 з рівномірним ти-
пом розподілу НЧ, тобто для яких буде істинною умова рівномір-
ності (див. (3.6) в п. 3.1): 
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р   
(b21 – b11 = b22 – b12) Λ (b22 – b12 = b23 – b13) Λ  
(b12 – b21 = b13 – b22)  = (20 – 0 = 60 – 40) Λ  
(60 – 40 = 100– 80) Λ (40 – 20= 80 – 60) = 1 Λ 1 Λ 1 = 1.  
Як бачимо, умова рівномірності істинна (
р 1), відповідно НЧ 
ЛЗ DR
(3) 
 відповідає рівномірному типу розподілу (див. рис. 3.28, а, 
б і табл. 3.12, 3.13)). 
  
а) б) 
Рис. 3.28. Терми еталонних значень рівномірно розподілених НЧ  
для ЛЗ DR: а) 
(3)
~DR




Для реалізації функції (3.76) за допомогою виконання необхід-
них етапів (див. п. 3.5) можна здійснити n-кратне інкрементування 
заданої в (3.79) ЛЗ DR
(3) 
при n=2. Інкрементування на 2 порядки 
здійснюватимемо за допомогою 2-кратної ітерації. 
Етап 1. Для визначення коригувальних параметрів скористає-
мося виразами (3.45) і (3.46) в п. 3.5. 
Перша ітерація: 
(4)
1k   (3) (3) (3) (3) (3) (3)21 11 22 12 23 13 / 3b b b b b b        
(20 – 0 + 60 – 40 + 100 – 80) / 3 = 20,  
(4)
2k   (3) (3) (3) (3)12 21 13 22 / 2b b b b    (40–20 + 80 – 60)/2 = 20,  
(4) (4) (4)
1 2k k k    
20 + 20 = 40, 
(4)
1l   (3) (3) (3) (3) (3) (3)2 1 3 1 3 2 / 3a a a c c c        
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(4)
2l   (3) (3) (3) (3)1 2 2 3 / 2c a c a    (40 – 20 + 80 – 60)/2 = 20,  
(4) (4) (4)
1 2l l l    
20 + 20 = 40. 
Друга ітерація:  
(5)
1k   (4) (4) (4) (4) (4) (4) (4) (4)21 11 22 12 23 13 24 14 / 4b b b b b b b b          
(14,29 – 0 + 42,86 – 28,57 + 71,43 – 57,16 + 100,0 – 85,71) / 4 = 14,29,  
(5)
2k   (4) (4) (4) (4) (4) (4)12 21 13 22 14 23 / 3b b b b b b        
(28,57 – 14,29 + 57,14 – 42,86 + 85,71 – 71,43)/3 = 14,29,  
(5) (5) (5)
1 2k k k    
14,29 + 14,29 = 28,58, 
(5)
1l   (4) (4) (4) (4) (4) (4) (4) (4)2 1 3 1 4 2 4 3 / 4a a a c a c c c          
(14,29 – 0 + 42,86 – 28,57 + 71,43 – 57,14 + 100,0 – 85,71) / 4 = 14,29,
  
(5)
2l   (4) (4) (4) (4) (4) (4)1 2 2 3 3 4 / 3c a c a c a        
(28,57 – 14,29 + 57,14 – 42,86 + 85,71 – 71,43)/3 = 14,29,  
(5) (5) (5)
1 2l l l    
14,29 + 14,29 = 28,58.
 
Етап 2. Визначення номера опорної вершини здійснимо за до-
помогою (3.47) в п. 3.5, тобто: 
перша ітерація – 
(3) (3)
1 21 11x b b  = 20 – 0 = 20,  
(3) (3)
2 22 12x b b   = 60 – 40=20,  
(3) (3)
3 23 13x b b   = 100 –80 = 20.  
Як видно, s=1 при  (4)1 1 2x k x   => (20 ≤ 20 ≤ 20), s=2 при
 (4)2 1 3x k x   => (20 ≤ 20 ≤ 20), і т.д. 
Оскільки тип розподілу НЧ рівномірний, то опорних вершин 
буде декілька і, таким чином, в якості s можна використовувати 
будь-яку з  ( 1,3)j  . Виходячи з цього, наприклад, вбудовування 
додаткового терму здійснимо після першої вершини, тобто між 
першим і другим термами ; 
друга ітерація –  
(4) (4)







2 22 12x b b   = 42,86 – 28,57=14,29,  
(4) (4)
3 23 13x b b   = 71,43 –57,14 = 14,29,  
(4) (4)
4 24 14x b b   = 100,0 – 85,71 = 14,29.  
Як видно, s=1 при  (5)1 1 2x k x   => (14,29 ≤ 14,29 ≤ 14,29), s=2 
при  (5)2 1 3x k x   => (14,29 ≤ 14,29 ≤14,29), і т.д.  
За аналогією з першою ітерацією в якості s можна використову-
вати будь-яку з  ( 1,4)j  . Виходячи з цього, наприклад, вбудову-
вання додаткового терму здійснимо після першої вершини, тобто 
між першим і другим термами 
(4)
~ .DRT  
Етап 3. Відповідно до (3.48) і (3.49) в п. 3.5, обчислимо значен-
ня абсцис верхньої та нижньої основи трапеції, тобто: 
перша ітерація – 
 
= 0 при 1 < 2,  
(4) (3)
21 21b b
   
= 20 при 1 < 2,
  
(4) (3) (4)
12 21 2b b k
    
= 20 + 20 = 40 при 2 = 2,
  
(4) (4) (4)
22 12 1b b k
    
= 40 + 20 = 60 при 2 = 2,
  
(4) (3) (4)
13 12b b k
    
= 40 + 40 = 80 при 3 > 2,
  
(4) (3) (4)
23 22b b k
    
= 60 + 40 = 100  3 > 2,
  
(4) (3) (4)
14 13b b k
    
= 80 + 40 = 120 при 4 > 2,
  
(4) (3) (4)
24 23b b k
    
= 100 + 40 = 140 при 4 > 2. 
Аналогічно обчислюються абсциси нижньої основи, тобто:  
(4) (3)
1 1a a
   




   
= 20 при 2 < 3,
  
(4) (3) (4)
1 2 2c a l
    
= 20 + 20 = 40 при 1 = 1,
  
(4) (4) (4)
3 1 1a c l
    
= 40 + 20 = 60 при 3 = 3, 
 
(4) (3) (4)
2 1c c l
    








4 3a a l
    
= 60 + 40 = 100 при 4 > 3,
  
(4) (3) (4)
3 2c c l
    




4 3c c l
    
= 100 + 40 = 140 при 4 > 1; 
друга ітерація –  
(5) (4)
11 11b b
   
= 0 при 1 < 2,  
(5) (4)
21 21b b
   
= 14,29 при 1 < 2,
  
(5) (4) (5)
12 21 2b b k
    
= 14,29 + 14,29 = 28,58 при 2 = 2,
  
(5) (5) (5)
22 12 1b b k
    
= 28,58 + 14,29 = 42,87 при 2 = 2, 
 
(5) (4) (5)
13 12b b k
    
= 28,58 + 28,58 = 57,16 при 3 > 2,
  
(5) (4) (5)
23 22b b k
    
= 42,87 + 28,58 = 71,45 при 3 > 2,
  
(5) (4) (5)
14 13b b k
    
= 57,16 + 28,58 = 85,74 при 4 > 2,
  
(5) (4) (5)
24 23b b k
    




15 14b b k
   = 85,74 + 28,55 = 114,32 при 5 > 2, 
 
(5) (4) (5)
25 24b b k
    
= 100,03 + 28,58 = 128,61 при 5 > 2. 
Аналогічно обчислимо абсциси нижньої основи, тобто:  
(5) (4)
1 1a a
   




   
= 14,285 при 2 < 3,
  
(5) (4) (5)
1 2 2c a l
    
= 14,285 + 14,285 = 28,57 при 1 = 1,
  
(5) (4) (5)
3 1 1a c l
    
= 28,57 + 14,29 = 42,86 при 3 = 3,
  
(5) (4) (5)
2 1c c l
    
= 28,57 + 28,57 = 57,14 при 2 > 1, 
 
(5) (4) (5)
4 3a a l
    
= 42,86 + 28,57 = 71,43 при 4 > 3,
  
(5) (4) (5)
3 2c c l
    
= 57,14 + 28,57 = 85,71 при 3 > 1,
   
(5) (4) (5)
5 4a a l
    
= 71,43 + 28,57 = 100,0 при 5 > 3,
  
(5) (4) (5)
4 3c c l
    
= 85,71 + 28,57 = 114,29 при 4 > 1,
  
(5) (4) (5)
5 4c c l
    
= 100,00 + 28,57 = 128,57 при 5 > 1. 
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Етап 4. За допомогою (3.50) – (3.53) в п. 3.5 на основі двокроко-
вої послідовності (при drb  = drc = 100)  здійснимо нормування 
отриманих еталонних значень. 
Перша ітерація: 
Крок 1. Обчислюємо нормуючі коефіцієнти за виразами (3.50) і 
(3.51): 
(4) (4)
3 24/drk b b
 
 
100 / 140 = 0,71,  
(4) (4)
3 4/drl c c
 
 
100 / 140 = 0,71. 
Крок 2. Нормуємо отримані на етапі 3 еталонні значення за до-
помогою (3.52) і (3.53): 
(4) (4) (4)
11 11 3b b k
 
 
= 0 × 0,71 = 0,  
(4) (4) (4)
21 21 3b b k
 
 
= 20 × 0,71 = 14,29,  
(4) (4) (4)
12 12 3b b k
 
 
= 40 × 0,71 = 28,57,  
(4) (4) (4)
22 22 3b b k
  = 60 × 0,71 = 42,86,  
(4) (4) (4)
13 13 3b b k
 
 
= 80 × 0,71 = 57,14,  
(4) (4) (4)
23 23 3b b k
 
 
= 100 × 0,71 = 71,43,  
(4) (4) (4)
14 14 3b b k
 
 
= 120 × 0,71 = 85,71,  
(4) (4) (4)
24 24 3b b k
 
 
= 140 × 0,71 = 100, 
(4) (4) (4)
1 1 3a a l
 
 
= 0 × 0,71 = 0,  
(4) (4) (4)
2 2 3a a l
 
 
= 20 × 0,71 = 14,29,  
(4) (4) (4)
3 3 3a a l
 
 
= 60 × 0,71 = 42,86,  
(4) (4) (4)
4 4 3a a l
 
 
= 100 × 0,71 = 71,43, 
(4) (4) (4)
1 1 3c c l
 
 
= 40 × 0,71 = 28,57,  
(4) (4) (4)
2 2 3c c l
 
 
= 80 × 0,71 = 57,14,  
(4) (4) (4)
3 3 3c c l
 
 
= 120 × 0,71 = 85,71,  
(4) (4) (4)
4 4 3c c l
 
 
= 140 × 0,71 = 100. 
Друга ітерація: 
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Крок 1. Обчислюємо нормуючі коефіцієнти за виразами (3.50) і 
(3.51): 
(5) (5)
3 25/drk b b
   100 / 128,57 = 0,78,  
(5) (5)
3 5/drl c c
   100 / 128,57 = 0,78. 
Крок 2. Нормуємо отримані на етапі 3 еталонні значення за до-
помогою (3.52) і (3.53): 
(5) (5) (5)
11 11 3b b k
 
 
= 0 × 0,78 = 0,  
(5) (5) (5)
21 21 3b b k
 
 
= 14,29 × 0,78 = 11,11,  
(5) (5) (5)
12 12 3b b k
 
 
= 28,57 × 0,78 = 22,22,  
(5) (5) (5)
22 22 3b b k
  = 42,86 × 0,78 = 33,33,  
(5) (5) (5)
13 13 3b b k
 
 
= 57,14 × 0,78 = 44,44,  
(5) (5) (5)
23 23 3b b k
 
 
= 71,43 × 0,78 = 55,55,  
(5) (5) (5)
14 14 3b b k
 
 
= 85,71 × 0,78 = 66,66,  
(5) (5) (5)
24 24 3b b k
 
 
= 100,00 × 0,78 = 77,77,  
(5) (5) (5)
15 15 3b b k
 
 
= 114,29 × 0,78 = 88,88,  
(5) (5) (5)
25 25 3b b k
 
 
= 128,57 × 0,78 = 100, 
(5) (5) (5)
1 1 3a a l
 
 
= 0 × 0,78 = 0,  
(5) (5) (5)
2 2 3a a l
 
 
= 14,29 × 0,78 = 11,11,  
(5) (5) (5)
3 3 3a a l
 
 
= 42,86 × 0,78 = 33,33,  
(5) (5) (5)
4 4 3a a l
 
 
= 71,43 × 0,78 = 55,55,  
(5) (5) (5)
5 5 3a a l
 
 
= 100,0 × 0,78 = 77,77,  
(5) (5) (5)
1 1 3c c l
 
 
= 28,57 × 0,78 = 22,22,  
(5) (5) (5)
2 2 3c c l
 
 
= 57,14 × 0,78 = 44,44,  
(5) (5) (5)
3 3 3c c l
 
 
= 85,71 × 0,78 = 66,66,  
(5) (5) (5)
4 4 3c c l
 
 
= 114,29 × 0,78 = 88,88,  
(5) (5) (5)
5 5 3c c l
 
 
= 128,57 × 0,78 = 100. 
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T  лінгвістичні величини (див. (3.78)) з відповідними число-
вими еквівалентами, значення яких визначені на кроці 2 етапу 4 і 
занесені в таблицю 3.13. 
Таблиця 3.13. Інкрементованні еталонні трапецієподібні НЧ 
















(0; 0; 11,11; 22,22)LR (11,11; 22,22; 33,33; 
44,44)LR 
(33,34; 44,44; 55,55; 
66,66)LR 
(55,55; 66,66; 77,77; 
88,88)LR 
(77,77; 88,88; 100; 
100)LR 
Нерівномірний 
(0; 0; 9,97; 19,37)LR (9,96; 21,59; 32,29; 
44,83)LR 
(33,21; 41,7; 55,54; 
67,16)LR 
(55,54; 67,16; 77,86; 
91,7)LR 
(77,86; 91,7; 100; 
100)LR 
Прогресний 
(0; 0; 1,65; 8,81)LR (1,65; 8,81; 18,17; 
30,55)LR 
(18,17; 30,55; 40,64; 
53,03)LR 
(40,64; 53,03; 63,12; 
80,73)LR 
(63,12; 80,73; 100; 
100)LR 
Регресний 
(0; 0; 15,58; 26,44)LR (15,58; 26,44; 37,76; 
48,61)LR 




(83,86; 92,76; 100; 
100)LR 





(див. (3.6) з п. 3.1): 
р   (11,11 – 0 = 33,33 – 22,22) Λ (33,33 – 22,22 = 55,55 – 44,44) Λ 
(55,55 – 44,44 = 77,77 – 66,66) Λ (77,77 – 66,66 = 100 – 88,88) Λ 
(22,22 – 11,11 = 44,44 – 33,33) Λ (44,44 – 33,33 = 66,66 – 55,55) Λ 











має 1р  , що говорить про екві-
валентність виконаних перетворень. Графічна інтерпретація вихід-
них і перетворених еталонів рівномірно розподілених НЧ 
(3)
~DR





приведена на рис. 3.28 (а, б). 
Приклад 2 – нерівномірний тип розподілу. Нехай ЛЗ DR
(3)
 так, 
як і в прикладі 1, визначається термами в (3.77). Розглянемо роботу 
методу на прикладі нерівномірно розподілених за віссю dr НЧ з їх 
числовими еквівалентами ,
~ j
DRT  1,3j   (див. табл. 3.12), тобто для 
яких буде істинною умова нерівномірності (див. (3.9) в п. 3.1): 
н = (b21 – b11 ≠ b22 – b12)  (b22 – b12 ≠ b23 – b13) + (b12 – b21 ≠ b13 – b22) 
= (18 – 0 ≠ 60– 35)  (60 – 35 ≠ 100 – 85) + (35 – 18 ≠ 85 – 60)  





Як бачимо, умова нерівномірності істинна ( н =1). Це говорить 
про відповідність НЧ ЛЗ DR
(3) 
такому типу розподілу як нерівномі-
рний. 
Далі виконаємо, відповідно до етапів 1-4 (див. п. 3.5), n-кратне 
інкрементування ЛЗ DR
(3) 
за виразом (3.76). 
Етап 1. Реалізуємо пошук коригувальних параметрів за виразами 
(3.45) і (3.46), тобто: 
перша ітерація – 
(4)
1k   
19,33, 
(4)










2l   
21, 
(4)l  40,33; 
друга ітерація –  
(5)
1k   
13,78, 
(5)










2l   
14,94, 
(5)l 28,74. 
Етап 2. Тут можна здійснити визначення номеру опорної вер-
шини за формулою (3.47), тобто: 
перша ітерація – 1x   18, 2x   25, 3x   15, тоді s=2 при 
 (4)2 1 3x k x  =>(25≥19,33≥15). У цьому прикладі вбудовування 
додаткового терму здійснюватимемо після другої вершини, тобто 




друга ітерація – 1x   12,83, 2x   17,81, 3x   13,78, 4x   10,69, 
тоді s=1 при  (5)1 1 2x k x  =>(12,83≤13,78≤17,81). Тут вбудовуван-
ня додаткового терму здійснюватимемо після першої вершини, тоб-




Етап 3. Реалізуємо обчислення значень абсцис верхньої та ниж-
ньої основи трапеції за допомогою (3.48) і (3.49), тобто: 




















= 60,  
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(4) (3) (4)
13 22 2b b k
  
 
= 81,  
(4) (4) (4)
23 13 1b b k
  
 
= 100,33,  
(4) (3) (4)
14 13b b k
  
 
= 125,33,  
(4) (3) (4)






   = 0,  
(4) (3)
2 2a a





= 60,  
(4) (4) (4)
4 2 1a c l
  
 





= 35,  
(4) (3) (4)
2 3 2c a l
  
 
= 81,  
(4) (3) (4)
3 2c c l
  
 
= 125,33,  
(4) (3) (4)
























= 41,57,  
(5) (4) (5)
13 22 2b b k
  
 
= 53,68,  
(5) (5) (5)
23 13 1b b k
  
 
= 71,50,  
(5) (4) (5)
14 13b b k
  
 
= 86,46,  
(5) (4) (5)
24 23b b k
  
 
= 100,24,  
(5) (4) (5)
15 14b b k
  
 
= 118,05,  
(5) (4) (5)






   = 0,  
(5) (4)
2 2a a






= 42,76,  
(5) (5) (5)
4 2 1a c l
  
 
= 71,50,  
(5) (4) (5)
5 4a a l
  
 





= 24,94,  
(5) (4) (5)
2 3 2c a l
  
 
= 57,72,  
(5) (4) (5)
3 2c c l
  
 
= 86,46,  
(5) (4) (5)
4 3c c l
  
 
= 118,05,  
(5) (4) (5)




Етап 4. На основі (3.50) – (3.53) за 2 кроки здійснимо норму-
вання отриманих значень. 





3k   0,71, 
(4)




3k   0,78, 
(5)
3l   0,78. 
Крок 2. Реалізуємо нормування отриманих еталонів відповідно 
до виразів (3.52) і (3.53), тобто: 
перша ітерація – 
(4)
11b   0, 
(4)
21b   12,83, 
(4)
12b  24,94, 
(4)
22b   42,76, 
(4)
13b   57,72,  
(4)
23b   71,5, 
(4)
14b   89,31, 
(4)
24b   100, 
(4)
1a   0, 
(4)
2a   12,83, 
(4)
3a   42,76, 
(4)
4a   71,5, 
(4)
1c   24,94,  
(4)
2c   57,72, 
(4)
3c   89,31, 
(4)
4c   100, 
друга ітерація –  
(5)
11b   0, 
(5)




22b  32,29, 
(5)
13b   41,7,  
(5)
23b   55,54, 
(5)
14b   67,16, 
(5)
24b   77,86, 
(5)
15b   91,7, 
(5)
25b   100, 
(5)
1a   0, 
(5)
2a   9,96, 
(5)
3a   33,21, 
(5)
4a   55,54, 
(5)
5a   77,86,  
(5)
1c   19,37, 
(5)
2c   44,83, 
(5)
3c   67,16, 
(5)
4c   91,7, 
(5)
5c   100. 
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відповідні значення термів (див. 3.78), а їх числові еквіваленти ві-
добразимо в табл. 3.13. 




н   (9,96 – 0 ≠ 32,29 – 21,59)   (32,29 – 21,59 ≠ 55,54 – 41,7)   
(55,54 – 41,7 ≠ 77,86 – 67,16)   (77,86 – 67,16 ≠ 100 – 91,7) + (21,59 
– 9,96 ≠ 41,7 – 32,29)   (41,7 – 32,29 ≠ 67,16 – 55,54)   (67,16 – 






так , як і (3)
~DR
T є істинною 1н  , що 
говорить про еквівалентність виконаних перетворень. 
Графічна інтерпретація вихідних і перетворених еталонів нерів-
номірно розподілених НЧ (3)
~DR
T  і 
(5)
~DR
T  наведена на рис. 3.29 (а, б). 
  
а) б) 









Приклад 3 – прогресний тип розподілу. Покажемо дію пред-
ставленого методу для ЛЗ DR
(3) 
з термами в (3.77), числові значен-
ня яких ,
~ j
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за віссю dr, тобто для якого істинною є умова прогресії (див. (3.10) 
в п. 3.1): 
в = (b21 – b11 < b22 – b12) Λ (b22 – b12 < b23 – b13) Λ (b12 – b21 < b13 – b22) 
= (3 – 0 < 33 – 15,48) Λ (33 – 16 < 100 – 65) Λ (16– 3 < 100 – 65)  
= 1 Λ 1 Λ 1 = 1.  
Як видно, умова 1в   істинна, що говорить про відповідність 
НЧ ЛЗ DR
(3)
 прогресному типу розподілу. 
За аналогією з прикладом для рівномірно розподілених НЧ зро-
бимо, відповідно до етапів 1-4 (див. п. 3.5), перетворення (3.76). 
Етап 1. Реалізуємо пошук коригувальних параметрів за вираза-
ми (3.45) і (3.46), тобто: 
перша ітерація – 
(4)
1k   
18,33, 
(4)










2l   
22,5, 
(4)l   40,83; 
друга ітерація – 
(5)
1k   
13,02, 
(5)










2l   
15,98, 
(5)l   28,99. 
Етап 2. Тепер визначимо номер опорної вершини за формулою 
(3.47), тобто: 
перша ітерація – 1x   3, 2x   17, 3x   35, тоді s=2 при 
 (4)2 1 3x k x   => (17 ≤ 18,33 ≤ 35). Тут вбудовування додаткового 




друга ітерація – 1x   2,13, 2x   12,07, 3x   13,02, 4x   24,85, 
тоді s=2 при  (5)2 1 3x k x   => (12,07 ≤ 13,02 ≤ 13,02). Тут вбудову-
вання додаткового терму здійснюватимемо після другої вершини, 
тобто між другим і третім термами (4)
~DR
T . 
Етап 3. За допомогою (3.48) і (3.49) реалізуємо обчислення зна-
чень абсцис верхньої і нижньої основ трапеції, тобто: 






































  = 0, (4)
2a







































































  = 0, (5)
2a




































Етап 4. Далі нормуємо отримані результати за допомогою (3.50) 
– (3.53) в два кроки. 
Крок 1. Обчислюємо нормуючі коефіцієнти (див. (3.50) і (3.51) в 
п. 3.5): 
перша ітерація – 
(4)
3k   0,71, 
(4)
3l   0,71; 
друга ітерація – 
(5)
3k   0,78, 
(5)
3l   0,78. 
Крок 2. Нормуємо отримані на етапі 3 еталони (див. (3.52) і 
(3.53) в п. 3.5):  
перша ітерація –  
(4)
11b   0, 
(4)
21b   2,13, 
(4)
12b  11,36, 
(4)
22b   23,43,  
(4)
13b   39,41, 
(4)
23b   52,43, 
(4)
14b   75,15, 
(4)
24b   100, 
(4)
1a   0, 
(4)
2a   2,13, 
(4)
3a   23,43, 
(4)
4a   52,43,  
(4)
1c   11,36, 
(4)
2c   39,41, 
(4)
3c   75,15, 
(4)
4c   100; 
друга ітерація –  
(5)
11b   0, 
(5)




22b   18,17, 
(5)
13b   30,55,  
(5)
23b   40,64, 
(5)
14b   53,03, 
(5)
24b   63,12, 
(5)
15b   80,73, 
(5)
25b   100, 
(5)
1a   0, 
(5)
2a   1,65, 
(5)
3a   18,17, 
(5)
4a   40,64, 
(5)
5a   63,12,  
(5)
1c   8,81, 
(5)
2c   30,55, 
(5)
3c   53,03, 
(5)
4c   80,73, 
(5)
5c   100. 
Для (5)
~DR
T  (див. (3.78)) отримаємо значення термів, числові екві-




Рис. 3.30. Терми еталонних значень з прогресним типом розподілу НЧ  
для ЛЗ DR: а) (3)
~DR
T ; б) (5)
~DR
T  
Далі перевіримо умову прогресії для (5) .
~DR
T  Процес n-кратного 
інкрементування передбачає додавання додаткових термів і форму-
вання їх на тих судженнях експертів, які вже існують, тому значен-
ня додаткових термів можуть збігатися, отже, необхідно сформува-
















  (b1j+1-b2j ≤ b1j+2-b2j+1), 
відповідно для (5)
~DR
T –  
в   (b21 – b11 ≤ b22 – b12) Λ (b22 – b12 ≤ b23 – b13) Λ (b23 – b13 ≤ b24 – b14) 
Λ (b24 – b14 ≤ b25 – b15) Λ (b12 – b21 ≤ b13 – b22) Λ (b13 – b22 ≤ b14 – b23) Λ 
(b14 – b23 ≤ b15 – b24)  
= (1,65 – 0 ≤ 18,17 – 8,81) Λ (18,17 – 8,81 ≤ 40,64 
– 30,55) Λ (40,64 – 30,55 ≤ 63,12 – 53,03) Λ (63,12 – 53,03 ≤ 100 – 
80,73) Λ (8,81 – 1,65 ≤ 30,55 – 18,17) Λ (30,55 – 18,17 ≤ 53,03 – 40,64) 
Λ (53,03 – 40,64 ≤ 80,73 –63,12) = 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 = 1.  
Як бачимо, значення 1в   для 
(5)
~DR
T є істинним, що говорить 
про адекватність виконаних перетворень. 
Приклад 4 – регресний тип розподілу. Реалізуємо трансфор-
мування НЧ ЛЗ DR
(3)
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лові еквіваленти з табл. 3.12 та регресний тип розподілу за віссю 
dr, тобто для яких істинним є умова регресії (див. (3.11) в п. 3.1), 
тобто: 
у   (b21 – b11 > b22 – b12) Λ (b22 – b12 > b23 – b13) Λ (b12 – b21 > b13 – 
b22) = (28 – 0 > 71 – 51) Λ (71 – 51 > 100 – 87) Λ (51 – 28 > 87 – 71)  
= 1 Λ 1 Λ 1 = 1.  
Як бачимо, умова у  1 істинна, значить НЧ ЛЗ DR
(3)
 відпові-
дає регресному типу розподілу. Реалізуємо у відповідність з етапа-
ми 1-4 (див. п. 3.5) n-кратне інкрементування (3.44) ЛЗ DR
(3)
. 
Етап 1. Визначимо коригувальні параметри за виразами (3.45) і 
(3.46), тобто: 
перша ітерація – 
(4)
1k   
20,33, 
(4)










2l   
19,5, 
(4)l   39,83; 
друга ітерація – 
(5)
1k   
14,54, 
(5)










2l   
13,95, 
(5)l   28,49. 
Етап 2. Здійснюємо пошук номера опорної вершини за форму-
лою (3.47), тобто: 
перша ітерація – 1x   28, 2x   20, 3x   13, тоді s=1 при 
 (4)1 1 2x k x   => (28 ≥ 20,33 ≥ 20). У цьому прикладі так само, як 
при нерівномірному типі розподілу, вбудовування додаткового 




друга ітерація – 1x   20,02, 2x   14,54, 3x   14,3, 4x   9,3, тоді 
s=1 при  (5)1 1 2x k x   => (20,02 ≥ 14,54 ≥ 14,54). Тут вбудовування 
додаткового терму здійснюватимемо після першої вершини, тобто 
між першим і другим термами (4)
~DR
T . 
Етап 3. Обчислимо значення абсцис верхньої і нижньої основи 
трапеції за допомогою (3.48) і (3.49), тобто: 






































  = 0, (4)
2a







































































  = 0, (5)
2a




































Етап 4. Нормуємо отримані результати за допомогою (3.50) – 
(3.53) в два кроки. 
Крок 1. Обчислюємо нормуючі коефіцієнти за виразами (3.50) і 
(3.51): 
перша ітерація – 
(4)
3k   0,72, 
(4)
3l   0,72; 
друга ітерація – 
(5)
3k   0,78, 
(5)
3l   0,78. 
Крок 2. Нормуємо отримані еталони за допомогою (3.52) і 
(3.53): 
перша ітерація – 
(4)
11b   0, 
(4)
21b   20,02, 
(4)
12b  33,97, 
(4)
22b   48,51, 
(4)
13b   64,96,  
(4)
23b   79,26, 
(4)
14b   90,7, 
(4)
24b   100, 
(4)
1a   0, 
(4)
2a   20,02, 
(4)
3a   48,51, 
(4)
4a   79,26, 
(4)
1c   33,97,  
(4)
2c   64,96, 
(4)
3c   90,7, 
(4)
4c   100; 
друга ітерація –  
(5)
11b   0, 
(5)
21b   15,58, 
(5)
12b  26,44, 
(5)
22b   37,76, 
(5)
13b   48,61,  
(5)
23b   59,93, 
(5)
14b   72,73, 
(5)
24b   83,86, 
(5)
15b   92,76, 
(5)
25b   100, 
(5)
1a   0, 
(5)
2a   15,58, 
(5)
3a   37,76, 
(5)
4a   59,93, 
(5)
5a   83,86,  
(5)
1c   26,44, 
(5)
2c   48,61, 
(5)
3c   72,73, 
(5)
4c   92,76, 
(5)
5c   100. 
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У результаті обчислень для (5)
~DR
T  (див. (3.78)) отримаємо значен-
ня термів, числові еквіваленти яких занесені в таблиці 3.13 
(див. рис. 3.31 а і б). 
Перевіримо умову регресії для (5)
~DR
T . Тут за аналогією з прогрес-
ним типом розподілу, необхідно сформувати окремий випадок 
















  (b1j+1-b2j≥b1j+2-b2j+1), 
  
а) б) 
Рис. 3.31. Терми еталонних значень з регресним типом розподілу НЧ для 
ЛЗ DR: а) (3)
~DR





T –  
у   (b21 – b11 ≥ b22 – b12) Λ (b22 – b12 ≥ b23 – b13) Λ (b23 – b13 ≥ b24 – b14) 
Λ (b24 – b14 ≥ b25 – b15) Λ (b12 – b21 ≥ b13 – b22) Λ (b13 – b22 ≥ b14 – b23) Λ 
(b14 – b23≥ b15 – b24) = (15,58 – 0 ≥ 37,76 – 26,44) Λ (37,76 – 26,44 ≥ 
59,93 – 48,61) Λ (59,93 – 48,61 ≥ 83,86 – 72,73) Λ (83,86 – 72,73 ≥ 100 
– 92,76) Λ (26,44 – 15,58 ≥ 48,61 – 37,76) Λ (48,61 – 37,76 ≥ 72,73 – 
59,93) Λ (72,73 – 59,93 ≥ 92,76 – 83,86) =  
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Як видно, значення 1у   для
(5)
~DR
T , як і для (3)
~DR
T є істинним, що 
дозволяє зробити висновок про адекватність перетворень. 
Таким чином, представлений метод реалізації функції трансфо-
рмування еталонів ЛЗ дозволить підвищити ефективність роботи 
відповідних систем АОР ІБ. Це здійснюється за допомогою вирі-
шення завдання n-кратного інкрементування числа термів трапе-
цієподібних НЧ без залучення експертів відповідної предметної 
галузі. При здійсненні n-кратного інкрементування реалізується 
додавання n термів на основі суджень експертів, сформованих ра-
ніше. Таким чином, на відміну від однократного інкрементування, 
процес n-кратного – передбачає вбудовування додаткових термів і 
формування їх на тих судженнях експертів, які вже існують, тому 
значення додаткових термів можуть збігатися, отже, при перевірці 
умов прогресії і регресії були сформовані їх окремі випадки. Для 
розширення можливостей функції з реалізації процесу трансфор-
мування термів потрібно здійснити розробку відповідних методів, 
які використовують інші класи параметричних НЧ, наприклад, 
трикутних. 
3.8. Метод n-кратного інкрементування числа термів  
лінгвістичних змінних на трикутних нечітких числах 
Розроблені засоби АОР ІБ [3], які використовують нечітку логі-
ку та ЛЗ на еталонних параметричних трапецієподібних НЧ з фік-
сованою кількістю терм-множин, визначених експертами на етапі 
ініціалізації базових величин при налаштуванні відповідних сис-
тем. У п. 3.7 та [12] був представлений метод n-кратного інкремен-
тування числа термів ЛЗ на основі першого часткового розширення 
бази (для трапецієподібних НЧ). Ефективність практичного вико-
ристання системи аналізу та оцінювання ризиків залежить від її 
можливостей обробляти інші типи НЧ (на основі яких здійснюється 
визначення ЛЗ) і від оперативності варіювання кількістю термів 
(без залучення експертів відповідної предметної галузі). Розширити 
можливості зазначених систем [3] можна шляхом використання 
додаткового типу параметричних НЧ – трикутних. 
Для цього здійснимо відповідні перетворення за допомогою ме-
тоду, в основі якого закладена аналітична функція, що дозволяє 
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здійснювати n-кратне інкрементування числа термів ЛЗ на трикут-
них НЧ. Метод складається з трьох етапів, пов'язаних з формуван-
ням, розширенням та частковим розширенням бази [12]. Два перші 
етапи є основою для n-кратного інкрементування порядку з вико-
ристанням будь-яких типів НЧ. Удосконалення систем АОР пов'я-
зано з третім етапом можливості розширення бази для трикутних 
чисел. 
Так, якщо у (3.76) прирівняємо bj=b1j=b2j, 1,j m , то отримаємо 
інший тип параметричних НЧ – трикутних. У цьому випадку для 
таких чисел вираз (3.76) можемо представити у вигляді: 
( )
1 1 1 2 2 2
1 1 1
( )
1 1 1 2 2 2
1 1 1
(( , , ), ( , , ),...,
( , , ), ( , , ))
( (( , , ), ( , , ),...,
( , , ), ( , , ))),
m n
m n m n m n m n m n m n
n m
m m m m m m
DR a b c a b c
a b c a b c
FT DR a b c a b c
a b c a b c







де аj, сj  і bj, відповідає абсцисами нижньої і верхньої основи трику-
тника [4] (при 1,j m ). За аналогією з п. 3.7 формулу (3.80) назве-
мо другим частковим розширенням бази. 
Розглянемо роботу методу на конкретному прикладі, при цьому 
покладемо в основу формулу (3.80), тобто друге часткове розши-
рення бази. За початкові дані, з урахуванням можливості подаль-
шої верифікації, будемо використовувати еталонні трикутні НЧ з 
рівномірним, нерівномірним, прогресним і регресним типом розпо-
ділу при m=3 (див. табл. 3.14). Так як реалізація функції 
1 ( )( )mFT DR  розглядались в п. 3.6, то здійснимо відповідні перет-
ворення при n = 2,3 . 
Таблиця 3.14. Приклад еталонних трикутних НЧ при m=3 











Рівномірний (0; 0; 40)LR (20; 50; 80)LR (60; 100; 100)LR 
Нерівномірний (0; 0; 35)LR (18; 61; 85)LR (60; 100; 100)LR 
Прогресний (0; 0; 16)LR (3; 40; 65)LR (33; 100; 100)LR 
Регресний (0; 0; 51)LR (28; 70; 87)LR (71; 100; 100)LR 
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Нехай n=2, тоді вираз (3.76) із п. 3.7 набуває вигляду: 
(5)
1 1 1 2 2 2 3 3 3 4 4 4 5 5 5
1 1 (3)
1 1 1 2 2 2 3 3 3
(( , , ), ( , , ),( , , ),( , , ),( , , ))
( ( (( , , ), ( , , ),( , , )))).
DR a b c a b c a b c a b c a b c
FT FT DR a b c a b c a b c 

  (3.81) 
Для подальших перетворень на основі заданої функції скориста-
ємося запропонованими аналітичними виразами (див. (3.77, 3.78)) в 
п. 3.7.). 
Приклад 1 – рівномірний тип розподілу. Нехай ЛЗ DR
(3)
 ви-
значається термами в (3.77). Для визначення числових значень 
,
~ j
DRT  1,3j   скористаємося даними з табл. 3.14 з рівномірним ти-
пом розподілу НЧ, тобто для яких буде істинною умова рівномір-
ності (див. (3.17) в п. 3.2): 
р   (b2 – b1 = b3 – b2) = (50 – 0 = 100 – 50) = 1 . 
Як бачимо, умова рівномірності істинна ( р 1), відповідно ЛЗ 
DR
(3) 
відповідає рівномірному типу розподілу (див. рис. 3.32, а, б і 
табл. 3.14, 3.15)). 
Для реалізації функції (3.80) за допомогою виконання необхід-
них етапів (див. п. 3.6) можна здійснити n-кратне інкрементування 
заданої в (3.80) ЛЗ DR
(3) 
при n=2. Інкрементування здійснюватиме-




Рис. 3.32. Терми еталонних значень рівномірно 
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Етап 1. Для визначення коригувальних параметрів скористає-
мося (3.57) і (3.58): 
– перша ітерація – 
(4)
1k  / 2drb   
100/2 = 50;  
(4)
1l   (3) (3) (3) (3) (3) (3)2 1 3 1 3 2 / 3a a a c c c        
(20 – 0 + 60 – 40 + 100 – 80)/3 = 20;  
(4)
2l   (3) (3) (3) (3)1 2 2 3 / 2c a c a    (40 – 20 + 80 – 60)/2 = 20;  
(4) (4) (4)
1 2l l l    20 + 20 = 40; 
− друга ітерація –  
(5)
1k  / 3drb   100/3 = 33,33;  
(5)
1l   (4) (4) (4) (4) (4) (4) (4) (4)2 1 3 1 4 2 4 3 / 4a a a c a c c c          
(14,29 – 0 + 42,86 – 28,57 + 71,43 – 57,14 + 100 – 85,71)/4 = 14,29;
  
(5)
2l   (4) (4) (4) (4) (4) (4)1 2 2 3 3 4 / 3c a c a c a       
(28,57 – 14,29 + 57,14 – 42,86 + 85,71 – 71,43)/3 = 14,29;  
(5) (5) (5)
1 2l l l    
14,29 + 14,29 = 28,57. 
Етап 2. Визначення номера опорної вершини здійснимо за до-
помогою (3.59), тобто: 
– перша ітерація – 
(3) (3)
1 2 1x b b  = 50 – 0 = 50, 
(3) (3)
2 3 2x b b   = 100 – 50 = 50 
Як видно, s=1+1=2 при  (4)2 1 1x k x   => (50 ≥ 50 ≥ 50) або 
 (4)2 1 1x k x   => (50 ≤ 50 ≤ 50). 
Оскільки тип розподілу НЧ рівномірний, то опорних вершин 
буде кілька і, таким чином, за s можна використовувати будь-яку з 
j  ( 1,2)j  . 
Виходячи з цього, наприклад, вбудовування додаткового терму 




− друга ітерація – 
(4) (4)
1 2 1x b b  = 33,33 – 0 = 33,33;  
(4) (4)
2 3 2x b b   = 66,66 – 33,33 = 33,33;  
274 
(4) (4)
3 4 3x b b   = 99,99 –66,66 = 33,33 
Як видно, s=1+1=2 при  (5)2 1 1x k x   => (33,33 ≥ 33,33 ≥ 33,33); 
s=2+1=3 при  (5)3 1 2x k x   => (33,33 ≥ 33,33 ≥ 33,33), і т.д. 
За аналогією з першою ітерацією, за s можна використовувати 
будь-яку з
 j
 ( 1,4)j  . Виходячи з цього, наприклад, вбудовування 
додаткового терму здійснимо після другої вершини, тобто між дру-
гим і третім термами (4)~DRT . 
Етап 3. Використовуючи вирази (3.60) і (3.61) з п. 3.6, обчислимо 
значення абсцис верхньої і нижньої основи трикутних НЧ, тобто: 
– перша ітерація – 
(4) (3)
1 1b b
   
= 0 при 1 < 2;  
(4) (3)
2 2b b
   
= 50 при 2 = 2;
  
(4) (3) (4)
3 2 1b b k
    
= 50 + 50 = 100 при 3 > 2;
  
(4) (3) (4)
4 3 1b b k
    
= 100 + 50 = 150 при 4 > 2.
 




   




   




   




   
= 60 при 3 < 4;
  
(4) (3) (4)
2 3 2c a l
    
= 60 + 20 = 80 при 2 = 2;
  
(4) (4) (4)
4 2 1a c l
    
= 80 + 20 = 100 при 4 = 4;
  
(4) (3) (4)
3 2c c l
    
= 80 + 40 = 120 при 3 > 2;
   
(4) (3) (4)
4 3c c l
    
= 100 + 40 = 140 при 4 > 2, 














3 2 1b b k
  
 
= 33,33 + 33,33 = 66,66 при 3 > 2;
  
(5) (4) (5)
4 3 1b b k
  
 
= 66,66 + 33,33 = 99,99 при 4 > 2;
  
(5) (4) (5)
5 4 1b b k
  
 
= 99,99 + 33,33 = 133,32 при 5 > 2.  




















= 42,86 при 3 < 4;
  
(5) (4) (5)
2 3 2c a l
  
 
= 42,86 + 14,29 = 57,14 при 2 = 2;
  
(5) (4) (5)
4 2 1a c l
  
 
= 57,14 + 14,29= 71,43 при 4 = 4;
  
(5) (4) (5)
3 2c c l
   = 57,14 + 28,57 = 85,71 при 3 > 2;
  
(5) (4) (5)
5 4a a l
  
 
= 71,43 + 28,57 = 100 при 5 > 4;
  
(5) (4) (5)
4 3c c l
  
 
= 85,71 + 28,57 = 114,29 при 4 > 2;
 
(5) (4) (5)
5 4c c l
  
 
= 100 + 28,57 = 128,57 при 5 > 2. 
Етап 4. За допомогою виразів (3.62) – (3.65) в п. 3.6, на основі 
двокрокової послідовності (при drb  = drc = 100) здійснимо норму-
вання отриманих еталонних значень. 
– перша ітерація: 





100/150 = 0,67;  
(4) (4)
3 4/drl c c
 
 
100/140 = 0,71. 
Крок 2. Нормуємо отримані на етапі 3 еталонні значення за допо-
могою (3.64) і (3.65):  
(4) (4) (4)
1 1b b k
 
 
= 0 × 0,67 = 0;  
(4) (4) (4)
2 2b b k
 
 
= 50 × 0,67 = 33,33;  
(4) (4) (4)
3 3b b k
 
 
= 100 × 0,67 = 66,66;  
(4) (4) (4)
4 4b b k
  = 150 × 0,67 = 100, 
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(4) (4) (4)
1 1 3a a l
 
 
= 0 × 0,71 = 0;  
(4) (4) (4)
2 2 3a a l
 
 
= 20 × 0,71 = 14,29;  
(4) (4) (4)
3 3 3a a l
 
 
= 60 × 0,71 = 42,86;  
(4) (4) (4)
4 4 3a a l
 
 
= 100 × 0,71 = 71,43;  
(4) (4) (4)
1 1 3c c l
 
 
= 40 × 0,71 = 28,57;  
(4) (4) (4)
2 2 3c c l
 
 
= 80 × 0,71 = 57,14;  
(4) (4) (4)
3 3 3c c l
 
 
= 120 × 0,71 = 85,71;  
(4) (4) (4)
4 4 3c c l
 
 
= 140 × 0,71 = 100. 
– друга ітерація: 





100/133,33 = 0,75,  
(5) (5)
3 5/drl c c
 
 
100/128,57 = 0,78. 
Крок 2. Нормуємо отримані на етапі 3 еталонні значення за до-
помогою (3.64) і (3.65):  
(5) (5) (5)
1 1b b k
 
 
= 0 × 0,75 = 0;  
(5) (5) (5)
2 2b b k
 
 
= 33,33 × 0,75 = 25;  
(5) (5) (5)
3 3b b k
 
 
= 66,66 × 0,75 = 50;  
(5) (5) (5)
4 4b b k
  = 99,99 × 0,75 = 75;  
(5) (5) (5)
5 5b b k
 
 
= 133,32 × 0,75 = 100; 
(5) (5) (5)
1 1 3a a l
 
 
= 0 × 0,78 = 0;  
(5) (5) (5)
2 2 3a a l
 
 
= 14,29 × 0,78 = 11,11;  
(5) (5) (5)
3 3 3a a l
 
 
= 42,86 × 0,78 = 33,33;  
(5) (5) (5)
4 4 3a a l
 
 
= 71,43 × 0,78 = 55,55;  
(5) (5) (5)
5 5 3a a l
 
 
= 104,16 × 0,78 = 77,77;  
(5) (5) (5)
1 1 3c c l
 
 
= 28,57 × 0,78 = 22,22;  
(5) (5) (5)
2 2 3c c l
 
 
= 57,14 × 0,78 = 44,44;  
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(5) (5) (5)
3 3 3c c l
 
 
= 85,71 × 0,78 = 66,66;  
(5) (5) (5)
4 4 3c c l
 
 
= 114,29 × 0,78 = 88,88;  
(5) (5) (5)
5 5 3c c l
 
 
= 128,57 × 0,78 = 100. 
У результаті трансформування термів ЛЗ отримаємо, наприклад, 
для (5)
~DR
T  лінгвістичні величини (3.78) із відповідними числовими 
еквівалентами, значення яких визначені на кроці 2 етапу 4 і занесе-
ні в таблицю 3.15. 
Далі, визначимо умову рівномірності для (5)
~DR
T  (3.17) із п. 3.2: 










має 1р  , що говорить про екві-
валентність виконаних перетворень. Графічна інтерпретація вихід-
них і перетворених еталонів рівномірно розподілених НЧ (3)
~DR





наведена на рис. 3.32 (а, б).  


















(0; 0;22,22)LR (11,11; 25; 44,44)LR (33,34; 50; 66,66)LR (55,55; 75; 88,88)LR (77,77; 100; 100)LR 
Нерівномірний (0; 0; 19,37)LR (9,96; 30,5; 44,83)LR (33,21; 55,5; 67,16)LR (55,54; 80,5; 91,7)LR (77,86; 100; 100)LR 
Прогресний (0; 0; 8,81)LR (1,65; 20; 30,55)LR (18,17; 45; 53,03)LR (40,64; 70; 80,73)LR (63,12; 100; 100)LR 
Регресний (0; 0; 28,39)LR (15,58; 35; 50,37)LR (39,52; 60; 72,54)LR (61,69; 85; 92,76)LR (83,86; 100; 100)LR 
Приклад 2 – нерівномірний тип розподілу. Нехай ЛЗ DR
(3)
 
так, як і в прикладі 1, визначається термами в (3.67). Розглянемо 
роботу методу на прикладі нерівномірно розподілених за віссю dr 
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НЧ з їх числовими еквівалентами ,
~ j
DRT  1,3j   із табл. 3.14, тобто 
для яких буде істинною умова нерівномірності (див. (3.18) в п. 3.2): 
н = (b2 – b1 ≠ b3 – b2) = (61 – 0 ≠ 100 – 61) = 1. 
Як бачимо, умова нерівномірності істинна ( н = 1). Це говорить 
про відповідність НЧ ЛЗ DR
(3) 
такому типу розподілу, як нерівно-
мірний. 
Далі виконаємо, відповідно до етапів 1-4 (див. п. 3.7), n-кратне 
інкрементування порядку ЛЗ DR
(3) 
за виразом (3.80). 
Етап 1. Реалізуємо пошук коригувальних параметрів за вираза-
ми (3.57) і (3.58), тобто: 
− перша ітерація – 
(4)
1k   
50, 
(4)




2l   
21, 
(4)l  40,33; 
− друга ітерація – 
(5)
1k   
33,33, 
(5)










Етап 2. Тут можна здійснити визначення номеру опорної вер-
шини за формулою (3.59), тобто: 
перша ітерація – 1x   61, 2x   39, тоді s=2 при  (4)2 1 1x k x 
=>(39≤50≤61). У цьому прикладі вбудовування додаткового терму 




друга ітерація – 1x   33,33, 2x   40,67, 3x   26, тоді s=2 при 
 (5)2 1 1x k x  =>(40,67≥33,33≥33,33). Тут вбудовування додатково-
го терму здійснюватимемо також після другої вершини, тобто між 
другим і третім термами (4)
~DR
T . 
Етап 3. Реалізуємо обчислення значень абсцис верхньої і ниж-
ньої основи трикутних НЧ з допомогою (3.60) і (3.61): 










= 61;  
(4) (3) (4)
3 2 1b b k
  
 
= 111;  
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(4) (4) (4)






   = 0;  
(4) (3)
2 2a a





= 60;  
(4) (4) (4)
4 2 1a c l
  
 





= 35;  
(4) (3) (4)
2 3 2c a l
  
 
= 81;  
(4) (3) (4)
3 2c c l
  
 
= 125,33;  
(4) (3) (4)














= 40,67;  
(5) (4) (5)
3 2 1b b k
  
 
= 74;  
(5) (5) (5)
4 3 1b b k
  
 
= 107,33;  
(5) (4) (5)






   = 0;  
(5) (4)
2 2a a





= 42,76;  
(5) (5) (5)
4 2 1a c l
  
 
= 71,50;  
(5) (4) (5)
5 4a a l
  
 





= 24,94;  
(5) (4) (5)
2 3 2c a l
  
 
= 57,72;  
(5) (4) (5)
3 2c c l
  
 
= 86,46;  
(5) (4) (5)










Етап 4. За допомогою (3.62) – (3.65) (див. п. 3.6) за 2 кроки 
здійснимо нормування отриманих значень. 
Крок 1. Знаходимо нормуючі коефіцієнти за допомогою (3.62) і 
(3.63): 
− перша ітерація – 
(4)k   0,67, (4)3l   0,71; 
− друга ітерація – 
(5)k   0,75, (5)3l   0,78. 
Крок 2. Реалізуємо нормування отриманих еталонів відповідно 
виразам (3.64) і (3.65) із п. 3.6, тобто:  
− перша ітерація –  
(4)
1b   0, 
(4)
2b   40,67, 
(4)
3b  74, 
(4)
4b   100, 
(4)
1a   0, 
(4)
2a   12,83, 
(4)
3a   42,76, 
(4)
4a   71,5, 
(4)
1c   24,94,  
(4)
2c   57,72, 
(4)
3c   89,31, 
(4)
4c   100; 
− друга ітерація –  
(4)
1b   0, 
(4)
2b   30,5, 
(4)
3b  55,5, 
(4)
4b   80,5, 
(4)
5b   100, 
(5)
1a   0, 
(5)
2a   9,96, 
(5)
3a   33,21, 
(5)
4a   55,54, 
(5)
5a   77,86,  
(5)
1c   19,37, 
(5)
2c   44,83, 
(5)
3c   67,16, 
(5)
4c   91,7, 
(5)
5c   100. 
У результаті інкрементування отримаємо, наприклад, для (5)
~DR
T  
значення умов (3.78) (див. п. 3.7), а їх числові еквіваленти відобра-
зимо в табл. 3.15. 
Після проведених перетворень обчислимо н  для 
(5)
~DR
T :  
н   (30,5 – 0 ≠ 55,5 – 30,5)   (55,5 – 30,5 = 80,5 – 55,5)    





так, як і (3)
~DR
T  є істинною ( 1н  ), 
що говорить про еквівалентність виконаних перетворень. 
Графічна інтерпретація вихідних і перетворених еталонів нерів-
номірно розподілених НЧ (3)
~DR
T  і (5)
~DR




Рис. 3.33. Терми еталонних значень нерівномірно  
розподілених НЧ для ЛЗ DR: а) (3)
~DR
T ; б) (5)
~DR
T  
Приклад 3 – прогресний тип розподілу. Покажемо роботу 
представленого методу для ЛЗ DR
(3) 
з термами із (3.77) (див. п. 3.7), 
числові значення яких ,
~ j
DRT  1,3j   
із
 
табл. 3.14 мають прогресний 
тип розподілу за віссю dr, тобто для якого істинною є умова про-
гресії (див. (3.19) в п. 3.2): 
в = (b2 – b1 < b3 – b2) = (40 – 0 < 100 – 40) = 1. 
Як бачимо, умова 1в   істинна, що говорить про відповідність 
НЧ ЛЗ DR
(3)
 прогресному типу розподілу. 
За аналогією з прикладом для рівномірно розподілених НЧ ви-
конаємо, відповідно до етапів 1-4 (див. п. 3.7) перетворення (3.80). 
Етап 1. Реалізуємо пошук коригувальних параметрів за вираза-
ми (3.57) і (3.58): 
− перша ітерація – 
(4)
1k   
50, 
(4)




2l   
22,5,  
(4)l   40,83; 
− друга ітерація – 
(5)
1k   
33,33, 
(5)





2l   
15,98, 
(5)l   28,99. 
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– перша ітерація – 1x   40, 2x   60, тоді s=2 при  (4)2 1 1x k x   
=> (60 ≥ 50 ≥ 40). Тут вбудовування додаткового терму здійснюва-




– друга ітерація –
 1
x   26,67, 2x   33,33, 3x   40, тоді s=2 при 
 (5)2 1 1x k x   => (33,33 ≥ 33,33 ≥ 26,67). Тут вбудовування додат-
кового терму також здійснюватимемо після другої вершини, тобто 





Етап 3. За допомогою (3.60) і (3.61) реалізуємо обчислення зна-
чень абсцис верхньої і нижньої основи трикутних НЧ, тобто: 




















  = 0; (4)
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  = 0; (5)
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Етап 4. Далі нормуємо отримані результати за допомогою (3.62) 
– (3.65) за два кроки. 
Крок 1. Обчислюємо нормуючі коефіцієнти (див. (3.62) і (3.63) в 
п. 3.6): 
− перша ітерація – 
(4)k   0,67, 
(4)
3l   0,71; 
− друга ітерація – 
(5)k   0,75, (5)3l   0,78. 
Крок 2. Нормуємо отримані на етапі 3 еталони (див. (3.64) і 
(3.65) в п. 3.6): 
– перша ітерація – 
(4)
1b   0; 
(4)
2b   26,67; 
(4)
3b  60; 
(4)
4b   100, 
(4)
1a   0; 
(4)
2a   2,13; 
(4)
3a   23,43; 
(4)
4a   52,43; 
(4)
1c   11,36;  
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(4)
2c   39,41; 
(4)
3c   75,15; 
(4)
4c   100; 
− друга ітерація –  
(5)
1b   0; 
(5)
2b   20; 
(5)
3b  45; 
(5)
4b   70; 
(5)
5b   100, 
(5)
1a   0; 
(5)
2a   1,65; 
(5)
3a   18,17; 
(5)
4a   40,64; 
(5)
5a   63,12;  
(5)
1c   8,81; 
(5)
2c   30,55; 
(5)
3c   53,03; 
(5)
4c   80,73; 
(5)
5c   100. 
Для (5)
~DR
T  (див. (3.78) п. 3.7) отримаємо значення термів, числові 
еквіваленти яких занесені в таблицю 3.15 (див. рис. 3.34 а, б). 
  
а) б) 
Рис. 3.34. Терми еталонних значень з прогресним типом розподілу НЧ 








Далі перевіримо умову прогресії для (5) .
~DR
T  Процес n-кратного 
інкрементування передбачає вбудовування додаткових термів і 
формування на їх основі суджень експертів, які вже існують, тому 
значення додаткових термів можуть збігатися, отже, необхідно 








  (bj+1 – bj ≤ bj+2 – bj+1), 
відповідно для (5)
~DR
T  –  
в   (20 – 0 ≤ 45 – 20) Λ (45 – 20 ≤ 70 – 45) Λ (70 – 45 ≤ 100 – 70) = 
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Як бачимо, значення 1в   для 
(5)
~DR
T  є істинним, що говорить 
про адекватність виконаних перетворень. 
Приклад 4 – регресний тип розподілу. Реалізуємо трансфор-
мування НЧ ЛЗ DR
(3)
, які приймають значення з (3.77) (див. п. 3.7) і 
числовими еквівалентами в табл. 3.14 та мають регресний тип роз-
поділу за віссю dr, тобто для яких істинним є умова регресії (див. 
(3.20) в п. 3.2), тобто: 
у = (b2 – b1 > b2 – b3) = (70 – 0 > 100 – 70) = 1. 
Як бачимо, умова у  1 істинна, значить НЧ ЛЗ DR
(3) 
відпові-
дає регресному типу розподілу. 
Реалізуємо у відповідності з етапами 1-4 (див. п. 3.7) n-кратне 
інкрементування (3.80) ЛЗ DR
(3)
. 
Етап 1. Визначимо коригувальні параметри за виразами (3.57) і 
(3.58), тобто: 
− перша ітерація – 
(4)
1k   





2l   
19,5, (4)l   39,83; 
− друга ітерація – 
(5)
1k   




2l   
13,95,  
(5)l   28,49. 
Етап 2. Зробимо пошук номеру опорної вершини за формулою 
(3.59), тобто: 
– перша ітерація –
 1
x   70, 2x   30, тоді s=2 при  (4)2 1 1x k x   
=> (30 ≤ 50 ≤ 70). У цьому прикладі як і при нерівномірному типі 
розподілу, вбудовування додаткового терму здійснюватимемо піс-
ля другої вершини, тобто між другим і третім термами (3)
~DR
T ; 
– друга ітерація – 1x   33,33, 2x   46,67, 3x   20, тоді s=2 при 
 (5)2 1 1x k x   => (46,67 ≥ 33,33 ≥ 33,33). Тут вбудовування додат-
кового терму також здійснюватимемо після другої вершини, тобто 
між другим і третім термами (4)
~DR
T . 
Етап 3. Обчислимо значення абсцис верхньої і нижньої основи 
трикутних НЧ за допомогою (3.60) і (3.61): 
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  = 0; (5)
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Етап 4. Нормуємо отримані результати за допомогою (3.62) – 
(3.65). 
Крок 1. Обчислюємо нормуючі коефіцієнти за виразами (3.62) і 
(3.63): 
− перша ітерація – 
(4)k   0,67, (4)3l   0,72; 
− друга ітерація – 
(5)k   0,75, (5)3l   0,78. 
Крок 2. Нормуємо отримані еталони за допомогою (3.64) і 
(3.65): 
− перша ітерація – 
(4)
1b   0; 
(4)
2b   46,67; 
(4)
3b  80; 
(4)
4b   100, 
(4)
1a   0; 
(4)
2a   20,02; 
(4)
3a   50,77; 
(4)
4a   79,26; 
(4)
1c   36,47;  
(4)
2c   64,72; 
(4)
3c   90,7; 
(4)
4c   100, 
− друга ітерація –  
(5)
1b   0; 
(5)




4b   85; 
(5)
5b   100, 
(5)
1a   0; 
(5)
2a   15,58; 
(5)
3a   39,52; 
(5)
4a   61,69; 
(5)
5a   83,86;  
(5)
1c   28,39; 
(5)
2c   50,37; 
(5)
3c   72,54; 
(5)
4c   92,76; 
(5)
5c   100. 
У результаті обчислень для (5)
~DR
T  (див. (3.78) п. 3.7) отримаємо 
значення термів, числові еквіваленти яких занесені в табл. 3.15 




Рис. 3.35. Терми еталонних значень з регресним типом розподілу НЧ  








Перевіримо умову регресії для (5).
~DR
T  Тут, за аналогією з прогрес-
ним типом розподілу, необхідно сформувати окремий випадок 








  (bj+1 – bj ≥ bj+2 – bj+1), 
відповідно для (5)
~DR
T  –  
у   (35 – 0 ≥ 60 – 35) Λ (60 – 35 ≥ 85 – 60) Λ (85 – 60 ≥ 100 – 85) = 
1 Λ 1 Λ 1 = 1. 
Як видно, значення 1у   
(5)
~DR




є істинним, що до-
зволяє зробити висновок про адекватність перетворень. 
Таким чином, з метою вдосконалення роботи системи АОР ІБ, 
запропоновано метод реалізації функції n-кратного інкрементуван-
ня числа термів з використанням другого часткового розширення 
бази, у якому, за рахунок модифікації n-кратним розширенням фу-
нкції інкрементування термів на один порядок, розширюється мо-
жливість формалізації процесу еквівалентного трансформування 
числа еталонних термів ЛЗ на n-порядків без залучення експертів 
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ментування, процес n-кратного інкрементування так, як і в [12] 
передбачає вбудовування додаткових термів і формування їх на тих 
судженнях експертів, які вже існують, тому значення додаткових 
термів можуть збігатися, отже, при перевірці умов регресії і про-
гресії були сформовані окремі випадки відповідних умов.  
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Розділ 4. МЕТОДИ ЕФЕКТИВНОЇ РЕАЛІЗАЦІЇ  
ПРОЦЕСІВ АНАЛІЗУ ТА ОЦІНЮВАННЯ РИЗИКІВ 
Для АОР безпеки РІС був проведений аналіз і визначено понят-
тя ризику з метою його інтерпретації в області ІБ (п. 1.1). На підс-
таві цього запропоновано модель представлення параметрів ризику 
(п. 2.1) у вигляді десятикомпонентного кортежу, а також здійснено 
аналіз визначення його базових понять в сфері ІБ (п. 1.1) і дослі-
джено широкий спектр інструментів АОР (пп. 1.3, 1.4, 2.2) з визна-
ченням їх ідентифікуючих і оціночних компонент, які в подальшо-
му можна використовувати для аналізу та порівняння відповідних 
засобів. Таке дослідження показало, що, в основному, для АОР 
використовуються статистичні дані про інциденти та загрози ІБ. 
Також, слід зазначити, що досліджуваний інструментарій встанов-
лює експерту певні обмеження (на використовуваний набір пара-
метрів) і не дає йому можливості застосування для АОР більш ши-
рокого спектру величин. 
Для ефективного вирішення задач АОР необхідні методи, які 
дозволяють використовувати широкий спектр параметрів, що да-
ють можливість створювати більш гнучкі засоби оцінювання, а 
також розраховувати ризики як на основі статистичних даних, так і 
на експертних оцінках, зроблених в невизначеному, слабоформалі-
зованому середовищі, та дозволяли відображати результати як в 
числовій, так і в словесній формі, наприклад, з використанням ЛЗ. 
При цьому ЛЗ дозволяють поставити у відповідність якісним зна-
ченням певний кількісний еквівалент [1]. 
4.1. Аналітичні вирази верифікації лінгвістичних змінних для 
систем оцінювання ризиків інформаційної безпеки 
Засоби АОР, які ґрунтуються на обробці ЛЗ, зазвичай викорис-
товують еталонні величини, що базуються на НЧ. Такі еталони, як 
правило, формуються експертами на етапі налаштування системи. 
Часто при практичному використанні цих систем виникає необхід-
ність в корекції або створенні (без залучення експертів) необхідних 
еталонів або здійснення їх імпорту з інших систем. Результати по-
дібних перетворень (наприклад, пов'язаних зі збільшенням або 
зменшенням числа термів в ЛЗ) повинні бути максимально набли-
жені до початкових величин, тобто відображати їх певні початкові 
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властивості. Для перевірки еквівалентності властивостей ЛЗ до і 
після їх функціонального перетворення необхідний відповідний 
інструментарій.  
У зв'язку з цим, необхідно створити аналітичні вирази для ве-
рифікації еквівалентності функціонального перетворення ЛЗ на 
трапецієподібних і трикутних НЧ. 
Для цього введемо множину базових бінарних (тобто їх значен-
ня може відповідати «0» або «1») аналітичних виразів, що характе-
ризують таку властивість ЛЗ (сформованих на основі існуючих 
класів НЧ [1]), як розподіл: 
1 2
1




       ,   (4.1) 
де i    ( 1,i q ) – підмножина аналітичних виразів, що характе-
ризують властивість розподілу ЛЗ для i-го класу НЧ, а q – кількість 
різних класів НЧ. Підмножину i  можемо представити у наступ-
ному вигляді: 
, ,1 ,2 , ,
1




i i ta i i i ta i k
ta
       , (4.2) 
де 
,i ta i   ( 1, ita k ) – елементи підмножини i , що відобража-
ють аналітичні вирази для перевірки еквівалентності перетворень 
ЛЗ, а ik  – кількість типів розподілу ЛЗ для i-го класу НЧ. 
При цьому, якщо ,i ta =1, то значення аналітичного виразу іс-
тинне, в іншому випадку при ,i ta =0 – хибне. Іншими словами, як-
що аналітичний вираз для певного класу НЧ є істинним, то і істин-
ним є його тип розподілу для відповідної ЛЗ, а в іншому випадку – 




{ } { { }}
ikq q
i i ta
i i ta  
    
,1 ,2 , ,
1
{ { , , ..., ..., }}
i
q
i i i ta i k
i
    
  (4.3)  
1,1 1,2 1, 1,{{ , , ..., ..., },ita k     22,1 2,2 2, 2,{ , , ..., ..., },...,ta k     
,1 ,2 , ,{ , , ..., ..., }}qq q q ta q k    . 
Розглянемо формування відповідних аналітичних виразів на 
конкретному прикладі, при цьому в якості властивостей ЛЗ пропо-
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нується ввести чотири типи її розподілу щодо осі абсцис – це рів-
номірний, нерівномірний, прогресний і регресний типи. Далі, нехай 





{ } { { }}
ik
i i ta
i i ta  
    
2
,1 ,2 ,3 ,4
1
{ { , , , }i i i i
i
    
 (4.4) 
1,1 1,2 1,3 1,4{{ , , , },      2,1 2,2 2,3 2,4{ , , , }}    , 
де при i=1 і i=2 відповідно клас НЧ, що використовується для побу-
дови ЛЗ, є трапецієподібним і трикутним [1], а елементи 
,1i , ,2i , 
,3i , ,4i  
( 1,2)i   показують бінарні аналітичні вирази, що характе-
ризують відповідно рівномірний, нерівномірний, прогресний і регре-
сний тип розподілу ЛЗ для i-го класу НЧ і відповідно позначаються 
,i р , ,i н , ,i в  та ,i у . Для трапецієподібних НЧ (при i=1) аналіти-
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(4.5) 
де 1,ta  (див. (4.4)) – елементи підмножини аналітичних виразів 




1 1, 1,1 1,2 1,3 1,4 1, 1, 1, 1,
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             
а символи «=», «≠», «<» і «>» в підкон'юнктивних і піддиз'юнктив-
них виразах використовуються для відповідної перевірки співвід-
ношень двох різниць, тобто якщо співвідношення істинне, то вираз 
у внутрішніх круглих дужках еквівалентний логічній одиниці, в 
іншому випадку – нулю. 
Наприклад, нехай ЛЗ 
iEP
K  «Рівень оціночного параметра ЕРі» 
визначається m=4 термами, що представлені в табл. 4.1 і на рис. 4.1 
з рівномірним типом розподілу ЛЗ: 
1 2 3 4
(4) , ,{ , },
~ ~ ~~ EP EP EP EPi i i i iK K K KEP













~~ EP EP EP EPi i i iK K K K
T T T T 
 
~ ~
{ , ,L M
~ ~
, }H C , а L, M, 
H і C відповідно визначаються як «Низький», «Середній», «Висо-
кий» і «Критичний» [3, 4]. 
Рівномірний тип розподілу ЛЗ (4.5) при k1=4 і ta=1 характерний 
для еталонних значень ЛЗ, всі терми яких відображають однакову 
перевагу експерта щодо зазначеного оціночного параметра. 
На підставі виразу (4.5) здійснимо верифікацію рівномірного 
типу розподілу ЛЗ при k1=4 і ta=1: 
1, р   ((b21 – b11 = b22 – b12)  (b22 – b12 = b23 – b13)  (b23 – b13 = b24 – 
b14)  (b24 – b14 = b25 – b15))  ((b12 – b21 = b13 – b22)  (b13 – b22 = b14 – 
b23)) = ((1,43 – 0 = 4,29 – 2,86)  (4,29 – 2,86 = 7,15 – 5,72)  (7,15 
– 5,72 = 10,01 – 8,58))  ((2,86 – 1,43 = 5,72 – 4,29)  (5,72 – 4,29 = 
8,58 – 7,15))= (1  1  1)  (1  1) = 1. 
Як видно з отриманого результату, еталонна ЛЗ на трапецієпо-
дібних НЧ з табл. 4.1 відповідає рівномірному типу розподілу. 
Нерівномірний тип розподілу ЛЗ (4.5) при k1=4 і ta=2 характер-
ний для еталонних значень ЛЗ, в яких хоча б один терм відображає 
не однакову перевагу експерта щодо будь-якого іншого терму кон-
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Наприклад, нехай ЛЗ 
iEP
K , що визначається термами (при m=4), 
представленими в табл. 4.1 і на рис. 4.2 має нерівномірний тип роз-
поділу. 
Таблиця 4.1. Приклад еталонних трапецієподібних НЧ 








= (аij; bi1j; bi2j; сij)LR ( 1,4j  ) 
1~ EPi
KT  2~ EPiK
T  3~ EPiK
T  4~ EPiK
T  
Рівномірний (0; 0; 1,43; 2,86)LR (1,43; 2,86; 4,29; 5,72)LR (4,29; 5,72; 7,15; 8,58)LR (7,14; 8,58; 10,01; 10,01)LR 
Нерівномірний (0; 0; 0,5; 0,9)LR (0,5; 0,9; 1,6; 3)LR (1,6; 3; 6; 8,5)LR (6; 8,5; 10; 10)LR 
Прогресний (0; 0; 0,3;1)LR (0,3; 1; 1,8; 2,8)LR (1,8; 2,8; 4,4; 7)LR (4,4; 7; 10; 10)LR 
Регресний (0; 0; 3,2; 5,2)LR (3,2; 5,2; 6,8; 8,2)LR (6,8; 8,2; 9,2; 9,7)LR (9,2; 9,7; 10; 10)LR 
 
 
Рис. 4.1. Терми еталонних значень трапецієподібних НЧ з рівномірним 
типом розподілу ЛЗ 
iEP
K  при m=4 для 
~ EP jiK
T ( 1,j m ) 
Використовуючи (4.5), перевіримо нерівномірний тип розподілу 
ЛЗ при k1=4 і ta=2: 
1,н = ((b21 – b11 ≠ b22 – b12)  (b22 – b12 ≠ b23 – b13)  
(b23 – b13 ≠ b24 – b14))  ((b12 – b21 ≠ b13 – b22)  
(b13 – b22 ≠ b14 – b23)) = ((0,5 – 0 ≠ 1,6 – 0,9)  
(1,6 – 0,9 ≠ 6 – 3)  (6 – 3 ≠ 10 – 8,5))  
((0,9 – 0,5≠ 3 – 1,6)  (3 – 1,6 ≠ 8,5 – 6)) = 
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розподілу як нерівномірний. 
 
Рис. 4.2. Терми еталонних значень трапецієподібних НЧ з нерівномірним 
типом розподілу ЛЗ 
iEP
K  при m=4 для 
~ EP jiK
T ( 1,j m ) 
Далі, наприклад, нехай ЛЗ 
iEP
K  визначаються термами (при 
m=4), представленими в табл. 4.1 і на рис. 4.3, має прогресний тип 
розподілу. 
 
Рис. 4.3. Терми еталонних значень трапецієподібних НЧ з прогресним 
типом розподілу ЛЗ 
iEP
K  при m=4 для 
~ EP jiK
T ( 1,j m ) 
За допомогою виразу (4.5) реалізуємо верифікацію прогресного 


























1,в = ((b21 – b11 < b22 – b12)  (b22 – b12 < b23 – b13)  (b23 – b13 < b24 
– b14))  ((b12 – b21 < b13 – b22)  (b13 – b22 < b14 – b23)) = ((0,3 – 0 < 
1,8 – 1)  (1,8 – 1 < 4,4 – 2,8)  (4,4 – 2,8 < 10 – 7))  ((1 – 0,3 < 
2,8 – 1,8)  (2,8 – 1,8 < 7 – 4,4)) = (1  1  1)  (1  1) = 1. Як 
видно з отриманого результату, 1,в = 1 при k1=4 і ta=3, що гово-
рить про відповідність ЛЗ прогресному типу розподілу. 
І, нарешті, нехай ЛЗ 
iEP
K  визначається термами (при m=4), 
представленими в табл. 4.1 і на рис. 4.4, мають регресний тип роз-
поділу. 
 
Рис. 4.4. Терми еталонних значень трапецієподібних НЧ з регресним  
типом розподілу ЛЗ 
iEP
K  при m=4 для 
~ EP jiK
T ( 1,j m ) 
Перевіримо за допомогою виразу (4.5) спадний тип розподілу 
ЛЗ при k1=4 і ta=4: 
1, у = ((b21 – b11 > b22 – b12)  (b22 – b12 > b23 – b13)  (b23 – b13 > b24 – 
b14))  ((b12 – b21 > b13 – b22)  (b13 – b22 > b14 – b23)) = ((3,2 – 0 > 6,8 
– 5,2)  (6,8 – 5,2 > 9,2 – 8,2)  (9,2 – 8,2 > 10 – 9,7))  ((5,2 – 3,2 
> 8,2 – 6,8)  (8,2 – 6,8 > 9,7 – 9,2)) = (1  1  1)  (1  1) = 1. 
Як бачимо, 1, у  (4.5) при k1=4 і ta=4 істинні, значить ЛЗ iEPK  
відповідає регресному типу розподілу. 
Для трикутних НЧ (при і=2) бінарні аналітичні вирази верифі-
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де 2,ta  (див. (4.4)) – елементи підмножини аналітичних виразів 
для верифікації типів розподілу ЛЗ на трикутних НЧ, тобто: 
2
2 2, 2,1 2,2 2,3 2,4 2, 2, 2, 2,
1
{ } { , , , } { , , , },
k
ta р н в у
ta
             
а символи «=», «≠», «<» і «>» виконують функції за аналогією з 
(4.5). 
Наприклад, нехай ЛЗ 
iEP
K  «Рівень оціночного параметра ЕРі» 
визначається термами при m=4, представленими в табл. 4.2 і на рис. 
4.5 з рівномірним типом розподілу. 
За допомогою (4.6) здійснимо верифікацію рівномірного типу 
розподілу ЛЗ при k2=4 і ta=1:  
2, р   
(b2 – b1 = b3 – b2)  (b3 – b2 = b4 – b3) = (3,33 – 0 = 6,66 – 3,33) 
 (6,66 – 3,33 = 9,99 – 6,66) = 1  1 = 1. 
 
Таблиця 4.2. Приклад еталонних трикутних НЧ  













Рівномірний (0; 0; 2,86)LR (1,43; 3,33; 5,72)LR (4,29;  6,66; 8,58) LR (7,15; 9,99; 10,01)LR 
Нерівномірний (0; 0; 1)LR (1; 3; 3)LR (2; 8; 9)LR (6; 10; 10)LR 
Прогресний (0; 0; 1)LR (0,3; 1; 2,8)LR (1,8; 4; 7)LR (4,4; 10; 10)LR 








Рис. 4.5. Терми еталонних значень трикутних НЧ з рівномірним типом 
розподілу ЛЗ 
iEP
K  при m=4 для 
~ EP jiK
T ( 1,j m ) 
Як бачимо, 2, р  1 (значення істинне), отже, ЛЗ iEPK  має рів-
номірний тип розподілу. Перевіримо за допомогою (4.6) нерівномі-
рний тип розподілу ЛЗ (див. табл. 4.2 та рис. 4.6) при k2=4 і ta=2:  
2,н = (b2 – b1 ≠ b3 – b2)   (b3 – b2 ≠ b4 – b3) = (3 – 0 ≠ 8 – 3)   (8 – 3 
≠ 10 – 8) = 1  1 = 1. 
Із результатів обчислення видно, що воно істинне ( 2,н  1), і це 
говорить про відповідність ЛЗ 
iEP





Рис. 4.6. Терми еталонних значень трикутних НЧ з нерівномірним типом 
розподілу ЛЗ 
iEP
K  при m=4 для 
~ EP jiK


























Перевіримо прогресний тип розподілу (рис. 4.7) ЛЗ із табл. 4.2 
при k2=4 і ta=3: 2,в = (b2 – b1 < b3 – b2)  (b3 – b2 < b4 – b3) = (1 – 0 < 
4 – 1)  (4 – 1 < 10 – 4) = 1  1 = 1. 
 
Рис. 4.7. Терми еталонних значень трикутних НЧ з прогресним типом 
розподілу ЛЗ 
iEP
K  при m=4 для 
~ EP jiK
T ( 1,j m ) 
Тут, 2,в =1 – істинне, що підтверджує відповідність ЛЗ прогре-
сному типу розподілу. Здійснимо відповідну перевірку при k2=4 і 
ta=4 регресного типу розподілу ЛЗ на трикутних НЧ (див. табл. 4.2 
і рис. 4.8):  
2, у = (b2 – b1 > b3 – b2) Λ (b3 – b2 > b4 – b3) = (5 – 0 > 9 – 5) Λ (9 – 5 
> 10 – 9) = 1 Λ 1 = 1.  
 
Рис. 4.8. Терми еталонних значень трикутних НЧ з регресним типом роз-
поділу ЛЗ 
iEP
K  при m=4 для 
~ EP jiK




























Як видно, 2, у =1, тобто (4.6) при k2=4 і ta=4 істинне, то ЛЗ 
iEP
K  відповідає регресному типу розподілу. 
Таким чином, в роботі запропоновано базові аналітичні вирази, 
які, за рахунок комбінації арифметичних і логічних операцій з опе-
раціями порівняння над ключовими значеннями певних класів НЧ, 
дозволяють перевірити властивості рівномірності, нерівномірності, 
прогресії і регресії ЛЗ до і після їх функціонального перетворення. 
Аналогічно можна сформувати конкретні аналітичні вирази для 
інших класів НЧ з можливими типу розподілу. 
4.2. Метод перетворення інтервалів в нечіткі числа 
Відомі методи АОР ІБ [2], в яких для відображення загального 
результату оцінки використовується ЛЗ «СТУПІНЬ РИЗИКУ» 









  для кожного з яких визначається 
відповідний інтервал значень [dr1; dr2[, …, [drj; drj+1[,…, [drm; drm+1] 
[2]. Інтерпретація інтервалів реалізується експертами на основі своїх 
висновків. На практиці виникають ситуації, коли така інтерпретація 
(в подальшому АОР) може призвести до неточностей при розрахун-
ку кінцевих результатів через неузгодженість думок або помилки 
експертів. Тому, автоматизацію цього процесу для мінімізації такого 
роду помилок пропонується здійснити за допомогою розробки мето-
ду перетворення інтервалів в НЧ, який в подальшому дозволить під-
вищити ефективність такого процесу трансформації і зведе до міні-
муму вплив людського чинника. 
Так як в зазначених системах [2] найчастіше для реалізації проце-
су АОР використовуються трапецієподібні НЧ, реалізуємо перетво-
рення інтервалів в НЧ виду ~ j
T
 
= (аj; b1j; b2j; сj), де ~ jT
 
– терм-
множини ( 1,j m , m – кількість термів); а, с і b1j, b2j – відповідно 
абсциси нижньої і верхньої основи трапецієподібного НЧ. 
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Роботу методу щодо перетворення інтервалів представимо у ви-
гляді виконання послідовності наступних етапів: 
















– числові значення інтервалів для ОР
 
( 1, ).j m  
Етап 2 – Обчислення значень абсцис НЧ:  
j j ja k h   ;
 
1j j jc k h   ;
 
1 j j jb k h   ; 
2 1j j jb k h   . 
(4.8) 
Етап 3 – Визначення базового значення зсуву і поправка тер-
мів:  
11 1sf b k  , (4.9) 
 
j ja a sf   ;
 
j jc c sf   ;
 
1 1j jb b sf   ; 
2 2j jb b sf   , 
(4.10) 
де sf  - параметр зсуву. 
Етап 4 – Нормування результуючих НЧ: 
1 2( ) /j j m ma a k b   ; 
1 2( ) /j j m mc c k b   ; 
1 1 1 2( ) /j j m mb b k b   ; 
2 2 1 2( ) /j j m mb b k b   , 
(4.11) 
де 1,j m . 





 ( ja , 1 jb , 2 jb , jc ) < 0, 




 ( ja , 1 jb , 2 jb , jc ) > 1mk  , 
відповідно ja = 1 jb = 2 jb = jc = 1mk  . 
Розглянемо роботу методу на конкретному прикладі. Як вихідні 
дані з урахуванням можливості подальшої верифікації, будемо ви-
користовувати інтервали з рівномірним, нерівномірним, прогрес-
ним і регресним типом розподілу при m=5 (див. таблицю 4.3). 
Таблиця 4.3. Приклади інтервалів значень при m=5 
Тип розподілу 
[dr1; dr2[, …, [drj; drj+1[,…, [drm; drm+1] 
]dr1; dr2[ [dr2; dr3[ [dr3; dr4[ [dr4; dr5[ [dr5; dr6] 
Рівномірний ]0; 20[ [20; 40[ [40; 60[ [60; 80[ [80; 100] 
Нерівномірний ]0; 18[ [18; 35[ [35; 58[ [58; 85[ [85; 100] 
Прогресний ]0; 3[ [3; 16[ [16; 33[ [33; 65[ [65; 100] 
Регресний ]0; 28[ [28; 51[ [51; 71[ [71; 87[ [87; 100] 
Приклад 1 – рівномірний тип розподілу 
Нехай ЛЗ DR визначається інтервалами із таблиці 4.3. Для визна-
чення числових значень ,
~ jDR
T  1,5j    скористаємось даними із 
табл. 4.3 з рівномірним типом розподілу НЧ, тобто для яких буде 
істинною умова рівномірності (див. п. 4.1): 
р   (dr2 – dr1 = dr3 – dr2) Λ (dr3 – dr2 = dr4 – dr3) Λ (dr4 – dr3 = dr5 – 
dr4) Λ (dr5 – dr4 = dr6 – dr5) = (20 – 0 = 40 – 20) Λ (40 – 20 = 60– 40) Λ 
(60 – 40= 80 – 60) Λ (80 – 60= 100 – 80) = 1 Λ 1 Λ 1 Λ 1= 1.  
Як бачимо, умова рівномірності істинна ( р 1), отже, інтервали 
DR відповідають рівномірному типу розподілу. 
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Для реалізації трансформування представлених інтервалів, здійс-
нюється перетворення згідно (4.7) - (4.11). 
Етап 1. 
За допомогою (4.7) отримаємо значення коригувальних парамет-







 = (20-0) / 4 = 5; 2h  5; 3h 5; 4h   5; 5h  5. 
Етап 2.  
Обчислимо значення абсцис за формулою (4.8):  
1 1 1a k h   = 0 - 5= -5; 2 2 2a k h   = 15;  
3 3 3a k h   = 35; 4a  55; 5a  75;  
1 2 1c k h   =25; 2c 45; 3c  65; 4c 85; 5c   105;  
11 1 1b k h   =5; 21 2 1b k h   =15; 12b  25; 22b  35; 13b  45; 23b 55; 
14b  65; 24b  75; 15b  85; 25b  95. 
Етап 3.  
Визначимо базові значення зсуву за допомогою (4.9)  
11 1sf b k  = 5 - 0 = 5 і далі виконаємо поправку термів з врахуван-
ням sf  і застосування (4.10), тобто  
1 1a a sf   = -5–5 
= -10; 2a 10; 3a 30; 4a 50; 5a 70;  
1 1c c sf   =20; 2c40; 3c 60; 4c80; 5c  
100;  
11 11b b sf   =0; 21b  10; 12
b  20; 22b   
30; 13b  40; 23b 50; 14b  60; 
24b  70; 15b   
80; 25b  90. 
Етап 4.  
Реалізуємо нормування результатів на основі (4.11):  
1 1 6 25( ) /a a k b   = -11; 2a  11; 3a  33,33; 4a  55,55; 5a  77,77;  
1 1 6 25( ) /c c k b    
= 22,22; 2c   
44,44;  
3c  66,66; 4c 88,88; 5c  111,111;  
11 11 6 25( ) /b b k b   = 0; 21 21 6 25( ) /b b k b    
= 11,11 і т.д.  
За умовою із (4.11) а1 =0, а с5 =100. Всі отримані в результаті 




Таблиця 4.4. НЧ перетворених із інтервалів 
Тип розподілу 
НЧ 
НЧ  = ( , , , )LR ( ) 
     
Рівномірний (0; 0; 11,11; 22,22)LR 
(11,11; 22,22; 33,33; 
44,44)LR 
(33,34; 44,44; 55,55; 
66,66)LR 
(55,55; 66,66; 77,77; 
88,88)LR 
(77,77; 88,88; 100; 
100)LR 
Нерівномірний (0; 0; 9,81; 19,62)LR 
(10,08; 19,35; 28,61; 
37,88)LR 
(26,96; 39,51; 52,04; 
64,58)LR 
(50,95; 65,67; 80,38; 
95,09)LR 
(83,65; 91,83; 100; 
100)LR 
Прогресний (0; 0; 1,66; 3,32)LR 
(0; 6,08; 13,26; 
20,44)LR 
(12,16; 21,55; 30,94; 
40,33)LR 
(26,8; 44,48; 62,16; 
79,83)LR 
(61,33; 80,66; 100; 
100)LR 
Регресний (0; 0; 15,6; 31,2)LR 
(16,99; 29,81; 42,62; 
55,43)LR 
(43,45; 54,6; 65,74; 
76,88)LR 
(66,85; 75,77; 84,68; 
93,6)LR 
(85,52; 92,76; 100; 
100)LR 
Для перевірки рівномірності НЧ скористаємось умовою рівномі-
рності із п. 4.1 для 
(5)
~DR
T :  
р   (11,11 – 0 = 33,33 – 22,22) Λ (33,33 – 22,22 = 55,55 – 44,44) Λ 
(55,55 – 44,44 = 77,77 – 66,66) Λ (77,77 – 66,66 = 100 – 88,88) Λ (22,22 
– 11,11 = 44,44 – 33,33) Λ (44,44 – 33,33 = 66,66 – 55,55) Λ (66,66 – 






має р 1, що говорить про еквівалентність ви-
конаних перетворень. Графічна інтерпретація сформованих рівномі-





наведена на рис. 4.9. 
 




















Приклад 2 – нерівномірний тип розподілу 
Розглянемо роботу методу на прикладі нерівномірно розподіле-
них за віссю dr інтервалів з їх числовими еквівалентами в табл. 4.4, 
тобто для яких буде істинною умова нерівномірності (див. п. 4.1): 
н  
= (dr2 – dr1 ≠ dr3 – dr2)   (dr3 – dr2 ≠ dr4 – dr3)   (dr4 – dr3 ≠ dr5 – 
dr4)   (dr5 – dr4 ≠ dr6 – dr5) = (18 – 0 ≠ 35– 18)   (35 – 18 ≠ 58 – 35) 
  (58 – 35 ≠ 85 – 58)   (85 – 58 ≠ 100 – 55)= 1  1  1  1 = 1.  
Як бачимо, умова нерівномірності істинна (
н =1). Це говорить 
про відповідність інтервалів DR такому типу розподілу як нерівно-
мірний. Далі виконаємо, у відповідності із етапами 1-4, перетво-
рення інтервалів в НЧ. 
Етап 1. 
У відповідності із (4.7) отримаємо значення коригувальних па-
раметрів, 1h   4,5; 2h  4,25; 3h 5,75; 4h   6,75; 5h  3,75. 
Етап 2.  
Визначимо значення абсцис НЧ за допомогою (4.8): 
1a  –4,5; 2a  13,75; 3a  29,25; 4a  51,25; 5a  81,25;  
1c  22,5; 2c 39,25; 3c  63,75; 4c 91,75; 5c  103,75;  
11b 4,5; 21b  13,5; 12b  22,25; 22b  30,75; 13b  40,75;  
23b 52,25; 14b  64,75; 24b  78,25; 15b  88,75; 25b  96,25. 
Етап 3.  
Знаходимо базове значення зсуву за формулою (4.9):  
11 1sf b k  = 4,5 
і далі виконаємо поправку значень абсцис із врахуванням sf  за 
допомогою (4.10): 1a –9; 2a 9,25; 3a 24,75; 4a 46,75;  
5a 76,75;  1c 18; 2c34,75; 3c 59,25; 4c87,25; 5c 99,25;  
11b 0; 21b  9; 12
b  17,75; 22b   
26,25; 13b  36,25; 23b 47,75;  
14b  60,25; 24b  73,75; 15b   
84,25; 25b  91,75. 
Етап 4.  
Реалізуємо нормування результатів на основі (4.11):  
1a  –9,8; 2a 10,08; 3a   
26,97; 4a  50,95; 5a   
83,65; 1c  19,62; 
2c 37,88; 3c   
64,58; 4c 95,09; 5c  108,17; 11b   0; 21b  9,81 і т.д.  
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За умовою (4.11) а1 =0, а с5 =100. Всі отримані результати зане-






(див. п. 4.1):  
н   (9,81 – 0 ≠ 28,61 – 19,35)   (28,61 – 19,35 ≠ 52,04 – 39,51)   
(52,04 – 39,51 ≠ 80,38 – 65,67)   (80,38 – 65,67 ≠ 100 – 91,83) + 
(19,35 – 9,81 ≠ 39,51 – 28,61)   (39,51 – 28,61 ≠ 65,76 – 52,04)   






істинна ( 1н  ), що говорить про 
еквівалентність виконаних перетворень. Графічна інтерпретація 
сформованих нерівномірно розподілених НЧ 
(5)
~DR
T  наведена на 
рис. 4.10. 
 





Приклад 3 – прогресний тип розподілу 
Покажемо роботу представленого методу для інтервалів, число-
ві значення яких ,
~ j
DRT  1,5j   із табл. 4.3 мають прогресний тип 
розподілу за віссю dr, тобто для якого істинним є умова прогресії 
(див. п. 4.1):  
в = (dr2 – dr1 < dr3 – dr2) Λ (dr3 – dr2 < dr4 – dr3) Λ (dr4 – dr3 < dr5 – 
dr4) Λ (dr5 – dr4 < dr6 – dr5) = (3 – 0 < 16 – 3) Λ (16 – 3 < 33 – 16) Λ 
(33 – 16 < 65 – 33) Λ (65 – 33 < 100 – 65) = 1 Λ 1 Λ 1 Λ 1= 1.  
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Як видно, умова 1в   
істинна, що говорить про відповідність 
інтервалів прогресному типу розподілу. 
За аналогією з прикладом для рівномірно розподілених інтерва-
лів значень здійснимо, у відповідності з етапами 1-4, необхідні 
перетворення. 
Етап 1. 
За допомогою (4.7) визначимо значення коригувальних параме-
трів, h1 = 0,75; h2 =3,25; h3 =4,25; h4 = 8; h5 =8,75. 
Етап 2.  
Далі визначимо значення абсцис НЧ за допомогою (4.8):  
1a  –0,75; 2a  = –0,25; 3a  11,75; 4a  25; 5a  56,25; 
1c  3,75; 2c 19,25; 3c  37,25; 4c 73; 5c   108,75;  
11b 0,75; 21b  2,25; 12b  6,25; 22b  12,75; 13b  20,25; 23b 28,75; 
14b  41; 24b  57; 15b  73,75; 25b  91,25. 
Етап 3.  
Визначимо базові значення зсуву на основі (4.9):  
11 1sf b k  = 0,75 
і далі з урахуванням sf  виконаємо поправку значень абсцис за 
допомогою (4.10) тобто,  
1a –1,5; 2a –1; 3a 11; 4a 24,25; 5a  
55,5;  
1c 3; 2c18,5; 3c 36,5; 4c  
72,25; 5c  
108;  
11b 0; 21b  1,5; 12
b 
 
5,5; 22b   
12; 13b  19,5; 23b 28;  
14b   
40,25; 24b  56,25; 15b   
73; 25b  90,5. 
Етап 4.  
Здійснимо нормування результатів за виразом (4.11):  
1a  –1,66; 2a  –1,1; 3a   
12,16; 4a   
26,8; 5a   
61,33; 1c  3,32; 
2c 20,44; 3c   
40,33; 4c 79,83; 5c  119,33; 11b   0; 21b  1,66 і т.д.  
За умовою із (4.11) а1 = а2 =0, а с5 =100. Всі отримані результати 
занесемо до таблиці 4.4 (рис. 4.11). 
Далі перевіримо умову зростання для 
(5)
~DR
T  (див. п. 4.1):  
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в = (b21 – b11 < b22 – b12) Λ (b22 – b12 < b23 – b13) Λ (b23 – b13 < b24 – b14) 
Λ (b24 – b14 < b25 – b15) Λ (b12 – b21 < b13 – b22) Λ (b13 – b22 < b14 – b23) Λ 
(b14 – b23 < b15 –b24) = (1,66 – 0 < 13,26 – 6,08) Λ (13,26 – 6,08 < 30,94 
– 21,55) Λ (30,94 – 21,55 < 62,16 – 44,48) Λ (62,16 – 44,48 < 100 – 
80,66) Λ (6,08 – 1,66 < 21,55 – 13,26) Λ (21,55 – 13,26 < 44,48 – 
30,94) Λ (44,48 – 30,94 < 80,66 – 62,16) = 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 
= 1.  
Як бачимо, значення 1в   для 
(5)
~DR
T  є істинним, що говорить 
про адекватність виконаних перетворень. 
 
Рис. 4.11. Терми значень сформованих НЧ з прогресним типом розподілу 




Приклад 4 – регресний тип розподілу 
Реалізуємо трансформування інтервалів, які приймають значен-
ня з табл. 4.3 і мають регресний тип розподілу за віссю dr, тобто 
для яких істинною є умова регресії (див. п. 4.1): 
у = (dr2 – dr1 > dr3 – dr2) Λ (dr3 – dr2 > dr4 – dr3) Λ (dr4 – dr3 > dr5 – 
dr4) Λ (dr5 – dr4 > dr6 – dr5) = (28 – 0 > 51 – 28) Λ (51 – 28 > 71 – 51) 
Λ (71 – 51 > 87 – 71) Λ (87 – 71 > 100 – 87) = 1 Λ 1 Λ 1 Λ 1 = 1.  
Як бачимо, умова у  1 істинна, значить інтервали відповіда-
ють регресному типу розподілу. 
Реалізуємо у відповідності з етапами 1-4 перетворення інтерва-
лів в НЧ. 
Етап 1. 
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За допомогою (4.7) розрахуємо значення коригувальних пара-
метрів h1 = 7; h2 = 5,75; h3 = 5; h4 = 4; h5 = 3,25. 
Етап 2.  
Далі визначимо значення абсцис НЧ за допомогою (4.8):  
1a  –7; 2a  = 22,25; 3a  46; 4a 67; 5a  83,75;  
1c  35; 2c 56,75; 3c  76; 4c 91; 5c   103,25;  
11b 7; 21b  21; 12b  33,75; 22b  42,25; 13b  56; 23b 66;  
14b  75; 24b   83; 15b  90,25; 25b  96,75. 
Етап 3.  
Реалізуємо визначення базового значення зсуву за формулою 
(4.9):  
11 1sf b k  = 7 
і далі з урахуванням sf  виконаємо поправку термів за допомогою 
(4.10), тобто  
1a –14; 2a15,25; 3a 39; 4a 60; 5a  
76,75;  
1c 28; 2c49,75; 3c  
69; 4c  
84; 5c  
96,25;  
11b 0; 21b  14; 12
b 
 
26,75; 22b   
38,25; 13b  49; 23b 59;  
14b   
68; 24b  76; 15b   
83,25; 25b  89,75. 
Етап 4.  
Тут нормуємо результати за виразом (4.11): 
 
1a  –15,6; 2a 16,99; 3a   
43,45; 4a   
66,85; 5a   
85,52; 1c  31,2; 
2c 55,43; 3c   
76,88; 4c 93,59; 5c  107,34; 11
b   0; 21b  15,6 і т.д.  
За умовою із (4.11) а1 =0, а с5 =100. Всі отримані результати за-
несемо до таблиці 4.4 (рис. 4.12). Перевіримо умову регресії для 
(5)
~DR
T  (див. п. 4.1), тобто:  
у = (15,6 – 0 > 42,62 – 29,81) Λ (42,62 – 29,81 > 65,74 – 54,6) Λ 
(65,74 – 54,6 > 84,68 – 75,77) Λ (84,68 – 75,77 > 100 – 92,76) Λ 
(29,81 – 15,6 > 54,6 – 42,62) Λ (54,6 – 42,62 > 75,77 – 65,74) Λ 
(75,77 – 65,74 > 92,76 – 84,68) = 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 = 1. 
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є істинним, що дозволяє 
зробити висновок про адекватність перетворень. 
 
Рис. 4.12. Терми значень сформованих НЧ з регресним типом розподілу 




Таким чином, запропонований метод перетворення інтервалів в 
НЧ, в якому, за рахунок реалізації процедур коригування парамет-
рів, формування нових значень абсцис, визначення базового зна-
чення зсуву, поправки термів і нормування результуючих НЧ, до-
зволяє формалізувати процес формування еталонів без участі екс-
пертів відповідної предметної галузі. 
Для розширення можливостей представленого методу можна 
здійснити трансформування інтервалів в інші класи параметричних 
НЧ, наприклад, трикутних. 
4.3. Детермінований метод аналізу та оцінювання ризиків  
втрати інформаційних ресурсів 
Для розширення відповідних функціональних можливостей су-
часних систем АОР пропонується використовувати підхід, засно-
ваний на судженнях експертів. При цьому будемо враховувати пе-
ршу ситуацію, коли експерт має чіткі (бінарні) переваги щодо зна-
чень оцінюваних параметрів, так і другу ситуацію – з зоною невпе-
вненості, коли експерт сумнівається в однозначності своїх пріори-
тетів. Відповідно до цього, пропонується два методи оцінювання – 




Крок 1 (Визначення множин) 
На цьому кроці визначаються всі використовувані базові мно-
жини параметрів, які будуть задіяні в процесі АОР. Для визначення 
множин в якості основи використаємо модель параметрів інтегро-
ваного представлення ризику (п. 2.1): 
iEK
K  – подія порушення ІБ (наприклад, Е може відображатись 
значенням Е7= «НКЦД»); А{Aa} (a=1,n ) – дія, яка може привести 
до Е (наприклад, для n=5 експерти можуть ідентифікувати наступні 
А{Aa} (a=1,5 ):  
А1= «Зараження вірусами»;  
А2= «Помилки програмування»;  
А3= «Порушення роботи операційної системи»;  
А4= «Порушення цілісності системи безпеки»;  
А5= «Відмова в обслуговуванні»).  
Для відображення загального результату АОР скористаємось ЛЗ 
















 {«Незначний ризик пору-
шення ІБ» (НР), «Ступінь ризику порушення ІБ низький» (РН), 
«Ступінь ризику порушення ІБ середній» (РС), «Ступінь ризику 
порушення ІБ високий» (РВ), «Граничний ризик порушення ІБ» 
(ГР)}, при цьому вони можуть бути відображені на універсальній 
множині 
~ DR
X {0, maxDR}).  






T  визначається свій 
інтервал значень [drmin; dr1[, …, [drj; drj+1[,…, [drm; drmax]. Напри-










T  визначимо інтерва-
ли з використанням шкали Харрінгтона [5], яку модифікуємо збі-
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льшенням її градуювальних значень у два порядки, тобто інтерва-
лам 
[drmin; dr1[, [dr2; dr3[, [dr4; dr5[, [dr6; dr7[, [dr8; drmax] 
будуть відповідати значення  
[0; 20[, [20; 40[, [40; 60[, [60; 80[, [80; 100]. 
Далі, для створення можливості експерту при оцінюванні засто-
сувати більш широкий спектр величин, скористаємося розробле-
ною моделлю параметрів для цього випадку визначимо повну мно-
жину оціночних компонент 
EK3Fh{EKi}={P, F, L, D, S, V} ( 1,i g ), 
де 3Fh – шістнадцятковий код, бінарне значення якого в такий спо-
сіб відображає порядковий номер оціночного компонента в мно-
жині: Р розташовується в розряді 2
5
, F в 2
4
, L – 2
3
, D – 2
2
, S – 2
1
, V – 
2
0
 (наприклад, якщо експерти хочуть скористатись P, F, L і D, то 
g=4 ( 1,4i  ), а  
EK3Ch{EKi}={EK1, EK2, EK3, EK4}={P, F, L, D}). 
Введемо ЛЗ «РІВЕНЬ ОЦІНОЧНОГО КОМПОНЕНТУ ЕКi»  
(
iEK






X >, де 
базові терм-множини задаються m-термами  
1
.














 {«дуже низький» (ДН), «низь-
кий» (Н), «середній» (С), «високий» (В), «дуже високий» (ДВ)} 
терми в лінгвістичній формі характеризують рівень оціночного 









T  відповідно ви-
значається свій інтервал величин для кожного ЕКi –  
[ miniEKk ; 1iEKk  [, …, [ iEK jk ; 1iEK jk   [,…, [ iEK mk ; maxiEKk ] 
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яким будуть відповідати значення  
[0; 0,1[, [0,1; 0,2[, [0,2; 0,3[, [0,3; 0,4[, [0,4; 0,5]). 
Для зручності відображення оціночних компонент через інтер-
вали допустимих значень скористаємося табл. 4.5. Оцінка значу-
щості ЕKi здійснюється параметрами з множини 
  ( 1, )iLS i g LS , 
а оцінка поточного значення оціночного компонента – за допомо-
гою множини   ( 1, ).iek i g ek  
Крок 2 (Опис оціночних компонент) 
На цьому кроці проводиться опис низки оціночних компонент, 
що використовуються, і які, на думку експерта-аналітика, з одного 
боку, впливають на оцінку ризику ІБ, а з іншого – оцінюють різні 
за своєю природою його сторони, наприклад, ті, що враховують 
особливості організації (банк, архів, силові відомства, завод тощо). 




K  для 
1~ EKiK




T  … ~ EK jiK










k  [ … [ 1EK mk ; 1 maxEKk ] 
… … … … … … 
ЕKi [ miniEKk ; 1iEKk [ 
… [
iEK j
k ; 1iEK jk  [ 
… [
iEK m
k ; maxiEKk ] 
… … … … … … 
ЕKg [ mingEKk ; 1gEKk [ 
… [
gEK j
k ; 1gEK jk  [ 
… [
gEK m
k ; maxgEKk ] 
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Для цього експерт повинен визначити шістнадцятковий код, за 
яким з {EKi} вибираються значення відповідних компонент, напри-
клад, при коді 2Ch – g=3, а  
EK2Ch  {EKi}={EK1, EK2, EK3}={P, L, D} ( 1,3i  ) 
або при коді 12h – g=2, а  
EK12h {EKi}={EK1, EK2}={F, S} ( 1,2i  ). 
Крок 3 (Оцінка рівня значущості оціночних компонент) 
На цьому кроці кожному компоненту – ЕKi ставиться у відпові-
дність рівень його значимості – LSi. Відмітимо, що якщо для всіх 
LS справедливе співвідношення порядку 
1i iLS LS  ,    (4.12) 











.   (4.13) 
Згідно з цим правилом у експерта відсутня інформація (крім 
умови (4.12)) про значущість компонента і тоді (4.13) відображає 
максимум ентропії наявної інформаційної невизначеності про 
об'єкт дослідження. Якщо ж всі компоненти мають рівну значи-
мість (мають однакову перевагу, тобто 
1i iLS LS   або система на-
дання переваг відсутня), то:  
1/iLS g .   (4.14) 
Крок 4 (Визначення еталонних значень ступеня ризику) 
На цьому кроці експертами визначаються еталонні значення для 
DR, тобто задається кількість термів в базовій терм-множині ЛЗ і 
ставитися їм у відповідність інтервал значень, що лежить в діапа-
зоні [drmin; drmax] (див. приклад на кроці 1). 
Крок 5 (Визначення еталонних значень оціночних компо-
нент).  
Тут експертами проводиться визначення еталонних значень для 
iEK
K , тобто задається кількість термів в терм-множині ЛЗ 
(див. приклад на кроці 1 і табл. 4.6). 
Крок 6 (Оцінка поточних значень компонент) 
На цьому кроці по кожному оціночному компоненту  
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{EKi}={P, F, L, D, S, V} ( 1,i g ) 
експерти відповідної предметної галузі визначають ek для всіх А 









Значення виставляються на підставі переваг експертів, статис-
тичної інформації та ін. даних.  
У табл. 4.7 показаний приклад визначення поточних значень для 
А{Aa} (a=1,5 ), що описано на кроці 1 при g=4, а  
EK3Ch{EKi}={EK1, EK2, EK3, EK4}={P, F, L, D} ( 1,4i  ). 
Таблиця 4.7. Приклад 1 – визначення поточних значень оціночних 
 компонент  
EKi 1
A
iek  ~ EKiKT  
2A
iek  ~ EKiK
T  3A
iek  ~ EKiK
T  4A
iek  ~ EKiK
T  5A
iek  ~ EKiK
T  
P,(i=1) 72 В 58 С 64 С 70 В 66 С 
F,(i=2) 0,72 В 0,58 С 0,64 С 0,7 В 0,66 С 
L, (i=3) 0,23 С 0,33 С 0,12 Н 0,4 В 0,24 Н 
D,(i=4) 5,4 С 6 С 2,2 ДН 9 ДВ 5,5 С 





















T  [0; 20[ [20; 40[ [40; 60[ [60; 80[ 
5~ PK
T  [80; 
100] 
ЕK2=F 1~ FK







T  [0,8; 1] 
ЕK3=L 
1~ LK









T  [0,4; 
0,5] 
ЕK4=D 1~ DK
T   [0; 2[ [2; 4[ [4; 6[ [6; 8[ 5~ DK
T  [8; 10] 
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Крок 7 (Класифікація поточних значень) 
При проходженні цього кроку визначається приналежність 
Aa
iek  
заданому діапазону, за яким формується бінарне значення : 
( 1)( )
( 1)
1, [ ; [;






i EK j EK jA
ij A
i EK j EK j
при ek k k







  (4.15) 
що відображає перевагу експерта щодо значень оціночних параме-
трів, а результати обчислень для зручності заносяться в табл. 4.8. 
Таблиця 4.8. Класифікація поточних значень оціночних компонент  
ЕKi 
( )аA
ijλ  для ~ EK ji
KT  ( 1,i g , 1,j m ) 
1~ EKi
KT  … ~ EK ji
KT  … ~ EK mi
KT  
ЕK1 11 … 1j … 1m 
… … … … … … 
ЕKi i1 … ij … im 
… … … … … … 
ЕKg g1 … gj … gm 
Аналогічні перетворення виконуються для всіх А, наприклад, 






ijλ  занесемо в табл. 4.9. 
Таблиця 4.9. Приклад 1 – класифікація поточних значень компонент 
ЕKi 
Значення  для A{Aa} (a= 5,1 ) 
1( )A
ijλ  для 
~ EK miK
T   
( 1,4i  , 
1,5j  ) 
2( )A
ijλ  для 
~ EK miK
T   
( 1,4i  , 
1,5j  ) 
3( )A
ijλ  для 
~ EK miK
T   
( 1,4i  , 
1,5j  ) 
4( )A
ijλ  для 
~ EK miK
T   
( 1,4i  , 
1,5j  ) 
5( )A
ijλ  для 
~ EK miK
T   
( 1,4i  , 
1,5j  ) 
P 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 
F 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 
L 0 0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 
D 0 0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 
Крок 8 (Оцінка ступеня ризику) 
317 
На цьому кроці проводиться обчислення показника ступеня ри-
зику порушення ІБ ( )aAdr  за формулою: 












  ,   (4.16) 
де drj=90-20(j-1), 
( )аA
ijλ  визначається за формулою (4.15) для кожної 
Аа ( 1, )a n , а LSi ( 1, )i g  – за формулою (4.14) або (4.13) 
( 1, ).j m  
Крок 9 (Лінгвістичне розпізнавання) 
На завершальному етапі здійснюється лінгвістичне розпізнаван-
ня отриманого значення ( )aAdr  через терм-множини DR, наприклад, 











, [ ; [;
, [ ; [;
, [ ; [;
~
, [ ; [;












НР при dr dr dr
PH при dr dr dr
РC при dr dr dr
РB при dr dr dr









T   (4.17) 
де DR відображає обчислене ( )aAdr  за допомогою значень терм-
множин ЛЗ «СТУПІНЬ РИЗИКУ».  
Також за виразом (4.18) можна обчислити середнє значення 
( )срdr  за ресурсом, який оцінюється:  








 .         (4.18) 
Розглянемо приклад АОР на основі застосування такого ресурсу 
(активу) ІС, як поштовий сервер, скориставшись при цьому прик-
ладом для параметрів Е і А, визначених на кроці 1. Їх ідентифіка-
цію найбільш часто здійснюють на основі суджень експертів або за 
допомогою запитів через складені експертами опитувальники [1]. 
Наведемо приклад запитів, відповідно до стандарту ISO/IEC 27002: 
1) Чи існує в організації певна впроваджена і затверджена про-
цедура отримання дозволу щодо використання нових засобів обро-
бки інформації (пункт 6.1.4 стандарту) [7]? 
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Для відповіді на цей запит пропонується вибрати відповідь ТАК 
чи НІ. Якщо експерт відповідає ТАК, тоді відбувається уточнення 
як ця процедура організована на підприємстві. 
1.1) Схвалено нові засоби обробки інформації з боку: 
а) інструкції користувачів; якщо відповідь ТАК – перехід до на-
ступного, якщо НІ – можуть бути реалізовані всі Аа ( 1,5)a  ; 
б) адміністраторів засобів управління; якщо відповідь ТАК – пе-
рехід до наступного, якщо НІ – можуть бути реалізовані А3-А5; 
в) менеджера локальної ІС. Якщо експерт відповів ТАК – пере-
хід до наступного, якщо НІ – можуть бути реалізовані А2 -А5; 
1.2) Перевірено на сумісність з іншими компонентами системи? 
Якщо ТАК – перехід до наступного, якщо НІ – можуть бути реалі-
зовані А3-А5; 
1.3) Чи використовуються засоби обробки особистої інформації 
або приватної власності: портативні комп'ютери, домашні комп'ю-
тери або прилади для обробки ділової інформації? Чи визначені, 
впроваджені необхідні заходи контролю? 
Якщо відповідь ТАК – перехід до наступного, якщо НІ – можуть 
бути реалізовані всі Аа. 
У разі, якщо експертом була дана відповідь НІ на запит 1, то це 
може привести до Е7 і на всі А. 
Проведемо опитування за даним запитом і опрацюємо варіанти 
відповідей. Припустимо, що на запит 1 експерт дав позитивну від-
повідь, отже, перейшов до уточнення даних, на що дав такі відпо-
віді: 
1.1 а – ТАК;  
1.1 б – ТАК;  
1.1 в – НІ;  
1.2 – ТАК;  
1.3 – НІ.  
Крок 1 
Зробимо обробку відповідей та визначень, які ідентифікують 
компонент. Щодо даного активу можуть бути спрямовані всі Аа.(
5,1a ), при реалізації яких можливе настання визначених Е, що 
описуються зв’язками: 
А1 => Е5= «ПЦД»;  
А2 => Е7= «ПКЦД»;  
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А3 => Е5= «ПЦД»;  
А4 => Е7= «ПКЦД»;  
А5 => Е3= «ПД»  
Наприклад, остання зв'язка інтерпретується так: щодо поштово-
го сервера може бути реалізовано дію (реалізація потенційних за-
гроз), яка призводить до відмови в обслуговуванні та ініціює подію 
порушення доступності ресурсу. 
Таким чином, маємо множину Е для даного активу Е = {Е3, Е5, 
Е7}. При оцінці ступеня ризику використовуємо відповідну ЛЗ з 
терм-множиною і інтервалами значень, які в якості прикладу розг-
лянуті на кроці 1. 
Крок 2 
Скористаємося оціночними компонентами, визначеними в при-
кладі кроку 1, при g=4,  
EK3Ch{EKi}={ЕK1 – ймовірність (Р), ЕK2 – частота (F), ЕK3 – 
затрати та втрати (L), ЕK4 – небезпека (D)}. 
Крок 3 
Оцінку LS реалізуємо за формулою (4.14) 1/iLS g  = 0,25 
( 1,4)i  . 
Крок 4 
Для визначення еталонних значень ступеня ризику скористає-
мося прикладом, описаним на етапі 1, де [drmin; drmax] відповідає [0; 
100]. 
Крок 5 
На основі попереднього експертного аналізу отримуємо еталон-
ні значення 
iEK
K  із заданими інтервалами. 
Для цього скористаємося даними з прикладу на кроці 1 і табл. 
4.7, де розбивка на інтервали компонента F ґрунтується на шкалі 
Харрінгтона [5], а P – на її модифікації шляхом збільшення в два 
порядки градуювальних значень. Діапазон значень L і D визнача-
ється на розсуд експертів. 
Крок 6 
Поточний стан ІБ активу характеризується значеннями оціноч-
них компонент ek за кожним А (табл. 4.7), що визначається на ос-
нові експертних суджень. Для здійснення подальших розрахунків 
будуть використовуватися дані представлені в табл. 4.7. 
Крок 7 
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Для кожного Аа (a= 51, ) на основі (4.15) щодо заданих діапазонів 
(див. табл. 4.6) здійснюється класифікація поточних величин 
A
iek  
(див. табл. 4.8) за допомогою бінарної змінної 
( )аA
ijλ , конкретні зна-
чення якої занесені в табл. 4.9. 
Крок 8 
Зробимо обчислення показника ступеня ризику порушення ІБ за 






тоді 1( )Adr = 0+35+25+0+0=60,  
2( )Adr =60,  
3( )Adr =50,  
4( )Adr =80,  
5( )Adr =50. 
Крок 9 
Для лінгвістичного розпізнавання отриманого значення 
( )aAdr  



















































визначені значення ЛЗ: «РВ», «РВ», «РС», «ГР», «РС».  
Також для даного активу за виразом (4.18) обчислюється серед-










  =(60+60+50+80+50)/5=60, 
і далі за формулою (4.17) визначається його лінгвістичний еквіва-
лент – «РВ». 
З метою верифікації методу виконаємо аналогічні обчислення 
при середовищі оточення заданого ресурсу з підвищеним рівнем 
ризику, тобто експертами було оцінено поточне значення 
A
iek  для 
всіх Аа на рівні 
4~ EKiK
T ={«В»} і 
5~ EKiK
T ={«ДВ»} (див. приклад кро-
ку 1).  
Результати обчислень (за аналогією з табл. 4.6) занесемо в 
табл. 4.10. 




iek  ~ EKiKT
 2A
iek  ~ EKiKT
 3A
iek  ~ EKiKT
 4A
iek  ~ EKiKT
 5A
iek  ~ EKiKT
 
P, (i=1) 80 В 79 В 95 ДВ 86 ДВ 71 В 
F, (i=2) 0,92 ДВ 0,83 В 0,9 ДВ 0,61 В 0,82 В 
L, (i=3) 0,44 ДВ 0,39 В 0,45 ДВ 0,48 В 0,43 ДВ 
D, (i=4) 8,4 В 9 ДВ 7 В 8,3 ДВ 9 ДВ 
Далі здійснюється класифікація поточних значень 
A
iek  за фор-
мулою (4.15), а результати заноситься в табл. 4.11.  
Таблиця 4.11. Приклад 2 – класифікація поточних значень компонент 
ЕKi 
Значення  для A{Aa} (a= 5,1 ) 
1( )A
ijλ  для 
~ EK mi
KT   
( 1,4i  , 
1,5j  ) 
2( )A
ijλ  для 
~ EK mi
KT   
( 1,4i  , 
1,5j  ) 
3( )A
ijλ  для 
~ EK mi
KT   
( 1,4i  , 
1,5j  ) 
4( )A
ijλ  для 
~ EK mi
KT   
( 1,4i  , 
1,5j  ) 
5( )A
ijλ  для 
~ EK mi
KT   
( 1,4i  , 
1,5j  ) 
P 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 
F 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 
L 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 
D 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 
Здійснимо обчислення показника ступеня ризику за формулою 
(4.16) 
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1( )Adr =85,  
2( )Adr =80,  
3( )Adr =85,  
4( )Adr =80,  
5( )Adr =85, 
і для лінгвістичного розпізнавання отриманих результатів скорис-








dr  відповідає значення ЛЗ – «ГР». 
Далі обчислимо середнє значення ступеня ризику  
( )срdr =(85+80+85+80+85)/5=83, 
і за формулою (4.16) визначається його лінгвістичний еквівалент – 
«ГР».  
Як видно, при збільшенні агресивності середовища оточення ві-
дповідно і збільшився, як середній ризик, так і окремі значення за 
Аа ( 1,5)a  . 
4.4. Метод аналізу та оцінювання ризиків в нечіткому 
середовищі 
Тепер розглянемо можливості оцінювання ступеня ризику за 
умови, що експерт не завжди може однозначно визначити переваги 
щодо оцінюваних параметрів. Пропонується вирішувати це 
завдання за допомогою нечіткого методу АОР. Нечіткі описи в 
структурі методу з'являються у зв'язку із невизначеністю експерта, 
яка виникає в процесі різного роду класифікацій, наприклад, 
експерт не проводить чітку межу між поняттями «В» і «ДВ» для Р. 







T  представляються трапецієпо-
дібними НЧ з ФН відповідно 
1( )dr , …, ( )j dr , …, ( )mμ dr , які 









, [ , ];
( ) 1 , [ , ];









L dr a b
b a
μ dr dr b b
dr b









    
    (4.19) 
де аj < b1j  b2j < сj, при j= m,1 , {а1, cm}={}, а L(dr), R(dr) – функції 
(не зростаюча на множині не додатних чисел), які задовольняють 
властивостям:  
L(-dr) = L(dr), R(-dr)= R(dr), L(0) = R(0) = 1. 
Для цілей компактного опису трапецієподібні ФН (dr) зручно 
описувати трапецієвидними НЧ виду  
~ jDR
X = (аj, b1j, b2j, сj)LR, 
де аj і сj  – абсциси нижньої основи, а b1j і b2j – абсциси верхньої 
основи трапеції (рис. 4.13), яка задає j(dr) в області з ненульовою 
належністю носія dr відповідній нечіткій підмножині. 
 
Рис. 4.13. Еталонні значення для ЛЗ DR 
Після визначення ЛЗ експерт може використовувати її як мате-
матичний об'єкт у відповідних операціях та методах. Продемонст-












Крок 1 (Визначення лінгвістичних змінних і нечітких підм-
ножин) 
На цьому кроці будуть використані всі компоненти, які були ви-
значені на кроці 1 DetM. Відзначимо, що для ЛЗ DR=«СТУПІНЬ 
РИЗИКУ» ( DR {DRj}) в якості прикладу будемо використовувати 











Кроки 2 і 3 збігаються відповідно з кроками 2 і 3 DetM (п. 4.3). 
Крок 4 (Визначення еталонних значень ступеня ризику) 
Тут експертами на основі виразу (4.19) і власних пріоритетів ви-
значаються еталонні НЧ для DR щодо інтервалів значень, кількість 
яких залежить від числа використовуваних термів, наприклад, як-
що для DR їх m, то кількість інтервалів буде G=2m-1, із загальним 
виглядом  
[b11; b21[, [b21; b12[, [b12; b22[, …, 
[b2j-1; b1j[, [b1j; b2j[, …, [b2m-1; b1m[, [b1m; b2m] 
( 1,j m ) і ФН j(dr).  
Припустимо m = 5, тоді G=9, а інтервалам 
[b11; b21[, [b21; b12[, [b12; b22[, [b22; b13[, 
[b13; b23[, [b23; b14[, [b14; b24[, [b24; b15[, [b15; b25] 
із врахуванням (4.19) відповідають 
[b11; b21[, [а2, с1[, [b12; b22[, [а3; с2[, 
[b13; b23[, [а4; с3[, [b14; b24[, [а5; с4[, [b15; b25], 
а конкретні дані (інтервали значень і ФН заданих термів) для розг-
лянутого прикладу занесені в табл. 4.12. 
Крок 5 (Визначення еталонних значень оціночних компо-
нент) 
На цьому кроці експертами проводиться визначення еталонних 
значень для 
iEK
K , аналогічно кроку 5 DetM (див. табл. 4.6) з тією 
відмінністю, що тут здійснюється розбиття повної множини вказа-
них значень на нечіткі підмножини. 
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Для зручності відображення оціночних компонент через НЧ 
скористаємося табл. 4.13.  
Наведемо приклад такого визначення для  
{EKi}={EK1, EK2, EK3, EK4}={P, F, L, D} 
із конкретними даними, відображеними в табл. 4.14. 
Також НЧ для 
iEK
K  можна відобразити відносно інтервалів зна-
чень  
Таблиця 4.12. Приклад значень інтервалів і j(dr) 
Інтервали Терми j(dr) 
[b11; b21[=[0; 10[ 1~DRT
 
1 








2(dr) =1- 1(dr) 
[b12; b22[=[20; 30[ 2~DRT
 
1 








3(dr) =1- 2(dr) 
 [b13; b23[=[40; 50[ 3~DRT
 
1 









[b14; b24[=[60; 70[ 4~DRT
 
1 








5(dr) =1- 4(dr) 




[b11; b21[, [b21; b12[, [b12; b22[, …, [b2j-1; b1j[, [b1j; b2j[, …, 
[b2m-1; b1m[, [b1m; b2m] (j=1,m ) 
і ФН j( a
A
iek ). 




X = (аj, b1j, b2j, сj)LR для 
1~ EKiK
T  – 
~ EK miK
T  ( 1,j m ) 
1~ EKiK
T  … ~ EK jiK
T  … ~ EK miK
T  
ЕK1 (а1min; b11min; b121; с1) … (а1j; b11j; b12j+1; с1j+1) … (а1m; b11m; b12max; с1max) 
… … … … … … 
ЕKi (аimin; bi1min; bi21; сi) … (аij; bi1j; bi2j+1; сij+1) … (аim; bi1m; bi2max; сimax) 
… … … … … … 
ЕKg (аgmin; bg1min; bg21; сg) … (аgj; bg1j; bg2j+1; сgj+1) … (аgm; bg1m; bg2max; сgmax) 
 





X = (аj, b1j, b2j, сj)LR для 
1~ EKiK
T  – 
5~ EKiK
T  ( 5,1j ) 
1~ EKiK














ЕK1=P (0;0;10;20) (10;20;30;40) (30;40;50;60) (50;60;70;80) (70;80;100;100) 
ЕK2=F (0;0;0,1;0,2) (0,1;0,2;0,3;0,4) (0,3;0,4;0,5;0,6) (0,5;0,6;0,7;0,8) (0,7;0,8;1;1) 
ЕK3=L (0;0;0,1;0,15) (0,1;0,15;0,2;0,25) (0,2;0,25;0,3;0,35) (0,3;0,35;0,4;0,45) (0,4;0,45;0,5;0,5) 
ЕK4=D (0;0;1;2) (1;2;3;4) (3;4;5;6) (5;6;7;8) (7;8;10;10) 
Конкретні дані для розглянутого прикладу при m = 5 (інтервали 
значень і ФН заданих термів) занесені в табл. 4.15. 
Крок 6 (Оцінка поточних значень компонент).  
Співпадає із кроком 6 DetM. 
Крок 7 (Класифікація поточних значень) 
На цьому кроці за допомогою еталонних значень, сформульова-
них експертами, здійснюється визначення належності 
Aa
iek  задано-






Таблиця 4.15. Приклади значень інтервалів і j( a
A










P F L D ~ EK jiK
T  j( 1
aAek ) j( 2
aAek ) j( 3
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T  2( 1
aAek ) =1 2( 2
aAek ) =1 2( 3


























aAek ) = 
(40 - 1
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10 
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T  3( 1
aAek ) =1 3( 2
aAek ) =1 3( 3
aAek ) =1 
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= (60 - 
1
aAek ) /10 
3( 2
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= (0,6 - 
2
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3( 3
























































































= (80 - 
1
aAek ) /10 
4( 2
aAek ) 
= (0,8 - 
2
aAek ) *10 
4( 3































































Результати проведеного обчислення для зручності заносяться в 
табл. 4.8, де 
( )аA
ijλ  – рівень належності носія 
Aa
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(j= 2, 1m ).
 
Крок 8 (Оцінка ступеня ризику). Збігається з кроком 8 DetM. 
Крок 9 (Формування структурованого параметра ризику) 
На підставі обчисленого значення ( )aAdr  і побудованих еталонів 
(див. рис. 4.13, (4.19)) формуємо структурований параметр ступеня 
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DR DRj j j j
dr T при dr
SP
dr T dr T dr при dr dr














DRdr T  словесно інтерпретуються, як – ступінь ризику
~ jDR





DR jdr T dr  
1
1( ( )))~ jDR j
T dr

 , як – ступінь ризику з числовим еквівалентом 
( )aAdr  між 
~ jDR




 з впевненістю експерта на межі 
~ jDR
T – 




– 1( )j dr  . 
За допомогою SP можна отримати як числове значення ступеня 
ризику, так і його лінгвістичну інтерпретацію, що враховує невпев-
неність експерта при формуванні поточних значень оціночних 
компонент з подальшою класифікацією за допомогою параметра 
( )аA
ijλ . 
Розглянемо роботу методу на конкретному прикладі. За аналогі-
єю з DetM скористаємося тим же активом і множинами Е, А. Про-
ведемо класифікацію поточних значень 
Aa
iek  за критерієм 
табл. 4.15 і (4.20). Для Аа
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а обчислені за її допомогою значення на основі табл. 4.8 заносяться 
в табл. 4.16. Далі реалізуємо оцінку ступеня ризику ІБ за формулою 
(4.16). 
В результаті отримаємо наступні значення: 
1( )Adr =62,  
2( )Adr =66,  
3( )Adr =50,  
4( )Adr =75,  
5( )Adr =61,5  
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Таблиця 4.16. Приклад 1 – класифікація поточних значень компонент 
ЕKi 
Значення  для A{Aa} (a= 5,1 ) 
1( )A
ijλ  для 
~ EK miK
T   
( 1,4i  , 
1,5j  ) 
2( )A
ijλ  для 
~ EK miK
T   
( 1,4i  , 
1,5j  ) 
3( )A
ijλ  для 
~ EK miK
T   
( 1,4i  ,
1,5j  ) 
4( )A
ijλ  для 
~ EK miK
T   
( 1,4i  ,
1,5j  ) 
5( )A
ijλ  для  
~ EK miK
T   
( 1,4i  ,
1,5j  ) 
P 0 0 0 0,8 0,2 0 0 0,2 0,8 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 
F 0 0 0 0,8 0,2 0 0 0,2 0,8 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 
L 0 0,4 0,6 0 0 0 0 0,4 0,6 0 0 1 0 0 0 0 0 0 1 0 0 0,2 0,8 0 0 
D 0 0 0,6 0,4 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0,5 0,5 0 
і далі на основі (4.19) і (4.21) формується 
( )аАSP :  
1 1
4
( ) ( )( ; )
~
А A
DRSP dr T  = (62; РВ),  
2( )АSP  (66; РВ),  
3( )АSP  (50; РС),  
4 4
4 5
( ) ( )
4 5( ; ( ( ); ( ( )))~ ~
А A
DR DRSP dr T dr T dr  = (75; РВ(0,5); ПР(0,5)), 
5( )АSP  (61,5; РВ),  
де, наприклад, (62; РВ) словесно інтерпретується, як – ступінь ри-
зику високий з числовим еквівалентом 62, а (75; РВ (0,5); ГР (0,5)), 
як – ступінь ризику з числовим еквівалентом 75 межує між висо-
ким ризиком і граничним ризиком з упевненістю експерта на межі 
РВ – 0,5 і ГР – 0,5. 
Також для даного активу за аналогією з DetM (крок 9) на основі 
(4.18), можна обчислити середнє значення ступеня ризику: 
( )срdr =(62+66+50+75+61,5)/5=62,9 
і сформувати для нього  
( )cрSP = (62,9; РВ). 
Аналогічно (з метою верифікації методу) виконаємо обчислення 
при середовищі оточення заданого ресурсу з підвищеним рівнем 
ризику (на основі даних табл. 4.10 DetM). Зробимо класифікацію 
поточних значень оціночних компонент, а результати занесемо в 
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табл. 4.17. Обчислюємо ступінь ризику за формулою (4.16), в ре-
зультаті чого отримаємо наступні значення: 
1( )Adr =89,  
2( )Adr =84,5,  
3( )Adr =85,  
4( )Adr =85,  
5( )Adr =83,4,  
1( )АSP = (89; ГР),  
2( )АSP = (84,5; ГР),  
3( )АSP = (85; ГР),  
4( )АSP  =(85; ГР),  
5( )АSP  =(83,4; ГР),  
а також визначаються ( )срdr =(89+84,5+85+85+83,4)/5=85,4 і 
( )cрSP  
=(85,4; ГР). Як видно, при збільшенні агресивності середовища 
оточення відповідно збільшився як середній ризик з «РВ» до «ГР», 
так і окремі значення за Аа ( 1,5a  ), наприклад – А1 з «РВ» до «ГР». 
Також, слід зазначити, що при ситуації із зоною невпевненості 
(коли експерт неоднозначний в своїх пріоритетах) FuzM дає мож-
ливість фахівцю при подальшій обробці ризиків використовувати 
не тільки фіксоване значення показників, а й допустимі інтервали, 
що розширюють можливості відносно прийняття відповідних рі-
шень. 
Таблиця 4.17. Приклад 2 – класифікація поточних значень компонент 
ЕKi 
Значення  для A{Aa} (a= 5,1 ) 
1( )A
ijλ  для 
~ EK miK
T   
( 1,4i  ,  
1,5j  ) 
2( )A
ijλ  для 
~ EK miK
T   
( 1,4i  , 
1,5j  ) 
3( )A
ijλ  для 
~ EK miK
T   
( 1,4i  , 
1,5j  ) 
4( )A
ijλ  для 
~ EK miK
T   
( 1,4i  , 
1,5j  ) 
5( )A
ijλ  для 
~ EK miK
T   
( 1,4i  , 
1,5j  ) 
P 0 0 0 0 1 0 0 0 0,1 0,9 0 0 0 0 1 0 0 0 0 1 0 0 0 0,9 0,1 
F 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 
L 0 0 0 0,2 0,8 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0,4 0,6 
D 0 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1 
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4.5. Інтегрований метод аналізу та оцінювання ризиків 
інформаційної безпеки 
Як зазначалося, в процесі АОР виникають ситуації, при яких 
експерт не завжди чітко може оцінити ту чи іншу загрозу ІБ. Для 
вирішення такого роду завдань застосовуються детермінований 
або нечіткий методи АОР (див. п. 4.3 та п. 4.4), на основі яких були 
розроблені відповідні системи [2]. Вони застосовуються для АОР в 
різних умовах, наприклад, в детермінованому середовищі викорис-
товують Det-АОР систему, а в нечіткому – Fuz-АОР [1]. На прак-
тиці бувають ситуації, коли необхідно провести оцінювання з ком-
бінацією підходів інтерпретування суджень експерта як щодо його 
можливостей чітко детермінувати значення отриманих оціночних 
параметрів, так і при його невизначеності в однозначності своїх 
пріоритетів. В існуючих системах, розглянутих у розділі 1, не реа-
лізуються зазначені інтегровані можливості. 
У зв'язку з цим, пропонується інтегрований метод АОР, який 
дозволить реалізувати оцінювання в детермінованих і нечітких 
середовищах. В основу методу покладено розробки, проведені в 
роботі [2], і можливості здійснення трансформування еталонних 
терм-множин розглянутих в розділі 3. Пропонований інтегрований 
метод містить 10 кроків. Розглянемо детально його роботу. 
Крок 1 (Визначення множини загроз) 
На першому кроці експертами, згідно ідентифікованим ІР, ви-
значається множина їх загроз. Для створення цієї множини в якості 
основи використовуємо модель параметрів інтегрованого предста-
влення ризиків [2], де { }( 1, )aA a n A  – множина дій, елементи 
якої можуть привести до множини подій порушення ІБ 
{ }( 1,7)eE e E  – наприклад, Е відображається значенням 
Е7= «ПКЦД», а при n=5 експерти можуть ідентифікувати, наступні 
  ( 1,5)aA a A : А1= «Крадіжка документів про договірні відно-
сини»; А2= «Крадіжка серверу з конфіденційною інформацією»; 
А3= «Випадкове видалення співробітником відділу бази даних або 
файлів з серверу»; А4= «Порушення атомарності транзакцій»; 
А5= «Руйнування програмного забезпечення». 
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Крок 2 (Визначення множини параметрів для оцінювання 
ризику) 
Для відображення загального результату АОР скористаємося 
ЛЗ «СТУПІНЬ РИЗИКУ» (DR), яка була описана в п. 4.3 (крок 1 
методу DetM). Також, за аналогією з кроком 1 методу DetM (п 4.3), 
визначається повна множина оціночних компонент, вводиться ЛЗ 
«РІВЕНЬ ОЦІНОЧНОГО КОМПОНЕНТУ ЕКi» ( )
iEK
K , яка була 
описана на кроці 1 методу DetM. Для відображення значень оціно-
чних компонентів скористаємося табл. 4.13, представленої на кроці 
5 в описі FuzM методу (п. 4.4). 
Крок 3 (Визначення кількості терм-множин) 







 і ( )
і
m











K  пропонується ско-
ристатися методами трансформування термів (див. розділ 3). На-
приклад, нехай вихідна ЛЗ DR
(m)
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сm-1
(m-1)
)LR} ( 1,j m , 1,2i  ), тоді функцію трансформування ЛЗ на 
мінус один порядок позначимо через 




 і ( )
і
m
ЕКK  на один порядок можна відповідно пред-
ставити як 
( -1)m
DR  = 





K  = 




Даний метод може реалізуватись з різним типом розподілу НЧ 
за віссю dr (див. роділ 3). 
Кроки 4, 6, 7 і 9 відповідно взаємопов’язані з кроками 3, 4, 6 і 8 
DetM (див. п. 4.3), а кроки 5, 8 і 10 відповідно корелюються з кро-
ками 5, 7 і 9 FuzM (див. п. 4.4) 
Розглянемо на конкретному прикладі роботу запропонованого 
методу. Нехай експерти визначили ІР для АОР 
1IР   «Файловий 
сервер». 
Крок 1. 
Щодо цього ресурсу були ідентифіковані загрози  aAA  
( 1,5)a  :  
А1= «Крадіжка документів про договірні відносини»;  
А2= «Крадіжка серверу з конфіденційною інформацією»;  
А3= «Випадкове видалення співробітником відділу БД або фай-
лів з серверу»;  
А4= «Порушення атомарності транзакцій»;  
А5= «Руйнування програмного забезпечення» і т.д. 
Крок 2. 
Для оцінювання ризику визначені наступні множини DR, .
iEK
K  
А саме, множина оціночних компонент з шістнадцятковим кодом 
3Ch, тоді EK3Ch{EKi}={EK1, EK2, EK3, EK4}={P, F, L, D}. 
Крок 3.  
Визначимо кількість необхідних терм-множин для АОР. Визна-
чимо, що m=5. 
Крок 4.  
Оцінку LS здійснимо за формулою (4.14), тобто. 1/i gLS  = 
0,25 ( 1,4)i  . 
Крок 5 і 6. 
Розглянемо випадок, коли експерти визначили для оцінювання 









 {«Незначний ризик порушень ІБ» (НР), 
«Ступінь ризику порушень ІБ низький» (РН), 
«Ступінь ризику порушень ІБ середній» (РС), 
«Ступінь ризику порушень ІБ високий» (РВ), 









 {«Дуже низький» (ДН), «Низький» (Н), 
«Середній» (С), «Високий» (В), «Дуже високий» (ДВ)} 
(див. табл. 4.14 і 4.15). 
Крок 7. 
Поточний стан ІБ ІР1 характеризується значеннями оціночних 
компонент ek за кожним А, які визначаються на основі експертних 
суджень. Для здійснення подальших розрахунків будуть викорис-
товуватися дані, представлені в табл. 4.18. 












P, (i=1) 76 59 66 75 62 
F, (i=2) 0,76 0,59 0,66 0,75 0,62 
L, (i=3) 0,23 0,33 0,12 0,4 0,2 
D, (i=4) 5,4 6 2,2 9 5,5 
Крок 8.  
Далі проводиться класифікація поточних значень Aiek  за фор-
мулою (4.20), а результати заносяться до табл. 4.19. 
Таблиця 4.19. Класифікація поточних значень компонент 
ЕKi 
Значення  для   ( 1,5)aA a A  
1( )A
ijλ  для ~ EK miKT  
( 1,4i  , 1,5)j   
2( )A
ijλ  для 
~ EK miK
T ( 1,4i  ,
1,5j  ) 
3( )A
ijλ  для 
~ EK miK
T  ( 1,4i  ,
1,5j  ) 
4( )A
ijλ  для 
~ EK miK
T  ( 1,4i  ,
1,5j  ) 
5( )A
ijλ  для 
~ EK miK
T  ( 1,4i  , 
1,5)j   
P 0 0 0 0,4 0,6 0 0 0,1 0,9 0 0 0 0 1 0 0 0 0 0,5 0,5 0 0 0 1 0 
F 0 0 0 0,4 0,6 0 0 0,1 0,9 0 0 0 0 1 0 0 0 0 0,5 0,5 0 0 0 1 0 
L 0 0,4 0,6 0 0 0 0 0,4 0,6 0 0,6 0,4 0 0 0 0 0 0 1 0 0 1 0 0 0 
D 0 0 0,6 0,4 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0,5 0,5 0 
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Крок 9.  
Зробимо обчислення показника ступеня ризику порушення ІБ за 
формулою (4.16), де m = 5, 1,5j  , 1,4i  , 1,5a  , dr1=10, dr2=30, 
dr3=50, dr4=70, dr5=90.  
Крок 10. За допомогою (4.21) формуються 
( )аАSP :  
1 1
4
( ) ( )
~
( ; )А A
DR
SP dr T  = (66; РВ), 2 2
4
( ) ( )
~
( ; )А A
DR
SP dr T  = (67; РВ),  
3( )АSP  (47; РС), 4
( )А
SP  (80; ГР), 5 5
3
( ) ( )
3~
( ; ( ( );
А A
DR





T dr = (57,5; РС(0,25); РВ(0,75)), де, наприклад, (66; РВ) 
словесно інтерпретується, як – ступінь ризику високий з числовим 
еквівалентом 66, а (57,5; РС (0,25); РВ (0,75)), як – ступінь ризику з 
числовим еквівалентом 57,5 межує між середнім і високим ризи-
ком з упевненістю експерта по границі РС – 0,25 і РВ – 0,75.  
Також для даного ІР на основі виразу з п. 4.3, можна обчислити 
середнє значення ступеня ризику  
( )срdr = (66 + 67 + 47 + 80 + 57,5)/ 5 = 63,5 і сформувати для нього 
( )срSP = (63,5; РВ).  
Аналогічно (з метою верифікації методу) виконаємо обчислення 
при m = 4 НЧ. Для цього виконаємо, у відповідності з виразами 
представленими у розділі 3 декрементування порядку ЛЗ, тобто 
DR
(4)




K  = 1FT  ( (5)
іЕК
K ). У результаті трансформу-
вання термів ЛЗ отримаємо, наприклад, для DR
(4)











{«Ступінь ризику порушень ІБ низький» (РН), 
 «Ступінь ризику порушень ІБ середній» (РС), 
«Ступінь ризику порушень ІБ високий» (РВ), 
«Граничний ризик порушень ІБ» (ГР)}, 
числові еквіваленти яких приведені в табл. 4.20, а для 
iEK
K  в ре-










 {«Дуже низький» (ДН), «Середній» (С),  
«Високий» (В), «Дуже високий» (ДВ)}, 
338 
числові еквіваленти, яких приведені в табл. 4.21. 
Таблиця 4.20. Приклад еталонних трапецієподібних НЧ при m=4 
НЧ ЛЗ  
НЧ 
~ DR j
T  = (аj, b1j, b2j, сj)LR ( 1,4j  ) і  
~ KEK ji

















DR (0; 0; 13,33; 29,41)LR (17,65; 26,67; 40; 52,94)LR (41,18; 53,33; 66,67; 76,47)LR (64,71; 80; 100; 100)LR 
P (0; 0; 13,33; 29,41)LR (17,65; 26,67; 40; 52,94)LR (41,18; 53,33; 66,67; 76,47)LR (64,71; 80; 100; 100)LR 
F (0; 0; 0,13; 0,29)LR (0,18; 0,27; 0,4; 0,53)LR (0,41; 0,53; 0,67; 0,76)LR (0,65; 0,8; 1; 1)LR 
L (0; 0; 0,1; 0,18)LR (0,12; 0,17; 0,23; 0,29)LR (0,24; 0,3; 0,37; 0,41)LR (0,35; 0,43; 0,5; 0,5)LR 
D (0; 0; 1,33; 2,94)LR (1,76; 2,67; 4; 5,29)LR (4,12; 5,33; 6,67; 7,65)LR (6,47; 8; 10; 10)LR 
На основі отриманих даних після трансформації реалізуємо 
АОР. Скористаємося аналогічним ІР та ідентифікованими загроза-
ми. Сформуємо інтервали значень й j при m=4 для DR та 
iEK
K , а 
результати відобразимо в табл. 4.21 і 4.22 відповідно. 
Таблиця 4.21. Приклад значень інтервалів j(dr) при m=4 
Інтервали Терми j(dr) 
[0; 13,33[ 1~DR
T  1 
[13,33; 26,67[ 
1~DR
T  1(dr)=(26,67-dr)/10 
2~DR
T  2(dr)=1-1(dr) 
[26,67; 40[ 2~DR
T  1 
[40; 53,33[ 
2~DR
T  2(dr)=(53,33-dr)/10 
3~DR
T  3(dr)=1-2(dr) 
[53,33; 66,67[ 3~DR
T  1 
[66,67; 80[ 
3~DR
T  3(dr)=(80-dr)/10 
4~DR
T  4(dr)=1-3(dr) 
[80; 100[ 4~DR
T  1 
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Для визначення поточних значень оціночних компонент скори-
стаємося табл. 4.19. Зробимо класифікацію поточних значень за 
формулою (4.20), а отримані результати занесемо в таблицю 4.23. 
Таблиця 4.22. Приклад значень інтервалів j( a
A
iek ) ( 1,4i  , 1,4j  ) 
Інтервали для ЕKi Терми j(
aA
iek ) 
P F L D ~ EK ji
KT  j  aiAek  j  2 aAek  j  3 aAek  j  4 aAek  
[0;13,33[ [0;0,13[ [0;0,1[ [0;1,33[ 1~ EKi




1  2 aAek  
=1 
1  3 aAek  
=1 
1  4 aAek  
=1 
[13,33;26,67[ [0,13;0,27[ [0,1;0,17[ [1,33;2,67[ 
1~ EKi
KT  
1  aiAek  = 
(29,41 - 
1
aAek ) / 10 




) * 10 
1  3 aAek  = 
(0,17 - .
3
aAek ) * 20 
1  4 aAek  





2  aiAek  
=1-  
1  aiAek  
2  2 aAek  
=1-  
1  2 aAek  
2  3 aAek  
=1-  
1  3 aAek  
2  4 aAek  
=1-  
1  4 aAek  
[26,67;40[ [0,27;0,4[ [0,17;0,23[ [2,67;4[ 2~ EKi




2  2 aAek  
=1 
2  3 aAek  
=1 
2  4 aAek  
=1 
 [40;53,33[ [0,4;0,53[ [0,23;0,3[ [4;5,33[ 
2~ EKi
KT  
2  aiAek  = 
(53,33 - 
1
aAek ) / 10 




) * 10 





2  4 aAek  





3  aiAek  
=1-  
2  aiAek  
3  2 aAek  
=1-  
2  2 aAek  
3  3 aAek  
=1-  
2  3 aAek  
3  4 aAek  
=1-  
2  4 aAek  
[53,33;66,67[ [0,53;0,67[ [0,3;0,37[ [5,33;6,67[ 3~ EKi




3  2 aAek  
=1 
3  3 aAek  
=1 
3  4 aAek  
=1 
[66,67;80[ [0,67;0,8[ [0,37;0,43[ [6,67;8[ 
3~ EKi
KT  
3  aiAek  = 
(80 - 
1
aAek ) / 
10 









) * 20 
3  4 aAek  






4  aiAek  
=1-3
 aiAek  
4  2 aAek  
=1-3
 2 aAek  
4  3 aAek  
=1-3
 3 aAek  
4  4 aAek  
=1-3
 4 aAek  
[80;100[ [0,8;1[ [0,43;0,5[ [8;10[ 4~ EKi
KT  4  aiAek  
=1 
4  2 aAek  
=1 
4  3 aAek  
=1 
4  4 aAek  
=1 
340 
Реалізуємо оцінку показника степеня ризику порушення ІБ за 
формулою (4.16), де m = 4, 1,4j  , 1,4i  , 1,5a  , dr1=10, dr2=37, 
dr3=63, dr4=90, тоді 1
( )A




dr =40,2,  
4( )Adr =79,3, 5
( )A
dr =56,7. 
За допомогою (4.21) формуються ( )аАSP :  
1 1
3
( ) ( )
( ; )
А A
DRSP dr T =(64,7; РВ),  
2 2
3
( ) ( )
( ; )
А A
DRSP dr T  = (63,3; РВ),  
3 3
2
( ) ( )
( ; )
А A
DRSP dr T =(40,2; РС),  
4( )АSP  (79,3; ГР),  
5( )АSP  (56,7; РВ). 
Таблиця 4.23. Класифікація поточних значень компонент 
ЕKi 
Значення  для   ( 1,5)aA a A  
1( )A
ijλ  для 
~ EK miK
T   
( 1,4i  ,
1,4j  ) 
2( )A
ijλ  для 
~ EK miK
T   
( 1,4i  ,
1,4j  ) 
3( )A
ijλ  для 
~ EK miK
T   
( 1,4i  ,
1,4j  ) 
4( )A
ijλ  для 
~ EK miK
T   
( 1,4i  ,
1,4j  ) 
5( )A
ijλ  для 
~ EK miK
T   
( 1,4i  ,
1,4j  ) 
P 0 0 0,4 0,6 0 0 1 0 0 0 1 0 0 0 0,5 0,5 0 0 1 0 
F 0 0 0,4 0,6 0 0 1 0 0 0 1 0 0 0 0,5 0,5 0 0 1 0 
L 0 1 0 0 0 0 1 0 1 0 0 0 0 0 0,6 0,4 0 1 0 0 
D 0 0 1 0 0 0 1 0 0,47 0,53 0 0 0 0 0 1 0 0 1 0 
Також для даного ІР на основі виразу із п. 4.3 можна обчислити 
середнє значення степеня ризику:  
( )срdr =(64,7+63,3+40,2+79,3+56,7)/5=60,84 
і сформувати для нього  
( )срSP = (60,84; РВ). 
Як видно на рис. 4.14, при зміні кількості терм-множин m=5 на 
m=4 середнє значення ступеня ризику залишається на рівні «РВ». З 
метою спрощення розрахунків ризиків і удосконалення методів в 
роботі розглядається інтегрований метод АОР, який, на відміну від 
відомих (див. розділ 1), надає можливість оперувати одночасно 
чіткими і нечіткими параметрами з вибором необхідної кількості 
терм-множин (див. рис. 4.14), а зміна терм-множин не впливає на 
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( )срdr  
Рис. 4.14. Порівняння результатів АОР при m = 5 і m = 4 
4.6. Якісно-кількісний метод оцінювання ризиків 
Часто при АОР не завжди є можливість залучення відповідних 
фахівців, а також виникають ситуації, при яких експерт не завжди 
однозначно може оцінити ту чи іншу уразливість РІС. Для цього 
пропонується використовувати відповідні БД уразливостей (в яких 
представлені їх кількісні оцінки), наприклад, такі як National 
Vulnerability Database (NVD), Open Sourced Vulnerability Database 
OSVDB), IBM X-Force, US-CERT VND, SecurityFocus та ін (див. 
розділ 1, п. 1.5). Базовою складовою таких БД є CVSS – показники, 
які можна використовувати за альтернативу оцінкам експертів.  
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На зазначеній основі здійснимо розробку методу ОР, який до-
зволить реалізувати альтернативне ОР з використанням відомих 
БД без залучення експертів відповідної предметної галузі. 
В основу такого методу покладені дослідження, проведені в [1, 
2]. Запропонований метод ґрунтується на 11 кроках. 
Крок 1 (Визначення повної множини ідентифікаторів РІС і 
уразливостей) 
На першому кроці визначається повна множина ідентифікаторів 









 ( 1, )rs r , 
де r  – кількість всіх ресурсів (і відповідно їх ідентифікаторів), а 







V  ( 1, )uz n , 
де n  – кількість всіх уразливостей (і відповідно їх ідентифікато-
рів). На основі RIS  та V експерти можуть визначати множини РІС 
та уразливостей за об'єктом оцінювання. Для створення відповід-
них множин (як основи), наприклад, може використовуватися ві-
дома БД уразливостей NVD (див. п. 1.5). 
Крок 2 (Визначення множини ідентифікаторів РІС і уразли-
востей для об'єкта оцінювання) 
Тут, на основі множини RIS  для конкретного об'єкта оціню-
вання експертами визначається необхідна множина РІС (і відпові-








RISO =  ( 1, ),rs ro  
де ro  – кількість оцінюваних РІС на об'єкті. Далі відносно всіх 
rsRISO  визначаються множини їх уразливостей  rs V V  (і відпо-














 ( 1, ,rs ro  1, ),rsuz n  
де rsn  – можлива кількість ідентифікованих уразливостей rs - того 
оцінюваного РІС )( rsRISO . 
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Крок 3 (Визначення множини параметрів оцінювання ризи-
ку) 
Введемо множину оцінок ризику для визначеного на другому 







 LR 1{ , ...,LR  }rsLR  ( 1, )rs ro . 
Також для ОР по кожній уразливості, відображеної ідентифіка-















 ( 1, ,rs ro 1, )rsuz n , 
де ,rs uzLRV  – кількісна оцінка ризику по кожній uz - тій уразливості
rs -того РІС на об'єкті. 
Для відображення результату ОР скористаємося ЛЗ «СТУПІНЬ 
РИЗИКУ» (DR), представленої в п. 4.4. 
Далі, для забезпечення процесу оцінювання беруться за основу 
показники CVSS [3] з NVD (див. п. 1.5). Для цього визначимо не-
обхідні множини параметрів 
iEP  ( 1, )i g , що використовуються 






EP  1 2{ , ,...,EP EP }gEP , 
де g – кількість множин таких параметрів. 
Відмітимо, наприклад, що для версії 2 оцінок CVSS (при g=3) 





EP   1 2 3, ,EP EP EP
 
= { ,B  ,T
 
E }, ( 1,3 )i  , 
де:  









B  ( 1, )rsuz n , 
члени якої визначаються за допомогою групи множин параметрів 
,uzAV ,uzAC ,uzAU ,uzC ,uzI uzA  ( 1, ),rsuz n  
де:  
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AV =  ,1 ,2 ,3, ,uz uz uzAV AV AV   , ,L A N  
( 1, , 1,3),rsuz n av   де: L – «Локальний доступ» = 0,395; A – «Спо-
лучена мережа» = 0,646; N – «Мережа» = 1,  








 ,1 ,2 ,3, ,uz uz uzAC AC AC  , ,H M L  
( 1, , 1,3),rsuz n ac   де: H – «Висока» = 0,35; M – «Середня» = 0,61; 
L – «Низька» = 0,71,  








 AU ,1 ,2{ , ,uz uzAU AU ,3}uzAU    , ,M S N  
( 1, ,rsuz n  1,3),u   де: М – «Багаторазова» = 0,45; S – «Одноразо-
ва» = 0,56; N – «Відсутня» = 0,704,  









 C ,1 ,2{ , ,uz uzC C ,3}uzC   , ,N P C  
( 1, ,rsuz n 1,3)c  , де: N – «Відсутній» = 0; P – «Частковий» = 
0,275; C – «Повний» = 0,66,  








I = ,1{ ,uzI ,2 ,uzI ,3}uzI  , ,N P C  
( 1, ,rsuz n 1,3)in  , де: N – «Відсутній» = 0; P – «Частковий» = 
0,275; C – «Повний» = 0,66,  









A = ,1{ ,uzA ,2 ,uzA ,3}uzA  { ,N  , }P C  
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( 1, ,rsuz n 1,3)ai  , де: N – «Відсутній» = 0; P – «Частковий» = 
0,275; C – «Повний» = 0,66;  










T  ( 1, )rsuz n , 
члени якої визначаються за допомогою групи множин параметрів: 
,uzEX ,uzRL uzRC  ( 1, ),rsuz n  
де  









EX =  ,1 ,5, ...,uz uzEX EX   , , , ,U POC F H X  
(uz  1, ,rsn  
1,5)ex  , де: U – «Теоретична (немає доказів)» = 0,85; 
POС – «Експериментальна» = 0,9; F – «Функціональна» = 0,95; H – 
«Висока» = 1; Х – «Невизначена» = 1,  
uzRL  – рівень виправлення (показник ступеню готовності рі-








RL =  ,1 ,5, ...,uz uzRL RL  { ,OF ,TF , , }W U X  
( 1, ,rsuz n 1,5)rl  , де: OF – «Офіційний патч» = 0,87; TF – «Тим-
часове рішення» = 0,9; W – «Рішення на основі порад та рекомен-
дацій» = 0,95; U – «Відсутній» = 1; Х – «Невизначений» = 1,  
uzRC  – достовірність звіту (показник ступеню достовірності ін-








RC =  ,1 ,4, ...,uz uzRC RC  { ,UC , , }UR C X  
( 1, ,rsuz n 1,4)rc  , де: UC – «Носить гіпотетичний характер» = 
0,9; UR – «Не працює» = 0,95; C – «Підтверджена» = 1; Х – «Не 
визначена» = 1,  
E  – метрики середовища оточення (Environmental), що 












( 1, ),rsuz n  
члени якої представляються через групи множин параметрів:  
,uzCDP ,uzTD ,uzCR ,uzIR uzAR  (uz   1, ),rsn  
де  









 ,1 ,6, ...,uz uzCDP CDP  { , , ,N L LM , , }MH H X  
( 1, ,rsuz n 1,6)cdp  , де: N – «Відсутній» = 0; L – «Низький» = 0,1; 
LM – «Низький – середній» = 0,3; MH – «Середній – Високий» = 0,4; 
H – «Високий» = 0,5; Х – «Не визначений» = 0, 








 TD ,1{ ,uzTD ..., ,5}uzTD  , , , ,N L M H X  
( 1, ,rsuz n td  1,5) , де: N – «Відсутній» = 0; L – «Низький» = 0,25; 
M – «Середній» = 0,75; H – «Високий» = 1; Х – «Невизначений» = 
1,  









CR =  ,1 ,4, ...,uz uzCR CR   , , ,L M H X  
( 1, ,rsuz n  1,4)sr  , де: L – «Низькі» = 0,5; M – «Середні» = 1; H – 
«Високі» = 1,51; Х – «Невизначені» = 1,  








IR = ,1{ , ...,uzIR ,4}uzIR   , , ,L M H X  
( 1, ,rsuz n 1,4)ir  , де: L – «Низькі» = 0,5; M – «Середні» = 1; H – 
«Високі» = 1,51; Х – «Невизначені» = 1,  
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AR =  ,1 ,4, ...,uz uzAR AR   , , ,L M H X  
( 1, ,rsuz n  ar  1,4) , де: L – «Низькі» = 0,5; M – «Середні» = 1; H – 
«Високі» = 1,51; Х – «Невизначені» = 1. 
Введемо ЛЗ «РІВЕНЬ ОЦІНОЧНОГО ПАРАМЕТРА 
iEP » ( ),iEPK  
яка визначається за аналогією з методом DetM (див. крок 1 п. 4.3). 
Далі, за допомогою розробленого методу [9] (див. п. 4.2) здійс-
нимо перетворення інтервалів в НЧ – ~ EP jiK
T
 
= (аij; bi1j; bi2j; сij). 
Оцінка значущості iEP  виконується за допомогою параметрів із 
множини 
{ }( 1, )iLS i g LS  
(див. п. 4.3 крок 3), а оцінка поточного значення оціночного пара-
метра – за допомогою множини  
,{ }uz iepep  ( 1, , 1, )rsuz n i g  . 
Крок 4 (Визначення кількості терм-множин) 
Тут визначається кількість терм-множин, які будуть використо-
вуватися в процесі ОР. При необхідності можна змінити початкову 
кількість терм-множин. З цією метою для еквівалентного перетво-




 (див. п. 3.3) або 
DR
(m+n)
 (див. п. 3.7) і ( )
i
m











K  пропонується скори-
статися методами реалізації функції трансформування еталонів ЛЗ 
(див. розділ 3). 
Крок 5 (Оцінювання рівня значущості оціночних парамет-
рів)  
Збігається з кроком 3 методу DetM (п. 4.3). 
Крок 6 (Визначення еталонних значень ступеня ризику) 
На цьому кроці визначаються еталонні значення для ЛЗ DR, 
тобто задається кількість термів в базовій терм-множині ~ DRT , де їм 
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у відповідність ставиться заданий інтервал значень, що лежить в 
діапазоні від drmin до drmax. 
Крок 7 (Визначення еталонних значень оціночних параметрів) 




K , тобто визначається кількість термів в терм-множині ~ EPiK
T . 
Для перетворення інтервалів в НЧ скористаємося запропонованим 
в [9] методом (див. п. 4.2). Для зручності відображення оціночних 
параметрів через НЧ використовуємо табл. 4.24. За допомогою 
(4.19) див. п. 4.4) для інтервалів 
iEP  можна сформувати значення 
j ,( )uz iep . 
Таблиця 4.24. Визначення значень НЧ оціночних параметрів 
iEP  
НЧ ~ EP jiKT = (аj, b1j, b2j, сj)LR  для  1~ EPiKT  – ~ EP miKT , ( 1,j m ) 
1~ EPiKT  … ~ EP jiKT  … ~ EP miKT  
1EP  (а11; b111; b121; с11) … (а1j; b11j; b12j; с1j) … (а1m; b11m; b12m; с1m) 
… … … … … … 
iEP  (аi1; bi11; bi21; сi1) … (аij; bi1j; bi2j; сij) … (аim; bi1m; bi2m; сim) 
… … … … … … 
gEP  (аg1; bg11; bg21; сg1) … (аgj; bg1j; bg2j; сgj) … (аgm; bg1m; bg2m; сgm) 
Крок 8 (Оцінка поточних значень параметрів) 





EP   1 2 3, , EP EP EP { ,B  ,T  E } ( 1 3)i ,  
експерти відповідної предметної галузі визначають ,uz iep  для всіх 
,rs uzV  ( 1, ,rs ro 1, rsuz n ), тобто  
,{ }uz iep  = { ,uzep B , ,uzep T , ,uzep E }. 
Значення кожного з параметрів можна імпортувати з відомих 
баз даних [10] або визначити за відповідними описами [3]: 
(0,6 0,4 1,5) ( ),uz uz uz uzB round IM EXb f IM    
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де: round ( ) – функція округлення до одної десятої;  
, , ,10,41(1 (1 )(1 )(1 ));uz uz c uz in uz aiIM C I A      
,uz cC , ,uz inI  і ,uz aiA  визначаються на кроці 3 методу;  
, , ,20uz uz av uz ac uz uEXb AV AC AU   ; 











, , ,( )uz uz uz ex uz rl uz rcT round B EX RL RC    ; 
,uz exEX , ,uz rlRL  і ,uz rcRC  формуються на кроці 3 методу; 
, ,(( (10 ) ) ),uz uz uz uz cdp uz tdE round AT AT CDP TD    
де:  
, , ,( )uz uz uz ex uz rl uz rcAT round AB EX RL RC     
при  
uzAB  ((0,6 )uzround AIM (0,4 )uzEXb 1,5) ( )uzf AIM  
і  
min(10;10,41uzAIM  (1 , ,(1 )uz c uz crC CR   
,(1 uz inI  , )uz irIR , ,(1 )))uz an uz arA AR  , 
а  











Зазначимо, що uzE  – коригуючий оціночний параметр, який пе-
ревизначає uzB  і uzT . 
Крок 9 (Класифікація поточних значень) 
Співпадає з кроком 7 методу FuzM (п. 4.3). Для наочності ре-
зультати виконаних обчислень заносяться в табл. 4.25, де ,uz ijλ  – 
рівень належності носія ,uz iep  нечіткій підмножині ~ EP jiK
T .  
Аналогічні перетворення здійснюються для всіх ,rs uzV . 
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Таблиця 4.25. Класифікація поточних значень оціночних параметрів  
iEP  
,uz ijλ  для ~ EP jiKT  ( 1, ,rsuz n 1,i g , 1,j m ) 
1~ EPiKT  … ~ EP jiKT  … ~ EP miKT  
1EP  ,11uzλ  … ,1uz jλ  … ,1uz mλ  
… … … … … … 
iEP  , 1uz iλ  … ,uz ijλ  … ,uz imλ  
… … … … … … 
gEP  , 1uz gλ  … ,uz gjλ  … ,uz gmλ  
Крок 10 (Оцінка ступеня ризику) 
На цьому кроці проводиться обчислення показників ступеня ри-







rs uz lr i uz ij
j i





  ,  (4.22) 
де 
jlr







   
– коефіцієнт нормуван-
ня, ,uz ijλ  ( 1, ,rsuz n 1,i g , 
1, ,j m )
 
визначається за виразом (4.20) 
(див. п. 4.3) для кожної ,rs uzV  
( 1, ,rs ro 1, )rsuz n , а LSi, ( 1, )i g  в 
залежності від значущості параметра обчислюється за формулою 
(4.13) або (4.14) (див. п. 4.3). 
Крок 11 (Формування структурованого параметру ризику) 
На підставі обчисленого значення ,rs uzLRV  і побудованих етало-




, , 1 ,
, 1 ,
( ; ) ( ) 1;
~
( ; ( ( )); ( ( )))~ ~
( ) 1 ( ) 1,
j
j j
rs uz j rs uzDR
uz rs uz j rs uz j rs uzDR DR
j rs uz j rs uz
LRV T при LRV



















,( ; )~ jrs uz DR
LRV T  словесно інтерпретуються як – «Ступінь ризику 
~ jDR
T  з числовим еквівалентом ,rs uzLRV », а ,( ;rs uzLRV
,( ( ));~ j j rs uzDR
T LRV
1




, як – «Ступінь ризику з 
числовим еквівалентом ,rs uzLRV , який межує з ~ jDR











– 1 ,( )j rs uzLRV  ». 
За допомогою SP можна отримати як числове значення ступеня 
ризику, так і його лінгвістичну інтерпретацію. 
Також за виразом (4.24) можна обчислити середнє значення 









 .  (4.24) 




Визначаються повні множини всіх РІС та уразливостей при r =






















( 1, )uz n , 
де 
BDr  і NVDn  – кількість РІС, наприклад, в державних або приват-
них БД та кількість уразливостей в NVD (див. п. 1.5) відповідно. 
Крок 2. 
За допомогою множини RIS  експерти визначають вміст RISO  










1 5{ , ..., }RISO RISO
 
( 1,5),rs   
де, наприклад,
  
1RISO   «Файловий сервер»,  
2RISO «Банк даних»,  
3RISO  «Архів даних»,  
4RISO «Маршрутизатор»,  
5RISO «Web-сервер».  
Далі, відносно ,RISO  наприклад, при 
1n  = 5, 2n  = 3, 3n  = 7, 5
n  
= 4, 
6n  = 2, експерти за допомогою NVD (див. п. 1.5) ідентифікува-










, 1,1 1,2 1,3 1,4 1,5
1





V V V V V V

 2,1 2,2 2,3{ , , },V V V
3,1 3,2 3,3 3,4 3,5 3,6 3,7 4,1 4,2 4,3 4,4{ , , , , , , },{ , , , },V V V V V V V V V V V 5,1 5,2{ , }}.V V  
Далі, наприклад, при rs 1 реалізуємо ОР відносно 
1RISO , для 
якого експертами ідентифіковано наступні уразливості: 
1,1V  = «CVE-2013-1324» – на основі стека переповнення буферу 
в Microsoft Office 2003 SP3, 2007 SP3 2010 SP1 і SP2, 2013 і 2013 
RT уразливість дозволяє віддаленому зловмисникові виконати до-
вільний код за допомогою файлу створеного WordPerfect докумен-
та (.wpd), також відомий як «Word Stack Buffer Overwrite 
Vulnerability». Оцінка CVSS Severity (v2) = 9,3 (HIGH); 
1,2V  = «CVE-2015-2516» – уразливість в журналах Windows в 
Microsoft Windows Vista SP2, Windows Server 2008 SP2 і R2 SP1, 
Windows 7 SP1, Windows 8, Windows 8.1, Windows Server 2012 
Gold і R2, Windows RT Gold і 8.1 і Windows 10 дозволяє віддале-
ному зловмисникові викликати відмову в сервісі (втрата даних) за 
допомогою створеного JNT-файлу, також відомий як «Windows 
Journal DoS уразливості». Оцінка CVSS Severity (v2) = 4,3 
(MEDIUM); 
1,3V  = «CVE-2016-2386» – уразливість SQL-ін'єкцій сервера 
UDDI в SAP NetWeaver J2EE Engine 7.40 дозволяє віддаленому 
зловмисникові виконати довільні команди SQL за допомогою не-
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визначених векторів (SAP Security Note 2101079). Оцінка CVSS 
Severity (v2) = 7,5 (HIGH); 
1,4V  = «CVE-2015-1830» – каталог обходу уразливості в заван-
таженні файлу сервера/завантаження функціональності для Blob 
повідомлень в Apache ActiveMQ 5.x до 5.11.2 для Windows, дозво-
ляє віддаленим зловмисникам створювати JSP-файли в довільних 
каталогах за допомогою невизначеного вектора. Оцінка CVSS 
Severity (v2) = 5,0 (MEDIUM); 
1,5V  = «CVE-2016-0497» – незазначена уразливість в компоненті 
Oracle Agile Engineering – управління даними в Oracle Supply Chain 
Products Suite, 6.1.2.2, 6.1.3.0 і 6.2.0.0 дозволяє віддаленому злов-
мисникові вплинути на цілісність за допомогою невідомих векто-
рів, пов'язаних з веб-клієнтом. Оцінка CVSS Severity (v2) = 4,3 
(MEDIUM). 
Крок3.  
Далі, наприклад, визначимо множину параметрів ОР при rо = 1 
(тобто для 








1,2 ,LRV 1,3 ,LRV 1,4 ,LRV 1,5}}LRV ). Відображення результатів ОР для 







 {«Незначний ризик порушень ІБ» (НР), 
«Ступінь ризику порушень ІБ низький» (РН), 
«Ступінь ризику порушень ІБ середній» (РС), 
«Ступінь ризику порушень ІБ високий» (РВ), 
«Граничний ризик порушень ІБ» (ГР)}.  
В послідовності для кожного
1~ DRT , 2~ DRT , 3~ DRT , 4~ DRT , 5~ DRT  ви-
значаються інтервали з використанням модифікованої шкали Хар-
рінгтона [3, 5], тобто [dr1; dr2[, [dr2; dr3[, [dr3; dr4[, [dr4; dr5[ і [dr5; 
dr6] будуть відповідно набувати значень [0; 20[, [20; 40[, [40; 60[, 
[60; 80[ і [80; 100]. 
Далі скористаємося множиною оціночних параметрів 
EP  { ,B  ,T  E }. 
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Визначимо для ЛЗ 
iEP







 {«Відсутній» (N), «Низький» (L), 
«Середній» (M), «Високий» (H), «Критичний» (C)}. 

































яким будуть відповідати значення  
[2, 11] – [0; 0,1[, [0,1; 4[, [4; 7[, [7; 9[, [9; 10]. 
Крок 4.  






EPK , при m = 5 (див. табл. 4.26 і 4.27 відповідно).  




X = (аj, b1j, b2j, сj)LR для 1~ DRT
 ÷ 
5~ DRT



















 (а5; b15; 
b25; с5) 











Таблиця 4.27. Визначення еталонних значень (НЧ) оціночних парамет-
рів В, Т, Е (приклад) 
iEP  
НЧ ~ EP jiKT = (аj, b1j, b2j, сj)LR для 1~ EPiKT  ÷ 5~ EPiKT , ( 1,5j  , 1, )i g  
1~ EPiKT   
(аi1; bi11; bi21; сi1) 
2~ EPiKT  
 (аi2; bi12; bi22; 
сi2) 
3~ EPiKT  
(аi3; bi13; bi23; сi3) 
4~ EPiKT  
 (аi4; bi14; bi24; 
сi4) 
5~ EPiKT  













У разі необхідності можемо за допомогою методів розділу 3 ре-
алізувати інкрементування або декрементування відповідних терм-
множин. 
Крок 5. 
На цьому кроці визначимо значущість оціночних параметрів. 
Так як для всіх оціночних параметрів, на думку експертів, справе-
дливе відношення порядку 
1 2LS LS 3LS  
(4.12),
 
то оцінку LS 
здійснимо за допомогою (4.13), тобто 
1 2 1 / 1LS (g i ) (g )g   
 
= 2 3 1 1 / 3 1 3( ) ( )    = 1; 
2 2 3 2 1 / 3 1 3LS ( ) ( )    = 0,67; 
3 2 3 3 1 / 3 1 3LS ( ) ( )    = 0,33, ( 1,3)i  . 
Крок 6. 
Сформуємо еталонні значення для ЛЗ DR. За допомогою (4.7) - 
(4.11) (див. п. 4.2 [9]) представимо для ~ jDR
T
 
= (аj; b1j; b2j; сj) число-
ві значення, які заносяться в таблицю 4.26. Їх графічна інтерпрета-
ція відображена на рис. 4.15. 
 

















НР РН РС РВ ГР
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Далі визначимо еталонні значення для ЛЗ 
EP
i
K . Перетворення 
інтервалів в НЧ ~ EP jiK
T
 
= (аij; bi1j; bi2j; сij) реалізуємо за допомогою 
чотирьох етапів запропонованого в п. 4.2 [9] методу. 
Етап 1. За допомогою (4.7) (див. п. 4.2 [9]) отримаємо значення 
коригувальних параметрів: 
1 2 1( ) / 4i ii EP EPh k k   = (0,1 – 0) / 4 = 0,025;  
2 3 2( ) / 4i ii EP EPh k k   = (4 – 0,1) / 4 = 0,975;  
3 4 3( ) / 4i ii EP EPh k k   = (7 – 4) / 4 = 0,75;  
4 5 4( ) / 4i ii EP EPh k k   = (9 – 7) / 4 = 0,5;  
5 6 5( ) / 4i ii EP EPh k k  =(10 – 9) / 4 = 0,25. 
Етап 2. Обчислимо значення абсцис НЧ за формулою (4.8) (див. 
п. 4.2 [9]):  
1 1 1i
i iEPa k h   =0 – 0,025 = –0,025;  
2 2 2i
i iEPa k h    = –0,875;  
3 3 3i
i iEPa k h    = 3,25;  
4ia   6,5;  
5ia   8,75;  
1 2 1i
i iEPc k h    = 0,125;  
2 3 2i
i iEPc k h    = 4,975;  
3ic   7,75;  
4ic   9,5;  
5ic   10,25,  
11 1 1i
i iEPb k h    = 0,025;  
21ib  2iEPk  1ih = 0,075;  
12ib   1,075;  
22ib   3,025;  
13ib   4,75;  
23ib   6,25;  
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14ib   7,5;  
24ib   8,5;  
15ib   9,25;  
25ib   9,75. 
Етап 3. За виразом (4.9) (див. п. 4.2 [9]) визначимо базове зна-
чення зсуву isf 
11ib 1iEPk   0,03 – 0 = 0,03 і реалізуємо поправку 
термів за формулою (4.10) (див. п. 4.2 [9]):  
1 1i i ia a sf    = –0,025 – 0,025 
= –0,05;  
2ia   –0,9;  
3ia   3,225;  
4ia   6,475;  
5ia  8,725;  
1 1i i ic c sf    = 0,1;  
2ic   4,95;  
3ic   7,725;  
4ic   9,475;  
5ic   10,225;  
11 11i i ib b sf    = 0;  
21ib   0,05;  
12ib   
1,05;  
22ib  3;  
13ib   4,725;  
23ib   6,225;  
14ib   7,475;  
24ib   
8,475;  
15ib 9,225;  
25ib   9,725. 
Етап 4. Реалізуємо нормування результатів за виразом (4.11) 
(див. п. 4.2 [9]): 
1 1 6 25( ) /ii i iEPa a k b
    = –0,051;  
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2ia   –0,925;  
3ia   3,316;  
4ia   6,658;  
5ia   8,972;   
1 1 6( ) /ii i EPc c k
 
25ib  
= 0,103;  
2ic   5,09;  
3ic   7,943;  
4ic   9,743;  
5ic   10,514;  
11 11 6 25( ) /ii i iEPb b k b
    = 0;  
21 21 6( ) /ii i EPb b k
 
25ib  = 0,051 і т.д.  
Далі за умовою (4.11) (див. п. 4.2 [9]) 1 2i ia a   0, а 5ic   10. Всі 
отримані в результаті обчислення значення занесені в таблицю 
4.27, а їх графічна інтерпретація відображена на рис. 4.16. 
Крок 8. 
Поточний стан 
1RISO  характеризується значеннями оціночних 
параметрів ,uz iep  для кожного ,rs uzV , які визначаються за допомо-
гою оцінок CVSS представлених на сайті NVD (див. п. 1.5). 
Оскільки не завжди всі значення оціночних параметрів уразли-
востей містяться в базі NVD, то для отримання тих, яких не виста-
чає скористаємося формулами з кроку 7. 
 
Рис. 4.16. Приклад еталонних НЧ для  
оціночних параметрів 
uzB , uzT , uzE , 

















Розрахунок для 1,1V  = «CVE-2013-1324»:  
− для 
1B , виходячи з того, що величинам 1,3AV , 1,2AC , 1,3AU , 
1,3C , 1,3I  і 1,3A  відповідають певні значення «N», «M», «N», «C», 
«C» і «C», то 1,3AV  = 1, 1,2AC = 0,61, 1,3AU  = 0,704, 1,3C  = 0,66, 1,3I  
= 0,66 і 1,3A  = 0,66. На основі цього обчислимо  
1EXb  = 1,320AV  1,2AC  1,3AU = 20·1·0,61·0,704 = 8,6, 
1IM  10,41 (1 1,3(1 )C 1,3 1,3(1 )(1 ))I A  = 10,41(1 – (1 – 0,66)(1 – 
0,66)(1 – 0,66)) = 10 і тоді 
1( )f IM = 1,176, а  
1B  1(0,6round IM  10,4 1,5)EXb  1( )f IM = round(0,6·10 + 0,4·8,6 
– 1,5) 1,176 = 9,3; 
− для 
1T  в базі NVD відсутні конкретні значення, тому, на-
приклад, на основі суджень експертів визначимо значення для 
1,3EX = «F», 1,1RL = «OF», 1,3RC  = «C» і тоді 1,3EX = 0,95, 1,1RL  = 
0,87, 1,3RC  = 1,  
1 1 1,3 1,1 1,3( )T round B EX RL RC    = round (9,3·0,95·0,87·1)=7,7; 
− для 
1E , за аналогією з 1T , значення також визначаються за 
допомогою експертів. Якщо 1,4CDP  = «MH», 1,2TD = «L», 1,2CR = 
«M», 1,2IR = «M» і 1,2AR  = «M», то 1,4CDP  = 0,4, 1,2TD  = 0,25, 1,2CR  = 
1, 1,2IR  = 1 та 1,2AR  = 1. На основі цього знаходимо 
1 min(10;10,41AIM  1,3 1,2(1 (1 )C CR   1,3 1,2(1 )I IR 
1,3 1,2(1 )))A AR   = min(10; 10,41 (1 – (1 – 0,66·1) (1 – 0,66·1) (1 – 
0,66·1)) = 10, 
1AB  1((0,6 )round AIM 1(0,4 )EXb 11,5) ( )f AIM = round((0,6·10)+ 
(0,4·10) – 1,5) 1,176 = 10, 
1AT  1(round AB  1,3 1,1 1,3)EX RL RC  =round(10·0,95·0,87·1) = 8,3, 
1E   1((round AT  1(10 )AT 1,4 )CDP 1,2 )TD  round((8,3 + (10 – 8,3) 
0,4)) 0,25) = 2,2. 
Отримане значення 
1E  скорегувало параметри 1B  та 1T .  
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Розрахунок для 1,2V  = «CVE-2015-2516»: 
− для 
2B  визначені наступні значення 2,3AV  = «N», 2,2AC  = 
«M», 2,3AU  = «N», 2,1C  = «N», 2,1I  = «N», 2,2A  = «P», тоді 2,3AV = 1, 
2,2AC  = 0,61, 2,3AU  = 0,704, 2,1C  = 2,1I  = 0, 2,2A  = 0,275. Обчисли-
мо 
2EXb  = 20·1·0,61· 0,704 = 8,6,  
2IM  10,41 (1 – (1 – 0) (1 – 0) (1 – 0,275)) = 2,9  
і тоді ( )f IM = 1,176,  
2B   round(0,6·2,9 + 0,4·8,6 – 1,5) 1,176 = 4,3; 
− для 
2T  в базі NVD відсутні конкретні значення, тому, на-
приклад, на основі суджень експертів визначимо значення для 
2,1EX  = «U», 2,2RL  = «TF», 2,1RC  = «UC» і тоді 2,1EX  = 0,85, 2,2RL  = 
0,9, 2,1RC  = 0,9,  
2T   round(4,3·0,85·0,9·0,9) = 3; 
− для 
2E , за аналогією з 2T , значення також визначаються за 
допомогою експертів, якщо 2,4CDP  = «MH», 2,3TD  = «M», 2,2CR  = 
«M», 2,2IR  = «M», 2,3AR  = «H», то 2,4CDP = 0,4, 2,3TD  = 0,75, 2,2CR  
= 1, 2,2IR  = 1, 2,3AR  = 1,51. На основі цього обчислимо 
2AIM   min(10; 10,41(1–(1 – 0·1) (1 – 0·1) (1 – 0,275·1,51)) = 4,3,  
2AB   round((0,6·4,3) + (0,4·8,6) – 1,5) 1,176 = 5,3,  
2AT   round(5,3·0,85·0,9·0,9) = 3,7,  
2E   round((3,7 + (10 – 3,7) 0,4)) 0,75) = 4,6.  
Отримане значення 
2E  скорегувало параметри 2B  та 2T . 
За аналогією з попередніми уразливостями для  
1,3V = «CVE-2016-2386», 
1,4V = «CVE-2015-1830»,  
1,5V = «CVE-2016-0497» також були сформовані оціночні параметри 
(див. рис. 4.17). 
Їх значення занесені в таблицю 4.28. 
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Таблиця 4.28. Визначення поточних значень (НЧ) оціночних пара-
метрів (приклад) 
iEP  1,iep  2,iep  3,iep  4,iep  5,iep  
B , (i=1) 9,3 4,3 7,5 5 4,3 
T , (i=2) 7,7 3 6,8 3,8 3,5 
E , (i=3) 2,2 4,6 8,8 1,7 1,2 
Крок 9. 
Здійснемо класифікацію поточних значень ,uz iep  за формулою 
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( 1,5)uz   
1,ijλ  для  
1~ EPiKT   
( 1,3i  ,
1,5j  ) 
2,ijλ  для 
2~ EPiKT   
( 1,3i  ,
1,5j  ) 
3,ijλ  для 
3~ EPiKT   
( 1,3i  ,
1,5j  ) 
4,ijλ  для 
4~ EPiKT   
( 1,3i  ,
1,5j  ) 
5,ijλ  для  
5~ EPiKT   
( 1,3i  ,
1,5j  ) 
B  0 0 0 0,43 0,64 0 0,39 0,64 0 0 0 0 0,29 0,82 0 0 0 1 0 0 0 0,39 0,64 0 0 
T  0 0 0 1 0 0 1 0 0 0 0 0 0,74 0,14 0 0 0,64 0,31 0 0 0 0,79 0,12 0 0 
E  0 1 0 0 0 0 0,24 0,83 0 0 0 0 0 0,92 0 0 1 0 0 0 0 1 0 0 0 
Крок 10.  
Обчислимо показник ступеня ризику порушення ІБ за форму-
лою (4.22), де m = 5, 1,5j  , 1,3i  , 1 1,5n  ,  
1lr








K =90, ks   0,5  
і тоді 1,1LRV   71,95, 1,2LRV =39,94, 1,3LRV =62,25, 1,4LRV =41,57, 
1,5LRV =36,75. 
Крок 11.  
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За аналогією з кроком 8 за формулою (4.19) обчислимо 
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Рис. 4.17. Результати визначення числових значень  
для оціночних параметрів  
Далі за допомогою (4.23) формуються 
uzSP :  
41 1,1 4 1,1
( ; ( ( )))
~ DR
SP LRV T LRV  = (71,95; РВ),  
2SP  1,2( ;LRV 2 2 1,2( ( ));~ DR
T LRV
3~ DR
T 3 1,2( ( )))LRV =(39,94; РН(0,41);  
РС(0,59)),  
3 1,3( ;SP LRV 3~ DR
T 3 1,3( ( ));LRV 4 4 1,3( ( )))~ DR
T LRV  = (62,25; РC(0,4); 
РВ(0,6)),  
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4SP  1,4( ;LRV 2 2 1,4( ( ));~ DR
T LRV
3~ DR
T 3 1,4( ( )))LRV =(41,57; РН(0,26); 
РС(0,74)),  
5SP  1,5( ;LRV 2~ DR
T 2 1,5( ( ));LRV 3 3 1,5( ( )))~ DR
T DRV =(36,75; РН(0,69);  
РС(0,31)),  
де, наприклад, (62,25; РC (0,4); РВ (0,6)) словесно інтерпретується 
як – «Ступінь ризику з числовим еквівалентом 62,25 межує з сере-
днім і високим ризиками на границі РС – 0,4 і РВ – 0,6». Також для 
даного 1RISO  на основі (4.24) можна обчислити середнє значення 
ступеня ризику: 
1LR =(71,95 + 39,94 + 62,25 + 41,57 + 36,75) / 5 = 
50,5
 
і сформувати для нього SP = (50,5; РС). 
Для верифікації представленого методу здійснимо моделювання 
декількох станів середовища оцінювання: 
1-й стан – встановимо показники параметрів, що 
характеризують середовище оточення з меншим рівнем загроз 
щодо поточного стану значення всіх оціночних параметрів (див. 
табл. 4.30 і 4.31); 
2-й стан – встановимо показники параметрів, що 
характеризують середовище оточення з більшим рівнем загроз 
щодо поточного стану значення всіх оціночних параметрів (див. 
табл. 4.32 і 4.33). 
Приклад 2 (1-й стан) 
Відповідно до 1-го стану, при m=5 оціночні параметри для від-
повідних значень відображені в табл. 4.30. Реалізуємо класифіка-
цію величин ,uz iep  за формулою (4.19) і (4.20), результати якої 
занесені в табл. 4.31. 
Таблиця 4.30. 1-й стан значень оціночних параметрів 
iEP  1,iep  2,iep  3,iep  4,iep  5,iep  
,B  (i=1) 8,3 3,3 6,5 4 3,3 
,T  (i=2) 6,7 2 5,8 2,8 2,5 
,E  (i=3) 1,2 3,6 7,8 0,7 0,2 
Виконаємо обчислення показника ступеня ризику порушень ІБ 




K  = 10, 
2lr
K = 30, 
3lr
K = 50, 
4lr
K = 70, 
5lr
K = 90, ks   0,5  
і тоді  
1,1LRV = 54,46, 1,2LRV = 30,2, 1,3LRV = 51,98, 1,4LRV = 32,37,  
1,5LRV = 24,34.  
Використовуючи (4.19), обчислимо 1,( )j uzLRV  ( 1,5)uz   і за 
допомогою (4.23) формуємо 
uzSP :  
1 1,1( ;SP LRV  3 3 1,1( ( )))~ DR
T LRV  = (54,46; РC),  
2 1,2( ;SP LRV  2 2 1,2
( ( )))
~ DR
T LRV  = (30,2; РН),  
3 1,3( ;SP LRV  3 3 1,3
( ( )))
~ DR
T LRV  = (51,8; РC),  
4 1,4( ;SP LRV  2 2 1,4
( ( )))
~ DR
T LRV  = (32,37; РН),  
5 1,5( ;SP LRV  2 2 1,5
( ( )))
~ DR
T LRV  = (24,34; РН). 
Далі, на основі (4.24) для 1RISO  обчислюємо середнє значення 
ступеня ризику, тобто 1LR = 38,64, і формуємо для нього  
SP = (38,64; РН(0,52); РС(0,48)). 
 
Таблиця 4.31. Класифікація 1-го стану значень оціночних параметрів 
iEP  
Значення 







( 1,5)uz   
1,ijλ  для 
1~ EPiKT  ( 1,3i  ,
1,5j  ) 
2,ijλ  для 
2~ EPiKT  ( 1,3i  ,
1,5j  ) 
3,ijλ  для 
3~ EPiKT  ( 1,3i  ,
1,5)j   
4,ijλ  для 
4~ EPiKT  ( 1,3i  ,
1,5j  ) 
5,ijλ  для 
5~ EPiKT  ( 1,3i  ,
1,5j  ) 
B  0 0 0 1 0 0 1 0 0 0 0 0 0,94 0 0 0 0,54 0,44 0 0 0 0,89 0 0 0 
T  0 0 0,81 0,04 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 
E  0 1 0 0 0 0 0,74 0,18 0 0 0 0 0 1 0 0 0,65 0 0 0 0 0,19 0 0 0 
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Приклад 3 (2-й стан) 
Згідно 2-го стану, при m = 5 оціночні параметри для відповід-
них значень відображені в табл. 4.32. 
Таблиця 4.32. 2-й стан значень оціночних параметрів 
iEP  
1,iep  2,iep  3,iep  4,iep  5,iep  
B , (i=1) 10 5,3 8,5 6 5,3 
T , (i=2) 8,7 4 7,8 4,8 4,5 
E , (i=3) 3,2 5,6 9,8 2,7 2,2 
Класифікуємо значення ,uz iep  за формулою (4.19) і (4.20), ре-
зультати якої занесені до табл. 4.33. 
Таблиця 4.33. Класифікація 2-го стану значень оціночних параметрів 
iEP  
Значення 







( 1,5)uz   
1,ijλ  для  
1~ EPiKT   
( 1,3i  ,
1,5j  ) 
2,ijλ  для  
2~ EPiKT   
( 1,3i  ,
1,5j  ) 
3,ijλ  для 
3~ EPiKT   
( 1,3i  ,
1,5)j   
4,ijλ  для  
4~ EPiKT   
( 1,3i  ,
1,5j  ) 
5,ijλ  для  
5~ EPiKT   
( 1,3i  ,
1,5j  ) 
B  0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 
T  0 0 0 1 0 0 0,54 0,44 0 0 0 0 0 1 0 0 0,14 0,96 0 0 0 0,29 0,77 0 0 
E  0 0,94 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 
Далі, аналогічно першому стану, обчислимо показник ризику 
порушення ІБ за допомогою (4.22), тобто 1,1LRV  
= 73,1, 1,2LRV  
= 
46,05, 1,3LRV  
= 73,3, 1,4LRV  
= 47,44, 1,5LRV  
= 45,76. Використовую-
чи (4.19), знайдемо 1,( )j uzLRV  
( 1,5),uz   а за виразом (4.23) сфор-
муємо 
uzSP :  
1SP   1,1
( ;LRV





= (73,1; РВ),  
2SP   1,2
( ;LRV
 3 3 1,2
( ( )))
~ DR
T LRV  = (46,05; РС),  
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3SP   1,3
( ;LRV
 4 4 1,3
( ( )))
~ DR
T LRV  = (73,3; РВ),  
4SP   1,4
( ;LRV
 3 3 1,4
( ( )))
~ DR
T LRV  = (47,44; РС),  
5SP   1,5
( ;LRV
 3 3 1,5
( ( )))
~ DR
T LRV  = (45,76; РС). 
На основі (4.24), обчислимо середнє значення ступеня ризику 
1LR = 57,13 і сформуємо для нього SP = (57,13; РС (0,86); РВ 
(014)). Графічне представлення отриманих результатів відображе-
но на рис. 4.18. і рис. 4.19. 
  
Рис. 4.18. Результати обчислення значень для 1,uzLRV  при різних станах 
Як видно з отриманих результатів, пропонований метод адеква-
тно реагує на зміни вихідних значень оціночних параметрів, тобто 
при їх покращені показники ступеня ризику зменшуються, а при 
погіршенні – збільшуються. 
Таким чином, представлений якісно-кількісний метод ОР ІБ за 
рахунок модифікації процедур визначення множини параметрів ОР 
і оцінки поточних значень параметрів з можливістю інтеграції (як 
альтернатива оцінок експертів) значень CVSS показників, які пред-
ставлені у відповідних БД, дозволяє автоматизувати процес оціню-
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Рис. 4.19. Результати обчислення значень для 
1LR  
при різних станах 
4.7. Метод оцінювання ризиків інформаційної безпеки  
на основі відкритих баз даних уразливостей 
Проблема, що пов’язана з ефективною реалізацією процесу 
АОР ІБ, відповідно до вимог міжнародних або державних стандар-
тів [8, 11]. Частково вирішується за допомогою методів ОР (див. 
пп. 4.3-4.6 і [2]), які ґрунтуються на експертних оцінках. Часто при 
ОР не завжди є можливість залучення експертів відповідної пред-
метної галузі. На практиці, наприклад, можуть виникати ситуації, 
при яких необхідно реалізовувати оперативне оцінювання та моні-
торинг (в реальному часі) ризиків без залучення зазначених експе-
ртів, а доступні методи і засоби ОР (див. розділ 1, пп. 4.3-4.6 і [2]) 
не дають такої можливості. 
Для цього (як і в п. 4.4) пропонується використовувати відпові-
дні відкриті БД уразливостей РІС (див. розділ 1, п. 1.5), в яких 
представлені їх кількісні оцінки. 
Розробимо метод ОР, який дозволить здійснити оцінювання ри-
зиків в реальному часі з використанням відкритих БД без залучен-
ня експертів відповідної предметної галузі. 
В основу такого методу покладено дослідження, проведені в пп. 
4.3-4.6 і [2]. Розглянемо детально його роботу, яка ґрунтується на 
11 кроках. 
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Крок 1 (Визначення повної множини ідентифікаторів РІС і 
уразливостей) і Крок 2 (Визначення множини ідентифікаторів 
РІС і уразливостей для об'єкту оцінювання)  
реалізуються аналогічно якісно-кількісному методу ОР ІБ, який 
описаний в п. 4.6. 
Крок 3 (Визначення множини параметрів оцінювання ризи-
ку) 
Тут введемо множину оцінок ризику LR  для визначеного на 
другому кроці (див. п. 4.6) RISO,
 







 LR 1{ , ...,LR }rsLR . 
Так, для ОР по кожній уразливості, відображеній ідентифікато-
















де ,rs uzLRV  – кількісна оцінка ризику за кожною uz-тою уразливіс-
тю rs-того РІС на об'єкті. Для відображення результату ОР скорис-
таємося ЛЗ «СТУПІНЬ РИЗИКУ» (DR), представленою у вигляді 
кортежу (див. п.4.6). 
Далі для забезпечення процесу оцінювання беруться за основу 
показники CVSS [4] з NVD (див. п. 1.5). Для цього визначимо не-
обхідні множини параметрів iEP , ( 1, )i g , що використовуються 





EP 1 2{ , ,...,EP EP }gEP , де g – 
кількість множин таких параметрів. 
Відзначимо, що для версії 3 оцінок CVSS [11], в якій, на відміну 
від версії 2.0, метрики експлуатування (АС, AV, PR, UI) розрахо-
вуються для уразливого компонента, а метрики впливу (С, І, А) для 
атакуючого. Це дає можливість розрізнити уразливий і атакуючий 
компоненти, наприклад, при g = 3 можуть бути визначені наступні 






EP  1 2 3, ,EP EP EP ={ ,B  ,T  E }  ( 1,3 )i  , 
де:  
B  – базові (Base) оцінки, які відповідно до визначень (див. п. 









B  ( 1, )rsuz n , 
члени якої формуються на основі групи множин параметрів
 
,uzAV
,uzAC ,uzPR ,uzS ,uzUI  
,uzC ,uzI uzA  ( 1, ),rsuz n  де:  









AV =  ,1 ,4, ...,uz uzAV AV   , , ,N A L P   
( 1, , 1,4)rsuz n av  , де: N – «Мережа» = 0,85; A – «Сполучена ме-
режа» = 0,62; L – «Локальний доступ» = 0,55; P – «Фізичний дос-
туп» = 0,2,  








 ,1 ,2,uz uzAC AC  ,L H   
( 1, , 1,2)rsuz n ac  , 
де: L – «Низька» = 0,77; H – «Висока» = 0,44, 
 









 PR ,1 ,2{ , ,uz uzPR PR ,3}uzPR    , ,N L H   
( 1, ,rsuz n  1,3)pr  , де: N – «Відсутня» = 0,85;  





















 ,1 ,2,uz uzS S  ,U C   
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( 1, , 1,2)rsuz n s  , 
де: U – «Без змін»; С – «Змінюється»);  






















 ,1 ,2,uz uzUI UI  ,N R   
( 1, , 1,2)rsuz n ui  , 
де: N – «Немає потреби» = 0,85; R – «Є потре-
ба» = 0,62, 
 









 C ,1 ,2{ , ,uz uzC C ,3}uzC   , ,N L H   
( 1, ,rsuz n 1,3)c  , де: N – «Відсутній» = 0; L – «Низький» = 0,22; H 
– «Високий» = 0,56,  








I = ,1{ ,uzI ,2 ,uzI ,3}uzI  , ,N L H   
( 1, ,rsuz n 1,3)in  , де: N – «Відсутній» = 0; L – «Низький» = 0,22; 
H – «Високий» = 0,56, 
 










A = ,1{ ,uzA ,2 ,uzA ,3}uzA   , , ,N L H   
( 1, ,rsuz n 1,3)ai  , де: N – «Відсутній» = 0; L – «Низький» = 0,22; 
H – «Високий» = 0,56;  
Т – часові (Temporal) оцінки, які у відповідності до п. 4.6 











( 1, )rsuz n , 
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члени якої визначаються за допомогою групи множин параметрів: 
,uzEX ,uzRL uzRC  ( 1, ),rsuz n  де:  









EX =  ,1 ,5, ...,uz uzEX EX   , , , ,X U POC F H   
(uz  1, ,rsn  
1,5)ex  , де: Х – «Немає даних» = 1; U – «Теоретична 
(немає доказів)» = 0,91; POС – «Експериментальна» = 0,94; F – 
«Функціональна» = 0,97; H – «Висока» = 1,  
uzRL  – рівень виправлення (показник ступеня готовності рі-








RL =  ,1 ,5, ...,uz uzRL RL  { , ,X OF ,TF , }W U   
( 1, ,rsuz n 1,5),rl   де: Х – «Немає даних» = 1; OF – «Офіційний 
патч» = 0,95; TF – «Тимчасове рішення» = 0,96; W – «Рішення на 
основі порад та рекомендацій» = 0,97; U – «Відсутнє» = 1,  
uzRC  – достовірність звіту (показник ступеня достовірності ін-








RC =  ,1 ,4, ...,uz uzRC RC  { , ,X U , }R C   
( 1, ,rsuz n 1,4),rc   де: Х – «Немає даних» = 1; U – «Невизначена» 
= 0,92; R – «Обґрунтована» = 0,96; C – «Підтверджена» = 1;  
Е – метрики середовища оточення (Environmental), що пред-











( 1, ),rsuz n  
члени
 
якої визначаються за допомогою групи множин параметрів: 
,uzCR ,uzIR uzAR , uzMS , uzMAV , uzMAC , uzMPR , uzMUI , uz
MC , 
uzMI , uzMA  (uz   1, ),rsn  де:  










CR =  ,1 ,4, ...,uz uzCR CR   , , ,X L M H   
( 1, ,rsuz n  1,4),cr   де: Х – «Невизначені» = 1; L – «Низькі» = 0,5; 
M – «Середні» = 1; H – «Високі» = 1,5,  








IR = ,1{ , ...,uzIR ,4}uzIR   , , ,X L M H   
( 1, ,rsuz n 1,4),ir   де: Х – «Невизначені» = 1; L – «Низькі» = 0,5; 
M – «Середні» = 1; H – «Високі» = 1,5,  









AR =  ,1 ,4, ...,uz uzAR AR   , , ,X L M H  
( 1, ,rsuz n  ar  1,4),  де: Х – «Невизначені» = 1; L – «Низькі» = 0,5; 
M – «Середні» = 1; H – «Високі» = 1,5,  









 ,1 ,2 ,3, ,uz uz uzMS MS MS  , ,X U C   
( 1, , 1,3),rsuz n ms   
де: Х – «Невизначена»; U – «Без змін»; С – 
«Змінюється»,
 
uzMAV  – модифікований вектор кібератаки, який представля-








MAV =  ,1 ,5, ...,uz uzMAV MAV   , , , ,X N A L P  
( 1, , 1,5)rsuz n mav  , де: Х – «Невизначений» = 1; N – «Мережа» = 
0,85; A – «Сполучена мережа» = 0,62; L – «Локальний доступ» = 
0,55; P – «Фізичний доступ» = 0,2,  












 ,1 ,2 ,3, ,uz uz uzMAC MAC MAC  , ,X L H  
( 1, , 1,3)rsuz n mac  , де: Х – «Невизначена» = 1; L – «Низька» = 
0,77; H – «Висока» = 0,44,  
uzMPR  – модифікована відповідність повноваженням, яка пред-










,1 ,2{ , ,uz uzMPR MPR ,3 ,4, }uz uzMPR MPR    , , ,X N L H  
( 1, ,rsuz n  1,4)mpr  , де: Х – «Невизначена» = 1; N – «Відсутня» = 
0,85;  


























uzMUI  – модифікована взаємодія з користувачем, що представ-








 ,1 ,2 ,3, ,uz uz uzMUI MUI MUI  , ,X N R  
( 1, , 1,2)rsuz n mui  , де: Х – «Невизначена» = 1; N – «Немає потре-
би» = 0,85; R – «Є потреба» = 0,62,  
uzMC  – модифікований вплив на конфіденційність, що визнача-










,1 ,2{ , ,uz uzMC MC ,3 ,4, }uz uzMC MC   , , ,X N L H  
( 1, ,rsuz n 1,4)mc  , де: Х – «Невизначений» = 1; N – «Відсутній» = 
0; L – «Низький» = 0,22; H – «Високий» = 0,56,  
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MI = ,1{ ,uzMI ,2 ,uzMI ,3 ,4, }uz uzMI MI  , , ,X N L H  
( 1, ,rsuz n 1,4),min   де: Х – «Невизначений» = 1; N – «Відсутній» 
= 0; L – «Низьке» = 0,22; H – «Високе» = 0,56,  











,1{ ,uzMA ,2 ,uzMA ,3 ,4, }uz uzMA MA   , , ,X N L H  
( 1, ,rsuz n 1,4),mai   де: Х – «Невизначений» = 1; N – «Відсутній» 
= 0; L – «Низький» = 0,22; H – «Високий» = 0,56. 
Далі введемо ЛЗ «РІВЕНЬ ОЦІНОЧНОГО ПАРАМЕТРУ iEP »  
(
iEP






X >, де 
базові терм-множини ініціалізуються m-термами 
1
,







для яких відповідно визначають свої інтервали значень за кожним 








З метою зручності відображення оціночних параметрів через ін-
тервали допустимих значень скористаємося табл. 4.24 (див. п.4.6). 
Далі за допомогою відповідного методу (див. п. 4.2) [9], який 
реалізується за допомогою чотирьох етапів здійснюється перетво-




= (аij; bi1j; bi2j; сij). 
Для цього за допомогою наступних перевизначень модифікуємо 
вираз (4.11) методу (див. п. 4.2 [9]): 2j ja b , 1j jc b , де 1,j m , (m 
– кількість терм-множин) 1 11a b =0 і 2m mc b = 1mk  . 
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Оцінка значущості iEP  виконується за допомогою параметрів із 
множини { } ( 1, )iLS i g LS , а оцінка поточного значення оціно-
чного параметру – за допомогою множини ,{ }uz iepep  
( 1, , 1, )rsuz n i g  . 
Крок 4 (Визначення кількості терм-множин), Крок 5 (Оцін-
ка рівня значущості оціночних параметрів) і Крок 6 (Визна-
чення еталонних значень ступеня ризику). Зазначені кроки вза-
ємопов’язані з аналогічними кроками методу, описаного в п. 4.6. 
Крок 7 (Визначення еталонних значень оціночних парамет-
рів) 
Експерти проводять визначення еталонів параметрів для ЛЗ 
EP
i
K , тобто задається кількість термів в терм-множині 
~ EPiK
T . 
Для перетворення інтервалів в НЧ скористаємося запропонова-
ним в п. 4.2 [9] методом, який реалізується за допомогою чотирьох 
етапів з урахуванням модифікації виразу (4.11) з п. 4.2 [9], описа-
ного на кроці 3. Для зручності відображення оціночних параметрів 
через НЧ використовуємо табл. 4.24. 
Наприклад, якщо iEP  представляються трапецієподібними НЧ з 
ФН 1 ,( )uz iep , …, j ,( )uz iep , …, m ,( )uz iep , то вони відповідно обчи-
слюються за допомогою (4.19) (див. п. 4.4), що для інтервалів iEP  
дозволяє сформувати значення j ,( )uz iep . 
Крок 8 (Оцінка поточних значень параметрів) 





EP   1 2 3, , EP EP EP { ,B  ,T  E } ( 1 3)i ,  
визначаються ,uz iep  ,rs uzV , ( 1, ,rs ro 1, rsuz n ), тобто ,{ }uz iep =  
{ ,uzep B , ,uzep T , ,uzep E }.  
Значення кожного з параметрів можна взяти з відомих БД (див. 











roundUp IM EXb при S UB




   
 
де 
1roundUp ( ) – функція округлення до першого знаку після коми 









ISC при S U
IM
ISC ISC при S C

 
   
 
де  
, , ,1 ((1 )(1 )(1 ))uz uz c uz in uz aiISC C I A     , 
значення ,uz sS , ,uz cC , ,uz inI , ,uz aiA  отримуємо на основі кроку 3 цього 
методу, а  
, , , ,8,22uz uz av uz ac uz pr uz uiEXb AV AC PR UI ; 
1 , , ,( )uz uz uz ex uz rl uz rcT roundUp B EX RL RC , 
де значення ,uz exEX , ,uz rlRL  і ,uz rcRC  
також отримуємо на основі 
кроку 3 методу; 










uz uz uz ex uz rl uz rc
uz uz
uz uz uz uz rl uz rc
uz
при MIM
roundUp MIM MEXb EX RL RC
E при MS U
























MISC при MS U
MIM
MISC MISC при MS C

 
   
а ,8,22uz uz mavMEXb MAV ,uz macMAC , ,uz mpr uz muiMPR MUI  і  
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, ,min[(1 (1 )uz uz mc uz crMISC MC CR   , ,(1 )uz min uz irMI IR
, ,(1 )),uz mai uz arMA AR 0,915] , 
при цьому значення ,uz msMS , ,uz mavMAV , ,uz macMAC , ,uz mprMPR , 
,uz muiMUI , ,uz mcMC , ,uz crCR , ,uz minMI , ,uz irIR , ,uz maiMA , ,uz arAR  поперед-
ньо визначені на кроці 3 даного методу. Тут 
uzE  є коригуючим 
оціночним параметром, що визначає 
uzB  та uzT . 
Крок 9 (Класифікація поточних значень), Крок 10 (Оцінка 
ступеня ризику) і Крок 11 (Формування структурованого па-
раметра ризику)  
реалізуються аналогічно методу в п. 4.6. 




Визначаються повні множини всіх РІС і уразливостей, при BDr  і 
NVDn  (див. п. 4.6). 
Крок 2. 
На цьому кроці за допомогою множини RIS автоматично (на 
основі перебору даних відповідних баз) або експертним шляхом 
визначається вміст RISO для конкретного об’єкта оцінювання, 








 1 5{ , ..., }RISO RISO
 
( 1,5),rs   
де, наприклад,
  
1RISO   «Файловий сервер»,  
2RISO   «Банк даних»,  
3RISO   «Архів даних»,  
4RISO   «Маршрутизатор»,  
5RISO   «Web-сервер». 
Далі, відносно RISO, наприклад, при n1 = 5, n2 = 5, n3 = 7, 
n4 = 4, 
n5 = 2, автоматично або експертним шляхом за допомогою NVD 











, 1,1 1,2 1,3 1,4 1,5
1





V V V V V V


2,1 2,2 2,3 2,4 2,5{ , , , , },V V V V V
3,1 3,2 3,3 3,4 3,5 3,6 3,7 4,1 4,2 4,3 4,4{ , , , , , , },{ , , , },V V V V V V V V V V V 5,1 5,2{ , }}.V V  
Далі, наприклад, при rs=2 реалізуємо ОР для RISO2, для 
якого 
експертами ідентифіковані наступні уразливості: 
2,1V = «CVE-2016-5849» – уразливість Siemens SICAM PAS до 
версії 8.07 дозволяє локальним користувачам отримати доступ до 
конфіденційної інформації про конфігурацію за рахунок викорис-
тання події зупинки БД. Оцінка CVSS Severity (v2) = 1,9 (LOW) і 
(v3) = 2,5 (LOW); 
2,2V = «CVE-2016-5703» – уразливість SQL-ін'єкцій в бібліоте-
ках/центральних стовпцях (.lib.php) в PhpMyAdmin версій 4.4.x ÷ 
4.4.15.7 і 4.6.x ÷ 4.6.3 дозволяє віддаленому зловмисникові викона-
ти довільні команди SQL за допомогою створеного імені БД, вико-
ристовуючи помилку в запиті центрального стовпчика. Оцінка 
CVSS Severity (v2) = 7,5 (HIGH) і (v3) = 9,8 (CRITICAL); 
2,3V = «CVE-2016-0298» – уразливість обходу каталогів в IBM 
Security Guardium Database Activity Monitor версій 10 ÷ 10.0p100 
дозволяє здійснювати віддаленим користувачам перевірку достові-
рності і читати довільні файли за допомогою сформованого URL. 
Оцінка CVSS Severity (v2) = 4,0 (MEDIUM) і (v3) = 6,5 (MEDIUM); 
2,4V = «CVE-2016-5705» – уразливість множинного міжсайтово-
го скриптингу (XSS) в PhpMyAdmin версій 4.4.x ÷ 4.4.15.7 і 4.6.x ÷ 
4.6.3 дозволяє віддаленому зловмисникові впровадити довільний 
веб-скрипт або HTML за допомогою векторів, що включають поля: 
(1) дані сервера-привілеїв – сертифікат про привілеї користувача 
сторінки, (2) повідомлення про помилки «недійсні JSON» в консолі 
помилок, (3) ім'я БД, (4) ім'я групи. Оцінка CVSS Severity (v2) = 4,3 
(MEDIUM) і (v3) = 6,1 (MEDIUM); 
2,5V = «CVE-2016-4328» – уразливість передопераційної системи 
управління інформацією MEDHOST (так званої PIMS або VPIMS) 
до 2015R1, має чітко прописані облікові дані, що робить її більш 
доступною для віддаленого зловмисника під час отримання досту-
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пу до конфіденційної інформації за допомогою прямих запитів до 
сервера БД додатків. Оцінка CVSS Severity (v2) = 10 (HIGH) і (v2) 
= 9,8 (CRITICAL). 
Крок 3.  
Визначимо множину параметрів ОР, наприклад, при rо = 2 (тоб-
то для 





LRV 2,1{ ,LRV 2,2 ,LRV
2,3 ,LRV 2,4 ,LRV 2,5}}LRV ).  
Відображення результатів ОР для 
2LR  і 2,uzLRV , ( 1,5)uz   при 







 (див. п. 4.6), які мо-
жуть бути відображені на універсальній множині XDR {0, maxDR}. 
Як наслідок, для кожного терму визначаються інтервали з викори-
станням модифікованої шкали Харрінгтона [2, 5] (див. п. 4.6). 
Далі скористаємося множиною оціночних параметрів  
EP= {B, T, E}. Визначимо для ЛЗ 
iEP







 {«Відсутній» (N), «Низький» (L), «Середній» (M), «Ви-
сокий» (H), «Критичний» (C)}, які в лінгвістичній формі характе-
ризують рівень оціночного параметра. Далі, для кожного терму 




















k ], яким будуть відповідати 
значення [3, 4] –  
[0; 0,1[, [0,1; 4[, [4; 7[, [7; 9[, [9; 10]. 
Крок 4. 






K  при m = 5 (див. табл. 4.26 і 4.34 відповідно). 
У разі необхідності можемо за допомогою методів, описаних в 




Таблиця 4.34. Визначення еталонних значень (НЧ)  





T = (аj, b1j, b2j, сj)LR  для  1~ EPi
KT  ÷ 5~ EPi
KT , ( 1,5j  , 1, )i g  
1~ EPiK
T   
(аi1; bi11; bi21; сi1) 
1~ EPiK
T   
(аi1; bi11; bi21; сi1) 
1~ EPiK
T   
(аi1; bi11; bi21; сi1) 
1~ EPiK
T   
(аi1; bi11; bi21; сi1) 
1~ EPiK
T   
(аi1; bi11; bi21; сi1) 
В, Т, 
Е 
(0;0;0,1;1,1) (0,1;1,1;3,1;4,9) (3,1;4,9;6,4;7,7) (6,4;7,7;8,7;9,5) (8,7;9,5;10;10) 
Крок 5. 
Здійснюємо оцінку значущості оціночних параметрів. Оскільки 
для всіх оціночних параметрів (наприклад, на думку експертів) 




оцінку LS здійснимо за формулою (4.13) (див. п. 4.3) тобто:  
1 2 1 / 1LS (g i ) (g )g   
 
= 2 3 1 1 / 3 1 3( ) ( )    = 1; 
2 2 3 2 1 / 3 1 3LS ( ) ( )    = 0,67;  
3 2 3 3 1 / 3 1 3LS ( ) ( )    = 0,33, ( 1,3)i  . 
Крок 6. 
Визначаємо еталонні значення для ЛЗ DR. За допомогою (4.8) - 




= (аj; b1j; b2j; сj) число-
ві значення, які заносяться в таблицю 4.26. Їх графічна інтерпрета-
ція відображена на рис. 4.15. 
Крок 7. 
Сформуємо еталонні значення для ЛЗ EP
i
K . Перетворення інте-
рвалів в НЧ 
 
~ EP jiK
T = (аij; bi1j; bi2j; сij) реалізуємо за допомогою чо-
тирьох етапів запропонованого в п. 4.2 [9] методу і поправок, при-
йнятих на етапі 3. 
Етапи 1 та 3. Використаємо результати з аналогічного прикла-
ду, наведеного в п. 4.6. 
Етап 4. Реалізуємо нормування результатів за виразом (4.11) 
(див. п. 4.2 [9]) з урахуванням модифікації: 
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11 11 6 25( ) /ii i iEPb b k b
    = 0;  
21 21 6( ) /ii i EPb b k
  25ib  = 0,051 і т.д. (див. табл. 4.34),  
2 21i ia b , 3 22i ia b , 4 23i ia b , 5 24i ia b ,  
1 12i ic b , 2 13
i ic b , 3 14i ic b , 4 15i ic b .  
Далі, відповідно до (4.11) (див. п. 4.2 [9]), 1 11i ia b   0, а 
5 25i ic b  = 10. Всі отримані в результаті обчислення значення зане-
сені в таблицю 4.34, а їх графічна інтерпретація відображена на 
рис. 4.20. 
 
Рис. 4.20. Приклад еталонних НЧ для оціночних параметрів  
uzB , uzT , uzE , 
( 1,5)uz   
Крок 8. 
Поточний стан RISO2 характеризується значеннями оціночних 
параметрів
 ,
,uz iep  ,rs uzV , які визначаються за допомогою оцінок 
CVSS версії 3, представлених на сайті NVD (див. п. 1.5). Оскільки 
не завжди всі значення оціночних параметрів уразливостей визна-
чені в базі NVD, то для отримання необхідних складових скориста-
ємося формулами з кроку 7. 
Розрахунок для 
2,1V  = «CVE-2016-5849»:  
− для 1B , виходячи з того, що величинам 1,3AV , 1,2AC , 1,2PR , 
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«H», «L», «U», «N», «L», «N» та «N», то 
1,3AV  = 0,55, 1,2AC = 0,44, 
1,2PR  = 0,62, 1,1UI =0,85, 1,2C  = 0,22, 1,1I  = 0 і 1,1A  = 0. На основі 
цього обчислимо 
 
1 1,2 1,1 1,11 ((1 )(1 )(1 ))ISC C I A     =  
1 – ((1 – 0,22)(1 – 0)(1 – 0)) = 0,22,  
1IM  6,42 1ISC = 1,4124, 1EXb 8,22  
1,3AV 1,2AC 1,2PR 1,1UI = 
8,22 · 0,55 · 0,44 · 0,62 · 0,85 = 1,0483, а  
1B  1 1[min(roundUp IM  1),10]EXb =  
1roundUp [min(1,4124 + 1,0483),10] = 2,5; 
− для 1T  (аналогічно 1B ) відповідно величини і їх значення іні-
ціалізуються за допомогою NVD, а, наприклад, експертним шля-
хом, так для 1,2EX = «U», 1,2RL = «OF», 1,4RC  = «C», і тоді 1,2EX = 
0,91, 1,2RL  = 0,95, 1,4RC  = 1, а  
1 1 1 1,2 1,2 1,4( )T roundUp B EX RL RC =  
1roundUp  (2,5 · 0,91 · 0,95 · 1)=2,2; 
− для 1E , за аналогією з 1T , значення також можуть бути ви-
значенні за допомогою БД або експертним шляхом, так, напри-
клад, якщо 1,4MAV = «L», 1,3MAC = «H», 1,3MPR = «L», 1,2MUI = «N», 
1,2MS = «U», 1,3MC = «L», 1,2MI = «N», 1,2MA = «N», 1,3CR  = «M», 
1,2IR = «L» и 1,2AR  = «L», тоді 1,4MAV =0,55, 1,3MAC = 0,44, 1,3MPR = 
0,62, 1,2MUI = 0,85, 1,3MC =0,22, 1,2MI =0, 1,2MA =0, 1,3CR  = 1, 1,2IR  = 
0,5 і 1,2AR  = 0,5. На основі цього заходимо 
1 1,3 1,3 1,2 1,2 1,2 1,2min[(1 (1 )(1 )(1 )),0,915]MISC MC CR MI IR MA AR    
= min[(1 – (1 – 0,22 · 1) (1 – 0 · 0,5) (1 – 0 · 0,5)), 0,915] = 0,22, 
1 16,42MIM MISC  = 6,42 · 0,22 = 1,4124, 
1 1,4 1,3 1,3 1,28,22MEXb MAV MAC MPR MUI = 
8,22 · 0,55 · 0,44 · 0,62 · 0,85 = 1,0483 і
  
1E   1 1 1 1,1 1,1 1,4(min[ ) ,10])roundUp MIM MEXb EX RL RC =  
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1roundUp (min[1,4124 + 1,0483) 0,91 · 0,95 · 1, 10]) = 2,2. 
Отримане значення 
1E  скоригувало параметри 1B  і 1T . 
Розрахунок для 
2,2V  = «CVE-2016-5703»: 
− для 
2B  визначені значення 2,1AV  = «N», 2,1AC  = «L», 2,1PR  = 
«N», 
2,1UI  = «N», 2,1S  «U», 2,3C  = «H», 2,3I  = «H», 2,3A  = «H» і 
тоді 
2,1AV = 0,85, 2,1AC  = 0,77, 2,1PR  = 0,85, 2,1UI  = 0,85, 2,3C  = 2,3I  
= 
2,3A  = 0,56. 
Обчислимо 
2ISC   1 – ((1 – 0,56)(1 – 0,56)(1 – 0,56)) = 0,915, 
2IM   6,42·0,915 = 5,87, 
2EXb  = 8,22·0,85·0,77· 0,85 ·0,85 = 3,89,  
2B   1roundUp (min[5,87 + 3,89), 10]) = 9,8; 
− для 2T  в базі NVD відсутні певні значення, тому, наприклад, 
експертним шляхом визначимо значення для 
2,5EX  = «H», 2,1RL  = 
«X», 2,1RC  = «UC», і тоді 2,5EX  = 1, 2,1RL  = 1, 2,1RC  = 1,  
2T   1roundUp (9,8·1·1·1) = 9,8; 
− для 2E , за аналогією з 2T , значення визначаються також екс-
пертним шляхом. Якщо 2,2MAV = «N», 2,2MAC = «L», 2,2MPR = «N», 
2,2MUI = «N», 2,2MS = «U», 2,4MC = «H», 2,4MI = «H», 2,4MA = «H»,
2,4CR  = «H», 2,4IR = «H» і 2,4AR  = «H», то 2,2MAV =0,85, 2,2MAC = 
0,77, 2,2MPR = 0,85, 2,2MUI = 0,85, 2,4MC = 2,4MI = 2,4MA =0,56 і 2,4CR  
= 2,4IR  = 2,4AR  = 1,5.  
На основі цього знаходимо 2MISC   min[(1 – (1 – 0,56 · 1,5) (1 – 
0,56 · 1,5) (1 – 0,56 · 1,5)), 0,915] = 0,915, 2MIM   6,42 · 0,915 = 
5,8743, 2MEXb   
8,22 · 0,85 · 0,77 · 0,85 · 0,85 = 3,887 і
 
 
2E   1roundUp (min[(5,8743 + 3,887) 1 · 1 · 1, 10]) = 9,8. 
Отримане значення 2E  скоригувало параметри 2B  і 2T . 
За аналогією з попередніми уразливостями для  
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2,3V = «CVE-2016-0298», 2,4V = «CVE-2016-5705» і 2,5V = «CVE-
2016-4328» також були сформовані оціночні параметри. Їх значен-
ня занесені до таблиці 4.35. 




1,iep  2,iep  3,iep  4,iep  5,iep  
B, (i=1) 2,5 9,8 6,5 6,1 9,8 
T, (i=2) 2,2 9,8 6 5,4 8,7 
E, (i=3) 2,2 9,8 7,7 4,1 8,7 
Крок 9. 
Класифікуємо поточні значення 
,uz iep  за відповідною форму-
лою у вищеописаному методі (див. п. 4.6), а результати заносяться 
в табл. 4.36. 
Крок 10. 
Обчислимо показник ступеня ризику порушення ІБ за форму-








K =90, ks   0,5 і тоді  
2,1LRV   30, 2,2LRV = 90, 2,3LRV = 54,1, 2,4LRV = 48,55, 2,5LRV = 80. 
Крок 11. 
За аналогією з кроком 8, відповідно до (4.19) (див. п. 4.6), обчи-
слимо 2,( )j uzLRV  ( 1,5)uz  . 











( 1,5)uz   
1,ijλ  для 
1~ EPiK
T   
( 1,3i  ,
1,5j  ) 
2,ijλ  для 
2~ EPi
KT   
( 1,3i  ,
1,5j  ) 
3,ijλ  для 
3~ EPi
KT   
( 1,3i  ,
1,5j  ) 
4,ijλ  для 
4~ EPiK
T   
( 1,3i  ,
1,5j  ) 
5,ijλ  для 
5~ EPiK
T   
( 1,3i  ,
1,5j  ) 
B 0 1 0 0 0 0 0 0 0 1 0 0 0,92 0,08 0 0 0 1 0 0 0 0 0 0 1 
T 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0 
E 0 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0,44 0,56 0 0 0 0 0 1 0 
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Далі за допомогою (4.23) (див. п. 4.6) формуються uzSP :  
2
1 2,1 2 2,1( ; ( ( )))~ DR
SP LRV T LRV  = (30; РН),  
2SP  2,2( ;LRV
5
5 2,2( ( )))~ DR
T LRV  = (90; ГР),  
3 2,3( ;SP LRV
3~ DR
T 3 2,3( ( )))LRV  = (54,1; РC),  
4 2,4( ;SP LRV
3~ DR
T 3 2,4( ( )))LRV  = (48,55; РC),  
5SP  2,5( ;LRV
4~ DR
T 4 2,5( ( ));LRV  
5
5 2,5( ( )))~ DR
T DRV  = (80; РВ(0,8); ГР(0,2)),  
де, наприклад, (80; РВ(0,8); ГР(0,2)) лінгвістично інтерпретується 
як «Ступінь ризику з числовим еквівалентом 80 знаходиться між 
високим і граничним ризиком на межі РВ – 0,8 і ГР – 0,2». 
Також для даного RISO2 на основі (4.24) (див. п. 4.6), можна об-
числити середнє значення ступеня ризику:
  
2LR =(30 + 90 + 54,1 + 48,55 + 80) / 5 = 60,53, 
і сформувати для нього SP= (60,53; РС(0,55); РВ(0,45)). 
За аналогією з прикладом в п. 4.6, для верифікації представле-
ного методу змоделюємо 1-й (див. табл. 4.37 і 4.38) і 2-й стан (див. 
табл. 4.39 і 4.40) середовища оцінювання. 
Приклад 2 (1-й стан) 
Згідно 1-го стану, при m=5 оціночні параметри приймають зна-
чення, які відображені в табл. 4.37. Реалізуємо класифікацію зна-
чень ,uz iep  за формулою (4.19) і (4.20) (див. п. 4.6), результати якої 
занесені в табл. 4.38. 
Таблиця 4.37. 1-ий стан значень оціночних параметрів (приклад 2) 
ЕРі
 
1,iep  2,iep  3,iep  4,iep  5,iep  
B, (i=1) 1,5 8,8 5,5 5,1 8,8 
T, (i=2) 1,2 8,8 5 4,4 7,7 
E, (i=3) 1,2 8,8 6,7 3,1 7,7 
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Зробимо обчислення показника ступеня ризику порушення ІБ за 
формулою (4.22) (див. п. 4.6), де m = 5, 1,5j  , 1,3i  , 1 1,5n  , 1lrK  
= 10, 
2lr
K = 30, 
3lr
K = 50, 
4lr
K = 70, 
5lr
K = 90, ks   0,5 і тоді  
2,1LRV = 30, 2,2LRV = 74, 2,3LRV = 50,76, 2,4LRV = 44,82, 2,5LRV = 72. 
За допомогою (4.19) (див. п. 4.6) обчислимо 2,( )j uzLRV ,
( 1,5)uz  , а використовуючи (4.23) формуються uzSP :  
1 2,1( ;SP LRV  2 2 2,1
( ( )))
~ DR
T LRV  = (30; РН),  
2 2,2( ;SP LRV  4 4 2,2
( ( )))
~ DR
T DRV  = (74; РВ),  
3 2,3( ;SP LRV  3 3 2,3
( ( )))
~ DR
T LRV  = (50,76; РC),  
4 2,4( ;SP LRV  3 3 2,4
( ( )))
~ DR
T LRV  = (44,82; РС),  
5 2,5( ;SP LRV  4 4 2,5
( ( )))
~ DR
T LRV  = (72; РВ). 
На основі виразу (4.24) (див. п. 4.6) для RISO2 можна обчислити 
середнє значення ступеня ризику, тобто 2LR = 54,32 і сформувати 
для нього SP = (54,32; РС). 











( 1,5)uz   
1,ijλ  для 
1~ EPi
KT   
( 1,3i  ,
1,5j  ) 
2,ijλ  для 2~ EPiK
T   
( 1,3i  , 
1,5j  ) 
3,ijλ  для 3~ EPiK
T   
( 1,3i  , 
1,5)j   
4,ijλ  для 4~ EPi
KT   
( 1,3i  , 
1,5j  ) 
5,ijλ  для 5~ EPiK
T   
( 1,3i  , 
1,5j  ) 
B 0 1 0 0 0 0 0 0 0,89 0,13 0 0 1 0 0 0 0 1 0 0 0 0 0 0,89 0,13 
T 0 1 0 0 0 0 0 0 0,89 0,13 0 0 1 0 0 0 0,28 0,72 0 0 0 0 0 1 0 
E 0 1 0 0 0 0 0 0 0,89 0,13 0 0 0,77 0,23 0 0 1 0 0 0 0 0 0 1 0 
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Приклад 3 (2-й стан) 
Згідно 2-го стану при m=5 оціночні параметри приймають зна-
чення, які відображені в табл. 4.39. 
Здійснемо класифікацію 
,uz iep  за допомогою (4.19) і (4.20), ре-
зультати якої занесені в табл. 4.40. 
Таблиця 4.39. 2-й стан значень оціночних параметрів (приклад 3) 
ЕРі
 
1,iep  2,iep  3,iep  4,iep  5,iep  
B, (i=1) 3,5 10 7,5 7,1 10 
T, (i=2) 3,2 10 7 6,4 9,7 
E, (i=3) 3,2 10 8,7 5,1 9,7 
Далі, аналогічно першому стану, обчислимо показник ступеня 
ризику порушення ІБ, залучивши (4.22), тобто 
2,1LRV  
= 32,65, 2,2LRV  
= 90, 2,3LRV  
= 65,47,  
2,4LRV  
= 55,4, 2,5LRV  
= 90 
За допомогою (4.19) обчислимо 2,( )j uzLRV  
( 1,5),uz  а залучи-
вши (4.23) сформуємо uzSP :  
1SP   2,1
( ;LRV





= (32,65; РН),  
2SP   2,2
( ;LRV
5
5 2,2( ( )))~ DR
T LRV  = (90; ГР),  
3SP   2,3
( ;LRV






4 2,3( ( )))~ DR
T LRV  = (65,47; РС(0,11); РВ(0,89)),  
4SP   2,4
( ;LRV
 3 3 2,4
( ( )))
~ DR
T LRV  = (55,4; РС),  
5SP   2,5
( ;LRV
 5 5 2,5
( ( )))
~ DR
T LRV  = (90; ГР). 
На основі (4.24) обчислимо середнє значення ступеня ризику 
2LR  = 66,7 і сформуємо для нього SP = (66,7; РВ). 
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( 1,5)uz   
1,ijλ  для 1~ EPi
KT   
( 1,3i  , 
1,5j  ) 
2,ijλ  для 2~ EPiK
T   
( 1,3i  , 
1,5j  ) 
3,ijλ  для 3~ EPiK
T   
( 1,3i  , 
1,5)j   
4,ijλ  для 4~ EPiK
T   
( 1,3i  , 
1,5j  ) 
5,ijλ  для 5~ EPiK
T   
( 1,3i  , 
1,5j  ) 
 
0 0,77 0,22 0 0 0 0 0 0 1 0 0 0,15 0,86 0 0 0 0,46 0,54 0 0 0 0 0 1 
 
0 0,94 0,06 0 0 0 0 0 0 1 0 0 0,54 0,47 0 0 0 1 0 0 0 0 0 0 1 
 
0 0,94 0,06 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 
Графічне представлення отриманих результатів відображено на 
рис. 4.21. і рис. 4.22. 
 



























Ступінь ризику при 1-му стані значень оціночних параметрів
Ступінь ризику при поточному значенні оціночних параметрів




Рис. 4.22. Результати обчислення значень для 2LR  при різних станах 
оціночних параметрів 
Як видно з отриманих результатів, запропонований метод адек-
ватно реагує на зміни вихідних значень оціночних параметрів, тоб-
то при їх покращені ступінь ризику зменшуються, а при погіршені 
– збільшуються. 
Таким чином, представлений метод оцінювання ризиків ІБ на 
підставі відкритих БД уразливостей за рахунок модифікації проце-
дур визначення множини параметрів ОР і оцінки поточних значень 
параметрів з можливістю інтеграції (як альтернатива оцінок експе-
ртів) значень показників CVSS (версії 3.0), які представлені в NVD, 
дає можливість розрізнити уразливий і атакуючий компоненти, 
дозволяє реалізовувати оперативне оцінювання та моніторинг (в 








1-й стан Поточний стан 2-й стан
Середнє значення ступеня ризику
2LR
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Розділ 5. СИСТЕМИ ОЦІНЮВАННЯ РИЗИКІВ  
ІНФОРМАЦІЙНОЇ БЕЗПЕКИ 
Відомо, що методологічний базис є найважливішим компонен-
том теорії захисту інформації [1], який складається із сукупності 
методів і моделей, необхідних та достатніх для досліджень про-
блеми захисту і вирішення практичних завдань відповідного приз-
начення. На сьогоднішній день розроблені методи ОР безпеки РІС 
(див. розділ 4), які дозволяють реалізувати оцінювання в детермі-
нованих і нечітких умовах середовища оцінювання за участю і без 
участі експертів відповідної предметної галузі. Ці методи дозволя-
ють оперувати одночасно чіткими і нечіткими параметрами з мож-
ливістю варіювання порядком ЛЗ (див. розділ 3), а також реалізо-
вувати оперативне оцінювання та моніторинг (в реальному часі) 
ризиків без залучення експертів відповідної предметної галузі (див. 
пп. 4.5 і 4.6). Для цього, наприклад, можна використовувати зна-
чення показників ІБ CVSS (версії 2.0 і 3.0), отримані на підставі 
відкритих БД уразливостей (в якості альтернативи оцінок експер-
тів). 
Сьогодні відомий методологічний базис для синтезу наступних 
систем: оцінювання рівня захищеності державних ресурсів від со-
ціотехнічних атак [2]; аналізу стану комплексу технічного захисту 
інформації [3]; виявлення аномалій, породжених кібератаками [4]; 
оцінювання шкоди національній безпеці у сфері охорони державної 
таємниці [5]; аналізу та оцінки ризиків втрат інформаційних ресур-
сів [6] і т.д. Остання методологія пов'язана з актуальним завданням 
ОР безпеки РІС, однак, вона не вирішує проблему забезпечення 
відповідними функціональними властивостями засобів оцінювання 
ризиків безпеки щодо РІС за рахунок розробки узагальненої мето-
дології забезпечення процесу ОР ІС, а запропоновані методи і мо-
делі ОР (див. розділи 2-4) не використовуються в єдиній стратегії 
досліджень в галузі управління ризиками і ефективної побудови 
відповідних систем ІБ.  
У зв'язку з цим, для вирішення зазначеної проблеми необхідно 
інтегрувати запропоновані розробки і застосувати їх з відповідних 
системних позицій [6]. 
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5.1. Методологія синтезу з поліморфними властивостями 
Для вирішення проблеми неспроможності існуючих методів та 
засобів ОР адаптуватись під різні потреби користувача необхідна 
методологія, яка б дозволила підтримувати процес побудови таких 
систем ОР безпеки РІС, які могли б відповідати сучасним вимогам. 
На підставі проведених досліджень, пов'язаних з розробкою фу-
нкціонального повного базису методів модифікації порядку ЛЗ, 
який, за рахунок використання відповідних аналітичних функцій 
інкрементування і декрементування числа термів та їх модифікацій 
повним n-кратним розширенням (n-кратне інкрементування та дек-
рементування), а також базових аналітичних виразів верифікації 
модифікованих ЛЗ, дозволяє реалізовувати процедуру трансформу-
вання базових еталонів параметрів на трапецієподібних і трикутних 
НЧ без залучення експертів відповідної предметної галузі та роз-
ширити математичну базу теорії нечітких множин, пов’язаною з 
операціями над ЛЗ щодо перевірки властивостей рівномірності, 
нерівномірності, прогресії та регресії ЛЗ на трапецієподібних та 
трикутних НЧ до і після їх відповідного функціонального перетво-
рення, баз даних уразливостей, пропонується відповідна узагальне-
на методологія з поліморфними властивостями щодо підтримки 
процесу ОР безпеки РІС, структурно-аналітичне відображення якої 
представлене на рис. 5.1. Основу методології складають десять 
базових етапів: 
1) визначення базових параметрів; 
2) вибір методу ОР; 
3) вибір БД РІС (БДРІС) і загроз / уразливостей (БДЗ / У); 
4) ідентифікація РІС, загроз / уразливостей; 
5) формування множини параметрів ОР; 
6) формування еталонів; 
7) вибір методу трансформування термів; 
8) верифікація ЛЗ; 
9) визначення оціночних параметрів (фазифікація); 
10) оцінювання та інтерпретація СР (дефазифікація). 




Рис. 5.1. Структурно-аналітичне відображення 
 розробленої методології синтезу 
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1. Визначення базових параметрів.  
Для подальшої ефективної реалізації процесу оцінювання СР 
необхідно, на основі СК 
1 2, , ..., devST ST ST  (див. п. 2.2) та за до-
помогою методу його формування (див. п. 2.4), визначити всі необ-
хідні базові параметри, які повинні використовуватись при ОР. В 
результаті реалізації цього етапу формуються базові множини па-
раметрів для ОР EPi={EP1, EP2,. EPg} ( 1, )i g . 
2. Вибір методу ОР. 
На основі сформованої на першому етапі множини EPi здійсню-
ється вибір методу ОР безпеки РІС в залежності від джерела і фор-
мату початкових даних. 
До зазначених джерел відносяться дані про можливі оціночні 
параметри в СК. У відповідність з цим, методологія дозволяє про-
водити ОР безпеки РІС на основі множини альтернативних методів 
ОР Мmet (де met – кількість можливих методів ОР).  
Для кожного методу визначаються оціночні параметри EPi і їх 
кількість 
1 2
( 1, , 1, ,..., 1, )
metM M M
i g i g i g   . 
Наприклад, М1 – інтегрований метод ОР (див п. 4.4), для якого 
при 1,4i   iEP  може мати вигляд EPi={EP1, EP2, EP3, EP4} = { ,D
,F ,L P } (див. пп. 4.3-4.5), М2 – якісно-кількісний метод ОР (див. 
п. 4.5) і М3 – метод ОР ІБ на основі відкритих БД уразливостей 
(див. п. 4.6), де в якості оціночних параметрів можуть використо-
вуватися VA – оцінки CVSS (див. пп. 2.2, 4.6 та 4.7), а при 1,3i   
EPi={EP1, EP2, EP3} = { ,B ,T E } і т.д. Залежно від кінцевого рі-
шення щодо вибору методу, в подальшому на наступних етапах 
методології, формуються відповідні інтервали значень для ЛЗ. 
3. Вибір БДРІС та БДЗ/У.  
Залежно від обраного методу ОР (див. етап 2 методології) здій-









RIS  ( 1, )rs r  
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V  ( 1, )uz n . В яко-
сті таких БД можуть служити, наприклад, загальнодоступні (через 
інтернет) БДЗ/У (див. пп. 4.5-4.7) або БД, що зберігаються на від-
повідних серверах і містять в собі, наприклад, необхідні для реалі-
зації ОР статистичні дані, отримані на підприємстві за певний про-
міжок часу. 
4. Ідентифікація РІС та З/У. 
Для ОР здійснюється ідентифікація РІС і З/У (в залежності від 
обраного методу ОР (див. розділ 4)). Для цього, відповідно до об-
раного об'єкта оцінювання, визначаються множини РІС  






RISO  ( 1, )rs ro  















( 1, ,rs ro  1, )rsuz n  за допомогою необхідних БД (множини ви-
значених rs RISO RIS  та rs V V ) (див. пп. 4.6, 4.7), обраних на 
етапі 3 методології. Наприклад, в результаті проходження цього 
етапу на виході можемо отримати наступні РІС: 
1RISO = «Веб-сервер»,  
2RISO = «Операційна система»,  
3RISO = «Мережевий файл-сервер» та ін.,  
а при n=3 для 1RISO = «Веб-сервер» були ідентифіковані наступні 
  ( 1,3)aA a A :  
А1= «Апаратні збої і відмови»;  
А2= «Диверсії»;  
А3= «Перевантаження». Всі ідентифіковані на цьому етапі РІС та 
У/З будуть у подальшому використанні на етапах 9 та 10. 
5. Формування множини параметрів ОР. 
Цей етап орієнтований на визначення множини всіх LR  і 
rsLRV  ( 1, )rs ro  (див. п. 4.6), а також ЛЗ «СТУПІНЬ РИЗИКУ» 
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Х >. Для 










1,j m , де m – кількість термів) та ЛЗ «РІВЕНЬ ОЦІНОЧНОГО 




X >, де базові терм-множини визначаються m-термами 
1






T . Сформовані інтервали ЛЗ DR та 
iEP
K  використову-
ються на етапі 6 для формування НЧ, а при необхідності трансфор-
мування термів і верифікації отриманих перетворених еталонів на 
етапах відповідно 7 і 8. Також зазначені ЛЗ використовуються на 
етапі 10 при формуванні структурованного параметру. 
6. Формування еталонів. 
Сформованим на етапі 5 ЛЗ DR та 
iEP
K , для кожного із термів 
1~ DRT ,…, ~ jDRT ,…, ~ mDRT  відповідно визначається свій інтервал зна-










T , …, 
~ EP miK



























Далі, отримані інтервали за допомогою розробленого методу 
(п. 4.2) перетворюються в НЧ – 1 2( );  ;~ ;   j j jDR j j LRа b b сT   і ~ EP jiK
T  = 
1 2( , , , )i i i iEP j EP j EP j EP j LRa b b c . Сформовані інтервали значень, а також 
терми НЧ з ФН для РОП будуть використовуватися в якості етало-
нів на етапах 9 – при оцінюванні СР, та 10 – при формуванні струк-
турованого параметру. 
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7. Вибір методу трансформування термів.  
На 5 етапі визначена кількість терм-множин, які будуть викори-
стовуватися в процесі ОР. При необхідності користувач, за допомо-
гою цього етапу, здійснює зміну початкового порядку лінгвістич-
них еталонів без участі експертів відповідної предметної галузі. З 




 в ( )m n DR  




EPK  – 
( ) ( )( )
i i
m n n m
EP EPFT
 K K  або ( ) ( )( )
i i
m n n m
EP EPFT
 K K  
пропонується скористатися методами інкрементування або декре-
ментування порядку ЛЗ (див. розділ 3). Після проходження цього 
етапу в якості вихідних даних формуються перетворені ЛЗ DR і 
iEP
K . 
8. Верифікація ЛЗ. 
На базі перетворених (на етапі 7) в процесі інкрементування або 
декрементування порядку ЛЗ DR та 
iEP













   
,1 ,2 , ,
1
{ { , , ..., ..., }}
i
q
i i i ta i k
i
      





1 2( , , , )i i i iEP j EP j EP j EP j LRa b b c  здійснюється верифікація сформо-
ваних нових еталонів ЛЗ, які в подальшому використовуються для 
ОР в якості альтернативних значень початкових еталонів, визначе-
них на етапі 5. 
9. Визначення оціночних параметрів (фазифікація). 
Проводиться визначення рівня значущості оціночних парамет-
рів. Тут, на підставі EРi, сформованому на основі СК (див. пп. 4.6, 
47), кожному параметру ставитися у відповідність рівень його зна-
чущості LSi ( 1,i g ). Отримані результати щодо LSi  будуть вико-
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ристовуватися на етапі 10 при оцінюванні СР. Також за кожним 
визначеним оціночним параметром EРi ( 1 )i ,g  з використанням 
сформованих інтервалів і термів 
iEP
K  експерти відповідної предме-
тної галузі визначають iep  для всіх Аа/ rsV  ( 1, , 1,a n rs ro  ), іден-
тифікованих на 4 етапі. Поточні значення оціночних параметрів 
/а rsA V
iep  формуються, наприклад, на підставі переваг експертів, ста-
тистичної інформації, отриманих CVSS метрик (див. пп. 4.6, 4.7) та 
ін. даних. Далі, здійснюється процес фазифікації, який пов'язаний з 
визначенням належності 
/а rsA V




EPK  і формуванням 
( / )а rsA V
ijλ .  
Аналогічні перетворення здійснюються для всіх Аа / rsV . Отри-
мані дані LSi і 
( / )а rsA V
ijλ  використовуються на етапі 10 при оцінюванні 
СР. 
10. Оцінювання та інтерпретація СР (дефазифікація). 
Тут здійснюється оцінка СР, для цього використовуються LSi і 
( / )а rsA V
ijλ . Далі, за формулою (4.22), (див. п. 4.6) визначається показ-
ник СР порушення ІБ 
( )аAdr  або ,rs uzLRV  для кожного Аа/ rsV  і за 
допомогою (4.24) (див. п. 4.6) його середнє значення dr
(ср)
 або rsLR  
за РІС. Потім здійснюється процес дефазифікації, який пов'язаний з 
формуванням структурованого параметра СР uzSP  за допомогою 
(4.23) (див. 4.6), що дозволяє отримати числові значення 
( )аAdr /
,rs uzLRV  і dr
(ср)
/ rsLR , а також їх лінгвістичну інтерпретацію. Вхід-
ними даними для формування uzSP  є сформовані інтервали та НЧ 
ЛЗ на етапах 5, 6, 7 та ідентифіковані РІС та У/З на етапі 4. 
Вихідні дані представляються як в лінгвістичній формі, так і в 
числовій. Далі формується звіт, в якому відображають результати 
основних процесів, виконаних на етапах 4 – 10. 
Отримані дані у вигляді сформованого документа можуть бути 
використані при побудові СМІБ або КСЗІ. 
Таким чином, вперше розроблена методологія з поліморфними 
властивостями щодо процесу синтезу систем ОР безпеки РІС, яка, 
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за рахунок використання запропонованого теоретично-
методологічного базису, дозволяє формалізувати та забезпечити 
процес створення інструментальних засобів (систем) з властивос-
тями адаптивності, оперативності, функціональності та надійності 
при ОР безпеки РІС.  
Під адаптивністю визначається властивість, яка забезпечується 
можливістю системи підлаштуватися під потреби користувача у 
створенні різних еталонних величин або здійснення експорту-
імпорту існуючих еталонів без залучення експертів відповідної 
предметної галузі. Ця властивість підтримується етапами 7 та 8 
методології.  
Під оперативністю визначається властивість, яка забезпечуєть-
ся можливістю системи реалізовувати оперативне оцінювання та 
моніторинг ризиків в реальному часі без залучення зазначених екс-
пертів. Властивість підтримується етапом 3 методології.  
Під функціональністю визначається властивість, яка забезпечу-
ється можливістю системи проводити ОР при різних середовищах 
оцінювання, а саме детермінованому та нечіткому. Ця властивість 
підтримується етапом 9 методології.  
Під надійністю визначається властивість, яка забезпечується 
можливістю системи проводити ОР на основі різних наявних оці-
ночних параметрів, наприклад, якщо в наявності вхідних даних є 
тільки один оціночний параметр, то система зберігає адекватність 
оцінювання. Властивість підтримується етапами 9 та 10 методоло-
гії. 
На підставі запропонованої методології можна будувати як про-
грамні, так і програмно-апаратні системи, призначені для ефектив-
ного ОР безпеки РІС, які використовують в якості вхідних даних 
різні множини оціночних параметрів, представлених як в детермі-
нованому, так і в нечітко визначеному слабоформалізованому се-
редовищі. 
5.2. Детермінована система аналізу і оцінювання ризиків  
безпеки інформаційних ресурсів 
На основі методології синтезу (див. п. 5.1), компонентами якої є 
детермінований метод АОР втрат ІР (див. п. 4.3), розроблена струк-
турно-параметрична модель Det-АОР системи (рис. 5.2), яка міс-
тить: 
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− підсистеми обробки первинних параметрів (ПСОПП) і фор-
мування даних (ПСФД); 
− модулі лінгвістичного розпізнавання (МЛР), генерації звітів 
(МГЗ) і служить для АОР за умови, коли експерт має чіткі (бінарні) 
переваги щодо значень оцінюваних параметрів. 
Згідно з розробленою методологією (див. етапи 2-4 в. п. 5.1), 
будується ПСОПП, яка служить для підготовки даних, заснованих 
на судженнях експертів для ПСФД і складається з: 
− бази даних (БД) ІР (БДІР); 
− БДЗ; 
− БД проектів користувачів (БДПК); 
− модуль ініціалізації ідентифікуючих компонент (МІІК); 
− модуль формування ключових даних (МФКД). 
База даних БДІР містить відповідні списки активів стосовно 
множин 
  ( 1, )hІР ІР h r  , 
де h – покажчик (номер) поточного ідентифікатора ІР, а r – кіль-
кість ІР. Вона включає множину  
A { }aA  ( 1, )a n , 
де a – покажчик (номер) поточного ідентифікатора загрози (див. 
п. 4.3), а n – кількість загроз) і  
{ }( 1,7)e e E  
(де е – вказівник (номер) поточного ідентифікатора події. База 
БДПК містить списки множини 
{ }( 1, )рПК р с ПК  
де р – покажчик (номер) поточного ідентифікатора проектів корис-
тувачів (ПК), а с – їх кількість. Вона призначена для зберігання 
одержаних результатів від попереднього АОР в окремих таблицях, 
дозволяє використовувати ПК при черговій оцінці і може, напри-
клад, мати вигляд і структуру, представлену на рис. 5.3. 
При формуванні БДІР (активів), наприклад, можна скористатися 
класифікацією ресурсів з опису методу CRAMM для профілю 
Commercial, а при формуванні БДЗ – класифікацією з п. 1.4. 
Модуль МІІК призначений для вибору з БДІР і БДУ, відповідно 
характерні для об'єкту оцінки ІР і Аа, Ее. 
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Модуль МФКД реалізується згідно з етапами 3-5 методології 
(див. п. 5.1) і призначений для формування ЛЗ: ЛЗ «СТУПІНЬ РИ-














та реалізації вибору кількості оціночних компонент з відповідної 
повної множини 
EK3Fh{EKi}={P, F, L, D, S, V} 
( gi ,1 , i – ідентифікатор оціночного компонента, а g – кількість 
цих компонент), де 3Fh – шістнадцятковий код, бінарне значення 
якого відображає порядкові номери оціночних компонентів в поча-
тковій множині (див. п. 4.3). 
В результаті перетворень на вихід модуля надходять {EKi}, ЛЗ 
DR, 
iEK
K  і їх терм-множини, а також відповідні інтервали для по-
дальшої класифікації та лінгвістичного розпізнавання. 
 
Рис. 5.2. Структурно-параметрична модель Det-АОР системи 
Далі в ПСФД формуються дані для подальшої оцінки СР. Вона 
містить: 
− модуль оцінки значень оціночних компонент (МОК), який ві-
дповідно до етапу 9 методології (див. п. 5.1), призначений для ви-
значення експертами поточних значень, а
A

















де A{Aa} (a=1,5 ) і визначення їх рівня значимості LSi i=1, g ;  
− модуль бінарної класифікації (МБК), в якому, відповідно до 
етапу 9 методології, здійснюється формування значень ( )аA
ijλ  за ви-
разом (4.15) і допомогою отриманих із МОК результатів а
A
iek ;  
− модуль оцінки значення СР (МСР) здійснює для кожної іден-
тифікованої Аа ( 1, )a n  
оцінку СР ( )аAdr  за формулою (4.16) і його 
середнього значення dr
(ср)
 по ІР (4.18) з урахуванням результатів 
класифікації оціночних компонент ( )аA
ijλ  і їх рівня значущості LSi.  
Модуль МЛР призначений для лінгвістичної інтерпретації зна-
чень 
( )аAdr  і dr
(ср) 
 за допомогою сформованої ЛЗ DR на основі її 
терм-множин і інтервалів за допомогою (4.17). 
Модуль МГЗ дозволяє за результатами роботи двох підсистем 
згенерувати звіти щодо оцінки СР, в які заносяться всі ідентифіко-
вані ІР, А, Е, результати оцінки ( )аAdr , dr
(ср)
 і їх лінгвістичний екві-
валент. 
 
Рис. 5.3. Приклад таблиці ПК 
Система функціонує у такий спосіб. 
У МІІК з БДІР і БДЗ надходять вихідні дані (ВД), які вибира-
ються експертом. Є можливість використовувати готові ПК з 
БДПК. Тут використовується три БД під управлінням СУБД 
MySQL, перша (resources) з яких містить ІР, друга (threat) – перелік 
загроз (дій) і третя – ПК (дві перших БД мають однакову структуру 
представлену на рис. 5.4). 
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Рис. 5.4. Структура таблиць БДІР і БДЗ 







T  і ~ EK jiK
T , відповідні інтервали для оцінки, а також кількість 
{EKi}. Дані ЛЗ 
iEK
K  і {EKi} передаються в МОК, де визначається 
аA
iek  (рис. 5.5).  
 
Рис. 5.5. Приклад роботи з МОК 
Для цього в модуль додатково надходять результуючі величини 
з МІІК, а саме ідентифіковані Аа. Вихідні значення з МОК надхо-
дять в МБК для бінарної класифікації по кожній Аа ( 1, )a n  (див. 
п. 4.3). 
Отримані результати з МБК передаються на МСР, після чого 
розраховується 
( )аAdr  і dr
(ср)
. Сформовані в МФКД значення ЛЗ 
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надходять в МЛР, де здійснюється лінгвістичне розпізнавання 
отриманих ( )аAdr  і dr
(ср)
. Далі в МГЗ формуються звіти на основі 
величин з МЛР, МСР і МІІК.  
5.3. Система аналізу і оцінювання ризиків  
в нечіткому середовищі 
Використовуючи запропоновану методологію (див. п. 5.1), скла-
довою якої є метод АОР в нечіткому середовищі розроблена Fuz-
АОР система, яка, на відміну від Det-АОР системи, дає можливість 
оцінювати СР за умови, що експерт не завжди може однозначно 
визначити переваги щодо оцінюваних параметрів. 
Структурно-параметрична модель такої системи (рис. 5.6) міс-
тить ПСОПП, підсистему формування нечітких даних (ПСФНД), а 
також модулі формування структурованого параметра ризику 
(МФСПР) і МГЗ. 
 
Рис. 5.6. Структурно-параметрична модель Fuz-АОР системи 
Функції ПСОПП мають повний ізоморфізм з аналогічною під-
системою в Det-АОР системі, а ПСФНД формує нечіткі дані, які 
дають можливість при формуванні вихідних величин враховувати 
невпевненість експерта в процесі оцінювання СР. Підсистема 
ПСФНД містить: 
− модуль формування еталонних значень (МФЕЗ); 
− МОК; 
− модуль класифікації поточних значень (МКПЗ); 
− МСР. 
Модуль МФЕЗ призначений для побудови ФН еталонних НЧ на 
підставі прийнятого експертами рішення про кількість термів ЛЗ 
406 
(див. етапи 5 і 6 методології, п. 5.1). Тут, експертами на основі 
(4.20) і власних пріоритетів визначаються еталонні НЧ для ЛЗ DR і 
iEK
K  щодо інтервалів значень, кількість яких залежить від числа 
використовуваних термів, наприклад, якщо їх m, то для DR кіль-
кість інтервалів буде G = 2m–1 із загальним видом [b11; b21[, [b21; 
b12[, [b12; b22[, …, [b2m–1; b1m[, [b1m; b2m] ( 1,j m ) і ФН j(dr), а для  
iEK
K  – [b11; b21[, [b21; b12[, [b12; b22[, …, [b2m–1; b1m[, [b1m; b2m] 
(
EKi
k ) і ФН j(
iEK
k ). В результаті роботи модуля формуються ЛЗ 
DR, 
iEK
K  і їх інтервали, а також НЧ.  
Модуль МОК має таке ж функціональне призначення, що і ана-
логічний модуль в Det-АОР системі, а МКПЗ дозволяє отримувати 
як нечіткі значення параметрів за допомогою МФЕЗ (на основі 
еталонних значень ЛЗ 
iEK
K , сформованими експертами, здійсню-
ється визначення належності ( )aA
iek  заданому НЧ, за яким обчис-
люється значення  за допомогою (4.20)), так і враховувати чіткі 
(без невизначеностей) значення. 
Аналогічно Det-АОР системі, тут також визначається LSi. В ре-
зультаті роботи модуля одержуємо значення ( )аAijλ  для кожної іден-
тифікованої Аа в МІІК і LSi.  
Модуль МСР має ізоморфні функції щодо МСР в Det-АОР сис-
темі. Дані з нього надходять в МФСПР, де на підставі обчислених 
значень 
( )аAdr , dr
(ср)
 і побудованих еталонів, за допомогою (4.16) 
визначається структурований параметр 
( )aASP , який дозволяє 
отримати як числове значення СР, так і його лінгвістичну інтерпре-
тацію, що враховує невпевненість експерта при формуванні поточ-
них значень оціночних компонент з подальшою класифікацією за 
допомогою параметра ( )аAijλ . 
Модуль МГЗ, як і аналогічний модуль в Det-АОР системі приз-
начений для генерації результуючих звітів. 
Опишемо роботу Fuz-АОР системи. Функції ПСОПП збігаються 
з функціями аналогічної підсистеми в Det-АОР системі. Отримані 




T , ~ EK jiK
T , {EKi} надходять на МФЭЗ і МОК.  
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Сформовані в МФЕЗ значення ЛЗ 
iEK
K , еталони НЧ, ФН j(
iEK
k ) 
і інтервали значень ЛЗ використовуються в МОК для подальшої 
оцінки ( )aA
iek  кожного визначеного {EKi}. Отримані ВД переда-
ються в МКПЗ, де проводиться класифікація значень ( )aA
iek  за до-
помогою результуючих вихідних значень з МФКД і МФЕЗ. Також 
в МКПЗ відбувається порівняння нечітких еталонних значень з 
поточними і, відповідно до (4.20), формуються ( )аA
ijλ . Із МКПЗ 
отримані ( )аA
ijλ  надходять в МСР, де для кожного Аа визначається 
( )аAdr  і dr
(ср)
. Далі ВД передаються на МФСПР, де визначається 
( )aASP , а в МГЗ формується результуючий звіт за даними з МСР, 
МФСПР і МІІК. 
Всі необхідні дані і результати заносяться у відповідну БД і ре-
зервуються для забезпечення більшої надійності, яка дозволяє опе-
ративно змінювати ВД без модифікації програмного коду і струк-
тури системи. 
5.4. Програмна система аналізу і оцінювання ризиків 
На підставі запропонованих структурно-параметричних моде-
лей Det-АОР (п. 5.2) і Fuz-АОР (п. 5.3) систем можна реалізувати 
програмні застосунки, що дозволяють здійснювати АОР втрати ІР в 
автоматизованому режимі. Базовий алгоритм роботи застосунку 
(рис. 5.7) можна описати наступними етапами : 
1) Створення нового ПК або відкриття існуючого; 
2) Зазначення імені існуючого ПК; 
3) Відкриття ПК зі збереженими налаштуваннями і наявними 
даними, які зберігаються в БДПК; 
4) Зазначення імені нового ПК та здійснення вибору методу 
DetM або FuzM; 
5) Створення проекту з вибраними параметрами, реалізується за 
допомогою ініціалізації таблиці ПК в БД і завантаженням порож-
нього проекту; 





для зазначеного набору ІРh, Аa і Ee;  




для кожного ІР в ПК;  
10) Генерація звітів із зазначенням всіх ІРh і Аa та інформації 
про dr
(ср) 
для ІР в числовій і лінгвістичній формі, а також ( )аAdr  для 
кожної загрози окремо. 
Приклади сформованих звітів МГЗ Det-АОР і Fuz-АОР систем 
представлені відповідно на рис. 5.8 а і б. 
На основі розроблених структурно-параметричних моделей Det-
АОР і Fuz-АОР систем створено програмний засіб (див. рис. 5.9), 
який, на відміну від відомих (див. п. 1.4) використовує за вхідні 
дані різні низки оціночних параметрів, що забезпечують розши-
рення і інтеграцію можливостей проектованих засобів АОР, які 
можуть функціонувати як в детермінованому, так і в нечіткому, 
слабоформалізованому середовищі [1]. 
 










Рис. 5.9 Зовнішній вигляд головного вікна програмного застосунку 
5.5. Інтегрована адаптивна система оцінювання ризиків безпе-
ки ресурсів інформаційних систем 
На базі запропонованої методології синтезу (див. п. 5.1), яка за-
снована на логіко-лінгвістичному підході, запропонованих методах 
(див. розділ 4) та АСМ (п. 2.2), розроблена інтегрована адаптивна 
система ОР ІБ РІС (ІАСОР). Така система дозволить здійснювати 
оцінювання при різних вихідних величинах, що враховують мож-
ливості експерта чітко детермінувати оціночні параметри і його 
невпевненість в своїх судженнях, а також імпортувати з інших баз 
та трансформувати еталонні величини без участі експертів відпові-
дної предметної галузі. Структурно-параметрична модель обчис-
лювальної інтегрованої адаптивної (ІА) системи ОР містить (рис. 
5.10) підсистеми формування вхідних даних (ПФВД) і їх обробки 
(ПОД), а також модулі формування структурованого параметру 
(МФСП) і генерації звіту (МГЗ).  
 
Рис. 5.10. Структурно-параметрична модель  
обчислювальної систем ІАОР  
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Система одночасно оперує чіткими і нечіткими параметрами з 
можливістю варіювання порядку ЛЗ, а зміна кількості терм-
множин в нечітких вхідних даних дозволяє здійснювати адекватне 
ОР. 
Опишемо склад і функціональне призначення кожної з підсис-
тем. Побудова ПФВД здійснюється відповідно до розробленої ме-
тодології (див. етапи 2-5 в п. 5.1). Підсистема служить для підгото-
вки вхідних даних (заснованих на судженнях експертів) в ПОД і 
складається з БД РІС (БДР), загроз БДЗ і результатів оцінювання 
ризиків (БДО), а також модуля ініціалізації базових характеристик 
(МІБХ) і модуля формування ключових даних (МФКД) . 
Згідно [7], БДР містить відповідні списки ресурсів з множини 
{ }( 1, )hI h r R IR  
(де h – покажчик (номер) поточного ідентифікатора РІС, а r – кіль-
кість РІС), БДЗ включає списки загроз і порушень базових характе-
ристик ІБ, визначених відповідно множинами { }( 1, )a a n A A  
(де 
a – показник (номер) поточного ідентифікатора загрози (див. 
п. 4.3), а n – кількість загроз) і { }( 1,7)e e E E  (де е – покажчик 
(номер) поточного ідентифікатора порушення базових характерис-
тик ІБ), а БДО містить списки оцінок ризику, визначених множи-
ною. 
{ }pAR AR  
( 1, )p c
 
(де р – покажчик (номер) поточного ідентифікатора оцінки ризику, 
а с – їх кількість). Остання призначена для зберігання в окремих 
таблицях результатів, отриманих від попередніх ОР, які використо-
вуються при черговому оцінюванні та можуть, наприклад, мати 
орієнтовну структуру, представлену на рис. 5.11. При формуванні 
БДР, наприклад, можна імпортувати необхідні дані скориставшись 
класифікацією ресурсів в CRAMM для профілю Commercial, а при 
формуванні БДЗ – класифікацією з п. 1.4. 
Модуль МІБХ призначений для вибору з БДР і БДЗ, відповідно 
характерні для об'єкта оцінки IR, Аа і Ее 
Модуль МФКД формується відповідно до етапів 2 і 6 методоло-
гії (п. 5.1) і призначений для отримання множини параметрів ОР у 
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вигляді таких ЛЗ, як «СТУПІНЬ РИЗИКУ» (DR) і «РІВЕНЬ ОЦІ-
НОЧНОГО КОМПОНЕНТА ЕРi» ( )
iEP
K .  
На основі цього модуля за допомогою СК , , ,AES CA D
 
, , , ,E F L P V  (п. 2.2) здійснюється вибір необхідних оціночних 
компонент. В результаті перетворень на вихід ПФВД надходять 




Рис. 5.11. Приклад таблиці в БДО 
Далі в ПОД формуються дані для подальшої оцінки СР. Вона 
містить: модуль оцінювання значень оціночних компонент (МОК), 
який утворюється відповідно до етапів 8 і 9 методології (див. п. 5.1) 
і використовується для визначення (за допомогою суджень експер-
тів) поточних значень а
A
iep  (тобто {
Aa








Pep ,  
aA
Vep }, де   , 1,5)a a A A  і рівня значущості оціночних компо-
нент LSi, 1, ;i g  модуль формування еталонних значень і їх візуа-
лізації (МФЕВ), який призначений для побудови ФН еталонних НЧ 
на підставі використовуваного експертами порядку ЛЗ (згідно ета-
пу 6 методології п. 5.1); модуль класифікації поточних значень 
(МКПЗ), в якому формуються величини ( )аAijλ  
( 1, , 1, )j m i g  ; мо-
дуль оцінки значення СР (МСР), в якому безпосередньо реалізуєть-
ся ОР. 
У МФЕВ на підставі методу, що використовує судження експе-
ртів визначаються еталонні НЧ для ЛЗ DR і 
EPi
K  щодо інтервалів 
значень, які залежать від числа використовуваних термів. В резуль-
таті роботи модуля формуються ЛЗ DR і 
EKi
K . Тут (відповідно до 
етапу 7 методології п. 5.1), реалізуються методи інкрементування і 
декрементування ЛЗ, тобто за допомогою відповідних функцій 
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утворюються еквівалентні ЛЗ, що відрізняються від вихідних по-
рядком і вмістом термів, але зберігають свої початкові властивості, 
які відображають початкові судження експертів. Дані методи пра-
цюють з різними типами розподілу НЧ за віссю dr. Всі вихідні, 
перетворені або імпортовані з інших БД еталони можуть візуалізу-
ватись. 
Модуль МКПЗ, сформований відповідно до етапу 10 методоло-
гії (п. 5.1), призначений для генерування значень ( )аA
ijλ  (див. (4.20) в 
п. 4.3) за допомогою отриманих в МОК величин а
A
iep . 
У МСР (див. рис. 5.12) для кожної ідентифікованої Аа ( 1, )a n  
здійснюється оцінка СР ( )aAdr  за формулою (4.16) в п. 4.3 і розра-
хунок його середнього значення dr
(ср) 
 по кожному РІС (див. (4.18) в 
п. 4.3) з урахуванням результатів класифікації оціночних компо-
нент ( )аA
ijλ  і відповідного рівня значущості LSi. Дані з МСР надхо-
дять в МФСП, де на підставі обчислених значень ( )aAdr , dr
(ср 
і по-
будованих еталонів за допомогою (4.21) в п. 4.4 визначається стру-
ктурований параметр ( ) ,аАSP  який дозволяє отримати не тільки 
числові значення СР, але і лінгвістичну інтерпретацію рівня впев-
неності експерта (що враховується методом формування поточних 
значень оціночних компонент з подальшою їх класифікацією за 
допомогою параметра ( )aAijλ ). 
 
Рис. 5.12. Приклад інтерфейсу МСР 
За допомогою МГЗ, з урахуванням результатів роботи ПФВД і 
ПОД, генеруються звіти за оцінками СР, які містять всі ідентифіко-
вані IRh, Аa і Ee, результати оцінки 
( )aAdr , dr
(ср) 
і їх лінгвістичні ек-
віваленти. 
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Розроблена система (див. рис. 5.10), відповідно до алгоритму 
(див. рис. 5.13), функціонує наступним чином. 
Згідно умови (вершина 1) визначається режим оцінювання, тоб-
то здійснюється ініціалізація створення нового процесу ОР (вер-
шини 2-3) або відкриття існуючого з наявними в БДО даними (ве-
ршини 4-5). Далі в МІБХ з БДР і БДЗ надходять ВД IRh, Аa і Ee, які 
заздалегідь визначаються особою, яка відповідає за реалізацію 
процесу ОР (вершина 6).  
Тут використовуються три БД під управлінням СУБД MySQL, 
перша з яких (resources) містить РІС, друга (threat) – перелік загроз 
і третя (assessment) – ОР. Далі в МФКД (вершина 7) формуються 
ключові значення ЛЗ DR, 
iEP
K з відповідними термами 
~ jDR
T
( 1, )j m ,  
~ EPiK
T  ( 1, )i g  і оціночними інтервалами. Також на осно-




та {EРi} із МФКД надходять на МФЕВ і МОК.  
У МФЕВ (вершина 8), відповідно до потреби особи, яка відпо-
відає за процес ОР, можуть трансформуватися еталони. Також пе-
редбачена візуалізація отриманих і перетворених еталонів. 
Отримані дані передаються в МКПЗ (вершини 9-10), де прово-
диться класифікація значень a
i
A
ep  за допомогою вихідних з МФКД 
і МФЕВ значень.  
Також в МКПЗ здійснюється порівняння нечітких еталонів з по-
точними значеннями і формуються ( )aAijλ . 
Далі отримані результати заносяться в БДО. З МКПЗ сформова-
ні ( )aAijλ  надходять в МСР (вершина 11), де для кожного Аа визнача-
ється 
( )aAdr  і dr
(ср) 
для зазначеного набору IRh, Аa і Ee.  
Далі ВД передаються на МФСП, де визначається 
( )аАSP . 
В МГЗ (вершина 12) формується результуючий звіт за даними з 
МСР, МФСП і МІБХ із зазначенням всіх IRh, Аa і Ee, отриманих 
( )aAdr  і dr
(ср)
 в числовій і лінгвістичній формі, після чого всі дані 
записуються в БДО. Приклад сформованого звіту МГЗ ІАОР пред-
ставлений на рис. 5.14. 
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Рис. 5.13. Базовий алгоритм роботи ІАСОР безпеки РІС 
Всі необхідні дані (включаючи результати) заносяться у відпо-
відну БД і для забезпечення більшої надійності резервуються. За-
значена БД дозволяє оперативно змінювати ВД без модифікації 
програмного коду і структури системи.  
На основі розробленої структурно-параметричної моделі ІАОР 
створено програмний засіб, для якого (на відміну від відомих див. 
розділ 1) використовують в якості вхідних даних різні множини 
оціночних параметрів з можливістю трансформування порядку ЛЗ. 
Система ІАОР використовує та динамічно визначає різні низки 
оціночних компонент, що забезпечує адаптивність, надійність,  
функціональність її використання як в детермінованому, так і в 
нечіткому, слабоформалізованому середовищі без залучення експе-
ртів відповідної предметної галузі. 
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Рис. 5.14. Приклад згенерованого звіту 
5.6. Система оцінювання ризиків інформаційної безпеки –  
«РИЗИК-КАЛЬКУЛЯТОР» 
Ризики ІБ, що виникають в результаті інформаційної діяльності, 
можна моніторити за допомогою їх оцінювання в процесі функціо-
нування ІС. Це дозволить визначити коректні, фінансово безпечні 
шляхи реалізації бізнес-процесів на підприємстві, в якому функці-
онує ІС. 
Однак, на сьогодні для більшості існуючих систем ОР ІБ потрі-
бна підтримка експерта, що пов'язано з додатковими фінансовими і 
часовими витратами. Тому важливою є розробка систем, які дозво-
лять автоматизувати процес ОР ІБ, наприклад, шляхом викорис-
тання необхідних для роботи параметрів з відповідних БД, напри-
клад, CVSS метрик [8].  
На базі розробленої методології синтезу систем ОР безпеки РІС 
в п. 5.1 пропонується відповідна система ОР ІБ, яка називається 
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«РИЗИК–КАЛЬКУЛЯТОР», яка, за рахунок використання полі-
морфних властивостей відповідної методології синтезу, структур-
них компонент підсистем формування первинних та вторинних 
даних, а також складових їх модулів ініціалізації вхідних даних, 
формування і перетворення еталонних значень, зважування оціно-
чних параметрів та їх коригування, оцінювання СР і генерації звіту, 
в яких реалізовані запропоновані методи (якісно-кількісний, оці-
нювання на основі баз даних уразливостей (див. розділ 4), інкреме-
нтування та декрементування порядку ЛЗ), дозволяє забезпечити 
визначені властивості адаптивності та оперативності при ОР безпе-
ки РІС в реальному часі. Така система, використовуючи CVSS мет-
рики, дозволяє здійснювати ОР в режимі реального часу, а також за 
запитом користувача трансформувати еталонні ЛЗ без залучення 
фахівців відповідної предметної галузі. Крім цього, система надає 
функцію редагування зазначених метрик, використовуючи вбудо-
ваний CVSS-калькулятор версії 3.0 [8]. 
Структурно-параметрична модель запропонованої системи 
(рис. 5.15) складається з двох базових компонент, що відображають 
підсистеми обробки первинних (ППОД) і вторинних даних 
(ПВОД). Опишемо склад кожної з підсистем, побудова яких здійс-
нюється відповідно до відомої методології (п. 5.1) за допомогою 
етапів 3-10. 
Підсистема ППОД призначена для первинної обробки початко-
вих величин і включає в себе модуль ініціалізації вхідних даних 
(МІД), а також модулі формування (МФЕ) і перетворення (МПЕ) 
еталонних значень. 
Підсистема ПВОД, використовуючи CVSS метрики, здійснює 
перетворення первинних параметрів, що надходять з ППОД з ме-
тою формування остаточних оцінок СР. Вона складається із модуля 
зважування оціночних параметрів (МЗП) і їх коригування (МКП), а 
також модулів оцінки СР (МСР) і генерації звіту (МГЗ). 
Розглянемо функціональне призначення кожного з модулів під-
систем. Так, МІД (відповідно до етапів 3 і 4 методології п. 5.1) при-
значений для формування та ідентифікації множини РІС і уразли-
востей об'єкта оцінювання.  
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Рис. 5.15. Структурно-параметрична модель системи ОР ІБ – 
 «РИЗИК–КАЛЬКУЛЯТОР» 
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Тут, на основі множини RIS  (п. 4.5) для зазначеного об'єкта ек-






RISO = RISO  ( 1, ),rs ro  де ro  – кількість 
оцінюваних РІС на об'єкті.  















( 1, ,rs ro  1, ),rsuz n  де rsn  – можлива 
кількість ідентифікованих уразливостей rs -того оцінюваного РІС 
)( rsRISO .  
В якості вхідних даних для МІД можуть використовуватися, на-
приклад, результати роботи програми для перевірки системи на 
проникнення (Penetration test).  
Таке ПЗ, як правило, виконує аналіз зазначеного об'єкта, здійс-
нюючи пошук уразливостей його РІС в кіберпросторі (згідно 
ISO/IEC 27032:2012 року під кіберпростором можемо розуміти 
складну сутність, яка реально існує у вигляді глобальної сукупності 
процесів взаємодії людей, ПЗ і сервісів Інтернет в мережах (вклю-
чаючи підключене до них технологічне обладнання), але яка при 
цьому ніяк не проявляється в будь-якій відомій, матеріальній фор-
мі). 
Таким чином, формується список у вигляді множини уразливос-
тей РІС досліджуваного об'єкта. Для отримання множини РІС і 
множини відповідних уразливостей в МІД виконується обробка 
отриманого зі спеціалізованого програмного забезпечення (рівня – 
Penetration test) відповідного звіту, який містить в собі інформацію 
про РІС і уразливості з зазначеними CVSS метриками. 
Далі, здійснюється ініціалізація списку уразливостей і РІС, для 
подальшої передачі в МФЕ. В результаті роботи МІД на вхід МФЕ 
надходять всі ідентифіковані rsRISO , rsV  
і їх CVSS метрики. 
Далі в МФЕ (згідно етапу 5 методології п. 5.1) здійснюється фо-








( 1, )rs ro , де 
rsLR  
– кількісна оцінка ризику 
















 ( 1, ,rs ro  1, ),rsuz n  
де ,rs uzLRV  – кількісна оцінка ризику для кожної uz тої уразливості 
rs того РІС на об’єкті (використовується для ОР для кожної ураз-
ливості, відображеної ідентифікатором ,rs uzV );  
− DR, де ЛЗ «СТУПІНЬ РИЗИКУ» представляється у вигляді ві-
дповідного кортежу (див. розділ 4) <DR, 
~ DR
T , XDR> (використову-






EP  ( 1, )i g , де g – кількість множин оціночних 
параметрів (використовується для забезпечення процесу оцінюван-
ня, за основу беруться показники CVSS); 
− 
iEP
K , де ЛЗ «РІВЕНЬ ОЦІНОЧНОГО ПАРАМЕТРА 
iEP » ви-







товується для відображення результатів оцінювання з використан-
ня метрик CVSS). 




передаються на вхід МПЕ, де (згідно 
















T , …, 
~ EP miK
T  реалізується перетво-
рення (див. п. 4.2) відповідно до заданого інтервалу значень [dr1; 

















] в НЧ. Також в МПЕ реалізована 
процедура варіювання порядком ЛЗ. Так, для еквівалентного пере-




















K  в МПЕ використовуються методи трансформу-
вання еталонів ЛЗ (див. розділ 3). В результаті перетворень на ви-
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хід ППОД надходять rsRISO , rsV  і їх CVSS метрики, EРi, ЛЗ DR і 
iEP
K , а також сформовані множини LR  і rsLRV  для ОР. 
У МЗП ПВОД (формується відповідно до етапу 9 методології 
п. 5.1) визначаються рівні значущості оціночних параметрів 
iLS  





EP   1 2 3, ,EP EP EP = { ,B  ,T  E }  ( 1,3 )i   (див. пп. 4.4 та 
4.5). Далі за допомогою еталонних значень здійснюється процес 
фазифікації, який пов'язаний з визначенням належності ,uz iep  зада-
ному НЧ, за яким формуються значення 
,uz ijλ . Також в МЗП здійс-
нюється графічна інтерпретація оціночних параметрів B, T і E (див. 
рис. 5.16). У разі необхідності можливе корегування CVSS метрик 
за допомогою МКП, в якому реалізується їх перевизначення за ра-
хунок вбудованого CVSS-калькулятора (див. рис. 5.16). скоригова-
ні параметри B’, T’ та E’ передаються назад в МЗП. 
 
Рис. 5.16. Вмонтований CVSS-калькулятор  
із графічною інтерпретацією CVSS метрик 
422 
Дані із МЗП ,iLS  ,uz iep  і ,uz ijλ  надходять в МСР, де (на основі 
етапу 10 методології п. 5.1) для кожної уразливості, відображеної 
ідентифікатором ,rs uzV  реалізується оцінювання СР ,rs uzLRV , а та-
кож обчислюється середнє значення rsLR  
для РІС.  
Далі, на підставі обчисленого значення ,rs uzLRV , rsLR  і побудо-
ваних еталонів в ППОД, здійснюється процес дефазифікації, який 
пов'язаний з формуванням структурованого параметра СР 
uzSP , що 
дозволяє отримати числові значення СР і його лінгвістичну інтерп-
ретацію. 
На основі МГЗ, з урахуванням результатів роботи ППОД і 
ПВОД, генерується звіт за оцінками СР (див. рис. 5.17), який міс-
тить ,rsRISO  rsV , ,rs uz
LRV , 
rsLR , їх лінгвістичні еквіваленти і гра-
фічну інтерпретацію результатів. 
 
Рис. 5.17. Приклад згенерованого звіту 
Запропонована система ОР ІБ – «РИЗИК-КАЛЬКУЛЯТОР», на-
приклад, може бути реалізована програмно і працювати на основі 
запропонованого базового алгоритму (рис. 5.18). 
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Рис. 5.18. Базовий алгоритм роботи системи оцінювання ризиків ІБ 
Відповідно до цього алгоритму, робота системи починається з 
ініціалізації списку уразливостей і CVSS оцінок (вершина 1) за 
допомогою спеціалізованої програми перевірки системи на прони-
кнення (Penetration test).  
Дана процедура в програмній реалізації може, наприклад, вико-
нуватися за рахунок функції OpenXMLFile (), яка відкриває файл у 
форматі XML і реалізує його парсинг. Парсинг XML файлу вико-
ристовується для того, щоб здійснити ініціалізацію (наповнення) 
полів класу Vulnerability з наступною структурою: 
class Vulnerability 
    { 
        public string Id { get; set; } 
        public string Description { get; set; } 
        public string VulClass { get; set; } 
        public string vectorCVSS { get; set; } 
        public Metrics metrics; 
        public Vulnerability() 
        { 
            metrics = new Metrics(); 
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        }}. 
Після ідентифікації чергової уразливості (клас Vulnerability) її 
характеристики заносяться в контейнер List, в результаті чого 
утворюється структура – List <Vulnerability>. Далі, після генерації 
списку уразливостей (вершина 2) його вміст записується в компо-
нент ListBox з rsRISO , rsV  
і їх CVSS оцінками. 
Далі, в циклі (вершина 3) здійснюється вибір уразливостей (ве-
ршина 4) з ListBox (Select Vul) і їх графічна інтерпретація (вершина 
5) CVSS метрик (рис. 5.12). Цей процес забезпечує відповідний 
обробник події – функція lbVul CVSS_ SelectedIndexChanged. У 
момент, коли відбувається зміна індексу виділеного елемента ком-
понента ListBox, виникає подія SelectedIndexChanged. Функція 
lbVulCVSS_SelectedIndexChanged виконує графічне відображення 
CVSS метрик на основі бібліотеки LiveChart. Відображення CVSS 
метрик здійснюється у вигляді стовпчастої діаграми (див. рис. 
5.12), що досягається за допомогою наступного блоку програмного 
лістингу: 
сhartCVSS.Series.Add(new ColumnSeries() 
            { 
                Title = vulList[lb.SelectedIndex].Description, 
                Values = new ChartValues<ObservableValue>() 
                { 
                    new 
ObservableValue(vulList[lb.SelectedIndex].metrics.baseVector.Commo
nScore), 
                    new 
ObservableValue(vulList[lb.SelectedIndex].metrics.tempVector.Commo
nScore), 
                    new 
ObservableValue(vulList[lb.SelectedIndex].metrics.envirVector.Comm
onScore) 
                }, 
                DataLabels = true}); 
Далі, за допомогою зумовленого процесу (вершина 6) здійсню-
ється формування ЛЗ 
iEP
K  і DR, а також ініціалізуються множини 
для наступних оцінок LR  та 
rsLRV .  
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Після формування необхідних лінгвістичних термів виконується 
перетворення заданих інтервалів в НЧ, утворюються лінгвістичні 
еталони і реалізується їх графічна інтерпретація (вершина 7). Для 
наочності отримані CVSS метрики по кожній уразливості виво-
дяться на графіку з еталонними значеннями EРi (див. рис. 5.19).  
Представлення термів ЛЗ 
iEP
K  в графічному вигляді (у відпові-
дність з програмною реалізацією системи) забезпечується структу-
рою TrapezeCreator, яка може мати, наприклад, такі поля: 
struct Trapeze 
    { 
        public string degreeRisk; 
        public double a { get; set; } 
        public double b11 { get; set; } 
        public double b21 { get; set; } 
        public double c { get; set; } 
    }. 
Інтервали, які будуть використані для перетворення в НЧ, опи-
суються структурою Interval, що складається з наступних полів: 
struct Interval 
    { 
        public double a { get; set; } 
        public double b { get; set; } 
    }. 
 
Рис. 5.19. Графічна інтерпретація отриманих CVSS метрик і  
еталони оціночних параметрів 
Графічна інтерпретація отриманих результатів (відповідно до за-
пропонованої програмної реалізації) здійснюється за допомогою 
функції List <Trapeze> CreateTrapezeList (double lengthAsixX, int 
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countTrap, params double [] intervalArr). Далі, за допомогою підпрог-
рам Interval, IncrementTerm, DecrementTerm і умовних вершин (вер-
шини 8-13), які використовуються для контролю необхідності в до-
датковій обробці даних, тобто перетворенні заданих інтервалів в НЧ, 
здійснюється реалізація процесу декрементування і інкрементування 
порядку ЛЗ. 
Ініціалізація нового інтервалу в програмі реалізується за допо-
могою наступного блоку програмного лістингу (вершини 8-9): 
double[] interval = new double[intervalList.Count * 2]; 
for (int i = 0, k = 0; i < interval.Length; i++, k++) 
            { 
                interval[i] = intervalList[k].a; 
                interval[++i] = intervalList[k].b;}. 
Інтервали утворюються з попередньо сформованого списку 
intervalList, що має тип List <Interval>, і заповнюються за допомо-
гою наступного блоку програмного лістингу: 
private void bSetInterval_Click(object sender, EventArgs e) 
        { 
            string[] arrInterval = interval.Split(':'); 
            double a = Convert.ToDouble(arrInterval[0]); 
            double b = Convert.ToDouble(arrInterval[1]); 
            intervalList.Add(new Interval() { a = a, b = b });}. 
Процедура інкрементування (вершини 10-11) або декременту-
вання (вершини 12-13) може здійснюватися, наприклад, за допомо-
гою розроблених функцій List <Trapeze> IncrementTrapezeList (List 
<Trapeze> trapList, double lengthAsixX) або List <Trapeze> 
DecrementTrapezeList (List <Trapeze > trapList, double lengthAsixX).  
На підставі отриманих CVSS метрик реалізується (вершина 14) 
оцінка 
iLS  і класифікація ,uz ijλ отриманих ,uz iep  (фазифікація). 
При необхідності (вершина 15) здійснюється коригування CVSS 
метрик B, T і E (вершина 16). Далі, за допомогою (1.2) в п. 1.2 та 
отриманих даних 
iLS  і ,uz ijλ , оцінюється СР ,rs uzLRV  (вершина 17) 
для кожної уразливості, відображеної ідентифікатором ,rs uzV , а та-
кож обчислюється середнє значення 
rsLR . Тут, на основі отрима-
них ,rs uzLRV , rsLR  і побудованих еталонів в ПОД, формується 




В результаті проведених розрахунків за якісно-кількісним мето-
дом ОР ІБ (див. п. 4.6) (вершина 18) формується звіт за оцінками 
СР (рис. 5.18), який містить rsRISO , rsV , ,rs uz
LRV , 
rsLR , їх лінгвіс-
тичні еквіваленти, а також здійснюється графічна інтерпретація 
(вершина 19) результатів (рис. 5.17). Для верифікації роботи розро-
бленого програмного забезпечення (див. рис. 5.20) було проведено 
відповідне експериментальне дослідження.  
 
Рис. 5.20. Фрагмент інтерфейсу програмної системи –  
«РИЗИК–КАЛЬКУЛЯТОР» 
Для тестування об'єкта оцінювання на проникнення використа-
но програмний засіб перевірки системи на уразливості – 
«Netsparker» (рис. 5.21). 
 
Рис. 5.21. Інтерфейсна частина програми перевірки на уразливості 
«Netsparker» 
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В результаті сканування був сформований XML-файл зі спис-
ком РІС і їх уразливостей (рис. 5.22) для подальшого використання 
в якості вхідних даних розробленої системи ОР ІБ. 
 
Рис. 5.22. XML-файл зі списком уразливостей 
Далі, здійснюється ініціалізація вхідних даних у вигляді списку 
уразливостей в ListBox. 
На рис. 5.23 і рис. 5.24 відповідно візуалізовані приклади реалі-
зації функції трансформування порядку ЛЗ DR, яка виконується за 
запитом користувача за допомогою активізації процесу інкремен-
тування та декрементування. 
 
Рис. 5.23. Результат інкрементування порядку ЛЗ DR 
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Рис. 5.24. Результат декрементування ЛЗ DR 
На підставі отриманої інформації про оціночні компоненти і 
уразливості система реалізує обчислення (вершина 17) СР для кож-
ної уразливості і за допомогою підпрограми (вершина 18), що реа-
лізує функції МГЗ, здійснює графічну інтерпретацію належності 
уразливості відповідному терму ЛЗ DR при m = 4 (див. рис. 5.25). 
Всі отримані результати фіксуються в звіті, що генерується МГЗ. 
 
Рис. 5.25. Результат обчислення СР для ідентифікованих уразливостей  
на об'єкті оцінювання 
Таким чином, вперше була розроблена структурно-
параметрична модель системи ОР ІБ – «РИЗИК-КАЛЬКУЛЯТОР», 
яка, за рахунок структурних компонент підсистем формування пер-
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винних і вторинних даних, а також складових їх модулів ініціаліза-
ції вхідних даних, формування і перетворення еталонних значень, 
зважування оціночних параметрів і їх коригування, оцінювання СР 
і генерації звіту, в яких реалізовані запропоновані методи (якісно-
кількісний (п. 4.6), оцінювання на основі баз даних уразливостей 
(п. 4.7), інкрементування і декрементування порядку ЛЗ (див. роз-
діл 3)), дозволяє забезпечити визначені властивості адаптивності та 
оперативності при ОР безпеки РІС в реальному часі.  
Також на основі запропонованої структурно-параметричної мо-
делі розроблено базовий алгоритм і відповідний програмний засіб 
оцінювання у вигляді прикладної програмної системи – «РИЗИК-
КАЛЬКУЛЯТОР», яка (на відміну від відомих п. 1.4) використовує 
значення CVSS (версій 2.0 і 3.0) показників, представлених у від-
повідних БД, і дозволяє реалізовувати оцінювання ризиків безпеки 
РІС в реальному часі. 
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У монографії запропоноване нове вирішення актуальної науко-
во-технічної проблеми, що пов’язане з розробкою методологічного 
забезпечення процесу ОР безпеки РІС, основу якого складають 
розроблені методи, моделі, узагальнена методологія та відповідні 
програмні системи. Отримані наукові результати мають фундамен-
тальне теоретичне та практичне значення для забезпечення ІБ та 
можуть бути використанні при розробці відповідних систем ЗІ. У 
ході вирішення поставлених задач, обумовлених зазначеною про-
блемою, були отримані наступні результати. 
Проаналізовано поняття ризику, існуючи засоби, методи, мето-
дики аналізу та ОР ІБ і визначено набір базових характеристик ри-
зику, які представлені у вигляді кортежу для кожного аналізовано-
го засобу. Визначено, що, в основному, для оцінювання ризиків 
використовуються ймовірнісні характеристики. Це в свою чергу, 
обумовлює наявність певних статистичних даних щодо загроз ІБ, 
які збираються далеко не у всіх організаціях. Також для роботи з 
такими засобами існує необхідність у залученні експертів відповід-
ної предметної галузі. Крім того, було проведено дослідження іс-
нуючих відкритих БД уразливостей, за результатами якого визна-
чені критерії, які можна використовувати для здійснення порівня-
льного аналізу таких баз та обрати найбільш доцільні для побудови 
різних засобів оцінювання стану ІБ, наприклад, систем ОР в режимі 
реального часу або ризик-калькуляторів. Також визначено, що ні в 
одній з представлених БД не закладена процедура ОР. 
На підставі проведеного аналізу засобів ОР та існуючих БД ура-
зливостей, удосконалено кортежну модель, яка за рахунок множин 
інтегрованих характеристик ризиків, підмножин їх ідентифікуючих 
і оціночних компонент, відображених відносно визначених крите-
ріїв аналітичним та синтетичним кортежами, дозволяє організову-
вати процес вибору відповідних існуючих інструментальних засо-
бів і розробляти гнучкі та ефективні методи і системи ОР ІБ. Це 
дозволить спростити прийняття рішення при виборі необхідного 
засобу оцінювання та набору параметрів для створення відповідних 
розробок. Розроблено метод формування кортежів для АСМ ІБ, 
який за рахунок процедур поділу вихідних характеристик на іден-
тифікуючі та оціночні компоненти, формування послідовності ба-
зових параметрів, на підставі визначення їх вагових коефіцієнтів, 
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дозволяє реалізувати відповідні формувачі АСМ ІБ. Це підвищить 
ефективність прийняття рішення при виборі необхідного засобу 
АОР. 
Розроблено базові методи інкрементування та декрементування 
порядку ЛЗ для систем ОР, які за рахунок використання відповід-
них аналітичних функцій однократного зменшення і збільшення 
числа термів та їх модифікацій повним n-кратним розширенням, 
дозволяють доповнити математичну базу теорії нечітких множин, 
пов’язаною з операціями над ЛЗ та реалізувати процедуру транс-
формування базових еталонів параметрів на трапецієподібних та 
трикутних НЧ без залучення експертів відповідної предметної га-
лузі. Використання цих методів для побудови систем ОР забезпе-
чить властивість адаптивності таких систем. 
Запропоновано базові аналітичні вирази, які за рахунок відпові-
дної комбінації арифметичних і логічних операцій з операціями 
порівняння над ключовими значеннями складових зазначених кла-
сів НЧ, дозволяють розширити математичну базу теорії нечітких 
множин щодо перевірки властивостей рівномірності, нерівномірно-
сті, прогресії та регресії ЛЗ на трапецієподібних та трикутних НЧ 
до і після її функціонального перетворення. Перевірка властивос-
тей ЛЗ здійснювалась після реалізації процесу трансформування 
базових еталонів параметрів за допомогою методів декрементуван-
ня та інкрементування. Розроблено метод перетворення інтервалів 
у НЧ для систем ОР безпеки РІС, який за рахунок реалізації проце-
дур коригування параметрів, формування нових значень абсцис, 
визначення базового значення зсуву, поправки термів і нормування 
результуючих НЧ, дозволяє формалізувати процес формування 
еталонних величин без участі експертів відповідної предметної 
галузі. Метод в подальшому дозволить автоматизувати процес тра-
нсформування і зведе до мінімуму вплив людського чинника. За-
пропоновано методи ОР втрат РІС, які на основі використання 
АСМ та логіко-лінгвістичного підходу, дозволяють створювати 
засоби оцінювання з інтегрованими можливостями і використан-
ням в якості вхідних даних динамічно змінні набори детермінова-
них та нечітко визначених оціночних параметрів з урахуванням 
періоду часу, управлінської специфіки об'єкта захисту тощо. Удо-
сконалено інтегрований метод ОР безпеки РІС, який за рахунок 
інтеграції детермінованого і нечіткого підходу оцінювання, АСМ, 
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базових методів інкрементування та декрементування порядку ЛЗ, 
дозволяє оперувати одночасно чіткими і нечіткими величинами з 
варіативним числом терм-множин. Найбільш доцільне використан-
ня методу у випадках, коли необхідно провести оцінку з комбінаці-
єю підходів до інтерпретації суджень експерта, як щодо його мож-
ливостей чітко визначити значення отриманих оціночних парамет-
рів, так і щодо його невизначеності в однозначності своїх пріорите-
тів. Удосконалено методи ОР безпеки РІС, які за рахунок модифі-
кації процедур визначення множини параметрів ОР і оцінки поточ-
них значень параметрів з можливістю інтеграції (як альтернатива 
оцінок експертів) значень CVSS (версій 2.0 та 3.0) показників у 
відповідних БД, АСМ, базових методів інкрементування та декре-
ментування порядку ЛЗ, дозволяють автоматизувати та реалізувати 
в режимі реального часу відповідний процес оцінювання. Найбільш 
доцільне використання методів у випадках, коли виникає необхід-
ність моніторингу ризиків без залучення експертів. 
Розроблено узагальнену методологію з поліморфними властиво-
стями щодо процесу синтезу систем ОР безпеки РІС, яка, за раху-
нок використання базових методів інкрементування і декременту-
вання порядку ЛЗ, АСМ, базових аналітичних виразів верифікації 
трансформованих ЛЗ, методу перетворення інтервалів, інтегрова-
ного та якісно-кількісного методів оцінювання, методу на відкри-
тих БД уразливостей, дозволяє вирішити проблему забезпечення 
розроблюваних інструментальних засобів з властивостями адапти-
вності, оперативності, функціональності та надійності при ОР без-
пеки РІС. Методологія дозволить використовувати розроблені ме-
тоди і моделі в єдиній стратегії досліджень в галузі управління 
ризиками та ефективної побудови відповідних систем ІБ з розши-
реними функціональними можливостями. Удосконалено структур-
но-параметричні моделі детермінованої, ОР в нечіткому середови-
щі та інтегрованої обчислювальних системи ОР, які за рахунок 
використання поліморфних властивостей відповідної методології 
синтезу, структурних компонент підсистем формування вхідних 
даних і обробки даних, що реалізують запропоновані інтегрований 
метод та базові методи інкрементування і декрементування поряд-
ку лінгвістичних змінних, дозволяє забезпечити властивості адап-
тивності, функціональності, надійності та реалізувати процес фор-
мування і перетворення величин, як в якісній, так і в кількісній 
435 
інтерпретації з можливістю трансформування еталонів параметрів 
без залучення експертів відповідної предметної галузі. Найбільш 
доцільно використовувати таку систему для оцінювання при різних 
початкових величинах, що враховують можливості експерта чітко 
детермінувати оціночні параметри та його невпевненість в своїх 
судженнях. Розроблено структурно-параметричну модель обчис-
лювальної системи ОР ІБ – «РИЗИК-КАЛЬКУЛЯТОР», яка за ра-
хунок використання поліморфних властивостей відповідної мето-
дології синтезу, структурних компонент підсистем формування 
первинних та вторинних даних, а також складових їх модулів ініці-
алізації вхідних даних, формування і перетворення еталонних зна-
чень, зважування оціночних параметрів та їх коригування, оціню-
вання ступеня ризику і генерації звіту, в яких реалізовані запропо-
новані методи (якісно-кількісний, оцінювання на основі БД уразли-
востей, інкрементування та декрементування порядку ЛЗ), дозволяє 
забезпечити визначені властивості адаптивності та оперативності 
при ОР безпеки РІС в режимі реального часу. Найбільш доцільне 
використання зазначеної системи у випадках, коли необхідно міні-
мізувати участь експерта і максимально автоматизувати процес 
формування необхідних для оцінювання параметрів. 
На базі запропонованої методології синтезу та структурно-
параметричних моделей, розроблено алгоритмічне забезпечення та 
прикладні програмні системи ОР безпеки РІС, в яких за рахунок 
можливості динамічної зміни різних наборів параметрів, досягнута 
адаптивність, оперативність, функціональність і надійність їх вико-
ристання для ефективного вирішення відповідних завдань ОР. 
Проведено експериментальне дослідження ПЗ систем ОР з метою 
верифікації розроблених методів, методології, структурно-






КОРЧЕНКО Олександр Григорович, 
КАЗМІРЧУК Світлана Володимирівна, 












Редактор С.В. Казмірчук 
Коректор О.А. Шаховал 
Комп'ютерна верстка С.В. Казмірчук 
 
 
Підписано до друку 28.10.2017. Формат 60х84/16 
Ум. друк. арк. 16,4. Папір офсетний. 
Надруковано в Україні. 





Видавець і виготовлювач ТОВ «ЦП «КОМПРИНТ» 
03150, Київ, вул. Предславинська, 28 
Свідоцтво про внесення до Державного реєстру 
суб’єкта видавничої справи ДК № 4131 від 04.08.2011 р. 
