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Abstract
Provability logics are modal or polymodal systems designed for mod-
eling the behavior of Go¨del’s provability predicate and its natural ex-
tensions. If Λ is any ordinal, the Go¨del-Lo¨b calculus GLPΛ contains one
modality [λ] for each λ < Λ, representing provability predicates of increas-
ing strength. GLPω has no Kripke models, but it is sound and complete
for its topological semantics, as was shown by Icard for the variable-free
fragment and more recently by Beklemishev and Gabelaia for the full
logic.
In this paper we generalize Beklemishev and Gabelaia’s result to GLPΛ
for countable Λ. We also introduce provability ambiances, which are topo-
logical models where valuations of formulas are restricted. With this we
show completeness of GLPΛ for the class of provability ambiances based
on Icard polytopologies.
1 Introduction
Provability logic interprets modal operators as provability predicates in order
to study the structure of formal theories, reading the modal formula φ as the
theory T proves φ. In [19], Solovay proved that if T is able to do a reasonable
amount of arithmetic, the set of validities over the unimodal language is given by
the Go¨del-Lo¨b logic GL, written GLP1 in the current paper’s notation. This logic
may also be interpreted over scattered spaces (where every non-empty subset has
an isolated point), thus giving provability a surprising connection to topology.
However, in practice these semantics are somewhat heavy-handed for such a
logic, which already has finite Kripke models based on transitive, well-founded
frames [18].
For Japaridze’s polymodal provability logic, the story is not as simple. It
is an extension of GL known as GLP or, in our notation, GLPω [15]. Here one
considers countably many provability modalities [n], for n < ω. The formula
[n]φ could be interpreted (for example) as φ is derivable using ω-rules of depth
at most n. There is great interest in GLP since these logics are quite powerful
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and useful; Beklemishev has shown how GLP can be used to perform ordinal
analysis of Peano Arithmetic and its natural subtheories [1].
However, the logic is no longer as easy to work with as in the unimodal
case. As we shall discuss later, it has no non-trivial Kripke frames. Thus the
topological interpretation of the logic gives a reasonable alternative, but even
then we do not get an immediate solution to the problem. In fact, the existence
of so-called canonical ordinal models for these theories goes well beyond ZFC, as
shown by Blass [8], Beklemishev [3] and in recent unpublished work by Bagaria.
There are, however, polytopologies based on ordinals for which GLP = GLPω
is sound and complete, as shown by Beklemishev and Gabelaia [5]. The proof of
this difficult result requires some heavy machinery including Zorn’s lemma, so
the resulting spaces are non-constructive. There are also simpler spaces which
provide semantics for the closed fragment, where no free variables occur; these
were introduced by Icard [12] and are closely tied to Ignatiev’s Kripke model
for the same fragment [14].
Our goal is to show how the constructions from [5] may be extended to the
logics GLPΛ, where Λ is an arbitrary ordinal. Here, one has transfinitely many
provability operators, which as in the case of GLPω represent derivability in
stronger and stronger theories. Indeed, Beklemishev and Gabelaia’s techniques
carry over smoothly to the transfinite setting, and rather than give a new,
self-contained completeness proof, we shall state the necessary results from [5]
without proof in order to focus on applying these techniques beyond ω. A key
point is the computation of the higher-order rank functions, which give us upper
and lower bounds on the ordinals we need in order to build models. We shall
also show how the use of non-constructive topologies may be circumvented and
replaced by Icard topologies by passing to a more general class of models called
ambiances.
Layout. In Section 2 we give a quick overview of the logics GLPΛ, and Section
3 reviews topological semantics. Section 4 then states some basic facts about
ordinal arithmetic that we shall need.
Section 5 introduces the most important functions in the study of GLP-
spaces, ranks and d-maps. Then, Section 6 discusses Icard ambiances and Sec-
tion 7 simple ambiances, the minimal structures in our framework.
After this, Section 8 discusses Beklemishev-Gabelaia spaces, which are par-
ticularly well-behaved GLP-spaces. In Section 9, we discuss and construct re-
ductive functions, an important type of d-map, and Section 10 establishes a
series of operations on ambiances which are used for constructing models.
We then go on to review the logic J in Section 11, which is a key ingredient
in the completeness proof presented in Section 12. Finally, Section 13 uses
worms, which are special variable-free formulas related to ordinals, to give a
lower bound on the rank of models.
2
2 The logic GLPΛ
Given any ordinal Λ, we can define a provability logic with modalities in Λ.
Formulas of the language LΛ are built from ⊤ and a countable set of proposi-
tional variables P using Boolean connectives ¬,∧,∨,→ and a modality [ξ] for
each ξ < Λ. As is customary, we use 〈ξ〉 as a shorthand for ¬[ξ]¬.
The logic GLPΛ is then given by the following rules and axioms:
1. all propositional tautologies,
2. [ξ](φ→ ψ)→ ([ξ]φ→ [ξ]ψ) for all ξ < Λ,
3. [ξ]([ξ]φ→ φ)→ [ξ]φ for all ξ < Λ,
4. [ξ]φ→ [ζ]φ for ξ < ζ < Λ,
5. 〈ξ〉φ→ [ζ] 〈ξ〉φ for ξ < ζ < Λ,
6. modus ponens and
7. necessitation for each [ξ].
Note that the unimodal GLP1 is the standard Go¨del-Lo¨b logic GL. Let us
write sub(φ) for the set of subformulas of φ. Then, we say that λ appears in
φ if there is some formula ψ such that [λ]ψ ∈ sub(φ). It is evident that only
finitely many ordinals may appear in any formula φ; sometimes it is convenient
to ignore all other ordinals. To this end we define the condensation of φ as
follows:
Definition 2.1. Given a formula φ ∈ LΛ such that
λ0 < λ1 < . . . < λN−1
are the ordinals appearing in φ, we define a formula φc (the condensation of φ)
as the result of replacing every operator [λn] in φ by [n].
As it turns out, the formula φc is derivable if and only if φ is. One direction,
which we will not need in this paper, is non-trivial and proven in [4]; the other
is quite straightforward and will be used later.
Lemma 2.1. If φ is a formula such that there are N ordinals appearing in φ
then GLPN ⊢ φc implies that GLPΛ ⊢ φ.
This fact may be proven by uniformly substituting [λn] for [n] in a derivation
of φc; we omit the details. Condensations will allow us to focus only on ‘relevant’
ordinals when analyzing formulas.
We shall also work with Kripke semantics. A Kripke frame is a structure
F =
〈
W, 〈Rn〉n<N
〉
, where W is a set and 〈Rn〉n<N a family of binary relations
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on W . A valuation on F is a function J·K : LΛ → P(W ) such that
J⊥K = ∅
J¬φK = W \ JφK
Jφ ∧ ψK = JφK ∩ JψK
J〈n〉φK = R−1n JφK .
A Kripke model is a Kripke frame equipped with a valuation J·K. Note that
propositional variables may be assigned arbitrary subsets of W . If M = 〈F, J·K〉
is a model, we may write 〈M, x〉 |= ψ instead of x ∈ JψK. As usual, φ is satisfied
on M if JφK 6= ∅, and true on M if JφK = W . It is valid on a frame F if it is
true on every model based on F.
It is well-known that Lo¨b’s axiom is valid on F whenever R−1n is well-founded
and transitive [18], in which case we denote it by <n. However, constructing
models of GLPΛ is substantially more difficult than constructing models of GL;
the full logic GLPΛ cannot be sound and complete with respect to any class of
Kripke frames. Indeed, let F = 〈W, 〈<ξ〉ξ<λ〉 be a polymodal frame.
Then, it is not too hard to check that
1. Lo¨b’s axiom [ξ]([ξ]φ→ φ)→ [ξ]φ is valid if and only if <ξ is well-founded
and transitive,
2. the axiom [ξ]φ → [ζ]φ for ξ ≤ ζ is valid if and only if, whenever w <ζ v,
then w <ξ v, and
3. 〈ξ〉φ → [ζ]〈ξ〉φ for ξ < ζ is valid if, whenever v <ζ w, u <ξ w and ξ < ζ,
then u <ξ v.
Suppose that for ξ < ζ, there are two worlds such that w <ζ v. Then from
2 we see that w <ξ v, while from 3 this implies that w <ξ w. But this clearly
violates 1. Hence if F |= GLP, it follows that all accessibility relations (except
possibly <0) are empty.
This observation makes the topological completeness of GLPω established in
[5] particularly surprising. Moreover, as we shall see, the techniques introduced
there readily extend to the transfinite. To show this, let us begin by reviewing
the topological semantics of provability logic.
3 Topological semantics
Recall that a topological space is a pair X = 〈X, T 〉 where T ⊆ P(X) is a family
of sets called ‘open’ such that
1. ∅, X ∈ T
2. if U, V ∈ T , then U ∩ V ∈ T and
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3. if U ⊆ T then
⋃
U ∈ T .
Given A ⊆ X and x ∈ A, we say x is a limit point of A if, for all U ∈ T
such that x ∈ U , we have that (A \ {x}) ∩ U 6= ∅. We denote the set of limit
points of A by dA, and call it the ‘derived set’ of A. We can define topological
semantics for modal logic by interpreting Boolean operators in the usual way
and setting
J♦ψKX = d JψKX .
In order to interpret provability logic, we will need to consider scattered
spaces. A topological space 〈X, T 〉 is scattered if every non-empty subset A of
X has an isolated point; that is, there exist x ∈ A and a neighborhood U of x
(i.e., x ∈ U ∈ T ) such that U ∩A = {x}.
Many interesting examples of scattered spaces come from ordinals. The
simplest is the initial segment topology. If Θ is an ordinal, we use Θ0 to denote
the structure 〈Θ, T 〉, where T consists of all downward-closed subsets of Θ. It
is very easy to check that Θ0 is a scattered topological space, for if A ⊆ Θ is
non-empty, then the least element of A is isolated in A.
A second important example is the interval topology. This is generated by
all intervals on Θ of the form [0, β] or (α, β]. The interval topology extends the
initial segment topology, and it is straightforward to check that if T is scattered
and T ′ is any refinement of T (i.e., T ⊆ T ′), then T ′ is scattered as well. We
will denote Θ equipped with the interval topology by Θ1.
Now, in order to interpret GLPΛ for Λ > 1, we need to consider polytopological
spaces. A polytopological space is a structure X =
〈
X, 〈Tλ〉λ<Λ
〉
, where Λ is an
ordinal and each Tλ is a topology. The derived set operator corresponding to
Tλ shall be denoted dλ. We may also write Xλ instead of 〈X, Tλ〉.
There are Kripke-incomplete modal logics which nevertheless are complete
for general Kripke frames, which are Kripke frames where valuations are re-
stricted to a special algebra of sets. A similar idea will prove useful in order
to give constructive semantics of GLPΛ. The following definition describes the
algebras we shall use:
Definition 3.1 (d-algebra). A d-algebra over a polytopological space X =
〈X, 〈Tλ〉λ<Λ〉 is a collection of sets A ⊆ P(X) which form a Boolean algebra
under the standard set-theoretic operations and such that, whenever λ < Λ and
S ∈ A it follows that dλS ∈ A.
Below we introduce ambiances, which will be the basis of our semantics;
they are a slight generalizarion of polytopological models, which correspond to
the special case where A = P(X).
Definition 3.2 (Ambiance). An ambiance is a structure
X = 〈X, ~T ,A〉
consisting of a polytopological space equipped with a d-algebra A.
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If ~T = 〈Tλ〉λ<Λ, we may also say X is a Λ-ambiance. The operator dλ will
be used to interpret 〈λ〉:
Definition 3.3. Let X = 〈X, ~T ,A〉 be a Λ-ambiance.
A valuation on X is a function J·K : LΛ → A defined as in the case of Kripke
semantics except that
J〈λ〉φK = dλ JφK .
A polytopological model is an ambiance equipped with a valuation.
Let us check the conditions under which GLPΛ is sound for a given poly-
topological space.
Lemma 3.1. Let Λ be an ordinal and X = 〈X, ~T ,A〉 be an ambiance.
Then,
1. Lo¨b’s axiom [ξ]([ξ]φ → φ) → [ξ]φ is valid on X whenever 〈X, Tξ〉 is scat-
tered,
2. the axiom [ξ]φ→ [ζ]φ for ξ ≤ ζ is valid whenever Tξ ⊆ Tζ and
3. 〈ξ〉φ→ [ζ]〈ξ〉φ for ξ < ζ is valid if dξA ∈ Tζ whenever A ∈ A.
Proof. See, for example, [5].
An ambiance satisfying the above properties will be called a provability am-
biance.
When referring to topologies, we use the words extension and refinement
indistinctly. We may also speak of refinements of spaces rather than refinements
of topologies: 〈X ′, T ′〉 is a refinement of 〈X, T 〉 if X = X ′ and T ⊆ T ′. Thus
the condition for [ξ]φ→ [ζ]φ can be rewritten as “Tζ is a refinement of Tξ”.
Conditions 2 and 3 suggest a very natural candidate for Tξ+1 whenever Tξ
is given; namely, the least topology that will satisfy all axioms.
Definition 3.4 (dAT ). Given a X = 〈X, T 〉 and a d-algebra A on X, we define
dAT to be the topology on X generated by
T ∪ {dS : S ∈ A}.
We will denote 〈X, dAT 〉 by dAX.
As in [5], we shall write X+ instead of dP(X)X. The above definition suggests
natural candidate topologies for Tλ, at least for successor λ. For limit λ we need
to consider joins of topologies.
If ~T = Tξ<λ is an increasing sequence of topologies, then U =
⋃
ξ<λ T is
typically not a topology. Although it is always closed under finite unions and
intersections, it need not be closed under arbitrary unions. However, ~T does
generate a least topology J =
⊔
ξ<λ T (its ‘join’) containing all Tξ, by closing U
under arbitrary unions. The elements of J are then of the form
⋃
λ<Λ Uλ with
Uλ ∈ Tλ. In other words, U forms a basis for J , so that O is open in J if and
only if for every x ∈ O there are λ < Λ and V ∈ Tλ such that x ∈ V ⊆ O.
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Due to the monotonicity axiom, this is the least topology we can choose at
limit stages:
Definition 3.5. Given an ambiance X = 〈X, ~T ,A〉 and an ordinal ξ > 0, define
T −ξ to be
• dATζ if ξ = ζ + 1
•
⊔
ζ<ξ
Tζ if ξ is a limit ordinal.
A na¨ıve strategy for building models of GLP consists of always choosing the
least possible topology at each stage; a structure X = 〈Θ, 〈Tλ〉λ<Λ〉 is a canonical
ordinal model if X0 = Θ1 and for all λ < Λ, Tλ = T
−
λ . In a canonical ordinal
model the topology Tξ+1 = T
+
ξ is usually much bigger than Tξ, since we are
adding many new closed sets as opens. For example:
Lemma 3.2. Given an ordinal Θ, Θ+0 = Θ1.
The reader may wish to prove this directly as an exercise; we will not give
such a proof as it is a special case of Lemma 6.4. After this the topologies in-
crease very quickly; if Θ is any countable ordinal and T is the interval topology,
then T + is discrete. Moreover, the question of whether GLP2 is complete for
its class of canonical ordinal models is independent of ZFC [8, 3]. In recent un-
published work, Bagaria has characterized non-trivial ordinal models for GLPn
in terms of large cardinals.
Thus, making the topologies as small as possible at each step is not the best
strategy, so it is convenient to consider other alternatives. In [5], Beklemishev
and Gabelaia realized the highly unintuitive fact that if we make each topology
as large as possible then subsequent topologies become much smaller! Thus they
obtain spaces where Tn ) T −n for each n > 1. As we shall see, this idea readily
extends beyond GLPω; perhaps the most technically challenging aspect of such
an extension lies in the new computations with ordinals that arise.
4 Operations on ordinals
Before continuing, let us give a brief review of some notions of ordinal arithmetic
as well as some useful functions in the study of provability logic. We skip most
proofs; for further details on ordinal arithmetic, we refer the reader to a text
such as [17], while the material on hyperexponentials and hyperlogarithms is
treated in detail in [11].
We assume familiarity with ordinal sums, products and exponents. We shall
also use the following operations:
Lemma 4.1.
1. Whenever ζ<ξ, there exists a unique ordinal η such that ζ + η = ξ. We
will denote this unique η by −ζ + ξ.
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2. Given ξ > 0, there exist ordinals α, β such that ξ = α+ ωβ. The value of
β is uniquely defined. We will denote this unique β by ℓξ.
In previous work my colleague Joost Joosten and I realized that there were
some particularly useful functions that arise when studying provability logics.
They are hyperexponentials and hyperlogarithms, and are a form of transfinite
iteration of the functions −1 + ωξ and ℓ, respectively. These iterations have
been used in [10] for describing well-orders in the Japardize algebra and in [9]
for defining models of the variable-free fragment of GLPΛ. They will be essential
in defining our semantics. We give only a very brief overview, but [11] gives a
thorough and detailed presentation.
We shall denote the class of all ordinals by On and the class of limit ordinals
by Lim.
Definition 4.1. Let e(ξ) = −1 + ωξ. Then, we define the hyperexponentials
〈eζ〉ζ∈On as the unique family of normal1 functions such that
1. e1 = e
2. eα+β = eαeβ for all ordinals α, β
3. 〈eζ〉ζ∈On is pointwise minimal amongst all families of normal functions
satisfying the above clauses2.
It is not obvious that such a family of functions exists, but a detailed con-
struction is given in [11], where the following is also proven:
Proposition 4.1 (Properties of hyperexponentials). The family of functions
〈eξ〉ξ∈On has the following properties:
1. e0 is the identity,
2. eξ0 = 0 for all ξ,
3. given ξ ∈ On and λ ∈ Lim, eξλ = lim
η→λ
eξη and
4. if λ ∈ Lim and ϑ ∈ On, eλ(ϑ+ 1) = limη→λ eη(eλ(ϑ) + 1).
Example 4.1. We have that e(0) = −1+ω0 = −1+1 = 0 and e(1) = −1+ω1 =
ω. Then, e21 = ee1 = e(ω) = −1 + ωω = ωω, and continuing in this fashion
one sees that
en1 = ωω
·
·
·
ω︸ ︷︷ ︸
n
.
We know from Proposition 4.1.2 that eω0 = 0, and in view of Proposition 4.1.4,
eω1 = lim
n→ω
en(eω(0) + 1) = lim
n→ω
en1 = lim
n→ω
ωω
·
·
·
ω︸ ︷︷ ︸
n
,
1That is, strictly increasing and continuous.
2That is, if 〈gζ〉ζ∈On is a family of functions satisfying conditions 1 and 2, then for all
ordinals ξ, ζ, eζξ ≤ gζξ.
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usually denoted ε0. Meanwhile
eω2 = lim
n→ω
en(ε0 + 1) = lim
n→ω
ω·
·
·
ωε0+1︸ ︷︷ ︸
n
= ε1,
and more generally εn = e
ω(n+ 1).
Finally, by Proposition 4.1.3 we see that
eωω = lim
n→ω
eωn = lim
n→ω
εn = εω.
This can be generalized to obtain εξ = e
ω(1 + ξ) for every ordinal ξ.
Closely related to hyperexponentials are hyperlogarithms. Below, an initial
function is one mapping initial segments to initial segments.
Definition 4.2 (Hyperlogarithms). We define the sequence 〈ℓξ〉ξ∈On to be the
unique family of initial functions such that
1. ℓ1 = ℓ,
2. ℓα+β = ℓβℓα for all ordinals α, β,
3. 〈ℓξ〉ξ∈On is pointwise maximal among all families of functions satisfying
the above clauses.
The following properties of hyperlogarithms will be used throughout the text
and are not too difficult to check:
Proposition 4.2. The hyperlogarithms 〈ℓξ〉ξ∈On have the following properties:
1. ℓ0 is the identity,
2. If α, δ > 0 and γ is any ordinal, then ℓα(γ + δ) = ℓαδ.
3. For any ordinal γ, the sequence 〈ℓξγ〉ξ∈On is non-increasing.
Observe that hyperexponentials are typically not surjective, hence not right-
invertible. However, they are injective, thus left-invertible, and hyperlogarithms
provide particularly well-behaved left inverses.
Lemma 4.2. If ξ < ζ, then ℓξeζ = e−ξ+ζ and ℓζeξ = ℓ−ξ+ζ .
Further, whenever α < eξβ, it follows that ℓξα < β.
We may also use the contrapositive form of the above, that is, whenever
β ≤ ℓξα, then eξα ≤ β. Note that it also follows from this that when β < ℓξα,
then eξα < β, for if we had eξα = β then also ℓξeξα = α = ℓξβ.
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Example 4.2. Let us compute the sequence 〈ℓξγ〉ξ∈On for γ = εω·3+εω·2. First
we have that ℓ0γ = γ since ℓ0 is the identity.
The ε-numbers have the property that they are fixed under the map ξ 7→ ωξ,
so we may also write γ as εω·3 + ω
εω·2 . In view of this, ℓ1γ = ℓγ = εω·2. After
this, ℓ2γ = ℓℓγ = ℓεω·2 = εω·2, and continuing inductively we see that ℓ
nγ = εω·2
for all n < ω.
To go beyond ω and in view of Example 4.1, we may write γ as eω(ω · 3) +
eω(ω · 2), so that ℓγ = eω(ω · 2). Therefore, by Lemma 4.2, ℓωγ = ℓωeω(ω · 2) =
ω ·2. Then, ℓω+1γ = ℓℓωγ = 1, since ω ·2 = ω+ω1, and thus ℓω+2γ = ℓℓω+1γ =
ℓ1 = 0, since 1 = ω0. From here on we obtain ℓξγ = 0 for all ξ > ω + 1.
In summary, the sequence 〈ℓξγ〉ξ∈On has the following form:
εω·3 + εω·2︸ ︷︷ ︸
ξ=0
, εω·2, εω·2, . . .︸ ︷︷ ︸
1≤ξ<ω
, ω · 2︸︷︷︸
ξ=ω
, 1︸︷︷︸
ξ=ω+1
, 0, 0, . . .︸ ︷︷ ︸
ξ>ω+1
There is a close relation between the iterates eω
γ
ξ and Veblen functions; this
is also described in detail in [11]. For example:
Lemma 4.3. An ordinal ξ lies in the range of eω
γ
if and only if, for all δ < γ,
we have that ξ = eω
δ
ξ. In particular, eω
γ+1
enumerates the fixpoints of eω
γ
.
This has some consequences which will prove to be very useful to us:
Lemma 4.4. If Λ = α+ ωβ is a limit ordinal and ξ is any ordinal, then there
exists λ < Λ such that ℓϑξ = eω
β
ℓΛξ for all ϑ ∈ [λ,Λ).
Proof. Since ℓϑξ is non-increasing on ϑ, there must be some λ < Λ such that
ℓϑξ = ℓλξ for all ϑ ∈ [λ,Λ); clearly we may pick λ > α. Observe then that for
all δ < β we have that
ℓω
δ
ℓλξ = ℓλ+ω
δ
ξ = ℓλξ,
so that by Lemma 4.2, ℓλξ ≥ eω
δ
ℓλξ; since eω
δ
is normal this means that
ℓλξ = eω
δ
ℓλξ. By Lemma 4.3 we have that ℓλξ = eω
β
η for some η > 0, and
applying ℓω
β
on both sides we obtain
ℓΛξ = ℓλ+ω
β
ξ = ℓω
β
ℓλξ = η.
Thus for ϑ ∈ [λ,Λ) we have that
ℓϑξ = ℓλξ = eω
β
η = eω
β
ℓΛξ,
as needed.
Lemma 4.5. Suppose that for ordinals ϑ, γ and additively indecomposable Λ
we have that ϑ ∈ (eΛγ, eΛ(γ + 1)).
Then, there exists λ < Λ such that ℓλϑ ≤ eΛγ.
Proof. By Lemma 4.4 we have that ℓλϑ = eΛℓΛϑ for some λ < Λ. Since ℓλϑ ≤
ϑ < eΛ(γ+1) and eΛ is normal, we must have ℓΛϑ ≤ γ and thus ℓλϑ ≤ eΛγ.
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To conclude this section, let us discuss simple functions. We will often be
faced with families of inequalities of the form {ℓαnξ > βn}n<N , and need to
describe the ordinals ξ satisfying such constraints. Simple functions will be
used to gather such inequalities into a single object. They will play a crucial
role throughout the paper, as they provide a convenient, flexible tool for solving
many of the problems that will arise later.
Definition 4.3. A simple function is a partial function s : Λ 99K Θ with finite
domain, where Θ,Λ are ordinals. We denote the domain of s by dom(s).
If r, s are simple functions, we define r ⊔ s to be the simple function with
domain dom(r) ∪ dom(s) given by
r ⊔ s(λ) =

r(λ) if λ ∈ dom(r) \ dom(s),
s(λ) if λ ∈ dom(s) \ dom(r),
max{r(λ), s(λ)} if λ ∈ dom(r) ∩ dom(s).
We write s ⊑ α if for λ = max(dom(s)) we have that s(λ) ≤ ℓλα and for
all ξ ∈ dom(s) \ {λ}, s(ξ) < ℓξα. If moreover s(λ) < ℓλα, we instead write
s ⊏ α. If dom(s) = ∅, we also set s ⊑ α and s ⊏ α for all α. Given a simple
function s, we define ⌈s⌉ to be the least ordinal σ such that s ⊑ σ. Note that if
dom(s) = ∅, then ⌈s⌉ = 0.
The following lemma originally appeared in [9] in a different presentation.
Lemma 4.6. Let r be a simple function with non-empty domain and λ =
max(dom(r)).
Then,
1. the ordinal ⌈r⌉ is defined and ℓλ⌈r⌉ = r(λ), and
2. whenever r ⊑ α and ξ ≤ λ, we have that ℓξ⌈r⌉ ≤ ℓξα.
Proof. It will be convenient for our proof to define dom+(r) = {0} ∪ dom(r).
We will proceed to construct an ordinal ϑ such that r ⊑ ϑ and Claims 1, 2 hold.
Let us use #S to denote the cardinality of the set S and work by induction on
#dom+(r). The base case, where dom+(r) = {0}, is trivial, as r ⊑ ϑ becomes
r(0) ≤ ϑ, and clearly ϑ = r(0) satisfies the required properties.
For the inductive step, let η = min(dom+(r) \ {0}) and consider r˜ given by
r˜(ξ) = r(η + ξ) whenever the latter is defined, so that r˜ is just r ‘shifted’ by η.
By induction hypothesis ϑ˜ = ⌈r˜⌉ is defined and satisfies both claims.
To find ϑ = ⌈r⌉, define γ = 0 if 0 6∈ dom(r) and γ = r(0) + 1 otherwise, and
set ϑ = γ + eηϑ˜. Let us begin by showing that r ⊑ ϑ. First note that r(0) < ϑ
in the case that 0 ∈ dom(r). Meanwhile, for ξ ∈ (0, λ) ∩ dom(r) we have that
r(ξ) = r˜(−η + ξ) < ℓ−η+ξϑ˜ = ℓξeηϑ˜ = ℓξ(γ + eηϑ˜) = ℓξϑ.
A similar argument shows that ℓλϑ = r(λ) for λ = max(dom(r)), thus estab-
lishing that r ⊑ ϑ.
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It remains to check that if r ⊑ α, then Claim 2 is satisfied by ϑ. If ϑ˜ = 0
then this is obvious, for if 0 6∈ dom(r) then ϑ = eηϑ˜ = 0, and if 0 ∈ dom(r) then
ϑ = r(0) + 1 and therefore ℓ0ϑ = r(0) + 1 ≤ α, whereas for ξ > 0 we have that
ℓξϑ = 0 ≤ ℓξα. Hence we may assume ϑ˜ > 0.
Pick ξ ≤ max(dom(r)). If ξ ≥ η, observe that r˜ ⊑ ℓη(α) and thus, by our
induction hypothesis,
ℓξϑ = ℓ−η+ξℓηϑ = ℓ−η+ξϑ˜ ≤ ℓ−η+ξℓηα = ℓξα.
If ξ ∈ (0, η), then ℓ−ξ+ηℓξα = ℓηα ≥ ϑ˜. It follows by Lemma 4.2 that
ℓξα ≥ e−ξ+ηϑ˜. But then, as we are assuming ϑ˜ > 0 we obtain that
ℓξϑ = ℓξ(γ + eηϑ˜) = ℓξeηϑ˜ = e−ξ+ηϑ˜,
and thus ℓξϑ ≤ ℓξα.
Finally, we must see that ϑ ≤ α. Since r ⊑ α, we have α = γ + δ for some
δ ≥ 0; but from the assumption that ϑ˜ > 0 we have that ℓηα > 0 and thus we
must have δ > 0 (for ℓηγ = 0). Now, ℓηδ = ℓηα ≥ ϑ˜, so once again by Lemma
4.2 we obtain δ ≥ eηϑ˜ and thus α ≥ γ + eηϑ˜ = ϑ.
Thus we may set ⌈r⌉ = ϑ and obtain all the desired properties.
As a variant, we may be interested in the least ϑ such that r ⊏ ϑ. We may
construct it as follows: let r′ be equal to r except that, for λ = max(dom(r)),
we set r′(λ) = r(λ) + 1. Then, it is straightforward to check that ⌈r′⌉ is the
least ordinal ϑ such that r ⊏ ϑ.
Example 4.3. Consider the simple sequence with r(0) = ε0, r(ω) = ω
2, r(ω +
1) = 2, and undefined elsewhere. Let us compute ϑ = ⌈r⌉.
Since ω + 1 is the greatest element of dom(r) we must have ℓω+1ϑ = 2, and
hence ℓωϑ is of the form α+ ω2. Now, we cannot take α = 0, or else we would
not have ℓωϑ > r(ω) = ω2, and the least value of α we could take to obtain a
strictly larger value is ω2. Thus ℓωϑ = ω2 + ω2.
In view of Lemma 4.2, the least value of ϑ that satisfies this is eω(ω2 +ω2).
Moreover, we already have eω(ω2 + ω2) > eω1 = ε0 = r(0). Thus we may set
ϑ = eω(ω2 + ω2) = εω2+ω2 , and we have that ⌈r⌉ = εω2+ω2 .
5 Ranks and d-maps
In this section we shall consider some fundamental concepts in the study of
scattered spaces. We omit the proofs of those results which may already be
found in [5].
Given a topological space 〈X, T 〉, we may iterate the corresponding derived
set operator d : P(X)→ P(X) via the following recursion:
1. d0A = A
2. dξ+1A = ddξA for all ξ ∈ On
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3. dλA =
⋂
ξ<λ
dξA for λ ∈ Lim.
If X is scattered and dξA 6= ∅, then dξA contains an isolated point x and thus
x 6∈ ddξA = dξ+1A. In particular, dξX ) dξ+1X provided dξX 6= ∅.
Thus if #ξ > #X (recall that we use # to denote cardinality), dξX = ∅,
which means that for any point x ∈ X there is some ordinal such that x 6∈ dξX .
This motivates our following definition:
Definition 5.1 (Rank). If X = 〈X, T 〉 is a scattered space and x ∈ X, we define
the rank of x, denoted ρ(x), to be the least ordinal α such that x 6∈ dα+1X.
We define ρ(X) = supx∈X(ρ(x) + 1). This is the Cantor-Bendixon rank of
X.
Many times it will turn out that ranks are not too difficult to compute; the
following lemma gives an example of this.
Lemma 5.1. Given an ordinal Θ, let ρ0 be the rank function on Θ0 and ρ1 the
rank function on Θ1.
Then, for all ξ < Θ, ρ0(ξ) = ξ while ρ1(ξ) = ℓξ.
These equalities have already appeared in [5], and it is an instructive excer-
cise to prove them directly (by induction on ξ). However, we shall not provide
such a proof, as they are instances of the more general Corollary 6.1 that we
will give later.
Example 5.1. Let X be [0, ωω] with the interval topology. Then, every ordinal
that is either zero or a successor is isolated; {0} is open as is {ξ+1} = (ξ, ξ+2)
for all ξ. Meanwhile, limit ordinals are not isolated; for example, any neigh-
borhood of ω contains an interval (N,ω + 1) and hence a point N + 1 6= ω. It
follows that d[0, ωω] is the set of limit ordinals below ωω + 1.
Now, ω is isolated in d[0, ωω] since we have removed all natural numbers, so
that, for example, (0, ω + 1) ∩ d[0, ωω] = {ω}. The same situation occurs for
any ordinal of the form γ + ω. However, ω2 is not isolated in d[0, ωω], as any
neighborhood of ω2 contains all elements of the form ω ·N for N large enough.
More generally, no ordinal of the form γ + ωn is isolated in d[0, ωω] = {ω} if
n ≥ 2, and d2[0, ωω] is the set of all ordinals ξ below ωω + 1 such that ℓξ ≥ 2.
This analysis could be carried further to see that dn[0, ωω] contains exactly
those elements ξ with ℓξ ≥ n. It follows that dω[0, ωω] = {ωω}, and thus ωω
is isolated in dω[0, ωω], which means that it does not belong to dω+1[0, ωω] and
ρωω = ω. We conclude that ρ(X) = ω + 1.
As the derived set operator is central to the semantics of GLPΛ, we need
to focus on those operators that preserve it. Of course, d is homeomorphism-
invariant, but this class of maps is too restrictive. Meanwhile, if f is merely
continuous and open, it is not generally the case that df = d. As a simple
counterexample, consider the ordinals 1 and ω + 1 equipped with the interval
topology, and let f : ω + 1 → 1 be the map that is identically zero. Of course,
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this is the only function between the two spaces. Further, it is easily checked to
be continuous and open, yet d(ω + 1) = {ω} while d1 = ∅.
To this end, we need to consider d-maps. Recall that a space is discrete
if every subset is open. If X and Y = 〈Y,S〉 are topological spaces, a map3
f : X→ Y is pointwise discrete if f−1(y) is discrete for all y ∈ Y .
Definition 5.2 (d-map). Given topological spaces X = 〈X, T 〉 and Y = 〈Y,S〉,
a d-map from X to Y is a function f : X → Y which is continuous, open, and
pointwise discrete.
The property of being pointwise discrete is equivalent to the apparently
stronger condition that f−1A is discrete whenever A is (see [5]). With this
observation one readily obtains the following:
Lemma 5.2. The composition of d-maps is a d-map.
As an important example, the rank function itself is a d-map, even a “canon-
ical” d-map in a certain sense:
Lemma 5.3. Given a scattered space X, the rank function ρ : X → ρ(X)0 is a
d-map. Moreover, if f : X→ Θ0 is a d-map, it follows that f = ρ.
Proof. See [5, Lemma 3.3].
Thus Θ0 may be seen as a final object in the category of scattered spaces with
Cantor-Bendixon rank at most Θ and d-maps as morphisms. One immediate
consequence is that d-maps are rank-preserving. To be precise, if X,Y are
scattered spaces with rank-functions ρX, ρY and f : X → Y, we say f is rank-
preserving if ρX = ρYf .
Lemma 5.4. If X,Y are scattered spaces and f : X→ Y is a d-map, then f is
rank-preserving.
Proof. Let ρX and ρY be the respective rank functions. The maps ρYf : X →
ρY(Y) and ρX : X→ ρX(X) are both d-maps by Lemmas 5.2 and 5.3, hence also
by Lemma 5.3, they must be equal.
Lemma 5.5. Given a scattered space 〈X, T 〉 with rank function ρ and x ∈ X,
we have that if V is any neighborhood of x, then ρ(V \ {x}) ⊇ [0, ρ(x)).
Moreover, there is a neighborhood U of x with ρ(U \ {x}) = [0, ρ(x)).
Proof. By Lemma 5.3, ρ is a d-map, hence continuous and open. It follows that
if V is any neighborhood of x, then ρ(V ) is a neighborhood of ρx, i.e. an initial
segment containing [0, ρx]. It follows that [0, ρx) ⊆ ρ(V \ {x}).
Now, since x is isolated in dρ(x)X , there must be a neighborhood U of x
such that U ∩ dρ(x)X = {x}, and hence ρ(U \ {x}) ⊆ [0, ρx). By the previous
claim, we in fact get ρ(U \ {x}) = [0, ρx), as desired.
3We write f : X→ Y instead of f : X → Y when the specific topologies are relevant.
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The next result shows that it is particularly easy to compute the limit points
of sets that are rank-determined; that is, sets such that whenever x ∈ A and
ρ(x) = ρ(y), then y ∈ A.
Lemma 5.6. If X = 〈X, T 〉 is a scattered space with rank function ρ and S a
set of ordinals then dρ−1S is the set of all x ∈ X such that ρx > minS.
Proof. This is a direct consequence of Lemma 5.5. Indeed, if ρx ≤ minS then
there is a neighborhood U of x such that ρ(U \ {x}) = [0, ρ(x)), and hence
x 6∈ dρ−1S; meanwhile, if ρ(x) > minS, then given a neighborhood U of x we
have, once again by Lemma 5.5, that ρ(U \{x}) ⊇ [0, ρx), hence it must contain
minS. We conclude that U \ {x} contains a point in ρ−1S different from x, and
since U is arbitrary, x ∈ dρ−1S.
There is one more extension of a scattered topology that will be useful to
consider.
Definition 5.3. Given a topological space X = 〈X, T 〉, let T˙ be the topology
generated by T and all sets of the form dξ+1X such that ξ ∈ On. Then, define
X˙ = 〈X, T˙ 〉.
The following claim is a modification of a result in [5]:
Lemma 5.7. If X,Y are scattered spaces and f : X → Y is a d-map then
f : X˙→ Y˙ is also a d-map.
Proof. Let X = 〈X, T 〉 and Y = 〈Y,S〉. Obviously f is pointwise discrete as a
map from X˙ to Y˙. Let us show that f : X˙ → Y˙ is continuous. Suppose that
V ∩ dζ+1Y is an S˙-open set. Since f is rank-preserving by Lemma 5.4, we have
that f−1dζ+1Y = dζ+1X , and thus f−1(V ∩ dζ+1X) = f−1(V ) ∩ dζ+1X , which
is T˙ -open.
The argument that f : X˙ → Y˙ is open is very similar. Let U ∩ dξ+1X
be a T˙ -open set. Once again, we have that f−1dξ+1Y = dξ+1X , and thus
f(U ∩ dξ+1X) = f(U) ∩ dξ+1Y , which is S˙-open.
The above result will be useful in extending constructions to successor modal-
ities. We will also need the following lemma in order to deal with limit modali-
ties:
Lemma 5.8. Let X = 〈X, ~T 〉 and Y = 〈Y, ~S〉 be λ-polytopologies such that both
~T and ~S are increasing.
If λ ∈ Lim and f : Xξ → Yξ is a d-map for all ξ < λ then
f :
〈
X,
⊔
ξ<λ
Tξ
〉
→
〈
Y,
⊔
ξ<λ
Sξ
〉
is a d-map.
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Proof. Let Tλ =
⊔
ξ<λ Tξ and Sλ =
⊔
ξ<λ Sξ. It is obvious that f is pointwise
discrete as f−1(y) is already 0-discrete in T0 and thus also λ-discrete4.
To check that f is open, suppose that U ⊆ X is open in Tλ, so that U =⋃
λ<Λ Uλ. Then, f(U) =
⋃
λ<Λ f(Uλ), which is open in Sλ as it is a union of open
sets. Similarly, if V ∈ Sλ and V =
⋃
λ<Λ Vλ then f
−1(V ) =
⋃
λ<Λ f
−1(Vλ) ∈ Tλ
and f is continuous.
6 Icard ambiances
In this section we shall discuss Icard topologies, originally introduced in [12] for
GLPω and generalized to arbitrary GLPΛ in [9].
Let I0 be the initial segment topology, and for 0 < λ < Λ define a topology
Iλ on Θ by setting, for λ < Λ, Iλ to be the topology generated by sets of the
form
(α, β]ξ =
{
ϑ : α < ℓξϑ ≤ β
}
or of the form
[0, β]ξ =
{
ϑ : ℓξϑ ≤ β
}
for some α < β ≤ Θ and ξ < λ. For uniformity, we may write [0, β]ξ as (−1, β]ξ,
and thus we may assume all intervals to be open on the left.
We will call the resulting polytopological space IcΘΛ . We will denote the
derived-set operator with respect to Iλ by iλ and the ordinal Θ equipped with
Iλ by Θλ; note that there is no clash in notation in the cases λ = 0, 1 as the Icard
topologies coincide with the initial segment and interval topologies, respectively.
When we need to be more specific, we will write IΘΛ or i
Θ
Λ to indicate that the
underlying set is Θ.
Recall that if r is a simple function and α is an ordinal, we write r ⊏ α if
r(ξ) < ℓξα for all ξ ∈ dom(r) and r(λ) ≤ ℓλα. If r is a simple function such
that r ⊏ α, then we can associate an Icard-neighborhood of α to r. Namely,
define
Br(α) =
⋂
ξ∈dom(r)
(r(ξ), ℓξα]ξ.
Note that if λ > max(dom(r)), then Br(α) is λ-open. This will give us a useful
way to describe “small” neighborhoods of α. To be precise, given a topological
space 〈X, T 〉 and x ∈ X , say a family of open sets N is a neighborhood base for
x if x ∈ U for all U ∈ N and, given any neighborhood V of x, there is V ′ ∈ N
with V ′ ⊆ V .
Lemma 6.1. If Θ is any ordinal and ξ < Θ is any ordinal such that ℓλξ > 0,
then the sets of the form Br(ξ) with dom(r) ⊆ λ form a neighborhood base for
ξ.
4We often index topological properties by the topology they refer to, i.e. 0-discrete means
discrete in T0.
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Proof. Every neighborhood of ξ contains a set of the form V =
⋂
k<K(αk, βk)σk
with ξ ∈ V and all σk < λ. Since ℓλξ > 0, so is ℓσkξ for all k and we may assume
that all αk are different from −1. We may also assume that all σk are distinct,
for if σj = σk we have that (αj , βj)σj ∩(αk, βk)σk = (max{αj, αk},min{βj, βk}).
Thus we may define r by r(σk) = αk, with r(ζ) undefined elsewhere. Clearly,
Br(ξ) ⊆ V .
It is well-known that Icard spaces are not models of GLP, but as we shall
see Icard ambiances are:
Definition 6.1 (Icard ambiance). An Icard ambiance is a provability ambiance
X based on an Icard space.
Icard ambiances are rather nice to work with, since the topologies are all
easy to describe. We will also use shifted Icard ambiances, based on 〈I1+λ〉λ<Λ;
these are important as GLP1 is incomplete for the initial segment topology. We
will denote the shifted Λ-Icard space on Θ by Îc
Θ
Λ .
The following useful property is a slight modification of a result from [9]:
Lemma 6.2. Given ξ ≤ Θ and λ < Λ, there is an Iλ-neighborhood U of ξ such
that whenever ξ 6= ζ ∈ U , ℓλζ < ℓλξ.
Proof. By induction on λ.
First assume that there is η < λ with ℓηξ = 0. By induction there is an
η-neighborhood U of ξ such that for all ζ ∈ U different from ξ, ℓηζ < ℓηξ, which
clearly imples that U = {ξ}. Since U is also a λ-neighborhood of ξ, the result
follows.
Now suppose that ℓηξ > 0 whenever η < λ and consider two subcases. If
λ = α+ 1, we have by induction hypothesis that there is an α-neighborhood V
of ξ such that whenever ζ 6= ξ in V we have ℓαζ < ℓαξ. Write ℓαξ as η + ωβ
and consider the λ-neighborhood U = V ∩ (η, ℓαξ]α. If β = 0, then U = {ξ},
for any other point ζ ∈ V satisfies ℓαζ ≤ η and thus does not belong to U . If
β > 0, then ωβ = eβ. Suppose that ζ 6= ξ belongs to U . We have that ζ = η+ δ
for some δ ∈ (0, ωβ] while from ζ ∈ V we obtain δ < ωβ = eβ. We then have
by Lemma 4.2 that ℓδ < β and thus ℓλζ = ℓδ < β = ℓλξ.
Finally, if λ is a limit ordinal, use Lemma 4.4 to find α < λ and ρ > 0 such
that ℓαξ = eω
ρ
ℓλξ. By induction hypothesis, there is an α-neighborhood U of
ξ such that whenever ζ 6= ξ in U we have ℓαζ < ℓαξ. Then, U already satisfies
the desired properties; for indeed, since ℓαζ < ℓαξ = eω
ρ
ℓλξ we also have, by
Lemma 4.2, that ℓλζ = ℓα+ω
ρ
ζ = ℓω
ρ
ℓαζ < ℓλξ.
Constructing d-maps between Icard spaces will be crucial. Fortunately, hy-
perlogarithms already provide important examples. For simplicity, we shall
henceforth write ℓ−ξ instead of (ℓξ)−1.
Lemma 6.3. If Θ, ξ, ζ are ordinals, then ℓξ : Θξ+ζ → Θζ is a d-map.
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Proof. That ℓξ is pointwise discrete is an immediate consequence of Lemma 6.2,
so it remains to show that the maps are open and continuous.
Let us first consider the case when ζ = 0. Let [0, β]0 be a 0-open set and
ϑ ∈ ℓ−ξ[0, β]0. Once again use Lemma 6.2 to find a ξ-neighborhood U of ϑ such
that for all η ∈ U , ℓξη ≤ β. But then, U ⊆ ℓ−ξ[0, β]0, and since all parameters
were arbitrary we conclude that ℓξ : Θξ → Θ0 is continuous.
To see that it is open, let U =
⋂
n≤N (αn, βn]δn be ξ-open and suppose that
ϑ ∈ U . We claim that [0, ℓξϑ] ⊆ ℓξU . To see this, pick η ≤ ℓξϑ. Define a simple
function r with r(δn) = αn and r(ξ) = η. Then, by Lemma 4.6, ℓ
ξ⌈r⌉ = η while
for all n ≤ N ,
αn < ℓ
δn⌈r⌉ ≤ ℓδnϑ ≤ βn.
Thus ⌈r⌉ ∈ U , so that η ∈ ℓξU . Since η was arbitrary, we conclude that
[0, ℓξϑ]0 ⊆ ℓξU , and thus ℓξ : Θξ → Θ0 is open, as claimed.
Now we must consider ζ > 1. To see that ℓξ : Θξ+ζ → Θξ is continuous,
note that if δ < ζ, ℓξγ ∈ (α, β)δ if and only if ℓδℓξγ = ℓξ+δγ ∈ (α, β), that is,
ℓ−ξ(α, β)δ = (α, β)ξ+δ , which is (ξ + ζ)-open.
Next, let us check that it is open. Suppose that γ ∈ U =
⋂
n<N (αn, β)δn
where δn < δn+1 < ξ+ ζ and suppose that J ≤ N is the largest index such that
δn < ξ for all n < J . Consider the ζ-neighborhood
V = [0, ℓξγ]0 ∩
⋂
J≤n<N
(αn, ℓ
δnγ]−ξ+δn
of ℓξγ and choose η ∈ V . Define a simple function s by s(δn) = αn for n < J and
s(ξ) = η, and undefined otherwise. By Lemma 4.6 we know that αn < ⌈s⌉ ≤
ℓδnγ for all n < J , while ℓξ⌈s⌉ = η and for n ≥ J , ℓδn⌈s⌉ = ℓ−ξ+δnη ∈ (αn, βn].
It follows that ⌈s⌉ ∈ U and ℓξ⌈s⌉ = η, so that η ∈ ℓξU , as claimed.
An important corollary of this is the following:
Corollary 6.1. If ρξ denotes the rank with respect to Iξ, then ρξ = ℓξ.
Proof. Immediate from Lemma 6.3 with ζ = 0 and Lemma 5.3.
With this we may also obtain another useful characterization of Icard topolo-
gies from [6]:
Lemma 6.4. Given ordinals Θ, ξ,
1. If ξ = ζ + 1 then Iξ = I˙ζ ,
2. if ξ ∈ Lim then Iξ =
⊔
ζ<ξ Iζ .
Proof. The second claim is immediate from the definitions, so we shall check
only the first.
Here we note that Iξ is obtained from Iζ by adding sets of the form (α, β]ξ
as opens. In view of Lemma 6.2 we know that [0, β]ξ is always ζ-open, so it
suffices to prove that (α,Θ)ζ is I˙ζ-open as well. But this follows from Corollary
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6.1, as for all δ we have that ρζδ = ℓ
ζδ and hence δ ∈ [α,Θ)ζ if and only if
ρζδ ≥ α, i.e. if δ ∈ iαζ [0,Θ). We conclude that (α,Θ)ζ = i
α+1
ζ [0,Θ), which by
definition is an element of I˙ζ .
This gives us one further result:
Lemma 6.5. If Θ,Ξ are ordinals and f : Θα → Ξβ is a d-map then for all γ,
f : Θα+γ → Ξβ+γ is a d-map.
Proof. By a simple induction on γ. For successor γ we use Lemma 6.4 together
with Lemma 5.7; for limit γ we use Lemma 5.8.
7 The simple ambiance
It will be convenient to focus on a specific ambiance to get a feel for how these
may be constructed. The simple ambiance we shall present here is not entirely
central to our completeness proof since GLP is not complete for the class of sim-
ple ambiances, but simple sets nevertheless provide the appropriate semantics
for the closed fragment GLP0Λ of GLPΛ, where propositional variables may not
occur (only ⊤).
It turns out that a set is simple if and only if it is definable by a closed
formula; we will prove one implication later. With this equivalence in mind, the
set of valid formulas of LΛ over the class of simple ambiances is equal to the set
of validities over the closed-fragment definable sets. This logic is described in
[13, 16] and extends GLPΛ by the axioms for linear frames.
Definition 7.1. A set S ⊆ Θ is simple if there exist natural numbers N,M and
ordinals αnm, βnm, σnm (with αnm possibly equal to −1) such that
S =
⋃
n<N
⋂
m<M
(αnm, βnm]σnm .
If all σnm ≤ λ, we say S is λ-simple.
It is an easy observation that all λ-simple sets are λ-open.
Lemma 7.1. If S, T are simple sets, then Θ \ S, S ∩ T , S ∪ T and iλS are
simple sets; further, iλS is (λ + 1)-open.
Proof. We focus on showing that iλS is (λ + 1)-simple as the other properties
use standard Boolean algebra manipulations.
Note that
iλ
⋃
n<N
⋂
m<M
(αnm, βnm]σnm =
⋃
n<N
iλ
⋂
m<M
(αnm, βnm]σnm ,
so our claim will be established if we prove that iλ
⋂
k<K(αk, βk]σk is always
(λ+ 1)-simple.
19
Thus we suppose that
S =
⋂
k≤K
(αk, βk]σk .
Assume that S 6= ∅, since otherwise the claim is trivial given that iλ∅ = ∅,
which is (λ+1)-simple, and let δ ∈ S. Assume also that the σk’s are in increasing
order and letH be the largest index such that σH < λ. Let r be a simple function
defined by r(σk) = αk for all k < K, r(σK ) = αK + 1 and let α∗ = ℓ
λ⌈r⌉.
We claim that
iλ
⋂
k≤K
(αk, βk]σk = (α∗,Θ)λ ∩
⋂
k≤H
(αk, βk]σk .
Let us begin by showing that the right-hand side is contained in the left. Let
ξ ∈ (α∗,Θ)λ ∩
⋂
k≤H(αk, βk]σk and pick any λ-neighborhood U of ξ; in view of
Lemma 6.1, we may assume U is of the form Bt(ξ) for some simple function t
with dom(t) ⊆ λ. Let r′ be a simple function which is equal to r on all ξ < λ,
but r′(λ) = α∗ and r
′ is undefined otherwise. Then define s = t ⊔ r′; we claim
that ζ = ⌈s⌉ ∈ Bt(ξ) ∩ S.
First note that, by Lemma 4.6, ζ ∈ Bt(ξ). Further, also using Lemma 4.6,
αk < ℓ
σkζ ≤ ℓσkξ ≤ βk
for all k ≤ H , and ℓλζ = α∗ so that for k > H we see that
αi < ℓ
σk⌈r⌉ = ℓσkζ ≤ ℓσkδ ≤ βi,
and ζ ∈ S.
Finally, note that ℓλζ = α∗ < ℓ
λξ, and therefore ζ 6= ξ. Since Bt(ξ) was
arbitrary, we conclude that ξ ∈ iλS.
Now let us show that the left-hand side is contained in the right-hand side.
To do this, pick ξ ∈ iλS. For each k ≤ H , it is easy to see that ξ ∈ (αk, βk]σk ;
otherwise, [0, αk]σk ∪(βk,Θ)σk is a λ-neighborhood of ξ which does not intersect
S. Meanwhile, if ℓλξ ≤ α∗, by Lemma 6.2, there is a λ-neighborhood V of ξ
such that if ζ 6= ξ is contained in V , then ℓλζ < ℓλξ. But by Lemma 4.6, if
r ⊏ ζ then ℓλζ ≥ α∗, which means that V ∩ (S \ {ξ}) = ∅.
With this we may prove the following:
Theorem 7.1. Every simple ambiance is an Icard ambiance and thus GLPΛ is
sound for the class of simple Λ-ambiances.
Proof. Icard polytopologies are clearly scattered and increasing, and simple sets
form a provability ambiance due to Lemma 7.1.
We conclude by mentioning a result relating simple sets to closed formulas.
The converse claim is also true, i.e. that every simple set may be defined by a
closed formula, but we shall not go into details here.
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Lemma 7.2. Given a closed formula φ and an Icard ambiance X on an ordinal
Θ with valuation J·K, JφK is a simple set.
Proof. By induction on the build of φ using Lemma 7.1 and the fact that J⊤K =
(−1,Θ)0 is simple.
8 Beklemishev-Gabelaia spaces
One key observation when constructing GLP-spaces is that the operation ·+ is
not monotone. Thus it is possible that T + is discrete yet for some suitable
refinement T ′ of T , (T ′)+ is not. In this case, it will be useful to pass to such
an extension. This idea is central to the completeness proof of [5].
It remains to define what refinements are ‘suitable’; these are given by the
following definition.
Definition 8.1 (rank-preserving, limit-maximal refinement). Let T ⊆ T ′ be two
topologies on a set X. Assume 〈X, T 〉 is scattered (so that 〈X, T ′〉 is scattered
as well). Let ρ, ρ′ be the respective rank functions.
Then, T ′ is a
1. rank-preserving refinement of T if ρ = ρ′;
2. limit-refinement of T if it is a rank-preserving refinement and, whenever
ρ(ξ) 6∈ Lim and U is any T ′-neighborhood of ξ, there is a T -neighborhood
V of ξ such that V ⊆ U ;
3. limit-maximal refinement of T if there is no limit-refinement T ′′ of T such
that T ′ ( T ′′.
Limit-maximal refinements are very useful for constructing GLP-spaces. The
following results are proven in [5] and are crucial in the construction. Recall
that given X = 〈X, T 〉, T˙ is the topology generated by T and all sets of the
form dξ+1X .
Lemma 8.1. Let X,Y be scattered spaces. Then,
1. There exists a limit-maximal refinement of X.
2. If X is limit-maximal then X+ = X˙.
3. If f : X → Y is a d-map, Y is limit-maximal and X′ is a limit-maximal
refinement of X, then f : X′ → Y is also a d-map.
4. If f : X→ Y is a d-map and Y′ is a limit-maximal refinement of Y then
there is a limit-maximal refinement X′ of X such that f : X′ → Y′ is also
a d-map.
Proof. These claims are all proven in [5], where Item 1 is Lemma 4.4, Item 2 is
Lemma 5.1, Item 3 is Lemma 4.6 and Item 4 Lemma 4.7.
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With this we have all the tools we need to construct Beklemishev-Gabelaia
spaces. Below, we use T −ξ in the sense of Definition 3.5.
Definition 8.2. Let Θ be an ordinal.
A polytopology 〈Tξ〉ξ<Λ on Θ is a Beklemishev-Gabelaia space (BG-space)
if T0 is a limit-maximal refinement of the interval topology and for all ξ, Tξ is
a limit-maximal refinement of T −ξ .
There is a close relationship between BG and Icard spaces:
Lemma 8.2. If X is a Λ-BG space with topologies ~T then for all λ < Λ, Tλ is
a rank-preserving refinement of I1+λ.
Proof. Suppose that X is based on an ordinal Θ. Let ρλ be the rank-function
with respect to Tλ; in view of Theorem 6.1, the rank with respect to I1+λ is
ℓ1+λ. We proceed to prove that ρλ = ℓ
1+λ by induction on λ, with the base
case λ = 0 being immediate from the definitions and Lemma 5.1. For λ = ξ+1,
we use Lemma 8.1.2 to see that X+ξ = X˙ξ, and hence Tλ is rank-preserving over
T˙ξ, so we may compute ranks over T˙ξ instead of Tλ.
By induction hypothesis, Tξ is a rank-preserving refinement of I1+ξ. Since
we also have I1+λ = I˙1+ξ, it readily follows that Tλ is a refinement of I1+λ. We
use a second induction on ϑ to show that ρλϑ = ℓ
1+λϑ for ϑ < Θ; that is, assume
that if ϑ′ < ϑ then ρλϑ
′ = ℓ1+λϑ′. Use Lemma 5.5 to find a T˙λ-neighborhood
U ⊆ [0, ϑ] of ϑ with ρλ(U) = [0, ρλϑ), so that U = V ∩ (α, ℓ1+ξϑ]1+ξ for some
V ∈ Tξ and α < Θ. Let δ < ℓ1+λϑ. Then, there is γ ∈ (α, ℓ1+ξϑ] with ℓγ = δ,
since ℓ maps intervals to initial segments.
But γ < ℓ1+ξϑ and since by induction hypothesis Tξ is rank-preserving over
I1+ξ, there is η ∈ V with ρξη = ℓ
1+ξη = γ. It follows that η ∈ U and,
by induction on η < ϑ, ρλη = ℓ
1+λη. Since ρλ(U) = [0, ρλϑ) we have that
ρλϑ > ρλη
IH
= δ. Since δ < ℓ1+λϑ was arbitrary, we conclude that ρλϑ ≥ ℓ1+λϑ.
The inequality ρλϑ ≤ ℓ1+λϑ follows from the fact that Tλ refines I1+λ, and
hence the two are equal.
If λ is a limit ordinal, first note that 1 + λ = λ, which will simplify some
expressions. We have that Iλ =
⊔
ξ<λ Iξ whereas Tλ ⊇ T
−
λ =
⊔
ξ<λ Tξ, so by
induction Tλ is a refinement of Iλ. It remains to show that it is rank-preserving.
Observe that Tλ is rank-preserving over T
−
λ =
⊔
ξ<λ Tξ, so it suffices to
compute ranks over T −λ . Pick any basic T
−
λ -neighborhood U of ϑ, so that
U ∈ Tξ for some ξ < λ, and δ < ℓλϑ. We may assume U ⊆ [0, ϑ]. By induction
on ξ < λ, ρξU ⊇ [0, ℓ1+ξϑ]. From δ < ℓλϑ = ℓ−(1+ξ)+λℓ1+ξϑ and Lemma 4.2
we obtain e−(1+ξ)+λδ < ℓ1+ξϑ and hence there is γ ∈ U with ρξγ = e−(1+ξ)+λδ.
But then, ρλγ ∈ ρλU , and by induction on γ < ϑ we have
ρλγ = ℓ
λγ = ℓ−(1+ξ)+λℓ1+ξγ = ℓ−(1+ξ)+λe−(1+ξ)+λδ = δ.
Since U was arbitrary it follows that ρλϑ ≥ ℓ1+λϑ, and hence the two are
equal.
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Thus the analogue of Theorem 6.1 also holds for BG-spaces, although here
we obtain ρξ = ℓ
1+ξ. In fact, the above result motivates our focusing on rank-
preserving extensions of Icard spaces. Both BG-spaces and shifted Icard am-
biances are examples of regular polytopologies, in the sense of the following
definition:
Definition 8.3 (regular space). A Λ-space X with topologies ~T is regular if for
all λ < Λ, Tλ is a limit-refinement of I1+λ.
It remains to show that BG-spaces actually exist. This can be done via a
non-constructive proof:
Lemma 8.3. Given ordinals Θ,Λ, there exists a BG-space 〈Θ, 〈Tλ〉λ<Λ〉.
Proof. By a straightforward induction on Λ using Lemma 8.1.1 to find a limit-
maximal refinement of T −Λ ; we remark that such a refinement is found using
Zorn’s lemma and hence the resulting space is not given constructively. The
case for Λ = ω was first proven in [5].
Below, a polytopology 〈X, 〈Tλ〉λ<Λ〉 is based on a topological space 〈X, T 〉 if
T0 is a limit-extension of T .
Lemma 8.4. Suppose that Θ is an ordinal, Y a Λ-BG-space and f : Θ1 → Y0
a d-map.
Then, there exists a BG-space X based on Θ1 such that f : Xλ → Yλ is a
d-map for all λ < Λ.
Proof. We proceed by induction on λ, assuming we have constructed Tξ for
ξ < λ. If λ = 0, f : Θ1 → Y0 is a d-map by assumption so by Lemma 8.1.4
there is a limit-maximal extension X0 of Θ1 such that f : X0 → Y0 is a d-map.
If λ = ξ+1 then by Lemma 8.1.2, X+ξ = X˙ξ and Y
+
ξ = Y˙ξ so that by Lemma
5.7, f : X+ξ → Y
+
ξ is a d-map. Then, once again by Lemma 8.1.4, we can extend
X+ξ to a limit-maximal space Xλ making f : Xλ → Yλ a d-map.
Finally, if λ ∈ Lim, we proceed as above, using Lemma 5.8.
BG-spaces and Icard ambiances can sometimes be united into a single struc-
ture. We call these idyllic ambiances:
Definition 8.4 (idyllic ambiance). A shifted Icard Λ-ambiance X = 〈Θ, ~T ,A〉
is idyllic if there is a BG polytopology on X with derived set operators dλ such
that, for all λ < Λ, dλ ↾ A = i1+λ ↾ A.
The purpose of these ambiances is to “kill two birds with one stone”, since
any model based on an idyllic ambiance may be regarded both as an Icard model
and a BG model. It will also be curious to observe that in our completeness
proof, we shall construct BG-models and Icard models with the same valuations.
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9 Reductive maps
A fundamental technique in building models of GLP consists of “pulling back”
valuations from a previously constructed model using well-behaved maps. If
X,Y are scattered polytopologies, J·KY is a valuation on Y and f : X→ Y, then
we may define a new valuation J·KX by setting JpKX = f
−1 JpKY. Specifically, we
want Y to be of the form Ξ1 for some ordinal Ξ, since then we can borrow from
the completeness of GL for the class of ordinals with the interval topology (see
[7]).
This idea is used in [5] to prove the topological completeness of GLPω using
f = ℓ. One can generalize this to arbitrary GLPΛ using hyperlogarithms, but it
does not lead to optimal results; because of this, in this section we broaden our
arsenal of useful functions by introducing reductive maps.
One key property of hyperlogarithms is that they are determined by the lower
hyperlogarithms; if Λ is additively indecomposable and λ < Λ, then ℓΛξ = ℓΛζ
whenever ℓλξ = ℓλζ. To be precise, for functions f : X → Y and g : X →
Z, say f is g-determined if f(x) = f(y) whenever g(x) = g(y); then, it is
straightforward to check that ℓΛ is ℓλ-determined when λ < Λ. This property
will be extremely useful later; in fact, even a weaker, local version will already
turn out to be quite powerful. For this, if f, g are as above and T is a topology
on X , say f is locally g-determined if for every x ∈ X there is a neighborhood U
of x such that f ↾ U is g-determined. If g = ℓλ we will say simply λ-determined
instead of ℓλ-determined.
Definition 9.1. Suppose that Θ,Ξ are ordinals. We say a d-map f : Θ1+Λ → Ξ1
is Λ-reductive if for all λ < 1 + Λ, f is Iλ-locally λ-determined.
In other words, given ϑ < Θ and λ < 1 + Λ, there is a λ-neighborhood U
of ϑ such that if ξ, ζ ∈ U and ℓλξ = ℓλζ, then fξ = fζ. As mentioned above,
reductive maps generalize hyperlogarithms:
Lemma 9.1. Given ordinals Θ and Λ > 0, the hyperlogarithm
ℓΛ : (eΛ+1Θ+ 1)Λ+1 → (Θ + 1)1
is (−1 + Λ + 1)-reductive.
Proof. In view of Lemma 6.3, ℓΛ is a d-map. Moreover, if λ < Λ + 1 we have
that ℓΛ = ℓ−λ+Λℓλ, so indeed given ξ we have that ℓΛ is λ-determined on all of
[0,Θ], which is clearly λ-open.
Thus we have reductive maps when Λ is a successor, but for limit Λ we will
need to look elsewhere. Later in this section we will construct d-maps between
(eΛΘ + 1)Λ and (Θ + 1)1 when Λ ∈ Lim, but first let us discuss some of the
properties of reductive maps.
Reductive maps will be particularly important in the study of idyllic am-
biances. Note that on such ambiances, dλ ↾ A = i1+λ ↾ A must hold only for a
specific BG-topology. But there are sets S such that dλS = i1+λS whenever dλ
is based on any BG-polytopology. We will say such a set S is λ-absolute.
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Definition 9.2. Let Θ be an ordinal. A set A ⊆ Θ is λ-absolute if for every
BG (λ+ 1)-polytopology ~T on Θ we have that dλA = i1+λA.
A very easy example of a λ-absolute set is the empty set, since d∅ = ∅ no
matter what topology d is defined by. Lemma 5.6 gives us a way to construct
more interesting λ-absolute sets, for given any set S we know that ℓ−(1+λ)S is
λ-absolute. More generally, any reductive map gives rise to absolute sets:
Lemma 9.2. If f is Λ-reductive, λ < Λ and A is any set, then f−1A is λ-
absolute.
Proof. Let f : Θ→ Ξ be Λ-reductive, let λ < Λ and let 〈dξ〉ξ<Λ be the derived-
set operators for a BG polytopology ~T on Θ. Note that the rank function for
Tλ is given by ℓ1+λ.
Let ϑ < Θ and pick a I1+λ-neighborhood U of ϑ such that f is (1 + λ)-
determined on U .
Meanwhile, letting B = U ∩ f−1(A) we claim that
B = U ∩ ℓ−(1+λ)ℓ1+λB.
To see the left-to-right inclusion, observe that B ⊆ ℓ−(1+λ)ℓ1+λB and, since
B = U ∩ f−1(A), it follows that B ⊆ U ∩ ℓ−(1+λ)ℓ1+λB.
For the other inclusion, suppose that ξ ∈ U ∩ ℓ−(1+λ)ℓ1+λB. Then, ℓ1+λξ ∈
ℓ1+λB, that is, there is ξ′ ∈ B such that ℓ1+λξ = ℓ1+λξ′. But since we have
that ξ, ξ′ ∈ U and f is (1 + λ)-determined on U , it follows that fξ = fξ′. From
ξ′ ∈ B we obtain fξ′ ∈ A and thus fξ ∈ A, i.e. ξ ∈ U ∩ f−1A = B, as desired.
Moreover, since U is I1+λ-open, we have that it is Tλ-open as well and thus
dλB = U ∩ dλℓ
−(1+λ)ℓ1+λB,
and similarly
i1+λB = U ∩ i1+λℓ
−(1+λ)ℓ1+λB.
Since ℓ1+λ is the rank both on Tλ and I1+λ, by Lemma 5.6 we see that
dλℓ
−(1+λ)ℓ1+λB = i1+λℓ
−(1+λ)ℓ1+λB
= {ϑ ≤ Θ : ℓ1+λϑ > min ℓ1+λB},
from which we obtain that ϑ ∈ dλ(U∩f−1(A)) if and only if ℓ1+λϑ > min ℓ1+λB
if and only if ϑ ∈ i1+λ(U∩f−1(A)). Since ϑ was arbitrary, dλf−1A = i1+λf−1A,
as claimed.
Another nice property of reductive maps is that they behave well with respect
to extensions of limit topologies:
Lemma 9.3. Suppose that that Θ,Ξ and Λ are ordinals with Λ ∈ Lim, f :
(Θ+1)Λ → (Ξ+1)1 is a Λ-reductive map and 〈Tλ〉λ≤Λ is a regular polytopology
on Θ+1 with TΛ =
⊔
λ<Λ Tλ. Let X = 〈Θ+1,
~T 〉 be the resulting (Λ+1)-space.
Then, f : XΛ → Ξ1 is a d-map.
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Proof. Clearly f is continuous and pointwise discrete, so let us check that it
is open. Suppose that U is a TΛ-neighborhood of a point ϑ < Θ, so that it
is a Tλ-neighborhood of ϑ for some λ < Λ. Pick an IΛ-neighborhood D of ϑ
such that f is ℓ1+λ-determined on D and ℓ1+λ(D \ {ϑ}) = [0, ℓ1+λϑ); the first
condition can be met because f is Λ-reductive, the second by Lemmas 5.5 and
6.1.
We claim that f(U ∩ D) = f(D). Indeed, if ζ ∈ f(D), then ζ = f(δ) for
some δ ∈ D. But since ρλϑ = ℓ1+λϑ ≥ ρλδ, there is some δ′ ∈ U ∩D with
ℓ1+λδ′ = ρλδ
′ = ρλδ = ℓ
1+λδ,
and hence f(δ′) = f(δ) = ζ. Since ζ was arbitrary, the claim follows.
Now, f is a d-map with respect to IΛ, so that f(D) (and hence f(U ∩D))
is open, as desired.
Not all reductive maps are given by hyperlogarithms. Let us now construct
another interesting example. Here we will work with fundamental sequences;
that is, we assume that to each (small enough) countable limit ordinal ξ we have
assigned a sequence of ordinals 〈ξ[n]〉n<ω with the property that ξ[n] < ξ[n+1]
for all n and ξ = limn→ω ξ[n]. If ξ = ζ + 1, we will define ζ = ξ[n] for all n.
Suppose that Λ is infinite and additively indecomposable. If ϑ < eΛΘ is
any ordinal that is not in the range of eΛ, there exists a value of N such that
ℓΛ[N ]ϑ ≤ eΛ(Θ[N ]); if Θ is a successor ordinal this is essentially Lemma 4.5,
otherwise eΛΘ = limn→ω e
Λ(Θ[n]) (since eΛ is normal), and hence for some
value of N we already have that ϑ < eΛ(Θ[n]). We will denote the smallest such
value of N by NΘΛ (ϑ).
Definition 9.3. Given countable ordinals Θ,Λ with fundamental sequences
〈Θ[n]〉n<ω, 〈Λ[n]〉n<ω and ϑ < eΛΘ, we define N = NΘΛ (ϑ) to be the least
natural number N such that ℓΛ[N ]ϑ ≤ eΛ(Θ[N ]).
Example 9.1. Suppose that Θ = 2, so that Θ[n] = 1 for all n < ω, and
Λ = ω. A standard fundamental sequence we may take for Λ is Λ[n] = n. Then,
eΛΘ = ε1, while e
Λ(Θ[n]) = ε0 for all n < ω. Let ϑ = ω
ε0+1 = e(eω1 + 1).
Then, ℓ0ϑ = ωε0+1 > ε0 = e
ΛΘ[0], ℓ1ϑ = ε0 + 1 > e
ΛΘ[1], but ℓ2ϑ = ℓℓϑ =
ℓ(ε0 + 1) = 0. Thus, N
2
ω(ω
ε0+1) = 2.
Meanwhile, if instead ϑ = ε0 we already have ℓ
0ε0 = ε0 ≤ e
Λ(Θ[0]), so
N2ω(ε0) = 0.
Example 9.2. Now suppose that Θ = Λ = ω, again with fundamental sequence
ω[n] = n. Suppose further that ϑ = ωε2·3 = e((eω3) · 3).
Then, ℓ0ϑ = ωε2·3 > 0 = eω(Θ[0]), ℓ1ϑ = ε2 · 3 > ε0 = eΛ(Θ[1]), and
ℓ2ϑ = ε2 > ε1 = e
Λ(Θ[2]). After this, ℓnϑ = ε2 for all n ≥ 2. However, Θ[n] is
still increasing, so that eΛ(Θ[3]) = ε2 ≥ ℓ3ϑ, and thus Nωω (ω
ε2·3) = 3.
We will use the parameter NΘΛ (ϑ) to “diagonalize” and in this way define a
new family of reductive maps. This parameter will be used to partition [0, eΛ]
into countably many sets.
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Lemma 9.4. If Θ,Λ are ordinals such that Λ is infinite and additively inde-
composable then for every N > 1, the set
∆ΘΛ [N ] = {ϑ < e
ΛΘ : NΘΛ (ϑ) = N}
is (Λ[N ] + 1)-simple and Λ[N ]-open.
Further,
ℓΛ[N ]∆ΘΛ [N ] = [0, e
Λ(Θ[N ])]. (1)
Proof. Let α = eΛ(Θ[N ]) and β = eΛ(Θ).
We have that
∆ΘΛ [N ] =
⋂
n<N
(α, β)Λ[n] ∩ [0, α]Λ[N ],
which is (Λ[N ] + 1)-simple and, in view of Lemma 6.2, it is Λ[N ]-open.
Now, let δ ≤ α and consider the simple function given by r(λ[n]) = α for
n < N and r(λ[N + 1]) = δ. By Lemma 4.6, ⌈r⌉ ∈ ∆ΘΛ [N ] and ℓ
Λ[N ]⌈r⌉ = δ.
Since δ ≤ α = eΛ(Θ[N ]) was arbitrary, we conclude that (1) holds.
Recall that a family of sets U forms a neighborhood base for x if every element
of U is a neighborhood of x and for every neighborhood V of x there exists U ∈ U
such that U ⊆ V .
Lemma 9.5. Let Λ be countable and additively indecomposable and Θ be any
ordinal.
Then, the sets
DΘΛ [N ] = (e
Λ(Θ[N ]), eΛ(Θ)
]
Λ[N ]
form a Λ-neighborhood base for eΛΘ.
Further, DΘΛ [N ] = {e
ΛΘ} ∪
⋃
n>N ∆
Θ
Λ [n].
Proof. Clearly eΛΘ ∈ DΘΛ [N ] for all N and D
Θ
Λ [N ] is open.
Now, let Br(e
ΛΘ) be any basic Λ-neighborhood of eΛΘ; we need to find a
smaller neighborhood of the form DΘΛ [N ]. Let us consider two cases.
First assume Θ = Θ′ + 1, so that Θ[n] = Θ′ for all n.
We have by Proposition 4.1.4 that
eΛΘ = lim
n→ω
eΛ[n](eΛΘ′ + 1)
and hence for some value of N we have that eΛ[N ](eΛΘ′ + 1) > r(ξ) for all ξ.
Let M > N be large enough so that Λ[M ] > ξ + Λ[N ] for all ξ ∈ dom(r).
Then, we claim that DΘΛ [M ] ⊆ Br(ϑ); for indeed, if ξ ∈ dom(r) and δ ∈ D
Θ
Λ [M ]
then
ℓΛ[M ]δ = ℓ−ξ+Λ[M ]ℓξδ ≥ eΛ(Θ′) + 1
so that by Lemma 4.2
ℓξδ ≥ e−ξ+Λ[M ](eΛ(Θ′) + 1) ≥ eΛ[N ](eΛ(Θ′) + 1) ≥ r(ξ).
Thus, DΘΛ [M ] ⊆ Br(e
ΛΘ).
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If Θ is a limit ordinal, the argument is somewhat simpler; pick M so that
Θ[M ] > eξr(ξ) for all ξ ∈ dom(ξ). Then, it is easy to check that DΘΛ [M ] ⊆
Br(e
ΛΘ).
Finally, to see that DΘΛ [N ] = {e
ΛΘ}∪
⋃
n>N ∆
Θ
Λ [n], note that every ξ < e
ΛΘ
lies in ∆ΘΛ [n] for some n, and n > N if and only if ξ ∈ D
Θ
Λ [N ].
On [0, eΘ] we shall consider a different class of neighborhoods. Define
σΘ[N ] =
∑
n<N
(e(Θ[n]) + 1)
and ΣΘ[N ] = [σΘ[N ], σΘ[N + 1]).
Similarly, define SΘ[N ] = [σΘ[N ], eΘ].
Then we have that:
Lemma 9.6. The sets {ΣΘ[n] : n < ω} form a partition of (0, eΘ) into 1-open
sets.
Further, the sets {SΘ[n] : n < ω} form a 1-neighborhood base for eΘ, and
SΘ[N ] = {e(Θ)} ∪
⋃
n>N
ΣΘ[n].
Proof. Note that despite its formal appearance the set ΣΘ[N ] is always open
since σΘ[N ] is always a successor ordinal or zero. The rest of the claims are
obvious if we show that 〈σΘ[n]〉n<ω is unbounded in eΘ.
Here we consider two cases; if Θ = Θ′+1, then σΘ[n] = e(Θ
′)n for all n < ω,
and
e(Θ′ + 1) = ωΘ
′+1 = lim
n→ω
(ωΘ
′
n+ 1) = lim
n→ω
(e(Θ′) + 1)n.
But (e(Θ′) + 1)N = σΘ[N ].
Meanwhile, if Θ ∈ Lim, then σΘ[N + 1] = e(Θ[N ]) + 1 (all previous terms
cancel) and eΘ = limn→ω e(Θ[N ]) + 1.
With this we may define the following maps:
Definition 9.4. Given countable ordinals Λ,Θ such that Λ is infinite and ad-
ditively indecomposable, we will define a function
rΘΛ : (e
Λ(Θ) + 1)→ (e(Θ) + 1)
assuming rΘ
′
Λ is defined whenever Θ
′ < Θ.
First define rΘΛ e
ΛΘ = eΘ.
Then, for ξ < eΛΘ, set N = NΘΛ (ξ) and
rΘΛ ξ = σΘ[N ] + r
Θ[N ]
Λ ℓ
Λ[N ]ξ.
To illustrate the above recursion, let us show that rΘΛ 0 is always zero.
Lemma 9.7. Given arbitrary Θ,Λ, rΘΛ 0 = 0.
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Proof. Observe that NΘΛ (0) is always zero since 0 ≤ e
Λ(Θ[0]) independently of
Θ or Λ, while σΘ[0] is always zero as well since it is an empty sum. With this,
we may proceed by induction on Θ; for the base case, we see that eΛ0 = 0 so
r0Λ0 = e0. For the inductive step we have that
rΘΛ 0 = σΘ[0] + r
Θ[0]
Λ 0
IH
= 0 + 0,
where we are using our induction hypothesis on Θ[0] < Θ. Thus rΘΛ 0 = 0 for all
Θ,Λ, as claimed.
Example 9.3. In Example 9.1 we set Θ = 2, Λ = ω and showed that N2ω(ϑ) = 2,
where ϑ = ωε0+1. Let us use this to compute r2ωω
ε0+1. Observe that e(Θ) = ω2,
while eΛΘ = eω2 = ε1, so r
2
ω : [0, ε1]→ [0, ω
2].
First we must set N = NΘΛ (ϑ) = 2. Since Θ[n] is the constant 1, we have
that
σ2[2] = e(2[0]) + 1 + e(2[1]) + 1 = ω · 2 + 1.
Meanwhile, Λ[2] = ω[2] = 2, so ℓΛ[N ]ϑ = ℓ2ωε0+1 = ℓ(ε0 + 1) = 0. Thus,
rΘΛϑ = σΘ[N ] + r
Θ[N ]
Λ ℓ
Λ[N ]ϑ = ω · 2 + 1 + r1ω0.
But by Lemma 9.7 we know that r1ω0 = 0, so r
2
ωω
ε0+1 = ω · 2 + 1.
If instead we set ϑ = ε0, we obtain N = N
2
ω(ϑ) = 0. Then, σ2[0] = 0 and
r
Θ[N ]
Λ (ε0) = r
1
ω(e
ω1) = e1 = ω,
i.e. r2ωε0 = ω.
We remark that, if ρω , ρ represent the ranks with respect to Iω and I1, then
ρωω
ε0+1 = ℓωωε0+1 = 0 = ℓ(ω · 2 + 1) = ρr2ωω
ε0+1,
while
ρωε0 = ℓ
ωε0 = 1 = ℓω = ρr
2
ωε0.
The above example suggests that r2ω is rank-preserving. In Lemma 9.9 we
will show that rΘΛ is always a d-map, so in general we always have ρΛ = ρr
Θ
Λ .
In fact, these maps are Λ-reductive, but proving this will require several steps.
Let us begin with a useful technical lemma.
Lemma 9.8. Given an ordinal Θ and a limit ordinal Λ,
1. rΘΛ [0, e
ΛΘ] = [0, eΘ]
2. if N > 0, rΘΛ∆
Θ
Λ [N ] = ΣΘ[N ].
Proof. Assume both claims are true for Θ′ when Θ′ < Θ. Note that the first
claim is trivial when Θ = 0 because then both sides of the equality are the
singleton {0}, so we may assume Θ > 0. We shall begin by checking the inclusion
rΘΛ∆
Θ
Λ [N ] ⊆ ΣΘ[N ].
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For ϑ ∈ ∆ΘΛ [N ] we see that
rΘΛϑ = σΘ[N ] + r
Θ[N ]
Λ ℓ
λ[N ]ϑ ∈
[
σΘ[N ], σΘ[N + 1]
)
,
where the last step uses Claim 1 by induction on Θ[N ] < Θ, given that ℓΛ[N ]ϑ ∈
[0, eΛ(Θ[N ])].
From this it easily follows that rΘΛ [0, e
ΛΘ] ⊆ [0, eΘ], since rΘΛ e
ΛΘ = eΘ ∈
[0, eΘ], while for ϑ < eλΘ, we set N = NΘΛ (ϑ) and by Claim 2 see that
rΘΛϑ ∈ ΣΘ[N ] ⊆ [0, eΘ].
Now let us check that
ΣΘ[N ] ⊆ r
Θ
Λ∆
Θ
Λ [N ].
Let ξ = σΘ[N ] + ξ
′ with ξ′ ≤ e(Θ[N ]). Then, using Claim 1 by induction
on Θ[N ] < Θ, ξ′ = r
Θ[N ]
Λ γ
′ for some γ′ ≤ eΛ(Θ[N ]); meanwhile, by Lemma
9.4, ℓΛ[N ]∆ΘΛ [N ] = [0, e
Λ(Θ[N ])], hence γ′ = ℓΛ[N ]γ for some γ ∈ ∆ΘΛ [N ]. It
immediately follows that ξ = rΘΛγ.
To check the remaining inclusion of Claim 1, consider ξ ∈ [0, eΘ]. If ξ = eΘ,
then evidently ξ = rΘΛ e
Λ(Θ). Otherwise, ξ ∈ [σΘ[N ], σΘ[N + 1]) for some N .
But by Claim 2,
ξ ∈ rΘΛ∆
Θ
Λ [N ] ⊆ r
Θ
Λ [0, e
ΛΘ],
as required.
Lemma 9.9. Given countable ordinals Θ,Λ such that Λ is infinite and additively
indecomposable,
rΘΛ : (e
Λ(Θ) + 1)Λ → (e(Θ) + 1)1
is an onto d-map.
Proof. Assume the claim is true for all Θ′ < Θ. Note that surjectivity is already
proven in Lemma 9.8. Also, the case Θ = 0 is trivial because then both sides of
the equality are the singleton {0}, so that we may assume Θ > 0.
Pick ϑ ≤ eΛ(Θ). If ϑ < eΛ(Θ), ϑ ∈ ∆ΘΛ [N ] for some N , and since these sets
are all open by Lemma 9.4, it suffices to observe that rΘΛ ↾ ∆
Θ
Λ [N ] is a d-map.
But it is equal to r
Θ[N ]
Λ ℓ
Λ[N ], which by induction on Θ[N ] < Θ and Lemma 6.3
is a composition of d-maps. Hence it is open and continuous near ϑ.
Otherwise, ϑ = eΛ(Θ). Here we claim that rΘΛD
Θ
Λ [N ] = SΘ[N ], from which
openness and continuity are immediate.
We have that DΘΛ [N ] = {e
ΛΘ} ∪
⋃
n>N ∆
Θ
Λ [n], whereas SΘ[N ] = {eΘ} ∪⋃
n>N σΘ[N ], and thus
rΘΛD
Θ
Λ [N ] = r
Θ
Λ {ϑ} ∪
⋃
n>N
rΘΛ∆
Θ
Λ [n]
= {eΘ} ∪
⋃
n>N
ΣΘ[N ]
= SΘ[N ],
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where the second equality follows from Lemma 9.8.
To check that rΘΛ is pointwise discrete, pick ξ ≤ eΘ. If ξ = eΘ then
(rΘΛ )
−1ξ = {eΛΘ}, which is discrete.
Otherwise, ξ ∈ ΣΘ[N ] for some N and thus (rΘΛ )
−1ξ = ∆ΘΛ [N ] ∩ (r
Θ
Λ )
−1ξ,
which is discrete as rΘΛ ↾ ∆
Θ
Λ [N ] is a d-map.
Lemma 9.10. For any additively indecomposable limit ordinal Λ, the map rΘΛ
is Λ-reductive.
Proof. By Lemma 9.9, it suffices to prove that rΘΛ is λ-locally λ-determined for
all λ < 1 + Λ; that is, that given ϑ < eΛΘ there is a λ-neighborhood U of ϑ
with rΘΛ λ-determined on U .
Let M be the largest natural such that Λ[M ] < λ. We will consider two
cases. First suppose that ϑ ∈ DΘΛ [M ]. Note that
DΘΛ [M + 1] =
(
eΛ[M ]Θ[M ]eΛΘ
]
Λ[M ]
is λ-open. Let us check that rΘΛ is λ-determined on D
Θ
Λ [N + 1]. Assume that
ξ, ζ ∈ DΘΛ [N + 1] and ℓ
λξ = ℓλζ. It readily follows that, for n > M , ℓΛ[n]ξ =
ℓΛ[n]ζ, and thus n := NΘΛ [ξ] = N
Θ
Λ [ξ], from which we obtain
rΘΛ ξ = r
Θ
Λ ζ = σΘ[n] + r
Θ[n]
Λ ℓ
Λ[n]ξ.
Thus we see that rΘΛ is λ-determined on the λ-open set U = D
Θ
Λ [M + 1].
Otherwise we have that ϑ ∈ ∆ΘΛ [N ] for some N such that λ ≥ Λ[N ]. By
induction on Θ[N ] < Θ there is a (−Λ[N ] +λ)-neighborhood U ⊆ [0, eΛ(Θ[N ])]
of ℓΛ[N ]ϑ such that r
Θ[N ]
Λ is (−Λ[N ] + λ)-determined on U
′. By Lemma 6.3,
ℓ−Λ[N ]U ′ is λ-open, so that U = ∆ΘΛ [N ]∩ ℓ
−Λ[N ]U ′ is λ-open as well. Moreover,
rΘΛ is λ-determined on U . To see this, assume that ξ, ζ ∈ U and ℓ
λξ = ℓλζ;
observe that the latter is equivalent to stating that
ℓ−Λ[N ]+λℓΛ[N ]ξ = ℓ−Λ[N ]+λℓΛ[N ]ζ.
It follows that
rΘΛ ξ = σ[N ] + r
Θ[N ]
Λ ℓ
Λ[N ]ξ
= σ[N ] + r
Θ[N ]
Λ ℓ
Λ[N ]ζ (2)
= rΘΛ ξ,
where (2) follows from the fact that ℓΛ[N ]ξ, ℓΛ[N ]ζ ∈ U ′ and r
Θ[N ]
Λ is (−Λ[N ]+λ)-
determined on U ′.
Let us conclude this section by extending rΘΛ to the case where Λ is not
necessarily additively indecomposable.
Theorem 9.1. Given countable ordinals Θ,Λ with Λ ≥ 0 there exists a Λ-
reductive surjection
rΘΛ : (e
1+Λ(Θ) + 1)1+Λ → (e(Θ) + 1)1.
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Proof. We may set rΘ0 = id, and if Λ+1 is a successor, we may define r
Θ
Λ+1 = ℓ
Λ
in view of Lemma 9.1.
If Λ is infinite and additively indecomposable we have already defined rΘΛ .
Otherwise, if Λ = α+ ωβ with β > 1 define rΘΛ = r
Θ
ωβ
ℓα, which is easily seen to
be Λ-reductive.
10 Operations on ambiances
In this section we shall review some operations, many of which were introduced
in [5], that may be used to construct new provability ambiances from existing
ones. First, let us observe that ambiances may be “pulled back”.
If X is an (α+β)-BG space and Y is a β-BG space, f : X→ Y is an α-lift if
it is α-reductive and, for all δ < β, f : Xα+δ → Yδ is a d-map both with respect
to the BG topologies and the shifted Icard topologies.
Lemma 10.1. Suppose that X is a (ξ + ζ)-BG-space and Y is an idyllic ζ-
ambiance with algebra A. Suppose further that f : X → Y is a ξ-lift. Then,
f−1A is an idyllic algebra on X.
Proof. To see that dξ+δ ↾ f
−1A = i1+ξ+δ ↾ f−1A, note that for A ∈ A,
dξ+δf
−1A = f−1dξ+δA = f
−1i1+ξ+δA = i1+ξ+δf
−1A.
That dδ ↾ f
−1A = i1+δ ↾ f−1A for δ < α follows from Lemma 9.2 since
f−1A is always δ-absolute.
One of the basic ways of including topological spaces into a larger space is
by their topological sum. In the case of ordinal spaces, this is closely tied to the
sum of ordinals, as has already been observed in [5]:
Definition 10.1. Given families of sets A ⊆ P(Ξ) and B ⊆ P(Θ), where Ξ,Θ
are ordinals, we define A⊕ B to be the family of subsets of Ξ +Θ of the form
S = S0 ∪ (η + S1),
with S0 ∈ A and S1 ∈ B.
The following lemma is standard and easy to check:
Lemma 10.2. If Ξ,Θ are ordinals and A ⊆ P(Ξ),B ⊆ P(Θ) are topologies,
then A⊕ B is a topology on Ξ +Θ.
If Ξ is a successor and both topologies are Icard or BG, then A⊕B is Icard
or BG, respectively.
In view of this we define, given Λ-polytopologies X = 〈Ξ, ~T 〉 and Y = 〈Θ, ~S〉,
the sum
X⊕Y = 〈Ξ +Θ, 〈Tλ ⊕ Sλ〉λ<Λ〉.
We may also apply the sum operation to d-algebras:
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Lemma 10.3. Supppose X = 〈Ξ + 1, ~T ,A〉 and Y = 〈Θ, ~S,A〉 are ambiances.
Then, X⊕Y equipped with A⊕B is also an ambiance. Further, if both ambiances
are idyllic, then so is the corresponding sum.
We shall not present a proof, as this result is fairly obvious once we observe
that the all relevant operations may be carried out independently within the
two disconnected subspaces.
The last major topological construction needed for the completeness proof
is the notion of a d-product. Let X = 〈[0,Ξ], 〈Tλ〉λ<Λ〉 and Y = 〈[0,Θ], 〈Sλ〉λ<Λ〉
be polytopologies and define Ξ⊗d Θ = −1 + (1 + Ξ)(1 + Θ).
Let G1 be the set of those ξ ≤ Ξ ⊗d Θ of the form (1 + Ξ)α with α ∈ Lim
and G0 be its complement; we will call G0, G1 the components of [0,Ξ ⊗d Θ].
Every ξ ∈ G0 can be written uniquely in the form
ξ = −1 + (1 + Ξ)α+ (1 + ξ0)
with ξ0 ≤ Ξ; to see this, write ξ = −1 + (1 + Ξ)γ + δ with δ < 1 + Ξ. If δ > 0
we may take ξ0 = −1+ δ. If δ = 0, write γ = ω · γ′+n. If n = 0 we would have
ξ ∈ G1, so n > 0 and ξ = −1+ (1+Ξ)(ω · γ′+(n− 1))+ (1+Ξ). We may then
take ξ0 = Ξ. Note that the term −1 only affects the expression when both α
and Ξ are finite, in which case it becomes ξ = (1 + Ξ)α+ ξ0.
With this we define π0 : G0 → [0,Ξ] by setting π0(ξ) = ξ0. Similarly, define
π1 : [0,Ξ⊗d Θ]→ [0,Θ] as follows:
• if ξ = −1 + (1 + Ξ)α + 1 + π0ξ ∈ G0 then π1ξ = −1 + α+ 1,
• if ξ = (1 + Ξ)α ∈ G1 then π1ξ = α.
Example 10.1. Let Ξ = ω2 and Θ = ω+1. Then, Ξ⊗dΘ = ω3+ω2. Elements
of G1 are those of the form (1 + Ξ)α with α ∈ Lim, i.e. those of the form ω
3γ.
Let us compute some projections of specific elements.
• 3 6∈ G1, and 3 = −1+(1+ω2)0+1+3, so π03 = 3 and π13 = −1+0+1 = 0.
• ω2 + 3 = −1 + (1 + ω2)1 + 1 + 2 and hence π0(ω2 + ω) = 2 whereas
π1ω = −1 + 1 + 1 = 1.
• ω3+ω+3 = −1+(1+ω2)ω+1+ω+3, so we have π0(ω3+ω+3) = ω+3
and π1(ω
3 + ω + 3) = −1 + ω + 1 = ω + 1.
• ω3 = (1 + ω2)ω is the only element of G1, so π0(ω
3) is undefined but
π0(ω
3) = ω.
Although the projections are not injective, they have natural bijective re-
strictions.
Lemma 10.4. Let Θ,Ξ be ordinals. The restrictions π0 : π
−1
1 (α)→ Ξ+ 1 with
α ∈ [0,Θ] \ Lim and π1 : G1 → [0,Θ] ∩ Lim are strictly increasing and onto.
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Proof. Pick α ∈ [0,Θ] \ Lim. Let β = α if α is finite or β+1 = α if α is infinite,
and let γ = −1 + β + 1. By observation on the definition of π1, π
−1
1 {α} is an
interval of the form Jα = [γ, γ + Ξ]. On this interval, π0(ξ) = −γ + ξ, which is
clearly increasing and onto [0,Ξ].
For the second claim, given ξ ∈ [0,Ξ⊗d Θ], ξ ∈ G1 if and only if π1ξ ∈ Lim,
and indeed π1 ↾ G1 is given by the map (1 + Ξ)α 7→ α which is increasing and
onto [0,Θ] ∩ Lim.
It will also be useful to see how the projections treat hyperlogarithms.
Lemma 10.5. Let Ξ,Θ be ordinals, and write 1 + Ξ = ωα + β with β < 1 + Ξ.
Let G0, G1 be the components of [0,Ξ⊗d Θ].
Then, for ξ ∈ G0 we have that ℓπ0ξ = ℓξ, whereas for ξ ∈ G1 we have that
ℓξ = α+ ℓπ1ξ.
Moreover, for λ > 1, we have that ℓλπ0ξ = ℓ
λξ, whereas for ξ ∈ G1 we have
that ℓλξ = ℓλπ1ξ.
Proof. Note that the claim for λ > 1 is an immediate consequence of the first
claim, so we focus on λ = 1.
An ordinal ξ ∈ G0 is of the form −1 + (1 + Ξ)α + 1 + π0ξ, and hence
ℓξ = ℓπ0ξ; note that this holds even when π0ξ = 0, in which case ℓξ = ℓπ0ξ = 0.
Any ordinal ξ ∈ G1 is of the form (1+Ξ)ω(1+ ζ), with ω(1+ ζ) ≤ 1+Θ. Write
1 + ζ = γ + ωδ. Then, we see that
ξ = (ωα + β)ω(γ + ωδ) = ωα+1γ + ωα+1+δ. (3)
Hence ℓξ = α+ 1 + δ. However, π1ξ = ωγ + ω
1+δ, and thus ℓπ1ξ = 1 + δ. The
result follows.
We are now ready to define the d-product of spaces:
Definition 10.2 (d-product). Let X = 〈Ξ+1, 〈Tλ〉λ<Λ〉 andY = 〈Θ+1, 〈Sλ〉λ<Λ〉
be polytopologies.
For λ < Λ, define a topology Oλ on [0,Ξ⊗dΘ] to be generated by sets of the
forms
• π−10 U ∩ π
−1
1 {α}, where U ⊆ [0,Ξ] is λ-open and α ≤ η is finite or a
successor, or
• π−11 U , where U ⊆ [0,Θ] is λ-open.
We denote the resulting space 〈[0,Ξ⊗d Θ], 〈Oλ〉λ<Λ〉 by X⊗d Y.
This definition will be sufficient for our purposes, but the d-product of spaces
is treated with much more generality and detail in [5], which gives it a slightly
different presentation. There, the following properties are established:
Lemma 10.6. If X = 〈[0,Ξ], 〈Tλ〉λ<Λ〉 and Y = 〈[0,Θ], 〈Sλ〉λ<Λ〉 are regular
polytopologies and Z = X⊗d Y, then
1. G0 is 0-open and G1 is 1-open,
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2. for every ξ ∈ [0,Ξ], π−10 ξ is 0-dense in G1,
3. A ⊆ G1 is open in (T0 ⊗d S0) ↾ G1 (i.e., in the subspace topology) if and
only if G0 ∪ A is open in T0 ⊗d S0.
Proof. It is easy to see that G0 is 0-open, since
G0 =
⋃
α∈[0,ϑ]\Lim
π−10 [0, η] ∩ π
−1
1 {α}.
G1 is 1-open since G1 = π
−1
1 (1,Θ]1.
To see that π−10 ξ is 0-dense in G1, pick ζ ∈ G1. A basic neighborhood of ζ is
of the form π−11 U with U ⊆ [0,Θ] 0-open. By Lemma 5.5, U contains an element
δ with rank 0, i.e. zero or a successor. Then, by Lemma 10.4, π0π
−1
1 δ = [0,Ξ],
i.e. ξ ∈ π0π
−1
1 δ or, equivalently, ∅ 6= π
−1
0 ξ ∩ δ ⊆ π
−1
1 U . Since B was arbitrary,
the result follows.
For the third claim, note that A is 0-open in G1 if and only if there is
a 0-open set U such that U ∩ G1 = A. But then we have that G0 ∪ U =
G0 ∪ (G0 ∩U) ∪ (G1 ∩U) = G0 ∪A, and since it is a union of opens it must be
open. Conversely, if G0 ∪ A is 0-open, then (G0 ∪ A) ∩G1 = A and hence A is
0-open in the subspace topology.
Lemma 10.7. If X = 〈[0, η], 〈Tλ〉λ<Λ〉 and Y = 〈[0, ϑ], 〈Sλ〉λ<Λ〉 are regular
polytopologies and Z = X⊗d Y, then
1. for all λ < Λ, π0 : (Zλ ↾ G0)→ Xλ is a d-map.
2. for all λ < Λ and α ∈ [0,Θ] \ Lim, π0 : (Zλ ↾ π
−1
1 α)→ Xλ is a homeomor-
phism.
3. π1 is λ-continuous and λ-open,
4. π1 ↾ G1 : (Zλ ↾ G1)→ (Yλ ↾ Lim) is a homeomorphism.
Proof. Items 1 and 3 are proven by showing that images of basic opens are
open, as are preimages of basic opens. We will not provide the details, but only
show as an example that π0 : (Zλ ↾ G0) → Xλ is open. The λ-topology on Z is
generated by sets of the form π−10 V ∩π
−1
1 α with α ∈ [0,Θ]\Lim and V ⊆ [0,Ξ] λ-
open, or π−11 U with U ⊆ [0,Θ] λ-open. By Lemma 10.4, π0 ↾ π
−1
1 α is a bijection
and hence π0(π
−1
0 V ∩ π
−1
1 α) = V , which is open. In the second case, U either
contains some α ∈ [0,Θ]\Lim, or it does not. If it does, π0(U ∩G0) = [0,Θ], and
if not, π0(U ∩ G0) = ∅, both of which are open. Note that the fact that π0 is
pointwise discrete follows also by the injectivity of π0 ↾ π
−1
1 α, as given ζ ∈ π
−1
0 ξ,
ζ is the only point of π−10 ξ contained in the open set π
−1
0 [0,Ξ] ∩ π
−1
1 π1ζ.
Items 2 and 4 follow from Items 2 and 3, respectively, and Lemma 10.4;
π0 ↾ π
−1
1 α is a restriction of a continuous and open map to an open set, hence
it is continuous and open, and as it is bijective, it is a homeomorphism. Since
G1 = π
−1
1 ([0,Θ] ∩ Lim), we have that π1 ↾ G1 = π1 ↾ π
−1
1 ([0,Θ] ∩ Lim) is
continuous and open5 and hence, being bijective, a homeomorphism.
5In general, if f : X → Y is a continuous (open) function and A ⊆ Y , then f ↾ f−1A is
continuous (open).
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Lemma 10.8. Suppose that X and Y are regular polytopologies and Z = X⊗dY.
If X,Y are both BG spaces, then so is Z. Similarly, if X,Y are shifted Icard
spaces, then so is Z.
Proof. [5, Lemma 7.6] states that, if both X′ and Y′ are limit-maximal exten-
sions of X and Y, respectively, then X′ ⊗d Y
′ is a limit-maximal extension of
X ⊗d Y. Hence in order to show that the d-product of BG-spaces is BG, it
suffices to show that the d-product of their underlying Icard space is Icard.
So let Ξ,Θ,Λ be ordinals, Ω = Ξ ⊗d Θ and G0, G1 be the components of
Ω + 1 with projections π0, π1. Let Oλ = I
Ξ+1
1+λ ⊗d I
Θ+1
1+λ for each λ < Λ. We
claim that Oλ = I
Ω+1
1+λ for all λ < Λ.
We proceed by induction on λ. The base case, when λ = 1, is proven in [5,
Section 7]. For λ = η+1 a successor, we have that I1+λ = I˙1+η. Thus we must
show that O˙η = I˙
Ξ+1
1+η ⊗d I˙
Θ+1
1+η , under the hypothesis that Oη = I
Ω+1
1+η . To show
that O˙η ⊆ T˙η ⊗d S˙η, it suffices to show that (δ,Ω]1+η ∈ I˙
Ξ+1
1+η ⊗d I˙
Θ+1
1+η for all δ.
First assume that ξ ∈ G0 ∩ (δ,Ω]1+η. Then, by Lemma 10.5 we have that
ℓ1+ηξ = ℓ1+ηπ0ξ and thus
ξ ∈ π−10 (δ,Ξ]1+η ∩ π
−1
0 π1ξ ⊆ (δ,Ω+ 1]1+η,
and π−10 (δ,Ξ] ∩ π
−1
0 π1ξ ∈ T˙η ⊗d S˙η. If ξ ∈ G1, we consider two subcases. If
η = 0 then write 1 + Ξ = ωα + β. Without loss of generality we may assume
that δ ≥ α, for otherwise we have that (α,Ω+ 1]1 ⊆ (δ,Ω+ 1]1. Then, we have
by Lemma 10.5 that (δ,Ω + 1]1 = π
−1
1 (−α + δ,Θ + 1]1. The case where η > 0
is similar, but here we have simply that
ξ ∈ G1 ∩ π
−1
1 (δ,Θ+ 1]1+η ⊆ (δ,Ω+ 1]1+η.
Since Ω + 1 = G0 ∪G1, we conclude that (δ,Ω+ 1]1+η ∈ I˙
Ξ+1
1+η ⊗d I˙
Θ+1
1+η .
For the other inclusion, we note that I˙Ξ+11+η ⊗d I˙
Θ+1
1+η is generated by I
Ξ+1
1+η ⊗d
IΘ+11+η and sets of the form π
−1
0 (δ,Ξ]1+η ∩ π
−1
1 ϑ for ϑ ∈ [0,Θ] \ Lim, or of the
form π−11 (δ,Θ]1+η. It remains to check that they are both open in O˙η. But in
the first case we have that
π−10 (δ,Ξ]1+η ∩ π
−1
1 ϑ = (δ,Ω]1+η ∩ π
−1
1 ϑ,
which is an intersection of opens in O˙η and hence open, whereas for ξ ∈
π−11 (δ,Θ]1+η we have that, if ξ ∈ G0, then π
−1
0 π1ξ ⊆ π
−1
1 (δ,Θ]1+η and π
−1
0 π1ξ ∈
Oη, whereas if ξ ∈ G1, then
G1 ∩ π
−1
1 (γ + δ,Ω]1+η ⊆ π
−1
1 (δ,Θ]1+η,
where γ = α if η = 0 and γ = 0 if η > 0.
Finally, we consider the case where λ ∈ Lim. But here it is very easy to
check that
Oλ =
⊔
η<λ
IΞ+1η ⊗d I
Θ+1
η
IH
=
⊔
η<λ
IΩ+1η = I
Ω+1
λ .
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With these ingredients, we define the d-product of algebras:
Definition 10.3 (d-product of algebras). Given d-algebras A,B based on Ξ+1,
Θ+ 1 and letting G0, G1 be the components of [0,Ξ⊗d Θ], we define A⊗d B to
be the algebra of all sets S of the form
S = π−10 (S0) ∪ π
−1
1 (S1 ∩G1),
where S0 ∈ A and S1 ∈ B.
Of course, we would like for the d-product of algebras to be itself a d-algebra.
The next lemma will be useful in showing this.
Lemma 10.9. Let X,Y be polytopologies based on ordinals Ξ+1,Θ+1, respec-
tively. Let dξ denote the ξ-derived set operator on Y and d
′
ξ on X⊗d Y.
Then, for any E ⊆ i1[0,Θ] and λ < Λ, d′λπ
−1
1 E = π
−1
1 dλE.
Proof. Assume first that ξ ∈ d′λπ
−1
1 (E). Note that this immediately implies
that ξ 6∈ G0, since the latter is 0-open.
Then, for every λ-neighborhood U of ξ there is ζ 6= ξ ∈ π−11 (E)∩U . Now, if
V is a λ-neighborhood of π1ξ in Θ+1, then π
−1
1 (V ) is a λ-neighborhood of ξ, so
that there is ζ 6= ξ ∈ π−11 (E)∩π
−1
1 (V ), hence π1ζ ∈ E ∩V . Further, by Lemma
10.4, π1 is injective on G1 = π
−1
1 (0,Θ]1 so π1ζ 6= π1ξ. Since V was arbitrary, it
follows that π1ξ ∈ dλE.
Conversely, if π1ξ ∈ dλE, then every λ-neighborhood V of π1ξ contains some
ζ 6= ξ ∈ E. Consider a λ-neighborhood U = π−11 V of ξ, where V ⊆ [0,Θ] is
λ-open. Since π1ξ ∈ dλE there is some ζ ∈ E ∩ V with ζ 6= ξ and since π1 is
onto we have that ζ = π1ζ
′ for some (unique) ζ′ ∈ G1 and thus ζ
′ ∈ U ∩ π−11 E.
Since U was arbitrary and ζ′ 6= ξ, we conclude that ξ ∈ d′λπ
−1
1 E.
Lemma 10.10. Supppose X = 〈[0,Ξ], ~T ,A〉 and Y = 〈[0,Θ], ~S,B〉 are am-
biances. Then, X ⊗d Y equipped with A ⊗d B is also an ambiance. Further, if
both ambiances are idyllic, then so is the corresponding product.
Proof. Let S = π−10 (S0)∪π
−1
1 (S1 ∩G1) ∈ A⊗d B and λ < Λ. Let us check that
dλS ∈ A⊗d B.
If λ = 0 and S0 6= ∅, then by Lemma 10.6.2, π
−1
0 S0 is 0-dense in G1 and
thus G1 ⊆ d0S.
Meanwhile, G0 is 0-open and π0 is a d-map so for ξ ∈ G0, ξ ∈ dλS if and
only if π0ξ ∈ dλS0, and we conclude that
d0S = π
−1
0 d0S0 ∪G1 ∈ A⊗d B.
By similar reasoning,
i1S = π
−1
0 i1S0 ∪G1 ∈ A⊗d B,
and if the original structures are idyllic this is evidently equal to d0S as well.
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Now suppose λ = 0 and S0 = ∅. In this case, S = π
−1
1 (S1 ∩ G1) and, by
Lemma 10.9, dλS = π
−1
1 dλS1 ∈ A⊗d B. If the original algebras were idyllic, we
note further that
d0S = π
−1
1 d0S1 = π
−1
1 i1S1 = i1S.
Finally, if λ > 0, then both projections are d-maps with respect to the
λ-topology and
dλS = dλπ
−1
0 S0 ∪ dλπ
−1
1 (S1 ∩G1) = π
−1
0 dλS0 ∪ π
−1
1 dλ(S1 ∩G1),
with the analogous equalities holding for i1+λS, from which all required claims
follow easily.
With this we conclude the topological constructions we shall need. Now, we
turn to the last ingredient in the completeness proof: the modal logic J.
11 The logic J
As we have seen, GLPΛ has no non-trivial Kripke frames. In order to work
around this issue, we pass to a weaker logic, Beklemishev’s J. This was intro-
duced in [2] and here we only review the necessary results without proof. For
this logic we shall only use modalities n < ω and replace Axiom 4 of GLPΛ by
the two axioms
6. [n]φ→ [m][n]φ, for n ≤ m and
7. [n]φ→ [n][m]φ, for n < m.
The logic J is sound and complete for the class of finite Kripke models
〈W, 〈<n〉n<N , J·K〉 such that
1. the relations <n are transitive and well-founded,
2. if n < m and w <m v then <n(w) = <n(v) and
3. if n < m then w <m v <n u implies that w <n u.
Here, <n(w) = {v : v <n w}. It will also be convenient to define w ≪n v if
for some m ≥ n, w <m v. Let ∼n denote the symmetric, transitive, reflexive
closure of ≪n and let [w]n denote the equivalence class of w under ∼n. Define
[w]n+1 <n [v]n+1 if there exist w
′ ∈ [w]n+1, v′ ∈ [v]n+1 such that w′ <n v′.
Then, say W is tree-like if
1. for each w ∈W and n ≤ N , [w]n/ ∼n+1 is a tree under <n and
2. if [w]n+1 <n [v]n+1 then w <n v.
With this we may state the following completeness result from [2]:
Lemma 11.1. Any J-consistent formula can be satisfied on a finite, tree-like
J-frame.
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Thus if we can reduce GLPΛ to J, we will immediately obtain finite Kripke
models. For this, given a formula φ, let N be the largest modality appearing in
φ and define
M(φ) =
∧
[n]ψ∈sub(φ)
n<m≤N
[n]ψ → [m]ψ.
Then we set M+(φ) =M(φ) ∧
∧
n≤N [n]M(φ).
The following is also proven in [2]:
Lemma 11.2. For any formula φ ∈ Lω, GLPω ⊢ φ if and only if
J ⊢M+(φ)→ φ.
To prove completeness, it then suffices to construct a J-model of a given
formula and then “pull back” the valuations onto a topological model. Hence
it is important to identify the appropriate maps for such pullbacks.
First observe that a partially ordered set 〈W,<〉 can be identified with a
topological space by letting U ⊆ W be open if, whenever v < w and w ∈ U , it
follows that v ∈ U . If W = 〈W, 〈<n〉n≤N 〉 is a J-frame, we will let Wn be the
topological space associated to 〈W,<n〉. Below, we say w ∈ W is a hereditary
n-root if w is <k-maximal for all k ≥ n.
Definition 11.1. Let X = 〈X, 〈Tn〉n≤N 〉 be a polytopological space and W =
〈W, 〈<n〉n≤N 〉 a J-frame.
A function f : X→W is a J-map if
1. f : XN →WN is a d-map
2. f : Xn →Wn is open for n < N
3. if n < N and w is a hereditary (n+ 1)-root then f−1(≪n(w)) and
f−1(≪n(w) ∪ {w})
are n-open and
4. if n < N and w is a hereditary (n+ 1)-root then f−1(w) is n-discrete.
Example 11.1. Consider a simple J-frame W with three worlds, u, v, w, such
that u <0 w and v <0 w. Let us define a J-map f : (ω + 1)1 →W.
The worlds u, v are isolated, and hence we must have that ξ is isolated when-
ever f(ξ) ∈ {u, v}. It follows that f−1{u, v} = [0, ω). Meanwhile, the only pos-
sible value for f(ω) is w as it is the only point that is not isolated and d-maps
preserve rank.
Now, notice that any neigbhorhood of w contains both u and v. Thus we will
need for every neighborhood of ω to intersect both f−1(u) and f−1(v). A simple
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way to achieve this is to let f−1(u) be the set of even numbers and f−1(v) the
set of odds. Thus we may define
f(ξ) =

u if ξ = 2n < ω,
v if ξ = 2n+ 1 < ω,
w if ξ = ω.
One can then easily check that the function f thus defined is in fact a J-map.
With this we have the following, proven in [5]:
Lemma 11.3. If W = 〈W, 〈<n〉n≤N , J·K〉 is a J-model such that M+(φ) is valid
on W, X = 〈X, 〈Tn〉n≤N 〉 is a GLP-space and f : X → W a J-map, then there
is a valuation L·M on X such that LψM = f−1 JψK for all ψ ∈ sub(φ).
We conclude with a simple observation, also established in [5]:
Lemma 11.4. Let X,Y be polytopological spaces and W a J-frame.
Then, if f : X→ Y is a d-map and g : Y→W is a J-map it follows that gf
is a J-map.
In the next section we shall exploit the completeness of the logic J for finite
frames together with Lemma 11.3 to construct GLP-ambiances satisfying any
consistent formula.
12 Completeness
Given an increasing sequence of ordinals ~λ = 〈λn〉n≤N , a polytopological space
〈X, 〈Tξ〉ξ<Λ〉 and a J-frame 〈W, 〈<n〉n≤N 〉, we will say a map f : X → W is a
~λ-map if it is a J-map on 〈X, 〈Tλn〉n≤N 〉. These maps will allow us to focus on
finitely many modalities at one time in the completeness proof.
Say a ~λ-map is suitable if it is a surjective function of the form f : (Θ +
1) → W , for the 0-root w0 of W we have f−1(w0) = {Θ} and Θ lies in the
range of e (i.e., Θ = 0 or it is infinite and additively indecomposable). We use
hgt(<n) to denote the height of <n, that is, the maximal k such that there exist
w0 <n w1 <n . . . <n wk.
Lemma 12.1. Given a J-frame W = 〈W, 〈<n〉n≤N 〉 and ordinals ~λ = 〈λn〉n≤N
all less than Λ, there exists an idyllic Λ-ambiance X based on some Θ < e1+Λ1
and a suitable ~λ-map f : X→W.
Proof. We proceed as in the proof of an analogous result in [5].
Suppose 〈W, 〈<n〉n≤N 〉 is a J-frame and λ0, . . . λN are ordinals. We work by
induction on N with a secondary induction on hgt(<0) to construct a suitable
~λ-map. Withouth loss of generality, we assume λ0 = 0, for otherwise we can
always let <0= ∅.
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Case 1: N = 0. In this case it is known that there is an ordinal Θ = eΘ′ <
ωω = e(ω) and a suitable d-map g : (Θ + 1)1 → W (see [7]). Note that since
Θ < ωω, it has no points of limit rank and hence the interval topology is already
limit-maximal so that P(Θ + 1) is an idyllic algebra.
Case 2: hgt(<0) = 0. Here we have that <0= ∅. For 0 < n ≤ N let
λ′n = −λ1+λn and consider the J-frame 〈W, 〈<n+1〉0≤n<N 〉, where <0 has been
removed. By induction on N we may assume there is an idyllic ambiance X
based on a polytopology ~T on an ordinal Θ + 1 < e1+(−λ1+Λ)1 and a suitable
~λ′-map g from X onto W .
Let Ω = e1+λ1ℓΘ and use Lemma 8.3 to construct a BG-polytopology
Y = 〈Ω + 1, 〈Sλ〉λ<λ1 〉.
Note that from Θ + 1 < e1+(−λ1+Λ) we obtain ℓΘ < e−λ1+Λ and thus
e1+λ1ℓΘ < e1+λ1e−λ1+Λ1 = e1+λ1+(−λ1+Λ)1 = e1+Λ1.
Then, by Theorem 9.1 there is a Λ-reductive map
f = rℓΘλ1 : (Ω + 1)1+λ1 → (Θ + 1)1,
so that by Lemma 9.3 f : Y−λ1 → X0 is a d-map. By Lemma 8.1.4, there exists
a BG-space Yλ1 extending Y
−
λ1
such that f : Yλ1 → X0 is a d-map.
Hence we may use Lemma 8.4 to define BG-topologies 〈Sξ〉λ1<ξ≤λN on Ω+1
such that f : Yλ1+ζ → Xζ is a d-map for all ζ; in particular, for each n ∈ (0, N ]
we have that f : Yλn → Xλ′n is a d-map.
It follows that f : Y→ X is a d-lift, and by Lemma 10.1, f−1A is an idyllic
d-algebra. Further, by Lemma 11.4 we know that gf : Y → W is a suitable
~λ-map, as needed.
Case 3: hgt(<0) = m > 0. Let w be the 0-root of W and w0, . . . wK be its
<0-daughters which are hereditary 1-roots.
Let V = {w} ∪≪1(w) and Wk = ≪0(wk). Then we have, as in Case 2, an
idyllic ambiance X based on an ordinal Θ + 1 < e1+Λ1 and by induction on N
a ~λ-map f from Θ + 1 to V , as well as for each k ≤ K an idyllic ambiance Yk
based on an ordinal Ξk + 1 < e
1+Λ1 and a suitable ~λ-map fk from Ξk + 1 onto
Wk.
Let Ξ = (Ξ0 + 1) + (Ξ1 + 1) + . . . + ΞK , Y =
⊕
k≤K Yk and Z = Y ⊗d X
with associated maps π0 and π1. Let G0 be the domain of π0 and G1 be its
complement. Define g : Y→W by
g
(
(Ξ0 + 1) + . . .+ (Ξk−1 + 1) + ξ
)
= fk(ξ)
and h : Z→W by
h(ξ) =
{
gπ0(ξ) if ξ ∈ G0,
fπ1(ξ) otherwise.
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Note that Λ > 0 so that e1+Λ1 is closed under sums and products and thus
Ξ⊗d Θ < e1+Λ1. Further, by Lemma 10.10, Z is an idyllic ambiance.
Now, let us check that h satisfies the conditions of Definition 11.1.
1. We know that λN > 0, since N > 0. Thus G0, G1 are both λN -clopen
and hence it is enough to check that h : (Zλn ↾ Gj) → 〈W,<K〉 is a d-map for
j = 0, 1. But this is immediate from the assumption that f, g are d-maps, as
are the respective projections.
2. Let λ = λn, U be λ-open and v ∈ h(U). We have that
h(U) = gπ0(G0 ∩ U) ∪ fπ1(G1 ∩ U).
First note that G0 ∩ U is λ-open since G0 is 0-open, hence gπ0(G0 ∩ U) is also
λ-open given that gπ0 is a composition of λ-open maps. Meanwhile, for λ > 1,
G1 is also λ-open from which it follows that fπ1(G1 ∩ U) is λ-open as well.
It remains to check that h(U) contains a 0-neighborhood around any v ∈
fπ1(G1∩U). So suppose u <0 v. Since g is onto
⋃
Wn, there is some δ ≤ Ξ such
that g(δ) = u. By Lemma 10.6.2 and using the fact that G1∩U 6= ∅ (otherwise
v would not exist), there is γ ∈ U ∩ π−10 δ. It follows that h(γ) = gπ0(γ) = u, as
desired.
3. If n > 0 and v is an n+ 1 root the claim follows form the assumption that
f, g were already J-maps and the respective projections are d-maps. Meanwhile,
if n = 0 and v <0 w, we may use the fact that g is a 〈λn〉1≤n≤N -map, since here
it follows that h−1(≪0(v)) ⊆ G0 so that
h−1(≪0(v)) = (gπ0)
−1(≪0(v)).
But g−1(≪0(v)) is a 0-open subset of Ξ, hence (gπ0)−1(≪0(v)) is open in Z.
Similarly for {v} ∪≪0(v).
If v ≪1 w, then <0(v) = <0(w), and thus h−1(<0(v)) = G0. But then we
see that
h−1(≪0(v)) = G0 ∪ π
−1
1 f
−1(≪0(v));
since by assumption f is a J-map, f−1(≪0(v)) is 0-open in Z ↾ G1, and therefore
by Lemma 10.6.3, G0 ∪ π
−1
1 f
−1(≪0(v)) is 0-open in the d-product Z. The
argument for {v} ∪≪0(v) is analogous.
Finally, note that f−1(w) = {Ξ ⊗d Θ} so that f−1(≪0(w)) = W \ {w} =
[0,Ξ⊗d Θ), which is open, as is f−1({w} ∪≪0(w)) = [0,Ξ⊗d Θ].
4. For w we have that h−1(w) = {Ξ⊗d Θ}, which is obviously λn-discrete for
any n. If v <0 w then h
−1(v) = (gπ0)
−1(v) which is discrete, as gπ0 is a J-map.
If v ≪1 w then h−1(v) = (fπ1)−1(v), which similarly must be discrete.
With this, we are ready to state and prove our main result.
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Theorem 12.1. GLPΛ is complete for the class of idyllic ambiances based on
some Θ < e1+Λ1.
Proof. Suppose that φ is consistent over GLPΛ. Then, by Lemma 2.1, φ
c is
consistent over GLPN . By Lemma 11.2, M
+(φ) ∧ φ is consistent over J, and
thus by Lemma 11.1, we have a tree-like J-model 〈W, 〈<n〉n≤N , J·K〉 satisfying
M+(φ) ∧ φ. We may then use Lemma 12.1 to find an idyllic ambiance X based
on an ordinal Θ < eΛω and a surjective ~λ-map f : X→W .
Then, by Lemma 11.3, there is a valuation on Θ agreeing with f−1 J·K on
sub(φ). Since f is surjective, f−1 JφK 6= ∅, and thus φ is satisfed on X, as
desired.
As corollaries we get a sequence of completeness results:
Corollary 12.1. GLPΛ is complete for both the class of BG-spaces and the class
of shifted Icard ambiances based on e1+Λ1.
Further, the variable-free fragment GLP0Λ is complete for the class of simple
Icard ambiances based on eΛ1.
Proof. Completeness for BG-spaces and shifted Icard ambiances is immediate
from Theorem 12.1, as idyllic ambiances may be seen as either kind of structure.
Meanwhile, given any Icard ambiance based on an algebra A and satisfying
a closed formula φ, we use Lemma 7.2 to note that all valuations of φ and its
subformulas are simple, and hence we obtain a simple ambiance satisfying φ by
replacing A by the class of simple sets.
This gives us an ambiance on Îc
e1+Λ1
Λ , the shifted Icard space. To pass to an
ambiance based on Ice
Λ1
Λ , note that ℓ : Îc
e1+Λ1
Λ → Ic
eΛ1
Λ is a d-map and thus by
an easy induction preserves valuations of closed formulas.
The completeness result for simple ambiances is not new, as it was already
proven by Icard for GLPω in [12] and by Joosten and I for arbitrary GLPΛ in [9].
However, the current argument is quite different from those used in previous
works.
13 Worms and the lower bound
As it turns out, our bound of e1+Λ1 is sharp. To show this, let us consider
worms.
A worm is a formula of the form
〈λ0〉 . . . 〈λI〉⊤.
These formulas correspond to iterated consistency statements, and indeed can
be used to study the proof-theoretic strength of many theories related to Peano
Arithmetic, as Beklemishev has shown [1].
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Worms are well-ordered by their consistency strength. Let us denote the set
of worms with entries less than Λ by WΛ; then, given worms v,w ∈WΛ, define
v⊳w if GLPΛ ⊢ w→ ♦v.
The relation ⊳ we have just defined is a well-order [1, 10]. Thus we may
compute the order-type of a worm w ∈WΛ:
o(w) = sup
v⊳w
(o(v) + 1).
Lemma 13.1. Let w be a worm, X = 〈X, 〈Tλ〉λ<Λ, J·K〉 be a GLP-model and
x ∈ X.
Then, if x ∈ JwK, it follows that ρ(x) ≥ o(w).
Proof. By induction on o(w). For the base case, note that if o(w) = 0 then we
vacuously have that x ∈ JwK implies ρ(x) ≥ 0.
For the inductive step, if v ⊳ w and U is any neighborhood of x, since
⊢ w → ♦v, it follows that there is y ∈ U satisfying v. By induction on v ⊳ w,
we have that ρ(y) ≥ o(v).
We then see that
ρ(x) ≥ sup
v⊳w
(o(v) + 1) = o(w).
It will be convenient to review the calculus for computing o that is given in
[10]. First, if v = 〈ξ1〉 . . . 〈ξN 〉⊤ and w = 〈ζ1〉 . . . 〈ζM 〉⊤, define
v♦w = 〈ξ1〉 . . . 〈ξN 〉〈0〉〈ζ1〉 . . . 〈ζM 〉⊤.
Further, if α is any ordinal, set
α ↑ w = 〈α+ ζ1〉 . . . 〈α+ ζM 〉⊤.
Lemma 13.2. Let v,w be worms and α an ordinal.
Then,
o(⊤) = 0 (4)
o(v♦w) = o(w) + 1 + o(v) (5)
o(α ↑ w) = eαo(w). (6)
Example 13.1. Consider w = 〈ω + 1〉〈ω〉〈ω + 1〉⊤; let us compute o(w). Note
that w = ω ↑ v, where v = 〈1〉〈0〉〈1〉⊤, so that o(w) = eωo(v). Now, o(v) =
o(〈1〉⊤) + 1 + o(〈1〉⊤), and we have that o(〈1〉⊤) = o(1 ↑ 〈0〉⊤) = eo(⊤♦⊤) =
e(0+1+0) = ω, so that o(v) = ω+1+ω = ω+ω and o(w) = eω(ω+ω) = εω+ω.
Theorem 13.1. GLPΛ is incomplete for the class of BG-spaces or Icard am-
biances based on any fixed Θ < e1+Λ1.
44
Proof. Note that ℓ(e1+Λ1) = eΛ1. Now, if GLPΛ is complete for the class of
models based on Θ, in particular any worm w ∈WΛ must be satisfiable on one
such model X, which implies by Lemma 13.2 that there must be ϑ ∈ Θ with
ℓ(ϑ) ≥ o(w). Thus it suffices to show that
sup
w∈WΛ
o(w) ≥ eΛ1.
To do this, first assume Λ = λ+ 1. Then we have that
o(〈λ〉n⊤) = eλo(〈0〉n⊤) = eλn.
The last equality is obtained by repeated applications of (5).
But then, by Proposition 4.1.3 we see that
ρ(X) ≥ lim
n→ω
eλn = eλω = eλe1 = eλ+11.
Meanwhile, if Λ ∈ Lim,
ρ(X) ≥ sup
λ<Λ
o(〈λ〉⊤) = sup
λ<Λ
eλ1 = eΛ1.
In either case ρ(X) = supϑ<Θ ℓϑ ≥ e
Λ1, from which it follows by Lemma 4.2
that Θ ≥ e1+Λ1.
14 Concluding remarks
The goal of this paper was essentially to answer two main questions. The
first is perhaps not so much Is GLPΛ complete for its topological semantics
independently of Λ? as, rather, What is needed to construct topological models
of GLPΛ? For this we had to introduce several tools that were not required in the
case Λ = ω. Most notable is the use of hyperlogarithms and -exponents, already
employed in [9] to study models of the closed fragment, and the addition of new
d-maps to our toolkit. Aside from possible connections to proof theory, these
are novel constructions in scattered topology and might spark some independent
interest.
The second question is, Are there good constructive semantics for GLPΛ?
Icard ambiances are a possible answer to this question. Not only are the topolo-
gies easily definable, unlike the non-constructive BG-topologies, but if one ana-
lyzes the proof of Lemma 12.1, all sets that appear in valuations are constructive
as well. As such, Icard ambiances may be well-suited for applications in the proof
theory of systems much stronger than Peano Arithmetic – perhaps the ultimate
motivation for contemporary work in provability logic.
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