Lidar sensors are frequently used in environment perception for autonomous vehicles and mobile robotics to complement camera, radar, and ultrasonic sensors. Adverse weather conditions are significantly impacting the performance of lidarbased scene understanding by causing undesired measurement points that in turn effect missing detections and false positives. In heavy rain or dense fog, water drops could be misinterpreted as objects in front of the vehicle which brings a mobile robot to a full stop.
I. INTRODUCTION
Given that lidar sensors are key for autonomous driving and robotics applications, they are currently being developed by numerous companies in a wide variety of designs. Nevertheless, lidar technology is heavily challenged in adverse weather as the range measurements are highly impaired by fog, dust, snow, rain, pollution, and smog [1] - [6] . Such conditions cause erroneous point measurements in the point cloud data which arise from the reception of back-scattered light from water drops (e.g rain or fog) or arbitrary particles in the air (e.g. smog or dust).
For environment perception algorithms, these points are undesirable noise which needs to be specifically addressed in order to not restrain the scene understanding performance. This is particularly relevant for algorithms that make direct use of the low-level geometry of a measured point cloud, e.g. the Stixel algorithm [7] , where noisy input data inevitably results in noisy Stixel output data. CNN-based lidar perception algorithms might be better able to cope with such issues given their learning capacity thereby reducing the need for an explicit handling of noisy measurements. Still, most lidar perception algorithms involve more classical bottomup approaches for tasks such as object detection since they usually are implemented on the lidar sensors themselves with very limited computational resources. This has sparked a large body of research on algorithms to detect and handle noisy point cloud measurements in a pre-processing step before applying perception algorithms. 1 To that extent, a large quantity of 2D image anti-aliasing algorithms have been developed that focus on smoothing noisy surface points resulting from marginal sensor errors [8] - [14] . De-noising algorithms in 3D space are often based on spatial features to discard noise points caused by rain or snow [4] , [15] . As these techniques are discarding points based on the absence of points in their vicinity, smaller objects at medium to large distances might be falsely suppressed and marked as noise. In addition, the recordings in Fig. 1 indicate that modern lidar sensors, e.g. the Velodyne VLP32C, do not necessarily perceive drops of water from fog or rain as a single point, but often as multi-point clutter in the near to mid range which significantly reduces the applicability of filtering based on spatial vicinity only.
Experimentally validating such filtering algorithms in realworld scenarios under adverse weather conditions is very challenging due to the lack of proper ground truth. We address this by proposing an evaluation based on data recorded in controlled environments where we could obtain a large data set under various environmental conditions with point-wise ground truth annotations for different classes of weather, e.g. clear, rain, or fog. In addition, we employ a data augmentation approach to emulate adverse weather effects on real-world data that has been previously obtained in good weather conditions [16] .
Our main contributions are as follows:
de-noising with a significant performance boost over previous state-of-the-art while being very efficient at the same time. • A data augmentation approach for adding realistic weather effects to lidar point cloud data. • A quantitative and qualitative point-level evaluation of de-noising algorithms in controlled environments under different weather conditions.
II. RELATED WORK
Adverse weather conditions such as fog, rain, dust or snow have a huge impact on the perception of lidar sensors, as shown in [1] - [3] , [5] , [17] - [23] . Consequently, point cloud processing algorithms either have to deal with these influences, or require preprocessing by filter algorithms. Nevertheless, only a few de-noising algorithms for sparse point cloud data have been developed or are publicly available yet ( [4] , [24] ). Most state-of-the-art data sets are recorded mostly under favorable weather conditions only (e.g. [25] - [27] ).
A. Dense Point Cloud De-Noising
Previous work on 2D depth image de-noising is mainly based on dense depth information obtained by stereo vision and depth cameras (e.g. Intel RealSense, Microsoft Kinect, etc.) [13] , [28] . Hence, traditional algorithms developed over years for camera image de-noising can be applied in a straightforward fashion. These approaches can be split in three different categories: (1) spatial, (2) statistical and (3) segmentation-based methods.
Spatial smoothing filters (1), e.g. the Gaussian low pass filter, calculate a weighted average of pixel values in the vicinity, where the weight decreases with the distance to the observed pixel. Points are smoothed by increasing distance from the derived weight [8] . For de-noising 2D point cloud data corrupted by snow, these filter types are providing successful results, as shown by [9] with a median filter. However by only assuming only small variations in the neighborhood, this approach generally fails at preserving edges. The bilateral filter, introduced by [8] for gray and color images, is replacing traditional low-pass filtering by providing an edge preserving smoothing filter for dense depth images [10] .
Statistical filter methods (2) for dense point cloud denoising are often based on maximum likelihood estimation [29] or Bayesian statistics [11] . By optimizing the decision whether a points lies on a surface or not these approaches are smoothing surfaces and remove minor sensor errors.
By applying a segmentation step before filtering, segmentbased filters (3) are smoothing only local segments of point clouds with identical labels. Therefore corners and finer structures are better preserved. Region growing [12] , a maximum a-posteriori estimator [13] or edge detection [14] is used for segmentation, while bilateral filters are used for smoothing local segments.
Lidar point clouds are significantly less dense compared to camera images, particularly at larger distances. As such, the direct application of camera algorithms does typically not achieve the desired result, as exemplified in [4] for a median filter applied to point cloud data. Since conventional lidars have a resolution of a tenths of a degree and a range of two to three hundred meters, the density of the point cloud decreases significantly in the middle and far range.
A first machine learning approach for de-noising dense point clouds corrupted by fog with a visibility of 2 m and 6 m is introduced in [24] . By manually extracting features, a k nearest neighbor (kNN) and a support vector machine (SVM) are trained. The feature vector is in particular based on the eigenvalues of the covariance matrix of the Cartesian coordinates, therefore it is only derived if there are more then ten points in a 50 mm 3 cubic voxel. For a sparse lidar point cloud this assumption is rarely satisfied.
B. Sparse Point Cloud De-Noising
In the 3D domain many approaches are based on the spatial vicinity or statistical distributions of the point cloud [15] , such as the statistical outlier removal (SOR) and radius outlier removal (ROR) filter. The SOR defines the vicinity of a point based on its mean distance to all k neighbors compared with a threshold derived by the global mean distance and standard deviation of all points. The ROR filter directly counts the number of neighbors within the radius r in order to decide whether a point is filtered or not. Recently, Charron et al. [4] have shown that these filter types are not suited for the de-noising task of sparse point clouds corrupted by snow. Thus the enhanced dynamic radius outlier removal (DROR) filter was introduced by [4] which increases the search radius r for neighboring points with increasing distance of the measured point. Since this approach takes the raw data structure of lidar sensors into account, which is less dense at far distances, a better performance could be achieved.
Nevertheless, these approaches are based on spatial vicinity and consequently discard single reflections without points in the neighborhood. As a result, points at greater distances are increasingly filtered, as shown in [4] for the SOR, ROR and even DROR. Hence, valuable information for an autonomous vehicle, especially at higher speeds, is discarded and the sensor's range is additionally limited by the filter.
In addition, sparsity is not a valid feature to filter scatter caused by fog or drizzle, as soon as the density of the distribution of water drops increases ( Fig. 1 ). In conclusion, we argue that these filter approaches are prone to failure in the near and far range, as only spatial neighborhood is used.
C. Semantic Segmentation for Sparse Point Clouds
We propose a filter approach based on a convolutional neural network, which understands the underlying data structure and can generalize its characteristics for various distances and clutter distributions. Furthermore, this approach is able to also incorporate the intensity information of the point cloud. The semantic segmentation task is being further developed by a large scientific community and is already applied to the lidar point cloud domain, showing very promising results [30] - [32] . A major advantage is that the algorithms can generalize very well and thus recognize objects at different distances and orientations.
There are various established approaches for the input data layer and the network structure itself, which we utilize and adapt to the task of semantic weather segmentation [31] - [36] . Since preprocessing algorithms have strong requirements on computation speed, we focus on 2D input layer approaches, which commonly use a birds eye view (BEV) [33] - [35] or an image projection view [31] , [32] , [36] .
The recently introduced PointPillars by [35] is based on a feature extraction network, generating a pseudo image out of the point cloud which is used as input for a backbone CNN. The approach excels on the KITTI's object detection challenge [25] in terms of detection performance and inference time. However, the approach has not yet been applied to point-wise semantic segmentation but is in wide-spread use for object detection only. Thus, we propose a 2D approach inspired by the CNN architecture of LiLaNet [31] .
III. METHOD

A. Lidar 2D Images
State-of-the-art lidar sensors commonly provide raw data in spherical coordinates with the radius r, azimuth angle φ and elevation angle θ , often combined with an estimated intensity or echo pulse width of the backscattered light. The used rotating lidar sensors (Velodyne 'VLP32c') contain 32 vertically stacked send/receive modules, which are rotating to obtain the 360 • scan. Similarly to [31] we merge one scan to a cylindrical depth image as a 2D matrix M = (m i, j ) ∈ R (n×m) where each row i represents one of the 32 vertically stacked send/receive modules and each column j one of the 1800 segments over the full 360 • scan with the corresponding azimuth angle φ and timestamp t. As a consequence we obtain the distance matrix D ∈ R (n×m) and intensity image I ∈ R (n×m) .
B. Autolabeling for Noise Caused by Rain or Fog
In order to evaluate the quality of a trained classification approach, ground truth annotations are essential. For sparse lidar point clouds, the manual annotation task is very challenging and even more difficult for semantic weather segmentation, where the decision is whether a point is caused by a water droplet or not. Human comprehension of camera images is much more powerful than of lidar point clouds, therefore a time-synchronized camera image as additional information is helpful for labeling lidar point clouds in order to significantly improve the label quality. However, since water droplets cannot be captured directly by passive camera sensors, especially at large distances, this label aid is not available for semantic labeling of weather information. Thus, we utilize the recorded static scenes in controlled environments to develop an automated labeling procedure, which does not involve human perception.
We stack all f lidar images for each frame k from one sensor in reference conditions to obtain one single point [31] and enlarged by a dilated convolution [29] .
. Subsequently, we compare each distance image D captured during rain or fog with all ground truth images D GT to decide whether a point is labeled as clutter or not. Since the reference measurements are accumulated over several frames, minor measurement inaccuracies of the sensor are already taken into account when comparing the distance images. In addition, a threshold ∆R is added to the search region of valid distances. The threshold value ∆R = ±35 cm was chosen rather high, compared to the specified distance precision of the sensor, in order to minimize the number of false negatives. Hence, the labels are derived mathematically for each distance d i, j with the corresponding ground truth vector for this element d GT i, j,k :
By directly comparing the distances of the same transmitter and receiver pairs, this method is very fast, directly based on the sensor raw data and does not require 3D information. Alternatively, a 3D point cloud comparison was implemented by a kd-tree approach without showing significantly different results. In order to be able to distinguish between different weather conditions, fog and rain sequences are provided with different labels.
To quantify the error of our ground truth labeling, we applied the label procedure on the reference recording itself. We split the recording during reference for one setup into equally sized parts. The evaluation is done by taking the accumulation of the first split as valid points for labeling the second split and vise versa. As there are no changes in weather conditions, we would expect that all points will be labeled as valid. The evaluation demonstrates a mean per pixel false rate of 0.367 ± 0.053 % for both tests.
C. Data Augmentation
State-of-the-art sparse point cloud data sets which are publicly accessible tend to be recorded under favorable weather conditions. To be able to utilize these data sets for semantic weather segmentation, we developed an augmentation approach for rain based on the fog model of [16] . Hence, we obtained a large training data set without requiring manual annotation while providing error-free ground truth. The augmentation algorithm is applied to lidar images to enable manipulations for each individual distance measurement, whereby occlusion is conceptually impossible. WeatherNet Fig. 3 . The proposed WeatherNet architecture is based on LiLaNet introduced by [31] and optimized for the de-noising purpose. Therefore, the depth is reduced, a dropout layer is inserted and a dilated convolution is added to base block of the network. The modified LiLaBlock is given in detail in Fig. 2. proposed augmentation based on the model of [16] does not only add individual points but alters additional attributes of the point cloud: Adverse weather affects viewing range and lowers the contrast of intensity and echo pulse widths, respectively. 1) Fog Model: First of all the maximum sensing range is derived by the runway visual range V = −ln(C T )/β based on the atmospheric extinction coefficient β and the observers contrast threshold C T . For lidar sensors C T can be interpreted as a detector threshold, where the sensor is able to perceive an object above the noise floor [16] . As lidar is an active sensor system, the maximum sensor range is the half of the maximum viewing distance and results in:
The sensor threshold is a function of the received laser intensity L f og , the adaptive laser gain g and the detectable noise floor n. Scattering points due to waterdrops are added according to the model of [16] . In contrast to [16] the intensities of augmented points are derived from a logarithmic normal distribution LN(µ, σ 2 ), which is assumed as the underlying probability distribution function. The parameters µ and σ are derived from the intensities of all clutter points based on the autolabeled climate chamber data from the previous section. Hence we are able to model the intensity distribution of fog between 10 − 100 m meteorological visibility and for rainfall rates at 15, 33 and 55 mm/h. We preferred this method because in the model of [16] the original scene is mirrored in the intensity distribution, as the augmented intensitiesĨ are a function of the perceived intensities I of the sensor (Ĩ = I · e −β ·d ). The augmented fog corresponds to a visibility V of 30 − 3000 m, hence we use a atmospheric extinction coefficient β between 0.001 and 0.1.
2) Rain Model: Besides our modifications of the fog augmentation based on [16] , we further developed a rain augmentation. Thereby the parameters from [16] are adapted to make the augmented scatter points equivalent to natural rainfall. The atmospheric extinction coefficient β is set to 0.01 for rain augmentation. The point scatter rate p defines the per point probability of random scatter points. The obtained point-wise ground truth data enables the calculation of p for raindrops, which is 10.61 %, 0.73 % and 4.70 % for 15, 33 and 55 mm/h in the climate chamber. For the augmentation we finally fixed p at 7.5 %, which stabilizes the CNN training, matches the quantity of scatter points in natural rainfall and is in the range of the derived probabilities from the climate chamber. The rain augmentation is described in 
D. Network Architecture
For the de-noising of lidar images we adopt state-of-the-art CNN architectures for semantic segmentation of sparse point clouds. The proposed WeatherNet is an efficient variant of the LiLaNet introduced by [31] . In order to optimize the network for the de-noising task, we reduced the depth of the network given that the complexity of our task (3 classes) is reduced in comparison to full multi-class semantic segmentation (13 classes) [31] , [37] .
Additionally, we adapted the inception layer ( Fig. 2) to include a dilated convolution to provide more information about the spatial vicinity by increasing the receptive field. Further, a dropout layer is inserted to increase the capability of generalization. The resulting network architecture is illustrated in Fig. 3 . After optimization on the validation data set, the batch size is set to b = 20, the learning rate to α = 4·10 −8 with a learning rate decay of 0.90 after every epoch. Adam solver is used to perform the training, with the suggested default values β 1 = 0.9, β 2 = 0.999 and ε = 10 −8 [38] .
IV. DATASET A. Road Data Set
Creating a large-scale data set for training, validation and testing for the purpose of weather segmentation is very challenging, due to the fact that weather conditions are very unique and manual annotations are very difficult and complex. In order to re-use data sets, which were recorded under favorable weather conditions, like the data set from [31] , we apply the developed data augmentation. Hence, we are able to utilize data sets recorded under favorable weather conditions with various traffic scenarios and roads types for the training of semantic weather segmentation. (6), a child (7) imitating chasing a ball (4) on the street, a parking car (2), a cyclist who pushes his bike across the street and a car (5) 
B. Climate Chamber Scenarios and Ground Truth Labels
Furthermore, a large data set with four very realistic road scenarios was recorded in CEREMA's climatic chamber to obtain constant and reproducible fog, rain and reference conditions [39] , [40] . The data set will be published and will be available under the link in the abstract. Fig. 4 illustrates these static scenes with various objects, which are intended to provide a remarkably realistic representation. The climate chamber data set contains fog visibility ranges of 10 − 100 m and rain intensities of 15, 33 and 55 mm/h. The rainfall rate is close-loop controlled at a constant level. The fog recording was started at a visibility of 10 m and recorded until 100 m during a continuous dissipation and measurement of the actual visibility provided by a reference system of the climate chamber [40] . This procedure enables very accurate determination of the visibility and was repeated three times to generate more samples for each meteorological visibility.
As described in Section III, the reference data recorded without any rainfall or fog, enables the proposed autolabeling procedure. Therefore we obtained a large point-wise annotated data set without the error susceptibility of manually labeled weather data. The label set contains the classes 'clear' representing any point in the point cloud which is not caused by adverse weather, 'rain' for rain clutter and 'fog' for fog clutter respectively.
Based on the data set, we are able to analyze the weather influence on a point level, as illustrated in Fig. 5 . The analysis shows that the lidar point cloud reflects the weather conditions in a very detailed level, since the number of points scattered by fog or rain is correlated with the visibility or rainfall rate. In addition, the results indicate that no points are being lost and therefore the sum of fog or rain and valid points is equivalent to the number of points in reference conditions. Thus the point cloud contains the information to estimate the meteorological visibility or rainfall rate by determining the number of weather induced scattering points.
As an increase in the rainfall rate does not necessarily results in an increase of scatter points, the rainfall rate cannot be estimated directly, but the extent of the degradation of the lidar sensor can be estimated. This information is incredibly valuable for an autonomous vehicle to adapt behavior to environmental conditions and sensor performance.
C. Data Split
In total, the data set contains about 175,941 samples for training, validation and testing containing chamber (72,800) and road (103,141) scenes, which can be used thanks to augmentation. Details about the number of samples and class distributions are stated in Table I . In order to reduce time correlations between samples which were recorded in the climate chamber, each setup is only used in the training (Fig.  4d, 4c) , validation (Fig. 4b) or test data split (Fig. 4a ). In total we obtain a data split of about (60% − 15% − 25%) for training, validation and test.
To reduce an over-fitting to local dependencies and the scenes in the climate chamber, we cropped the image for training to a forward facing view of about 60 • in the horizontal field of view. In addition, a subset of the data set, already used in [31] , is added as samples in favorable weather conditions to increase the diversity and add road recordings while maintaining a balanced class distribution. Thus, the 'chamber & road' data set contains 103,878 and 31,078 road samples without augmentation or adverse weather. Further, the amount and diversity of the training data can be increased by a manifold, because the augmentation enables the utilization of large-scale road data set, which results in 103,141 road samples and in 175,941 in total.
V. EXPERIMENTS
As described in section III and IV, we obtained a largescale data set recorded on public roads and in a dedicated climate chamber with different types of point-wise annotations. In this Section we describe several approaches to train the proposed WeatherNet in order to maximize the performance and analyze the benefit of weather augmentation, especially for the generalization to natural rainfall recorded on roads. We apply the Intersection-over-Union (IoU) metric for performance evaluation, according to the Cityscapes Benchmark Suite [31] , [37] . An overview of all experiments and their results is given in Table I . In order to evaluate the influence of the weather augmentation in detail, we trained the network on three different data subsets with and without augmentation, defined as experiment 1, 2 and 3: 1) Chamber: only chamber data as baseline experiment.
2) Chamber & Road: Climate chamber data set and a subset of road data without any augmentation or adverse weather on roads. 3) Chamber & Road with Augmentation: Climate chamber data set and class balanced road data set without adverse weather, but with augmentation. Note, all evaluations are based on the test data set from experiment 2, which contains autolabeled annotations and road data without fog, rain or augmentation. Table I that the performance is significantly increased by using road data and the proposed weather augmentation. Besides validating the classes fog and rain only on chamber data, the usage of road data and the augmentation leads to an increase in the overall performance and per class IoU. This indicates that the network is able to identify weather influences in both domains and gains a general understanding of the scene. The results of the baseline DROR filter indicates, that the local vicinity alone is not a proper feature to filter scatter points caused by dense water drops. The proposed CNN approach is outperforming DROR by an order of magnitude. The parameters for the DROR are taken from [4] , except for the horizontal sensor resolution which is adapted to the utilized 'VLP32C'.
Furthermore, we compare our approach to the state-of-theart semantic segmentation models RangeNet21, RangeNet53 [32] and LiLaNet [7] , which provide comparable results. Consequently, we prove that the basic idea of CNN-based weather segmentation and de-noising is valuable and sur-passes geometrically based approaches. In addition, the proposed optimized WeatherNet is mostly outperforming the other CNNs, especially on the final experiment 3, and has a significantly lower number of trainable parameters and inference time. Thus, the network can be applied as preprocessing step.
The confusion matrices Fig. V show that mostly classes rain and fog are mixed up. Since fog and rain ultimately consist of water droplets and differ only in distribution, density and size of the water droplets, this is plausible. Moreover, lidar sensors are not designed to perceive this difference. For point cloud filtering these mix-ups are not important; a confusion is disadvantageous only with regard to classifying distinct weather conditions. Furthermore the augmentation leads to a significant decrease in confusion between rain and fog.
A. Qualitative Results on Dynamic Chamber Data
Qualitative results on challenging dynamic scenes are presented in this section. Whereas there is no ground truth data available due to the fact that the very same dynamic scenes cannot be recorded under two different weather conditions. Hence, our proposed auto-labeling procedure cannot be applied. Nevertheless, Fig. 1, 7 and 8 show that our approach is able to handle dynamic scenes and gives remarkable filter results. The de-noised point cloud reveals a pedestrian and a cyclist (highlighted by black boxes) directly in front of the ego-vehicle, who almost disappear in the scatter points of the haze (Fig.1c, 7g ). Although the evaluated performance of RangeNet53 and WeatherNet are comparable (Table I) (g) WeatherNet
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De-Noised Fig. 7 . De-noising results shown on a snapshot with two dynamic objects in dense fog at 30 m visibility. The color coding is similar to Fig. 1 . For the baseline DROR filter all points are colored as rain points, since no distinction between rain and fog is possible. In addition the segmentation and de-noising results from RangeNet53 and WeatherNet are given. The cyclist and pedestrian, which are barely recognizable in the scene, are highlighted in a black box. Note that the pedestrian and cyclist remains after filtering by WeatherNet while discarding the fog clutter. The result shows, that the approach is able to generalize the noise pattern and predicts well results for recordings during natural rainfall. Note that the training data set neither contains natural rain nor fog scenes on roads. The color coding is similar to Fig. 1 and the objects shown in the camera image are highlighted with a black box. The training with augmentation (right) leads to a better segmentation result in terms of number of detected raindrops and less false negatives for object detection (e.g. left car).
structures and edges of small objects ( Fig. 7f) , as most parts of the cyclist and pedestrian are filtered. Whereas, Weather-Net is able to distinguish between the pedestrian/cyclist and scatter points (Fig. 7g) . A filter algorithm based on the spatial distribution of the point cloud, as shown in Fig. 7e is not able to filter the noise in this scenario, since the fog points are similarly densely distributed as those of real objects. Nevertheless, the cyclist can be recognized slightly better, due to the ability to filter single scattering points. Note that the DROR also filters various single points at greater distances, which are not caused by the weather.
Another benefit of our CNN-approach is the capability of detecting the weather condition by means of lidar point clouds. As shown in Fig. 5 , the number of scatter points caused by fog is correlated with the meteorological visibility, hence by utilizing the result of our weather segmentation, the visibility could be estimated. Moreover, the level of degradation of the lidar sensor could be estimated by taking the ratio of scatter to valid points into account.
B. Qualitative Results on Dynamic Road Data
Additionally, the proposed approach is able to work on a point cloud corrupted by natural rainfall recorded on roads.
In Fig. 8 shows a key frame where a pedestrian is crossing the street and multiple cars are passing by. Despite our algorithm is only trained on climate chamber data, complemented with augmented real-world data, it shows well performance in a real world scenario with light rain and proofs the generalization to a complete different scenario, see Fig. 8 .
VI. CONCLUSION
We presented a CNN-based approach for point cloud weather segmentation as an essential pre-processing step for lidar-based environment perception to distinguish between scatter points from adverse weather and valid points from solid objects. As opposed to previous approaches that analyze the statistics of the local spatial vicinity of individual points, we opted for a learning-based approach that involves a global understanding of a traffic scene as a whole to estimate the validity of point-level measurements. The issue of requiring annotated ground truth data for our approach is significantly alleviated by our proposed data augmentation strategy. Our quantitative and qualitative results demonstrate the superior performance of our CNN-based approach over state-of-theart, while being very efficient at the same time. For more qualitative results on dynamic scenes we refer to our data set page (link in the abstract) and the supplementary video.
