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Abstract
Strongly correlated metals are known to give rise to a variety of exotic states.
In particular, if a system is tuned towards a quantum critical point, new
ordered phases may arise. Sr3Ru2O7 is a quasi-two dimensional metal in
which field-tuned quantum criticality has been observed. In very pure single
crystals of this material, a phase with unusual transport properties forms in
the vicinity of its quantum critical point. Upon the application of a small
in-plane field, electrical resistivity becomes anisotropic, a phenomenon which
has led to the naming of this phase as an ‘electron nematic’.
The subject of this thesis is a study of the electrical transport in high
purity crystals of Sr3Ru2O7. We modified an adiabatic demagnetisation re-
frigerator to create the conditions by which the entire temperature-field phase
diagram can be explored. In particular, this allowed us to access the crossover
between the low-temperature Fermi liquid and the quantum critical region.
We also installed a triple axis ‘vector magnet’ with which the applied mag-
netic field vector can be continuously rotated within the anisotropic phase.
We conclude that the low- and high-field Fermi liquid properties have a
complex dependence on magnetic field and temperature, but that a simple
multiple band model can account for some of these effects, and reconcile the
measured specific heat, dHvA quasiparticle masses and transport coefficients.
At high temperatures, we observe similarities between the apparent resistive
scattering rate at critical tuning and those observed in other quantum critical
systems and in elemental metals.
Finally, the anisotropic phase measurements confirm previous reports and
demonstrate behaviour consistent with an Ising-nematic, with the anisotropy
aligned along either of the principal crystal axes. Our observations are con-
sistent with the presence of a large number of domains within the anisotropic
phase, and conclude that scattering from domain walls is likely to contribute
strongly to the large measured anisotropy.
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Chapter 1
Introduction
Within the physical sciences, the interacting electron problem in solids is pri-
marily one of complexity. Whilst the properties of the constituent particles
are well-known, and the Hamiltonian can therefore be expressed exactly, the
sheer number of interacting particles in a typical system causes the reduc-
tionist approach to fail [1]. In the limit of an infinite number of particles, we
must instead turn to the phenomenology of many-body physics and classify
states by emergent broken symmetries [2].
Certain electronic states occur universally, and across a great number of
systems with different chemistries. A prominent example is that of the Lan-
dau Fermi liquid. This phenomenological theory makes robust predictions,
and is found to be valid in materials ranging from nearly-free electron sys-
tems to ‘heavy fermion’ metals where interactions are strong. However, there
are cases where the Fermi liquid description breaks down [3], particularly in
strongly correlated systems [4], a subject of much topical interest. One such
case is found when a system is tuned to proximity to a quantum critical
point [5], frequently accompanied by the formation of a phase of lowered
symmetry. This may result in superconductivity, or in one of a wide variety
of orientationally and translationally ordered states that has been proposed
[6].
The subject of this thesis is the bilayer strontium ruthenate Sr3Ru2O7, a
quasi-two dimensional metal which exhibits Fermi liquid characteristics and
has a field-tuned quantum critical point [7, 8]. The quantum criticality is
masked by the formation of an unusual and poorly understood phase. The
electronic fluid in the phase breaks the in-plane four-fold rotational symmetry
observed outside the phase [9], which places it into a class of systems now
commonly referred to as ‘electron nematics’, in reference to the liquid crystal
ordered state. The experimental appeal of this material is that the tuning to
criticality can be performed by applying a magnetic field, and that the critical
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temperature of the anisotropic phase lies within the reach of established low-
temperature methods. These properties make Sr3Ru2O7 an ideal candidate
for exploring the crossover between Fermi liquid behaviour and quantum
criticality, as well as a prototype material with ‘electron nematic’ properties.
A strong dependence has been established between the purity of samples
of Sr3Ru2O7 and their physical properties. High quality crystals have been
produced for some twelve years [10], but only those of the last eight years
have been pure enough to exhibit the anisotropic phase [11]. The Fermi
liquid properties in the highest purity samples have been studied in detail
using de Haas van Alphen oscillations [12] and magnetothermal probes [13],
but important questions remain about the consistency between these results.
To date, there has been no report of a transport study in the Fermi liquid
regime for the highest purity samples to compare with these results.
In addition, the properties of the anisotropic phase remain poorly un-
derstood. The principal observation is that of a high susceptibility of the
resistive anisotropy to the in-plane component of the applied magnetic field
[9]. It is unknown whether the system is homogeneously ordered or breaks up
in a large number of domains. In addition, despite intense theoretical effort,
the nature of the underlying symmetry breaking mechanism has not been
confirmed by experiment. As the in-plane field strength is instrumental in
observing an anisotropy, the main experimental challenge is achieving precise
and continuous control over the applied magnetic field vector.
This project is an experimental exploration of the low-temperature phase
diagram of Sr3Ru2O7 using electrical transport measurements. Important
technical innovations involved modifying and adiabatic demagnetisation re-
frigerator for measurements of the resistivity over a wide range of tempera-
tures, and installing a three axis vector magnet system for measurements in
the anisotropic phase. The aim is to add to our understanding of both the
normal and anisotropic states of Sr3Ru2O7.
As mentioned in the preamble on ‘Original work’, I benefited from close
experimental collaboration with a number of members of the group. Even
when the work was done by myself, I engaged in helpful discussions with
group members and theorists throughout this project. I will therefore use
the first person plural when discussing all experimental work, even though
the large majority of that work (see ‘Original work’) was performed by me
alone.
The thesis is structured in 7 chapters. In chapter 2, I will provide a
summary of the scientific background relevant to this project, which includes
an introduction to the physics of Sr3Ru2O7. Chapter 3 contains descriptions
of the experimental techniques used in this project. The experimental results
chapters are divided into those describing the ‘normal state’ measured outside
3the anisotropic phase (chapter 4) and those of the anisotropic state (chapter
5). These chapters also contain the majority of the discussion of the data.
In addition, we developed some phenomenological models to interpret the
resistivity of Sr3Ru2O7, both inside and outside the anisotropic phase. I
decided to present these models separately from the main data, in chapter
6. The reader may prefer to skip to sections 6.1 and 6.2 before returning to
chapter 5 and then reading the discussion in section 6.3. Finally, chapter 7
concludes the thesis and presents possible directions for further research.
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Chapter 2
Scientific background
The aim of this chapter is to provide an introduction of the physical con-
cepts used throughout this thesis. I will start with a brief summary of Fermi
liquid theory, the physics of strongly correlated materials and quantum crit-
icality. Then, I will provide a short review of the literature on Sr3Ru2O7,
the focus of this thesis. Finally, I will introduce several aspects of transport
measurements in metals.
Much of the background physics is described in detail in popular text-
books, such as those by Ashcroft & Mermin [14], Ziman [15] and Ibach &
Lu¨th [16]. Additionally, a review of Sr3Ru2O7 has recently been published,
focussing primarily on the physics of the anisotropic phase [17].
2.1 Electrons in metals
At typical densities (n ∼ 1028m−3) and at ambient temperature, the thermal
de Broglie wavelengths of electrons in metals exceed their average separa-
tions. As a consequence of this, electrons form a highly degenerate Fermi gas.
Electrons occupy quantised energy states, with one electron filling each quan-
tum state up to a maximum energy, called the Fermi energy (F ). Around
F , the Fermi-Dirac distribution is broadened by temperature over a width of
dimension ∼ kBT . For a typical metal such as copper at room temperature,
kBT ∼ F/25 [14], whereas for metals at cryogenic temperatures, the thermal
broadening of the Fermi sea is smaller still. The electrons occupying states
far below the Fermi energy are not susceptible to low energy excitations as
these are forbidden by Pauli exclusion. The properties of a non-interacting
gas of electrons, described by the Sommerfeld model, are therefore dominated
by contributions from a small fraction of the total number of electrons.
In the absence of interactions or a crystal lattice, the electronic dispersion
5
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(k) may be approximated by solving the problem of a single particle in a
box of dimensions L3. This Hamiltonian has energy eigenvalues of the form
 =
~2k2
2m∗
, (2.1)
where m∗ is the free electron mass me, and k is the wave vector, related to
momentum as p = ~k. Values of k are quantised in units of (2pi
L
) and are
therefore of dimensions of inverse length. In a periodic crystal, translational
symmetry is broken and p is no longer a conserved property, so we refer to it
as crystal momentum. It is possible to extract a mean velocity of electrons
at the Fermi energy as
v(k) =
1
~
d
dk
∣∣∣∣
kF
(2.2)
and using this expression, an effective electron mass
(m∗)−1 =
1
~2kF
d
dk
∣∣∣∣
kF
. (2.3)
Imposing a crystalline potential breaks the translational symmetry of the
system, and introduces the Wigner-Seitz unit cell, the irreducible volume
from which the entire crystal can be formed by copying the cell along lattice
vectors. The Fourier transform of the Wigner-Seitz cell is the Brillouin zone,
which is defined as a volume in k-space. Through reciprocal lattice vectors,
all electronic states can be mapped to the first Brillouin zone, so that it
contains the entire electronic dispersion of the system. Both the unit cell
and the Brillouin zone have the same point group symmetry as the crystal.
It may come as some surprise that despite many simplifications, the Som-
merfeld model is quite successful at predicting electronic properties of simple
metals [14]. This is partly due to the fact that Coulomb forces are strongly
screened in metals, resulting in an effective interaction which is short range.
For many metals where electron-electron interactions cannot be ignored, Lan-
dau Fermi liquid theory has provided a powerful phenomenological model, in
good agreement with experiment.
2.2 The Landau Fermi liquid
Fermi liquid theory was postulated by Landau (see, for example: reference
[18]) to explain the properties of low-temperature 3He, a Fermi liquid with
strong interactions, but it has since been applied more widely to interact-
ing electron systems. In essence, the theory replaces the complex problem
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of strongly interacting electrons with a simpler problem of weakly interact-
ing quasiparticles. These quasiparticles still obey Fermi statistics, and form
quasiparticle / quasihole pairs when excited from the Fermi sea. The strength
of the interactions between bare electrons is then subsumed into the proper-
ties of the quasiparticle. For many physical properties, this manifests itself
as a mass renormalisation, where the ratio of the renormalised mass over the
free electron mass m∗/me is determined by the strength of interactions. For
example, the specific heat for a three dimensional isotropic Fermi liquid may
be expressed as [19]
Cv =
m∗kFk2B
3~2
T, (2.4)
which differs from the free electron result by a factor m∗/me. The specific
heat of a Fermi liquid is linearly dependent on temperature, so that we can
define the temperature-independent Sommerfeld coefficient γ = Cv/T , which
is proportional to the quasiparticle effective mass.
Unlike free electrons, Fermi liquid quasiparticles are only well-defined at
the Fermi energy, and have a finite lifetime at energies away from the Fermi
energy. Additionally, the scattering rate due to quasiparticle-quasiparticle
interactions is limited by the product of the density of excited states and the
density of available states to scatter into. The latter is due to Pauli exclu-
sion prohibiting any scattering event resulting in a multiply occupied state.
Both densities are proportional to the thermal broadening of the Fermi-Dirac
distribution, which has a characteristic energy kBT . The result of this argu-
ment from phase space restriction is that, in the limit where the energy of
quasiparticles follows a thermal distribution, the scattering rate τ−1 has the
form [16]
τ−1 ∝ T 2. (2.5)
2.3 Strongly correlated electrons
Much current research effort focuses on materials in which electron correla-
tions are thought to be strong [20]. In terms of the effective Hamiltonian
provided by the Hubbard model (see, for example: [21]), strongly correlated
materials have a high on-site repulsion energy, U . The competition between
kinetic and potential energy scales may result a rich phase diagram, including
metal-insulator transitions and a wide variety of spin- charge- and orbitally
ordered states [22]. In terms of the thermodynamic measurements, correla-
tions will manifest themselves in highly renormalised quasiparticle masses, as
compared to the non-interacting band predictions. Additionally, correlated
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systems may exhibit strongly renormalised magnetic susceptibilities, such as
a Wilson ratio greater than one. In the phenomenology of Fermi liquid the-
ory in the isotropic limit, interactions are expressed as an expansion in terms
of the dimensionless Fermi liquid parameters F
s(a)
n . The effective mass m∗
and magnetic susceptibility χ are expressed as [21]
m∗ = (1 +
F s1
3
)me (2.6)
χ =
m∗
me(1 + F a0 )
χ. (2.7)
In a electronic fluid in a crystal, me is replaced with the single particle band
mass mb. The Wilson ratio is the enhancement 1/(1+F
a
0 ), and is proportional
to the strength of magnetic interactions.
Strongly correlated metals often have conduction electrons in bands aris-
ing from partly filled d or f shells [4], which are the valence electrons found in
transition metals. There is an intuitive argument to suggest why these mate-
rials are natural candidates for strong correlations. The d and f orbitals are
more anisotropic and spatially confined than their s and p counterparts, so
that there is a higher degree overlap between the wavefunctions of site-sharing
electrons. This increased proximity of electrons enhances the magnitude of
the on-site repulsion energy, U [23].
Band structure calculations based on the local density approximation
(LDA) only consider single particle effects and will generally produce in-
correct predictions for strongly correlated materials, often resulting in an
underestimated quasiparticle mass. Some of the limitations of LDA may be
partly overcome by inserting an on-site interaction term U , if a reasonable
estimate for it is known from measurements [24]. Increasing progress is also
being made in the field of dynamical mean field theory (DMFT), a method
by which the many-body problem is mapped to that of a single impurity
[25]. However, each extension of LDA involves approximations that restrict
its applicability to real materials; ‘first-principles’ computation of the many-
body properties of solids remains a distant dream, especially for collective
states at low energies. That is why ‘phenomenological’ theories will continue
to play an important role in the field.
2.4 Quantum criticality
In the Landau description of phase transitions, a second order phase tran-
sition occurs where the order parameter of an ordered phase goes to zero
continuously. Usually, the ordered phase resides on the low temperature side
2.4. QUANTUM CRITICALITY 9
of the transition. At the transition temperature, there is no free energy dif-
ference between the ordered and disordered states, so fluctuations between
the two are expected to be strong, and driven by temperature.
Quantum criticality occurs in the special case where a second order tran-
sition exists at zero temperature. Experimentally, this is realised by lowering
the critical temperature of a second order transition by means of a non-
thermal tuning parameter, which may be pressure, chemical doping or an
applied magnetic field. At a quantum critical point, fluctuations are not
driven by temperature but by quantum zero point effects.
Quantum critical systems form a growing field of study in condensed
matter physics. Apart from the fundamental interest in their properties,
they are of interest because of the wide variety of phases which may be
found in their vicinity. For example, a variety of superconducting states
have been suggested to lie around a quantum critical point [26, 27]. Even if
a material were found with a ‘bare’ quantum critical point, it would not be
experimentally feasible to study it at strictly zero temperature. Because of
this, evidence for quantum criticality is gained from exploring the limiting
behaviour as the critical point is approached as a function of temperature or
the tuning parameter.
Despite the wide variety of metallic systems in which quantum criticality
has been observed, some common behaviour is frequently seen [3]. The spe-
cific heat measured as a function of temperature at critical tuning diverges
as Cv/T ∝ − ln(T ). The apparent consequence of this is that the effective
mass of the system is infinite at the quantum critical point.
The temperature exponent of the resistivity at temperatures above a
quantum critical point is generally observed to be different from 2, the Fermi
liquid value [3]. This is often interpreted as meaning that the quasiparti-
cles have become ‘incoherent’, and are no longer a good approximation of
the excitations of the system. A surprising result is the observation that
non-Fermi liquid behaviour can extend up to high temperatures. Addition-
ally, the temperature exponent of the resistivity is often almost exactly one,
such as in the cases of CeCoIn5 [28], Sr-doped La2CuO4 and YBa2Cu3O7 [29]
and YbRh2Si2 [30]. This intriguing ‘universal’ behaviour, observed at quan-
tum critical points of systems with diverse microscopic structures, stimulates
much of the research effort into quantum criticality.
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2.5 Measurements of electronic transport in
metals
The purpose of this section is to introduce some of the aspects of electrical
transport measurements, which is the experimental probe central to this the-
sis. In the experiments we will limit ourselves to the ab plane of Sr3Ru2O7
whose structure is quasi two-dimensional, but the arguments here are inde-
pendent of dimensionality. The measurements of resistivity are performed by
applying a current and measuring the resulting voltage drop across a sample.
Equivalently, we can say there is an applied electric field E which induces a
current j, which are related through the conductivity tensor σ, such that
j = σE. (2.8)
Microscopically, we may imagine that the electric field applies a force
on quasiparticles, which accelerates them in the direction of the current.
The inverse of the conductivity is the resistivity, ρ. For the resistivity to
be non-zero, there has to be a mechanism opposing the electrical field by
scattering quasiparticles out of their current-carrying states. We note that
in a Galilean-invariant system, such as the Fermi liquid in free space, there
are no processes by which this may occur. The presence of a lattice breaks
continuous translational symmetry and allows for momentum relaxation. Im-
purity and phonon scattering dominate in standard metals, but in strongly
renormalised Fermi liquids quasiparticle-quasiparticle scattering can domi-
nate the resistivity. This requires Umklapp processes which enable transfer
of momentum from the quasiparticle fluid to the lattice.
To calculate the resistivity of a system is generally difficult, as we must
take into account every excited quasiparticle state, the full extent of the
phase space into which every state can scatter, and any k-dependence of
scattering processes. This approach, known as Boltzmann transport theory
[15], requires knowledge of the Fermi surface and the nature of scattering
process. A simpler but less accurate approach is to use the Drude formula,
which treats the quasiparticles as an isotropic quasi-classical gas of density
n. The resistivity is then estimated as
ρ =
m∗
ne2τ
, (2.9)
where m∗ is the average effective mass of quasiparticles and τ is the average
time between scattering events. The scattering rate τ−1, is an effective pa-
rameter which counts the net rate at which current-carrying quasiparticles
relax their momentum. Its calculation for a real system is non-trivial and
contains terms which will be dependent on temperature.
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If several distinct scattering processes occur which can be assumed to
be independent of one another, the rates may be summed by Matthiessen’s
rule [14]. For example, if the dominant scattering processes are quasiparticle-
quasiparticle in a Fermi liquid (equation (2.5)) and temperature-independent
scattering from impurities, the total resistivity may be expressed as
ρ = ρ0 + AT
2 (2.10)
which is the form commonly used to describe resistivity in Fermi liquids. A
full derivation of the parameters ρ0 and A requires detailed knowledge of the
material. However, by considering an approximate expression for τ−1 [14, 31]
and inserting the Fermi energy from equation (2.1),
τ−1 ∝ (pikBT )
2
~F
∼ 2m
∗(pikBT )2
~3k2F
(2.11)
and combining this scattering rate with the Drude expression in equation
(2.9), we obtain
A ∼ 2A0pi
2k2Bm
∗2
~3k2Fne2
, (2.12)
where A0 is a dimensionless constant of order one [14]. Whilst this result is
dimensionally correct, it is limited by the assumptions underlying the Drude
formula and the expression of the scattering rate, and therefore unlikely to be
correct in real systems. To first order however, corrections may be subsumed
into A0.
In many materials, such as the elemental metals, the T 2 term to the scat-
tering rate is small compared to that deriving from other mechanisms. They
have been observed to exhibit a linear dependence of resistivity on temper-
ature around room temperature, and a T 5 dependence at sufficiently low
temperatures. The dominant scattering process in both regimes is between
electrons and phonons, and the resistivity follows the Bloch-Gru¨neisen law
[15].
Resistivity is sensitive to anisotropies in the conductivity tensor σ. In
addition, the resistivity tensor has off-diagonal components due to the Hall
effect. The angular dependence of the components of the resistivity tensor
are constrained by the symmetry of the crystal. For example, a geometrical
argument can be constructed to demonstrate that in-plane resistivity must
either be isotropic (in the case of tetragonal crystals), or two-fold symmetric
(for orthorhombic crystals) [32].
The discussion so far has related to the conductivity due to a single
band of quasiparticles at the Fermi energy. Extra complications enter if we
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consider multiple bands, with different parameters m∗ and kF . The most
straightforward approach is to consider these as parallel conduction channels
such that the total conductivity may be expressed as a sum over i bands,
σtot =
∑
i σi, and the total resistivity is
ρtot =
(∑
i
(ρi)
−1
)−1
. (2.13)
I will employ equation (2.13) in the ‘normal state’ analysis presented in
chapter 6 and in appendices A and B.
2.6 The physics of Sr3Ru2O7
2.6.1 Background of the strontium ruthenates
Sr3Ru2O7 is a paramagnetic metal with a layered perovskite crystal structure.
It is the n = 2 member of the Ruddlesden-Popper series Srn+1RunO3n+1. The
n=1 member of this series, Sr2RuO4, has been the subject of extensive inves-
tigation due to its unconventional superconducting state, which is thought to
have p-wave symmetry [33]. The n = 3 and n =∞ members of the series are
Sr4Ru3O10 and SrRuO3, which undergo ferromagnetic transitions at TC =
105K [34] and 165K [35], respectively. In contrast to early reports on less
pure samples [36], high purity Sr3Ru2O7 does not order magnetically. Nev-
ertheless, the paramagnetism is strongly enhanced, which is evident from a
low-temperature Wilson ratio of around 10 [10].
Sr2RuO4 is a highly two-dimensional conductor, which is apparent from
the difference between the low temperature resistivity measured in the c-
axis and ab plane ρc/ρab ≈ 1000 [37]. The reason is that conduction is
predominantly within planes of corner sharing RuO6 octahedra, with lim-
ited inter-plane hopping. Progression through the Ruddlesden-Popper series
corresponds to increasing the number of RuO planes in the unit cell, which
leads to increasingly three-dimensional transport. For Sr3Ru2O7, which has
RuO stacked as bilayers, ρc/ρab ≈ 300 [10], whereas transport in SrRuO3 is
fully three-dimensional.
Schematics of the crystal structures of Sr2RuO4 and Sr3Ru2O7 are shown
in figure 2.1. To highlight the positions of the RuO octahedra, they are
shaded grey. The models are based on structure refinements based on neutron
diffraction measurements [38, 39]. Sr2RuO4 was found to have a tetragonal
symmetry of the type I4/mmm. In Sr3Ru2O7, the RuO octahedra are rotated
by 6.8◦ in a staggered manner, which results in a lowering of the symmetry to
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the orthorhombic Bbcb group [40]. The size of the unit cell size is also affected
by a
√
2×√2 reconstruction. In orthorhombic systems, there is no symmetry
to protect the relative dimensions of the a and b lattice parameters, and a 5
parts in 104 difference between them was observed using neutron diffraction
[38]. Throughout this thesis, I will use the labels a and b for the directions
in each crystal along the nearest in-plane Ru-Ru bonds, as shown in figure
2.1. In Sr3Ru2O7, these are 45
◦ rotated in the ab plane with respect to the
orientations of the real (orthorhombic) lattice vectors.
Figure 2.1: Schematic reconstruction of the crystal structures of Sr2RuO4 [39]
and Sr3Ru2O7 [38]. The RuO6 octahedra are shaded grey to help identify
their positions. For each crystal the black mesh and the accompanying labels
specify important length scales. On the right, the top view of Sr3Ru2O7
reveals the magnitude of the rotation of octahedra. Arrows marking the
Ru-Ru bond direction are labelled a and b.
2.6.2 Electronic band structure of Sr3Ru2O7
The electronic structure of Sr3Ru2O7 has been the subject of band struc-
ture calculations [41, 42] ARPES studies [43, 44, 45], and quantum oscilla-
tion measurements of the de Haas-van Alphen effect [46, 47] and the mag-
netocaloric effect [47]. The combined insights from all these studies have
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resulted in a detailed model of the band structure, described in detail by
Mercure and co-workers [47], which we will take as our starting point in this
thesis.
In both Sr2RuO4 and Sr3Ru2O7, bands of carriers arise from hybridisation
between ruthenium 4d and oxygen 2p orbitals. Four valence electrons on
every Ru site partially fill the dxy, dyz and dxz orbitals, resulting in three
quasi-two dimensional bands in the case of Sr2RuO4 [48]. In Sr3Ru2O7, the
bilayer doubles the number of Ru-O planes in the unit cell, resulting in a
splitting of the three bands. In addition, the
√
2 × √2 enhancement of the
unit cell leads to a reduction in the size of the Brillouin zone, which now
includes the electronic contributions from 4 ruthenium sites. The resulting
band structure consists of six bands, five of which may be attributed to
bilayer splitting and folding of the original Sr2RuO4 bands. The sixth ‘δ’
pocket derives from partial filling of the Ru 4dx2−y2 orbital [42], and has no
equivalent in the higher symmetry Sr2RuO4, in which the 4dx2−y2 derived
band is empty. Each band of Sr3Ru2O7 is conventionally labelled based on
that of the Sr2RuO4 band to which it is most closely associated. However,
the orbital character of many of the bands in Sr3Ru2O7 is strongly mixed,
which has led to inconsistencies in labelling in the literature. We will follow
the convention in the paper by Mercure and co-workers [47].
Figure 2.2: Fermi surface for Sr3Ru2O7. Left : Model for all six bands, with
the labelling conventions [47]. The value of a is the in-plane lattice parameter
for Sr2RuO4, 3.9 A˚. Right: LDA calculation for the basal plane (kz = 0, black)
and midplane (kz 1/4, blue), such that the differences indicate the amount
of warping of the cylinders, adapted from [45].
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Two depictions of the Sr3Ru2O7 band structure are presented in figure 2.2.
In each case, the full size of the panel is the size of the Sr2RuO4 Brillouin zone,
and the inner diamond is the size of the reconstructed Sr3Ru2O7 Brillouin
zone. The panel on the left summarises the model by Mercure and co-workers
[47]. They additionally inferred a twofold degeneracy of the δ, γ1 and γ2
pockets which is not shown in the drawing. The panel on the right presents
a band structure calculation at two values of kz. The difference between
the two is a measure of the warping of the quasi-two dimensional cylinders,
which is predicted to be strongest near the edge of the Sr3Ru2O7 Brillouin
zone. The calculation provides some justification for the degeneracy in γ1
and δ, although we should note that the calculation is not expected to be in
full agreement with the measurement.
The precise shape of γ2 was not resolved by ARPES, although a weakly
dispersing band was measured in that part of the Brillouin zone [45]. The
band was measured to be close to a peak in its density of states, which has
been suggested to be due to a saddle point in its dispersion. This feature is
named a van Hove singularity (vHs), and its suspected location is indicated
on the left panel of figure 2.2. The existence of the γ2 pocket is supported by
density functional calculations shown in the right panel, and its observation
in magnetocaloric oscillations [49].
2.6.3 Metamagnetic quantum criticality and purity de-
pendent phase formation
Metamagnetism is a class of first-order phase transitions in which the mag-
netic order parameter experiences a discontinuous change as a function of the
applied magnetic field. In the case of Sr3Ru2O7, multiple metamagnetic tran-
sitions have been identified, which separate a low-field paramagnetic state
and a high-field state with an enhanced magnetisation. The transition oc-
curs in the presence of a magnetic field, and is therefore not associated with
a broken symmetry. The size of the metamagnetic jump is suppressed as a
function of temperature, and reduced to zero at a temperature T ∗. At pre-
cisely this temperature, the order parameter does not jump, so the transition
there can be of the (non-symmetry breaking) second order type [8]. At tem-
peratures above T ∗, a broad crossover feature is measured between the states
of low and high magnetisation. The field and temperature dependences of
metamagnetism were studied in Sr3Ru2O7 using a.c. magnetic susceptibility
[50]. A small imaginary component to the peak in the susceptibility was
measured at a first order transition, caused by hysteretic dissipation. The
magnitude of T ∗ was found to be dependent on the angle of the applied field
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with respect to the crystal c-axis, with T ∗ being a maximum with H ‖ ab.
It was found that the way in which the metamagnetic sheet forms along
H ‖ c is strongly dependent on sample purity. Initial reports on samples
with residual resistivities of ρ0 ≈ 2.5µΩcm appeared to show the metamag-
netic sheet to be completely suppressed as a function of temperature [7, 50].
This special type of quantum critical point was termed a ‘quantum critical
endpoint’. Studies in purer samples with ρ0 ≈ 0.5µΩcm revealed that the
metamagnetic sheet passes through a minimum around θ ≈ 30◦ from the c-
axis, at which point it bifurcates into two sheets, whose onset temperatures
then grow as the field is tuned further towards c [51]. The same first order
transitions were measured in the field and temperature dependent resistivity
of Sr3Ru2O7, with sudden jumps in ρ as the metamagnetic sheet is crossed
[9]. The left panel of figure 2.3 summarises the field and temperature de-
pendences of the metamagnetic sheets (green), as deduced from transport
studies in the cleanest samples.
Figure 2.3: Metamagnetism and the formation of a distinct phase in high
purity samples of Sr3Ru2O7. Left : metamagnetic sheets as extracted from
transport data. The green sheets are the loci of first order transitions, light
blue sheets enclose regions of anomalously high resistivity. Figure from ref.
[52]. Right : phase boundaries of the phase with H ‖ c, compiled from
signatures in the a.c. magnetic susceptibility, resistivity, magnetisation and
thermal expansion. Figure from ref. [11].
With field applied along the c-axis in the purest samples, two lines of
metamagnetic transitions are observed, which correspond to intersections
of the bifurcated sheet [53]. The region between the metamagnetic tran-
sitions was discovered to be a thermodynamically distinct phase, and its
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phase boundaries are shown in the right panel of figure 2.3 [11]. The phase
boundaries below the red arrows are the first-order metamagnetic transitions.
Between the red arrows, there is a dome corresponding to kinks in the mag-
netisation and resistivity as a function of temperature. The specific heat
jumps as a function of temperature when cooling into the phase, consistent
with the expectation for a second order transition [54].
The application of 13.6 kbar of hydrostatic pressure has recently been
shown to suppress the metamagnetic sheet with H ‖ ab to zero temperature
[55]. However, at this tuning no phase formation was observed. Electron
doping by substituting Sr2+ with La3+ was shown to enhance the critical
field of the metamagnetic sheet [56].
The metamagnetism in Sr3Ru2O7 is generally associated with the peak in
the density of states close to the Fermi level that results from the proximity
of the γ2 band to the van Hove singularity shown in figure 2.2. In the simplest
picture, the peak is reached by rigidly Zeeman-splitting the bands around the
Fermi energy until the increase in the density of states satisfies the Stoner
criterion. At this point, a first order transition takes the material to a state
of higher magnetisation. It was shown that a system like this may be tuned
to a quantum critical point [57] and that additional terms in the Landau
expansion around this point may lead to bifurcation of the metamagnetic
sheet [51]. A treatment of fluctuations from a metamagnetic quantum critical
endpoint yields scaling parameters for the magnetic susceptibility, a heat
capacity divergence at HC, and non-Fermi liquid transport exponents for the
resistivity [58]. More recent work explored the role of the rotations of the
RuO octahedra on spin-orbit coupling, to explain the variation of the critical
field on the direction of the applied field [59].
Many thermodynamic features of Sr3Ru2O7 can be modelled by studying
the effect of a peak on the density of states in a single band [60, 61]. Num-
ber conservation is important a multiple band system, as it renormalises
the field scale in a non-intuitive way. Away from the metamagnetic transi-
tion, calculations reproduce qualitative features of specific heat, entropy and
magnetisation. Similarly, a double peak in the density of states may lead to
twin sheets of metamagnetic transitions, but cannot reproduce the second-
order ‘roof’ of the phase without explicitly introducing a symmetry-breaking
mechanism.
Evidence for anisotropic in-plane transport in Sr3Ru2O7 was first reported
in ref. [9], and the principal result is summarised in figure 2.4. The left panel
presents magnetoresistance measured with H ‖ c, displaying a sharp increase
in the region between the two first-order transitions. The measurement was
repeated for current along the crystal a and b directions (black and red lines),
which agree well. Applying a small (θ = 13◦) angle to the applied magnetic
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Figure 2.4: Magnetoresistance in a plate-like sample of Sr3Ru2O7, with the
current direction either along the crystal a (black) or b (red) directions. Left :
a measurement with H ‖ c results in the same behaviour in a and b. Right :
the addition of a small in-plane field component such that Hab ‖ a yields
a large anisotropy in between the metamagnetic phase boundaries. Figure
adapted from ref. [9].
field results in a dramatic anisotropy between the two current directions. The
resistivity measured along the in-plane field component still shows a strong
peak inside the phase, whereas this enhancement of resistivity is almost com-
pletely suppressed if the resistivity is measured perpendicular to the in-plane
field component.
Similar observations of a spontaneous breaking of rotational symmetry
by an electronic fluid had been reported earlier in two dimensional electron
gases (2DEGs) [62, 63, 64, 65]. In these systems, several fractional quantum
Hall states display ‘hard’ and ‘easy’ transport directions, strongly pinned
to the underlying lattice but sensitive to an in-plane field. More recent
reports include those of anisotropic transport in the normal state of a cuprate
superconductor [66] and that of an iron arsenide superconductor [67]. In
these systems, however, the resistive anisotropy is only seen when the lattice
strongly breaks rotational symmetry.
2.6.4 Theoretical work on the ‘electron nematic’ phase
of Sr3Ru2O7
In order to set the experimental results reported in this thesis in context, I
will now present a very brief review of the theoretical work on the anisotropic
phase of Sr3Ru2O7. Since early proposals of nematic order in strongly cor-
2.6. THE PHYSICS OF SR3RU2O7 19
related systems [6, 68], most theoretical work has focussed on models of
electron nematics, and a recent review [69] summarises these efforts in the
context of Sr3Ru2O7 as well as quantum Hall systems and high-TC super-
conductors. Treatment of nematics revolves around instabilities which cause
d -wave Pomeranchuk distortions of bands arising from either the Ru dxy
orbital, or a spontaneous imbalance between the dxz and dyz orbitals, which
is sometimes referred to as ‘orbital order’.
After early work [70, 71] showed that it is in principle possible for a van
Hove singularity to stabilise an electron nematic with arbitrary small cou-
pling, the specific case of Sr3Ru2O7 was explored [72, 73, 74, 75], reproducing
metamagnetism and the correct topology of the phase diagram. The predic-
tions include the type of Fermi surface distortion in the phase, as well as the
behaviour of the nematic order parameter as a function of field. The influence
of bilayer coupling was studied, leading to a potentially more complicated
phase diagram [76, 77]. A realistic band structure based on a tight-binding
calculation improves the correspondence with the case of Sr3Ru2O7 [78, 79].
Extensions of these models include a simulation of SI-STM [80], formation
of nematic domains and anisotropic transport [81], and heat capacity and
magnetic susceptibility at critical tuning [82].
Two different papers suggest similar approaches to arrive to a nematic
state using orbital order [83, 84]. The argument is partly motivated by the
fact that the quasi-one-dimensional dxz and dyz orbitals are more strongly
affected by bilayer splitting. As Sr2RuO4 shows no nematic phase or meta-
magnetism up to high fields but its band structure is derived from the same
orbitals as that of Sr3Ru2O7, one might expect the quasi-1D bands to con-
tribute most to the nematic instability. A ‘nematic’ order parameter in the
phase and the right phase diagram topography may be produced in this
model.
Alternatives to the nematic distortion include inhomogeneous charge or-
der with phase separation [85], the formation of Condon domains between the
two metamagnetic transitions [86], and a ‘spiral’ phase of spatially varying
magnetisation, stabilised by the vHs [52, 87].
Finally, it has been argued that ferromagnetic quantum critical fluctua-
tions enhance the impurity scattering, with the residual resistivity diverging
at quantum critical tuning. This has been proposed to account for the resis-
tive enhancement at the quantum critical point [88, 89].
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2.6.5 Thermodynamic and transport properties out-
side the phase
A key feature of the physics of Sr3Ru2O7 is the interplay between apparent
quantum critical behaviour in the broader phase diagram and the formation
of the anisotropic phase. I therefore close this introduction chapter with a
summary of the experimentally determined properties of the broader phase
diagram.
The first signatures of quantum critical behaviour were measured by in-
plane transport with H ‖ c [7] and H ‖ ab [8]. In each case, the temperature
dependence of the resistivity at low fields was found to be quadratic, following
the Fermi liquid prediction of ρ0+AT
2 (equation (2.10)), up to a temperature
T ∗ ≈ 10K. Above T ∗, the resistivity increases linearly with temperature.
We will focus on the results for H ‖ c, as they are most relevant to the
experiments described later in this thesis.
Figure 2.5 summarises two important results from this study. The left
panel presents extracted values for the Fermi liquid ‘A’ coefficient, which
is proportional to the quasiparticle effective mass squared in a single band
metal (equation (2.12)). The A coefficient experiences a sharp increase as the
critical field (H ≈ 8 T) is approached, from either the low- or the high field
sides. The increase in the A coefficient may be interpreted as a signature of
an incipient divergence in the quasiparticle mass towards quantum critical
tuning.
Figure 2.5: Transport signatures of quantum criticality in Sr3Ru2O7. Left :
incipient divergence in theA coefficient at the critical field. Also plotted is the
low temperature magnetoresistance, ρ0(H). Right : colour plot as a function
of temperature and field of the temperature exponent of the resistivity, α,
such that ρ = ρ0 + AT
α. Figures from ref. [7].
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The panel on the right of figure 2.5 presents an extracted value of the
temperature exponent of the resistivity, α, where the general expression for
the resistivity at any field is taken to be ρ = ρ0 + AT
α. For a Fermi liquid,
α = 2, corresponding to the blue regions on the plot. The observation is
that Fermi liquid behaviour is suppressed in temperature as the critical field
is reached. At that field, the resistivity is approximately linear in tempera-
ture. At higher fields, α rises above one again, suggesting that Fermi liquid
behaviour is recovered at low temperatures. The non-Fermi liquid transport
behaviour measured across the phase diagram and up to high temperatures
seems to originate at the quantum critical point, suggesting that the quantum
critical fluctuations are responsible.
These measurements were performed on samples which were insufficiently
pure to exhibit the anisotropic phase (ρ0 ≈ 2.5µΩcm). For this reason, the
magnetoresistance presented in the panel on the left of figure 2.5 does not
show the well-defined first order transitions seen in figure 2.4.
Figure 2.6: Thermal signatures of quantum criticality in Sr3Ru2O7. Left :
field dependence of the electronic part of the specific heat C/T and the
entropy S/T at T = 250 mK. Figure from ref. [54]. The red lines are a fit of
the type a + b[H−HC
HC
]−1, and the vertical scale is offset. Right : C/T (black)
and resistivity (blue) as a function of temperature at 7.95T. Figure from ref.
[90]. The red line is a fit of the type −a ln(T ).
A study of the specific heat around the anisotropic phase in the purest
samples demonstrates that the Sommerfeld coefficient γ also follows divergent
behaviour, but that this is cut off by the onset of the anisotropic phase
[54, 90]. The approach of the quantum critical point in field is best modelled
by a divergence of the type [H−HC
HC
]−1. This divergence is also consistent with
a quasiparticle effective mass divergence at the quantum critical point, and
presented in the left panel of figure 2.6. As expected for a Fermi liquid, the
Sommerfeld coefficient has the same field dependence as the entropy divided
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by temperature extracted from the magneto-caloric effect.
The signs of magneto-caloric peaks when entering and leaving the phase
indicate that the phase has a higher entropy than the surrounding Fermi
liquid. This is consistent with the measured slopes of the metamagnetic
transitions shown in figure 2.3, as the sign of the gradient can be related to the
entropy jump through the magnetic Clausius-Clapeyron relation dHC/dTC =
−∆S/∆M [54]. In addition, specific heat measurements as a function of
temperature indicate the presence of a maximum in γ around 7K in the
absence of an applied magnetic field. The temperature of the maximum in
γ is suppressed, much like the extent of the Fermi liquid T ∗ in figure 2.5, to
zero at the quantum critical point. Precisely at the critical field, the specific
heat diverges at low temperature as γ ∝ − ln(T ) until it is cut off at the
entry of the anisotropic phase. This behaviour at critical tuning is presented
in the right hand panel of figure 2.6.
To summarise, the anisotropic phase forms on a background of a highly
renormalised Fermi liquid, and effectively cuts off an underlying divergent
entropy. Nevertheless, the phase has a higher entropy than the surrounding
metal. As the system has Fermi liquid properties at low temperature, its
electronic structure can be directly compared to measurements of the spe-
cific heat and A coefficient. Contrary to an earlier report [46], recent high
resolution quantum oscillation measurements [47] demonstrated that none of
the five bands for which the field dependence of the mass could be deter-
mined exhibit a strong field dependence. While the zero field band structure
is in agreement with the measured specific heat, and (field dependent) os-
cillation frequencies have been measured inside and outside the anisotropic
phase, there is no quantitative agreement between the field dependence of
the masses from dHvA and specific heat. Part of the motivation of this thesis
is to attempt to understand the apparent inconsistency between these two
results by performing a high resolution measurement of the Fermi liquid ‘A’
coefficient as a function of field.
Chapter 3
Experimental methods
The aim of this chapter is to describe the experimental methods used to
perform low noise resistivity measurements on Sr3Ru2O7 over a wide range
of temperatures and magnetic fields. First, I will set out the general tech-
niques used to perform resistivity measurements on single crystals of stron-
tium ruthenates. Then, I will introduce the different cryostats used in the
St Andrews group to control the low-temperature environment, and explain
what modifications were necessary to make this project possible. Finally, I
will focus on the application of a magnetic field, and in particular the oper-
ation of the triple axis vector magnet.
3.1 Low-level resistivity measurements
The focus of this thesis is resistivity measurements of strontium ruthenate
samples. Although measurements were performed under a range of differ-
ent measurement conditions, the methods of sample preparation, wiring and
measurement were similar in all cases. In this section I will set out the
techniques we use, and how they are motivated.
3.1.1 Sample preparation and mounting
Single crystals of Sr3Ru2O7 and Sr2RuO4 were grown by a floating-zone tech-
nique in an infra-red image furnace. High purity powders of SrCO3 and RuO2
are mixed, ground and calcinated, pressed into a rod, sintered and the result-
ing rod is placed into the image furnace. At the focus of two infra-red lamps,
the sintered rod melts, forming a molten zone. The rod is slowly moved
through the focus of the lamps until the molten zone has passed its entire
length, leaving behind a single crystal. For Sr3Ru2O7, a detailed study has
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been performed to optimise the variety of growth conditions [91], resulting
in single crystals with residual resistivities as low as ρ0 ≈ 0.25µΩcm. The
Sr3Ru2O7 samples used for this project were grown by R.S. Perry, whilst the
Sr2RuO4 samples were grown by A.S. Gibbs.
Significant variations between the qualities of different growths were found
[12], so that many batches needed to be grown and characterised in order to
select the ones yielding samples sufficiently pure to exhibit the anisotropic
phase. Most of the samples used in this project were selected from batches
which had undergone extensive characterisation by J.-F. Mercure [12], which
enabled us to cut new samples with high confidence of their purity. We
selected samples from batches with ρ0 < 0.7µΩcm, and in which quantum
oscillations had been observed. Over the course of this project, we cut,
mounted and characterised crystals from eight different batches. The crystals
used in the eventual measurements are those which were found to be the most
homogeneous, with the lowest residual resistivities and the most suitable
shapes.
During the course of this project, I mounted and characterised approx-
imately 20 crystals; the best 4 of these were selected for the detailed ex-
periments described in chapters 4-6. Two samples measured in the vector
magnet, which will be described in chapter 5 as ‘needle’ and ‘octagon 1’, had
already been mounted and characterised by R.A. Borzi and S.A. Grigera, so
that their quality was known before the start of this project.
Sample cutting
Both Sr2RuO4 and Sr3Ru2O7 cleave readily along their ab planes. The ex-
posed ab surface is optically reflective and may have few visible imperfections
over the length scale of a millimetre. The larger the surface of the cleave,
the greater the probability that irregularities appear. Cleaves can be initi-
ated manually with a sharp scalpel blade. Whilst the cleaves are often of
good quality, the scalpel technique is not controlled enough to determine
the thickness of the cleaved platelet precisely. In addition, a crystal may
spontaneously cleave if it is stressed.
For resistivity samples in which current is passed through the ab plane,
the size of the absolute resistance is inversely proportional to the thickness
of the sample in the c-direction. To reproducibly cleave off thin slabs, we
tried cleaving samples by employing a technique that is widely used in An-
gle Resolved Photoelectron Spectroscopy (ARPES). For ARPES, the crystal
surface must be cleaved in ultrahigh vacuum. The solution is to stick the
crystal down with glue and attach a small object on top of the exposed crys-
tal ab surface. This object is then tapped, taking a layer of crystal with
3.1. LOW-LEVEL RESISTIVITY MEASUREMENTS 25
it, exposing the cleaved surface. We found that this method works well un-
der atmospheric conditions. Glueing a crystal on a microscope slide with
Araldite, with a 0.7mm drill bit attached to the ab plane with Crystalbond,
we obtained good > 1mm2 area plates, but of widely varying thickness.
To improve on the different cleaving techniques, we polished a number of
crystals down, with good results. We employed a hand held polishing puck
made of stainless steel, with a central column onto which end the sample
is glued. The column moves up and down freely in the puck, so that the
only downward force on the sample is the weight of the column. Samples
are attached to their holder with Crystalbond. For the polishing medium we
decided to use self-adhesive abrasive disks1 which are pre-coated with fine
alumina powder. The disks are attached to a thick glass plate for stability.
For lubrication machine oil, glycerine and WD40 are all suitable, but tap
water works equally well. For the best results, samples are polished on a
series of different disks, varying from course to fine grain size. A final polish
with 1 µm grains results in a surface which is visually indistinguishable from a
cleaved surface. We were able to polish the ac, bc and ab planes equally well.
By polishing, we were able to bring any sample dimension down to about 50
µm. At this thickness, the sample is very brittle and tweezer manipulation
becomes problematic so there is a significant risk of breaking the sample.
For these measurements, we wanted to control the direction of current
within the ab plane. Specifically, for needle samples, we wanted the current
to flow along either a or b. To cut the crystal in the ac and bc planes we used
a wire saw2. The wire saw operates by rapidly moving a thin (80 µm outer
diameter) tungsten wire over the sample, feeding the wire through slowly
between two spools to prevent excessive wear. The interface between the
wire and the sample is lubricated with a mixture of glycerine and 15 µm SiC
powder. A well calibrated wire saw can make very thin cuts in a well defined
plane. In practice, our cuts were around twice the wire diameter in width.
To determine the orientation of the principal crystal axes a and b, we used
a Laue camera at the Centre for Science at Extreme Conditions in Edinburgh.
Samples are glued to a wooden holder on a three axis goniometer, which fits
both the Laue camera and the wire saw. Broadband X-rays are generated
by hitting a metal target with an electron beam. The beam is directed and
collimated to hit the sample normal to its ab plane. This orientation is
determined by using the optical reflectivity of a cleaved surface, and back-
reflecting a visible laser beam which travels by the same path as the X-
ray beam. X-rays penetrate into the crystal and are back scattered onto a
1Buehler FibrMet
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Figure 3.1: Laue X-ray image taken normal to the Sr3Ru2O7 ab plane. In
each case the a and b axes are oriented horizontally and vertically (any differ-
ences between the two are not resolved). Darkness denotes higher intensity.
Left : scan from a photosensitive plate. The white central dot is caused by
a hole in the plate through which the X-ray beam is directed. Right : Simu-
lated pattern using the crystal structure found by Kiyanagi and co-workers
[38]. Red lines are guides to the eye to the most visible lines of high intensity
peaks, and the angles between them.
photosensitive plate. Spots of high intensity appear on the plate where the
Bragg condition is fulfilled. The Laue pattern has the same symmetries as
the crystal structure, and rotates as the crystal is rotated around its surface
normal. By calculating the expected Laue pattern, or comparing to previous
results, we can determine the orientation of a and b.
Figure 3.1 presents a measured and a simulated Laue pattern side by
side, for an X-ray beam normal to the ab plane and either a or b oriented
vertically. Once the principal axes are identified, the sample can be cut by
wire saw along ac and bc on the same goniometer.
Sample mounting
A typical Sr3Ru2O7 sample with resistivity contacts is shown in figure 3.2.
The pictured sample is bar-shaped, with current contacts at the ends of the
bar and a set of voltage contacts at opposite sides of the bar. By comparing
voltage measurements from both sets of contacts we can verify that the mea-
sured behaviour is independent of details of the contact configuration or local
crystal imperfections. Apart from bar-shaped samples, we measured several
samples cut as regular octagonal prisms with rectangular sides (I will refer
to them as ‘octagons’). These samples are thin in the direction of the c-axis,
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and cut as a regular octagon in the ab plane. The octagons are mounted
using the same technique as for bar-shaped samples, but have one contact
attached to the middle of each of the eight faces.
All samples were mounted with permanently attached contacts to gold
wires, which lead to large contact pads on a quartz plate. The rationale
is that the contacts to the sample only have to be made once. After this,
measurement wires on different experimental probes can be attached to the
larger pads, which are less fragile than the contacts to the sample itself. This
also guarantees that the same contact configuration and spacing are used if
a single sample is measured on different probes. The sample mounting tech-
nique is well-established in St Andrews, and has been described in previous
theses [12, 92].
A sample is mounted on 50 µm gold wires, which suspend the crystal
about 0.3 mm over an amorphous quartz substrate. Contacts between the
sample and the wires, and the larger contacts between the wires and the
quartz, are made with high temperature curing silver paste3. The paste
is applied using a ‘paintbrush’ consisting of a single 50 µm wire, and all
contacts are made before the paste is cured. Baking the contacts at 450 ◦C
for 5 minutes results in contact resistances of  1Ω at room temperature.
Differential thermal contraction strains upon cooling the sample in a cryostat
will be absorbed by the soft gold wires. The crystal ab plane is approximately
parallel to the quartz surface. Silver paste contacts are applied on the sides
of the crystal, ‘shorting out’ the c-axis.
In an effort to improve the sample mounting recipe we tried changing the
curing scheme. The manufacturer’s data sheet suggests a 2.5 hour curing
time at temperatures ranging from 200 ◦C to 160 ◦C [93], but after several
attempts we found that the optimum curing seems to be the one described
before. For some samples we replaced the amorphous quartz with sapphire,
primarily for its much higher thermal conductivity at low temperatures [94].
We also mounted samples thermally anchored to the substrate with grease4.
In practice, the improvements in thermalisation were minimal, which led us
to conclude that the dominant heat flow is through the measurement wires.
3DuPont 6838, thinner: hexyl acetate
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Figure 3.2: Photograph of a typical single crystal of Sr3Ru2O7, cut into a
bar shape and mounted for resistivity measurements.
3.1.2 Wiring and measurement
Phase-sensitive detection
AC voltage signals are measured with lock-in amplifiers5 using phase-sensitive
detection. A low noise AC current source is used to provide the excitation
current. This may either be in the form of a lock-in oscillator voltage output
run through a variable resistance divider, or a dedicated current source6.
The current source provides the reference signal for the lock-ins. A major
benefit of using phase-sensitive detection is that it is insensitive to stray DC
voltages such as those arising from thermoelectric potentials. In addition, we
can choose the measurement frequency to be around a value where the noise
background in the laboratory is low.
We should make two comments about the implications of performing AC
measurements. Firstly, whilst the measured resistance will depend on the
exact path taken by the current through the sample, it is insensitive to the
current ‘sense’, so if this exists we will not measure it. Secondly, the resistive
response may have a frequency dependence. We perform our measurements
in the range of 70Hz-300Hz, whereas typical metallic relaxation times are
∼ 10−14 seconds [14]. In a normal metal we would effectively be in the DC
limit. We cannot absolutely rule out that frequency has an effect, especially
as similarly low frequencies have been observed to make a difference to the AC
5Stanford Instruments SR830
6Keithley 4221
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magnetic susceptibility [50], but checks below 300 Hz showed no systematic
frequency dependence of the resistivity, within experimental error.
To minimise noise pick-up in the measurement circuit, voltage and current
wires are twisted in pairs. This minimises cross-talk between pairs, as well
as pick-up from noise sources and induced currents due to vibrations in a
magnetic field [95].
The resistance of a sample is measured by driving a known current through
it and measuring the corresponding voltage drop along a part of its length.
The ideal current level, small enough to prevent self-heating at 50mK, was es-
tablished to lie around 100 µA. The self-heating is almost always dominated
by the current contact resistances, and should therefore be independent of
sample geometry. The bulk resistance depends on the shape of a sample,
where for an ideal bar-shaped sample R = ρ l
A
, ρ being the intrinsic resistiv-
ity, A the cross sectional area and l the distance between voltage contacts.
For the best needle l
A
≈ 3000 cm−1, and for the thickest octagon l
A
≈
70 cm−1. In zero magnetic field, the resistivity of Sr3Ru2O7 ranges from 232
µΩcm at room temperature to around 0.5 µΩcm as T → 0 K, depending
on purity. The smallest measured voltage is then V = 100µA× 0.5µΩcm×
70cm−1 = 3.5nV . Experimentally, we measured noise levels of between 10nV-
25nV r.m.s. at the lock-ins, so some form of low noise amplification is desired
to enable measurements at low temperature.
Amplification
To optimise the signal to noise ratio of the experiment it is necessary to choose
appropriate amplification. The lock-in amplifiers we use have near-optimum
input noise characteristics given their large input impedances (6nV/
√
Hz at
1kHz, 10MΩ). However, as the resistive measurements are generally low-
impedance, it should be possible to improve on this noise level. One instru-
mental candidate is the Stanford Instruments SR554 transformer/preamplifier,
which has a rated input noise as low as 0.1nV/
√
Hz, with an optimal fre-
quency and input impedance range of 10Hz-1kHz, 10Ω-100Ω. However, room
temperature amplification has the intrinsic limitation that any noise picked
up by the wires between the measurement and the amplifier will be present
in the amplified signal. Where possible, we have tried to use low temperature
transformers.
Lead-shielded low temperature transformers7 are installed on the 1K pot
plate of each cryostat. They are operated with a fixed gain of 100, which
limits the maximum input impedance to around 10 Ω. We mapped out the
7Cambridge Magnetic Refrigeration LTT/m
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frequency dependences of these transformers for all our systems, and found
a bimodal distribution, with older models working best around 100Hz and
newer models around 300Hz. Under optimal conditions, the transformers
amplify the signal by 100 whilst adding negligible noise or phase angle. This
is because the extra Johnson noise due to the cooled copper primary and
secondary windings is small compared to the intrinsic noise of the ∼ 10 Ω
resistance of the experimental wires. At room temperature they were also
found to be functional, but there they suffer from higher input noise due to
the higher resistance in the primaries.
3.2 Controlling the low-temperature environ-
ment
For this project we required a wide range of experimental conditions, which
led us to use several different cryostat / magnet combinations. For tempera-
ture sweeps at fixed field we needed to access the largest possible temperature
range, for which the adiabatic demagnetisation refrigerator (ADR) is ideally
suited. For other experiments we wanted to perform field sweeps at constant
temperature, which favours a 3He/4He dilution refrigerator. In all cases we
needed to make modifications, which will be outlined in this section.
3.2.1 Adiabatic demagnetisation refrigerator
Adiabatic demagnetisation is one of the oldest and most well-established
methods to access temperatures below 1K [94]. The active component is a
paramagnet with a high density of magnetic moments, so that the entropy
of its free moments is large compared with the low temperature entropy of
the other (mainly metallic) components of the cryostat. After polarising the
moments of the paramagnet with a large external field, cooling is achieved by
adiabatically demagnetising the paramagnet. The entropy of a paramagnet
is a function of the ratio of temperature and magnetic field alone [96], and en-
tropy is unchanged for adiabatic processes. Therefore, the final temperature
of the system (Tf ) is simply related to the temperature before demagnetising
(Ti) and initial and final magnetic field strengths (Bi, Bf ) as
Tf = Ti(Bf/Bi).
The use of nuclear spins enables cooling from the mK to the µK regime;
here we are concerned with higher temperatures and make use of electronic
spins. In the ADR, the paramagnet is in thermal contact with the low-
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temperature stage (LTS), a metal structure which includes wiring, thermom-
etry and the measured sample. For a more accurate calculation of the cooling
characteristics of the ADR, we should take into account the entropy of the
LTS, which turns out to be non-negligible [12].
To achieve a low Tf , it is necessary to pre-cool the paramagnet to a
suitably low Ti. The ADR has a 1K pot, which is filled with
4He from the
main bath through a high impedance tube, and is constantly pumped to
reduce the vapour pressure and thereby the temperature of the liquid. For
4He, reducing the vapour pressure above the liquid to 0.1mbar reduces the
boiling point from 4.2K to 1K [94]. In practice, the ADR 1K pot cools the
LTS to Ti = 1.8K.
For the temperature range accessible by the ADR, the paramagnetic ma-
terial is usually an insulating salt, contained in a structure called the ‘salt
pill’. To improve its low thermal conductivity to the LTS, the salt is grown
in a fine metal mesh, which is welded into the copper ends of the pill. Under
otherwise ideal circumstances, the base temperature of the ADR would be
determined by the Curie temperature of the salt. Whilst the type of salt
used was not specified by the manufacturer, it is likely to be either ferric
ammonium alum or chromium potassium alum, for which TC < 30mK [94].
The St Andrews ADR was built by Cambridge Magnetic Refrigeration
(CMR), but underwent several modifications during this project. The de-
sign has a mechanical heat switch to insulate the LTS from the rest of the
cryostat. The design of the LTS has the salt pill installed above the sample
holder, which is an unconventional choice. The main advantage is that the
ADR may be used to fit other superconducting magnets in use in St An-
drews. A disadvantage is that the weight of the LTS stresses the salt pill,
and its support and casing. The original salt pill was not designed to carry a
load. It eventually bent significantly, resulting in a misaligned measurement
probe and frequent touches to the inner vacuum can. A second revision was
produced, but it failed mechanically after only several weeks of use. Finally,
CMR produced a salt pill with a strong fibre glass exoskeleton specifically de-
signed to carry weight, which works reliably. All ADR experiments discussed
in chapter 4 were performed with the final salt pill.
Probe design and wiring
The ADR was built with NbTi superconducting measurement and thermom-
etry wiring, allowing for low resistance measurements below their TC of ∼
9K. We aimed to extend the temperature range of the ADR, and replaced the
wires with 100µm Cu from the heat switch to the samples, and more resis-
tive 100µm BeCu across the heat switch. The length of BeCu was chosen to
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maximise the thermal resistance across the heat switch, whilst maintaining
a round trip electrical resistance of 9Ω at room temperature, low enough for
transformer amplified measurements. Three transformers in lead shielding
are permanently installed on the 1K pot plate.
The low temperature stage of the ADR is modular, with different mea-
surement options available. These include a plastic transport probe made
by CMR and a magnetic susceptibility probe built in-house [12]. The plastic
probe was soon found to have excessively long thermalisation time constants
over the desired temperature range, so we designed a metal probe to replace
it. An important new design criterion was the possibility to carefully adjust
the sample orientation.
Figure 3.3 shows a 3D CAD drawing and photograph of the new metal
probe side by side. The probe supports two sample platforms, each suspended
on three springs. The springs can be individually tensioned with nuts, allow-
ing for fine adjustment of the orientation of each sample. All these parts are
made of brass, so there are no differential thermal contractions which could
change the sample orientation upon cooling.
Figure 3.3: Left : 3D CAD drawing of the new ADR metal probe Right :
Photograph of the same probe, with wiring but no samples installed. The
heat sink for the measurement loom can be seen behind the central steel
tube, to the right.
To improve the thermalisation of the samples, a silver wire8 is pressed
onto the base of the metal probe near the samples, whilst the other end con-
nects to the thermometry plate. A measurement loom consisting of 24 wires
in 12 twisted pairs is available for measurements, leaving 12 spare wires for
optional thermometers closer to the samples. Unlike wires on other parts of
8Advent Research Materials 1mm 99.996%
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the cryostat, which are installed permanently, the wires on the probe have
to survive repeated handling. We chose to use 100 µm polyester enamelled
copper, whose insulating layer is known for good abrasion and chemical resis-
tance [97]. The measurement loom is varnished to a heat sink at the bottom
of the probe, close to the anchoring of the silver wire and the samples, to aid
thermalisation.
The bottom of the probe consists of a nylon centring ring (not pictured),
to keep the probe from touching the 4.2K surface of the inner vacuum can.
The outer ring is suspended around an inner piece by thin Kevlar wires. The
inner piece is attached to the bottom of the measurement probe with screws.
The probe slots into an alignment table (figure 3.4) in which the samples
can be aligned using a laser. Here, we are aided by the fact that the top
surface of each mounted sample is the optically reflective ab plane. A laser
beam striking at incidence angle θ is specularly reflected with high efficiency.
By examining the geometry of the alignment table and measuring where the
reflected laser spot hits the side of the table, which we have covered with
millimetre paper, we can deduce the alignment of the sample with respect to
the vertical direction, the axial direction of the probe. To align the samples
with their c-axes vertically, we only need to ensure that the sample is placed
precisely in the centre of the table, and that the incoming laser beam hits
the millimetre paper at the same height as the reflected laser beam.
We can estimate the magnitude of remaining angular misalignments of
the sample, δ, by estimating the uncertainties of using the laser table. The
combined error in centring the samples and knowing the direction of the
injected laser beam and the position of the reflected beam (dashed and full
red lines in figure 3.4, respectively) amounts to around
√
δx2 + δz2 = 2mm.
We can then approximate δ ≈ tan−1(2/170)/2 ≈ 0.3◦.
Further errors in sample alignment include sources of misalignment be-
tween the axial directions of the probe and the sample magnet. The main
source of this type of misalignment would be bends along the length of the
LTS. We know that the top of the LTS is centred along the axis of the cryo-
stat, as the heat switch allows for very little movement there. We also know
that the bottom of the metal probe is centred in the inner vacuum can with
the centring ring. The largest deviations should then occur between these two
limits, such as where the salt pill is situated. The salt pill has an outer diame-
ter of 32mm and a length of 119mm. The inner diameter of the inner vacuum
can is 35mm. A misalignment of the salt pill of θ ≈ tan−1(3/119) ≈ 1.5◦
would make the pill touch the can. In practice, the pill never touches the
can, so we can conclude that local misalignments of the LTS are small. To
summarise, we are confident that the misalignment of samples on the metal
probe after careful laser alignment is of the order of, or smaller than, 1◦.
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Figure 3.4: Top: Sketch of the laser alignment table, for a sample (black
rectangle) aligned with a vertically aligned c-axis. The sample is placed
exactly in the centre of the table, so that the incoming and reflected beams
hit the sides of the table at equal height. Bottom: photograph of the laser
table, with the metal probe in place. Red arrows mark the location of the
incoming (left) and reflected (right) laser beams. Millimetre paper on either
side of the table aids the exact determination of the angles.
Characterisation and operation
The primary purpose of the ADR is to perform measurements over multiple
orders of magnitude in temperature, whilst maintaining a constant applied
magnetic field. The design challenges are for reliable thermometry, short
thermalisation time constants between the samples and thermometer, and
continuous temperature control for all temperatures.
One limit of the temperature scale is the base temperature of the system.
In the ADR this is limited by the residual entropy in the LTS, as well as heat
leaks into the system. Heat leaks are in the form of radiation and conduction
between the inner vacuum can and the LTS, conduction through wires which
cross the heat switch, eddy current heating whilst sweeping fields, and power
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dissipation at the measurement. In practice, the ordering temperature of the
paramagnetic salt is never reached. One way to characterise heat leaks into
the system is to demagnetise the salt pill fully and monitor the gradual heat-
ing of the LTS. We found that good adiabaticity corresponded to a heating
rate of 0.2 mK/min at 100 mK.
We established that, with the fibre glass reinforced pill, the ADR has a
base temperature at or slightly below 90mK, which is also the lower limit
of the calibration of the main thermometer, a Lakeshore germanium resis-
tor. For characterisation purposes, we installed a second thermometer, a
Lakeshore ruthenium oxide resistor calibrated down to 50mK. This ther-
mometer agrees with the germanium thermometer over the full calibration
range, within an error ∆T/T ∼ 1 %.
Most commonly, the ADR is operated in single shot mode, where the pill
is fully demagnetised to cool the LTS to base temperature, and subsequently
re-magnetised. The pill can then be demagnetised again, but the same base
temperature will not be reached as the system has absorbed heat in the mean
time. To reach the same base temperature reliably, the heat switch is closed
when the pill is fully magnetised, and the pill is left to cool to around 1.8K
before the heat switch is opened and demagnetisation can start again.
Apart from single or multiple shot measurements, the ADR may be used
to stabilise temperature at a certain value for a period of time, with the
pill magnet partially demagnetised. Heat leaking into the system may then
be compensated by gradually demagnetising the pill further, using a control
loop. At the point where the pill is fully demagnetised there is no more
cooling power available and temperature control is lost. The ‘hold time’
of the ADR depends on temperature and on initial conditions, such as the
temperature of the pill before demagnetising and the extent of heat leaks.
We found that for near-ideal conditions the hold time at 200mK can be as
long as 7 hours.
Programming a temperature control routine was remarkably straightfor-
ward. Usually, when controlling a heater against a constant source of cooling,
a feedback loop is necessary with the well-known proportional, integral and
derivative (PID) terms. In the case of the ADR, the field in the pill mag-
net can be used for both heating and cooling, with time constants of only a
few seconds between field changes and the measured temperature response.
Therefore, a simple feedback loop with only a proportional term and a capped
sweep rate to limit eddy current heating sufficed for temperature control with
r.m.s. fluctuations of less than 1% of the setpoint temperature.
The ADR control software was written from scratch in LabView. In-
struments are controlled using serial cables (RS232), nine of which may be
addressed in parallel by the measurement computer. We typically commu-
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nicated to four lock-in amplifiers, a Lakeshore 340 temperature controller,
a PicoWatt AVS-47 resistance bridge for thermometry and a single magnet
power supply to control the two superconducting magnets. By executing
communication protocols in parallel, we were able to take one data point
from each lock-in and update the temperature and field control loops every
second.
Grounding was found to be of critical importance, especially for the op-
eration of the PicoWatt bridge. After exploring several alternatives, which
included using isolation transformers on the measurement rack and isolat-
ing the PicoWatt digital communications side from the analogue side of the
bridge, we decided to tie the ADR, the measurement rack and the measure-
ment computer to a common (mains) ground, with good results. Some details
of the signal to noise levels achieved are provided in chapter 4.
Two sample thermometers are recorded simultaneously during every ADR
measurement. The Germanium chip is measured with the PicoWatt bridge
and has a calibration range of 90mK-40K. A Cernox thermometer is measured
with the LakeShore temperature controller and has a calibration between
1.4K-300K. The two thermometers agree with an error ∆T/T no greater
than 2% over the temperature range in which both are calibrated.
For temperature measurements between 100mK and 25K we used the
following protocol. The LTS was first fully cooled down by closing the heat
switch. We then opened the heat switch and demagnetised and remagnetised
at a rate of 30 mK/min. At 1.8K we stop remagnetising, which leaves the
temperature relatively stable. Then we close the heat switch, starting a
temperature control loop using a heater to compensate the cooling power of
the 1K pot. The heater then takes the LTS temperature up to 25K at a rate
of 40 mK/min, after which it cools the system down again at the same rate.
Whilst heating, we also fully magnetise the salt pill to ensure it is ready for
the next demagnetisation. The end of the cycle leaves the LTS cold and the
pill magnetised, ready for the next temperature sweep. This measurement
scheme has several advantages. We have heating and cooling curves at every
temperature, allowing us to verify the quality of sample thermalisation at
all temperatures. Initial and final conditions are the same, allowing us to
do many temperature sweeps sequentially, for instance at different sample
fields. However, a full temperature cycles takes 22 hours, and the pill field
is almost continually being driven at maximum current, which affects the
helium boil-off.
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3.2.2 3He/4He dilution refrigerator
Experiments were performed on two Oxford Instruments Kelvinox 25 dilution
refrigerators of very similar design. One fridge is dedicated to the 15T system
and the other to the vector magnet. Operationally, differences are in the gas
handling systems and the fact that due to smaller spacing on the 1K plate,
the vector magnet cryostat can only carry one low temperature transformer,
whilst the 15T cryostat has three. Both systems have base temperatures
around 50 mK, and thermometry calibrated down to that temperature.
The principle of dilution refrigeration has been described in detail else-
where [94]. Because of large zero-point motion, the two stable helium isotopes
have the unique property that they do not freeze at low temperatures, and
mixtures of the isotopes separate into two distinct phases below 867mK [94].
By performing work with a large rotary pump, 3He is can be driven from a
high density (rich) phase to a low density (poor) phase inside the so-called
‘mixing chamber’. Cooling power arises from the associated enthalpy of mix-
ing.
Temperature control, using a heater on the mixing chamber to balance the
cooling power, can be performed using hardware temperature controllers, but
for both systems we wrote software PID controllers to increase the flexibility
and reliability. The cooling power of the mixing chamber depends strongly
on the temperature at which it operates, so a characterisation of PIDs over
the full range of temperatures had to be made. For both fridges, the mixing
chamber became unstable between 1K and 1.1K, resulting in a dramatic loss
in cooling power. The useful range for temperature control was then 50mK-
1K. In some cases we stabilised the mixing chamber temperature at much
higher temperatures by removing most of the mixture from the cycle, or even
stopping the flow of mixture altogether.
Probe design and wiring
Like the ADR, the dilution refrigerators are designed for multiple measure-
ment probes. A probe screws into the bottom of the mixing chamber, where
a connector is available with 24 measurement wires. For these experiments,
we used a probe with a single axis mechanical rotator in the field centre. The
cryostats have feed-throughs for the stainless steel rod which couples the ro-
tator on the probe to a geared counter on top of the cryostat. The bottom of
the rotator shaft is formed by a worm drive mechanism, turning a phosphor
bronze cube on which samples may be mounted. The axle around which the
cube is attached is hollow, allowing wires to be taken to the samples neatly.
Some improvements were made to enhance the capabilities of the probe.
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We fed extra wires through to the end of the rotator so that all 24 wires
in 12 twisted pairs were available for measurements. Figure 5.1 depicts the
rotator head with a sample mounted, utilising all 24 wires. We also installed
a silver wire9 between the mixing chamber and the bottom of the probe to
decrease thermalisation time constants.
3.2.3 4He flow cryostat
A small 4He flow cryostat was used to perform sample characterisation. The
cryostat operates by pumping a flow of cold helium gas from a transport
dewar past a sample space. The sample space itself is filled with a small
amount of helium gas to act as a thermalising medium. The temperature of
the sample space is measured with a diode thermometer and can be controlled
with a heater. A second thermometer is installed close to the sample. The
base temperature is around 3.5K, and measurements can be made up to room
temperature.
Figure 3.5: Photograph of an octagon sample mounted on the 4He flow cryo-
stat transport probe for characterisation.
Figure 3.5 presents a photograph of the probe used to characterise trans-
port samples in the 4He flow cryostat. There are sufficient wires and space
on the probe head for two transport samples to be measured simultaneously
in six-point configuration. Outside the cryostat, the voltages are amplified
with transformers of the same type as those installed on the ADR and dilu-
tion fridges. The flow cryostat is convenient for its short turn-around time
of about 3 hours, allowing many samples to be characterised in sequence.
9Advent Research Materials 1mm 99.996%
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HZ ≤ 1T
√
H2X +H
2
Y ≤ 1T dHX
dt max
= 0.142 T/min
dHY
dt max
= 0.142 T/min
dHZ
dt max
= 0.539 T/min
1T < HZ ≤ 8.5T
√
H2X +H
2
Y ≤ 0.9T
8.5T < HZ ≤ 9T
√
H2X +H
2
Y ≤ 0.8T
9T < HZ ≤ 9.5T HX = HY = 0T
Table 3.1: Summary of the vector magnet specifications (third revision), as
specified by American Magnetics. The magnets are individually rated to
1T/1T/9.5T (HX/HY /HZ), respectively. When operating multiple magnets
simultaneously, the limits in HX and HY (second column) depend on value
of HZ (first column). The maximum field sweep rates (third column) are
independent of field.
3.3 Vector magnet system
The vector magnet is a DeMAxes MX-3 Magnet, produced by American Mag-
netics. At the time of production, the magnet specifications were amongst
the highest ever achieved for a triple axis system. The magnet as initially de-
livered consisted of three independently powered superconducting coils, one
high field Nb3Sn solenoid and two lower field split coils in Helmholtz configu-
ration, with individual ratings of 1T/1T/12T and limits during simultaneous
operation of 0.7T+0.7T+9T. Because of the experimental nature of the de-
sign, limitations became apparent after a month of continuous operation,
when repeated quenches led to the eventual destruction of the first revision
of the magnet.
After a reconstruction of the high-field solenoid along the same design
and the subsequent quenching and destruction of that magnet, we agreed on
a new design with slightly less ambitious field ratings. The design of the third
revision of the vector magnet aimed for 1T/1T/9.5T, using a NbTi high-field
solenoid. This magnet has proved to be very reliable. Perhaps surprisingly,
it has been more flexible than earlier revisions, as the magnets can achieve
higher tilting angles in simultaneous operation where they are needed most,
which is around 8T field modulus. Although a number measurements were
taken on earlier revisions of the magnet before it failed, all the data presented
in this thesis were taken using the third revision.
3.3.1 Design and operation
Table 3.1 lists the operating limits of the vector magnet, as specified by the
manufacturer. In testing they have exceeded these fields. For example, the Z-
axis coil has successfully been energised to 9.9T, close to the limit of what can
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be achieved with NbTi. Also, vector fields of magnitudes slightly exceeding
the limits in table 3.1 were achieved, but not reproducibly without quenching
the magnets. For the purpose of our experiments, we limit ourselves to the
rated values. We may question why the magnets cannot achieve 9T+1T+1T.
Such a field would have a magnitude |H| = √H2X +H2Y +H2Z = 9.11T, well
within the rating of the Z-coil. However, it seems that the limiting factor
for large vector fields is the stress on the coils due to torque forces, not the
intrinsic (zero-stress) HCs of the superconductors. Due to this limitation,
earlier revisions of the vector magnet quenched at lower values of HXY as
that Nb3Sn solenoid was more brittle and therefore more susceptible to these
torque forces.
The three coils are powered by individual power supplies, each with a
dedicated programmable controller. American Magnetics provides software
for programming field sweeps, but we found this to be too limited for our
purposes. We programmed new control software in LabView, communicating
with the magnet controllers over TCP/IP through a network cable. For
communication with the measurement electronics we used established GPIB
drivers. The software design was approached with flexibility in mind, based
on low-level but robust instrument drivers which may be combined in timed
sequences for measurement routines. All field sweep routines require the field
to be swept between an initial and final setpoint at a constant rate. The three
magnets are synchronised to start and finish their respective sweeps at the
same time.
The noise background in the vector magnet lab was found to be slightly
higher than elsewhere, so we tried to find ways to improve it. The mag-
nets are isolated from the dewar, whilst the dewar is in electrical contact
with the dilution fridge but isolated from the pumps. We decided to ground
the dewar and refrigerator through the measurement cabling. The measure-
ment cabling shares its ground with the measurement electronics, consisting
of a Lakeshore 370 resistance bridge, 5 lock-in amplifiers, and a Keithley
6221 current source. Optical isolation of the GPIB connection between the
measurement electronics and the data logging computer allows their grounds
to be separated. In summary, the laboratory is grounded in four indepen-
dent groups. The pumps, the magnet power supplies and the measurement
computer are each grounded to the mains ground independently. The mea-
surement electronics and the refrigerator are tied together and grounded to
a clean earth outside the laboratory. We found that this configuration en-
abled us to measure with similarly low voltage noise levels as for the ADR
measurements (details are provided in chapters 4 and 5).
For further discussion of the operation and limits for the vector magnet
I refer to Appendix E.
Chapter 4
Measurements outside the
anisotropic phase
The subject of this chapter is an investigation of transport measurements
of Sr3Ru2O7 in its ‘normal’ state, meaning the state outside the anisotropic
phase. We will limit ourselves to the case in which the magnetic field is
applied along the c-axis, so that comparisons can be made with previous
work [7] and reports on thermodynamic measurements, such as the de Haas-
van Alphen effect (dHvA) [47, 12] and specific heat [13, 90, 54]. We will focus
on transport measurements with the current in the ab plane of the crystals.
Measurements on samples with lower purity (ρ0 ≈ 2.5µΩcm) than the
ones investigated here found regions of Fermi liquid and non-Fermi liquid
like behaviour in the temperature-field phase diagram [7]. The signature of
Fermi liquid behaviour is a resistivity of the type ρ0 + AT
2, where the ‘A’
coefficient is proportional to the effective mass of the quasiparticles squared,
as introduced in section 2.2. In the absence of an applied magnetic field,
T 2 resistivity was observed up to a maximum temperature T ∗ ≈ 10K (see:
figure 2.5). At temperatures above T ∗ the resistivity increases approximately
linearly in temperature. As an increasing magnetic field is applied in the c-
axis, the magnitude of T ∗ is suppressed, so that at critical tuning (H = HC)
approximately T -linear resistivity is observed for the whole range of mea-
sured temperatures (4.2K ≤ T ≤ 30K). As the field is increased to values
above critical tuning, T 2 resistivity is recovered at low temperatures. The
emergence of non-Fermi liquid behaviour at HC suggests that fluctuations
associated with the quantum critical endpoint suppress the Fermi liquid.
Measurements at lower temperatures (200mK ≤ T ≤ 900mK) demonstrated
that the Fermi liquid A coefficient increases sharply as the quantum critical
point is approached (see figure 2.5). This apparent divergence in effective
quasiparticle mass was taken to be additional evidence for quantum critical-
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ity.
In cleaner samples (ρ0 < 1µΩcm), the specific heat of Sr3Ru2O7 was mea-
sured at low temperature as a function of applied field, and was found to be
consistent with an incipient divergence at HC, cut off by the formation of
the anisotropic phase [54]. For a Fermi liquid, the specific heat increases
linearly with temperature as C = γT , where γ is proportional to the quasi-
particle effective mass. The ratio A/γ2, known as the Kadowaki-Woods ratio
[98], is approximately independent of details in the material, and is there-
fore expected to be a constant over the part of the phase diagram where the
Fermi liquid approximation is valid. As expected, the divergence in A occurs
simultaneously with a divergence in γ.
Six bands are thought to cross the Fermi energy in Sr3Ru2O7 [45], each
with a different associated quasiparticle mass. The divergence in γ may be
due to a mass increase in any number of bands, as the band contributions
to the specific heat add in series. Detailed measurements of temperature
dependent quantum oscillations have not identified mass increases in any of
the five bands for which the field dependence of the mass could be followed
[47]. This leads to an apparent inconsistency, as the mass enhancement in
the specific heat is not reflected in the measured quasiparticle masses of the
bands. The paradox may be resolved in two ways. Firstly, the specific heat
enhancement may derive purely from a divergence in the mass of the band
‘missing’ in the quantum oscillation study. Secondly, as the specific heat
counts all degrees of freedom, the enhancement might derive from degrees of
freedom other than those of conducting quasiparticles. A detailed study of
the transport ‘A’ coefficient may help to distinguish between these scenarios,
as A is thought to be a property of the Landau quasiparticles.
No transport measurements have been reported for the purest samples
of Sr3Ru2O7. Neither has a transport study been performed over the full
temperature range of interest, which includes the range of 0.9K ≤ T ≤ 4.2K
missing in the study on less pure samples [7]. The existence of the anisotropic
phase was found to be strongly sample purity-dependent [11]. In principle,
it may be possible that other features in the phase diagram were masked
by impurity scattering in less pure samples. The main aim of this project
was therefore to uncover the transport phase diagram in the highest purity
samples, and compare this to the results of thermodynamic probes.
The principal measurements of this chapter were performed on the adi-
abatic demagnetisation refrigerator (ADR) in St Andrews, using the metal
transport probe introduced in section 3.2.1. The possibility to operate the
ADR over more than 2 orders of magnitude in temperature makes it ideally
suited for the task. The data set spans the temperature range of 100mK
≤ T ≤ 25K and the field range of 0T ≤ H ≤ 14T. As well as the ADR
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Sample Name Source Crystal Approx. Dimensions ρ0
7B2 C697B (Sr3Ru2O7) 2.5 x 0.13 x 0.15 mm
3 0.9 µΩcm
7B3 C697B (Sr3Ru2O7) 3 x 0.17 x 0.13 mm
3 0.5 µΩcm
7B4 C697B (Sr3Ru2O7) 1.5 x 0.17 x 0.05 mm
3 0.6 µΩcm
A12 A1A (Sr2RuO4) 1.5 x 0.2 x 0.03 mm
3 0.12 µΩcm
Table 4.1: List of samples used for normal state measurements. Residual
resistivities (ρ0) were calculated by extrapolating the lowest temperature
zero field data available, using a fit of the type ρ = ρ0 + AT
2. For the
(superconducting) crystal of Sr2RuO4 we extracted a hypothetical ρ0 using
an extrapolation of the zero field data above the superconducting transition
temperature.
measurements, I will present data taken in a 3He/4He dilution refrigerator
in St Andrews, in the temperature range of 50mK ≤ T ≤ 900mK, and in a
Quantum Design PPMS system at the Max Planck Institute for Chemical
Physics of Solids in Dresden, over the temperature range of 2K ≤ T ≤ 400K.
The dilution refrigerator measurements serve as a cross-check with different
samples and under different experimental conditions. The PPMS data were
taken independently by my colleague H. Sakai, but I include them to illus-
trate the effect of extending the main data set to much higher temperatures.
4.1 Sample preparation
Table 4.1 lists all the samples used for this project. Needle samples of
Sr3Ru2O7 and Sr2RuO4 were prepared with the cutting and polishing meth-
ods described in section 3.1.1. The samples of Sr3Ru2O7 were selected from
a batch in which quantum oscillations and low residual resistivities had been
reported in previous work [12]. The needles were cut so that the current
direction is aligned along a ruthenium-ruthenium bond direction, meaning
either the ‘a’ or ‘b’ directions in our convention. The sample of Sr2RuO4 was
selected from a batch which was known to have a high degree of purity, and
accordingly some of the highest superconducting TCs ever reported.
The samples measured on the ADR were mounted on the metal tilting
probe. Using the laser alignment technique, we oriented the samples so that
the applied field would be along the crystal c-axis, within an error of around
1 degree. The dimensions of the crystals given in table 4.1 were measured
under a microscope. As these are needle samples, their longest dimension is
the distance between voltage contacts. The resistivity ρ = V
I
l
A
, where I and
V are the current applied and voltage measured, l is the distance between
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voltage contacts and A is the cross sectional area of the sample. By inserting
these values for each sample at room temperature we recovered the literature
values of ρ = 232 µΩcm [10] and ρ = 115 µΩcm [37] for Sr3Ru2O7 and
Sr2RuO4, respectively, within the error (∼ 15%) associated with measuring
the crystal dimensions.
The principal measurements in this chapter were performed simultane-
ously on both crystals 7B2 and 7B4. In addition, each crystal was measured
with two pairs of voltage contacts, providing four data sets. Opposite voltage
pairs agreed well for both samples, and the main difference between the two
appears to be the amount of residual impurity scattering. The main conclu-
sions of this chapter hold for both samples, so I will focus on presenting the
data of the purest sample, 7B4.
Samples 7B3 and A12 were used for measurements on a dilution refriger-
ator and calibration of those measurements, respectively. I will not present
these data in detail, as they are in agreement with the ADR data, whilst
the latter span a much wider range of temperatures. Nevertheless, the mea-
surements were useful, as the cross-checking allow us to verify that the main
results of this chapter are repeated across different instruments and samples.
4.2 System characterisation with Sr2RuO4
Because analysis of temperature dependent resistivity relies on well calibrated
thermometry, we decided to test the measurement procedure on the ADR
with Sr2RuO4, a material with well-known low temperature transport prop-
erties. In the absence of an applied field, Sr2RuO4 is known to have a su-
perconducting transition TC ≈ 1.5K to an unconventional superconducting
phase [33]. At temperatures above TC the resistivity has the usual quadratic
dependence on temperature. The band structure of Sr2RuO4 is less compli-
cated than that of Sr3Ru2O7, as it consists of only three bands which have
been characterised with high precision using quantum oscillations [48]. The
bands are approximately cylindrical, allowing for a straightforward calcula-
tion of the resistive A coefficient, in good agreement with measured values
[99]. With all parameters so well defined, any anomalous behaviour in our
measurements should be due to instrumental error.
Even though the measurements on Sr2RuO4 are not central to this thesis,
I will describe them here briefly, as there are considerable similarities with
the case of Sr3Ru2O7. In addition, we are not aware of other reports on the
normal state transport in Sr2RuO4 over the same range of temperatures and
fields in the literature.
Figure 4.1 presents ρ(T ) traces at constant applied magnetic fields at
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Figure 4.1: Left : Sr2RuO4 resistivity versus temperature for a range of mag-
netic fields 0T ≤ H ≤ 7T applied in the c-axis. Right : the same traces
plotted against temperature squared. Linear segments correspond to a T 2
response consistent the Fermi liquid prediction. The red dotted line is a
guide to the eye to the slope (A coefficient) common to all traces at high
temperature (Sample: A12).
1T intervals for a high purity sample of Sr2RuO4. To convert the measured
resistances to resistivities, we normalised the room temperature value to 115
µΩcm [37].
The superconducting transition is clearly visible in the zero field trace.
From the right pane of figure 4.1, it is evident that the high temperature resis-
tivity increases quadratically in temperature at all fields, and is independent
from the applied magnetic field apart from a magnetoresistive offset. The
absolute value of the A coefficient (5.6 nΩcmK−2) is in good agreement with
published zero field data over a similar temperature range (4.5-7.5 nΩcmK−2)
[100]. A calculation using the measured Fermi surface parameters and dHvA
masses yields answers of 3.6-5.2 nΩcmK−2 [99].
In the low temperature limit (T < 4K) there appears to be a different
A coefficient, which is strongly dependent on the applied field. The same
behaviour has been measured in the 3He/4He dilution refrigerator with dif-
ferent thermometry, so we believe this is not an artefact of the measurement
method. We can demonstrate that a calculation of the multiple-band resis-
tivity of Sr2RuO4 provides an acceptable explanation for these effects (see:
Appendix A).
The test measurements on Sr2RuO4 yield data with a high signal to noise
ratio (the voltage noise is comparable to that of the Sr3Ru2O7 measurements
described below), and in good agreement with published results. This is de-
spite the fact that both ρ0 and A are smaller for Sr2RuO4 than for Sr3Ru2O7,
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and therefore more difficult to resolve experimentally. We therefore conclude
that the measurement technique is suitably sensitive and accurate for a study
of Sr3Ru2O7.
4.3 Results for ultrapure Sr3Ru2O7
This section lists the results for single crystals of Sr3Ru2O7, measured in the
ADR in magnetic fields up to 14T. The temperature sweeps at constant field
were performed according to the protocol outlined in section 3.2.1. Accord-
ingly, we measured both heating and cooling curves. To illustrate the quality
of the signal to noise ratio and thermalisation of the samples, we present data
taken at 3T in figure 4.2, where cooling and heating sweeps are presented
separately.
0 5 10 15 20 250
5
10
15
20
25
Temperature (K)
R
es
is
tiv
ity
 (µ
Ω
cm
)
19.6 19.8 20 20.2
21
21.5
22
1.85 1.9 1.95 2
1.04
1.06
1.08
Figure 4.2: Resistivity of Sr3Ru2O7 as a function of temperature in a mag-
netic field of 3T in the crystal c-axis. Different colours correspond to, in order
of measurement: cooling with adiabatic demagnetisation (magenta), heating
with adiabatic magnetisation (green), heating with heater control (red), cool-
ing with heater control (blue). Insets show hysteresis between heating and
cooling curves at low temperature (bottom right) and high temperature (top
left). Black crosses mark the result of the binning routine described in the
main text. Sample: 7B4.
The raw data set contains approximately 3 measurement points per mil-
likelvin, a density at which individual points are not resolved on the figures
presented here. In addition to this, there is a small hysteresis between heating
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and cooling curves. The insets in figure 4.2 show that the resulting temper-
ature differences at equal resistivities are approximately 1% of the measured
temperature, both at low and high temperatures. To address both these is-
sues, we decided to average the entire data set in equally sized temperature
bins. The result is a first-order correction of the hysteresis between heating
and cooling, and an averaging that reduces the measurement noise. Also,
if the data density is different for either the cooling or heating curves at
a constant temperature, the averaged values will be weighted more heavily
towards the denser trace (the slower temperature sweep). Except for tem-
peratures where magnetic temperature control is started or ended, heating
and cooling rates are equal so that this is not an issue. In every bin, the
voltage and temperature value correspond to the mean values of all the data
points in that bin. Black crosses in the insets of figure 4.2 mark the result of
binning the data set in windows 50 mK apart.
The noise amplitude of the measurement is visible on the raw data traces
in the low temperature inset of figure 4.2, and corresponds to 30 nV peak-
to-peak. As transformers were used with a gain of 100, this corresponds to
an r.m.s. voltage noise level of around 100 pV at the samples, at a lock-in
time constant of 1 second and a measurement frequency of 78.3 Hz.
4.3.1 ρ(T ) in a constant magnetic field
We measured resistivity as a function of temperature at constant magnetic
field applied in the c-axis up to 14T. A total of 41 fields were measured,
with closest spacing between subsequent fields around the critical field (≈
8T). The analysis procedure involves binning data every 50mK to combine
heating and cooling curves, as described above. Figure 4.3 shows binned data
for all the integer tesla fields. We present the data below the critical field on
the left, and data for higher fields on the right. Critical tuning is achieved
approximately at 8T, so we choose to present data at this field in both plots.
In both panels of figure 4.3, the red curve is the curve at critical tuning. At
that field, the resistivity is linear in temperature over all of the temperature
range, except below ∼ 1K. There, the trace has a kink at the TC of the
anisotropic phase, below which the temperature dependence of the resistivity
is quite small. For all the samples of Sr3Ru2O7 we measured, the resistivity
has a very weak positive dependence on temperature in the phase. This is
in contrast to earlier measurements, where a very slight negative dependence
was found [53]. Whilst we are not certain why our data are different, we
note that the resistivity in the phase is strongly susceptible to an in-plane
field ([9] and see: chapter 5), and these samples are probably aligned to the
applied field to a higher accuracy than those from earlier reports.
48 CHAPTER 4. MEASUREMENTS OUTSIDE THE PHASE
0 5 10 15 20 250
5
10
15
20
25
Temperature (K)
R
es
is
tiv
ity
 (µ
Ω
cm
)
 
 
8T
7T
6T
5T
4T
3T
2T
1T
0T
0 5 10 15 20 250
5
10
15
20
25
Temperature (K)
R
es
is
tiv
ity
 (µ
Ω
cm
)
 
 
8T
9T
10T
11T
12T
13T
14T
Figure 4.3: Binned traces of ρ(T ) at integer magnetic fields up to 14T in
the crystal c-axis. Left : Fields below HC. Right : Fields above HC. Sample:
7B4.
The resistivity traces at fields below HC fall below the critical curve, up
to 20K where all traces join. The zero field curve shows a T 2 dependence
up to ∼ 10K, after which it smoothly joins the critical curve before crossing
it above 20K. Intermediate fields also display T 2 resistivity, but within an
increasingly shrinking temperature window as the field is increased to HC.
The observed power laws are in agreement with the findings in less pure
samples [7]. The observation that the critical curve has the highest absolute
resistivity up to 20K has not been reported previously.
For fields greater than HC, the critical curve retains the highest absolute
resistivity. Curves at higher fields have the same gradient as the critical curve
over almost all of the temperature range. As the field is increased above HC,
a low temperature curvature is recovered, although the temperature range
over which is persists at 14T is less than 5 degrees. We observe that for every
subsequent magnetic field, the high temperature resistivity is lower, meaning
Sr3Ru2O7 has a negative magnetoresistance for H > HC. Above 20K, we
observe negative magnetoresistance over the entire range of fields.
We can present the data taken at all 41 fields on a single 3D plot, and
interpolate for resistivities falling in the intervals between the constant field
traces. The result is a continuous resistivity surface in the magnetic field-
temperature plane, ρ(T,H). Figure 4.4 presents the data, along with the
result of this interpolation. The binned temperature sweeps are presented as
black lines, and the interpolated surface as a coloured sheet passing through
all the measured data. Apart from at the transitions around the anisotropic
phase, the resistivity surface contains no sudden jumps, so the interpolated
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Figure 4.4: Combined resistivity surface of ρ(T,H) from 41 constant field
temperature sweeps. The measurements are presented as black lines. The
coloured surface is the result of a cubic spline interpolation, passing through
all the data points. Sample: 7B4.
surface is smooth. Away from the anisotropic phase, we may then assume
the interpolation to be reasonably representative of how the data would look
if they had been taken at all intermediate fields.
We can use the interpolated function ρ(H,T ) as the basis for further anal-
ysis. For example, it is possible to approximate the result of fixed tempera-
ture field sweeps by intersecting the ρ(H,T ) surface appropriately. Of special
interest is the behaviour of the resistivity at critical tuning, which figure 4.3
appears to suggest is the highest of any field. In figure 4.5, we present plots
using the interpolated surface. We calculate the resistivity at every field and
temperature, divided by 8T curve at that temperature, ρ(H,T )/ρ(8T, T ).
We observe that the maximum in resistivity is indeed precisely at critical
tuning at low temperature. As the temperature is increased, the maximum
drifts to around 8.5T at 7K, but returns to 8T at 15K.
4.3.2 Evolution of the Fermi liquid ‘A’ coefficient
In a Fermi liquid, the resistivity has a quadratic dependence on temperature,
and we can write ρ = ρ0 + AT
2 (equation (2.10)), where ρ0 is the resistivity
due to scattering from impurities and crystalline imperfections, and the ‘A’
coefficient is proportional to the quasiparticle effective mass squared. The
A coefficient can be extracted by plotting ρ against T 2, so that A is the
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Figure 4.5: Ratio between the resistivity at any field, and the isothermal
resistivity at 8T, ρ(H,T )/ρ(8T, T ). Left : Surface plot covering the entire
temperature-field phase diagram. Right : Isotherms of ρ(H,T ) at different
temperatures. Sample: 7B4.
(linear) gradient of plotted data. An example of this is shown for Sr2RuO4
in figure 4.1. Alternatively, we may plot the quantity (ρ − ρ0)/T 2 against
T . For a Fermi liquid, this quantity should be temperature independent and
have the same magnitude as A. If the quantity is constant only up to some
limiting temperature, we can take the zero temperature intercept to be A.
This method of presenting resistivity data was shown to be very effective for
less pure samples of Sr3Ru2O7 [7].
The correct evaluation of (ρ − ρ0)/T 2 relies sensitively on the choice of
the residual resistivity, ρ0. As ρ0 cannot be measured directly, we extract the
values from extrapolations of fits taken over a chosen range of temperatures.
The fits are of the type c1+c2T
2, so that the fitting coefficients directly relate
to ρ0 and A. If the actual dependence of the resistivity on temperature is not
quadratic, the extracted ρ0 will generally be incorrect, and in addition the
value of (ρ − ρ0)/T 2 should generally vary strongly with temperature. This
makes this particular type of presentation very sensitive to deviations from
T 2 resistivity.
To our surprise, for some of the measured fields, different temperature
regimes yield different A coefficients. Specifically, at least for the case of
H < HC, there are two temperature regimes conforming to T
2 resistivity,
each with a different A and ρ0. I will refer to them as the high and low
temperature regimes. Figure 4.6 presents the resistivity trace for H = 7.6T,
where the effect is particularly strong. As before, the resistivity is plotted
against temperature squared, so that linear segments correspond to regions
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Figure 4.6: Resistivity at 7.6T, with fits of the type c1 + c2T
2 to the high
and low temperature regimes. Left : resistivity plotted against temperature,
right : resistivity plotted against temperature squared. Sample: 7B4.
of T 2 dependence. The high temperature fit follows the data well for the
range of temperatures 0.5K ≤ T ≤ 1.5K. At lower temperatures, T ≤ 0.3K,
the data fits to a different trend, with a different associated ρ0 and A. Similar
behaviour was observed for Sr2RuO4, as demonstrated in figure 4.1.
The temperature ranges for which fits are valid shift as a function of
field, so that every fit has to be manually checked and adjusted. The low
temperature A coefficient was not always found to be higher than the high
temperature one, and for some fields they are similar. For fields greater
than HC, we had difficulty in extracting an unambiguous value for the high-
temperature component, although we cannot claim with certainty that it
does not also exist there.
The dominant signature of T 2 resistivity may be found for H < HC in
the high temperature regime, corresponding to the black dashed fit in figure
4.6. To investigate the field dependence of this A coefficient, we present
the quantity (ρ − ρ0)/T 2 for all measured fields below the critical field in
figure 4.7. The coloured data traces are terminated at the temperatures
where the crossovers to the low temperature regime start, and the values
for ρ0 used are those extracted from fits to the high temperature data. The
same fits also yield values for A, which are plotted as coloured dots at zero
temperature. As should be expected for a material with T 2 resistivity, the
value of (ρ−ρ0)/T 2 ends in a plateau at low temperatures, and the height of
each plateau agrees well with the A coefficient from a T 2 fit. The horizontal
dashed lines are guides to the eye, presenting hypothetical behaviour if the
quadratic behaviour were observed down to zero temperature. We observe a
52 CHAPTER 4. MEASUREMENTS OUTSIDE THE PHASE
0 2 4 6 8 100
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Temperature (K)
(ρ 
−
 
ρ 0
)/T
2  
(µΩ
cm
K−
2 )
 
 
7.8T
7.7T
7.6T
7.5T
7.4T
7.2T
7T
6.5T
6T
5T
4T
3T
2T
1T
0T
Figure 4.7: Coloured lines: (ρ − ρ0)/T 2 in the high temperature regime,
plotted against temperature for all fields measured below HC. Coloured
dots: A coefficient extracted from a fit to high temperature data. Dashed
lines are horizontal guides to the eye. Sample: 7B4.
monotonic increase in the high temperature A coefficient as the critical field
is approached, from A = 0.07µΩcmK−2 at 0T to A = 0.67µΩcmK−2 at 7.8T,
quantitatively similar to the results previously reported for less pure samples
[7].
The analysis of the low temperature regime is more complicated than
that of the high temperature regime, as the temperature window over which
T 2 resistivity is observed is much smaller, and varies with the applied field.
For consistency, we decided to fit the low temperature behaviour to ρ0 +AT
2
in the window 100mK ≤ T ≤ 250mK for all fields. Using the low- and high-
temperature fitting coefficients, we can compare different fields by presenting
the data as shown in figure 4.6. In figure 4.8 we present four additional fields,
for temperature ranges chosen so that both the low and high temperature
fits are visible. The data are plotted against temperature squared, so that
the linear fits represent regions of T 2 resistivity of ‘constant A’. Finally, we
summarise the results of the A coefficient fits at all measured fields in figure
4.9.
At low fields, the A coefficient fit to the low-temperature behaviour ex-
tends up to 3K, and we measure an absolute value for A just below 0.08
µΩcmK−2. As the field is increased, the value of the low-temperature A dips
down to about 0.04 µΩcmK−2 at 6T, after which it rises steeply to a maxi-
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Figure 4.8: Resistivity plotted against temperature squared, with fits of the
type c1 + c2T
2 to the high and low temperature regimes. Data are presented
for four different fields, illustrating the range of crossover temperatures en-
countered, and the variation in behaviour between the low and high temper-
ature regimes. Sample: 7B4.
mum value of 0.85 µΩcmK−2 as the critical field is approached. At fields close
to the critical field, the region of T 2 resistivity is reduced in temperature,
and the quality of the fit becomes more difficult to determine, accordingly.
Nevertheless, low- and high-temperature regions remain clearly visible, an
example of this is shown in figure 4.6.
At fields greater than the critical field, the extracted low-temperature
A coefficient reduces gradually with increasing field, with exceptions around
10T and 13.5T, where there are peaks. At both the high and low field sides of
the phase diagram, we observe strong temperature dependences in (ρ−ρ0)/T 2
below 1K (not shown here). In less pure samples, no such variations were
observed [7]. It appears that the A coefficient we measure at high tempera-
tures bears the greatest similarity to observations in less pure samples, and
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that the low temperature A coefficient, with its complex field dependence, is
an entirely new observation.
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Figure 4.9: Extracted values of the A coefficient from fits in the low (black
squares) and high temperature regimes (blue triangles) measured in the ADR.
The grey rectangle marks the fields at which the anisotropic phase is observed
(sample: 7B4).
The reproducibility of the field dependence of the low temperature be-
haviour remains an important question. To test this we repeated the mea-
surements using different samples and thermometry. We measured the sam-
ples 7B4 and 7B3 in the 3He/4He dilution refrigerator, in the temperature
range of 50mK ≤ T ≤ 900mK. This temperature window covers the entire
low temperature regime. The results are presented in figure 4.10, where they
can be compared to the ADR results.
Firstly, we observe that the same amplitudes of A are measured in all
three cases. Secondly, all three measurements repeat a ‘dip’ in the A coef-
ficient around 6T, after which their values increase rapidly towards critical
tuning. Finally, all measurements confirm there are subsidiary peaks in the
A coefficient located around 10T and 13.5T. The exact heights of these in-
creases are obscured by scatter in the data, but conform to about a doubling
of the A coefficient at each field. After establishing such good agreement be-
tween completely independent measurements, we can discount that the low
temperature behaviour is an anomaly due to technical error. The observa-
tions are new and in contrast to observations on less pure samples, so we
are led to conclude that the low temperature structure is only revealed if the
scattering due to impurities is sufficiently suppressed.
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Figure 4.10: Comparison between the A coefficients extracted from low tem-
perature (100mK ≤ T ≤ 250mK ) fits for measurements with different sam-
ples and low temperature refrigerators. The grey rectangle marks the fields
at which the anisotropic phase is observed.
A possible source of sample purity dependent magnetoresistance at low
temperatures may arise from Shubnikov-de Haas oscillations. Quantum oscil-
lations of the resistivity have been reported in samples of Sr3Ru2O7 of similar
quality [53], and it would be expected that they alter the magnetoresistance
most strongly at the lowest temperatures, there where the oscillations lead
to maxima or minima in the resistivity. In our data, we find that low-
temperature T 2 behaviour extends to 3K at 2T (figure 4.8) before crossing
over to the high-temperature behaviour, a field and temperature scale where
quantum oscillations would be expected to be strongly suppressed. In addi-
tion, figure 4.10 demonstrates that the sample dependence of the magnitude
of the low-temperature A coefficient is small, even though the samples have
a different residual resistivity.
In conclusion, the data suggest that a complex field dependence of the
transport temperature coefficients exists in high purity Sr3Ru2O7 which has
not been reported previously. Whereas the high field behaviour is not fully
understood, we note that the 13.5T feature occurs at a similar field to that
of a feature reported in torque magnetometry [101]. It is therefore possible
that this measurement of the A coefficient reveals a sensitivity to features in
the phase diagram which was not found in less pure samples. For the range
of fields below the critical field, a complete model of the electronic structure
has been proposed [47], and specific heat measurements have been reported
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in the purest samples [54]. It is therefore possible to make quantitative
comparisons between our results and the thermodynamic measurements. In
doing this, it is essential to consider the multiple-band nature of Sr3Ru2O7,
as well as to construct a model consistent with both quantum oscillations and
the specific heat. A key question is how an A coefficient with an enhancement
of the measured magnitude can be consistent with a model where only one
pocket has a divergent quasiparticle effective mass. With this in mind, we
have attempted a multi-band calculation, the details of which are provided
in section 6.1.
4.3.3 Fermi liquid to non-Fermi liquid crossovers
We have established in figure 4.3 that the resistivity as a function of temper-
ature tends to linear behaviour at sufficiently high temperatures, at all mea-
sured fields. Also, figure 4.7 provides evidence that there is a field-dependent
temperature regime where the resistivity is quadratic in temperature, the
result expected for a Fermi liquid. To map out the crossover between these
regimes, it is instructive to evaluate the value of the resistive exponent α, such
that resistivity is expressed as ρ = ρ0 + T
α, over the whole measured phase
diagram. Regimes where α = 2 then correspond to Fermi liquid behaviour,
and where α = 1 resistivity varies linearly in temperature.
To calculate the map of α(H,T ) we evaluated the logarithmic derivative
of the resistivity with respect to temperature [7]. The main assumption is
that a single ρ0 can accurately describe resistivity at all temperatures at a
given field. As demonstrated in figure 4.6, we know this is not truly the
case. However, we found that the residual resistivity extracted from a fit to
the low temperature data is a sufficiently good approximation to the ‘high
temperature ρ0’ that the calculated value of α is only weakly affected by it,
even at high temperatures. We therefore choose to use residual resistivities
from fits to data below 250mK, as before. The logarithmic derivative is then
calculated as
α =
d ln(ρ− ρ0)
d ln(T )
. (4.1)
For the calculation of α(H,T ) we have included fields at which the anisotropic
phase is established. There, we observe T -linear resistivity at all tempera-
tures above the TC of the phase, so we extract the residual resistivity using a
fit of the type c1 + c2T to data in the window 2K ≤ T ≤ 4K. The only region
of the phase diagram where the method breaks down is in the anisotropic
phase itself, where domain wall scattering is believed to affect the resistivity
[9], so we omit those data.
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Figure 4.11: The resistivity exponent α, calculated as d ln(ρ − ρ0)/d ln(T ),
as a function of field and temperature after a smoothing function has been
applied (see: text). Values of ρ0 were extracted from T
2 fits except for 7.9T
≤ H ≤ 8.3T, where a linear fit was used.
Figure 4.11 presents a an overview of α(H,T ), calculated for the entire
phase diagram. Final values are smoothed with a moving average (width:
300mK) to suppress local noise peaks in the numerical derivative. For this
reason, the precise values at a given field and temperature are correlated with
surrounding points, so that the figure provides us with a ‘coarse grained’ view.
Figure 4.11 confirms that the α = 2 to α = 1 crossover, which happens at
T ∗ ≈ 10K at zero field, is suppressed in temperature as the field is increased.
At critical tuning, T 2 resistivity is suppressed completely. At fields greater
than the critical field, α = 2 resistivity is recovered at low temperatures. The
diagram of α(H,T ), for temperatures greater than 4.2K, is in good agreement
with the published result for less pure samples [7].
The crossover between low and high temperature A coefficients can be
illustrated by comparing measurements of α and A side by side. Large dif-
ferences between the measured low and high temperature A coefficients are
reflected in regions of α 6= 2, This is especially evident around 7T, and at the
fields of 10T and 13.5T, but is probably just reflecting a crossover between
two regimes rather than implying the existence of a stable α 6= 2 metal in
these restricted regions of parameter space.
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4.3.4 Extension up to high temperatures
A remaining question, unanswered by the ADR results, is the extent to
which T -linear resistivity persists in temperature at the critical field. This
is partly motivated by observations in several high temperature supercon-
ductors, where T -linear resistivity has been measured from the supercon-
ducting transition up to temperatures well above room temperature [29]. To
investigate this, we measured the samples 7B4 and 7B2 in a Quantum De-
sign PPMS. The samples were aligned using the same laser table used for
the ADR metal probe, described in section 3.2.1. In the absence of spring-
mounted platforms, we oriented the samples by placing the quartz substrates
on thin metal wedges, which we then fixed in place with varnish. The final
error in magnetic field orientation was estimated to be no greater than 2
degrees from the c-axis. The temperature range of the measurements was
from 2K to 400K, so that good overlap with the ADR data set was achieved.
Where the data sets overlapped, they were found to be in full agreement with
each other.
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Figure 4.12: Resistivity as a function of temperature up to 400K, at H =
0T and H = 8T. The data were taken in a Quantum Design PPMS. Sample:
7B4.
Figure 4.12 presents two resistivity traces as a function of temperature in
the PPMS, at magnetic fields of 0T and 8T. We observe that the two traces
overlap at all temperatures except below 50K. There is a ‘hump’ feature,
between 30K and 50K, where the gradient of the resistivity decreases from
1 µΩcmK−1 at low temperature to 0.8 µΩcmK−1 at high temperature. We
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note that the curves are in qualitative agreement with reports on less pure
samples (ρ0 ≈ 3 µΩcm), in zero field [10]. In summary, neither the strength of
the applied magnetic field, nor the purity of the samples affects the resistivity
at temperatures greater than 50K.
4.4 Summary
We have performed detailed measurements of the temperature dependence of
the resistivity in ultrapure samples of Sr3Ru2O7, with magnetic fields applied
in the crystal c-axis. For temperatures above∼ 4K, we reproduce the findings
from earlier work on less pure samples [7], observing a monotonically rising
A coefficient as the critical field is approached, and a temperature exponent,
α, displaying non-Fermi liquid behaviour emerging at the quantum critical
field. A new finding at high temperatures is that the resistivity at critical
tuning is at a maximum, and that the temperature gradient of the resistivity
in the linear regime is a constant at all fields at around 1 µΩcmK−1. We
will compare this finding with that of T -linear scattering in other putative
quantum critical materials in section 6.2.
At temperatures below ∼ 4K, we observe entirely new behaviour in the
transport coefficients, which is reproduced across different samples and in-
struments. Crossover behaviour is observed below a low- and a high-temperature
T 2 regime, with the low temperature A coefficient displaying a complex field
dependence. Accordingly, variations of α away from 2 are measured, even
within the ‘Fermi liquid’ region of the phase diagram. A more in-depth dis-
cussion of this behaviour in light of recent measurements of the electronic
structure and heat capacity of Sr3Ru2O7 is provided in section 6.1.
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Chapter 5
Measurements of the
anisotropic phase
The aim of this chapter is to summarise investigations into the transport
properties of Sr3Ru2O7 in its anisotropic phase, with the external magnetic
field applied close to the crystal c-axis. The previously reported properties of
this phase are presented in section 2.6.3 and were reported to be consistent
with the existence of an electronic nematic. As noted in section 2.6.4, which
lists theoretical efforts to understand the phase, a variety of scenarios have
been put forward to account for the microscopic order. As yet, experiment
has not been able to decisively favour any particular model over all others,
so no consensus has been reached about the microscopic nature of the order
in the anisotropic phase.
Evidence for anisotropy in Sr3Ru2O7 was first reported in transport [9]
and later in magnetostriction [102]. In either case, measured anisotropy had
to be induced by canting the applied magnetic field away from the c-axis.
Figure 2.4 depicts the anisotropy in transport, with a field applied at 13◦
from the c-axis. The direction of the in-plane component of the field, Hab,
was chosen to be along a principal crystal axis, with transport measurements
possible along either a or b. Resistivity measured in the same direction as
Hab showed a strong enhancement in the phase, whereas no such peak was
observed in the resistivity measured perpendicular to Hab. From this result,
transport with I ‖ Hab was named ‘hard’, and with I ⊥ Hab ‘easy’. I will
follow the same conventions in this thesis.
The published results suggest that high tuneability of the field angle away
from the c-axis θ is desirable to probe the anisotropy. Two-axis in-situ me-
chanical rotation was considered, but the problem of heating, at least with
rotators with conventional designs, is difficult to overcome. As an illustration
of this, turning the St Andrews single axis rotator by 1 degree raises the tem-
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perature of the mixing chamber to at least 500mK from base temperature,
approximately 50% of TC of the anisotropic phase. We eventually found an
appropriate solution in a triple axis vector magnet, combined with a single
axis rotator for gross alignment.
The measurements were performed in this 9/1/1T vector magnet system
with a 3He/4He dilution refrigerator, details of which are given in section
3.2. Measurements were performed in St Andrews between January 2010
and November 2011, over the course of four multiple-month cool-downs.
I will follow the conventions of labelling inclination angle with respect to
the c-axis of the sample ‘θ’, in-plane azimuthal angle ‘φ’ and the field modulus
|H|, as set out in section 3.3. Occasionally, it is clearer to decompose the
applied magnetic field into the component applied in the c-axis, Hc, and the
component applied in the ab plane, Hab. Where it is appropriate to discuss
coordinates in the reference frame of the vector magnet, I use Cartesian
coordinates HX , HY , HZ .
This chapter is structured in seven sections. In the first, I introduce the
samples used in these measurements. Then I discuss fixed θ field sweeps in
section 5.2 and 5.3. Section 5.4 summarises anisotropy measurements as a
function of H and T . ‘Circle’ measurements as a function of φ at fixed |H|
and θ are described in section 5.5, and section 5.6 discusses the evidence, or
lack thereof, for history-dependent signatures. I summarise with the main
conclusions of this chapter in section 5.7.
5.1 Sample preparation
Three high purity crystals of Sr3Ru2O7 were studied in the vector magnet.
A summary of their properties is provided in table 5.1. One crystal is bar-
shaped and two crystals are cut as thin octagonal plates, according the pro-
cedure outlined in section 3.1.1. The octagonal shape was chosen as it allows
resistivity to be measured in four directions, and is intrinsically unbiased
between these. This may be of importance if the anisotropy is affected by
sample geometry, such as may be the case if an intrinsically anisotropic order
parameter forms domains.
The needle sample and octagon 1 were measured initially, using a low
temperature transformer for one voltage pair on the needle, and room tem-
perature transformers for its remaining pair and the octagon voltage pairs.
Low temperature amplification of an octagon measurement has not been at-
tempted, as it would obstruct the possibility to change the measurement
configuration. In addition to this, we observed that low temperature amplifi-
cation was not as successful in the vector magnet as expected, possibly due to
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Sample Name Source Crystal Approx. Dimensions ρ0
needle C641a(Dante2) 2 x 0.35 x 0.15 mm3 1 µΩcm
octagon 1 C641a(07b) 2 x 2 x 0.15 mm3 0.7 µΩcm
octagon 2 C698A 1.7 x 1.7 x 0.05 mm3 0.5 µΩcm
Table 5.1: Outline of the properties of samples studied in the vector mag-
net. Residual resistivities (ρ0) are calculated by extrapolating the lowest
temperature zero field data available, using a fit of the type ρ = ρ0 + AT
2.
the significantly larger stray fields at the 1K plate. The needle sample data
presented below is all for the room temperature amplified pair. For the oc-
tagon, all wire pairs for the ‘Ia’ configuration were twisted, whilst for the ‘Ib’
configuration only the current pair was twisted. This could not be avoided
given that only eight wires ran from room temperature to the sample. Other
than in the Ia configuration, measurements were limited to untwisted voltage
pairs, which we found to greatly reduce the signal to noise ratio, and they
are not presented here.
Octagon 2 served as an improvement on the measurement with octagon 1.
Octagon 2 was selected as the best candidate from three newly cut octagons,
from different growths than either the needle sample or octagon 1, which
were all hand-polished down to < 70 µm thickness. The most appealing
property of octagon 2 is its high homogeneity, as shown in figure 5.1, which
was measured using the zero field flow cryostat. All eight voltage pairs (two
pairs V1/V2 for every current direction), were measured over the course of
four cool-downs. The voltages were then normalised at room temperature to
the known value of 232 µΩcm. The data for the eight pairs fall on a common
curve, allowing us to place high confidence in the quality of the contacts and
the homogeneity of the sample.
Octagon 2 was mounted on the rotator probe head with 24 wires, 3 to
each side. Every one of the four current injections sketched in figure 5.1
has a dedicated, twisted current pair and two twisted voltage pairs. This
allows for measurements along all four current directions with twisted pairs.
The photograph in figure 5.1 shows the mounted sample, with all wires con-
nected. With this wiring in place, the transverse (Hall) voltage may also be
measured with twisted pair integrity, but this is beyond the scope of these
measurements.
For amplification, we used room temperature transformers, one for each
of the two voltage channels which were measured simultaneously, and which
were in good agreement with each other. The voltage noise at the sample
was consistently measured around 100 pV r.m.s. at a lock-in time constant
64 CHAPTER 5. MEASUREMENTS OF THE ANISOTROPIC PHASE
of 1 second, with a measurement frequency of 287 Hz.
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Figure 5.1: Left : Resistivity versus temperature of octagon 2 measured in a
4He flow cryostat, in zero field. All eight voltage pairs are plotted (expla-
nation in text) to demonstrate the high homogeneity of this sample. Right :
Octagon 2 mounted on the measurement probe for the vector magnet. A
total of 12 twisted pairs are attached to the sample, three wires are attached
to each face. Current direction labelling conventions and the directions of
principle crystal axes a and b are sketched below for direct comparison with
the photograph.
5.2 Comparison with (and improvement on)
past work
The vector magnet offers high accuracy tuning of both the magnitude and
orientation of the magnetic field vector. For the measurements on Sr3Ru2O7,
this precision is only useful to the extent to which the orientation of the
crystal with respect to the magnetic field coordinates is known. In general,
it appears to be difficult to mount crystals on the probe head which have
[aˆ,bˆ,cˆ] along [HX ,HY ,HZ ] with errors of less than 1 degree. There is then
a transformation matrix M which rotates [aˆ,bˆ,cˆ] to [HX ,HY ,HZ ], where M
needs to be found experimentally.
A guiding principle in these considerations is that the orthorhombic crys-
tal symmetry respects inversion and 180◦ rotations around the c-axis. As
a consequence of this, it should be expected that small perturbations away
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from the c-axis will result in the same change in all response functions as
if the inverse perturbations were performed. The alignment of the magnetic
field along the c-axis represents a special point of high symmetry.
It is thought [12, p. 131] [11] that a c-axis aligned field results in the
highest first order transition fields (HC1 and HC2), and that the positions
of both HC1 and HC2 on the Hc versus Hab plane are well described by
ellipses. When searching for the rotation matrix M , we are then guided by
the knowledge that the c-axis has a high symmetry and represents the field
orientation of maximum HC1 and HC2.
For the vector magnet measurements, samples were mounted on a single
axis rotator. The procedure for aligning a sample c-axis close to the magnet
HZ axis is one by which the sample is rotated in small increments until the
orientation of maximum HC1 and HC2 is found for a field applied in HZ alone.
Due to mechanical slack in the rotator its precision is normally limited to
about 1 degree. After establishing the desired orientation with the rotator,
further adjustments can be made with the vector magnet.
Once the c-axis orientation is determined, the orientation of either ‘hard’
or ‘easy’ must be established to fully characterise the sample position. This
orientation is where resistivity at fixed inclination θ has a maximum or min-
imum as a function of φ. It may be found either by performing many field
magnitude sweeps at different values of φ and θ, such as for the ‘grids’ de-
scribed below, or more directly by performing field angle sweeps as a function
of φ at fixed |H| and θ, such as outlined in section 5.5 on ‘circles’.
The final accuracy with which the full rotation matrix M can be estab-
lished turns out to be very high. For some of the experiments described here,
the c-axis was located to within 0.1 degrees, with the limiting factor being
measurement time rather than uncertainty in the magnetic field orientation.
Borzi and co-workers [9] reported on a measurement where a current
is driven through a plate-like sample of Sr3Ru2O7 in either the a or the b
axis. An in-plane field was applied in a by turning the crystal on a single
axis rotator. The experiment then allowed for current in either [100] or
[010], where Hab was fixed, and parallel to [100]. The parameter space of
octagons in the vector magnet is much larger. Firstly, the number of current
configurations is increased with the addition of [110] and [1-10], the so-called
‘45 degree’ directions. Secondly, the orientation and magnitude of Hab have
become continuously tunable parameters.
Whilst the vector magnet may trace out arbitrary paths through 3D mag-
net coordinate space, it is often easiest to interpret field sweeps where the
field magnitude (|H|) is varied, but its orientation (θ, φ) is kept constant.
Such a fixed angle field sweep is identical to what may be achieved with
a single axis magnet and a fixed sample alignment. The remainder of this
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section covers measurements of this kind.
5.2.1 Measurements for I ‖ [100], [010]
For the most direct comparison with published results, we consider mag-
netoresistance curves representing ‘hard’ and ‘easy’. The main advantage
of the vector magnet measurements is that we may tune a resistivity mea-
surement between hard and easy simply by changing the orientation of the
in-plane field. This is in contrast to previous reports, where different elec-
trical contacts were used for the two measurements. Those measurements
then involved an inevitable rescaling procedure between the two signals, due
to differences in contact geometries. With the vector magnet results, we
can directly compare raw data traces, which allows us to place even greater
confidence in our conclusions.
Figure 5.2 shows ρhard and ρeasy for θ = 4
◦ and θ = 6.4◦, up to 9T. Within
experimental resolution, there is perfect agreement between ρeasy and ρhard
for fields below HC1. These tilting angles are significantly smaller than those
published. Consequently, we find the difference between hard and easy to be
smaller, with the resistive peak in easy only partially suppressed.
Even though the field explicitly breaks the symmetry for all values of |H|,
anisotropy is only seen above HC1. These are significant observations for two
reasons. First, the crystal is orthorhombic and, as discussed in chapter 2,
has a small lattice parameter anisotropy of 5 parts in 104. Convergent beam
electron diffraction on nanometer sized single crystals revealed that the bulk
crystal is twinned [38], with twin components forming domains of tens of
nanometres in the c direction and hundreds of nanometres in the ab plane.
If the same is true for the transport samples we have measured, a large
number of twin domains should exist in every crystal, which may cancel
out the crystal anisotropy on the macroscopic scale. The lack of unusual
Dingle damping in quantum oscillations outside the anisotropic phase would
suggest that the twin boundaries are not strong quasiparticle scatterers [12].
In principle, the crystal anisotropy could lead to a measurable transport
anisotropy if the conduction electrons were particularly strongly coupled to
the lattice. Second, even in a completely tetragonal crystal, the applied
in-plane field would also lead to anisotropy. In a quasiclassical treatment
of magnetoresistance in a multiband metal we might expect the transverse
(I ⊥ Hab) magnetoresistance, experiencing a Lorentz force, to be higher than
the longitudinal (I ‖ Hab) magnetoresistance. Although both these effects
are possible in Sr3Ru2O7, even a high precision measurement like this does
not resolve them. The fact that a large anisotropy is seen over a restricted
field range therefore provides strong evidence that in this region it is driven
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by the interactions of the quasiparticles, and not by the external field or by
lattice anisotropy.
The onset of the anisotropy is tied to the thermodynamic transition at
the first critical field, but it is clear from this figure that the high field limit
is not the second critical field. Instead, we observe anisotropy up to about
8.5T, and four fold symmetry is restored at all fields higher than that.
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Figure 5.2: ρhard (green) and ρeasy (blue) magnetotransport for the needle
sample at intermediate tilting angles, left : θ = 4◦, and right : θ = 6.4◦. The
red dashed lines are guides to the eye to mark the first order transitions HC1
and HC2, as can be observed here by sharp jumps in the resistive signal at
both critical fields.
The existence of resistive anisotropy at fields exceeding HC2 was not pre-
viously reported. It came as some surprise, as there are no reports of any
further thermodynamic transitions around 8.5T. The phase diagram has no
known symmetry-breaking transitions between the state above HC2 and the
normal states at low and high fields. Perhaps such a transition will be found
in the future. Another possibility is the existence of a second phase above
HC2 with an impurity dependence which is even more sensitive than that
of the ‘main’ phase. In this case, we may be observing a washed-out re-
sponse in a region of the phase diagram which still maintains a high sus-
ceptibility to anisotropy. Note that anisotropy is only ever observed with a
symmetry-breaking field applied. For future reference, I will label this region
of ‘additional’ anisotropy as the shoulder feature.
To our knowledge, there is no systematic field tilt angle dependent study
of both the transport and ‘thermodynamic’ signatures, such as specific heat,
magnetic susceptibility or magnetostriction, on identical samples. Here, we
need to extract the positions of the phase transitions (HC1 and HC2) from
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resistivity alone. However, we are guided by the evidence at θ = 0◦ [11],
where the sharp jumps in the resistivity unambiguously mark the thermody-
namic transitions. The angle dependent susceptibility peaks at the critical
fields [12] follow the same behaviour as the resistivity signatures [9], and in-
dependent measurements in magnetostriction [102] have shown very similar
shifts in the critical fields as a function of θ. We can therefore be reasonably
confident that the labels HC1 and HC2 still apply, even if they are extracted
from magnetoresistance alone.
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Figure 5.3: Fixed angle field sweeps at T=100mK on octagon 2. A selection
of angles between 0◦ (field along the c-axis) and 14◦ are presented. Left : Hab
in ‘hard’, right : Hab in ‘easy’.
Figure 5.3 summarises the effect of an in-plane field in ‘hard’ and ‘easy’
on the fixed angle field sweeps. As θ is increased in ‘hard’, several trends
may be observed to occur simultaneously. The critical fields shift to lower
values continuously, and the same shifts are observed for both field orienta-
tions. The amplitude of the resistive peak increases as a function of θ, and
saturates to around 25% above the c-axis value. In addition, the shoulder
feature increases in amplitude, to the extent that the resistive discontinuity
at HC2 is no longer visible for the range of angles between 6
◦ and 10◦. At
θ > 10◦ the discontinuity reappears and the amplitude of the shoulder gets
suppressed somewhat. This observation, that the strength of the shoulder
has a maximum at finite θ, can also be made by close inspection of the ‘grids’
in section 5.3.
The systematics of the magnitude of the main resistive peak as a function
of in-plane field in ‘hard’ are qualitatively similar for both octagons, but are
different for the needle sample. For the needle, no appreciable dependence
of peak magnitude on θ in hard was observed. As the octagons have a shape
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which is less likely to bias anisotropy in any particular direction, and the two
octagons agree on the basic results reported in figure 5.3, we are tempted to
believe that this result is less likely to be biased by sample geometry, and
that the difference in behaviour for the needle sample is either due to the
effect of sample shape or quality.
As θ is increased in ‘easy’, several trends may be observed to occur si-
multaneously. The critical fields shift down to lower values in the same way
observed for ‘hard’. The magnitude of the resistive peak is suppressed as
θ is increased, to the point where no peak is visible for θ > 12◦. This is
quantitatively consistent with the result by Borzi and co-workers [9], where
a fully suppressed peak was reported for ‘easy’ with θ = 13◦. The shoul-
der feature becomes suppressed very rapidly in ‘easy’ and has disappeared
by θ ≈ 4◦. For θ > 6◦, the discontinuity at HC2 becomes less well-defined
and the resistive peak is suppressed most strongly at the high-field side in
the phase. Consequently, the value of HC2 is difficult to extract from these
curves, except for the highest angles where HC2 is accompanied by a slight
increase in resistivity.
5.2.2 Effect of the in-plane field orientation on phase
boundaries
The ‘hard’ and ‘easy’ measurements involve a restrictive set of choices in
current and field directions. The current is injected along a principal crystal
axis, and the in-plane field is applied parallel or perpendicular to that current.
A natural question to ask is what the effects are of relaxing these conditions.
Here, we examine what effect changing the orientation of the in-plane field
has on the phase boundaries. The dependence on the direction of the current
injection will be discussed in section 5.6.
Work by Mercure [12] demonstrated a subtle difference between the angle
dependence of the phase transitions for Hab in [100] and [110]. It appears
that an in-plane field in a 45 degree direction acts to suppress the extent
of the phase both in field modulus and applied angle, as compared to an in
plane field in a principal axis.
Up to now, there have been no reports on the effect of changing the
direction of the current, apart from that reported in [9]. As we are in a limit
of small excitations, we would expect the nature of the current to have no
effect on the thermodynamic boundaries, with transport acting as a non-
perturbing probe of the underlying state. We briefly return to this point in
section 5.7.
From the data such as those presented in figure 5.3, the field angle depen-
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Figure 5.4: Plots of the extent of the anisotropic phase as a function of θ
(left) and Hab (right). Crosses (Hab ‖ [100]) and squares (Hab ‖ [110]) mark
the phase boundaries, extracted from maxima in the field gradient of the
magnetoresistive peak. The red and blue surfaces are guides to the eye to
mark the difference between the behaviour of the two in-plane field configu-
rations. Instrumental limitations set the maximum θ at 15◦ as discussed in
appendix E.
dence of the critical fields may be extracted, and this is presented in figure
5.4. Apart from revealing some intrinsic properties of the phase, this provides
us with a reference plot to guide future measurements. An important point
to state is that the values of the critical fields are different for Hab ‖ [100]
and Hab ‖ [110], as reported by Mercure [12]. The phase with Hab ‖ [110] is
confined to a narrower window of fields and, according to data by Mercure
but not yet revealed by the vector magnet, is suppressed completely at a
significantly smaller tilting angle than the phase with Hab ‖ [100]. Figure 5.4
shows that the in-plane direction of the field affects both first order transi-
tions, but HC2 more strongly than HC1. The differences are most dramatic
at high tilting angles.
5.3 Grids at low temperature and behaviour
around the c-axis
Figure 5.5 presents the interpolated resistivity data derived from a large
number of field sweeps, each at slightly different angle, on a crystal oriented
with its c-axis close to the magnet HZ axis. Magnetic field provides a 3D
coordinate space, which complicates the presentation of data. Here, I aim to
show data in a way which is convenient both when demonstrating the physical
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limits of the magnet, but also when investigating the inversion symmetry
which must exist around the c-axis. The choice of presentation is then to
cut the data set at constant field modulus, leaving rotation angles along HX
and HY as free variables ΘX and ΘY (always expressed in units of degrees).
A large data set is needed to perform the interpolations effectively, making
this technique less useful if even more parameters, such as temperature, are
introduced.
The modulus of the field vector is identical in the magnet and crystal
frames of reference. Any difference in orientation between the two frames
may be expressed as a difference in positions on the ΘX-ΘY plane. The
orientation of the c-axis can be found at the point of high symmetry in the
ΘX-ΘY plane. In figure 5.5 every grid has this high-symmetry point around
{-2◦,-2◦}, which is especially clear from the plot at |H| = 7.82T. We conclude
that {-2◦,-2◦} is the misalignment of the crystal c-axis with respect to HZ .
The convenience of a completed grid derives from the fact that it allows
for an extremely precise measurement of the orientation of the c-axis as well
as the orientation of the current direction, which turns out to be crucial
for later measurements. In addition, the 3D data set can be intersected in
different ways, by which many measurements, such as the ‘circles’ described
in the section 5.5, may be verified independently. An underlying assumption
is that Sr3Ru2O7 has no history dependence in its anisotropic phase. This
point will be further investigated in section 5.7.
The field window available for grids is easily understood in terms of θlim,
as defined in appendix E. Because ΘX and ΘY are defined in the magnet
reference frame, they are limited by θlim as
√
Θ2X + Θ
2
Y ≤ θlim = 6.4◦. The
actual maximum field angle depends on the field modulus, which is why the
grids at high fields cover a smaller range of angles. The grids in figure 5.5
were measured right to the limit of the magnet specifications.
The interpolated grids reveal several features of the anisotropic phase
which were not previously understood. Below HC1, the grids show very little
dependence of the resistivity on θ. Not only is there no anisotropy in the
‘normal metallic’ region, but there is also very little susceptibility to Hab
at all. As the field modulus is gradually increased, the field along c-axis is
the last orientation at which the phase is finally entered. Before that, the
transition shows up on the grid as a circle centred around c-axis, as shown
in figure 5.5b. This may be understood by considering the phase transitions
mapped in figure 5.4. Constant field modulus grids sample data along a
horizontal line on the |H| versus θ plot. At |H| = 7.82T the phase may be
entered as a function of θ around θ = 3◦. At these small angles, the in-plane
field angle dependence of HC1 is minimal, so the transition shows up as a
circle of radius 3◦ on the grid.
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Figure 5.5: Interpolated resistivity maps for the needle sample from 88 in-
dependent fixed angle field sweeps, evaluated at progressively higher values
of |H| [a)→ f)]. All data were taken at T = 50mK. Black markers indicate
the orientations of the field sweeps from which the surfaces are interpolated.
The total measurement time amounted to around 45 hours.
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When the phase has been entered for all field angles (figure 5.5c), the
resistivity shows up as a ridge aligned with the current direction. In the figure
this direction is approximately along ΘY . The shape of this ridge is two-
fold symmetric, reflecting the broken four-fold symmetry in transport which
exists phase. We observe that an 8 degree in-plane field perpendicular to the
current direction (‘easy’, corresponding to {6◦,-2◦} on the grid) suppresses
about half the resistive peak, consistent with the results in figure 5.3.
At even higher fields the grids describe the shoulder feature (figures 5.3d-
f), where the symmetry remains twofold even though the amplitude of the
resistive peak along ‘hard’ gradually disappears. The orientation of the
anisotropy is the same as inside the phase, but more variation in its ampli-
tude is measured as a function of θ. At 8.1T there appears to be a maximum
in resistivity around 7 degrees away from the c-axis along hard, with a saddle
point at the c-axis itself. At 8.4T, the highest field for which this range of
tilting angles can be interpolated, the grid looks almost four-fold symmet-
ric again. From fixed angle field sweeps up to higher fields, such as those
presented in figure 5.2, we know four-fold symmetry is restored around 8.5T.
Some care must be taken in analysing data at fixed field modulus, as the
critical fields change with θ. It is therefore possible to see regions above and
below HC1 on a single grid (figure 5.3b), or ρ decreasing as θ is increased in
the hard direction (figure 5.3c). This decrease simply indicates that HC2 is
being approached, rather than uncovering strange fundamental physics about
the properties of the phase.
It is possible to rescale the field scale as a function of θ in such a way
that HC1 (but not HC2) becomes θ-independent. However, the difficulty in
interpreting grids, and especially making direct comparisons with raw data,
becomes much greater. Finally, for a comparison of grids taken with all four
current directions for octagon 2, I refer to appendix D.
5.4 Mapping the anisotropy in H and T
Borzi and co-workers [9], noticed that the resistive anisotropy in Sr3Ru2O7
mimics a phenomenological order parameter for the phase. The evidence
for this was that anisotropy was measured in the phase but was strongly
suppressed at TC. A dimensionless measure of anisotropy was evaluated as
(ρhard − ρeasy)/(ρhard + ρeasy) and plotted at a particular field in the phase,
in this case |H| = 7.4 T, with θ = 13◦. As the anisotropy is not a thermody-
namic quantity and there is no known microscopic model from which it can
be calculated, there is no reason to suggest this expression is a quantitative
measure of a ‘real’ order parameter. However, the data were reminiscent of
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a symmetry breaking transition taking place in a field conjugate to the order
parameter.
With the vector magnet experiments, we have extended the study of this
anisotropy considerably. Specifically, we included a wider range of tilting
angles and measured up to higher temperatures. Importantly, these mea-
surements were done after precise calibration with grids, giving us great con-
fidence that the ‘hard’ and ‘easy’ orientations are the correct ones. Amongst
other things, we wanted to investigate the temperature dependence around
TC to compare to particular models. We also wanted to explore the presence
of anisotropy at low tilting angles, to check if there is a minimum value of
Hab to ‘unpin’ isotropic transport. Additionally, we wanted to investigate
sample shape dependence and the reproducibility of the published results.
In all cases, anisotropy will be expressed as (ρhard− ρeasy)/(ρhard + ρeasy),
evaluated as a function of T or H at a constant value of θ. To be able to
evaluate this expression, ‘easy’ and ‘hard’ magnetoresistance traces are first
interpolated from raw data at regular intervals, after an unbiased binning
procedure to make the data set distinct in temperature and magnetic field.
The choice of easy and hard directions is extracted from the analysis of grids
of many fixed angle field sweeps.
5.4.1 Anisotropy at low angles
Figure 5.6 summarises results taken at low angles with θ ranging from 1 to 7
degrees. We did not measure below 1 degree, because the anisotropy becomes
so small that the signal amplitude becomes comparable to the noise.
At 100 mK we observe a small anisotropy in the phase and shoulder
regions for 1 degree. The anisotropy is higher for each of the higher tilting
angles. For all tilting angles plotted here, anisotropy is highest around HC2
(indicated with a dashed black line for reference). Using our convention for
expressing anisotropy, it is measured to be significantly greater in parts of
the shoulder than in all of the phase. For all angles, HC1 is marked by a
jump in the anisotropy from the ‘normal state’, where it is zero within noise.
Within the phase, the anisotropy is field dependent and proportional to
the field strength. In the shoulder, the anisotropy is monotonically reduced
with increasing field. There appears to be an anomaly, in the form of a
significant negative spike, at HC1. This is the result of both ‘hard’ and
‘easy’ rising sharply there, and the recorded fields at which these rises occur
not exactly matching up. The mismatch derives from errors in the c-axis
alignment as well as digitisation error, and does not appear to have any
physical meaning, though may be something worthy of future investigation.
In the right hand panel of figure 5.6, the anisotropy is presented at a
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Figure 5.6: Left : anisotropy as a function of applied field modulus, at four
different values of θ. The black dashed line is a guide to the eye to indicate
the approximate position of HC2. Right : anisotropy as a function of applied
field modulus at θ = 7◦, evaluated at several different temperatures.
number of different temperatures at θ = 7◦. As a general rule, temperature
reduces the measured anisotropy and broadens the transitions in magnetic
field. The temperature dependence is very strong in the shoulder, where
400mK suppresses half the anisotropy measured at 50mK. In the phase, we
observe parts of the curves to fall onto a common trend, with anisotropy just
above HC1 being temperature independent up 800mK, which is expected
to be just below the TC of the phase at this field and tilting angle. This
behaviour is even more curious if we compare the effects of changing temper-
ature and field. We observe an increase of anisotropy of 35% by increasing
the applied field modulus by only 50mT (0.64%), whereas heating the sample
to 800mK (a 1600% increase in temperature) makes no appreciable difference
to the anisotropy. In other words, we observe regions in the phase where the
anisotropy varies strongly with field magnitude (and, as shown in the left
hand panel of figure 5.6, field angle), but is very resistant to temperature
increases (below TC). Any model of the order in the phase should account
for this behaviour.
5.4.2 Temperature dependence in the anisotropic phase
Here, we examine the temperature dependence of the anisotropy in greater
detail. Specifically, we make a distinction between the temperature depen-
dence in the phase and in the shoulder regions. Figure 5.7 summarises the
data at θ = 7.5◦. At every measured temperature, anisotropy was extracted
the same way as that in figure 5.6. Then, we selected a list of fields, indicated
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by coloured dashed lines in the figure, at which to evaluate the anisotropy.
The motivation for this was to explicitly look for variations within the phase
and shoulder regions.
The anisotropies at the three lowest fields selected in the phase all have
qualitatively similar temperature dependences. In the phase, the anisotropy
is almost temperature-independent (as demonstrated in figure 5.6), followed
by a sharp drop at TC. We judge the drop in anisotropy to coincide with TC
because it is accompanied by a marked kink in the temperature dependence
of the resistivity, which signals TC for the case when the applied field is
along the c-axis. Also, the values of TC agree with those extracted from
magnetostriction at finite θ [102], and the measured variation of TC within
the phase, with higher fields yielding lower TCs, agrees with the known shape
of the transition. The curve evaluated at the highest field in the phase shows
more temperature dependence inside the phase and a broader transition at
TC.
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Figure 5.7: Anisotropy at θ = 7.5◦ as a function of temperature, evaluated at
fixed values of |H|. Insets show raw magnetoresistance hard/easy curves at
100mK, with dashed coloured lines to indicate the values of the fields which
are evaluated in the main plots. Left : Four fields in the anisotropic phase
(7.8T, 7.85T, 7.9T, 7.95T), right : Four fields in the shoulder region (8.1T,
8.2T, 8.3T, 8.4T).
An important observation, which was not known before these vector mag-
net measurements, is that anisotropy can be resolved for temperatures above
TC. In fact, we measured anisotropy well above the noise of the measurement
up to the highest measured temperature which is here 6K. We should keep in
mind that four-fold symmetry is explicitly broken by the external field here.
Analogously to the case of a ferromagnet in an applied magnetic field, the
anisotropy could mimic the order parameter of the phase with a symmetry
5.4. MAPPING THE ANISOTROPY IN H AND T 77
breaking field applied.
In the shoulder region, the temperature dependence of the anisotropy is
very different. Firstly, there is no well-defined transition temperature. We
also do not observe saturation of the anisotropy at low temperatures to the
extent that it occurs in the phase. At higher temperatures the anisotropy
mimics the behaviour of the data above the phase, signalling that the field
dependence of the anisotropy, which is very strong within the phase, is mostly
washed out at T  TC . The curve at the highest evaluated field is especially
interesting, as here the anisotropy actually increases as a function of tem-
perature, before it decreases. Close inspection of figure 5.6 reveals that this
effect has been demonstrated there as well.
5.4.3 Anisotropy maps in H and T at fixed angle
By measuring hard and easy data at fixed temperature and θ, and repeating
these measurements at regular temperature intervals, it is possible to map out
the anisotropy over a window of |H| and T by interpolation. This diagram
of anisotropy can then be compared directly to the phase diagram known
from thermodynamics, and in particular we can identify the lines of first
order transitions at HC1, HC2 and the ‘roof’ of the phase. These features are
known to exist at θ 6= 0 and the first order transitions have been mapped by
AC magnetic susceptibility [51] and later by magnetostriction [102].
The sub plots in figures 5.8 and 5.9 present these anisotropy maps for
θ = 4◦ and θ = 7.5◦. These data were taken for the needle sample, up to
the largest achievable vector fields, and at temperature intervals of ≈ 1K
above 1K and 0.1 K below 1K. The anisotropy is generally greater for 7.5
degrees, resulting in a better signal to noise ratio. Most features of the data
are the same for the two angles. Most anisotropy is measured in the phase
and shoulder regions of the phase diagram. As before, the expression of
anisotropy results in a higher response in the shoulder region than in the
phase. Because of the smooth continuation of anisotropy between the phase
and shoulder regimes, HC2 is difficult to define for either angle. At low
temperature and outside the phase/shoulder regions anisotropy is zero. At
higher temperatures, a ‘fan’ of anisotropy spreads out over the phase diagram
and persists, though weakly, up to the highest measured temperatures.
A second set of data was taken for octagon 2, shown in figure 5.10, with
the purpose of verifying the results above for a shape-neutral sample, and
extending the data to higher angle. Here, we present data for θ = 7.5◦ and
θ = 13◦, the second angle corresponding to the lowest angle at which the
resistive peak in ‘easy’ is observed to be fully suppressed. A smaller window
in temperature was measured due to time constraints, but all important
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Figure 5.8: Anisotropy for the needle sample at θ = 4◦. Left: (ρhard −
ρeasy)/(ρhard + ρeasy) as a function of |H| at different temperatures (not all
data is shown). Right : Interpolated surface plot of the full data set.
7 7.5 8 8.5−0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
µ0H (T)
(ρ h
ar
d−
ρ e
a
sy
)/(
ρ h
ar
d+
ρ e
a
sy
)
θ = 7.5 degrees
 
 
100mK
200mK
300mK
400mK
600mK
800mK
1K
1.5K
2.3K
4.2K
6K
Figure 5.9: Anisotropy for the needle sample at θ = 7.5◦. Left: (ρhard −
ρeasy)/(ρhard + ρeasy) as a function of |H| at different temperatures (not all
data is shown). Right : Interpolated surface plot of the full data set.
features of the data can be seen to have been reproduced.
The data for 13 degrees are significantly different from those for other
angles because no shoulder feature is observed. In addition to this, anisotropy
is much more temperature dependent in the phase. We have not observed any
temperature-independent anisotropy like in the measurements with smaller
tilting angle. In summary, a greater conjugate field Hab has produced a
state with higher anisotropy but also a higher susceptibility to temperature.
Although these data are in agreement with published results, they appear
counter-intuitive.
5.5. CIRCLES AROUND THE C-AXIS AT FIXED θ 79
Figure 5.10: Interpolated surfaces of (ρhard−ρeasy)/(ρhard+ρeasy) at θ = 7.5◦
(left) and θ = 13◦ (right) for octagon 2. To enable measurements at these
angles, data from I100 and I010 are normalised and combined. Magnetoresis-
tance traces were taken in increments of 100mK between 100mK and 1.2K.
It may surprise that the absolute values plotted at 7.5 degrees differ so
much between the needle and octagon samples. Raw data traces look quali-
tatively similar, so the reason can be found in different values of the residual
resistivity (see: table 5.1), to which this method of plotting anisotropy is
particularly sensitive. To enable meaningful comparisons between different
samples, we have scaled the colour maps so that the minimum anisotropy
always corresponds to ‘blue’ and the maximum to ‘red’.
5.5 Circles around the c-axis at fixed θ
This section will cover measurements at fixed field modulus and angle θ with
respect to the crystal c-axis. The remaining free variable is then φ, the angle
determining the orientation of the field in the ab plane. Varying φ over its
full range is equivalent to tracing out a cone with the magnetic field vector,
where the tip of the vector draws out the circle at the base of the cone. For
sufficiently large values of θ, magnet limitations may prevent the full circle
to be completed, in which case only a section of the circle will be accessible.
As described in section 3.3.1, the three magnets are ramped at constant
rates in a synchronous way between initial and final setpoints. This results
in every magnet instruction adding a linear segment in Cartesian magnet
coordinate space. Circles can be constructed approximately by combining
many short linear elements to form a polygon. The greatest deviation from
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a perfect circle in θ, δθ, for an N-sided regular polygon may be expressed as
δθ
θ
= 1− cos( pi
N
). (5.1)
For the measurements reported here, instruction sets for circles of at least 60
elements were passed to the magnet power supplies, so that δθ
θ
≈ 10−3. To a
very good approximation, the magnetic field vector can be said to trace out
a circle.
Transport symmetry is reflected in the modulation of resistivity as a func-
tion of φ in a straightforward way. Four-fold transport results in a modu-
lation which is at least four-fold symmetric, i.e. invariant under the oper-
ation ρ(φ) → ρ(φ + npi
2
). Similarly, two-fold transport is invariant under
ρ(φ)→ ρ(φ+npi), a symmetry which must in any case exist in a two dimen-
sional system with inversion symmetry.
All information gained by measuring a circle may in principle also be
derived from interpolating a sufficiently dense grid, as described in section
5.2. There are, however, distinct advantages to measuring circles separately.
Firstly, the data density is high, resulting in higher signal to noise and en-
abling fits even when θ is small. Secondly, the effect of history dependence
can be measured explicitly. Thirdly, as a circle measurement takes relatively
little time, it is possible to tune different parameters, such as field modulus,
θ, and temperature. Finally, as a result of measurements detailed below, it
was realised that the measurements along circles are highly sensitive to errors
in the choice of c-axis, making this type of measurement a convenient tool
for finding the c-axis rapidly.
Figure 5.11 illustrates the relation between an interpolated grid and set
of circle measurements evaluated at 7.9T, a field in the centre of the phase.
By inspecting the grid, it is clear the circle must have two maxima (at values
of φ along the ‘hard’ axis), and two minima (at values of φ along the ‘easy’
axis). The grid also suggests that the evolution from hard to easy occurs
smoothly. This is confirmed by the circle measurement, which is approxi-
mately sinusoidal in this limit of small θ.
5.5.1 Systematics at intermediate θ
Figure 5.11 demonstrates that, in the limit of small θ, the resistivity in the
anisotropic phase is modulated sinusoidally as a function of φ. A natural
question would be what happens to these sinusoids if θ is gradually increased.
Some predictions can be made on the basis of the data set shown in figure
5.3. The amplitude of a circle measurement is simply the difference between
the amplitudes of the ‘hard’ and ‘easy’ peaks at that value of θ. Both appear
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Figure 5.11: Left : Resistivity grid evaluated at 7.9 T for the needle sample.
Coloured circles correspond to measurement paths for four different circles.
Right : The circle measurements are presented as resistivity as a function of
in-plane field angle (φ), which is evaluated with respect to the empirically
established ‘easy’ direction. Coloured dots represent the data, the black
dashed lines are best fits of the type ρ(φ) = a sin(2φ) + b.
to saturate around θ = 13◦, with a monotonic increase in the amplitude of
the circle measurements expected up to that point.
A second point is the shape of the modulation. As the sinusoidal nature at
low θ is unexplained, we have no a priori expectation that this shape persists
at higher θ. However, from symmetry concerns, we would expect the in-
plane ‘45 degree orientations’ φ = {45◦, 135◦, 225◦, 315◦} to produce identical
responses in I100 and I010. This is because for these special orientations,
I100 and I010 experience the same external fields, ignoring ‘handedness’. In
addition to this, we would predict the response from I100 to match that of
I010 after reflection in φ at a 45 degree point, because of the same symmetry
considerations, such that ρ100(φ+ 45
◦) ≡ ρ010(−φ+ 45◦).
Figure 5.12 summarises circle measurements over a wide range of θ. The
data form a subset of a much larger set, much of which covers intermediate
angles not shown here, and redundant data across samples. We varied the
value of |H| systematically with θ (as described in appendix E) to ensure all
circle measurements are taken inside the phase, so we do not list these fields
explicitly here.
First, we observe the shape of the modulation around ‘easy’ in the needle
sample, as θ is gradually increased. At 3◦ and 5◦, the modulation in φ appears
to be sinusoidal. Behaviour around ‘hard’ is much less affected by further
increasing θ than behaviour around ‘easy’, as was also apparent from the
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fixed angle field sweeps. At the highest angle measured here, θ = 10.5◦, the
transition from easy to hard at φ = 225◦ appears much sharper and is clearly
non-sinusoidal.
90 135 180 225 2702.2
2.4
2.6
2.8
3
3.2
3.4
3.6
φ (degrees)
si
gn
al
 (V
)
 
 
3°
5°
8°
10.5°
−45 0 45 90 1352
2.5
3
3.5
4
φ (degrees)
R
es
is
tiv
ity
 (µ
Ω
cm
)
 
 
6.5°
8.5°
9.5°
10.5°
13°
14°
0 45 90 135 1801.9
2
2.1
2.2
2.3
2.4
2.5
φ (degrees)
re
si
st
iv
ity
 (µ
Ω
cm
)
 
 
I100 6
°
I010 6
°
90 1351
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
φ (from I100 easy axis, degrees)
R
es
is
tiv
ity
 (µ
Ω
cm
)
 
 
I010 6
°
I100 6
°
I010 13
°
I100 13
°
Figure 5.12: Overview of circle measurements over a wide range of θ Top
left : Evolution from low to high angles around ‘easy’ for the needle sample.
Top right : Turning to even higher angles around the 45 degree point, devia-
tions from sinusoidal behaviour become apparent for octagon 1. Bottom left :
Comparison of I100 and I010 for octagon 2, for the same circular field sweep.
The signals are almost perfectly out of phase. Bottom right : Comparison of
I100 and I010, low and high angle data for octagon 2.
Secondly, we investigate similar circles for octagon 1, centred around the
φ = 45◦ point. Again, low θ circles are sinusoidal. As θ is increased, the
rise in resistivity at φ = 45◦ becomes increasingly sharp. Also, there is clear
saturation in ‘easy’ from θ = 13◦ onward. There is very little φ dependence
left there, except for the sharp jump at φ = 45◦. The data suggest that
the window around the φ = 45 degree point within which transport switches
between hard and easy narrows at higher tilting angles. There, it appears
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in-plane field may be used to ‘switch’ between hard and easy transport quite
rapidly. The values of θ at which this behaviour becomes apparent may be
significant. It is important to note here that the data which would prove
such behaviour (θ = 14◦ both above and below φ = 45◦) were just beyond
the magnet limit here.
Thirdly, we investigate circles for octagon 2, for which both I100 and I010
are recorded. At θ = 6◦, we measure a range of φ which includes two points
of high symmetry, φ = 45◦ and φ = 135◦. The signals from I100 and I010
cross at these points respecting the symmetry predictions quite well.
Finally, we studied other circles for octagon 2, this time comparing θ = 6◦
and θ = 13◦ for both current directions between a principal axis and a 45
degree point. Whereas the θ = 6◦ curves look relatively sinusoidal, the
θ = 13◦ show flattening close to the principal axis, and sharpening at the 45
degree point. Again, symmetries are respected as expected.
5.5.2 Segments of circles at large θ
In this section, we investigate the limit of large θ specifically, and focus on
measurements for octagon 2, the octagon with the best signal to noise ratio.
The sample was tilted in the magnet in such a way that θ = 15◦ was an
achievable field tilt. As explained in appendix E, such tilting angles require
the sample c-axis to be an unattainable field orientation, making sample
position characterisation more problematic. Whereas the c-axis was located
to within 0.1◦ for lower θ measurements, the error is expected to be closer to
1◦ here.
All measurements were started by entering the phase from low field at the
desired value of θ and for the highest value of φ possible. The circle segment
was then measured by ramping φ to its minimum value. After completion,
the ‘reverse’ circle was then measured to compare to the ‘forward’ data.
Figure 5.13 presents all forward and reverse circles from θ = 6◦ to θ =
14◦, for currents in each of the two principal crystal axes. Arrows on the
data traces indicate the direction of that particular measurement. No large
hysteresis was measured in any of these circles, despite the large change in ρ
in a small window of φ around 135◦.
‘Easy’ transport saturation at θ = 13◦ is observed clearly for I010. As θ is
increased further, the width of the plateau increases, pushing the transition
at φ = 135◦ increasingly sharper. Simultaneously, I100 shows no plateau
in ‘hard’, instead the resistivity gains an increasingly complicated structure
there, with a cusp at ‘hard’ and an additional hump around φ = 120◦. At the
same time, I100 does not saturate in hard, with a slight decrease in magnitude
observed above θ = 12◦. This may seem to be at odds with the fixed angle
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Figure 5.13: Overview of circular sweeps for octagon 2, for I010 (left) and I100
(right). Data was taken from ‘right to left to right’ on the horizontal axis.
Arrow markers on each curve indicate whether it is a ‘forward’ or ‘reverse’
circle, both of which are shown to illustrate the extent of hysteresis.
field sweeps presented in figure 5.3, but is likely to be caused by the choice
of |H| at which the circles are evaluated, especially at high values of θ.
5.5.3 Extended circles at high θ
Having demonstrated in section 5.5.1 that the data contain the expected
symmetries, we can use appropriate symmetry operations to extend the ‘field
window’ of the measured circles. As shown above, this window can be nearly
doubled by adding the reflection in −φ. Also, the two-fold symmetry relation
ρ(φ) ≡ ρ(φ + npi) allows for adding copies of the data set at 180◦ intervals.
Finally, ρa and ρb are observed to be identical except for a 90
◦ phase shift.
We can combine these properties construct 360◦ circles at high angles similar
to those at low angles shown in figure 5.11, far above the maximum angle
for which grids have been constructed. Figure 5.14 presents these ‘extended
circles’ at θ = 6◦-14◦, constructed from small measured segments. The red
and blue circles are circle segments of I010 and I100, respectively, where I010
is shifted by 90◦, and both include copies at φ + 180◦. The red and blue
lines are reflections of the original data in −φ. Together, these data form
the extended circles for I100, so that we can now observe the changes in the
modulation of the anisotropy as θ is increased.
Due to what we suspect is an error in the determination of the c-axis,
we needed to apply a first-order correction by introducing a small theta-
dependent offset in the relative phases in φ of I010 and I100, to overlap the
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Figure 5.14: ‘Extended’ circles for I100, combined from segments measured
for I010 (red circles and line) and I100 (blue circles and line).
traces at the high symmetry points. The difference between this offset at
θ = 6◦ and θ = 14◦ was 4◦.
The circles reveal the saturation of anisotropy above θ ∼ 12◦. They also
show the progression from sinusoidal circles at low angle, to a more compli-
cated modulation at high angles. The φ dependence close to ‘hard’ becomes
much stronger there, whilst the circles become flatter around ‘easy’. The
transitions between ‘hard’ and ‘easy’ become increasingly confined around
the 45◦ points.
5.6 Measurements for I ‖ [110], [1− 10]
A major advantage of measuring octagonal samples is the possibility, in prin-
ciple, of measuring with current applied in either of the 45 degree directions,
meaning [110] or [1-10] in our labelling convention. The contact configura-
tion on octagons allows these measurements to be done in the same way as
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a measurement with the current along a principal axis of the crystal. With
octagon 1 there is the caveat that only the [100] configuration has twisted
pairs for both current and voltage contacts, so that the signal to noise ratio
on other pairs is significantly lower. Octagon 2 was wired specifically to allow
for high signal to noise measurements in all four current configurations.
On the octagonal samples, different current directions will have slightly
different measurement geometries due to imprecision in contact placement
and crystal imperfections. For the data presented in figure 5.3 and for sev-
eral further data sets presented below, it was necessary to ‘normalise’ the
signals from the different current directions to a common curve. The most
straightforward way to achieve this is to measure all configurations with field
along the c-axis, where there is no symmetry breaking field to distinguish
between them. Figure 5.15 presents such a normalised measurement for oc-
tagon 2, at an orientation less than 1 degree away from the c-axis. We chose
to scale the different traces by a single factor and add constant offsets, to
make them agree with the I010 values at 7.2T and 7.9T. The scaling factors
are 1.16, 1.17 and 1.03, for I100, I110 and I1−10 respectively.
As is also evident from ‘grids’ presented in section 5.3, there is high
sensitivity to misalignment in the shoulder feature, but less sensitivity in
the phase itself. The normalisation is not perfect, but it at least allows for
meaningful comparison between current injections.
With figure 5.1 we presented the extent to which current direction is
irrelevant in the ‘normal’ metallic state of Sr3Ru2O7. In addition, figure 5.15
demonstrates that the high-symmetry way of entering the anisotropic phase,
with the applied field along the c-axis, results in very similar behaviour for
all four current configurations. The residual differences between the curves
below HC1 and above HC2 are likely to derive from the residual error in the
determination of the orientation of the c-axis. If anisotropy exists anywhere
between the 45 degree directions, we would only expect to find it in close
vicinity to the 8T phase. Just as for current in a and b anisotropy, if it exists
in the 45 degree direction, is then only expected when a symmetry-breaking
field is applied, and in close vicinity to the 8T phase.
To be able to state with certainty that current is applied in an exact
45 degree direction, we must be sure the sample faces are cut correctly and
contacts are made on the face centres. Unfortunately, there is always some
misalignment between the cuts and crystal directions, especially in octagon
2, the sample most suitable for measuring with I ‖ [110]. In this crystal,
a careful Laue X-ray study has shown that the misalignment is about 10
degrees. Whilst the results are interesting and suggestive, it is clear that
a definitive measurement must be performed with better control over the
current direction.
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Figure 5.15: Left : All current injections for octagon 2 compared at the c-axis,
with amplitudes normalised to I010 (see text). Right : All current injections
with θ = 10◦ and Hab ‖ I100, using the same normalisations.
Figure 5.15 (right) displays curious behaviour of the I110 and I1−10 cur-
rent injections. With an in-plane field along I100 it should be expected that
these two current directions experience the same fields and therefore display
the same resistivities. Yet, the signals are quite different. The I110 magne-
toresistance lies closer to I010, whereas I1−10 lies closer to I100.
Similar behaviour is observed in ‘circle’ measurements, summarised in
figure 5.16. The data presented here are taken under the same conditions as
those in figure 5.13. The 45 degree current directions, I110 and I1−10 appear to
mimic I010 and I100, respectively. We observe no phase shift between each 45
degree current direction and the principal axis current direction it mimics.
Especially towards high θ, there is an increase in structure at φ = 120◦,
marked by a dip in I110 and a cusp in I1−10.
These observations may indicate that what our 45 degree measurement
is sensing is in fact a weakened version of the signal of the closest principal
axis. The known misalignment of this crystal, measured with a Laue camera,
helps us to construct a model which explains this anomaly.
Figure 5.17 shows the suspected crystal misalignment which would be
qualitatively consistent with the data. In an attempt to correct for the mis-
alignment, and to test the model, we injected the current between different
sets of contacts to the standard ones. This does not allow for continuous rota-
tion of the current direction, but adds two ‘skewed’ directions to the standard
one. Care should be taken with their interpretation, as these configurations
have not been well characterised elsewhere, so it is not possible to compare
signal amplitudes directly. However, the modest scaling required to scale
the four characterised current directions onto a common curve would suggest
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Figure 5.16: Overview of circular sweeps for octagon 2, for I110 (left) and
I1−10 (right). Field sweeps and presentation are identical to those presented
in figure 5.13
that uncharacterised and unscaled signals should display comparable volt-
age changes between ‘hard’ and ‘easy’. The ‘corrected’ current configuration
displays very small φ-dependence, whereas the ‘anti-corrected’ configuration
shows an even larger φ-dependence, as we would expect when the current is
rotated closer to a or b.
It is tempting to suggest that, if the current were applied in a proper 45◦
direction of the crystal, there would be no φ-dependence of the resistivity at
all. However, without further studies, we cannot state this with certainty.
5.7 Limits on hysteresis
We have made several attempts to find hysteretic signals in the magnetore-
sistance of Sr3Ru2O7 in and around its anisotropic phase. Principally, the
motivation for this was to look for more direct evidence of domain forma-
tion, postulated in reference [9], for which hysteretic domain wall motion
might be expected. Additionally, it was important to verify whether history-
dependence affected the reproducibility of our results.
Systems with domains frequently exhibit hysteresis as domains are locally
pinned and require a certain threshold energy to change size or orientation.
Following the general argument in [9], the phase with field along the c-axis
would have an equal distribution of domains with different orientations. Ap-
plying an in-plane field might affect the domain sizes, texturing or relative
distribution in such a way that an anisotropy is formed in the resistivity.
For now, we make no assumptions here about either the number of differ-
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Figure 5.17: Left : sketch of octagon 2 with contacts numbered from 1 to 8.
The four current injection labels used in the text are drawn on the crystal.
To indicate the likely misalignment with respect to the real a and b axes,
these are drawn in red. In addition, the current and voltage pairs for three
current injections close to I110 are sketched. Right : circle measurement (θ =
13◦) for the three different current injections. One is the standard injection
(green), one is corrected for the crystal misalignment (blue) and one has the
negative correction (red). Amplitude is plotted as measured voltage as these
configurations have not all been normalised to resistivity.
ent domains that may be formed, or whether the transport anisotropy is an
intrinsic property of the order in the domains, or comes from domain bound-
ary scattering, or both. In any of these cases, domains and the measured
anisotropy would be affected by in-plane fields, and there is a reasonable
chance of domain walls being pinned.
In a conventional ferromagnet, hysteresis may be measured by examining
the M/H curve of a sample, with the applied field spanning positive to neg-
ative values, the so-called ‘hysteresis loop’. Also, comparisons can be made
between cooling a sample through TC either with or without an applied mag-
netic field. We can perform analogous measurements to these for Sr3Ru2O7,
where Hab takes the role of the magnetic field, and the anisotropy takes the
role of the magnetisation.
Figures 5.13 and 5.16 already demonstrated how little φ-dependent hys-
teresis is observed. This is an important result, as the ‘switching’ between
hard and easy at φ = 135◦ may be one of the most dramatic ways in which
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hysteresis might be induced. We considered increasing the field ramp rate
to see if out-of equilibrium results may be observed. However, the ramp rate
of the circles in figure 5.13 is already close to the maximum defined by the
magnet specification. In addition, we measured circles at one quarter of the
standard ramp rates, but found the results to be no different.
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Figure 5.18: Different attempts at finding hysteretic behaviour in Sr3Ru2O7.
Left : Raw magnetoresistance data showing forward and reverse sweeps in ΘX
for the needle sample. Orientation starts at −4◦ and finishes at −15◦, well
within the saturation regime of ‘easy’. In addition, a 25µA measurement of
the same type is shown, scaled and offset. Apart from higher noise levels its
behaviour is the same. Right : magnetoresistance compared for an increased
field along the c-axis, followed by a decreased field. Hysteresis in HZ is
35mT, shown in red.
We therefore tried a number of other measurements to attempt to induce
hysteresis in the anisotropic phase of Sr3Ru2O7, as summarised in figure 5.18.
First, we performed a low temperature field sweep along the c-axis into the
middle of the phase, followed by the addition of a large field component
in the ab plane, with Hab oriented perpendicular to the current direction
to drive transport easy. The field trajectory was chosen so that the phase
was never left. After keeping the system in this state for 15 minutes, we
removed Hab at the same ramp rate. No difference was observed between the
‘magnetisation’ and ‘demagnetisation’ curves. Hysteresis tests were repeated
in all three samples, and across several different current configurations of
octagon 1, with no positive result.
Most measurements were performed with a constant r.m.s. current of
100µA, which was previously determined to cause no noticeable self-heating
for similarly sized and mounted samples at temperatures down to 50mK. It is
5.7. LIMITS ON HYSTERESIS 91
still possible that the current magnitude affects the anisotropic state, either
by self-heating or by explicitly breaking the symmetry. In both cases, we
would expect a dependence on the magnitude of the current on the extent of
anisotropy, and possibly on the extent of hysteresis as well. To exclude these
scenarios we repeated identical measurements sweeping from the c-axis to
large angles in ‘easy’ at currents of 25µA, (1/16 self-heating power) resulting
in much poorer signal to noise but identical (non-hysteretic) behaviour, as
can be seen in figure 5.18.
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Figure 5.19: Hysteresis in circle measurements at θ = 10◦, µ0H = 7.7T
(octagon 2). Left : fixed angle field sweeps at θ = 10◦, measuring I010, for
in-plane field configurations 100 and 110. The blue curve corresponds to
φ = 90◦ and the green curve to φ = 45◦ on the circles on the right. Coloured
dashed lines indicate the field values at which circles were measured. Right :
circle measurements with forward and reverse circles plotted. Measurement
sequence is from ’right to left’ and then from left to right. Only the 7.7T
curve (red) shows hysteresis. This is the curve which takes the sample out
of the phase.
Finally we observe that there is some hysteresis which may be attributed
directly to hysteresis in the magnetic field of theHZ coil. The effect of this is a
rigid shift in magnetoresistance curves along the field scale by approximately
35 mT. By using a low temperature Hall probe, we were able to confirm
hysteresis in the magnets. As we were aware of this from an early stage, we
took care that all measurements in the vector magnet reported here entered
the phase from lower fields, so that the effects of hysteresis in HZ on the
measurement are kept to a minimum.
Only one measurement showed any reproducible history dependence in
the magnetoresistance, and its results are summarised in figure 5.19. The
measurement was a circle section where |H| was kept constant while φ was
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swept between 100 and 30 degrees and back. In the phase this resulted in
no significant anisotropy. However, where |H| was chosen to be very close to
HC1, a configuration was found where Hab ‖ [110] resulted in a configuration
outside the phase, where Hab ‖ [100] is still inside the phase. As shown in
figure 5.4, the field window in which this occurs is very narrow.
The reason for this hysteresis is not yet understood, especially as the rea-
son for the phase window ‘narrowing’ for Hab ‖ [110] is not known. Similarly
sized hysteresis loops were measured at one half and one quarter of the mag-
net sweep rate. This may suggest that the time it takes to cross the transition
(30 minutes for the whole φ sweep at regular sweep rates) is not very rele-
vant. In addition, we measured the hysteresis loop at higher temperatures.
At 300mK it appears mostly unchanged, whilst at 500mK and above the
phase has broadened sufficiently in |H| that HC1 is no longer crossed and the
hysteresis loop disappears accordingly. Finally, we should mention that dissi-
pative effects have previously been observed with out-of-phase components to
the a.c. susceptibility [50] and the alternating-field magnetoresistance [103]
when crossing the first order transitions. Possibly, our unusual manner of
crossing HC1 reveals a sensitivity to the same underlying physics.
5.8 Summary
We have measured the magnetoresistance within the anisotropic phase of
Sr3Ru2O7 as a function of temperature, field magnitude, tilt angle θ and
in-plane direction φ for several different orientations of the in-plane current
direction. We confirm earlier reports that the anisotropic phase is a region of
high susceptibility to transport anisotropy, but have additionally discovered
anisotropy in a ‘shoulder’ feature above HC2, and weak anisotropy at tem-
peratures much greater than TC. We have mapped the progression of ‘hard’
and ‘easy’ axis transport from low angles to θ = 15◦, and found a saturation
of the magnitude of the anisotropy around θ = 12◦, consistent with earlier
reports of transport and thermal expansion measurements [9, 102].
Anisotropy is observed for tilting angles as small as θ = 1◦, and apparently
varies smoothly with both θ and φ. For small values of θ, the resistivity
displays a sinusoidal dependence on φ. Neither the reversing of sweeps in θ
or φ has resulted in the observation of hysteretic effects. It would seem that,
if the transport anisotropy is dominated by domain wall scattering, these
domain walls are highly mobile and only weakly pinned to impurities. For
a discussion of some of the implications that these measurements have on
possible scenarios of domain formation we refer to section 6.3.
Octagon-shaped samples have allowed us to measure along both princi-
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pal crystal axes, as well as the intermediate ‘45◦’ directions. Despite reports
of a small underlying lattice anisotropy [38], our data are consistent with a
and b being interchangeable lattice directions for the purpose of transport
anisotropy. The traditional method of placing current contacts appears to
be too inaccurate to precisely drive the current through a ‘45◦’ direction.
We have some tentative evidence that no anisotropy results from comparing
transport in these directions, but will require a more sophisticated measure-
ment to support this claim. More discussion of the implication of these
measurements on models of freely rotating nematics or Ising nematics will
follow in section 6.3.
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Chapter 6
Modelling
In this chapter, I will expand on the experimental results presented in chap-
ters 4 and 5. The aim is to discuss some of their implications in the wider
context of the current understanding of the physics of Sr3Ru2O7. Whilst
much of the underlying physics in the ‘Fermi liquid’, ‘quantum critical’ and
anisotropic regions of the phase diagram must be related, the transport phe-
nomenology is distinct in each case, so this chapter naturally divides into
three sections. First, I will present a discussion of the relation between the
Fermi liquid ‘A’ coefficient and earlier measurements of the specific heat and
the electronic band structure. Then, I will compare the T-linear resistivity
regime with that measured in other metals close to quantum critical tuning.
Finally, I will present some phenomenological models to discuss the possible
domain-based physics in the anisotropic phase.
6.1 Normal state Fermi liquid transport
If a material is well-described by Fermi liquid theory, knowledge of the full
band structure and quasiparticle masses yields precise predictions for a num-
ber of material properties. These include the electronic part of the specific
heat, expressed as the Sommerfeld coefficient γ, transport parameters such as
the ‘A’ coefficient, and the temperature dependence of a quantum oscillation
in high magnetic fields. We will use the relations between these quantities
to motivate a model that provides a framework for their quantitative com-
parison in this multi-band material. First, we should evaluate whether the
system is accurately described as a Fermi liquid, and summarise the results
from previous measurements.
The metallic state in Sr3Ru2O7 at fields below and above the metam-
agnetic transitions has long been identified as a Fermi liquid. After initial
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reports on the quadratic dependence of the resistivity on temperature [7, 8],
multiple quantum oscillation studies in high purity samples [46, 53, 47] pro-
vided the most direct evidence that the system consists of series of Fermi
liquids. The band structure analysis presented by Mercure and co-workers
[47] concludes that six bands cross the Fermi energy. Luttinger’s theorem,
which states that volume enclosed by the bands adds to the total carrier num-
ber independent of the strength of interactions [104], is satisfied in Sr3Ru2O7
to within a few percent. In addition, the measured zero field specific heat is
compatible with the prediction from the electronic structure, within experi-
mental error.
The low temperature Sommerfeld coefficient of Sr3Ru2O7 (γ = C/T at
250mK) was observed to closely follow a power law divergence as a function
of magnetic field, centred at the critical field, for fields between 3.5T and
7.4T [54]. By equation (2.4), the Sommerfeld coefficient is a simple function
of m∗, so the most straightforward interpretation would that the quasiparti-
cle effective mass diverges as the quantum critical point is approached, with
this divergence being cut off by the formation of the anisotropic phase. This
behaviour cannot be modelled in detail using a single-band analysis, even if
the restrictions on that model were as relaxed as they could possibly be. To
illustrate this, we present, in figure 6.1, a comparison between the data and
the expected evolution of the A coefficient if a single band model were ade-
quate. In this case, the Kadowaki-Woods ratio [99] should directly translate
the square of the measured γ to A, such that A = cγ2, where c is a constant.
In the figure, we show the measured and calculated field evolution of the
resulting A coefficients, with c selected to produce a correct A coefficient
at low fields. The field dependence of the Sommerfeld coefficient is taken
directly from the literature (extracted from reference [54], also presented as
the green line in figure 6.2). The measurements of the A coefficient are from
the ADR measurement shown in figure 4.9. If a single band model were a
fully adequate description of the system, the calculated A coefficient should
follow the low temperature data (red squares). Neither the minimum at 6T
nor the precise type of divergence can be reproduced by a single band model,
even if its A coefficient is given a field dependence consistent with he specific
heat. If the quantum oscillation data are fully taken into account, the situ-
ation is even worse. Of the five bands for which the effective mass could be
determined as a function of magnetic field, none was found to have a mass
divergence even qualitatively similar to that of the measured γ [47].
The least complicated model consistent with both the specific heat and
quantum oscillations measurements, and which does not invoke non-quasiparticle
degrees of freedom, attributes the entire mass divergence measured by the
specific heat to the only band for which the field dependence of the quasi-
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Figure 6.1: Illustration of whether the measured field dependence of the
low-temperature A coefficient may be explained by the measured specific
heat divergence (γ) through the Kadowaki-Woods ratio. The blue line is
the square of the measured Sommerfeld coefficient (reproduced as the green
line in figure 6.2) multiplied by a linear scaling parameter c. Neither the
minimum around 6T nor the precise shape of the incipient divergence are
reproduced accurately.
particle mass was not established in the dHvA experiment. This band was
identified using quantum oscillations in the magnetocaloric effect [47], and
is believed to lie close in energy to a peak in the density of states [45, 105].
There is currently no direct evidence that the effective mass of the quasiparti-
cles in this band diverges as the critical field is approached. However, a peak
in γ as a function of temperature is suppressed towards zero temperature as
the magnetic field is increased towards critical tuning [90], which could be
consistent with tuning towards a peak in the density of states in at least one
of the bands.
At first sight, even if the entire divergence in γ were taken into account by
the mass divergence in this band, this picture appears to be at odds with the
transport data presented here. It would seem likely that the five ‘light’ bands
would short out the ‘heavy’ band, leading to no divergence of A. However,
this proves to be a subtle issue, as we will discuss in the next section.
6.1.1 The need to model multiple bands
Apart from achieving consistency with the measured specific heat, any model
of the resistivity should take into account the many-band nature of Sr3Ru2O7.
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Using the expression given by equation (2.13), we let ρi be the resistivity
tensor associated with every individual band. The form of ρi can be expressed
as [14]:
ρi =
(
ρ0i + AiT
2 −RiH
RiH ρ0i + AiT
2
)
, (6.1)
where ρ0i, Ai and Ri are the band-specific residual resistivity, Fermi liquid
‘A’ coefficient and Hall coefficient, respectively. The principal assumptions
are that the diagonal terms are perfectly described by a Fermi liquid theory,
ρ0i, Ai and Ri have no dependence on magnetic field or temperature, and the
low field approximation ωcτ << 1 is valid for the Hall effect expression.
In a system with multiple bands, if we can ignore any inter-band scatter-
ing, we can model their contributions to conductivity as parallel and inde-
pendent conduction channels. This implies that the expression for the total
resistivity involves taking the sum of the inverses of single band resistivity
tensors. Contributions from each band are then ‘mixed in’ to the final expres-
sion, which may lead to complex or non-intuitive results. If the expression
in equation (6.1) is applicable, three terms with units of resistivity compete:
ρ0, AT
2 and RH. We can identify three limits in which only a single term
contributes, which are (T → 0 & H → 0), (T → ∞) and (H → ∞), re-
spectively. In each of these limits, the total resistivity is simply a sum of
the inverse remaining contributions, with the bands with the smallest contri-
butions dominating the sum. Intuitively, this may be thought of as a band
with high conductivity ‘shorting out’ less conducting bands. For values of
H,T where the individual terms are of similar magnitude, they must all be
included in the full multiple band calculation. The method of treating mul-
tiple bands as parallel conduction channels has been used previously, such
as in a recent report on the high-field Hall effect in an underdoped cuprate
superconductor [106]. A multiple band model similar to the one presented
here was shown to be in good agreement with the measured data.
6.1.2 Modelling γ and A
To model the multiple band resistivity of Sr3Ru2O7, we will make the as-
sumption that every individual band is well described as a Fermi liquid at
sufficiently low temperatures, so that all bands are related to individual-band
specific heat contributions through the Kadowaki-Woods ratio. This is the
precondition which enables conversion between the divergence of the specific
heat and an expression for an A coefficient divergence. The value of the resis-
tive parameters ρ0i, Ai and Ri will depend on details of the band structure,
for which we adopt the model based on the combined insights from quantum
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index Label Type Mult. kFi m
∗
i γi Ai/A0
(i) (Ni) (A˚
−1) (me) (mJ/(K2molRu)) (µΩcmK−2)
1 α1 h 1 0.233 6.9 5.1 0.109
2 α2 h 1 0.354 10.1 7.5 0.044
3 β e 2 0.067 5.6 4.2 10.254
4 γ1 e 4 0.166 7.7 5.7 0.522
5 γ2 h 8 0.058 8 6.0 38.918
6 δ e 2 0.144 8.4 6.3 2.780
Table 6.1: Model band structure details of Sr3Ru2O7, proposed by Mercure
and co-workers [47], corresponding to the Fermi surface shown in figure 2.2.
The band with index 5 is the one for which the field dependence of the mass
was not determined experimentally.
oscillation measurements, ARPES and LDA calculations by Mercure and co-
workers [47]. We present the Fermi surface resulting from their work in figure
2.2.
Table 6.1 lists a number of relevant parameters for each band. The ‘type’
refers to whether the quasiparticles are hole- or electron-like, and the ‘multi-
plicity’ counts the number of times the whole band appears in the orthorhom-
bic Brillouin zone. For example, band number five is situated in each corner
of the Brillouin zone, and it is believed to be bilayer split. Its total multi-
plicity is therefore eight.
The specific heat contribution from each band is commonly expressed per
mole ruthenium, to normalise the total specific heat to the number of 4d va-
lence electrons in the system and enable comparisons with other ruthenates.
The specific heat per unit volume for a cylindrical Fermi surface is calculated
similarly for that of a 3D Fermi liquid (equation (2.4)):
γV =
pik2B
3~2c
m∗, (6.2)
where c is the c-axis lattice parameter, 10.37A˚. The specific heat per mole
ruthenium is obtained by multiplying the above by the volume occupied by
each ruthenium atom using the in-plane lattice parameter a = 5.5A˚, such
that
γ =
pik2BNAa
2
12~2
m∗. (6.3)
Calculating the A coefficient for each band is less straightforward. Whilst
the Kadowaki-Woods ratio A/γ2 should be a constant, its magnitude is not
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the same for all materials, and not simply expressed as a ratio of physical
constants1 [109]. In an attempt to calculate band-specific A coefficients using
general arguments from quasiclassical transport theory, we start with the
expression for A given by equation (2.12), and express the carrier density for
each band as n = k2F/(2pic), so that for band i the coefficient Ai is
Ai = A0
4pi3ck2B
e2~3
m∗i
2
k4Fi
. (6.4)
We will not attempt to calculate A0 from first principles. It contains the
(k-dependent) matrix elements for quasiparticle-quasiparticle scattering, and
it includes any correction functions which translate the net scattering rate to
a rate of current degradation. Instead, a phenomenological value for A0 will
be extracted from the data with the assumption that the same magnitude
can be used to describe all six bands.
The final two columns in table 6.1 list the calculated specific heat and
transport coefficients for each band. In the case of the specific heat, the
multiple band calculation is straightforward, because each band contribution
adds in series. The total heat capacity is then calculated as
γtot =
∑
i
Niγi = 104mJ/(K
2Rumol), (6.5)
where Ni is the band multiplicity. This value is close to the measured value
of 110 mJ/(K2 Ru mol) [10].
For the multiple band calculation of Atot, we only need to consider ρ0i
and Ai terms for calculating the zero field sum. We scale Ai with the small
enhancement (110/104), knowing that any final calculation will be depend
on the measured and not the calculated specific heat. This yields Atot =
0.388 A0 µΩcm K
−2, compared to a measured value of 0.08 µΩcm K−2. We
therefore take A0 to be 0.2.
The treatment of the residual terms (ρ0i) is outlined in appendix A. We
systematically assign band-dependent values of ρ0 to ensure that the multiple
band solution of the calculation in the zero temperature, zero field limit is
identical to the measured residual resistivity. For all these calculations, we
set the total ρ0 equal to 0.6 µΩcm, the value for sample 7B4.
1We note that a report by Hussey [99] includes a derivation for the case of cylin-
drical bands, leading to Ai ∼ (8pi3ack2B/e2~3)(m∗i 2/k3F ). However, the derivation relies
sensitively on a term leading to limiting behaviour of the scattering rate similar to the
Mott-Ioffe-Regel limit [107]. For Sr2RuO4, high-temperature measurements indicate that
no such limit is observed [108], so this approach appears to be invalid for strontium ruthen-
ates.
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6.1.3 Modelling the specific heat divergence
We focus our calculations on the low-field side of the phase diagram, for
which the Fermi surface is known. The field dependence of the electronic
part of the specific heat has been measured in the range 3.5T ≤ H ≤ 10T,
for high purity samples of Sr3Ru2O7 [54, 49]. Up to 7.4T, the measured γ is
well-described by the relation γmeas = γ0 + b((H − HC)/HC)−1 mJ/(K2 Ru
mol), where γ0 = 106.5, HC = 7.9T, b = 0.0053 [13].
In figure 6.2 we summarise a number of measurements and calculations
of γ. The green line is the fit to the specific heat divergence. The blue
marker is the zero field specific heat measured on less pure samples [10]. The
fit provides a good approximation to the zero field value, even though the
former is only valid down to 3.5T. We will therefore take the fitting function
as an approximation of the electronic specific heat coefficient over the whole
range 0 ≤ H ≤ 7.4T.
The calculated specific heat coefficient is indicated by the red marker, just
below the measured zero field specific heat. In our model, 48 mJ/(K2 Ru mol)
is due to the fifth band, and 56 mJ/(K2 Ru mol) is due to contributions of the
other five bands. If we assume that the other five bands have magnetic field-
independent electronic specific heats, their contribution to γ(H) is presented
by the area shaded red. The remaining area, shaded green, is then due to an
incipient mass divergence in the i = 5 band.
To account for the divergence in the specific heat, we will redefine the
Sommerfeld coefficient of the fifth band using the measured specific heat
γmeas:
γ5(H) = (γmeas(H)− (γ1 + γ2 + 2γ3 + 4γ4 + 2γ6))/8. (6.6)
Using the Kadowaki-Woods ratio, we convert this specific heat to an A co-
efficient, by combining our definitions for A and γ above:
Ai =
9piA0~NAa2
e2k2B
c4
k4Fi
γ2i . (6.7)
Figure 6.3 shows the result of the multiple band calculation considering
only the diagonal components of the resistivity tensors (Ri = 0), using A0 =
0.2, and imposing the mass divergence for the fifth band outlined above. We
note that the magnitude of the increase in the A coefficient closely resembles
the data at high fields, but that the intermediate field calculation does not
account for the decrease around 6T. The main difference between this result
and that presented in figure 6.1 is that the sharpness of the upturn around
7T is reduced by performing the multiple band calculation.
It may appear counter-intuitive that the multiple band calculation dis-
plays such a strong field dependence at all, given that the five ‘light’ bands
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Figure 6.2: The Sommerfeld coefficient γ as a function of magnetic field,
comparing calculated and measured values. The green line presents the fit
from reference [54], extended down to zero field. The blue dot is the measured
zero field value [10]. The red dot is the value calculated from the band
structure of Mercure and co-workers [47]. The green and red shaded areas
represent the proposed field dependences of band i = 5 and the other five
bands, respectively.
may short out the one ‘heavy’ band. Indeed, if we only considered the contri-
bution of the Ai coefficients to the resistivity (the limit T →∞), the increase
in the total A coefficient from zero field to 7.4T would only be about 0.5%.
At the low temperatures of interest, however, the magnitudes of ρ0i cannot
be neglected, and their mixing into the full expression appears to be cru-
cial to establish the strength of the A coefficient increase. We should stress
that this model relies on assumptions which may not be entirely justified in
Sr3Ru2O7. For example, we take no account of any intrinsic field dependence
of the residual resistivity. The expression for the Ai coefficients is based on
dimensional arguments and is likely to need corrections for real (anisotropic)
bands. In addition, the assumption that no inter-band scattering takes place
is unlikely to be true given the proximity between bands in the Brillouin
zone.
One possible improvement in the analysis would be to include off-diagonal
terms in the resistivity tensors arising from the Hall effect. We may expect
reasonable agreement as a simple model for the Hall effect was found to
be effective in describing measurements in Sr2RuO4 [110]. We include an
attempt at including Hall terms in appendix B, which also presents their
influence on the field dependence of the A coefficient in a multiple band
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Figure 6.3: The blue line illustrates the calculated multiple band A coefficient
as a function of field, with a divergence in the effective mass of the fifth band
only. The calculation does not reproduce the field dependence of the low
temperature measurements (red squares), but agrees quantitatively with the
measured enhancement, despite attributing the entire mass divergent to only
one of the six bands.
calculation.
6.2 Analysis of the scattering rate at critical
tuning
In this section, we turn to the temperature dependence of the resistivity
in the regime where transport data suggest that no Fermi liquid appears to
form. By this we mean the ‘fan’ in the phase diagram where the temperature
exponent of the resistivity approaches unity, coloured yellow in figures 4.11
and 2.5.
By inspecting the raw data, presented in figure 4.3, it becomes apparent
that the curves are not only linear in temperature at every field, they also
have the same gradients (dρ/dT ) and magnitudes (ρ). At temperatures below
20K, fields away from HC may result in resistivities below the resistivity at
the critical field, but not higher (see: figure 4.5). The implication seems to be
that the resistivity at critical tuning is at a maximum at that temperature.
If expressed in the Drude formalism of equation (2.9), the scattering rate
τ−1 appears to increase linearly in temperature and has an approximately
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field-independent value at any temperature where the temperature exponent
is one.
T-linear resistivity in samples tuned close to quantum criticality has
been measured in a number of other materials. Examples of these are the
cuprate high-temperature superconductors [29, 111], heavy-fermion materials
YbRh2Si2 [30], CeCoIn5 [28] and CeRu2Si2 [112], the iron arsenide supercon-
ductor BaFe2(P0.33As0.67)2 [113] and an organic superconductor (TMTSF)2PF6
[114]. In the case of CeRu2Si2, it was also demonstrated that critical tuning
yields the highest resistivity.
For the case of cuprates superconductors, Zaanen [115] proposed that
the high gradient of the linear resistivity at optimal doping may have rel-
evance to the high superconducting temperature, and could be determined
by quantum mechanical constraints on the scattering time. Specifically, the
scattering rate would scale as τ ≈ ~/(kBT ), which is sometimes referred
to as ‘Plackian dissipation’. Earlier work by van der Marel and co-workers
[116] demonstrated that the frequency dependent optical conductivity in a
high-TC cuprate at optimal doping is well described by such a scaling of the
scattering rate. We will attempt to apply similar arguments to the case of
Sr3Ru2O7.
The only relevant energy scale in a simple quantum critical system is
generated by temperature (kBT ), as all other scales have been suppressed
entirely. By the uncertainty principle we can argue that the fastest rate for
any process (such as a dissipative scattering event) to occur is related to this
energy as
τ−1 ∼ αE
~
= α
kBT
~
. (6.8)
We tentatively take this time scale to describe the minimum interval be-
tween scattering events of charge carriers. We have inserted a dimensionless
factor α such that for α = 1, 1/(τT ) is exactly equal to kB/~. In a system
for which the scattering rate is smaller than this ratio, we would expect α to
be much smaller than one.
The simplest way to convert the scattering time to a resistivity in the dc
limit is by using the Drude model, such that
ρ =
m∗
ne2τ
= (
αm∗kB
ne2~
)T. (6.9)
As expected, this results in a resistivity with a linear dependence on tem-
perature. For the case of Sr3Ru2O7, we only need to determine the carrier
density (n) and the average effective mass (m∗). As discussed in section 6.1,
in a multiple band system the single band contributions do not add in a
simple manner. We can nevertheless make some justifiable approximations.
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For instance, we can work in the ‘high temperature’ regime, where the resis-
tive contribution due to the thermal scattering rate is far greater than the
Hall and residual contributions. In this limit, we can justify the following
expression for the total resistivity:
ρ =
(∑
i
Ni(
αm∗i kB
nie2~
)−1
)−1
T ∝
(∑
i
Ni(m
∗
i /k
2
Fi)
−1
)−1
T. (6.10)
We have again used the expression for the carrier density for a two dimen-
sional band n = k2F/(2pic). Using the model in table 6.1, we can calculate the
multiple band result exactly, resulting in ρ/T = α0.85µΩcmK−1. At 25K at
HC, ρ ≈ 27µΩcm, so ρ/T ∼ 1.1µΩcmK−1. We therefore conclude that the
value of α is approximately 1.3.
This analysis may at first sight seem a little strange. It implicitly assumes
a ‘two fluid’ picture in which Fermi liquid particles from most of the bands
scatter from a degree of freedom that has been driven classical by quantum
criticality associated with only one band. However, if it is not adopted, it
is hard to see how a linear resistivity would be observed at all. The dHvA
data tell us that the mass of most of the quasiparticles is not affected by the
quantum criticality, so unless they see some anomalous scattering due to the
quantum critical quasiparticles, they would be expected to make a dominant
T 2 contribution to the resistivity at all fields.
Adopting this perspective, it is natural to ask if a similar analysis of other
materials showing linear T resistivity would yield similar values of α. We
therefore analysed the properties of a number of different systems showing
linear resistivity.
To extract values of α for different materials, we first determine values
of ρ/T , n and m∗ from published results. Where a material has multiple
bands, we perform a simplified multiple band calculation like in the case of
Sr3Ru2O7. We found six different quantum critical systems, all with linear-
T resistivities at critical tuning and well-characterised quasiparticles. They
vary from the quasi-one dimensional conductor (TMTSF)2PF6 to the three
dimensional CeRu2Si2. The details of these extracted values and calculations
are provided in appendix C. We conclude that all of these materials have
values of α close to one.
Zaanen argues [115] that the high resistivity of the metallic state for
quantum critical systems is unique, which may be related to the high super-
conducting temperatures measured in some of these systems. To expand our
analysis of linear-temperature scattering, we added several materials which
are much better conductors. Elemental metals have some of the lowest resis-
tivities, due to high carrier densities and velocities. The temperature depen-
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dences of their resistivities is conventionally described in terms of electron-
phonon scattering with the Bloch-Gru¨neisen law, where the low temperature
contribution has a high power law dependence (T 5), and resistivity has a
linear dependence on temperature at higher temperatures. For a number of
elemental metals, the T-linear regime extends from ∼ 100K up to the melt-
ing point of the crystal, with only small deviations of dρ/dT from a constant
throughout that temperature range [117]. It is therefore possible to extract
a high temperature ρ/T , in addition to values of n and m∗ which are well
established.
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Figure 6.4: The temperature gradient of the resistivity (dρ/dT ) times ~e2/kB
plotted against m∗/n for a variety of quantum critical systems and elemental
metals. The red dashed line denotes the limit α = 1. All materials appear to
lie near to this limit, suggesting their scattering rates are quantum-limited.
We estimated the values of α for copper, gold, lead and palladium, expect-
ing results orders of magnitude lower than one, corresponding to a scattering
rate far below the ‘quantum limited α’ seen in the quantum critical sys-
tems. To our initial surprise, this is not the case, and the elemental metals
have a resistively determined scattering rate of similar magnitude to that
of the quantum critical materials. We note that, compared to a material
like Sr3Ru2O7, the orders of magnitude smaller m
∗/n of elemental copper is
compensated by an equally suppressed ρ/T . The parameters extracted for
elemental metals are also provided in appendix C.
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In hindsight, we should not have been so surprised by this observation.
After all, the linear resistivity in the elemental metals results from scattering
from a classical degree of freedom (phonons above their Debye temperature).
In fact, it strengthens the argument that linear resistivity in the more exotic
systems may result from the scattering of Fermi liquid quasiparticles from
classical degrees of freedom that are not phonons but, presumably, derive
from the quantum critical electrons. Nevertheless, the observation that a
wide variety of metals with such different chemistries, dimensionalities, car-
rier densities and velocities all have α close to 1 does still seem surprising.
This finding is summarised in figure 6.4. What is the significance of the nearly
universal value of kB/~ for (τT )−1? That is the question for future theoret-
ical work - here we simply used our observations on Sr3Ru2O7 to stimulate
the construction of figure 6.4.
6.3 Nature of the anisotropic phase
Despite much theoretical effort, there is currently no microscopic model of the
anisotropic phase of Sr3Ru2O7 which makes quantitative predictions for the
transport anisotropy. In addition, the measured thermodynamic properties
are still a source of mystery, as no model reproduces the observed combina-
tion of anisotropic order and an enhanced entropy. An extra complication
is the possibility that the anisotropic state breaks up into domains with dif-
ferent orientation, which may affect the transport measurements. In this
section, we aim to review some concrete scenarios for intrinsic anisotropy,
domain formation, and domain-driven anisotropy, in the context of the re-
sults presented in chapter 5.
We define intrinsic anisotropy to describe an electronic fluid which has
anisotropic transport properties which are detectable on the macroscopic
scale. It is quite possible that the Fermi liquid state of Sr3Ru2O7 has some
intrinsic anisotropy, as the lattice parameters a and b differ by 5 parts in
104 [38], as discussed in section 5.2.1. However, this anisotropy has not
been detected in any transport measurements, so we must conclude that
if it exists it is very small indeed. The striking observation in Sr3Ru2O7 is
that we suddenly transition from no measurable anisotropy to a field-coupled
anisotropy of a magnitude ρhard/ρeasy ∼ 2. If this were caused purely by
intrinsic effects, a microscopic theory would have to account for the full
magnitude of this anisotropy.
If we adopt the Boltzmann transport approach, transport anisotropy can
either derive from an anisotropic band structure or anisotropic scattering pro-
cesses. This should hold independently of whether the anisotropy is intrinsic
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or not. For the intrinsic case, it is relatively straightforward to construct
a model where the band structure becomes anisotropic. Amongst theoret-
ical proposals, this is the favoured approach. We may distinguish between
cases of ‘orbital order’, where there is a spontaneous imbalance between the
quasi-one dimensional dxz and dyz orbitals [83, 84], ‘nematic order’, where
the quasi-two dimensional dxy band is Pomeranchuk-distorted or a combina-
tion of both [79] (the terms nematic and orbital are not always used consis-
tently in the literature). Any of these scenarios will result in an anisotropic
band structure. Intrinsically anisotropic scattering rates are far less studied,
although we might imagine an incommensurate spin texture to provide a
starting point [52]. However, in the absence of concrete predictions we will
assume that theories currently point to anisotropic band structures.
Because of the observation of quantum oscillations inside the anisotropic
phase [118], it is known that Fermi liquid bands exist there. The measured
frequencies match some of those measured outside the anisotropic phase, so
we may assume that most of the Fermi surface shown in figure 2.2 persists
in the phase, although perhaps in some distorted form. The Hall coefficient
dips as the phase is entered by around a factor 2 [119], which may suggest
that the carrier density is affected, though we caution that the Hall effect
is particularly sensitive to scattering anisotropy. It would be speculative to
try and calculate the type of distortions necessary for a hypothetical band
structure in the phase, but the intuitive answer would be that this distortion
would need to be very large to explain the measured anisotropy. This is
because the most isotropic bands would likely short our most anisotropic
band in the ‘hard’ transport direction.
In the next section we will give a phenomenological discussion of whether
intrinsic or domain-driven models are most likely to explain the data. In
treating the intrinsically isotropic model, we will remain ‘agnostic’ about
the microscopic nature of the anisotropy, but simply state that it should
be sufficient to explain the measured magnitudes. For the domain-driven
models we will only assume that a type of order exists which allows for
domain formation, but for which the resistive anisotropy in a single domain
is negligible compared to the resistive anisotropy due scattering from an
anisotropic distribution of domain walls.
6.3.1 The nature of domains
The existence of domains was suggested in the context of the (frequency
dependent) imaginary part of the ac susceptibility at the first-order meta-
magnetic transitions [50], and later to help explain the resistive increase for
c-axis aligned magnetic field [11]. The suppression of the resistive peak in the
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‘easy’ transport direction was then associated with a suppression of domains
through a coupling with the in-plane field Hab[11, 9]. Domains are likely
to form as any Fermi surface distortion in a is likely to be approximately
degenerate with the equivalent distortion in b. To our knowledge, the exis-
tence of domains has never been proved by any local probe. However, the
amplitudes of quantum oscillations in the phase due to large real-space orbits
were found to be suppressed disproportionately, consistent with domain wall
scattering arising from a typical domain size of around 500nm [118]. If this
were the real size of domains, we would expect at least 100 domain walls in
the smallest dimension of a sharp ‘needle’ sample, and 107 domains within
the ab plane of an octagon.
Figure 6.5: Cartoon drawings of possible domain structures in the ab plane
of a sample of Sr3Ru2O7, with the magnetic field applied in the c-axis. The
bar in the centre of every domain represents its orientation. Left : single
anisotropic domain extending across the entire sample. Right : sample has
broken up in many domains of alternate orientations, separated by domain
walls (dashed lines).
With the magnetic field applied in the c-axis, the resistivity inside the
anisotropic phase is about twice that outside the phase, and the resistivity in
a and b is identical, within experimental error (see: figures 2.4 and 5.15). The
principal argument in favour of the existence of domains is presented in figure
6.5. The figure shows schematic representations of the sample, bounded by
thick black lines, with the crystal a and b axes labelled. The anisotropic
state is described by the orientation of its ‘easy’ axis with black bar. The
schematic on the left shows a single-domain sample, whilst the one on the
right is broken up into many domains, separated by domain walls drawn
as dashed lines. Only the schematic with many domains is consistent with
equal resistivity in the a and b directions. At this point it is not possible to
distinguish between scenarios where the domain wall scattering or intrinsic
anisotropy in the domains dominates the resistive increase.
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6.3.2 Pinning to the crystal lattice
Next, we turn to the question whether the measured anisotropy is aligned
along the a and b crystal axes. In constructing the sketch in figure 6.5 we
made the implicit assumption that the domain walls would line up along
these directions. It has been suggested previously [9] that, as the electronic
fluid appears to spontaneously break the underlying symmetry of the system,
the fluid might be largely decoupled from the lattice potential. We will refer
to this model of a completely free anisotropy as a ‘rotating nematic’. An
alternative scenario is that the coupling to the lattice is still strong enough
that the a and b are special high-symmetry directions, which we will refer to
as ‘Ising order’.
The experimental conditions under which the two models may lead to
different predictions for the measurements are those where a moderate in-
plane field (5◦ . θ . 10◦) is applied in a sequence of different in-plane
orientations φ. In figure 6.6 we present cartoons of the anisotropy for several
values of φ for both models. In this case, we accept that in all cases the
sample contains a large number of domains, but postulate that these lead
to a net anisotropy indicated by a black bar, where the length of the bar
represents the strength of the anisotropy.
In the case of the rotating nematic, the ‘easy’ axis of the anisotropy
simply tracks the perpendicular of the orientation of the in-plane field com-
ponent. The magnitude of the anisotropy is independent of φ. In the case
of Ising order, the same result is achieved with the in-plane field along a or
b. However, anisotropy can only exist along either of these directions. If
the field is applied along a ‘45◦’ direction, H ‖ a and H ‖ b are balanced,
so no anisotropy can be generated at all. Intermediate angles will result in
intermediate amplitudes of anisotropy.
To enable comparison with the measured ‘circles’, we need to find a
method to convert the cartoon drawings into predictions for ρ(φ) for different
current directions. First, we need to distinguish between angle of current in-
jection and angle of field, so we call the former ξ and the latter φ, where both
are defined with respect to the a axis. Guided by the knowledge that ρ(φ)
was observed to fit well to a sine function for low values of θ (see: figure 5.11),
we adopt the following simple model. For the ‘rotating nematic’, the angle
between ‘hard’ and the current direction is (ξ − φ), so we let the resistivity
be ρ = A0 cos(2(ξ − φ)), where A0 is proportional to the magnitude of the
anisotropy. For the ‘Ising order’ the magnitude of the anisotropy is expected
to vary with φ, and the simplest form this would take is sinusoidal, such that
A(φ) = A0 cos
2(φ), and we keep in mind that the orientation of the anisotropy
switches between a and b every 90◦. For −45◦ < φ < 45◦ the angle between
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Figure 6.6: Cartoon drawings comparing the ‘Ising order’ and ‘rotating ne-
matic’ models for different in-plane directions of a moderate magnetic field.
The orientation of the black bar in the centre of each cartoon denotes the
‘easy’ direction. The length of the bar illustrates the amplitude of the
anisotropy between ‘easy’ and ‘hard’.
‘hard’ and the current direction is ξ, such that ρ = A0 cos
2(φ) cos(2ξ). Simi-
larly, For 45◦ < φ < 135◦, ρ = A0 cos2(φ) cos(2ξ − 180◦).
Based on our earlier definition of ξ, we can identify the {a,45◦,b,-45◦}2
current directions to correspond to ξ = {0◦,45◦,90◦,135◦}. In the case of the
rotating nematic, changing between current directions corresponds to phase
shifting ρ(φ) by an integer multiple of 45◦. We predict the resistivity in
every current direction to display a sinusoidal dependence on φ, with equal
amplitude.
In the scenario with Ising order, resistivity as a function of φ has equal
amplitude for current in the a and b directions, but they are fully out of phase
with respect to one another. However, the 45◦ and -45◦ current directions will
display no φ dependence of the resistivity at all. In addition, we would predict
all current directions to yield the same resistivity at the high-symmetry points
φ = {45◦,135◦,...}.
Figure 6.7 summarises the predictions for ρ(φ) for all four current direc-
tions. In 6.7a we present the ‘rotating nematic’, and in 6.7b ‘Ising order’.
While the assumption of perfect sinusoidal behaviour is likely to be a sim-
plification, we should stress that certain properties of these curves are would
2equivalent to the {I100,I110,I010,I1−10} current configurations in octagon 2
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not change if the model included higher harmonics. For example, the dif-
ferent current directions of the rotating nematic should always yield phase-
shifted copies of the ρa result. Also, Ising order should always result in a
ξ-independent ρ at the high-symmetry points. In either case, ρa and ρb are
expected to be in anti-phase.
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Figure 6.7: Comparison between models and experiment of the in-plane field
angle (φ) and current direction-dependent resistivity. Left,bottom: cartoon
of the sample with labelled current directions, compared to the in-plane field
angle. a) Model predictions of a ‘rotating nematic’. b) Model predictions of
‘Ising order’. c) Measured segments of circles in octagon 2, including high-
symmetry reflections (see:text), where the colour scheme is identical to that
of the model prediction.
Figure 6.7c presents ‘circles’ data from octagon 2, taken at θ = 9◦. The
data are the same as those presented in figures 5.13 and 5.16, and their rela-
tive amplitudes are normalised in the same way. The four current directions
are presented in the same colour scheme as the model predictions. This
octagon was the only sample for which all four current directions could be
measured, and due to the limitations of the magnet, only a small range in φ
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could be accessed at any one time. To increase the window in angle, we plot
both the measured data and the same points reflected through the φ = 90◦
point. If the ‘handedness’ between the orientation of the in-plane field and
the current direction plays no role, reflections of the type ρ(φ) ≡ ρ(−φ+npi)
are allowed for all integers n. We observe that where the data overlap with
their reflections, they match reasonably well, except for two points in the
I110 circle. A possible source of error is uncertainty in the determination of
the crystal c-axis.
We observe that neither of the predictions for a‘rotating nematic’ and
‘Ising order’ are in perfect agreement with the measured circles. Whilst
ρa and ρb are in anti-phase, neither of the 45
◦ traces can be said to be a
phase shifted copy of either. In fact, the resistivity modulation of these
current directions appear to be in phase with either ρa or ρb. We speculated
previously that this may be due to a misalignment in the measurement, and
that changing the direction of the current injection varies the modulation in
45◦ between a large amplitude (current direction closer to a principal axis)
and a small amplitude (current direction closer to 45◦) (see: figure 5.17).
These results are consistent with the possibility of seeing no modulation
ρ45(φ). We therefore conclude that the data as they stand may support the
Ising order scenario, but are certainly not in agreement with the simplified
predictions for a rotating nematic considered here. It will be desirable to
perform experiments in which an attempt is made to continuously rotate the
current direction in the ab plane.
6.3.3 Intrinsic versus domain wall anisotropy
We have argued above that the state with the magnetic field in the crystal
c-axis is likely to contain a large number of domains. These would explain
the absence of macroscopic anisotropy between ρa and ρb in this configu-
ration. We now turn to the question of whether the vector magnet results
favour a scenario where the measured anisotropy is intrinsic to the individual
domains, or whether it is more likely to be derived from an anisotropic pat-
terning of domain walls. We will approach the question by considering two
experimentally determined limits. The first is that, in the absence of an in-
plane field, there is a large number of domains and the resistivity is isotropic.
The second limit is that of a large in-plane field, where the anisotropy no
longer increases if θ is increased further (see: figures 5.3, 5.12 and 5.18).
This ‘saturation’ regime was found to lie around θ = 12◦. The observation is
consistent with earlier transport measurements [9], and approximately equal
to the θ = 10◦ limit found in magnetostriction [102]. We will refer to the
in-plane field strength needed to reach saturation as H∗ab.
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If the anisotropy is due to intrinsic effects, the limit of highest anisotropy
would be reached if a single domain spans all of the sample. However, if
the anisotropy is due to domain wall scattering, domains must exist even in
the saturated regime, for there would be no anisotropy otherwise. A simple
model of domain wall anisotropy in this limit would be of domains extending
across the sample in one direction only. Resistivity would be enhanced in
the perpendicular direction, but not along the direction of the domain walls.
This is not necessarily the only scenario for saturated domain wall scattering,
but it makes very few assumptions.
Figure 6.8: Cartoon drawings of possible domain structures for the case of
‘domain wall’ anisotropy (top) and ‘intrinsic’ anisotropy (bottom) for differ-
ent limits of the in-plane field strength, Hab.
In figure 6.8, we present cartoon drawings of domains in the limits Hab =
0 (far left) and Hab = H
∗
ab (far right). The progression between these limits is
sketched separately for the ‘intrinsic’ and ‘domain wall’ scenarios, such that
both reach the correct saturation limit. The cartoons for 0 < Hab < H
∗
ab are
speculative proposals for the intermediate states.
To evaluate the predictions of these models for the transport anisotropy,
we will ignore the possibly important effect of percolation. For the model
of intrinsic anisotropy, the ‘easy’ axis resistivity reduces as Hab is increased
from zero, while the ‘hard’ axis resistivity increases. This is because the Hab
= 0 state would result in an isotropic average of the ‘easy’ and ‘hard’ limits.
6.3. NATURE OF THE ANISOTROPIC PHASE 115
The domain wall model as sketched in figure 6.8 has an easy axis resistivity
which reduces as Hab is increased from zero, but the ‘hard’ axis resistivity
would stay largely unchanged.
The data to compare these models to were shown in figure 5.3. We
observed that the magnitude of ‘easy’ is suppressed monotonically from θ =
0, while ‘hard’ only increases by 25%, and is largely independent of θ above
θ = 8◦. These data do not seem to agree with a c-axis resistivity which is
the mean value between the ‘hard’ and ‘easy limits. It seems much more
likely that a scenario similar to the domain wall scattering one leads to the
measured anisotropy.
As mentioned in section 5.2, the observations for octagons differed from
those of needle samples in that the needle sample ‘hard’ amplitude was found
to be fully independent of θ. This apparent sample-shape dependence pro-
vides an extra argument for the presence of domains, even in the fully sat-
urated state. We conclude that it is very likely that domains exist even in
the saturated regime, and that their presence is instrumental in creating the
macroscopic transport anisotropy.
As a final note on domains we should repeat that, as reported in sec-
tion 5.7, no hysteric behaviour was observed in the anisotropic phase. This
would imply that domains walls are only weakly pinned to crystal impuri-
ties. To summarise, the vector magnet data are consistent with the existence
of domains of Ising-type order, and with a domain reconfiguration on the
application of an in-plane field which is very soft.
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Chapter 7
Conclusion
We have successfully measured the magnetoresistance of ultra-pure Sr3Ru2O7,
across the phase diagram close to H ‖ c, with high signal to noise ratios and
with reproducible results between multiple samples of different geometries.
In order to perform these measurements, we developed and adapted three
different cryomagnetic systems, each with base temperatures less than 100
mK and peak field moduli greater than 9T.
The key results from this thesis are the following:
Away from the anisotropic phase, we demonstrated that the Fermi liq-
uid to non-Fermi liquid crossover temperature (T ∗) in high purity samples
has a similar field dependence as that of lower purity samples. We observed
complex structures in the Fermi liquid coefficients at low and high fields, not
reported previously. A multiple band calculation suggests that the divergent
behaviour of the low temperature A coefficient can be consistent with the
measured divergence of the electronic part of the specific heat, even if quasi-
particle effective mass enhancement is limited to a single band. This model
would be consistent with the proposed zero field electronic structure, and the
lack of a mass divergence measured with dHvA in any of the five remaining
bands.
Above T ∗, the resistivity increases linearly with temperature at all mag-
netic fields up to 15T. We observed that the temperature gradient dρ/dT is
independent of the applied field in this regime. The resistivity as a function
of field has a maximum value at the critical tuning. A simple calculation
suggests that the scattering rate may be expressed in terms of the ratio of
fundamental constants kB/~, multiplied by the temperature. Other putative
quantum critical systems with T -linear resistivities can be shown to also lie
close to this limit. In addition, various elemental metals conform to approxi-
mately the same limiting rate, suggesting that the mechanisms behind these
observations could be related.
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For future work, we propose to extend the multiple band calculations
to account for both field and temperature tuning towards a peak in the
density of states, as has been modelled successfully in theoretical work. This
may extend the validity of the model to higher temperatures. A treatment
which goes beyond the isotropic-l limit and accounts for the shapes of the
bands determined by ARPES would also be desirable, as would removing the
assumption that there is no inter-band scattering.
Inside the anisotropic phase, we measured saturation of ‘hard’ and ‘easy’
axis transport when the applied field is tilted 12◦ away from the c-axis. In
this regime, the measured magnetoresistance in the a and b crystal axes is
in agreement with previous reports. Experiments with octagons in which
both the current and the in-plane field directions can be interchanged have
shown that, within experimental error, current applied along either the a or
b crystal axes show the same susceptibility to anisotropy.
For in-plane fields smaller than the saturation field, we observed large
anisotropy in the ‘shoulder’ feature, which exists at fields above HC2, in
a region of the phase diagram outside the thermodynamically determined
phase. This anisotropy seems to be continuously connected to that of the
phase, except that it is not tied to a clearly defined transition temperature.
Anisotropy was observed for field tilting angles as small as 1◦ from c-axis
in both the phase and the shoulder, and is detectable at temperatures five
times as large as TC. In several cases, we have found that the anisotropy
in the phase may vary strongly with the applied field, but is robust against
temperature increases, up to T ≈ TC.
After comparing models of a freely rotating nematic and an Ising-type
order parameter to the data, we conclude that anisotropy is likely to be
strongly aligned along either the a and b axes. The in-plane field dependence
of anisotropy, the observation of a large resistive peak when the field is applied
along the c-axis and the small dependence on sample geometry all suggest
that domains play an important role in determining the electrical transport
properties of the anisotropic phase. The lack of measured hysteresis may
indicate that the domains walls are weakly pinned on the scale of the typical
field energies.
For future work, we propose vector magnet measurements on octagons
in which the current direction within the plane can be rotated continuously
using current dividers. The increased precision with which the current di-
rection can be tuned would then enable exact comparisons between a and b
aligned transport, and help determine the properties of other high-symmetry
directions, which are likely to be instrumental in revealing the microscopic
nature of the anisotropy.
Appendix A
Details of multi-band transport
calculations
A.1 Analytical expression for a two-band cal-
culation
To illustrate the effect of different terms of the resistivity tensor ‘mixing
into’ a final expression, we will explicitly calculate the analytical terms for
a system with two bands. We start with the general expression of the total
resistivity tensor ρtot in terms of those of the individual bands ρi:
ρtot =
(∑
i
(ρi)
−1
)−1
. (A.1)
As in the main discussion, we will assume that the linear resistivity of
each band follows the Fermi liquid prediction of a quadratic dependence on
temperature plus a residual term due to impurity scattering. We also include
the off-diagonal Hall contribution, which we assume to increase linearly in
field, such that:
ρi =
(
ρ0i + AiT
2 −RiH
RiH ρ0i + AiT
2
)
(A.2)
where H is the applied magnetic field strength. For a systems consisting of
two bands labelled α, β, the diagonal component of the tensor will be:
ρtot =
(ρFLα)(ρFLβ)(ρFLα + ρFLβ) + ((ρFLα)R
2
β + (ρFLβ)R
2
α)H
2
(ρFLα + ρFLβ)2 + (Rα +Rβ)2H2
(A.3)
where we have substituted for ρFLi = ρ0i + AiT
2 for brevity. In the limit
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where ρFLi >> RiH, we can restate the expression as
ρtot =
(ρFLα)(ρFLβ)
(ρFLα + ρFLβ)
, (A.4)
which is the result expected for two parallel resistors. For completeness, we
also include the result for the total calculated Hall effect, Rtot:
Rtot =
ρ2FLαRβ + ρ
2
FLβRα + (R
2
αRβ +R
2
βRα)H
2
(ρFLα + ρFLβ)2 + (Rα +Rβ)2H2
. (A.5)
A.2 Calculating ρ0i
We assume that isotropic scattering holds in the zero temperature limit,
where AT2 << ρ0. The assumption that the scattering length is inde-
pendent of angle is implicit in the assumption that bands are cylindrical.
The isotropic-l limit implies that every band experiences the same scattering
length. The opposite limit is that of isotropic-τ , which should hold for AT2
>> ρ0.
Starting with the Drude formula and inserting l = vF τ , where vF is the
Fermi velocity
ρ0 =
m∗
ne2τ
=
2picm∗vF
k2F e
2l
. (A.6)
Next, we substitute ~kF = m∗vF , so that
ρ0 =
~
2pikF e2l
(A.7)
so l is the same for every band, ρ0i scales as 1/kF . Specifically, we define
ρ0i =
ρ0tot
∑
iNikFi
kFi
, (A.8)
so that
ρ0tot = (
∑
i
Niρ
−1
0i )
−1, (A.9)
Where ρ0tot is the measured residual resistivity of the material, ρ0i is the
single band residual resistivity and Ni is the band multiplicity.
A.3 The case of Sr2RuO4
We start the multi-band calculation for Sr2RuO4 by making assumptions
about the band structure using values from the literature. The detailed
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study of the Fermi surface [48] confirms that Sr2RuO4 has three quasi-two
dimensional bands, labelled α, β and γ. α is a hole band, γ and β are electron
bands. The masses were found to be mα = 3.3, mβ = 7, mγ = 16 me. The
average Fermi wave vectors are kFα = 0.304A˚
−1, kFβ = 0.622A˚−1, kFγ =
0.753A˚−1. The lattice parameters are c = 6.4A˚and a = 3.9A˚, such that the
volume enclosed by ca2 contains one ruthenium atom.
For the calculation, we insert ρ0 = 0.12 µΩcm, as this is a good approxima-
tion to the measured value. We include Hall coefficients by calculating them
as described in appendix B, and set A0=8 to achieve approximate agreement
between the total A coefficient and the data. Some of the unusual features
in the original measurement (see: figure 4.1), including the kink between
‘high temperature’ and ‘low temperature’ Fermi liquids, especially promi-
nent at 7T. The zero temperature magnetoresistance has approximately the
right magnitude. The value chosen for A0 is a significantly higher than the
one necessary to scale the results for Sr3Ru2O7 in chapter 6, re-emphasising
the fact that the model provides a first-order approximation based on di-
mensional analysis, and not an exact calculation of the coefficients. Also,
we would expect less agreement with data as the temperature is increased
above zero, where the isotropic-l approximation should quickly break down.
Nevertheless, the model consistently predicts crossovers between regions of
T 2 behaviour, even if A0 is taken to be an order of magnitude smaller, a
result which may be related to the low- and high-temperature Fermi liquid
observations in Sr3Ru2O7.
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Figure A.1: Left : calculations of the resistivity of Sr2RuO4, plotted versus
temperature for a range of magnetic fields 0T ≤ H ≤ 7T applied in the
c-axis. Right : the same traces plotted against temperature squared. Linear
segments correspond to a T 2 response consistent the Fermi liquid prediction.
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Appendix B
Including Hall terms in the
multi-band calculation
B.1 Calculating the Hall terms
Apart from the effect of a field-dependent quasiparticle mass in the fifth band,
we expect the resistivity of Sr3Ru2O7 to gain a field-dependence due to Hall
contributions. In the case of Sr2RuO4, it was shown that the weak-field Hall
contributions of the nearly cylindrical bands can be approximated by [110]:
Ri = (−1)n 2pic
ek2Fi
(B.1)
where n = 1 for electron- and n = 2 for hole-like bands. There is an underlying
assumption that all bands experience the same (k-independent) mean free
path l, which is most likely to hold for the limit where impurity scattering
dominates, i.e. T 2 << ρ0/A. In a detailed paper by Ong [120], the isotropic-l
limit was found to reduce the Hall resistivity down to rσxy/(Bσ
2
xx), where
σxy =
e3l2B
2pi~2 and σxx ∼ ρ−10 = kF e
2l
2pic~ . Combining these contributions in the 2D
limit leads to the expression of Ri shown above. The prefactor r is equal to
one if the pocket is circular, but may be smaller than one otherwise.
As the Hall coefficient depends inversely on the area of the band crossing
the Fermi surface, it is clear from inspecting the band properties in table 6.1
that the fifth should dominate. We list the calculated Hall coefficients for
Sr3Ru2O7 in table B.1.
The multiple band calculations confirm that the field dependence of the
A coefficient depends sensitively on the magnitude of this particular contri-
bution. There is likely to be some error associated with the determination
of the kF of the fifth band, as well as an unknown deviation from circularity,
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i 1 2 3 4 5 6
Ri 0.8 0.3 -8.9 -1.5 12.2R0 -3.1
Table B.1: Calculated values of the Hall contribution (Ri) for each band i,
in units µΩcmT−1.
which may result in a value of r smaller than one. We therefore take the
phenomenological approach of inserting a prefactor R0 for the calculation of
the Hall coefficient of the fifth band, in which these effects are subsumed.
We choose to vary R0 only for the fifth band and set it to one for all other
bands, as we expect the cylindrical approximation to hold reasonably well
for the other bands, as it does in Sr2RuO4.
Figure B.1 presents the result of the multiple band calculation without
a divergence in the mass of the fifth pocket, but with the Hall coefficients
included for several values of R0.
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Figure B.1: The coloured lines illustrates the calculated multiple band A co-
efficient as a function of field, including the Hall terms RiH. The prefactor
R0 renormalises the Hall coefficient of the fifth pocket, which strongly influ-
ences the field dependence of the A coefficient. For an appropriate selection
of R0, the calculation reproduces the decrease in the A coefficient up to 6T
observed low temperature measurements (red squares).
Intriguingly, the stronger the contribution to the Hall effect of the fifth
pocket, the more the A coefficient is suppressed as a function of Field. Qual-
itatively at least, there is the possibility that the initial decrease in A coeffi-
cient may be explained with this simple model of the Hall contributions.
To conclude with a summary of these calculations, we (tentatively) select
A0 = 0.2 and R0 = 1/4, and plot the resulting A from the multiple band
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calculation in figure B.2. We present a comparison between two calculations
with different amounts of residual scattering. First, we calculated for ρ0
= 0.6 µΩcm, which conforms to measurement of the sample measured in
chapter 4. We observe that the field dependence of the A coefficient is in
close agreement with the measurements. We also present calculations for
ρ0 = 2.5 µΩcm, which was the residual resistivity of the less pure samples
measured by Grigera and co-workers [7], for which the field dependence of the
A coefficient was shown in figure 2.5. There, the A coefficient was measured
to increase monotonically with magnetic field up to the critical field, which
is reproduced in the multiple band calculation.
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Figure B.2: Calculations of the A coefficient from the multiple band model,
setting the prefactors to A0 = 0.2, R0 = 1/4. In each case the blue line is
the calculated result, and the red squares are the low temperature measure-
ments for high purity samples. Left : ρ0 = 0.6 µΩcm, right : ρ0 = 2.5 µΩcm.
The higher residual scattering rate suppresses the dip in A around 6T, in
agreement with previous reports.
We should be careful not to overemphasise this result, by acknowledging
the limitations of the calculation. Firstly, we should note that the calculation
relies on the band structure model summarised in table 6.1 to be correct, in-
cluding multiplicities unconfirmed by experiments. Secondly, the assumption
that the mass in the fifth band diverges as a function of field has not been
proved experimentally, and we should note that the specific heat data are in
any case only valid for the for strictly zero temperature. For higher temper-
atures, the model could include a full treatment of a peak in the density of
states suppressed at the critical field, and we note that significant theoretical
progress has been made in that direction [49][60], the predictions of which
are in close agreement with experiment. Even if a high temperature field
dependence of the γ of each band were known, we would still need to expand
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the calculation beyond the isotropic l limit, which is likely to only be valid
at low temperatures.
The treatment of the Hall coefficient is strictly only valid in the low field
limit. As quantum oscillations have been observed in Sr3Ru2O7 at fields
smaller than the critical field [53, 46, 47], we know this limit is not strictly
valid. In addition, we make the assumption that additional terms to the
Hall effect, such as ‘anomalous’ terms proportional to magnetisation, are
weak. Recent work has shown these terms are probably non-negligible [119],
although in the absence of a multiple band calculation it is difficult to make
a firm statement.
By limiting the calculation to the zero temperature limit, we cannot make
predictions about the ‘high temperature’ regime of the Fermi liquid part of
the phase diagram. However, we can speculate that the high temperature
Fermi liquid is less likely to be susceptible to changes in impurity scattering,
as the AT 2 terms will dominate. This is consistent with the observation that,
above ∼ 2K, the new data on high purity samples are in good agreement with
the results from less pure samples.
In summary, we have shown that the additional field-dependent structure
in the ‘low temperature’ A coefficient may derive from an interplay between
the residual scattering, Hall terms, and a divergent mass.
B.2 High Temperatures
To complete the discussion of the multiple band resistivity calculations, we
will compare their results to the measured data as a function of tempera-
ture. The calculations should at best only be valid as zero temperature is
approached, as we take the isotropic scattering length approximation and
assume that inter-band scattering is negligible. A comparison to measured
data up to high temperatures may reveal how important these limitations
are. Specifically, we will exceed the low temperature limit where ρ0  AT 2,
which is satisfied below ∼1K in Sr3Ru2O7.
First, we discuss the result of the multiple band calculation, taking ρ0 =
0.6 µΩcm and A0 = 0.2 as before, and setting the Hall terms to zero. With-
out the Hall terms, the only mechanism by which magnetoresistance arises
in our model is from the enhancement of the mass of the fifth band coupling
into the total ‘A’ coefficient. Figures B.3a and B.3b present the temperature
dependences of the resistivity and of (ρ− ρ0)/T 2, respectively, at fields eval-
uated on the low field side of the phase diagram, where the band structure
model is expected to be valid. The value of A, taken as the zero temperature
intercept of (ρ− ρ0)/T 2, is observed to increase monotonically as the critical
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field is approached. However, any field dependence of the magnitude of the
resistivity is restricted to temperatures below ∼5K. We therefore conclude
that these calculations only predict a field dependence of the resistivity and
the A coefficient in the low temperature limit.
Including terms for the Hall effect results in a very different picture. As
shown in figures B.3c and B.3d, a magnetoresistance is predicted at all tem-
peratures, on top of the magnetic field dependence of ‘A’ due to the divergent
mass of the fifth band. For reference, the measured data at these fields are
shown in figures B.3e and B.3f. First, we note that the magnitude of the low
temperature magnetoresistance is similar to that found in the measurements.
Second, the field dependence of the low temperature A coefficient has become
non-monotonic and follows a trend similar to the measured data. At higher
temperatures, a hump feature is observed in (ρ−ρ0)/T 2 with a different field
dependence from the low temperature intercept, corresponding to a distinct
‘high temperature’ T 2 regime.
The calculations do not reproduce the magnitude of the resistivity in the
high temperature limit correctly. Whilst we can reproduce a high- and a low-
temperature T 2 regime when taking into account (simplified) Hall terms, the
properties of the high-temperature regime do not match the measured data
well. This is not unexpected given the assumptions underlying the model,
and confirms that the present model cannot be applied above ∼1K without
addressing these starting conditions first.
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Figure B.3: Plots of resistivity (left column) and the ‘A’ coefficient extracted
as (ρ−ρ0)/T 2 (right column) against temperature, for a list of magnetic fields
below quantum critical tuning. From top to bottom we present the result
of the multi-band calculations without including Hall terms, the results with
the Hall terms, and finally the measured data, which were discussed in detail
in chapter 4. Sample: 7B4.
Appendix C
Literature values for materials
with T-linear resistivity
quantum critical materials
n m∗/me ρ/T α
material name (1028m−3) (µΩcmK−1)
Sr3Ru2O7 0.54 9.9 1.1 1.3
BaFe2(P0.33As0.67)2 0.43 [121, 122] 4.7 [122] 1.1 [113] 2.1
Bi2Sr2Ca0.92Y0.08Cu2O8+δ - - - 1.3
CeCoIn5 1.3 [123] 50 [124] 2 [28] 1.1
CeRu2Si2 1.2 [125] 20 [126] 0.91 [112] 1.2
(TMTSF)2PF6 0.14 [127] 1.3 [128] 0.35 [114] 0.8
elemental metals
n m∗/me ρ/T α
material name (1028m−3) (nΩcmK−1)
Cu 8.47 [14] 1.3 [14] 7.02 [117] 0.99
Au 5.9 [14] 1.1 [14] 8.36 [117] 0.97
Pb 2.5 [129] 1.4 [129] 71 [130] 2.70
Pd 5.05 [131] 3.28 [131] 34.6 [117] 1.15
Table C.1: List of samples used for critical scattering rate calculations. In
systems with multiple bands, we calculated an effective mass for n carri-
ers by normalising them as m∗ = (
∑
i ni/m
∗
i )
−1 × n. α is calculated as
(ρ/T )calculated/(ρ/T )measured. For the case of Bi2Sr2Ca0.92Y0.08Cu2O8+δ we
follow the arguments based on optical conductivity measurements by van
der Marel and co-workers [116], in which the (assumed) plasma frequency ωp
= 19364 cm−1 yields m∗/n = 6.8×1058 kg m−3, and a quantity equivalent to
α−1 is extracted to be 0.77.
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Appendix D
Grids of magnetoresistance in
the anisotropic phase
In this appendix, we will present interpolated ‘grids’ of magnetoresistance
for all four current directions of octagon 2. They are of interest because they
enable explicit comparisons between observed twofold transport symmetry
in different current directions at equal fields. For more information on how
these measurements were taken and we refer to section 5.3, and especially the
grids measured on the needle sample presented in figure 5.5. The purpose of
presenting the magnetoresistance data in this fashion is to relate the angle
(θ, φ) dependence of the magnetoresistance to the symmetry breaking, at
fields below, inside and above the anisotropic phase. In principle, the grids
contain the full ρ(|H|, θ, φ) low temperature data set, and are therefore rich
in information.
To help understand what we might expect from these measurements, we
should relate the current directions of the octagon to field orientations in a
grid. Figure D.1 shows the approximate relation between the current direc-
tions and the directions of the HX and HY coils in real space. This provides
a reference to the expected orientations of ‘hard’ and ‘easy’ on the grids. For
example, inside the phase where transport has a two-fold symmetry, the I010
current direction will display ‘hard’ resistivity for in-plane fields HX ≈ HY
and ‘easy’ resistivity for in-plane fields where HX ≈ -HY . The response from
I100 is expected to be 90
◦ rotated with respect to that of I010.
For these measurements, the crystal c-axis was turned away slightly from
the magnet HZ coil axis, to enable measurements at higher in-plane an-
gles. The position of the c-axis on the grids is found around {ΘX ,ΘY } =
{-1.2◦,4.8◦}, corresponding to the centre of the blue circle for grids evaluated
at 7.82T (pane b). This is consistent with the c-axis aligned configuration
being the ‘last’ to enter the phase, as |H| is increased, as show in figure 5.4.
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Figure D.1: Comparison of the current directions in octagon 2 (left) with
the approximate field directions of the HX and HY coils (right). Error arises
primarily from the fact that the sample c-axis is not aligned with HZ
Every grid consist of the same 45 fixed angle field sweeps (not shown),
spaced at regular intervals over the (ΘX ,ΘY ) plane. All measurements were
taken at 50 mK. The resistivities of the four current directions are normalised
in the standard way, and all grids are plotted on the same colour scale. We
observe that the response for all four current directions is isotropic for fields
below HC1, and two-fold symmetric for fields in the phase and the shoulder.
The I010 and I100 current directions qualitatively reproduce the behaviour for
the needle sample shown in figure 5.5, and are distinguished by a 90◦ rotation
around the c-axis orientation of {-1.2◦,4.8◦}. The similarity of the grids of
I110 to those of I010 and those of I1−10 to those of I100 are, like other data
reported in chapter 5, consistent with the model presented in section 5.6.
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Figure D.2: Interpolated resistivity maps for octagon 2 with current in the
I010 configuration. The c-axis orientation is at {-1.2◦,4.8◦}, and the ‘hard’
direction runs diagonally from the bottom left to the top right.
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Figure D.3: Interpolated resistivity maps for octagon 2 with current in the
I100 configuration. The c-axis orientation is at {-1.2◦,4.8◦}, and the ‘hard’
direction runs diagonally from the top left to the bottom right.
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Figure D.4: Interpolated resistivity maps for octagon 2 with current in the
I110 configuration. The ‘hard’ transport direction is found to be the same as
that for I010
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Figure D.5: Interpolated resistivity maps for octagon 2 with current in the
I1−10 configuration. The ‘hard’ transport direction is found to be the same
as that for I100
Appendix E
Operation and limits of the St
Andrews vector magnet
In this appendix we will discuss two technical aspects concerning the oper-
ation of the vector magnet. One of these is the method and justification
for changing the value of |H| systematically as a function of θ, for example
when selecting the field at which to evaluate a ‘circle’ measurement. The
second is the limitation on the achievable tilting angle, and how we managed
to overcome it.
E.1 Systematic variation of |H|(θ)
To reliably measure in the anisotropic phase at higher angles we need to
take into account the dependence of the critical fields of the phase on θ, as
discussed in section 5.2. The phase boundaries depend on θ in a non-trivial
way, as the phase narrows in field and moves to lower fields as θ is increased.
This behaviour is notably different for Hab ‖ [100] and Hab ‖ [110].
In addition, we should be aware of variations of magnetoresistance within
the phase. For example, with the applied field along the c-axis, the abso-
lute resistivity varies by about 15% in the phase, depending on where the
resistivity is evaluated. We have no a priori way of determining which field
value is the ‘right’ one, so we will aim to measure approximately halfway
between the critical fields. For the orientation with field along the c-axis,
we determine HC1 = 7.83 T, HC2 = 8.1 T, and therefore select 7.95 T as a
suitable middle value.
At non-zero values of θ, the choice of field becomes even more important.
For ‘easy’ measurements, the data presented in figure 5.3 show that a small
resistive peak may exist on the low field side of the phase, but none at the
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high field side. Our choice of |H| may then influence whether we observe
easy transport to be saturated or not.
Most importantly, though, the field should be suitably far away from
both HC1 and HC2. This is because if we choose fields sufficiently close to
the phase boundaries for Hab ‖ [100], rotating the field vector around the
c-axis may result in the phase boundary being crossed, as demonstrated in
section 5.7.
Figure E.1: Fields |H| as a function of θ where the ‘circle’ measurements
were evaluated (red dashed line). The background surfaces mark the extent
of the anisotropic phase with Hab ‖ [100] (blue) and Hab ‖ [110] (red).
We have tried to address all these issues whilst not overcomplicating the
experiment, and chose to vary the chosen field linearly with angle, as
µ0|H| = (7.95− 0.02θ)T. (E.1)
For the purpose of these measurements, where θ ≤ 14◦, this choice of fields
tracks the phase reasonably well, independently of whether the in-plane field
component is along [100] or [110]. We summarise the results in figure E.1,
which also includes the positions of the phase boundaries as a function of θ
as in figure 5.4.
E.2 Overcoming limits in θ
To justify the upper limit of θ = 15◦ for our measurements, we need to
consider the operating limits of the vector magnet. The magnet specifications
limit HXY ≤ 0.9 T for HZ ≤ 8.5 T, and HXY ≤ 0.8 T for HZ ≤ 9 T. Within
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the phase, which occurs around HZ ≈ Hc ≈ 8 T, the maximum in-plane field
is then 0.9 T, resulting in a maximum tilting angle of θlim = 6.4
◦ from Hc.
For a perfectly oriented sample with the c-axis aligned just within the magnet
operating limits, the greatest achievable angle away from c-axis will then be
2θlim = 12.8
◦. However, such a measurement set-up will be quite limited, as
no field may be applied in the transverse direction. A more practical sample
position will be one where a large in-plane field can be applied in both a
and b, without ‘losing sight’ of the c-axis. This is geometrically equivalent to
fitting the largest right-angled triangle with sides of equal length in a circle.
The maximum achievable angle is
√
2θlim = 9.05
◦.
Some of the data presented are for angles θlim > 12.8
◦, which means the
sample configuration was such that the c-axis position could not be deter-
mined directly. Two methods were used to ensure the quoted angles are still
meaningful. First, grid measurements (section 5.3 and appendix D) of the
same sample oriented with its c-axis close to HZ were compared to measure-
ments of the sample at extreme rotation. Where grids overlap, they can be
used to determine the relative position of the sample centres. Secondly, if two
samples were mounted on the rotator, the same rotations must apply to both,
and it was possible to arrange rotations that pushed the c-axis alignment of
one sample out of range of a grid while leaving the other within range. The
maximum tilt range is achieved in the former, while the accuracy with which
the c-axis is subsequently known is principally determined by the latter.
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