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Abstract 
Based on multiparameter subadditive ergodic theorems of Akcoglu and Krengel (1981) and 
Schiirger (1988) we derive an almost sure limit theorem for families of random matrices with 
a multiparameter which satisfy a supermultiplicativity condition. This gives a multiparameter 
analogue of results of Fiirstenberg and Kesten (1960) and Kingman (1973,1976) (note, however, 
that our supermultiplicativity assumption is more restrictive since it involves products in an 
arbitrary order). It turns out that a Borel-Cantelli argument in Kingman (1973,1976) has to be 
replaced by a projection argument involving subadditive processes with lower dimensional 
indices. Finally, we outline how our main convergence result applies to a certain stochastic 
model of a large economy. 
Key words: Law of large numbers; Products of random matrices; Subadditive processes; 
Ergodic theory; Stochastic economic growth model 
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0. Introduction 
The purpose of this paper is to extend as. convergence results of Fiirstenberg and 
Kesten (1960) and Kingman (1973, Theorem 5) (see also Kingman, 1976, Theorem 2.2) 
on products of random matrices to certain families of random matrices with a multi- 
parameter which are supermultiplicative (see Condition (1.1) in Section 1). The proof 
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of our main result (cf. Theorem 1.3 in Section 1) will be based on a multiparameter 
subadditive ergodic theorem due to Akcoglu and Krengel (1981) (see also Krengel, 
1985, p. 206, Theorem 2.9) as well as on a certain L’-convergence result of Schiirger 
(1988, Theorem 2.1). The proof of Theorem 5 of Kingman (1973) (see also the proof of 
Theorem 2.2 of Kingman, 1976) involves a Borel-Cantelli argument. Apparently, this 
approach does not work in the multiparameter case. Instead, we use a projection 
argument which involves subadditive processes with lower-dimensional indices (see 
the proof of Theorem 1.3). 
Starting with a stationary family M = (M,), u E Z”, , of positive random N x N 
matrices M,, we consider the (elementwise) smallest supermultiplicative family 
PM = (Py), I E $(d), of random N x N matrices Py such that PtJ = M,, u E Z”, (the 
index set y(d) is defined in Section 1). It turns out that Theorem 1.3 applies to PM 
provided M0 satisfies a weak moment condition (see Theorem 2.1 in Section 2). 
In Section 3, it is outlined how our main convergence result applies to a certain 
stochastic model of a large economy. 
1. Limit theorems for random matrices 
If U = (U,,...) ud) and u = (Us,..., ud) are vectors of Rd, u s u(u < v) means 
Ui I Ui(Ui < Ui), 1 < i I d. Similarly, if A = (A(i,j)) and B = (B(i,j)) are N x N ma- 
trices, A 2 B means A(i,j) 2 B(i,j), 1 5 i, j I N. Put [u,D[ = {w E Zd: u I w < o}, 
u, u E Zd. In general, the index set of the families of random matrices under considera- 
tion will be y(d) = ((u,u[: u < v, u, u E Z”, }. Let 1 I] denote the cardinal number of 
1~$(d). Let e=(l,..., 1) E Z”, We put a+ = max{a,O}, a- = max{ - a,O}, a E R. 
Let (PI), I E y(d), be a family of random N x N matrices PI = (P,(i, j)), 1 < i, 
j i N(N 2 2). We will say that (PI) is supermultiplicative if P, 2 P,, . P,, .. . PI, for any 
disjoint sets 1i ,. . . , I, E y(d) such that 
11 u ... u Ik = I E y(d). (1.1) 
We will assume throughout that the following conditions are satisfied: 
PAi, j) > 0, 1 I i,j I N, I E y(d), 
(log PI&i, 9) - E Lt, l<i<N, 
EC(logP,(i,i))+] I alI\, 1 < i 5 N, IEf(d) 
for some constant CL > 0. Let us put 
(1.2) 
(1.3) 
(1.4) 
xyj = _ logp,(i i) > > X(i) = -L x(t) I 
III 
I, l<ilN, ZE$(d). (1.5) 
Let (Z(n)) = ([O,u(n)[) c $(d) be a sequence such that (~(n))~ + co as n -+ co, 
1 I i I d. (Z(n)) is called regular (or, more precisely, P-regular) if there exists an 
increasing sequence f(l) c f(2) c . . . in f(d) and a constant p 2 1 such that 
I(n) = I”@), II”(fi)1 5 Pll(n)l, n2 1. 
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We say that (Z(n)) remains in a sector (of Z”,) provided there exists a constant y 2 1 
such that 
(cf. Krengel, 1985, p. 203). We will say that a family (Z,), Z E j(d), of real random 
variables or random N x N matrices is stationary if the finite-dimensional distribu- 
tions of the family (Z, +J do not depend on u E Z”, (here, Z + u = (U + U: v E I}). In the 
sequel we will assume throughout d 2 2 (the case d = 1 has been considered in 
Ftirstenberg and Kesten (1960) and Kingman (1973, 1976)). 
Lemma 1.1. Let (PI) be a stationary supermultiplicative family of random N x N 
matrices satisfying (1.2)-(1.4). Then we have, for each sequence (Z(n)) c f(d) which is 
regular or remains in a sector, that 
lim X&, = 5i exists a.s., 1 I i I N (1.6) 
n+OO 
(Xf:n, given by (1.5)) and 
lim E[X::‘,,] = E[ti] = ai, 1 I i 5 N, 
where 
a. = I inf -L E [Xc”] E R 
le_$(d)ill ’ 
, l<i<N. 
(1.7) 
(1.8) 
Remark 1.2. It is easy to show that the random variables 5i in (1.6) do not depend 
on (Z(n)). 
Proof of Lemma 1.1. Let 1 I i 5 N be fixed. Let I,,... , I, E y(d) be any disjoint sets 
such that I, u ... u Zk = Z E f(d). It follows from (1.1) and (1.2) that 
Pl(i, i) 2 P,,(i, i) ... PIk(i, i), 
which, by (1.5), implies 
Xg) S X(0 + 
I1 . . . + X’“, I* (1.9) 
The stationarity of (P,(i, i)) as well as (1.3) (1.4) and (1.9) yield (Xf”) c L’. Further- 
more, by (1.4), E[Xr)] 2 - u which implies that ai (given by (1.8)) is finite. Hence (1.6) 
is a consequence of a subadditive ergodic theorem due to Akcoglu and Krengel(l981) 
(cf. also Theorem 6.2.9 of Krengel(l985, p. 206) and a remark in Krengel(l985, p, 203) 
concerning a.s. convergence along sequences which remain in a sector). An obvious 
modification of a standard argument in the convergence proof for subadditive se- 
quences of real numbers (cf. e.g. Kingman, 1976, p. 169) yields 
lim E[P ] = a. l(n) 1. 
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It follows from Theorem 2.1 of Schiirger (1988) that (ff,‘$,_,) converges in L’. In view 
of Remark 1.2 this implies (1.7). 
Theorem 1.3. Under the hypotheses of Lemma 1.1 we have that for each sequence 
(Z(n)) c f(d) which is regular or remains in a sector, 
lim (PICn,(i,j))h = r exists as., l<i, jiN. 
n-tm 
(1.10) 
The limit q in (1.10) satisjies 0 < q < CC a.s. and depends neither on (i,j) nor on (Z(n)). 
Proof. Let (I(n)) = ([0, u(n)[) c f(d) be a fixed sequence which is regular or remains 
in a sector. Let us put 
lim inf (PIC,,(i, j))h = ~ij, 1 I i, j I N, 
n-rm 
lim sup (PIC,,(i,j))h = qij, 1 I i, j < N. 
n-m 
It follows from Lemma 1.1 that 
gii = ijii = eeri a.s., 1 5 i < N - (1.11) 
(ti given by (1.6)). 
Let us put 
vi = e-51, 1 I i < N, rjl = v]. 
Note that (1.7) and (1.8) imply 0 < vi < cc a.s., 1 I i < N. Hence it remains to show 
that 
yij = ijij = q a.s., 1 < i, j I N. (1.12) 
Let us first show that 
yij 2 max{ri,rj} as., 1 5 i, j I N, i #j. (1.13) 
In the sequel we may (and will) assume that 
u(n) 2 2e, Iz 2 1. (1.14) 
Write I(n) = [O,u(n)[ as a disjoint union 
[O,u(n)[ = [O,e[ u [e,u(n)[ u II(n) u -.. u ZZd_-2(n), n 2 1, 
whereIj(n)ey(d),l< j<2d-22,n>1.Then,forany1<i,j<N,i#j,by(1.1)and 
(1.2), 
P&,j) 2 PIO,,&,jP [,,,(,,t(j,j)P,l(,(j,j) ... Ph~~dj,.d (1.15) 
and 
(1.16) 
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Suppose we can show 
lim ( Pc,,uc,,r(k, k))h = qk a& l<kiN, (1.17) 
n-m 
and 
lim (Prjcn)(k, k))h = 1 as., 1sj<2d-22, l<k<N. (1.18) 
?!+a, 
Then, by (1.15), YIij 2 Yj a.s. and, by (1.16), gij 2 P/i a.s. implying (1.13). In order to prove 
min{yi, qj} 2 vlij as., 1 < i, j < N, i #j, (1.19) 
we use the fact that our process (P,), I E y(d), can be embedded into a stationary 
supermultiplicative process (PJ), J E ( [ , [: u v u < v, U,V E Zd} (see, e.g., Krengel, 1985, 
p. 39). Write [ - e, u(n)[ as a disjoint union 
[-e,u(n)[=[-e,0[uZ(n)uJl(n)u...uJ2d-2(n), n21, 
where 
Jj(it) E ([U, V[: U < V, U, V E Zd}, 1 I j 5 2d - 2, n 2 1. 
Then, for any 1 I i, j s N, i fj, by (1.1) and (1.2), 
pt- e,u(nJt(i, i) 2 P&,j)Pt-,,0t(j, i)PJ,,& i) ... PJ2d_2(,J(i, i) as. 
and 
(1.20) 
Pt-,,,(,,t(j,j) 2 Pt-,,0t(j, i)P~(,,(i,j)P,,(,,(j,j) ... PJzd-Aj,j) as. 
Suppose we can show 
(1.21) 
lim (P,_,,,,,,,(k, k))h = ylk a.s., l<k<N. (1.22) 
ll’co 
and 
lim (PJ,(,)(k, k))h = 1 a.s., 1<j_<2d-22, lik_<N. (1.23) 
n-rm 
Then, by (1.20), yli 2 ~ij a.s. and, by (1.21), ilj > iiij a.s. implying (1.19). Clearly (1.12) is 
a consequence of(1.13) and (1.19). It remains to prove the relations (1.17), (1.18), (1.22) 
and (1.23) which, respectively, are equivalent to 
lim Xt$+,)t = & = lim XI(i)++,,t a.s., 1 5 k 5 N (1.24) 
n-ao n+m 
(see (1.6)); 
1 
?!Lm IZ(n)l ’ 
__ XT)(n) = 0 as., 11j12d-22, IlklN, (1.25) 
Liz Xtk),,+)t = tk = lim Xi&,,)t a.s., 1 5 k 4 N, 
n-tee 
1 
!i!! ,1(n), ’ 
__ X$?(n) = 0 a.s., 1<j<2d-22, l<k<N 
(1.26) 
(1.27) 
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(of course, X~~~$ and X[~~vt, 1 < k < N, u -c v, u, v E Zd, are defined in the obvious way). 
We will prove (1.25) only in the case d = 2 (the proof in the general case as well as the 
proof of (1.27) are similar). Let us consider, e.g., the sequence 
Ii(n) = C(O,l),(l,(u(n)),)C = CO,l[1xU,(u(n))zC c= Z:, n 2 1 
(similar arguments apply to the sequence 
Iz(n) = C(lTO), ((@))l, 1) c = Cl,(u(n)), c x CO, 11 c .G > n 2 1). 
Let us define a process Y = (Y,), J E f(l), by 
YJ = X$&J, J E X(l). 
Clearly Y is stationary, and it follows from (1.9) and (1.4) that Y satisfies the 
hypotheses of the subadditive ergodic theorem of Akcoglu and Krengel(l981). Hence, 
1 
.“:“, IE((n)l YK(n) 
exists a.s. and is finite for every 
regular sequence (K(n)) c d(l). (1.28) 
(If d 2 3 and if Z(n) = [0, (u(n))r[ x r”(n), n 2 1, where I”(n) = [0, u”(n)[, n 2 1, we use the 
fact that the sequences (I”(n)) c $(d - l), ([e”, ii(n)[) c B(d - 1) and ([I - i;, ii(n)[) are 
regular or, respectively, remain in a sector; here, e” = (1,. . . , 1) E Z”; ‘. Similar remarks 
apply to other projections of I(n).) Since I[l,(~(n))~[/.Jl(n)J-’ + 0 as n + 00, (1.28) 
implies that 
1 
.‘lt”, IZ(n)l 
__ YL1,(U(,)),[ = 0 a.s. 
(Note that this argument replaces the Borel-Cantelli argument in Kingman, 1976, 
p. 199.) It remains to prove (1.24) and (1.26). We will only prove (1.24) (the proof of 
(1.26) being similar). Write 
[e,u(n)[ = [O,u(n) - e[ + e = K(n) + e, n 2 1. 
It is easy to see that (K(n)) c $(d) is again regular or, respectively, remains in 
a sector. Hence, 
lim X$,, = rk a.s., 1 5 k I N. 
n-tee 
By stationarity, this implies 
lim X!&,, += = c(k) exists a.s., 1 < k 5 N. (1.29) 
n+m 
Since the process (Xyi,) satisfies the hypotheses of the ergodic theorem of Akcoglu 
and Krengel (1981), we get (see the proof of Lemma 1.1) 
E[5’k’] = lim E[Ti?&+, 
n-rm 
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i.e., 
E[&] = E@+J, 1 i k I N (1.30) 
(cck’ given by (1.29)). We have 
[k 5 t(k) as., 1 I k I N (1.31) 
(note that (1.24) is a consequence of(1.29)-(1.31)). In fact, (1.31) is a consequence of the 
inequality 
X;&,,), 5 xr’“d,,t + Xr’e”&t + J$$, + ... + X$2cn), n 2 1, 1 I k I N, 
Lemma 1.1 and (1.25). This completes the proof of Theorem 1.3. 
2. Elementwise smallest supermultiplicative families of random matrices 
Let A4 = (M,), u E Z”, (d 2 2) be any family of random N x N matrices 
M, = (M,(i,j)). We will assume throughout that 
M&j) > 0, 1 < i, j I N, u E Z”, (2.1) 
Let PM = (Py), I E y(d), be a family of random N x N matrices which is recursively 
defined as follows: 
Py(i,j) = M,(i, j) if I = {u>, u E Z”, , 1 s i, j I N, (2.2) 
P;“(i, j) = max {PE +..Pt(i,j)} if (I( 2 2, 1 I i, j I N, (2.3) 
the maximum taken over all k-tuples of disjoint sets I,, . . , Ik E f(d) (k 2 2) such that 
11 u ... u Ik = I E $(d) (note that the matrices M, are not assumed to commute). 
Clearly, PM is supermultiplicative and has the following (elementwise) minimality 
property. If (PI) is any supermultiplicative family of random N x N matrices satisfying 
(2.2), we have 
P1(i, j) 2 Py(i, j), 1 I i, j I N, I E y(d). 
M will be called stationary if the finite-dimensional distributions of (Mu+.) do not 
depend on v E Z”, . 
The following result shows that Theorem 1.3 applies to PM if M is stationary and if 
M0 satisfies a weak moment condition. 
Theorem 2.1. Let M = (M,) be stationary. Assume (2.1) and 
log M,(i,j) E L’, 1 I i, j < N. (2.4) 
Then PM (given by (2.2) and (2.3)) satis-es the hypotheses of Theorem 1.3. Thus, for each 
sequence (I(n)) c f(d) which is regular or remains in a sector, 
1 
S? IZ(n)l 
- log P&(i, j) = 5 exists a.s., 1 5 i, j I N, (2.5) 
where the limit e is jinite a.s. and depends neither on (i, j) nor on (Z(n)). 
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Proof. Clearly, PM is stationary. Thus Theorem 1.3 applies to PM if, for some constant 
c( >o, 
E[(logJ’~(i,j))+] < cl(Zl, 1 I i, j I N, Z E d(d). (2.6) 
This will follow from the inequalities 
(2.7) 
which can be proved by induction on )I]. In fact, using (2.1)-(2.3), it is easy to verify 
(2.7) when ( I( = 1,2. Assume (2.7) true when 1 I [ I( I n. Let 1 I ( = n + 1 and consider 
any disjoint sets Ii ,. . . , Zk E y(d) (k 2 2) such that I1 u ... u Zk = 1. Using the induc- 
tion hypothesis and (2.1) gives that the right-hand side in (2.7) is an upper bound of 
p;“i . ..Pg(i.j) for all 1 I i, j I N. 
By (2.3), this proves (2.7). Using the stationarity of M and (2.7) gives 
EC(logf’~(4j))+l 2 IZllogN + IIIE 
K 
log t i M&-,4 
r=1 s=l )I + 
for all 1 5 i, j I N and I E f(d). Hence (2.6) would follow if 
(2.8) 
However, (2.8) is easily seen to be equivalent to 
(logM,(i,j))+ EL: for all 1 I i, j I N. 
This completes the proof of Theorem 2.1. 
3. Application to a stochastic model of a large economy 
In this section, we will outline how Theorem 1.3 applies to a certain stochastic 
economic growth model involving a countable set of agents. We will assume that each 
agent is specified by d 2 2 characteristics which, e.g., might include the moment of 
time at which he acts, his location and his income, etc. Choosing for a given 
characteristic a certain scale of measurement which is sufficiently fine, we may think of 
each characteristic as being approximated by an integer multiple of a certain (suffi- 
ciently small) unit. In view of this, we will assume that each characteristic is repres- 
ented by a nonnegative integer. Thus, a “representative agent” can be identified with 
a vector (ml ,. . . , md) E Z”, whose components are the characteristics of that agent (see 
Follmer, 1974; Allen, 1982). 
Any nonvoid set Z c Z”, of representative agents is called a coalition. The coalitions 
Z E f(d) are termed standard coalitions. According to this definition, any standard 
coalition is formed by those agents whose characteristics range over certain given 
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intervals. The economy under consideration contains N 2 2 different types of com- 
modities. Vectors x = (xi ,. . . , xN) E Ry are called commodity bundles. Here, the coordi- 
nate Xi indicates the amount of commodity i in the bundle x. To each coalition I there 
corresponds a nonnegative N x N matrix PI termed the technology matrix of Z which 
describes the production possibilities of coalition of I. If x E RT is any input, then the 
output of the production process performed by coalition I is given by the bundle 
y= P~xERN+. H ence the pairs (x, y) E R? x Ry , where y = Ptx, x E R?, might be 
called technological processes. For our further analysis it will suffice that PI is only 
defined for all standard coalitions Z E y(d). Taking account of certain random factors 
which might influence the production processes of the coalitions, we will assume that 
each PI, I E f(d), is a random matrix. We will assume further that the family (PI), 
Z E f(d), satisfies the supermultiplicativity condition (1.1). This has the following 
economic interpretation. Let Ii ,. . . ,Zk E #p(d) be any disjoint coalitions such that 
I, u ... u I, = Z E y(d). Then, since Ptx 2 PI, ... Pt,x for all commodity bundles 
XER:, the production possibilities of “firm” Z are at least as good as those of the 
union of the individual production units I1 ,. . . , Zk. Thus, in the economist’s terminol- 
ogy, we are dealing here with increasing returns to scale. Applying Theorem 1.3 to the 
above economic growth model, we obtain the following result. 
Theorem 3.1. Suppose that thefamily (PI), Z E 3(d), is supermultiplicative and satisfies 
the other hypotheses listed in Lemma 1.1. Let (Z(n)) be any regular sequence of standard 
coalitions. Then, for any nonzero commodity bundle x E Ry, 
1 
,h+t”, ~lOg((Pt~~,x)j) exists a.s., 1 5 j I N. (3.1) 
The limit in (3.1) does not depend on either (Z(n)), j, or x. 
This means that the production system under consideration has a well-defined 
stochastic growth rate. 
The problem of investigation of growth rates in stochastic production economies 
has attracted attention since the early 1970s. Below, we give some references to the 
pertaining literature. These references, however, only deal with one-parameter (dy- 
namic) models. The single parameter in those models represents time. The main 
innovation of the present paper lies in the fact that we consider a multiparameter 
version of the existing theory. This enables us to take into account not only the 
dynamic aspects, but also the whole variety of agents’ characteristics. 
The theory of stochastic growth models began with attempts to extend to the 
stochastic case the classical deterministic growth theory developed by von Neumann, 
Samuelson, Solow and others (see, e.g., Nikaido, 1968, Chapters III and IV). One of 
the first steps in this direction was made by Radner (1971). Radner considered 
logarithmic growth rates similar to those appearing in (3.1). He proved the existence of 
a “balanced” trajectory having a maximal expected logarithmic growth rate. Radner’s 
work, however, did not provide a justification of the given definition of the maximal 
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stochastic growth rate. In the classical (deterministic) theory, the definition of a maxi- 
mal growth rate is justified by the following result: The balanced trajectory with the 
maximal growth rate is “weakly optimal” in the class of all (not necessarily balanced) 
trajectories. Results of this type were obtained for stochastic models in a series of 
papers by Evstigneev, see, e.g., Evstigneev (1974, 1980). Studies along these lines have 
led to a number of results in ergodic theory and stochastic control processes which are 
far beyond the scope of the original economic problem. An interesting direction of 
further work would be to extend the above-mentioned results to the multiparameter 
model studied in this paper. 
To conclude, we would like to point out that a completely different approach to 
stochastic dynamic models of growth was proposed by Kesten and Stigum (1974); see 
also Stigum (1990). 
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