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Abstract
A contravariant pseudo-Hessian manifold is a manifold M endowed with a pair (∇, h) where ∇ is
a flat connection and h is a symmetric bivector field satisfying a contravariant Codazzi equation.
When h is invertible we recover the known notion of pseudo-Hessian manifold. Contravariant
pseudo-Hessian manifolds have properties similar to Poisson manifolds and, in fact, to any con-
travariant pseudo-Hessian manifold (M,∇, h) we associate naturally a Poisson tensor on TM. We
investigate these properties and we study in details many classes of such structures in order to
highlight the richness of the geometry of these manifolds.
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1. Introduction
A contravariant pseudo-Hessian manifold is an affine manifold (M,∇) endowed with a sym-
metric bivector field h such that, for any α, β, γ ∈ Ω1(M),
(∇h♯(α)h)(β, γ) = (∇h♯(β)h)(α, γ), (1.1)
where h# : T
∗M −→ TM is the contraction. We will refer to (1.1) as contravariant Godazzi equa-
tion. These manifolds where introduced in [3] as a generalization of pseudo-Hessian manifolds.
Recall that a pseudo-Hessian manifold is an affine manifold (M,∇) with a pseudo-Riemannian
metric g satisfying the Godazzi equation
∇Xg(Y, Z) = ∇Yg(X, Z), (1.2)
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for any X, Y, Z ∈ Γ(TM). The book [13] is devoted to the study of Hessian manifolds which are
pseudo-Hessian manifolds with a Riemannian metric.
In this paper, we study contravariant pseudo-Hessian manifolds. The passage from pseudo-
Hessian manifolds to contravariant pseudo-Hessian manifolds is similar to the passage from sym-
plectic manifolds to Poisson manifolds and this similarity will guide our study. Let (M,∇, h) be
a contravariant pseudo-Hessian manifold. We will show that T ∗M has a Lie algebroid structure,
M has a singular foliation whose leaves are pseudo-Hessian manifolds and TM has a Poisson
tensor whose symplectic leaves are pseudo-Ka¨hlerian manifolds. We investigate an analog of
Darboux-Weinstein’s theorem and we show that it is not true in general but holds in some cases.
We will study in details the correspondence which maps a contravariant pseudo-Hessian bivector
field on (M,∇) to a Poisson bivector field on TM. We study affine, linear and quadratic con-
travariant pseudo-Hessian structures on vector spaces and we show that an affine contravariant
pseudo-Hessian structure on a vector space V is equivalent to an associative commutative algebra
product and a 2-cocycle on V∗. We study right invariant contravariant pseudo-Hessian structures
on a Lie group G and we show that TG has a structure of Lie group (different from the one
associated to the adjoint action) for which the associated Poisson tensor is right invariant. We
show that a right invariant contravariant pseudo-Hessian structure on a Lie group is equivalent to
a S -matrix on the associated left symmetric algebra (see [2, 4]) and we associate to any S -matrix
on a left symmetric algebra g a solution of the classical Yang-Baxter equation on g × g. Finally,
we show that an action of a left symmetric algebra g on an affine manifold (M,∇) transforms a
S -matrix on g to a contravariant pseudo-Hessian bivector field on (M,∇). Since the Lie algebra
of affine vector fields of (M,∇) has a natural structure of finite dimensional associative algebra,
we have a mean to define contravariant pseudo-Hessian structures on any affine manifold. The
paper contains many examples of contravariant pseudo-Hessian structures.
The paper is organized as follows. In Section 2, we give the definition of a contravariant
pseudo-Hessian manifold and we investigate its properties. In Section 3, we study in details the
Poisson structure of the tangent bundle of a contravariant pseudo-Hessian manifold. Section 4
is devoted to the study of linear and affine contravariant pseudo-Hessian structures. Quadratic
contravariant pseudo-Hessian structures will be studied in Section 5. In Section 6, we study right
invariant pseudo-Hessian structures on Lie groups.
2. Contravariant pseudo-Hessian manifolds: definition and principal properties
2.1. Definition of a contravariant pseudo-Hessian manifold
Recall that an affine manifold is a n-manifold M endowed with a maximal atlas such that all
transition functions are restrictions of elements of the affine group Aff(Rn). This is equivalent
to the existence on M of a flat connection ∇, i.e., torsionless and with vanishing curvature (see
[13] for more details). An affine coordinates system on an affine manifold (M,∇) is a coordinates
system (x1, . . . , xn) satisfying ∇∂xi = 0 for any i = 1, . . . , n.
Let g be a pseudo-Riemannian metric on an affine manifold (M,∇). The triple (M,∇, g) is
called a pseudo-Hessian manifold if g can be locally expressed in any affine coordinates system
(x1, . . . , xn) as
gi j =
∂2φ
∂xi∂x j
.
That is equivalent to g satisfying the Codazzi equation (1.2). When g is Riemannian, we call
(M,∇, g) a Hessian manifold. The geometry of Hessian manifolds was studied intensively in
[13].
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We consider now a more general situation.
Definition 2.1 ([3]). Let h be a symmetric bivector field on an affine manifold (M,∇) and h♯ :
T ∗M → TM the associated contraction given by β(h♯(α)) = h(α, β). The triple (M,∇, h) is called
a contravariant pseudo-Hessian manifold if h satisfies the contravariant Codazzi equation
(∇h♯(α)h)(β, γ) = (∇h♯(β)h)(α, γ), (2.1)
for any α, β, γ ∈ Ω1(M). We call such h a pseudo-Hessian bivector field.
One can see easily that if (M,∇, g) is a pseudo-Hessian manifold then (M,∇, g−1) is a con-
travariant pseudo-Hessian manifold.
The following proposition is obvious and gives the local expression of the equation (2.1) in
affine charts.
Proposition 2.2. Let (M,∇, h) be an affine manifold endowed with a symmetric bivector field.
Then h satisfies (2.1) if and only if, for any m ∈ M, there exists an affine coordinates system
(x1, . . . , xn) around m such that for any 1 ≤ i < j ≤ n and any k = 1, . . . , n
n∑
l=1
[
hil∂xl(h jk) − h jl∂xl(hik)
]
= 0, (2.2)
where hi j = h(dxi, dx j).
Example 2.3. 1. Take M = Rn endowed with its canonical affine structure and consider
h =
n∑
i=1
fi(xi)∂xi ⊗ ∂xi ,
where fi : R −→ R for i = 1, . . . , n. Then one can see easily that h satisfies (2.2) and
hence defines a contravariant pseudo-Hessian structure on Rn.
2. Take M = Rn endowed with its canonical affine structure and consider
h =
n∑
i, j=1
xix j∂xi ⊗ ∂x j .
Then one can see easily that h satisfies (2.2) and hence defines a contravariant pseudo-
Hessian structure on Rn.
3. Let (M,∇) be an affinemanifold, (X1, . . . , Xr) a family of parallel vector fields and (ai, j)1≤i, j≤n
a symmetric n-matrix. Then
h =
∑
i, j
ai, jXi ⊗ X j
defines a contravariant pseudo-Hessian structure on M.
2.2. The Lie algebroid of a contravariant pseudo-Hessian manifold
We show that associated to any contravariant pseudo-Hessian manifold there is a Lie al-
gebroid structure on its cotangent bundle and a Lie algebroid flat connection. The reader can
consult [10, 12] for more details on Lie algebroids and their connections.
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Let (M,∇, h) be an affine manifold endowed with a symmetric bivector field. We associate to
this triple a bracket on Ω1(M) by putting
[α, β]h := ∇h♯(α)β − ∇h♯(β)α, (2.3)
and a mapD : Ω1(M) ×Ω1(M) −→ Ω1(M) given by
≺ Dαβ, X ≻:= (∇Xh)(α, β)+ ≺ ∇h♯(α)β, X ≻, (2.4)
for any α, β ∈ Ω1(M) and X ∈ Γ(TM). This bracket is skew-symmetric and satisfies obviously
[α, β]h = Dαβ −Dβα and [α, fβ]h = f [α, β]h + h#(α)( f )β,
where f ∈ C∞(M), α, β ∈ Ω1(M).
Theorem 2.4. With the hypothesis and notations above, the following assertions are equivalent:
(i) h is a pseudo-Hessian bivector field.
(ii) (T ∗M, h#, [ , ]h) is a Lie algebroid.
In this case,D is a connection for the Lie algebroid structure (T ∗M, h#, [ , ]h) satisfying
h#(Dαβ) = ∇h#(α)h#(β) and RD(α, β) := D[α,β]h − DαDβ +DβDα = 0,
for any α, β ∈ Ω1(M).
Proof. According to [3, Proposition 2.1], (T ∗M, h#, [ , ]h) is a Lie algebroid if and only if, for
any affine coordinates system (x1, . . . , xn),
h#([dxi, dx j]h) = [h#(dxi), h#(dx j)] and
∮
i, j,k
[dxi, [dx j, dxk]h]h = 0,
for 1 ≤ i < j < k ≤ n. Since [dxi, dx j]h = 0 this is equivalent to [h#(dxi), h#(dx j)] = 0 for any
1 ≤ i < j ≤ n which is equivalent to (2.2).
Suppose now that (i) or (ii) holds. For any, α, β, γ ∈ Ω1(M),
≺ Dαβ, h#(γ) ≻ = ∇h#(γ)h(α, β) + h(∇
∗
h#(α)
β, γ)
= ∇h#(α)h(γ, β) + h(∇
∗
h#(α)
β, γ)
= h#(α).h(β, γ) − h(∇
∗
h#(α)
γ, β)
= ≺ γ,∇h#(α)h#(β) ≻ .
This shows that h#(Dαβ) = ∇h#(α)h#(β).
Let us show now that the curvature of D vanishes. Since [dxi, dx j]h = 0, it suffices to show
that, for any i, j, k ∈ {1, . . . , n} with i < j,DdxiDdx jdxk = Ddx jDdxidxk.We have
≺ Ddxidxk,
∂
∂xl
≻=
∂hik
∂xl
and hence
Ddxidxk =
n∑
l=1
∂hik
∂xl
dxl
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and then
Ddx jDdxidxk =
n∑
l=1
Ddx j
(
∂hik
∂xl
dxl
)
=
n∑
l=1
h♯(dx j)
(
∂hik
∂xl
)
dxl +
∂hik
∂xl
 n∑
s=1
∂h jl
∂xs
dxs


=
∑
l,r
h jr
(
∂2hik
∂xr∂xl
)
dxl +
∑
s,l
∂hik
∂xl
∂h jl
∂xs
dxs
=
∑
l,r
h jr
(
∂2hik
∂xr∂xl
)
dxl +
∑
l,r
∂hik
∂xr
∂h jr
∂xl
dxl
=
∑
l,r
(
h jr
(
∂2hik
∂xr∂xl
)
+
∂hik
∂xr
∂h jr
∂xl
)
dxl
=
∑
l
∂
∂xl
∑
r
h jr
∂hik
∂xr
 dxl.
So
DdxiDdx jdxk −Ddx jDdxidxk = d
∑
r
(
h jr
∂hik
∂xr
− hir
∂h jk
∂xr
) (2.2)= d(0) = 0.
The following result is an important consequence of Theorem 2.4.
Proposition 2.5. ([4, Theorem 6.7]) Let (M,∇, h) be a contravariant pseudo-Hessian manifold.
Then:
1. The distribution Imh# is integrable and defines a singular foliation L on M.
2. For any leaf L ofL, (L,∇|L, gL) is a pseudo-Hessianmanifold where gL is given by gL(h#(α), h#(β)) =
h(α, β).
We will call the foliation defined by Imh# the affine foliation associated to (M,∇, h).
Remark 2.6. This proposition shows that contravariant pseudo-Hessian bivector fields can be
used either to build examples of affine foliations on affine manifolds or to build examples of
pseudo-Hessian manifolds.
For the reader familiar with Poisson manifolds what we have established so far shows the
similarities between Poisson manifolds and contravariant pseudo-Hessian manifolds. One can
consult [8] for more details on Poisson geometry. Poisson manifolds have many relations with
Lie algebras and we will see now and in Section 4 that contravariant pseudo-Hessian manifolds
are related to commutative associative algebras.
Let (M,∇, h) be a contravariant pseudo-Hessian manifold and D the connection given in
(2.4). Let x ∈ M and gx = ker h#(x). For any α, β ∈ Ω
1(M), h#(Dαβ) = ∇h#(α)h#(β). This shows
that if h#(α)(x) = 0 then h#(Dαβ)(x) = 0. Moreover,Dαβ−Dβα = ∇h#(α)β−∇h#(β)α. This implies
that if h#(α)(x) = h#(β)(x) = 0 thenDαβ(x) = Dβα(x). For any a, b ∈ gx put
a • b = (Dαβ)(x),
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where α, β are two differential 1-forms satisfying α(x) = a and β(x) = b. This defines a commu-
tative product on gx and moreover, by using the vanishing of the curvature ofD, we get:
Proposition 2.7. (gx, •) is a commutative associative algebra.
Near a point where h vanishes, the algebra structure of gx can be made explicit.
Proposition 2.8. We consider Rn endowed with its canonical affine connection, h a symmet-
ric bivector field on Rn such that h(0) = 0 and (Rn,∇, h) is a contravariant pseudo-Hessian
manifold. Then the product on (Rn)∗ given by
e∗i • e
∗
j =
n∑
k=1
∂hi j
∂xk
(0)e∗k
is associative and commutative.
Proof. It is a consequence of the relationDdxidx j = dhi j true by virtue of (2.4).
2.3. The product of contravariant pseudo-Hessian manifolds and the splitting theorem
As the product of two Poisson manifolds is a Poisson manifold [15], the product of two
contravariant pseudo-Hessian manifolds is a contravariant pseudo-Hessian manifold.
Let (M1,∇
1, h1) and (M2,∇
2, h2) be two contravariant pseudo-Hessian manifolds. We denote
by pi : M = M1 × M2 → Mi, i = 1, 2 the canonical projections. For any X ∈ Γ(TM1) and
Y ∈ Γ(TM2), we denote by X+Y the vector field onM given by (X+Y)(m1,m2) = (X(m1), Y(m2)).
The product of the affine atlases onM1 andM2 is an affine atlas onM and the corresponding affine
connection is the unique flat connection ∇ on M satisfying ∇X1+Y1(X2 + Y2) = ∇
1
X1
Y1 + ∇
2
X2
Y2,
for any X1, X2 ∈ Γ(TM1) and Y1, Y2 ∈ Γ(TM2). Moreover, the product of h1 and h2 is the unique
symmetric bivector field h satisfying
h(p∗1α1, p
∗
1α2) = h
1(α1, α2) ◦ p1, h(p
∗
2β1, p
∗
2β2) = h
2(β1, β2) ◦ p2 and h(p
∗
1α1, p
∗
2β1) = 0,
for any α1, β1 ∈ Ω
1(M1), α2, β2 ∈ Ω
1(M2),
Proposition 2.9. (M,∇, h) is a contravariant pseudo-Hessian manifold.
Proof. Let (m1,m2) ∈ M. Choose an affine coordinates system (x1, . . . , xn1) nearm1 and an affine
coordinates system (y1, . . . , yn2) near m2. Then
h =
∑
i, j
h1i j ◦ p1∂xi ⊗ ∂x j +
∑
l,k
h2lk ◦ p2∂yl ⊗ ∂yk
and one can check easily that h satisfies (2.2).
If we pursue the exploration of the analogies between Poisson manifolds and contravariant
pseudo-Hessian manifolds we can ask naturally if there is an analog of the Darboux-Weinstein’s
theorem (see[15]) in the context of contravariant pseudo-Hessian manifolds. More precisely, let
(M,∇, h) be a contravariant pseudo-Hessian manifold and m ∈ M where rankh#(m) = r. One can
ask if there exits an affine coordinates system (x1, . . . , xr, y1, . . . , yn−r) such that
h =
r∑
i, j=1
hi j(x1, . . . , xr)∂xi ⊗ ∂x j +
n−r∑
i, j=1
fi j(y1, . . . , yn−r)∂yi ⊗ ∂y j ,
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where (hi j)1≤i, j≤r is invertible and its the inverse of
(
∂2φ
∂xi∂x j
)
1≤i, j≤r
and fi j(m) = 0 for any i, j.
Moreover, if the rank of h# is constant near m then the functions fi j vanish.
The answer is no in general for a geometric reason. Suppose thatm is regular, i.e., the rank of
h is constant nearm and suppose that there exists an affine coordinates system (x1, . . . , xr, y1, . . . , yn−r)
such that
h =
r∑
i, j=1
hi j(x1, . . . , xr)∂xi ⊗ ∂x j .
This will have a strong geometric consequence, namely that Imh# = span(∂x1 , . . . , ∂xr) and the
associated affine foliation is parallel, i.e., if X is a local vector field and Y is tangent to the
foliation then ∇XY is tangent to the foliation. We give now an example of a regular contravariant
pseudo-Hessian manifold whose associated affine foliation is not parallel which shows that the
analog of Darboux-Weinstein is not true in general.
Example 2.10. We consider M = R4 endowed with its canonical affine connection ∇, denote by
(x, y, z, t) its canonical coordinates and consider
X = cos(t)∂x + sin(t)∂y + ∂z, Y = − sin(t)∂x + cos(t)∂y and h = X ⊗ Y + Y ⊗ X.
We have ∇XX = ∇YX = ∇XY = ∇YY = 0 and hence h is a pseudo-Hessian bivector field,
Imh# = span{X, Y} and the rank of h is constant equal to 2. However, the foliation associated to
Imh# is not parallel since ∇∂tY = −X + ∂z < Imh#.
However, when h has constant rank equal to dimM − 1, we have the following result and its
important corollary.
Theorem 2.11. Let (M,∇, h) be a contravariant pseudo-Hessian manifold and m∈M such that m
is a regular point and the rank of h#(m) is equal to n − 1. Then there exists an affine coordinates
system (x1, . . . , xn) around m and a function f (x1, . . . , xn) such that
h =
n−1∑
i, j=1
hi j∂xi ⊗ ∂x j ,
and the matrix (hi j)1≤i, j≤n−1 is invertible and its inverse is the matrix
( ∂2 f
∂xi∂x j
)
1≤i, j≤n−1.
Corollary 2.12. Let (M,∇, h) be a contravariant pseudo-Hessian manifold with h of constant
rank equal to dimM − 1. Then the affine foliation associated to Imh# is ∇-parallel.
In order to prove this theorem, we need the following lemma.
Lemma 2.13. Let f : R2 −→ R be a differentiable function such that ∂x( f ) + f∂y( f ) = 0. Then
f is a constant.
Proof. Let f be a solution of the equation above. We consider the vector field X f = ∂x + f∂y.
The integral curve (x(t), y(t)) of X f passing through (a, b) ∈ R
2 satisfies
x′(t) = 1, y′(t) = f (x(t), y(t)) and (x(0), y(0)) = (a, b).
Now
y′′(t) = ∂x( f )(x(t), y(t)) + y
′(t)∂y( f )(x(t), y(t)) = 0
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and hence, the flow of X f is given by φ(t, (x, y)) = (t+ x, f (x, y)t+y). The relation φ(t+ s, (x, y)) =
φ(t, φ(s, (x, y))) implies that the map F(x, y) = (1, f (x, y)) satisfies
F(u + tF(u)) = F(u), u ∈ R2, t ∈ R.
Let u, v ∈ R2 such that F(u) and F(v) are linearly independent. Then there exists s, t ∈ R such that
u− v = tF(u)+ sF(v) and hence F(u) = F(v) which is a contradiction. So F(x, y) = α(x, y)(a, b),
i.e., (1, f (x, y)) = (α(x, y)a, α(x, y)b) and α must be constant and hence f is constant.
Proof of Theorem 2.11.
Proof. Let (x1, . . . , xn) be an affine coordinates system near m such that (X1, . . . , Xn−1) are lin-
early independent in a neighborhood of m, where Xi = h#(dxi), Xn =
n−1∑
j=1
f jX j and, by virtue of
the proof of Theorem 2.4, for any 1 ≤ i < j ≤ n, [Xi, X j] = 0. For any i = 1, . . . , n − 1, the
relation [Xi, Xn] = 0 is equivalent to
Xi( f j) = hin∂xn( f j) +
n−1∑
l=1
hil∂xl( f j) = 0, j = 1, . . . , n − 1.
But hin = Xn(xi) =
n−1∑
l=1
flhil and hence, for any i, j = 1, . . .n − 1,
n−1∑
l=1
hil( fl∂xn( f j) + ∂xl( f j)) = 0.
Or the matrix (hi j)1≤i, j≤n−1 is invertible so we get
fl∂xn( f j) + ∂xl( f j) = 0, l, j = 1, . . . , n − 1. (2.5)
For l = j we get that f j satisfies f j∂xn( f j) + ∂x j( f j) = 0 so, according to Lemma 2.13, ∂xn( f j) =
∂x j ( f j) = 0 and, from (2.5), f j =constant. We consider y = f1x1 + . . . + fn−1xn−1 − xn, we have
h#(dy) = 0 and (x1, . . . , xn−1, y) is an affine coordinates system around m.
On the other hand, there exists a coordinates system (z1, . . . , zn) such that
h♯(dxi) = ∂zi , i = 1, . . . , n − 1.
We deduce that
∂xi =
n−1∑
j=1
hi j∂z j , i = 1, . . . , n − 1,
with hi j =
∂z j
∂xi
. We consider σ =
∑n−1
j=1 z jdx j. We have dσ = 0 so according to the foliated
Poincare´ Lemma (see[6, p.56]) there exists a function f such that hi j =
∂2 f
∂xi∂x j
.
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2.4. The divergence and the modular class of a contravariant pseudo-Hessian manifold
We define now the divergence of a contravariant pseudo-Hessian structure. We recall first the
definition of the divergence of multivector fields associated to a connection on a manifold.
Let (M,∇) be a manifold endowed with a connection. We define div∇ : Γ(⊗
pTM) →
Γ(⊗p−1TM) by
div∇(T )(α1, . . . , αp−1) =
n∑
i=1
∇ei (T )(e
∗
i , α1, . . . , αp−1),
where α1, . . . , αp−1 ∈ T
∗
xM, (e1, . . . , en) a basis of TxM and (e
∗
1
, . . . , e∗n) its dual basis. This
operator respects the symmetries of tensor fields.
Suppose now that (M,∇, h) is a contravariant pseudo-Hessian manifold. The divergence of
this structure is the vector field div∇(h). This vector field is an invariant of the pseudo-Hessian
structure and has an important property. Indeed, let dh : Γ(∧
•TM) −→ Γ(∧•+1TM) be the
differential associated to the Lie algebroid structure (T ∗M, h#, [ , ]h) and given by
dhQ(α1, . . . , αp) =
p∑
j=1
(−1) j+1h#(α j).Q(α1, . . . , αˆ j, . . . αp)
+
∑
1≤i< j≤p
(−1)i+ jQ([αi, α j]h, α1, . . . , αˆi, . . . , αˆ j, . . . , αp).
Proposition 2.14. dh(div∇(h)) = 0.
Proof. Let (x1, . . . , xn) be an affine coordinates system. We have
dhdiv∇(h)(α, β) =
n∑
i=1
(
h#(α).∇∂xi (h)(dxi, β) − h#(β).∇∂xi (h)(dxi, α) − ∇∂xi (h)(dxi,∇h#(α)β) + ∇∂xi (h)(dxi,∇h#(β)α)
)
=
n∑
i=1
(
∇h#(α)∇∂xi (h)(dxi, β) − ∇h#(β)∇∂xi (h)(dxi, α)
)
(2.1)
=
n∑
i=1
(
∇[h#(α),∂xi ](h)(dxi, β) − ∇[h#(β),∂xi ](h)(dxi, α)
)
.
If we take α = dxl and β = dxk, we have
[∂xi , h#(dxl)] =
n∑
m=1
∂xi(hml)∂xm
and hence
dhdiv∇(h)(α, β) =
n∑
i,m=1
(
∂xi(hml)∂xm(hik) − ∂xi(hmk)∂xm(hil)
)
= 0.
Let (M,∇, h) be an orientable contravariant pseudo-Hessian manifold and Ω a volume form
on M. For any f we denote by X f = h#(d f ) and we define MΩ : C
∞(M,R) −→ C∞(M,R) by
putting for any f ∈ C∞(M,R),
∇X fΩ =MΩ( f )Ω.
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It is obvious thatMΩ is a derivation and hence a vector field andMe fΩ = X f +MΩ. Moreover, if
(x1, . . . , xn) is an affine coordinates system and µ = Ω(∂x1 , . . . , ∂xn) then
∇X fΩ(∂x1 , . . . , ∂xn) = X f (µ) = Xln |µ|( f )µ.
So in the coordinates system (x1, . . . , xn), we have MΩ = Xln |µ|. This implies dhMΩ = 0. The
cohomology class ofMΩ doesn’t depend on Ω and we call it the modular class of (M,∇, h).
Proposition 2.15. The modular class of (M,∇, h) vanishes if and only if there exists a volume
form Ω such that ∇X fΩ = 0 for any f ∈ C
∞(M,R).
By analogy with the case of Poisson manifolds, one can ask if it is possible to find a volume
form Ω such that LX fΩ = 0 for any f ∈ C
∞(M,R). The following proposition gives a negative
answer to this question unless h = 0.
Proposition 2.16. Let (M,∇, h) be an orientable contravariant pseudo-Hessian manifold. Then:
1. For any volume form Ω and any f ∈ C∞(M,R),
LX fΩ =
[
MΩ( f ) + div∇(h)( f )+ ≺ h,Hess( f ) ≻
]
Ω,
where Hess( f )(X, Y) = ∇X(d f )(Y) and ≺ h,Hess( f ) ≻ is the pairing between the bivector
field h and the 2-form Hess( f ).
2. There exists a volume form Ω such that LX fΩ = 0 for any f ∈ C
∞(M,R) if and only if
h = 0.
Proof. 1. Let (x1, . . . , xn) be an affine coordinates system. Then:
[X f , ∂xi] =
n∑
l, j=1
[∂x j( f )h jl∂xl , ∂xi]
= −
n∑
l, j=1
(
h jl∂xi∂x j( f ) + ∂x j( f )∂xi(h jl)
)
∂xl ,
LX fΩ(∂x1 , . . . , ∂xn) = (∇X fΩ)(∂x1 , . . . , ∂xn) −
n∑
i=1
Ω((∂x1 , . . . , [X f , ∂xi], . . . , ∂xn))
= (∇X fΩ)(∂x1 , . . . , ∂xn) +
n∑
i, j=1
(
h ji∂xi∂x j( f ) + ∂x j( f )∂xi(h ji)
)
Ω(∂x1 , . . . , ∂xn)
and the formula follows since div∇(h) =
n∑
i, j=1
∂xi(h ji)∂x j .
2. This is a consequence of the fact thatMΩ and div∇(h) are derivation and
≺ h,Hess( f g) ≻= f ≺ h,Hess(g) ≻ +g ≺ h,Hess( f ) ≻ + ≺ h, d f ⊙ dg ≻ .
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3. The tangent bundle of a contravariant pseudo-Hessian manifold
In this section, we define and study the associated Poisson tensor on the tangent bundle of a
contravariant pseudo-Hessian manifold. One can see [7] for the classical properties of the tangent
bundle of a manifold endowed with a linear connection.
Let (M,∇) be an affine manifold, p : TM −→ M the canonical projection and K : TTM −→
TM the connection map of ∇ locally given by
K

n∑
i=1
bi∂xi +
n∑
j=1
Z j∂µ j
 =
n∑
l=1
Zl +
n∑
i=1
n∑
j=1
biµ jΓ
l
i j
 ∂xl ,
where (x1, . . . , xn) is a system of local coordinates, (x1, . . . , xn, µ1, . . . , µn) the associated system
of coordinates on TM and ∇∂xi ∂x j =
∑n
l=1 Γ
l
i j
∂xl . Then
TTM = kerT p ⊕ kerK.
For X ∈ Γ(TM), we denote by Xh its horizontal lift and by Xv its vertical lift. The flow of Xv
is given by ΦX(t, (x, u)) = (x, u + tX(x)) and Xh(x, u) = h(x,u)(X(x)), where h(x,u) : TxM −→
kerK(x, u) is the inverse of the restriction of dp to kerK(x, u). Since the curvature of ∇ vanishes,
we have
[Xh, Yh] = [X, Y]h, [Xh, Yv] = (∇XY)
v and [Xv, Yv] = 0, (3.1)
for any X, Y ∈ Γ(TM). For any α ∈ Ω1(M), we define αv, αh ∈ Ω1(TM) byα
v(Xv) = α(X) ◦ p,
αv(Xh) = 0,
and
α
h(Xh) = α(X) ◦ p,
αh(Xv) = 0.
The following proposition is well-known [7] and can be proved easily.
Proposition 3.1. The connection ∇ on TM given by
∇XhY
h
= (∇XY)
h, ∇XhY
v
= (∇XY)
v and ∇XvY
h
= ∇XvY
v
= 0, (3.2)
where X, Y ∈ Γ(TM), defines an affine structure on TM. Moreover, the endomorphism vector
field J : TTM −→ TTM given by JXh = Xv and JXv = −Xh satisfies J2 = −IdTTM , is parallel
with respect to ∇ and hence defines a complex structure on TM.
Let h be a symmetric bivector field on M. We associate to h a skew-symmetric bivector field
Π on TM by putting
Π(αv, βv) = Π(αh, βh) = 0 and Π(αh, βv) = −Π(βv, αh) = h(α, β) ◦ p,
for any α, β ∈ Ω1(M). For any α ∈ Ω1(M),
Π#(α
v) = −h#(α)
h and Π#(α
h) = h#(α)
v. (3.3)
To prove one of our main result in this section, we need the following proposition which is a part
of the folklore.
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Proposition 3.2. Let (P,∇) be a manifold endowed with a torsionless connection and π is a
bivector field on P. Then the Nijenhuis-Schouten bracket [π, π] is given by
[π, π](α, β, γ) = 2
(
∇π#(α)π(β, γ) + ∇π#(β)π(γ, α) + ∇π#(γ)π(α, β)
)
.
Theorem 3.3. The following assertions are equivalent:
(i) (M,∇, h) is a contravariant pseudo-Hessian manifold.
(ii) (TM,Π) is a Poisson manifold.
In this case, if L is a leaf of Imh# then TL ⊂ TM is a symplectic leaf ofΠ which is also a complex
submanifold of TM. Moreover, if ωL is the symplectic form of TL induced by Π and gL is the
pseudo-Riemannianmetric given by gL(U,V) = ω(JU,V) then (TL, gL, ωL, J) is a pseudo-Ka¨hler
manifold.
Proof. We will use Proposition 3.2 to prove the equivalence. Indeed, by a direct computation
one can establish easily, for any α, β, γ ∈ Ω1(M), the following relations
∇Π#(αv)Π(β
v, γv) = ∇Π#(αv)Π(β
h, γh) = ∇Π#(αh)Π(β
v, γv) = ∇Π#(αh)Π(β
h, γh) = ∇Π#(αh)Π(β
h, γv) = 0,
∇Π#(αv)Π(β
h, γv) = ∇h#(α)(h)(β, γ) ◦ p,
and the equivalence follows. The second part of the theorem is obvious and the only point which
need to be checked is that gL is nondegenerate.
Remark 3.4. 1. The total space of the dual of a Lie algebroid carries a Poisson tensor (see
[12]). If (M,∇, h) is a contravariant pseudo-Hessian manifold then, according to Theorem
2.4, T ∗M carries a Lie algebroid structure and one can see easily thatΠ is the correspond-
ing Poisson tensor on TM.
2. The equivalence of (i) and (ii) in Theorem 3.3 deserves to be stated explicitly in the case
of Rn endowed with its canonical affine structure ∇. Indeed, let (hi j)1≤i, j≤n be a symmetric
matrix where hi j ∈ C
∞(Rn,R) and h the associated symmetric bivector field on Rn. The
associated bivector field Πh on TR
n
= Cn is
Πh =
n∑
i, j=1
hi j(x)∂xi ∧ ∂y j ,
where (x1 + iy1, . . . , xn + iyn) are the canonical coordinates of C
n. Then, according to
Theorem 2.4, (Rn,∇, h) is a contravariant pseudo-Hessian manifold if and only if (Cn,Πh)
is a Poisson manifold.
We explore now some relations between some invariants of (M,∇, h) and some invariants of
(TM,Π).
Proposition 3.5. Let (M,∇, h) be a contravariant pseudo-Hessian manifold. Then (div∇h)
v
=
div
∇
Π.
Proof. Fix (x, u) ∈ TM and choose a basis (e1, . . . , en) of TxM. Then (e
v
1
, . . . , evn, e
h
1
, . . . , ehn) is
a basis of T(x,u)TM with ((e
∗
1
)v, . . . , (e∗n)
v, (e∗
1
)h, . . . , (e∗n)
h) as a dual basis. For any α ∈ T ∗xM, we
have
≺ αv, div
∇
Π ≻ =
n∑
i=1
(
∇ev
i
(Π)((e∗i )
v, αv) + ∇eh
i
(Π)((e∗i )
h, αv)
)
(3.2)
= ≺ α, div∇(h) ≻ ◦p =≺ α
v, (div∇(h))
v ≻ .
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In the same way we get that ≺ αh, div
∇
Π ≻= 0 and the result follows.
Let (M,∇, h) be a contravariant pseudo-Hessian manifold. For any multivector field Q on M
we define its vertical lift Qv on TM by
iαhQ
v
= 0 and Qv(αv1, . . . , α
v
q) = Q(α1, . . . , αq) ◦ p.
Recall that h defines a Lie algebroid structure on T ∗M whose anchor is h# and the Lie bracket is
given by (2.3). The Poisson tensor Π defines a Lie algebroid structure on T ∗TM whose anchor
is Π# and the Lie bracket is the Koszul bracket
[φ1, φ2]Π = LΠ#(φ1)φ2 − LΠ#(φ2)φ1 − dΠ(φ1, φ2), φ1, φ2 ∈ Ω
1(TM).
We denote by dh (resp. dΠ) the differential associated to the Lie algebroid structure on T
∗M
(resp. T ∗TM) defined by h (resp. Π).
Proposition 3.6. (i) For any α, β ∈ Ω1(M) and X ∈ Γ(TM),LXhα
h
= (LXα)
h, LXhα
v
= (∇Xα)
v, LXvα
h
= 0 and LXvα
v
= (LXα)
h − (∇Xα)
h,
[αh, βh]Π = 0, [α
v, βv]Π = −[α, β]
v
h
and [αh, βv]Π = (Dβα)
h,
whereD is the connection given by (2.4).
(ii) (dhQ)
v
= −dΠ(Q
v).
Proof. The relations in (i) can be established by a straightforward computation. From these
relations and the fact that Π#(α
h) = (h#(α))
v one can deduce easily that iαhdΠ(Q
v) = 0. On the
other hand, since Π#(α
v) = −(h#(α))
h and [αv, βv]Π = −[α, β]
v we can conclude.
Remark 3.7. From Propositions 2.14 and Proposition 3.6, we can deduce that dΠ(div∇Π) = 0.
This is not a surprising result because ∇ is flat and div
∇
Π is a representative of the modular class
of Π.
As a consequence of Proposition 3.6 we can define a linear map from the cohomology of
(T ∗M, h#, [ , ]h) to the cohomology of (T
∗TM,Π#, [ , ]Π) by
V : H∗(M, h) −→ H∗(TM,Π), [Q] 7→ [Qv].
Proposition 3.8. V is injective.
Proof. An element P ∈ Γ(∧dTTM) is of type (r, d − r) if for any q , r
P(αv1, . . . , α
v
q, β
h
1, . . . , β
h
d−q) = 0,
for any α1, . . . , αq, β1, . . . , βd−q ∈ Ω
1(M). We haveΓ(∧
dTTM) =
⊕d
r=0
Γ(r,d−r)(∧
dTTM),
dΠ(Γ(r,d−r)(∧
dTTM)) ⊂ Γ(r+1,d−r)(∧
d+1TTM) ⊕ Γ(r,d+1−r)(∧
d+1TTM).
Let Q ∈ Γ(∧dTM) such that dhQ = 0 and there exists P ∈ Γ(∧
d−1TTM) such that dΠP =
Qv. Since Qv ∈ Γ(d,0)(∧
dTTM) then P ∈ Γ(d−1,0)(∧
d−1TTM). Let us show that P = T v. For
α1, . . . , αd−1, β ∈ Ω
1(M), we have
0 = dΠP(β
h, αv1, . . . , α
v
d−1) = (h#(β))
v.P(αv1, . . . , α
v
d−1).
So the function P(αv
1
, . . . , αv
d−1
) is constant on the fibers of TM and hence there exists T ∈
Γ(∧d−1TM) such that P(αv
1
, . . . , αv
d−1
) = T (α1, . . . , αd−1) ◦ p. So [Q] = 0 which completes the
proof.
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4. Linear, affine and multiplicative contravariant pseudo-Hessian structures
4.1. Linear and affine contravariant pseudo-Hessian structures
As in the Poisson geometry context, we have the notions of linear and affine contravariant
pseudo-Hessian structures. One can see [11] for the notion of cocycle in associative algebras.
Let (V,∇) be a finite dimensional real vector space endowed with its canonical affine struc-
ture. A symmetric bivector field h on V is called affine if there exists a commutative product •
on V∗ and a symmetric bilinear form B on V∗ such that, for any α, β ∈ V∗ ⊂ Ω1(V) and u ∈ V ,
h(α, β)(u) =≺ α • β, u ≻ +B(α, β).
One can see easily that if α, β ∈ Ω1(V) = C∞(V,V∗) then
h(α, β)(u) =≺ α(u) • β(u), u ≻ +B(α(u), β(u)).
If B = 0, h is called linear.
If (x1, . . . , xn) is a linear coordinates system on V
∗ associated to a basis (e1, . . . , en) then
h(dxi, dx j) = bi j +
n∑
k=1
Cki jxk,
where ei • e j =
∑n
k=1C
k
i j
ek and bi j = B(ei, e j).
Proposition 4.1. (V,∇, h) is a contravariant pseudo-Hessian manifold if and only if • is asso-
ciative and B is a scalar 2-cocycle of (V∗, •), i.e.,
B(α • β, γ) = B(α, β • γ)
for any α, β, γ ∈ V∗.
Proof. For any α ∈ V∗ and u ∈ V , h#(α)(u) = L
∗
αu+ iαB where Lα(β) = α • β and iαB ∈ V
∗∗
= V .
We denote by φh#(α) the flow of the vector field h#(α). Then, for any α, β, γ ∈ V
∗,
∇h#(α)(h)(β, γ)(u) =
d
dt |t=0
(
≺ β • γ, φh#(α)(t, u) ≻ +B(β, γ)
)
= ≺ β • γ,L∗αu + iαB ≻
= ≺ α • (β • γ), u ≻ +B(α, β • γ)
and the result follows.
Conversely, we have the following result.
Proposition 4.2. Let (A, •, B) be a commutative and associative algebra endowed with a sym-
metric scalar 2-cocycle. Then:
1. A∗ carries a structure of a contravariant pseudo-Hessian structure (∇, h) where ∇ is the
canonical affine structure ofA∗ and h is given by
h(u, v)(α) =≺ α, u(α) • v(α) ≻ +B(u(α), v(α)), α ∈ A∗, u, v ∈ Ω1(A∗).
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2. When B = 0, the leaves of the affine foliation associated to Imh# are the orbits of the action
Φ of (A,+) onA∗ given by Φ(u, α) = exp(L∗u)(α)
3. The associated Poisson tensor Π on TA∗ = A∗ × A∗ is the affine Poisson tensor dual
associated to the Lie algebra (A ×A, [ , ]) endowed with the 2-cocycle B0 where
[(a, b), (c, d)] = (a • d − b • c, 0) and B0((a, b), (c, d)) = B(a, d) − B(c, b).
Proof. It is only the third point which need to be checked. One can see easily that [ , ] is a Lie
bracket on A × A and B0 is a scalar 2-cocycle for this Lie bracket. For any a ∈ A ⊂ Ω
1(A∗),
av = (0, a) ∈ A ×A ⊂ Ω1(A∗ ×A∗) and ah = (a, 0). So
Π(ah, bv)(α, β) = h(a, b)(α) =≺ α, a • b ≻ +B(a, b).
On the the other hand, if Π∗ is the Poisson tensor dual, then
Π
∗(ah, bv)(α, β) = Π∗((a, 0), (0, b))(α, β)
= ≺ (α, β), [(a, 0), (0, b)] ≻ +B0((a, 0), (0, b))
= ≺ α, a • b ≻ +B(a, b)
= Π(ah, bv)(α, β).
In the same way one can check the others equalities.
This proposition can be used as a machinery to build examples of pseudo-Hessian manifolds.
Indeed, by virtue of Proposition 2.5, any orbit L of the action Φ has an affine structure ∇L and a
pseudo-Riemannian metric gL such that (L,∇L, gL) is a pseudo-Hessian manifold.
Example 4.3. We take A = R4 with its canonical basis (ei)
4
i=1
and (e∗
i
)4
i=1
is the dual basis. We
endowA with the commutative associative product given by
e1 • e1 = e2, e1 • e2 = e3, e1 • e3 = e2 • e2 = e4,
the others products are zero and we endow A∗ with the linear contravariant pseudo-Hessian
structure associated to •. We denote by (a, b, c, d) the linear coordinates onA and (x, y, z, t) the
dual coordinates onA∗. We have
Φ(ae1+be2+ce3+de
∗
4, xe
∗
1+ye
∗
2+ze
∗
3+te
∗
4) = (x+ay+(
1
2
a2+b)z+(
1
6
a3+ab+c)t, y+az+(
1
2
a2+b)t, z+at, t)
and
Xe1 = y∂x + z∂y + t∂z, Xe2 = z∂x + t∂y, Xe3 = t∂x and Xe4 = 0.
Let us describe the pseudo-Hessian structure of the hyperplane Mc = {t = c, c , 0} endowed with
the coordinates (x, y, z). We denote by gc the pseudo-Riemannian of Mc. We have, for instance,
gc(Xe1 , Xe1)(x, y, z, c) = h(e1, e1)(x, y, z, c) =≺ e1 • e1, (x, y, z, c) ≻= y.
So, one can see that the matrix of gc in (Xe1 , Xe2 , Xe3) is the passage matrix P from (Xe1 , Xe2 , Xe3)
to (∂x, ∂y, ∂z) and hence
gc =
1
c
(
2dxdz + dy2 −
2z
c
dydz +
(z2 − yc)
c2
dz2
)
.
The signature of this metric is (+,+,−) if c > 0 and (+,−,−) if c < 0. One can check easily that
gc is the restriction of ∇dφ to Mc, where
φ(x, y, z, t) =
z4
12t3
+
y2
2t
−
z2y
2t
+
xz
t
.
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4.2. Multiplicative contravariant pseudo-Hessian structures
A contravariant pseudo-Hessian structure (∇, h) on a Lie group G is called multiplicative if
the multiplication m : (G ×G,∇ ⊕ ∇, h ⊕ h) −→ (G,∇, h) is affine and sends h ⊕ h to h.
Lemma 4.4. Let G be a connected Lie group and ∇ a connection on G such that the multipli-
cation m : (G × G,∇ ⊕ ∇) −→ (G,∇) preserves the connections. Then G is abelian and ∇ is
bi-invariant.
Proof. We will denote by χr(G) (resp. χl(G)) the space of left invariant vector fields (resp. the
right invariant vector fields) on G. It is clear that for any X ∈ χr(G) and Y ∈ χl(G), the vector
field (X, Y) on G ×G is m-related to the vector field X + Y onG:
Tm(Xa, Yb) = Xa.b + a.Yb = Xab + Yab = (X + Y)ab
It follows that for any X1, X2 ∈ χ
r(G) and Y1, Y2 ∈ χ
l(G), the vector field (∇ ⊕ ∇)(X1,Y1)(X2, Y2) is
m-related to ∇X1+Y1(X2 + Y2), hence:
Tm((∇X1X2)a, (∇Y1Y2)b) = (∇(X1+Y1)(X2 + Y2))ab
So we get
(∇X1X2)a.b + a.(∇Y1Y2)b = (∇X1X2 + ∇X1Y2 + ∇Y1X2 + ∇Y1Y2)ab (4.1)
If we take Y1 = 0 = Y2 we obtain that ∇ is right invariant. In the same way we get that ∇
is left invariant. Now, if we return back to the equation 4.1 we obtain that for any X ∈ χr(G)
and Y ∈ χl(G) we have ∇X = 0 = ∇Y. This implies that any left invariant vector field is also
right invariant ; indeed, if Y =
∑n
i=1 fiXi with Y ∈ χ
l(G) and Xi ∈ χ
r(G) then X j fi = 0 for all
i, j = 1, ·, n. Hence the adjoint representation is trivial and henceG must be abelian.
At the end of the paper, we give another proof of this Lemma based on parallel transport.
Corollary 4.5. Let (∇, h) be multiplicative contravariant pseudo-Hessian structure on a simply
connected Lie group G. Then G is a vector space, ∇ its canonical affine connection and h is
linear.
Example 4.6. Based on the classification of complex associative commutative algebras given
in [14], we can give a list of examples of affine contravariant pseudo-Hessian structures up to
dimension 4.
1. On R2:
h1 =
(
x2 0
0 0
)
, h2 =
(
x1 x2
x2 0
)
and h3 =
(
x2 1
1 0
)
.
2. On R3 :
h1 =

a 0 x2
0 0 0
x2 0 b
 , h2 =

x2 x3 a
x3 a 0
a 0 0
 , h3 =

a 0 x1
0 0 x2
x1 x2 x3
 ,
h4 =

x2 0 x2
0 0 x2 + a
x2 x2 + a x3
 and h5 =

x2 0 x1
0 0 x2
x1 x2 x3
 .
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3. On R4 :
h1 =

x3 a x4 + b 0
a −x4 + c 0 0
x4 + b 0 0 0
0 0 0 0
 , h2 =

x2 x3 x4 a
x3 x4 a 0
x4 a 0 0
a 0 0 0
 , h3 =

x1 x2 x3 x4
x2 0 0 0
x3 0 0 0
x4 0 0 0
 ,
h4 =

x1 x2 x3 x4
x2 x4 0 0
x3 0 0 0
x4 0 0 0
 and h5 =

x1 x2 x3 x4
x2 x3 x4 0
x3 x4 0 0
x4 0 0 0
 .
5. Quadratic contravariant pseudo-Hessian structures
Let V be a vector space of dimension n. Denote by ∇ its canonical affine connection. A
symmetric bivector field h on V is quadratic if there exists a basis B of V such that, for any
i, j = 1, . . . , n,
h(dxi, dx j) =
n∑
l,k=1
a
i, j
l,kxlxk,
where the a
i, j
k,l
are real constants and (x1, . . . , xn) are the linear coordinates associated to B.
For any linear endomorphism A on V we denote by A˜ the associated linear vector field on V .
The key point is that if h is a quadratic contravariant pseudo-Hessian bivector field on V then
its divergence is a linear vector field, i.e., div∇(h) = L˜h where L
h is a linear endomorphism of
V . Moreover, if F = (A, u) is an affine transformation of V then div∇(F∗h) = A˜−1LhA. So the
Jordan form of Lh is an invariant of the quadratic contravariant pseudo-Hessian structure. By
using Maple we can classify quadratic contravariant pseudo-Hessian structures on R2. The same
approach has been used by [9] to classify quadratic Poisson structures on R4. Note that if h is a
quadratic contravariant pseudo-Hessian tensor on Rn then its associated Poisson tensor on Cn is
also quadratic.
Theorem 5.1. 1. Up to an affine isomorphism, there is two quadratic contravariant pseudo-
Hessian structures on R2 which are divergence free
h1 =
(
0 0
0 ux2
)
and h2 =
 r2x2c − 2rxy + cy2 r3x2c2 − 2r
2xy
c
+ ry2
r3x2
c2
−
2r2xy
c
+ ry2 −
2r3xy
c2
+
r4x2
c3
+
r2y2
c
 .
2. Up to an affine isomorphism, there is two quadratic contravariant pseudo-Hessian struc-
tures on R2 with the divergence equivalent to the Jordan form
(
a 1
0 a
)
,
h1 =
(
cy2 + xy 0
0 0
)
and h2 =
 12 xy + cy2 y
2
4
y2
4
0
 .
3. Up to an affine isomorphism, there is five quadratic contravariant pseudo-Hessian struc-
tures on R2 with diagonalizable divergence
h1 =
(
ax2 0
0 by2
)
, h2 =
(
ax2 + by2 0
0 0
)
, h3 =
(
ax2 axy
axy ay2
)
,
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h4 =
 2r2x2c − 2rxy + cy2 ry2
ry2
2r2y2
c
 and h5 =
 ( 2p
2
u
+
q
2
)x2 +
pqxy
u
+
q2y2
4u
px2 + qxy −
pqy2
2u
px2 + qxy −
pqy2
2u
(
2p2
u
+
q
2
)y2 + ux2 − 2pxy
 .
4. Up to an affine isomorphism, there is a unique quadratic pseudo-Hessian structure on R2
with the divergence having non real eigenvalues
h =
(
−2pxy − ux2 + uy2 px2 − py2 − 2uxy
px2 − py2 − 2uxy 2pxy + ux2 − uy2
)
.
Example 5.2. The study of quadratic contravariant pseudo-Hessian structures on R3 is more
complicated and we give here a class of quadratic pseudo-Hessian structures on R3 of the form
A˜ ⊙ I˜3 where A˜ is linear.
1. A is diagonal:
h1 =

x2 xy xz
xy y2 yz
xz yz z2
 and h2 =

x2 xy 0
xy y2 0
0 0 −z2
 .
2. A =

a 1 0
0 a 0
0 0 b
:
h3 =

2x(y − px) (y − px)y + pyx pxz + (y − px)z
(y − px)y + pyx 2py2 2pyz
pxz + (y − px)z 2pyz 2pz2
 ,
h4 =

2x(y + px) (y + px)y − pyx pxz + (y + px)z
(y + px)y + pyx −2py2 0
pxz + (y + px)z 0 2pz2
 .
6. Right-invariant contravariant pseudo-Hessian structures on Lie groups
Let (g, •) be a left symmetric algebra, i.e., for any u, , v,w ∈ g,
ass(u, v,w) = ass(v, u,w) and ass(u, v,w) = (u • v) • w − u • (v • w).
This implies that [u, v] = u • v − v • u is a Lie bracket on g and L : g → End(g), u 7→ Lu is a
representation of the Lie algebra (g, [ , ]). We denote by Lu the left multiplication by u.
We consider a connected Lie group G whose Lie algebra is (g, [ , ]) and we define on G a
right invariant connection by
∇u−v
−
= −(u • v)−, (6.1)
where u− is the right vector field associated to u ∈ g. This connection is torsionless and without
curvature and hence (G,∇) is an affine manifold. Let r ∈ g ⊗ g which is symmetric and let r− be
the associated right invariant symmetric bivector field.
Proposition 6.1. (G,∇, r−) is a contravariant pseudo-Hessian manifold if and only if, for any
α, β, γ ∈ g∗,
[[r, r]](α, β, γ) :=≺ γ, r#([α, β]r) − [r#(α), r#(β)] ≻= 0, (6.2)
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where
[α, β]r = L
∗
r#(α)
β − L∗r#(β)α and ≺ L
∗
uα, v ≻= − ≺ α, u • v ≻ .
In this case, the product on g given by α.β = L∗
r#(α)
β is left symmetric, [ , ]r is a Lie bracket and
r# is a morphism of Lie algebras.
Proof. Note first that for any α ∈ g∗, r−
#
(α−) = (r#(α))
− and ∇u−α
−
= −
(
L∗uα
)−
and hence, for
any α, β, γ ∈ g∗,
∇r−
#
(α−)(r
−)(β−, γ−) = r(L∗r#(α)β, γ) + r(β,L
∗
r#(α)
γ).
So, (G,∇, r−) is a contravariant pseudo-Hessian manifold if and only if, for any α, β, γ ∈ g∗,
0 = r(L∗r#(α)β, γ) + r(β,L
∗
r#(α)
γ) − r(L∗r#(β)α, γ) − r(α,L
∗
r#(β)
γ)
= ≺ γ, r#([α, β]r) − r#(α) • r#(β) + r#(β) • r#(α) ≻
= ≺ γ, r#([α, β]r) − [r#(α), r#(β)] ≻
and the first part of the proposition follows. Suppose now that r#([α, β]r) = [r#(α), r#(β)] for any
α, β ∈ g∗. Then, for any α, β, γ ∈ g∗,
ass(α, β, γ) − ass(β, α, γ) = L∗r#([α,β]r )γ − L
∗
r#(α)
L∗r#(β)γ + L
∗
r#(β)
L∗r#(α)γ = 0.
This completes the proof.
Definition 6.2. 1. Let (g, •) be a left symmetric algebra. A symmetric bivector r ∈ g ⊗ g
satisfying [[r, r]] = 0 is called a S -matrix.
2. A left symmetric algebra (g, •, r) endowedwith a S -matrix is called a contravariant pseudo-
Hessian algebra.
Let (g, •, r) be a contravariant pseudo-Hessian algebra, [u, v] = u•v−v•u andG a connected
Lie group with (g, [ , ]) as a Lie algebra. We have shown that G carries a right invariant con-
travariant pseudo-Hessian structure (∇, r−). On the other hand, in Section 3, we have associated
to (∇, r−) a flat connection ∇, a complex structure J and a Poisson tensor Π on TG. Now we
will show that TG carries a structure of Lie group and the triple (∇, J,Π) is right invariant. This
structure of Lie group on TG is different from the usual one defined by the adjoint action of G
on g.
Let us start with a general algebraic construction which is interesting on its own. Let (g, •)
be a left symmetric algebra, put Φ(g) = g × g and define a product ⋆ and a bracket on Φ(g) by
(a, b)⋆ (c, d) = (a • c, a • d) and [(a, b), (c, d)] = ([a, c], a • d − c • b),
for any (a, b), (c, d) ∈ Φ(g). It is easy to check that ⋆ is left symmetric, [ , ] is the commutator of
⋆ and hence is a Lie bracket. We define also J0 : Φ(g) −→ Φ(g) by J0(a, b) = (b,−a). It is also a
straightforward computation to check that
NJ0 ((a, b), (c, d)) = [J0(a, b), J0(c, d)]− J0[(a, b), J0(c, d)]− J0[J0(a, b), (c, d)]−[(a, b), (c, d)] = 0.
For r ∈ ⊗2g symmetric, we define R ∈ ⊗2Φ(g) by
R((α1, β1), (α2, β2)) = r(α1, β2) − r(α2, β1), (6.3)
for any α1, α2, β1, β2 ∈ g
∗. We have obviously that R#(α1, β1) = (−r#(β1), r#(α1)).
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Proposition 6.3. [[r, r]] = 0 if and only if [R,R] = 0, where [R,R] is the Schouten bracket
associated to the Lie algebra structure of Φ(g) and given by
[R,R](α, β, γ) =
∮
α,β,γ
≺ γ, [R#(α),R#(β)] ≻, α, β, γ ∈ Φ
∗(g).
Proof. For any α = (α1, α2), β = (β1, β2), γ = (γ1, γ2) ∈ Φ(g)
∗,
≺ γ, [R#(α),R#(β)] = ≺ (γ1, γ2), [(−r#(α2), r#(α1)), (−r#(β2), r#(β1))] ≻
= ≺ γ1, [r#(α2), r#(β2)] ≻ − ≺ γ2, r#(α2) • r#(β1) ≻ + ≺ γ2, r#(β2) • r#(α1) ≻
= ≺ γ1, [r#(α2), r#(β2)] ≻ + ≺ β1, r#(L
∗
r#(α2)
γ2) ≻ − ≺ α1, r#(L
∗
r#(β2)
γ2) ≻,
≺ β, [R#(γ),R#(α)] ≻ = ≺ β1, [r#(γ2), r#(α2)] ≻ + ≺ α1, r#(L
∗
r#(γ2)
β2) ≻ − ≺ γ1, r#(L
∗
r#(α2)
β2) ≻
≺ α, [R#(β),R#(γ)] ≻ = ≺ α1, [r#(β2), r#(γ2)] ≻ + ≺ γ1, r#(L
∗
r#(β2)
α2) ≻ − ≺ β1, r#(L
∗
r#(γ2)
α2) ≻ .
So
[R,R](α, β, γ) = −[[r, r]](β2, γ2, α1) − [[r, r]](γ2, α2, β1) − [[r, r]](α2, β2, γ1)
and the result follows.
LetG be a Lie group whose Lie algebra is (g, [ , ]) and let ρ : G −→ GL(g) be the homomor-
phism of groups such that deρ = L where L : g −→ End(g) is the representation associated to •.
Then the product
(g, u).(h, v) = (gh, u + ρ(g)(v)), g, h ∈ G, u, v ∈ g
induces a Lie group structure on G × g whose Lie algebra is (Φ(g), [ , ]). The complex endo-
morphism J0 and the left symmetric product ⋆ induce a right invariant complex tensor J
−
0
and a
a right invariant connection ∇˜ given by
J−0 (a, b)
−
= (b,−a)− and ∇˜(a,b)− (c, d)
−
= −((a, b)⋆ (c, d))−.
Let r ∈ ⊗2g symmetric such that [[r, r]] = 0, r− the associated right invariant symmetric
bivector field and ∇ the affine connection given by (6.1). Then (G,∇, r−) is a contravariant
pseudo-Hessian manifold and let ∇, J andΠ be the associated structure on TG defined in Section
3.
Theorem 6.4. If we identify TG with G × g by ug −→ (g, TgRg−1ug) we denote also by Π, ∇ and
J the images of Π, ∇ and J under this identification then Π = R−, ∇ = ∇˜ and J = J−
0
.
To prove this theorem, we need some preparation.
Proposition 6.5. Let (G,∇) be a Lie group endowed with a right invariant connection and γ :
[0, 1] −→ G a curve. Let V : [0, 1] −→ TG be a vector field along γ. We define µ : [0, 1] −→ g
and W : [0, 1] −→ g by
µ(t) = Tγ(t)Rγ(t)−1 (γ
′(t)) and W(t) = Tγ(t)Rγ(t)−1 (V(t)).
Then V is parallel along γ with respect ∇ if and only if
W′(t) − µ(t) •W(t) = 0,
where u • v = −(∇u−v
−)(e).
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Proof. We consider (u1, . . . , un) a basis of g and (X1, . . . , Xn) the corresponding right invariant
vector fields. Then 
µ(t) =
n∑
i=1
µi(t)ui, W(t) =
n∑
i=1
Wi(t)ui,
γ′(t) =
n∑
i=1
µi(t)Xi, V(t) =
n∑
i=1
Wi(t)Xi.
Then
∇tV(t) =
n∑
i=1
W′i (t)Xi +
n∑
i=1
Wi(t)∇γ′(t)Xi
=
n∑
i=1
W′i (t)Xi +
n∑
i, j=1
Wi(t)µ j(t)∇X jXi
=
n∑
i=1
W′i (t)Xi −
n∑
i, j=1
Wi(t)µ j(t)(u j • ui)
−
=
(
W′(t) − µ(t) •W(t)
)−
and the result follows having in mind that u− is the right invariant vector field associated to
u ∈ g.
Let (G,∇) be a Lie group endowed with a right invariant connection. Then ∇ induces a
splitting of TTG = ker dp⊕H . For any tangent vector X ∈ TgG, we denote by X
v, Xh ∈ T(g,u)TG
the vertical and the horizontal lift of X.
Proposition 6.6. If we identify TG to G × g by Xg 7→ (g, TgRg−1 (Xg)) then for any X ∈ TgG,
Xv(g, u) = (0, TgRg−1 (X)) and X
h(g, u) = (X, TgRg−1(X) • u).
Proof. The first relation is obvious. Recall that the horizontal lift of X at ug ∈ TG is given by:
Xh(ug) =
d
dt |t=0
V(t)
where V : [0, 1] −→ TG is the parallel vector field along γ : [0, 1] −→ G a curve such that
γ(0) = g and γ′(0) = X. If we denote byΘR : TG −→ G×g the identification ug 7→ (g, TgRg−1 (ug))
then, by virtue of Proposition 6.5,
TugΘR(X
h) =
d
dt |t=0
(γ(t),W(t)) = (X, TgRg−1 (X) • u).
We consider now a left symmetric algebra (g, •), G a connected Lie group associated to
(g, [ , ]), ∇ the right invariant affine connection associated to •. We have seen that G × g has a
structure of Lie group. We identify TG to G × g and, for any vector field X on G, we denote by
Xv and Xh the vector fields on G × g obtained by the identification from the horizontal and the
vertical lift of X. For a, b ∈ g, α, β ∈ g∗, a− (resp. α−) is the right invariant vector field (resp.
1-form) onG associated to a (resp. α), (a, b)− (resp. (α, β)−) the right invariant vector field (resp.
1-form) on G × g associated to (a, b) (resp. (α, β)).
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Proposition 6.7. For any (a, b) ∈ g × g and (α, β) ∈ g∗ × g∗,
(a, b)− = (a−)h + (b−)v and (α, β)− = (α−)h + (β−)v.
Proof. We have
(a, b)−(g, u) = T(e,0)R(g,u)(a, b)
=
d
dt |t=0
(exp(ta), tb)(g, u)
=
d
dt |t=0
(exp(ta)g, tb + ρ(exp(ta))(u))
= (a−(g), b + a • u)
= (a−(g), TgRg−1(a
−(g)) • u) + (0, TgRg−1(b
−(g))
= (a−)h(g, u) + (b−)v(g, u). (Proposition 6.5)
The second relation can be deduced easily from the first one.
Proof of Theorem 6.4 .
Proof. Let Π be the Poisson tensor on G × g associated to r−. Then, by using the precedent
proposition,
Π((α1, β1)
−, (α2, β2)
−) = Π((α−1 )
h
+ (β−1 )
v, (α−2 )
h
+ (β−2 )
v)
= r−(α−1 , β
−
2 ) − r
−(α−2 , β
−
1 )
= r(α1, β2) − r(α2, β1)
= R−((α1, β1)
−, (α2, β2)
−).
In the same way,
J−0 (a, b)
−
= (b,−a)− = (b−)h − (a−)v,
J(a, b)− = (b−)h − (a−)v,
∇(a,b)− (c, d)
−
= (∇a−c
−)h + (∇a−d
−)v = −((a • c)−)h − ((a • d)−)v = −((a, b).(c, d))− = ∇˜(a,b)− (c, d)
−.
Let (g, •) be a left symmetric algebra, (M,∇) and affine manifold and ρ : g −→ Γ(TM) a
linear map such that ρ(u • v) = ∇ρ(u)ρ(v). Then ρ defines an action on M of the Lie algebra
(g, [ , ]). We consider ρl : Φ(g) −→ Γ(TTM), (u, v) −→ ρ(u)h + ρv(v). It is easy to check that
ρl([a, b]) = [ρl(a), ρl(b)].
Let r ∈ ⊗2g satisfying [[r, r]] = 0 and R ∈ ⊗2Φ(g) given by (6.3).
Theorem 6.8. The bivector field on TM associated to ρ(r) is ρl(R) which is a Poisson tensor and
(M,∇, ρ(r)) is a contravariant pseudo-Hessian manifold.
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Proof. Let (e1, . . . , en) a basis of g and Ei = (ei, 0) and Fi = (0, ei). Then (E1, . . . , En, F1, . . . , Fn)
is a basis of Φ(g). Then
r =
∑
i, j
ri, jei ⊗ e j and R =
∑
i, j
ri, j
(
Ei ⊗ F j − Fi ⊗ E j
)
.
So
ρ(r) =
n∑
i, j=1
ri, jρ(ei) ⊗ ρ(e j) and ρ
l(R) =
n∑
i, j=1
ri, j
(
ρ(ei)
h ⊗ ρ(e j)
v − ρ(ei)
v ⊗ ρ(e j)
h
)
.
Then for any α, β ∈ Ω1(M)
ρl(R)(αv, βv) = ρl(R)(αh, βh) = 0 and ρl(R)(αh, βv) = ρ(r)(α, β) ◦ p.
According to Proposition 6.3, R is a solution of the classical Yang-Baxer equation and hence
ρl(R) is a Poisson tensor. By using Theorem 3.3, we get that (M,∇, ρ(r)) is a contravariant
pseudo-Hessian manifold.
Example 6.9. 1. Let g = gl(n,R) be the Lie algebra of n-squarematrices. It is has a structure
of left symmetric algebra given by A • B = BA. Let ρ : g −→ Γ(TRn) given by ρ(A) = A.
Then ρ(A • B) = ∇AB, where ∇ is the canonical connection of R. According to Theorem
6.8, any S -matrix on g gives rise to a quadratic contravariant pseudo-Hessian structure
on Rn.
2. More generally, let (M,∇) be an affine manifold and g the finite dimensional Lie algebra
of affine vector fields. Recall that X ∈ g if for any Y, Z ∈ Γ(TM),
[X,∇YZ] = ∇[X,Y]Z + ∇Y [X, Z].
Since the curvature and the torsion of ∇ vanish this is equivalent to
∇∇YZX = ∇Y∇ZX.
From this relation, one can see easily that, for any X, Y ∈ g, X • Y := ∇XY ∈ g and (g, •)
is an associative finite dimensional Lie algebra which acts on M by ρ(X) = X. Moreover,
ρ(X•Y) = ∇XY. According to Theorem 6.8, any S -matrix on g gives rise to a contravariant
pseudo-Hessian structure on M.
Classification of two-dimensional contravariant pseudo-Hessian algebras
Using the classification of two-dimensional non-abelian left symmetric algebras given in [5]
and the classification of abelian left symmetric algebras given in [14], we give a classification
(over the field R ) of 2-dimensional contravariant pseudo-Hessian algebras. We proceed as fol-
lows:
1. For any left symmetric 2-dimensional algebra g, we determine its automorphism group
Aut(g) and the space of S -matrices on g, we denote byA(g).
2. We give the quotientA(g)/ ∼ where ∼ is the equivalence relation:
r1 ∼ r2 ⇐⇒ ∃ A ∈ Aut(g) or ∃ λ ∈ R such that r2♯ = A ◦ r
1
♯ ◦ A
t or r2 = λr1.
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(g, .) Aut(g) A(g)/∼
b1,α,−1,1
e2.e1 = e1, e2.e2 = αe2
(
a 0
0 1
)
, a , 0 r1♯ =
(
1 0
0 0
)
; r2♯ =
(
0 0
0 1
)
; r3
♯
= 0
b1,α=−1
e2.e1 = e1, e2.e2 = −e2
(
a 0
0 1
)
, a , 0 r1
♯
=
(
b 1
1 0
)
; r2
♯
=
(
1 0
0 0
)
;
r3
♯
=
(
0 0
0 1
)
; r4
♯
= 0
b1,α=1
e2.e1 = e1, e2.e2 = e2
(
a 0
0 b
)
, ab , 0 r1
♯
=
(
1 c
c c2
)
; r2
♯
=
(
0 0
0 1
)
; r3
♯
= 0
b2,β,0,1,2
e1.e2 = βe1, e2.e1 = (β −
1)e1, e2.e2 = βe2
(
a b
0 1
)
, a , 0 r1
♯
=
(
1 0
0 0
)
; r2
♯
=
(
0 0
0 1
)
; r3
♯
= 0
b2,β=1
e1.e2 = e1, e2.e2 = e2
(
a b
0 1
)
, a , 0 r1
♯
=
(
1 c
c c2
)
; r2
♯
=
(
0 0
0 1
)
; r3
♯
= 0
b2,β=2
e1.e2 = 2e1,
e2.e1 = e1, e2.e2 = 2e2
(
a b
0 1
)
, a , 0 r1
♯
=
(
1 0
0 c
)
; r2
♯
=
(
0 0
0 1
)
; r3
♯
= 0
b3
e2.e1 = e1, e2.e2 = e1 + e2
(
1 b
0 1
)
r1
♯
=
(
1/2 1
1 1
)
; r2
♯
=
(
1 0
0 0
)
; r3
♯
= 0
b4
e1.e1 = 2e1, e1.e2 = e2,
e2.e2 = e1
(
1 0
0 −1
)
;
(
1 0
0 1
)
r1
♯
=
(
1 0
0 2
)
; r2
♯
=
(
1 0
0 0
)
; r3
♯
= 0
b5
e1.e2 = e1, e2.e2 = e1 + e2
(
1 b
0 1
)
r1
♯
=
(
1 0
0 0
)
; r2
♯
= 0
As1
2
e1.e1 = e2
(
a 0
b a2
)
, a , 0 r1
♯
=
(
0 1
1 0
)
; r2
♯
=
(
0 0
0 1
)
; r3
♯
= 0
As4
2
e1.e1 = e1, e1.e2 = e2,
e2.e2 = e2
(
1 0
0 a
)
, a , 0 r1
♯
=
(
0 1
1 c
)
; r2
♯
=
(
0 0
0 1
)
;
r3
♯
=
(
1 0
0 0
)
; r4
♯
=0
We end this paper by giving another proof to Lemma 4.4.
Proof. For any γ : [0, 1] −→ G ×G, t 7→ (γ1(t), γ2(t)) with γ(0) = (a, b) and γ(1) = (c, d),
τm(γ)(T(a,b)m(u, v)) = T(c,d)m(τγ(u, v)),
where τγ : T(a,b)(G × G) −→ T(c,d)(G × G) and τmγ : TabG −→ TcdG are the parallel transports.
But
T(a,b)m(u, v) = TaRb(u) + TbLa(v) and τγ(u, v) = (τγ1(u), τγ2(v)).
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So we get
τγ1γ2(TaRb(u)) + τγ1γ2 (TbLa(v)) = TcRd(τγ1(u)) + TdLc(τγ2(v)).
If we take v = 0 and γ2(t) = b = d. We get
τγ1b(TaRb(u)) = TcRb(τγ1 (u))
and hence ∇ is right invariant. In the same way we get that ∇ is left invariant. And finally
τγ1γ2(TaRb(u)) = TcRd(τγ1(u)) and τγ1γ2 (TbLa(v)) = TdLc(τγ2(v)).
If we take γ2 = γ
−1
1
we get that
τγ1(u) = TaRa−1c(u) = TaLca−1(u).
This implies that the adjoint representation is trivial and henceG must be abelian.
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