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Abstract
This paper addresses the problem of state feedback control of continuous-time switched linear systems with
arbitrary switching rules. A quadratic Lyapunov function with a common matrix is used to derive a stabilizing
switching control strategy that guarantees: (i) the assignment of all the eigenvalues of each linear subsystem inside
a chosen circle in the left-hand half of the complex plane; (ii) a minimum disturbance attenuation level for the
closed-loop switched system. The proposed design conditions are given in terms of linear matrix inequalities that
encompass previous results based on quadratic stability conditions with ﬁxed control gains. Although the quadratic
stability based on a ﬁxed Lyapunov matrix has been widely used in robust control design, the use of this condition to
provide a convex design method for switching feedback gains has not been fully investigated. Numerical examples
show that the switching control strategy can cope with more stringent design speciﬁcations than the ﬁxed gain
strategy, being useful to improve the performance of this class of systems.
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1. Introduction
Switched systems are a class of hybrid systems consisting of several subsystems (modes of operation)
and a switching rule indicating the active subsystem at each instant of time [5,17]. Among the dynamical
systems that exhibit switching behavior, it is possible to cite the electrical circuits with electronic switches
that deﬁne the important family of power converters [13], biochemical processes [7] and all the systems
subject to switching control laws [15,21–23]. It is worth mentioning that switching control strategies
are important to improve the performance of some systems, to guarantee their robustness and also to
implement some adaptive control schemes [9]. Note also that switched systems can be used to model
linear systems subject to actuator failures, that is, systems that can abruptly change the number of control
inputs [24]. In the context of switched systems with linear continuous-time subsystems, the issues of
stability analysis and control have been studied in the last few years [10,19,20] and, as stated in [16],
the basic problems are: (a) to ﬁnd the conditions that guarantee the system stability (or ﬁnd a control
law that guarantees the system stabilizability or even the achievement of some performance index) under
any switching rule; (b) to ﬁnd the switching strategy that guarantees the system stability (or the system
stabilizability or even the achievement of some performance index). These and other issues such as the
controllability and the reachability problems [25,27] have been under investigation and much attention
has been paid on the switched linear systems [24,29]. Undoubtedly, a systematic way to study the stability
and control problems for this class of systems is provided by the use of Lyapunov functions.
Several important results on robust stability and ﬁltering for linear systems have been obtained in the
last decades from the use of a common quadratic Lyapunov function [1]. This approach is appealing
because of its numerical simplicity and also by the possibility to express the tests in terms of linear matrix
inequalities (LMIs), solved in polynomial time by interior point based algorithms [6].Another interesting
feature is that the ﬁxed Lyapunov function can cope with arbitrarily fast time-varying systems, thus
encompassing the switched systems. Concerning the stability of autonomous switched linear systems,
[18] shows that a common quadratic Lyapunov function exists if all the matrices are asymptotically stable
and commute pairwise. The quadratic stabilizability problem for continuous-time systems in polytopic
domains has been solved in [2], where an LMI condition is used to determine a ﬁxed state feedback gain,
allowing to deal with time-varying uncertain parameters and thus being useful for switched systems as
well. Extensions of this condition have provided several results in robust control and ﬁlter design (see
[3] and references therein), including performance indexes such as the H∞ norm, which are entirely
applicable to the robust stabilizability of switched linear systems with arbitrary switching rules by means
of ﬁxed gains.
The main drawback of the quadratic stabilization by means of ﬁxed gains is that the results can be
conservative, that is, the switched system may be stabilizable through switching strategies but does not
admit a ﬁxed constant stabilizing feedback for all subsystems. Some recent results explore the use of
switching control strategies based on quadratic Lyapunov functions, as in [28], by means of a state de-
pendent switching strategy and in [11], where parameterized LMIs need to be solved to obtain a set of
gains that stabilize the closed-loop system for a given switching function.Many results based on quadratic
stability to design switched stabilizing control gains for switched linear systems take into account prior
information on the switching function or on the state space partitions, which in fact, when available, can
be useful for control synthesis. However, there are systems for which this previous information is not
available and thus the control design must be carried out for arbitrary switching functions. It is also worth
to mention that results based on quadratic Lyapunov functions for stability analysis and control design
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for Takagi–Sugeno fuzzy systems [26] could be applied to switched linear systems. Takagi–Sugeno fuzzy
systems can be viewed as a family of linear subsystems combined through the use of membership func-
tions, which includes all the intermediate models. In the case of switched linear systems, the transitions
from one subsystem to another are instantaneous (there exists no intermediate models). Then, although
in principle results on stabilizability of Takagi–Sugeno fuzzy systems could be applied to switched linear
systems, the conditions would need to take into account information on intermediate models, introducing
unnecessary additional computation. Other classes of Lyapunov functions can be used to address the
control of switched linear systems, such as piecewise [12] or multiple [4] Lyapunov functions but, in
general, the numerical solution requires a high computational effort.
The aim of this paper is to address problem (a) described above, that is, to determine a stabilizing
switched state feedback control law that guarantees, for any arbitrary switching rule: (i) the location
of the poles of each closed-loop linear subsystems of a continuous-time switched linear system inside
a circle of given center and radius located in the open left-half of the complex plane; (ii) an upper
bound (as small as possible) for theH∞ attenuation level of the closed-loop switched system. The ﬁrst
feature is important since it allows to improve the dynamical response assigning bounds for overshoot,
settling time and frequency of oscillation [8], and the second one assures the robustness of the switched
system facing disturbances that are energy signals. The switching rule and the state vector are assumed
to be unknown a priori but available (measured or estimated) in real time for feedback. Differently from
previous results in the context of continuous-time switched linear systems, this paper provides sufﬁcient
LMI design conditions based on quadratic Lyapunov functions with a common matrix which, with a very
low numerical complexity, allow to determine switched state feedback gains that stabilize the closed-
loop system including pole location and H∞ performance speciﬁcation, being suitable for switched
systems subject to arbitrary switching functions not known a priori but available on line. The proposed
conditions contain the quadratic stabilizability with ﬁxed gains as a particular case, but the use of extra
matrix variables in the design conditions provided in the paper allows to highly improve the system
performance, as illustrated through numerical examples including a study of a model of an activated
sludge process [7].
2. Problem formulation
Consider the continuous-time switched system
x˙(t) = Aj(t)x(t) + B1j (t)w(t) + B2j (t)u(t), (1)
z(t) = Cj(t)x(t) + D1j (t)w(t) + D2j (t)u(t). (2)
The switching rule j (t), deﬁned as
j (t) : R+ → J, J= {1, 2, . . . , N} (3)
arbitrarily selects which linearmode (A,B1, B2, C,D1,D2)j , j=1, . . . , N , is active. The vector of state
variables is x(t) ∈ Rn, w(t) ∈ Rr is an exogenous input, u(t) ∈ Rmj is the control input of subsystem
j, z(t) ∈ Rp is the controlled output and Aj(t) ∈ Rn×n, B1j (t) ∈ Rn×r , B2j (t) ∈ Rn×mj , Cj(t) ∈ Rp×n,
D1j (t) ∈ Rp×r and D2j (t) ∈ Rp×mj are the subsystem matrices, j =1, . . . , N . It is assumed that the state
vector is available for feedback and that the switching rule j (t) is not known a priori but it is available in
real time.
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Fig. 1. Circular region C(dj , rj ) for pole location.
The aim here is to determine a stabilizing switching state feedback control law
u(t) = Kj(t)x(t) (4)
such that:
(i) the poles of each linear subsystem j, j = 1, . . . , N of the closed-loop switched system, that is, the
eigenvalues of A˜j deﬁned as
A˜j(Aj + B2jKj ) (5)
are located inside the circle in the complex plane with center at (−(rj +dj ), 0), radius rj and distance
dj from the imaginary axis, depicted in Fig. 1 and denoted C(dj , rj ).
(ii) for any input w(t) ∈ L2 it is possible to determine a bound  ∈ R+ such that z(t) ∈ L2 veriﬁes
‖z(t)‖2 < ‖w(t)‖2. (6)
Any value of  satisfying (6) is called anH∞ guaranteed cost of the closed-loop switched system
and it is of great interest to determine the switched control gains Kj that provide the smallest 
attenuation level.
Concerning (i), a necessary and sufﬁcient condition assuring that all the eigenvalues of matrix A˜j given
by (5) lie inside C(dj , rj ) is provided by the existence of a symmetric positive deﬁnite matrix W ∈ Rn×n
such that [8]
(A˜j + dj I)W + W(A˜j + dj I)′ + 1
rj
(A˜j + dj I)W(A˜j + dj I)′ < 0. (7)
As discussed in [14], the subsystem modes damp asymptotically at desired rates if the circle center
and radius are adequately chosen. Note also that the closed-loop behavior of each subsystem j can be
designed independently, by an appropriate choice of dj , rj , j = 1, . . . , N . Actually, the choice of dj and
rj can be used to impose bounds on the transient responses for each linear subsystem. For instance, from
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Fig. 1, it can be noticed that, based on the value of dj , it is possible to determine an upper bound for the
settling time of the transient response when the system operates at subsystem j, given by 3j or 5j , with
j = 1/dj . The value rj gives the upper bound on the natural frequency of oscillation for the transient
response. Notice also that a lower bound on the dumping factor j , which determines the overshoot, can
be computed through
j =
√
(rj + dj )2 − r2j
rj + dj . (8)
Whenever the time interval between two consecutive switchings (called dwell time) is long enough to
allow the accommodation of the eigenvalues ofAj +B2jKj , the transient responses will obey the bounds
of settling time, natural frequency and dumping factor imposed by dj and rj . Otherwise, in the case of
arbitrarily fast switchings, the existence of a quadratic Lyapunov function with a ﬁxed matrix W always
assure the closed-loop global stability.
In order to cope with speciﬁcation (ii), by applying the switched control law (4) to (1)–(2) one gets
x˙(t) = A˜j (t)x(t) + B1j (t)w(t), (9)
z(t) = C˜j (t)x(t) + D1j (t)w(t) (10)
with switching rule j (t) as in (3), A˜j is given by (5) and C˜jCj + D2jKj . Then, the continuous-time
closed-loop system (9)–(10) is such that (6) holds if there exists a symmetric positive deﬁnite matrix
W ∈ Rn×n such that [3]⎡
⎣ A˜jW + WA˜
′
j B1j WC˜
′
j
B ′1j −I D′1j
C˜jW D1j −2I
⎤
⎦< 0, j = 1, . . . , N . (11)
Note that conditions (7) and (11) can easily be extended to deal with robust pole location as well asH∞
guaranteed cost computation for uncertain systems in polytopic domains by means of ﬁxed state feedback
gains. Based on the convex characteristics of quadratic stability [3], it sufﬁces to test the conditions at
the vertices of the polytope to assure the desired properties for the overall uncertainty domain.
In the sequel, these results will be extended to cope with requirements (i) and (ii) in the context of
switched systems by means of the switched control law (4). The desired closed-loop characteristics, in
both cases, will be assured by the existence of a common quadratic Lyapunov function.
3. Main results
Consider system (1)–(2) without exogenous disturbances, that is, w(t)= 0, and the problem of ﬁnding
a switching control law as (4) such that the closed-loop switched system x˙(t)= (Aj +B2jKj )x(t), with
j (t) given by (3), is asymptotically stable. A sufﬁcient condition is provided by the following result.
Lemma 1. If there exist a symmetric positive deﬁnite matrix W ∈ Rn×n and matrices Zj ∈ Rmj×n, j =
1, . . . , N , such that
AjW + WA′j + B2jZj + Z′jB ′2j < 0, j = 1, . . . , N (12)
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then the switched control law (4) with
Kj = ZjW−1, j = 1, . . . , N (13)
assures the closed-loop stability of the switched system.
Proof. Straightforward, by noting that (12) can be rewritten as
(Aj + B2jKj )W + W(Aj + B2jKj )′ < 0, j = 1, . . . , N (14)
with Kj given by (13). The closed-loop stability is then assured by the common Lyapunov function
v(x) = x′Px, P = W−1. 
If one is interested on imposing not only the closed-loop stability but also a pole location C(dj , rj ) for
each mode j of the switched system, that is, to assure requirement (i), condition (7) must hold for all j,
j =1, . . . , N . Lemma 2 gives sufﬁcient conditions to determine the gains Kj such that the eigenvalues of
each linear mode of the closed-loop system (Aj + B2jKj ), j = 1, . . . , N lie inside the region C(dj , rj )
depicted in Fig. 1.
Lemma 2. If there exist a symmetric positive deﬁnite matrix W ∈ Rn×n and matrices Zj ∈ Rmj×n, j =
1, . . . , N , such that[
AjW + WA′j + B2jZj + Z′jB ′2j + 2djW AjW + B2jZj + djW
WA′j + Z′jB ′2j + djW −rjW
]
<0, j=1, . . ., N (15)
then the switched control law (4) with Kj given by (13) assures to each linear closed-loop subsystem
A˜j , j = 1, . . . , N the pole location C(dj , rj ) speciﬁed in Fig. 1.
Proof. Using Schur complement, Eq. (15) with Kj given by (13) yields
(Aj + B2jKj + dj I)W + W(Aj + B2jKj + dj I)′
+ 1
rj
(Aj + B2jKj + dj I)W(Aj + B2jKj + dj I)′ < 0, j = 1, . . . , N (16)
which assures the desired pole location for each linear mode of operation of the switched system. 
Lemma 2 deserves some important remarks. First, note that the closed-loop stability of the switched
system for arbitrary switching sequences is also guaranteed by Lemma 2, since for dj > 0 and rj > 0
(16) implies
(Aj + B2jKj )W + W(Aj + B2jKj )′
< − 2djW − 1
rj
(Aj + B2jKj + dj I)W(Aj + B2jKj + dj I)′ < 0, j = 1, . . . , N . (17)
Although the concept of eigenvalue cannot be applied for switched systems, Lemma 2 guarantees the
assignment of the eigenvalues of each linear mode of operation (i.e., subsystem) of the switched system
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inside the circle C(dj , rj ) of Fig. 1. In this sense, the transient response due to a transition from mode
(Aj +B2jKj ) to mode (Ak+B2kKk), j, k ∈ J, j = k, will respect the dynamical constraints represented
byC(dk, rk), whenever the time interval between the two consecutive switching instants is long enough to
allow the accommodation of each mode [16]. The slowest dynamical behavior of all the linear subsystems
can be computed as being associated to a pole with real part equal to −d¯, where d¯ =min dj , yielding (at
the worst case) the time constant  = 1/d¯ and dwell time between 3 and 5. As a ﬁnal remark, a simple
procedure to choose the parameters dj and rj is the following: (i) select dj = d based on the maximum
allowable settling time; (ii) solve Lemma 2 using line searches for rj = r until ﬁnd the minimum value
of r, in order to minimize the oscillations in the transient responses.
Consider now system (1)–(2) with w(t) ∈ L2. The following lemma assures (ii), that is, provides a
switched state feedback control law as (4) such that the closed-loop switched system has a prespeciﬁed
 disturbance attenuation level.
Lemma 3. If there exists a symmetric positive deﬁnite matrix W ∈ Rn×n and matrices Zj ∈ Rmj×n, j =
1, . . . , N , such that
⎡
⎣AjW + WA
′
j + B2jZj + Z′jB ′2j B1j WC′j + Z′jD′2j
B ′1j −I D′1j
CjW + D2jZj D1j −2I
⎤
⎦< 0, j = 1, . . . , N (18)
then the state feedback control law (4) with Kj given by (13) assures that (6) holds for the closed-loop
switched system.
Proof. Using Kj given by (13), (18) can be rewritten as
⎡
⎣ (Aj + B2jKj )W + W(Aj + B2jKj )′ B1j W(Cj + D2jKj )′B ′1j −I D′1j
(Cj + D2jKj )W D1j −2I
⎤
⎦< 0, j = 1, . . . , N (19)
which assures that (6) holds. 
It is important to stress that a feasible solution to (18) provides one gain Kj for each linear mode j,
j = 1, . . . , N , of the closed-loop system assuring that the closed-loop switched system is stable with
an H∞ guaranteed cost  for any arbitrary switching rule j (t). By deﬁning  = 2 and minimizing 
under (18), the lowest level of disturbances attenuation for the switched system such that (19) holds is
obtained. IndividualH∞ costs could also be computed for each subsystem, by simply deﬁning j = 2j ,
j = 1, . . . , N . The common Lyapunov matrix W assures the overall stability, and the guaranteed cost
gc of the controlled switched system is equal to the worst case individual cost. Note that condition (18)
contains (14), which can be recovered from the block (1, 1) of the LMI.
With the results of Lemmas 1–3, one is able to determine a stabilizing switching control law as
in (4) with Kj given by (13), which can include pole location constraints C(dj , rj ) for each linear
mode (thus improving the transient responses) or impose a (global or individual) prescribed level  of
disturbance attenuation, improving the robustness properties of the switched system against disturbances.
Both requirements can be combined in a unique set of N LMIs, as proposed in next lemma.
V.F. Montagner et al. / Journal of Computational and Applied Mathematics 194 (2006) 192–206 199
Lemma 4. If there exist a symmetric positive deﬁnite matrix W ∈ Rn×n and matrices Zj ∈ Rmj×n, j =
1, . . . , N , such that
⎡
⎢⎢⎣
AjW + WA′j + B2jZj + Z′jB ′2j + 2djW AjW + B2jZj + djW B1j WC′j + Z′jD′2j
WA′j + Z′jB ′2j + djW −rjW 0 0
B ′1j 0 −I D′1j
CjW + D2jZj 0 D1j −2I
⎤
⎥⎥⎦
< 0 j = 1, . . . , N (20)
then the state feedback control law (4) with Kj given by (13) assures the stability of the closed-loop
switched system with  disturbance attenuation level and the pole location of each linear subsystem
inside the circle C(dj , rj ) depicted in Fig. 1.
Proof. If (20) holds, then with Kj given by (13) and by using Schur complement one has
⎡
⎢⎢⎢⎣
(Aj + B2jKj + dj I)W + W(Aj + B2jKj + dj I)′
+ 1
rj
(Aj + B2jKj + dj I)W(Aj + B2jKj + dj I)′ B1j W(Cj + D2jKj )
′
B ′1j −I D′1j
(Cj + D2jKj )W D1j −2I
⎤
⎥⎥⎥⎦< 0
j = 1, . . . , N (21)
which assures that both (16) (block (1, 1) of the LMI negative deﬁnite) and (19) hold. 
It is important to remark that, with mj = m and the choice Zj = Z, j = 1, . . . , N , it is possible to
recover quadratically stability based results for robust control of switched systems (i.e., stabilization by
means of a common ﬁxed gain), for all the four lemmas presented here. Observe that the control matrices
B2j , D2j in (1)–(2) may have a different number of columns depending on the subsystem, which is
suitable, for instance, to address the problem of failure of actuators. As it will be illustrated by means of
examples, the switching strategy can provide improvements in the closed-loop dynamics of the switched
system. Moreover, in some cases a switched control can provide closed-loop stability for systems which
do not admit a ﬁxed quadratic stabilizing feedback gain. The complexity of the LMIs can be estimated
as being proportional to S3R where S is the number of scalar variables and R is the number of LMI
rows [6]. Lemmas 1 and 2 and, for a given , Lemmas 3 and 4 have S= n(n + 1)/2 + n∑Nj=1 mj and
RL1 = n(N + 1), RL2 = 2nN , RL3 = n(3N + 1) and RL4 = 4nN (note that the constraint W > 0 does
not need to be imposed separately in Lemmas 2 and 4, since −rjW < 0 already appears in the block
(2, 2) of the LMIs (15) and (20)) implying that the problems to be solved are more complex than the
corresponding quadratic stabilizability conditions by ﬁxed gain, which yield SQS = n(n + 1)/2 + nm
and the same number of LMI rows, but Lemmas 1–4 can still be solved in polynomial time by means
of specialized algorithms such as interior point methods [3,6]. Finally, note that additional constraints
such as decentralization could be incorporated following the lines depicted in [14], by simply imposing
a block diagonal structure to matrices Zj , j = 1, . . . , N and W in Lemmas 1–4.
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4. Examples
The ﬁrst example illustrates how a switching controller that stabilizes independently each one of the
subsystems of a switched system sometimes cannot guarantee the overall stability of the closed-loop
system. Consider the switched system, borrowed from [15], with two linear continuous-time modes of
operation given by matrices
A1 =
[
0 1
−3 −0.2
]
, B21 =
[
0
1
]
, A2 =
[−0.2 −3
1 0
]
, B22 =
[
1
0
]
. (22)
It is worth mentioning that this simple system does not admit a ﬁxed quadratically stabilizing feedback
gain. As it can be veriﬁed, the control gains
K1s = [1 0 ] , K2s = [0 1 ] (23)
are such that both closed-loop subsystems are individually stable with eigenvalues −0.10 ± 1.41i. How-
ever, the closed-loop switched system becomes unstable when initialized at subsystem j (0) = 1, with
x(0) = [1 0]′, switching regularly at every 0.5 s from one mode of operation to another, as illustrated in
the phase diagram shown in Fig. 2 (dashed line). On the other hand, the results of Lemmas 1–4 can be
applied to the problem, yielding switching control laws that quadratically stabilize the switched system.
For instance, using Lemma 2, one can assure the overall stability under any arbitrary switching rule,
providing pole location in the region C(0, 1) for each one of the subsystems, by means of the switched
gains
K1 = [2.102 −1.369] , K2 = [−1.369 2.102 ] (24)
which allocate the closed-loop poles of both subsystems at −0.78 ± 0.53i. The phase diagram of the
switched system with the switched gains (24) is also shown in Fig. 2 (solid line) for the same initial
0 0.5 1 1.5 2 2.5
 -2
-1.5
 -1
-0.5
0
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x 2
Fig. 2. Phase diagram for the switched system described by matrices (22) with the switched gains given by (23) (dashed line)
and with the switched gains computed through Lemma 2 (24) (solid line) for x(0) = [1 0]′, j (0) = 1 switching at every 0.5 s.
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Fig. 3. Trajectory of the state variables for the closed-loop switched system described by matrices (22) with the switched
stabilizing gains (25) given by Lemma 1 (dashed lines) and with the switched gains (26) also assuring a prescribed pole location
computed through Lemma 2 (solid line), starting at x(0) = [1 0]′, j (0) = 1 and switching at every 0.5 s.
condition and switching rule. Undoubtedly, the switched control of Lemma 2 provides a remarkably better
dynamical behavior.
Consider now a comparison between the transient responses of system (22) with the switched state
feedback gains calculated through Lemma 1 (stabilizability), given by
K1est = [1.571 −0.871] , K2est = [−0.871 1.571] (25)
which locate the poles of both subsystems at−0.54±1.07i and the switched state feedback gains obtained
through Lemma 2 (stabilization with pole location), for the pole location speciﬁcations dj = 0.9, rj = 1,
j = 1, 2, given by
K1pl = [1.104 −2.713] , K2pl = [−2.713 1.104] (26)
which locate the poles of both subsystems at −0.98, −1.93. Using the previous initial condition and
switching rule, one has the transient response shown in Fig. 3, where the solid lines represent the trajectory
of the state variables for the closed-loop system with gains (26) from Lemma 2, which assures stability
with pole location, and the dashed lines represent the closed-loop trajectories with gains (25) fromLemma
1 (only assuring stability). Notice the high improvement in the transient behavior obtained through the
gains of Lemma 2, allowing smoother and faster transient responses at each switching instant, thanks to
the pole location constraints.
The second example shows how the use of switched gains can improve the closed-loop dynamics of
the subsystems of a switched system. Consider the following switched system with two subsystems:
A1 =
[
1 −3
3 −2
]
, B21 =
[
1
0
]
, A2 =
[
1 −3
2 −2
]
, B22 =
[
1
0
]
. (27)
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Fig. 4. Pole locations for the closed-loop subsystems of the switched system (27) with ﬁxed gain (◦, dashed line, rf = 0.47) and
switched gains (∗, solid line, rs = 0.26).
The design objective is to allocate the poles of both linear subsystems in the region C(0.5, r), with a
minimum radius r. Lemma 2 can be used to address this problem, providing both ﬁxed and switched state
feedback controls. The minimum value obtained with the ﬁxed control gain
Kf = [−0.957 2.582 ] , Wf =
[
334.591 818.346
818.346 2402.676
]
(28)
has been rf = 0.47 while the switched law given by (4) with
K1 = [−0.224 2.361] , K2 = [−0.716 2.360 ] , Ws =
[
2.006 4.045
4.045 8.183
]
(29)
yields rs = 0.26, guaranteeing better closed-loop behavior (less oscillatory, smaller overshoot) than the
ﬁxed gain. Fig. 4 shows both pole locations.
The third example illustrates how a switched control can improve the level of disturbances attenuation
of a switched system. The system is described as in (1)–(2) with matrices
A1 =
[−1 −1 1
0 −1 3
2 2 −2
]
, B21 =
[−1
−1
−1
]
, A2 =
[−4 −1 2
1 −7 2
2 0 −1
]
, B22 =
[ 1
−1
1
]
C1 = C2 =
[
0 1 0
0 0 1
]
, D21 = D22 =
[
0
1
]
, B11 = B12 = I3×3, D11 = D12 = 02×3.
Using the results of Lemma 3, the lowest attenuation level obtained by means of the ﬁxed state feedback
gain
Kf = [0.151 1.292 −0.440 ]
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has been f = 22.790, while the switched control law as in (4) with
K1 = [1.748 2.741 2.656 ], K2 = [−0.660 1.092 −4.095]
yields s = 1.016, which represents a huge improvement.
The fourth example is concerned with the control of an activated sludge process with three distinct
phases, borrowed from [7].The four state variables represent the concentrations of:x1—readily biodegrad-
able substrate, x2—nitrate, x3—ammonia and x4—dissolved oxygen in the sludge. The subsystem 1
represents the aerobic phase, 2 is an intermediate phase from 1 to 3, which is the anoxic phase. In the
aerobic phase, the control of the process is performed by two manipulated variables: the inlet ﬂow rate
of carbon concentration and the inlet ﬂow rate of air. In phases 2 and 3, only the inlet ﬂow rate of carbon
is available for control. The switching from one phase to another is made by an operator in function of
the total removal of the main substrate, in a sequence not known a priori but continuously available. For
details about the model the reader is referred to [7]. The system matrices are given by
A1 =
⎡
⎢⎣
−100.863 0 0 0
0 −1.160 5.430 0
−5.488 0 −6.590 0
−35.893 0 −24.815 −115.160
⎤
⎥⎦ ,
A2 =
⎡
⎢⎣
−100.863 0 0 0
0 −1.160 5.430 0
−5.488 0 −6.590 0
−35.893 0 −24.815 −1.160
⎤
⎥⎦ ,
A3 =
⎡
⎢⎣
−74.597 −39.034 0 0
−9.244 −8.050 0 0
−4.042 −3.013 −1.160 0
0 0 0 −20.160
⎤
⎥⎦ ,
B21 =
⎡
⎢⎣
1.143 0
0 0
0 0
0 9.500
⎤
⎥⎦ , B22 =
⎡
⎢⎣
1.143
0
0
0
⎤
⎥⎦ , B23 =
⎡
⎢⎣
1.143
0
0
0
⎤
⎥⎦ ,
B11 = B12 = B13 =
⎡
⎢⎣
0.083 0
0 0
0 0.333
0 0
⎤
⎥⎦ ,
C1 =
[
10 0 0 0
0 0 0 100
]
, C2 = C3 =
[
10 0 0 0
0 0 0 0
]
D21 =
[
1 0
0 1
]
, D22 = D23 =
[
1
0
]
, D11 = D12 = D13 = 02×2.
The pole locations chosen for each subsystem areC(7, 10) (j=1), C(0, 15) (j=2) andC(0, 30) (j=3),
which represents more stringent dynamic behavior for subsystem 1 when compared to the situation of a
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Fig. 5. Pole locations for each one of the subsystems of example 4. C(7, 10) (j = 1, ◦, solid), C(0, 15) (j = 2, , dashed) and
C(0, 30) (j = 3, ×, dashed-dotted).
single control input (subsystems 2 and 3). The switched gains obtained through the conditions of Lemma
4 are given by
K1 =
[
59.022 50.511 44.388 −0.029
3.834 −0.442 2.207 10.300
]
, K2 = [62.494 38.833 37.626 0.476] ,
K3 = [−0.798 131.451 93.047 1.054]
with the Lyapunov matrix
W =
⎡
⎢⎣
0.362 −0.021 0.146 0.608
−0.021 0.100 −0.129 −0.248
0.146 −0.129 0.217 0.478
0.608 −0.248 0.478 8.814
⎤
⎥⎦
assuring to the closed-loop switched system stability with a guaranteed H∞ attenuation level of  =
104.157. Fig. 5 shows the pole locations for the three subsystems.
5. Conclusion
The problem of synthesis of state feedback controllers for switched systems with linear modes of
operation (subsystems) and no prior knowledge of the switching function has been addressed through
LMI tests, which can be solved by polynomial time algorithms. The conditions allow the determination
of a switched control law by state feedback gains that guarantee the assignment of the poles of each
linear subsystem of the switched system inside an arbitrary circle in the open left-half complex plane and
the overall stability with a prescribed H∞ attenuation level for the closed-loop switched system. The
conditions can also be used to verify the existence of a ﬁxed (robust) state feedback gain, but examples
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show that the switching control strategy can cope with more stringent design speciﬁcations, extending the
results based on quadratic Lyapunov functions with a common matrix to improve the dynamical response
of this class of systems. The LMI formulation allows to readily incorporate structural constraints which
can make the conditions suitable to address decentralized or output feedback control problems.
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