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Abstract
This work is intended as an introduction to the statement and the construction of
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on the statement and the explanation of the correspondence.
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Introduction
Let K be a local field, i.e. K is either the field of real or complex numbers (in
which case we call K archimedean) or it is a finite extension of Qp (in which case we
call K p-adic) or it is isomorphic to IFq((t)) for a finite field IFq (in which case we call
K a local function field). The local Langlands conjecture for GLn gives a bijection
of the set of equivalence classes of admissible representations of GLn(K) with the set
of equivalence classes of n-dimensional Frobenius semisimple representations of the
Weil-Deligne group of K. This bijection should be compatible with L- and ε-factors.
For the precise definitions see chap. 2 and chap. 3.
If K is archimedean, the local Langlands conjecture is known for a long time
and follows from the classification of (infinitesimal) equivalence classes of admissible
representations of GLn(K) (for K = C this is due to Zˇelobenko and Na˘ımark and
for K = IR this was done by Langlands). The archimedean case is particularly
simple because all representations of GLn(K) can be built up from representations of
GL1(IR), GL2(IR) and GL1(C). See the survey article of Knapp [Kn] for more details
about the local Langlands conjecture in the archimedean case.
If K is non-archimedean and n = 1, the local Langlands conjecture is equivalent
to local abelian class field theory and hence is known for a long time (due originally to
Hasse [Has]). Of course, class field theory predates the general Langlands conjecture.
For n = 2 the local (and even the global Langlands conjecture) are also known for a
couple of years (in the function field case this is due to Drinfeld [Dr1][Dr2], and in
the p-adic case due to Kutzko [Kut] and Tunnel [Tu]). Later on Henniart [He1] gave
also a proof for the p-adic case for n = 3.
If K is a local function field, the local Langlands conjecture for arbitrary n has
been proved by Laumon, Rapoport and Stuhler [LRS] generalizing Drinfeld‘s methods.
They use certain moduli spaces of “D-elliptic sheaves” or “shtukas” associated to a
global function field.
Finally, if K is a p-adic field, the local Langlands conjecture for all n has been
proved by Harris and Taylor [HT] using Shimura varieties, i.e. certain moduli spaces
of abelian varieties. A few months later Henniart gave a much simpler and more
elegant proof [He4]. On the other hand, the advantage of the methods of Harris
and Taylor is the geometric construction of the local Langlands correspondence and
that it establishes many instances of compatibility between the global and the local
correspondence.
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Hence in all cases the local Langlands conjecture for GL(n) is now a theorem! We
remark that in all cases the proof of the local Langlands conjecture for n > 1 uses
global methods although it is a purely local statement. In fact, even for n = 1 (i.e.
the case of local class field theory) the first proof was global in nature.
This work is meant as an introduction to the local Langlands correspondence
in the p-adic case. In fact, approximately half of it explains the precise statement
of the local Langlands conjecture as formulated by Henniart. The other half gives
the construction of the correspondence by Harris and Taylor. I did not make any
attempt to explain the connections between the local theory and the global theory of
automorphic forms. In particular, nothing is said about the proof that the constructed
map satisfies all the conditions postulated by the local Langlands correspondence, and
this is surely a severe shortcoming. Hence let me at least here briefly sketch the idea
roughly:
Let F be a number field which is a totally imaginary extension of a totally real
field such that there exists a place w in F with Fw = K. The main idea is to look
at the cohomology of a certain projective system X = (Xm)m of projective (n− 1)-
dimensional F -schemes (the Xm are “Shimura varieties of PEL-type”, i.e. certain
moduli spaces of abelian varieties with polarizations and a level structure depending
on m). This system is associated to a reductive group G over Q such that G⊗Q Qp
is equal to
Q×p ×GLn(K)× anisotropic mod center factors.
More precisely, these anisotropic factors are algebraic groups associated to skew fields.
They affect the local structure of the Xm only in a minor way, so let us ignore them
for the rest of this overview. By the general theory of Shimura varieties, to every
absolutely irreducible representation ξ of G over Q there is associated a smooth Q¯ℓ-
sheaf Lξ on X where ℓ 6= p is some fixed prime. The cohomology H
i(X,Lξ) is
an infinite-dimensional Q¯ℓ-vector space with an action of G(Af )× Gal(F¯ /F ) where
Af denotes the ring of finite adeles of Q. We can choose ξ in such a way that
Hi(X,Lξ) = 0 for i 6= n− 1.
We have a map from the set of equivalence classes of irreducible admissible rep-
resentations Π of G(Af ) to the set of finite-dimensional representations of WK ⊂
Gal(F¯ /F ) where WK denotes the Weil group of K by sending Π to
Rξ(Π) = HomG(Af )(Π, H
n−1(X,Lξ)).
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For every such Π the decomposition
G(Af ) = Q
×
p ×GLn(K)× remaining components
gives a decomposition
Π = Π0 ⊗ Πw ⊗ Π
w.
If π is a supercuspidal representation of GLn(K) then we can find a Π as above such
that Πw ∼= πχ where χ is an unramified character of K
×, such that Π0 is unramified
and such that Rξ(Π) 6= 0.
Now we can choose a model X˜m of Xm ⊗F K over OK and consider the comple-
tions Rn,m of the local rings of a certain stratum of the special fibre of X˜m. These
completions carry canonical sheaves ψim (namely the sheaf of vanishing cycles) and
their limits ψi are endowed with a canonical action GLn(K) × D
×
1/n × WK where
D×1/n is the skew field with invariant 1/n and center K. If ρ is any irreducible rep-
resentation of D×1/n, ψ
i(ρ) = Hom(ρ, ψi) is a representation of GLn(K) ×WK . Via
Jacquet-Langlands theory we can associate to every supercuspidal representation π
of GLn(K) an irreducible representation ρ = jl(π
∨) of D×1/n. Now there exists an
n-dimensional representation r(π) of WK which satisfies
[π ⊗ r(π)] =
n−1∑
i=0
(−1)n−1−i[ψi(jl(π∨))]
and
n · [Rξ(Π)⊗ χ(Π0 ◦NmK/Qp)] ∈ ZZ[r(π)]
where [ ] denotes the associated class in the Grothendieck group. To show this one
gives a description of Hn−1(X,Lξ)
ZZ×p in which the [ψi(ρ)] occur. This way one gets
sufficient information to see that the map
π 7→ r(π∨ ⊗ | |
1−n
2 )
defines the local Langlands correspondence.
I now briefly describe the contents of the various sections. The first chapter starts
with an introductory section on local abelian class field theory which is reformulated
to give the local Langlands correspondence for GL1. The next section contains the
formulation of the general correspondence. The following two chapters intend to
explain all terms and notations used in the formulation of the local Langlands cor-
respondence. We start with some basic definitions in the theory of representations
of reductive p-adic groups and give the Langlands classification of irreducible smooth
6
representations of GLn(K). In some cases I did not find references for the statements
(although everything is certainly well known) and I included a short proof. I apologize
if some of those proofs are maybe somewhat laborious. After a short interlude about
generic and square-integrable representations we come to the definition of L− and
ε-factors of pairs of representations. In the following chapter we explain the Galois
theoretic side of the correspondence.
The fourth chapter starts with the proof of the correspondence in the unramified
case. Although this is not needed in the sequel, it might be an illustrating example.
After that we return to the general case and give a number of sketchy arguments to
reduce the statement of the existence of a unique bijection satisfying certain properties
to the statement of the existence of a map satisfying these properties. The third
section contains a small “dictionary” which translates certain properties of irreducible
admissible representations of GLn(K) into properties of the associated Weil-Deligne
representation. In the fourth section the construction of the correspondence is given.
It uses Jacquet-Langlands theory, and the cohomology of the sheaf of vanishing cycles
on a certain inductive system of formal schemes. These notions are explained in the
last chapter.
Nothing of this treatise is new. For each of the topics there is a number of ex-
cellent references and survey articles. In many instances I just copied them (up to
reordering). In addition to original articles my main sources, which can (and should)
be consulted for more details, were [CF], [AT], [Neu], [Ta2] (for the number theoretic
background), [Ca], [BZ1], [Cas1], [Ro] (for the background on representation theory
of p-adic groups), and [Kud] (for a survey on “non-archimedean local Langlands”).
Note that this is of course a personal choice. I also benefited from the opportunity to
listen to the series of lectures of M. Harris and G. Henniart on the local Langlands
correspondence during the automorphic semester at the IHP in Paris in spring 2000.
I am grateful to the European network in Arithmetic Geometry and to M. Harris for
enabling me to participate in this semester.
This work is intended as a basis for five lectures at the summer school on “Auto-
morphic Forms on GL(n)” at the ICTP in Triest. I am grateful to M.S. Raghunathan
and G. Harder for inviting me to give these lectures. Further thanks go to U. Go¨rtz,
R. Hill, N. Kra¨mer and C. Mu¨ller who made many helpful remarks on preliminary
versions und to C. Boyallian for fruitful discussions. Finally I would like to thank the
ICTP to provide a pleasant atmosphere during the summer school.
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Notations
Throughout we fix the following notations and conventions
• p denotes a fixed prime number.
• K denotes a p-adic field, i.e. a finite extension of Qp.
• vK denotes the discrete valuation of K normalized such that it sends uniformiz-
ing elements to 1.
• OK denotes the ring of integers of K. Further pK is the maximal ideal of OK
and πK a chosen generator of pK .
• κ denotes the residue field of OK , and q the number of elements in κ.
• | |K denotes the absolute value of K which takes πK to q
−1.
• ψ denotes a fixed non-trivial additive character of K (i.e. a continuous homo-
morphism K −→ { z ∈ C | |z| = 1 }).
• n denotes a positive integer.
• We fix an algebraic closure K¯ of K and denote by κ¯ the residue field of the ring
of integers of K¯. This is an algebraic closure of κ.
• Knr denotes the maximal unramified extension ofK in K¯. It is also equal to the
union of all finite unramified extensions of K in K¯. Its residue field is equal to κ¯
and the canonical homomorphism Gal(Knr/K) −→ Gal(κ¯/κ) is an isomorphism
of topological groups.
• ΦK ∈ Gal(κ¯/κ) denotes the geometric Frobenius x 7→ x
1/q and σK its inverse,
the arithmetic Frobenius x 7→ xq. We also denote by ΦK and σK the various
maps induced by ΦK resp. σK (e.g. on Gal(K
nr/K)).
• If G is any Hausdorff topological group we denote by Gab its maximal abelian
Hausdorff quotient, i.e. Gab is the quotient of G by the closure of its commutator
subgroup.
• If A is an abelian category, we denote by Groth(A) its Grothendieck group. It
is the quotient of the free abelian group with basis the isomorphism classes of
objects in A modulo the relation [V ′] + [V ′′] = [V ] for objects V , V ′ and V ′′
in A which sit in an exact sequence 0 −→ V ′ −→ V −→ V ′′ −→ 0. For any
abelian group X and any function λ which associates to isomorphism classes of
objects in A an element in X and which is additive (i.e. λ(V ) = λ(V ′) + λ(V ′′)
if there exists an exact sequence 0 −→ V ′ −→ V −→ V ′′ −→ 0) we denote the
induced homomorphism of abelian groups Groth(A) −→ X again by λ.
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1 The local Langlands correspondence
1.1 The loal Langlands orrespondene for GL(1)
(1.1.1) In this introductory section we state the local Langlands correspondence for
GL1 which amounts to one of the main theorems of abelian local class field theory. For
the sake of brevity we use Galois cohomology without explanation. Galois cohomology
will not be needed in the sequel.
(1.1.2) For any finite extension L of K of degree m and for α ∈ K× we denote by
(α, L/K) ∈ Gal(L/K)ab
the norm residue symbol of local class field theory. Using Galois cohomology it can
be defined as follows (see e.g. [Se1] 2, for an alternative more elementary description
see [Neu] chap. IV, V):
The group H2(Gal(L/K), L×) is cyclic of order m and up to a sign canonically
isomorphic to 1mZZ/ZZ. We use now the sign convention of [Se1]. Let vL/K be the gen-
erator of H2(Gal(L/K), L×) corresponding to − 1
m
. By a theorem of Tate (e.g. [AW]
Theorem 12) we know that the map Hˆq(Gal(L/K),ZZ) −→ Hˆq+2(Gal(L/K), L×)
which is given by cup-product with vL/K is an isomorphism. Now we have
Hˆ−2(Gal(L/K),ZZ) = H1(Gal(L/K),ZZ) = Gal(L/K)
ab
and
Hˆ0(Gal(L/K), L×) = K∗/NL/K(L
×)
where NL/K denotes the norm of the extension L of K. Hence we get an isomorphism
ϕL/K : Gal(L/K)
ab ∼−→ K∗/NL/K(L
×).
We set
(α, L/K) = ϕ−1L/K([α])
where [α] ∈ K×/NL/K(L
×) is the class of α ∈ K×.
(1.1.3) If L is a finite unramified extension of K of degree m we also have the
following description of the norm residue symbol (cf. [Se1] 2.5): Let ΦK ∈ Gal(L/K)
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be the geometric Frobenius (i.e. it induces on residue fields the map σ−1K : x 7→ x
−q).
Then we have for α ∈ K×
(α, L/K) = Φ
vK(α)
K .
(1.1.4) In the sequel we will only need the isomorphisms ϕL/K . Nevertheless let us
give the main theorem of abelian local class field theory:
Theorem: The map
L 7→ φ(L) := NL/K(L
×) = Ker( , L/K)
defines a bijection between finite abelian extensions L of K and closed subgroups of
K× of finite index. If L and L′ are finite abelian extensions of K, we have L ⊂ L′
if and only if φ(L) ⊃ φ(L′). In this case L is characterized as the fixed field of
(φ(L), L′/K).
Proof : See e.g. [Neu] chap. V how to deduce this theorem from the isomorphism
Gal(L/K) ∼= K×/NL/K(L
×) using Lubin Tate theory. We note that this is a purely
local proof.
(1.1.5) If we go to the limit over all finite extensions L of K, the norm residue
symbol defines an isomorphism
lim
←−
L
Gal(L/K)ab = Gal(K¯/K)ab
∼
−→ lim
←−
L
K×/NL/K(L
×).
The canonical homomorphism K× −→ lim
←−L
K×/NL/K(L
×) is injective with dense
image and hence we get an injective continuous homomorphism with dense image,
called the Artin reciprocity homomorphism
ArtK :K
× −→ Gal(K¯/K)ab.
(1.1.6) Let OK¯ be the ring of integers of the algebraic closure K¯ of K. Every element
of Gal(K¯/K) defines an automorphism of OK¯ which reduces to an automorphism of
the residue field κ¯ of OK¯ . We get a surjective map π: Gal(K¯/K) −→ Gal(κ¯/κ) whose
kernel is by definition the inertia group IK of K. The group Gal(κ¯/κ) is topologically
generated by the arithmetic Frobenius automorphism σK which sends x ∈ κ¯ to x
q. It
contains the free abelian group 〈σK〉 generated by σK as a subgroup.
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The fixed field of IK in K¯ is K
nr, the union of all unramified extensions of K in
K¯. By definition we have an isomorphism of topological groups
Gal(Knr/K)
∼
−→ Gal(κ¯/κ).
(1.1.7) The reciprocity homomorphism is already characterized as follows (cf. [Se1]
2.8): Let f :K× −→ Gal(K¯/K)ab be a homomorphism such that:
(a) The composition
K×
f
−→ Gal(K¯/K) −→ Gal(κ¯/κ)
is the map α 7→ Φ
vK(α)
K .
(b) For α ∈ K× and for any finite abelian extension L of K such that α ∈
NL/K(L
×), f(α) is trivial on L.
Then f is equal to the reciprocity homomorphism ArtK .
(1.1.8) We keep the notations of (1.1.6). The Weil group of K is the inverse image
of 〈σK〉 under π. It is denoted by WK and it sits in an exact sequence
0 −→ IK −→WK −→ 〈σK〉 −→ 0.
We endow it with the unique topology of a locally compact group such that the
projectionWK −→ 〈σK〉 ∼= ZZ is continuous if ZZ is endowed with the discrete topology
and such that the induced topology on IK equals the the profinite topology induced
by the topology of Gal(K¯/K). Note that this topology is different from the one which
is induced by Gal(K¯/K) via the inclusion WK ⊂ Gal(K¯/K). But the inclusion is
still continuous, and it has dense image.
(1.1.9) There is the following alternative definition of the Weil group: As classes in
H2 correspond to extensions of groups, we get for every finite extension L of K an
exact sequence
1 −→ L× −→W (L/K) −→ Gal(L/K) −→ 1
corresponding to the class vL/K . For L ⊂ L
′ we get a diagram
1 −→ L× −→ W (L/K) −→ Gal(L/K) −→ 1
NL′/L
x x
1 −→ L′× −→ W (L′/K) −→ Gal(L′/K) −→ 1
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which can be commutatively completed by an arrow W (L′/K) −→ W (L/K) such
that we get a projective system (W (L/K))L where L runs through the set of finite
extensions of K in K¯. Its projective limit is the Weil group of K and the projec-
tive limit of the homomorphisms W (L/K) −→ Gal(L/K) is the canonical injective
homomorphism WK −→ Gal(K¯/K) with dense image.
(1.1.10) Denote by W abK the maximal abelian Hausdorff quotient of WK , i.e. the
quotient of WK by the closure of its commutator subgroup. As the map WK −→
Gal(K¯/K) is injective with dense image, we get an induced injective map
W abK →֒ Gal(K¯/K)
ab.
It follows from (1.1.9) and from the definition of
ArtK :K
× −→ Gal(K¯/K)ab
that the image of ArtK is W
ab
K .
We get an isomorphism of topological groups
ArtK :K
× ∼−→ W abK .
This isomorphism maps O×K onto the abelianization I
ab
K of the inertia group and a
uniformizing element to a geometric Frobenius elements, i.e. if πK is a uniformizer,
the image of ArtK(πK) in Gal(κ¯/κ) is ΦK .
(1.1.11) We can reformulate (1.1.10) as follows: Denote by A1(K) the set of iso-
morphism classes of irreducible complex representations (π, V ) of K× = GL1(K) such
that the stabilizer of every vector in V is an open subgroup of K. It follows from
the general theory of admissible representations that every (π, V ) in A1(K) is one-
dimensional (see paragraph 2.1 below). Hence A1(K) is equal to the set of continuous
homomorphisms K× −→ C× where we endow C with the discrete topology.
On the other hand denote by G1(K) the set of continuous homomorphismsWK −→
C× = GL1(C) where we endow C
× with its usual topology. Now a homomorphism
WK −→ C
× is continuous if and only if its restriction to the inertia group IK is
continuous. But IK is compact and totally disconnected hence its image will be a
compact and totally disconnected subgroup of C× hence it will be finite. It follows
that a homomorphism WK −→ C
× is continuous for the usual topology of C× if and
only if it is continuous with respect to the discrete topology of C×.
Therefore (1.1.10) is equivalent to:
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Theorem (Local Langlands for GL1): There is a natural bijection between the
sets A1(K) and G1(K).
The rest of these lectures will deal with a generalization of this theorem to GLn.
1.2 Formulation of the loal Langlands orrespondene
(1.2.1) Denote by An(K) the set of equivalence classes of irreducible admissible
representations of GLn(K). On the other hand denote by Gn(K) the set of equivalence
classes of Frobenius semisimple n-dimensional complex Weil-Deligne representations
of the Weil group WK (see chap. 2 and chap. 3 for a definition of these notions).
(1.2.2) THEOREM (Local Langlands conjecture for GLn over p-adic fields): There
is a unique collection of bijections
recK,n = recn:An(K) −→ Gn(K)
satisfying the following properties:
(1) For π ∈ A1(K) we have
rec1(π) = π ◦Art
−1
K .
(2) For π1 ∈ An1(K) and π2 ∈ An2(K) we have
L(π1 × π2, s) = L(recn1(π1)⊗ recn2(π2), s),
ε(π1 × π2, s, ψ) = ε(recn1(π1)⊗ recn2(π2), s, ψ).
(3) For π ∈ An(K) and χ ∈ A1(K) we have
recn(πχ) = recn(π)⊗ rec1(χ).
(4) For π ∈ An(K) with central character ωπ we have
det ◦ recn(π) = rec1(ωπ).
(5) For π ∈ An(K) we have recn(π
∨) = recn(π)
∨ where ( )∨ denotes the contra-
gredient.
This collection does not depend on the choice of the additive character ψ.
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(1.2.3) As the Langlands correspondence gives a bijection between representations of
GLn(K) and Weil-Deligne representations of WK certain properties of and construc-
tions with representations on the one side correspond to properties and constructions
on the other side. Much of this is still an open problem. A few “entries in this
dictionary” are given by the following theorem. We will prove it in chapter 4.
Theorem: Let π be an irreducible admissible representation of GLn(K) and de-
note by ρ = (r,N) the n-dimensional Weil-Deligne representation associated to π via
the local Langlands correspondence.
(1) The representation π is supercuspidal if and only if ρ is irreducible.
(2) We have equivalent statements
(i) π is essentially square-integrable.
(ii) ρ is indecomposable.
(iii) The image of the Weil-Deligne group W ′F (C) under ρ is not contained in
any proper Levi subgroup of GLn(C).
(3) The representation π is generic if and only if L(s,Ad◦ ρ) has no pole at s = 1
(here Ad:GLn(C) −→ GL(Mn(C)) denotes the adjoint representation).
(1.2.4) We are going to explain all occuring notations in the following two chapters.
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2 Explanation of the GL(n)-side
2.1 Generalities on admissible representations
(2.1.1) Throughout this chapter let G be a connected reductive group over K and
set G = G(K). Then G is a locally compact Hausdorff group such that the compact
open subgroups form a basis for the neighborhoods of the identity (this is equivalent to
the fact that G has compact open subgroups and they are all profinite). In particular,
G is totally disconnected.
To understand (1.2.2) and (1.2.3) we will only need the cases where G is either a
product of GLn’s or the reductive group associated to some central skew field D over
K. Nevertheless, in the first sections we will consider the general case of reductive
groups to avoid case by case considerations. In fact, almost everywhere we could even
work with an arbitrary locally compact totally disconnected group (see e.g. [Vi] for
an exposition).
(2.1.2) In the case G = GLn and hence G = GLn(K), a fundamental system of
open neighborhoods of the identity is given by the open compact subgroups Cm =
1 + πmKMn(OK) for m ≥ 1. They are all contained in C0 = GLn(OK), and it is
not difficult to see that C0 is a maximal open compact subgroup and that any other
maximal open compact subgroup is conjugated to C0 (see e.g. [Moe] 2).
(2.1.3) Definition: A representation π:G −→ GL(V ) on a vector space V over the
complex numbers is called admissible if it satisfies the following two conditions:
(a) (V, π) is smooth, i.e. the stabilizer of each vector v ∈ V is open in G.
(b) For every open subgroup H ⊂ G the space V H of H-invariants in V is finite
dimensional.
We denote the set of equivalence classes of irreducible admissible representations
of G by A(G). For G = GLn(K) we define
An(K) = A(GLn(K)).
Note that the notions of “smoothness” and “admissibility” are purely algebraic
and would make sense if we replace C by an arbitrary field. In fact for the rest of this
survey article we could replace C by an arbitrary non-countable algebraically closed
field of characteristic zero. We could avoid the “non-countability assumption” if we
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worked consequently only with admissible representations. Further, most elements of
the general theory even work over algebraically closed fields of characteristic ℓ with
ℓ 6= p ([Vi]).
(2.1.4) As every open subgroup of G contains a compact open subgroup, a repre-
sentation (π, V ) is smooth if and only if
V =
⋃
C
V C
where C runs through the set of open and compact subgroups ofG, and it is admissible
if in addition all the V C are finite-dimensional.
(2.1.5) Example: A smooth one-dimensional representation of K× is a quasi-
character of K× or by abuse of language a multiplicative quasi-character of K, i.e. a
homomorphism of abelian groups K× −→ C× which is continuous for the discrete or
equivalently for the usual topology of C× (cf. (1.1.11)).
(2.1.6) Let H(G) be the Hecke algebra of G. Its underlying vector space is the space
of locally constant, compactly supported measures φ on G with complex coefficients.
It becomes an associative C-algebra (in general without unit) by the convolution
product of measures. If we choose a Haar measure dg on G we can identify H(G) with
the algebra of all locally constant complex-valued functions with compact support on
G where the product is given by
(f1 ∗ f2)(h) =
∫
G
f1(hg
−1)f2(g) dg.
(2.1.7) If C is any compact open subgroup of G, we denote by H(G//C) the subal-
gebra of H(G) consisting of those φ ∈ H(G) which are left- and right-invariant under
C. If we choose a Haar measure of G, we can identify H(G//C) with the set of maps
C\G/C −→ C with finite support. The algebra H(G//C) has a unit, given by
eC := vol(C)
−11C
where 1C denotes the characteristic function of C.
If C′ ⊂ C is an open compact subgroup, H(G//C) is a C-subalgebra of H(G//C′)
but with a different unit element if C 6= C′. We have
H(G) =
⋃
C
H(G//C).
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(2.1.8) If (π, V ) is a smooth representation of G, the space V becomes an H(G)-
module by the formula
π(φ)v =
∫
G
π(g)dφ
for φ ∈ H(G). This makes sense as the integral is essentially a finite sum by (2.1.7).
As V =
⋃
C V
C where C runs through the open compact subgroups of G, every
vector v ∈ V satisfies v = π(eC)v for some C. In particular, V is a non-degenerate
H(G)-module, i.e. H(G) · V = V .
We get a functor from the category of smooth representations of G to the category
of non-degenerate H(G)-modules. This functor is an equivalence of categories [Ca]
1.4.
(2.1.9) Let C be an open compact subgroup of G and let (π, V ) be a smooth
representation of G. Then the space of C-invariants V C is stable under H(G//C). If
V is an irreducible G-module, V C is zero or an irreducible H(G//C)-module. More
precisely we have
Proposition: The functor V 7→ V C is an equivalence of the category of admissible
representations of finite length such that every irreducible subquotient has a non-zero
vector fixed by C with the category of finite-dimensional H(G//C)-modules.
Proof : This follows easily from [Cas1] 2.2.2, 2.2.3 and 2.2.4.
(2.1.10) Corollary: Let (π, V ) be an admissible representation of G and let C be
an open compact subgroup of G such that for every irreducible subquotient V ′ of V
we have (V ′)C 6= 0. Then the following assertions are equivalent:
(1) The G-representation π is irreducible.
(2) The H(G//C)-module V C is irreducible.
(3) The associated homomorphisms of C-algebras H(G//C) −→ EndC(V
C) is
surjective.
Proof : The equivalence of (1) and (2) is immediate from (2.1.9). The equivalence
of (2) and (3) is a standard fact of finite-dimensional modules of an algebra (see e.g.
[BouA] chap. VIII, §13, 4, Prop. 5).
(2.1.11) Corollary: Let (π, V ) be an irreducible admissible representation of G and
let C ⊂ G be an open compact subgroup such that H(G//C) is commutative. Then
dimC(V
C) ≤ 1.
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(2.1.12) For G = GLn(K) the hypothesis that H(G//C) is commutative is fulfilled
for C = GLn(OK). In this case we have
H(G//C) = C[T±11 , . . . , T
±1
n ]
Sn
where the symmetric group Sn acts by permuting the variables Ti.
More generally, let G be unramified, which means that there exists a reductive
model of G over OK , i.e. a flat affine group scheme over OK such that its special fibre
is reductive and such that its generic fibre is equal to G. This is equivalent to the
condition that G is quasi-split and split over an unramified extension [Ti] 1.10. If C
is a hyperspecial subgroup of G (i.e. it is of the form G˜(OK) for some reductive model
G˜), the Hecke algebra H(G//C) can be identified via the Satake isomorphism with
the algebra of invariants under the rational Weyl group of G of the group algebra
of the cocharacter group of a maximal split torus of G [Ca] 4.1. In particular, it is
commutative.
(2.1.13) Under the equivalence of the categories of smooth G-representations and
non-degenerate H(G)-modules the admissible representations (π, V ) correspond to
those non-degenerate H(G)-modules such that for any φ ∈ H(G) the operator π(φ)
has finite rank.
In particular, we may speak of the trace of π(φ) if π is admissible. We get a
distribution φ 7→ Tr(π(φ)) which is denoted by χπ and called the distribution character
of π. It is invariant under conjugation.
(2.1.14) We keep the notations of (2.1.13). If {π1, . . . , πn} is a set of pairwise non-
isomorphic irreducible admissible representations of G, then the set of functionals
{χπ1 , . . . , χπ2}
is linearly independent (cf. [JL] Lemma 7.1). In particular, two irreducible admissible
representations with the same distribution character are isomorphic.
(2.1.15) Let (π, V ) be an admissible representation of G = G(K). By a theorem
of Harish-Chandra [HC] the distribution χπ is represented by a locally integrable
function on G which is again denoted by χπ, i.e. for every φ ∈ H(G) we have
Trπ(φ) =
∫
G
χπ(g) dφ.
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The function χπ is locally constant on the set of regular semisimple (see 5.1.3 for a
definition in case G = GLn(K)) elements in G (loc. cit.), and it is invariant under
conjugation. Therefore it defines a function
χπ: {G}
reg −→ C
on the set {G}reg of conjugacy classes of regular semisimple elements in G.
(2.1.16) Proposition (Lemma of Schur): Let (π, V ) be an irreducible smooth rep-
resentation of G. Every G-endomorphism of V is a scalar.
Proof : We only consider the case that π is admissible (we cannot use (2.1.17),
because its proof uses Schur’s lemma hence we should not invoke (2.1.17) if we do not
want to run into a circular argument; a direct proof of the general case can be found in
[Ca] 1.4, it uses the fact that C is not countable). For sufficiently small open compact
subgroups C of G we have V C 6= 0. Hence we have only to show that every H(G//C)-
endomorphism f of a finite dimensional irreducible H(G//C)-module W over C is a
scalar. As C is algebraically closed, f has an eigenvalue c, and Ker(f − c idW ) is a
H(G//C)-submodule different from W . Therefore f = c idW .
(2.1.17) Proposition: Let (π, V ) be an irreducible and smooth complex represen-
tation of G.
(1) The representation π is admissible.
(2) If G is commutative, it is one-dimensional.
Proof : The first assertion is difficult and can be found for G = GLn(K) in [BZ1]
3.25. It follows from the fact that every smooth irreducible representation can be
embedded in a representation which is induced from a smaller group and which is
admissible (more precisely it is supercuspidal, see below). Given (1) the proof of (2)
is easy: By (1) we can assume that π is admissible. For any compact open subgroup
C of G the space V C is finite-dimensional and a G-submodule. Hence V = V C for
any C with V C 6= (0) and in particular V is finite-dimensional. But it is well known
that every irreducible finite-dimensional representation of a commutative group H on
a vector space over an algebraically closed field is one-dimensional (apply e.g. [BouA]
chap. VIII, §13, Prop. 5 to the group algebra of H).
(2.1.18) Proposition: Every irreducible smooth representation of GLn(K) is either
one-dimensional or infinite-dimensional. If it is one-dimensional, it is of the form
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χ◦det where χ is a quasi-character of K×, i.e. a continuous homomorphism K× −→
C×.
We leave the proof as an exercise (show e.g. that the kernel of a finite-dimensional
representation π: GLn(K) −→ GLn(C) is open, deduce that π is trivial on the sub-
group of unipotent upper triangular matrices U , hence π is trivial on the subgroup of
GLn(K) which is generated by all conjugates of U and this is nothing but SLn(K)).
(2.1.19) Let Z be the center ofG. As K is infinite, Z(K) is the center Z of G. In the
case G = GLn(K) we have Z = K
×. For (π, V ) ∈ A(G) we denote by ωπ:Z −→ C
×
its central character, defined by
ωπ(z) idV = π(z)
for z ∈ Z. It exists by the lemma of Schur.
For G = GLn(K), ωπ is a quasi-character of K
×.
(2.1.20) Proposition Assume that G/Z is a compact group. Then every irreducible
admissible representation (π, V ) of G is finite-dimensional.
Proof : By hypothesis we can find a compact open subgroup G0 of G such that
G0Z has finite index in G (take for example the group G0 defined in 2.4.1 below). The
restriction of an irreducible representation π of G to G0Z decomposes into finitely
many irreducible admissible representations. By the lemma of Schur, Z acts on each
of these representation as a scalar, hence they are also irreducible representations of
the compact group G0 and therefore they are finite-dimensional.
(2.1.21) Let (π, V ) be a smooth representation of G and let χ be a quasi-character
of G. The twisted representation πχ is defined as
g 7→ π(g)χ(g).
The G-submodules of (π, V ) are the same as the G-submodules of (πχ, V ). In partic-
ular π is irreducible if and only if πχ is irreducible. Further, if C is a compact open
subgroup of G, χ(C) ⊂ C× is finite, and therefore χ is trivial on a subgroup C′ ⊂ C
of finite index. This shows that π is admissible if and only if πχ is admissible.
If G = GLn(K) every quasi-character χ is of the form χ
′ ◦ det where χ′ is a
multiplicative quasi-character of K (2.1.18), and we write πχ′ instead of πχ.
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(2.1.22) Let π:G −→ GL(V ) be a smooth representation of G. Denote by V ∗ the
C-linear dual of V . It is a G-module via (gλ)(v) = λ(g−1v) which is not smooth if
dim(V ) =∞. Define
V ∨ = {λ ∈ V ∗ | StabG(λ) is open }.
This is a G-submodule π∨ which is smooth by definition. It is called the contragredient
of the G-module V . Further we have:
(1) π is admissible if and only if π∨ is admissible and in this case the biduality
homomorphism induces an isomorphism V −→ (V ∨)∨ of G-modules.
(2) π is irreducible if and only if π∨ is irreducible.
(3) In the case of G = GLn(K) we can describe the contragredient also in the
following way: If π is smooth and irreducible, π∨ is isomorphic to the repre-
sentation g 7→ π(tg−1) for g ∈ GLn(K).
Assertions (1) and (2) are easy (use that (V ∨)C = (V C)∗ for every compact open
subgroup C). The last assertion is a theorem of Gelfand and Kazhdan ([BZ1] 7.3).
2.2 Indution and the Bernstein-Zelevinsky lassifiation
for GL(n)
(2.2.1) Fix an ordered partition n = (n1, n2, . . . , nr) of n. Denote by Gn the
algebraic group GLn1 × · · · × GLnr considered as a Levi subgroup of G(n) = GLn.
Denote by Pn ⊂ GLn the parabolic subgroup of matrices of the form

A1
A2 ∗
. . .
0 . . .
Ar


for Ai ∈ GLni and by Un its unipotent radical. If (πi, Vi) is an admissible rep-
resentation of GLni(K), π1 ⊗ . . . ⊗ πr is an admissible reprentation of Gn(K) on
W = V1 ⊗ · · · ⊗ Vr. By extending this representation to Pn and by normalized in-
duction we get a representation π1 × · · · × πr of GLn(K) whose underlying complex
vector space V is explicitly defined by
V =
{
f :GLn(K) −→W
∣∣ f smooth, f(umg) = δ1/2n (m)(π1 ⊗ · · · ⊗ πr)(m)f(g)
for u ∈ Un(K), m ∈ GLn(K) and g ∈ GLn(K)
} .
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Here we call a map f :GLn(K) −→W smooth if its stabilizer
{ g ∈ GLn(K) | f(gh) = f(h) for all h ∈ GLn(K) }
is open in GLn(K) (or equivalently if f is fixed by some open compact of GLn(K)
acting by right translation), and δ
1/2
n denotes the positive square root of the modulus
character
δn(m) = | det(AdUn(m))|.
The group GLn(K) acts on V by right translation.
(2.2.2) Definition: An irreducible smooth representation of GLn(K) is called su-
percuspidal if there exists no proper partition n such that π is a subquotient of a
representation of the form π1 × · · · × πr where πi is an admissible representation
of GLni(K). We denote by A
0
n(K) ⊂ An(K) the subset of equivalence classes of
supercuspidal representations of GLn(K).
(2.2.3) Let πi be a smooth representation of GLni(K) for i = 1, . . . , r. Then
π = π1 × · · · × πr is a smooth representation of GLn(K) with n = n1 + · · · + nr.
Further it follows from the compactness of GLn(K)/Pn that if the πi are admissible,
π is also admissible ([BZ1] 2.26). Further, by [BZ2] we have the following
Theorem: If the πi are of finite length (and hence admissible by (2.1.17)) for all
i = 1, . . . , r (e.g. if all πi are irreducible), π1 × · · · × πr is also admissible and of finite
length. Conversely, if π is an irreducible admissible representation of GLn(K), there
exists a unique partition n = n1 + · · ·+ nr of n and unique (up to isomorphism and
ordering) supercuspidal representations πi of GLni(K) such that π is a subquotient
of π1 × · · · × πr.
(2.2.4) If π is an irreducible admissible representation of GLn(K) we denote the
unique unordered tuple (π1, · · · , πr) of supercuspidal representations such that π is a
subquotient of π1 × · · · × πr the supercuspidal support.
(2.2.5) Definition: Let π:GLn(K) −→ GL(V ) be a smooth representation. For
v ∈ V and λ ∈ V ∨ the map
cπ,v,λ = cv,λ:G −→ C, g 7→ λ(π(g)v)
is called the (v, λ)-matrix coefficient of π.
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(2.2.6) Let (π, V ) be an admissible representation.
(1) For v ∈ V = (V ∨)∨ and λ ∈ V ∨ we have
cπ,v,λ(g) = cπ∨,λ,v(g
−1).
(2) If χ is a quasi-character of K× we have
cπχ,v,λ(g) = χ(det(g))cπ,v,λ.
(2.2.7) Theorem: Let π be a smooth irreducible representation of GLn(K). Then
the following statements are equivalent:
(1) π is supercuspidal.
(2) All the matrix coefficents of π have compact support modulo center.
(3) π∨ is supercuspidal.
(4) For any quasi-character χ of K×, πχ is supercuspidal.
Proof : The equivalence of (1) and (2) is a theorem of Harish-Chandra [BZ1] 3.21.
The equivalence of (2), (3) and (4) follows then from (2.2.6).
(2.2.8) For any complex number s and for any admissible representation we define
π(s) as the twist of π with the character | |s, i.e. the representation g 7→ | det(g)|sπ(g).
If π is supercuspidal, π(s) is also supercuspidal. Define a partial order on A0n(K)
by π ≤ π′ iff there exists an integer n ≥ 0 such that π′ = π(n). Hence every finite
interval ∆ is of the form
∆(π,m) = [π, π(1), . . . , π(m− 1)].
The integer m is called the length of the interval and nm is called its degree. We write
π(∆) for the representation π × · · · × π(m− 1) of GLnm(K).
Two finite intervals ∆1 and ∆2 are said to be linked if ∆1 6⊂ ∆2, ∆2 6⊂ ∆1, and
∆1 ∪∆2 is an interval. We say that ∆1 precedes ∆2 if ∆1 and ∆2 are linked and if
the minimal element of ∆1 is smaller than the minimal element of ∆2.
(2.2.9) Theorem (Bernstein-Zelevinsky classification ([Ze], cf. also [Ro])):
(1) For any finite interval ∆ ⊂ A0n(K) of length m the representation π(∆) has
length 2m−1. It has a unique irreducible quotient Q(∆) and a unique irre-
ducible subrepresentation Z(∆).
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(2) Let ∆1 ⊂ A
0
n1(K), . . . ,∆r ⊂ A
0
nr(K) be finite intervals such that for i <
j, ∆i does not precede ∆j (this is an empty condition if ni 6= nj). Then
the representation Q(∆1)× · · · ×Q(∆r) admits a unique irreducible quotient
Q(∆1, . . . ,∆r), and the representation Z(∆1)× · · · ×Z(∆r) admits a unique
irreducible subrepresentation Z(∆1, . . . ,∆r).
(3) Let π be a smooth irreducible representation of GLn(K). Then it is isomor-
phic to a representation of the form Q(∆1, . . . ,∆r) (resp. Z(∆
′
1, . . . ,∆
′
r′))
for a unique (up to permutation) collection of intervals ∆1, . . . ,∆r (resp.
∆′1, . . . ,∆
′
r′) such that ∆i (resp. ∆
′
i) does not precede ∆j (resp. ∆
′
j) for i < j.
(4) Under the hypothesis of (2), the representation Q(∆1)× · · · ×Q(∆r) is irre-
ducible if and only if no two of the intervals ∆i and ∆j are linked.
(2.2.10) For π ∈ A0n(K) the set of π
′ in A0n(K) which are comparable with π with
respect to the order defined above is isomorpic (as an ordered set) to ZZ, in particular
it is totally ordered. It follows that given a tuple of intervals ∆i = [πi, . . . , πi(mi−1)],
i = 1, . . . , r we can always permute them such that ∆i does not precede ∆j for i < j.
Denote by Sn(K) the set of unordered tuples (∆1, . . . ,∆r) where ∆i is an interval
of degree ni such that
∑
ni = n. Then (2) and (3) of (2.2.9) are equivalent to the
assertion that the maps
Q:Sn(K) −→ An(K), (∆1, . . . ,∆r) 7→ Q(∆1, . . . ,∆r),
Z:Sn(K) −→ An(K), (∆1, . . . ,∆r) 7→ Z(∆1, . . . ,∆r),
are bijections.
The unordered tuple of supercuspidal representations πi(j) for i = 1, . . . , r and
j = 0, . . . , mi − 1 is called the supercuspidal support. It is the unique unordered
tuple of supercuspidal representations ρ1, . . . , ρs such that π = Q(∆1, . . . ,∆s) and
π′ = Z(∆1, . . . ,∆r) is a subquotient of ρ1 × · · · × ρs ([Ze]).
(2.2.11) If Rn(K) is the Grothendieck group of the category of admissible represen-
tations of GLn(K) of finite length and R(K) =
⊕
n≥0Rn(K), then
([π1], [π2]) 7→ [π1 × π2]
defines a map
R(K)×R(K) −→ R(K)
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which makes R(K) into a graded commutative ring ([Ze] 1.9) which is isomorphic to
the ring of polynomials in the indeterminates ∆ for ∆ ∈ S(K) =
⋃
n≥1 Sn(K) (loc.
cit. 7.5).
The different descriptions of An(K) via the maps Q and Z define a map
t:R(K) −→ R(K), Q(∆) 7→ Z(∆).
We have:
Proposition: (1) The map t is an involution of the graded ring R.
(2) It sends irreducible representations to irreducible representations.
(3) For ∆ = [π, π(1), . . . , π(m− 1)] we have
t(Q(∆)) = Q(π, π(1), . . . , π(m− 1))
where on the right hand side we consider π(i) as intervals of length 1.
(4) We have
t(Q(∆1, . . . ,∆r)) = Z(∆1, . . . ,∆r),
t(Z(∆1, . . . ,∆r)) = Q(∆1, . . . ,∆r).
Proof : Assertions (1) and (3) follow from [Ze] 9.15. The second assertion had been
anounced by J.N. Bernstein but no proof has been published. It has been proved quite
recently in [Pr] or [Au1] (see also [Au2]). Assertion (4) is proved by Rodier in [Ro]
the´ore`me 7 under the assumption of (2).
(2.2.12) For each interval ∆ = [π, . . . , π(m− 1)] we set
∆∨ = [π(m− 1)∨, . . . , π∨] = [π∨(1−m), . . . , π∨(−1), π∨].
It follows from [Ze] 3.3 and 9.4 (cf. also [Tad] 1.15 and 5.6) that we have
Q(∆1, . . . ,∆r)
∨ = Q(∆∨1 , . . . ,∆
∨
r ),
Z(∆1, . . . ,∆r)
∨ = Z(∆∨1 , . . . ,∆
∨
r ).
In particular we see that the involution on R induced by [π] 7→ [π∨] commutes with
the involution t in (2.2.11).
(2.2.13) Example: Let ∆ ⊂ A1(K) be the interval
∆ = (| |(1−n)/2, | |(3−n)/2, . . . , | |(n−1)/2).
The associated representation of the diagonal torus T ⊂ GLn(K) is equal to δ
−1/2
B
where δB(t) = | detAdU (t)|K is the modulus character of the adjoint action of T on
25
the group of unipotent upper triangular matrices U and where B is the subgroup of
upper triangular matrices in GLn(K). Hence we see that
π(∆) = | |(1−n)/2 × | |(3−n)/2 × . . .× | |(n−1)/2
consists just of the space of smooth functions on B\G with the action of G induced by
the natural action of G on the flag variety B\G. Hence Z(∆) is the trivial represen-
tation 1 of constant functions on G/B. The representation Q(∆) = t(Z(1)) is called
the Steinberg representation and denoted by St(n). It is selfdual, i.e. St(n)∨ = St(n)
(in fact, it is also unitary and even square integrable, see the next section). For n = 2
the length of π(∆) is 2, hence we have St(n) = π(∆)/1.
2.3 Square integrable and tempered representations
(2.3.1) We return to the general setting where G is an arbitrary connected re-
ductive group over K. Every character α:G −→ Gm defines on K-valued points a
homomorphism α:G −→ K×. By composition with the absolute value | |K we obtain
a homomorphism |α|K :G −→ IR
>0 and we set
G0 =
⋂
α
Ker(|α|K).
If G = GLn then every α is a power of the determinant, hence we have
GLn(K)
0 = { g ∈ GLn(K) | | det(g)|K = 1 }.
Let r be a positive real number. We call an admissible representation (π, V ) of G
essentially Lr if for all v ∈ V and λ ∈ V ∨ the matrix coefficient cv,λ is L
r on G0, i.e.
the integral ∫
G0
|cλ,v|
r dg
exists (where dg denotes some Haar measure of G0).
An admissible representation is called Lr if it is essentially Lr and if it has a
central character (2.1.19) which is unitary.
Let Z be the center of G. Then the composition G0 −→ G −→ G/Z has compact
kernel and finite cokernel. Hence, if (π, V ) has a unitary central character ωπ, the
integral ∫
Z\G
|cv,λ|
r dg
makes sense, and (π, V ) is Lr if and only if this integral is finite.
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(2.3.2) Proposition: Let π be an admissible representation of G which is Lr. Then
it is Lr
′
for all r′ ≥ r.
Proof : This follows from [Si3] 2.5.
(2.3.3) Definition: An admissible representation of G is called essentially square
integrable (resp. essentially tempered) if it is essentially L2 (resp. essentially L2+ε for
all ε > 0). We have similar definitions by omitting “essentially”.
By (2.3.2), any (essentially) square integrable representation is (essentially) tem-
pered.
(2.3.4) The notion of “tempered” is explained by the following proposition (which
follows from [Si1] §4.5 and [Si3] 2.6):
Proposition: Let π be an irreducible admissible representation of G such that
its central character is unitary. Then the following assertions are equivalent:
(1) π is tempered.
(2) Each matrix coefficient defines a tempered distribution on G (with the usual
notion of a tempered distribution: It extends from a linear form on the locally
constant functions with compact support onG to a linear form on the Schwartz
space of G (the “rapidly decreasing functions on G”), see [Si1] for the precise
definition in the p-adic setting).
(3) The distribution character of π is tempered.
(2.3.5) Example: By (2.2.7) any supercuspidal representation is essentially Lr for
all r > 0. In particular it is essentially square integrable.
(2.3.6) If (π, V ) is any smooth representation of G which has a central character,
then there exists a unique positive real valued quasi-character χ of G such that πχ
has a unitary central character (for G = GLn(K) this is clear as every quasi-character
factors through the determinant (2.1.18), for arbitrary reductive groups this is [Cas]
5.2.5). Hence for G = GLn(K) the notion of “essential square-integrability” is equiv-
alent to the notion of “quasi-square-integrability” in the sense of [Ze]. In particular
it follows from [Ze] 9.3:
Theorem: An irreducible admissible representation π of GLn(K) is essentially
square-integrable if and only if it is of the form Q(∆) with the notations of (2.2.9).
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It is square integrable if and only if ∆ is of the form [ρ, ρ(1), . . . , ρ(m− 1)] where the
central character of ρ((m− 1)/2) is unitary.
(2.3.7) We also have the following characterization of tempered representations in
the Bernstein-Zelevinsky classification (see [Kud] 2.2):
Proposition: An irreducible admissible representation Q(∆1, . . . ,∆r) of GLn(K)
is tempered if and only if the Q(∆i) are square integrable.
(2.3.8) If π = Q(∆1, . . . ,∆r) is a tempered representation no two of the intervals
∆i = [ρi, . . . , ρi(mi − 1)] are linked as cent(∆i) = ρi((mi − 1)/2) has unitary central
character and all elements in ∆i different from cent(∆i) have a non-unitary central
character. Therefore we have
π = Q(∆1)× · · · ×Q(∆r).
(2.3.9) Let π = Q(∆1, . . . ,∆r) be an arbitrary irreducible admissible representation.
For each ∆i there exists a unique real number xi such that Q(∆i)(−xi) is square
integrable. We can order the ∆i’s such that
y1 := x1 = · · · = xm1 > y2 := xm1+1 = · · · = xm2 > · · · > ys := xms−1+1 = · · · = xr.
In this order ∆i does not precede ∆j for i < j and all ∆i’s which correspond to the
same yj are not linked. For j = 1, . . . , s set
πj = Q(∆mj−1+1)(−yj)× · · · ×Q(∆mj )(−yj)
with m0 = 0 and ms = r. Then all πj are irreducible tempered representation, and
π is the unique irreducible quotient of π1(y1)× · · · × πs(ys). This is nothing but the
Langlands classification which can be generalized to arbitrary reductive groups (see
[Si1] or [BW]).
2.4 Generi representations
(2.4.1) Fix a non-trivial additive quasi-character ψ:F −→ C× and let n(ψ) be the
exponent of ψ, i.e. the largest integer n such that ψ(π−nK OK) = 1.
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(2.4.2) Let Un(K) ⊂ GLn(K) be the subgroup of unipotent upper triangular ma-
trices and define a one-dimensional representation θψ of Un(K) by
θψ((uij)) = ψ(u12 + · · ·+ un−1,n).
If π is any representation of GLn(K) we can consider the space of homomorphisms
of Un(K)-modules
HomUn(K)(π|Un(K), θψ).
If π is smooth and irreducible we call π generic if this space is non-zero.
(2.4.3) In the next few sections we collect some facts about generic representations
of GLn(K) which can be found in [BZ1], [BZ2] and [Ze]. Note that in loc. cit. the
term “non-degenerate” is used instead of “generic”. First of all we have:
Proposition: (1) The representation π is generic if and only if π∨ is generic.
(2) For all multiplicative quasicharacters χ:K× −→ C×, π is generic if and only
if χπ is generic.
(3) The property of π being generic does not depend of the choice of the non-trivial
additive character ψ.
(2.4.4) Via the Bernstein-Zelevinsky classification we have the following character-
ization of generic representations ([Ze] 9.7):
Theorem: An irreducible admissible representation π = Q(∆1, . . . ,∆r) is generic
if and only if no two segments ∆i are linked. In particular we have
π ∼= Q(∆1)× · · · ×Q(∆r).
(2.4.5) Corollary: Every essentially tempered (and in particular every supercuspi-
dal) representation is generic.
(2.4.6) If (π, V ) is generic, it has a Whittaker model: Choose a
0 6= λ ∈ HomU(K)(π|U(K), θψ)
and define a map
V −→ { f :GLn(K) −→ C | f(ug) = θ(u)f(g) for all g ∈ GLn(K), u ∈ U(K) },
v 7→ (g 7→ λ(π(g)v))
.
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This is an injective homomorphism of GLn(K)-modules if GLn(K) acts on the right
hand side by right translation, and we call its image the Whittaker model of π with
respect to ψ and denote it by W(π, ψ).
(2.4.7) The concept of a generic representation plays a fundamental role in the
theory of automorphic forms: If π is an irreducible admissible representation of the
adele valued group GLn(AL) for a number field L, it can be decomposed in a restricted
tensor product
π =
⊗
v
πv
where v runs through the places of L and where πv is an admissible irreducible
representation of GLn(Lv) (see Flath [Fl] for the details). If π is cuspidal, all the
πv are generic by Shalika [Sh].
2.5 Definition of L- and epsilon-fators
(2.5.1) Let π and π′ be smooth irreducible representations of GLn(K) and of
GLn′(K) respectively. We are going to define L- and ε-factors of the pair (π, π
′).
We first do this for supercuspidal (or more generally for generic) representation and
then use the Bernstein-Zelevinsky classification to make the general definition.
Assume now that our fixed non-trivial additive character ψ (2.4.1) is unitary,
i.e. ψ−1 = ψ¯. Let π and π′ be generic representations of GLn(K) and GLn′(K)
respectively. To define L- and ε-factors L(π × π′, s) and ε(π × π′, s, ψ) we follow
[JPPS1].
Consider first the case n = n′. Denote by S(Kn) the set of locally constant
functions φ:Kn −→ C with compact support. For elements W ∈ W(π, ψ), W ′ ∈
W(π′, ψ¯) in the Whittaker models and for any φ ∈ S(Kn) define
Z(W,W ′, φ, s) =
∫
Un(K)\GLn(K)
W (g)W ′(g)φ((0, . . . , 0, 1)g)| det(g)|s dg
where dg is a GLn(K)-invariant measure on Un(K)\GLn(K). This is absolutely
convergent if Re(s) is sufficiently large and it is a rational function of q−s. The set
{Z(W,W ′, φ, s) |W ∈ W(π, ψ), W ′ ∈ W(π′, ψ¯) and φ ∈ S(Kn) }
generates a fractional ideal in C[qs, q−s] with a unique generator L(π × π′, s) of the
form P (q−s)−1 where P ∈ C[X ] is a polynomial such that P (0) = 1.
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Further ε(π × π′, s, ψ) is defined by the equality
Z(W˜ , W˜ ′, 1− s, φˆ)
L(π∨ × π′∨, 1− s)
= ωπ′(−1)
nε(π × π′, s, ψ)
Z(W,W ′, s, φ)
L(π × π′, s)
.
Here we define W˜ by W˜ (g) = W (wn
tg−1) where wn ∈ GLn(K) is the permutation
matrix corresponding to the longest Weyl group element (i.e. to the permutation
which sends i to n + 1 − i). Because of (2.1.22) this is an element of W(π∨, ψ¯). In
the same way we define W˜ ′ ∈ W(π′∨, ψ). Finally φˆ denotes the Fourier transform of
φ with respect to ψ given by
φˆ(x) =
∫
Kn
φ(y)ψ(ty x) dy
for x ∈ Kn.
Now consider the case n′ < n. For W ∈ W(π, ψ), W ′ ∈ W(π′, ψ¯) and for j =
0, 1, . . . , n− n′ − 1 define
Z(W,W ′, j, s) =
∫
Un′ (K)\GLn′ (K)
∫
Mj×n′ (K)
W (

 g 0 0x Ij 0
0 0 In−n′−j

)W ′(g)
· | det(g)|s−(n−n
′)/2 dx dg
where dg is a GLn′(K)-invariant measure on Un′(K)\GLn′(K) and dx is a Haar
measure on the space of (j×n′)-matrices over K. Again this is absolutely convergent
if Re(s) is sufficiently large, it is a rational function of q−s and these functions generate
a fractional ideal with a unique generator L(π × π′, s) of the form P (q−s)−1 where
P ∈ C[X ] is a polynomial such that P (0) = 1. In this case ε(π × π′, s, ψ) is defined
by
Z(wn,n′W˜ , W˜
′, n− n′ − 1− j, 1− s)
L(π∨ × π′∨, 1− s)
= ωπ′(−1)
n−1ε(π × π′, ψ, s)
Z(W,W ′, j, s)
L(π × π′, s)
where wn,n′ is the matrix
(
In′
0
0
wn−n′
)
∈ GLn(K).
Finally for n′ > n we define
L(π × π′, s) = L(π′ × π, s), ε(π × π′, ψ, s) = ε(π′ × π, ψ, s).
In all cases L(π × π′, s) does not depend on the choice of ψ, and ε(π × π′, s, ψ) is
of the form cq−fs for a non-zero complex number c and an integer f which depend
only on π, π′ and ψ.
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This finishes the definition of the L- and the ε-factor for the generic case (and in
particular for the supercuspidal case). Note that if π and π′ are supercuspidal, we
have
(2.5.1.1) L(π × π′, s) =
∏
χ
L(χ, s)
where χ runs over the unramified quasi-characters of K× such that χπ′∨ ∼= π and
where L(χ, s) is the L-function of a character as defined in Tate’s thesis (see also
below). In particular we have L(π × π′, s) = 1 for π ∈ A0n(K) and π
′ ∈ A0n′(K) with
n 6= n′.
It seems that there is no such easy way to define ε(π × π′, ψ, s) for supercuspidal
π and π′. However, Bushnell and Henniart [BH] prove that ε(π × π∨, ψ, 1/2) =
ωπ(−1)
n−1 for every irreducible admissible representation π of GLn(K).
(2.5.2) From the definition of the L- and ε-factor in the supercuspidal case we
deduce the definition of the L- and ε-factor for pairs of arbitrary smooth irreducible
representations π and π′ by the following inductive relations using (2.2.9)(cf. [Kud]):
(1) We have L(π × π′, s) = L(π′ × π, s) and ε(π × π′, ψ, s) = ε(π′ × π, ψ, s).
(2) If π is of the form Q(∆1, . . . ,∆r) (2.2.9) and if π
′ is arbitrary, then
L(π × π′, s) =
r∏
i=i
L(Q(∆i)× π
′, s)
ε(π × π′, ψ, s) =
r∏
i=i
ε(Q(∆i)× π
′, ψ, s).
(3) If π is of the form Q(∆), ∆ = [σ, σ(r−1)] and π′ = Q(∆′), ∆′ = [σ′, σ′(r′−1)]
with r′ ≥ r, then
L(π × π′, s) =
r∏
i=1
L(σ × σ′, s+ r + r′ − 1)
ε(π × π′, ψ, s) =
r∏
i=1
((r+r′−2i∏
j=0
ε(σ × σ′, ψ, s+ i+ j − 1)
)
×
(r+r′−2i−1∏
j=0
L(σ∨ × σ′∨, 1− s− i− j)
L(σ × σ′, s+ i+ j − 1)
))
.
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(2.5.3) Let 1:K× −→ C× be the trivial multiplicative character. For any smooth
irreducible representation π of GLn(K) we define
L(π, s) = L(π × 1, s),
ε(π, ψ, s) = ε(π × 1, ψ, s).
For n = 1, L(π, s) and ε(π, ψ, s) are the local L- and ε-factors defined in Tate’s thesis.
For n > 1 and π supercuspidal, we have L(π, s) = 1, while ε(π, ψ, s) is given by a
generalized Gauss sum [Bu].
(2.5.4) Let (π, V ) be a smooth and irreducible representation of GLn(K). For any
non-negative integer t define
Kn(t) = {
(
a
c
b
d
)
∈ GLn(OK) | c ∈M1×n−1(π
t
KOK), d ≡ 1 (mod π
t
KOK) }.
In particular, we have Kn(0) = GLn(OK). The smallest non-negative integer t such
that V Kn(t) 6= (0) is called the conductor of π and denoted by f(π). By [JPPS1] (cf.
also [CHK]) it is also given by the equality
ε(π, ψ, s) = ε(π, ψ, 0)q−s(f(π)+nn(ψ))
where n(ψ) denotes the exponent of ψ (2.4.1).
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3 Explanation of the Galois side
3.1 Weil-Deligne representations
(3.1.1) Let WK be the Weil group of K (1.1.8) and let ϕK :WK −→ Gal(K¯/K) be
the canonical homomorphism.
A representation of WK (resp. of Gal(K¯/K)) is a continuous homomorphism
WK −→ GL(V ) (resp. Gal(K¯/K) −→ GL(V )) where V is a finite-dimensional com-
plex vector space. Denote by Rep(WK) (resp. Rep(Gal(K¯/K))) the category of rep-
resentations of the respective group.
Note that a homomorphism of a locally profinite group (e.g. WK or Gal(K¯/K))
into GLn(C) is continuous for the usual topology of GLn(C) if and only if it is
continuous for the discrete topology.
(3.1.2) For w ∈ WK we set
|w| = |w|K = |Art
−1
K (w)|K .
Then the mapWK −→ C
×, w 7→ |w|s is a one-dimensional representation (i.e. a quasi-
character) ofWK for every complex number s. All one-dimensional representations of
WK which are trivial on IK (i.e. which are unramified) are of this form ([Ta1] 2.3.1).
(3.1.3) As ϕK is injective with dense image, we can identify Rep(Gal(K¯/K)) with
a full subcategory of Rep(WK). A representation in this subcategory is called of
Galois-type. By [Ta2] 1.4.5 a representation r of WK is of Galois-type if and only if
its image r(WK) is finite.
Conversely, by [De2] §4.10 and (3.1.2) every irreducible representation r of WK is
of the form r = r′⊗ | |s for some complex number s and for some representation r′ of
Galois type.
(3.1.4) A representation of Galois-type of WK is irreducible if and only if it is
irreducible as a representation of Gal(K¯/K). Further, if σ is any irreducible repre-
sentation of WK , it is of Galois type if and only if the image of its determinant det ◦σ
is a subgroup of finite order of C×.
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(3.1.5) Let L be a finite extension of K in K¯. Then we have a canonical injective
homomorphism WL −→ WK with finite cokernel. Hence restriction and induction of
representations give functors
resL/K :Rep(WK) −→ Rep(WL)
indL/K :Rep(WL) −→ Rep(WK)
satisfying the usual Frobenius reciprocity.
More precisely, any representation of WK becomes a representation of WL by
restriction r 7→ r|WK . This defines the map resL/K . Conversely, let r:WL −→ GL(V )
be a representation of WL. Then we define indL/K(r) as the representation of WK
whose underlying vector space consists of the continuous maps f :WK −→ V such
that f(xw) = r(x)f(w) for all x ∈ WL and w ∈WK .
Note that in the context of the cohomology of abstract groups this functor “in-
duction” as defined above is often called “coinduction”.
(3.1.6) Definition: A Weil-Deligne representation of WK is a pair (r,N) where r is
a representation of WK and where N is a C-linear endomorphism of V such that
(3.1.6.1) r(γ)N = |Art−1K (γ)|K N r(γ)
for γ ∈WK .
It is called Frobenius semisimple if r is semisimple.
(3.1.7) Remark: Let (r,N) be a Weil-Deligne representation of WK .
(1) Let γ ∈ WK be an element corresponding to a uniformizer πK via ArtK .
Applying (3.1.6.1) we see that N is conjugate to qN , hence every eigenvalue
of N must be zero which shows that N is automatically nilpotent.
(2) The kernel of N is stable under WK , hence if (r,N) is irreducible, N is equal
to zero. Therefore the irreducible Weil-Deligne representations of WK are
simply the irreducible continuous representations of WK .
(3.1.8) Let ρ1 = (r1, N1) and ρ2 = (r2, N2) be two Weil-Deligne representations on
complex vector spaces V1 and V2 respectively.
Their tensor product ρ1 ⊗ ρ2 = (r,N) is the Weil-Deligne representation on the
space V1 ⊗ V2 given by
r(w)(v1 ⊗ v2) = r1(w)v1 ⊗ r2(w)v2, N(v1 ⊗ v2) = N1v1 ⊗ v2 + v1 ⊗N2v2
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for w ∈WK and vi ∈ Vi, i = 1, 2.
Further, HomC(V1, V2) becomes the vector space of a Weil-Deligne representation
Hom(ρ1, ρ2) = (r,N) by
(r(w)ϕ)(v1) = r2(w)(ϕ(r1(w)
−1v1)), (Nϕ)(v1) = N2(ϕ(v1))− ϕ(N1(v1))
for ϕ ∈ HomC(V1, V2), w ∈WK and v1 ∈ V1.
In particular we get the contragredient ρ∨ of a Weil-Deligne representation as the
representation Hom(ρ, 1) where 1 is the trivial one-dimensional representation.
(3.1.9) ConsiderWK as a group scheme over Q (not of finite type) which is the limit
of the constant group schemes associated to the discrete groups WK/J where J runs
through the open normal subgroups of IK . Denote by W
′
K the semi-direct product
W ′K =WK |×Ga
where WK acts on Ga by the rule wxw
−1 = |w|Kx. This is a group scheme (neither
affine nor of finite type) over Q whose R-valued points for some Q-algebra R without
non-trivial idempotents are given by WK |×R, and the law of composition is given by
(w1, x1)(w2, x2) = (w1w2, |w2|
−1
K x1 + x2).
A Weil-Deligne representation of WK is the same as a complex finite-dimensional
representation of the group scheme W ′K whose underlying WK -representation is
semisimple (to see this use the fact that representations of the additive group on a
finite-dimensional vector space over a field in characteristic zero correspond to nilpo-
tent endomorphisms).
The group scheme W ′K (or also its C-valued points WK |× C) is called the Weil-
Deligne group.
(3.1.10) It follows from the Jacobson-Morozov theorem that we can also interpret
a Weil-Deligne representation as a continuous complex semisimple representation of
the group WK × SL2(C). If η is such a representation, we associate a Weil-Deligne
representation (r,N) by the formulas
r(w) = η(w,
(
|w|
1
2
0
0
|w|−
1
2
)
)
and
exp(N) = η(1,
(
1
0
1
1
)
).
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A theorem of Kostant assures that two representations ofWF×SL2(C) are isomorphic
if and only if the corresponding Weil-Deligne representations are isomorphic (see [Ko]
for these facts).
3.2 Definition of L- and epsilon-fators
(3.2.1) Let ρ = ((r, V ), N) be a Frobenius semisimple Weil-Deligne representation.
Denote by VN the kernel of N and by V
IK
N the space of invariants in VN for the action
of the inertia group IK .
The L-factor of ρ is given by
L(ρ, s) = det(1− q−sΦ|
V
IK
N
)−1
where Φ ∈ WK is a geometric Frobenius. If ρ and ρ
′ are irreducible Weil-Deligne
representations of dimension n, n′ respectively, we have
(3.2.1.1) L(ρ⊗ ρ′, s) =
∏
χ
L(χ, s)
where χ runs through the unramified quasi-characters of K× ∼= W abK such that χ ⊗
ρ∨ = ρ′ (compare (2.5.1.1)). In particular L(ρ⊗ ρ′, s) = 1 for n 6= n′.
Fix a non-trivial additive character ψ of K and let n(ψ) be the largest integer n
such that ψ(π−nK OK) = 1. Further let dx be an additive Haar measure of K.
To define ε(ρ, ψ, s) we first define the ε-factor of the Weil group representation
(r, V ). Assume first that V is one-dimensional, i.e. r = χ is a quasi-character
χ:W abK −→ C
×.
Let χ be unramified (i.e. χ(IK) = (1) or equivalently χ = | |
s for some complex
number s). Then we set
ε(χ, ψ, dx) = χ(w)qn(ψ) voldx(OK) = q
n(ψ)(1−s) voldx(OK)
where w ∈WK is an element whose valuation is n(ψ).
If χ is ramified, let f(χ) be the conductor of χ, i.e. the smallest integer f such that
χ(ArtK(1 + π
f
KOK)) = 1, and let c ∈ K
× be an element with valuation n(ψ) + f(χ).
Then we set
ε(χ, ψ, dx) =
∫
c−1OK×
χ−1(ArtK(x))ψ(x)dx.
The ε-factors attached to (r, V ) with dim(V ) > 1 are characterized by the following
theorem of Langlands and Deligne [De2]:
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Theorem: There is a unique function ε which associates with each choice of a
local field K, a non-trivial additive character ψ of K, an additive Haar measure dx
on K and a representation r of WK a number ε(r, ψ, dx) ∈ C
× such that
(1) If r = χ is one-dimensional ε(χ, ψ, dx) is defined as above.
(2) ε( , ψ, dx) is multiplicative in exact sequences of representations ofWK (hence
we get an induced homomorphism ε( , ψ, dx): Groth(Rep(WK)) −→ C
×).
(3) For every tower of finite extensions L′/L/K and for every choice of additive
Haar measures µL on L and µL′ on L
′ we have
ε(indL′/L[r
′], ψ ◦ TrL/K , µL) = ε([r
′], ψ ◦ TrL′/K , µL′)
for [r′] ∈ Groth(Rep(WL′)) with dim([r
′]) = 0.
Note that we have ε(χ, ψ, αdx) = αε(χ, ψ, dx) for α > 0 and hence via induc-
tivity ε(r, ψ, αdx) = αdim(r)ε(χ, ψ, dx). In particular if [r] ∈ Groth(Rep(WK)) is of
dimension 0, ε([r], ψ, dx) is independent of the choice of dx.
Now we can define the ε-factor of the Weil-Deligne representation ρ = (r,N) as
ε(ρ, ψ, s) = ε(| |sr, ψ, dx) det(−Φ|
V IK /V
IK
N
)
where dx is the Haar measure on K which is self-dual with respect to the Fourier
transform f 7→ fˆ defined by ψ:
fˆ(y) =
∫
f(x)ψ(xy) dx.
In other words ([Ta1] 2.2.2) it is the Haar measure for which OK gets the volume
q−d/2 where d is the valuation of the absolute different of K (if the ramification index
e of K/Qp is not divided by p, we have d = e− 1, in general d can be calculated via
higher ramification groups [Se2]).
Note that ε(ρ, ψ, s) is not additive in exact sequences of Weil-Deligne representa-
tions as taking coinvariants is not an exact functor.
(3.2.2) Let ρ be an irreducible Weil-Deligne representation of dimension n, then we
can define the conductor f(ρ) of ρ by the equality
ε(ρ, ψ, s) = ε(ρ, ψ, 0)q−s(f(ρ)+nn(ψ))
where n(ψ) denotes the exponent of ψ (2.4.1). This is a nonnegative integer which
can be explicitly expressed in terms of higher ramification groups (e.g. [Se2] VI,§2,
Ex. 2).
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(3.2.3) For any m ≥ 1 we define the Weil-Deligne representations Sp(m) =
((r, V ), N) by V = Ce0 ⊕ · · · ⊕Cem−1 with
r(w)ei = |w|
iei
and
Nei = ei+1 (0 ≤ i < m− 1), Nem−1 = 0.
In this case we have VN = V
IK
N = Cem−1 and Φei = q
−iei for a geometric Frobenius
Φ ∈WK . Hence the L-factor is given by
L(ρ, s) =
1
1− q1−s−m
.
Let ψ be an additive character such that n(ψ) = 0 and let dx be the Haar measure
on K which is self-dual with respect to Fourier transform as above. Then we have
ε(r, ψ, dx) = q−md/2 where d is the valuation of the absolute different of K. Hence
the ε-factor is given by
ε(ρ, ψ, s) = (−1)m−1q
−md−(m−2)(m−1)
2 .
(3.2.4) A Frobenius semisimple Weil-Deligne representation ρ is indecomposable if
and only if it has the form ρ0 ⊗ Sp(m) for some m ≥ 1 and with ρ0 irreducible.
Moreover, the isomorphism class of ρ0 and m are uniquely determined by ρ ([De1]
3.1.3(ii)).
Further (as in every abelian category where all objects have finite length) every
Frobenius semisimple Weil-Deligne representation is the direct sum of unique (up to
order) indecomposable Frobenius semisimple Weil-Deligne representations.
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4 Construction of the correspondence
4.1 The orrespondene in the unramified ase
(4.1.1) Definition: An irreducible admissible representation (π, V ) of GLn(K) is
called unramified, if the space of fixed vectors under C = GLn(OK) is non-zero, i.e.
if its conductor (2.5.4) is zero.
(4.1.2) Example: A multiplicative quasi-character χ:K× −→ C× is unramified if
and only if χ(O×K) = {1}. An unramified quasi-character χ is uniquely determined
by its value χ(πK) which does not depend on the choice of the uniformizing element
πK . It is of the form | |
s for a unique s ∈ C/(2πi(log q)−1)ZZ.
(4.1.3) Let (χ1, . . . , χn) be a family of unramified quasi-characters which we can
view as intervals of length zero in A01(K). We assume that for i < j, χi does not
precede χj , i.e. χ
−1
i χj 6= | |K . Then Q(χ1, . . . , χn) is an unramified representation of
GLn(K). Conversely we have [Cas2]
Theorem: Every unramified representation π of GLn(K) is isomorphic to a rep-
resentation of the form Q(χ1, . . . , χn) where the χi are unramified quasi-characters of
K×.
(4.1.4) An unramified representation π of GLn(K) is supercuspidal if and only if
n = 1 and π is an unramified quasi-character of K
×
.
(4.1.5) Let π be an unramified representation associated to unramified quasi-
characters χ1, . . . , χn. This tuple of unramified quasi-characters induces a homo-
morphism
T/Tc −→ C
×
where T ∼= (K×)n denotes the diagonal torus of G and where Tc ∼= (O
×
K)
n denotes
the unique maximal compact subgroup of T of diagonal matrices with coefficients in
O×K .
Thus the set of unramified representations may be identified with the set of orbits
under the Weyl group Sn of GLn in
Tˆ = Hom(T/Tc,C
×) = (C×)n
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where the last isomorphism is given by the identification
T/Tc = ZZ
n, diag(t1, . . . , tn) 7→ (vK(t1), . . . , vK(tn)).
(4.1.6) To shorten notations set C = GLn(OK). The Hecke algebra H(GLn(K)//C)
is commutative and canonically isomorphic to the Sn-invariants of the group algebra
([Ca] 4.1)
C[X∗(Tˆ )] = C[X∗(T )] ∼= C[t
±1
1 , . . . , t
±1
n ].
If (π, V ) is an unramified representation, V C is one-dimensional (2.1.11), hence
we get a canonical homomorphism
λπ:H(GLn(K)//C) −→ End(V
C) = C.
For every h ∈ H(GLn(K)//C) the map
Tˆ /ΩGLn −→ C, π 7→ λπ(h)
can be considered as an element in C[X∗(Tˆ )]Sn and this defines the isomorphism
H(GLn(K)//C)
∼
−→ C[X∗(Tˆ )]Sn .
(4.1.7) Definition: An n-dimensional Weil-Deligne representation ρ = ((r, V ), N) is
called unramified if N = 0 and if r(IK) = {1}.
(4.1.8) Every unramified n-dimensional Weil-Deligne representation ρ = ((r,Cn), N)
is uniquely determined by the GLn(C)-conjugacy class of r(Φ) =: gρ for a geometric
Frobenius Φ. By definition this element is semisimple and hence we can consider this
as an Sn-orbit of the diagonal torus (C
×)n of GLn(C). Hence we get a bijection
recn between unramified representations of GLn(K) and unramified n-dimensional
Weil-Deligne representations.
This is normalized by the following two conditions:
(i) An unramified quasi-character χ of IK× corresponds to an unramified quasi-
character rec1(χ) of W
ab
K via the map ArtK from local class field theory.
(ii) The representation Q(χ1, . . . , χn) (4.1.3) corresponds to the unramified Weil-
Deligne representation
rec1(χ1)⊕ · · · ⊕ rec1(χn).
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By the inductive definition of L- and ε-factors it follows that the bijection recn
satisfies condition (2) of (1.2.2) (see also (2.5.1.1) and (3.2.1.1)). Further condition (3)
for unramified characters and condition (4) are clearly okay, and condition (5) follows
from the obvious fact that if unramified elements in An(K) or in Gn(K) correspond
to the Sn-orbit of diag(t1, . . . , tn) their contragredients correspond to the orbit of
diag(t1, . . . , tn)
−1 = diag(t−11 , . . . , t
−1
n ).
(4.1.9) From the global point of view, unramified representations are the “normal”
ones: If
π =
⊗
v
πv
is an irreducible admissible representation of the adele valued group GLn(AL) for a
number field L as in (2.4.7), all but finitely many πv are unramified.
4.2 Some redutions
(4.2.1) In this paragraph we sketch some arguments (mostly due to Henniart) which
show that it suffices to show the existence of a family of maps (recn) satisfying all
the desired properties between the set of isomorphism classes of supercuspidal rep-
resentations and the set of isomorphism classes of irreducible Weil-Deligne represen-
tations. We denote by A0n(K) the subset of An(K) consisting of the supercuspidal
representations of GLn(K). Further let G
0
n(K) be the set of irreducible Weil-Deligne
representations in Gn(K).
(4.2.2) Reduction to the supercuspidal case: In order to prove the local Lang-
lands conjecture (1.2.2), it suffices to show that there exists a unique collection of
bijections
recn:A
0
n(K) −→ G
0
n(K)
satisfying (1.2.2) (1) to (5).
Reasoning : This follows from (2.2.9) and from (3.2.4). More precisely, for any
irreducible admissible representation π ∼= Q(∆1, . . . ,∆r), with ∆i = [πi, πi(mi − 1)]
and πi ∈ A
0
ni
(K) define
recn1m1+···+nrmr(π) =
r⊕
i=1
recni(πi)⊗ Sp(mi).
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Properties (1.2.2) (1) to (5) follow then (nontrivially) from the inductive description
of the L- and the ε-factors.
(4.2.3) Reduction to an existence statement: If there exists a collection of bijec-
tions (recn)n as in (4.2.2), it is unique. This follows from the fact that representations
π ∈ A0n(K) are already determined inductively by their ε-factors in pairs and that
by (1.2.2)(1) rec1 is given by class field theory. More precisely, we have the following
theorem of Henniart [He3]:
Theorem: Let n ≥ 2 be an integer and let π and π′ be representations in A0n(K).
Assume that we have an equality
ε(π × τ, ψ, s) = ε(π′ × τ, ψ, s)
for all integers r = 1, . . . , n− 1 and for every τ ∈ A0r(K). Then π
∼= π′.
(4.2.4) Injectivity: Every collection of maps recn as in (4.2.2) is automatically
injective: If χ is a quasi-character of K×, its L-function L(χ, s) is given by
L(χ, s) =
{
(1− χ(π)qs)−1, if χ is unramified,
1, if χ is ramified.
In particular, it has a pole in s = 0 if and only if χ = 1. Hence by (2.5.1.1) and
(3.2.1.1) we have for π, π′ ∈ A0n(K):
recn(π) = recn(π
′)⇔ L(recn(π)
∨ ⊗ recn(π
′), s) has a pole in s = 0
⇔ L(π∨ × π′, s) has a pole in s = 0
⇔ π = π′.
(4.2.5) Surjectivity: In order to prove the local Langlands conjecture it suffices to
show that there exists a collection of maps
recn:A
0
n(K) −→ G
0
n(K)
satisfying (1.2.2) (1) to (5).
Reasoning : Because of the preservation of ε-factors in pairs it follows from (3.2.2)
and (2.5.4) that recn preserves conductors. But by the numerical local Langlands
theorem of Henniart [He2] the sets of elements in A0n(K) and G
0
n(K) which have the
same given conductor and the same central character are finite and have the same
number of elements. Hence the bijectivity of recn follows from its injectivity (4.2.4).
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4.3 A rudimentary ditionary of the orrespondene
(4.3.1) In this section we give some examples how certain properties of admissible
representations can be detected on the corresponding Weil-Deligne representation and
vice versa. Throughout (π, Vπ) denotes an admissible irreducible representation of
GLn(K), and ρ = ((r, Vr), N) the n-dimensional Frobenius-semisimple Weil-Deligne
representation associated to it via the local Langlands correspondence (1.2.2).
(4.3.2) First of all, we have of course:
Proposition: The admissible representation π is supercuspidal if and only if ρ is
irreducible (or equivalently iff r is irreducible and N = 0).
(4.3.3) Write π = Q(∆1, . . . ,∆s) in the Bernstein-Zelevinsky classification (2.2.9),
where ∆i = [πi, . . . , πi(mi − 1)] is an interval of supercuspidal representations of
GLni(K).
By (4.2.2) we have
ρ =
s⊕
i=1
(recni(πi)⊗ Sp(mi)).
Set ρi = ((ri, Vri), 0) = recni(πi). The underlying representation of the Weil group of
πi ⊗ Sp(mi) is then given by
ri ⊕ ri(1)⊕ · · · ⊕ ri(mi − 1)
where r(x) denotes the representation w 7→ r(w)|w|x for any representation r of WK
and any real number x. We have (ri(j), 0) = recni(πi(j)).
Further, if Ni is the nilpotent endomorphism of ρi ⊗ Sp(mi), its conjugacy class
(which we can consider as a non-ordered partition of nimi by the Jordan normal form)
is given by the partition
nimi = mi + · · ·+mi︸ ︷︷ ︸
ni-times
.
Hence we get:
Proposition: The underlying WK -representation r of ρ depends only on the su-
percuspidal support τ1, . . . , τt of π (2.2.10). More precisely, we have an isomorphism
of Weil-Deligne representations
(r, 0) ∼= rec(τ1)⊕ . . .⊕ rec(τt).
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The conjugacy class of N is given by the degree ni of πi and the length mi of the
intervals ∆i as above. In particular, we have N = 0 if and only if all intervals ∆i are
of length 1.
(4.3.4) Example: The Steinberg representation St(n) (2.2.13) corresponds to the
Weil-Deligne representation | |(1−n)/2Sp(n).
(4.3.5) Recall from (4.1.3) that π is unramified if and only if all intervals ∆i are
of length 1 and consist of an unramified quasi-character of K×. Hence (4.3.3) shows
that π is unramified if and only if ρ is unramified. We used this already in (4.1).
(4.3.6) The “arithmetic information” of WK is encoded in the inertia subgroup
IK . The quotient WK/IK is the free group generated by ΦK and hence “knows”
only the number q of elements in the residue field of K. Therefore Weil-Deligne
representations ρ = (r,N) with r(IK) = 1 should be particularly simple. We call such
representations IK-spherical. Then r is a semisimple representation of < ΦK >∼= ZZ.
Obviously, every finite-dimensional semisimple representation of ZZ is the direct sum
of one-dimensional representations. Hence r is the direct sum of quasi-characters of
WK which are necessarily unramified.
On the GLn(K)-side let I ⊂ GLn(K) be an Iwahori subgroup, i.e. I is an
open compact subgroup of GLn(K) which is conjugated to the group of matrices
(aij) ∈ GLn(OK) with aij ∈ πKOK for i > j. We say that π is I-spherical if the
space of I-fixed vectors is non-zero. By a theorem of Casselman ([Ca] 3.8, valid for
arbitrary reductive groups - with the appropriate reformulation) an irreducible ad-
missible representation is I-spherical if and only if its supercuspidal support consists
of unramified quasi-characters. Altogether we get:
Proposition: We have equivalent assertions:
(1) The irreducible admissible representation π is I-spherical.
(2) The supercuspidal support of π consists of unramified quasi-characters.
(3) The corresponding Weil-Deligne representation ρ is IK -spherical.
By (2.1.9) the irreducible admissible I-spherical representations are nothing but
the finite-dimensional irreducible H(GLn(K)//I)-modules. The structure of the C-
algebra H(GLn(K)//I) is known in terms of generators and relations ([IM]) and
depends only on the isomorphism class of GLn over some algebraically closed field
(i.e. the based root datum of GLn) and on the number q.
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(4.3.7) Finally, we translate several notions which have been defined for admissible
representations of GLn(K) into properties of Weil-Deligne representations:
Proposition: Let π be an irreducible admissible representation of GLn(K) and
let ρ = (r,N) be the corresponding Weil-Deligne representation.
(1) We have equivalent statements
(i) π is essentially square-integrable.
(ii) ρ is indecomposable.
(iii) The image of the Weil-Deligne group W ′F (C) under ρ is not contained in
any proper Levi subgroup of GLn(C).
(2) We have equivalent statements
(i) π is tempered.
(ii) Let η be a representation of WK × SL2(C) associated to ρ (unique up to
isomorphism) (3.1.10). Then η(WF ) is bounded.
(iii) Let η be as in (ii) and let Φ ∈ WK a geometric Frobenius. Then η(Φ)
has only eigenvalues of absolute value 1.
(3) The representation π is generic if and only if L(s,Ad◦ ρ) has no pole at s = 1
(here Ad:GLn(C) −→ GL(Mn(C)) denotes the adjoint representation).
Proof : (1): The equivalence of (i) and (ii) follows from (2.3.6) and (3.2.4), the
equivalence of (ii) and (iii) is clear as any factorization through a Levi subgroup
GLn1(C)×GLn2(C) ⊂ GLn(C) would induce a decomposition of ρ.
(3): This is [Kud] 5.2.2.
(2): The equivalence of (ii) and (iii) follows from the facts that the image of the
inertia group IK under η is finite, as IK is compact and totally disconnected, and
that a subgroup H of semisimple elements in GLn(C) is bounded if and only if every
element of H has only eigenvalues of absolute value 1 (use the spectral norm).
Now ρ is indecomposable if and only if η is indecomposable. To prove the equiva-
lence of (i) and (iii) we can therefore assume by (2.3.7) and (4.3.3) that ρ is indecom-
posable, i.e. that π = Q(∆) is essentially square integrable. Let x ∈ IR be the unique
real number such that Q(∆)(x) is square integrable (2.3.6). Then the description of
rec(Q(∆)) in (4.3.3) shows that
| det(η(w))| = | det(r(w))| = |w|nx.
Now π is square integrable if and only if its central character is unitary. But by
property (4) of the local Langlands classification the central character of π is given
by det ◦r. Hence (iii) is equivalent to (i) by the following lemma whose proof we leave
as an exercise:
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Lemma: Let π be a supercuspidal representation of GLn(K) and denote by ωπ
its central character. For an integer m ≥ 1 let δ be the interval [π((1−m)/2), π((m−
1)/2)]. Let η be a representation of WK × SL2(C) associated to (r,N) = rec(Q(∆))
(3.1.10). Then for w ∈ WK all absolute values of eigenvalues of η(w) are equal to
|ωπ(Art
−1
K (w))|
1/n. In particular all eigenvalues of η(w) have the same absolute value.
Hint : First show the result for m = 1 where there is no difference between η and
r. Then the general result can be checked by making explicit the Jacobson-Morozov
theorem in the case of GLnm(K).
4.4 The onstrution of the orrespondene after Harris
and Taylor
(4.4.1) Fix a prime ℓ 6= p and an isomorphism of an algebraic closure Q¯ℓ of Qℓ with
C. Denote by κ the residue field of OK and by κ¯ an algebraic closure of κ. For m ≥ 0
and n ≥ 1 let ΣK,n,m be the unique (up to isomorphism) one-dimensional special
formal OK -module of OK -height n with Drinfeld level p
m
K-structure over k¯. Its defor-
mation functor on local Artinian OK -algebras with residue field κ¯ is prorepresented
by a complete noetherian local OK -algebra RK,n,m with residue field κ¯. Drinfeld
showed that RK,n,m is regular and that the canonical maps RK,n,m −→ RK,n,m+1 are
finite and flat. The inductive limit (over m) of the formal vanishing cycle sheaves of
Spf(RK,n,m) with coefficients in Q¯ℓ gives a collection (Ψ
i
K,ℓ,h) of infinite-dimensional
Q¯ℓ-vector spaces with an admissible action of the subgroup of GLh(K)×D
×
K,1/n×WK
consisting of elements (γ, δ, σ) such that
|Nrdδ|| det γ|−1|Art−1K σ| = 1.
For any irreducible representation ρ of D×K,1/n set
ΨiK,ℓ,n(ρ) = HomD×
K,1/n
(ρ, ψiK,ℓ,n).
This is an admissible (GLn(K) × WK)-module. Denote by [ΨK,ℓ,n(ρ)] the virtual
representation
(−1)n−1
n−1∑
i=0
(−1)i[ΨiK,ℓ,n(ρ)].
Then the first step is to prove:
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Construction theorem: Let π be an irreducible supercuspidal representation of
GLn(K). Then there is a (true) representation
rℓ(π):WK −→ GLn(Q¯ℓ) = GLn(C)
such that in the Grothendieck group
[ΨK,ℓ,n(JL(π)
∨)] = [π ⊗ rℓ(π)]
where JL denotes the Jacquet-Langlands bijection between irreducible representations
of D×K,1/n and essentially square integrable irreducible admissible representations of
GLn(K).
Using this theorem we can define recn = recK,n:A
0
n(K) −→ Gn(K) by the formula
recn(π) = rℓ(π
∨ ⊗ (| |K ◦ det)
(1−n)/2).
That this map satisfies (1.2.2) (1) - (5) follows from compatibility of rℓ with many
instances of the global Langlands correspondence. The proof of these compatibilities
and also the proof of the construction theorem follow from an analysis of the bad
reduction of certain Shimura varieties. I am not going into any details here and refer
to [HT].
(4.4.2) In the rest of this treatise we explain the ingredients of the construction of
the collection of maps (recn).
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5 Explanation of the correspondence
5.1 Jaquet-Langlands theory
(5.1.1) We collect some facts about skew fields with center K (see e.g. [PR] as a
reference).
Let Br(K) be the Brauer group of K. As a set it can be identified with the set of
isomorphism classes of finite-dimensional division algebras over K with center K. For
D,D′ ∈ Br(K), D⊗D′ is again a central simple algebra over K, hence it is isomorphic
to a matrix algebraMr(D
′′) for some D′′ ∈ Br(K). If we set D ·D′ := D′′, this defines
the structure of an abelian group on Br(K).
This group is isomorphic to Q/ZZ where the homomorphism Q/ZZ −→ Br(K)
is given as follows: For a rational number λ with 0 ≤ λ < 1 we write λ = s/r
for integers r, s which are prime to each other and with r > 0 (and we make the
convention 0 = 0/1). Then the associated skew field Dλ is given by Dλ = Kr[Π]
where Kr is the (unique up to isomorphism) unramified extension of K of degree r
and where Π is an indeterminate satisfying the relations Πr = πsk and Πa = σK(a)Π
for a ∈ Kr.
We call r the index of Dλ. It is the order of Dλ as an element in the Brauer group
and we have
dimK(Dλ) = r
2.
If B is any simple finite-dimensional K-algebra with center K, it is isomorphic to
Mr(D) for some skew field D with center K. Further, B ⊗K L is a simple L-algebra
with center L for any extension L of K. In particular B ⊗K K¯ is isomorphic to
an algebra of matrices over K¯ as there do not exist any finite-dimensional division
algebras over algebraically closed fields K¯ except K¯ itself.
Conversely, if D is a skew field with center K which is finite-dimensional over K
we can associate the invariant inv(D) ∈ Q/ZZ: As D ⊗K K¯ is isomorphic to some
matrix algebra Mr(K¯), we have dimK(D) = r
2. The valuation vK on K extends
uniquely to D by the formula
vD(δ) =
1
r
vK(NrdD/K(δ))
for δ ∈ D. Moreover D is complete in the topology given by this valuation. It follows
from the definition of vD that the ramification index e of D over K is smaller than r.
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Set
OD = { δ ∈ D | vD(δ) ≥ 0 }, PD = { δ ∈ D | vD(δ) > 0 }.
Clearly PD is a maximal right and left ideal of OD and the quotient κD = OD/PD is a
skew field which is a finite extension of κ, hence it is finite and has to be commutative.
Let L ⊂ D be the unramified extension corresponding to the extension κD of κ. As
no skew field with center K of dimension r2 can contain a field of K-degree bigger
than r we have for the inertia index f of D over K
f = [κD : κ] = [L : K] ≤ r.
Hence the formula r2 = ef shows that e = f = r. Further we have seen that D
contains a maximal unramified subfield. The extension L/K is Galois with cyclic
Galois-group generated by the Frobenius automorphism σK . By the Skolem-Noether
theorem (e.g. [BouA] VIII, §10.1), there exists an element δ ∈ D× such that σK(x) =
δxδ−1 for all x ∈ L. Then
inv(D) = vD(δ) ∈
1
r
ZZ/ZZ ⊂ Q/ZZ
is the invariant of D.
(5.1.2) For every D ∈ Br(K) we can consider its units as an algebraic group over
K. More precisely, we define for every K-algebra R
D×(R) = (D ⊗K R)
×.
This is an inner form of GLn,K if n is the index of D.
(5.1.3) Let D ∈ Br(K) be a division algebra with center K of index n. Let {d} be a
D×-conjugacy class of elements in D×. The image of {d} in D ⊗K K¯ ∼= Mn(K¯) is a
GLn(K¯)-conjugacy class {d}
′ of elements in GLn(K¯) which does not depend on the
choice of the isomorphism D ⊗K K¯ ∼= Mn(K¯) as any automorphism of Mn(K¯) is an
inner automorphism. Further, {d}′ is fixed by the natural action of Gal(K¯/K) on con-
jugacy classes of GLn(K¯). Hence its similarity invariants in the sense of [BouA] chap.
7, §5 are polynomials in K[X ] and it follows that there is a unique GLn(K)-conjugacy
class of elements α({d}) in GLn(K) whose image in GLn(K¯) is {d}
′. Altogether we
get a canonical injective map α from the set of D×-conjugacy classes {D×} in D×
into the set of GLn(K)-conjugacy classes {GLn(K)} in GLn(K).
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The image of α consists of the set of conjugacy classes of elliptic elements in
GLn(K). Recall that an element g ∈ GLn(K) is called elliptic if it is contained in a
maximal torus T (K) of GLn(K) such that T (K)/K
× is compact. Equivalently, g is
elliptic if and only if K[g] is a field.
We call a conjugacy class {g} inGLn(K) semisimple if it consists of elements which
are diagonalizable over K¯ or, equivalently, if K[g] is a product of field extensions for
g ∈ {g}. A conjugacy class {g} is called regular semisimple if it is semisimple and if
all eigenvalues of elements in {g} in K¯ are pairwise different. Note that every elliptic
element is semisimple. We make the same definitions for conjugacy classes in D×, or
equivalently we call a conjugacy class of D× semisimple (resp. regular semisimple) if
its image under α: {D×} −→ {G} is semisimple (resp. regular semisimple).
(5.1.4) Denote by A2(G) the set of isomorphism classes of irreducible admissible
essentially square integrable representations of G. We now have the following theorem
which is due to Jacquet and Langlands in the case n = 2 and due to Rogawski and
Deligne, Kazhdan and Vigneras in general ([Rog] and [DKV]):
Theorem: Let D be a skew field with center K and with index n. It exists a
bijection, called Jacquet-Langlands correspondence,
JL:A2(D×)↔ A2(GLn(K))
which is characterized on characters by
(5.1.4.1) χπ = (−1)
n−1χJL(π).
Further JL satisfies the following conditions:
(1) We have equality of central characters
ωπ = ωJL(π).
(2) We have an equality of L-functions and of ε-functions up to a sign
L(π, s) = L(JL(π), s), ε(π, ψ, s) = ε(JL(π), ψ), s)
(for the definition of L- and ε-function of irreducible admissible representations
of D× see e.g. [GJ]).
(3) The Jacquet-Langlands correspondence is compatible with twist by characters:
If χ is a multiplicative quasi-character of K, we have
JL(π(χ ◦Nrd)) = JL(π)(χ ◦ det).
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(4) It is compatible with contragredient:
JL(π∨) = JL(π)∨.
(5.1.5) Remark: Note that for G = D× every admissible representation is essentially
square integrable as D×/K× is compact.
5.2 Speial p-divisible O-modules
(5.2.1) Let R be a ring. A p-divisible group over R is an inductive system G =
(Gn, in)n≥1 of finite locally free commutative group schemes Gn over Spec(R) and
group scheme homomorphisms in:Gn → Gn+1 such that for all integers n there is an
exact sequence
0 −→ G1
in−1◦···◦i1
−−−−−−→Gn
p
−→ Gn−1 −→ 0
of group schemes over Spec(R). We have the obvious notion of a homomorphism of
p-divisible groups. This way we get a ZZp-linear category.
As the Gn are finite locally free, their underlying schemes are by definition of the
form Spec(An) where An is an R-algebra which is a finitely generated locally free
R-module. In particular, it makes sense to speak of the rank of An which we also
call the rank of Gn. From the exact sequence above it follows that Gn is of rank p
nh
for some non-negative locally constant function h: Spec(R) −→ ZZ which is called the
height of G.
(5.2.2) Let G = (Gn) be a p-divisible group over some ring R and let R
′ be an
R-algebra. Then the inductive system of Gn ⊗R R
′ defines a p-divisible group over
R′ which we denote by GR′ .
(5.2.3) Let G = (Gn) be a p-divisible group over a ring R. If there exists some
integer N ≥ 1 such that pNR = 0, the Lie algebra Lie(Gn) is a locally free R-module
for n ≥ N whose rank is independent of n ≥ N . We call this rank the dimension of
G. More generally, if R is p-adically complete we define the dimension of G as the
dimension of the p-divisible group GR/pR over R/pR.
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(5.2.4) Let R be an OK -algebra. A special p-divisible OK-module over R is a
pair (G, ι) where G is a p-divisible group over R and where ι:OK −→ End(G) is
a homomorphism of ZZp-algebras such that for all n ≥ 1 the OK -action induced by
ι on Lie(Gn) is the same as the OK -action which is induced from the R-module
structure of Lie(G) via the OK -module structure of R. In other words the induced
homomorphism OK ⊗ZZp OK −→ End(Lie(Gn)) factorizes through the multiplication
OK ⊗ZZp OK −→ OK .
The height ht(G) of a special p-divisible OK -module (G, ι) is always divisible by
[K : Qp] and we call htOK (G) := [K : Qp]
−1ht(G) the OK-height of (G, ι).
(5.2.5) If (G = (Gn), ι) is a special p-divisible OK -module over an OK -algebra R
and if R −→ R′ is an R-algebra, we get an induced OK-action ι
′ on GR′ and the pair
(GR′ , ι
′) is a special p-divisible OK -module over R
′ which we denote by (G, ι)R′ .
(5.2.6) Let k be a perfect extension of the residue class field κ of OK . Denote
by W (k) the ring of Witt vectors of k. Recall that this is the unique (up to unique
isomorphism inducing the identity on k) complete discrete valuation ring with residue
class field k whose maximal ideal is generated by p. Further W (k) has the property
that for any complete local noetherian ring R with residue field k there is a unique
local homomorphism W (k) −→ R inducing the identity on k.
In particular, we can consider W (κ). It can be identified with the ring of integers
of the maximal unramified extension of Qp in K (use the universal property of the
ring of Witt vectors). Set
WK(k) = W (k)⊗W (κ) OK .
This is a complete discrete valuation ring of mixed characteristic with residue field k
which is a formally unramified OK -algebra (i.e. the image of pK generates the maximal
ideal of WK(k)). There exists a unique continuous automorphism σK of W (k) which
induces the automorphism x 7→ xq on k. We denote the induced automorphism
σK ⊗ idOK again by σK .
(5.2.7) Proposition: The category of special p-divisible OK -modules (G, ι) over k
and the category of triples (M,F, V ) where M is a free WK(k)-module of rank equal
to the OK -height and F (resp. V ) is a σ- (resp. σ
−1-) linear map such that FV =
V F = πK idM are equivalent. Via this equivalence there is a canonical functorial
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isomorphism
M/VM ∼= Lie(G).
We call (M,F, V ) =M(G, ι) the Dieudonne´ module of (G, ι).
Proof : To prove this we use covariant Dieudonne´ theory for p-divisible groups as
in [Zi1] for example. Denote by σ the usual Frobenius of the ring of Witt vectors.
Covariant Dieudonne´ theory tells us that there is an equivalence of the category of
p-divisible groups over k with the category of triples (M ′, F ′, V ′) where M ′ is a free
W (k)-module of rank equal to the height of G and with a σ-linear (resp. a σ−1-
linear) endomorphism F ′ (resp. V ′) such that F ′V ′ = V ′F ′ = p idM ′ and such that
M ′/V ′M ′ = Lie(G). Let us call this functor M ′. Let (G, ι) be a special p-divisible
OK -module. Then the Dieudonne´ module M
′(G) is a W (k) ⊗ZZp OK -module, the
operators F ′ and V ′ commute with the OK -action and the induced homomorphism
OK⊗ZZpk −→ End(M
′/V ′M ′) factors through the multiplicationOK⊗ZZpk −→ k. We
have to construct from these data a triple (M,F, V ) as in the claim of the proposition.
To do this write
W (k)⊗ZZp OK = W (k)⊗ZZp W (κ)⊗W (κ) OK =
∏
Gal(κ/IFp)
WK(k).
By choosing the Frobenius σ = σQp as a generator of Gal(κ/IFp) we can identify this
group with ZZ/rZZ where pr = q. We get an induced decomposition M ′ = ⊕i∈ZZ/rZZM
′
i
where the Mi are WK(k)-modules defined by
Mi = {m ∈M
′ | (a⊗ 1)m = (1⊗ σ−i(a))m for all a ∈W (κ) ⊂ OK }.
The operator F ′ (resp. V ′) is homogeneous of degree −1 (resp. +1) with respect to
this decomposition. By the condition on the OK -action on the Lie algebra we know
that M ′0/VM
′
r−1 = M
′/V ′M ′ and hence that VM ′i−1 = M
′
i for all i 6= 0. We set
M = M ′0 and V = (V
′)r|M ′0 . It follows that we have M/VM = M
′/V ′M ′. Further
the action of πK on M/VM = M
′/VM ′ equals the scalar multiplication with the
image of πK under the map OK −→ κ −→ k but this image is zero. It follows that
VM contains πKM and hence we can define F = V
−1πK . Thus we constructed the
triple (M,F, V ) and it is easy to see that this defines an equivalence of the category
of triples (M ′, F ′, V ′) as above and the one of triples (M,F, V ) as in the claim.
(5.2.8) Let (G, ι) be a special p-divisible OK -module over a ring R. We call it e´tale
if it is an inductive system of finite e´tale group schemes. This is equivalent to the fact
that its Lie algebra is zero. If p is invertible in R, (G, ι) will be always e´tale.
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Now assume that R = k is a perfect field of characteristic p and let (M,F, V ) be
its Dieudonne´ module. Then (G, ι) is e´tale if and only if M = VM .
In general there is a unique decomposition (M,F, V ) = (Me´t, F, V )⊕ (Minf , F, V )
such that V is bijective on Me´t and such that V
NMinf ⊂ πKMinf for large N
(define Me´t (resp. Minf) as the projective limit over n of
⋂
m V
m(M/πnKM) (resp.
of
⋃
mKer(V
m|M/πn
K
M ))). We call the WK(k)-rank of Me´t the e´tale OK-height of
(M,F, V ) or of (G, ι).
We call (G, ι) formal or also infinitesimal if its e´tale OK -height is zero.
(5.2.9) Proposition: Let k be an algebraically closed field of characteristic p.
For all non-negative integers h ≤ n there exists up to isomorphism exactly one
special p-divisible OK -module of OK -height n, e´tale OK -height h and of dimen-
sion one. Its Dieudonne´ module (M,F, V ) is the free WK(k)-module with basis
(d1, . . . , dh, e1, . . . , en−h) such that V is given by
V di = di, i = 1, . . . , h
V ei = ei+1, i = 1, . . . , n− h− 1
V en−h = πKe1.
This determines also F by the equality F = V −1πK .
The key point to this proposition ist the following lemma due to Dieudonne´:
Lemma: Let M be a free finitely generated WK(k)-module and let V be a σ
a
K -
linear bijection where a is some integer different from zero. Then there exists a
WK(k)-basis (e1, . . . , en) of M such that V ei = ei.
A proof of this lemma in the case of K = Qp can be found in [Zi1] 6.26. The
general case is proved word by word in the same way if one replaces everywhere p by
πK .
Proof of the Proposition: Let (G, ι) be a special p-divisible OK-module as in the
proposition and let (M,F, V ) be its Dieudonne´ module. We use the decomposition
(M,F, V ) = (Me´t, F, V ) ⊕ (Minf , F, V ) and can apply the lemma to the e´tale part.
Hence we can assume that h = 0 (note that Minf/VMinf = M/VM). By definition
of Minf , V acts nilpotent on M/πKM . We get a decreasing filtration M/πKM ⊃
V (M/πKM) ⊃ · · · ⊃ V
N (M/πKM) = (0). The successive quotients have dimension
1 because dimk(M/VM) = 1. Hence we see that V
nM ⊂ πKM . On the other hand
we have
lengthWK(k)(M/V
nM) = n lengthWK(k)(M/VM) = n = lengthWK(k)(M/πKM)
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which implies V nM = πKM . Hence we can apply the lemma to the operator π
−1
K V
n
and we get a basis of elements f satisfying V nf = πKf . Choose an element f of this
basis which does not lie in VM . Then the images of ei := V
i−1f for i = 1, . . . , n in
M/πKM form a basis of the k-vector space M/πKM . Hence the ei form a WK(k)-
basis of M , and V acts in the desired form.
(5.2.10) Definition: We denote the unique formal p-divisible OK -module of height
h and dimension 1 over an algebraically closed field k of characteristic p by Σh,k.
(5.2.11) Denote by D′K,1/h the ring of endomorphisms of Σh,k and set DK,1/h =
D′K,1/h ⊗ZZ Q. Then this is “the” skew field with center K and invariant 1/h ∈ Q/ZZ
(5.1.1). This follows from the following more general proposition:
Proposition: Denote by L the field of fractions of WK(k) and fix a rational
number λ. We write λ = r/s with integers r and s which are prime to each other
and with s > 0 (and with the convention 0 = 0/1). Denote by Nλ = (N, V ) the pair
consisting of the vector space N = Ls and of the σ−1K -linear bijective map V which
acts on the standard basis via the matrix

0 0 . . . 0 πrK
1 0 . . . 0
0 1 0 . . . 0
. . .
0 . . . 0 1 0

 .
Then End(Nλ) = { f ∈ EndL(N) | f ◦ V = V ◦ f } is the skew field Dλ with center K
and invariant equal to the image of λ in Q/ZZ (cf. (5.1.1)).
Proof : We identify IFqs with the subfield of k of elements x with x
qs = x. This
contains the residue field κ of OK and we get inclusions
OK ⊂ OKs :=W (IFqs)⊗W (κ) OK ⊂WK(k)
and hence
K ⊂ Ks ⊂ L.
These extensions are unramified, [Ks : K] = s, and Ks can be described as the fixed
field of σsK in L.
To shorten notations we set Aλ = End(Nλ). As Nλ does not have any non-trivial
V -stable subspaces (cf. [Zi1] 6.27), Aλ is a skew field and its center contains K. For
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a matrix (uij) ∈ End(L
s) an easy explicit calculation shows that (uij) ∈ Aλ if and
only if we have the relations
u11 = σ
−1
K (uss),
ui+1,j+1 = σ
−1
K (uij), 1 ≤ i, j ≤ s− 1,
u1,j+1 = π
r
Kσ
−1
K (usj), 1 ≤ j ≤ s− 1,
ui+1,j = π
−r
K σ
−1
K (uis), 1 ≤ i ≤ s− 1.
It follows that σsK(uij) = uij for all i, j, and hence uij ∈ Ks. Further, sending a
matrix (uij) ∈ Aλ to its first column defines a Ks-linear isomorphism Aλ ∼= K
s
s ,
hence dimKs(Aλ) = s.
The Ks-algebra homomorphism
ϕ:Ks ⊗K Aλ −→Ms(Ks), α⊗ x 7→ αx
is a homomorphism of Ms(Ks)-left modules and hence it is surjective as the identity
matrix is in its image. Therefore ϕ is bijective. In particular, Ks is the center of
Ks ⊗K Aλ and hence the center of Aλ is equal to K.
Now define
Π =


0 0 . . . 0 πrK
1 0 . . . 0
0 1 0 . . . 0
. . .
0 . . . 0 1 0

 ∈ Aλ.
Then we have the relations Πs = πrK and Πd = σK(d)Π for d ∈ Aλ. We get an
embedding Dλ = Ks[Π] →֒ Aλ by
Π 7→ Π
Ks ∋ α 7→


σ−1K (α)
σ−2K (α)
· · ·
α

 ∈ Aλ ⊂Ms(Ks)
which has to be an isomorphism because both sides have the same K-dimension.
(5.2.12) Over a complete local noetherian ring R with perfect residue field k we
have the following alternative description of a special formal p-divisible OK -module
due to Zink [Zi2]. For this we need a more general definition of the Witt ring.
Let R be an arbitrary commutative ring with 1. The Witt ring W (R) is charac-
terized by the following properties:
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(a) As a set it is given by RIIN0 , i.e. elements of W (R) can be written as infinite
tuples (x0, x1, . . . , xi, . . .).
(b) If we associate to each ring R the ring W (R) and to each homomorphism of
rings α:R −→ R′ the map
W (α): (x0, x1, . . .) 7→ (α(x0), α(x1), . . .),
then we obtain a functor from the category of rings into the category of rings.
(c) For all integers n ≥ 0 the so called Witt polynomials
wn:W (R) −→ R
(x0, x1, . . .) 7→ x
pn
0 + px
pn−1
1 + . . .+ p
nxn
are ring homomorphisms.
For the existence of such a ring see e.g. [BouAC] chap. IX, §1. If we endow the
product RIIN0 with the usual ring structure the map
x 7→ (w0(x), w1(x), . . .)
defines a homomorphism of rings
W∗:W (R) −→ R
IIN0 .
The ring W (R) is endowed with two operators τ and σ which are characterized by
the property that they are functorial in R and that they make the following diagrams
commutative
W (R)
τ
−−−−−→ W (R)
W∗
y yW∗
RIIN0
x7→(0,px0,px1,...)
−−−−−−−−−−→ RIIN0 ,
W (R)
σ
−−−−−→ W (R)
W∗
y yW∗
RIIN0
x7→(x1,x2,...)
−−−−−−−→ RIIN0 .
The operator τ can be written explicitly by τ(x0, x1, . . .) = (0, x0, x1, . . .) and it is
called Verschiebung ofW (R). It is an endomorphism of the additive group ofW (R). If
R is of characteristic p (i.e. pR = 0), σ can be described as (x0, x1, . . .) 7→ (x
p
0, x
p
1, . . .).
For an arbitrary ring, σ is a ring endomorphism and it is called Frobenius of W (R).
There are the following relations for σ and τ :
(i) σ ◦ τ = p · idW (R),
(ii) τ(xσ(y)) = τ(x)y for x, y ∈W (R),
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(iii) τ(x)τ(y) = pτ(xy) for x, y ∈W (R),
(iv) τ(σ(x)) = τ(1)x for x ∈W (R), and we have τ(1) = p if R is of characteristic
p.
We have a surjective homomorphism of rings
w0:W (R) −→ R, (x0, x1, . . .) 7→ x0,
and we denote its kernel τ(W (R)) by IR. We have I
n
R = τ
n(W (R)) and W (R) is
complete with respect to the IR-adic topology.
If R is a local ring with maximal ideal m, W (R) is local as well with maximal ideal
{ (x0, x1, . . .) ∈W (R) | x0 ∈ m }.
(5.2.13) Now we can use Zink’s theory of displays to give a description of special
formal p-divisible groups in terms of semi-linear algebra. Let R be a complete local
noetherian OK -algebra with perfect residue field k. We extend σ and τ to W (R)⊗ZZp
OK in an OK-linear way. Then we get using [Zi2]:
Proposition: The category of special formal p-divisible OK -modules of height h
over R is equivalent to the category of tuples (P,Q, F, V −1) where
• P is a finitely generated W (R) ⊗ZZp OK -module which is free of rank h over
W (R),
• Q ⊂ P is a W (R) ⊗ZZp OK -submodule which contains IRP , and the quotient
P/Q is a direct summand of the R-module P/IRP such that the induced action
of R⊗ZZp OK on P/Q factorizes through the multiplication R⊗OK −→ R,
• F :P −→ P is a σ-linear map,
• V −1:Q −→ P is a σ-linear map whose image generates P as a W (R)-module,
satisfying the following two conditions:
(a) For all m ∈ P and x ∈W (R) we have the relation
V −1(τ(x)m) = xF (m).
(b) The unique W (R)⊗ZZp OK -linear map
V #:P −→ W (R)⊗σ,W (R) P
satisfying the equations
V #(xFm) = p · x⊗m
V #(xV −1n) = x⊗ n
for x ∈ W (R), m ∈ P and n ∈ Q is topologically nilpotent, i.e. the homomorphism
V N#:P −→W (R)⊗σN ,W (R) P is zero modulo IR + pW (R) for N sufficiently large.
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(5.2.14) To define the notion of a Drinfeld level structure we need the following
definition: Let R be a ring and let X = Spec(A) where A is finite locally free over
R of rank N ≥ 1. For any R-algebra R′ we denote by X(R′) the set of R-algebra
homomorphisms A −→ R′ (or equivalently of all R′-algebra homomorphisms A ⊗R
R′ −→ R′). The multiplication with an element f ∈ A ⊗R R
′ defines an R′-linear
endomorphism of A⊗RR
′. As A is finite locally free we can speak of the determinant
of this endomorphism which is an element Norm(f) in R′.
We call a finite family of elements ϕ1, . . . , ϕN ∈ X(R
′) a full set of sections of X
over R′ if we have for every R′-algebra T and for all f ∈ A⊗R T an equality in T
Norm(f) =
N∏
i=1
ϕi(f).
(5.2.15) Let R be an OK -algebra and let G be a special p-divisible OK-module over
R. We assume that its OK-height h is constant on Spec(R), e.g. if R is a local ring
(the only case which will be used in the sequel). The OK -action on G defines for
every integer m ≥ 1 the multiplication with πmK
[πmK ]:G −→ G.
This is an endomorphism of p-divisible groups whose kernel is a finite locally free
group scheme G[πmK ] over Spec(R) of rank q
mh.
Let R′ be an R-algebra. A Drinfeld pmK-structure on G over R
′ is a homomorphism
of OK -modules
α: (p−m/OK)
h −→ G[πmK ](R
′)
such that the finite set of α(x) for x ∈ (p−mK /OK)
h forms a full set of sections.
(5.2.16) It follows from the definition (5.2.14) that if α: (p−m/OK)
h −→ G[πmK ](R
′)
is a Drinfeld pmK -structure over R
′ then for any R′-algebra T the composition
αT : (p
−m/OK)
h α−→ G[πmK ](R
′) −→ G[πmK ](T ),
where the second arrow is the canonical one induced by functoriality from R′ −→ T ,
is again a Drinfeld pmK -structure.
(5.2.17) Being a Drinfeld pmK-structure is obviously a closed property. More precisely:
Let α: (p−m/OK)
h −→ G[πmK ](R
′) be a homomorphism of abelian groups. Then there
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exists a (necessarily unique) finitely generated ideal a ⊂ R′ such that a homomorphism
of OK -algebras R
′ −→ T factorizes over R′/a if and only if the composition αT
of α with the canonical homomorphism G[πmK ](R
′) −→ G[πmK ](T ) is a Drinfeld p
m
K -
structure over T .
It follows that for every special formal p-divisible OK -module (G, ι) over some
OK -algebra R the functor on R-algebras which associates to each R-algebra R
′ the
set of Drinfeld pmK-structures on (G, ι)R′ is representable by an R-algebra DLm(G, ι)
which is of finite presentation as R-module. Obviously DL0(G, ι) = R.
(5.2.18) Let α: (p−m/OK)
h −→ G[πmK ](R
′) be a Drinfeld pmK-structure over R
′. As
α is OK -linear, it induces for all m
′ ≤ m a homomorphism
α[πm
′
K ]: (p
−m′/OK)
h −→ G[πm
′
K ](R
′).
Proposition: This is a Drinfeld pm
′
K -structure.
For the proof of this non-trivial fact we refer to [HT] 3.2 (the hypothesis in loc. cit.
that Spec(R′) is noetherian with a dense set of points with residue field algebraic over
κ is superfluous as we can always reduce to this case by [EGA] IV, §8 and (5.2.17)).
If R′ is a complete local noetherian ring with perfect residue class field (this is the
only case which we will use in the sequel) the proposition follows from the fact that
we can represent (G, ι) by a formal group law and that in this case a Drinfeld level
structure as defined above is the same as a Drinfeld level structure in the sense of
[Dr].
(5.2.19) Let (G, ι) be a special formal p-divisible OK -module over an OK -algebra
R. By (5.2.18) we get for non-negative integers m ≥ m′ canonical homomorphisms of
R-algebras
DLm′(G, ι) −→ DLm(G, ι).
It follows from [Dr] 4.3 that these homomorphisms make DLm(G, ι) into a finite locally
free module over DLm′(G, ι).
(5.2.20) Example: If R is an OK -algebra of characteristic p and if G is a special
formal p-divisible OK -module of OK-height h and of dimension 1, then the trivial
homomorphism
αtriv: (p−mK /OK)
h −→ G[pmK ], x 7→ 0
is a Drinfeld pmK -structure. If R is reduced, this is the only one.
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5.3 Deformation of p-divisible O-modules
(5.3.1) In this paragraph we fix an algebraically closed field k of characteristic p
together with a homomorphism OK −→ k. Further we fix integers h ≥ 1 and m ≥ 0.
By (5.2.9) and by (5.2.20) there exists up to isomorphism only one special formal
p-divisible OK-module Σh of height h and dimension 1 with Drinfeld p
m
K -structure
αtriv over k. We denote the pair (Σh, α
triv) by Σh,m.
Let C be the category of pairs (R, s) where R is a complete local noetherian OK -
algebra and where s is an isomorphism of the residue class field of R with k. The
morphisms in C are local homomorphisms of OK -algebras inducing the identity on k.
(5.3.2) Definition: Let (R, s) ∈ C be a complete local noetherian OK -algebra. A
triple (G,α, ϕ) consisting of a formal special p-divisible OK -module G over R, of a
Drinfeld pmK -structure α of G over R and of an isomorphism
ϕ: Σh,m
∼
−→ (G⊗R k, αk)
is called a deformation of Σh,m over R.
A triple (Rh,m, Σ˜h,m, ϕ) consisting of a complete local noetherian ring Rh,m with
residue field k and of a deformation (Σ˜h,m, ϕ) of Σh,m is called universal deformation
of Σh,m if for every deformation (G,α, ϕ) over some R ∈ C there exists a unique
morphism Rh,m −→ R in C such that (Σ˜h,m, ϕ)R is isomorphic to (G,α, ϕ).
A universal deformation is unique up to unique isomorphism if it exists.
(5.3.3) Proposition: We keep the notations of (5.3.2).
(1) A universal deformation (Rh,m, Σ˜h,m, ϕ) of Σh,m exists.
(2) For m = 0 the complete local noetherian ring Rh,0 is isomorphic to the power
series ring WK(k)[[t1, . . . , th−1]].
(3) For m ≥ m′ the canonical homomorphisms Rh,m′ −→ Rh,m are finite flat.
The rank of the free Rh,0-module Rh,m is #GLh(OK/p
m
k ).
(4) The ring Rh,m is regular for all m ≥ 0.
Proof : Assertion (1) follows from a criterion of Schlessinger [Sch] using rigidity
for p-divisible groups (e.g. [Zi1]) and the fact that the canonical functor from the
category of special p-divisible OK -modules over Spf(Rh,m) to the category of special
p-divisible OK -modules over Spec(Rh,m) is an equivalence of categories (cf. [Me] II,
4). The second assertion follows easily from general deformation theory of p-divisible
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groups (for an explicit description of the universal deformation and a proof purely in
terms of linear algebra one can use [Zi2] and (5.2.13)). Finally, (3) and (4) are more
involved (see [Dr] §4, note that (3) is essentially equivalent to (5.2.19)).
(5.3.4) Let D1/h be “the” skew field with center K and invariant 1/h. The ring Rh,m
has a continuous action of the ring of units O×D1/h of the integral closure OD1/h of OK
in D1/h: Let Σ˜g,m = (G,α, ϕ) be the universal special formal p-divisible OK -module
with Drinfeld pmK -structure over Rh,m. For δ ∈ O
×
D1/h
the composition
Σh,m
δ
−→ Σh,m
ϕ
−→ (G,α)⊗Rh,m k
is again an isomorphism if we consider δ as an automorphism of Σh,m (which is the
same as an automorphism of Σh,0) by (5.2.11). Therefore (G,α, ϕ◦δ) is a deformation
of Σh,m over Rh,m and by the definition of a universal deformation this defines a
continuous automorphism δ:Rh,m −→ Rh,m.
(5.3.5) Similarly as in (5.3.4) we also get a continuous action of GLh(OK/p
m
K) on
Rh,m: Again let Σ˜g,m = (G,α, ϕ) be the universal special formal p-divisible OK -
module with Drinfeld pmK-structure over Rh,m. For γ ∈ GLh(OK/p
m
K), α ◦ γ is again
a Drinfeld pmK-structure, hence (G,α ◦ γ, ϕ) is a deformation of Σh,m and defines a
continuous homomorphism
γ:Rh,m −→ Rh,m.
(5.3.6) By combining (5.3.4) and (5.3.5) we get a continuous left action of
GLh(OK)×O
×
D1/h
−→ GLh(OK/p
m
K)×O
×
D1/h
on Rh,m. Now we have the following lemma ([HT] p. 52)
Lemma: This action can be extended to a continuous left action of GLh(K) ×
D×1/h on the direct system of the Rh,m such that for m2 >> m1 and for (γ, δ) ∈
GLh(K)×D
×
1/h the diagram
Rh,m1
(γ,δ)
−−−−−→ Rh,m2x x
W (k)
σ
vK (det(γ))−vK (Nrd(δ))
K−−−−−−−−−−−−−→ W (k)
commutes.
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5.4 Vanishing yles
(5.4.1) Let W be a complete discrete valuation ring with maximal ideal (π), residue
field k and field of fractions L. Assume that k is algebraically closed (or more generally
separably closed). The example we will use later on is the ring W = WK(k) for an
algebraically closed field k of characteristic p. Set η = Spec(L), η¯ = Spec(L¯) and
s = Spec(k).
We will first define vanishing and nearby cycles for an algebraic situation (cf. [SGA
7] exp. I, XIII). Then we will generalize to the situation of formal schemes.
(5.4.2) Let f :X −→ Spec(W ) be a scheme of finite type over W and define Xη¯ and
Xs by cartesian diagrams
Xs
i
−→ X
j¯
←− Xη¯
fs
y fy yfη¯
s −→ Spec(W ) ← η ← η¯.
The formalism of vanishing cycles is used to relate the cohomology of Xs and of Xη¯
together the action of the inertia group on the cohomology of Xη¯.
Fix a prime ℓ different from the characteristic p of k and let Λ be a finite abelian
group which is annihilated by a power of ℓ. For all integers n ≥ 0 the sheaf
Ψn(Λ) = i∗Rnj¯∗Λ
is called the sheaf of vanishing cycles of X over W . Via functoriality it carries an
action of Gal(L¯/L). Note that by hypothesis Gal(L¯/L) equals the inertia group of L.
(5.4.3) If f :X −→ Spec(W ) is proper, the functor i∗ induces an isomorphism (proper
base change)
i∗:Hp(X,Rqj¯Λ)
∼
−→ Hp(Xs, i
∗Rq j¯∗Λ)
and the Leray spectral sequence for j¯ can be written as
Hp(Xs,Ψ
n(Λ))⇒ Hp+q(Xη¯,Λ).
This spectral sequence is Gal(L¯/L)-equivariant. This explains, why the vanishing
cycles “measure” the difference of the cohomology of the special and the generic fibre.
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(5.4.4) Let Λ be as above. If X is proper and smooth over W , there is no difference
between the cohomology of the generic and the special fibre. More precisely, we have
([SGA 4] XV, 2.1):
Proposition: Let f :X −→W be a smooth and proper morphism. Then we have
for all n ≥ 0 a canonical isomorphism
Hn(Xη¯,Λ)
∼
−→ Hn(Xs,Λ).
This isomorphism is Gal(L¯/L)-equivariant where the action on the right hand side is
trivial. Further ψn(Λ) = 0 for n ≥ 1 and ψ0 = Λ.
(5.4.5) Now we define vanishing cycles for formal schemes: We keep the notations
of (5.4.1). We call a topological W -algebra A special, if there exists an ideal a ⊂ A
(called an ideal of definition of A) such that A is complete with respect to the a-adic
topology and such that A/an is a finitely generated W -algebra for all n ≥ 1 (in fact
the same condition for n = 2 is sufficient ([Ber2] 1.2)). Equivalently, A is topologically
W -isomorphic to a quotient of the topological W -algebra
W{T1, . . . , Tm}[[S1, . . . , Sn]] =W [[S1, . . . , Sn]]{T1, . . . , Tm},
in particular A is again noetherian. Here if R is a topological ring, R{T1, . . . , Tm}
denotes the subring of power series ∑
n∈IINn0
cnT
n
in R[[T1, . . . , TM ]] such that for every neighborhood V of 0 in R there is only a finite
number of coefficients cn not belonging to V . If R is complete Hausdorff with respect
to the a-adic topology for an ideal a, we have a canonical isomorphism
R{T1, . . . , Tm}
∼
−→ lim
←−
n
(R/an)[T1, . . . , Tm].
Note that all the rings Rh,m defined in (5.3.3) are special WK(k)-algebras.
(5.4.6) Let A be a special W -algebra and let X = Spf(A). Denote by X rig its
associated rigid space over L. It can be constructed as follows: For
A =W{T1, . . . , Tm}[[S1, . . . , Sn]]
we have X rig = Em × Dn where Em and Dn are the closed resp. open polydiscs of
radius 1 with center at zero in Lm resp. in Ln. If now A is some quotient of the
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special W -algebra A′ = W{T1, . . . , Tm}[[S1, . . . , Sn]] with kernel a
′ ⊂ A′, X rig is the
closed rigid analytic subspace of Spf(A′)rig defined by the sheaf of ideals a′OSpf(A′)rig .
This defines a functor from the category of special W -algebras to the category of
rigid-analytic spaces over L (see [Ber2] §1 for the precise definition).
(5.4.7) Let A be a specialW -algebra and let a ⊂ A be its largest ideal of definition. A
topological A-algebra B which is special as W -algebra (or shorter a special A-algebra
- an abuse of language which is justified by [Ber2] 1.1) is called e´tale over A if B is
topologically finitely generated as A-algebra (which is equivalent to the fact that for
every ideal of definition a′ of A, a′B is an ideal of definition of B) and if the morphism
of commutative rings A/a −→ B/aB is e´tale in the usual sense.
The assignment B 7→ B/aB defines a functor from the category of e´tale special
A-algebras to the category of e´tale A/a-algebras which is an equivalence of categories
and hence we get an equivalence of e´tale sites
(A)e´t ∼ (A/a)e´t.
Note that for every ideal of definition a′ of A the e´tale sites (A/a)e´t and (A/a
′)e´t
coincide. We just chose the largest ideal of definition to fix notations.
On the other hand, if we write X = Spf(A) and Y = Spf(B) for an e´tale special
A-algebra B we get a (quasi-)e´tale morphism of rigid analytic spaces
Yrig −→ X rig.
By combining this functor with a quasi-inverse of B 7→ B/aB we get a morphism
of e´tale sites
s: (X rig ⊗L L¯)e´t −→ (X
rig)e´t −→ (X )e´t
∼
−→ (Xred)e´t
with Xred = Spec(A/a).
Let Λ be a finite abelian group which is annihilated by a power of ℓ. For n ≥ 0
the sheaves
ψn(Λ) := Rns∗Λ
are called vanishing cycle sheaves.
(5.4.8) Let A be a special W -algebra with largest ideal of definition a, X = Spf(A).
Then the group AutW (X ) of automorphisms of X over W (i.e. of continuous W -
algebra automorphisms A→ A) acts on ψn(Λ). Further we have the following result
of Berkovich [Ber2]:
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Proposition: Assume that ψi(ZZ/ℓZZ) is constructible for all i. Then there exists
an integer n ≥ 1 with the following property: Every element g ∈ AutW (X ) whose
image in AutW (A/a
n) is the identity acts trivially on ψi(ZZ/ℓmZZ) for all integers
i,m ≥ 0.
5.5 Vanishing yles on the universal deformation of speial
p-divisible O-modules
(5.5.1) Let k be an algebraic closure of the residue field κ of OK . Then W = WK(k)
is the ring of integers of Kˆnr, the completion of the maximal unramified extension of
K. Further denote by IK the inertia group and by WK the Weil group of K.
(5.5.2) Consider the system P of special formal schemes
. . . −→ Spf(Rm,h) −→ Spf(Rm−1,h) −→ . . . −→ Spf(R0,h).
By applying the functor ( )rig we get a system P rig of rigid spaces
. . . −→ Spf(Rm,h)
rig −→ Spf(Rm−1,h)
rig −→ . . . −→ Spf(R0,h)
rig.
these systems P and P rig have an action by the group GLh(OK)×O
×
D1/h
(5.3.4) and
(5.3.5). Denote by Ψim(Λ) the vanishing cycle sheaf for Spf(Rh,m) with coefficients in
some finite abelian ℓ-primary group Λ and set
Ψim = (lim
←−
n
Ψim(ZZ/ℓ
nZZ))⊗ZZℓ Q¯ℓ.
Note that we have
lim
←−
n
Ψim(ZZ/ℓ
nZZ) = Hi((Spf Rm)
rig ⊗Kˆnr
ˆ¯K,ZZℓ),
in particular these ZZℓ-modules carry an action by IK = Gal(
ˆ¯K/Kˆnr). Further write
Ψi = lim
−→
m
Ψim.
Via our chosen identification Q¯ℓ
∼= C we can consider Ψim and Ψ
i as C-vector spaces
which carry an action of
GLh(OK)×O
×
D1/h
× IK .
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(5.5.3) Lemma: We have the following properties of the (GLh(OK)×O
×
D1/h
× IK)-
modules Ψim and Ψ
i.
(1) The Ψim are finite-dimensional C-vector spaces.
(2) We have Ψim = Ψ
i = 0 for all m ≥ 0 and for all i > h− 1.
(3) The action of GLh(OK) on Ψ
i is admissible.
(4) The action of O×D1/h on Ψ
i is smooth.
(5) The action of IK on Ψ
i is continuous.
Proof : For the proof we refer to [HT] 3.6. We only remark that (3) – (5) follow
from general results of Berkovich [Ber2] and [Ber3] if we know (1). To show (1) one
uses the fact that the system of formal schemes P comes from an inverse system of
proper schemes of finite type overW (cf. the introduction) and a comparison theorem
of Berkovich which relates the vanishing cycles of a scheme of finite type over W with
the vanishing cycle sheaves for the associated formal scheme.
(5.5.4) Let Ah be the group of elements (γ, δ, σ) ∈ GLh(K)×D
×
1/h ×WK such that
vK(det(γ)) = vK(Nrd(δ)) + vK(Art
−1
K (σ)).
The action of GLh(K)×D
×
1/h on the system (Rh,m)m (5.3.6) gives rise to an action
of AK on Ψ
i.
Moreover, if (ρ, Vρ) is an irreducible admissible representation of D
×
1/h over C (and
hence necessarily finite-dimensional (2.1.20)) then we set
Ψi(ρ) = HomO×
1/h
(ρ,Ψi).
This becomes naturally an admissible GLh(K)×WK -module if we define for φ ∈ Ψ
i(ρ)
and for x ∈ Vρ
((γ, σ)φ)(x) = (γ, δ, σ)φ(ρ(δ)−1x)
where δ ∈ D×1/h is some element with vK(Nrd(δ)) = vK(det(γ))− vK(Art
−1
K (σ)).
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