A distribution of crystallite size reduces the width of a powder diffraction line pro®le, relative to that for a single crystallite, and lengthens its tails. It is shown that estimates of size from the integral breadth or Fourier methods differ from the arithmetic mean of the distribution by an amount which depends on its dispersion. It is also shown that the form of`size' line pro®les for a unimodal distribution is generally not Lorentzian. A powder pattern can be simulated for a given distribution of sizes, if it is assumed that on average the crystallites have a regular shape, and this can then be compared with experimental data to give re®ned parameters de®ning the distribution. Unlike`traditional' methods of line-pro®le analysis, this entirely physical approach can be applied to powder patterns with severe overlap of re¯ections, as is demonstrated by using data for nanocrystalline ceria. The procedure is compared with alternative powderpattern ®tting methods, by using pseudo-Voigt and Pearson VII functions to model individual line pro®les, and with transmission electron microscopy (TEM) data.
Introduction
In recent years, the main developments in studies of sample microstructure by means of X-ray diffraction (XRD), which have been reviewed by Langford & Loue È r (1996) , have largely been based on comparing a simulated powder pattern, derived from an appropriate physical model, with experimental data. The case of dislocations and other lattice distortions has been considered (e.g. Unga Â r et al., 1984; van Berkum et al., 1992; Gubicza et al., 2000) , but hitherto the contribution from a distribution of domain size to whole-powder-pattern ®tting has received less attention. Powder diffraction line pro®les usually contain a measurable contribution from small crystallites, which depends on the shape of diffracting domains and the distribution of size. It is thus necessary to take these factors into account in pattern simulation, and also in structure re®nement by the Rietveld method, if the crystallite shape is other than isotropic. Standard procedures for extracting crystallite size from diffraction data, on the other hand, are based on the integral breadth S of the line pro®les arising from size effects, or on the cosine coef®cients A S n of their Fourier series representation, which only give an average thickness in the direction perpendicular to the planes hkl; the former leads to the volume-weighted mean of the distribution of size and the latter to the area-weighted value. These quantities, which are usually greater than the arithmetic mean, are normally reported in the literature, whereas the arithmetic mean and standard deviation of the distribution are required in pattern simulation.
The pioneering work of Bertaut (1949 Bertaut ( , 1950 led to procedures for extracting size distributions from diffraction data. He realised that the second derivative of the Fourier cosine coef®cient A S n of the Fourier series representation of a line pro®le arising from crystallite size effects was proportional to the lengths of columns of unit cells in the direction of the diffraction vector. The curve of A S HH n versus n thus gives P(n)dn, the fraction of columns having lengths between n and n + dn cells. However, only for the case of re¯ections from planes parallel to the surface of crystallites, such as often occurs in layered materials, does this give the distribution of crystallite size, the quantity normally required in practice. For example, the Bertaut method has been used to characterize the platelet thickness in composite samples of nickel hydroxide (Le Bail & Loue È r, 1978) and the time-dependent crystallite size distributions observed during the transformation of nickel hydroxide nitrate to the hydroxide (Le Bail & Loue È r, 1980) . Otherwise, the above curve also includes the variation of thickness within crystallites, averaged by the symmetry-related multiplicity of re¯ections, where applicable; much subsequent development has entailed separating this thickness variation from the distribution of some measure of the overall size. However, the in¯uence of crystallite shape diminishes as the breadth of the size distribution increases (e.g. Rao & Houska, 1986a, Figs. 1a and 2a therein) and the Bertaut method has been widely used to estimate crystallite size distributions for a variety of materials, e.g. catalysts (Martin et al., 1972; Ganesan et al., 1978; Amelse et al., 1981; Pielaszek et al., 1983) and nanocrystalline materials subjected to annealing or grinding (Loue È r & De Guibert, 1985) .
The distribution of crystallite size in a powder sample or polycrystalline solid clearly depends on a number of factors, including the nature of the material and the method and conditions of preparation. However, by far the commonest distribution reported in the literature is the lognormal distribution, which is asymmetric. If each particle in a powder sample is a single crystal, the distribution of size frequently has this form; this has also been observed for subgrains and dislocation subcells, at least to a reasonable degree of approximation (Valiev et al., 1994; Unga Â r et al., 1999) . On the other hand, for thin ®lms which exhibit a high degree of preferred orientation, the variation in thickness often tends to be symmetric (e.g. Scardi, Migliori et al., 1997) for which the normal (Gaussian) distribution may be a better approximation; it cannot be precisely so, since this would imply crystallites with negative sizes. Rao & Houska (1986b) used this function to describe the thickness variation in wear debris from a partially stabilized zirconia. Multimodal distributions have also been detected (see, for example, Le Bail & Loue È r, 1978 , 1980 , but only the unimodal case is considered here.
An early attempt to simulate line pro®les resulting from crystallite size effects was a study of thoria gel by Bannister (1967) . The size distribution, obtained by means of electron microscopy, was found to be closely lognormal and the micrographs showed that the crystallites were approximately spherical. Line pro®les were calculated for spheres with diameters obtained from the distribution and these were then summed to obtain the total intensity, giving reasonably good agreement between the calculated and observed data for three thoria re¯ections. No re®nement was carried out, but the study demonstrated the usefulness of a direct approach, in which the separation of thickness variation within and between crystallites is avoided. This work also emphasizes the importance of combining X-ray diffraction and electron microscopy, and indeed with data from other techniques, whenever this is practicable.
Another milestone in studying the diffraction effects of crystallite size distributions is the seminal contribution of Rao & Houska (1986a) . The effects of lognormal and normal distributions on A S n and the corresponding line pro®les for spherical crystallites were considered, by taking into account the column-height variation within and between crystallites. They deduced that the form of`size' line pro®les is largely determined by the overall average column height and its dispersion, expressed as the coef®cient of variation of the distribution. An application to the case of a sample containing small spherical crystallites with non-uniform strain, taking into account instrumental broadening, is discussed in a subsequent paper (Rao & Houska, 1986b) . Jones (1938) , in his discussion of the effects of a crystallite size distribution on line-pro®le breadths, deduced that the volume-weighted average, determined from the integral breadth, is simply the ratio of the fourth and third moments of the distribution, from which he obtained the arithmetic mean for the Gaussian case. Similarly, it can be shown that the areaweighted average from the Fourier approach is the ratio of the third and second moments (e.g. Wilson, 1968 Wilson, , 1971 . Krill & Birringer (1998) introduced a procedure for obtaining the arithmetic mean and standard deviation of a lognormal distribution based on these ratios, which were both obtained from A S n . Spherical crystallites were assumed, but the method can be applied to other forms of crystallite. An advantage of this approach is that it avoids the mathematical instability which can occur when obtaining column-length distributions from the second differential of A S n . Provided that systematic errors arising from background determination, truncation and sampling effects have been taken into account (Bertaut, 1952; Young et al., 1967) , the Fourier approach of Warren and Averbach (e.g. Warren, 1969) is a powerful method for studying the microstructure of highsymmetry materials and it has been widely used for this purpose. However, in its original form, the method is usually applied only to a few re¯ections, whereas it is usually desirable to use the complete powder pattern in microstructural analysis. There are then likely to be large systematic errors in the basic Warren±Averbach approach, even for moderate overlap of the tails of line pro®les. The method adopted here, an extension of that introduced by Bannister (1967), is not subject to these limitations. A complete powder pattern is calculated for a particular morphology and distribution of size, and this is compared by means of a least-squares procedure with the experimental pattern, the re®ned parameters being quantities de®ning the mean and dispersion of the distribution. However, in common with all techniques for determining size from diffraction data, it is assumed that the crystallites have the same shape. The`average' morphology can often be deduced from TEM or diffraction data, but crystallites may well be irregular. The case of a variation in shape, as well as a distribution in thickness, has been discussed in the review of particle size and related topics by Matyi et al. (1987) . The technique discussed here is applied to data from nanocrystalline ceria and the results are compared with phenomenological approaches, based on ®tting pseudo-Voigt and Pearson VII functions to the observed re¯ections, and with TEM data. Additionally, the effects of Gaussian and lognormal distributions on the breadths and shapes of diffraction line pro®les for spherical crystallites are considered.
Theoretical considerations 2.1. Line profiles
The underlying theory governing the diffraction effects caused by small crystallites is generally well known, but the relevant relationships are scattered throughout the literature;
for convenience they are collected below. The basic expression for a line pro®le resulting from a small crystal (e.g. Wilson, 1962) is given by I2 cos a!IsY 1
where I(s), the intensity in reciprocal space expressed as a function of the distance s from the point hkl, is given by
where U is the volume of the unit cell. V(t), the Fourier transform of I(s), can conveniently be represented as the volume common to the crystal and its`ghost' or double, displaced a distance t in the hkl direction. ( is then the value of t for which V(t) becomes zero. V(t) is clearly an even function, since displacements of +t and Àt are equivalent, and the line pro®les arising from crystallite size are thus always symmetrical, irrespective of the nature of the size distribution. I(s) for crystals having any shape for which V(t) can be expressed as a cubic in t with constant coef®cients and continuous derivatives has been derived by Wilson (1962) . [See also Langford & Wilson (1978) , equation 20 therein.] This mainly applies to morphologies having cubic symmetry, but V(t), and hence I(s), can readily be calculated for other regular shapes. For example, Langford & Loue È r (1982) have considered the case of cylindrical crystallites, Vargas et al. (1983) hexagonal prisms and Gre Â bille & Be Â rar (1985) the more general case of convex polyhedra. Cylindrical morphology is often a suitable approximation when crystallites are prismatic, acicular, or have the form of platelets. In practice, it is frequently observed that crystallites tend to be approximately equiaxial, such as in powders produced by sol±gel or hydrothermal decomposition, or cubic oxides obtained from solid-state reactions. They can then be regarded as having a spherical morphology, on average. For a spherical crystallite, according to Langford & Wilson (1978) ,
VtaV0 1 À 3jtja2D jtj 3 a2D 3 3 and the line pro®le is given by
where D is the diameter and 2 = %sD.
Definitions of crystallite size
The reciprocal of the integral breadth S* of I(s) is usually denoted as the integral-breadth apparent size, 4 , given by the Scherrer equation:
This is a volume-weighted average and, in order to make allowance for the variation of thickness within a crystallite in the direction hkl, some regular morphology must be assumed. For example, in the case of spherical crystallites, the equivalent volume-weighted mean diameter, hD V i, is given by
The Fourier apparent size, 4 F , is the area-weighted mean apparent size given by the reciprocal of the initial slope of the A S n versus n curve, equivalent to ÀV(0)/V H (0), and the corresponding area-weighted mean diameter for spheres, hD A i, is then
There are several de®nitions of crystallite or particle size, depending on the particular application and the experimental method used. As regards X-ray diffraction measurements, the mean of the size distribution, hDi for spheres, and perhaps its mode, if not symmetric, may well be required. However, hD V i or hD A i, or the corresponding quantities for other morphologies, are normally reported in crystallite size determinations from diffraction data. As noted above, the quantities so determined are related to the moments M j of the distribution; the volume-weighted average, from the integral breadth, is M 4 /M 3 , and the area-weighted average, from the Fourier method, is M 3 /M 2 . Thus, for spherical crystallites,
Only if all crystallites have the same size and shape do M 4 /M 3 and M 3 /M 2 equal M 1 , the arithmetic mean. The theoretical value of the ratio of the apparent sizes (4 /4 F ) is then 1.125. Matyi et al. (1987) give a useful comparison of the measures of average size obtained by various experimental techniques and discuss the concept of particle and crystallite size generally.
Crystallite size distributions
2.3.1. Normal (Gaussian) distribution. For the normal distribution, the probability dÃ(x) that the size will lie between x and x + dx is given by dÃx '2% 1a2 À1 expÀx À " 2 a2' 2 dxY 10 with mean " and variance ' 2 . From the relevant moments about the origin (e.g. Lloyd, 1984) , the area-weighted mean is then M 3 aM 2 3' 2 " " 3 a' 2 " 2 11 and the volume-weighted mean is M 4 aM 3 3' 4 6' 2 " 2 " 4 a3' 2 " " 3 X 12
Thus for spherical crystallites and a normal distribution of size, hD A i and hD V i are given by (11) and (12), respectively. Conversely, after obtaining M 3 /M 2 and M 4 /M 3 from diffraction data, " and ' can, in principle, be determined from these equations, by means of the bidimensional Newton±Raphson method, for example (see Press et al., 1989).
Lognormal distribution.
The lognormal distribution (e.g. Aitchison & Brown, 1969) can be represented as dÃx x32% 1a2 À1 expÀln x À 2 a23 2 dxY 13
where and 3 2 are the lognormal mean and variance, from which the median and mode, the mean and other moments, and the variance of the distribution can be derived. For example, the jth moment, M j of a lognormal distribution is given by
the area-weighted mean is M 3 aM 2 exp 53 2 a2 17 and the volume-weighted mean is
Conversely, if it is assumed that the crystallites have a regular shape and that the distribution of size is lognormal, and 3 2 can be determined from 4 and 4 F (Krill & Birringer, 1998) . In the case of spheres [equations (6) and (7)], 3 2 lnM 4 aM 3 aM 3 aM 2 lnhD V iahD A i 19 and lnM 4 aM 3 À 73 2 a2 lnhD V i À 73 2 a2Y 20 from which the distribution and its mean, variance, etc. can be obtained. This result applies to other forms of crystallite, with the appropriate factors in (6) and (7).
Effect of a size distribution on line-profile breadth and shape
Diffraction line pro®les for a sample with a distribution of crystallite size can be simulated by summing I(s), weighted by the distribution function, for a particular morphology. In order to ascertain the effect of typical unimodal distributions on line-pro®le breadth and shape, this was carried out for Gaussian and lognormal distributions and spherical crystallites, for which I(s) is given by (4). Line pro®les were expressed as a function of the dimensionless quantity 2, since they are then independent of the magnitude of hDi. A convenient factor (9) for giving an indication of the shape of diffraction line pro®les, which does not depend on any assumed analytical function, is given by the ratio of the integral breadth () to the full width at half-maximum (FWHM) intensity (Langford, 1978 (Langford, , 1992 . Line pro®les were calculated for distributions with different dispersion, expressed as '(D)/hDi, and the corresponding values of FWHM 2 , 2 and 9 (= FWHM 2 / 2 ), together with the equivalent Lorentzian fraction , obtained by ®tting a pseudo-Voigt function to I(É), are given in Table 1 (a) for an approximately Gaussian distribution of diameters and in Table 1 (b) for a lognormal distribution. It can be seen from these tables that the effect of a unimodal distribution of size is to reduce the breadth of a line pro®le, relative to that for a single crystallite, with a corresponding increase in hD A i and hD V i. The percentage differences between the volume-weighted and area-weighted average sizes and the arithmetic mean, (hD V i À hDi)/hDi and (hD A i À hDi)/hDi, respectively, are plotted as a function of '(D)/hDi in Fig. 1(a) for the Gaussian distribution and in Fig. 1(b) for the lognormal distribution. It can be seen that hD V i > hD A i and that both quantities are greater than hDi, the arithmetic mean, by amounts which increase with the width of the distribution. These results hold generally for unimodal distributions and arise from the D 4 term in (4), greater weight being given to larger crystallites. " was taken as zero for the purpose of obtaining the curves in Fig. 1(b) , but they are identical for other values of ".
The variation of the shape factor 9 versus '(D)/hDi is given in Fig. 2 for spherical crystallites and the two distributions considered, together with the values of 9 for Lorentzian and Gaussian functions: 0.6466 and 0.9394, respectively (Langford, 1978) . It can be seen that, for a narrow distribution of size, the line-pro®le shape is intermediate between Lorentzian and Gaussian, and that it tends to become more Lorentzian in character as '(D)/hDi increases. It is also clear, at least for the distributions considered, that in this instance an assumed Lorentzian function is not a close approximation to the line pro®les arising from small crystallites, a result which may well hold for other unimodal distributions. However,`super-Lorentzian' (9 < 0.6466; Wertheim et al., 1974) line pro®les have sometimes been reported in cases where size effects are the dominant source of broadening (e.g. Ple Â vert & Loue È r, 1990). By using simulated patterns, Young & Sakthivel (1988) demonstrated that such an effect can arise when there is a bimodal distribution of size, with broad and narrow components.
Application to a nanocrystalline CeO 2 powder sample 4.1. Sample preparation and experimental considerations
Data used to demonstrate the inclusion of a crystallite size distribution in powder-pattern simulation and modelling were obtained from a sample of cerium oxide, one of a series of nanocrystalline powder samples of cubic CeO 2 used in a study of the early stages of the growth of crystallites (Guillou et al., 1995) . This particular sample was prepared from decomposition of an oxide nitrate, Ce 2 O(NO 3 ) 6 .H 2 O, under nitrogen with a heating rate of 3 K h À1 to 503 K. The sample was then annealed for 24 h at this temperature. A sample for highresolution TEM analysis was prepared by dispersing the powders ultrasonically in ethanol. Although most particles were agglomerated, individual particles could be observed. A high-magni®cation image of the CeO 2 particles is shown in Fig.  3 (see also Loue È r, 1999, p. 686 therein), in which approxi-mately equiaxial crystallites can be seen. The size distribution (Fig. 4) was obtained from 112 particles, by counting the number of (111) planes in individual crystallites, for which the d spacing is 3.12 A Ê , according to the procedure described by Guillou et al. (1997) . The distribution was found to be closely lognormal ( Fig. 4) , with a mean of 3.5 nm and a standard deviation of 1.2 nm (Table  2) . Diffraction data were obtained with a Siemens D500 high-resolution diffractometer and monochromatic Cu K 1 radiation (! = 1.540598 A Ê ), for which instrumental details are given elsewhere (Loue È r & Langford, 1988) . The powder pattern (Fig. 5) , obtained with a step size of 0.06 (2) and a counting time of 85 s step À1 , has very broad re¯ections with severe overlap of the line-pro®le tails. Indeed, (331) and (420) are barely resolved and (222) appears as a shoulder on (311).
Whole-powder-pattern fitting
Two approaches to whole-powder-pattern ®tting were employed. In one, each re¯ection was simulated for spherical crystallites with a lognormal distribution of diameters: a physical model. In the other, it was assumed that individual line pro®les can be represented by an analytical function. In both cases a complete powder pattern was Table 1 Line-pro®le parameters and average sizes for spherical crystallites.
(a) Gaussian distribution of diameters. High-resolution micrograph of a nanocrystalline ceria powder sample. The scale bar represents 3 nm.
Figure 2
Variation of shape parameter (9) with '(D)/hDi for Gaussian (full line) and lognormal (broken line) distributions. generated and then compared with an experimental pattern by means of a least-squares procedure. 4.2.1. Pattern modelling. Diffraction line pro®les Y(s) for the ®rst ten re¯ections were generated for an assemblage of spheres by summing (4), weighted by the lognormal distribution (10), or
Ys
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This formula was incorporated in a non-linear least-squares ®tting (LSF) program based on the existing MarqX code (Dong & Scardi, 2000) . Fitting parameters were the lognormal mean () and variance (3 2 ) in (13) and the coef®cients of a parabolic background. The lattice parameter was also re®ned, together with the specimen-surface displacement, in order to obtain the position of re¯ections. 4.2.2. Line-profile fitting. A similar analysis was carried out by ®tting pseudo-Voigt functions to the re¯ections, but in this case, instead of two global parameters de®ning the lognormal distribution, two line-pro®le parameters for each re¯ection were used (FWHM and ). The procedure was carried out by using the recently developed program MarqX, details of which are given elsewhere (Dong & Scardi, 2000) , and parameters de®ning individual line pro®les were obtained. Fitting was again carried out for the ®rst ten re¯ections of the powder pattern.
Pattern decomposition
A third approach, generally known as powder-pattern decomposition, was also applied to the CeO 2 data. Here an analytical function is ®tted interactively to individual re¯ections or clusters of re¯ections to obtain line-pro®le parameters. For this purpose, the program PROFILE (Nusinovici & Rehfeldt-Osierski, 1990 ) was used and line pro®les were represented by the Voigt, pseudo-Voigt and Pearson VII functions. Table 2 Lognormal-distribution parameters for nanocrystalline CeO 2 obtained from XRD (whole-powder-pattern modelling) and TEM. 
Line-profile analysis

Figure 4
Crystallite size distribution from TEM data, with corresponding lognormal distribution.
Figure 5
Experimental powder diffraction pattern for nanocrystalline ceria with calculated pattern and difference plot. (a) Whole-powder-pattern ®tting with simulated line pro®les, spherical crystallites and a lognormal distribution of diameters (R wp = 2.79%, R exp = 2.69%, GOF = 1.04 (Dong & Scardi, 2000) and ProfFOU (Loue È r & Audebrand, 1999). In the former, by using pseudo-Voigt functions and ®tting all re¯ections simultaneously, the convolution of g(x) with f(x) is compared with h(x), which represents a modi®cation by Scardi (1999) of an approach by Enzo et al. (1988) . ProfFOU, on the other hand, is based on pattern decomposition. Pseudo-Voigt or Pearson VII functions are ®tted to individual re¯ections or clusters of re¯ections and A H n are then obtained by deconvoluting g(x) from h(x) by the method of Stokes (1948) .
The ®rst stage in LPA is to examine an indexed Williamson± Hall plot ( Ã f versus d*, where d* = 1/d, together with hkl values), since this can give a valuable insight into the nature of sample microstructure. This is plotted in Fig. 6 for the CeO 2 sample and the MarqX data listed in Table 3 . In this instance there is an appreciable crystallite size effect and a small contribution from microstrain, with no evident dependence of either quantity on lattice direction or hkl. The Williamson± Hall plot would not normally be used quantitatively, since the underlying assumption is that the line pro®les arising from any imperfections present are all Lorentzian. However, here the contribution from microstrain is small compared with that from crystallite size and, subject to the above approximation, the intercept Ã S then corresponds to an apparent size of 3.2 (1) nm, from equation (5), or 4.3 (2) nm for hD V i. The small, but non-negligible, slope is equivalent to a strain of 0.002 (1) [method (2a) in Table 4 ]. In general, a better approximation for separating the contributions to the overall breadth from crystallite size and microstrain in LPA based on the integral breadth is to assume that f(x) can be represented by a Voigt function. Separation of these quantities is then carried out by the`average size±strain' (SS) method of Langford (1992) . If ( Ã f /d*) 2 is plotted as a function of Ã f / (d*) 2 , the slope is the reciprocal of 4 and the intercept is approximately (5e r.m.s. /2) 2 , where e r.m.s. is the r.m.s. (root-mean-square) strain. An advantage of this approach is that less weight is given to data from high-angle re¯ections, for which breadths are usually determined with less precision. Table 3 Results from MarqX with pseudo-Voigt ®tting.
The table lists Miller indices, peak positions (2 o ) and d, calculated from the re®ned value of the lattice parameter {free parameters: background (coef®cients of a second-order polynomial), sample position error [displacement from diffractometer axis, 0.080 (14) mm], lattice parameter [5.4218 (11) A Ê ], I o , HWHM (half width at half-maximum) and pseudo-Voigt (pV) mixing factor (one pV function for each peak)}. The peak intensity (I o ) and area, along with the HWHM and pV mixing factor for the f and g pro®les [g pro®le data from BaF 2 standard (Loue È r & Langford, 1988 
Figure 6
Indexed Williamson±Hall plot ( Ã f versus d*, where d* = 1/d) for nanocrystalline CeO 2 ; pseudo-Voigt line pro®les. Table 4 Crystallite size and strain for CeO 2 data.
Comparison of modelled powder pattern with lognormal size distribution and line-pro®le analysis (LPA) with ®tted analytical functions. ND = not determined.
Method (1) By using MarqX or ProfFOU, 4 F and e r.m.s. can in principle be obtained in the usual way by means of the Warren±Averbach method. Alternatively, if it is assumed that there is negligible microstrain, 4 F is given by the inverse of the initial slope of the plot of A H n versus n. However, it should be remembered that the Fourier coef®cients A H n relate to the analytical function used to model experimental line pro®les and not necessarily to f(x); only if the function were an exact representation of f(x) would this approach yield the true values of 4 F and e r.m.s. .
Results and discussion
4.5.1. Whole-powder-pattern fitting. The calculated pattern based on the lognormal distribution of crystallite diameters (x4.2.1) is shown in Fig. 5(a) and, as can be seen from the difference plot, the experimental data are modelled well by this approach. However, it should be noted that at present the program used makes no allowance for instrumental contributions to the powder pattern. This will not affect the results appreciably in this instance, since the instrumental broadening (Loue È r & Langford, 1988 ) is negligible compared with the breadths of the ceria re¯ections. The re®ned values of [0.75 (2)] and 3 2 [0.20 (1)] generate the distribution of diameters shown in Fig. 7 , with a mean diameter hDi of 2.4 (5) nm and a standard deviation of 1.1 (3) nm. From equation (17), hD A i = 3.5 (1) nm, and from (18), hD V i = 4.3 (1) nm. As noted in x3, the difference between hD A i or hD V i and hDi, here 52% and 87%, respectively, becomes increasingly pronounced as the dispersion, and hence the asymmetry, of the distribution increases. These results are listed in Table 2 ; see also method (1) of Table 4 . Since the crystallites are assumed to be equiaxial, 9 is the same for all re¯ections and has the value 0.739 for the above distribution parameters. The form of the`size' line pro®les is thus intermediate between Lorentzian and Gaussian.
Whole-pattern ®tting with MarqX and an analytical function, here the pseudo-Voigt function (x4.2.2), is shown in Fig.  5(b) . The quality of the ®t is comparable with that obtained from the sphere-distribution model (R wp = 2.75 and 2.79%, respectively). However, it should be noted that the number of ®tting parameters is quite different in the two approaches:
research papers Figure 8 Indexed Warren±Averbach plot for CeO 2 data [ln(A H n ) versus (d*) 2 ], using pseudo-Voigt line pro®les; the Fourier lengths L are indicated on the right-hand side.
Figure 10
Column-length distribution, p(L) for CeO 2 ; pseudo-Voigt line pro®les.
Figure 7
Lognormal distribution from least-squares ®tting of XRD data.
Figure 9
Size' Fourier coef®cients [A H S (L)] versus Fourier length for CeO 2 data: pseudo-Voigt line pro®les (+ with error bars), 4 F = 1.8 (1) nm (full line), and line pro®les based on the lognormal model (circles), 4 F = 2.3 (1) nm (broken line). there are two parameters for the lognormal distribution, while, in this instance, with ten re¯ections included in the re®nement, there are twenty for the pseudo-Voigt model. The ®tting results are listed in Table 3 . 4.5.2. Line-profile analysis: integral breadth. The SS plot for the CeO 2 data, obtained by the method based on Voigt functions, is shown in Fig. 3 of Guillou et al. (1995) , from which the apparent size is 3.1 (1) nm, giving 4.1 (1) nm for hD V i; the microstrain is 0.006 (1) [method (3) of Table 4 ]. The corresponding values from SS plots with MarqX data are given in Table 4 [method (2b)] along with those from ProfFOU [methods (4c) and (5c)]. 4.5.3. Line-profile analysis: Fourier analysis. The values of A H n provided by MarqX can in principle be used to perform line-pro®le analysis by the Warren±Averbach method and they also give an alternative estimate of the integral breadth ( Ã fF ). Since it has been deduced that the crystallites are approximately uniaxial and that the small strain contribution is apparently isotropic, the analysis by using MarqX can be carried out on all re¯ections simultaneously. The corresponding Warren±Averbach plot from this approach is shown in Fig. 8 , from which coef®cients A HS n , analogous to the Fourier size' coef®cients, and the microstrain can be obtained. These are proportional to the intercept and slope, respectively (Warren, 1969) . Also, from 4 F [= ( Ã fF ) À1 ], an estimate of hD V i can be obtained [Table 4, method (2c) ]. Fig. 9 shows the plot of A HS n as a function of the Fourier length L, together with thè true' coef®cients A S n obtained from the line pro®le based on the lognormal model. The Fourier apparent size 4 F can be calculated from the intercept of the initial slope of Fig. 9 , giving a value of 1.81 (3) nm for the pseudo-Voigt data, equivalent to hD A i = 2.7 (1) nm for spherical crystallites [Table 4, method (2c) ]. This is not the same as hD A i from powder-pattern modelling, for the reason stated above. However, it is the same as the mean value obtained from the area-weighted distribution [p(L)] in Fig. 10 .
For a Fourier analysis based on ProfFOU, microstrain was neglected. hD V i and hD A i for a pseudo-Voigt function are given in Table 4 [method (4a)], along with the values for a Pearson VII function [method (5a)]. hD V i appears to be slightly greater for the latter, but the difference is barely signi®cant. The mean of hD V i for all the LPA methods and functions used is 4.3 (2) nm, the same as that given by the physical model based on a lognormal distribution of diameters; hD A i values from ProfFOU and a Pearson VII function are similar [3.8 (4) cf. 3.5 (1) nm]. hD A i for a pseudo-Voigt function [2.9 (3) nm] is some 17% less, though it is similar to that given by MarqX. Thus in methods based on Fourier coef®cients and an assumed line-pro®le function, the magnitude of hD A i appears to be markedly dependent on the choice of function. From all approaches to LPA, it is clear that broadening as a result of microstrain is very small, compared with that arising from crystallite size effects, and some estimates are not signi®cant. The average value of e r.m.s. is 0.004 (3).
In summary, aside from hD A i, the different XRD approaches produce very similar results, indicating an internal consistency in whole-powder-pattern ®tting and patterndecomposition methods, provided that the appropriate distribution moments are compared. It should be noted that, owing to the broad peaks and severely overlapping tails, the conventional Warren±Averbach approach, or line-pro®le analysis based on individual re¯ections, cannot be applied. In general, it would seem that the only certain means of determining meaningful microstructural parameters in such cases is some method based on whole-powder-pattern ®tting and a physical model. 4.5.4. Line-profile analysis: calculated line profile. In order to ascertain the effect of an assumed analytical function on estimated size parameters, without the additional uncertainties introduced by counting statistics and background modelling, f(x) was calculated for spherical crystallites having a lognormal distribution of diameters with = 0.75 (2) and 3 2 = 0.20 (1), as before, and then convoluted with g(x) to give h(x). Then, from ProfFOU with a pseudo-Voigt function, the initial slope of A HS n versus L gives an equivalent value for hD A i of 2.9 nm, similar to that from MarqX with the same function, as would be expected. However, if a Pearson VII function is used with this program, hD A i is 3.6 nm, approximately the same as that from which the data were calculated (3.5 nm). From 4 F for the two functions, the equivalent estimated sizes are 4.1 nm and 4.4 nm, cf. the theoretical value of 4.3 nm. Thus there is little to choose between the two functions in so far as hD V i is concerned, since both produce reasonable estimates of A HS n and n A HS n , but the Pearson VII function gives a better approximation in the line-pro®le tails, which in¯uence the A HS n versus n curve for small n (see Fig. 9 ). These results con®rm those obtained with experimental data. Unfortunately, in general there is no means a priori of determining which is the better function to use in practice; in this instance the R factors are similar (0.91% for the pseudo-Voigt and 0.86% for the Pearson VII function). However, this may be evident by examining an expansion of the line-pro®le tails for different functions at the ®tting stage. 4.5.5. Line-profile analysis: equations (19) and (20). As noted in x2.3, parameters de®ning the distribution of diameters can be estimated from hD A i and hD V i, but in this instance overlap of the tails of re¯ections is too severe for the former to be obtained directly from Fourier cosine coef®cients of f(x) and, as noted above, the value of hD A i obtained from an assumed analytical function is not necessarily reliable. hD A i can, however, be estimated by means of the shape factor 9 f and the curves in Figs. 1(b) and 2. The average value of 9 f for the ®rst ten re¯ections is 0.73, giving a fractional standard deviation for the distribution of '(D)/hDi = 0.49. From this value and the ÁD V curve of Fig. 1(b) , taking hD V i as 4.1 nm, from the SS plot, the arithmetic mean, hDi, is 2.2 nm. Finally, from the ÁD A curve of Fig. 1(b) , hD A i = 3.3 nm. Then, from (19) and (20) and these values for hD A i and hD V i, the parameters de®ning the lognormal distribution are " = 0.69 and 3 2 = 0.21. These results are compared with those from pattern simulation in Table 2 . It should be noted that this procedure depends on obtaining suf®ciently precise values of Ã f and 9 f , which in general may be dif®cult to achieve for the latter if there is a narrow distribution of size. However, in this application there is reasonable agreement between the quantities estimated from line-pro®le modelling and the more precise values obtained from powder-pattern simulation.
4.5.6. Comparison with TEM data. A ®nal point concerns a comparison of the XRD results with those obtained from the TEM data. In order to compare estimates of the mean diameter derived from TEM and XRD, it is essential to de®ne the way in which the mean values are calculated (e.g. Matyi et al., 1987) . If the TEM data are collected as average particle diameters, directly from the micrographs, the mean value of the TEM distribution should be regarded as an arithmetic mean, i.e. the ®rst moment " (M 1 ) of the lognormal distribution. According to the results obtained from XRD powderpattern simulation with a lognormal distribution, " = 2.3 nm, whereas the TEM data give 3.5 nm. The difference can be attributed to several factors, the obvious one being statistical limitations in the TEM analysis and problems inherent in the sampling strategy. Additionally, no provision was made for microstrain in the lognormal-distribution approach, though LPA indicated the presence of a small amount of strain (about 1%) in the sample. Although this is not negligible on an absolute scale, its contribution only amounts to about 1% of the overall line breadths, and it cannot account for the difference between the TEM and XRD results. It could have resulted in an underestimation of the value obtained from the lognormal-distribution approach, but no such effect was observed.
Conclusions
The diffraction line pro®le for a single crystallite can be calculated from geometrical considerations, if a regular shape is assumed, and this is modi®ed when there is a distribution of size by an amount which depends on the nature of the distribution and its dispersion. For the unimodal distributions considered here, the width of re¯ections is reduced and values of size estimated from X-ray data, the volume-weighted or area-weighted average, are consequently greater than the arithmetic mean. However, this parameter, the quantity frequently required in practice, can be obtained if the nature of the distribution is known. The effect of a size distribution on the shape of a diffraction line pro®le is to lengthen its tails, i.e. the intensity falls to zero more slowly, compared with that for a single crystallite. The shape for the latter tends to be intermediate between that of a Gaussian and a Lorentzian function and it becomes somewhat more Lorentzian in character with increasing dispersion. In general, therefore, it is not reasonable to assume that the line pro®le is Lorentzian, other than as a crude approximation, unless the ®tting of some analytical function indicates otherwise. If line pro®les resulting from crystallite size effects are in fact observed to be Lorentzian, or super-Lorentzian', then the distribution of size is unlikely to be unimodal.
The principal advantage of modelling powder patterns by means of pattern simulation based on theoretical considera-tions is that it can provide physically meaningful quantities to describe the sample microstructure. It depends only on the assumptions that the crystallites have a particular shape, on average, and that the distribution of size can be expressed analytically. Justi®cation for both assumptions can usually be obtained from X-ray data, combined with information from TEM or other techniques. A phenomenological approach based on conventional methods, on the other hand, in general does not give the distribution of crystallite size, or its mean value. With the distribution model, parameters directly related to the size and shape of the crystallites are re®ned, allowing a more direct comparison to be made with results obtained from other methods. Furthermore, the proposed method provides the distribution of some measure of the thickness of crystallites, the diameter in the case of spheres, whereas the Fourier approach only gives a Bertaut distribution of column lengths. The analysis is equally applicable to crystallites having a morphology that is uniaxial or biaxial, but in such cases there may be two or three different distributions of thickness along the axial directions. Although microstrain was ignored in the above analysis, it can be taken into account if an appropriate model for lattice distortion can be devised and its line pro®le calculated. This is simply convoluted with the`size' line pro®le and g(x) to simulate h(x), for comparison with the observed data.
The results are obtained by using far fewer ®tting parameters than usually required in current procedures for applying the Rietveld method and other approaches to wholepowder-pattern modelling. This has several advantages, including a reduced risk of correlation with other structural or non-structural parameters during re®nement. Additionally, in the case of isotropic morphology and a Gaussian or lognormal distribution, only two distribution parameters are re®ned, " and ' 2 or and 3 2 , and best estimates of their values and standard uncertainties are obtained on the basis of a correct statistical weighting of the XRD data. This is not the case with most conventional methods and it is also an important difference with respect to the approach of Krill & Birringer (1998) .
As noted previously, it is important to obtain micrographs of the sample whenever possible. These can give an indication of the form of the crystallites, in support of any information on their morphology deduced from a Williamson±Hall plot, the nature of the size distribution, and whether or not the particles are single crystals. However, mean sizes obtained from XRD data and TEM will not necessarily be identical. When comparing the results from the two techniques, the same quantities must be considered and an appropriate method to obtain particle sizes from TEM must be used (see Matyi et al., 1987) . If particles contain subgrains that are not revealed in the micrographs, then clearly the mean size obtained by XRD will be smaller. Also, there is the possibility that TEM measurements may be biased towards larger particles, as appears to be the case here. An advantage of whole-powderpattern ®tting by means of line-pro®le simulation is that the number of crystallites contributing to the analysis is likely to be larger by several orders of magnitude, greatly reducing the sampling error. Also, it is a more general procedure involving an average over all crystallographic directions. The TEM data for the nanocrystalline CeO 2 , for example, were obtained by counting the number of (111) planes for 112 particles. A potential disadvantage is that the size of domains which diffract coherently is determined from XRD data and this may not be the quantity of interest in some applications, such as catalysis, if particles are not single crystals.
