Abstract. Avatars in networked 3D virtual environments allow users to interact over the Internet and to get some feeling of virtual telepresence. However, avatar control may be tedious. Motion capture systems based on 3D sensors have recently reached the consumer market, but webcams and camera-phones are more widespread and cheaper. The proposed demonstration aims at animating a user's avatar from real time 3D motion capture by monoscopic computer vision, thus allowing virtual telepresence to anyone using a personal computer with a webcam or a camera-phone. This kind of immersion allows new gesture-based communication channels to be opened in a virtual inhabited 3D space.
Introduction
Avatars in 3D virtual environments allow to enhance remote users' mutual perception by mimicking their motion in real-time. This contributes to gesture-based communication in a virtual inhabited 3D environment [1] .
Such an interface relies on real-time user-friendly motion capture. Classical sensors (e.g. data gloves, magnetic sensors or optical markers) require to be attached on the performer's body and limbs. Instead, computer vision allows an inexpensive and practical approach [2] , [3] . We focus on 3D human motion capture in real-time without markers. It is still a challenge because of the ambiguities resulting of the lack of depth information, of possible partial occlusion of the body limbs, of the high number of degrees of freedom and of the varying cloth of a person. We focus on 3D human motion capture in real-time without markers. It is still a challenge because of the ambiguities resulting of the lack of depth information, of possible partial occlusion of the body limbs, of the high number of degrees of freedom and of the varying cloth of a person. Webcams are very low-cost and widespread consumer devices, in contrast to recent 3D sensors (e.g. time-of-flight cameras [4] or Kinect [5] ) which are non-standard extensions to personal computers. Even mobile devices can capture a video stream and have it sent (through the Internet) and processed on a remote computer.
In this demonstration, we animate a user's avatar from real-time 3D motion capture by monoscopic vision with consumer hardware. We use cameras that come with many personal computers (webcams) or mobile devices (smart phones) (Figure 1 ). Our motion capture system is divided into two main stages: initialization and tracking. In the first step, the appearance of the background and the user are learnt, and registration is used to adjust the morphology of the 3D model to the user.
In the tracking step, the pose of the 3D body model that optimally matches the input image is searched iteratively. Biomechanical constraints allow to discard poses that are physically unreachable by the human body [6] . At each video frame, the iterative registration process is initialized at the pose estimated at the previous frames. We extract image features (color regions and edges) from the input video sequence and estimate the 3D pose that best matches them in real-time [6] . Monocular ambiguities due to the lack of depth information are handled in a particle filter framework enhanced with heuristics, under the constraint of real-time computation [7] . Here, we have developed a more sophisticated particle filter algorithm to reduce the number of particles (3D pose hypotheses) required for monocular 3D motion capture. It integrates a number of heuristics and search strategies into the CONDENSATION [8] approach to guide particles toward highly probable solutions. First, in the resampling step, children particles are selected and grouped according to their parents weights using a weight-based resampling heuristic. Then, in the prediction step, large groups of particles are guided toward maximums of the posterior density using local optimization while small group of particles are diffused randomly in the pose space. Ambiguities from monocular images are handled by computing new samples by kinematic flipping [9] . A hierarchical partitioned sampling is used to diffuse particles more efficiently based on motion observations. 3D poses are described using end-effector position to better model uncertainty in depth direction. Finally, evaluation of particles is accelerated by a parallelized GPU implementation. Our real-time particle filter algorithm that combines all the previous heuristics did significantly improved the tracking robustness and accuracy using as little as 200 particles in 20 degrees of freedom state space. Finally, the best particle (3D pose) obtained at each image is encoded in the MPEG-4 BAP format [10] . BAP parameters are sent through a TCP/IP socket connection to a local or remote computer where the 3D collaborative virtual environment application is installed (Figure 3) . Fig. 3 . Real-time 3D motion capture by computer vision and virtual rendering. For each captured image (top left inlays), the 3D model is projected with the pose that best matches the primitives (bottom left inlays). The virtual avatar (OpenSpace3D [11] ) renders the captured gestures.
Conclusion and Future Work
We have developed an inexpensive system for robust real-time upper-body motion capture from monocular images using consumer hardware with a single camera. This system can be used for gestural communication in a 3D virtual environment in order to reinforce user interaction and the feeling of telepresence. Other potential applications include gesture-based human-computer interaction for networked virtual environments, home video monitoring of fragile elder people, human-robot interaction, multi-modal interfaces, etc.
