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Abstract
Chest X-ray is one of the most widespread examina-
tions of the human body. In interventional radiology, its
use is frequently associated with the need to visualize var-
ious tube-like objects, such as puncture needles, guiding
sheaths, wires, and catheters. Detection and precise lo-
calization of these tube-like objects in the X-ray images is,
therefore, of utmost value, catalyzing the development of ac-
curate target-specific segmentation algorithms. Similar to
the other medical imaging tasks, the manual pixel-wise an-
notation of the tubes is a resource-consuming process. In
this work, we aim to alleviate the lack of the annotated im-
ages by using artificial data. Specifically, we present an ap-
proach for synthetic data generation of the tube-shaped ob-
jects, with a generative adversarial network being regular-
ized with a prior-shape constraint. Our method eliminates
the need for paired image–mask data and requires only a
weakly-labeled dataset (10–20 images) to reach the accu-
racy of the fully-supervised models. We report the applica-
bility of the approach for the task of segmenting tubes and
catheters in the X-ray images, whereas the results should
also hold for the other imaging modalities.
1. Introduction
Semantic segmentation is an important task in computer
vision, with a plethora of applications thriving in many dif-
ferent domains. In medical imaging, it is employed to local-
ize tissues and organs, measure their size and volume, detect
pathologies, etc. [20, 12]. In our work, we aim to address a
clinical need to detect and localize misplaced interventional
devices in X-ray images, where the segmentation could be
the first step to localize the targeted object [30]. Catheters,
sheath tubes, puncture needles, and wires comprise a class
of these tube-like interventional objects, the exact position-
ing of which in-vivo is essential for the successful outcome
of many clinical procedures [29, 30, 8]. While conven-
tional deep-learning based approaches could be employed
for the localization of these devices, they usually require
large amount of manually annotated paired data. Instead,
in our work, we propose to tackle this problem using syn-
thetic images and only a small amount of labelled data. The
main contribution of the work is the new framework for data
generation that can be trained in a weakly-supervised man-
ner, relying on the prior knowledge about the tubular shape
of the target objects. In particular, we show that this syn-
thetic data can be useful for learning proper feature repre-
sentations, yielding a better segmentation performance after
fine-tuning on a small number of the labelled examples.
1.1. Related work
Training models on synthetic data is a widespread
methodology in machine learning. Synthetic data usually
substitutes real data in cases when the real samples are in-
accessible or when the annotation cost is high [4, 18]. Arti-
ficial data can be used in multiple ways, ranging from direct
application to the model training, to the real data augmen-
tation, to resolving the legal issues which restrict the use of
the real data [18]. Medical imaging is the domain where
the real annotation is especially hard to obtain due to sev-
eral reasons. Manual labeling is a resource-exhaustive pro-
cedure where the usual requirements include multiple an-
notations of the same sample by trained professionals [28].
Moreover, some abnormal cases might be very rare in clin-
ical practice, making the collection of a sufficiently large
(and a balanced) dataset very challenging. Finally, privacy
concerns influence the collection and the release of the real
clinical data publicly [3].
Generative adversarial networks (GAN) have been
widely adopted to produce synthetic data in the medical
imaging domain [2, 13, 21, 22]. Synthetic data was also
used for the semantic segmentation task, e.g. Authors of
[17] leveraged Wasserstein GANs with the gradient penalty
1
ar
X
iv
:2
01
0.
00
90
7v
1 
 [e
es
s.I
V]
  2
 O
ct 
20
20
to generate paired image–mask samples from the random
noise. Authors of [1] proposed to generate synthetic masks
and to transform them into realistic images so that the ob-
tained pair can be used for the supervised segmentation.
A narrow line of works that employs non-paired synthetic
generation of medical images, entails synthetic data from
an auxiliary imaging modality in a domain adaptation set-
ting [6, 21, 22]; however, the segmentation performance on
the synthetic data has not been evaluated in these works. In
general, one may notice that the reported methods of data
generation for the image segmentation task usually require
paired image–mask samples, while the substitute concept of
using only weakly-labeled data with the proper shape con-
straints instead, has been dismissed in the community.
Explicit formulation of a prior shape knowledge has been
widely leveraged throughout computer vision to aid the seg-
mentation problems [10, 5, 11]. For example, the tubu-
lar pre-processing with the Frangi filter [7] has become a
standard go-to approach to enhance the contrast of the ves-
sels. Our work partially borrows the multi-scale Frangi fil-
ter, with the emphasis on the eigenvalue analysis of the Hes-
sian matrix to regularize the tubular contours [7, 25, 14].
We also refer to the recent paper that proposed the clDice
loss function [26], particularly efficient in training neural
networks with the tubular structures.
2. Methodology
2.1. Synthetic data generation
In our work, we present a weakly-supervised synthetic
data generation methodology, where we generate chest X-
ray (CXR) images with the painted tube-shaped objects us-
ing only the weakly labeled information about the presence
of the real tubes and catheters. Figure 1 illustrates the pro-
posed methodology. As can be seen from the figure, there
are three main components: generator (G), discriminator
(D), and a Frangi-based tubular regularization block. The
generator is an encoder-decoder convolutional neural net-
work (CNN) that takes a clean CXR and an artificial mask
of the tubes as an input (a 2-channel image) and produces
tube-shaped paintings, masked by the tubes. The resulting
painting is summed with the initial clean CXR to obtain the
CXR with the synthetic tube. The discriminator is a feed-
forward CNN that learns to distinguish between 3 classes:
CXR with the real tubes, CXR with the synthetic tubes and
an additional auxiliary class of clean CXR. The main idea
of adding the Frangi-based tube-shaped regularization is to
force the generator to produce objects of tubular nature in
the masked region. Otherwise, the generator would have
drawn some random non-tubular objects in the correspond-
ing masked regions. A detailed description of tuning the
regularization block can be found in Section 2.2.
Hand-drawn tubes. In the proposed framework, we also
accompany the generated tube-containing CXR images
with those drawn manually. Obviously, this kind of drawing
is not an overly difficult task to perform by hand. We de-
veloped the first manual baseline data generation as a Gaus-
sian smoothing of the fake tubes masks and further addi-
tion of the smoothed mask to the CXRs. Following Ye
et. al. [29], we rigged the second baseline data genera-
tion process for comparing it with the GAN-drawn results.
Similar to the GAN-methodology, the second baseline syn-
thetic data generation relies on the fake masks and CXRs
to generate synthetic tube intensities, conditioned on the lo-
cal CXR intensity. More specifically, we randomly smooth
fake masks, add borderlines and centerlines to imitate real-
istic tubular profile, perform random distortion and add the
obtained tube image to the CXRs adapting to the local inten-
sity. In addition, we performed a style transfer of both base-
lines to decrease the fake and real tubes domain difference.
The style transfer was implemented as an unpaired image-
to-image translation using Cycle GAN approach[31]. Fig-
ure 3 shows synthetic images generated by four baseline
approaches and by our GAN.
2.2. Frangi filter tubular regularization
The tubular constraint proposed in this work is inspired
by the classical differentiable Frangi filter [7]. Frangi tubu-
lar enhancement [7] relies on the local analysis of an image
I . Specifically, consider Taylor expansion in the neighbor-
hood of a point x0 which approximates the structure of I up
to the second order:
I(x0+δx0, σ) ≈ I(x0, σ)+δxT0∇0,σ+δxT0H0,σδx0 , (1)
where ∇0,σ and H0,σ are the gradient vector and the Hes-
sian matrix at the point x0 and the scale σ. The differentia-
tion is defined as a convolution (equation 2) with the deriva-
tives of a D-dimensional Gaussian (equation 3):
∂
∂x
I(x, σ) = I(x) ∗ ∂
∂x
G(x, σ) , (2)
G(x, σ) =
1
(σ
√
2pi)D
e−
‖x‖2
2σ2 . (3)
The main idea of the second order decomposition is to per-
form the eigenvalue analysis of the Hessian matrix, with the
following extraction of the principal directions along which
the local second order structure can be decomposed. By
the eigenvalue definition, H0,σuˆσ,k = λσ,kuˆσ,k, λσ,k =
uˆTσ,kH0,σuˆσ,k, where λσ,k is an eigenvalue of the k-th nor-
malized eigenvector uˆTσ,k ofH0,σ at scale σ. Consequently,
one can observe that the eigenvalue decomposition gives 2
orthonormal directions which are invariant up to a scaling
factor when mapped by the Hessian matrix. The obtained
2
Figure 1. Proposed scheme for data generation. Three principal components are: generator (G), discriminator (D), and Frangi-based
regularization block for tubular objects.
eigenvalues (|λ1| ≤ |λ2| for 2-dimensional images) can be
used as an intuitive tool for modeling the geometric simi-
larity measures, i.e., a point of a tube-shaped region should
have a small value of λ1 and a large magnitude of λ2. As a
result, the ideal tubular structure can be formulated as{
|λ1| ≈ 0 ,
|λ1|  |λ2| .
(4)
Following [7], we introduce two additional measures: RB
(equation 5) is a “blobness” measure (maximized for a blob-
like structure) and S (equation 6) is a measure of the “sec-
ond order structureness” (minimized in the background,
where no structure is present):
RB = |λ1|√
λ2
, (5)
S = ‖H‖F =
√∑
j≤D
λ2j . (6)
Both measures partake in the computation of the tube-shape
response (equation 7), where β and C are some constant
thresholds:
V(σ) =
{
0, if |λ1| > 0 ,
exp
(− RB22β2 ) (1− exp (− S22C2 )) .
(7)
Following the multiscale principle, the final tube-shape re-
sponse is calculated as an average of softmax among the
different scales:
V = E[ softmax
σmin≤σ≤σmax
V(σ)] . (8)
The calculation of the mean tube-shape response through
the binary mask is summarized in Algorithm 1.
Algorithm 1: Tube-shape response calculation
Input: CXR with synthetic tubes I , binary mask of
synthetic tubes M , list of different scales σ of size N
Initialize list of tube-shape responses V of size N
for i = 0 to N do
Calculate ∂I∂2x ,
∂I
∂x∂y ,
∂I
∂2y using second order
Gaussian derivatives with σi
ComposeHi and calculate eigenvalues λ1, λ2 such
that |λ1| ≤ |λ2|
Calculate Vi using equation (7)
end for
Calculate Vmulti using equation (8)
Calculate Vavg = EM=1[Vmulti M ]
Return: Vavg
2.3. Loss functions
In our work, we use GAN strategy to train a model for
synthetic data generation. The conventional definition of
GAN learning is a two-player game, where a discrimina-
tor (D) and a generator (G) compete with each other. In
our problem, this definition can be formulated as a min-max
game (Eq. 9):
min
G
max
D
V (G,D) = Ex∼pdata [logD(x)]+
Ez∼noise[log (1−D(G(z)))]
(9)
Recall that we aim to learn a mapping from the clean CXR
(Xcl), conditioned on the tube masks (m), to the CXR im-
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Figure 2. Fake mask generation: sampling points from an approximate location of the target objects and line interpolation (left), the
resulting GAN-drawn objects (middle, right).
ages with the real tubes (Xr). After extensive experimenta-
tion with the conventional GAN loss functions, we stopped
at the least squares GAN (LSGAN) [15] with additional
class which can be written as:
LLSGAN(D) = 1
3
[
Ex∼p(Xr)(D(x)− a)2+
Ex∼p(Xcl)
(
D(x)− b)2+
Ex∼p(Xcl)
(
D(x+mG(x,m))− c)2],
LLSGAN(G) = 1
3
[
Ex∼p(Xcl)
(
D(x+mG(x,m))− a)2],
(10)
where a, b, c are one-hot vectors of three possible classes:
a corresponds to the class of CXRs with the real tubes, b is
for class of the clean CXRs, c is for the class of the syn-
thetic tubes. The tube-shape constraint can also be defined
as an additional loss component Ltub. If we denote the dif-
ferentiable Algorithm 1 as F (x,m, σN ), then Ltub can be
formulated as:
Ltub =
(
F (x,m, σN )− t
)2
, (11)
where σN is a list of sigmas for the Frangi-filter, t is a sam-
ple from the mean tube-shape response distribution with pa-
rameters µt, σt (estimated on few images of CXR images
with the real tubes), i.e., t ∼ N (µt, σt). Given the defini-
tions of the adversarial loss and the tube-shape loss, we can
formulate our final objective function as:
D∗ = argmin
D
Λ1LLSGAN(D),
G∗ = argmin
G
(Λ1LLSGAN(G) + Λ2Ltub),
(12)
where Λ1,Λ2 are the hyperparameters that weight the rela-
tive contribution of each component in equations (12).
2.4. Segmentation task formulation given synthetic
data
In our work, we synthesize paired samples Xsynth and
Msynth, where Xsynth is a set of CXR images with the gener-
ated synthetic tubes, and Msynth is a set of the binary masks
of these tubes. The pairs are then used to train a segmen-
tation model in the supervised manner. We train the seg-
mentation model using the generated synthetic pairs and
validate it on the CXR images with the real tubes, wires
and catheters. We then fine-tune the trained models on a
small number of labelled real images both to show the ap-
plicability of the synthetic data and to inhibit the domain
shift [3, 21].
3. Results
3.1. Dataset
We used one of the largest publicly available chest X-
ray datasets in our experiments (ChestX-ray14 [27]). We
randomly selected 1850 images and manually labeled them
as either “clean” CXRs (1120) Xclean or as the CXRs with
at least one tube, wire, or catheter present (730), i.e., each
CXR received a binary label to flag the presence of a tube-
shape object in the image. In addition, 200 of such tube-
containing images were further manually annotated with
the binary masks to indicate pixels which belong to tubes,
wires, or catheters in CVAT software [19].
Traditional supervised segmentation on synthetic data
requires paired image–mask samples Xsynth and Msynth. In
our work, we produce Msynth in the following way: for each
“clean” CXR from Xclean, we purposely generated a fake
mask image with some tubular objects in it. This step corre-
sponds to defining the location priors of the particular types
of tubes and catheters that we needed to generate for the
clinical need, namely, the central venous catheter (CVC),
the chest tube, and the endotracheal tube [30]. Given the
type of the object, we generated the fake masks relying on
4
Figure 3. Different types of synthetic data compared in this work, from left to right: baseline 1, baseline 1 after the style transfer, baseline
2, baseline 2 after the style transfer, our method.
the information about the possible object location, the cur-
vature of the tube, and the size (see Fig. 2 for the example of
a fake mask), namely we sampled points from the approxi-
mate target object location, connected them using the spline
interpolation, and varied the width by tuning the operation
of morphological dilation.
3.2. Synthetic data generation
A pair of networks (generator G and discriminator D)
with the tubular shape constraint was employed to gener-
ate synthetic data to consequently perform the segmenta-
tion. The generator was a U-Net-based CNN [24] with the
residual blocks in the encoder. The discriminator was a
CNN of 4 stacked convolutional layers and a single fully-
connected layer. Similarly to DCGAN [23] and CycleGAN
[31], we used instance normalization, LeakyReLu as the in-
termediate activation function, and the strided convolution
for downsampling. In addition, we applied spectral nor-
malization [16] to stabilize training process and to augment
discriminator learning with the extra “clean” CXR class.
Frangi-filter parameters were σN = [2, 4, 6], β = 0.5,
C = 0.5. The final objective function (Eq. 12) with
Λ1 = 1,Λ2 = 10 was minimized by Adam optimizer
(lrD = 6× 10−4, lrG = 2× 10−4, β1 = 0.5, β2 = 0.999)
for 40 epochs.
3.3. Segmentation from synthetic data
The segmentation pipeline included supervised training
of the U-Net model with an ResNet-34 encoder pretrained
on ImageNet [9]. We trained the network with the in-
put resolution of 512×512 using AdamW optimizer for 60
epochs. To perform a fair evaluation, the model was trained
on a series of conventional segmentation losses, namely
weighted binary cross-entropy (BCE), a sum of the BCE
with the Dice loss, and Dice plus clDice loss [26], de-
signed to improve the detection quality of the tube-shape
objects. The segmentation models were evaluated on a 5-
fold cross-validation using the soft Dice and Dice scores,
Hausdorf distance, pixel-wise precision, and recall metrics.
Table 1 compares the segmentation given the synthetic data
from two synthetic datasets: a “manual” (hand-drawn) and
a GAN-drawn as the result of inference of the trained model
(Figure 1). Both models employed identical pairs of clean
CXRs and fake masks. Remarkably, the highest Dice score
(∼53-54%) was obtained using the GAN-generated syn-
thetic samples. In the table, the relatively low Dice score
could be explained by a low recall, e.g. when the highest
recall score is about 60% even for BCE with pos. weight
8 (it is strongly biased to recall). Results for the fine-tuned
models, pre-trained on synthetic data and updated on sev-
eral real labels, are presented in Table 2. In our experi-
ments, we picked the model with the highest Dice on the
validation set and fine-tuned it using only 5, 10 or 20 im-
ages containing the real tubes, wires, or catheters. In ad-
dition, we trained the segmentation model from scratch to
understand the impact of the synthetic data. We report the
corresponding Dice score improvement from ∼53-54% to
∼65-66%, and a ∼15-20% gain in recall.
3.4. Alternative hypothesis for synthetic data gen-
eration
This section aims to factor out contributions of the loss
function terms and contains results for alternative natural
ideas for generating tubular objects. Alternatively to the
Frangi-based recipe, we could substitute Algorithm 1 with
a simple constraint that will calculate a mean color response
in the masked region (i.e. intensity regularization), namely
F (x,m) = Em=1(x m), where x is a CXR image with
synthetic tubes and m is the corresponding mask. Then,
Eq. 11 remains the same but t becomes an expected color
of the tube-shape objects. Similar to Frangi-based regular-
ization, intensity regularization forces generator to produce
something with a specified mean color in the masked re-
gions. The second alternative idea assumes plugging in the
second generator G2 in the Cycle-GAN manner [31]. In
such setting, the generator G2 takes an CXR with the fake
tubes and returns the reconstructed initial CXR along with
the predicted mask. In fact, the objective 12 is augmented
with an one-sided cycle-consistency loss term:
Lcyc = Ex∼p(Xcl)
[
‖G2rec(x+mG(x))− x‖1+
Ls
(
G2segm(x+mG(x)),m
)]
,
(13)
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Table 1. Comparison of models trained on Manual (Hand-drawn) and Generated (GAN-drawn) synthetic data. Base.1, 2 corresponds to
baseline 1,2. S.T. indicates whether the dataset was adapted using a style transfer. Bold font shows statistically significant best result. BCE
corresponds to basic binary cross-entropy loss.
Loss Type SoftDice Dice Precision Recall Hausdorf
BCE,1 Base.1 6.8±2.4 6.0±2.1 51.4±5.1 3.4±1.4 8.28±0.06Base.1+S.T. 14.3±1.7 13.2±1.9 68.5±1.7 7.9±1.4 8.15±0.07
Base.2. 40.0±0.9 42.2±1.1 81.5±1.2 31.2±1.0 7.14±0.21
Base.2+S.T. 40.4±0.4 44.1±0.5 80.5±0.6 32.9±0.4 7.18±0.05
Ours GAN 41.7±0.9 46.0±0.8 78.0±1.2 35.6±0.7 7.11±0.04
BCE,8 Base.1 11.0±0.6 10.7±0.6 49.6±1.6 6.6±0.5 8.20±0.05Base.1+S.T. 22.9±2.5 24.3±3.2 60.2±1.5 17.3±2.7 8.34±0.054
Base.2 44.9±0.6 51.7±1.1 62.3±1.1 51.7±3.0 7.23±0.29
Base.2+S.T. 44.4±1.1 53.8±0.5 55.5±2.0 59.6±0.9 7.54±0.14
Ours GAN 41.7±1.9 51.8±2.0 51.4±2.1 60.8±1.1 7.9±1.0
BCE, Dice Base.1 6.9±1.5 6.7±1.5 47.6±4.0 3.9±1.0 8.28±0.6Base.1+S.T. 15.7±2.7 15.5±2.8 67.3±2.1 9.6±2.0 8.09±0.7
Base.2 46.0±1.6 47.1±1.5 76.2±2.5 38.1±1.0 7.02±0.13
Base.2+S.T. 50.4±1.1 51.8±1.4 74.8±2.5 43.5±2.6 7.01±0.03
Ours GAN 51.2±0.9 53.8±0.7 67.4±1.1 49.6±1.1 7.07±0.23
clDice Base.1 6.2±1.5 6.2±1.5 43.1±4.8 3.7±1.0 8.32±0.07.Base.1+S.T. 18.6±2.0 18.6±2.0 63.6±2.2 12.1±1.5 8.07±0.05
Base.2 44.7±3.6 44.7±3.6 72.6±3.6 35.7±3.7 7.06±0.13
Base.2+S.T. 52.1±0.8 52.2±0.9 72.0±0.5 44.8±1.1 7.04±0.6
Ours GAN 52.8±0.6 52.8±0.7 67.6±1.0 47.7±0.9 7.21±0.46
Figure 4. From left to right: an example of chest X-ray images with synthetic tubes, chest X-ray images with the real tube-shape objects,
artifacts for the intensity regularization attempt and the identical drawing by the Frangi-based model.
where G2rec and G2segm are the reconstruction and the seg-
mentation mappings of G2, and Ls is an arbitrary segmen-
tation loss. We assumed that the cycle-based segmentation
would help to produce realistic appearance of tubular shape
objects in the learned regions. The results of both alterna-
tives are presented in Table 4. Albeit intuitive, both ideas
proved inferior to our baseline model presented in Figure
1, suggesting the strict Frangi-based regularization as the
go-to solution.
4. Discussion
We presented the first GAN pipeline for the task of syn-
thetic data generation with the tubular priors, and demon-
strated its efficacy for segmenting catheters and wires in
medical imaging. Our approach proved useful in mitigat-
ing the shortage of annotated data of these tubular objects,
with just a dozen of labeled images proving sufficient to
train a highly efficient model. Clinical relevance can be
seen in Figure 2 where the synthetic drawing looks indis-
cernible from the real tube-containing CXRs. A pair of a
clean CXR and an artificial mask, fed into the model, yield
a smooth, realistic, and a naturally looking radiograph. Fig-
ure 3 shows the drawing quality of the four baseline meth-
ods and of our method. As can be noticed, the baseline 2
and our method have a rather similar appearance. However,
we achieved this kind of quality automatically by learning
from the data, while the baseline 2 had to use predefined
6
Table 2. Tuning models on small amount of labelled data. “De novo” corresponds to initialization from scratch (with a model pre-trained
on ImageNet),“Base.” corresponds to baselines models, “S.T.” corresponds to additional style transfer processing, “GAN” corresponds to
the best validation parameters on the GAN-drawn synthetic data. Bold font emphasizes statistically significant best result.
Loss Method SoftDice Dice Precision Recall Hausdorf
10 images
BCE,1
De novo 31.0±3.3 48.4±1.7 61.5±2.8 44.0±1.2 7.42±0.14
Base.1 53.±0.4 55.6±0.2 68.9±0.5 50.4±0.0 6.90±0.02
Base.1+S.T. 54.1±0.4 56.2±0.4 73.7±0.6 49.2±0.6 6.81±0.04
Base.2 59.2±0.2 62.4±0.1 74.0±0.4 58.1±0.2 6.58±0.01
Base.2 + S.T. 59.0±0.5 61.0±0.5 71.7±0.6 57.6±0.2 6.55±0.02
GAN 61.0±0.0 63.9±0.1 75.2±0.5 59.5±0.4 6.48±0.02
clDice
De novo 49.1±0.6 51.9±0.4 63.4±1.7 48.2±1.5 7.32±0.07
Base.1. 55.7±1.1 55.9±1.1 70.5±0.7 49.9±2.0 6.93±0.06
Base.1+S.T. 57.1±0.1 57.3±0.1 72.7±0.2 51.2±0.1 6.81±0.05
Base.2 61.8±0.1 62.4±0.1 74.5±0.9 57.7±0.5 6.6±0.0
Base.2+S.T. 61.4±0.6 61.6±0.6 73.7±1.5 56.9±0.7 6.59±0.03
GAN 64.1±0.2 64.3±0.2 74.4±0.1 60.9±0.4 6.49±0.02
20 images
BCE,1
De novo 31.4±5.6 51.8±1.7 68.2±2.7 45.2±2.2 7.21±0.12
Base.1 54.0±0.4 57.0±0.4 74.7±0.9 50.1±0.4 6.76±0.26
Base.1+S.T. 56.2±0.4 58.9±0.5 76.7±1.1 51.6±1.1 6.69±0.03
Base.2 60.1±0.0 64.0±0.0 77.7±0.2 57.9±0.1 6.46±0.0
Base.2 + S.T. 61.3±0.2 63.7±0.4 79.0±0.5 56.9±0.2 6.49±0.07
GAN 60.9±0.5 64.6±0.6 78.3±0.1 58.6±0.7 6.45±0.02
clDice
De novo 53.8±0.7 56.2±0.9 71.3±0.4 50.1±1.1 6.94±0.03
Base.1 57.5±0.5 57.6±0.5 72.3±1.0 52.2±1.0 6.77±0.06
Base.1+S.T. 58.4±0.2 58.6±0.2 75.5±0.9 51.8±0.2 6.73±0.04
Base.2 63.2±0.2 63.9±0.2 76.3±0.2 58.8±0.4 6.51±0.03
Base.2+S.T. 62.5±0.6 62.7±0.6 77.5±0.2 56.6±1.0 6.53±0.07
GAN 65.3±0.1 65.6±0.2 75.6±0.5 61.9±0.4 6.46±0.0
Table 3. Comparison of segmentation models trained on the real data. Evaluation was performed on the out-of-fold predictions.
Loss SoftDice Dice Precision Recall Hausdorf
BCE,1 59.8±2.2 68.3±2.7 79.4±1.7 62.9±3.1 6.29±0.65
BCE,8 55.8±3.2 63.5±2.7 56.2±4.2 78.4±2.5 7.45±1.19
clDice 70.0±2.0 70.2±2.0 74.3±3.1 69.7±2.4 6.38±5.51
manual rules for drawing. Figure 4 compares two randomly
chosen images: one with an artificial tube and the other one
with the real tube-shape objects. As can be noticed, the gen-
eral appearance of the objects is alike; however, attention
to the detail reveals minor traces of artificial nature, such
as the pixelated tube borders and affected centerline of the
catheters. Despite these visual effects, we carefully exam-
ined the pairs of synthetic data samples with regard to their
contribution to the supervised segmentation task. Our study
(see Table 1) supports that the GAN-drawn data was com-
parable to the hand-drawn in terms of the segmentation per-
formance. Although the generated CXRs were not able to
cover the distribution of the images with real tubular objects
(Dice score did not exceed 53%), simple domain adaptation
via fine-tuning the hyperparameters of our model gave a se-
rious boost to all metrics (see Table 2). Specifically, the
Dice score improved anywhere from 7 to 13%, depending
on the number of images used for fine-tuning. Moreover, we
observe that the synthetic images helped learn proper fea-
ture representations, because these fine-tuned models out-
performed the ones trained from scratch by a large margin
(e.g., the Dice score was better by ∼ 9-20%). Remarkably,
when we compare the fine-tuned models to the ones trained
in a fully supervised manner on the real data (Table 3), we
observe that the segmentation quality of the fine-tuned mod-
els lags by only ∼ 5%, whereas we need seven times less
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Figure 5. Segmentation results: predictions after training only on synthetic data (red), refinement after fine-tuning on small amount of
ground truth data (green), missed ground truth tubes - false negative error (blue).
Table 4. Comparison of modifications for synthetic data generation, “Intensity” corresponds to the mean color response regularization,
“Frangi” to the pipeline of Fig. 1, “Frangi + Cycle” to Fig. 1 augmented with an additional generator for the cycle-consistency.
Loss Method SoftDice Dice Precision Recall Hausdorf
BCE, 1
Intensity 27.0±4.3 27.1±4.7 74.7±4.1 18.2±3.6 7.72±0.24
Frangi + Cycle 34.6±3.6 36.5±4.5 75.0±2.0 26.7±4.2 7.43±0.32
Frangi 41.7±1.9 46.0±2.6 78.0±2.2 35.6±2.7 7.11±0.13
BCE, 8
Intensity 38.7±3.3 42.4±3.8 65.6±3.2 35.8±3.6 8.08±0.54
Frangi + Cycle 42.3±1.2 48.8±1.9 59.5±1.2 47.2±3.5 7.52±0.2
Frangi 41.7±1.9 51.8±2.0 51.4±2.1 60.8±1.5 7.9±1.0
BCE, Dice
Intensity 34.1±3.0 34.3±3.2 76.3±1.6 24.6±3.1 7.69±0.28
Frangi + Cycle 41.0±1.9 42.0±2.0 69.3±2.1 33.7±2.1 7.39±0.14
Frangi 51.2±2.4 53.8±2.5 67.4±1.1 49.6±3.6 7.07±0.23
clDice
Intensity 31.0±4.2 31.0±4.2 70.8±2.8 21.6±3.5 7.87±0.18
Frangi + Cycle 43.2±3.6 43.2±3.6 70.2±2.0 34.3±3.8 7.42±0.14
Frangi 52.8±0.6 52.8±0.7 67.6±1.0 47.7±0.9 7.21±0.46
of the real labels to perform on this level. We also found
our Frangi-based tubular object regularization to be an ef-
ficient constraint to preserve the shape of the target objects
in the synthetic data, with the alternative constraints (Sec-
tion 3.4) not yielding any improvement. For example, Fig-
ure 4 shows a typical artifact of the mean color response
regularization, where the masked regions have unnatural
color. In contrast, the Frangi-based regularization produced
smoothed drawing for the identical input. The results of
the additional cycle loss were slightly better and outper-
formed the network without cycle consistency in some set-
tings (Table 4); yet, the Frangi-based model was better in
the larger number of settings. The segmentation results are
presented in Figure 5. As can be noticed, the major part
of the segmented regions (red) comes from the model pre-
trained on synthetic data, with the fine-tuning (green) help-
ing to fill the regions missed initially. One can observe
the missed false-negative tubes (blue) mostly in the area of
lungs where the opacity is the highest (white color). This
fact can be explained by the natural domain shift between
the synthetic and the real CXRs. Our synthetic images hap-
pened to be drawn mostly on normal CXRs with the clear
lungs, whereas the real CXRs do contain more irregularities
(cases with pathologies and lungs with “abnormal” mor-
phologies and textures). The relevant domain adaptation
work to further reduce the gap between the synthetic and
the real images will be shown elsewhere.
5. Conclusion
In this work, we presented the first method for weakly-
supervised synthetic data generation of tubular objects. We
showed that the synthetic data was useful for learning good
feature representations, helping to achieve better segmen-
tation scores when the models are fine-tuned on a small
number of labeled images. The applicability of our syn-
thetic data generation method was evaluated on the task
of segmentation of the interventional tubes (sheath tubes,
catheters, and wires). However, our method is not limited to
any specific modality or application and can be used to ad-
dress similar tasks beyond radiology, e.g., for segmentation
of the vasculature in histopathology or in ophthalmology,
for detection of the road marking in the autonomous ve-
hicle video streams, or for segmenting streets/rivers in the
satellite data. Moreover, the tube-shape regularization can
be extended to 3D [7], which may help to generate synthetic
volumes with the GAN-drawn tubular object (e.g., for ves-
sel segmentation in computed tomography and beyond).
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