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Un sistema inteligente autónomo (SIA) se define 
como tal, si cumple con las siguientes condiciones: 
(i) transforma las percepciones de su entorno en 
situaciones (conjunto de datos esenciales del estado 
del entorno), (ii) elige sus propios sub-objetivos 
guiado por su objetivo de diseño, (iii) construye sus 
propios planes para alcanzar sus objetivos, 
basándose en su propia experiencia (percepciones 
almacenadas en memoria), (iv) ejecuta el plan 
construido y (v) aprende a partir de las interacciones 
con su entorno. Es decir, un SIA es aquel sistema 
que percibe su entorno, que planifica sus acciones, 
que ejecuta los planes y que aprende a partir de las 
experiencias previas. Por otra parte actualmente, se 
define un webot como un robot virtual (artefacto 
software) que “habita” la web y desarrolla en ella 
determinadas tareas para las cuales ha sido 
programado. Este proyecto busca fusionar los 
conceptos de SIA y webot sentando las bases 
conceptuales para definir un webot inteligente 
autónomo y explorar sus potenciales aplicaciones.          
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CONTEXTO 
El proyecto que se presenta se encuadra a nivel 
nacional en los lineamientos estratégicos que para la 
CADENA DE VALOR DEL SOFTWARE Y 
SERVICIOS INFORMÁTICOS establece el Plan 
Industrial 2020 del Ministerio Industria [MI, 2014], 
y en la Iniciativa de creación del Centro de 
Ciberdefensa del Ministerio de Defensa de la 
Argentina en el marco del Plan de Acción 2014 del 
Consejo de Defensa Suramericano (CDS), que 
“tiene como objetivo avanzar en los aspectos 
técnicos y académicos con el fin de delimitar la 
capacidad que cada uno de los países de la región 
tiene en términos de ciberdefensa, y analizar el 
desarrollo de herramientas que nos den el soporte 
necesario para enfrentar los desafíos de las 
amenazas sobre la plataforma virtual” [MD, 2014]. 
Se continúan investigaciones iniciadas en el 
Proyecto UNLa 33B112 "Sistemas Inteligentes en 
Arquitecturas de Motores para Videojuegos" 
(período 2013-2014).  
 
INTRODUCCIÓN 
En [García-Martinez, 1997] se plantea que uno de 
los puntos involucrados en el problema de la 
modelización de Sistemas Inteligentes [Fritz, 1984; 
1992; Fritz et al; 1989], es lograr una base 
axiomática que describa formalmente los fenómenos 
que tienen lugar en este tipo de sistemas. Esta 
descripción formal apunta a proporcionar un 
instrumento para clasificar, medir y calcular en el 
campo de la inteligencia. Formalmente, no es 
relevante la clasificación en natural o artificial. El 
propósito de los trabajos citados es abstraer los 
rasgos comunes, si los hay, de todos los procesos 
inteligentes. Luego, clasificar como inteligentes a 
los sistemas capaces de dar lugar a procesos 
inteligentes. 
Un rasgo comúnmente asociado con la inteligencia 
es la capacidad de adquirir nuevos conocimientos. 
Esto se manifiesta en los procesos de aprendizaje, 
que aceptan ser descritos en términos de asimilación 
e incorporación de información extraída del 
contexto. Una forma de adquirir conocimiento 
nuevo es el llamado "método del ensayo-error"; esta 
técnica permite descubrir leyes simples cuya verdad 
se deduce a partir de la experiencia. En la teoría 
presentada por los autores citados, esta adquisición 
de conocimiento está centrada alrededor de la 
asimilación de experiencias, siendo las leyes 
empíricas las unidades de experiencia. 
Un sistema inteligente autónomo (SIA) se define 
[Fritz et al., 1989] como tal, si cumple con las 
siguientes condiciones: (i) transforma las 
percepciones de su entorno en situaciones (conjunto 
de datos esenciales del estado del entorno), (ii) elige 
sus propios sub-objetivos guiado por su objetivo de 
diseño, (iii) construye sus propios planes para 
alcanzar sus objetivos, basándose en su propia 
experiencia (percepciones almacenadas en 
memoria), (iv) ejecuta el plan construido y (v) 
aprende a partir de las interacciones con su entorno. 
Es decir, un SIA es aquel que percibe su entorno, 
que planifica sus acciones, que ejecuta los planes y 
que aprende a partir de las experiencias previas. 
El sistema parte de las percepciones del entorno y 
luego de conceptualizarlas, define la situación 
resultante. Esta contiene los rasgos esenciales del 
estado del entorno, y en función de los objetivos del 
sistema, tratarán de acceder a la nueva situación que 
más le convenga. Una vez hecho esto el sistema 
recurre al conjunto de experiencias acumuladas para 
delinear el plan de acción. Cada unidad de 
experiencia se compone como mínimo de la 
situación inicial, la acción ejecutada, la situación 
final y el hecho de que las consecuencias de la 
acción haya sido beneficiosa o no para lograr el 
objetivo. Este beneficio, o la falta del mismo, se 
traducen en utilidad resultante. La acción que se 
llevará a cabo dependerá de que el sistema 
encuentre o no, en las experiencias previas, alguna 
relación con la situación actual. En caso afirmativo 
y considerando que el resultado de esa acción 
pasada haya resultado beneficiosa, el sistema 
tenderá a repetir la acción previa. En caso que el 
resultado de la acción pasada haya sido perjudicial, 
el sistema buscará acciones alternativas.  
Frente a situaciones conocidas, los Sistemas 
Inteligentes tienden a desarrollar una actuación que 
(por experiencia) consideran óptima (no 
necesariamente es la óptima). Esta tendencia se 
denomina hábito. Un mal hábito se da cuando el 
sistema persiste en un cierto actuar, aun cuando éste 
ya no corresponde a la situación. Por último, cuando 
el sistema se encuentre ante una situación nueva, 
este podrá actuar por azar, por intuición o basándose 
en experiencias previas. 
Una de las características más importantes que se 
espera de un SIA es que aprenda lo máximo posible 
de lo que está percibiendo y de la forma más rápida. 
La importancia de este objetivo es más evidente 
cuando se trabaja con modelos en donde el sistema 
no cuenta con ninguna información a priori del 
entorno donde se encuentra. En estos casos, no sólo 
la cantidad de interacciones será un factor 
preponderante en la eficiencia de su 
comportamiento, sino también la calidad de los 
procesos de aprendizaje proporcionados por el 
diseñador de software. En definitiva, en la medida 
que las interacciones con su entorno sean altas y que 
el algoritmo de aprendizaje sea más sofisticado, se 
verá disminuido el tiempo en que el sistema alcance 
un comportamiento exitoso y eficiente, o en otras 
palabras, la convergencia del modelo mejorará. 
El modelo LOPE (Learning by Observation in 
Planning Environments) [García-Martinez y 
Borrajo, 1997; 2000] es un sistema inteligente 
autónomo [Fritz et al., 1989] con aprendizaje basado 
en formación y ponderación de teorías. Se incluye 
dentro de la categoría de los sistemas en los cuales 
el conocimiento sobre el dominio es incorporado 
por el sistema. La arquitectura del modelo integra el 
proceso de planificación, ejecución y aprendizaje en 
un ciclo cerrado. Puede ser descrito como un 
sistema de exploración que percibe el entorno y 
registra teorías locales a partir de la situación previa, 
la acción ejecutada y la situación resultante. Dichas 
teorías son utilizadas para la construcción de planes 
que le permitirán alcanzar sus propios objetivos. A 
partir del conjunto de todas las teorías locales 
almacenadas, el sistema elabora una representación 
del entorno que lo rodea y, basándose en él, ejecuta 
el siguiente ciclo de planificación/ejecución/apren-
dizaje. En estos casos, como el sistema sólo está 
percibiendo su entorno inmediato, la representación 
del entorno no deja de ser parcial. Aun así, es 
posible llevar adelante una extrapolación y utilizar 
el conjunto de teorías existentes como base para el 
próximo proceso de planificación y ejecución 
[Hayes-Roth, 1983]. Con el fin de acelerar la 
convergencia del modelo se incluyen criterios 
heurísticos para hacer una generalización de las 
observaciones (percepciones) obtenidas. También se 
utilizan estimadores de probabilidad que permiten 
gestionar las contradicciones que se generan en las 
descripciones de los operadores.  
El objetivo del trabajo en LOPE es el estudio y 
construcción de sistemas capaces de, partiendo de 
conocimiento nulo: auto-proponerse metas; 
establecer planes para alcanzar dichas metas; 
ejecutar los planes; y aprender cómo afectan las 
acciones del robot al entorno (operadores) a partir 
de las desviaciones producidas al ejecutar las 
acciones de los planes [Berlanga et al., 1999]. 
De acuerdo a la reseña formulada por Ierache [2010] 
sobre las extensiones del SIA, una de las 
arquitecturas extendidas prevé que el sistema 
inteligente autónomo percibe el entorno, pero antes 
de realizar cualquier acción, se pregunta si es 
necesario intercambiar operadores con otro sistema 
inteligente autónomo [García-Martínez et al., 2006] 
presente en su entorno. Este proceso se lleva a cabo 
mediante un módulo de intercambio de operadores. 
Luego, se registra la situación percibida del entorno, 
y arma una teoría local con la situación previa y la 
acción ejecutada. 
En [Ierache et al., 2008] se presenta una extensión al 
modelo LOPE en la que se incluye un ciclo de vida 
de aprendizaje de tres capas:  
 Operadores Integrados (BIO): capa de 
aprendizaje donde los operadores (teorías) son 
implantadas en el sistema por el programador. 
 Operadores basados en entrenamiento 
(TBO): capa de aprendizaje donde las teorías son 
diseñadas previamente por el programador y luego 
se le aplican técnicas de aprendizaje evolutivo.  
 Operadores de interacción global (WIO): 
capa de aprendizaje donde los operadores son 
aprendidos por la interacción con el medioambiente 
y con otros SIAs.   
En el ciclo de vida de aprendizaje propuesto para el 
modelo LOPE-LLC, el SIA “nace” con los 
operadores implantados por el programador, los 
cuales representan el conocimiento básico y que 
permite el comportamiento reactivo inicial del 
sistema. La evolución de este conocimiento se lleva 
a cabo a través de los operadores aprendidos por 
entrenamiento. Dicho aprendizaje incluye las 
técnicas de refuerzo: se castigan los malos 
operadores y se recompensan. También se incluyen 
criterios heurísticos para crear algoritmos 
generalizados e incluirlos al conjunto de operadores 
existentes. Dado que la gran cantidad de operadores 
almacenados podrían disminuir el rendimiento de 
los módulos de planificación y aprendizaje, el 
sistema automáticamente deja de lado los 
operadores con cocientes P/K bajos.  
Al igual que el modelo LOPE original, el sistema 
LOPE-LLC busca aprender, por sí mismo, aquellos 
operadores que permitan predecir los efectos de sus 
acciones en el medioambiente. Esto lo consigue 
observando las consecuencias de sus acciones. 
Resumiendo, este sistema es capaz de: (i) 
proponerse sus propios objetivos, (ii) ejecutar los 
planes, (iii) encontrar la conducta correcta e 
incorrecta, (iv) aprender a partir de los BIO, (v) 
refinar el conocimiento del sistema a partir de la 
creación de los TBO usando métodos de refuerzo y 
(vi) evolucionar a partir del intercambio de los 
WIO.  
En la etapa de aprendizaje de los TBO, el sistema 
recibe las percepciones del entorno (situaciones), 
aplica las acciones y aprende a partir de la 
interacción con el ambiente de entrenamiento 
diseñado. En este caso, la situación inicial percibida 
por el sistema es representada a partir de sus BIO, 
pero luego selecciona una acción al azar, y la elige a 
partir del conjunto de sus TBO. Tanto los BIO como 
los TBO, también son utilizados más adelante 
durante la etapa de aprendizaje de los WIO. Sobre la 
base de las tres capas del modelo LLC propuesto, el 
sistema evoluciona alcanzando cada uno de los 
cuatro estados de madurez: (1) “nacido” (born), (2) 
“novato” (newbie), (3) “entrenado” (trained) y (4) 
“maduro” (mature).  
Cada una de las capas incluye las siguientes etapas: 
(a) situación inicial del mundo (entorno y otros 
SIAs), (b) acciones basadas en los operadores del 
sistema, de acuerdo a los planes, (c) situación final 
prevista, (d) estimación de los operadores del 
sistema (P, K, U), (e) intercambio de operadores con 
otros SIAs, (f) proceso de aprendizaje, (g) evolución 
del sistema hacia el próximo estado. Cuando el SIA 
“nace” (estado inicial), el programador le provee de 
operadores que le permitan iniciar su 
funcionamiento. El proceso dentro de la primera 
capa evoluciona a medida que se van compartiendo 
los BIO con otros SIAs y que se llevan adelante 
tareas de aprendizaje. Llega un punto en que el 
sistema alcanza el nivel “novato”. En esta nueva 
capa aprende a partir del entrenamiento y comparte 
los BIO y los TBO, lo que le permite alcanzar el 
nivel “entrenado”. Finalmente, se inicia el camino 
de la última capa, en donde el sistema es capaz de 
compartir sus BIO, TBO y WIO, hasta que alcanza 
el estado “maduro”. 
Los webots nacieron como simuladores de robots 
móviles en el marco de ambientes virtuales que 
permitían el diseño y la creación de prototipos 
rápidos y simulación de robots móviles. Los 
primeros desarrollos se inician con los trabajos de 
Olivier Michel [1998] en el Instituto Federal Suizo 
de Tecnología (EPFL) en Lausana. Hoy día la 
definición de webot se ha generalizado al punto de 
concebirlo como un robot virtual (artefacto 
software) que “habita” la web y desarrolla en ella 
determinadas tareas para las cuales ha sido 
programado. Ejemplos de esto son los buscadores 
temáticos de Internet [Mansourian y Ford, 2007] o 
los agentes web utilizados en ciberdefensa [Golling 
y Stelte, 2011].   
 
PREGUNTAS PROBLEMA, HIPÓTESIS Y 
OBJETIVOS GENERALES Y ESPECÍFICOS 
Preguntas Problema: 
¿Se puede cubrir la vacancia de una teoría de 
webots inteligentes autónomos por construcción de 




La teoría de sistemas inteligentes autónomos es una 
teoría que tiene un desarrollo consolidado y 
sostenido de más de veinticinco años que fue 
pensada para ser el núcleo software de robots 
autónomos que interactúan con entornos que son 
representaciones de porciones del mundo real. Sin 
embargo, esta teoría no fue desarrollada pensando 
en que los sistemas inteligentes autónomos 
interactuaran con porciones de mundos que 
responden a otros paradigmas, como podrían ser los 
asociados a la web. 
Hipótesis II: 
Los dispositivos de aprendizaje automático de los 
sistemas inteligentes autónomos les proporcionan la 
capacidad de adaptarse a entornos cambiantes. Esta 
capacidad de adaptación los vuelve una plataforma 
sobre la cual desarrollar conceptualmente 
aplicaciones webot que tengan conductas 
adaptativas, siendo este abordaje alternativo a los 
webots basados en conductas reactivas. Sin 
embargo, no se ha validado la presunción intuitiva 
que los webots adaptativos, producen mejores 
resultados que los webots reactivos.  
Objetivo General:  
El objetivo de este proyecto es sistematizar el 
conocimiento existente sobre sistemas inteligentes 
autónomos y extender la teoría que les da sustento 
conceptual a una teoría de webots inteligentes 
autónomos.  
Objetivos Específicos: 
Objetivo específico vinculado a la Hipótesis I:  
1.- Desarrollar la teoría de webots inteligentes 
autónomos (teoría WIA). 
Objetivo específico vinculado a la Hipótesis II:  
2.- Determinar, para una misma tarea, si los webots 
con conducta adaptativa tiene mejor rendimiento 
que los webots con conducta reactiva. 
 
METODOLOGÍA DE TRABAJO 
Para construir el conocimiento asociado al presente 
proyecto de investigación, se seguirá un enfoque de 
investigación clásico [Riveros y Rosas, 1985; 
Creswell, 2002] con énfasis en la producción de 
tecnologías [Sábato y Mackenzie, 1982]; 
identificando métodos, materiales y abordaje 




Las revisiones sistemáticas [Argimón, 2004] de 
artículos científicos siguen un método explícito para 
resumir la información sobre determinado tema o 
problema. Se diferencia de las revisiones narrativas 
en que provienen de una pregunta estructurada y de 
un protocolo previamente realizado. 
Prototipado Evolutivo Experimental (Método de la 
Ingeniería): 
El prototipado evolutivo experimental [Basili, 1993] 
consiste en desarrollar una solución inicial para un 
determinado problema, generando su refinamiento 
de manera evolutiva por prueba de aplicación de 
dicha solución a casos de estudio (problemáticas) de 
complejidad creciente. El proceso de refinamiento 
concluye al estabilizarse el prototipo en evolución.  
Materiales: 
Para el desarrollo de los formalismos y procesos 
propuestos se utilizarán: 
? Formalismos de modelado conceptual usuales en la 
Ingeniería de Software [Rumbaugh et al., 1999; 
Jacobson et al., 2013] y en la Ingeniería del 
Conocimiento [García-Martínez y Britos, 2004]. 
? Modelos de Proceso usuales en Ingeniería de 
Software [IEEE, 1997; ANSI/IEEE, 2007; Oktaba 
et al., 2007]. 
Abordaje Metodológico: 
Para el desarrollo de este proyecto se han previsto 
utilizar las siguientes metodologías de investigación 
y desarrollo: 
Para el Objetivo OE1 se propone: (i) realizar una 
investigación documental que profundice las 
referencias disponibles sobre sistemas inteligentes 
autónomos; (ii) sistematizar la información 
disponible en una teoría unificada de sistemas 
inteligentes autónomos; (iii) identificar los 
componentes conceptuales de la teoría que deben 
extenderse para ser una teoría de webot inteligentes 
autónomos e identificar casos de estudio y casos de 
validación; (iv) desarrollar mediante la metodología 
de prototipado evolutivo los componentes 
conceptuales de la teoría que deben ser extendidos; 
y (v) realizar pruebas de concepto en los casos de 
estudio y casos de validación identificados que 
corroboren la teoría de WIA desarrollada. 
Para el Objetivo OE2 se propone: (i) identificar 
casos de estudio de webots reactivos; (ii) desarrollar 
la versión adaptativa de cada webot  identificado; y 
(iii) realizar experimentos que permitan determinar 
si los webots adaptativos exhiben mejor 
comportamiento que los webots reactivos.  
 
RESULTADOS OBTENIDOS/ESPERADOS 
El proyecto prevé formular aportaciones 
conceptuales en el área de agentes inteligentes 
autónomos centrados en la web. Contar con 
herramientas de este tipo permite explorar 
aplicaciones web en metabuscadores y en 
dispositivos adaptativos de ciberdefensa. 
 
FORMACIÓN DE RECURSOS HUMANOS 
El grupo de trabajo se encuentra formado por un 
investigador formado, y dos investigadores en 
formación. En su marco se desarrollan una Tesis de 
Doctorado en Ciencias Informáticas y una Tesis de 
Maestría en Tecnología Informática. 
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