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Abstract
A numerical procedure was developed for solving equations for compressible granular multiphase flows in which the
particle volume fraction can range dynamically from very dilute to very dense. The procedure uses a low-dissipation
and high-order numerical method that can describe shocks and incorporates a particulate model based on kinetic the-
ory. The algorithm separates edges of a computational cell into gas and solid sections where gas- and granular-phase
Riemann problems are solved independently. Solutions from these individual Riemann problems are combined to
assemble the fully coupled convective fluxes and nonconservative terms for both phases. The technique converges
under grid refinement even with very high volume fraction granular interfaces. The method can advect sharp granular
material interfaces that coincide with multi-species gaseous contact surfaces without violating the pressure nondis-
turbing condition. The procedure also reproduces known features from multiphase shock tube problems, granular
shocks, transmission angles of compaction waves, and shock wave and dust-layer interactions. This approach is rel-
atively straightforward to use in an existing code based on Godunov’s method and can be constructed from standard
compressible solvers for the gas-phase and a modified AUSM+-up scheme for the particle phase.
Keywords: Multiphase flow, Compressible flow, Granular gas, nonconservative term, Riemann solver, Advection
upstream splitting method
1. Introduction
In the past, efforts were made to solve equations of granular multiphase flows because of their importance for coal
combustors [1], catalytic bed reactors [2], biomass gasification [3], particle hoppers [4], scouring of sand underneath
submerged pipes [5], pyroclastic flows [6], etc. One common type of multiphase model for these situations solves a
set of equations based on kinetic theory applied to solid particles [7, 8]. These models are comprised of an inelastic
granular gas with incompressible particles [9] coupled to a molecular gas. Granular-gas models add a set of solid-
phase conservation equations, which resemble the Navier-Stokes equations for a real gas with coupling terms between
the gas and granular phases and can be considers as a variant of two-fluid models [10]. There are several existing codes,
such as MFIX [11], that solve such multiphase particle flow equations for low-speed gases and liquids. Granular
gases are characterized by the granular temperature (Θs), representing random translational kinetic energy of the
particles, used in constitutive relations to compute a solids pressure (ps) that describes an intergranular stress resulting
from particle collisions that is analogous to gas-phase pressure. Friction forces between colliding particles become
substantial at high particle volume fraction and frictional-collisional pressure (pfric) [12] is often included.
Despite emphasis on low-speed flows, dense granular multiphase flows are also important when the flows are high-
speed and compressible, such as those that occur in explosions [13] in coal mines, sawmills, and flour mills, volcanic
eruptions [14], shock-induced lifting of dust layers [15–17], explosion suppression [18], and interior ballistics of guns
[19–23]. Relatively little has been done to solve kinetic theory-based granular multiphase models suitable for the
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wide range of particle volume fractions and flow velocities that occur in compressible flows [15, 24], which is in stark
contrast to the plethora of methods for solving these equations for low-speed flows [25].
Many other Eulerian compressible granular multiphase flows are modeled using the dust-gas approximation, which
neglects particle-particle interactions and collision processes [26–30]. These models have been used extensively to
study detonations of particle suspensions, explosion suppression from aerosolized particles, and lifting of dilute dust
layers. This type of model is not applicable when there are dense particle clusters, which could occur when dense dust
layers are lifted by shocks [24], or in coal mine explosions where settled layers of dust may accumulate to volume
fractions on the order of 47% [31]. In these cases, effects of particle-particle interactions must be included.
Other multiphase models for particulate flows applicable to high volume fractions include the Baer-Nunziato
(BN) equations [32], the Nigmatulin equations [33], and many Eulerian interior gun ballistic models [19–23]. The
BN equations were developed for modeling high-pressure combustion processes, such as detonation of high-explosive
charges, where particle compression and distortion is significant. The BN equations are a variant of the seven-equation
model presented by Saurel and Abgrall [34] with the interfacial velocity and pressure chosen to be the particle velocity
and gas-phase pressure, respectively. The BN model relaxes the particle incompressibility assumption used in the
kinetic theory approach, but adds a nonconservative advection equation for the solid volume fraction. The inclusion
of this nonconservative advection equation changes the physical nature of compression waves in the solid phase with
respect to kinetic theory models. Compression waves for the solid phase BN equations represent pressure waves
moving through the solid material, and, as a result, volume fraction changes only at solid contact surfaces. Solid
phase compression waves for kinetic theory-based models are produced by particle collisions which create compaction
waves and granular shocks [35] that directly change the volume fraction.
Interior gun ballistic models [19–23] involve high particle loadings, relatively high pressures (on the order of
1000 atm or more), and high-speed flow. Nevertheless, particle compression and deformation is insignificant at these
high-pressure conditions and interior ballistic models often assume incompressible particles. The intergranular stress
is specified by equations that are similar to frictional-collisional pressure. Many interior ballistic models can reduced
from the kinetic theory-based multiphase equations by assuming zero granular temperature (Θs) and assuming the
intergranular stress is solely from frictional-collision pressure. The multiphase approach used by Rogue et al. [36] to
simulate shocks interacting with dense particles curtains is similar to interior ballistic equations.
Lagrangian methods are also used to model dense granular flow [37–39] by tracking individual particles or groups
of particles. Such methods can be very computationally intensive when a large number of particle groups need to be
tracked, which occurs when the granular phase approaches the packing limit or if simulations have large length scales.
In this paper we are interested in solving multiphase flows with large length scales where the particle packing
can be relatively high and approach the packing limit, such as shock and dust layer interactions, but not so high that
particle compressibility is significant. Thus, we focus on kinetic theory-based granular models.
Numerical solutions of dense granular flows have proved difficult for low-dissipation methods. The origin of the
problem is a combination of nonconservative “nozzling” terms [40–42] arising from variations of the particle volume
fraction within a control volume and pDV work done to the gas as particles enter and leave a control volume [43].
The gas-phase momentum equations reduce to the nondisturbing condition [34] in the trivial case of uniform pressure
and zero velocity,
∇αgpg = pg∇αg,
where αg is the gas-phase volume fraction, pg is the gas-phase pressure, and the right side is the nozzling term.
Computing the left side and nozzling terms independently [21, 44] can lead to situations where the left and right sides
may not balance. This induces flow and pressure oscillations that violate the nondisturbing condition and may cause
the code to fail [45].
Another complication is that the compaction wave speed of the particles (analogous to the sound speed of a gas)
ranges between zero, when Θs is zero or at low particle volume fractions, and diverges towards infinity as the packing
limit is approached. Zero compaction wave speed leads to a pressureless granular gas and hyperbolic degeneracy with
linearly dependent flux eigenvectors. Hyperbolic degeneracy rules out characteristic-based methods such as WENO
[46] or PPM [47] and impedes the development of an exact Riemann solver for the granular phase. Despite possible
degeneracy, approximate Riemann solvers have been designed for pressureless dust [26, 30] and the Baer-Nunziato
equations [40, 42], but not for kinetic theory-based granular models.
Extreme sensitivity of the intergranular stress to minute fluctuations of solid volume fraction in dense regions
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approaching the packing limit makes it difficult to develop numerical methods that are both low-dissipation and robust.
Another difficulty is based on differences of how volume fraction influences the gas and granular phases: particles
restrict the area where fluid can flow and so accelerate the gas by a nozzling term. On the other hand, the volume
fraction controls compressibility of the granular phase in the same way that density does for the gas phase.
In place of exact solutions to kinetic theory or interior ballistic multiphase granular Riemann problems, the fully
coupled system is sometimes solved using dissipative methods. In such cases, refining the grid or using higher-order
methods can trigger instabilities that can be masked by excessive dissipation [21]. Recent methods seem to have
overcome this for the BN equations [41, 42]. Another solution method, used in interior ballistics, is to split the gas
and granular conservation equations and solve a Riemann problem for each phase independently and to compute the
nonconservative coupling terms separately [44].
Low-dissipation methods for solving the compressible Euler and Navier-Stokes equations are becoming widespread
due, in part, to their excellent properties for compressible turbulence [48–51]. Fine grids are needed to resolve relevant
turbulent features even with low-dissipation methods. One pervasive problem for any multiphase model represent-
ing subgrid particles, whether Eulerian or Lagrangian, is that the computational cell size is limited by the particle
diameter. It is necessary to have enough particles in a computational cell so that the solid phase is comfortably a
fluid. The resulting grid may be too coarse to capture features of the gas-phase, such as the viscous sublayer of a
turbulent boundary layer. Models for high-speed, dynamic, multiphase, and non-Kolmogorov turbulence do not exist,
so an eddy viscosity cannot be relied upon to artificially thicken turbulent boundary layers. Instead, the only choice
for the problems considered here is to use implicit large eddy simulation, which requires low dissipation numerical
algorithms [48, 49].
In the following sections we present a robust and low-dissipation numerical method for solving kinetic theory-
based multiphase equations in highly compressible flows. The technique uses components from existing Riemann
solvers and edge interpolation schemes, and incorporates a relatively small modification to the AUSM+-up [52, 53]
for the granular phase. The fluxes and computed states obtained from solving the gas- and granular-phase Riemann
problems are assembled to form the convective fluxes and nonconservative terms. Numerical experiments are pre-
sented that show the ability of the method to preserve the nondisturbing condition, compute multiphase shock-tube
problems, and simulate strong shocks interacting with dense layers of dust.
2. Governing Equations for Multicomponent Granular Reacting Flows
The kinetic theory-based granular multiphase flow equations describe a molecular gas coupled to an inelastic
granular gas. There are several available granular gas models that could be used [7, 9], which differ mainly in how
the intergranular stress and transport coefficients for the solid phase are computed. We choose the granular gas model
presented in [7] and neglect effects from the Basset (history) forces, virtual mass forces, and thermophoresis. This
paper is concerned with the solution process, not the model itself, exploring different granular gas models is left for
future work.
The subscripts g and s refer to the gas and granular solid phases, respectively, in the discussion that follows. Only
one granular phase is considered, thus
αg + αs = 1, (1)
where α is the volume fraction.
2.1. Governing Equations for the Gas Phase
The governing equations for Ng chemically reacting gaseous species, momentum, and energy for a chemically
reacting multiphase flow [54], and allowing for effects of phase change and heterogeneous reactions, are written as:
∂αgρgYg, j
∂t
+ ∇·[αgρgYg, j(vg + Vdg, j)] = αgω˙g, j + M˙g, j (2)
∂αgρgvg
∂t
+ ∇·(αgρgvgvg) + ∇αgpg = pg∇αg + ∇·(αgσg) − fDrag − fLift + vintM˙ + αgρgg (3)
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∂αgρgEg
∂t
+ ∇·[αgvg(ρgEg + pg)] = −pg∇·(αsvs) + ∇·(αgσg ·vg) − ∇·(αgqg) − qconv + φvisc (4)
−(fDrag + fLift)·vs + αgρgg·vg − φslip + Eg,intM˙
where αg, Yg, j, ρg, pg, Tg, Eg, v, Vdg, j, g, σ, and qg are the volume fraction, mass fraction of species j, density, pressure,
temperature, total energy, velocity components, mass diffusion velocity of species j, gravitational vector, deviatoric
stress tensor, and heat diffusion vector, respectively. The homogeneous reaction rate due to chemical reactions is
denoted by ω˙ j. The net rate of phase change from the solid-phase to the gas-phase is represented by M˙, and the mass
production rate of species j due to phase change is denoted by M˙g, j. The interphase exchange terms fDrag, fLift, qconv,
vint, and Eint are the forces due to drag and lift, convective heat transfer, and interfacial velocity and energy transferred
during phase change. Dissipation of random granular translational kinetic energy (Es) due to viscous effects and
production of random granular kinetic energy due to relative velocity between gas particles are denoted by φvisc and
φslip, respectively, and are discussed later. The species mass equation for all Ng species are solved, which implicitly
satisfies mass conservation [54, 55].
The ideal gas equation-of-state is used to relate the pressure, chemical composition, temperature, and density of
the gas phase,
pg = ρgRuTg
Ng∑
j=1
Yg, j
M j
, (5)
where M j is the molecular weight of species j and Ru is the universal gas constant. The total energy of the gas phase,
Eg, is given by
Eg = Hg − pg
ρg
=
Ng∑
j=1
Yg, j
(
h0f j +
∫ Tg
T0
CP j(s)ds
)
− pg
ρg
+
vg ·vg
2
, (6)
where Hg is the total enthalpy, h0f j and CP j are the enthalpy of formation at reference temperature T0 and constant-
pressure specific heat of species j. Thermodynamic data is taken from Goos et al. [56]. The sound speed is
c2g = γ
pg
ρg
, (7)
where γ is the ratio of specific heats.
2.2. Governing Equations for the Particulate Phase
The governing equations for the particle phase are similar to the Navier-Stokes equations for the gas phase. The
main difference is that compressibility is introduced by changes in solid volume fraction rather than the material
density of the particles, so that compaction waves (analogous to acoustic waves, rarefactions, and shocks in a fluid)
traveling through granular media directly change the particle volume fraction. The solid-phase governing equations
for mass with Ns species within each particle, momentum, pseudo-thermal energy, and internal energy are:
∂αsρs
∂t
+ ∇·(αsρsvs) = −M˙ (8)
∂αsρsYs, j
∂t
+ ∇·(αsρsYs, jvs) = αsω˙s, j + M˙s, j (9)
∂αsρsvs
∂t
+ ∇·(αsρsvsvs) + ∇ps + ∇pfric = −αs∇pg + ∇·(αsσs) + fDrag + fLift − vintM˙ + αsρsg (10)
∂αsρsEs
∂t
+ ∇·(αsρsEsvs) = −ps∇·vs + αsσs :∇vs + ∇·(αsλs∇Θs) − γ˙ − φvisc + φslip − Es,intM˙ (11)
∂αsρses
∂t
+ ∇·(αsρsesvs) = qconv − es,intM˙ + γ˙, (12)
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where ps, pfric, es, Es, and γ˙ are the solids pressure derived from kinetic theory, friction-collisional pressure, internal
energy, pseudo-thermal energy, and dissipation of Es due to inelastic particle collisions. The homogeneous reaction
rate of granular species i in the granular phase is denoted by ω˙s,i. Pseudo-thermal energy, Es, represents the energy
due to random translational motion of the particles
Es =
3
2
αsρsΘs. (13)
Es is described by a granular temperature, Θs, defined as the mean-square of the particle velocity fluctuations.
The mean kinetic energy of the solid phase is not included in Eqns. (11) and (13) to avoid small truncation errors
of kinetic energy that can lead to unphysical values of Es. Dissipation of Es due to inelastic particle collisions (γ˙) and
viscous damping (φvisc) act as sinks and often reduce it to the point where it is small compared to the mean kinetic
energy, αsρsvs·vs/2. Small truncation errors in the mean kinetic energy cause small fluctuations of Θs, which in dense
regimes produces severe oscillations of intergranular stress that can degrade calculations to the point of failure. The
Flash astrophysics code [57] uses a similar approach and removes kinetic energy from the total energy in calculations
where the internal energy is four orders of magnitude lower than the kinetic energy.
The granular temperature, Θs, is not related to the solid temperature of the particles, Ts, which is determined from
the solid internal energy, es,
es =
Ns∑
j=1
Ys, j
(
e0f j +
∫ Ts
T0
CV,s, j(s)ds
)
. (14)
where Ns is the number of species in the solid phase, e0f j is an internal energy of formation, and CV,s, j is the constant-
volume specific heat of species j in the particle phase. This equation assumes a small enough Biot modulus that the
temperature distribution within each particle is uniform. More complex equations that include the effect of nonuniform
temperature distributions inside the particles could be used when the Biot number is large [19, 21, 22].
The density of the solid particles is given by
ρs =
Ns∑
j=1
Ys, jρs, j(Ts), (15)
where ρs, j is the density of species j. In this work, we take ρs to be constant. Relaxing this assumption should be
straightforward and is a topic of future work.
The solids pressure, ps, is given by an equation of state for a granular gas [7],
ps = ρsΘs[αs(1 + 2(1 + e)αsg0)], (16)
where e is the coefficient of restitution. The radial distribution function, g0, is defined by [7],
1
g0
= 1 −
(
αs
αs,max
)1/3
, (17)
where αs,max is the packing limit, which is an input parameter commonly set to 0.65 [58, 59]. Other expressions for
g0 and ps could be used [25, 35]. Frictional-collisional pressure is used in highly packed granular regions [12],
pfric[Pa] =
0 if αs < αs,crit0.1αs (αs − αs,crit)2(αs,max − αs)5 if αs ≥ αs,crit (18)
where αs,crit is 0.5 unless otherwise noted and pfric is in units of Pa. Other expressions for friction pressure could be
used as well [7, 19, 21, 22, 25, 34, 38, 60]. (Friction pressure is often called intergranular stress in internal ballistic
calculations.) In this paper we call the sum of the solids and friction pressures the total intergranular stress,
ps,tot = ps + pfric, (19)
5
to avoid ambiguity
Friction pressure is a necessary addition to ps when the particles occupy a high volume fraction. The binary
collision assumption in the Boltzmann equation, which is used to derive the granular-phase equation state, becomes
invalid at high volume fractions when particles are in contact with several other particles. In high-volume fraction
regions, high rates of granular cooling from γ˙ often reduce Θs to absolute zero rapidly and result in zero solids
pressure. The addition of friction pressure is one way to add intergranular stress in dense regions needed to limit
compaction of the solid phase. Another way, which is not used in this paper, is to limit the minimum granular
temperature near the packing limit [35]. This approach has a physical basis. The coefficient of restitution, e, is
not a constant, as assumed in many kinetic theory-based granular multiphase models, but is a function of impact
velocity. Higher impact velocities (higher Θs) convert more pseudo-thermal energy, Es, into internal energy, es,
through viscoelastic deformation [9]. Collisions become increasingly elastic (e → 1) as the granular temperature
decreases. This effect limits both the rate at which Θs can decrease and its lower value. Recent granular gas models
account for this to some extent, but have not been used in multiphase flow calculations.
The pressure term in the Es equation, Eqn. (11), does not include flow work from frictional pressure. This is
consistent from a thermodynamics point-of-view. The friction pressure models used in this work are analogous to
a barotropic equation of state for a fluid. It is possible to show, using thermodynamic arguments, that the total
energy equation for a barotropic fluid simplifies to the mechanical energy equation. Performing a similar analysis
for granular mixtures reveals that only the solids pressure, ps, contributes to changes in Es from compression and
expansion (changes in volume fraction) of the particles. If the mean kinetic energy were included in the definition of
Es the friction pressure would enter the total pseudo-thermal energy equation, Eqn. (13), as vs ·∇pfric, while the solids
pressure would be present in the usual manner, ∇·(vsps).
The granular-compaction wave speed can be derived for the particulate phase in a manner identical to that of a
real gas [61]. The compaction wave speed for a general granular gas with both solids and friction pressure that is a
function of αs is
c2s =
1
ρs
∂(ps + pfric)
∂αs
∣∣∣∣
Θs
+
2
3
Θs
(
∂ps
∂Θs
∣∣
αs
)2
ρsα2s
 . (20)
Using the ps and pfric definitions above gives
c2s = Θs
(
A +
2
3
A2 + αsB
)
+ c2fric (21)
where
A = 1 + 2(1 + e)αsg0, B = 2(1 + e)(g0 + αsg′0), g
′
0 =
g20
3αs,max
(
αs,max
αs
)2/3
. (22)
The frictional contribution to the compaction wave speed is
c2fric[m
2/s2] =
0 if αs < αs,crit1
ρs[kg/m3]
(αs − αs,crit)
(αs,max − αs)5
[
αs
(
1
5
+
1
2
αs − αs,crit
αs,max − αs
)
+
αs − αs,crit
10
]
if αs ≥ αs,crit. (23)
2.3. Solution Process for the Governing Equations
The purpose of this paper is to present a numerical method for solving the equations for dense granular multiphase
flow with a focus on hyperbolic and parabolic terms. Therefore, phase changes and reactions are not considered in the
remainder of this paper. The solution process uses a Strang operator splitting scheme,
Ut+2∆t = H∆txy P∆txy S2∆t P∆txy H∆txy (Ut), (24)
where U is the vector of conserved variables, H∆txy represents the directionally unsplit integration of the convective
terms for a time-step size of ∆t, P∆txy represents integration of the parabolic terms for a time-step size of ∆t, and S2∆t
represents integration of the source term operator for a time-step of 2∆t. The method of solution for each of these
operators will be discussed in turn.
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3. Solution of the Hyperbolic Terms,H∆txy
For brevity, only the discretization of the one-dimensional equations in the x-direction is discussed, noting that
discretization in y- and z-directions is similar. Superscripts L and R on a variable refer to left- and right-biased
reconstructions on the edge of a computational cell in the following discussion.
The convective terms for the granular phase are:
∂αsρs
∂t
+ ∇·(αsρsus) = 0 (25)
∂αsρsYs, j
∂t
+ ∇·(αsρsYs, jus) = 0 (26)
∂αsρsvs
∂t
+ ∇·(αsρsvsvs) + ∇ps + ∇pfric = pg∇αg + fLift (27)
∂αsρsEs
∂t
+ ∇·(αsρsEsus) = −ps∇·vs (28)
∂αsρses
∂t
+ ∇·(αsρsesus) = 0. (29)
The Magnus lift force is defined by
flift = Clαsρg(vs − vg)×(∇×vg), (30)
where the lift coefficient, Cl, has a value of 0.5 unless otherwise noted [62]. The lift force is discretized using standard
second-order differencing if min(αs) > αs,min for all points in the stencil where αmin = 10−10 is the minimum particle
volume fraction.
The gas-phase convective terms are
∂αgρgYg, j
∂t
+ ∇·(αgρgYg, jvg) = 0 (31)
∂αgρgvg
∂t
+ ∇·(αgρgvgvg) + ∇αgpg = pg∇αg − fLift (32)
∂αgρgEg
∂t
+ ∇·[vg(αgρgEg + αgpg)] = −pg∇·αsvs − fLift ·vs. (33)
The left-hand side is in a form that is solvable by many standard numerical algorithms as long as the nozzling term
(pg∇αg) in the momentum equation and the pDV work term (pg∇·αsvs) for the energy equation are treated as inde-
pendent source terms. Nevertheless, the pressure nondisturbing condition [34] is usually not satisfied with such an
approach, as discussed in the introduction.
An approach that has been shown to work for coupling compressible gases to compressible liquids with two-
fluid multiphase models is that of Chang and Liou [63]. They consider control volumes for the gas and liquid phases
separately. Each computational cell edge is divided into gas-gas, liquid-liquid, and gas-liquid sections. The hyberbolic
fluxes in each section are computed independently with an appropriate Riemann solver. Application of their concept
to granular multiphase flows is illustrated in Fig. 1. Each face of a computational cell edge for the gas phase is divided
into two sections: gas phase on both sides, with a fractional area of
∆αg,flow = min(αLg,i+ 12 , α
R
g,i+ 12
), (34)
and gas on one side and particles on the other, with fractional areas of
∆αLg,int,i+ 12
= max(0, αRg,i+ 12 − α
L
g,i+ 12
), ∆αRg,int,i+ 12 = max(0, α
L
g,i+ 12
− αRg,i+ 12 ) (35)
on the right and left faces of computational cell i, respectively. The total gas-phase flux vector at edge i + 1/2, Fg,i+ 12
of the control volume is [63]:
Fg,i+ 12 = ∆αg,flow,i+ 12 Fg−g + ∆α
L
g,int,i+ 12
Fg−s + ∆αRg,int,i+ 12 Fs−g (36)
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(a) Actual control volume. (b) Control volume with particles collapsed
Figure 1: Application of the concept of two-fluid approach of Chang and Liou [63] to granular flows.
where Fg−g is the flux resulting from the solution to a gas-gas Riemann problem, Fg−s is the gas-phase flux resulting
from a gas-particle Riemann problem with the gas phase on the left and particles on the right, and Fs−g is the gas-phase
flux from a gas-particle Riemann problem with the gas phase on the right and particles on the left. Chang and Liou
[63] discretize the nonconservative nozzling term within each computational cell as
pg
∂αg
∂x
≈ pg,i ∆αg
∆x
= pg,i
αLg,i+ 12
− αRg,i− 12
∆x
, (37)
where αL and αR refer to the left- and right-biased interpolation of the volume fraction to the cell face.
The Riemann problem for the gas-gas section can be solved by any standard method (such as HLLC [64, 65]).
If the particles were assumed to be compressible, an interfacial gas-solid Riemann problem would have to be solved
in the gas-solid section. Instead, the particles are assumed to be incompressible, and a two-shock or two-rarefaction
solution could be used based on relative velocity between the gas and particles. Because the granular Riemann
problem takes jumps of volume fraction into account when computing the granular fluxes (discussed below), there is
not any need to modify the granular fluxes in the solid-gas section when computing the solid fluxes for the cell on the
right in Fig. 1.
The procedure discussed above can be simplified substantially by using the incompressibility assumption of the
particles. The volume fraction (while integrating the hyperbolic terms) is controlled by motion of the solid particles.
This implies that volume fraction is not a function of the gas-phase state. Thus, the product rule can be applied to the
pressure gradient term (∇αgpg) which simplifies the momentum equation to
∂αgρgvg
∂t
+ ∇·(αgρgvgvg) = −αg∇pg. (38)
It is easy to satisfy the pressure nondisturbing condition with this simplification.
The above a simplification is not rigorously possible if particle incompressibility is not assumed. The solid mate-
rial density would be a function of the total isotropic stress acting on the particle: ρs = ρs(Ts, pg, ps,tot) as well as Ts.
Conservation of particle mass would then dictate that solid volume fraction is implicitly a function of ρs. The high
pressure behind the shock would increase ρs with a resulting decrease in particle diameter. Thus, a gas-phase shock
would cause a discontinuous decrease of αs in addition to a pressure jump. As a result, ∇αgpg , αg∇pg + pg∇αg across
a shock. If the particle incompressibility is assumed then ρs = ρs(Ts) and ∇αgpg = αg∇pg + pg∇αg since αs would not
be a function of the gas-phase pressure and, as a result, would not change discontinuously with a shock.
One problem that merging the pressure gradient and nozzling terms introduces is that there are no portions of
the gas-phase hyperbolic terms that resemble the Euler equations. Despite this, the control volume shown in Fig. 1
is still valid and the solution to the Riemann problem on the gas-gas fraction of the cell face is physically correct.
The pressure from the gas-gas Riemann problem is stored and used to compute ∇pg of the nonconservative pressure
term αg∇pg. The only requirement for evaluating the gas-phase flux is that pressure is explicitly calculated. Not
all Riemann solvers do this. For example HLLC [64, 65] and AUSM [53] explicitly calculate pressure while Roe’s
Riemann solver [66], HLL [64], and Rusanov [67] do not.
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The semi-discrete form of the convective terms in one dimension, based on the above simplification, at computa-
tional cell i with grid size ∆x and cell edges located at i + 1/2 and i − 1/2 are:
d(αgρgYg, j)i
dt
= −
αg,i+ 12
ρ−g,i+ 12
u−g,i+ 12
Y−g, j,i+ 12
− αg,i− 12 ρ+g,i− 12 u
+
g,i− 12
Y+g, j,i− 12
∆x
(39)
d(αgρgug)i
dt
= −
αg,i+ 12
ρ−g,i+ 12
u−g,i+ 12
u−g,i+ 12
− αg,i− 12 ρ+g,i− 12 u
+
g,i− 12
u+g,i− 12
∆x
− αg,i
p−g,i+ 12
− p+g,i− 12
∆x
(40)
d(αgρgEg)i
dt
= −
αg,i+ 12
u−g,i+ 12
(ρ−g,i+ 12
E−g,i+ 12
+ p−g,i+ 12
) − αg,i− 12 u+g,i− 12 (ρ
+
g,i− 12
E+g,i− 12
+ p+g,i− 12
)
∆x
(41)
−pg,i
αs,i+ 12
us,i+ 12 − αs,i− 12 us,i− 12
∆x
d(αsρs)i
dt
= − m˙s,i+
1
2
− m˙s,i− 12
∆x
(42)
d(αsρsYs, j)i
dt
= − m˙s,i+
1
2
Ys, j,i+ 12 − m˙s, j,i− 12 Ys, j,i− 12
∆x
(43)
d(αsρsus)i
dt
= − m˙s,i+
1
2
us,i+ 12 + ps,tot,i+ 12 − m˙s,i− 12 us,i− 12 − ps,tot,i− 12
∆x
− αs,i
p−g,i+ 12
− p+g,i− 12
∆x
(44)
d(αsρsEs)i
dt
= − m˙s,i+
1
2
Es,i+ 12 − m˙s,i− 12 Es,i− 12
∆x
− ps,i+ 12
us,i+ 12 − us,i− 12
∆x
(45)
d(αsρses)i
dt
= − m˙s,i+
1
2
es,i+ 12 − m˙s,i− 12 es,i− 12
∆x
, (46)
where subscript j is the species index and m˙s = αsρsus is the mass flux for the solid phase. Gas-phase variables with +
and − superscripts (e.g., ρ+g,i+ 12 and ρ
−
g,i− 12
) are needed for the double-flux model [55] discussed below. Examination of
the semi-discrete equations shows that the gas and granular phases are coupled directly through the volume fraction,
gas-phase pressure gradient, and pDV work from particles entering and leaving the control volume. The edge-centered
fluxes, pressure, velocities, volume fraction, etc. needed to assemble the conservative and nonconservative convective
terms are calculated with approximate solutions to separate gas and granular Riemann problems discussed below.
3.1. Approximate Solution of the Gas-Phase Riemann Problem
The ratio of specific heats is, in general, a function of temperature and chemical composition. Advecting a multi-
component gaseous interface can produce severe pressure oscillations [54, 55] similar to those produced by advecting
multiphase interfaces. The quasi-conservative double-flux model [55] that prevents these oscillations works well for
a variety of complex reacting flows such as premixed flames, cellular structure of detonations, and shock waves inter-
acting with and diffusion flames [54]. It is currently one of the only methods that can converge to the correct weak
solution of the multicomponent Riemann problem as shown in Fig. 2. Fully conservative methods for multicomponent
gaseous flows have recently been developed [68], but these have not been extended to situations where specific heat
is a function of temperature.
Details of the double-flux model [54, 55] are briefly summarized here for completeness. First, at the start of the
calculation, specific heats for each gaseous species are stored in tables for linear interpolation with uniform tempera-
ture increments of ∆T = 1 K. If Tm < Tg < Tm+1 the constant-pressure specific heat of species j is
CP j(Tg) = amj Tg + b
m
j , (47)
where m is the temperature interval that Tg resides in the table. The specific total energy of the mixture is then
calculated in a form similar to a constant-property single-component ideal gas,
Eg = hm0 +
pg
ρg(γ − 1) +
vg ·vg
2
, (48)
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(a) ρg, YHe, YN2 , and 1/(γ − 1) (b) Temperature
Figure 2: Comparison of the exact and computed solution to the Helium-Nitrogen Riemann problem using the double
flux model with 400 points at a time of 400 µs. The initial discontinuity was placed at x = 0.5 m and the pressure of
the pure He on the left was 10 atm and the pressure of the pure N2 on the right was 1 atm. The temperature of both
fluids was initially 300 K.
where
hm0 =
Ng∑
j=1
Yg, j(h¯mj0 − b¯mj Tm), h¯mj0 = h0f i +
m∑
k=1
[∫ Tk
Tk−1
(
akj s + b
k
j
)
ds
]
, b¯mj =
amj
2
(Tg + Tm) + bmj . (49)
An extension of the analysis performed by Billet and Abgrall [55] to multiphase mixtures shows that if ug = us = u
and ∇pg = ∇u = 0, the uniform pressure and velocity in a multicomponent granular flow is preserved if γ and αgρghm0
are frozen in each cell for the entire time step. Thus, the gas mixture in each computational cell is treated as its own
constant-property single-component ideal gas. The flux at each cell face must be calculated twice as a consequence:
once for the cell on the left side of the face using γi and αg,iρg,ihm0,i, and then again for the cell on the right using γi+1
and αg,i+1ρg,i+1hm0,i+1. The flux and pressure gradients are then calculated for cell i using the solution to the Riemann
problem on each cell face that used γi. Since αgρghm0 is frozen, the quantity αgρgugh
m
0 is not added to the energy flux.
Any Riemann solver can be used for the gas-phase provided that the pressure and velocity can are explicitly
computed, as discussed above. An additional requirement for the double-flux model is that the flux evaluation method
preserves a stationary contact. HLLC and AUSM meet both of these requirements. In this paper we use the HLLC
solver [64, 65] to compute the approximate solution of the gas-phase Riemann problem, which is rotated near shocks
to avoid carbuncle-related anomalies [54, 72, 73].
HLLC has been modified to return Pg = (ρg,Yg, j, ug, pg, Eg)T rather than the fluxes:
Pg,i+ 12 =

PLg,i+ 12 if 0 ≤ S
L
PL∗g if S L ≤ 0 ≤ S ∗
PR∗g if S ∗ ≤ 0 ≤ S R
PRg,i+ 12 if S
R ≤ 0,
(50)
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where
PKg =

ρKg
YKg, j
uKg
pKg
EKg
 , PK∗g =

ρK∗g
YKg, j
S ∗
p∗
EK∗g
 , (51)
the superscript K refers to either L or R,
ρK∗g = ρ
K
g
S K − uKg
S K − S ∗ , E
K∗
g = E
K
g +
p∗S ∗ − pKg uKg
ρKg (S K − uKg )
, (52)
and ρKg is computed from the interpolated pressure, temperature, species mass fractions, and the equation of state. The
velocity of gas-phase contact surface (S ∗) is
S ∗ =
pRg − pLg + ρLguLg (S L − uLg ) − ρRguRg (S R − uRg )
ρLg (S L − uLg ) − ρRg (S R − uRg )
(53)
and the pressure at the contact surface (p∗) is
p∗ = pLg + ρ
L
g (S
L − uLg )(S ∗ − uLg ). (54)
The left and right wave speeds are estimated using a Roe-averaged approach [74]
S L = min(uLg − cLg , u˜g − c˜g), S R = max(uRg + cRg , u˜g + c˜g), (55)
where
v˜g =
√
ρLgvLg +
√
ρRgvRg√
ρLg
√
ρRg
, H˜g =
√
ρLgH
L
g +
√
ρRgH
R
g√
ρLg
√
ρRg
, c˜g =
[
(γ − 1)
(
H˜g − 12 v˜g · v˜g
)]1/2
, (56)
and, for the double-flux model or a constant-γ gas,
HKg =
γ
γ − 1
pKg
ρKg
+
1
2
vKg ·vKg . (57)
The double-flux model requires that the Riemann problem be calculated twice at each cell edge to give P−g,i+ 12
and P+g,i+ 12 . This is the reason for separating the edge-centered variables with superscripts + and - in Eqns. (39)-(41)
and (44). P−g,i+ 12 is calculated from the interpolated primitive variables and γi. P
+
g,i+ 12
is calculated from the same
interpolated primitive variables, but using γi+1 rather than γi.
The primitive variables (Yg,i, pg, Tg, ug, and vg) needed for the gas-phase Riemann solver are interpolated using a
low-dissipation method [54]. The density, ρg, of the interpolated states is computed from the interpolated mass frac-
tions, pressure, and temperature. The interpolation method uses fifth-order symmetric bandwidth-optimized WENO
[69] with nonlinear error controls [70] and an adaptive TVD slope limiter to interpolate primitive variables to the
cell edges. The low-Mach number velocity adjustment procedure of Thornber et al. [71] is used to reduce numerical
dissipation for the gas-phase.
3.2. Approximate Solution of the Granular-Phase Riemann Problem
Calculation of the granular flux has its own set of complications. One of the most restrictive issues is that the
compaction wave speed and solid pressure become zero when the granular temperature is zero or at low volume
fractions resulting in hyperbolic degeneracy, as discussed previously. One approximate Riemann solver used for the
particulate phase for a pressureless (ps,tot = 0) dust model is from Collins et al. [26]:
Fs,i+ 12 =

Fs(ULs ) if uLs ≥ 0 and uRs > 0
Fs(URs ) if uLs < 0 and uRs ≤ 0
Fs(ULs ) + Fs(URs ) if uLs > 0 and uRs < 0
0 if uLs < 0 and u
R
s > 0,
(58)
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where Us is the conserved variable vector for the solid phase and Fs is the flux vector of the particle phase, exclud-
ing solids pressure and the nonconservative terms. In other locations, where the granular phase is not pressureless,
Eqn. (58) is incorrect and a more usual Riemann solver will work. Ideally, however, the same Riemann solver would
handle both cases without any ad hoc switches, which is the case for the AUSM+-up solver [53]. Many traditional
Riemann solvers, such as HLLC [64, 65], do not reduce to a form similar to Eqn. (58) for a pressureless gas.
The AUSM+-up flux is
Fs,i+ 12 = p 12 + m˙s,i+ 12
{
ψL if m˙s,i+ 12 ≥ 0
ψR if m˙s,i+ 12 < 0,
(59)
where p 1
2
is a pressure flux vector that is nonzero only for the momentum equation, p 1
2
= (0, 0, p 1
2
, 0, 0)T ), and ψ is the
vector of the passively advected scalars, ψ = (1,Ys, j, us, Es, es)T . The mass flux at the cell interface, modified slightly
to avoid problems with hyperbolic degeneracy and to add dissipation as the packing limit (αs,max) is approached, is
defined by
m˙s,i+ 12 = F + (c 12 + )M 12
{
αLsρ
L
s if M 12 ≥ 0
αRs ρ
R
s if M 12 < 0.
(60)
where  is a small number (10−10) to avoid division by zero when the compaction wave speed is zero and M1/2 is
the Mach number of the particles based on the compaction wave speed at the cell edge, defined below. F is an
extra dissipation term developed to stabilize calculations that approach the packing limit where friction pressure and
compaction wave speed become extremely sensitive to minute volume fraction fluctuations. It was found through
numerical experimentation that F with a functional form similar to the dissipation term for the Rusanov flux [67]
works well to suppress oscillations as the packing limit is approached,
F = c
1
2
+ u 1
2
G
2
max(αLs , α
R
s )
αs,max
[
αLsρ
L
s − αRs ρRs
]
, (61)
where αs,max is the packing limit and G is a dissipation-controlling parameter determined while interpolating the
granular primitive variables (αs, Ys,i, vs, Θs, Ts) at edge i + 1/2 discussed below.
The primitive variables are initially reconstructed using fifth-order symmetric bandwidth-optimized WENO [69]
with nonlinear error controls [70]. The WENO-interpolated variables are then processed through a TVD slope limiter.
The interpolation for a slope-limited variable Q is
QLi+ 12
= Qi + 0.5(Qi − Qi−1)φTVD, (62)
where φTVD is the slope limiter. The TVD slope limiter used in this work is based on [54, 75]
φTVD = max
[
0,min
(
G,GQi+1 − Qi
Qi − Qi−1 , 2
QˆLi+1/2 − Qi
Qi − Qi−1
)]
, (63)
where QˆLi+1/2 is the original left-biased interpolated variable using WENO and
G = max[2(1 −Dζ2), 0], (64)
where D ≥ 0 and is a user defined constant that is set to 0 unless otherwise noted, αMs is the maximum solid volume
fraction in the entire stencil used by WENO for both left- and right-biased interpolations, and
ζ =

αMs − αs,crit
αs,max − αs,crit if α
M
s > αs,crit
0 if αMs < αs,crit.
(65)
where αs,crit and αs,max are the critical volume fraction and packing limit [see Eqns. (17) and (18)]. The form of G
and F work well in dense granular regions to suppress oscillations, has relatively little influence on regions with low
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particle concentration, and does not interfere with the ability of AUSM+-up to capture stationary granular contact
surfaces.
The effect ofD is twofold. First, it degrades the edge reconstruction scheme for the granular phase to first-order in
dense regions. Second,D explicitly increases the dissipation of AUSM+-up. The particular form of G is chosen such
that the transition is smooth between low-volume fraction regions (where G = 2) and high-volume fraction regions
(G = 0.) IncreasingD increases the rate at with G transitions from 2 to 0 as a function of αs. A value ofD = 1 seems
to work well in calculations where the solid volume fraction approaches the packing limit.
The compaction wave speed at the cell edge for Eqn. (60) is
c 1
2
=
√
αLsρ
L
s (cLs )2 + αRs ρRs (cRs )2
αLsρ
L
s + α
R
s ρ
R
s
, (66)
The granular Mach number is
M 1
2
=M+4 (ML) +M−4 (MR) − 2
Kp
fa
max(1 − σM¯2, 0) p
R
s,tot − pLs,tot
(αLsρLs + αRs ρRs )(c 12 + )
2 , (67)
where and fa = 1. Kp and σ are AUSM dissipation parameters discussed below and
ML =
uLs
c 1
2
+ 
, MR =
uRs
c 1
2
+ 
, M¯2 =
(uLs )
2 + (uRs )
2
2(c 1
2
+ )2
. (68)
The split pressure at the cell face is:
p 1
2
= P+5 (ML)pLs,tot + P−5 (MR)pRs,tot − Ku fac 12P
+
5 (M
L)P−5 (MR)(αLsρLs + αRs ρRs )(uRs − uLs ), (69)
where Ku is another AUSM dissipation parameter.
The pressure and Mach number splitting polynomials needed to complete the AUSM flux are
M±1 (M) =
1
2
(M ± ∣∣M∣∣), (70)
M±2 (M) = ±
1
4
(M ± 1)2, (71)
M±4 (M) =
{
M±1 (M) if
∣∣M∣∣ ≥ 1
M±2 (M)[1 ∓ 16βM∓2 (M)] if
∣∣M∣∣ < 1, (72)
P±5 (M) =
{M±1 (M)
M if
∣∣M∣∣ ≥ 1
M±2 (M)[(±2 − M) ∓ 16ξMM∓2 (M)] if
∣∣M∣∣ < 1, (73)
where β = 0.125 and ξ is defined by:
ξ =
3
16
(−4 + 5 f 2a ). (74)
The AUSM dissipation parameters are determined from G by
Kp = 0.25 + 0.75(1 − G/2) (75)
Ku = 0.75 + 0.25(1 − G/2) (76)
σ = 0.75 + 0.25(1 − G/2) (77)
This modified AUSM+-up scheme for the granular phase reduces to the original if F = 0, G = 2, and  = 0. The small
number, , is inserted into Eqns. (60), (67), and (68), but not the others to produce a properly upwinded flux when
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Figure 3: Schematic of the gas-phase volume fraction at a cell face at t = 0+.
c 1
2
= 0 by canceling the  used to compute c 1
2
and M 1
2
. In the case of zero solids pressure, the quantity (c 1
2
+ )M 1
2
used to compute the m˙s,i+ 12 reduces to
(c 1
2
+ )M 1
2
=

2
[
uLs + |uLs |

+
uRs − |uRs |

]
=

uLs if u
L
s ≥ 0 and uRs > 0
uRs if u
L
s < 0 and u
R
s ≤ 0
uLs + u
R
s if u
L
s > 0 and u
R
s < 0
0 if uLs < 0 and u
R
s > 0,
which is similar to the pressureless Riemann solver of Collins et al. [26] and indicates that the modification to AUSM
provides a correct upwinded flux even when c 1
2
= 0.
In addition to the granular-phase fluxes, AUSM+-up is also modified to return us,i+ 12 needed for ps∇·vs, the quantity
αs,i+ 12
us,i+ 12 for the pDV work term (pg∇·αsvs), and αg,i+ 12 needed to complete the gas-phase fluxes. Computation of
the gas-phase edge volume fraction is based on where the particles have moved at t = 0+, as shown in Fig. 3, and is
computed by
αg,i+1/2 =
{
αLg,i+ 12
if m˙s,i+ 12 > 0
αRg,i+ 12
if m˙s,i+ 12 ≤ 0.
(78)
Similarly,
αs,i+ 12
us,i+ 12 =
{
m˙s,i+ 12 /ρ
L
s,i+ 12
if m˙s,i+ 12 > 0
m˙s,i+ 12 /ρ
R
s,i+ 12
if m˙s,i+ 12 ≤ 0
, us,i+ 12 =
{
αs,i+ 12
us,i+ 12 /α
L
s,i+ 12
if m˙s,i+ 12 > 0
αs,i+ 12
us,i+ 12 /α
R
s,i+ 12
if m˙s,i+ 12 ≤ 0.
(79)
3.3. Solution Algorithm for the Hyperbolic Terms
The procedure to integrate the convective terms of the conserved variables from time level n to n+1 for a multistage
explicit integration method using the double-flux model for multicomponent mixtures is:
1. Calculate and store γ and αgρghm0 at each cell.
2. Compute the solutions to the gas and granular Riemann problems at each cell edge for each direction.
(a) Interpolate the granular phase primitive variables (αs, Ys, j, us, Θs, and Ts) from the left and right.
i. Compute ζ from Eqn. (65).
ii. Compute G from Eqn. (64).
iii. Interpolate the primitive variables. We use the six-point bandwidth-optimized WENO method [69,
70].
iv. Apply the slope limiter to the WENO-interpolated granular primitive variables using Eqns. (62) and
(63).
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(b) Interpolate the gas-phase primitive variables (Yg, j, pg, Tg, and ug) to the cell face from the left and right.
In this work we use the scheme given in [54].
(c) Solve the granular-phase Riemann problem using the modified AUSM+-up scheme detailed in Sec. 3.2.
Store the us,i+ 12 , αs,i+ 12 us,i+ 12 , and αg,i+ 12 in addition to the granular fluxes.
(d) Solve the gas-phase Riemann problem at each cell edge twice using the HLLC method detailed in Sec. 3.1
to get P+g,i+ 12 and P
−
g,i+ 12
. Rotate the HLLC solver near shocks using the method outlined in [54] to avoid
shock anomalies.
3. Compute the lift force (flift) from Eqn. (30) at each cell center using second order finite-difference if αs > αs,min
for all points in the stencil where αs,min = 10−10.
4. Assemble the right-hand-side to discretize the convective terms, Eqns. (39)-(46).
5. Update the conserved variables, Ug and Us, using the fully-assembled right-hand-side of the hyperbolic operator
and the chosen time-marching method. We use the third-order strong-stability-preserving Runge-Kutta [76]
scheme.
6. Update the gas-phase variables in a manner consistent with the double flux model via:
Yg, j =
αgρgYg, j∑
αgρgYg, j
, ug =
αgρgug∑
αgρgYg, j
, Tg =
pg
Ru
∑ ρgYg, j
M j
,
pg =
γn − 1
αg
[
αgρgEg − (αgρghm0 )n − αgρg
vg ·vg
2
]
.
(80)
7. Repeat steps 2-6 for each stage of the time-marching algorithm.
8. Use the granular-phase conserved variables, gas-phase primitive variables, gaseous species densities (αgρgYg, j),
and momenta calculated from the final stage of the time-stepping algorithm as values for the next time step,
n+1, and use them to calculate γn+1 and (αgρghm0 )
n+1.
9. Perform the final step of the double-flux method to update the total gas-phase energy for time step n + 1,
(αgρgEg)n+1 =
αn+1g p
n+1
g
γn+1 − 1 + (αgρgh
m
0 )
n+1 + αn+1g ρ
n+1
g
vn+1g ·vn+1g
2
. (81)
10. Check for computational cells with very low particle volume fractions. If αs < αs,min, where αs,min = 10−10,
remove the granular phase and scale the gas-phase conserved variables to account for gas-phase volume gained
by removal of the particulate phase: Un+1g = Un+1g /(1 − αn+1s ) and Un+1s = 0 if αn+1s < αs,min.
If the double-flux model is not used then steps 1 and 9 are unnecessary, step 2(d) would be completed using a
single solution to the Riemann problem, and step 6 would be completed using the actual equation of state for the gas.
4. Solution of the Parabolic Terms, P∆txy
The parabolic portions of the governing equations are:
∂αgρgYg, j
∂t
= −∇·αgρgYg,iVdg, j (82)
∂αgρgvg
∂t
= ∇·(αgσg) (83)
∂αgρgEg
∂t
= −∇·(αgqg) (84)
∂αsρsvs
∂t
= ∇·(αsσs) (85)
∂αsρsEs
∂t
= ∇·(αsλs∇Θs) + ∇·(αsvs ·σs) − vs ·∇·(αsσs) (86)
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where the deviatoric stress tensor, σ, is defined as:
σ = µ
(∇v + ∇vT) + (κ − 2
3
µ
)
∇·vI, (87)
and µ and κ are the shear and bulk viscosities. The granular viscous dissipation term in Eqn. (11), αsσs :∇vs, is
rewritten as ∇·(αsvs ·σs) − vs ·∇·(αsσs) in Eqn. (86). This ensures that calculation of the particle deviatoric stresses
and viscous dissipation are consistent at computational cell edges.
The model for the gas-phase transport coefficients, diffusion velocity, Vdg, j, and heat diffusion vector, qg, used in
this work can be found in [54].
4.1. Granular-Phase Transport Coefficients
The total granular deviatoric stress and diffusion of Es are written as αsσs and αsλs∇Θ, respectively, rather than
using their original definitions without the linear factor of αs. Thus, the original expressions for the granular transport
coefficient are divided by a linear factor of αs. (The reason for doing this is discussed later.) The granular shear
viscosity is divided into collisional, kinetic, and frictional components [8],
µs = ρsds
√
Θs[ fcoll(αs) + fkin(αs)] + µfric (88)
where ds is the particle diameters, e is the coefficient of restitution,
fcoll(αs) =
4
5
√
pi
αsg0(1 + e), (89)
fkin(αs) =
√
pi
6(3 − e)
[
1 +
2
5
(1 + e)(3e − 1)αsg0
]
, (90)
and µfric is a simplified expression for the frictional viscosity,
µfric =
pfric
αs + 
sinψ, (91)
where ψ is the angle of internal friction that is set to pi/6 unless specified otherwise and  is a small number to avoid
division by zero. Other formulations for µfric could be used as well [77]. The granular bulk viscosity is [8]
κs = ρsds
√
Θs fκ(αs) (92)
where
fκ(αs) =
4
3
√
pi
g0(1 + e) (93)
and
η =
1 + e
2
(94)
The granular thermal conductivity is [8]
λs = ρsds
√
Θs fλ (95)
where
15
√
pi
4(41 − 33η)
[
1 +
12
5
η2(4η − 3)αsg0 + 1615pi (41 − 33η)ηαsg0
]
(96)
The values of the granular transport coefficients are limited to 100 kg/m s for the viscosities and 100 kg/m3s for the
thermal conductivity to prevent excessively small time step sizes when the packing limit is approached.
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(a) (b)
Figure 4: Illustration of unphysical granular pseudo-thermal energy diffusion flux (qΘ = −αsλs∇Θs) and viscous stress
computed (a) with αs,i+ 12 = 1/2(αs,i + αs,i+1) and (b) a fix to the problem by defining αs,i+ 12 = min(α
L, αR).
4.2. Discretization of the Parabolic Terms
Discretization of the parabolic terms is more straight forward than the hyperbolic terms. There is, however, a
question about which volume fraction to use at a cell edge, as shown in Fig. 4. If a simple average or a centered
interpolation is used to estimate the volume fractions at the cell faces, the result may be unphysical. For example, if
there is a sharp granular interface with no particles in one cell and many particles in the neighboring cell, an average
may result in a finite granular diffusion flux into the cell with no particles. This behavior is unphysical. There are not
any particles in the neighboring cell and, by definition, there cannot be any granular viscous stress or diffusion of Es
at that interface.
For example, consider a sharp granular interface between cells i and i + 1 with volume fractions αLs,i+ 12
and αRs,i+ 12
on either side [see Fig. 5(c)]. A stability analysis on Eqn. (86) shows that the time step is
∆t ≤ ∆x2 3
4
ρs,i+ 12
λs,i+ 12
αLs,i+ 12
αs,i+ 12
. (97)
If the volume fraction in cell i is very dilute (αLs,i+ 12
= 10−6), there are many particles in cell i + 1 (αRs,i+ 12
= 0.4), and
we define αs,i+ 12 = (α
L
s,i+ 12
+ αRs,i+ 12
)/2, the time-step restriction is on the order of ∆t = 1 ps for a grid size of ∆x = 200
µm. This is unrealistic as particle collisions simply do not occur on that time scale. Worse yet, if there are no particles
to the left of interface, the time-step size is zero. The result is physically correct if the volume fraction at the cell face
is defined using the minimum value of α on either side. If we define αs,i+ 12 = min(α
L
s,i+ 12
, αRs,i+ 12
), the time-step size is
∆t = 1 µs, which is much more reasonable.
Given the above arguments we define,
αs,i+ 12
= min(αLs,i+ 12 , α
R
s,i+ 12
), αg,i+ 12 = min(α
L
g,i+ 12
, αRg,i+ 12
) (98)
for the factor of αs,i+ 12 and αg,i+ 12 multiplying diffusion fluxes, conduction, and viscous terms for the gas and granular
phases. First-order interpolation is used for αL,Rs,g,i+1/2 and a simple arithmetic average for the transport coefficients
themselves is used to estimate their edge values. A linear dependence of αs was factored out of the granular transport
coefficients to make this step more convenient. Equation (98) for αs,i+ 12 is justified physically, as shown in Fig. 5.
Diffusion processes only occur with molecular collisions in the gas-gas section or particle collisions in the solid-
solid section. Neglecting boundary layer effects, only the gas-gas section [min(αLg,,i+ 12
, αRg,i+ 12
)] is available for gas-
phase diffusion and the solid-solid section [min(αLs,i+ 12
, αRs,i+ 12
)] is available for granular diffusion in Fig. 5(c). The
gas-solid section represents effects from interphase drag, heat transfer, mass transfer, etc., which are already taken
into account via inhomogeneous source terms. Thus, there is no need to model interphase diffusion processes in the
gas-solid section.
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(a) (b) (c)
Figure 5: Illustration of granular material interfaces for the parabolic terms: (a) actual granular system with small
boundary layers on the individual particles, (b) equivalent system with all the particles compressed, and (c) approxi-
mate system neglecting the boundary layer effect on the particles.
After the volume fraction for the gas and granular phases is found at the cell edges, the diffusion fluxes and viscous
stresses are computed using a second-order accurate conservative approach. The gradient of generic variable Q normal
to a cell face is
dQ
dx
∣∣∣∣
i+1/2
≈ Qi+1 − Qi
∆x
, (99)
and gradients tangential to a cell face are approximated using
dQ
dy
∣∣∣∣
i+1/2, j
≈ Qi+1, j+1 + Qi, j+1 − Qi+1, j−1 − Qi, j−1
4∆y
. (100)
An explicit Runge-Kutta-Chebyshev (RKC) scheme [78] is used to advance the parabolic-split equations in time,
which allows an arbitrary number of stages to increase stability. Details of applying RKC to compressible reacting
flow and how it was used in this work can be found in [54], with the exception that the number of RKC stages was
forced to be an odd number. RKC with an even number of stages has recently been found to produce instabilities
[79, 80].
4.3. Solution Algorithm for the Parabolic Terms
The procedure for integrating the parabolic terms of the conserved variables from time level n to n + 1 for using
RKC is:
1. Estimate the number of RKC stages [54] and force the number to be odd.
2. Compute the primitive variables at each grid point.
3. Compute the transport properties at each grid point.
4. At each cell face compute the diffusion fluxes and viscous stresses:
(a) Determine αg,i+ 12 and αs,i+ 12 at the cell faces using Eqn. 98 with first-order interpolation.
(b) Average the transport properties to the cell face via: ξi+ 12 = 1/2(ξi + ξi+1).
(c) Form all of the gradients needed at the cell face.
(d) Calculate the viscous stresses and diffusion fluxes.
5. Assemble the right-hand-side of the parabolic terms.
6. Update the conserved variables based on the RKC algorithm.
7. Repeat steps 2-6 for each RKC stage.
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5. Solution of the Source Terms, S2∆t
Neglecting phase change and chemical reaction, the remaining nonzero inhomogeneous source terms are:
dαgρgvg
dt
= −fDrag + αgρgg (101)
dαgρgEg
dt
= −qconv − fDrag ·vs + φvisc − φslip + αgρgg·vg (102)
dαsρsvs
dt
= fDrag + αsρsg (103)
dαsρsEs
dt
= −γ˙ − φvisc + φslip (104)
dαsρses
dt
= qconv + γ˙ (105)
For each equation, the source terms are split into several sub steps due to the wide variety of time scales between
convection, drag, granular cooling (γ˙), etc. A Strang-splitting method is used
S2∆t = S∆tqD S∆tΘ S∆tΘ S∆tqD (106)
where S∆tqD is the advancement of drag, convective heat transfer, and gravity (g), S∆tΘ is the advancement of φslip, φvisc,
and γ˙.
5.1. Model and Solution for Drag and Heat Transfer, S∆tqD
The equations considering only drag and heat transfer are
dαgρgvg
dt
= −fDrag + αgρgg, dαsρsvsdt = fDrag + αsρsg,
dαgρgEg
dt
= −qconv − fDrag ·vg + αgρgg·vg, dαsρsesdt = qconv.
The drag force in this work is given by the Gidaspow correlation [7], which is valid for particle volume factions
ranging from dilute to the packing limit,
fdrag = Ksg(vg − vs), (107)
where
Ksg =

0.75Cd
ρgαgαs|vg − vs|
dsα2.65g
if αg ≥ 0.8
150
α2sµg
αgd2s
− 1.75ρgαs|vg − vs|
ds
if αg < 0.8.
(108)
The drag coefficient over a single sphere, Cd, is
Cd =
{
24(αgRe)−1[1 + 0.15(αgRe)0.687] if αgRe < 1000
0.44 if αgRe ≥ 1000, (109)
and the Reynolds number is defined by
Re =
ρg|vg − vs|ds
µg
. (110)
Other forms of the drag coefficient are applicable [11, 25].
The convective heat flux between the gas and particles is
qconv = hsg(Tg − Ts), (111)
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where the heat transfer coefficient, hsg between the gas and solid phases is
hsg = 6
αsλgNu
d2s
, (112)
the Nusselt number correlation of Gunn [81], valid from 0 < αs ≤ 0.65 and Re < 105, is used
Nu = (7 − 10αs + 5α2s)(1 + 0.7Re0.2Pr1/3g ) + (1.33 − 2.4αs + 1.2α2s)Re0.7Pr1/3g (113)
and Prg is the gas-phase Prandtl number.
If the drag and heat transfer coefficients and specific heats are evaluated using the initial conditions (parame-
ters denoted with a superscript 0) and frozen during integration, the drag and heat transfer terms can be computed
analytically [30]. Then the change in momentum from drag, ∆M, is
∆M =
v0g − v0s
ξD
[
1
KsgξD∆t + 1
− 1
]
, (114)
where
ξD =
1
αgρg
+
1
αsρs
. (115)
The change in internal energy from convection, ∆e, is
∆e =
T 0g − T 0s
ξe
[
e−hsgξe∆t − 1] , (116)
where
ξe =
1
αgρgC0V,g
+
1
αsρsC0V,s
. (117)
Then the momentum and energies at t = ∆t are
(αgρgvg)∆t = (αgρgvg)0 + ∆M + αgρgg∆t (118)
(αsρsvs)∆t = (αsρsvs)0 − ∆M + αsρsg∆t (119)
(αgρgEg)∆t = (αsρsEg)0 + ∆e +
αgρg
2
[
v∆tg · v∆tg − v0g · v0g
]
(120)
(αsρses)∆t = (αsρses)0 − ∆e. (121)
5.2. Model and Solution for Pseudo-Thermal Energy Production and Dissipation, S∆tΘ
The equations for source terms considering only sources and sinks of pseudo-thermal energy (Es) are
dαgρgEg
dt
= φvisc − φslip (122)
dαsρsEs
dt
= −γ˙ − φvisc + φslip (123)
dαsρses
dt
= γ˙. (124)
The model for viscous damping of Es, φvisc, is adopted from Gidaspow [7]
φvisc = 3KsgΘs. (125)
Alternative models for φslip could also be used [82].
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Production of pseudo-thermal energy due to velocity slip between the gas and solid phases, φslip, is given by Koch
and Sangani [82] with their correction factor fixed at unity,
φslip = fslip
|vg − vs|2√
Θs
, (126)
where
fslip =
81αsµ2g
g0d3sρs
√
pi
. (127)
The granular dissipation term, γ˙, converts Es into es from inelastic collisions between particles. The granular dissipa-
tion model adopted for this study [8] is a variant of Haff’s cooling law [9, 83]
γ˙ =
ρsΘ
3/2
s
ds
fγ, (128)
where
fγ =
12(1 − e2)g0α2s√
pi
. (129)
A predictor-corrector approach is used to integrate these terms independently so that analytic solutions can be
used. First the dissipation of Es from viscous damping is computed
Θ∗s = Θ
0
s exp
[−2Ksg∆t
αsρs
]
. (130)
Next the production of PTE from velocity slip is integrated
Θ∗∗s =
[
ξslip
αsρs
∆t +
3
2
Θ∗s
]2/3
, (131)
where
ξslip = fslip
|v0g − v0s |2
KsgξD∆t + 1
. (132)
The factor 1/(KsgξD∆t + 1) in Eqn. (132) results from averaging |v0g − v0s |2 during particle acceleration from drag.
Finally, dissipation of Es due to inelastic granular collisions is integrated
Θ∆ts = Θ
∗∗
s
9(αsρs)2
3αsρs + ∆t fγ
√
Θ∗∗s
. (133)
With the final and intermediate granular temperatures known, the gas- and granular energies are
(αsρsEs)∆t =
3
2
αsρsΘ
∆t
s (134)
(αsρses)∆t = (αsρses)0 − 32αsρs
(
Θ∆ts − Θ∗∗s
)
(135)
(αgρgEg)∆t = (αgρgEg)∆t − 32αsρs
(
Θ∗∗s − Θ0s
)
. (136)
The integration order of the above three steps are reversed with each call to S∆tΘ . On a second call, γ˙ is integrated first,
followed by φslip, and then φvisc.
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(a) ρg and αs (b) Pressure and temperature error
Figure 6: Advection of a granular and multicomponent gaseous interface with uniform temperature for a distance 1 m.
(a) Comparison of gas-phase density and αs to the exact solution and (b) gas-phase temperature and error in pressure.
6. One-Dimensional Test Problems
A series of numerical experiments were performed to assess the accuracy and robustness of the method in one
dimension. The solutions were advanced in time using a third-order Runge-Kutta [76] with a time-step size based on
the maximum wave speed:
∆t = CFL
1
max(|ug| + cg, |us| + cs) (137)
where the CFL number was 0.5. Solid volume fractions below αmin = 10−10 are set to zero as discussed in step 10 of
Sec. 3.3. Boundary conditions for the granular phase were either reflected for a symmetry condition or extrapolated
for inflow and outflow.
6.1. Advection of a Material Interface
The first tests consist of advecting a material interface at uniform pressure and velocity. The initial conditions are:
YN2 = 1 and αs = 0.4 if 0.4 < x < 0.6 and YHe = 1 and αs = 0 otherwise. The pressure in the domain was 1 atm
and the temperature was 300 K. The velocity was 100 m/s and the interfaces were advected for a distance of 1 m.
The domain was discretized with 200 grid points per meter. The computed solution, shown in Fig. 6, indicates that
temperature and pressure error are negligible.
The problem is more challenging when a temperature discontinuity exists in the gas phase at the material interface.
The problem discussed above was repeated, but with the gas-phase temperature in the nitrogen bubble was increased
to 1000 K, while the temperature in the helium is left at 300 K. The pressure error and temperature are shown in
Fig. 7. Even in this more challenging case with a multiphase, multispecies, and multitemperature contact surface, the
computed pressure error remains small, with a maximum of 1.3× 10−7, which is mainly caused by small interpolation
errors with the tabular approach [see Eqn. (47)] used to calculate the gas-phase specific heat.
6.2. Transonic Flow Through a Granular Nozzle
In this test problem, a transonic nozzle was modeled by freezing the particles and neglecting all of the coupling
sources except the gas-phase nozzling term. Under these conditions, the granular-phase equations are eliminated,
and, if diffusion and viscous effects are neglected, the gas-phase equations reduce to one-dimensional nozzle flow.
The shape of the nozzle, determined by the gas-phase volume fraction, is αg = 1 − 0.4 sin(pix). Argon gas was used
to allow direct comparison with an exact solution. The initial conditions were taken to be a uniform background of
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Figure 7: Computed temperature and error in pressure after advecting of a granular and multicomponent gaseous
interface with discontinuous temperature for a distance 1 m.
subsonic flow. Boundary conditions at both the inlet and outlet were non-reflecting. The equations were integrated
until a steady state was achieved. The resulting stagnation pressure at the nozzle inlet was used to compute an exact
solution. A comparison between the exact and the computed solutions is shown in Fig. 8. The exact solution and
computed solution on both grids are in excellent agreement and lie on top of each other.
It is a more difficult problem when the change in volume fraction is discontinuous. The gas-phase volume fraction
is piecewise constant where αg = 1 if x < 0.5 and 0.6 otherwise. The one-dimensional nozzle equations are invalid if
the nozzle shape has a step change since the pdA/dx term is non-differentiable and a perfect and piecewise constant
solution is not expected for this test. Yet, this test is important to determine if gas-phase pressure and velocity
overshoots near a discontinuous interface grow with grid refinement. This calculation was advanced to steady state
using the same procedure that was used to simulate the sinusoidal nozzle.
The results of this calculation, summarized in Fig. 9, show that the computed solution is, for the most part,
piecewise constant. There are, however, small oscillations near the discontinuity in volume fraction. These form even
if an exact solution is given as the initial condition. The origin of these oscillations can be understood by noting that
a computed discontinuity cannot be resolved over a single grid point, while, at the same time, the stationary granular
interface is artificially forced to lie within a single grid point. Such oscillations do not grow with grid refinement and
would have little effect on full-scale simulations where intense drag in dense granular regions, numerical dissipation,
and particle motion would smear the granular interface and significantly reduce the strength and time of the oscillations
(see Sec. 6.5.) Developing methods for eliminating such unphysical oscillations from an unphysical test problem is
beyond the scope of this paper.
6.3. Two-Phase Granular Riemann Problem
There are not any exact solutions that can be used to verify multiphase shock-tube problems using dust-gas or
kinetic theory-based granular models, even though the physics is well known for dilute particle suspensions [28, 84].
Instead, calculations can be compared to the previous results [28, 29], which used the following initial conditions
pLg = 10 atm, p
R
g = 1 atm,
T L = 270 K, TR = 270 K,
YLg,air = 1, Y
R
g,air = 1,
αLs = 0, α
R
s = 5.172×10−4,
ΘLs = 0, Θ
R
s = 0.
(138)
The density, diameter, and specific heat of the particles are ρs = 2500 kg/m3, ds = 10 µm, and CV,s = 718 J/kg K,
respectively. The domain is 0.257798 m in length and the diaphragm is placed at 0.129 m. The solution at 184 µs
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Figure 8: Computed ratio of static to inlet stagnation pressure (pstag,0) in a one-dimensional, transonic, granular
“nozzle”. Note that the computed and exact solutions lie on top of each other.
Figure 9: Computed solution of a one-dimensional granular nozzle with a step change in volume fraction.
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(a) (b)
Figure 10: Computed (a) gas-phase pressure and (b) bulk densities of the gas and granular phases for the two-phase
granular Riemann problem at 184 µs. The densities were scaled by the initial gas-phase density to the right of the
interface and the length was scaled so that the domain ranges from 0 to 10 to match output used by Fedorov et al.
[29].
after the calculation is initiated is shown in Fig. 10 for two grid spacings. The computed solutions compare well with
those of Saito et al. [28] and Fedorov et al. [29], and the discontinuities converge with increasing refinement.
6.4. Multicomponent Granular Riemann Problem
In this problem we solve the He-N2 Riemann shown in Fig. 2, but add particles to the right side of the domain
similar to the previous problem. The initial states for this test case are
pLg = 10 atm, p
R
g = 1 atm,
T L = 300 K, TR = 300 K,
YLg,He = 1, Y
R
g,He = 0,
YLg,N2 = 0, Y
R
g,N2 = 1,
αLs = 0, α
R
s = 4.555×10−4,
ΘLs = 0, Θ
R
s = 0.
(139)
The density, specific heat, and restitution coefficient of the particles are 2500 kg/m3, 745 J/kg K, and 0.999,
respectively. The domain is 1 m in length and the diaphragm is placed at 0.5 m. The volume fraction of the right state
was chosen so that the bulk densities of the gas and granular phases were the same. Calculations were done for two
different particle diameters, 10 µm and 25 µm. The equations were integrated to 400 µs of physical time and 400 grid
points were used in each calculation.
The multiphase shock tube results shown in Figs. 10 and 11 indicate that the post-shock gas-phase pressure in
multiphase shock tubes is actually higher if particles are present. This is due to drag reducing the gas velocity and
converting some of the gas-phase momentum into static pressure. This raises the pressure of the post-shock gas where
particles are present, which, in turn, generates compression waves that propagate towards the rarefaction. These
compression waves are responsible for the dips in pressure located on the tail of the rarefaction. The peak of solid
bulk density and velocity at ∼0.65 m is caused by a sharp change in the drag coefficient at the He-N2 contact surface
as a result of the large change in ρg. This causes a pileup of particles on the nitrogen side of the gas-phase contact
surface where the drag force is higher. The solids pressure is very small and has a negligible influence for the low
volume fractions in this problem.
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(a) Pressure (b) Velocity
(c) Temperature (d) Bulk Density
Figure 11: Computed (a) gas and solids pressure, (b) velocity, (c) temperature, and (d) bulk density for multiphase
shock tube problem with a He-N2 interface at 400 µs. The solid temperature and velocity are not shown if the particle
volume fraction lies below 10−8.
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6.5. Dense Granular Shock-Tube Problem
This problem tests the capabilities of the method to compute high-pressure gases interacting with dense granular
regions that approach the packing limit. The initial states for this problem are
pLg = 100 atm, p
R
g = 1 atm,
T L = 300 K, TR = 300 K,
YLg,Air = 1, Y
R
g,Air = 1,
αLs = 0, α
R
s = 0.4,
ΘLs = 0, Θ
R
s = 0.
(140)
The domain measures 0.06 m in length and the diaphragm was placed at 0.03 m. The solution was advanced to 100
µs on a grid with 1200 computational cells. The particle diameter, density, and specific heat were 5 µm, 1470 kg/m3,
and 987 J/kg K, respectively. The solution is shown in Fig. 12 with the hyperbolic dissipation parameter D set to 1
[see Eqns. (60), (61), and (64)] and a coefficient of restitution (e) of 0.999.
The structure of the granular shock as a function of D and e are shown in Figs. 13 and 14. Particle-particle
interactions are dominant, unlike previous problems. A strong granular shock is transmitted into the granular phase
due to the combination of buoyancy forces (αs∇pg) and particle drag from the high pressure gas flowing into the dense
layer of particles. The computed granular shock has a relaxation structure similar to those reported by Kamenetsky
et al. [35]. Sources of granular energy, Es, decrease rapidly away from the granular shock. Without these sources,
granular dissipation, γ˙, decreases Θs and ps. Nevertheless, mechanical equilibrium needs to be maintained and the
solid volume fraction rises to compensate for the reduction in Θs by increasing the friction pressure. Eventually the
granular temperature decreases to zero, and the total intergranular stress, ps,tot, is solely from friction pressure, as
shown in Fig. 14. The granular temperature decreases much faster when the coefficient of restitution is lowered to
e = 0.9, and then the granular shock structure is almost entirely due to friction pressure.
Transmission of the granular shock also compresses the gas and produces a sharp rise in temperature and pressure.
Small gas-phase temperature oscillations on the order of 0.5 K are present near the granular shock. These do not cause
any numerical instabilities and quickly damp from heat transfer between the gas and granular phases. The bump in
gas-phase velocity near the solid contact in Fig. 12 is caused from a reduction in flow area when the gas flows into
the particle bed. Oscillations of pressure, velocity, and temperature near the granular interface are not present, as they
were in the granular nozzle with a step change in flow area shown in Fig. 9.
The effectiveness of increasingD to control oscillations of intergranular stress in dense granular regions is shown
in Fig. 14. Severe oscillations of friction pressure are produced whenD is zero, but increasingD to 1 or 10 effectively
removes the oscillations at the cost of some smearing of the granular interface.
6.6. High-Pressure Outgassing
Shock waves and expansion waves come and go throughout the course of a calculation, depending on the problem
being solved. Consider a high-pressure gas that is injected into a granular layer as a shock passes by. This gas
can subsequently be ejected when an expansion wave reduces pressure at the surface. The outflow induced by the
expansion wave will entrain some of the particles along with it. Whereas the previous problem simulated a high-
pressure gas entering a region of dense particles, this problem simulates a high-pressure gas leaving a region of dense
particles. The same initial conditions as the previous problem were used, with the exception that the particles are now
located in the high-pressure region of the shock tube,
pLg = 100 atm, p
R
g = 1 atm,
T L = 300 K, TR = 300 K,
YLg,Air = 1, Y
R
g,Air = 1,
αLs = 0.4, α
R
s = 0.0,
ΘLs = 0, Θ
R
s = 0.
(141)
The domain is 0.6 m long and the diaphragm was placed at = 0.3 m. The solution at 400 µs, is shown in Fig. 15 for
three grid resolutions.
Drag and buoyancy forces induced by the escaping gas ejects particles from the dense granular region. This
reduces the particle volume fraction in a profile that is similar to the gaseous rarefaction wave propagating into the
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(a) Pressure (b) Velocity
(c) Temperature (d) Bulk density
Figure 12: Computed (a) pressure, (b) velocity, (c) temperature, and (b) bulk density for the dense granular shock tube
problem at 100 µs with e = 0.999 andD = 1.
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(a) e=0.999 (b) e=0.9
Figure 13: EffectD and e on calculated profiles of αs and Θs near a granular shock.
(a) e=0.999 (b) e=0.9
Figure 14: EffectD and e on calculated profiles of pressure and pfric/ps,tot near a granular shock.
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particle bed. This reduction in particle volume fraction is not a granular expansion wave since the solids pressure is
nearly zero in the entire domain. Intense losses to the gas phase by entraining particles severely weaken the transmitted
gaseous shock. The dips in temperature near the granular interface are physical and result from particles heating the
gas as the rarefaction wave propagates through the particle bed and a slight gap between the gas and granular contact
surfaces. Heat transfer increases the gas-phase temperature of gas flowing through the granular contact surface relative
to gas that is behind the gas-phase contact but has not pass through the particle bed. In addition ug is slightly higher
than us at the granular contact surface and, as a result, the gas-phase and granular contacts remain separated by a short
distance as the calculation progresses. The effects of particle heat transfer and the small distance between the gas and
granular contacts produce the sharp spike of gas-phase temperature in Fig. 15(c).
The solution converges with sufficient refinement. Slight differences between the grids are introduced by sharpen-
ing the initial granular contact surface. This has a small effect on the gas-phase post-shock state. The small oscillations
near the granular contact surface are reduced with increasing grid refinement, unlike the results, shown in Fig. 9.
7. Two-Dimensional Test Problems
Multidimensional tests employ block-structured adaptive mesh refinement with the Paramesh library [85]. Refine-
ment is based on smoothness of the mixture density ρm = αgρg + αsρg. Details of how Paramesh was used for this
work can be found in [54]. The time-step size is based on the maximum wave speed over the x- and y-directions with
a CFL number of 0.5.
The initial conditions for all of the multidimensional test problems consist of a shock wave interacting with a layer
of dust. A schematic diagram of the geometrical setup and initial and boundary conditions is shown in Fig. 16. Most
of the calculations presented are inviscid, and the bottom boundary is a symmetry plane. No-slip adiabatic conditions
were used for viscous calculations for both gas and solid phases. Application of kinetic theory-based partial-slip
boundary conditions for the granular phase [7] could be used for more realistic problems, but is beyond the scope of
this work.
7.1. Interaction of a Shock Wave and a Low-Volume-Fraction Dust Pile
This problem models the interaction of an inviscid shock wave with a loose dust layer, similar to that presented by
Fedorov et al. [86]. The heights of the channel and dust layer are 6 and 2 cm, respectively. The left edge of the dust
pile is placed at 2 cm, and the shock is initially located at 1 cm. A shock of Mach number 1.6 propagates into air at
1 atm and 288 K. The initial volume fraction of the dust layer is 0.04%. The particle diameter, density, and specific
heat are ds = 5 µm, ρs = 1470 kg/m3, and CV,s = 987 J/kg K, respectively. Figure 17 shows the computed mixture
density at 900 µs for grid spacings of 1.67, 0.83, and 0.42 mm at the finest refinement level. The computed solutions,
including the particle and gas-phase vortices converge with increasing grid resolution.
The solution shown in Fig. 17 agrees qualitatively well with [86] despite the use of different drag and heat transfer
models. A vortex is introduced in the gas-phase from a shear layer produced as particle drag locally decreases the
fluid velocity in the granular layer. The gas-phase vortex rolls up some of the particles along with it. The particle
vortex does not exactly coincide with the gas-phase vortex due to particle inertia. Mechanical and thermal losses from
entraining particles cause the shock near the top of the layer to curve and weaken with time. Drag from high-pressure
gas entering the layer from the y-direction compresses the dust layer while the front of the pile is rolling up.
7.2. Compaction-Wave Angles
There are not many tests that can be done for verification or validation of dense granular multiphase-flow simu-
lations. One experiment that can be compared to directly are the interactions of shock waves and dense dust layers
described by Fan et al. [24]. These shock tube experiments measured the angle that a transmitted compaction wave
and granular contact surface make with the horizontal when a shock wave passes over the dust layer, as shown in
Fig 18(a). For this test, the layer and domain heights are 2 and 10 cm, respectively. The initial position of the shock is
at 1 cm, and the left edge of the dust layer is at 0 m. The initial volume fraction was 47%, and the density, diameter,
coefficient of restitution, and specific heat of the particles was ρs = 1100 kg/m3, ds = 15 µm, e = 0.9, and CV,s = 987
J/kg K, respectively. The velocity of the shock wave, which propagates into 1 atm and 300 K air, is 990 m/s. The
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(a) Pressure (b) Velocity
(c) Temperature (d) BulkDensity
Figure 15: Computed (a) gas-phase pressure, (b) velocity, (c) gas-phase temperature, and (d) bulk density for high-
pressure gaseous ejection from a dense layer of particles at a time of 400 µs. The solid velocity is not shown if the
particle volume fraction lies below 10−8.
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Figure 16: Schematic diagram of the initial conditions used for multi-dimensional test problems.
Figure 17: Computed mixture density (in units of kg/m3) for the low-volume fraction shock wave and dust layer
interaction problem at 900 µs for three different grids.
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(a) (b)
Figure 18: Angles of the transmitted compaction wave and granular contact from a shock wave propagating across the
dust layer (a) definition of the angles and (b) computed solution at 100 µs and a grid spacing of 347 µm at the finest
level of refinement.
bottom boundary was changed to a non-reflecting condition to avoid reflections and increase the measurement dis-
tance for the transmitted compaction wave and granular contact angles. The equations were integrated for 100 µs with
∆x = 347 µm at the finest level of refinement.
The computed solid-volume fraction at 100 µs is shown in Fig. 18(b). The computed transmission angles of the
compaction wave and granular contact are 1.18◦ and 4.78◦, respectively, which are close to the measured values [24]
of 1 − 2◦ for the contact and 4◦ for the compaction wave.
7.3. Interaction of a Shock Wave and a Dense Dust Pile
In this problem the interaction between a strong Mach 3 shock and a dense layer of dust is examined. The height
of the domain is 10 cm and the height of the dust layer is 6.67 mm. The left edge of the dust pile is at 20 cm, the
shock is initially placed at 19 cm, and the overall domain length is 50 cm. The Mach 3 shock propagates into air at
1 atm and 300 K. The initial volume fraction of the pile is 47%, which corresponds to typical volume fractions of
settled layers of dust [24, 31]. Other parameters are identical to that of the low-volume-fraction shock and dust layer
interaction problem discussed above. The lift coefficient, Cl, was set to a value of 0.5. The grid spacing at the finest
level of refinement was ∆x = 173 µm.
A sequence showing the solid-volume fraction and the numerical gas-phase Schlieren (|∇ρg|) is shown in Fig. 19
for D = 1 and e = 0.9. The entire domain is shown in each image. Initially, when the shock interacts with the
dust layer, intense drag and buoyancy forces act on the particles. This rapidly slows the gas and produces a strong
reflection that resembles the interaction between a shock and a forward facing step. The post-shock gases flowing up
and around the front edge of the dust pile entrain some of the dust by drag and cause it to roll up. The combination of
lift forces and particle-particle interactions strip some of the particle from the surface of the rolled-up layer, producing
a cloud with a volume fraction around 0.05%. Intense shear at the top of the layer and various shock reflections into
the dust layer eventually destabilize the boundary layer as the shock moves downstream. This perturbs the top of the
dust pile and produces the Mach lines shown in the numerical Schlieren at 0.49 ms. Perturbing the surface of the layer
intensifies turbulence and, as a result, throws more particles up into the post-shock gas. By the end of the calculation,
the layer of dust is highly distorted as a result of the turbulence.
Starting at ∼ 0.49 ms, lines of locally higher particle volume fraction start to form, which are sometimes called
particle streamers. At 2 ms, the volume fraction in these structures range from 0.5% − 20%. Such structures have
been observed in incompressible simulations of kinetic theory-based granular flow [58, 59], computed using Eulerian-
Lagrangian multiphase models that explicitly account for particle collisions [37], and have been experimentally ob-
served in riser experiments [87]. These structures result from two effects, the strong nonlinearity in the drag force as a
function of volume fraction and inelastic collisions locally reducing the solids pressure. Both of these effects produce
dense clumps of particles that tend to move as a group and can be on the order 10 particle diameters across [58].
The effect of the dissipation parameter, D, the coefficient of restitution, e, and viscosity are shown in Fig. 20
at 2 ms. The computed structures are qualitatively similar for all inviscid cases. Differences are in the fine details.
High values ofD and e seem suppress surface instabilities in comparison to lower values and produce less turbulence.
Turbulence in the viscous case is actually higher due to upstream turbulence being produced from the initial reflected
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Figure 19: Computed time sequence of (a) solid-volume fraction and (b) numerical Schlieren fields for a Mach 3
shock interacting with a dense layer of dust.
shock interacting with the boundary layer in front of the dust layer. The upstream turbulence and the boundary layer
change how the front of the dust pile becomes entrained. The granular structures away from the edge of the dust pile
are similar for inviscid and the viscous cases.
8. Conclusions
A numerical method was developed for solving kinetic theory-based granular multiphase models with volume
fractions ranging from very dilute to very dense in highly compressible flows containing shock waves. The numerical
method assumes particle incompressibility, so that the particles can be thought of as blocking area in which gas flows.
The algorithm separates edges of a computational cell into gas and solid sections where gas and granular Riemann
problems are solved independently. Solutions from these individual flow problems are combined to assemble the fully
coupled convective fluxes and nonconservative terms for both phases. A modified AUSM+-up is used to compute
the granular-phase fluxes with an additional tunable parameter to increase dissipation in dense granular regions. This
dissipation parameter works well in suppressing numerical oscillations when the packing limit is approached. The
technique converges as the grid is refined, even with very high density granular interfaces using low-dissipation nu-
merical algorithms. The method described advects dense granular material interfaces that coincide with multispecies
gaseous contact surfaces without producing sharp spikes in pressure or temperature. It also reproduces features from
multiphase shock tube problems, granular shocks, transmission angles of compaction waves, and shock-wave inter-
actions with dust layers. This approach is relatively simple to implement into an existing code based on Godunov’s
approach and can be constructed from standard Riemann solvers for the gas-phase, a modified AUSM+-up for the
particle phase, and standard edge interpolation schemes.
Acknowledgements
This work was supported by the National Research Council Postdoctoral Research Associateship Program and the
University of Maryland through Minta Martin Endowment Funds in the Department of Aerospace Engineering, and
34
(a) log10(αs) (b) |∇ρg |
Figure 20: Calculations showing the effect of D, e, and viscosity for a Mach 3 shock interacting with a dense layer
of dust at 2 ms on the computed (a) solid volume fraction and (b) numerical Schlieren fields for a Mach 3 shock
interacting with a dense layer of dust.
through the Glenn L. Martin Institute Chaired Professorship at the A. James Clark School of Engineering. Computa-
tional facilities were provided by the Laboratories for Computational Physics and Fluid Dynamics at the U.S. Naval
Research Laboratory and the DoD High Performance Computing Modernization Program.
References
[1] W. Zhou, C. Zhao, L. Duan, C. Qu, X. Chen, Two-dimensional computational fluid dynamics simulation of coal combustion in a circulating
fluidized bed combustor, Chemical Engineering Journal 166 (1) (2011) 306–314.
[2] S. Zimmermann, F. Taghipour, Cfd modeling of the hydrodynamics and reaction kinetics of fcc fluidized-bed reactors, Industrial & engineer-
ing chemistry research 44 (26) (2005) 9818–9827.
[3] S. Gerber, F. Behrendt, M. Oevermann, An eulerian modeling approach of wood gasification in a bubbling fluidized bed reactor using char as
bed material, Fuel 89 (10) (2010) 2903–2917.
[4] A. Srivastava, S. Sundaresan, Analysis of a frictional–kinetic model for gas–particle flow, Powder technology 129 (1) (2003) 72–85.
[5] Z. Zhao, H. Fernando, Numerical simulation of scour around pipelines using an euler–euler coupled two-phase model, Environmental Fluid
Mechanics 7 (2) (2007) 121–142.
[6] A. Neri, T. E. Ongaro, G. Macedonio, D. Gidaspow, Multiparticle simulation of collapsing volcanic columns and pyroclastic flow, Journal of
geophysical research 108 (B4) (2003).
[7] D. Gidsapow, Multiphase Flow and Fluidization, Academic Press, 1994.
[8] C. Lun, S. Savage, D. Jeffrey, N. Chepurniy, Kinetic theories for granular flow: inelastic particles in couette flow and slightly inelastic particles
in a general flowfield, Journal of Fluid Mechanics 140 (1984) 223–256.
[9] N. V. Brilliantov, T. Po¨schel, Kinetic Theory of Granular Gases, Oxford University Press, 2004.
[10] M. Ishii, T. Hibiki, Thermo-Fluid Dynamics of Two-Phase Flow, Springer, New York, 2006.
[11] M. Syamlal, W. Rogers, T. J. O’Brien, MFIX documentation: Volume 1, theory guide, Tech. Rep. DOE/METC-9411004, NTIS/DE9400087,
National Technical Information Service (1993).
[12] P. Johnson, R. Jackson, Frictional-collisional constitutive relations for granular materials, with application to plane shearing, J. Fluid Mech
176 (1987) 67–93.
[13] M. Sichel, C. W. Kauffman, Y. C. Li, Transition from deflagration to detonation in layered dust explosions, Process Safety Progress 14 (1995)
257–265.
[14] L. Wilson, Relationships between pressure, volatile content and ejecta velocity in three types of volcanic explosion, Journal of Volcanology
and Geothermal Research 8 (2) (1980) 297–313.
35
[15] Z. Chuanjie, L. Baiquan, J. Bingyou, L. Qian, H. Yidu, Simulation of dust lifting process induced by gas explosion disaster in underground
coal mine, Disaster advances 5 (4) (2012) 1407–1413.
[16] P. Zydak, R. Klemens, Modelling of dust lifting process behind propagating shock wave, Journal of Loss Prevention in the Process Industries
20 (4) (2007) 417–426.
[17] P. J. Wayne, P. Vorobieff, H. Smyth, T. Bernard, C. Corbin, A. Maloney, J. Conroy, R. White, M. Anderson, S. Kumar, R. C. Truman,
D. Srivastava, Shock-driven particle transport off smooth and rough surfaces, Journal of fluids engineering 135 (6) (2013) 061302.
[18] Q. Liu, Y. Hu, C. Bai, M. Chen, Methane/coal dust/air explosions and their suppression by solid particle suppressing agents in a large-scale
experimental tube, Journal of Loss Prevention in the Process Industries 26 (2) (2013) 310–316.
[19] J. H. Koo, K. K. Kuo, Transient combustion in granular propellant beds. part i. theoretical modeling and numerical solution of transient
combustion processes in mobile granular propellant beds, Tech. Rep. DAAG 29-74-G-0116, U.S. Army Research Office (1977).
[20] B. Porterie, J. Loraud, An investigation of interior ballistics ignition phase, Shock Waves 4 (1994) 81–93.
[21] J. Nussbaum, P. Helluy, J.-M. He´rard, A. Carrie´re, Numerical simulations of gas-particle flows with combustion, Flow Turbulence and
Combustion 76 (2006) 403–417.
[22] N. C. Markatos, D. Kirkcaldy, Analysis and computation of three-dimensional, transient flow and combustion through granulated propellants,
International Journal of Heat and Mass Transfer 26 (7) (1983) 1037–1053.
[23] N. C. Markatos, Modelling of two-phase transient flow and combustion of granular propellants, International journal of multiphase flow 12 (6)
(1986) 913–933.
[24] B. Fan, Z. Chen, X. Jiang, H. Li, Interaction of a shock wave with a loose dusty bulk layer, Shock Waves 16 (3) (2007) 179–187.
[25] B. G. M. van Wachem, J. C. Schouten, C. M. van den Bleek, R. Krishna, J. L. Sinclair, Comparative analysis of cfd models of dense gas–solid
systems, AIChE Journal 47 (5) (2001) 1035–1051.
[26] J. Collins, R. Ferguson, K. Chien, A. Kuhl, J. Krispin, H. Glaz, Simulation of shock-induced dusty gas flows using various models, in: AIAA,
Fluid Dynamics Conference, 25 th, Colorado Springs, CO, 1994.
[27] K. Benkiewicz, A. Hayashi, Aluminum dust ignition behind reflected shock wave: two-dimensional simulations, Fluid Dynamics Research
30 (5) (2002) 269–292.
[28] T. Saito, M. Marumoto, K. Takayama, Numerical investigations of shock waves in gas-particle mixtures, Shock Waves 13 (4) (2003) 299–322.
[29] A. Fedorov, Y. V. Kharlamova, et al., Reflection of a shock wave in a dusty cloud, Combustion, Explosion, and Shock Waves 43 (1) (2007)
104–113.
[30] M. Pelanti, R. J. Leveque, High-resolution finite volume methods for dusty gas jets and plumes, SIAM Journal of Scientific Computing 24
(2006) 1335–1360.
[31] J. C. Edwards, K. M. Ford, Model of coal dust explosion suppression by rock dust entrainment, Tech. Rep. RI 9206, US Department of the
Interior, Bureau of Mines (1988).
[32] M. R. Baer, J. W. Nunziato, A two-phase mixture theory for the deflagration-to-detonation transition (ddt) in reactive granular materials,
International journal of multiphase flow 12 (6) (1986) 861–889.
[33] R. I. Nigmatulin, Dynamics of Multiphase Media, Vol. 1, Taylor & Francis, 1990.
[34] R. Saurel, R. Abgrall, A multiphase godunov method for compressible multifluid and multiphase flows, Journal of Computational Physics
150 (2) (1999) 425–467.
[35] V. Kamenetsky, A. Goldshtein, M. Shapiro, D. Degani, Evolution of a shock wave in a granular gas, Physics of Fluids 12 (2000) 3036.
[36] X. Rogue, G. Rodriguez, J. Haas, R. Saurel, Experimental and numerical investigation of the shock-induced fluidization of a particles bed,
Shock Waves 8 (1) (1998) 29–45.
[37] E. Helland, R. Occelli, L. Tadrist, Numerical study of cluster formation in a gas-particle circulating fluidized bed, Powder Technology 110 (3)
(2000) 210–221.
[38] Y. Ling, J. L. Wagner, S. J. Beresh, S. P. Kearney, S. Balachandar, Interaction of a planar shock wave with a dense particle curtain: Modeling
and experiments, Physics of Fluids 24 (11) (2012) 113301.
[39] M. J. Nusca, A. W. Horst, J. F. Newill, Multidimensional, two-phase simulations of notional telescoped ammunition propelling charge, Tech.
Rep. ARL-TR-3306, U.S. Army Research Laboratory (2004).
[40] D. W. Schwendeman, C. W. Wahle, A. K. Kapila, The riemann problem and a high-resolution godunov method for a model of compressible
two-phase flow, Journal of Computational Physics 212 (2) (2006) 490–526.
[41] S. Karni, G. Herna´ndez-Duen˜as, A hybrid algorithm for the Baer-Nunziato model using the Riemann invariants, Journal of Scientific Com-
puting 45 (1-3) (2010) 382–403.
[42] M. W. Crochet, K. A. Gonthier, Numerical investigation of a modified family of centered schemes applied to multiphase equations with
nonconservative sources, Journal of Computational Physics 255 (2013) 266–292.
[43] R. Abgrall, S. Karni, A comment on the computation of non-conservative products, Journal of Computational Physics 229 (8) (2010) 2759–
2763.
[44] E. Toro, Riemann-problem-based techniques for computing reactive two-phased flows, in: A. Dervieux, B. Larrouturou (Eds.), Numerical
Combustion, Vol. 351 of Lecture Notes in Physics, Springer Berlin Heidelberg, 1989, pp. 472–481.
[45] M. Liou, C. Chang, L. Nguyen, T. Theofanous, How to Solve Compressible Multifluid Equations: A Simple, Robust, and Accurate Method,
AIAA Journal 46 (9) (2008) 2345–2356.
[46] D. S. Balsara, C.-W. Shu, Monotonicity preserving weighted essentially non-oscillatory schemes with increasingly high order of accuracy,
Journal of Computational Physics 160 (2) (2000) 405–452.
[47] P. Colella, P. R. Woodward, The piecewise parabolic method (ppm) for gas-dynamical simulations, Journal of computational physics 54 (1)
(1984) 174–201.
[48] B. Thornber, A. Mosedale, D. Drikakis, D. Youngs, R. Williams, An improved reconstruction method for compressible flows with low Mach
number features, Journal of Computational Physics 227 (10) (2008) 4873–4894.
[49] F. F. Grinstein, L. G. Margolin, W. J. Rider, Implicit large eddy simulation: computing turbulent fluid dynamics, Cambridge university press,
2007.
36
[50] A. Y. Poludnenko, E. S. Oran, The interaction of high-speed turbulence with flames: global properties and internal flame structure, Combus-
tion and Flame 157 (5) (2010) 995–1011.
[51] A. Y. Poludnenko, E. S. Oran, The interaction of high-speed turbulence with flames: Turbulent flame speed, Combustion and Flame 158 (2)
(2011) 301–326.
[52] M. S. Liou, A sequel to ausm: AUSM+, Journal of Computational Physics 129 (2) (1996) 364–382.
[53] M. S. Liou, A sequel to AUSM, Part II: AUSM+-up for all speeds, Journal of Computational Physics 214 (1) (2006) 137–170.
[54] R. W. Houim, K. K. Kuo, A low-dissipation and time-accurate method for compressible multi-component flow with variable specific heat
ratios, Journal of Computational Physics 230 (23) (2011) 8527–8553.
[55] G. Billet, R. Abgrall, An adaptive shock-capturing algorithm for solving unsteady reactive flows, Computers and Fluids 32 (10) (2003)
1473–1495.
[56] E. Goos, A. Burcat, B. Rusnic, Ideal gas thermochemical database with updates from active thermochemical tables (November 2010).
URL <http://garfield.chem.elte.hu/Burcat/burcat.html>
[57] Flash User’s Guide, University of Chicago, 2012.
URL <http://flash.uchicago.edu/site/flashcode/user support/flash4 ug.pdf>
[58] K. Agrawal, P. N. Loezos, M. Syamlal, S. Sundaresan, The role of meso-scale structures in rapid gas-solid flows, Journal of Fluid Mechanics
445 (1) (2001) 151–185.
[59] Y. Igci, A. T. Andrews, S. Sundaresan, S. Pannala, T. O’Brien, Filtered two-fluid models for fluidized gas-particle suspensions, AIChE Journal
54 (6) (2008) 1431–1448.
[60] A. Jenike, A theory of flow of particulate solids in converging and diverging channels based on a conical yield function, Powder technology
50 (3) (1987) 229–236.
[61] S. Serna, A. Marquina, Capturing shock waves in inelastic granular gases, Journal of Computational Physics 209 (2) (2005) 787–795.
[62] D. Drew, R. Lahey Jr., The virtual mass and lift force on a sphere in rotating and straining inviscid flow, International Journal of Multiphase
Flow 13 (1) (1987) 113–121.
[63] C.-H. Chang, M.-S. Liou, A robust and accurate approach to computing compressible multiphase flow: Stratified flow model and ausm+-up
scheme, Journal of Computational Physics 225 (1) (2007) 840–873.
[64] A. Harten, P. D. Lax, B. v. Leer, On upstream differencing and godunov-type schemes for hyperbolic conservation laws, SIAM review 25 (1)
(1983) 35–61.
[65] E. F. Toro, M. Spruce, W. Speares, Restoration of the contact surface in the hll-riemann solver, Shock Waves 4 (1) (1994) 25–34.
[66] P. L. Roe, Approximate riemann solvers, parameter vectors, and difference schemes, Journal of Computational Physics 43 (2) (1981) 357–372.
[67] E. F. Toro, Riemann Solvers and Numerical Methods for Fluid Dynamics, 2nd Edition, Springer, New York, NY, 1999.
[68] E. Johnsen, F. Ham, Preventing numerical errors generated by interface-capturing schemes in compressible multi-material flows, Journal of
Computational Physics 231 (17) (2012) 5705–5717.
[69] M. P. Martı´n, E. M. Taylor, M. Wu, V. G. Weirs, A bandwidth-optimized WENO scheme for the effective direct numerical simulation of
compressible turbulence, Journal of Computational Physics 220 (1) (2006) 270–289.
[70] E. M. Taylor, M. Wu, M. P. Martı´n, Optimization of nonlinear error for weighted essentially non-oscillatory methods in direct numerical
simulations of compressible turbulence, Journal of Computational Physics 223 (1) (2007) 384–397.
[71] B. Thornber, A. Mosedale, D. Drikakis, On the implicit large eddy simulations of homogeneous decaying turbulence, Journal of Computa-
tional Physics 226 (2) (2007) 1202–1929.
[72] M. Pandolfi, D. D’Ambrosio, Numerical instabilities in upwind methods: analysis and cures for the “Carbuncle” phenomenon, Journal of
Computational Physics 166 (2) (2001) 271–301.
[73] K. Huang, H. Wu, H. Yu, D. Yan, Cures for numerical shock instability in HLLC solver, International Journal for Numerical Methods in
Fluids 65 (2011) 1026–1038.
[74] B. Einfeldt, C. Munz, P. Roe, B. Sjo¨green, On godunov-type methods near low densities, Journal of Computational Physics 92 (2) (1991)
273–295.
[75] K. H. Kim, C. Kim, Accurate, efficient and monotonic numerical methods for multi-dimensional compressible flows part II: multi-dimensional
limiting process, Journal of Computational Physics 208 (2) (2005) 570–615.
[76] R. J. Spiteri, S. J. Ruuth, A new class of optimal high-order strong-stability-preserving time discretization methods, SIAM Journal on
Numerical Analysis 40 (2) (2003) 469–491.
[77] S. Schneiderbauer, A. Aigner, S. Pirker, A comprehensive frictional-kinetic model for gas-particle flows: analysis of fluidized and moving
bed regimes, Chemical Engineering Science 80 (1) (2012) 279–292.
[78] J. G. Verwer, B. P. Sommeijer, W. Hundsdorfer, RKC time-stepping for advection–diffusion–reaction problems, Journal of Computational
Physics 201 (1) (2004) 61–79.
[79] C. D. Meyer, D. S. Balsara, T. D. Aslam, A second-order accurate super timestepping formulation for anisotropic thermal conduction, Monthly
Notices of the Royal Astronomical Society 422 (3) (2012) 2102–2115.
[80] C. D. Meyer, D. S. Balsara, T. D. Aslam, A stabilized runge–kutta–legendre method for explicit super-time-stepping of parabolic and mixed
equations, Journal of Computational Physics 257 (2014) 594–626.
[81] D. J. Gunn, Transfer of heat of mass to particles in fixed and fluidized beds, Internatioal Journal of Heat and Mass Transfer 21 (1978) 467–476.
[82] D. Koch, A. Sangani, Particle pressure and marginal stability limits for a homogenous monodisperse gas fluidized bed: kinetic theory and
numerical simulations, Journal of Fluid Mechanics 400 (1999) 229–263.
[83] P. Haff, Grain flow as a fluid-mechanical phenomena, Journal of Fluid Mechanics 134 (1983) 401–430.
[84] H. Miura, I. Glass, On a dusty-gas shock tube, Proceedings of the Royal Society of London. A. Mathematical and Physical Sciences
382 (1783) (1982) 373.
[85] P. MacNeice, K. Olson, C. Mobarry, R. de Fainchtein, C. Packer, PARAMESH: A parallel adaptive mesh refinement community toolkit,
Computer physics communications 126 (3) (2000) 330–354.
[86] A. V. Fedorov, I. A. Fedorchenko, Numerical simulation of shock wave propagation in a mixture of a gas and solid particles, Combustion,
37
Explosion, and Shock Waves 46 (5) (2010) 578–588.
[87] M. Horio, H. Kuroki, Three-dimensional flow visualization of dilutely dispersed solids in bubbling and circulating fluidized beds, Chemical
Engineering Science 49 (15) 2413 – 2421.
38
