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A classical model for derived critical loci
Dominic Joyce
Abstract
Let f : U → A1 be a regular function on a smooth scheme U over a field
K. Pantev, Toe¨n, Vaquie´ and Vezzosi [30, 37] define the ‘derived critical
locus’ Crit(f), an example of a new class of spaces in derived algebraic
geometry, which they call ‘−1-shifted symplectic derived schemes’.
They show that intersections of algebraic Lagrangians in a smooth
symplectic K-scheme, and stable moduli schemes of coherent sheaves on a
Calabi–Yau 3-fold over K, are also −1-shifted symplectic derived schemes.
Thus, their theory may have applications in algebraic symplectic geome-
try, and in Donaldson–Thomas theory of Calabi–Yau 3-folds.
This paper defines and studies a new class of spaces we call ‘algebraic
d-critical loci’, which should be regarded as classical truncations of the
−1-shifted symplectic derived schemes of [30]. They are simpler than their
derived analogues. We also give a complex analytic version of the theory,
and an extension to Artin stacks.
In the sequels [4–8] we will apply d-critical loci to motivic and cate-
gorified Donaldson–Thomas theory, and to intersections of complex La-
grangians in complex symplectic manifolds. We will show that the im-
portant structures one wants to associate to a derived critical locus —
virtual cycles, perverse sheaves, D-modules, and mixed Hodge modules of
vanishing cycles, and motivic Milnor fibres — can be defined for oriented
d-critical loci.
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1 Introduction
Pantev, Toe¨n, Vaquie´ and Vezzosi [30,37] defined a new notion of derived critical
locus. It is set in the context of Toe¨n and Vezzosi’s theory of derived algebraic
geometry [34–36], and consists of a quasi-smooth derived scheme X equipped
with a −1-shifted symplectic structure ω. In fact Pantev et al. [30] define k-
shifted symplectic structures on derived stacks for k ∈ Z, but the case relevant
to this paper is k = −1, and derived schemes rather than derived stacks.
The following are examples of −1-shifted symplectic derived schemes:
(a) The critical locus Crit(f) of a regular function f : U → A1 on a smooth
K-scheme U .
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(b) The intersection L∩M of smooth Lagrangians L,M in an algebraic sym-
plectic manifold (S, ω).
(c) A moduli scheme M of stable coherent sheaves on a Calabi–Yau 3-fold.
Parts (b),(c) are the beginning of applications of these structures in symplectic
geometry and in Donaldson–Thomas theory of Calabi–Yau 3-folds.
This paper will define and study a new class of geometric objects we call d-
critical loci (X, s). They are much simpler than −1-shifted symplectic derived
schemes, and are entirely ‘classical’, by which we mean they are defined up to
isomorphism in an ordinary category using classical algebraic geometry in the
style of Hartshorne [14], rather than being defined up to equivalence in an ∞-
category using homotopy theory and derived algebraic geometry as in [34–36].
In fact we give two versions of the theory, complex analytic d-critical loci
(X, s) in which X is a complex analytic space, and algebraic d-critical loci (X, s)
in which X is a scheme over a field K. In both cases s ∈ H0(S0X) is a global
section of a certain sheaf S0X on X , satisfying some local conditions. When
we can we give results and/or proofs for both complex analytic and algebraic
versions simultaneously, or just briefly indicate the differences between the two.
In the algebraic case there are several topologies we could work with — the
Zariski topology, the e´tale topology, and for an embedding X →֒ U of a K-
scheme X into a smooth K-scheme U , it may be natural to consider the formal
completion Uˆ of U along X , and work Zariski or e´tale locally on Uˆ . Whenever
we can, we will use the Zariski topology. One reason is that Theorem 1.4 below,
proved in [8], requires the Zariski rather than the e´tale topology, as distinct
motives in MµˆX [L
−1/2] can become equal on an e´tale open cover of X .
To persuade the reader that d-critical loci are a useful idea, we quote four
results from the sequels [4–8] to this paper:
Theorem 1.1 (Bussi, Brav and Joyce [6]). Suppose (X , ω) is a −1-shifted sym-
plectic derived scheme in the sense of Pantev et al. [30] over an algebraically
closed field K of characteristic zero, and let X = t0(X) be the associated clas-
sical K-scheme of X. Then X extends naturally to an algebraic d-critical locus
(X, s). The canonical bundle KX,s from §2.4 is naturally isomorphic to the de-
terminant line bundle det(LX)|Xred of the cotangent complex LX of X. Zariski
locally on X one can reconstruct (X , ω) from (X, s) up to equivalence, but this
may not be possible globally.
That is, there is a (non-full) truncation functor from −1-shifted symplectic
derived schemes to algebraic d-critical loci. The theorem implies that examples
(a)–(c) above have the structure of d-critical loci.
Theorem 1.2. (a) (Bussi, Brav and Joyce [6, Cor. 6.8]) Suppose (S, ω) is an al-
gebraic symplectic manifold over K, and L,M are smooth algebraic Lagrangians
in S. Then the intersection X = L ∩M, as a K-subscheme of S, extends nat-
urally to an algebraic d-critical locus (X, s). The canonical bundle KX,s from
§2.4 is isomorphic to KL|Xred ⊗KM |Xred .
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(b) (Bussi [7, §3]) Suppose (S, ω) is a complex symplectic manifold, and L,M
are complex Lagrangian submanifolds in S. Then the intersection X = L ∩M,
as a complex analytic subspace of S, extends naturally to a complex analytic
d-critical locus (X, s), with canonical bundle KX,s ∼= KL|Xred ⊗KM |Xred .
Theorem 1.2(a) is a corollary of Theorem 1.1 and [30, Th. 2.10], but Theorem
1.2(b) is proved directly, without going via derived algebraic geometry.
In §2.4, for a d-critical locus (X, s) we construct a line bundle KX,s on
the reduced complex analytic subspace or subscheme Xred, called the canonical
bundle of (X, s), and in §2.5 we define an orientation on (X, s) to be a choice
of square root K
1/2
X,s of KX,s on X
red. If X = Crit(f) for U a complex manifold
and f : U → C holomorphic then KX,s ∼= K
⊗2
U |Xred , so there is a natural square
root KU |Xred for KX,s. Examples in §2.5 show that orientations need not exist,
or be unique. Here are two results on oriented d-critical loci:
Theorem 1.3 (Bussi, Brav, Dupont, Joyce and Szendro˝i [5]). Let (X, s) be a
complex analytic d-critical locus with orientation K
1/2
X,s. Then we construct a
Z-perverse sheaf P •X,s, a D-module DX,s, and a mixed Hodge module H
•
X,s on
X. If (X, s),K
1/2
X,s are locally modelled on Crit(f),KU |Crit(f)red for U a complex
manifold and f : U → C holomorphic, then P •X,s, DX,s, H
•
X,s are modelled on the
perverse sheaf, D-module and mixed Hodge module of vanishing cycles of U, f .
Analogues hold for oriented algebraic d-critical loci (X, s), yielding an alge-
braic Z-perverse sheaf P •X,s, D-module DX,s, and mixed Hodge module H
•
X,s on
X if X is a C-scheme, and a Zl-perverse sheaf P
•
X,s and a D-module DX,s on
X if X is a K-scheme and l 6= charK a prime.
Theorem 1.4 (Bussi, Joyce and Meinhardt [8]). Let (X, s) be an algebraic
d-critical locus over K with an orientation K
1/2
X,s. Then we construct a motive
MFX,s in a certain ring of motives M
µˆ
X over X. If (X, s),K
1/2
X,s are Zariski
locally modelled on Crit(f),KU |Crit(f)red for U a smooth K-scheme and f : U →
A
1 regular, then MFX,s is locally modelled on L
− dimU/2
(
[X ]−MFmotU,f
)
, where
MFmotU,f is the motivic Milnor fibre of f .
In [4] we will generalize Theorems 1.1, 1.3 and 1.4 from K-schemes to Artin
K-stacks. Theorems 1.3 and 1.4 (and their extension to stacks [4]) also have
applications to extensions of Donaldson–Thomas theory of Calabi–Yau 3-folds,
as in [17–19, 33]. Theorem 1.3 is important for categorification of Donaldson–
Thomas invariants — defining a graded vector space (the hypercohomology
H∗(P •X,s) of the perverse sheaf) whose dimension is the Donaldson–Thomas
invariant, as proposed by Dimca and Szendro˝i [9] — and hence for constructing
cohomological Hall algebras, following Kontsevich and Soibelman [19]. Theorem
1.4 is helpful for defining motivic Donaldson–Thomas invariants, as in [18].
We have explained that d-critical loci are classical truncations of −1-shifted
symplectic derived schemes in [30]. There is another geometric structure which is
a semiclassical truncation of −1-shifted symplectic derived schemes: Behrend’s
schemes with symmetric obstruction theories [2], which we now define.
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Definition 1.5. Let X be a K-scheme. A perfect obstruction theory on X in
the sense of Behrend and Fantechi [3] is a morphism φ : E• → LX in the derived
category D(qcoh(X)), where LX is the cotangent complex of X , satisfying:
(i) E• is quasi-isomorphic locally on X to a complex [F−1 → F0] of vector
bundles in degrees −1, 0;
(ii) h0(φ) : h0(E•)→ h0(LX) is an isomorphism; and
(iii) h−1(φ) : h−1(E•)→ h−1(LX) is surjective.
Following Behrend [2], we call φ : E• → LX a symmetric obstruction theory if
we also are given an isomorphism θ : E• → E•∨[1] with θ∨[1] = θ.
If U is a smooth K-scheme and f : U → A1 a regular function then X =
Crit(f) has a natural symmetric obstruction theory φ : E• → LX with
E• =
[
TU |X
∂2f |X // T ∗U |X
]
. (1.1)
But Pandharipande and Thomas [29] give examples of schemes X with sym-
metric obstruction theories with X not locally isomorphic to a critical locus.
Schemes with symmetric obstruction theories are the basis of Joyce and Song’s
theory of Donaldson–Thomas invariants of Calabi–Yau 3-folds [17]. If (X , ω) is
a−1-shifted symplectic derived scheme in the sense of Pantev et al. [30], then the
classical scheme X = t0(X) has a symmetric obstruction theory φ : E
• → LX
with E• = i∗(LX) and θ = i∗(ω0), where i : X →֒X is the inclusion.
We illustrate the relations between these structures in Figure 1.1. The two
dotted arrows ‘99K’ indicate a construction which works locally, but not globally.
That is, given an algebraic d-critical locus (X, s), then Zariski locally on X
we can construct both a −1-shifted symplectic derived scheme (X, ω), and a
symmetric obstruction theory φ : E• → LX , θ, uniquely up to equivalence, but
we cannot combine these local models to make (X, ω) or E•, φ, θ globally on X
because of difficulties with gluing ‘derived’ objects on open covers.
If X is a proper K-scheme with obstruction theory φ : E• → LX then
Behrend and Fantechi define a virtual cycle [X ]vir in Chow homology A∗(X). If
the obstruction theory is symmetric, and K algebraically closed of characteristic
zero, then Behrend [2] (see also [17, §4]) shows that [X ]vir ∈ A0(X), and∫
[X]vir 1 = χ(X, νX), (1.2)
where νX is a Z-valued constructible function on X called the Behrend function,
which depends only on X as a K-scheme. In particular, [X ]vir is independent
of the choice of symmetric obstruction theory on X .
If (X, s) is a proper algebraic d-critical locus, we define the virtual cycle of
X to be χ(X, νX) ∈ Z, as in (1.2). Although we will not do it in this paper, one
can define a notion of family of d-critical loci over a base Y , and show that the
virtual cycles of a proper family of d-critical loci are locally constant on Y .
Example 2.16 below shows that locally, schemes with symmetric obstruction
theories can contain strictly less information than algebraic d-critical loci. On
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Figure 1.1: Relations between different structures, and applications
the other hand, Example 2.17 shows that schemes with (symmetric) obstruction
theories can contain global, nonlocal information (in the form of a class in
Ext2(T ∗X,T ∗X∨)) which is forgotten by algebraic d-critical loci.
The author and his collaborators tried for some time to construct perverse
sheaves, and motivic Milnor fibres, from a scheme with symmetric obstruction
theory, but failed, and the author now believes this is not possible. So, one
moral of Figure 1.1 is that d-critical loci are more useful than schemes with
symmetric obstruction theories for various applications.
Conventions. ThroughoutK will be an algebraically closed field with charK 6=
2. As in Theorem 1.1, the sequel [6] and those parts of [4, 5, 8] which depend
on [6] also require charK = 0, but this paper does not need charK = 0. All
complex analytic spaces, K-schemes and Artin K-stacks X will be assumed to
be locally of finite type, as this is necessary for the existence of local embeddings
X →֒ U with U a complex manifold or smooth K-scheme.
Acknowledgements. I would like to thank Oren Ben-Bassat, Dennis Borisov,
Chris Brav, Tom Bridgeland, Vittoria Bussi, Stephane Guillermou, Frances Kir-
wan, Davesh Maulik, Sven Meinhardt, Anatoly Preygel, Pierre Schapira, Ed-
ward Segal, Bala´zs Szendro˝i, and Bertrand Toe¨n for helpful conversations. This
research was supported by EPSRC Programme Grant EP/I033343/1.
2 The main results
This section, the heart of the paper, gives our central definitions, the main
results, and some examples. The proofs of results stated in §§2.1, 2.2, 2.3, 2.4,
2.6, and 2.8 will be deferred until sections 3–8, respectively.
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Sections 2.1–2.6 concern d-critical structures on complex analytic spaces and
K-schemes. Some good background references on complex analytic spaces and
analytic coherent sheaves upon them are Gunning and Rossi [13] and Grauert
and Remmert [12]. A good book on K-schemes and sheaves in algebraic ge-
ometry is Hartshorne [14]. The relationship between C-schemes and complex
analytic spaces is discussed in Hartshorne [14, App. B] and Serre [31].
After some background material on Artin stacks and sheaves upon them in
§2.7, section 2.8 extends parts of §2.1–§2.6 from K-schemes to Artin K-stacks.
Given an Artin K-stack X , the main idea is to consider smooth 1-morphisms
t : T → X from K-schemes T , and apply the results of §2.1–§2.6 on T .
2.1 The sheaves SX ,S
0
X and their properties
The next theorem, which will be proved in §3.1–§3.3, associates a sheaf SX
to each complex analytic space (or K-scheme) X , such that (very roughly)
sections of SX parametrize different ways of writingX as Crit(f) for U a complex
manifold (or smooth K-scheme) and f : U → C holomorphic (or f : U → A1
regular). This will be needed in the definition of d-critical loci in §2.2.
Note our convention from §1 that all complex analytic spaces and K-schemes
X in this paper are locally of finite type, which is necessary for the existence of
embeddings i : X →֒ U for U a complex manifold or smooth K-scheme.
Theorem 2.1. Let X be a complex analytic space. Then there exists a sheaf SX
of commutative C-algebras on X, unique up to canonical isomorphism, which is
uniquely characterized by the following two properties:
(i) Suppose U is a complex manifold, R is an open subset in X, and i : R →֒ U
is an embedding of R as a closed complex analytic subspace of U . Then
we have an exact sequence of sheaves of C-vector spaces on R :
0 // IR,U // i−1(OU )
i♯ // OX |R // 0, (2.1)
where OX ,OU are the sheaves of holomorphic functions on X,U, and i
♯
is the morphism of sheaves of C-algebras on R induced by i, which is
surjective as i is an embedding, and IR,U = Ker(i
♯) is the sheaf of ideals
in i−1(OU ) of functions on U near i(R) which vanish on i(R).
There is an exact sequence of sheaves of C-vector spaces on R :
0 // SX |R
ιR,U // i
−1(OU )
I2R,U
d // i
−1(T ∗U)
IR,U · i−1(T ∗U)
, (2.2)
where d maps f + I2R,U 7→ df + IR,U · i
−1(T ∗U), and ιR,U is a morphism
of sheaves of commutative C-algebras.
(ii) Let R,U, i, ιR,U and S, V, j, ιS,V be as in (i) with R ⊆ S ⊆ X, and suppose
Φ : U → V is holomorphic with Φ ◦ i = j|R as a morphism of complex
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analytic spaces R → V . Then the following diagram of sheaves on R
commutes:
0 // SX |R
id

ιS,V |R // j
−1(OV )
I2S,V
∣∣∣
R
i−1(Φ♯)

d // j
−1(T ∗V )
IS,V · j−1(T ∗V )
∣∣∣
R
i−1(dΦ)

0 // SX |R
ιR,U // i
−1(OU )
I2R,U
d // i
−1(T ∗U)
IR,U · i−1(T ∗U)
.
(2.3)
Here Φ : U → V induces Φ♯ : Φ−1(OV )→ OU on U, so we have
i−1(Φ♯) : j−1(OV )|R = i
−1 ◦ Φ−1(OV ) −→ i
−1(OU ), (2.4)
a morphism of sheaves of C-algebras on R. As Φ ◦ i = j|R, equation (2.4)
maps IS,V |R → IR,U , and so maps I2S,V |R → I
2
R,U . Thus (2.4) induces
the morphism of sheaves of C-algebras in the second column of (2.3).
Similarly, dΦ : Φ−1(T ∗V )→ T ∗U induces the third column of (2.3).
These sheaves SX also satisfy:
(a) There is a natural decomposition SX = CX⊕S
0
X , where CX is the constant
sheaf on X with fibre C, as a sheaf of C-subalgebras in SX , and S
0
X ⊂ SX
is a sheaf of ideals in SX , the kernel of the composition of morphisms of
sheaves of commutative C-algebras
SX
βX // OX
i♯
X // OXred , (2.5)
with Xred the reduced complex analytic subspace of X, and iX : X
red →֒ X
the inclusion.
(b) There are natural exact sequences of sheaves of C-vector spaces on X :
0 // h−1(LX) αX
// SX
βX
// OX
d
// T ∗X ∼= h0(LX), (2.6)
0 // h−1(LX)
α0X // S0X
β0X // OX
d⊕i♯X // T ∗X ⊕OXred , (2.7)
where LX is the cotangent complex and T
∗X the cotangent sheaf of X.
(c) The sheaf S0X is canonically isomorphic to the cohomology of the complex
I2R,U
d // IR,U · i−1(T ∗U)
d // i−1(Λ2T ∗U). (2.8)
With the exception of (c), the analogue of all the above also holds for
schemes over a field K in algebraic geometry, taking X to be a K-scheme with
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structure sheaf OX and reduced K-subscheme Xred, and SX a sheaf of commu-
tative K-algebras on X in either the Zariski or the e´tale topology, and R ⊆ X
a Zariski open K-subscheme, and U a smooth K-scheme, and replacing CX by
KX . For (c), we must replace U by the formal completion Uˆ of U along i(R),
so that the analogue of (2.8) is
I2R,Uˆ
d // IR,Uˆ · i−1(T ∗Uˆ)
d // i−1(Λ2T ∗Uˆ), where
i−1(OUˆ ) = lim
n→∞
i−1(OU )/I
n
R,U , IR,Uˆ = limn→∞
IR,U/I
n
R,U ⊂ i
−1(OUˆ ).
(2.9)
Here in part (b), for (co)tangent complexes of K-schemes see Illusie [15, 16],
and of complex analytic spaces see Palamodov [25–28].
Remark 2.2. (a) In this paper and the sequels [4–8] we will make no use of the
fact that SX is a sheaf of commutative C-algebras, rather than just a sheaf of
sets. Material in [5, Th. 6.9] on Verdier duality and monodromy isomorphisms
ΣX,s,TX,s for the perverse sheaves P
•
X,s in Theorem 1.3 above depends implic-
itly on being able to multiply s ∈ H0(S0X) by −1 or by e
iθ, but we have not yet
found an application for the additive or multiplicative structures on SX ,S
0
X . Al-
though (X,SX) is a locally ringed space, it is generally far from being a scheme.
The ideals S0X in SX need not be square-zero, so the multiplicative structure on
SX = CX ⊕ S
0
X can be nontrivial.
(b) Equation (2.6) suggests the following interpretation of the sheaf SX : on
a complex analytic space or K-scheme X we have the de Rham differential
ddR : OX → LX , which is a morphism in Dmod-CX or Dmod-KX , the derived
category of complexes of sheaves of C- or K-vector spaces on X . Write D•X for
the cone on ddR, so that we have a distinguished triangle
OX
ddR // LX // D
•
X
// OX [1]. (2.10)
Comparing (2.6) with the long exact sequence of cohomology sheaves of (2.10),
we see that SX ∼= h−1(D
•
X).
There are natural pullback morphisms φ⋆ for the sheaves SX ,S
0
X :
Proposition 2.3. Let φ : X → Y be a morphism of complex analytic spaces,
and SX ,S
0
X , ιR,U , IR,U ,SY ,S
0
Y , ιS,V , IS,V be as in Theorem 2.1. Then there is
a unique morphism φ⋆ : φ−1(SY ) → SX of sheaves of commutative C-algebras
on X, which maps φ−1(S0Y ) → S
0
X , such that if R ⊆ X, S ⊆ Y are open with
φ(R) ⊆ S, U, V are complex manifolds, i : R →֒ U, j : S →֒ V are closed
embeddings, and Φ : U → V is holomorphic with Φ ◦ i = j ◦ φ|R : R → V, then
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as for (2.3) the following diagram of sheaves on R commutes:
0 // φ−1(SY )|R
φ−1(ιS,V )|R
//
φ⋆|R

φ−1 ◦ j−1(OV )|R
φ−1(I2S,V )|R
i−1(Φ♯)

φ−1(d)
// φ
−1(j−1(T ∗V ))|R
φ−1(IS,V · j−1(T ∗V ))|R
i−1(dΦ)

0 // SX |R
ιR,U // i
−1(OU )
I2R,U
d // i
−1(T ∗U)
IR,U · i−1(T ∗U)
.
(2.11)
If ψ : Y → Z is another morphism of complex analytic spaces, then
(ψ ◦ φ)⋆ = φ⋆ ◦ φ−1(ψ⋆) : (ψ ◦ φ)−1(SZ) = φ
−1 ◦ ψ−1(SZ) −→ SX . (2.12)
If φ : X → Y is idX : X → X then id
⋆
X = idSX : id
−1
X (SX) = SX → SX .
If φ : X → Y is an e´tale morphism of complex analytic spaces, then φ⋆ :
φ−1(SY )→ SX is an isomorphism of sheaves of commutative C-algebras.
With the exception of the last part, the analogue of all the above holds for
schemes over a field K in algebraic geometry, taking φ : X → Y to be a mor-
phism of K-schemes, R ⊆ X, S ⊆ Y to be Zariski open, and U, V to be smooth
K-schemes, and taking SX ,SY to be sheaves of commutative K-algebras on X,Y
in either the Zariski or the e´tale topology, as in Theorem 2.1.
For the last part, if SX ,SY are sheaves in the Zariski topology, then φ⋆ is
an isomorphism if φ : X → Y is a Zariski open inclusion, and if SX ,SY are
sheaves in the e´tale topology, then φ⋆ is an isomorphism if φ : X → Y is e´tale.
The next example, which is central to our theory, shows the point of SX .
Example 2.4. Let U be a complex manifold, f : U → C be holomorphic, and
X = Crit(f), as a closed complex analytic subspace of U . Write i : X →֒ U
for the inclusion, and IX,U ⊆ i−1(OU ) for the sheaf of ideals vanishing on
X ⊆ U . Then i−1(f) ∈ H0
(
i−1(OU )
)
with d
(
i−1(f)
)
∈ H0
(
IX,U · i−1(T ∗U)
)
⊆
H0
(
i−1(T ∗U)
)
, so i−1(f)+I2X,U ∈ H
0
(
i−1(OU )/I2X,U
)
with d
(
i−1(f)+I2X,U
)
=
0 in H0
(
i−1(T ∗U)/IX,U · i−1(T ∗U)
)
. Thus by equation (2.2) with R = X , we
see there is a unique section s ∈ H0(SX) with ιX,U (s) = i−1(f) + I2X,U .
Thus, if we can write X = Crit(f) for f : U → C holomorphic, then we
obtain a natural section s ∈ H0(SX). Essentially s = f + I
2
df , where Idf ⊆
OU is the ideal generated by df . Note that f |X = f + Idf , so s determines
f |X . Basically, s remembers all of the information about f which makes sense
intrinsically on X , rather than on the ambient space U .
We can also explain the decomposition SX = CX ⊕S
0
X in this example. We
will see in Example 2.13 that if X = Crit(f) then f need not be locally constant
on X , but f is locally constant on the reduced complex analytic space Xred.
Since locally constant functions onXred ⊆ U extend uniquely to locally constant
functions on U near Xred, after shrinking U we can uniquely write f = c+ f0,
where c : U → C is locally constant and f0 : U → C has f0|Xred = 0. Then c, f
0
correspond to the components of s in H0(CX), H
0(S0X), and X = Crit(f
0).
The analogue also holds in the algebraic case, with U a smooth K-scheme
and f : U → A1 a regular function.
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2.2 The definition of d-critical loci, and some examples
We can now define d-critical loci:
Definition 2.5. A (complex analytic) d-critical locus is a pair (X, s), whereX is
a complex analytic space, and s ∈ H0(S0X) for S
0
X as in Theorem 2.1, satisfying
the condition that for each x ∈ X , there exists an open neighbourhood R of x in
X , a complex manifold U , a holomorphic function f : U → C, and an embedding
i : R →֒ U of R as a closed complex analytic subspace of U , such that i(R) =
Crit(f) as complex analytic subspaces of U , and ιR,U (s|R) = i−1(f) + I2R,U .
Similarly, for K-schemes we define an (algebraic) d-critical locus to be a pair
(X, s), where X is a K-scheme, and s ∈ H0(S0X) for SX as in Theorem 2.1, such
that X may be covered by Zariski open sets R ⊆ X with a closed embedding
i : R →֒ U into a smooth K-scheme U and a regular function f : U → A1 = K,
such that i(R) = Crit(f) as K-subschemes of U , and ιR,U (s|R) = i
−1(f)+ I2R,U .
In both cases we call the quadruple (R,U, f, i) a critical chart on (X, s).
A morphism φ : (X, s)→ (Y, t) of d-critical loci (X, s), (Y, t) (either complex
analytic or algebraic) is a morphism φ : X → Y (of complex analytic spaces or
K-schemes) such that φ⋆(t) = s, for φ⋆ as in Proposition 2.3. If φ : (X, s) →
(Y, t), ψ : (Y, t) → (Z, u) are morphisms then equation (2.12) implies that
ψ ◦φ : (X, s)→ (Z, u) is a morphism, and the last part of Proposition 2.3 shows
that idX : (X, s)→ (X, s) is a morphism. Thus, (complex analytic or algebraic)
d-critical loci form a category.
Remark 2.6. (a) In Definition 2.5, we could instead have defined a d-critical
locus (X, s) to have s ∈ H0(SX) rather than s ∈ H0(S
0
X), but with the rest of
the definition the same. The difference is this: as in Example 2.4, if X = Crit(f)
for holomorphic f : U → C, then f |Xred is locally constant, and we can write
f = f0 + c uniquely near X in U for f0 : U → C holomorphic with Crit(f0) =
X = Crit(f), f0|Xred = 0, and c : U → C locally constant with c|Xred = f |Xred .
Defining d-critical loci using s ∈ H0(S0X), as we have done, corresponds to
remembering only the function f0 near X in U , and forgetting the locally con-
stant function f |Xred : X
red → C. Equivalently, it corresponds to remembering
the closed 1-form df = df0 on U near X = (df)−1(0). In the applications
the author has in mind [4–8], taking s in H0(S0X) rather than H
0(SX) is more
natural, as there is no canonical value for f |Xred other than f |Xred = 0. Also
(2.8)–(2.9) give an alternative description for S0X rather than SX .
(b) As in Theorem 1.1, in [6, Th. 6.6] we define a truncation functor from −1-
shifted symplectic derived K-schemes (X, ω) in the sense of Pantev et al. [30] to
algebraic d-critical loci (X, s), so that algebraic d-critical loci may be regarded
as classical truncations of −1-shifted symplectic derived K-schemes.
If we define a morphism φ : (X , ω) → (Y , ω′) of −1-shifted symplectic
derived K-schemes to be a morphism φ : X → Y of derived K-schemes with
φ∗(ω′) ≃ ω, this forces φ to be e´tale. However, the notion of morphism φ :
(X, s)→ (Y, t) of d-critical loci in Definition 2.5 is more general, e.g. φ : X → Y
can be smooth of positive dimension, as in Proposition 2.8.
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(c) For (X, s) to be a (complex analytic or algebraic) d-critical locus places
strong local restrictions on the singularities of X . For example, Behrend [2]
notes that if X has reduced local complete intersection singularities then locally
it cannot be the zeroes of an almost closed 1-form on a smooth space, and hence
not locally a critical locus, and Pandharipande and Thomas [29] give examples
which are zeroes of almost closed 1-forms, but are not locally critical loci.
On a d-critical locus (X, s), any closed embedding X ⊇ R
i
−→U with U
smooth can be made into a critical chart (R′, U ′, f ′, i′), after shrinking R,U .
Proposition 2.7. Suppose (X, s) is a complex analytic d-critical locus, R ⊆ X
is open, and i : R →֒ U is a closed embedding, where U is a complex manifold.
Then for each x ∈ R, there exist open x ∈ R′ ⊆ R and i(R′) ⊆ U ′ ⊆ U and a
holomorphic function f ′ : U ′ → C such that (R′, U ′, f ′, i′) is a critical chart on
(X, s), where i′ = i|R′ : R
′ →֒ U ′.
Suppose also that dimU = dimTxX, so that di|x : TxX → Ti(x)U is an
isomorphism, and f : U → C is holomorphic with ιR,U (s|R) = i−1(f) + I2R,U .
Then we may take f ′ = f |U ′ in the critical chart (R′, U ′, f ′, i′).
The analogue holds for algebraic d-critical loci, with U a smooth K-scheme,
R′ ⊆ R ⊆ X, U ′ ⊆ U Zariski open, and f : U → A1, f ′ : U ′ → A1 regular.
The next result will be useful in §2.8.
Proposition 2.8. Let φ : X → Y be a smooth morphism of complex analytic
spaces or K-schemes. Suppose t ∈ H0(S0Y ), and set s := φ
⋆(t) ∈ H0(S0X), for
φ⋆ as in Proposition 2.3. If (Y, t) is a d-critical locus, then (X, s) is a d-critical
locus, and φ : (X, s)→ (Y, t) is a morphism of d-critical loci.
Conversely, if also φ : X → Y is surjective, then (X, s) a d-critical locus
implies (Y, t) is a d-critical locus.
As in Hartshorne [14, App. B] and Serre [31], there is an analytification
functor from algebraic C-schemes X to complex analytic spaces Xan, where the
points of Xan are the C-points of X . It is easy to show that this extends to
d-critical loci, and we leave the details to the reader:
Proposition 2.9. Let (X, s) be an algebraic d-critical locus over the field K =
C. Then the complex analytic space Xan associated to the C-scheme X extends
naturally to a complex analytic d-critical locus (Xan, san).
The proofs of the following lemma and proposition are also more-or-less
immediate, and we leave them as exercises.
Lemma 2.10. Let (X, s) be a d-critical locus, and 0 6= c ∈ C or 0 6= c ∈ K.
Then (X, c · s) is also a d-critical locus, and if (R,U, f, i) is a critical chart on
(X, s) then (R,U, c · f, i) is a critical chart on (X, c · s).
Proposition 2.11. Let (X, s), (Y, t) be d-critical loci. Write πX : X×Y → X,
πY : X × Y → Y for the projections, and define s ⊞ t := π⋆X(s) + π
⋆
Y (t) in
H0(S0X×Y ), for π
⋆
X , π
⋆
Y as in Proposition 2.3. Then (X × Y, s ⊞ t) is a d-
critical locus, and if (R,U, f, i), (S, V, g, j) are critical charts on (X, s), (Y, t)
respectively then (R×S,U ×V, f ⊞ g, i× j) is a critical chart on (X×Y, s⊞ t).
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Remark 2.12. Note that in Proposition 2.11, πX , πY are in general not mor-
phisms of d-critical loci (X × Y, s ⊞ t) → (X, s), (X × Y, s⊞ t) → (Y, t) in the
sense of Definition 2.5, since π⋆X(s) 6= s⊞ t 6= π
⋆
Y (t). Also (X × Y, s⊞ t) is not a
product (X, s)× (Y, t) in the category of d-critical loci, in the sense of category
theory. Nonetheless, we will call (X × Y, s⊞ t) the product of (X, s), (Y, t).
Let U be a complex manifold, f : U → C be holomorphic, and X = Crit(f),
as a complex analytic space. Then f |X : X → C is holomorphic, and d(f |X) = 0
in H0(T ∗X). Experience with calculus on manifolds suggests that if g : X →
C is holomorphic with dg = 0 in H0(T ∗X) then g is locally constant on X .
However, this is true only for reduced complex analytic spaces or K-schemes X .
Here is an example of a non-reduced critical locus with f |X not locally constant:
Example 2.13. Define f : C2 → C by f(x, y) = x5 + x2y2 + y5, and let
X = Crit(f), as a complex analytic space. Then f |X ∈ H0(OX). We have
d(f |X) = 0 ∈ H0(T ∗X), since X = df−1(0). Suppose for a contradiction that
f is constant on X near (0, 0). Then we may write
f(x, y) = A+ ∂f∂x B(x, y) +
∂f
∂y C(x, y)
on C2 near (0, 0), for some holomorphic functions B,C defined near (0, 0) in
C
2. That is, we have
x5 + x2y2 + y5 = A+ (5x4 + 2xy2)
∑
i,j>0
Bi,jx
iyj + (2x2y + 5y4)
∑
i,j>0
Ci,jx
iyj.
Comparing coefficients of x5, y5, x2y2 give the equations
1 = 5B1,0, 1 = 5C0,1, 1 = 2B1,0 + 2C0,1,
which have no solution. Thus in this case, f |X is not locally constant on X .
If X = Crit(f) and Xred is the reduced complex analytic subspace ofX , then
f |Xred is always locally constant. This is why we defined S
0
X using restriction
to Xred in Theorem 2.1(a). Combining Theorem 2.1(a),(b) we deduce:
Corollary 2.14. Suppose X is a complex analytic space, and the following
sequence of sheaves of C-vector spaces on X is exact:
0 // CX
inc // OX
d // T ∗X, (2.13)
where inc : CX →֒ OX is the inclusion of the constant functions into the holo-
morphic functions. Then S0X
∼= h−1(LX), so that S
0
X is a coherent sheaf on X,
and SX ∼= CX ⊕ h−1(LX). The analogue also holds for K-schemes.
Now (2.13) is exact if for g : X → C a locally defined holomorphic function,
dg = 0 implies g is locally constant. In Example 2.13 this fails, so in this
example (2.13) is not exact, and S0X 6
∼= h−1(LX), and S
0
X is not a coherent sheaf
on X . Next we consider smooth complex analytic spaces and K-schemes:
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Example 2.15. Suppose X is a complex manifold, considered as a complex
analytic space. Then in Theorem 2.1 we see that SX ∼= CX , the constant sheaf,
and S0X = 0, the zero sheaf. To see this, take R = X = U and i = idX : X → X
in Theorem 2.1. Then IX,X = 0 by (2.1), and SX ∼= Ker
(
d : OX → T ∗X
)
∼= CX
by (2.2). As S0X = 0 there is a unique global section s = 0 ∈ H
0(S0X), and
(X, 0) is a complex analytic d-critical locus, as it is Crit(0 : X → C).
Similarly, if X is a smooth K-scheme then SX ∼= KX , and S
0
X = 0, and
(X, 0) is an algebraic d-critical locus.
Our next two examples compare algebraic d-critical loci with symmetric
obstruction theories on K-schemes, as defined in Definition 1.5.
Example 2.16. Let K be a field of characteristic zero, and define X to be the
K-scheme X = Spec
(
K[z]/(zn)
)
for n > 2. Then X has an obvious embedding
i : X →֒ A1 = Spec
(
K[z]
)
as the subscheme zn = 0 in A1. It is a non-reduced
point. Using this embedding X →֒ A1, from Theorem 2.1(i) we find that
H0(SX) =
{
a0 + an+1z
n+1 + · · ·+ a2n−1z
2n−1 + (z2n) :
a0, an+1, . . . , a2n−1 ∈ K
}
∼= Kn,
and H0(S0X) ⊂ H
0(SX) is the subspace with a0 = 0, isomorphic to K
n−1.
Now let 0 ∈ U ⊆ A1 be open, and suppose f : U → A1 is regular with
f(0) = 0 and Crit(f) = i(X). Write ak =
1
k!
∂kf
∂zk
(0) for k = 0, 1, . . . . Then
f(0) = 0 gives a0 = 0, and Crit(f) = X is equivalent to a1 = · · · = an = 0
and an+1 6= 0. The section s ∈ H
0(S0X) corresponding to f is f + (z
2n) =
an+1z
n+1 + · · ·+ a2n−1z2n−1 + (z2n). From this we see that if s = an+1zn+1 +
· · ·+ a2n−1z2n−1 + (z2n) ∈ H0(S
0
X), then (X, s) is an algebraic d-critical locus
if and only if an+1 6= 0.
By equation (1.1), the natural symmetric obstruction theory on X = Crit(f)
is determined by ∂
2f
∂z2
∣∣
X
, that is, by (n+1)nan+1z
n−1+ · · · modulo (zn). Thus,
in this example, the d-critical locus (X, s) associated to Crit(f) records the
first n − 1 coefficients an+1, an+2, . . . , a2n−1 in the power series expansion of
f(z) = an+1z
n+1 + an+2z
n+2 + · · · at 0, but the symmetric obstruction theory
φ : E• → LX , θ records only the first coefficient an+1. Hence (at least in this
case), the algebraic d-critical locus remembers more information, locally, than
the symmetric obstruction theory.
Example 2.17. Let t : U → A1 be a smooth morphism of K-schemes of relative
dimension 2, whose fibres Ut for t at and near 0 in A
1 are K3 surfaces. Set
X = U0 ⊂ U , and regard U, t as a 1-parameter family of deformations of X .
We wish to compare Crit(t2 : U → A1) and Crit(0 : X → A1) in the
categories (or higher categories) of:
(i) classical K-schemes;
(ii) algebraic d-critical loci;
(iii) schemes with perfect obstruction theories [3];
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(iv) schemes with symmetric obstruction theories [2]; and
(v) −1-shifted symplectic derived schemes [30].
We will see that the two are isomorphic in (i),(ii), but not equivalent in (iii)–(v).
For (i), Crit(t2 : U → A1) and Crit(0 : X → A1) are bothX as classical schemes.
For (ii), as X is smooth S0X = 0, so Crit(t
2 : U → A1) and Crit(0 : X → A1)
are both (X, 0) as algebraic d-critical loci.
For (iii), write φ : E• → LX and ψ : F
• → LX for the obstruction theories
from Crit(t2 : U → A1) and Crit(0 : X → A1). Then (1.1) gives
E• =
[
TU |X
∂2(t2)|X // T ∗U |X
]
, F• =
[
TX
0 // T ∗X |X
]
.
We want to know whether E• ∼= F• in D(qcoh(X)). Now τ6−1(E
•) ∼= TX [1]
and τ>0(E
•) ∼= T ∗X , so we have a distinguished triangle in D(qcoh(X)):
· · · // T ∗X [−1]
α // TX [1] // E• // T ∗X // · · · .
That is, E• is the cone on α : T ∗X [−1]→ TX [1] in D(qcoh(X)) for some α in
Ext2(T ∗X,TX). Hence E• ∼= F• if and only if α = 0.
The normal bundle ν of X in U , and its dual ν∗, are both isomorphic to OX
as t : U → A1 induces isomorphisms ν ∼= t∗(T0A
1), ν∗ ∼= t∗(T ∗0A
1). Hence we
have exact sequences
0 // TX // TU |X // OX // 0,
0 // OX // T ∗U |X // T ∗X // 0.
Let these correspond to elements β′ ∈ Ext1(OX , TX) and β′′ ∈ Ext
1(T ∗X,OX).
Then α = β′ ◦ β′′ ∈ Ext2(T ∗X,TX) ∼= H2(TX ⊗ TX).
Under the isomorphisms Ext1(OX , TX) ∼= H1(TX) ∼= Ext
1(T ∗X,OX), we
see that β′, β′′ are both identified with β ∈ H1(TX), which parametrizes the
infinitesimal deformation of {Ut : t ∈ A
1} at t = 0, so that informally β ∼
d
dtUt|t=0. The projection of α from H
2(TX ⊗ TX) to H2(Λ2TX) ∼= K is β2.
Let us choose the deformation t : U → A1 of X = U0 so that the infinitesimal
deformation β ∈ H1(TX) at t = 0 satisfies β2 6= 0 in H2(Λ2TX) ∼= K, which is
possible by well known facts aboutK3 surfaces. Then α 6= 0 in Ext2(T ∗X,TX),
and E• 6∼= F•. Hence Crit(t2 : U → A1) and Crit(0 : X → A1) are not equivalent
as schemes with perfect obstruction theories, as in (iii), and so a fortiori they
are also not equivalent as schemes with symmetric obstruction theories, as in
(iv), or as −1-shifted symplectic derived schemes, as in (v).
Observe that α ∈ Ext2(T ∗X,TX) which distinguishes the obstruction the-
ories is global information, which is locally trivial : if Y ⊂ X is any affine open
subset then α|Y = 0 as Ext
2(T ∗Y, TY ) = 0. Thus (at least in this case), the
(symmetric) obstruction theory remembers global, non-local information which
is forgotten by the algebraic d-critical locus.
This example shows that the dotted arrows ‘99K’ in Figure 1.1, which indicate
local constructions, cannot be made to work globally.
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Using related ideas, the author expects that if (X, s) is an algebraic d-critical
locus, then there is an obstruction in Ext3
(
T ∗X, (T ∗X)∨
)
to finding a symmetric
obstruction theory φ : E• → LX , θ on X which is locally modelled on (1.1) when
(X, s) is locally modelled on Crit(f : U → C). But the author does not know of
an example in which this obstruction is nonzero. Finding such an example would
show that the truncation functor from −1-shifted symplectic derived schemes
to algebraic d-critical loci in [6] is not essentially surjective.
2.3 Comparing critical charts (R,U, f, i)
In §2.2 we defined a d-critical locus (X, s) to admit an open cover by critical
charts (R,U, f, i), which write (X, s) as Crit(f) in an open set R ⊂ X . We
will treat critical charts like coordinate charts on a manifold. Our analogues of
transition functions between coordinate charts are called embeddings.
Definition 2.18. Let (X, s) be a d-critical locus (either complex analytic or
algebraic), and (R,U, f, i) be a critical chart on (X, s). Let U ′ ⊆ U be (Zariski)
open, and set R′ = i−1(U ′) ⊆ R, so that R′ ⊆ R ⊆ X are (Zariski) open, and
i′ = i|R′ : R′ →֒ U ′, and f ′ = f |U ′ : U ′ → C or A
1. Then (R′, U ′, f ′, i′) is also a
critical chart on (X, s), and we call it a subchart of (R,U, f, i). As a shorthand
we write (R′, U ′, f ′, i′) ⊆ (R,U, f, i).
Let (R,U, f, i) and (S, V, g, j) be critical charts on (X, s), with R ⊆ S ⊆ X .
An embedding of (R,U, f, i) in (S, V, g, j) is a locally closed embedding Φ : U →֒
V of complex manifolds or K-schemes such that Φ ◦ i = j|R : R → V and
f = g ◦ Φ : U → C or A1. As a shorthand we write Φ : (R,U, f, i) →֒ (S, V, g, j)
to mean Φ is an embedding of (R,U, f, i) in (S, V, g, j).
Clearly, if Φ : (R,U, f, i) →֒ (S, V, g, j) and Ψ : (S, V, g, j) →֒ (T,W, h, k) are
embeddings, then Ψ ◦ Φ : (R,U, f, i) →֒ (T,W, h, k) is also an embedding.
If Φ : (R,U, f, i) →֒ (S, V, g, k) is an embedding then dimU 6 dimV . Thus,
embeddings between critical charts (R,U, f, i), (S, V, g, j) usually go in only one
direction, and do not have inverses which are embeddings. The author drew
some inspiration for these ideas from the theory of Kuranishi spaces in the
work of Fukaya, Oh, Ohta and Ono [10, §A] in symplectic geometry: critical
charts (R,U, f, i) are like Kuranishi neighbourhoods on a topological space, and
embeddings are like coordinate changes between Kuranishi neighbourhoods.
In the algebraic case, it is sometimes convenient to work with critical charts
(S, V, g, j) in which V ⊆ An is Zariski open in an affine space An. Every critical
chart (R,U, f, i) locally admits embeddings into such a (S, V, g, j). The proof
of the next proposition in §5.1 uses the assumption charK 6= 2 from §1.
Proposition 2.19. Let (R,U, f, i) be a critical chart on an algebraic d-critical
locus (X, s). Then for each x ∈ R there exists a subchart (R′, U ′, f ′, i′) ⊆
(R,U, f, i) with x ∈ R′ and an embedding Φ : (R′, U ′, f ′, i′) →֒ (S, V, g, j) into a
critical chart (S, V, g, j) with V ⊆ An Zariski open for some n > 0.
Given two critical charts (R,U, f, i), (S, V, g, j) on (X, s), there need not exist
embeddings between them (or their subcharts) in either direction. So to com-
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pare (R,U, f, i), (S, V, g, j), we construct embeddings of subcharts (R′, U ′, f ′, i′),
(S′, V ′, g′, j′) into a third critical chart (T,W, h, k) with dimW > dimU, dimV .
Theorem 2.20. Let (X, s) be a d-critical locus (either complex analytic or
algebraic), and (R,U, f, i), (S, V, g, j) be critical charts on (X, s). Then for each
x ∈ R∩S ⊆ X there exist subcharts (R′, U ′, f ′, i′) ⊆ (R,U, f, i), (S′, V ′, g′, j′) ⊆
(S, V, g, j) with x ∈ R′ ∩ S′ ⊆ X, a critical chart (T,W, h, k) on (X, s), and
embeddings Φ : (R′, U ′, f ′, i′) →֒ (T,W, h, k), Ψ : (S′, V ′, g′, j′) →֒ (T,W, h, k).
Remark 2.21. To see the point of the definition and theorem, we explain how
they will be used. Often, given a d-critical locus (X, s), we want to construct
some global object G on X by gluing together local data by isomorphisms. Ex-
amples include the canonical bundle KX,s in §2.4, perverse sheaves, D-modules
and mixed Hodge modules on oriented d-critical loci (X, s) in [5], and motivic
Milnor fibres on oriented algebraic d-critical loci (X, s) in [8]. For each of these
constructions, we use the following method:
(i) For each critical chart (R,U, f, i) on (X, s), we define a geometric structure
GR,U,f,i on R, with GR′,U ′,f ′,i′ = GR,U,f,i|R′ for (R′, U ′, f ′, i′) ⊆ (R,U, f, i).
(ii) For each embedding Φ : (R,U, f, i) →֒ (S, V, g, j), we define a canonical
isomorphism Φ∗ : GR,U,f,i → GS,V,g,j|R. We show Φ∗ is independent of Φ,
that is, if Φ, Φ˜ : (R,U, f, i) →֒ (S, V, g, j) are embeddings then Φ∗ = Φ˜∗.
(iii) For embeddings Φ : (R,U, f, i) →֒ (S, V, g, j), Ψ : (S, V, g, j) →֒ (T,W, h, k),
we show that (Ψ ◦ Φ)∗ = Ψ∗|R ◦ Φ∗ : GR,U,f,i → GT,W,h,k|R.
(iv) Choose critical charts
{
(Ra, Ua, fa, ia) : a ∈ A
}
with {Ra : a ∈ A} an
open cover ofX . Using (ii),(iii) and Theorem 2.20 we obtain isomorphisms
ιab : GRa,Ua,fa,ia |Ra∩Rb → GRb,Ub,fb,ib |Ra∩Rb for a, b ∈ A, with ιaa = id
and ιbc ◦ ιab|Ra∩Rb∩Rc = ιac|Ra∩Rb∩Rc for a, b, c ∈ A. Thus, provided the
geometric structures concerned form a sheaf, there exists G on X , unique
up to canonical isomorphism, with G|Ra ∼= GRa,Ua,fa,ia for all a ∈ A.
Our next three results say roughly that if Φ : (R,U, f, i) →֒ (S, V, g, j) is
an embedding of critical charts on (X, s), then locally near j(R) in V we have
V ∼= U×Cn or V ∼= U×An and g ∼= f⊞z21+ · · ·+z
2
n, where n = dim V −dimU .
But in the algebraic case we have to be careful about which topology we mean
when we say ‘locally’. The complex analytic case is straightforward:
Proposition 2.22. Let (X, s) be a complex analytic d-critical locus, and Φ :
(R,U, f, i) →֒ (S, V, g, j) an embedding of critical charts on (X, s). Then for
each x ∈ R there exist open neighbourhoods U ′, V ′ of i(x), j(x) in U, V with
Φ(U ′) ⊆ V ′, and holomorphic α : V ′ → U, β : V ′ → Cn for n = dimV − dimU,
such that α × β : V ′ → U × Cn is a biholomorphism with an open subset of
U × Cn, and α ◦ Φ|U ′ = idU ′ , β ◦ Φ|U ′ = 0, g|V ′ = f ◦ α+ (z21 + · · ·+ z
2
n) ◦ β.
For the algebraic case, we give two statements. The first is a direct analogue
of Proposition 2.22 for the e´tale topology, regarding ι : U ′ → U ,  : V ′ → V as
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e´tale neighbourhoods of i(x), j(x) in U, V , and Φ′ : U ′ → V ′ with Φ ◦ ι =  ◦ Φ′
as the analogue of Φ(U ′) ⊆ V ′. It will be used in [5].
Recall our convention in §1 that the base field K of X is algebraically closed
with charK 6= 2. Both these assumptions will be used in the proofs of Proposi-
tions 2.23 and 2.24, since to define V ′ we need to take square roots in K, and
we need charK 6= 2 to diagonalize quadratic forms over K.
Proposition 2.23. Let (X, s) be an algebraic d-critical locus, and Φ:(R,U, f, i)
→֒ (S, V, g, j) an embedding of critical charts on (X, s). Then for each x ∈
R there exist smooth K-schemes U ′, V ′, a point u′ ∈ U ′, and morphisms ι :
U ′ → U,  : V ′ → V, Φ′ : U ′ → V ′, α : V ′ → U, and β : V ′ → An for
n = dimV − dimU, such that ι(u′) = i(x), and ι : U ′ → U,  : V ′ → V,
α × β : V ′ → U × An are e´tale, and Φ ◦ ι =  ◦ Φ′, α ◦ Φ′ = ι, β ◦ Φ′ = 0,
and g ◦  = f ◦ α+ (z21 + · · ·+ z
2
n) ◦ β.
The second holds with U ′ a Zariski open neighbourhood of x in U , at the
cost of giving a more general form for g ◦  : V ′ → A1. It will be used in [8].
Proposition 2.24. Let (X, s) be an algebraic d-critical locus, and Φ:(R,U, f, i)
→֒ (S, V, g, j) an embedding of critical charts on (X, s). Then for each x ∈ R
there exist a Zariski open neighbourhood U ′ of i(x) in U, a smooth K-scheme
V ′, and morphisms  : V ′ → V, Φ′ : U ′ → V ′, α : V ′ → U ′, β : V ′ → An and
q1, . . . , qn : U
′ → A1 \ {0} for n = dimV − dimU, such that  : V ′ → V and
α× β : V ′ → U ′ × An are e´tale, Φ|U ′ =  ◦ Φ′, α ◦ Φ′ = idU ′ , β ◦ Φ′ = 0, and
g ◦  = f ◦ α+ (q1 ◦ α) · (z
2
1 ◦ β) + · · ·+ (qn ◦ α) · (z
2
n ◦ β). (2.14)
2.4 Canonical bundles of d-critical loci
Propositions 2.22–2.24 locally describe embeddings Φ : (R,U, f, i) →֒ (S, V, g, j)
of critical charts on (X, s). We can also associate a piece of global data to
Φ, a nondegenerate quadratic form qUV on the pullback i
∗(NUV ) of the normal
bundle NUV of Φ(U) in V .
Proposition 2.25. Let (X, s) be a d-critical locus (either complex analytic or
algebraic), and Φ : (R,U, f, i) →֒ (S, V, g, j) be an embedding of critical charts
on (X, s). Write NUV for the normal bundle of Φ(U) in V, regarded as a
(holomorphic or algebraic) vector bundle on U in the exact sequence
0 // TU
dΦ // Φ∗(TV )
ΠUV // NUV // 0, (2.15)
so that i∗(NUV ) is a vector bundle on R ⊆ X. Then there exists a unique
qUV ∈ H0(S2i∗(N∗UV )) which is a nondegenerate quadratic form on i
∗(NUV ),
with the following property in each case:
(a) If (X, s) is a complex analytic d-critical locus and x, U ′, V ′, n, α, β are as
in Proposition 2.22, writing 〈dz1, . . . , dzn〉U ′ for the trivial vector bundle
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on U ′ with basis dz1, . . . , dzn and R
′ = i−1(U ′) ⊆ R ⊆ X, there is a
natural isomorphism βˆ : 〈dz1, . . . , dzn〉U ′ → N∗UV |U ′ such that
Φ|∗U ′(dβ
∗) = ΠUV |
∗
U ′ ◦ βˆ :
Φ|∗U ′ ◦ β
∗(T ∗0C
n) = 〈dz1, . . . , dzn〉U ′ −→ Φ|
∗
U ′ (T
∗V ),
(2.16)
with qUV |R′ = i|
∗
R′
[
(S2βˆ)(dz1 ⊗ dz1 + · · ·+ dzn ⊗ dzn)
]
. (2.17)
(b) If (X, s) is an algebraic d-critical locus and x, U ′, V ′, ι, ,Φ′, α, β, n are as
in Proposition 2.23, then there is an isomorphism βˆ : 〈dz1, . . . , dzn〉U ′ →
ι∗(N∗
UV
) making the following diagram of vector bundles on U ′ commute:
ι∗(N∗
UV
)
ι∗(Π∗UV )
// ι∗ ◦ Φ∗(T ∗V ) = Φ′∗ ◦ ∗(T ∗V )
Φ′∗(d∗)

〈dz1, . . . , dzn〉U ′ = Φ
′∗ ◦ β∗(T ∗0C
n)
Φ′∗(dβ∗) //
βˆ
OO
Φ′∗(T ∗V ′),
(2.18)
and if R′ = R ×i,U,ι U ′ with projections ρ : R′ → R, i′ : R′ → U ′, then
ρ∗(qUV ) = i
′∗
[
(S2βˆ)(dz1 ⊗ dz1 + · · ·+ dzn ⊗ dzn)
]
. (2.19)
(c) If (X, s) is an algebraic d-critical locus and x, U ′, V ′, ,Φ′, α, β, n, qa are
as in Proposition 2.24, then there is an isomorphism βˆ : 〈dz1, . . . , dzn〉U ′
→ ι∗(N∗
UV
) making the following commute:
N∗
UV
|U ′
Π∗UV |U′
// Φ|∗U ′(T
∗V ) = Φ′∗ ◦ ∗(T ∗V )
Φ′∗(d∗)

〈dz1, . . . , dzn〉U ′ = Φ′∗ ◦ β∗(T ∗0C
n)
Φ′∗(dβ∗) //
βˆ
OO
Φ′∗(T ∗V ′),
(2.20)
and if R′ = i−1(U ′) ⊆ R ⊆ X, then
qUV |R′ = i|
∗
R′
[
q1 · (S
2βˆ)(dz1 ⊗ dz1) + · · ·+ qn · (S
2βˆ)(dzn ⊗ dzn)
]
. (2.21)
Now suppose Ψ : (S, V, g, j) →֒ (T,W, h, k) is another embedding of critical
charts, so that Ψ◦Φ : (R,U, f, i) →֒ (T,W, h, k) is also an embedding, and define
NVW , qVW and NUW , qUW using Ψ and Ψ ◦ Φ as above. Then there are unique
morphisms γUVW , δUVW which make the following diagram of vector bundles on
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U commute, with straight lines exact:
0
~~⑥⑥ 0ss❣❣❣❣❣0
$$❍❍
❍❍❍
❍ TU
dΦ
ss❣❣❣❣❣
❣❣❣❣❣
❣❣❣❣❣
❣❣❣
d(Ψ◦Φ)
zz✈✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
Φ∗(TV )
ΠUV
ss❣❣❣❣❣
❣❣❣❣❣
❣❣❣❣❣
❣❣
Φ∗(dΨ)
$$❍
❍❍
❍
0 ++❲❲❲❲❲
NUVss❣❣❣❣❣
γUVW ++
(Ψ ◦ Φ)∗(TW )
Φ∗(ΠVW )
$$❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍
ΠUWzz✈✈✈
✈✈0
NUW
zz✈✈✈
✈✈
✈
δUVW ++
0 Φ∗(NVW ) ++❲❲  ❆ 0
0.
(2.22)
Pulling back by i∗ gives an exact sequence of vector bundles on R ⊆ X :
0 // i∗(NUV )
i∗(γUVW ) // i∗(NUW )
i∗(δUVW ) // j∗(NVW )|R // 0. (2.23)
Then there is a natural isomorphism of vector bundles on R
i∗(NUW ) ∼= i
∗(NUV )⊕ j
∗(NVW )|R, (2.24)
compatible with the exact sequence (2.23), which identifies
qUW ∼= qUV ⊕ qVW ⊕ 0 under the splitting
S2(i∗(N∗
UW
))∼=S2(i∗(N∗UV ))⊕S
2(j∗(N∗
VW
))|R⊕i
∗(N∗
UV
)⊗j∗(N∗
VW
)|R.
(2.25)
Using NUV , qUV we define an isomorphism of line bundles JΦ on R
red:
Definition 2.26. Let Φ : (R,U, f, i) →֒ (S, V, g, j) be an embedding of critical
charts on a d-critical locus (X, s). Define NUV , qUV as in Proposition 2.25, and
set n = dimV − dimU . Write Rred for the reduced complex analytic subspace
or reduced K-subscheme of R. Taking top exterior powers in the dual of (2.15)
and pulling back to Rred using i∗ gives an isomorphism of line bundles
ρUV :
(
i∗(KU )⊗ i
∗(ΛnN∗
UV
)
)
|Rred
∼=
−→ j∗(KV )|Rred . (2.26)
As qUV is a nondegenerate quadratic form on i
∗(NUV ), its determinant det(qUV )
is a nonvanishing section of i∗(ΛnN∗
UV
)⊗
2
. Define an isomorphism of line bundles
JΦ : i
∗
(
K⊗
2
U
)
|Rred → j
∗
(
K⊗
2
V
)
|Rred on R
red by the commutative diagram
i∗
(
K⊗
2
U
)
|Rred
JΦ ..
id
i∗(K2
U
)
⊗det(qUV )|Rred
// (i∗(K⊗2U )⊗i∗(ΛtopN∗UV )⊗2)∣∣Rred
ρ⊗
2
UV
|
Rred

j∗
(
K⊗
2
V
)
|Rred .
(2.27)
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Here are some useful properties of the JΦ. The proof that JΦ is independent
of Φ needs Rred reduced, which is why we restricted to Rred in Definition 2.26.
Proposition 2.27. In Definition 2.26, the isomorphism JΦ is independent of
the choice of Φ. That is, if Φ, Φ˜ : (R,U, f, i) →֒ (S, V, g, j) are embeddings of
critical charts then JΦ = JΦ˜.
If Ψ : (S, V, g, j) →֒ (T,W, h, k) is another embedding of critical charts then
JΨ|Rred ◦ JΦ = JΨ◦Φ. (2.28)
We can now define the canonical bundle of a d-critical locus.
Theorem 2.28. Let (X, s) be a d-critical locus (either complex analytic or
algebraic), and Xred ⊆ X the associated reduced complex analytic space or
reduced K-scheme. Then there exists a (holomorphic or algebraic) line bundle
KX,s on X
red which we call the canonical bundle of (X, s), which is natural
up to canonical isomorphism, and is characterized by the following properties:
(i) If (R,U, f, i) is a critical chart on (X, s), there is a natural isomorphism
ιR,U,f,i : KX,s|Rred −→ i
∗
(
K⊗
2
U
)
|Rred , (2.29)
where KU = Λ
dimUT ∗U is the canonical bundle of U in the usual sense.
(ii) Let Φ : (R,U, f, i) →֒ (S, V, g, j) be an embedding of critical charts on
(X, s), and let JΦ be as in (2.27). Then
ιS,V,g,j|Rred = JΦ ◦ ιR,U,f,i : KX,s|Rred −→ j
∗
(
K⊗
2
V
)∣∣
Rred
. (2.30)
(iii) For each x ∈ Xred, there is a canonical isomorphism
κx : KX,s|x
∼=−→
(
ΛtopT ∗xX
)⊗2
, (2.31)
where TxX is the Zariski tangent space of X at x.
(iv) Suppose (R,U, f, i) is a critical chart on (X, s) and x ∈ R, and let ιR,U,f,i,
κx be as in (i),(iii). Then we have an exact sequence
0 // TxX
di|x // Ti(x)U
Hessi(x) f // T ∗i(x)U
di|∗x // T ∗xX // 0, (2.32)
and the following diagram commutes:
KX,s|x
ιR,U,f,i|x ,,❩❩❩❩❩❩
❩❩❩❩❩❩❩
❩❩❩❩❩❩❩
❩❩❩❩❩❩❩
❩❩❩ κx
// (ΛtopT ∗xX)⊗2
αx,R,U,f,i

KU |
⊗2
i(x),
(2.33)
where αx,R,U,f,i is induced by taking top exterior powers in (2.32).
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Remark 2.29. (a) As in Theorem 1.1 proved in [6], if (X, s) is the truncation of
a −1-shifted symplectic derived scheme (X, ω) in the sense of Pantev et al. [30],
then KX,s ∼= det(LX)|Xred . So KX,s is isomorphic to the canonical bundle of
the derived scheme X in this case, which is why we call it a canonical bundle.
(b) The line bundle KX,s in Theorem 2.28 is characterized uniquely up to
isomorphism either by parts (i),(ii), or by parts (i),(iii),(iv).
Here is a formula for pullback of canonical bundles under smooth morphisms
of d-critical loci, which will be useful in §2.8. By saying that T ∗X/Y is a vector
bundle of mixed rank, and by the top exterior power ΛtopT ∗X/Y , we mean the
following: as φ : X → Y is smooth, there is a decomposition
∐
n>0Xn with
Xn ⊆ X open and closed, such that φ|Xn : Xn → Y is smooth of relative
dimension n. Then T ∗X/Y |Xn is a vector bundle on Xn of rank n, and the line
bundle ΛtopT ∗X/Y on X is defined by Λ
topT ∗X/Y |Xn = Λ
nT ∗X/Y |Xn for each n.
Proposition 2.30. Suppose φ : (X, s) → (Y, t) is a morphism of d-critical
loci with φ : X → Y smooth, as in Proposition 2.8. The relative cotangent
bundle T ∗X/Y is a vector bundle of mixed rank on X in the exact sequence of
coherent sheaves on X :
0 // φ∗(T ∗Y )
dφ∗ // T ∗X // T ∗X/Y
// 0. (2.34)
There is a natural isomorphism of line bundles on Xred :
Υφ : φ|
∗
Xred (KY,t)⊗
(
ΛtopT ∗X/Y
)∣∣⊗2
Xred
∼=
−→KX,s, (2.35)
such that for each x ∈ Xred the following diagram of isomorphisms commutes:
KY,t|φ(x) ⊗
(
ΛtopT ∗X/Y |x
)⊗2
Υφ|x
//
κφ(x)⊗id

KX,s|x
κx
(
ΛtopT ∗φ(x)Y
)⊗2
⊗
(
ΛtopT ∗X/Y |x
)⊗2 υ⊗2x // (ΛtopT ∗xX)⊗2 ,
(2.36)
where κx, κφ(x) are as in (2.31), and υx : Λ
topT ∗φ(x)Y ⊗Λ
topT ∗X/Y |x → Λ
topT ∗xX
is obtained by restricting (2.34) to x and taking top exterior powers.
2.5 Orientations on d-critical loci
The next two definitions will be important in the sequels [4–8]. For examples
of results on oriented d-critical loci, see Theorems 1.3 and 1.4 above.
Definition 2.31. Let (X, s) be a d-critical locus (either complex analytic or
algebraic), andKX,s its canonical bundle from Theorem 2.28. An orientation on
(X, s) is a choice of square root line bundle K
1/2
X,s for KX,s on X
red. That is, an
orientation is a (holomorphic or algebraic) line bundle L on Xred, together with
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an isomorphism L⊗
2
= L ⊗ L ∼= KX,s. A d-critical locus with an orientation
will be called an oriented d-critical locus.
An oriented critical chart on an oriented d-critical locus is a critical chart
(R,U, f, i) on (X, s) with an isomorphism R,U,f,i : K
1/2
X,s|Rred → i
∗(KU )|Rred
satisfying 2R,U,f,i = ιR,U,f,i, for ιR,U,f,i as in (2.29).
Remark 2.32. In view of equation (2.31), one might hope to define a canonical
orientationK
1/2
X,s for a d-critical locus (X, s) byK
1/2
X,s
∣∣
x
= ΛtopT ∗xX for x ∈ X
red.
However, this does not work, as the spaces ΛtopT ∗xX do not vary continuously
with x ∈ Xred if X is not smooth. Example 2.39 shows that d-critical loci need
not admit orientations.
In the situation of Proposition 2.30, the factor (ΛtopT ∗X/Y )|
⊗2
Xred
in (2.35) has
a natural square root (ΛtopT ∗X/Y )|Xred . Thus we deduce:
Corollary 2.33. Let φ : (X, s) → (Y, t) be a morphism of d-critical loci with
φ : X → Y smooth. Then each orientation K
1/2
Y,t for (Y, t) lifts to a natural
orientation K
1/2
X,s = φ|
∗
Xred (K
1/2
Y,t )⊗ (Λ
topT ∗X/Y )|Xred for (X, s).
We can express orientations in terms of principal Z2-bundles.
Definition 2.34. Let (X, s) be a d-critical locus. For each embedding of critical
charts Φ : (R,U, f, i) →֒ (S, V, g, j) on (X, s), define a principal Z2-bundle πΦ :
PΦ → R over R to be the bundle of square roots of the isomorphism JΦ in
(2.27). That is, local sections sα : R → PΦ correspond to local isomorphisms
α : i∗(KU )|Rred → j
∗(KV )|Rred with α ⊗ α = JΦ. Note that Proposition 2.27
implies that PΦ is independent of the choice of Φ, that is, if Φ, Φ˜ : (R,U, f, i) →֒
(S, V, g, j) are embeddings then PΦ = PΦ˜.
If Ψ : (S, V, g, j) →֒ (T,W, h, k) is another embedding of critical charts then
(2.28) implies that there is a canonical isomorphism
ΞΨ,Φ : PΨ◦Φ
∼=
−→PΨ|R ⊗Z2 PΦ,
such that if local isomorphisms α : i∗(KU )|Rred → j
∗(KV )|Rred , β : j
∗(KV )|Rred
→ k∗(KW )|Rred , γ : i
∗(KU )|Rred → k
∗(KW )|Rred with α ⊗ α = JΦ, β ⊗ β =
JΨ|Rred , γ⊗γ = JΨ◦Φ correspond to local sections sα : R→ PΦ, sβ : R→ PΨ|R,
sγ : R→ PΦ◦Φ, then ΞΨ,Φ(sγ) = sβ⊗Z2sα if and only if γ = β◦α, where γ = β◦α
is possible by (2.28).
Now let K
1/2
X,s be a choice of orientation on (X, s), as in Definition 2.31. For
each critical chart (R,U, f, i) on (X, s), define a principal Z2-bundle πR,U,f,i :
QR,U,f,i → R to be the bundle of square roots of the isomorphism ιR,U,f,i in
(2.29). That is, local sections sβ : R → QR,U,f,i correspond to local isomor-
phisms β : K
1/2
X,s|Rred → i
∗(KU )|Rred with β ⊗ β = ιR,U,f,i.
Given an orientation K
1/2
X,s and an embedding Φ : (R,U, f, i) →֒ (S, V, g, j),
we have principal Z2-bundles πΦ : PΦ → R, πR,U,f,i : QR,U,f,i → R and πS,V,g,j :
QS,V,g,j → S. Then there is a natural isomorphism of principal Z2-bundles
ΛΦ : QS,V,g,j|R
∼=
−→PΦ ⊗Z2 QR,U,f,i (2.37)
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on R, defined as follows: local isomorphisms
α : i∗(KU )|Rred −→ j
∗(KV )|Rred , β : K
1/2
X,s|Rred −→ i
∗(KU )|Rred ,
and γ : K
1/2
X,s|Rred −→ j
∗(KV )|Rred
with α ⊗ α = i|∗Rred(JΦ), β ⊗ β = ιR,U,f,i and γ ⊗ γ = ιS,V,g,j|Rred correspond
to local sections sα : R → i
∗(PΦ), sβ : R → QR,U,f,i and sγ : R → QS,V,g,j|R.
Equation (2.30) shows that γ = α ◦ β is a possible solution for γ, and we define
ΛΦ in (2.37) such that ΛΦ(sγ) = sα ⊗Z2 sβ if and only if γ = α ◦ β. Note that
ΛΦ is independent of the choice of Φ, as JΦ, PΦ are.
If Ψ : (S, V, g, j) →֒ (T,W, h, k) is another embedding of critical charts then
it is easy to check that the following diagram commutes:
QT,W,h,k|R
ΛΨ◦Φ
//
ΛΨ|R
PΨ◦Φ ⊗Z2 QR,U,f,i
ΞΨ,Φ⊗idQR,U,f,i (
PΨ ⊗Z2 QS,V,g,j
)∣∣
R
idPΨ|R⊗ΛΦ // PΨ|R ⊗Z2 PΦ ⊗Z2 QR,U,f,i.
(2.38)
Proposition 2.35. Let (X, s) be a d-critical locus. Then Definition 2.34 in-
duces an isomorphism between isomorphism classes of orientations K
1/2
X,s on
(X, s), and isomorphism classes of the following collections of data:
(a) For each critical chart (R,U, f, i) on (X, s), a choice of principal Z2-
bundle πR,U,f,i : QR,U,f,i → R on R, and
(b) For each embedding of critical charts Φ : (R,U, f, i) →֒ (S, V, g, j), a choice
of isomorphism ΛΦ : QS,V,g,j|R → PΦ ⊗Z2 QR,U,f,i as in (2.37),
such that (2.38) commutes for all embeddings Φ : (R,U, f, i) →֒ (S, V, g, j),
Ψ : (S, V, g, j) →֒ (T,W, h, k), where PΦ, PΨ, PΨ◦Φ,ΞΨ,Φ are as in the first part
of Definition 2.34.
The proof of Proposition 2.35 is straightforward. Definition 2.34 shows how
to go from an orientation K
1/2
X,s to a collection of data QR,U,f,i,ΛΦ. For the
converse, given a collection of data QR,U,f,i,ΛΦ, note that each QR,U,f,i deter-
mines a square root LR,U,f,i for KX,s|Rred uniquely up to isomorphism for each
critical chart (R,U, f, i), and for an embedding Φ : (R,U, f, i) →֒ (S, V, g, j) the
isomorphism ΛΦ determines an isomorphism iΦ : LR,U,f,i → LS,V,g,j|Rred , and
for Φ : (R,U, f, i) →֒ (S, V, g, j), Ψ : (S, V, g, j) →֒ (T,W, h, k), equation (2.38)
commuting implies that iΨ◦Φ = iΨ|Rred ◦ iΦ. By the sheaf property of line bun-
dles, we can then show there exists K
1/2
X,s unique up to canonical isomorphism,
with isomorphisms K
1/2
X,s|Rred
∼= LR,U,f,i for all (R,U, f, i), which are compatible
with iΦ for all Φ. We leave the details to the reader.
Remark 2.36. Let Φ : (R,U, f, i) →֒ (S, V, g, j) be an embedding of critical
charts on a d-critical locus (X, s). Define NUV , qUV as in Proposition 2.25, and
πΦ : PΦ → R as in Definition 2.34. Then an alternative interpretation of PΦ is
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as the principal Z2-bundle of orientations of the nondegenerate quadratic form
qUV on the vector bundle i
∗(NUV ) over R.
Thus, Proposition 2.35 shows that an orientationK
1/2
X,s on (X, s) is equivalent
to giving principal Z2-bundles QR,U,f,i → R for each chart (R,U, f, i) on (X, s),
such thatQR,U,f,i andQS,V,g,j|R differ by the principal Z2-bundle of orientations
of qUV for each embedding Φ : (R,U, f, i) →֒ (S, V, g, j). This is why we chose
the term orientation for K
1/2
X,s. It is closely relation to the notion of orientation
data in Kontsevich and Soibelman [18, §5].
Here are some examples of canonical bundles and orientations:
Example 2.37. Let U be a complex manifold, f : U → C be holomorphic,
and (X, s) be the complex analytic d-critical locus from Example 2.4 with X =
Crit(f). Then Theorem 2.28(i) with (R,U, f, i) = (X,U, f, inc) implies that
KX,s ∼= K
⊗2
U |Xred . Hence KX,s has a natural square root K
1/2
X,s = KU |Xred , and
(X, s) a natural orientation. The analogue holds for algebraic critical loci.
Example 2.38. LetX be a complex manifold, so that (X, 0) is a d-critical locus
as in Example 2.15. Then Theorem 2.28(i) with (R,U, f, i) = (X,X, 0, idX)
shows that KX,0 ∼= K
⊗2
X , where KX is the usual canonical bundle of X . Again,
(X, 0) has a natural orientation K
1/2
X,0 = KX .
As we call KX,0 the canonical bundle of (X, 0), one might have expected
KX,0 ∼= KX . The explanation is that as a derived scheme, Crit(0 : X → C) is
not X , but the shifted cotangent bundle T ∗X [1], and the degree −1 fibres of
the projection T ∗X [1]→ X include an extra factor of KX in KX,0.
Example 2.39. Let X be the non-reduced projective C-scheme{
[x, y, z] ∈ CP2 : z2 = 2yz = 0
}
.
The reduced C-subscheme Xred ⊂ X ⊂ CP2 is the CP1 defined by z = 0, and
X has only one non-reduced point [1, 0, 0], with X \ {[1, 0, 0]} ∼= C smooth. The
open neighbourhood X \ {[0, 1, 0]} of [1,0,0] in X is isomorphic as a classical
C-scheme to Crit(yz2 : C2 → C), where (y, z) are the coordinates on C2.
Extend X to an algebraic d-critical locus as follows: on X \ {[0, 1, 0]}, define
s as in Example 2.4 using X \ {[0, 1, 0]} ∼= Crit(yz2 : C2 → C). But S0X ≡ 0
on X \ {[1, 0, 0]} by Example 2.15 as X \ {[1, 0, 0]} is smooth, so s extends
uniquely by zero to all of X . Since (X, s) is modelled on Crit(yz2 : C2 → C)
on X \ {[0, 1, 0]} and on Crit(0 : C → C) on X \ {[1, 0, 0]}, it is an algebraic
d-critical locus.
Theorem 2.28 defines a line bundle KX,s on X
red ∼= CP1. Calculation shows
that KX,s ∼= OCP1(−5). For the smooth algebraic d-critical locus (CP
1, 0) we
have KCP1,0 ∼= K
⊗2
CP1
∼= OCP1(−4) as in Example 2.38, so the effect of the nonre-
duced point [1, 0, 0] in X is to modify KX,s from OCP1(−4) to OCP1(−5). Since
−5 is odd, KX,s admits no square root. Thus, (X, s) is an example of a non-
orientable algebraic d-critical locus. We can also consider (X, s) as a complex
analytic d-critical locus, where again it is not orientable.
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2.6 Equivariant d-critical loci
We now discuss group actions on algebraic d-critical loci.
Definition 2.40. Let (X, s) be an algebraic d-critical locus over K, and µ :
G×X → X an action of an algebraic K-group G on the K-scheme X . We also
write the action as µ(γ) : X → X for γ ∈ G. We say that (X, s) is G-invariant
if µ(γ)⋆(s) = s for all γ ∈ G, or equivalently, if µ⋆(s) = π⋆X(s) in H
0(S0G×X),
where πX : G×X → X is the projection.
Let χ : G → Gm be a morphism of algebraic K-groups, that is, a character
of G, where Gm = K \ {0} is the multiplicative group. We say that (X, s)
is G-equivariant, with character χ, if µ(γ)⋆(s) = χ(γ) · s for all γ ∈ G, or
equivalently, if µ⋆(s) = (χ◦πG) · (π⋆X(s)) in H
0(S0G×X), where H
0(OG) ∋ χ acts
on H0(S0G×X) by multiplication, as G is a smooth K-scheme.
Suppose (X, s) is G-invariant orG-equivariant, with χ = 1 in the G-invariant
case. We call a critical chart (R,U, f, i) on (X, s) with a G-action ρ : G×U → U
a G-equivariant critical chart if R ⊆ X is a G-invariant open subscheme, and
i : R →֒ U , f : U → A1 are equivariant with respect to the actions µ|G×R, ρ, χ
of G on R,U,A1, respectively.
We call a subchart (R′, U ′, f ′, i′) ⊆ (R,U, f, i) a G-equivariant subchart if
R′ ⊆ R and U ′ ⊆ U are G-invariant open subschemes. Then (R′, U ′, f ′, i′), ρ′ is
a G-equivariant critical chart, where ρ′ = ρ|G×U ′ .
Suppose (R,U, f, i), ρ and (S, V, g, j), σ are G-equivariant critical charts on
(X, s), and Φ : (R,U, f, i) →֒ (S, V, g, j) is an embedding. We call Φ equivariant
if Φ : U →֒ V is equivariant with respect to the actions ρ, σ of G on U, V .
When we have aG-equivariant d-critical locus (X, s), we would like to be able
to work only with G-equivariant critical charts and subcharts (so in particular,
we would like X to be covered by such charts) and G-equivariant embeddings.
However, as Example 2.46 below shows, X may not be covered by G-equivariant
critical charts without extra assumptions on X,G.
We will restrict to the case when G is a torus, with a ‘good’ action on X :
Definition 2.41. Let X be a K-scheme, G an algebraic K-torus, and µ : G ×
X → X an action of G on X . We call µ a good action if X admits a Zariski
open cover by G-invariant affine open K-subschemes U ⊆ X .
Sumihiro [32, Cor. 2] proves that every torus action on a normal K-variety
is good. Applying this to the reduced K-subscheme Xred of a K-scheme X , and
noting that open U ⊆ X is affine if and only if U red ⊆ Xred is affine, yields:
Lemma 2.42. Suppose X is a K-scheme whose reduced K-subscheme Xred is
normal. Then any action µ of an algebraic K-torus G on X is good.
A torus-equivariant d-critical locus (X, s) admits an open cover by equivari-
ant critical charts if and only if the torus action is good:
Proposition 2.43. Let (X, s) be an algebraic d-critical locus which is invariant
or equivariant under the action µ : G×X → X of an algebraic torus G.
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(a) If µ is good then for all x ∈ X there exists a G-equivariant critical chart
(R,U, f, i), ρ on (X, s) with x ∈ R, and we may take dimU = dim TxX.
(b) Conversely, if for all x ∈ X there exists a G-equivariant critical chart
(R,U, f, i), ρ on (X, s) with x ∈ R, then µ is good.
We can also prove a torus-equivariant analogue of Theorem 2.20:
Proposition 2.44. Let (X, s) be an algebraic d-critical locus equivariant under
an algebraic torus G, and (R,U, f, i), ρ, (S, V, g, j), σ be G-equivariant critical
charts on (X, s). Then for each x ∈ R ∩ S there exist G-equivariant subcharts
(R′, U ′, f ′, i′) ⊆ (R,U, f, i), (S′, V ′, g′, j′) ⊆ (S, V, g, j) with x ∈ R′ ∩ S′, a G-
equivariant critical chart (T,W, h, k), τ on (X, s), and G-equivariant embeddings
Φ : (R′, U ′, f ′, i′) →֒ (T,W, h, k) and Ψ : (S′, V ′, g′, j′) →֒ (T,W, h, k).
Suppose now that (X, s) is an algebraic d-critical locus invariant under a
good action µ of an algebraic torus G. Write XG for the G-fixed subscheme
of X , so that XG is a closed K-subscheme of X with inclusion ι : XG →֒ X .
Set sG = ι⋆(s) ∈ H0(S0XG), for ι
⋆ as in Proposition 2.3. Let (R,U, f, i), ρ be
a G-equivariant critical chart on X . Write RG, UG for the G-fixed subschemes
of R,U , and fG = f |UG , i
G = i|RG . It is easy to see that (R
G, UG, fG, iG)
is a critical chart on (XG, sG). Since we can cover X by such (R,U, f, i), ρ by
Proposition 2.43, we can cover XG by such (RG, UG, fG, iG). This proves:
Corollary 2.45. Suppose (X, s) is an algebraic d-critical locus invariant under
a good action µ of an algebraic torus G. Write XG for the G-fixed subscheme
of X, with inclusion ι : XG →֒ X, and sG = ι⋆(s) ∈ H0(S0XG). Then (X
G, sG)
is an algebraic d-critical locus.
Maulik [23] will use the last three results when G = Gm to prove a torus
localization formula for the motives MFX,s associated to oriented algebraic d-
critical loci (X, s) by Bussi, Joyce and Meinhardt [8], as in Theorem 1.4, writing
π∗(MFX,s) in terms of π∗(MFXGm ,sGm ) for π : X,X
Gm → SpecK.
Here is an example of a non-good torus action on a d-critical locus:
Example 2.46. Let A2 have coordinates (x, y), and define f : A2 → A1 by
f(x, y) = x2y2. Write (X, s) for the corresponding affine d-critical locus with
X = Crit(f). It is the union of the x- and y-axes in A2, with a non-reduced
point at (0, 0). Let G = Gm act on A
2 by u : (x, y) 7→ (ux, u−1y). Then f is
Gm-invariant, so (X, s) is also Gm-invariant.
Define an e´tale equivalence relation ∼ on X by (x, 0) ∼ (0, x−1) for 0 6= x ∈
A
1, and let X˜ = X/∼ be the quotient K-scheme. As ∼ is Gm-equivariant and
preserves s, the Gm-action and d-critical structure s on X both descend to X˜,
so (X˜, s˜) is a Gm-invariant d-critical locus.
Now X˜ is a projective scheme (it can be embedded in KP2, with reduced
subscheme the nodal cubic u2w = v2w+v3 in homogeneous coordinates [u, v, w]
on KP2), but it is not affine. The Gm-action on X˜ has only two orbits, (0, 0)
and X˜ \ {(0, 0)}. Thus, the only Gm-invariant open neighbourhood of (0, 0) in
X˜ is X˜ itself, which is not affine, so the Gm-action on X˜ is not good.
27
Proposition 2.43(b) shows that there does not exist a Gm-equivariant critical
chart (R,U, f, i), ρ on (X˜, s˜) with (0, 0) ∈ R.
Remark 2.47. For actions of reductive groups, we can prove the following
weaker analogues of Propositions 2.43 and 2.44 by similar methods:
(i) Let (X, s) be an algebraic d-critical locus which is invariant or equivariant
under the action µ : T × X → X of a reductive algebraic K-group G.
Suppose x ∈ X is a fixed point of G, and there exists a G-invariant
affine open neighbourhood of x in X (this is automatic if Xred is normal).
Then there exists aG-equivariant critical chart (R,U, f, i), ρ on (X, s) with
x ∈ R, and we may take dimU = dimTxX .
(ii) Let (X, s) be an algebraic d-critical locus equivariant under a reductive K-
group G, and x ∈ X be a fixed point of G, and (R,U, f, i), ρ, (S, V, g, j), σ
be G-equivariant critical charts on (X, s) with x ∈ R ∩ S. Then there
exist G-equivariant subcharts (R′, U ′, f ′, i′) ⊆ (R,U, f, i), (S′, V ′, g′, j′) ⊆
(S, V, g, j) with x ∈ R′ ∩ S′, a G-equivariant critical chart (T,W, h, k), τ
on (X, s), and G-equivariant embeddings Φ : (R′, U ′, f ′, i′) →֒ (T,W, h, k)
and Ψ : (S′, V ′, g′, j′) →֒ (T,W, h, k).
We make no claims about points x ∈ X not fixed by G.
2.7 Background material on sheaves on Artin stacks
Section 2.8 will extend §2.1–§2.5 from K-schemes to Artin K-stacks. As a pre-
liminary, to establish notation, we discuss Artin stacks and sheaves upon them.
Artin stacks are a class of geometric spaces, generalizing schemes and alge-
braic spaces. For a good introduction to Artin stacks see Go´mez [11], and for a
thorough treatment see Laumon and Moret-Bailly [20]. Artin stacks over a field
K form a 2-category ArtK, with objects the Artin stacks X,Y, . . . , 1-morphisms
f, g : X → Y , and 2-morphisms η : f ⇒ g, which are all 2-isomorphisms.
There is a natural full and faithful strict (2-)functor FArtSch : SchK → ArtK
from the category SchK of K-schemes (regarded as a 2-category with only iden-
tity 2-morphisms) to the 2-category ArtK of Artin K-stacks. By a common
abuse of notation, we will identify SchK with its image in ArtK, and consider
schemes as special examples of Artin stacks. By definition, every Artin K-stack
X admits a smooth atlas, which is a smooth, surjective 1-morphism t : T → X
in ArtK, for some K-scheme T .
Let X be a K-scheme, and K ⊇ K a field containing K. A K-point x of X
is a morphism x : SpecK → X in SchK, and a point x of X , written x ∈ X ,
is a K-point for any K. Similarly, if X is an Artin K-stack, a K-point of X
is a 1-morphism x : SpecK → X in ArtK. Two K-points x, x′ are equivalent,
written x ∼= x′, if there is a 2-isomorphism θ : x⇒ x′. A point x of X , written
x ∈ X , is a K-point for any K.
If x is a K-point in X , the isotropy group or stabilizer group Isox(X) is the
group of 2-isomorphisms θ : x ⇒ x. It has the structure of an algebraic K-
group, and we write Isox(X) for its Lie algebra, a K-vector space. The Zariski
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cotangent space T ∗xX of X at x is also a K-vector space; we have h
0(LX)|x ∼=
T ∗xX and h
1(LX)|x ∼= Isox(X)∗, where LX is the cotangent complex of X , as
in Remark 2.51 below.
Laumon and Moret-Bailly [20, §§12, 13, 15, 18] develop a theory of sheaves
on Artin stacks, including quasi-coherent, coherent, and constructible sheaves,
and their derived categories. Unfortunately, Laumon and Moret-Bailly wrongly
assume that 1-morphisms of algebraic stacks induce morphisms of lisse-e´tale
topoi, so parts of their theory concerning pullbacks, etc., are unsatisfactory.
Olsson [24] rewrites the theory, correcting this mistake. Laszlo and Olsson
[21, 22] study derived categories of constructible sheaves, and perverse sheaves,
on Artin stacks, in more detail. All of [20–22, 24] work with sheaves on Artin
stacks in the lisse-e´tale topology, which we now define.
Definition 2.48. Recall that a site is a category with a Grothendieck topology,
as in Artin [1]. Let X be an Artin K-stack. Define the lisse-e´tale site Lis-e´t(X)
of X as follows. The category of Lis-e´t(X) has objects pairs (T, t), where T
is a K-scheme and t : T → X a smooth 1-morphism in ArtK, and morphisms
(φ, η) : (T, t) → (U, u), for φ : T → U a morphism in SchK and η : t ⇒ u ◦ φ a
2-morphism in ArtK. Composition of morphisms (T, t)
(φ,η)
−→ (U, u)
(ψ,ζ)
−→ (V, v) is
(ψ, ζ) ◦ (φ, η) :=
(
ψ ◦ φ, (ζ ∗ idφ)⊙ η
)
.
Identity morphisms are id(T,t) = (idT , idt). The coverings of an object (T, t)
in the Grothendieck topology on Lis-e´t(X) are those collections of morphisms{
(φi, ηi) : (Ti, ti)→ (T, t)
}
i∈I for which
{
φi : Ti → T
}
i∈I is an open cover of T
in the e´tale topology on SchK.
Definition 2.48 differs from Laumon and Moret-Bailly [20, Def. 12.1] in taking
objects (T, t) with T a K-scheme rather than an algebraic K-space. But as
in [20, Lem. 12.1.2(i)], the two definitions yield the same notion of sheaf on X .
We can now define sheaves (of sets, or K-vector spaces, or K-algebras, or
. . . ) on X to be sheaves on the site Lis-e´t(X), using the notion of sheaves
on a site from Artin [1]. The structure sheaf OX is a sheaf of K-algebras on
Lis-e´t(X), and by considering sheaves ofOX -modules on Lis-e´t(X) we can define
quasi-coherent and coherent sheaves on X , as in [20, §13] and [24, §6].
Laumon and Moret-Bailly [20, Lem. 12.2.1] give an alternative, explicit de-
scription of the categories of sheaves on an Artin K-stack X . In §2.8 we will use
the category Sh(X) in Proposition 2.49 as our definition of sheaves on X .
Proposition 2.49 (Laumon and Moret-Bailly [20]). Let X be an Artin K-stack.
The category of sheaves of sets on X in the lisse-e´tale topology is equivalent to
the category Sh(X) defined as follows:
(A) Objects A of Sh(X) comprise the following data:
(a) For each K-scheme T and smooth 1-morphism t : T → X in ArtK, we are
given a sheaf of sets A(T, t) on T, in the e´tale topology.
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(b) For each 2-commutative diagram in ArtK :
U
u
**❚❚❚
❚❚❚❚
❚❚❚❚✤ ✤✤ ✤KSη
T
φ
44❥❥❥❥❥❥❥❥❥❥❥
t
// X,
(2.39)
where T, U are schemes and t : T → X, u : U → X are smooth 1-
morphisms in ArtK, we are given a morphism A(φ, η) : φ−1(A(U, u)) →
A(T, t) of e´tale sheaves of sets on T .
This data must satisfy the following conditions:
(i) If φ : T → U in (b) is e´tale, then A(φ, η) is an isomorphism.
(ii) For each 2-commutative diagram in ArtK :
V
v
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲
✤ ✤✤ ✤KSζ
U
ψ
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
u
// X,✦ ✦✦ ✦LTη
T
φ
OO
t
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with T, U, V schemes and t, u, v smooth, we must have
A
(
ψ ◦ φ, (ζ ∗ idφ)⊙ η
)
= A(φ, η) ◦ φ−1(A(ψ, ζ)) as morphisms
(ψ ◦ φ)−1(A(V, v)) = φ−1 ◦ ψ−1(A(V, v)) −→ A(T, t).
(B) Morphisms α : A → B of Sh(X) comprise a morphism α(T, t) : A(T, t)→
B(T, t) of e´tale sheaves of sets on a scheme T for all smooth 1-morphisms t :
T → X, such that for each diagram (2.39) in (b) the following commutes:
φ−1(A(U, u))
φ−1(α(U,u))
A(φ,η)
// A(T, t)
α(T,t)

φ−1(B(U, u))
B(φ,η) // B(T, t).
(C) Composition of morphisms A
α
−→B
β
−→C in Sh(X) is (β◦α)(T, t) = β(T, t)
◦ α(T, t). Identity morphisms idA : A → A are idA(T, t) = idA(T,t).
The analogue of all the above also holds for (e´tale) sheaves of K-vector
spaces, sheaves of K-algebras, and so on, in place of (e´tale) sheaves of sets.
Furthermore, the analogue of all the above holds for quasi-coherent sheaves,
(or coherent sheaves, or vector bundles, or line bundles) on X, where in (a)
A(T, t) becomes a quasi-coherent sheaf (or coherent sheaf, or vector bundle, or
line bundle) on T, in (b) we replace φ−1(A(U, u)) by the pullback φ∗(A(U, u)) of
quasi-coherent sheaves (etc.), and A(φ, η), α(T, t) become morphisms of quasi-
coherent sheaves (etc.) on T .
We can also describe global sections of sheaves on Artin K-stacks in the
above framework: a global section s ∈ H0(A) of A in part (A) assigns a
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global section s(T, t) ∈ H0(A(T, t)) of A(T, t) on T for all smooth t : T → X
from a scheme T, such that A(φ, η)∗(s(U, u)) = s(T, t) in H0(A(T, t)) for all
2-commutative diagrams (2.39) with t, u smooth.
Remark 2.50. As in Laumon and Moret-Bailly [20, §13.1], if T is a K-scheme,
there is a difference between the categories Sh(T )Zar and Sh(T )e´t of sheaves of
sets (say) on T in the Zariski and e´tale topologies. There are adjoint functors
ǫ∗ : Sh(T )e´t → Sh(T )Zar and ǫ−1 : Sh(T )Zar → Sh(T )e´t, with ǫ−1 fully faithful,
but in general Sh(T )e´t may be larger than Sh(T )Zar. So one should distinguish
between sheaves in the Zariski and the e´tale topologies.
However, as in [20, p. 120], the categories of quasi-coherent sheaves on T
(and hence their full subcategories of coherent sheaves, vector bundles, and
line bundles) in the Zariski and e´tale topologies are equivalent, essentially by
definition. So for quasi-coherent sheaves we need not distinguish between the
Zariski and e´tale topologies, and in the last part of Proposition 2.49 we can take
the A(T, t) to be quasi-coherent sheaves on T in the usual (Zariski) sense.
For Theorem 2.56 we will need the following properties of cotangent com-
plexes, as in Illusie [15, 16] and Laumon and Moret-Bailly [20, §17].
Remark 2.51. (i) If f : X → Y is a 1-morphism of Artin K-stacks, we have a
distinguished triangle in D(qcoh(X)):
f∗(LY )
Lf // LX // LX/Y // f
∗(LX)[1], (2.40)
where LX ,LY are the cotangent complexes of X,Y and LX/Y (also written
L
f
X/Y ) is the relative cotangent complex of f .
(ii) If f, g : X → Y are 1-morphisms of Artin K-stacks and η : f ⇒ g is a
2-morphism, then we have a commutative diagram
f∗(LY )
η∗(LY )

Lf
// LX
id

// LfX/Y
∼=

// f∗(LX)[1]
η∗(LY )

g∗(LY )
Lg // LX // L
g
X/Y
// g∗(LX)[1].
(iii) Let X
f
−→Y
g
−→Z be 1-morphisms of Artin K-stacks. Then there is a
distinguished triangle in D(qcoh(X)):
f∗(LY/Z) // LX/Z // LX/Y // f
∗(LY/Z)[1].
(iv) If f : X → Y is smooth then LX/Y is equivalent to a vector bundle of mixed
rank on X in degree 0, in the sense of Proposition 2.30. In this case we write
T ∗X/Y or T
f ∗
X/Y for LX/Y considered as a vector bundle of mixed rank. The top
exterior power ΛtopLX/Y = Λ
topT ∗X/Y is a line bundle on X .
(v) If φ : T → U is a smooth morphism in SchK then the relative cotangent
bundle T ∗T/U in Proposition 2.30 is canonically isomorphic to LT/U .
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2.8 Extension of §2.1–§2.5 to Artin stacks
We now extend parts of §2.1–§2.5 from K-schemes to Artin K-stacks. In [4] we
will use the ideas of this section to extend the results of [5, 6, 8] (summarized
in Theorems 1.1, 1.3 and 1.4 above) to Artin stacks. Note that by the same
methods we can also extend §2.1–§2.5 to Deligne–Mumford K-stacks or algebraic
K-spaces, and the proofs simplify as the e´tale topology is easier to work with
than the lisse-e´tale topology. We leave the details to the interested reader.
Combining Theorem 2.1, Proposition 2.3, and the material of §2.7, we deduce
an analogue of Theorem 2.1 for Artin K-stacks:
Corollary 2.52. Let X be an Artin K-stack, and write Sh(X)K-alg, Sh(X)K-vect
for the categories of sheaves of K-algebras and K-vector spaces on X defined in
Proposition 2.49. Then:
(a) We may define canonical objects SX in both Sh(X)K-alg and Sh(X)K-vect
by SX(T, t) := ST for all smooth morphisms t : T → X for T ∈ SchK,
for ST as in Theorem 2.1 taken to be a sheaf of K-algebras (or K-vector
spaces) on T in the e´tale topology, and SX(φ, η) := φ
⋆ : φ−1(SX(U, u)) =
φ−1(SU )→ ST = SX(T, t) for all 2-commutative diagrams (2.39) in ArtK
with t, u smooth, where φ⋆ is as in Proposition 2.3.
(b) There is a natural decomposition SX = KX⊕S
0
X in Sh(X)K-vect induced
by the splitting SX(T, t) = ST = KT ⊕ S
0
T in Theorem 2.1(a), where KX
is a sheaf of K-subalgebras of SX in Sh(X)K-alg, and S
0
X a sheaf of ide-
als in SX .
Here the conditions (i),(ii) on the data SX(T, t),SX(φ, η) in Proposition
2.49(A) follow from the last part of Proposition 2.3 and equation (2.12). We
can now generalize algebraic d-critical loci to Artin stacks.
Definition 2.53. A d-critical stack (X, s) is an Artin K-stack X and a global
section s ∈ H0(S0X), where S
0
X is as in Corollary 2.52 and global sections as
in Proposition 2.49, such that
(
T, s(T, t)
)
is an algebraic d-critical locus in the
sense of Definition 2.5 for all smooth morphisms t : T → X with T ∈ SchK.
The next proposition gives a very convenient way to understand global sec-
tions of SX ,S
0
X and d-critical structures on X by working on the scheme T for
an atlas t : T → X for X .
Proposition 2.54. Let X be an Artin K-stack, and t : T → X a smooth atlas
for X. Then T ×t,X,t T is equivalent to a K-scheme U as t is representable and
T a scheme, so we have a 2-Cartesian diagram
U
π1
π2
//
✘ ✘✘ ✘
HP
η
T
t 
T
t // X
(2.41)
in ArtK, with π1, π2 : U → T smooth morphisms in SchK. Also T, U, π1, π2 can
be naturally completed to a smooth groupoid in SchK, and X is equivalent in
ArtK to the associated groupoid stack [U ⇒ T ].
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(i) Let SX be as in Corollary 2.52, and ST ,SU be as in Theorem 2.1, regarded
as sheaves on T, U in the e´tale topology, and define π⋆i : π
−1
i (ST )→ SU as
in Proposition 2.3 for i = 1, 2. Consider the map t∗ : H0(SX)→ H0(ST )
mapping t∗ : s 7→ s(T, t). This is injective, and induces a bijection
t∗ : H0(SX)
∼=
−→
{
s′ ∈ H0(ST ) : π
⋆
1(s
′) = π⋆2(s
′) in H0(SU )
}
. (2.42)
The analogue holds for S0X ,S
0
T ,S
0
U .
(ii) Suppose s ∈ H0(S0X), so that t
∗(s) ∈ H0(S0T ) with π
⋆
1 ◦ t
∗(s) = π⋆2 ◦ t
∗(s).
Then (X, s) is a d-critical stack if and only if
(
T, t∗(s)
)
is an algebraic
d-critical locus, and then
(
U, π⋆1◦t
∗(s)
)
is also an algebraic d-critical locus.
Example 2.55. Suppose an algebraic K-group G acts on a K-scheme T with
action µ : G×T → T , and write X for the quotient Artin K-stack [T/G]. Then
as in (2.41) there is a natural 2-Cartesian diagram
G× T
πT
µ
//
✚ ✚✚ ✚
IQ
η
T
t 
T
t // X = [T/G],
where t : T → X is a smooth atlas for X . If s′ ∈ H0(S0T ) then π
⋆
1(s
′) = π⋆2(s
′) in
(2.42) becomes π⋆T (s
′) = µ⋆(s′) on G×T , that is, s′ is G-invariant in the sense of
§2.6. Hence, Proposition 2.54 shows that d-critical structures s on X = [T/G]
are in 1-1 correspondence with G-invariant d-critical structures s′ on T .
Next we state an analogue of Theorem 2.28, constructing the canonical bun-
dle KX,s of a d-critical stack (X, s).
Theorem 2.56. Let (X, s) be a d-critical stack. Using the description of quasi-
coherent sheaves on Xred in Proposition 2.49 and the notation of Remark 2.51,
there is a line bundle KX,s on the reduced K-substack X
red of X called the
canonical bundle of (X, s), unique up to canonical isomorphism, such that:
(a) For each point x ∈ Xred ⊆ X we have a canonical isomorphism
κx : KX,s|x
∼=−→
(
ΛtopT ∗xX
)⊗2
⊗
(
ΛtopIsox(X)
)⊗2
, (2.43)
where T ∗xX is the Zariski cotangent space of X at x, and Isox(X) the
Lie algebra of the isotropy group (stabilizer group) Isox(X) of X at x.
(b) If T is a K-scheme and t : T → X a smooth 1-morphism, so that tred :
T red → Xred is also smooth, then there is a natural isomorphism of line
bundles on T red :
ΓT,t : KX,s(T
red, tred)
∼=−→KT,s(T,t) ⊗
(
ΛtopT ∗T/X
)∣∣⊗−2
T red
. (2.44)
Here
(
T, s(T, t)
)
is an algebraic d-critical locus by Definition 2.53, and
KT,s(T,t) → T
red is its canonical bundle from Theorem 2.28.
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(c) In the situation of (b), let p ∈ T red ⊆ T, so that t(p) ∈ X. Taking the
long exact cohomology sequence of (2.40) for t : T → X and restricting to
p ∈ T gives an exact sequence
0 −→ T ∗t(p)X −→ T
∗
p T −→ T
∗
T/X |p −→ Isot(p)(X)
∗ −→ 0. (2.45)
Then the following diagram commutes:
KX,s|t(p)
κt(p)

KX,s(T
red, tred)|p
ΓT,t|p
// KT,s(T,t)|p ⊗
(
ΛtopT ∗T/X
)∣∣⊗−2
p
κp⊗id
(
ΛtopT ∗t(p)X
)⊗2
⊗
(
ΛtopIsot(p)(X)
)⊗2 α2p// (ΛtopT ∗p T )⊗2⊗(ΛtopT ∗T/X)∣∣⊗−2p ,
(2.46)
where κp, κt(p),ΓT,t are as in (2.31), (2.43) and (2.44), respectively, and
αp : Λ
topT ∗t(p)X ⊗ Λ
top
Isot(p)(X)
∼=−→ΛtopT ∗p T ⊗ Λ
topT ∗T/X |
−1
p is induced
by taking top exterior powers in (2.45).
Here is the analogue of Definition 2.31:
Definition 2.57. Let (X, s) be a d-critical stack, andKX,s its canonical bundle
from Theorem 2.56. An orientation on (X, s) is a choice of square root line
bundle K
1/2
X,s for KX,s on X
red. That is, an orientation is a line bundle L on
Xred, together with an isomorphism L⊗
2
= L ⊗ L ∼= KX,s. A d-critical stack
with an orientation will be called an oriented d-critical stack.
Suppose (X, s) is an oriented d-critical stack. Then for each smooth t : T →
X we have a square root K
1/2
X,s(T
red, tred) for KX,s(T
red, tred). Thus by (2.44),
K
1/2
X,s(T
red, tred)⊗ (ΛtopLT/X)|T red is a square root for KT,s(T,t). This proves:
Lemma 2.58. Let (X, s) be a d-critical stack. Then an orientation K
1/2
X,s for
(X, s) determines a canonical orientation K
1/2
T,s(T,t) for the algebraic d-critical
locus
(
T, s(T, t)
)
, for all smooth t : T → X with T a K-scheme.
In [4] we will prove that an oriented d-critical stack (X, s) has a natural
perverse sheaf P •X,s, D-module DX,s, mixed Hodge module H
•
X,s (over K = C)
and motive MFX,s, as in Theorems 1.3 and 1.4 for K-schemes.
3 The sheaves SX ,S
0
X
Sections 3.1–3.3 prove Theorem 2.1 from §2.1, and §3.4 proves Proposition 2.3.
3.1 Construction of the sheaf SX in Theorem 2.1
Let X be a fixed complex analytic space. In this section we construct the sheaf
SX in Theorem 2.1, satisfying Theorem 2.1(i),(ii). We will use the following
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notation. Define a triple (R,U, i) to be an open subset R ⊆ X , a complex
manifold U , and an embedding i : R →֒ U of R as a closed complex analytic
subspace of U , as in Theorem 2.1(i). For such a triple (R,U, i), define the sheaf
of ideals IR,U ⊆ i−1(OU ) as in (2.1). We will also write I ′R,U ⊆ OU for the sheaf
of ideals vanishing on the closed complex analytic subspace i(R) ⊆ U .
If (R,U, i) is a triple and U ′ ⊆ U is open, set R′ := i−1(U ′) ⊆ R and
i′ := i|R′ : R′ →֒ U ′. Then (R′, U ′, i′) is another triple, which we call a subtriple
of (R,U, i), and write as (R′, U ′, i′) ⊆ (R,U, i).
For each triple (R,U, i), as in (2.2) define KR,U,i, κR,U by the exact sequence
of sheaves of C-vector spaces on R:
0 // KR,U,i
κR,U // i
−1(OU )
I2R,U
d // i
−1(T ∗U)
IR,U · i−1(T ∗U)
. (3.1)
That is, κR,U : KR,U,i → i−1(OU )/I2R,U is the kernel of d : i
−1(OU )/I2R,U →
i−1(T ∗U)/IR,U · i−1(T ∗U). The difference between (2.2) and (3.1) is that (2.2)
includes an isomorphism SX |R ∼= KR,U,i, but we have not yet defined SX . If
(R′, U ′, i′) ⊆ (R,U, i) then KR′,U ′,i′ = KR,U,i|R′ and κR′,U ′ = κR,U |R′ .
Note that i−1(OU )/I2R,U in (3.1) is a sheaf of commutative C-algebras on R,
since i−1(OU ) is and I2R,U ⊂ i
−1(OU ) is a sheaf of ideals. Now κR,U (KR,U,i) is
the subsheaf of local sections f + I2R,U in i
−1(OU )/I2R,U such that df ∈ IR,U ·
i−1(T ∗U). If f+I2R,U , g+I
2
R,U are two such sections then d(fg) = f dg+g df ∈
IR,U · i−1(T ∗U), so (f + I2R,U ) · (g + I
2
R,U ) ∈ κR,U (KR,U,i). Also 1 + I
2
R,U ∈
κR,U (KR,U,i) as d(1) = 0. Hence κR,U (KR,U,i) is a subsheaf of C-vector spaces
in i−1(OU )/I2R,U which is closed under multiplication and contains the identity,
so κR,U (KR,U,i) is a sheaf of C-subalgebras in i−1(OU )/I2R,U . Therefore KR,U,i
has the structure of a sheaf of commutative C-algebras on R in a unique way,
such that κR,U in (3.1) is a morphism of sheaves of C-algebras.
Call Φ : (R,U, i) → (S, V, j) a morphism of triples if R ⊆ S ⊆ X , and
Φ : U → V is holomorphic with Φ ◦ i = j|R : R → V . As for (2.3), form the
commutative diagram of sheaves of C-vector spaces on R:
0 // KS,V,j|R
Φ∗

κS,V |R // j
−1(OV )
I2S,V
∣∣∣
R
i−1(Φ♯)

d // j
−1(T ∗V )
IS,V · j−1(T ∗V )
∣∣∣
R
i−1(dΦ)

0 // KR,U,i
κR,U // i
−1(OU )
I2R,U
d // i
−1(T ∗U)
IR,U · i−1(T ∗U)
.
(3.2)
Since the right hand square of (3.2) commutes as in (2.3), exactness of the rows
implies there is a unique Φ∗ : KS,V,j|R → KR,U,i making (3.2) commute. As
κR,U , κS,V |R, i−1(Φ♯) are morphisms of sheaves of C-algebras, so is Φ∗.
If (R′, U ′, i′) ⊆ (R,U, i) and (S′, V ′, j′) ⊆ (S, V, j) with Φ(U ′) ⊆ V ′ ⊆ V
then setting Φ′ := Φ|U ′ : U ′ → V ′, we have Φ′∗ = Φ∗|R′ .
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If Ψ : (S, V, j)→ (T,W, k) is another morphism then so is Ψ◦Φ : (R,U, i)→
(T,W, k), and by considering the diagram
0 // KT,W,k|R
Ψ∗|R

(Ψ◦Φ)∗

κT,W |R // k
−1(OW )
I2T,W
∣∣∣
R
j−1(Ψ♯)|R

i−1((Ψ◦Φ)♯)

d // k
−1(T ∗W )
IT,W · k−1(T ∗W )
∣∣∣
R
j−1(dΨ)|R

i−1(d(Ψ◦Φ))

0 // KS,V,j|R
Φ∗

κS,V |R // j
−1(OV )
I2S,V
∣∣∣
R
i−1(Φ♯)
d // j
−1(T ∗V )
IS,V · j−1(T ∗V )
∣∣∣
R
i−1(dΦ)
0 // KR,U,i
κR,U // i
−1(OU )
I2R,U
d // i
−1(T ∗U)
IR,U · i−1(T ∗U)
,
we see that (Ψ ◦ Φ)∗ = Φ∗ ◦ Ψ∗|R, that is, the morphisms Φ∗ in (3.2) are
contravariantly functorial. If (R,U, i) = (S, V, j) and Φ = idU then Φ
∗ = id.
We begin with three lemmas. The first is the main point of the proof:
Lemma 3.1. The morphism Φ∗ in (3.2) is independent of the choice of Φ.
That is, if Φ, Φ˜ : (R,U, i)→ (S, V, j) are morphisms of triples then
Φ∗ = Φ˜∗ : KS,V,j|R −→ KR,U,i. (3.3)
Proof. If x ∈ R ⊆ S ⊆ X and α is a local section of KS,V,j|R defined near
x in R, then α = f + (I ′S,V )
2 for f a local section of OV defined near j(x)
in V such that df is a section of I ′S,V · T
∗V ⊆ T ∗V near j(x) in V . Then
Φ∗(α) = f ◦ Φ+ (I ′R,U )
2 and Φ˜∗(α) = f ◦ Φ˜ + (I ′R,U )
2 near x in R.
Choose holomorphic coordinates (z1, . . . , zn) on V near j(x) = Φ(i(x)) =
Φ˜(i(x)). Then by a holomorphic version of Taylor’s Theorem we have
f ◦ Φ˜− f ◦ Φ =
∑n
a=1
(
∂f
∂za
◦ Φ
)
·
(
za ◦ Φ˜− za ◦ Φ
)
+
∑n
a,b=1Aab
(
za ◦ Φ˜− za ◦ Φ
)(
zb ◦ Φ˜− zb ◦ Φ
) (3.4)
near j(x), for some holomorphic Aab : V → C defined near j(x).
Since Φ ◦ i = Φ˜ ◦ i and I ′R,U is the ideal in OU vanishing on i(R) near i(x),
we see that za ◦ Φ˜ − za ◦ Φ ∈ I ′R,U on U near i(x) for each a = 1, . . . , n. Also
∂f
∂za
∈ I ′S,V near j(x) by choice of α, f , and g 7→ g ◦ Φ maps I
′
S,V → I
′
R,U near
j(x), i(x) as Φ ◦ i = j|R, so
∂f
∂za
◦Φ ∈ I ′R,U near i(x). Thus each factor (· · · ) on
the right hand side of (3.4) lies in I ′R,U near i(x), so f ◦ Φ˜− f ◦Φ ∈ (I
′
R,U )
2 near
i(x). Therefore
Φ∗(α) = f ◦ Φ + (I ′R,U )
2 = f ◦ Φ˜ + (I ′R,U )
2 = Φ˜∗(α)
near x in R for any local section α of KS,V,j|R, which proves (3.3).
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Lemma 3.2. Let (R,U, i), (S, V, j) be triples. Then for each x ∈ R ∩ S ⊆ X,
there exists a subtriple (R′, U ′, i′) ⊆ (R,U, i) with x ∈ R′ ⊆ R ∩ S and a
morphism Φ : (R′, U ′, i′)→ (S, V, j).
Proof. Choose holomorphic coordinates (z1, . . . , zn) on an open neighbourhood
V˜ of j(x) in V , so that (z1, . . . , zn) : V˜ → C
n is a biholomorphism with an open
set W˜ ⊆ Cn. Let U ′ be an open neighbourhood of i(x) in U small enough that
R′ := i−1(U ′) ⊆ R ∩ j−1(V˜ ) ⊆ R ∩ S ⊆ X . Then za ◦ j|R′ for a = 1, . . . , n
are morphisms R′ → C. Since i(R′) is a closed complex analytic subspace of
U ′ isomorphic to R′, and any holomorphic function on i(R′) extends locally to
U ′ near i(x), by making R′, U ′ smaller we can suppose there exist holomorphic
fa : U
′ → C with fa ◦ i|R′ = za ◦ j|R′ for a = 1, . . . , n.
Making R′, U ′ smaller again, we can suppose that (f1, . . . , fn) : U
′ → Cn
maps into V˜ ⊆ Cn. Then there is a unique holomorphic map Φ : U ′ → V˜ ⊆ V
with za ◦ Φ = fa for a = 1, . . . , n. Hence za ◦ Φ ◦ i|R′ = fa ◦ i|R′ = za ◦ j|R′
for a = 1, . . . , n, which implies that Φ ◦ i|R′ = j|R′ as (z1, . . . , zn) : V˜ → C
n is
injective. Thus Φ : (R′, U ′, i′)→ (S, V, j) is a morphism of triples.
Lemma 3.3. Let (R,U, i), (S, V, j) be triples. Then there exists a unique iso-
morphism of sheaves of commutative C-algebras on R ∩ S :
IR,U,i
S,V,j
: KS,V,j|R∩S −→ KR,U,i|R∩S (3.5)
such that if (R′, U ′, i′),Φ are as in Lemma 3.2 then IR,U,i
S,V,j
∣∣
R′ = Φ
∗. Also
IR,U,i
R,U,i
= idKR,U,i , I
S,V,j
R,U,i
=
(
IR,U,i
S,V,j
)−1
, (3.6)
and if (T,W, k) is another triple then
IR,U,i
S,V,j
∣∣
R∩S∩T
◦ IS,V,j
T,W,k
∣∣
R∩S∩T
= IR,U,i
T,W,k
∣∣
R∩S∩T
:
KT,W,k|R∩S∩T −→ KR,U,i|R∩S∩T .
(3.7)
Proof. Suppose x, (R′, U ′, i′),Φ and xˆ, (Rˆ′, Uˆ ′, iˆ′), Φˆ are two possible choices in
Lemma 3.2. Then Φ : U ′ → V , Φˆ : Uˆ ′ → V induce morphisms
Φ∗ : KS,V,j|R′ −→ KR,U,i|R′ and Φˆ
∗ : KS,V,j|Rˆ′ −→ KR,U,i|Rˆ′ .
The restrictions Φ|U ′∩Uˆ ′ and Φˆ|U ′∩Uˆ ′ thus induce morphisms
Φ∗|R′∩Rˆ′ , Φˆ
∗|R′∩Rˆ′ : KS,V,j|R′∩Rˆ′ −→ KR,U,i|R′∩Rˆ′ .
Lemma 3.1 now shows that Φ∗|R′∩Rˆ′ = Φˆ
∗|R′∩Rˆ′ .
Thus, Lemma 3.2 shows that for each x ∈ R ∩ S we can choose an open
neighbourhood R′ of x in R ∩ S, and a morphism Φ∗ : KS,V,j|R′ −→ KR,U,i|R′ .
These open neighbourhoods R′ form an open cover of X , and on overlaps R′∩Rˆ′
the corresponding morphisms Φ∗, Φˆ∗ agree. Therefore by properties of sheaves
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there is a unique morphism IR,U,i
S,V,j
of sheaves of commutative C-algebras in (3.5)
such that IR,U,i
S,V,j
∣∣
R′ = Φ
∗ for all (R′, U ′, i′),Φ as in Lemma 3.2.
To see that IR,U,i
R,U,i
= idKR,U,i as in (3.6), take (R
′, U ′, i′) = (R,U, i) = (S, V, j)
and Φ = idU , so that Φ
∗ = id.
To prove (3.7), let (R,U, i), (S, V, j), (T,W, k) be triples and x ∈ R ∩ S ∩ T .
Apply Lemma 3.2 twice to get open i(x) ∈ U ′ ⊆ U and j(x) ∈ V ′ ⊆ V and
morphisms Φ : (R′, U ′, i′) → (S, V, j) and Ψ : (S′, V ′, j′) → (T,W, k). Making
U ′, R′ smaller we can suppose that j(x) ∈ Φ(U ′) ⊆ V ′ ⊆ V , so that Φ is
also a morphism (R′, U ′, i′) → (S′, V ′, j′). Functoriality of the Φ∗ now gives
Φ∗ ◦Ψ∗|R′ = (Ψ ◦ Φ)∗. So the defining property of the IR,U,iS,V,j gives
IR,U,i
S,V,j
∣∣
R′
◦ IS,V,j
T,W,k
∣∣
R′
= IR,U,i
T,W,k
∣∣
R′
.
As we can cover R ∩ S ∩ T by such open R′, equation (3.7) follows.
Finally, applying (3.7) with (T,W, k) = (R,U, i) and using the first equation
of (3.6) yields
IR,U,i
S,V,j
◦ IS,V,j
R,U,i
= IR,U,i
R,U,i
∣∣
R∩S
= idKR,U,i
∣∣
R∩S
.
Exchanging (R,U, i), (S, V, j) proves the second equation of (3.6), and also shows
that IR,U,i
S,V,j
is an isomorphism. The lemma is complete.
We can now construct the sheaf SX in Theorem 2.1. Since X is locally of
finite type by our convention in §1, near each x ∈ X it admits a local embedding
i : X →֒ U into a complex manifold U . Therefore we can choose a family{
(Ra, Ua, ia) : a ∈ A
}
of triples such that {Ra : a ∈ A} is an open cover of
X . For each a ∈ A we have a sheaf of commutative C-algebras KRa,Ua,ia on Ra
from (3.1), and for all a, b ∈ A we have an isomorphism
IRa,Ua,ia
Rb,Ub,ib
: KRb,Ub,ib |Ra∩Rb −→ KRa,Ua,ia |Ra∩Rb
on Ra ∩Rb by (3.5), which satisfy the usual conditions (3.6)–(3.7) on identities,
symmetry, and triple overlaps.
Hence by properties of sheaves there exists a sheaf SX of commutative C-
algebras on X , unique up to canonical isomorphism, with isomorphisms ιRa,Ua :
SX |Ra → KRa,Ua,ia for a ∈ A, such that I
Ra,Ua,ia
Rb,Ub,ib
◦ ιRb,Ub |Ra∩Rb = ιRa,Ua |Ra∩Rb
for all a, b ∈ A. One way to do this is to define an explicit presheaf PSX on X
using Ra,KRa,Ua,ia , I
Ra,Ua,ia
Rb,Ub,ib
, and take SX to be the sheafification of PSX .
Now suppose (R,U, i) is any triple, as in Theorem 2.1(i). We can con-
struct SX using the family
{
(Ra, Ua, ia) : a ∈ A
}
∪
{
(R,U, i)
}
instead of{
(Ra, Ua, ia) : a ∈ A
}
, and get the same (not just isomorphic) sheaf SX and
the same isomorphisms ιRa,Ua : SX |Ra → KRa,Ua,ia , but now we also have an
isomorphism ιR,U : SX |R → KR,U,i. Combining this with (3.1) gives the exact
sequence (2.2), proving Theorem 2.1(i).
Suppose Φ : (R,U, i) → (S, V, j) is any morphism of triples, as in Theorem
2.1(ii), so that R ⊆ S. We can construct SX using the family
{
(Ra, Ua, ia) :
a ∈ A
}
∪
{
(R,U, i), (S, V, j)
}
instead of
{
(Ra, Ua, ia) : a ∈ A
}
, and get the
same sheaf SX and isomorphisms ιRa,Ua , but now we also have isomorphisms
38
ιR,U : SX |R → KR,U,i and ιS,V : SX |S → KS,V,j satisfying IR,U,iS,V,j ◦ ιS,V |R = ιR,U .
Consider the diagram:
SX |R
id

ιS,V |R // KS,V,j|R
IR,U,iS,V,j =Φ
∗

κS,V |R // j
−1(OV )
I2S,V
∣∣∣
R
i−1(Φ♯)
d // j
−1(T ∗V )
IS,V · j−1(T ∗V )
∣∣∣
R
i−1(dΦ)

SX |R
ιR,U // KR,U,i
κR,U // i
−1(OU )
I2R,U
d // i
−1(T ∗U)
IR,U · i−1(T ∗U)
.
(3.8)
Here IR,U,i
S,V,j
= Φ∗ by Lemma 3.3. The left hand square of (3.8) commutes
as IR,U,i
S,V,j
◦ ιS,V |R = ιR,U , and the right hand two squares commute by (3.2).
Composing the first two horizontal morphisms in the rows of (3.8) gives (2.3).
This proves Theorem 2.1(ii).
3.2 Theorem 2.1(a)–(c): properties of SX
Next we prove that the sheaf SX constructed in §3.1 satisfies Theorem 2.1(a)–
(c). We continue to use the notation of §3.1. For part (a), define S0X ⊂ SX to
be the kernel of the morphism SX → OXred in (2.5), where βX : SX → OX is
defined using (3.1)–(3.2) and OX |R ∼= i−1(OU )/IR,U . As (2.5) are morphisms
of sheaves of C-algebras, S0X is a sheaf of ideals in SX .
There is also a natural inclusion CX →֒ SX of sheaves of C-algebras, where
CX is the sheaf of locally constant functions X → C: for any triple (R,U, i),
the sheaf CU is a subsheaf of OU , so
(
i−1(CU ) + I
2
R,U
)
/I2R,U is a subsheaf of
i−1(OU )/I2R,U which lies in the kernel of d in (2.2), and so lifts to a subsheaf
of SX |R, which is isomorphic to CX |R, as locally constant functions on X lift
locally uniquely to locally constant functions on U near i(X).
It remains to show that SX = CX ⊕ S
0
X . To see this, suppose (R,U, i) is a
triple and s is a local section of SX near x ∈ R, so that ιR,U (s|R) = f+(I ′R,U )
2 for
f a local section ofOU defined near i(x) in U with df a local section of I ′R,U ·T
∗U .
Then f |i(Xred) is locally constant on i(X
red) near i(x), so f |i(Xred) extends locally
uniquely to a locally constant function c : U → C defined near i(x). Writing
f0 = f − c, we have f0|i(Xred) = 0 near i(x). The local section s now splits
uniquely as s = s0 + t with ιR,U (s0) = f0 + (I
′
R,U )
2 and ιR,U (t) = c+ (I
′
R,U )
2.
But s0 is a local section of S
0
X as f0|i(Xred) = 0, and t a local section of CX as
c is locally constant. Hence SX = CX ⊕ S
0
X , proving (a).
Part (b) involves the cotangent complex LX ∈ D(qcoh(X)). For background
on (co)tangent complexes, see Illusie [15], [16, §1] for K-schemes, and Palamodov
[25–28] for complex analytic spaces. We need only two facts: that h0(LX) ∼=
T ∗X , and if R ⊆ X is open and i : R →֒ U is a closed embedding of R into a
complex manifold U , then the truncation τ>−1(LX) satisfies
τ>−1(LX)|R ∼=
[
IR,U/I
2
R,U
γ // i∗(T ∗U)
]
(3.9)
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in D(qcoh(R)), where IR,U/I
2
R,U is in degree −1 and i
∗(T ∗U) in degree 0, and
the morphism γ maps γ : f + I2R,U 7→ i
∗(df).
Consider the diagram of sheaves on R:
0

0

0

0 // h−1(LX)|R
αX |R

// IR,U/I2R,U
γ //

i∗(T ∗U)
∼=

// h
0(LX)|R
∼= T ∗X |R
// 0
0 // SX |R
ιR,U //
βX |R

i−1(OU )
I2R,U
d //
π
i−1(T ∗U)
IR,U · i−1(T ∗U)

0 // OX |R ∼=
δ //
d

i−1(OU )
IR,U

// 0

T ∗X |R 0 0.
(3.10)
Here the first row is exact by (3.9), the second row by (2.2), and the third
row and second and third columns are obviously exact. Also the middle two
squares commute by definition of γ in (3.9). Properties of exact sequences
now imply there are unique morphisms αX |R, βX |R as shown making (3.10)
commute. Using functoriality of the isomorphism (3.9), one can show that these
αX |R, βX |R are independent of R,U, i locally, and so glue on an open cover to
give unique global morphisms αX , βX in (2.6), noting that the first column of
(3.10) is the restriction of (2.6) to R.
Since taking kernels of morphisms of sheaves of C-vector spaces is a left
exact functor from the category of morphisms of such sheaves to the category
of such sheaves, equation (3.10) also implies that the first column of (3.10) is
exact at h−1(LX)|R and SX |R. To prove it is exact at OX |R, we work at the
level of stalks. Let x ∈ R ⊆ X , and write SX,x,OX,x, T
∗Xx, . . . for the stalks of
SX ,OX , T ∗X, . . . at x ∈ X , so that SX,x, . . . are C-vector spaces whose elements
are germs at x of sections of SX , . . . . A sequence of sheaves of C-vector spaces
on R is exact if and only if it is exact on stalks at every x ∈ R.
Let η ∈ OX,x with dη = 0 ∈ T ∗Xx. Then δx(η) ∈ i−1(OU )x/IR,U,x, so we
may write δx(η) = ζ + IR,U,x for some ζ ∈ i−1(OU )x. The exact sequences in
(3.10) induce an isomorphism
T ∗Xx ∼= i
−1(T ∗U)x/
(
IR,U,x · i
−1(T ∗U)x + d(IR,U,x)
)
,
which identifies dη ∈ T ∗Xx with dζ +
(
IR,U,x · i−1(T ∗U)x + d(IR,U,x)
)
, so dζ ∈
IR,U,x · i−1(T ∗U)x + d(IR,U,x) ⊆ i−1(T ∗U)x as dη = 0. As ζ is unique up to
addition of an element of IR,U,x, by changing our choice of ζ we can eliminate
the d(IR,U,x) component in dζ, so that dζ ∈ IR,U,x · i
−1(T ∗U)x. Then ζ+ I
2
R,U,x
lies in i−1(OU )x/I
2
R,U,x with d(ζ+ I
2
R,U,x) = 0 in i
−1(T ∗U)x/IR,U,x · i
−1(T ∗U)x.
Hence by the exactness of the middle row of (3.10) in stalks at x, there exists a
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unique θ ∈ SX,x with ιR,U,x(θ) = ζ + I2R,U,x. Therefore
δx ◦ βX,x(θ) = πx ◦ ιR,U,x(θ) = πx(ζ + I
2
R,U,x) = ζ + IR,U,x = δx(η),
as the bottom left square in (3.10) commutes.
Since δ is an isomorphism, this forces βX,x(θ) = η. Similarly, if θ ∈ SX,x
then d ◦ βX,x(θ) = 0. Thus the first column of (3.10) is exact on stalks at
OX |R, so it is exact. As such open R ⊆ X cover X , we see that (2.6) is exact.
Exactness of (2.7) follows from (2.5)–(2.6). This proves Theorem 2.1(b).
For part (c), consider the morphism of sheaves on R
d : i−1(OU )/I
2
R,U −→ i
−1(T ∗U)/d(I2R,U ).
Composing this with ιR,U maps SX |R → i−1(T ∗U)/d(I2R,U ). From (2.2), the
image of d ◦ ιR,U lies in
(
IR,U · i−1(T ∗U)/d(I2R,U )
)
⊆ i−1(T ∗U)/d(I2R,U ). Also,
as d2 = 0, the image lies in Ker d + d(I2R,U ). This defines a morphism
d ◦ ιR,U : SX |R −→
Ker
(
d : IR,U · i−1(T ∗U) −→ i−1(Λ2T ∗U)
)
Im
(
d : I2R,U −→ IR,U · i
−1(T ∗U)
) , (3.11)
where the right hand side is the cohomology of (2.8).
In the splitting SX |R = CX |R ⊕ S
0
X |R, clearly CX |R lies in the kernel of
d ◦ ιR,U in (3.11), since d of a locally constant function is zero. We claim that
the restriction of (3.11) to S0X |R ⊂ SR is an isomorphism. As for part (b), it is
enough to prove this on the stalks at each x ∈ R. By the Poincare´ Lemma on the
complex manifold U , written using morphisms d : ΛkT ∗Ui(x) → Λ
k+1T ∗Ui(x) of
stalks at i(x), and pulled back to X using i, we have an exact sequence
0 // C
1 // i−1(OX)x
d // i−1(T ∗U)x
d // i−1(Λ2T ∗U)x. (3.12)
Let φ lie in the stalk at x of the r.h.s. of (3.11). Then φ = ψ + d(I2R,U,x),
where ψ ∈ IR,U,x · i−1(T ∗U)x ⊆ i−1(T ∗U)x with dψ = 0 in i−1(Λ2T ∗U)x. By
exactness of (3.12), we may write ψ = dζ for ζ ∈ i−1(OU )x, where ζ is unique
up to addition of a constant 1(c) for c ∈ C. We fix ζ uniquely by requiring that
ζ(i(x)) = 0. Then ζ + I2R,U,x lies in i
−1(OU )x/I2R,U,x with d(ζ + I
2
R,U,x) = 0
in i−1(T ∗U)x/(IR,U,x · i−1(T ∗U)x), since dζ = ψ ∈ IR,U,x · i−1(T ∗U)x. Hence
ζ + I2R,U,x = ιR,U,x(θ) for unique θ ∈ SX,x as (2.2) is exact, and ζ(i(x)) = 0
implies that θ ∈ S0X,x. Therefore d ◦ ιR,U |SX |R is an isomorphism on stalks, and
so is an isomorphism, proving Theorem 2.1(c).
3.3 Modifications to the proof for the algebraic case
Next we explain how to modify §3.1–§3.2 to work with K-schemes in algebraic
geometry, rather than complex analytic spaces and complex manifolds.
In §3.1 we replace complex analytic spaces X,R by K-schemes, and complex
manifolds U by smooth K-schemes, and open subsets R ⊆ X , U ′ ⊆ U , etc., are
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taken to be open in the Zariski topology. Then the proofs work in the algebraic
case without modification, working throughout with sheaves in either the Zariski
or the e´tale topology, with the exception of Lemma 3.2, which is false: one can
write down examples of K-schemes X with embeddings i : X →֒ U , j : X →֒ V
into smooth K-schemes U, V , such that for Zariski or e´tale open ∅ 6= U ′ ⊆ U ,
there exist no morphisms Φ : U ′ → V with Φ ◦ i′ = j|U ′ .
Here are two different ways to fix this:
(A) The analogue of Lemma 3.2 is true if we require that the smooth K-scheme
V is isomorphic to a Zariski open subset of an affine space An, as then we
can take the coordinates (z1, . . . , zn) in the proof of Lemma 3.2 to be the
embedding V →֒ An.
(B) Suppose R,S ⊆ X are Zariski open and i : R →֒ U , j : S →֒ V are
closed embeddings into smooth K-schemes U, V . Write Uˆ , Vˆ for the formal
completions of U, V along i(R), j(S), with inclusions ıˆ : R →֒ Uˆ , ˆ :
S →֒ Vˆ . Then one can prove the following formal analogue of Lemma
3.2: for each x ∈ R ∩ S ⊆ X, there exists a Zariski open Uˆ ′ ⊆ Uˆ with
x ∈ R′ ⊆ R ∩ S, and a morphism of formal K-schemes Φˆ : Uˆ ′ → Vˆ with
Φˆ ◦ ıˆ′ = ˆ|R′ , where R′ = ıˆ−1(Uˆ ′) and ıˆ′ = ıˆ|R′ .
Using approach (A), the whole of §3.1 works provided we restrict to triples
(R,U, i) with U isomorphic to a Zariski open in An. In particular, we can
construct the sheaf SX using a family
{
(Ra, Ua, ia) : a ∈ A
}
with Ua ⊆ A
na
Zariski open. Note that immediately after the proof of Lemma 3.3, Zariski
locally near each x ∈ X there exists an embedding i : X →֒ U with U ⊆ An.
The disadvantage of this is that it proves Theorem 2.1(i),(ii) only for U, V
Zariski open in affine spaces An. To prove them for U, V general smooth K-
schemes, we have to do some more work.
To prove the algebraic version of §3.1 using (B), observe that (2.2)–(2.3)
defining SX depend only on the formal completion Uˆ of U along i(R), since
i−1(OU )
I2R,U
∼=
ıˆ−1(OUˆ )
I2R,Uˆ
and
i−1(T ∗U)
IR,U · i−1(T ∗U)
∼=
ıˆ−1(T ∗Uˆ)
IR,Uˆ · ıˆ−1(T ∗Uˆ)
.
Thus we may replace U, V by Uˆ , Vˆ throughout the proof. For triples (R,U, i),
(S, V, j) with U, V smooth K-schemes and R ⊆ S, a morphism Φ : U → V with
Φ ◦ i = j|R induces a morphism Φˆ : Uˆ → Vˆ with Φˆ ◦ ıˆ = ˆ|R. However, the
converse is false: there may be Φˆ : Uˆ → Vˆ with Φˆ ◦ ıˆ = ˆ|R which are not
induced by any Φ : U → V Zariski or e´tale locally on U . Because there are
more formal morphisms Φˆ than morphisms Φ, the formal analogue of Lemma
3.2 holds, which makes the proof work.
For the extension of §3.2 to K-schemes, the proofs of Theorem 2.1(a),(b) need
no modification. But for (c), equation (3.12) is not exact at i−1(T ∗U)x in the
algebraic case: algebraic closed 1-forms need not be locally exact, in either the
Zariski or the e´tale topology. For example, the closed 1-form z−1dz on A1 \ {0}
is not algebraically locally exact, since log z is not an algebraic function.
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Because of this, in the algebraic case the morphism from S0X to the coho-
mology of (2.8) constructed in §3.2 is injective, but generally not surjective.
The solution is to modify (2.8), replacing U by the formal completion Uˆ of U
along i(R), as in (2.9). In fact the Poincare´ Lemma may not hold on Uˆ either
(consider the case X = U = Uˆ and i = idX), but what matters is that one can
show that if αˆ ∈ H0(IR,Uˆ · T ∗Uˆ) ⊂ H0(T ∗Uˆ) with dαˆ = 0 then αˆ = df for a
unique f ∈ H0(OUˆ ) with f ◦ i|Xred = 0, that is, the particular class of formal
closed 1-forms we are interested in can be integrated to formal functions. This
completes the proof of Theorem 2.1.
3.4 Proof of Proposition 2.3
Let φ : X → Y be a morphism of complex analytic spaces. To construct
the morphism φ⋆ : φ−1(SY ) → SX in Proposition 2.3, we will generalize the
construction of SX in §3.1. Modifying the notation of §3.1, define an X-triple
(R,U, i)X to be an open subset R ⊆ X , a complex manifold U , and a closed
embedding i : R →֒ U , and a Y -triple (S, V, j)Y to be an open subset S ⊆ Y , a
complex manifold V , and a closed embedding j : S →֒ V . Define X-subtriples
(R′, U ′, i′)X ⊆ (R,U, i)X and Y -subtriples (S′, V ′, j′)Y ⊆ (S, V, j)Y as in §3.1.
Call Υ : (R1, U1, i1)X → (R2, U2, i2)X a morphism of X-triples if R1 ⊆
R2 ⊆ X , and Υ : U1 → U2 is holomorphic with Υ ◦ i1 = i2|R1 : R1 → U2.
Call Φ : (R,U, i)X → (S, V, j)Y a morphism of X,Y -triples if φ(R) ⊆ S ⊆ Y ,
and Φ : U → V is holomorphic with Υ ◦ i = j ◦ φ|R : R → V . Call Ψ :
(S1, V1, j1)Y → (S2, V2, j2)Y a morphism of Y -triples if S1 ⊆ S2 ⊆ Y , and
Ψ : V1 → V2 is holomorphic with Ψ ◦ j1 = j2|S1 : S1 → V2.
Let Φ : (R,U, i)X → (S, V, j)Y be a morphism of X,Y -triples. Consider the
diagram of sheaves of C-vector spaces on R :
0 // φ−1(SY )|R
φ−1(ιS,V )|R
//
φ⋆Φ

φ−1 ◦ j−1(OV )|R
φ−1(I2S,V )|R
i−1(Φ♯)

φ−1(d)
// φ
−1(j−1(T ∗V ))|R
φ−1(IS,V · j−1(T ∗V ))|R
i−1(dΦ)

0 // SX |R
ιR,U // i
−1(OU )
I2R,U
d // i
−1(T ∗U)
IR,U · i−1(T ∗U)
,
(3.13)
which is (2.11) with φ⋆Φ in place of φ
⋆|R. The rows of (3.13) are exact, as (2.2) is
exact, and the right hand square of (3.13) commutes by definition of dΦ. So by
exactness, there is a unique morphism φ⋆Φ of sheaves of C-vector spaces making
(3.13) commute. Since ιR,U , φ
−1(ιS,V )|R, i−1(Φ♯) are morphisms of sheaves of
commutative C-algebras, so is φ⋆Φ.
Suppose Υ : (R1, U1, i1)X → (R2, U2, i2)X is a morphism of X-triples, and
Φ2 : (R2, U2, i2)X → (S2, V2, j2)Y a morphism of X,Y -triples. Then Φ2 ◦ Υ :
(R1, U1, i1)X → (S2, V2, j2)Y is a morphism of X,Y -triples, and composing (2.3)
for Υ with the restriction of (3.13) for Φ2 to R1, we see that
φ⋆Φ2◦Υ = φ
⋆
Φ2 |R1 : φ
−1(SY )|R1 −→ SX |R1 . (3.14)
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Similarly, suppose Φ1 : (R1, U1, i1)X → (S1, V1, j1)Y is a morphism of X,Y -
triples, and Ψ : (S1, V1, j1)Y → (S2, V2, j2)Y a morphism of Y -triples. Then Ψ ◦
Φ1 : (R1, U1, i1)X → (S2, V2, j2)Y is a morphism of X,Y -triples, and composing
(3.13) for Φ1 with φ|
−1
R1
applied to (2.3) for Ψ, we see that
φ⋆Ψ◦Φ1 = φ
⋆
Φ1 : φ
−1(SY )|R1 −→ SX |R1 . (3.15)
Easy generalizations of the proof of Lemmas 3.1 and 3.2 show:
Lemma 3.4. The morphism φ⋆Φ in (3.13) is independent of the choice of Φ.
That is, if Φ, Φ˜ : (R,U, i)X → (S, V, j)Y are morphisms of X,Y -triples then
φ⋆Φ = φ
⋆
Φ˜
: φ−1(SY )|R −→ SX |R. (3.16)
Lemma 3.5. Let (R,U, i)X be an X-triple and (S, V, j)Y a Y -triple. Then for
each x ∈ R ∩ φ−1(S) ⊆ X, there exist an X-subtriple (R′, U ′, i′)X ⊆ (R,U, i)X
with x ∈ R′ ⊆ R ∩ φ−1(S) and a morphism of X,Y -triples Φ : (R′, U ′, i′)X →
(S, V, j)Y .
We now claim that there exists a unique morphism φ⋆ : φ−1(SY ) → SX of
sheaves of commutative C-algebras onX , such that φ⋆|R = φ⋆Φ for all morphisms
of X,Y -triples Φ : (R,U, i)X → (S, V, j)Y . To show this, it is enough to prove:
(a) For all x ∈ X , there exists a morphism of X,Y -triples Φ : (R,U, i)X →
(S, V, j)Y with x ∈ R; and
(b) If Φ1 : (R1, U1, i1)X → (S1, V1, j1)Y and Φ2 : (R2, U2, i2)X → (S2, V2, j2)Y
are morphisms of X,Y -triples, then φ⋆Φ1 |R1∩R2 = φ
⋆
Φ2
|R1∩R2 .
To see part (a) holds, choose an X-triple (R,U, i)X with x ∈ R and a Y -triple
(S, V, j)Y with φ(x) ∈ S, and apply Lemma 3.5. For (b), let x ∈ R1 ∩ R2.
Applying Lemma 3.2 twice gives an X-subtriple (R′1, U
′
1, i
′
1)X ⊆ (R1, U1, i1)X
with x ∈ R′1 ⊆ R1 ∩ R2 and a morphism of X-triples Υ : (R
′
1, U
′
1, i
′
1)X →
(R2, U2, i2)X , and a Y -subtriple (S
′
1, V
′
1 , j
′
1)Y ⊆ (S1, V1, j1)Y with φ(x) ∈ S
′
1
and a morphism of Y -triples Ψ : (S′1, V
′
1 , j
′
1)Y → (S2, V2, j2)Y . Making R
′
1, U
′
1
smaller if necessary we may suppose that Φ1(U
′
1) ⊆ V
′
1 ⊆ V1. Then we have
φ⋆Φ1 |R′1 = φ
⋆
Φ1|U′
1
= φ⋆Ψ◦Φ1|U′
1
= φ⋆Φ2◦Υ = φ
⋆
Φ2 |R′1 ,
using (3.15) in the second step, Lemma 3.4 for Ψ◦Φ1|U ′1 ,Φ2◦Υ : (R
′
1, U
′
1, i
′
1)X →
(S2, V2, j2)Y in the third, and (3.14) in the fourth. Thus for each x ∈ R1 ∩ R2
we can find an open x ∈ R′1 ⊆ R1 ∩R2 with φ
⋆
Φ1
|R′1 = φ
⋆
Φ2
|R′1 . This implies (b).
Thus, comparing (2.11) and (3.13) shows that there exists a unique mor-
phism φ⋆ such that (2.11) commutes for all R,S, U, V, i, j,Φ as in Proposition
2.3. Consider the diagram
0 // φ−1(S0Y )
φ⋆|
φ−1(S0
Y
) 
// φ−1(SY )
φ⋆

φ−1(i♯Y ◦βY )
// φ−1(OY red)
φ|♯
Xred 
0 // S0X // SX
i♯
X
◦βX // OXred .
(3.17)
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The rows are exact by Theorem 2.1(a), and one can see the right hand square
commutes by composing the left hand square of (2.11) with the projections to
φ−1(OY red)|R,OXred |R. Thus by exactness, φ
⋆ maps φ−1(S0Y )→ S
0
X as in (3.17).
Now let ψ : Y → Z be another morphism of complex analytic spaces. Using
the obvious notation, suppose Φ : (R,U, i)X → (S, V, j)Y , Ψ : (S, V, j)Y →
(T,W, k)Z are morphisms of X,Y -triples and Y, Z-triples, so that Ψ ◦ Φ :
(R,U, i)X → (T,W, k)Z is a morphism of X,Z-triples. Then comparing (2.11)
for Ψ ◦ Φ with the composition of φ|−1R applied to (2.11) for Ψ with (2.11) for
Φ shows that (ψ ◦ φ)⋆|R = φ⋆ ◦ φ−1(ψ⋆)|R. As we can cover X by such open
R ⊆ X , equation (2.12) follows.
To show that id⋆X = idSX , compare (2.3) with (2.11) with R,U, i, idU in place
of S, V, j,Φ. Finally, if φ : X → Y is an e´tale morphism of complex analytic
spaces, then φ is a local isomorphism in the complex analytic topology, so φ⋆ is
an isomorphism. This proves Proposition 2.3 for complex analytic spaces.
The extension to K-schemes works as in §3.3. For the last part, for SX ,SY
sheaves in the Zariski topology, if φ : X → Y is a Zariski inclusion then it is an
isomorphism locally in the Zariski topology, so φ⋆ is an isomorphism. Similarly,
for SX ,SY sheaves in the e´tale topology, if φ : X → Y is e´tale then it is an
isomorphism locally in the e´tale topology, so again φ⋆ is an isomorphism.
4 D-critical loci
We now prove Propositions 2.7 and 2.8 from §2.2.
4.1 Proof of Proposition 2.7
We will prove the K-scheme case, as it is more complicated, and we tackle the
second part of the proposition first.
Suppose (X, s) is an algebraic d-critical locus, and x ∈ X . Let (T,W, h, k)
be a critical chart on (X, s) with x ∈ T , and set dimTxX = m and dimW = n.
Then Hessk(x) h has rank n − m. Choose e´tale coordinates (z1, . . . , zn) on a
Zariski open neighbourhood W ′ of k(x) in W , such that
∂h
∂zi∂zj
∣∣∣
k(x)
=
{
1, i = j ∈ {m+ 1,m+ 2, . . . , n},
0, otherwise.
(4.1)
Define V =
{
w ∈ W ′ : ∂h∂zm+1 (w) = · · · =
∂h
∂zn
(w) = 0
}
. Equation (4.1) implies
that the equations ∂h∂zj (w) = 0 for j = m+1, . . . , n are transverse at k(x), so V
is smooth of dimension n −m near k(x). Making W ′ smaller, we can suppose
V is smooth of dimension n−m.
Define S = k−1(W ′), so that x ∈ S ⊆ T ⊆ X is Zariski open and k|S :
S →֒ W ′ is a closed embedding with k(S) the K-subscheme dh|−1W ′(0) in W
′.
But dh|W ′ = 0 implies that
∂h
∂zm+1
(w) = · · · = ∂h∂zn (w) = 0, so k(S) ⊆ V ⊆ W
′.
Thus j := k|S : S →֒ V is a closed embedding. Write g := h|V : V → A
1. It
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is now easy to check that (S, V, g, j) is a critical chart on (X, s) with x ∈ S
and dimV = dimTxX .
Suppose now that x ∈ R ⊆ X is Zariski open, and i : R →֒ U is a closed
embedding into a smooth K-scheme U with dimU = dimTxX = m, and f :
U → A1 is regular with ιR,U (s|R) = i
−1(f) + I2R,U . Let (S, V, g, j) be as above.
Then i|R∩S × j|R∩S : R ∩ S → U × V is a closed embedding. Choose a Zariski
open neighbourhood S˜ of x in R ∩ S and a smooth locally closed K-subscheme
V˜ of U ×V such that dim V˜ = m and (i× j)(S˜) ⊆ V˜ ⊆ U ×V as K-subschemes
of U × V , with (i × j)(S˜) closed in V˜ .
Write ˜ = (i × j)|S˜ : S˜ → V˜ and πU : V˜ → U , πV : V˜ → V for the pro-
jections. As T(i(x),j(x))V˜ = d˜|x(TxX) = (di|x × dj|x)(TxX) and di|x : TxX →
Ti(x)U , dj|x : TxX → Tj(x)V are isomorphisms, we see that dπU |(i(x),j(x)) :
T(i(x),j(x))V˜ → Ti(x)U and dπV |(i(x),j(x)) : T(i(x),j(x))V˜ → Tj(x)V are isomor-
phisms, so πU , πV are e´tale near (i(x), j(x)). Making S˜, V˜ smaller, we can
suppose πU , πV are e´tale. Since πV ◦ ˜ = j|S˜ , and j : S →֒ V is a closed em-
bedding, we see that ˜(S˜) is open and closed in π−1V (j(S)). Thus, making V˜
smaller, we can suppose that ˜(S˜) = π−1V (j(S)).
Define g˜ = g ◦ πV : V˜ → A
1. Since πV is e´tale, Crit(g˜) = π
−1
V (Crit(g)) =
π−1V (j(S)) = ˜(S˜). As (S, V, g, j) is a critical chart, we have ιS,V (s|S) = j
−1(g)+
I2S,V . Combining this with g˜ = g ◦πV , πV ◦ ˜ = j|S˜ , and Theorem 2.1(ii), proves
that ιS˜,V˜ (s|S˜) = ˜
−1(g˜)+I2S˜,V˜ . Therefore (S˜, V˜ , g˜, ˜) is a critical chart on (X, s).
Now πU : S˜ → U is e´tale, and using ιR,U (s|R) = i−1(f)+ I2R,U and Theorem
2.1(ii) again shows that ˜−1(g˜) + I2S˜,V˜ = ˜
−1(π∗U (f)) + I
2
S˜,V˜ , so that
π∗U (f)− g˜ ∈ I
2
dg˜ ⊆ OV˜ , (4.2)
where Idg˜ ⊆ OV˜ is the ideal generated by dg˜. Differentiating (4.2) gives
d
(
π∗U (f)− g˜
)
∈ Idg˜ · Idg˜,∂2g˜ · T
∗V,
where Idg˜,∂2g˜ ⊆ OV˜ is the ideal generated by the first and second derivatives of
g˜. Therefore locally on V˜ we may write
d
(
π∗U (f)
)
= (id + α) · dg˜, where α ∈ Idg˜,∂2g˜ · TV ⊗ T
∗V. (4.3)
As ˜(x) ∈ Crit(g˜) and T˜(x)Crit(g˜) = T˜(x)V˜ we have dg˜|˜(x) = ∂
2g˜|˜(x) = 0,
so α|˜(x) = 0, and id + α is invertible near ˜(x). Making S˜, V˜ smaller, we can
suppose id + α is invertible on V˜ . So (4.3) implies that Crit(π∗U (f)) = Crit(g˜),
as K-subschemes of V˜ . Hence (S˜, V˜ , π∗U (f), ˜) is a critical chart on (X, s).
As πU : V˜ → U is e´tale, it maps Crit(π∗U (f)) → Crit(f) on the image of
πU . But Crit(π
∗
U (f)) = ˜(S˜), so πU
(
Crit(π∗U (f))
)
= πU ◦ (S˜) = i(S˜). Thus
Crit(f)∩πU (V˜ ) = i(S˜), and Crit(f) coincides with i(R) near i(x). Choose open
i(x) ∈ U ′ ⊆ πU (V˜ ) ⊆ U , and set R
′ = i−1(U ′), f ′ = f |U ′ and i
′ = i|R′ . Since πU
is e´tale, π−1U (Crit(f
′)) = Crit(π∗U (f))∩π
−1
U (U
′) = ˜(S˜)∩π−1U (U
′) = π−1U (i
′(R′)),
and this forces Crit(f ′) = i′(R′), since the e´tale morphism πU is a Zariski
46
isomorphism (S˜)→ i(S˜). Therefore (R′, U ′, f ′, i′) is a critical chart on (X, s).
This proves the second part of Proposition 2.7 in the K-scheme case.
For the first part, suppose (X, s) is an algebraic d-critical locus, R ⊆ X
is Zariski open, i : R →֒ U is a closed embedding into a smooth K-scheme
U , and x ∈ R. Let n = dimU and m = dimTxX . Choose a Zariski open
neighbourhood U ′ of x in X and e´tale coordinates (z1, . . . , zn) : U
′ → An such
that zm+1|i′(R′) = · · · = zn|i′(R′) = 0, where R
′ = i−1(U ′) and i′ = i|R′ : R′ →֒
U ′, a closed embedding. Making R′, U ′ smaller if necessary, we may choose
regular f : U ′ → A1 with ιR′,U ′(s|R′ ) = i′−1(f) + I2R′,U ′ .
Set V ′ = {v ∈ U ′ : zm+1(v) = · · · = zn(v) = 0}, so that V ′ is a smooth K-
subscheme of U ′ with dimV ′ = m = dimTxX and i
′(R′) ⊆ V ′ ⊆ U ′. The proof
above shows that Crit(f |V ′) = i′(R′) near i′(x), so making R′, U ′, V ′ smaller we
may suppose that Crit(f |V ′) = i
′(R′). Define f ′ : U ′ → A1 by
f ′ = f −
n∑
j=m+1
∂f
∂zj
zj +
1
2
n∑
j,k=m+1
(
δjk +
∂2f
∂zj∂zk
)
zjzk. (4.4)
Differentiating (4.4) shows that for j = m+ 1, . . . , n we have
∂f ′
∂zj
= zj +
1
2
n∑
k,l=m+1
∂3f
∂zj∂zk∂zl
zkzl.
Rewriting this in matrix form gives

∂f ′
∂zm+1
...
∂f ′
∂zn

 =
(
δjk +
1
2
∑n
l=m+1
∂3f
∂zj∂zk∂zl
zl
)n
j,k=m+1


zm+1
...
zn

 (4.5)
As zl = 0 on V
′ ⊆ U ′ the first matrix on the r.h.s. of (4.5) is invertible near V ′
in U ′, so making U ′ smaller while fixing R′, V ′, we can suppose it is invertible.
Then the K-subscheme ∂f
′
∂zm+1
= · · · = ∂f
′
∂zn
= 0 in U ′ is zm+1 = · · · = zn = 0,
that is, V ′. Therefore as f ′|V ′ = f |V ′ by (4.4) we have
Crit(f ′) = Crit(f ′|V ′) = Crit(f |V ′) = i
′(R′). (4.6)
Since zj |i′(R′) =
∂f
∂zj
|i′(R′) = 0 for j = m+ 1, . . . , n we have i
′−1(zj) ∈ IR′,U ′
and i′−1
(
∂f
∂zj
)
∈ IR′,U ′ for j = m+ 1, . . . , n. Thus (4.4) implies that
i′−1(f ′) + I2R′,U ′ = i
′−1(f) + I2R′,U ′ = ιR′,U ′(s|R′ ). (4.7)
Equations (4.6)–(4.7) imply that (R′, U ′, f ′, i′) is a critical chart on (X, s). This
completes the proof of Proposition 2.7 for K-schemes.
For complex analytic spaces, the proof above also works more-or-less without
change, but it can be simplified, as e´tale morphisms of complex analytic spaces
are local isomorphisms, and so are invertible on suitable open sets.
4.2 Proof of Proposition 2.8
Let φ : X → Y be a smooth morphism of complex analytic spaces (or K-
schemes) and t ∈ H0(S0Y ), and set s = φ
⋆(t) ∈ H0(S0X). Fix x ∈ X with
y = φ(x). Write dimTxX = m and dimTyY = n, so that m > n and φ is
smooth of relative dimension m − n near x. We may choose (Zariski) open
y ∈ S ⊆ Y and x ∈ R ⊆ φ−1(S) ⊆ X , closed embeddings i : R →֒ U ,
j : S →֒ V for U, V complex manifolds (or smooth K-schemes) with dimU = m,
dimV = n, and a morphism Φ : U → V smooth of relative dimensionm−n with
Φ ◦ i = j ◦φ|R : R→ V . Making S, V (and hence R,U) smaller, we may choose
holomorphic g : V → C (or regular g : V → A1) with ιS,V (t|S) = j−1(g) + I2S,V .
Define f = g ◦ Φ. Then s = φ⋆(t) and Proposition 2.3 imply that ιR,U (s|R) =
i−1(f) + I2R,U .
Since dimTxX = dimU , Proposition 2.7 implies that (X, s) is a d-critical
locus near x if and only if Crit(f) = i(R) near i(x) as complex analytic subspaces
(or K-subschemes) of X . Similarly, (Y, t) is a d-critical locus near y if and only
if Crit(g) = j(R) near j(y). But Φ : U → V is smooth and f = g ◦ Φ implies
that Crit(f) = Φ−1(Crit(g)). Also Φ ◦ i = j ◦ φ|R and φ,Φ smooth of relative
dimension m− n imply that i(R) = Φ−1(j(S)) near i(R).
Therefore Crit(f) = i(R) near i(x) if and only if Crit(g) = j(R) near j(y),
and so (X, s) is a d-critical locus near x if and only if (Y, t) is a d-critical locus
near y. Hence (Y, t) a d-critical locus implies (X, s) is a d-critical locus, and if
φ : X → Y is surjective then (X, s) a d-critical locus implies (Y, t) is a d-critical
locus. If (X, s), (Y, t) are d-critical loci then φ : (X, s) → (Y, t) is a morphism
of d-critical loci by Definition 2.5. This proves Proposition 2.8.
5 Comparing critical charts (R,U, f, i)
Next we prove Theorem 2.20 and Propositions 2.19 and 2.22–2.24 from §2.3.
5.1 Proof of Proposition 2.19
Let (R,U, f, i) be a critical chart on an algebraic d-critical locus (X, s) over
K, and x ∈ R. Then U is a smooth K-scheme, so there exist an affine open
neighbourhood U˜ of i(x) in U and a closed embedding of K-schemes Φ˜ : U˜ →֒ An
for some n > 0. Choose a Zariski open neighbourhood V of Φ˜(i(x)) in An and
e´tale coordinates (z1, . . . , zn) on V such that Φ˜(U˜) ∩ V is the K-subscheme
defined by zm+1 = · · · = zn = 0 in V , where m = dimU . Set U ′ = Φ˜−1(V ),
R′ = S = i−1(U ′), i′ = i|R′ : R′ →֒ U ′, f ′ = f |U ′ : U ′ → A
1, Φ = Φ˜|U ′ : U ′ →֒
V , and j = Φ ◦ i′ : S = R′ →֒ V .
Now Φ(U ′) is a closed K-subscheme of V , and f ′ ◦ Φ−1 : Φ(U ′) → A1 a
regular function. Zariski locally on V , we may extend f ′ ◦ Φ−1 from Φ(U ′) to
V . Thus, making V, U ′, R′, S smaller, there exists a regular h : V → A1 with
h ◦Φ = f ′ : U ′ → A1. Then we may form the partial derivatives ∂h∂za ,
∂2h
∂za∂zb
for
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a, b = 1, . . . , n. Define g : V → A1 by
g = h−
∑n
a=m+1 za ·
∂h
∂za
+ 12
∑n
a,b=m+1 zazb ·
∂2h
∂za∂zb
+
∑n
a=m+1 z
2
a. (5.1)
Here we use charK 6= 2 from §1. Since za|Φ(U ′) = 0 for a = m + 1, . . . , n, we
have g ◦ Φ = h ◦ Φ = f ′ : U ′ → A1. Also equation (5.1) implies that
∂g
∂za
|Φ(U ′)=0, a = m+1, . . . , n,
∂2g
∂za∂zb
|Φ(U ′)=2δab, a, b = m+1, . . . , n. (5.2)
Consider the K-subscheme of V defined by the equations ∂g∂za = 0 for a =
m+1, . . . , n. The first equation of (5.2) shows this K-subscheme contains Φ(U ′),
and the second that this K-subscheme coincides with Φ(U ′) near Φ(U ′) in V .
Hence, by making V smaller while keeping U ′, R′, S fixed, we can take this
K-subscheme to be Φ(U ′). We now claim that
Crit(g) = Φ(Crit(f ′)) = Φ(i(R′)) = j(S) (5.3)
as K-subschemes of V . To see this, note that the equations ∂g∂za = 0 for a =
1, . . . ,m defining Crit(g) divide into ∂g∂za = 0 for a = m+ 1, . . . , n, which define
the smooth K-subscheme Φ(U ′) in V , and ∂g∂za = 0 for a = 1, . . . ,m, which
under Φ(U ′) ∼= U ′ correspond to df ′ = 0 as g ◦ Φ = f ′.
As (R′, U ′, f ′, i′) is a critical chart on (X, s) we have ιR′,U ′(s|R′) = i′−1(f ′)+
I2R′,U ′ . Applying Theorem 2.1(ii) with (R
′, U ′, i) in place of (R,U, i) and using
g ◦Φ = f ′, j = Φ◦ i′ and R′ = S shows that ιS,V (s|S) = j
−1(g)+I2S,V . Together
with (5.3), this implies that (S, V, g, j) is a critical chart, and Φ : U ′ →֒ V an
embedding with j = Φ ◦ i′, g ◦ Φ = f ′ show Φ : (R,U, f, i) →֒ (S, V, g, j) is an
embedding of critical charts. This proves Proposition 2.19.
5.2 Proof of Theorem 2.20
We begin with the complex analytic case. Let (X, s) be a complex analytic
d-critical locus, (R,U, f, i), (S, V, g, j) be critical charts on (X, s), and x ∈ R ∩
S. Then i(R ∩ S) is a locally closed complex analytic subspace of U , and
j ◦ i−1|i(R∩S) : i(R ∩ S)→ V a morphism to a complex manifold V . So we can
extend j ◦ i−1 locally to a holomorphic map U → V . That is, we can choose
an open neighbourhood U ′ of i(x) in U with R′ := i−1(U ′) ⊆ R ∩ S, and a
holomorphic map Θ : U ′ → V such that Θ ◦ i′ = j|R′ : R′ → V , for i′ := i|R′ .
Theorem 2.1(ii) with (R′, U ′, i′),Θ in place of (R,U, i),Φ gives a commuta-
tive diagram (2.3). Applying this to s|R′ shows that
ιR′,U ′(s|R′) = i
′−1(Θ♯)
[
ιS,V (s|S)
]
. (5.4)
Write I ′R′,U ′ ⊆ OU ′ for the ideal vanishing on i(R
′) ⊆ U ′, and f ′ = f |U ′ . Then
i′−1
[
f ′ + (I ′R′,U ′)
2
]
= i′−1(f ′) + I2R′,U ′ = ιR′,U ′(s|R′) = i
′−1(Θ♯)
[
ιS,V (s|S)
]
= i′−1(Θ♯)
[
j−1(g) + I2S,V
]
= i′−1(Θ♯)
[
i′−1 ◦Θ−1(g) + I2S,V
]
= i′−1
[
Θ♯
(
Θ−1(g)
)]
+ I2R′,U ′ = i
′−1
[
g ◦Θ+ (I ′R′,U ′)
2
]
, (5.5)
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using i′−1(I ′R′,U ′) = IR′,U ′ in the first and seventh steps, ιR′,U ′(s|R′) = i
′−1(f ′)+
I2R′,U ′ in the second, (5.4) in the third, ιS,V (s|S) = j
−1(g) + I2S,V in the fourth,
Θ ◦ i′ = j|R′ in the fifth, and i′−1(Θ♯)(IS,V ) = IR′,U ′ in the sixth.
Equation (5.5) implies that f ′ − g ◦Θ ∈ (I ′R′,U ′)
2. Therefore, making U ′, R′
smaller if necessary, we can choose holomorphic functions ra, sa : U
′ → C for
a = 1, . . . , n, some n > 0, such that ra, sa ∈ H0(I ′R′,U ′) for a = 1, . . . , n and
f ′ = g ◦Θ+ r1s1 + · · ·+ rnsn : U
′ −→ C. (5.6)
Define W = V × C2n, T = S, k = j × (0, . . . , 0) : T = S →֒ V × C2n = W ,
(S′, V ′, g′, j′) = (S, V, g, j), and Φ : U ′ →W , Ψ : V ′ →W , h :W → C by
Φ(u) =
(
Θ(u), (r1(u), . . . , rn(u), s1(u), . . . , sn(u))
)
, Ψ(v) =
(
v, (0, . . . , 0)
)
,
and h
(
v, (y1, . . . , yn, z1, . . . , zn)
)
= g(v) + y1z1 + · · ·+ ynzn. (5.7)
By increasing n and adding extra functions ra, sa with sa = 0, we can suppose
Φ is an embedding near i(x) ∈ U ′. So making U ′, R′ smaller we can take
Φ : U ′ →֒W to be an embedding.
Since (S, V, g, j) is a critical chart, (T,W, h, k) is one too. Also Φ : U ′ →֒W ,
Ψ : V ′ →֒W are embeddings, and f ′ = h ◦Φ, g′ = h ◦Ψ, Φ ◦ i′ = k|R′ , Ψ ◦ j′ =
k|S′ follow from (5.6)–(5.7) and Θ ◦ i′ = j|R′ . Therefore Φ : (R′, U ′, f ′, i′) →֒
(T,W, h, k), Ψ : (S′, V ′, g′, j′) →֒ (T,W, h, k) are embeddings of critical charts
with x ∈ R′ ∩ S′, proving Theorem 2.20 in the complex analytic case.
For the algebraic case, with (X, s) an algebraic d-critical locus over K, and
(R,U, f, i), (S, V, g, j) critical charts, we would like to follow the above method,
but there is a problem with the first step: if V is a general smooth K-scheme,
we may not be able to choose a Zariski open i(x) ∈ U ′ ⊆ U and a morphism
Θ : U ′ → V such that Θ ◦ i′ = j|R′ : R′ → V . However, this is valid if V is
Zariski open in an affine space Am.
So we modify the method above as follows: first we apply Proposition 2.19,
proved in §5.1, to get a subchart (S′, V ′, g′, j′) ⊆ (S, V, g, j) with x ∈ S′ and
an embedding Ξ : (S′, V ′, g′, j′) →֒ (S˜, V˜ , g˜, ˜) for (S˜, V˜ , g˜, ˜) a critical chart on
(X, s) with V˜ ⊆ Am Zariski open. Thus we may choose Zariski open i(x) ∈ U ′ ⊆
U and a morphism Θ : U ′ → V˜ with Θ◦ i′ = ˜|R′ : R′ → W . Then we follow the
rest of the proof above with (S˜, V˜ , g˜, ˜),An in place of (S, V, g, j),Cn, so that
W = V˜ ×A2n, except that we define Ψ : V ′ →֒ W by Ψ(v) =
(
Ξ(v), (0, . . . , 0)
)
.
We leave the details to the reader.
5.3 Proof of Proposition 2.22
Choose holomorphic coordinates (y˙1, . . . , y˙m, z˙1, . . . , z˙n) on an open neighbour-
hood V˙ of j(x) in V , where dimU = m and dimV = m + n, such that
j(x) = (0, . . . , 0) and Φ(U) ∩ V˙ is the submanifold z˙1 = · · · = z˙n = 0 in V˙ .
Set U˙ = Φ−1(V˙ ) and x˙a = y˙a ◦Φ|U˙ for a = 1, . . . ,m. Then U˙ is an open neigh-
bourhood of i(x) in U , and (x˙1, . . . , x˙m) are holomorphic coordinates on U˙ with
i(x) = (0, . . . , 0). Write f |U˙ = f˙(x˙1, . . . , x˙m) and g|V˙ = g˙(y˙1, . . . , y˙m, z˙1, . . . , z˙n)
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as functions of these coordinates, so that f = g ◦Φ implies that f˙(y˙1, . . . , y˙m) =
g˙(y˙1, . . . , y˙m, 0, . . . , 0) for (y˙1, . . . , y˙m) ∈ U˙ .
Then the ideal I ′R,U = I(df) is on U˙ the ideal of holomorphic functions in
(x˙1, . . . , x˙m) generated by
∂f˙
∂x˙a
for a = 1, . . . ,m, and the ideal I ′S,V = I(dg) is on
V˙ the ideal of holomorphic functions in (y˙1, . . . , y˙m, z˙1, . . . , z˙n) generated by
∂g˙
∂y˙a
for a = 1, . . . ,m and ∂g˙∂z˙b for b = 1, . . . , n. Since Φ maps U to z˙1 = · · · = z˙n = 0
and i(R) to j(R) ⊆ j(S), we have I(df) ∼= I(dg)|z˙1=···=z˙n=0, that is,(
∂f˙
∂x˙a
(y˙1, . . . , y˙m) : a = 1, . . . ,m
)
=(
∂g˙
∂y˙a
(y˙1, . . . , y˙m, 0, . . . , 0) : a=1, . . . ,m,
∂g˙
∂z˙b
(y˙1, . . . , y˙m, 0, . . . , 0) : b=1, . . . , n
)
.
As ∂g˙∂y˙a (y˙1, . . . , y˙m, 0, . . . , 0) =
∂f˙
∂x˙a
(y˙1, . . . , y˙m), this holds provided each
∂g˙
∂z˙b
(y˙1,
. . . , y˙m, 0, . . . , 0) lies in
(
∂g˙
∂y˙a
(y˙1, . . . , y˙m, 0, . . . , 0) : a = 1, . . . ,m
)
. Thus, making
U˙ , V˙ smaller if necessary, we can suppose there exist holomorphic functions
Aab(y˙1, . . . , y˙m) on U˙ for a = 1, . . . ,m, b = 1, . . . , n such that for each b
∂g˙
∂z˙b
(y˙1, . . . , y˙m, 0, . . . , 0) =
∑m
a=1Aab(y˙1, . . . , y˙m) ·
∂g˙
∂y˙a
(y˙1, . . . , y˙m, 0, . . . , 0).
Define holomorphic coordinates (y˜1, . . . , y˜m, z˜1, . . . , z˜n) on an open neigh-
bourhood V˜ of j(x) in V˙ by y˜a = y˙a +
∑n
b=1Aab(y˙1, . . . , y˙m) z˙b and z˜b = z˙b.
Here y˜a, z˜b are defined on all of V˙ , but they need only be a coordinate system
near j(x) in V˙ where z˙1, . . . , z˙n are small, so we shrink V˙ to V˜ ⊆ V˙ . We also
write U˜ = Φ−1(V˜ ) ⊆ U˙ and x˜a = x˙a|U˜ . Then y˜a ◦ Φ|U˜ = x˜a as z˙b ◦ Φ|U˜ = 0.
Making V˜ smaller if necessary we can suppose that if (y˜1, . . . , y˜m, z˜1, . . . , z˜n) ∈ V˜
then (y˜1, . . . , y˜m) ∈ U˙ , using the coordinates (x˙1, . . . , x˙m) on U˙ .
Write g|V˜ = g˜(y˜1, . . . , y˜m, z˜1, . . . , z˜n) using these coordinates. Then
∂g˜
∂z˜b
(y˜1, . . . , y˜m, 0, . . . , 0)
=
∑m
a=1
∂g˙
∂y˙a
(y˙1, . . . , y˙m, 0, . . . , 0) ·
∂y˙a
∂z˜b
+
∑n
c=1
∂g˙
∂z˙c
(y˙1, . . . , y˙m, 0, . . . , 0) ·
∂z˙c
∂z˜b
=
∑m
a=1
∂g˙
∂y˙a
(y˙1, . . . , y˙m, 0) · (−Aab(y˙1, . . . , y˙m))
+
∑n
c=1
(∑m
a=1Aac(y˙1, . . . , y˙m) ·
∂g˙
∂y˙a
(y˙1, . . . , y˙m, 0, . . . , 0)
)
· δbc = 0.
So g˜(y˜1, . . . , y˜m, 0, . . . , 0) = f˙(y˜1, . . . , y˜m) and
∂g˜
∂z˜b
(y˜1, . . . , y˜m, 0, . . . , 0) = 0 for
b = 1, . . . , n in the new coordinates (y˜1, . . . , y˜m, z˜1, . . . , z˜n).
Consider the holomorphic function h : V˜ → C given by
h(y˜1, . . . , y˜m, z˜1, . . . , z˜n) = g˜(y˜1, . . . , y˜m, z˜1, . . . , z˜n)− f˙(y˜1, . . . , y˜m). (5.8)
It satisfies h(y˜1, . . . , y˜m, 0, . . . , 0) = 0 and
∂h
∂z˜b
(y˜1, . . . , y˜m, 0, . . . , 0) = 0 for all
b = 1, . . . , n and (y˜1, . . . , y˜m) ∈ U˜ , so h lies in the ideal (z˜1, . . . , z˜n)2. Thus,
making V˜ , U˜ smaller if necessary, we may write
h(y˜1, . . . , y˜m, z˜1, . . . , z˜n) =
∑n
b,c=1 z˜bz˜cQbc(y˜1, . . . , y˜m, z˜1, . . . , z˜n), (5.9)
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for some (nonunique) holomorphic functions Qbc : V˜ → C with Qbc = Qcb.
Now Crit(g˜) = Crit(g) ∩ V˜ = j(S) ∩ V˜ lies in Φ(U˜) = {z˜1 = · · · = z˜n = 0}
as complex analytic subspaces of V˜ . Therefore z˜1, . . . , z˜n lie in the ideal I(dg˜)
generated by ∂g˜∂y˜a ,
∂g˜
∂z˜b
, so making U˜ , V˜ smaller, for each d = 1, . . . , n there exist
holomorphic functions Bad(y˜1, . . . , y˜m, z˜1, . . . , z˜n), Cbd(y˜1, . . . , y˜m, z˜1, . . . , z˜n) on
V˜ such that using (5.8)–(5.9) we have
z˜d =
m∑
a=1
Bad ·
∂g˜
∂y˜a
+
n∑
b=1
Cbd ·
∂g˜
∂z˜b
=
m∑
a=1
Bad ·
[
∂f˙
∂x˙a
(y˜1, . . . , y˜m) +
m∑
a=1
n∑
b,c=1
z˜bz˜c
∂Qbc
∂y˜a
(y˜1, . . . , y˜m, z˜1, . . . , z˜n)
]
+ 2
n∑
b,c=1
Cbd · z˜cQbc(y˜1, . . . , y˜m, z˜1, . . . , z˜n)
+
n∑
b,c,e=1
Ced · z˜bz˜c
∂Qbc
∂z˜e
(y˜1, . . . , y˜m, z˜1, . . . , z˜n). (5.10)
Apply ∂∂z˜c to (5.10) and restrict it to the point (0, . . . , 0) = j(x), noting that
∂f˙
∂x˙a
(0, . . . , 0) = 0. This yields
δcd = 2
∑n
b=1 Cbd(0, . . . , 0) ·Qbc(0, . . . , 0), for all c, d = 1, . . . , n.
Hence the symmetric matrix
(
Qbc(0, . . . , 0)
)
n
b,c=1 is invertible. Thus, by applying
an element of GL(n,C) to the coordinates (z˜1, . . . , z˜n) we can suppose that
Qbc(0, . . . , 0) = δbc for b, c = 1, . . . , n.
We now define new holomorphic coordinates (y1, . . . , ym, z1, . . . , zn) on an
open neighbourhood V ′ of j(x) in V˜ , and write g′(y1, . . . , ym, z1, . . . , zn) = g|V ′
for g as a function of these new coordinates and U ′ = Φ−1(V ′), such that:
(a) ya = y˜a for a = 1, . . . ,m.
(b) ∂zb∂z˜c = δbc at j(x) for b, c = 1, . . . , n.
(c) Φ(U ′) is the submanifold z1 = · · · = zn = 0 in V
′.
(d) g′(y1, . . . , ym, z1, . . . , zn) = f˙(y1, . . . , ym) + z
2
1 + · · ·+ z
2
n.
We define zb by reverse induction on b = n, n− 1, . . . , 1.
For the first step, as Qnn = 1 at j(x) = (0, . . . , 0), we may restrict to a
small open neighbourhood V ′ of j(x) in V˜ on which Qnn(y˜1, . . . , y˜m, z˜1, . . . , z˜n)
is invertible and has a square root Q
1/2
nn . Rewrite (5.9) on V ′ as
g˜(y˜1, . . . , y˜m, z˜1, . . . , z˜n) = f˙(y˜1, . . . , y˜m) +
∑n−1
b,c=1 z˜bz˜c
[
Qbc −Q−1nnQbnQcn
]
+
[
Q1/2nn z˜n +
∑n−1
b=1 Q
−1/2
nn Qbnz˜b
]2
= f˙(y˜1, . . . , y˜m) +
∑n−1
b,c=1 z˜bz˜cQˆbc + z
2
n,
where Qˆbc = Qbc −Q
−1
nnQbnQcn, zn = Q
1/2
nn z˜n +
∑n−1
b=1 Q
−1/2
nn Qbnz˜b. (5.11)
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Note that Qˆbc(0, . . . , 0) = δbc for b, c = 1, . . . , n− 1, as Qbc(0, . . . , 0) = δbc. For
the second step, making V ′ smaller so that Qˆn−1n−1 is invertible and has a
square root Qˆ
1/2
n−1n−1 on V
′, we have
g˜(y˜1, . . . , y˜m, z˜1, . . . , z˜n) = f(y˜1, . . . , y˜m) +
∑n−2
b,c=1 z˜bz˜cQˇbc + z
2
n−1 + z
2
n,
where Qˇbc = Qˆbc − Qˆ
−1
n−1n−1Qˆb n−1Qˆc n−1
and zn−1 = Qˆ
1/2
n−1n−1z˜n−1 +
∑n−2
b=1 Qˆ
−1/2
n−1n−1Qˆb n−1z˜b.
Continuing in this way, we define j(x) ∈ V ′ ⊆ V˜ and holomorphic functions
y1, . . . , ym, z1, . . . , zn : V
′ → C satisfying (a)–(d) above.
Parts (a)–(c) imply that (y1, . . . , ym, z1, . . . , zn) are a coordinate system near
j(x) in V ′, so making V ′ smaller, we can suppose they are coordinates on
V ′. Define α : V ′ → U and β : V ′ → Cn by α : (y1, . . . , ym, z1, . . . , zn) 7→
(y1, . . . , ym) and β : (y1, . . . , ym, z1, . . . , zn) 7→ (z1, . . . , zn), using coordinates
(y1, . . . , ym, z1, . . . , zn) on V
′ and (x˙1, . . . , x˙m) on U˙ . Proposition 2.22 then
follows from (a),(c),(d) above.
5.4 Proof of Proposition 2.23
We will adapt §5.3 to the algebraic context. The first part, until just before
(5.8), works with i(x) ∈ U˜ ⊆ U˙ ⊆ U and j(x) ∈ V˜ ⊆ V˙ ⊆ V Zariski open
and (x˙1, . . . , x˙m) : U˙ → A
n, (y˙1, . . . , y˙m, z˙1, . . . , z˙n) : V˙ → A
m+n, (y˜1, . . . , y˜m,
z˜1, . . . , z˜n) : V˜ → A
m+n e´tale coordinates on U˙ , V˙ , V˜ . Note that f, g are not
functions of x˙a or y˙a, z˙b or y˜a, z˜b, except in an e´tale sense, so we cannot rigorously
write f |U˙ = f˙(x˙1, . . . , x˙m), and so on. Nonetheless, the partial derivatives
∂f
∂x˙a
,
∂g
∂y˙a
, ∂g∂z˙b ,
∂g
∂y˜a
, ∂g∂z˜b are all well defined on U˙ , V˙ , V˜ .
In this way, we construct e´tale coordinates (y˜1, . . . , y˜m, z˜1, . . . , z˜n) on V˜ ⊆ V
such that Φ(U˜) is the smooth K-subscheme z˜1 = · · · = z˜n = 0 in V˜ , and
∂g
∂z˜b
|Φ(U˜) = 0 for b = 1, . . . , n. Now (5.8) does not make sense on V˜ , since we
cannot extend f from U˜ to V˜ as f is not a function of (y˜1, . . . , y˜m). Instead, we
form the Cartesian square of smooth K-schemes and e´tale morphisms
Vˇ = (U˜ × An)×Am+n V˜ ˇ
//
αˇ×βˇ

V˜
(y˜1,...,y˜m,z˜1,...,z˜n)

U˜ × An
(x˜1,...,x˜m)×idAn //
A
m+n = Am × An.
(5.12)
There is a unique vˇ ∈ Vˇ with αˇ(vˇ) = i(x), βˇ(vˇ) = (0, . . . , 0) and ˇ(vˇ) = j(x).
Then αˇ × βˇ and ˇ are e´tale, so we can regard ˇ : Vˇ → V˜ ⊆ V as an e´tale
open set in V . Define e´tale coordinates (yˇ1, . . . , yˇm, zˇ1, . . . , zˇn) : Vˇ → A
m+n by
yˇa = y˜a ◦ ˇ, zˇb = z˜b ◦ ˇ, and define fˇ , gˇ : Vˇ → A
1 by fˇ = f ◦ αˇ and gˇ = g ◦ ˇ. The
analogue of (5.8) is now hˇ = gˇ− fˇ : Vˇ → A1. The previous argument now shows
that on the smooth K-subscheme Uˇ ∈ Vˇ defined by zˇ1 = · · · = zˇn = 0 we have
hˇ|Uˇ = 0 and
∂hˇ
∂zˇb
|Uˇ = 0 for b = 1, . . . , n. Therefore hˇ lies in the ideal (zˇ1, . . . , zˇn)
2
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on Vˇ . So making U˜ , Uˇ , V˜ , Vˇ smaller, we may write hˇ =
∑n
b,c=1 zˇbzˇcQbc, the
analogue of (5.9), for some Qbc : Vˇ → A
1 with Qbc = Qcb, where the last part
requires charK 6= 2, and Qbc(0, . . . , 0) = δbc becomes Qbc(vˇ) = δbc.
The last part of §5.3, defining the coordinates (y1, . . . , ym, z1, . . . , zn), in-
volves taking square roots Q
1/2
nn , Qˆ
−1/2
n−1n−1, . . . . These generally will not exist on
Vˇ or Zariski open subsets of Vˇ , but they will exist on e´tale open subsets of Vˇ ,
noting that K is algebraically closed, so that square roots exist in K. So we can
construct an e´tale open neighbourhood ′ : V ′ → Vˇ of vˇ in Vˇ on which we define
e´tale coordinates (y1, . . . , ym, z1, . . . , zn) : V
′ → Am+n satisfying the analogues
of (a)–(d) in §5.3, where (d) becomes gˇ ◦ ′ = fˇ ◦ ′ + z21 + · · ·+ z
2
n.
Set U ′ = {v′ ∈ V ′ : z1(v′) = · · · = zn(v′) = 0}, which is a smooth K-
subscheme of V ′ as (y1, . . . , ym, z1, . . . , zn) are e´tale coordinates on V
′. Define
ι : U ′ → U ,  : V ′ → V , Φ′ : U ′ → V ′, α : V ′ → U , and β : V ′ → An by
ι = αˇ◦ ′|U ′ ,  = ˇ◦ ′, Φ′ = idU ′ , α = αˇ◦ ′ and β = (z1, . . . , zn). As ′ : V ′ → Vˇ
is an e´tale open neighbourhood of vˇ in Vˇ , there exists u′ ∈ V ′ with ′(u′) = vˇ,
and zb(u
′) = 0 for b = 1, . . . , n as zˇb(vˇ) = z˜b ◦ ˇ(vˇ) = z˜b(j(x)) = 0, so u′ ∈ U
with ι(u′) = αˇ ◦ ′(u′) = αˇ(vˇ) = i(x). Also ι, , α× β are e´tale as αˇ× βˇ, ˇ, ′ are.
To see that Φ ◦ ι =  ◦ Φ′, note that
(y˜1, . . . , y˜m, z˜1, . . . , z˜n) ◦ Φ ◦ ι = (x˜1, . . . , x˜m, 0, . . . , 0) ◦ αˇ ◦ 
′|U ′
=
(
(x˜1, . . . , x˜m)× idAn
)
◦ (αˇ × βˇ) ◦ ′|U ′
= (y˜1, . . . , y˜m, z˜1, . . . , z˜n) ◦ ˇ ◦ 
′|U ′ ◦ idU ′ = (y˜1, . . . , y˜m, z˜1, . . . , z˜n) ◦  ◦ Φ
′,
using the definitions and (5.12). Since Φ ◦ ι(u′) = j(x) =  ◦Φ′(u′) and (y˜1, . . . ,
y˜m, z˜1, . . . , z˜n) are e´tale coordinates on V˜ ⊆ V , this implies that Φ ◦ ι =  ◦ Φ′
near u′ in U ′, so making U ′ smaller if necessary we have Φ ◦ ι =  ◦ Φ′. The
equations α◦Φ′ = ι, β◦Φ′ = 0 are immediate, and g◦ = f ◦α+(z21+· · ·+z
2
n)◦β
follows from gˇ ◦ ′ = fˇ ◦ ′ + z21 + · · ·+ z
2
n. This proves Proposition 2.23.
5.5 Proof of Proposition 2.24
For Proposition 2.24, we first follow the proof of Proposition 2.23 in §5.4 until
immediately before the choice of ′ : V ′ → Vˇ , so we have e´tale coordinates
(y˜1, . . . , y˜m, z˜1, . . . , z˜n) on j(x) ∈ V˜ ⊆ V and (x˜1, . . . , x˜m) on i(x) ∈ U˜ =
Φ−1(V˜ ) ⊆ U with x˜a = y˜a ◦ Φ|U˜ ,
∂g
∂z˜b
|Φ(U˜) = 0, and a Cartesian square (5.12)
with e´tale coordinates (yˇ1, . . . , yˇm, zˇ1, . . . , zˇn) on Vˇ and vˇ ∈ Vˇ with αˇ(vˇ) = i(x),
βˇ(vˇ) = (0, . . . , 0) and ˇ(vˇ) = j(x), and functions fˇ , gˇ, hˇ, Qbc : Vˇ → A
1 with
fˇ = f ◦ αˇ, gˇ = g ◦ ˇ, and hˇ = gˇ − fˇ =
∑n
b,c=1 zˇbzˇcQbc, with Qbc(vˇ) = δbc.
We have morphisms id×0 : U˜ → U˜ ×An, Φ|U˜ : U˜ → V˜ with
(
(x˜1, . . . , x˜m)×
idAn
)
◦ (id × 0) = (y˜1, . . . , y˜m, z˜1, . . . , z˜n) ◦ Φ|U˜ : U˜ → A
m+n. Thus by the
Cartesian property of (5.12), there is a unique morphism Φˇ : U˜ → Vˇ with
(αˇ × βˇ) ◦ Φˇ = id × 0 and ˇ ◦ Φˇ = Φ|U˜ . Also Φˇ(i(x)) = vˇ, since (id× 0)(i(x)) =
(i(x), 0) = (αˇ× βˇ)(vˇ) and Φ|U˜ (i(x)) = j(x) = ˇ(vˇ).
We now modify the inductive procedure in §5.3–§5.4, to construct a Zariski
open neighbourhood U ′ of i(x) in U˜ ⊆ U , an e´tale open neighbourhood ′ :
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V ′ → Vˇ of vˇ in Vˇ with αˇ ◦ ′(V ′) ⊆ U ′ ⊆ U˜ , a morphism Φ′ : U ′ → V ′
with ′ ◦Φ′ = Φˇ|U ′ , e´tale coordinates (y1, . . . , ym, z1, . . . , zn) : V ′ → A
m+n, and
regular functions q1, . . . , qn : U
′ → A1 \ {0}, such that:
(a) ya = yˇa ◦ 
′ = y˜a ◦ ˇ ◦ 
′ for a = 1, . . . ,m.
(b) ∂zb∂z′c
= δbc at Φ
′(i(x)) for b, c = 1, . . . , n, where (y′1, . . . , y
′
m, z
′
1, . . . , z
′
n) =
(yˇ1, . . . , yˇm, zˇ1, . . . , zˇn) ◦ ′ are e´tale coordinates on V ′.
(c) Φ′(U ′) is the submanifold z1 = · · · = zn = 0 in V ′.
(d) hˇ ◦ ′ = (q1 ◦ αˇ ◦ ′) · z21 + · · ·+ (qn ◦ αˇ ◦ 
′) · z2n.
In the first step of the induction, as Qnn(vˇ) = 1 and Φˇ(i(x)) = vˇ, we can
choose a Zariski open neighbourhood U ′ of i(x) in U˜ such that qn := Qnn ◦ Φˇ
is nonzero on U ′, so that qn : U
′ → A1 \ {0}. Then αˇ−1(U ′) is a Zariski open
neighbourhood of vˇ in Vˇ , with Φˇ(U ′) ⊆ αˇ−1(U ′) as αˇ ◦ Φˇ = idU˜ , and
Pˇn :=
(
Qnn|αˇ−1(U ′)
)
·
(
q−1n ◦ αˇ|αˇ−1(U ′)
)
: αˇ−1(U ′) −→ A1
is a regular function, with Pˇn ◦ Φˇ|U ′ = 1.
Define ˆ : Vˆ → Pˇ−1n (A
1\{0}) ⊆ Vˇ to be the e´tale double cover parametrizing
square roots of Pˇn wherever Pˇn is nonzero. Then Pˇn ◦ ˆ has a natural square
root (Pˇn ◦ ˆ)
1/2 : Vˆ → A1 \ {0}. Since Pˇn ◦ Φˇ|U ′ = 1, there is a unique lift
Φˆ : U ′ → Vˆ such that ˆ ◦ Φˆ = Φˇ|U ′ and (Pˇn ◦ ˆ)1/2 ◦ Φˆ = 1.
In an analogue of (5.11), we may now write
hˇ ◦ ˆ =
∑n
b,c=1(zˇbzˇcQbc) ◦ ˆ =
∑n−1
b,c=1
(
zˇbzˇc
[
Qbc −Q−1nnQbnQcn
])
◦ ˆ
+ (qn ◦ αˇ ◦ ˆ) ·
[
(Pˇn ◦ ˆ)
1/2
(
zˇn +
∑n−1
b=1 Q
−1
nnQbnzˇb
)
◦ ˆ
]2
=
∑n−1
b,c=1 zˆbzˆcQˆbc + (qn ◦ αˆ) · zˆ
2
n, (5.13)
where zˆb = zˇb ◦ ˆ for b = 1, . . . , n− 1, zˆn = (Pˇn ◦ ˆ)1/2
(
zˇn+
∑n−1
b=1 Q
−1
nnQbnzˇb
)
◦ ˆ,
Qˆbc = [Qbc −Q−1nnQbnQcn] ◦ ˆ for b, c = 1, . . . , n− 1, and αˆ = αˇ ◦ ˆ.
In the second step we define qn−1 := Qˆn−1n−1 ◦ Φˆ, and making U ′ smaller
we can suppose that qn−1 maps U
′ → A1 \ {0}. Then we define
Pˆn−1 :=
(
Qˆn−1n−1|αˆ−1(U ′)
)
·
(
q−1n−1 ◦ αˆ|αˆ−1(U ′)
)
: αˆ−1(U ′) −→ A1,
so that Pˆn−1 ◦ Φˆ = 1. Let ¨ : V¨ → Pˆ
−1
n−1(A
1 \{0}) ⊆ Vˆ be the e´tale double cover
parametrizing square roots of Pˆn−1 where Pˆn−1 is nonzero. Then Pˆn−1 ◦ ¨ has a
square root (Pˆn−1 ◦ ¨)1/2 : V¨ → A
1 \ {0}, and there is a unique lift Φ¨ : U ′ → V¨
such that ¨ ◦ Φ¨ = Φˆ and (P¨n−1 ◦ ¨)1/2 ◦ Φ¨ = 1. As for (5.13) we have
hˇ ◦ ˆ ◦ ¨ =
∑n−2
b,c=1 z¨bz¨cQ¨bc + (qn−1 ◦ α¨) · z¨
2
n−1 + (qn ◦ α¨) · z¨
2
n,
where z¨n−1 = (Pˆn−1 ◦ ¨)1/2
(
zˆn−1 +
∑n−2
b=1 Qˆ
−1
n−1n−1Qˆbn−1zˆb
)
◦ ¨, z¨b = zˆb ◦ ¨ for
b = 1, . . . , n− 2, n, Q¨bc = [Qˆbc− Qˆ
−1
n−1n−1Qˆbn−1Qˆcn−1] ◦ ¨ for b, c = 1, . . . , n− 2,
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and α¨ = αˆ ◦ ¨. Continuing in this way, after n inductive steps we define data
′, V ′,Φ′, ya, zb, qb satisfying (a)–(d) above. The important difference with §5.4
is that each time we pass to a further e´tale cover Vˆ , V¨ , . . . of Vˇ to take a square
root, we also lift Φˇ|U ′ : U ′ → Vˇ to morphisms Φˆ : U ′ → Vˆ , Φ¨ : U ′ → V¨ , . . . , to
these e´tale covers, for U ′ ⊆ U Zariski open. Proposition 2.24 now follows as in
§5.3–§5.4, with (2.14) coming from (d) above.
6 Canonical bundles of d-critical loci
We prove the results of §2.4, Propositions 2.25, 2.27, 2.30 and Theorem 2.28.
6.1 Proof of Proposition 2.25
We will prove the complex analytic case of Proposition 2.25, involving (a) and
Proposition 2.22. The algebraic cases with (b),(c) and Propositions 2.23 and
2.24 are similar.
Let (X, s) be a complex analytic d-critical locus and x, U ′, V ′, n, α, β be as in
Proposition 2.22. To see there exists a unique isomorphism βˆ satisfying (2.16),
consider the diagram of vector bundles on U ′:
0 // TU |U ′
id∼=

dΦ|U′
// Φ∗(TV )|U ′
Φ|∗
U′
(d(α×β))∼=

Π|U′
// NUV |U ′
βˆ∗∼= 
// 0
0 // TU |U ′
d(id×0)// T (U×Cn)|U ′×0 //
〈
∂
∂z1
, . . . , ∂∂zn
〉
U ′
// 0.
(6.1)
Here (6.1) has exact rows, the first two columns are isomorphisms as α × β is
e´tale, and the left hand square commutes since α ◦ Φ|U ′ = id and β ◦ Φ|U ′ = 0.
Therefore by exactness there is a unique isomorphism βˆ∗ making (6.1) commute,
and taking duals shows that (2.16) holds. So (2.17) prescribes qUV |R′ , for R′ =
i−1(U ′) ⊆ R ⊆ X . This qUV |R′ is a nondegenerate holomorphic quadratic form
on i∗(NUV )|R′ , since dz1⊗dz1+ · · ·+dzn⊗dzn is a nondegenerate holomorphic
quadratic form on
〈
∂
∂z1
, . . . , ∂∂zn
〉
U ′ .
Thus, for each x ∈ R we can find an open x ∈ R′ ⊆ R and a given value for
the restriction qUV |R′ . Since such R′ form an open cover for R, and S2i∗(N∗UV ) is
a sheaf on R, these values for qUV |R′ come from a unique qUV ∈ H0(S2i∗(N∗UV ))
if and only if they agree on overlaps R′ ∩ R′′ between different subsets R′, R′′
in the open cover.
Suppose x, U ′, V ′, α, β,R′ and x′, U ′′, V ′′, α′, β′, R′′ are alternative choices in
Proposition 2.22. Then (2.17) gives values for qUV |R′ and qUV |R′′ , which agree
on the overlap R′ ∩R′′ if
i|∗R′∩R′′
[
(S2βˆ)(dz1 ⊗ dz1 + · · ·+ dzn ⊗ dzn)
]
= i|∗R′∩R′′
[
(S2βˆ′)(dz1 ⊗ dz1 + · · ·+ dzn ⊗ dzn)
]
.
(6.2)
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Combining (6.1) for U ′, V ′, α, β and U ′′, V ′′, α′, β′ gives a commutative diagram
of vector bundles on U ′ ∩ U ′′, with exact rows:
0 // TU |U ′
id∼=

d(id×0)
// T (U×Cn)|U ′×0
Φ|∗
U′
(d((α′×β′)
◦(α×β)−1))
∼=

Π|U′
//
〈
∂
∂z1
, . . . , ∂∂zn
〉
U ′
βˆ′∗◦βˆ∗−1∼=

// 0
0 // TU |U ′
d(id×0)// T (U×Cn)|U ′×0 //
〈
∂
∂z1
, . . . , ∂∂zn
〉
U ′
// 0.
(6.3)
Here (α′ × β′) ◦ (α × β)−1 is a local biholomorphism U × Cn → U × Cn
defined near (U ′ ∩ U ′′) × {0}, which is the identity on U × {0}, and preserves
the function f ⊞ z21 + · · · + z
2
n : U × C
n → C. So restricting to Crit(f ⊞ z21 +
· · ·+ z2n) = Crit(f)× {0} where Hess
(
f ⊞ z21 + · · ·+ z
2
n
)
is defined, we see that
d((α′ × β′) ◦ (α × β)−1)|Crit(f |U′∩U′′ )×{0} preserves Hess
(
f ⊞ z21 + · · · + z
2
n
)
in
H0
(
S2T ∗(U × Cn)|Crit(f |U′∩U′′ )×{0}
)
. As
Hess
(
f ⊞ z21 + · · ·+ z
2
n
)
= Hess f + dz1 ⊗ dz1 + · · ·+ dzn ⊗ dzn,
from (6.3) we see that βˆ′∗ ◦ βˆ∗−1 preserves dz1 ⊗ dz1 + · · · + dzn ⊗ dzn on
Crit(f |U ′∩U ′′ ). That is,
(S2(βˆ−1 ◦ βˆ′))(dz1 ⊗ dz1 + · · ·+ dzn ⊗ dzn)|Crit(f |U′∩U′′ )
= (dz1 ⊗ dz1 + · · ·+ dzn ⊗ dzn)|Crit(f |U′∩U′′ ).
Composing with S2βˆ and applying i|∗R′∩R′′ gives (6.2). Hence, there exists a
unique, nondegenerate qUV satisfying Proposition 2.25(a).
For the final part of the proposition, suppose Ψ : (S, V, g, j) →֒ (T,W, h, k)
is another embedding, so that Ψ ◦ Φ : (R,U, f, i) →֒ (T,W, h, k) is also an
embedding, and define NUV , qUV , NVW , qVW and NUW , qUW from Φ,Ψ and Ψ ◦Φ
as above. Then existence of unique γUVW , δUVW making (2.22) commute is
immediate by exactness, and exactness of the line in (2.22) including γUVW , δUVW
also follows easily. So (2.23) is exact on R.
We will first prove the required isomorphism (2.24) exists locally. Let x ∈ R.
Applying Proposition 2.22 to Φ : (R,U, f, i) →֒ (S, V, g, j) at x gives i(x) ∈
U ′ ⊆ U , j(x) ∈ V ′ ⊆ V , α : V ′ → U and β : V ′ → Cm for m = dim V −
dimU , satisfying conditions including g|V ′ = f ◦α+(y21 + · · ·+ y
2
m) ◦ β, writing
(y1, . . . , ym) for the coordinates on C
m. Then Proposition 2.25(a) gives
βˆ : 〈dy1, . . . , dym〉U ′
∼=
−→N∗
UV
|U ′ , and
qUV |R′ = i|
∗
R′
[
(S2βˆ)(dy1 ⊗ dy1 + · · ·+ dym ⊗ dym)
]
,
(6.4)
where R′ = i−1(U ′) ⊆ R ⊆ X . Similarly, applying Proposition 2.22 to Ψ :
(S, V, g, j) →֒ (T,W, h, k) at x gives j(x) ∈ V ′′ ⊆ V , k(x) ∈W ′′ ⊆ V , α′ : W ′′ →
V and β′ : W ′′ → Cn for n = dimW − dimV , satisfying conditions including
h|W ′′ = g ◦ α′ + (z21 + · · ·+ z
2
n) ◦ β
′, writing (z1, . . . , zn) for the coordinates on
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C
n, and with S′′ = j−1(V ′′), Proposition 2.25(a) gives
βˆ′ : 〈dz1, . . . , dzn〉V ′′
∼=
−→N∗
VW
|V ′′ , and
qVW |S′′ = j|
∗
S′′
[
(S2βˆ′)(dz1 ⊗ dz1 + · · ·+ dzn ⊗ dzn)
]
.
(6.5)
Set U ′′′ = U ′ ∩ Φ−1(V ′′) and W ′′′ = α′−1(V ′), write (y1, . . . , ym, z1, . . . , zn)
for the coordinates on Cm+n, and define α′′ : W ′′′ → U and β′′ : W ′′′ → Cm+n
by α′′ = α ◦ α′|W ′′′ and β′′ = (β ◦ α′|W ′′′ )× β′|W ′′′ . Then
h|W ′′′ = g ◦ α
′|W ′′′ + (z
2
1 + · · ·+ z
2
n) ◦ β
′|W ′′′
= f ◦ α ◦ α′|W ′′′ + (y
2
1 + · · ·+ y
2
m) ◦ β ◦ α
′|W ′′′ + (z
2
1 + · · ·+ z
2
n) ◦ β
′|W ′′′
= f ◦ α′′ + (y21 + · · ·+ y
2
m + z
2
1 + · · ·+ z
2
n) ◦ β
′′.
The other conditions are easy to verify, so U ′′′,W ′′′, α′′, β′′,m+n are a possible
outcome for Proposition 2.22 applied to Ψ ◦ Φ : (R,U, f, i) →֒ (T,W, h, k) at x.
Hence Proposition 2.25(a) with R′′′ = i−1(U ′′′) = R′ ∩ S′′ gives
βˆ′′ : 〈dy1, . . . , dym, dz1, . . . , dzn〉W ′′′
∼=
−→N∗
UW
|W ′′′ , and
qUW |R′′′ = i|
∗
W ′′′
[
(S2βˆ′′)(dy1 ⊗ dy1 + · · ·+ dym ⊗ dym
+ dz1 ⊗ dz1 + · · ·+ dzn ⊗ dzn)
]
.
(6.6)
The isomorphism i∗(NUW ) ∼= i∗(NUV )⊕ j∗(NVW )|R in (2.24) is now clear on
the open subset x ∈ R′′′ = R′ ∩ S′′ ⊆ R, from the isomorphisms
i|∗R′′′(βˆ) : 〈dy1, . . . , dym〉R′′′
∼=
−→ i∗(NUV )|
∗
R′′′ ,
j|∗R′′′ (βˆ
′) : 〈dz1, . . . , dzn〉R′′′
∼=
−→ j∗(NVW )|
∗
R′′′ ,
i|∗R′′′(βˆ
′′) : 〈dy1, . . . , dym〉R′′′ ⊕ 〈dz1, . . . , dzn〉R′′′
∼=
−→ i∗(NUW )|
∗
R′′′ .
It is easy to see this isomorphism is compatible with (2.23), and (6.4)–(6.6)
imply that the isomorphism induces equation (2.25) on R′′′.
Now isomorphisms (2.24) compatible with (2.23) are in 1-1 correspondence
with complementary vector subbundles to i∗(γUVW )
(
i∗(NUV )
)
in i∗(NUW ). In
this case, the complementary vector subbundle is just the orthogonal subbun-
dle to i∗(γUVW )
(
i∗(NUV )
)
using the complex inner product qUW on i
∗(NUW ).
This orthogonal subbundle is complementary provided qUW |i∗(γUVW )(i∗(NUV )) is
nondegenerate, which holds as this restriction is isomorphic to qUV .
Thus, the isomorphism (2.24) exists locally on R, and is unique (even locally)
if it exists. So we can glue local choices on an open cover of R by subsets R′′′ to
get a unique global isomorphism (2.24) compatible with (2.23) and (2.25). This
completes the proof of Proposition 2.25.
6.2 Proof of Proposition 2.27
Let Φ : (R,U, f, i) →֒ (S, V, g, j) be an embedding of critical charts on a complex
analytic d-critical locus (X, s). Fix x ∈ R ⊆ X . As for (2.15), define the normal
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C-vector spaces NXU |x, NXV |x to X in U, V at x by the exact sequences
0 // TxX
di|x
// Ti(x)U // NXU |x // 0,
0 // TxX
dj|x // Tj(x)V // NXV |x // 0,
(6.7)
where TxX is the Zariski tangent space of X at x. Write dimTxX = l, dimU =
l+m and dimV = l+m+n, so that dimNXU |x = m, dimNXV |x = m+n, and
dimNUV |i(x) = n. As for (2.26), equation (6.7) induces isomorphisms
ρXU |x : Λ
lT ∗xX ⊗ Λ
mN∗
XU
|x −→ Λ
l+mT ∗i(x)U = KU |i(x),
ρXV |x : Λ
lT ∗xX ⊗ Λ
m+nN∗
XV
|x −→ Λ
l+m+nT ∗j(x)V = KV |j(x).
(6.8)
We also have a commutative diagram with exact rows:
0 // TxX
id

di|x
// Ti(x)U
dΦ|i(x)

Hessi(x) f
// T ∗i(x)U di|∗x
//

T ∗xX
id

// 0
0 // TxX
dj|x // Tj(x)V
Hessj(x) g // T ∗j(x)V
dj|∗x // T ∗xX // 0.
(6.9)
Since TxX = Ker(Hessi(x) f), by (6.7) Hessi(x) f is the pullback to Ti(x)U of a
nondegenerate quadratic form Hess′i(x) f on NXU |x. Then det(Hess
′
i(x) f) is a
nonzero element of ΛmN∗
XU
|⊗
2
x . Similarly, Hessj(x) g is the pullback to Tj(x)V
of Hess′j(x) g on NXV |x, and 0 6= det(Hess
′
j(x) g) ∈ Λ
m+nN∗
XV
|⊗
2
x .
In a similar way to (2.23), there is a natural exact sequence
0 // NXU |x // NXV |x // NUV |i(x) // 0, (6.10)
and as for (2.24), there is a unique isomorphism NXV |x ∼= NXU |x ⊕ NUV |i(x)
compatible with (6.10) and identifying Hess′j(x) g with Hess
′
i(x) f ⊕ qUV |x ⊕ 0 as
in (2.25). From this, we deduce that the following diagram commutes:
(Λl+mT ∗i(x)U)
⊗2=K⊗
2
U |i(x)
JΦ|x ,,❩❩❩❩❩❩
❩❩❩❩❩❩❩
❩❩❩❩❩❩❩
❩❩❩❩❩❩❩
❩❩ id⊗det(qUV )|x
// K⊗
2
U |i(x) ⊗ Λ
nN∗
UV
|⊗
2
i(x)
ρ⊗
2
UV
|x

(ΛlT ∗xX)
⊗2 ⊗ ΛmN∗
XU
|⊗
2
x
ρ⊗
2
XU |x
OO
(Λl+m+nT ∗j(x)V )
⊗2 = K⊗
2
V |j(x)
(ΛlT ∗xX)
⊗2
id⊗det(Hess′i(x) f)
OO
id⊗det(Hess′j(x) g) // (ΛlT ∗xX)
⊗2 ⊗ Λm+nN∗
XV
|⊗
2
x .
ρ⊗
2
XV |x
OO
(6.11)
Here the upper right triangle is the restriction of (2.27) to x, and depends
on Φ. But the rest of the diagram depends on x, (R,U, f, i), (S, V, g, j) but not
on Φ. So (6.11) a diagram of commuting isomorphisms implies that JΦ|x is
independent of the choice of Φ. Thus, if Φ, Φ˜ : (R,U, f, i) →֒ (S, V, g, j) are
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embeddings of critical charts, then JΦ|x = JΦ˜|x for all x ∈ R
red. As Rred is a
reduced complex analytic space, this implies that JΦ = JΦ˜, as we want.
To prove (2.28), consider the commutative diagram
i∗
(
K
⊗2
U
)
⊗
i∗
(
ΛtopN∗UW
)
⊗2 |Rred
from (2.23)

ρ
⊗2
UW

i∗
(
K
⊗2
U
)
|Rred
JΦ
))❙❙❙
❙❙❙❙
❙❙❙❙
❙❙❙❙
❙❙❙
JΨ◦Φ
..
id⊗det(qUV )//
id⊗det(qUW )
//
i∗
(
K⊗
2
U
)
⊗
i∗
(
ΛtopN∗UV
)
⊗2 |Rred
ρ
⊗2
UV

id⊗det(qVW ) //
u∗
(
K
⊗2
U
)
⊗
i∗
(
ΛtopN∗UV
)
⊗2⊗
i∗
(
ΛtopN∗VW
)
⊗2 |Rred
ρ
⊗2
UV
⊗id 
i∗
(
K
⊗2
V
)
|Rred
JΨ|Rred
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
id⊗det(qVW ) // i
∗
(
K⊗
2
V
)
⊗
i∗
(
ΛtopN∗VW
)
⊗2 |Rred
ρ
⊗2
VW

k∗
(
K⊗
2
W
)
|Rred ,
which includes (2.27) for Φ,Ψ and Ψ ◦Φ, where the top left triangle commutes
by (2.25). This proves Proposition 2.27 for complex analytic d-critical loci.
In the algebraic case, for (X, s) an algebraic d-critical locus over a field K,
the argument above shows that for each scheme-theoretic point x of the reduced
K-subscheme Rred we have JΦ|x = JΦ˜|x, where (6.7)–(6.11) are now diagrams
of finite-dimensional vector spaces over the residue field of X at x, rather than
over C. Since Rred is a reduced K-scheme and JΦ, JΦ˜ are isomorphisms of line
bundles on Rred, JΦ|x = JΦ˜|x for each x ∈ R
red implies that JΦ = JΦ˜. The rest
of the proof is as for the complex analytic case.
6.3 Proof of Theorem 2.28
We first construct the line bundle KX,s in Theorem 2.28, and show it satisfies
parts (i),(ii). Observe that Theorem 2.28(i),(ii) characterizing the sheafKX,s are
similar in structure to Theorem 2.1(i),(ii) characterizing the sheaf SX . We will
follow the method of §3.1 to prove Theorem 2.28(i),(ii), handling the complex
analytic and algebraic cases together. The analogues of Lemmas 3.1, 3.2 and
3.3 are Proposition 2.27, Theorem 2.20 and:
Lemma 6.1. Let (R,U, f, i), (S, V, g, j) be critical charts on (X, s). Then there
exists a unique isomorphism
JS,V,g,j
R,U,f,i
: i∗
(
K⊗
2
U
)
|Rred∩Sred −→ j
∗
(
K⊗
2
V
)
|Rred∩Sred (6.12)
such that if x, U ′ ⊆ U, V ′ ⊆ V, (T,W, h, k) and Φ : (R′, U ′, f ′, i′) →֒ (T,W, h, k),
Ψ : (S′, V ′, g′, j′) →֒ (T,W, h, k) are as in Theorem 2.20, and JΦ, JΨ are as in
Definition 2.26 for Φ,Ψ, then
JS,V,g,j
R,U,f,i
|R′red∩S′red = J
−1
Ψ ◦ JΦ|R′red∩S′red . (6.13)
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Also, if (T,W, h, k) is any other critical chart on (X, s) then
JR,U,f,i
R,U,f,i
= idi∗(K2U )|Rred , J
R,U,f,i
S,V,g,j
=
(
JS,V,g,j
R,U,f,i
)−1
,
and JT,W,h,k
S,V,g,j
◦ JS,V,g,j
R,U,f,i
|Rred∩Sred∩T red = J
T,W,h,k
R,U,f,i
|Rred∩Sred∩T red .
(6.14)
Proof. Suppose x, U ′, V ′, Φ, Ψ, (T,W, h, k) and xˇ, Uˇ ′, Vˇ ′, Φˇ, Ψˇ, (Tˇ , Wˇ , hˇ, kˇ)
are two possible choices in Theorem 2.20. We will show that
J−1Ψ ◦ JΦ|R′red∩S′red∩Rˇ′red∩Sˇ′red = J
−1
Ψˇ
◦ JΦˇ|R′red∩S′red∩Rˇ′red∩Sˇ′red . (6.15)
Let x˜ ∈ R′red ∩ S′red ∩ Rˇ′red ∩ Sˇ′red ⊆ T ∩ Tˇ . Then applying Theorem 2.20
to x˜, (T,W, h, k), (Tˇ , Wˇ , hˇ, kˇ) yields open x˜ ∈ T ′ ⊆ T , x˜ ∈ Tˇ ′ ⊆ Tˇ , a critical
chart (T˜ , W˜ , h˜, k˜) and embeddings Θ : (T ′,W ′, h′, k′) →֒ (T˜ , W˜ , h˜, k˜) and Ξ :
(Tˇ ′, Wˇ ′, hˇ′, kˇ′) →֒ (T˜ , W˜ , h˜, k˜).
Set U ′′ = Φ−1(W ′) ∩ Φˇ−1(Wˇ ′), V ′′ = Ψ−1(W ′) ∩ Ψˇ−1(Wˇ ′), and let (R′′,
U ′′, f ′′, i′′) ⊆ (R,U, f, i), (S′′, V ′′, g′′, j′′) ⊆ (S, V, g, j) be the corresponding
subcharts. Then we have a diagram of embeddings of critical charts
(R′′, U ′′, f ′′, i′′)
Φ|U′′
//
Φˇ|U′′
))❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚
(T ′,W ′, h′, k′)
Θ
,,❨❨❨❨❨❨
❨❨❨❨❨
(T˜ , W˜ , h˜, k˜).
(S′′, V ′′, g′′, j′′)
Ψˇ|V ′′ //
Ψ|V ′′
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
(Tˇ ′, Wˇ ′, hˇ′, kˇ′)
Ξ
22❡❡❡❡❡❡❡❡❡❡❡
Hence we have
JΘ ◦ JΦ|R′′red = JΘ◦Φ|R′′red = JΞ◦Φˇ|R′′red = JΞ ◦ JΦˇ|R′′red ,
JΘ ◦ JΨ|S′′red = JΘ◦Ψ|S′′red = JΞ◦Ψˇ|S′′red = JΞ ◦ JΨˇ|S′′red ,
(6.16)
using (2.28) in the first and third steps of each line, and the first part of Propo-
sition 2.27 in the second steps. Restricting (6.16) to R′′red∩S′′red, inverting the
second line, and composing with the first line gives
J−1Ψ ◦ JΦ|R′′red∩S′′red = (JΘ ◦ JΨ)
−1 ◦ (JΘ ◦ JΦ)|R′′red∩S′′red
= (JΞ ◦ JΨˇ)
−1 ◦ (JΞ ◦ JΦˇ)|R′′red∩S′′red = J
−1
Ψˇ
◦ JΦˇ|R′′red∩S′′red .
This proves (6.15) on the open neighbourhood R′′red ∩ S′′red of x˜ in R′red ∩
S′red ∩ Rˇ′red ∩ Sˇ′red. As this works for all such x˜, equation (6.15) holds.
Thus, Theorem 2.20 shows that for each x ∈ Rred ∩ Sred we can choose an
open neighbourhood R′red ∩ S′red on which the restriction of JS,V,g,j
R,U,f,i
is defined
by (6.13). These open neighbourhoods R′red∩S′red form an open cover of Rred∩
Sred, and on overlaps (R′red ∩ S′red) ∩ (Rˇ′red ∩ Sˇ′red) the corresponding values
of JS,V,g,j
R,U,f,i
agree. Therefore by properties of sheaves there is a unique morphism
JS,V,g,j
R,U,f,i
in (6.12) such that (6.13) holds for all applications of Theorem 2.20.
Finally, we prove (6.14) by the method used for (3.6)–(3.7) in Lemma 3.3.
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The existence of a line bundle KX,s, unique up to canonical isomorphism,
satisfying Theorem 2.28(i),(ii) now follows from Lemma 6.1 in the same way
that the first part of Theorem 2.1 was deduced from Lemma 3.3 in §3.1.
For parts (iii),(iv), defining κx in (2.31) and showing that (2.33) commutes
for all (R,U, f, i) with x ∈ R, first note that if (R,U, f, i) is a critical chart on
(X, s) with x ∈ X , and αx,R,U,f,i is as in Theorem 2.28(iv), then in the notation
of §6.2 we have
αx,R,U,f,i = ρ
⊗2
XU
∣∣
x
◦
[
id⊗ det(Hess′i(x) f)
]
. (6.17)
Thus, if Φ : (R,U, f, i) →֒ (S, V, g, j) is an embedding of critical charts then
equation (6.11) shows the following commutes:
K⊗
2
U |i(x)
JΦ|x 
(
ΛtopT ∗xX
)⊗2 αx,R,U,f,i 00❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜
αx,S,V,g,j ..❭❭❭❭❭❭❭❭❭❭❭❭
❭❭❭❭❭❭❭❭❭❭❭❭❭
❭❭❭❭❭❭
K⊗
2
V |j(x).
It is now easy to see from Theorem 2.28(i)–(ii) that there is a unique isomor-
phism κx in (2.31) such that αx,R,U,f,i ◦ κx = ιR,U,f,i|x for all critical charts
(R,U, f, i) on (X, s) with x ∈ R. This proves Theorem 2.28(iii)–(iv).
6.4 Proof of Proposition 2.30
Let φ : (X, s)→ (Y, t) be a morphism of d-critical loci with φ : X → Y smooth,
fix x0 ∈ X with φ(x0) = y0 ∈ Y , and set m = dimTx0X and n = dimTy0Y , so
that φ is smooth of relative dimension m− n > 0 near x0.
As in the proof of Proposition 2.8 in §4.2, we may choose open y0 ∈ S ⊆ Y
and x0 ∈ R ⊆ φ−1(S) ⊆ X , closed embeddings i : R →֒ U , j : S →֒ V for
U, V complex manifolds (or smooth K-schemes) with dimU = m, dimV = n, a
morphism Φ : U → V smooth of relative dimension m− n with Φ ◦ i = j ◦ φ|R :
R → V , and holomorphic g : V → C and f = g ◦ Φ : U → C (or regular
g : V → A1 and f = g ◦ Φ : U → A1) with ιR,U (s|R) = i−1(f) + I2R,U and
ιS,V (t|S) = j−1(g) + I2S,V . Since dimTx0X = dimU and dimTy0Y = dimV ,
the second part of Proposition 2.7 shows that making R,S, U, V smaller, we can
suppose that (R,U, f, i) and (S, V, g, j) are critical charts on (X, s) and (Y, t).
We have a diagram of coherent sheaves on R with exact rows, where the
bottom row is (2.34) restricted to R:
0 //
(j ◦ φ|R)∗(T ∗V )
= (Φ ◦ i)∗(T ∗V )
φ|∗R(dj
∗)

i∗(dΦ∗)
// i∗(T ∗U)
di∗

// i∗(T ∗U/V )
α

// 0
0 // φ|∗R(T
∗Y )
dφ∗|R // T ∗X |R // T ∗X/Y |R
// 0.
(6.18)
The left hand square commutes as Φ ◦ i = j ◦ φ|R. So by exactness, there is
a unique morphism α as shown making (6.18) commute. As Φ, φ|R are both
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smooth of relative dimension m − n, i∗(T ∗U/V ) and T
∗
X/Y |R are both vector
bundles on R of rank m − n. But as i is an embedding, di∗ is surjective, so α
is surjective, and thus α is an isomorphism.
Taking top exterior powers in the top line of (6.18) gives an isomorphism
β : (j ◦ φ|R)
∗(KV )⊗ i
∗
(
ΛtopT ∗U/V
) ∼=
−→ i∗(KU ). (6.19)
Define an isomorphism ΥΦ,R :
[
φ|∗Xred (KY,t)⊗(Λ
topT ∗X/Y )|
⊗2
Xred
]∣∣
Rred
→KX,s|Rred
by the commutative diagram of isomorphisms
[
φ|∗Xred(KY,t)⊗ (Λ
topT ∗X/Y )|
⊗2
Xred
]∣∣
Rred
φ|∗
Rred
(ιS,V,g,j)⊗(Λ
topα−1|
Rred
)⊗
2

ΥΦ,R
// KX,s|Rred
ιR,U,f,i

(j ◦ φ|Rred )
∗
(
K⊗
2
V
)
⊗ i∗
(
ΛtopT ∗U/V
)⊗2 β|⊗2Rred // i∗(K⊗2U )|Rred ,
(6.20)
for ιR,U,f,i, ιS,V,g,j as in (2.29), and α, β as in (6.18)–(6.19).
We now claim that for each x ∈ R, equation (2.36) with ΥΦ,R in place
of Υφ commutes. To see this, compare (2.33) for κx, κφ(x), (2.36), (6.17), the
restriction of (6.20) to x, and the commutative diagram
(
ΛtopT ∗φ(x)Y
)⊗2
⊗
(
ΛtopT ∗X/Y |x
)⊗2
id⊗det(Hess′j◦φ(x) g)
υ⊗
2
x
// (ΛtopT ∗xX)⊗2
id⊗det(Hess′i(x) f) (
ΛtopT ∗φ(x)Y
)⊗2
⊗
(
ΛtopT ∗X/Y |x
)⊗2
⊗
(
ΛtopN∗
Y V
|φ(x)
)⊗2
(ρY V |
⊗2
φ(x)
)⊗(Λtopα|−1x )
⊗2

υ⊗
2
x ⊗(Λ
topγx)
⊗2
//
(
ΛtopT ∗xX
)⊗2
⊗
(
ΛtopN∗
XU
|x
)⊗2
ρXU |
⊗2
x 
K⊗
2
V |j◦φ(x) ⊗ (Λ
topT ∗U/V |i(x))
⊗2
β|⊗
2
x // K⊗
2
U |i(x).
(6.21)
Here to prove (6.21) commutes, consider the commutative diagram, with exact
rows and columns
0

0

0 // N∗
Y V
|φ(x)

γx
∼=
// N∗
XU
|x //

0

0 // T ∗φ(x)V
dj∗|φ(x)

dΦ∗|i(x)
// T ∗i(x)U
di∗|x

// T ∗U/V |i(x)
α|x

// 0
0 // T ∗φ(x)Y

dφ∗|x // T ∗xX

// T ∗X/Y |x

// 0
0 0 0.
(6.22)
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The bottom two rows of (6.22) are (6.18) restricted to x. Exactness implies
that there is a unique isomorphism γx as shown in the first row. One can show
that γx identifies the nondegenerate quadratic forms Hess
′
j◦φ(x) g and Hess
′
i(x) f
on N∗
Y V
|φ(x) and N
∗
XU
|x. This implies the upper rectangle of (6.21) commutes.
As in equations (6.8), (6.19), and (2.36), the maps ρY V |φ(x), ρXU |x, β|x, υx in
(6.21) are obtained by taking top exterior powers in the first column, second
column, second row, and third row of (6.22), respectively. Thus, taking top
exterior powers in (6.22) shows that the bottom rectangle of (6.21) commutes.
To summarize the proof so far: for each x0 ∈ X we have constructed an
open neighbourhood x0 ∈ R ⊆ X and an isomorphism ΥΦ,R :
[
φ|∗Xred (KY,t) ⊗
(ΛtopT ∗X/Y )|
⊗2
Xred
]∣∣
Rred
→ KX,s|Rred , such that for each x ∈ R
red, equation (2.36)
with ΥΦ,R in place of Υφ commutes.
Suppose x0, R,ΥΦ,R and x
′
0, R
′,ΥΦ′,R′ are two possible choices above. Equa-
tion (2.36) implies that ΥΦ,R|x = ΥΦ′,R′ |x for all x ∈ Rred∩R′red. As Rred∩R′red
is reduced, this forces ΥΦ,R|Rred∩R′red = ΥΦ′,R′ |Rred∩R′red . Since such R
red
form an open cover of Xred, there is a unique isomorphism Υφ in (2.35) with
Υφ|Rred = ΥΦ,R for all x0, R,ΥΦ,R as above. Proposition 2.30 follows.
7 Equivariant d-critical loci
Next we prove Propositions 2.43 and 2.44 from §2.6.
7.1 Proof of Proposition 2.43
For part (a), suppose (X, s) is an algebraic d-critical locus over K equivariant
under a good action µ : G×X → X of an algebraic K-torus G, with character
χ : G → Gm, and let x ∈ X . As µ is good, there exists a G-invariant affine
open neighbourhood R′ of x in X . Choose a closed embedding (y1, . . . , yK) :
R′ →֒ AK . Then ya ◦µ : G×R′ → A
1 is regular, so as H0(OG×R′) ∼= H0(OG)⊗
H0(OR′), we may write ya ◦ µ(γ, r) =
∑La
b=1 x
b
a(γ)y
b
a(r) with x
b
a : G → A
1 and
yba : R
′ → A1 regular, for a = 1, . . . ,K.
Define V = 〈yba : a = 1, . . . ,K, b = 1, . . . , La〉K ⊆ H
0(OY ) to be the finite-
dimensional K-vector subspace of H0(OY ) generated by the yba. Then V is
G-invariant, and contains y1, . . . , yK as ya =
∑La
b=1 x
b
a(1) · y
b
a. As G is a torus,
V decomposes as a direct sum of 1-dimensional G-representations, so we may
choose a basis v1, . . . , vM for V with va ◦ µ(γ, r) = κa(γ)va(r) for all γ ∈ G,
r ∈ R′ and a = 1, . . . ,M , where κa : G → Gm is a character of G. Then
i′ := (v1, . . . , vM ) : R
′ →֒ AM = V ∗ is a closed embedding, since (v1, . . . , vK) :
R′ →֒ AK is and v1, . . . , vK ∈ V , and is G-equivariant under the obvious linear
G-action on AM given by γ : (z1, . . . , zM ) 7→ (κ1(γ)z1, . . . , κM (γ)zM ).
Let I ⊂ K[z1, . . . , zM ] be the ideal of functions vanishing on i′(R′). Then
I is G-invariant, as i′(R′) is, so as G is a torus we can choose a finite set of
G-equivariant generators h1, . . . , hN for I, with ha(γ · r) = λa(γ)ha(r) for all
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γ ∈ G, r ∈ R′ and a = 1, . . . , N , where λa : G→ Gm is a character of G. Then
Ti′(x)(i
′(R′)) = Ker
[⊕N
a=1 dha|i′(x) : Ti′(x)A
M −→
⊕N
a=1 dh
∗
a(T0A
1)|i′(x)
]
.
Choose a minimal subset {ha1 , . . . , haP } ⊆ {h1, . . . , hN} such that
Ti′(x)(i
′(R′)) = Ker
[⊕P
b=1 dhab |i′(x) : Ti′(x)A
M −→
⊕P
b=1 dh
∗
ab
(T0A
1)|i′(x)
]
.
Then P = N −dimTi′(x)i
′(R′) = N −dimTxX , and dha1 , . . . , dhaP are linearly
independent at i′(x). Define U ′ to be the closed K-subscheme of AM defined
by ha1 = · · · = haP = 0. Then i
′(R′) ⊆ U ′, as ha1 , . . . , haP ∈ I, and U
′
is G-invariant as the hab are G-equivariant, and U
′ is smooth of dimension
N−P = dimTxX near i′(x) as dha1 , . . . , dhaP are linearly independent at i
′(x).
Let U˜ ⊆ U ′ be the open K-subscheme of points where U ′ is smooth of
dimension dimTxX . Then U˜ is G-invariant, smooth of dimension dimTxX , and
quasi-affine, so that i′(x) ∈ U˜ . As U˜ is smooth it is normal, so by Lemma 2.42
we can choose a G-invariant affine open neighbourhood U ′′ of i′(x) in U˜ . Define
R′′ = i′−1(U ′′) and i′′ := i′|R′′ : R′′ →֒ U ′′. Then R′′ is an open neighbourhood
of x in X , as R′ is, i′(R′) ⊆ U ′, and U ′′ is an open neighbourhood of i′(x) in U ′.
Also i′′ is a closed embedding as i′ is, so R′′ is affine. And R′′ is G-invariant as
U ′′ is and i′ is G-equivariant, so i′′ is G-equivariant.
Write IR′′,U ′′ ⊂ H0(OU ′′) for the G-invariant ideal of functions on U ′′ van-
ishing on the closed subscheme i′′(R′′) ⊂ U ′′. Theorem 2.1(i) gives a sheaf
morphism ιR′′,U ′′ . As R
′′, U ′′ are affine this descends to global sections, giving
(ιR′′,U ′′)∗ : H
0(SX |R′′) −→ H
0(OU ′′ )/I
2
R′′,U ′′ .
Thus (ιR′′,U ′′)∗(s|R′′) ∈ H0(OU ′′)/I2R′′,U ′′ , so we can choose regular f
′′ : U ′′ →
A
1 with (ιR′′,U ′′)∗(s|R′′ ) = f ′′ + I2R′′,U ′′ . Now by assumption s is G-equivariant
with character χ : G → Gm, so (ιR′′,U ′′)∗(s|R′′ ) is also G-equivariant with
character χ as R′′ is G-invariant and i′′ G-equivariant. By averaging f ′′ over
the G-action twisted by χ, we can suppose that f ′′ is also G-equivariant with
character χ, that is, f ′′(γ · u′′) = χ(γ) · f ′′(u′′) for all γ ∈ G and u′′ ∈ U ′′.
Since dimU ′′ = dimTxX , Proposition 2.7 now shows that we can choose
Zariski open U ⊆ U ′′ and R = i′′−1(U) ⊆ R′′ such that (R,U, f, i) is a critical
chart on (X, s) with x ∈ R, where f = f ′′|U and i = i′′|R. The proof of
this in §4.1 works by showing that the closed subschemes i′′(R′′) ⊆ Crit(f ′′) ⊆
U ′′ satisfy i′′(R′′) = Crit(f ′′) near i′′(x) in U ′′, and restricting to an open
neighbourhood U of x in U ′′ such that U ∩ i′′(R′′) = U ∩Crit(f ′′). Take U to be
the largest such neighbourhood, the union of all open V ⊆ U ′′ with V ∩i′′(R′′) =
V ∩Crit(f ′′). Then U is G-invariant, as i′′(R′′),Crit(f ′′) are. Writing ρ for the
G-action on U , it follows that (R,U, f, i), ρ is a G-equivariant critical chart on
(X, s) with x ∈ R and dimU = dimTxX . This proves Proposition 2.43(a).
For part (b), suppose that for all x ∈ X there exists a G-equivariant critical
chart (R,U, f, i), ρ on (X, s) with x ∈ R. For such x, (R,U, f, i), ρ, note that
as U is smooth it is normal, so by Lemma 2.42 there is a G-invariant affine
open neighbourhood U ′ of x in X . As i : R →֒ U is a G-equivariant closed
embedding, R′ = i−1(U ′) is a G-equivariant affine open neighbourhood of x in
X . Since such R′ exist for all x ∈ X , µ is a good G-action.
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7.2 Proof of Proposition 2.44
Proposition 2.44 is a G-equivariant version of the K-scheme case of Theorem
2.20, which is proved in §5.2. The proof relies on Proposition 2.19, which is
proved in §5.1. We will explain how to modify the proofs in §5.1–§5.2 to include
G-equivariance throughout.
Suppose (X, s) is an algebraic d-critical locus over K equivariant under the
action µ : G × X → X of an algebraic K-torus G, with character χ : G →
Gm, and let (R,U, f, i), ρ be a G-equivariant critical chart on (X, s). For the
equivariant version of Proposition 2.19, we must show that for each x ∈ X there
exists a G-equivariant subchart (R′, U ′, f ′, i′) ⊆ (R,U, f, i) with x ∈ R′, and a
G-equivariant embedding Φ : (R′, U ′, f ′, i′) →֒ (S, V, g, j) into a G-equivariant
critical chart (S, V, g, j), σ on (X, s), such that G acts linearly on An, inducing
the G-action σ on the G-invariant Zariski open subset V ⊆ An.
To prove this, modify §5.1 as follows. Take the affine open neighbourhood
U˜ of x in U to be G-invariant, which is possible by Lemma 2.42. Then take
Φ˜ : U˜ → An to be G-equivariant under a linear G-action on An, which is
possible as in §7.1. Choose V ⊆ An to be G-invariant, and the e´tale coordinates
(z1, . . . , zn) on V with Φ˜(U˜)∩ V = {zm+1 = · · · = zn = 0} to be G-equivariant,
that is, they should satisfy za(γ · v) = κa(γ)za(v) for all γ ∈ G, v ∈ V and
a = 1, . . . , n, where κa : G→ Gm is a character of G. Choose h : V → A
1 to be
G-equivariant with character χ, which is possible as for f ′′ in §7.1.
Now in the expression (5.1) for g : V → A1, the terms z2a for a = m+1, . . . , n
are not G-equivariant. To deal with this, replace V by V ′ = V × An−m, where
A
n−m has coordinates (wm+1, . . . , wn) and G acts on A
n−m by
γ : (wm+1, . . . , wn) 7−→
(
κm+1(γ)
−1χ(γ)wm+1, . . . , κn(γ)
−1χ(γ)wn
)
.
Replace Φ : U → V by Φ′ = Φ× 0 : U → V ′ = V × An−m, and g : V → A1 in
(5.1) by g′ : V ′ → A1 given by
g′
(
v, (wm+1, . . . , wn)
)
= h(v)−
∑n
a=m+1 za(v) ·
∂h
∂za
(v)
+ 12
∑n
a,b=m+1 za(v)zb(v) ·
∂2h
∂za∂zb
(v) +
∑n
a=m+1 za(v)wa.
(7.1)
Then each term in (7.1) is G-equivariant with character χ. The rest of the proof
in §5.1 may be made G-equivariant in a similar way to §7.1.
To modify the K-scheme case of §5.2 to include G-equivariance, we choose
i(x) ∈ U ′ ⊆ U to be G-invariant and Θ : U ′ → V with Θ ◦ i′ = j|R′ to be
G-equivariant, which is possible as V ⊆ Am is open and G-invariant with G-
action induced from a linear G-action on Am. Then f ′ − g ◦ Θ ∈ (I ′R′,U ′)
2 is
G-equivariant with character χ. So when as in (5.6) we write f ′ = g ◦ Θ +
r1s1 + · · · + rnsn, we choose the ra to be G-equivariant with some character
λa : G→ Gm, and the sa to be G-equivariant with the complementary character
λ−1a χ, for a = 1, . . . , n. Then W = V × A
2n has G-action
γ :
(
v, (r1, . . . , rn, s1, . . . , sn)
)
7−→(
γ · v, (λ1(γ)r1, . . . , λn(γ)rn, λ
−1
1 (γ)χ(γ)s1, . . . , λ
−1
n (γ)χ(γ)sn)
)
,
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and the rest of the proof in §5.2 may be made G-equivariant in a similar way
to §7.1. This proves Proposition 2.44.
8 Extension to Artin stacks
Finally we prove Proposition 2.54 and Theorem 2.56 from §2.8.
8.1 Proof of Proposition 2.54
The first part of Proposition 2.54 is standard stack theory. Part (i) is a general
property of global sections of sheaves on Artin stacks, applied to the sheaf SX .
For (ii), the ‘only if’ and ‘and then’ parts are immediate from Definition 2.53.
To prove the ‘if’ part, suppose s ∈ H0(S0X) with
(
T, t∗(s)
)
an algebraic d-
critical locus, and let v : V → X be smooth. Then T ×t,X,v V is equivalent to
a K-scheme W as t is representable, so we have a 2-Cartesian diagram in ArtK:
W
πT
πV
//
✘ ✘✘ ✘
HP
ζ
V
v 
T
t // X,
where πT : W → T and πV : W → V are smooth as v, t are, and πV : W → V
is surjective as t is.
We have π⋆T (s(T, t)) = s(W, t ◦ πT ) = s(W, v ◦ πV ) = π
⋆
V (s(V, v)) as s ∈
H0(SX). Since
(
T, t∗(s)
)
=
(
T, s(T, t)
)
is an algebraic d-critical locus and πT :
W → T is smooth, the first part of Proposition 2.8 shows that
(
W,π⋆T (s(T, t))
)
is an algebraic d-critical locus. Thus
(
W,π⋆V (s(V, v))
)
is an algebraic d-critical
locus, and πV : W → V is smooth and surjective, so the second part of Propo-
sition 2.8 shows that
(
V, s(V, v)
)
is an algebraic d-critical locus. As this holds
for all smooth v : V → X , (X, s) is a d-critical stack, proving the ‘if’ part.
8.2 Proof of Theorem 2.56
Let u : U→X be a smooth atlas for X . Then U×u,X,uU and U×u,X,uU×u,X,uU
are represented by K-schemes V,W , with smooth projections π1, π2 : V → U
and π12, π23, π31 :W → V in SchK in a 2-commutative diagram in ArtK:
V
π2
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲
π1

W
π23
77♦♦♦♦♦♦♦♦
π31
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲
π12

U
u

U
u
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲ V
π1
77♦♦♦♦♦♦♦♦♦
π2

V
π2
77♦♦♦♦♦♦♦♦♦
π1
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲ X.
U
u
77♦♦♦♦♦♦♦♦
(8.1)
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In SchK we have π1 ◦π12 = π2 ◦π31, π1 ◦π31 = π2 ◦π23, π1 ◦π23 = π2 ◦π12, so the
same holds in ArtK (with equalities of 1-morphisms, not just 2-isomorphisms),
as FArtSch is a strict 2-functor. From the fibre product W = U ×u,X,u U we have
a 2-morphism η : u ◦ π1 ⇒ u ◦ π2.
Points in K-schemes and Artin K-stacks were discussed in §2.7. Points of
V correspond to triples (p1, p2, θ12) for p1, p2 ∈ U , so that u(p1) := u ◦ p1 and
u(p2) := u ◦ p2 are points in X , and θ12 : u(p1) ⇒ u(p2) is a 2-isomorphism.
On points we have π1 : (p1, p2, θ12) 7→ p1, π2 : (p1, p2, θ12) 7→ p2. Similarly,
points of W correspond to quintuples (p1, p2, p3, θ12, θ23) for p1, p2, p3 ∈ U
and θ12 : u(p1) ⇒ u(p2), θ23 : u(p2) ⇒ u(p3) 2-isomorphisms, and π12 :
(p1, p2, p3, θ12, θ23) 7→ (p1, p2, θ12), π23 : (p1, p2, p3, θ12, θ23) 7→ (p2, p3, θ23), and
π31 : (p1, p2, p3) 7→ (p3, p1, θ
−1
12 ◦ θ
−1
23 ).
Taking reduced K-subschemes and K-substacks in (8.1) gives another 2-
commutative diagram in ArtK:
V red
πred2
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲
πred1

W red
πred23
77♦♦♦♦♦♦
πred31
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲
πred12

U red
ured

U red
ured
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲ V red
πred1
77♦♦♦♦♦♦
πred2

V red
πred2
77♦♦♦♦♦♦
πred1
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲ X
red,
U red
ured 77♦♦♦♦♦♦
(8.2)
where again ured : U red → Xred is a smooth atlas, πred1 , π
red
2 : V
red → U red are
smooth, and so on.
Now line bundles onXred are examples of Cartesian (quasi-coherent) sheaves
on Xred in the lisse-e´tale topology [20, Def. 12.3], which in the notation of
Proposition 2.49 means that A(φ, η) is an isomorphism for all diagrams (2.39).
As in [20, Prop. 12.4.5], Cartesian sheaves can be described completely in terms
of the diagram (8.2) for ured : U red → Xred a smooth atlas. For line bundles on
Xred, this means that the following functor is an equivalence of categories:
F :
(
category of line bundles L on Xred
)
−→(
category of pairs (L, λ), where L→ U red is a line bundle and
λ : (πred1 )
∗(L)→ (πred2 )
∗(L) an isomorphism of line bundles on V red,
with (πred31 )
∗(λ) ◦ (πred23 )
∗(λ) ◦ (πred12 )
∗(λ) = id(πred1 ◦πred12 )∗(L) on W
red
)
,
mapping F : L 7−→
(
L(U, u),L(π2, η)
−1 ◦ L(π1, idu◦π1)
)
on objects.
(8.3)
Fix a particular smooth atlas u : U → X for the rest of the proof, and use
the notation π1, π2, π12, π23, π31, η above. Define a line bundle L on U
red by
L = KU,s(U,u) ⊗
(
ΛtopT u ∗U/X
)∣∣⊗−2
Ured
, (8.4)
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as in (2.44). In an analogue of (2.46), for each point p ∈ U red ⊆ U define an
isomorphism µp by the commutative diagram
L|p
µp

KU,s(U,u)|p ⊗
(
ΛtopT ∗U/X
)∣∣⊗−2
p
κp⊗id (
ΛtopT ∗u(p)X
)⊗2
⊗
(
ΛtopIsou(p)(X)
)⊗2 α2p // (ΛtopT ∗pU)⊗2⊗(ΛtopT ∗U/X)∣∣⊗−2p ,
(8.5)
where κp is as in (2.31), and αp as in Theorem 2.56(c).
By Remark 2.51(i)–(v) we have exact sequences of vector bundles of mixed
rank on V, and an isomorphism η∗:
0 // π∗1(T
u ∗
U/X)
// T u◦π1 ∗V/X
∼= η∗

// T π1 ∗V/U
// 0
0 // π∗2(U
u ∗
U/X)
// T u◦π2 ∗V/X
// T π2 ∗V/U
// 0.
(8.6)
Define an isomorphism λ : (πred1 )
∗(L)→ (πred2 )
∗(L) by the commutative diagram
of line bundles on V red:
(πred1 )
∗(L)
λ
// (πred2 )
∗(L) (πred2 )
∗
(
KU,s(U,u)
)
⊗
(πred2 )
∗
(
(ΛtopT u∗U/X)
⊗−2
)
id⊗(∆π2 |
⊗−2
V red
) 
(πred1 )
∗
(
KU,s(U,u)
)
⊗
(πred1 )
∗
(
(ΛtopT u ∗U/X)
⊗−2
)
id⊗(∆π1 |
⊗−2
V red
)

(πred2 )
∗
(
KU,s(U,u)
)
⊗
(ΛtopT π2 ∗V/U )|
⊗2
V red
⊗ (ΛtopT u◦π2 ∗V/X )|
⊗−2
V red
Υπ2⊗id

(πred1 )
∗
(
KU,s(U,u)
)
⊗
(ΛtopT π1,∗V/U )|
⊗2
V red
⊗ (ΛtopT u◦π1 ∗V/X )|
⊗−2
V red
Υπ1⊗(Λ
topη∗)//
KV,s(V,u◦π1)⊗(
ΛtopT u◦π2 ∗V/X
)∣∣⊗−2
V red
,
(8.7)
where Υπ1 ,Υπ2 are as in (2.35), and η∗ as in (8.6), and ∆πi : π
∗
i (Λ
topT u ∗U/X)→
(ΛtopT πi,∗V/U )
−1⊗ΛtopT u◦πi ∗V/X for i = 1, 2 are induced by taking top exterior powers
in the rows of (8.6).
Let (p1, p2, θ12) be a point in V
red ⊆ V , so that p1, p2 ∈ U with θ12 : u(p1)⇒
u(p2) ∈ X . We claim that the following diagram commutes:
(πred1 )
∗(L)|(p1,p2)
λ|(p1,p2,θ12)
L|p1 µp1
// (ΛtopT ∗u(p1)X)⊗2⊗(ΛtopIsou(p1)(X))⊗2
(θ12)∗ 
(πred2 )
∗(L)|(p1,p2) L|p2
µp2// (ΛtopT ∗u(p2)X)⊗2⊗(ΛtopIsou(p2)(X))⊗2 .
(8.8)
To see this, combine (8.5), the restriction of (8.7) to (p1, p2, θ12), equation (2.36)
applied to give expressions for Υπ1 |(p1,p2,θ12) and Υπ2 |(p1,p2,θ12), and natural
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compatibilities between the isomorphisms obtained by taking top exterior pow-
ers in the sequences (2.34), (2.45), and (8.6).
Now let (p1, p2, p3, θ12, θ23) ∈ W red. Using (8.8) at (p1, p2, θ12), (p2, p3, θ23)
and (p3, p1, θ
−1
12 ◦ θ
−1
23 ) shows that
λ|(p3,p1,θ−112 ◦θ
−1
23 )
◦ λ|(p2,p3,θ23) ◦ λ|(p1,p2,θ12) = id : L|p1 −→ L|p1 .
This is the restriction of (πred31 )
∗(λ) ◦ (πred23 )
∗(λ) ◦ (πred12 )
∗(λ) = id(πred1 ◦πred12 )∗(L) in
(8.3) to (p1, p2, p3, θ12, θ23). Since W
red is reduced, the equation is implied by
its restriction to each point of W red. Thus (πred31 )
∗(λ) ◦ (πred23 )
∗(λ) ◦ (πred12 )
∗(λ) =
id(πred1 ◦πred12 )∗(L). So by (8.3), there exists a line bundle KX,s on X
red, unique up
to canonical isomorphism, with an isomorphism χ : F (KX,s)
∼=
−→ (L, λ).
We claim thatKX,s is independent up to canonical isomorphism of the choice
of smooth atlas u : U → X above. To see this, note that if u′ : U ′ → X is another
atlas, yielding K ′X,s → X
red, then setting U ′′ := U ∐U ′ and u′′ := u∐u′ gives a
third atlas u′′ : U ′′ → X , yielding K ′′X,s → X
red. Now K ′′X,s satisfies properties
on the analogue of (8.2) for U ′′ = U ∐ U ′. Restricting to the subdiagram
generated by U ⊆ U ′′ shows K ′′X,s satisfies the same properties as KX,s, and
restricting to the subdiagram generated by U ′ ⊆ U ′′ shows K ′′X,s satisfies the
same properties as K ′X,s. So we have canonical isomorphisms KX,s
∼= K ′′X,s
∼=
K ′X,s.
For Theorem 2.56(a), let x ∈ X . As u : U → X is surjective, there exists
p ∈ U and a 2-isomorphism ϕ : x ⇒ u(p). Define an isomorphism κx as in
(2.43) by the commutative diagram of isomorphisms
KX,s|x
ϕ∗

κx
// (ΛtopT ∗xX)⊗2⊗(ΛtopIsox(X))⊗2
ϕ∗ 
KX,s|u(p)
χ|p // L|p
µp // (ΛtopT ∗u(p)X)⊗2⊗(ΛtopIsou(p)(X))⊗2 ,
(8.9)
for µp as in (8.5). To see κx is independent of the choice of p, ϕ, suppose p
′, ϕ′
are alternate choices. Then (p, p′, ϕ′ ◦ ϕ−1) ∈ V red. Compare (8.9) for p, ϕ and
p′, ϕ′ with (8.8) for (p, p′, ϕ′ ◦ ϕ−1), and use the commutative diagram
KX,s|u(p)
(ϕ′◦ϕ−1)∗
χ|p
// L|p
λ|(p,p′,ϕ′◦ϕ−1) 
KX,s|u(p′)
χ|p′ // L|p′ ,
as χ : F (KX,s)
∼=
−→ (L, λ) is an isomorphism in the lower category in (8.3).
By the same argument, we can show that κx is independent of the choice
of atlas u : U → X above. For if u′ : U ′ → X is another atlas, and p ∈ U ,
ϕ : x ⇒ u(p) and p′ ∈ U ′, ϕ′ : x ⇒ u′(p′) may be used to define κx using the
atlases u : U → X , u′ : U ′ → X , then passing to the atlas u′′ : U ′′ → X for
U ′′ = U ∐ U ′ and u′′ = u ∐ u′ as above, defining κx using U, u, p, ϕ or using
U ′, u′, p′, ϕ′ is equivalent to defining κx using p, ϕ or p
′, ϕ′ in the single atlas
U ′′, u′′, which give the same answer as above. This proves Theorem 2.56(a).
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For part (b), suppose t : T → X is a smooth 1-morphism, and set U ′ := T∐U
and u′ := t ∐ u. Then u′ : U ′ → X is another smooth atlas for X , so as above
replacing U, u by U ′, u′ yields a canonically isomorphic line bundleK ′X,s
∼= KX,s,
with an isomorphism χ′ : F (K ′X,s) → (L
′, λ′) for L′, λ′ given by the analogues
of (8.4), (8.7) for U ′, u′, so that in line bundles on T red ∐ U red we have
χ′ : K ′X,s(T ∐ U, t∐ u) = K
′
X,s(T, t) ∐K
′
X,s(U, u)
∼=
−→[
KT,s(T,t) ⊗ (Λ
topT t∗T/X)|
⊗−2
T red
]
∐
[
KU,s(U,u) ⊗ (Λ
topT u ∗U/X)|
⊗−2
Ured
]
.
Since KX,s was only determined up to canonical isomorphism anyway, we may
take K ′X,s = KX,s, and χ
′|Ured = χ. Define ΓT,t := χ
′|T red , as in (2.44). It is a
natural isomorphism, proving Theorem 2.56(b).
For part (c), continuing to use the same notation, let p ∈ T red ⊆ T , so that
t(p) := t ◦ p ∈ X . As above the definition of κt(p) is independent of the choice
of atlas u : U → X , so we can define it using u′ : U ′ → X for U ′ = T ∐ U
and u′ = t ∐ u, for the point p ∈ T red ⊆ T red ∐ U red = U ′red and 2-morphism
ϕ = idt(p) : t(p) ⇒ t(p). Combining (8.9) at x = t(p) with ΓT,t := χ
′|T red and
the definition (8.5) of µp shows that (2.46) commutes. This completes the proof
of Theorem 2.56.
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