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1. Introduction
Soit G un groupe localement compact à génération compacte et
soit Ω un voisinage compact symétrique de e l’élément identité de G
engendrant G. On note Ωn =Ω.Ω . . .Ω (n fois) et Ω0 = {e} et on pose
|g|G = inf{n,g ∈Ωn}, g ∈G.(1)
On définit une distance invariante à gauche sur G en posant d(g, g′) =
|g−1g′|. SiΩ ′ est un autre voisinage compact de e engendrant G alors les
distances associées à Ω et Ω ′ sont équivalentes (cf. [15]).
Soit H un sous-groupe fermé de G à génération compacte, on définit
(comme dans (1)) | . |H la distance dans H et on veut comparer, pour
h ∈H , |h|G la distance de e à h induite par G sur H et |h|H la distance
intrinsèque de e à l’élément h dans H . Il est clair qu’il existe une
constante C > 0 telle que |h|G 6 C|h|H .
Dans la suite on fixe p un nombre premier et on considère G un groupe
algébrique connexe sur le corps des nombres p-adiques, à génération
compacte.
THÉORÈME 1. – Soit G un groupe algébrique connexe comme ci-
dessus. Soit H un sous-groupe fermé pour la topologie Zariski, à
génération compacte de G. Alors il existe C > 0 telle que
1
C
|h|G 6 |h|H 6C|h|G, h ∈H.(2)
176 S. MUSTAPHA / Bull. Sci. math. 124 (2000) 175–191
Autrement dit la distance induite par G sur H et la distance intrinsèque
à H sont équivalentes.
THÉORÈME 2. – Soit G un groupe algébrique connexe comme ci-
dessus. Soit H un sous-groupe de G amenable, fermé pour la topologie
Hausdorff, à génération compacte et telle que la fermeture Zariski de H
soit aussi à génération compacte. Alors il existe C > 0 telle que
1
C
|h|G 6 |h|H 6C|h|G, h ∈H.(3)
COROLLAIRE 1. – Soit Γ un réseau dans un groupe algébrique
connexe sur Qp. Soit H un sous-groupe discret amenable finiment
engendré de Γ . Alors il existe C > 0 telle que
1
C
|h|Γ 6 |h|H 6C|h|Γ , h ∈H.
Pour aider le lecteur à mieux situer les résultats ci-dessus rappelons
que Varopoulos a montré dans [14] que dans le cas où G est un groupe
de Lie réel connexe et H un sous-groupe fermé, amenable ou connexe,
alors
1
C
|h|G 6 |h|H 6 C exp(C|h|G)
i.e. la distorsion des distances entre H et G est au plus exponentielle. Si
on ne fait pas d’hypothèse d’amenabilité ou de connexité sur le sous-
groupe H la distorsion entre H et G peut être arbitrairement grande
(cf. [5] où on trouve un contre-exemple qui peut être adapté au contexte
p-adique — il s’agit de l’Exemple 3.J. — et où ce type de problème est
étudié de plusieurs points de vue).
Les Théorèmes 1 et 2 ci-dessus montrent que la géométrie des
groupes p-adiques diffère de celle des groupes réels. En effet dès qu’un
groupe G et un sous-groupe H ⊂G sont à génération compacte, sous les
hypothèses naturelles, il y a 0-distorsion entre G et H et non distorsion
exponentielle comme c’est le cas pour les groupes réels.
Il a été aussi montré dans [14] que si H est un sous-groupe d’un
groupe polycyclique G alors la distortion des distances entre H et G
est exponentielle. Le Corollaire 1 est l’analogue de ce résultat dans le
contexte p-adique (les groupes polycycliques étant “essentiellement” des
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réseaux dans les groupes de Lie réels résolubles). Dans le cas où H est
normal la non-distorsion entre H et Γ résulte de la structure des sous-
groupes normaux des réseaux des groupes algébriques (cf. [16]).
Remarquons que dans le cas où G = SL2(Qp) tout sous-groupe
discret, sans torsion, est libre (cf. [9]) et on sait (cf. [5]) que tout sous-
groupe finiment engendré d’un groupe libre est de 0-distorsion.
Un autre résultat de [14] est que siG est un groupe localement compact
à génération compacte et à croissance polynomiale du volume et H un
sous-groupe fermé de G, alors la distorsion des distances entre H et G
est polynomiale. Ce type de phénomène ne peut pas se produire pour les
groupes p-adiques, en effet il est facile de voir que si G est un groupe
algébrique connexe sur les p-adiques, à génération compacte alors G est
nécessairement à croissance exponentielle du volume.
Dans la Section 2 nous donnons une preuve directe de la non-distorsion
des distances le cas où H est un sous-groupe discret finiment engendré.
L’absence de distorsion entreH etG peut alors s’établir facilement. Nous
donnons aussi la preuve du Corollaire 1. La Section 3 sera consacrée à
des constructions algébriques qui serviront à la preuve du Théorème 1.
Enfin, dans la Section 4, on donne les preuves des Théorèmes 1 et 2.
2. Le cas discret
Nous donnons dans cette section une preuve directe de l’absence de
distorsion entre H et G dans le cas où H est un sous-groupe résoluble
discret finiment engendré de G ainsi que la preuve du Corollaire 1.
Supposons d’abord que G =Qmp .T (i.e. G est le produit semidirect
d’un espace vectoriel et d’un tore) et H ' Zk . Fixons {α1, α2, . . . , αk}
une base de H . Soit h = αn11 αn22 . . .αnkk ∈ H, n1, n2, . . . , nk ∈ Z. On a
|h|H ∼ |n1| + |n2| + · · · + |nk|.
Notons dimT = d ; le tore T s’écrit alors T ' Zd × K , où K est
un sous-groupe compact de T (cf. plus loin). Notons pi la projection
pi :G→ T , p :T → Zd et p˜i = piop.
D’autre part le sous-groupe Qmp ∩H est un sous-groupe fermé discret
deQmp , il est donc réduit à {e}. La projection pi :G→G/Qmp envoie donc
H → H/Qmp ∩ H ' H , et par conséquent (pi(α1),pi(α2), . . . , pi(αk))
constitue une base de pi(H).
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Posons pi(αj) = ζjτj , ζj ∈ Zd, τj ∈ K , 1 6 j 6 k. Alors la famille
(p(ζ1),p(ζ2), . . . , p(ζk)) constitue une base du sous-groupe pi(H). En
effet, s’il existe une relation N1p(ζ1)+· · ·+Nkp(ζk)= 0, N1, . . . ,Nk ∈
Z, alors pi(α1)N1 . . . pi(αk)Nk ∈K . Posons α = αN11 . . . αNkk (qui est diffé-
rent de e, du fait que (α1, α2, . . . , αk) est une base de H ). Considérons L
le sous-groupe de H engendré par α. Ecrivons, α = lt où l ∈Qmp et t ∈K
alors pour n= 1,2, . . .
αn = (lt)n = ltlt . . . lt= (l + lt + lt.t + · · · + lt.t ...t)tn
(où pour g,h ∈G on note gh = hgh−1). On voit alors (en notant ‖.‖ la
norme ultramétrique sur Qmp ) que la composante de αn sur Qmp vérifie∥∥l + lt + lt.t + · · · + lt.t ...t∥∥6 max
16j6n
∥∥lt j−1∥∥6C,
(car tj ∈ K, j = 1,2, . . .). Ce qui signifie que le sous-groupe L est un
sous-groupe discret infini inclus dans une partie compacte de G, ce qui
est absurde.
Comme pi(h) = p(ζ1)n1p(ζ2)n2 . . .p(ζk)nk on a donc |pi(h)|Zd ∼
|n1| + |n2| + · · · + |nk|, d’où
|h|H ∼
∣∣pi(h)∣∣Zd 6C|h|G,
(car la projection pi diminue les distances) ce qui prouve (2).
Plus généralement soit H un sous-groupe discret quelconque de
G = Qmp .T . Notons (H,H) le sous-groupe de G engendré par les
commutateurs xyx−1y−1, x, y ∈ H i.e. le sous-groupe dérivé de H .
Comme (H,H) ⊂ (G,G) ⊂ Qmp et que (H,H) est un sous-groupe
discret de Qmp on a nécessairement (H,H)= {e} et on est ainsi ramené
(à un sous-groupe fini près) au cas précédent.
Maintenant plaçons nous dans le cas où le groupe G est résoluble. On
peut alors l’écrire G = U.T où U est le radical unipotent de G (cf. le
paragraphe suivant pour la définition) et T un tore et considérons H ⊂G
un sous-groupe discret de G.
Supposons qu’il existe e 6= a ∈ (H,H) ((H,H) est un sous-groupe
discret de U ). On peut alors écrire a = exp(u) où u ∈ Lie(U) (on peut
même supposer que u ∈ Lie(H,H) — mais ceci n’est pas nécessaire). Il
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est bien connu que U est une réunion croissante de sous-groupes ouverts
compacts. Soit K un sous-groupe compact de U contenant a. On a
{ak, k ∈ Z} = exp(Zpu)⊂ (H,H)∩K
(Zp désignant l’anneau des unités de Qp) et exp(Zpu) est infini, ce
qui est absurde ((H,H) ∩K est un sous-groupe discret du sous-groupe
compact K donc fini). On a donc (H,H) = {e}. Le sous-groupe H
est donc de la forme Zk × F où F est un groupe fini (H est finiment
engendré). On peut maintenant répéter le raisonnement fait plus haut en
considérant l’action des puissances de t sur l’algèbre de Lie de U et en
utilisant la norme ultramétrique sur cette algèbre ainsi que la formule de
Campbell–Hausdorff et conclure.
Dans le cas où le groupe G n’est pas résoluble on considère H la
fermeture Zariski de H et on note H 0 la composante connexe de H .
On peut alors trouver dans G un sous-groupe Q connexe résoluble
cocompact contenant H 0 (cf. la Section 4). Le sous-groupe Q est alors à
génération compacte et de 0-distorsion dans G et le sous-groupe H ∩Q
est d’indice fini dans H . Il s’en suit alors (d’après ce qui précède) que H
est de 0-distorsion dans G.
Pour la preuve du Corollaire 1, observons d’abord que si Γ est un
réseau dans un groupe algébrique p-adique G alors G est nécessairement
réductif et Γ est cocompact dans G (cf. [11]). Le groupe G est alors à
génération compacte. Le sous-groupe amenable H est, d’après [12], une
extension finie d’un sous-groupe résoluble. Par le paragraphe précédent
H est de 0-distorsion dans G et aussi, par conséquent, dans Γ .
3. Considérations algébriques
Soit Q un groupe algébrique connexe résoluble sur Qp . Soit U le
radical unipotent de Q (i.e. le plus grand sous-groupe unipotent connexe
normal dansQ). Comme le corpsQp est de caractéristique 0 le groupe Q
possède un sous-groupe de Levi : il existe un sous-groupe fermé réductif
T telle que Q soit le produit semi-direct de T et de son radical unipotent
(cf. [2]). Mais le groupe dérivé de Q est inclus dans U et par suite T
est abélien. On en déduit que T est le produit direct d’un groupe fini et
d’un tore connexe (on sait que tout groupe réductif connexe est produit
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presque direct d’un tore et de son groupe dérivé, cf. [2]). On peut aussi
utiliser la Proposition 21 de [4].
Nous allons commencer par définir les racines de l’action de T sur U .
Pour cela nous allons utiliser la structure des corps locaux totalement
disconnectés. On note |.| la valeur absolue standard sur Qp .
Le groupe multiplicatif du corps Qp est le produit direct du groupe
des unités de Qp , i.e. le groupe compact Zp = {x ∈ Qp, |x| = 1} et
du groupe cyclique infini {pn, n ∈ Z} (cf. [1,3]). le groupe T étant
isomorphe (à un sous-groupe fini près) à dimT = d copies du groupe
multiplicatif de Qp (cf. [2]), il s’écrit T ' Zd × K , où K est un sous-
groupe compact de T .
Posons V = U/(U,U), où (U,U) est le sous-groupe dérivé de U
(d’une manière générale si G est un groupe algébrique connexe et
H, K sont deux sous-groupes fermés de G, si l’un de ces deux sous-
groupes est connexe alors le sous-groupe (H,K) est un sous-groupe
fermé et connexe de G ; on peut donc considérer le quotient U/(U,U)
cf. [10]). Le groupe V est un groupe algébrique connexe unipotent
abélien sur Qp . Comme Qp est de caractéristique 0, V est isomorphe
à un espace vectoriel sur Qp (cf. [10]) et on peut — toujours du fait
que la caractéristique de Qp est nulle — identifier V à son algèbre
de Lie Lie(V ) = v par l’application exponentielle (cf. [4,8]). Le tore T
agit par automorphismes intérieurs sur U . Cette action stabilise (U,U)
et s’étend donc à V . On peut donc considérer l’action par Ad sur
Lie(V )= v. Notons pi :T → Zd , fixons pi1 = pi−1(1,0, . . . ,0), . . . , pid =
pi−1(0,0, . . . ,1) ∈ T (i.e. d points de T se projettant sur la base
canonique de Zd ). Pour
t = pin11 . . .pindd k, n1, . . . , nd ∈ Z, k ∈K,(4)
on a
Ad(t)= (Adpi1)n1 . . . (Adpid)nd (Ad k).
Soit Qp une extention finie du corps Qp contenant toutes les racines
de det(Ad(pij) − λI) = 0, j = 1, . . . , d . De la preuve du lemme de
Zassenhaus (cf. [6]) on déduit qu’il existe une décomposition de v⊗Qp
en une somme directe
v⊗Qp =W1 ⊕ · · · ⊕Wr(5)
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où les sous-espaces Wj , 1 6 j 6 r , sont invariants par Ad(pii), i =
1, . . . , d , et tels que la restriction de chaque Ad(pii) à Wj soit la somme
d’un scalaire λj (pii) et d’un endomorphisme nilpotent. Il existe alors
une base de v ⊗Qp où chaque Ad(pii) est représenté par une matrice
diagonale par blocs dont chacun des blocs Bj(pii), j = 1, . . . , r , est
une matrice triangulaire supérieure avec des éléments diagonaux égaux
à λj (pii). Pour t = pin11 . . . pindd k ∈ T comme dans (4) on pose t˜ =
pi
n1
1 . . . pi
nd
d de sorte que Ad(t)= Ad(t˜)Ad(k).
En posant
χj (t)= χj (t˜)= λj (pi1)n1 . . . λj (pid)nd , j = 1, . . . , r,(6)
on voit que Ad(t˜) peut être représenté (dans la base de v⊗Qp considérée
ci-dessus) par une matrice diagonale par blocs dont chacun des blocs
Bj(t˜), j = 1, . . . , r , est une matrice triangulaire supérieure avec des
éléments diagonaux égaux à χj (t). Comme k ∈ K commutte avec t˜
les espaces W1,W2, . . . ,Wr sont stables par Ad(k). Nous appelons les
homomorphismes χj :T → Qp définis par (6) les racines de l’action
de T sur U .
Par ailleurs la valeur absolue |.| possède une extension sur Qp. Nous
notons aussi cette extension |.|. On a |x| ∈ {p¯n, n ∈ Z} ∪ {0} pour
x ∈Qp , où p¯ est une puissance rationnelle de p (cf. [1]). Afin d’alléger
les notations nous continuons à noter p le nombre p.
Considérons pour j = 1, . . . , r les valeurs absolues distinctes associées
aux racines χj , i.e. les homomorphismes définis de T → {pn, n ∈ Z} =
pZ , par t→ |χj (t)|. Notons L= {α1, α2, . . . , αs} l’ensemble des valeurs
absolues associées aux racines χj .
Il est facile de voir, en utilisant la caractérisation donnée dans [2]
des groupes p-adiques à génération compacte, que le groupe Q est
à génération compacte si tous les éléments de L sont distincts de 1
(l’homomorphisme de T → pZ identiquement égal à 1). Remarquons
que pour t ∈ T :
αj(t)= pγj,1n1+γj,2n2+···+γj,d nd , j = 1, . . . , s,(7)
où les nj = nj (t) ∈ Z, 1 6 j 6 d, t ∈ T sont définies par (4) et où le
d-uplet (γj,1, . . . , γj,d ) ∈ Zd ne dépend que de αj . Dans toute la suite on
notera Lj la Z-forme linéaire sur Zd définie par αj(t)= pLj (n1,...,nd ), i.e.
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Lj(n1, . . . , nd)= γj,1n1 + γj,2n2 + · · · + γj,dnd,(8)
(n1, . . . , nd) ∈ Zd.
Les considérations précédentes vont nous permettre d’analyser L’ac-
tion de T sur Lie(U).
Notons u = Lie(U) et définissons u(p+1) = [u,u(p)], u(1) = u, p =
1,2, . . . . Notons lj = u(j)/u(j+1) les facteurs correspondants et l =
l1 ⊕ l2 ⊕ · · · l’algèbre graduée associée à la filtration u(p), p = 1,2, . . .
de u. On note pij :u(j)→ u(j)/u(j+1) = lj . Pour a¯ ∈ lp et b¯ ∈ lm et a et
b deux représentants de a¯ et b¯ respectivement dans u(p) et u(m) on pose
[a¯, b¯]l = pip+m([a, b]).
Le tore T agit par Ad sur lj , j = 1,2, . . . . Cette action s’étend à
lj ⊗Qp . Soit
lj ⊗Qp =W(j)1 ⊕W(j)2 ⊕ · · · ⊕W(j)sj(9)
l’analogue pour lj de la décomposition (5).
Les espaces Wj (apparaissant dans (5)) vérifient [Wj,Wk] ⊂ Wi si
χjχk = χi pour un certain indice i et [Wj,Wk] = 0 sinon. De la
décomposition (5) on déduit que
lj ⊗Qp =
∑
i1,i2,...,ij
[
. . . [Wi1 ,Wi2 ]l , . . . ,Wij
]
l
,
où la sommation est étendue à tous les indices i1, . . . , ij tels que le produit
χi1 . . . χij soit une racine de l’action de T sur U . De l’égalité ci-dessus
il résulte que la triangulation de l’action de T sur v ⊗Qp donne lieu
à une triangulation de l’action de T sur lj ⊗Qp . En remarquant que la
somme ci-dessus peut s’écrire comme une somme d’une suite croissante
de sous-espaces invariants on déduit, en utilisant le théorème de Jordan–
Hölder (cf. [6]) que les χ(j)k correspondant à la décomposition (9) sont de
la forme
χ
(j)
k = χn1i1 χn2i2 . . . χ
nj
ij
, k = 1, . . . , sj ,(10)
où n1, n2, . . . , nj ∈N, et que
W
(j)
k =
∑
i1,i2,...,ij
[
. . . [Wi1 ,Wi2 ]l , . . . ,Wij
]
l
,
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où la sommation est étendue à tous les indices i1, i2, . . . , ij vérifiant la
condition indiquée précedemment.
Considérons l’action de T sur u par Ad et la décomposition de u⊗Qp
en sous-espaces de racines induite par cette action
u⊗Qp = u¯1 ⊕ u¯2⊕ · · · ⊕ u¯p(11)
En considérant l’algèbre graduée l ⊗Qp on voit facilement qu’une
triangulation de l’action de T sur cette algèbre par Ad donne lieu à
une triangulation de l’action de T sur u. Le théorème de Jordan–Hölder
implique alors que que les racines χj correspondant à la décomposition
(12) sont des produits de puissances entières des χj , i.e.
χj = χn1i1 χn2i2 . . . χ
nj
ij
, j = 1, . . . , p,
où n1, n2, . . . , nj ∈N.
Notons m la dimension de u et considérons e1, e2, . . . , em une base de
u⊗Qp . Pour x = x1e1 + x2e2 + · · · + xmem, posons ‖x‖ =maxi |xi |. La
norme ‖x‖ vérifie l’inégalité ultramétrique ‖x + y‖ 6 max(‖x‖,‖y‖),
x, y ∈ u ⊗ Qp, et vérifie ‖αx‖ = |α|‖x‖, α ∈ Qp, x ∈ u ⊗ Qp . La
boule unité B = {‖x‖ 6 1} est une partie compacte ouverte de u⊗Qp .
Définissons sur End(u⊗Qp) la norme ‖A‖ = supx∈B ‖Ax‖. On a alors,
pour A,A′ ∈ End(u⊗Qp)
‖A+A′‖6max{‖A‖,‖A′‖}.(12)
LEMME 1. – Soit T ∈Mn×n(Qp), une matrice triangulaire supérieure
stricte et M = λI + T , où λ ∈Q∗. Soit s = 1,2, . . . alors
‖Ms‖6 max
16j6n
‖T ‖
|λ|j
j
|λ|s .
Preuve. – En effet,
Ms = (λI + T )s =
s∑
j=0
Cjs λ
s−jT j
où tous les termes tels que j > n sont nuls. Il suffit alors d’utiliser (12).
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Remarquons que pour t = pin11 . . . pindd k = t˜ k ∈ T , Ad(t) ∈ End(u ⊗
Qp) s’écrit Ad(t) = (Adpi1)n1 . . . (Adpid)ndAd(k). En posant |t|T =
|n1| + · · · + |nd |, il est clair qu’il existe C > 0 tel que∥∥Ad(t)∥∥6 CpC|t |T , t ∈ T . 2
LEMME 2. – Les notations étant comme plus haut, soit t ∈ T et soit
ρ ∈ Z tel que |αj(ts)|6 pρ, j = 1,2, . . . . Alors il existe une constante
C > 0 telle que ∥∥Ad(t)s∥∥6CpC|t |T+Cρ.
Preuve. – Comme Ad(t)s = Ad(t˜)sAd(ks) et que ks ∈ K qui est
compact, on peut supposer t = t˜ . On a, avec les notations de (11), pour
k = 1,2, . . . , p
Ad(t)|u¯k = χk(t)I + Tk,
où les Tk sont des matrices triangulaires supérieures strictes. Comme il a
été déja observé plus haut ‖Ad(t)‖6 pC|t |T , t ∈ T . D’autre part, on a
χk(t)= χk
(
pi
n1
1 . . .pi
nd
d
)= χk(pi1)n1 . . . χk(pid)nd
et on a par conséquent∣∣χk(t)∣∣6 pC|t |T , ∣∣χk(t)−1∣∣6 pC|t |T
il en résulte que Tk =Ad(t)|uk − χk(t)I vérifie :
‖Tk‖6 pC|t |T ,
le Lemme 2 se déduit alors du Lemme 1. En effet, l’automorphisme
Ad(t), t ∈ T s’écrit comme un matrice diagonale par blocs dans une
base convenable de u ⊗ Qp et les éléments diagonaux de chaque
bloc représentant Ad(t)|u¯k sont des multiples de puissances entières des
racines χj , comme il a été observé ci-dessus. On peut alors appliquer le
Lemme 1 à chacun des automorphismes Ad(t)|u¯k et déduire le résultat en
utilisant par exemple l’inégalité (12). 2
S. MUSTAPHA / Bull. Sci. math. 124 (2000) 175–191 185
4. Preuve des théorèmes
Nous donnons d’abord la preuve du lemme suivant qui précise la
structure du radical unipotent d’un sous-groupe connexe d’un groupe
résoluble connexe.
LEMME 3. – Soient G un groupe algébrique résoluble connexe et
H ⊂G un sous-groupe connexe fermé de G. Soit U ⊂G (respectivement
UH ⊂H ) le radical unipotent de G (respectivement de H ). Alors UH =
U ∩H .
Preuve. – Soit T (respectivement TH ) un sous-groupe de Levi de G
(respectivement deH ). On peut alors écrireG comme produit semi-direct
G=U.T =U.(Zd ×K)= (U.K).Zd où K est un sous-groupe compact
de G. On peut aussi écrire H = UH.TH = (UH .KH ).Zk où KH est un
sous-groupe compact de H . Considérons la projection
pi :G→G/U ' T ' Zd ×K→G/U.K ' Zd .
Comme UH est une réunion croissante de sous-groupes ouverts com-
pacts, on a pi(UH) = e, aussi pi(KH) = e, d’où pi(UH.KH) = e et par
conséquent UH.KH ⊂U.K .
Nous allons maintenant montrer que UH ⊂ U . Pour cela écrivons
UH = exp(Lie(UH)). Soit u ∈ UH un élément quelconque de UH et
v ∈ Lie(UH) tel que u= exp(v). Notons p :U.K→K , il suffit alors de
montrer que p(exp(v))= e.
Pour cela, posons
Hv = {exp(tv), t ∈Qp}
=⋃{exp(tv), t ∈ p−kZp, k = 0,1,2, . . .}.
Remarquons d’abord que si exp(tv) ∈ ker(p) pour un certain t ∈
p−kZp (k = 0,1, . . .) alors exp(tZpv) ⊂ ker(p) et par conséquent
exp(pkZptv) ⊂ ker(p). D’où exp(Zpv) ⊂ ker(p), en particulier u =
exp(v) ∈ ker(p).
On peut donc supposer que (si p(Hv) 6= e), ker(p) ∩Hv est un sous-
groupe fermé propre de Hv et ker(p) ∩ Hv ⊆ {exp(tv), t ∈ pkvZp}
pour un certain kv = 0,1,2, . . . . Le sous-groupe dénombrable infini
Hv/{exp(tv), t ∈ pkvZp} est alors isomorphe à son image par la
projection p dans le sous-groupe K qui est un sous-groupe fermé, donc
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fini du fait de la compacité de K . Ce qui est absurde. Ceci prouve que
p(Hv)= e et par conséquent p(u)= e, d’où il résulte que UH ⊂U .
Enfin, comme UH ⊂ U ∩ H est le plus grand sous-groupe normal
unipotent connexe dans H et que H ∩ U est un groupe algébrique
unipotent connexe (en effet, sur un corps parfait, l’intersection de deux
sous-groupes algébriques esi un sous-groupe algébrique (cf. [10]) et en
caractéristique zéro tout groupe algébrique unipotent est connexe) on a
UH =H ∩U .
PROPOSITION 1. – Les notations étant comme plus haut, on suppose
H et G de génération compacte. Alors pour que H soit de 0-distorsion
dans G il suffit qu’il existe une constante C > 0 telle que
|u|H 6 C|u|G, u ∈UH.
Preuve. – Pour la preuve de la proposition considérons le sous-groupe
H˜ = UH.Zk. Ce sous-groupe est un sous-groupe cocompact de H donc
possède la même distorsion que H dans G et d’après le lemme précédent
UH =U ∩H et par conséquent UH =U ∩ H˜ .
D’autre part H˜/H˜ ∩ U est isomorphe à son image par la projection
p˜i :G→G/U ' Zd ×K . Soit α1, . . . , αk ∈ H˜ donnant une base de Zk .
Soient ζ1, . . . , ζk ∈ Zd et τ1, . . . , τk ∈ K tels que pi(α1)= ζ1τ1, p˜i(α2) =
ζ2τ2, . . . , p˜i(αk) = ζkτk . Notons p la projection p :G/U → Zd . Alors
p(ζ1), . . . , p(ζk) constitue une base de pi(H˜), où, comme plus haut, pi
désigne la projection pi :G→ Zd .
En effet, si pour N1, . . . ,Nk ∈ Z on avait une relation non triviale
N1ζ1 + · · · + Nkζk = 0 on aurait pi(α1)N1 . . . p˜i(αk)Nk ∈ K . Posons α =
α
N1
1 . . . α
Nk
k 6= e. Alors pi(α) ∈ K et dans la décomposition α = lt où
l ∈ U et t ∈ T , la composante t appartient à K . En écrivant pour
n = 1,2, . . . αn = (lt)n = lt lt . . . lt = (l.lt .lt.t . . . lt.t ...t )tn, on voit, en
écrivant l = exp(u), u ∈ Lie(U) et en utilisant la formule de Campbell–
Hausdorff, que si on note L le sous-groupe de Zk engendré par α, ce
sous-groupe serait alors un sous-groupe discret infini inclus dans une
partie compacte de G, ce qui est absurde.
Soit r ∈ H˜ . Cet élément de H˜ s’écrit
r = uαn11 αn22 . . . αnkk , où u ∈UH, nj ∈ Z.
Observons que
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∣∣pi(r)∣∣Zd = ∣∣pi(α1)n1pi(α2)n2 . . .pi(αk)nk ∣∣Zk(13)
∼ |n1| + |n2| + · · · + |nk|.
Comme ∣∣pi(r)∣∣Zd 6 C|r|G(14)
on a alors que
|r|H 6 |u|H +
∣∣αn11 αn22 . . . αnkk ∣∣H
6 |u|H +C(|n1| + · · · + |nk|)6 |u|H +C|r|G.
En utilisant le fait que u= rα−n11 α−n22 . . . α−nkk ainsi que les relations (13)
et (14), on voit aussi que
|u|G 6 |r|G +C(|n1| + · · · + |nl|)6 C|r|G.
Il suffit donc pour prouver que |r|H 6 C|r|G de montrer que que pour
u ∈UH
|u|H 6 C|u|G. 2
PROPOSITION 2. – Soit G un groupe algébrique connexe résoluble.
Soit H ⊂ G un sous-groupe algébrique fermé connexe et à génération
compacte. Soit UH le radical unipotent de H . Alors il existe C > 0 telle
que
|u|H 6 C|u|G, u ∈UH.
Preuve. – Considérons x ∈ UH et |x|G = s (i.e. x ∈ Ωs ). On a alors
x = u1t1u2t2 . . . usts , où uj ∈ U, tj ∈ T sont tels que |uj |G, |tj |G 6 a
pour une certaine constante a > 0. Il est possible par des commutations
successives de réecrire x sous la forme
x = u1ut12 ut1t23 . . . ut1t2...ts−1s .
Soient v1, . . . , vj ∈ Lie(U) tels que uj = exp(vj ), j = 1, . . . , s. On a
alors
x = exp(v1) exp(Ad(t1)v2)exp(Ad(t1)Ad(t2)v2)
. . .exp
(
Ad(t1) . . .Ad(ts−1)vs
)
.
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Il est clair qu’il existe une constante c > 0 telle que∥∥Ad(t1) . . .Ad(tj−1)vj∥∥6 pcj , j = 2, . . . , s.
En utilisant la formule de Campbell–Hausdorff, on peut alors déduire
qu’il existe v ∈ Lie(U) (et aussi dans Lie(UH)) telle que
x = exp(v), ‖v‖6 pCs(15)
pour une constante C > 0 convenable.
Soit maintenant z ∈ TH , écrivons
x = z−szs exp(v)z−szs = z−s exp((Ad(z))sv)zs.(16)
Choisissons z de sorte que son action permette de contracter la longueur
de v dans Lie(UH). Un tel choix est possible en raison de l’hypothèse
faite sur les racines de l’action de de TH sur UH/(UH,UH) (H est
de génération compacte). En effet chaque racine de l’action de TH sur
Lie(UH) est de la forme χn1i1 . . . χ
nj
ij
. Les χj s’identifient à des formes
linéaires sur Zk (cf. (8)) dont les noyaux sont des hyperplans qui
partagent Zk en “chambres”. Il suffit de choisir z dans une chambre où
toutes ces formes sont < 0 et telle que∣∣χj(z)∣∣6 p−A,
pour une constante A 1 suffisamment grande. Du Lemme 2 et de la
relation (15) il résulte que∣∣exp((Ad(z))sv)∣∣6 C.
De (16) on déduit alors que
|x|H 6 |z−s|H +
∣∣exp((Ad(z))sv)∣∣
H
+ |zs|H 6 Cs +C 6 Cs(17)
et par conséquent que |x|H 6 C|x|G. Ce qui achève la preuve de la
proposition. 2
Preuve du Théorème 1. – Le Théorème 1 dans le cas où G est soluble
est un corollaire des deux propositions précédentes et du fait que H
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n’a qu’un nombre fini de composantes connexes (cf. [2]). Dans le cas
où G n’est pas soluble, on observe d’abord qu’il est toujours possible
de supposer H soluble (il suffit d’écrire H = UH.RH où RH est un
sous groupe réductif connexe algébrique (cf. [2]), en considérant P0 un
sous-groupe résoluble connexe cocompact de RH (cf. [2]) et en posant
PH = pi−1H (P0) où piH est la projection canonique piH :H →H/UH , on
obtient un sous-groupe connexe (=UHPH ) algébrique fermé cocompact
dans H donc possédant la même distorsion dans G que H .
D’autre part pour H ⊂ G soluble il existe B ⊂ G un sous-groupe
algébrique connexe soluble cocompact dans G telle [H :H ∩ B] <∞
(i.e. H possède la même distorsion dans G que dans B). En effet,
considérons pi :G → G/U . Comme plus haut G/U est un groupe
réductif connexe algébrique. Soit pi(H) ⊂ G/U la fermeture Zariski
de la projection H dans G/U et H0 = pi(H)0 la composante de
l’identité. SoitQp une extension du corps Qp telle que H0(Qp) (le sous-
groupe correspondant à H0 dans GLm(Qp)) soit déployé (cf. [2]). Soit
P ⊂ G(Qp)/U(Qp) un sous-groupe parabolique de G(Qp)/U(Qp)
contenant H0(Qp). Alors, par restriction des scalaires à Qp on peut
trouver dans G/U un sous-groupe résoluble connexe cocompact B0
contenant H0 Alors B = pi−1(B0) est un sous-groupe connexe algébrique
fermé cocompact de G et [H :H ∩B]<∞ (du fait que pi(H) n’a qu’un
nombre fini de composantes connexes). 2
Preuve du Théorème 2. – CommeH est amenable la fermeture Zariski
H deH est alors amenable (cf. [16]) etH =U.(T ×S) où U est le radical
unipotent de H, T un tore et S un groupe semi-simple compact (cf. [7]).
Il en résulte que H = (U.C).Zd où C est un sous-groupe compact
de H . Considérons H0 =H ∩ (U.C). Si on note p :H →H/(U.C) alors
H/H0 ' p(H)' Zk. Notons pi :H →H/H0. Soient z1, z2, . . . , zk ∈H
tels que les sous-groupes Z1,Z2, . . . ,Zk engendrés par ces éléments
soient des sous-groupes fermés de H normalisant H ∩ (U.C) et donnant
une section de pi , i.e. telle queH =H ∩ (U.C)Z1 . . .Zk . Soit h ∈H , on a
h= huczn11 . . . znkk , huc ∈H ∩ (U.C),
n1, . . . , nk ∈ Z, hu ∈ U, c ∈C.
En considérant la projection p :H →Zd on montre, par un raisonnement
similaire à celui de la preuve de la proposition 1, qu’il existe C > 0
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telle que |n1| + · · · + |nk| 6 C|h|H . Mais le Théorème 1 implique que|h|H 6 C|h|H et donc |n1| + · · · + |nk| 6 C|h|G. D’où il résulte que|h|H 6 |hu|H + C|h|G. On déduit aussi que |hu|G 6 C|h|G. D’autre part
on peut choisir un élément ζ ∈ H qui vérifie les mêmes propriétés que
l’élément z utilisé dans la preuve de la Proposition 3, de sorte que l’on
puisse écrire
huc= ζ n exp(Ad(ζ n)v)ζ−ncζ nζ−n
où v ∈ Lie(U) et appliquer le même raisonnement qui donne l’inégalité
(17).
Pour voir que le choix d’un tel élément ζ est possible considérons les
caratères αj (associés à l’action de T sur U et définis par la relation (7))
et notons ρ la projection ρ :H → T . Si un tel élément ζ n’existe pas alors
ρ(H)⊂ Ker(αj0) pour un certain indice j0. D’autre part les caractères αj
induisent des formes linéaires λj sur Lie(T )=Qdp. Soit T1 ⊂ T le sous-
groupe irréductible correspondant à Ker(λj0) (cf. [4]). Le groupe U.T1.S
est alors un groupe algébrique qui contient H et qui est de dimension
strictement inférieure à dim(H), ce qui est absurde.
Enfin il est facile de voir que |ζ−ncζ n|G 6 C. En effet, écrivons
ζ−1 = uζ tζ cζ , uζ ∈ U, tζ ∈ T , cζ ∈ S et ζ−n = untncn, un ∈ U, tn ∈
T , cn ∈ S. On a : ζ−ncζ n = uncu−1n = uncu−1n c−1c. Soit b ∈ Lie(U) tel
que un = exp(b). On déduit alors
ζ−ncζ n= exp(b) exp(−(Ad(c)b))c
= exp{(I − Ad(c))b+ 1/2[b,Ad(c)b]+ · · ·}c= exp(a)c,
par la formule de Campbell–Hausdorff. En écrivant un = uζ .utζ cζζ . . .
u
(tζ cζ )
n−1
ζ et en utilisant la propriété contractante de ζ , la formule
de Campbell–Hausdorff et l’inégalité ultramétrique on déduit que cet
élément a reste dans un compact de Lie(U). 2
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