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Raztapljanje Y3+ iona v fluorovodikovi kislini: kvantno-kemijska raziskava
Razširjeni povzetek
Redkozemeljski elementi so zaradi razpršenosti težavni za izkoriščanje, toda ravno
zaradi vključitve v različne minerale in omejene mobilnosti predstavljajo pomemben
vir informacij o geokemijskem izvoru rudnine. Nekateri ioni v tej skupini izkazujejo tako
podobno obnašanje, da se jih je prijelo ime geokemijski ioni dvojčki. Eden od takšnih parov
dvojčkov je tudi sistem Y3+/Ho3+; čeprav se iona v periodnem sistemu nahajata daleč
vsaksebi, imata zaradi enakega naboja in takorekoč enakega ionskega polmera podobno
težnjo po vgraditvi v rudnine in razmerje koncentracij Y3+/Ho3+ ostaja skoraj enako v
širokem naboru raznolikih mineralov [1]. Vendar pa je dobro dokumentirana ena izjema
tega pravila: če se kamnine pomembno razlikujejo v vsebnosti fluoridnih ionov, se tudi
razmerje med vsebnostjo itrija in holmija poruši. Za pojav, ki glede na eksperimentalne
študije izvira v fazi tvorbe kamnin iz magme [2], za zdaj ni zadovoljivega pojasnila,
mogoče pa je domnevati, da izhaja iz različnih interakcij fluorida z ionoma.
(a) FF (b) WW
(c) WF (d) FW
Figure 1: Prikaz štirih pomembnih tipov vodikovih vezi: FF, WW, WF, FW.
V pričujočem delu si prizadevamo pojasniti vedenje Y3+ iona v fluorovodikovi
kislini na atomskem nivoju, pri čemer razvijamo pristop na podlagi metode gostotnih
funkcionalov (density functional theory, DFT), ki jo nasproti drugim kvantno-kemijskim
metodam odlikuje visoka točnost ob krajših računskih časih. Pristop optimiramo glede na
podobnost z rezultati enega od najnatančnejših teoretičnih modelov - z metodo sklopljenih
skupkov (coupled cluster, CCSD(T)). Pri tem se zaradi visoke računske zahtevnosti
omenjene metode zanašamo na skladnost pri opisu geometrije in vibracij dimerov topila.
Uporabljamo štiri tipe dimerov, prikazanih na sliki 1 in povezanih z vodikovo vezjo,
ki lahko nastopa med (1) dvema molekulama HF [FF], (2) dvema molekulama vode
[WW], (3) molekulo vode, ki vodik donira molekuli HF [FW] ter (4) molekulo HF, ki vodik
donira molekuli vode [WF]. Te štiri vodikove vezi se kvalitativno razlikujejo: medtem
ko je energija vodikovih vezi v primerih FF in WW okoli -0.15 eV, je prvi mešani par
FW s približno -0.07 eV veliko šibkeje vezan kot WF z -0.34 eV. V namen preverjanja
potrebe po popravku disperzije študiramo tudi večje skupke molekul topila. Glede na
rezultate teh testnih primerov za nadaljnje delo z DFT izberemo hibridni funkcional PBE0
z Becke-Johnson-ovim popravkom disperzije D3(BJ) ter bazni set def2-TZVP.
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V obravnavo sprva vključimo ion Y3+ z le eno molekulo topila. Molekula voda se
na itrij veže občutno močneje kot vodikov fluorid: vezni energiji sta -5.3 oziroma -3.8
eV. Potencialno ploskev (potential energy surface) sistema Y3+(FH) opredeljujeta le dve
razdalji: r(YF) ter r(FH), zato jo preučimo podrobneje. Na tej površini opazimo dva
minimuma, pri čemer prvi, plitvejši, odgovarja molekularnemu vodikovemu fluoridu,
drugi, globlji, ki se počasi približuje limiti disociacije, pa ustreza ionu F−, ki se približa
ionu Y3+, medtem ko se proton vedno bolj oddaljuje. Iz tega je mogoče sklepati, da je za
stabilnost sistema ugodno, če itrij deluje kot Lewisova kislina in sprejme prosti elektronski
par fluoridnega iona. Za prehod v drugi minimum mora sistem premagati aktivacijsko
bariero višine 2.1 eV.
Pri obravnavi večjih sistemov se omejimo na klastre, v katerih centralni itrijev
ion obdaja osem, enajst oziroma šestnajst molekul topila, pri čemer raznolike začetne
strukture podvržemo geometrijski optimizaciji s prej opisano metodo. Pri tem opazujemo
spremembe dolžin intramolekularnih vezi, tvorbo različnih vrst sekundarnih struktur
(vodikovih vezi) in koordinacijskih poliedrov ter poskušamo določiti najpomembnejše
vplive na vezno energijo klastra, tj. na razliko med energijo klastra ter energijo posamezno
optimiranih sestavnih delov (molekul). Skupaj optimiziramo 229 klastrov, pri čemer
spreminjamo število molekul topila, razmerje med deležem vode in vodikovega fluorida
ter njihovo medsebojno začetno razporeditev.
V različnih primerih opazimo pojav od ene do treh solvatacijskih ovojnic. Razdalje
do prvih treh sfer nihajo glede na prisotne vodikove vezi, vendar lahko njihove polmere
ocenimo na 2.3, 4.4 in 6.4 Å. V prvi sferi se nahaja od šest do osem molekul, ki se glede
na koordinacijsko število razporedijo v geometrijo oktaedra (6), pentagonalne bipiramide
(7) ali kvadratne antiprizme (8), pogosto z večjimi ali manjšimi odstopanji zaradi tvorbe
velikega števila vodikovih vezi med molekulami topil.
V klastrih nastopajo štirje tipi vodikovih vezi med solventi, ki smo jih predhodno
obravnavali individualno, le da v primeru treh šibkejših vezi (FW, WW, FF) ena molekula
pogosto tvori več kot eno vodikovo vez. Posebno pozornost velja posvetiti najmočnejšemu
tipu vezi, tj. WF, pri katerem opazimo podobno vedenje kot v globljem minimumu na
prej obravnavani energijski površini Y3+(FH): itrij kot Lewisova kislina pritegne fluor,
vez med fluorom in vodikom se podaljša, vodik se približa molekuli vode. V najbolj
skrajnih primerih se sistem celo približa disociirani obliki, fluoridenemu in oksonijevemu
ionu. V klastru z WF strukturo je HF vez vedno podaljšana za najmanj 8.4%, v skrajnih
primerih pa do 60% glede na izoliran WF dimer. Za primerjavo: v FW strukturi je HF
vez podaljšana za manj kot 1.3%. Druga omembe vredna posebnost je izjemna stabilnost
klastrov, ki vsebujejo ta tip vodikove vezi: z vsako dodatno WF strukturo se vezna energija
sicer primerljivega klastra linearno zmanjša.
Ker je število molekul topila, ki jih lahko eksplicitno vključimo v model, močno
omejeno z naraščajočim računskim časom, dodamo tudi implicitno solvatacijo kot
COSMO model oz. dielektrični kontinuum z dielektrično konstanto vode (ε = 87.9). Za
vseh 229 optimiziranih struktur zato izračunamo tudi točkovno energijo (point energy) v
prisotnosti implicitne solvatacije. Zanimiva razlika se pojavi pri koordinacijskem številu:
brez COSMO modela je stabilnejša koordinacija 7, z njim pa 8, kar se bolje sklada z
eksperimentalnimi ugotovitvami. Vezne energije, izračunane na podlagi teh vrednosti,
sicer izkazujejo podobne trende, le strmina se spremeni. Pri 11 ligandih vsaka dodatna
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WF struktura zniža vezno energijo za 0.50 eV brez oziroma 0.32 eV s COSMO modelom;
pri 16 ligandih pa sta strmini 0.29 ter 0.25 eV. Občutno manjša razlika med strminama
v primeru 16 molekul najverjetneje pomeni, da dodatne eksplicitno opisane molekule
modela ne bi bistveno izboljšale.
Spoznanje, da je vezna energija klastrov močno odvisna od le nekaj linearnih trendov,
nas vodi do preprostega modela, ki je sposoben na podlagi štirih spremenljivk pojasniti
velik delež variacije v rezultatih; za vezne energije brez COSMO popravka velja R2 = 0.964,
z njim pa R2 = 0.929. Določimo torej, da je skupna vezna energija klastra linearno odvisna
od (1) deleža vode (xH2O), (2) koordinacijskega števila (Ncoo), (3) števila WF struktur (NWF)
in (4) števila atomov (Natoms) v klastru.
E = β0 + β1xH2O + β2Ncoo + β3NWF + β4Natoms (1)
Figure 2: Uspešnost modela s štirimi spremenljivkami pri opisu 229 veznih energij.
V zaključek lahko rečemo, da smo prepoznali in opisali tip interakcije, ki je ključna za
obnašanje itrijevega iona v fluorovodikovi kislini. Čeprav se posamezna molekula vode na
itrij veže močneje od molekule vodikovega fluorida, sestavlja optimalni klaster mešanica
obeh topil, povezanih s primernimi vodikovimi vezmi (WF strukturami). Spremembo v
vezni energiji klastra lahko povežemo z daljšanjem vezi med vodikom in fluoridom ter
delovanjem itrijevega iona kot Lewisove kisline.
Informacije, pridobljene s to kvantno-kemijsko študijo, seveda ponujajo le prvi uvid v
geokemijsko vprašanje, postavljeno na začetku. Zanašamo se na točnost izbrane metode
pri mnogo večjih strukturah, kot jih lahko preverimo s CCSD(T) metodo, zaradi obravnave
pri absolutni ničli pa je težavna tudi neposredna primerjava z eksperimentalnimi rezultati.
Upamo pa, da bomo lahko z dobljenimi podatki pripravili primerno polje sil za simulacijo
večjega sistema pri višji temperaturi s pomočjo molekulske dinamike. Seveda sledi tudi
podobna obravnava holmijevega iona, kjer se nadejamo najti razlog za različno obnašanje
raztopin na molekulskem nivoju. Postopno izboljšanje modela nas tako lahko pripelje do
srčike nepojasnjenega pojava.
Ključne besede: teorija gostotnih funkcionalov, geokemijska iona dvojčka,
fluorovodikova kislina, itrijev skupek, vodikova vez
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Solvation of Y3+ ions in hydrofluoric acid: A quantum chemical investigation
Abstract
The fractionation of geochemical twin ions Y3+ and Ho3+ in solutions with high fluoride
concentration is well documented, but the mechanism of this phenomenon is poorly
understood. To investigate the interactions of yttrium ion with hydrofluoric acid, clusters
of yttrium in mixtures of water and hydrogen fluoride were studied with density
functional theory. The parameters of the calculation (PBE0-D3(BJ)/def2-TZVP) were
selected based on agreement with CCSD(T)/aug-cc-pVQZ benchmark calculations on
geometry and vibrational frequencies of solvent dimers. Variations in binding energy of
229 yttrium clusters were found to predominantly originate in (1) the total number of
atoms, (2) the water/hydrogen fluoride ratio, (3) the coordination number and (4) the
number of hydrogen bonds in which water served as a hydrogen acceptor and hydrogen
fluoride as a donor (WF bonds). The significantly distorted WF bonds with associated
higher cluster stability were identified as a major mechanism of yttrium-fluorine
interaction. Highly charged Y3+ ion was able to partially stabilize the charge by acting as
a Lewis acid, accepting the free electron pair of fluorine in hydrogen fluoride, with water
stabilizing the (partially) dissociated hydrogen. Follow-up research in Ho3+ clusters is
needed.








Table of Contents x
List of Images xii
List of Tables xiv
List of Abbreviations xvii
1 Theory 1
1.1 Basics of quantum mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Schrödinger equation . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 Born-Oppenheimer approximation . . . . . . . . . . . . . . . . . . . 2
1.2 Wavefunction-based methods . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 Hartree-Fock . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2 Møller–Plesset perturbation theory . . . . . . . . . . . . . . . . . . . 4
1.2.3 Coupled cluster (CC) methods . . . . . . . . . . . . . . . . . . . . . 5
1.3 Electron density-based methods . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.1 Basic quantities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.2 Thomas-Fermi method . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.3 Xα method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.4 Hohenberg-Kohn theorems . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.5 Kohn-Sham method . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.6 Families of exchange-correlation functionals . . . . . . . . . . . . . 10
1.3.7 Dispersion correction . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Basis sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4.1 Treatment of core electrons . . . . . . . . . . . . . . . . . . . . . . . 12
1.4.2 Types of basis sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2 Motivation 15
xi
3 Materials and methods 17
4 Results and discussion 19
4.1 Solvent molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.1.1 Individual H2O and HF molecules . . . . . . . . . . . . . . . . . . . 19
4.1.2 Bimolecular clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.1.3 Larger HF clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.1.4 Larger H2O clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Clusters with yttrium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2.1 One ligand systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2.2 Y3+ with 8 ligands . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2.3 Y3+ with 11 ligands . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2.4 Y3+ with 16 ligands . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46




A.1 Appendix I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
A.2 Appendix II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
xii
List of Images
1 Prikaz štirih pomembnih tipov vodikovih vezi: FF, WW, WF, FW. . . . . . v
2 Uspešnost modela s štirimi spremenljivkami pri opisu 229 veznih energij. vii
4.1 Optimized geometries of solvent dimers. . . . . . . . . . . . . . . . . . . . 21
4.2 Performance of exchange-correlation functionals for FF and WW dimers. . 24
4.3 Performance of exchange-correlation functionals for FW and WF dimers. . 25
4.4 Calculated spectra of solvent dimers. . . . . . . . . . . . . . . . . . . . . . . 26
4.5 Optimized geometries of HF chains. . . . . . . . . . . . . . . . . . . . . . . 27
4.6 Convergence of properties for HF chains. . . . . . . . . . . . . . . . . . . . 27
4.7 Optimized geometries of planar H2O clusters. . . . . . . . . . . . . . . . . 28
4.8 Properties of planar H2O clusters. . . . . . . . . . . . . . . . . . . . . . . . . 28
4.9 Optimized geometries of 6×H2O clusters used in stability order test. . . . 29
4.10 Optimized geometries of H2O-Y3+ and HF-Y3+ systems. . . . . . . . . . . 30
4.11 Scan of H2O-Y3+ and HF-Y3+ potential energy surfaces. . . . . . . . . . . . 32
4.12 2D contour of HF-Y3+ potential energy surface. . . . . . . . . . . . . . . . . 33
4.13 A cut through the HF-Y3+ potential energy surface with dissociation limit. 33
4.14 Starting geometries of Y3+(HF)8. . . . . . . . . . . . . . . . . . . . . . . . . 34
4.15 Common hydrogen bonding patterns in Y3+S8 clusters. . . . . . . . . . . . 34
4.16 Instances of dissociation in Y3+S8 clusters. . . . . . . . . . . . . . . . . . . . 35
4.17 Relative binding energies of Y3+S8 clusters. . . . . . . . . . . . . . . . . . . 35
4.18 The process of modification. . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.19 Absolute binding energies in Y3+S8 clusters. . . . . . . . . . . . . . . . . . 37
4.20 Average bond lengths in Y3+S8 clusters. . . . . . . . . . . . . . . . . . . . . 38
4.21 Lengths of dissociated bonds in Y3+S8 clusters. . . . . . . . . . . . . . . . . 38
4.22 Average YO, YF bond lengths in Y3+S11 clusters. . . . . . . . . . . . . . . . 39
4.23 New hydrogen acceptors in Y3+S11 clusters. . . . . . . . . . . . . . . . . . . 40
4.24 Classes of FH, OH bond lengths in Y3+S11 clusters. . . . . . . . . . . . . . . 40
4.25 Relative binding energies in Y3+S11 clusters. . . . . . . . . . . . . . . . . . 41
4.26 Absolute binding energies in Y3+S11 clusters. . . . . . . . . . . . . . . . . . 42
4.27 Change in F-H bond lengths with the number of WF patterns in Y3+S11
clusters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.28 Effect of coordination number and WF count on binding energies in Y3+S11
clusters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.29 Effect of coordination number and WF count on binding energies in Y3+S11
clusters using a COSMO model. . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.30 Typical optimized geometries of Y3+(HF)8(H2O)8 clusters. . . . . . . . . . 46
xiii
4.31 Typical H-F bond lengths in Y3+(HF)8(H2O)8 clusters. . . . . . . . . . . . . 47
4.32 Absolute binding energies of Y3+(HF)8(H2O)8 clusters. . . . . . . . . . . . 48
4.33 Typical YF, YO distances in Y3+(HF)8(H2O)8 clusters. . . . . . . . . . . . . 48
4.34 Prediction of binding energies of clusters with a four-variable model. . . . 50
xiv
List of Tables
4.1 Comparison of basis sets for HF and H2O - DFT. . . . . . . . . . . . . . . . 19
4.2 Comparison of basis sets for HF and H2O - CCSD(T). . . . . . . . . . . . . 19
4.3 Comparison of exchange-correlation functionals for H2O. . . . . . . . . . . 20
4.4 Comparison of exchange-correlation functionals for HF. . . . . . . . . . . . 20
4.5 Error in wavenumbers for different exchange-correlation functionals. . . . 22
4.6 Properties of 6×H2O molecule clusters. . . . . . . . . . . . . . . . . . . . . 29
4.7 Stability order test on 6 H2O molecule clusters. . . . . . . . . . . . . . . . . 29
4.8 Comparison of exchange-correlation functionals for HF-Y3+. . . . . . . . . 30
4.9 Comparison of exchange-correlation functionals for H2O-Y3+. . . . . . . . 31
4.10 Fitting of parameters to model ZPE-corrected binding energies of clusters,
including standard errors (std err). . . . . . . . . . . . . . . . . . . . . . . . 49
A.1 Normal modes of H2O-H2O [WW]. . . . . . . . . . . . . . . . . . . . . . . . 57
A.2 Normal modes of HF-HF [FF]. . . . . . . . . . . . . . . . . . . . . . . . . . . 57
A.3 Normal modes of H2O(a)-HF(d) [WF]. . . . . . . . . . . . . . . . . . . . . . 58
A.4 Normal modes of H2O(d)-HF(a) [FW]. . . . . . . . . . . . . . . . . . . . . . 58




(V)D/T/Q/5Z (valence) double/triple/quadruple/quintuple zeta
BJ, D3(BJ) Becke-Johnson damping
BS basis set
CBS complete basis set
CC, CCSD(T) coupled cluster (single, double and perturbative triple excitations)
CI configuration interaction
COSMO conductor-like screening model
DFT density functional theory
DZP polarized double zeta
ECP effective core potential
EHT extended Hückel theory
GGA generalized gradient approximation
GTO Gaussian type orbitals
HFSE high field strength elements
LDA local density approximation
MBPT many-body perturbation theory
MP2 Moller-Plesset perturbation theory
PES potential energy surface
SCF self-consistent field
SSCCSD(T) state-selective coupled cluster (single, double and perturbative triple
excitations)
SSD sum of squared differences





The theoretical background of this work is laid out in this chapter. Unless otherwise
mentioned are the topics in the scope of this section well established approaches that are
described in any introductory textbook on computational chemistry. The present work
is specifically based on textbooks A chemist’s guide to density functional theory [3] and
Introduction to computational chemistry [4] as well as on the content of lectures "Density
functional theory" at Freie Universität Berlin in summer semester 2019.
Two main approaches to quantum chemical description of molecules have been
developed over the last century, differing not only in the quantity central to the
description (either the wavefunction Ψ or electron density ρ = |Ψ|2) but also in the
nature of approximations made. While wavefuction-based methods relay on providing
an approximate wavefunction, for which an exact solution of Schrödinger equation
exist density functional theory approximates a part of a Hamiltonian in Schrödinger
equation in order to use the exact density. (There are additional approximations e.g.
Born-Oppenheimer and non-relativistic approximation that are commonly applied to
both methods and will be presented shortly.) Finally we should say that both approaches
persist for their strengths: wavefunction-based methods are continuously improvable and
some of these methods represent the most accurate models available; density functional
theory, on the other hand, enables calculations at or close to chemical accuracy with lower
computational demands. We used these properties to our benefit in the practical section
of this work, where highly exact wavefunction methods were first applied to optimize the
selection of the density-based method suitable for the research question considered.
This section begins with a discussion of Schrödinger equation of a chemical system
and an overview of common approximations applied. Wavefunction-based methods are
presented and the development of density-based methods is also sketched. Finally, basis
sets are introduced.
1.1 Basics of quantum mechanics
The system of interest for the purpose of this work is a finite system of atoms, molecules
or ions in absence of outside fields; periodic systems are not considered. The following
theory will be provided for a system of M nuclei (each described by a mass MA and charge
ZA) and N identical electrons. Coordinates in 3D space are denoted with ~R for nuclei and
~r for electrons, a combination of spatial and spin coordinates with ~x. A notation rab is
used as a shorthand to Euclidean distance between particles a and b. Atomic units are
used, meaning that the mass of an electron (me), its absolute charge (|e0|), reduced Planck
1
Theory
constant (h̄) and the permittivity of vacuum (4πε0) all equal unity.
1.1.1 Schrödinger equation
The starting point of many descriptions of quantum chemical systems is the
time-independent, non-relativistic Schrödinger equation:
Ĥψi(~x1,~x2, . . .~xN , ~R1 . . . ~RM) = Eiψi(~x1,~x2, . . .~xN , ~R1 . . . ~RM) (1.1)
where ψi, also called the i-th wavefunction or i-th state of the system represents a full
description of the system according to quantum mechanics, Ei the energy of this state and










































It should be noted, however, that the non-relativistic quantum mechanics already
means an approximate treatment of the system. Particularly for heavier nuclei, relativistic
corrections or even Dirac’s relativistic wave function used in place of Schrödinger
non-relativistic equation might be necessary.
On the other hand, further approximations are normally necessary to enable
calculations on larger systems in a reasonable computational time.
1.1.2 Born-Oppenheimer approximation
The particles in the described system differ more than three orders of magnitude in their
mass and therefore undergo movement on significantly different timescales; electrons
undergo rapid movement while the nuclei remain virtually stationary. The idea to
describe electrons as moving in the potential field of static nuclei is known as the
Born-Oppenheimer approximation. The term for kinetic energy of nuclei disappears and


























Ĥelψel = Eiψel (1.3)
The electronic wavefunction ψel is the solution for a certain arrangement of nuclei. After
obtaining an optimal electronic wavefunction, the position of nuclei can be allowed to
relax in the electronic field and a new ψel calculated. A sequence of such cycles leads to a
geometry-optimized molecule.
The wavefunction ψel includes all available information about the electronic system,
but does not in itself reflect any physical property. However, the square of the





|ψ|2d~s1d~x2 . . . d~xN (1.4)
can be interpreted as the probability of finding an electron at position~r while the other
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N − 1 electrons occupy arbitrary positions and all have arbitrary spins. The density of
course depends on the state ψ.
1.2 Wavefunction-based methods
In the previous section, Schrödinger equation was presented as the stepping stone of
quantum chemistry. A solution of the Schrödinger equation for a certain system is an
appropriate wavefuction. Unfortunately, there is a very limited number of cases for which
an analytical solution can be found. Methods of quantum chemistry attempt to provide a
way to obtain chemically accurate information about the system without finding the exact
solution. Wavefunction-based methods attempt to provide this information by using an
approximate, constructed wavefunction in place of an exact one. The first proposal for
an approximate wavefunction is the Slater determinant, optimized in the Hartree-Fock
scheme.
1.2.1 Hartree-Fock
The starting guess wavefunction is represented by a Slater determinant ΦSD, which is a





χ1(~x1) χ2(~x1) · · · χN(~x1)





χ1(~xN) χ2(~xN) · · · χN(~xN)
∣∣∣∣∣∣∣∣∣∣
(1.5)
One-electron wavefunctions are also called spin orbitals, because they are constructed
out of a spatial orbital φi(~ri) and one of the two possible spin functions σ(ms).
χ(~x) = φ(~r)σ(ms) (1.6)
Spin orbitals can differ in their spatial and spin parts, giving rise to many different
Slater determinants. With the help of variational principle we can obtain the optimal one.
For this purpose, spin orbitals are varied under constraint of remaining orthonormal. The
variational principle namely shows that every trial wavefunction produces an energy
higher or equal to that produced by the exact wavefunction - therefore we aim for the
wavefunction with the lowest energy. To perform a constrained optimization, Lagrangian
multipliers ε i are introduced.
The Hamiltonian operator is split into single electron or Fock operators f̂ acting on
individual spin orbitals, producing the following set of Hartree-Fock equations:













( Ĵj(~xi)− K̂j(~xi)) (1.7)
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which represents the charge felt by an electron at position ~xi because of another electron







and occurs due to antisymmetry of the test wavefunction.
Because the solutions of Hartree-Fock equations affect the Fock operator, the set of
pseudo-eigenvalue equations in (1.7) need to be solved iteratively through a technique
called self-consistent field (SCF).
Slater determinant is not the exact wavefunction of any multi-electron system, but
rather describes a system of N independent electrons which feel an effective potential
produced by other electrons. In addition to errors introduced by the non-relativistic
and Born-Oppenheimer approximation, an additional difference to exact energy E0 is
produced, called correlation energy EHFC :
EHFC = E0 − EHF (1.10)
Advanced wavefunction-based methods attempt to describe a part of correlation
energy. Three main methods for this purpose include:
• configuration interaction (CI)
• many-body perturbation theory (MBPT)
• coupled cluster (CC)
Of those, Møller–Plesset perturbation theory (MP2) and coupled cluster method will
be described in more detail as they were used in the present work.
1.2.2 Møller–Plesset perturbation theory
All perturbation-based methods assume that the Hamiltonian operator can be split into
a reference operator (Ĥ0) and a perturbation (Ĥ′) in such a way that the complete set of
solutions for the unperturbed operator is known, e.g. Ĥ0Φi = EiΦi for all i = 0, 1 . . . ∞.
The full set of solutions includes the ground state and an infinite number of possible
excited states; in practice, the ground state and a limited number of lower excited states
is known, because calculations are limited by the basis set utilized.
The full Hamiltonian operator includes both the reference and the perturbation: Ĥ =
Ĥ0 + λĤ′ For a time-independent perturbation of a non-degenerate wavefunction, this
produces a series of corrections:
Ψ = λ0Ψ0 + λ1Ψ1 + λ2Ψ2 + . . . E = λ0E0 + λ1E1 + λ2E2 + . . . (1.11)
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where index i denotes the i-th order correction. In general, the coefficients for the i-th
wavefunction and energy correction can be calculated from the perturbed operator H′,
lower-order wavefunctions and lower-order energies.
To practically apply this method, a choice for the H0 and the number of correction
terms needed must to be selected.
In the MP2 case, the unperturbed operator consists of a sum of all Fock operators -
counting the average electronic repulsion twice. The zeroth order wave function is just










The first-order correction removes the unnecessary double average repulsion and
therefore corresponds exactly to Hartree-Fock energy. Electron correlation starts to play
a role in second-order correction. In MP2, this is also the highest order correction
applied. Only doubly excited states (two electrons promoted to virtual orbitals) make










ε i + ε j − εa − εb
(1.13)
Opposite to variational methods, perturbation methods do not guarantee that
the calculated energy represents the upper bound of real energy. In fact, MP2 often
overestimates correlation effects.
1.2.3 Coupled cluster (CC) methods
The coupled cluster method builds on perturbation methods and aims to include a certain
type of correction (singly, doubly, triply . . . excited states) to an infinite order. A common
method for benchmark calculations is CCSD(T) that includes single and double excitations
at CC level and handles triple excitations perturbatively.
To obtain an excited wavefunction, an excitation operator T̂ is introduced:
T̂ = T̂1 + T̂2 + · · ·+ T̂N (1.14)
where the T̂i operator acting on a Hartree-Fock wavefunction produces all i-times excited



















kj . . . (1.15)
The coupled cluster wavefunction is then defined as:






T̂kΦ0 = (1 + T̂1 + (T̂2 +
1
2
T̂21 ) + (T̂3 + T̂2T̂1 + T̂
3
1 ) + . . . )Φ0 (1.16)
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The energy of the state is then calculated in correspondence to the Schrödinger equation:
ECC = 〈Φ0|ĤeT̂|Φ0〉 (1.17)
A CCSD treatment limits the excitation operator to T̂ = T̂1 + T̂2 that is, it considers the
original function, single and double excitations.
1.3 Electron density-based methods
Another family of quantum chemistry calculations is known under the term density
functional theory (DFT). Electronic density, as opposed to the wavefunction, is a physical
property that can be interpreted probabilistically. This clearly demands some conditions
for this function:
• it is always non-negative: ρ ≥ 0
• the limit at large distances is zero: ρ(~r1 → ∞) = 0
• integration over the whole space yields N:
∫
ρ(~r1)d~r1 = N
The definition of important quantities beyond electronic density is followed by a brief
overview of DFT development.
1.3.1 Basic quantities
The electron density ρ has already been introduced in (1.4). Additionally, the pair density
ρ2 can be defined, corresponding to the probability of finding a pair of two electrons
with spins σ1 and σ2 at volume elements d~r1 and d~r2 while the other N-2 electrons have
arbitrary position and spin.




|Ψ(~x1,~x2 . . .~xN)|2d~x3 . . . d~xN (1.18)
Pair density can also be separated into two parts: an uncorrelated part, for which the
pair density equals the product of densities, and a correlation factor f (~x1,~x2).
ρ2(~x1,~x2) = ρ(~x1)ρ(~x2)[1 + f (~x1,~x2)] (1.19)
Furthermore, conditional probability of finding an electron at point ~x2 if there is one





The effect of correlation typically means a decrease in electronic density of the
observed electron at the position of reference electron, creating what is called an




− ρ(~x2) = ρ(~x2) f (~x1,~x2) (1.21)
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The last quantity may also be artificially split into the Fermi hole hx (that affects only
particles of the same spin) and Coulomb hole hc.
hex = hσ1=σ2x + h
σ1,σ2
c (1.22)
The concept of an exchange-correlation hole can also be used to represent the pair density
as a combination of uncorrelated densities and density interacting with hxc.
ρ2(~r1,~r2) = ρ(~r1)ρ(~r2) + ρ(~r1)hex(~r1,~r2) (1.23)
1.3.2 Thomas-Fermi method
An early attempt to DFT is called a Thomas-Fermi method [5]. It starts from an observation
that a system is uniquely described by its electronic density, since we can deduce the
positions and charges of the nuclei as well as the total number of electrons from this
quantity. This quantity also offers the benefit of being dependent only on three spatial
directions and not on 4N (three spatial and one spin degree of freedom for every particle)
like the wavefunction.
A system for which ρ can be calculated exactly is homogeneous electron gas, i.e.
a surface of homogeneously spread out nuclear charge and an uniform spread of an
appropriate number of electrons to neutralize the system. This might be an appropriate
model for a metal, but is an inappropriate model for individual atoms and molecules.
Yet the expression for Thomas-Fermi energy that combines the kinetic energy obtained
for a homogeneous electron gas with the potential energy from a Coulomb interaction
remains important as the first functional for energy depending solely on ρ. In its full
form, combining the kinetic energy, attraction between opposing charges and (classical)





















In order to obtain optimal density in this description, energy must be minimized with




Another functional depending on density was developed by Slater [6] in order to represent
a part of correlation energy defined in (1.10). Since a significant part of correlation can be
represented by what we have defined as the Fermi hole, this was an attempt to model
the Fermi hole in a simple way: as a sphere, centered at the reference electron and having
constant electronic density ρ(~r1) within the sphere. The radius is chosen so that the
charge density integrates to one unit of charge. Taking this into account, an approximate






















Density functional theory underwent a more significant development after its theoretical
foundation has been set by Hohenberg-Kohn theorems in 1964 [7].
The first theorem states that a single electronic density uniquely maps to a single
ground state and can be proven as follows: two external potentials Vex and V’ex differing
by more than a constant but producing the same density ρ(~r) are assumed. The potentials
give rise to different Hamiltonians Ĥ and Ĥ’ as well as different wavefunctions Ψ and Ψ′,
which, however, square to the same density.
As Ψ′ is not Ψ and therefore cannot be the eigenfunction of Ĥ, the energy produced by
acting with Ĥ on Ψ′ must (according to the variational principle) exceed E0 = 〈Ψ|Ĥ|Ψ〉.
〈Ψ′|Ĥ|Ψ′〉 = 〈Ψ′|Ĥ′|Ψ′〉+ 〈Ψ′|Vex −V ′ex|Ψ′〉 = E′0 +
∫
ρ(~r){Vex −V ′ex}d~r > E0 (1.27)
If Ψ is alternatively used as a trial wavefunction for Ĥ′, a similar inequality is produced:
E0 −
∫
ρ(~r){Vex −V ′ex}~r > E′0 (1.28)
Adding equations (1.27) and (1.28) gives E0 + E′0 < E
′
0 + E0, completing the proof by
contradiction.
This proves that energy can be uniquely mapped to some density.
It can be useful to separate the E[ρ] functional into several parts:
E0[ρ0] = T[ρ0] + Eee[ρ0] + ENe[ρ0] =
∫
ρ0(~r)VNed~r + FHK[ρ0] (1.29)
introducing not only commonly used separation to electronic kinetic energy T, electronic
repulsion Eee and nuclear-electronic attraction ENe, but also a new Hohenberg-Kohn
functional FHK. This functional, independent of nuclear coordinates, is unfortunately not
known exactly but must be approximated. A search for an appropriate FHK represents a
significant part of further improvements in DFT.
The second theorem extends the applicability of variational principle to obtaining
the ground state density by minimizing energy. An arbitrary density ρ̃ (with necessary
properties ρ̃(~r) > 0 everywhere, ρ̃(~r → ∞) → 0 and
∫
ρ̃(~r)d~r = N) defines its own
wavefunction Ψ̃. Compared to the true Hamiltonian Ĥ and the true wavefunction Ψ
giving rise to the true ground state density ρ0, it is clear that the energy derived from a
trial density ρ̃
E[ρ̃] = 〈Ψ̃|Ĥ|Ψ̃〉 ≥ E0[ρ0] = 〈Ψ0|Ĥ|Ψ0〉 (1.30)
will again represent the upper limit of the true energy (for exact Hamiltonian).
This minimization problem can also be looked at through the lenses of Levy
constrained-search formulation. This method calls for a two-step search: first finding
the wavefunction Ψxmin among all wavefunctions Ψ
x giving a certain density ρx integrable
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to the correct number of electrons that yields lowest energy; then repeating this search for
every possible ρx so that the wavefunction yielding overall lowest energy can be identified






〈Ψ|T̂ + V̂Ne + V̂ee|Ψ〉
)
(1.31)


















where the universal functional F[ρ] is defined as:
F[ρ] = min
Ψ→ρ
〈Ψ|T̂ + V̂ee|Ψ〉 (1.33)
It is worth mentioning that Levy formalism is limited to non-degenerate ground states
but can be extended to degenerate states as well.
1.3.5 Kohn-Sham method
Like the Hohenberg-Kohn theorems represent the theoretical basis for DFT, Kohn-Sham
methods [8] lay the foundation for practical applications of modern DFT.
Previously described early attempts to DFT did not reach chemical accuracy,
particularly due to the lacking description of kinetic energy. The Kohn-Sham method
surpasses this problem with an introduction of a non-interacting system of orbitals in
analogy to (post-)Hartree-Fock methods. In that way, an exact calculation of a large part of
kinetic energy is possible. The knowledge that the Slater determinant is the exact solution
of a hypothetical system of N non-interacting electrons enables us to construct a similar





ϕ(~x1) ϕ2(~x1) · · · ϕN(~x1)





ϕ1(~xN) ϕ2(~xN) · · · ϕN(~xN)
∣∣∣∣∣∣∣∣∣∣
(1.34)













Also in an analogy to Hartree-Fock, a one-electron Kohn-Sham operator f̂ KS is introduced,
producing a series of pseudo-eigenvalue equations that can be solved iteratively.
f̂ KS ϕi = ε i ϕi f̂ KS = −
1
2
∇2 + Vs(~r) (1.36)
Here, however, the similarity between both methods comes to an end. The goal of DFT is
namely to find such a potential Vs and consequently such Kohn-Sham orbitals that their
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squares sum up to the exact ground state density of the real, interacting system that is the






|ϕi(~r, s)|2 = ρ0(~r) (1.37)








that, along with the classical part of the electronic interaction can be factored out of F[ρ] to
reduce the part of the energy that is produced by applying an approximate operator - only
the newly defined exchange-correlation energy needs to be modelled by an approximate
functional.
F[ρ(~r)] = Ts[ρ(~r)] + J[ρ(~r)] + Exc[ρ(~r)] (1.39)
















































The remaining goal is to find good approximations for Exc and Vxc.
1.3.6 Families of exchange-correlation functionals
The first model of an exchange-correlation functional was the local density approximation
(LDA), based on the idea of an uniform electron gas introduced earlier. Although far from
a realistic model for a non-metal, it is the only system for which the exchange correlation




The term εxc(ρ(~r)) can be separated and a part of it expressed exactly [9]:








The other part, εc(ρ(~r)), cannot be expressed exactly, but can be obtained to a high
precision using a quantum Monte-Carlo simulation [10].
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The first improvement of LDA is the generalized gradient approximation (GGA) in
which not only the density ρ(~r) but also its gradient is considered. However, care needs to
be taken to preserve the known properties of parts of exchange-correlation functional
(constraints on the hole function). Several implementations are possible and use the
general form:
EGGAxc [ρα, ρβ] =
∫
f (ρα, ρβ,∇ρα,∇ρβ)d~r = EGGAx + EGGAc (1.45)
A common way to approach EGGAx is to derive it from ELDAx using a correction depending










Different proposals for the form of F(sσ) as well as the EGGAc part have led to the
development of several GGA functionals, among which are PBE [11] and BP86 [12, 13].
Higher derivatives of density can also be included, producing meta-GGA functionals,
for example TPSS [14].
Finally, hybrid functionals are a further improvement in the performance of DFT.
A different splitting of Exc is employed in this case, akin to adiabatic connection. The






At λ = 0, no correlation is included, while at λ = 1, a wholly interacting system is
described. What must be approximated is the path between these two extreme cases. Even
early attempts that consider this connection simply linear can perform within a reasonable
error range, but a linear combination including functionals describing these two states
as well as a few previously developed functionals ended up being a better solution. The
variables of the linear combination are optimized with the objective of minimizing the
error of atomization energies for a group of small molecules. Such hybrid functionals, for
example B3LYP [15] or PBE0 [16], often perform at or near chemical accuracy.
1.3.7 Dispersion correction
A known weakness of DFT is in description of weakly bound systems. Attractive
interactions called dispersion or London forces occur between all molecules and atoms
due to random fluctuations of electronic density in one particle causing polarization of
another. Realistically, the potential between two neutral spherical objects would decay
at a rate close to r−6, but current functionals orient themselves predominantly to local
density and often assume an exponential decrease of electronic density with distance.
A solution to this problem is the introduction of dispersion-corrected functionals that
add a product of dispersion correction ED and a damping function to the functional; the









Regardless of the quantum chemical method employed, the orbitals must be expanded
in terms of a finite basis set (BS). Both the type and the size of the basis set selected affect
the accuracy of the method used. In addition, inner electrons of heavier elements are
frequently described less accurately both in terms of the method and the basis set used.
1.4.1 Treatment of core electrons
Especially for heavier elements the treatment of all electrons by a basis set approximation
becomes unpractical as well as unnecessary. Core electrons that otherwise demand a
large number of basis functions may instead be approximately modelled by an effective
core potential (ECP) fit in a way to produce pseudo-orbitals matching those produced
by a good all-electron wavefunction. In addition to lower computational costs, a part of
relativistic effects can already be included in ECP, which is especially important for heavy
nuclei.
A similar idea is the introduction of a frozen core approximation, in which case core
electrons are described only at a Hartree-Fock level, dismissing marginal improvements
that would be made using more computationally expensive methods for all electrons. It
is assumed that inner electrons are only negligibly affected by bonding and non-bonding
interactions normally arising from valence electrons.
1.4.2 Types of basis sets
Two types of BS are often used for the expansion:
• Slater type orbitals (STO) χζ,n,l,m(r, θ, ϕ) = NYl,m(θ, ϕ)rn−1e−ζr
• Gaussian type orbitals (GTO) χζ,n,l,m(r, θ, ϕ) = NYl,m(θ, ϕ)r2n−2−le−ζr
2
Here, N represents the normalization constant and Yl,m spherical harmonics.
There is an important difference between the two types: STO diminish exponentially
in proportion to r and GTO to r2, which makes the GTO description both at very small and
very large r unsatisfactory. However, they are sufficiently easier to handle computationally
that a larger GTO BS is normally preferred over a smaller STO BS that would give similar
accuracy.
As mentioned, the number of functions in a BS also plays a role. A minimal basis
set includes a minimal number of functions needed to fit all electrons in the system. An
improvement can be made by adding one additional function of the same type (s, p, d . . . )
for every function in the minimal set, producing a double zeta (DZ) BS. Since additional
orbitals are mostly required for a more accurate description of bonding, it may suffice to
describe inner electrons with a minimal basis set but splitting functions holding valence
electrons - split valence basis or valence double zeta (VDZ) BS.
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Correspondingly, providing not two, but three, four, five . . . functions for every
minimal basis set one produces triple, quadruple, quintuple . . . zeta orbitals (TZ, QZ,
5Z . . . ) or the corresponding valence multiple zeta (VTZ, VQZ, V5Z . . . ) BS.
Another possible improvement is an addition of polarization functions, i.e. functions
with higher angular momentum than is present in the minimal basis set. Polarization
functions are added to one of the previously described basis sets, resulting in, for example,




The object of this study is the behaviour of Y3+ ions in the presence of molecules
of water (H2O) and hydrogen fluoride (HF). Fundamental properties of many such
systems are examined with quantum chemical methods to provide a baseline for further
computational studies or simulations and to aid the understanding of properties of real
solutions containing these particles.
Yttrium is a transition metal with a relatively low atomic number, but similar in
its properties and geological occurrence to heavier lanthanides and therefore grouped
with them under the label of rare-earth metals. The low atomic number enables a fairly
straightforward treatment of this element on a quantum level, while the similarities
in behaviour may enable an extension of obtained results to several other elements of
interest.
While solutions of hydrofluoric acid may not be a common occurrence in nature,
samples containing metal ions are commonly treated with strong inorganic acids,
including hydrofluoric acid, to dissolve the present compounds for further analysis.
One of many possible applications of such a treatment, in this case for the purpose of
subsequent spectrophotometric determination of rare earths in silicate rocks is presented
in [17].
Even more importantly, numerous experimental studies [18–21] on granite rocks have
established a link between the concentration of fluorine and the concentrations of ions
classified as high field strength elements (HFSE), a group that includes all rare-earth
metals. The defining property of elements in this group is their high charge and relatively
small ionic radius, rendering them unable to build separate crystal lattices. Instead, these
elements are typically found in trace amounts in various other minerals and are of great
importance to geologists as their immobility regardless of environmental conditions
allows for accurate predictions about the constitution of the original rock. Although
the connection between fluorine and HFSE content has been extensively studied and
traced back to solubility in source magma [2], the cause of this correlation is not yet well
understood.
Additionally, Y3+ and Ho3+, whose Y/Ho ratio under normal conditions remains
constant in a wide variety of minerals due to the equal charge and ionic radius, start
fractionating in solutions with high fluorine concentrations [1]. The different mechanisms
with which these two normally similar ions apparently interact with molecules of
hydrogen fluoride therefore pose an interesting research question, although the treatment
of the heavier Ho3+ ion lies outside the realms of this study.
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Finally, a mixture of HF and water molecules, also called hydrofluoric acid, is known
to be internally connected by strong hydrogen bond networks. How a strongly charged
cation like Y3+ disturbs these networks should be studied in detail. Due to possible HF
of H2O dissociations, a treatment with a force field is inappropriate for this problem;
quantum chemical methods are required.
In the present study, Y3+ in an environment of water and hydrogen fluoride is
examined on a quantum level, considering explicit solvation up to the second solvation
shell. The discussion of effects seen on molecular level at different concentrations of
hydrofluoric acid may be seen as the first step to better understanding of natural processes.
Furthermore, we hope we were able to identify computational methods and parameters
for data analysis that might be applicable to a broader range of ions and therefore help
obtain an insight into geochemical partition not only for Y3+ but also for other ions
affected by this phenomenon and especially the curious change of the Y/Ho ratio.
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Materials and methods
The DFT calculations described in the next section were performed with grid size M4 and
extended Hückel theory (EHT) as the starting guess, employing different functionals: BP
[12, 13], PBE [11], TPSS [14], B3LYP [15] and PBE0 [16] as well as different basis sets: SV
[22], def2-SVP [22], def2-TZVP [23, 24], def2-TZVPP [23], def2-QZVP [24, 25]. In selected
cases, fermi smearing and/or damping was used to reach a vibrationally confirmed
minimum. All DFT calculations were performed with the program TURBOMOLE 7.3 [26],
the script aoforce was used for vibrational analysis. MP2 calculations were performed
with the same software and with def2-QZVP basis set, whereas CCSD(T) calculations
performed in Molpro [27] used aug-cc-pVQZ basis set [28]. This basis set was confirmed to
be suitable for reference calculations after checking for convergence of TZ, QZ and 5Z basis
sets [28, 29], see Table 4.2. In all calculations, 28 core electrons of yttrium were described
by an effective core potential (ECP) [30]. When specifically mentioned, a conductor-like
screening model (COSMO) [31, 32] for implicit solvation was used to calculate a point
energy of optimized structures, using the dielectric constant of water ε = 87.9 and default
settings.
The data presented in sections 4.1.1, 4.1.2 and 4.2.1 was used to select the hybrid
functional PBE0 with BJ damping [33] and the basis set def2-TZVP for description of
yttrium clusters presented in subsequent sections. We have confirmed that to the best of






4.1.1 Individual H2O and HF molecules
Separately, individual molecules of hydrogen fluoride (HF) and water (H2O) were
geometrically optimized with DFT (with Becke–Perdew exchange functional BP) and
a variety of basis sets shown in Table 4.1. The output was compared to the experimentally
determined geometry. Vibrational analysis was not performed. The basis set def2-TZVP
was selected for further DFT calculations.
Basis set
HF H2O
E [eV] r [Å] E [eV] r [Å] ϕ [◦]
SV -2730.225 0.96707 -2076.996 0.99562 106.354
def2-SVP -2730.894 0.93274 -2077.975 0.97515 102.185
def2-TZVP -2734.554 0.93279 -2080.798 0.97135 104.354
def2-TZVPP -2734.664 0.93041 -2080.896 0.96962 104.002
def2-QZVP -2734.859 0.93017 -2081.067 0.96893 104.150
reference / 0.9168a / 0.957b 104.52b
Table 4.1: Comparison of energies, bond lengths and angles of HF and H2O molecules as
calculated with selected basis sets (DFT BP). Sources of experimental values are a Ref. [34]
and b Ref. [35].
The basis set for reference calculations was selected to be aug-cc-pVQZ with the help
of data from Table 4.2 and consideration of feasible computational times.
Basis set
HF H2O
E [eV] EZPE [eV] r [Å] E [eV] EZPE [eV] r [Å]
aug-cc-pVTZ -2730.675 -2730.419 0.921 -2077.399 -2076.818 0.962
aug-cc-pVQZ -2731.432 -2731.175 0.918 -2077.977 -2077.393 0.959
aug-cc-pV5Z -2731.683 -2731.427 0.917 -2078.160 -2077.575 0.958
Table 4.2: Comparison of energies and bond lengths of HF and H2O molecules as
calculated with selected basis sets at the CCSD(T) level. EZPE is the value of energy with
zero-point energy correction.
Additionally, several exchange-correlation functionals were tested on their ability to
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reproduce geometric and spectroscopic parameters. For the two tested hybrid functionals
(B3LYP and PBE0), the effect of additional dispersion correction with Becke-Johnson (BJ)
damping was also evaluated in order to improve the description of London forces that
might be of importance in larger clusters. The results are collected in Table 4.3.
Vibrational analysis was performed using a harmonic oscillator model for two
purposes: the spectral peaks obtained can be compared with experimental values, and
zero-point energies (ZPE) can be used to correct calculated energies. As evident from
Table 4.4, large deviations from experimental values are observed, likely due to the limited
applicability of the harmonic oscillator model. MP2 in particular exhibits a large deviation
in the description of H2O bending vibration. As will also be shown in section 4.1.2, DFT,
rather than MP2, usually reproduces reference wavenumbers more accurately.
Functional
HF H2O
E [eV] EZPE [eV] r [Å] E [eV] EZPE [eV] r [Å] ϕ [◦]
BP -2734.554 -2734.307 0.967 -2080.798 -2080.237 0.971 104.354
PBE -2731.810 -2731.564 0.933 -2078.336 -2077.773 0.971 104.294
TPSS -2734.530 -2734.283 0.933 -2080.710 -2080.144 0.969 104.463
B3LYP -2733.483 -2733.231 0.925 -2079.673 -2079.098 0.963 105.277
B3LYP-D3(BJ) -2733.488 -2733.236 0.925 -2079.689 -2079.113 0.963 105.248
PBE0 -2731.826 -2731.568 0.920 -2078.351 -2077.766 0.960 105.079
PBE0-D3(BJ) -2731.828 -2731.571 0.920 -2078.359 -2077.774 0.960 105.071
MP2 -2731.856 -2731.599 0.916 -2078.295 -2077.694 0.956 104.427
reference / / 0.9168a / / 0.957b 104.52b
Table 4.3: Comparison of energies, bond lengths and angles of HF and H2O molecules as
calculated with selected functionals (DFT/def2-TZVP). EZPE is the value of energy with
zero-point energy correction. Sources of experimental values are a Ref. [34] and b Ref. [35].
Functional HF H2O
BP 3971.00 1582.14 3682.39 3790.60
PBE 3970.99 1583.77 3691.27 3799.55
TPSS 3990.30 1619.35 3703.44 3810.30
B3LYP 4071.87 1616.26 3782.4 3887.66
B3LYP-D3(BJ) 4072.37 1616.24 3782.29 3887.55
PBE0 4152.18 1622.94 3851.83 3959.68
PBE0-D3(BJ) 4153.81 1622.87 3851.80 3959.67
MP2 4152.00 1807.73 3909.08 3991.73
CCSD(T) 4140.69 1650.01 3830.84 3940.38
experiment 3962a 1595a 3652a 3756a
Table 4.4: Calculated wave numbers [cm−1] of HF and H2O monomer vibrations.
Basis sets: DFT/def2-TZVP, MP2/def2-QZVP and CCSD(T)/aug-cc-pVQZ. Source of
experimental values: a Ref. [36]
The HF molecule possesses only one stretching vibrational mode. The H2O molecule
possesses three normal modes, of which the one at 1595 cm−1 corresponds to bending, at




This section evaluates four systems that will be referenced as HF-HF [FF], H2O-H2O [WW],
H2O(a)-HF(d) [WF] and H2O(d)-HF(a) [FW] and are shown in Figure 4.1. The sign (d)
refers to the donor of the hydrogen bond and (a) to the acceptor. The symmetry of all
optimized structures can be described as quasi-Cs, where quasi- refers to a deviation of
less than 1% from the ideal mirror plane.
(a) HF-HF [FF] (b) H2O-H2O [WW]
(c) H2O(a)-HF(d) [WF] (d) H2O(d)-HF(a) [FW]
Figure 4.1: With MP2/def2-QZVP optimized geometries of the four bimolecular clusters:
HF-HF, H2O-H2O, H2O(a)-HF(d) and H2O(d)-HF(a).
The same range of functionals that was tested on individual molecules was applied
to the four presented systems. Different guesses for intermolecular distances and
orientations were tested in order to reach both possible hydrogen bindings i.e. to
differentiate between H2O(a)-HF(d) and H2O(d)-HF(a). The basis set def2-TZVP was used
in all DFT calculations, def2-QZVP was applied to MP2 calculations and aug-cc-pVQZ to
CCSD(T) calculations. The binding energy per cluster was calculated as the difference
between the absolute energy of the optimized bimolecular system and individually
optimized (fully relaxed) components. For ZPE corrected binding, ZPE corrected values
for monomers and dimers were taken. The average water bond angle, inter- as well as
intramolecular bond lengths were also calculated. A graphical representation of the most
important information is shown in Figures 4.2 and 4.3.
Since the dispersion correction is used to describe London forces, we can compare the
results given by PBE0 and PBE0-D3(BJ) to get an estimation of the hydrogen bond strength;
the smaller the contribution of the London forces, the stronger the hydrogen bond is. By
this measure, the order of dimers from strongest to weakest hydrogen bond (contribution
of dispersion in brackets) is: WF (2.9%), FF (3.6%), WW (6.7%) and FW (11.1%). This is
also the order from shortest to longest hydrogen bond.
Vibrational spectra from a harmonic oscillator model were obtained for all methods,
but for clarity, only MP2 and DFT/PBE0-D3(BJ) are presented in Figure 4.4. The complete
data can be found in Appendix A.1. The FW system, regardless of the functional used,
always produced at least one imaginary frequency describing the vibration in the direction
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of transition to the WF system. MP2 calculation of the same system did not exhibit the
same problem, but CCSD(T) needed to be constrained to a plane to achieve convergence.
It is possible to conclude that this problematic vibration pushes the cluster beyond the
limits of apparently narrow FW-type minimum and therefore produces a decrease in
energy. Such a structure is therefore of very limited stability at least in a bimolecular
cluster.
The WW spectrum shows, in order from highest to lowest wave numbers, three
regions: (a) overlapping asymmetrical stretching modes for each of the molecules and
mostly overlapping symmetrical stretching, (b) overlapping symmetric and asymmetric
bending, (c) 6 highly coupled vibrations.
In the FF spectrum, the two vibrations with highest wavenumbers can be assigned to
asymmetric and symmetric stretching, respectively, while the 4 intermolecular modes can
be found at the lower end of the spectrum.
Finally, WF spectrum features the asymmetric stretching of water, followed by an
overlap of symmetric and asymmetric stretching of the whole system, water bending
vibration and finally five intermolecular modes at the lower end.
Accuracy of calculated wavenumbers was also taken into consideration. The
divergence from a CCSD(T) calculation was quantified as the sum of square differences
(SSD), calculated with Equation 4.1, for all systems. These results in Table 4.5 show
PBE0 functional performing best among all tested functionals, but dispersion correction





(λi − λCCSD(T)i )2 (4.1)
HF H2O HF-HF H2O-H2O H2O(a)-HF(d) HF(a)-H2O(d)
BP 169.7 13.0 311.7 323.0 401.1 395.6
PBE 169.7 13.0 303.3 331.1 389.4 399.2
TPSS 150.4 12.3 268.1 306.5 389.4 365.2
B3LYP 68.8 8.3 123.5 125.7 156.0 283.3
B3LYP-D3(BJ) 68.3 8.3 123.6 130.5 152.4 108.6
PBE0 11.5 3.4 40.4 72.6 116.1 283.3
PBE0-D3(BJ) 13.1 3.6 40.9 75.2 116.5 46.4
MP2 11.3 3.4 612.3 798.0 613.9 882.0
Table 4.5: Sum of squared differences (SSD) in wavenumbers [cm−1]. Method:
DFT/def2-TZVP and MP2/def2-QZVP compared to a reference value obtained with
CCSD(T)/aug-cc-pVQZ.
The most important comparisons in performance of the tested functionals have been
given in Figures 4.2 and 4.3. Considering the performance in these comparisons as well as
vibrational analysis and later presented small yttrium clusters, the functional PBE0-D3(BJ)
was selected for further use on larger systems. These two figures show a good agreement
of hybrid functionals, especially PBE0, with reference geometries, but a less clear picture
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regarding the energies. PBE0 also differs less from reference wavenumbers than any
other method. While it is not possible to conclude from these results whether dispersion
correction is needed, because all systems so far are fairly small in comparison to the ion
clusters we wish to model, article [36] recommends dispersion correction for larger solvent
























































































































































Figure 4.2: Performance of exchange-correlation functionals for the dimers of HF and
H2O. The red line represents the value of a reference MP2/def2-QZVP calculation, black
line of a reference CCSD(T)/aug-cc-pVQZ calculation and blue bars DFT/def2-TZVP
calculations. Binding energy is given per cluster.
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Figure 4.3: Performance of exchange-correlation functionals for the two possible mixed
clusters of HF and H2O. The red line represents the value of a reference MP2/def2-QZVP
calculation, black line of reference CCSD(T)/aug-cc-pVQZ calculation and blue bars
DFT/def2-TZVP calculations. Binding energy is given per cluster.
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Figure 4.4: Calculated spectra of bimolecular clusters using DFT:PBE0-D3(BJ)/def2-TZVP
and MP2/def2-QZVP. Plotted: relative intensity vs. wave number [cm−1].
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4.1.3 Larger HF clusters
For clusters of 2-15 molecules, a non-restrained geometry optimization at the
PBE0-D3(BJ)/def2-TZVP level was performed. Some of the resulting structures can be
seen in Figure 4.5. Larger systems organized in a similar fashion.
Figure 4.5: With PBE0-D3(BJ)/def2-TZVP optimized geometries of 2-6 HF molecule
clusters without restrictions.
As can be seen in Figure 4.6, properties like binding energy (per molecule), average
inter- and intramolecular bond lengths slowly begin to converge for a growing number
of molecules. It should be noted, however, that the convergence is not reached in systems
of this size. In [37] the value -0.3218 eV was reported as the limit of an infinite HF chain
at CCSD/CBS level.
Figure 4.6: Binding energy per molecule [eV], average bond length [Å] and hydrogen bond
length [Å] for HF clusters with 2-15 molecules calculated with PBE0-D3(BJ)/def2-TZVP.
4.1.4 Larger H2O clusters
Clusters of 3-5 H2O molecules produce circular structures when optimized with
PBE0-D3(BJ)/def2-TZVP without restrictions, as evident from Figure 4.9. Larger
structures in the same figure were restricted to a planar symmetry.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.7: With PBE0-D3(BJ)/def2-TZVP optimized geometries of 3-10 H2O molecules
organized in planar clusters.
A comparison of properties for planar water structures is evident from Figure 4.8.
The graphs suggest that planar ring structures are most favourable in the range of 5-7
molecules. Note that for 6 and more molecules, the calculation had to be restricted to a
plane. For 8 and 9 molecules, some intermediate shape with a noticeably higher energy
was formed, whereas at the limit of 10 molecules, a single ring structure is no longer the
most favourable structure, but rather breaks into two separate rings.
Figure 4.8: Binding energy per molecule [eV], average bond length [Å] and hydrogen
bond length [Å] for planar cyclic H2O clusters with 2-10 molecules. Method:
PBE0-D3(BJ)/def2-TZVP.
Clusters of 6 H2O molecules produce several low-energy geometries that are not
planar. We considered four structures shown in Figure 4.9. According to [36], a functional
used for water solutions should be able to reproduce the correct stability order (as given
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by CCSD(T) calculations) of these four structures. This test was successfully completed by
the PBE0-D3(BJ)/def2-TZVP method we are using, which can be concluded from Table
4.6. The binding energies are calculated per molecule.
Structure E(cluster) [eV] E(binding) [eV] E(reference)a [eV] ϕ [◦] rH2O [Å] rH [Å]
prism -12472.675 -0.316 -0.332 104.278 0.970 1.899
cage -12472.656 -0.315 -0.330 105.179 0.971 1.827
book -12472.632 -0.314 -0.325 105.013 0.974 1.752
ring -12472.576 -0.311 -0.319 104.846 0.974 1.672
Table 4.6: Binding energy per molecule and average geometrical properties of 6
H2O molecule clusters in order of stability. Energies are ZPE corrected. Method:
PBE0-D3(BJ)/def2-TZVP. Source of the reference CCSD(T) calculations: a Ref. [38].
(a) (b) (c) (d)
Figure 4.9: With PBE0-D3(BJ)/def2-TZVP optimized geometries of 6 H2O molecule
clusters: (a) prism, (b) cage, (c) book (d) ring. Pictured (a) - (d) in order of stability.
Even more importantly, we can show that the order is no longer correct when no
dispersion correction is used. While PBE0-D3(BJ) follows the order determined by
a reference calculation (although with significantly smaller energy differences), PBE0
incorrectly exchanges the cage and book structures. This information served us as
additional conformation of PBE0-D3(BJ) as our method of choice.
Method prism cage book ring
PBE0-D3(BJ) 0 0.13 0.17 0.46
PBE0 0 0.01 -0.50 -0.74
CCSD(T)a 0 0.20 0.70 1.30
Table 4.7: Increase in ZPE corrected binding energy/molecule relative to prism [meV].
Source of the reference CCSD(T) calculations: a Ref. [38].
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4.2 Clusters with yttrium
4.2.1 One ligand systems
Hybrid functionals B3-LYP and PBE0 were further tested with and without dispersion
correction for their accuracy of small yttrium clusters. MP2/def2-QZVP was again used
for reference. In all cases, yttrium is present as the ion Y3+.
Figure 4.10: With PBE0-D3(BJ)/def2-TZVP optimized geometries of H2O-Y3+ (left) and
HF-Y3+ (right).
A single ion was first considered, producing monomer energies for later use in binding
energy calculations. Secondly, clusters including one yttrium ion and one molecule of
either water or hydrogen fluoride, shown in Figure 4.10 were considered. These systems
will be referred to as H2O-Y3+ and HF-Y3+ respectively and are evaluated in Tables 4.8
and 4.9. The binding energy was calculated as usually and is given per cluster. We observe
the FH bond to be about 6.5% elongated in comparison to the distance of 0.92 Å in an
isolated HF molecule and the OH bond about 4.0% elongated from the isolated value of
0.96 Å. The HF bond therefore appears more susceptible to the effect of the yttrium ion.
Functional
E [eV] E(binding) [eV] r [Å]
E EZPE E EZPE YF FH
B3-LYP -3737.568 -3737.319 -3.881 -3.883 2.087 0.989
B3-LYP-D3(BJ) -3737.504 -3737.254 -3.811 -3.813 2.087 0.989
PBE0 -3736.224 -3735.970 -3.795 -3.798 2.073 0.984
PBE0-D3(BJ) -3736.253 -3736.000 -3.822 -3.826 2.073 0.984
MP2 -3733.079 -3732.760 -3.366 -3.305 2.091 0.978
Table 4.8: Energy and geometrical properties of HF-Y3+. Method: DFT/def2-TZVP and
MP2/def2-QZVP.
Furthermore, the potential energy surface (PES) of the HF-Y3+ and H2O-Y3+ systems
was explored along the YF or YO bond, producing a clear minimum around the
equilibrium distance, see Figure 4.11. It can be concluded that dispersion correction does
not influence the result in this case, as the curves with and without dispersion correction
overlap. It should also be noted that several points in the mid- to long-distance range in
the lower plot had to be interpolated as the calculation failed to converge under reasonable
conditions. The continuous fall of energy observed in DFT calculations at large distances
is not physical and is likely due to over-delocalization typical for DFT based methods.
To support this claim, a PBE functional was also evaluated: as expected, it shows a more




E [eV] E(binding) [eV] r [Å]
E EZPE E EZPE YO OH
B3-LYP -3085.210 -3084.575 -5.332 -5.273 2.117 0.996
B3-LYP-D3(BJ) -3085.318 -3084.683 -5.424 -5.365 2.135 0.999
PBE0 -3084.298 -3083.656 -5.344 -5.286 2.117 0.996
PBE0-D3(BJ) -3084.348 -3083.705 -5.385 -5.328 2.117 0.996
MP2 -3080.964 -3080.284 -4.812 -4.735 2.131 0.993
Table 4.9: Energy and geometrical properties of H2O-Y3+. Method: DFT/def2-TZVP and
MP2/def2-QZVP.
calculation fails to serve as a proper reference in the H2O-Y3+ system, showing a rapid
and physically unsound fall at large distances, caused by a change in orbital occupations.
Because a one-dimensional PES scan cannot account for the possibility of HF bond
elongation or even dissociation, a two-dimensional variation of this test was constructed,
evaluating the point energy at a large number of different HF-Y3+ and H-FY3+ distance
combinations. The results shown in Figure 4.12 suggest the presence of two minima:
• an asymmetrical minimum at r(YF) = 2.10 Å, r(FH) = 1.00 Å and
• a deeper minimum at r(YF) = 1.85 Å and a large r(FH) distance, likely approaching
the dissociation limit of individual ions YF2+ and H+.
Along the F-H direction, the barrier between the two minima reaches about 2.1 eV, the
value for which the maximum was also obtained on the potential energy surface of a
single HF molecule dissociation at a state-selective coupled cluster - SSCCSD(T) level [39].
Figure 4.13 clearly shows that a barrier of about 2 eV separates the two minima and that
the total energetic difference between molecular and dissociated hydrogen fluoride in the
presence of Y3+ amounts to almost 5 eV.
The decrease in energy between the first and the second minimum suggests it is
advantageous for a molecule of HF to dissociate in the presence of an yttrium ion. The
Lewis acidity of Y3+ appears to stabilize the fluorine ion and enables the dissociation of
hydrogen. This might provide some explanation for the fact that the stability constant
for formation of a (YF)2+ ion has previously been measured to be anomalously high in
comparison to similar complexes of rare earth elements and speculated to explain the
distribution of yttrium ions in fluoride-containing solutions [1].
However, as argued in [40], complexes (YF2)+, (YF3)0 and higher are also possible for
fluoride activity over 10−6, well within environmental concentrations. To examine this
possibility, clusters with several ligands were examined in the following sections.
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Figure 4.11: Calculated point energies [eV] at various distances [Å] between the Y3+ ion
and the molecule HF or H2O. Method: DFT/def2-TZVP and MP2/def2-QZVP.
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Figure 4.12: Contour of the potential energy surface [eV] produced by varying YF and FH
distance in a HF-Y3+ complex using point energy calculations at PBE0-D3(BJ)/def2-TZVP
level. Cut-off value of -3690 eV is used to simplify the image.
Figure 4.13: A cut through the potential energy surface [eV] in HF-Y3+ complex at YF
distance of 1.85 Å using point energy calculations at PBE0-D3(BJ)/def2-TZVP level. The
dashed line represents the dissociation limit, i.e. ions YF2+ and H+ calculated individually
with the same method.
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4.2.2 Y3+ with 8 ligands
Previous experimental studies have established that coordination number 8 is common
for yttrium, for example based on an X-ray study of yttrium ions in water [41]. That is
why the first solvation shell of yttrium was assumed to consist of eight ligands, i.e. was
represented by the formula Y3+(HF)m(H2O)n where m + n = 8. All values of m between 0
and 8 were tested with two types of starting geometries (cubic and bicapped octahedral)
that can be seen in Figure 4.14, naturally including several arrangements to account for
geometrical isomers. The structures were then optimized at the PBE0-D3(BJ)/def2-TZVP
level and minima confirmed with vibrational analysis. In total, 58 different structures
were produced.
(a) bicapped octahedral (b) cubic
Figure 4.14: Starting structures for description of the first solvent shell of Y3+(HF)m(H2O)n
(case m=8, n=0).
Typical geometries were close to square antiprismatic for coordination number 8
(consistent with experimental findings in [41] for yttrium ion in water), pentagonal
bipyramidal for coordination number 7 and octahedral for coordination number 6. In
many cases the coordination sphere has been changed due to hydrogen bonding among
ligands. 11 hydrogen bonding patterns occurred, of which the most common are shown
in Figure 4.15.
(a) no hydrogen bonding (b) HF-2H2O (1x) [FW] (c) HF-HF [FF]
(d) 2H2O-H2O [WW] (e) H2O-HF [WF] (f) HF-2H2O (2x) [FW]
Figure 4.15: Most common hydrogen bonding patterns in PBE0-D3(BJ)/def2-TZVP
optimized structures.
Because the structures featuring the WF bonding patterns proved most interesting in
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light of their stability and connection with the second minima of the potential surface of
HF-Y3+ (see Figure 4.12), five additional starting structures were produced to cover the
presence of WF patterns in the whole range of m = 1 to m = 7. All optimized structures
that show this structure are finally collected in Figure 4.16. These structures were also
vibrationally confirmed and included in the following analysis.
Figure 4.16: PBE0-D3(BJ)/def2-TZVP optimized structures of first solvation shell clusters
featuring HF dissociation.
Among structures with the same HF/water ratio (the same percentage of water), some
bonding patterns ensured a lower binding energy; in particular the dissociation of HF to
form oxonium ions - the result of WF bonding - always produced the most stable structure
for the same stoichiometry. This information adds to what was shown previously about
the nature of the WF bond: an isolated WF system possessed the strongest hydrogen bond
and in Figure 4.12 it was establish that the second, deeper minimum is obtained when
HF dissociates. Next in stability were usually clusters containing the FF fragment. This
hydrogen bond is of a similar strength as the WW bond, but water is more strongly bound
to yttrium and was therefore rarely pushed out of the first solvation shell. Such structures
occurred only with four or more H2O molecules and were always among the least stable
ones. It should be noted, however, that the structures with the same water content differ
by 5% of their binding energy at most.
Figure 4.17: Comparison of Y3+(HF)m(H2O)n first solvation shell clusters (optimized with
PBE0-D3(BJ)/def2-TZVP) based on hydrogen bonding patterns occurring among ligands.
For each percentage of water (0 - 8 molecules) the most stable structure is shown at 100%.
To perform further analysis, all ligands beyond the first coordination sphere were
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removed and these modified structures were optimized and vibrationally confirmed.
The process is shown in Figure 4.18. This modification was not performed for the WF
structures, as the first solvation sphere would be harder to define.
Figure 4.18: The process of modification that included a removal of whatever solvents
moved beyond the first shell, geometrical optimization with PBE0-D3(BJ)/def2-TZVP
and vibrational conformation.
A couple of observations can immediately be drawn from Figure 4.19:
• water is more strongly bound to the yttrium ion in comparison to hydrogen fluoride
(consistent with results obtained for a single ligand),
• a higher coordination number (among 6, 7 and 8) correlates with lower energy,
• WF containing clusters exhibit unusually low binding energy (also seen in Figure
4.15).
Furthermore, average YO, YF, OH and FH bond distances for every modified cluster
were obtained and are shown in Figure 4.20. The strongly distorted/dissociated bonds
caused by WF hydrogen bonding are excluded from this discussion as they clearly show
a different range of bond lengths. For structures with the same percentage of water, the
order of bond lengths from shortest to longest is always FH < OH < YO < YF. As expected
are individual molecules hardly affected by the presence of yttrium - intermolecular
distances (O-H, F-H) remain fairly consistent among the final structures. Intramolecular
(YO, YF) distances, on the other hand, exhibit more variance, but are on average elongated
in clusters with higher water content. There are two possible reasons for this trend: water
is bulkier and might cause more steric hindrance, but also forms a stronger bond with
yttrium and might therefore shield its charge to an extent. In [42] the unusually high
stability constants of yttrium-fluorine complexes were attributed to the decreased strain




Figure 4.19: ZPE corrected binding energies [eV] per cluster of modified Y3+(HF)m(H2O)n
first shell clusters (optimized with PBE0-D3(BJ)/def2-TZVP) calculated (a) per cluster or
(b) per ligand.
two water molecules were replaced. This might be explained by the much larger binding
energy between yttrium and water as opposed to yttrium and hydrogen fluoride.
Another observation can be made about the coordination number - clusters shrink
when the coordination number is reduced from 8 to 7. This effect can also be explained
with fewer steric interactions and lesser shielding of the central ion. Additionally, the YO
bond is on average shorter, which is consistent with its being stronger than the YF bond.
As mentioned, dissociated structures are not included in Figure 4.20, but in Figure 4.21
the lengths of FH and YF bonds in WF structures are compared to average lengths of such
bonds in all other structures with the same stoichiometry. WF structures are distinct for
extraordinary long HF bonds and short YF bonds. We are also able to observe in Figure
4.21 that a larger percentage of water corresponds to less distortion - the HF bond in a
WF structure gets progressively less elongated as more water molecules are present in
the cluster. Water is more strongly binding to yttrium than HF, so the effect seen here
might originate in stabilization of yttrium charge through more interactions with water;
the same diminution of distortion happens, as observed later in Figure 4.31 if the charge
is stabilized through several WF structures.
37
Results and discussion
Figure 4.20: Average bond lengths in Y3+(HF)m(H2O)n first shell clusters (optimized with
PBE0-D3(BJ)/def2-TZVP).
Figure 4.21: Average bond lengths of HF and YF for every stoichiometry of
Y3+(HF)m(H2O)n clusters compared to HF and YF bond lengths in WF structures in these
clusters (optimized with PBE0-D3(BJ)/def2-TZVP).
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4.2.3 Y3+ with 11 ligands
A larger number of solvent molecules has proven necessary to study the effect of different
coordination numbers (6-8) as well as different number of H2O(a)-HF(d) [WF] structures
(0-4). Overall, 148 structures with a molecular formula Y3+(HF)m(H2O)n, m + n = 11
were optimized with PBE0-D3(BJ)/def2-TZVP and the minima vibrationally confirmed.
ZPE corrected values for binding energies are used thought the section. We observed the
occurrence of not only first and second, but also third solvation sphere, see Figure 4.22.
The mean distances between yttrium and an atom of fluorine in the first, second, or third
sphere are 2.31, 4.31 and 6.21 Å, respectively; and slightly longer between yttrium an
oxygen atom: 2.33, 4.37 and 6.36 Å. However, higher spheres are not filled to a reasonable
coordination number due to the limited amount of ligands used, so these numbers are
only very rough estimates of actual distances.
Figure 4.22: Distances between yttrium and a ligand (left: water , right: hydrogen fluoride)
in the first, second or third solvation sphere in Y3+(HF)m(H2O)n clusters, m + n = 11.
(Clusters optimized with PBE0-D3(BJ)/def2-TZVP.)
So far, four cases of hydrogen bonding were explored both individually in section 4.1.2
and in smaller clusters in the previous section: HF(a)-H2O(d) [FW], H2O(a)-HF(d) [WF],
H2O-H2O [WW] and HF-HF [FF]. Although they remain prominent in the structures
explored in this section, it is no longer always a single molecule that acts as the acceptor
of a hydrogen donated by a HF molecule. As shown in Figure 4.23, the donated hydrogen
can be shared over a pair of molecules, the pair consisting of (a) two HF molecules (HF
dimer), (b) a HF and a water molecule (mixed dimer), (c) two water molecules (water
dimer).
These newly described structures can be ranked based on their ability to accept the
donated proton, measured by the distortion to the H-F bond that they cause. The right
graph in Figure 4.24 demonstrates that the distortion caused by HF or mixed dimer is
not necessarily extraordinary: it is close to the minimum and maximum FH bond lengths
caused by normal WF patterns. Although few such cases were observed, it is reasonable
to expect that HF dimer structures may compete with WF structures if predominantly HF
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(a) HF dimer (b) mixed dimer (c) water dimer
Figure 4.23: A visualisation newly observed proton acceptors in Y3+(HF)m(H2O)n clusters,
m+n = 11 and an explanation of terms used to cluster data points in Figure 4.24. (Clusters
optimized with PBE0-D3(BJ)/def2-TZVP.)
molecules are available. The water dimer, on the other hand, is the strongest acceptor of
the three and also causes a greater amount of distortion than any WF structure; the FH
bond is not elongated, rather, the proton is transferred and fluorine binds as the ion F−.
Figure 4.24: Left: third shortest OH distance and right: shortest FH distance for every
atom of fluorine or oxygen in Y3+(HF)m(H2O)n clusters, m + n = 11. (Clusters optimized
with PBE0-D3(BJ)/def2-TZVP.)
The right graph in Figure 4.24 can be separated into three sections based on the lengths
of FH bonds: above 1.5 Å, full dissociation, proton transferred to a water dimer; between
1.05 and 1.5 Å, elongation due to WF structure, HF dimer or mixed dimer; below 1.05
Å, little distortion is observed - these points belong to HF participating in FW, FF or
no hydrogen bonding at all. On the left side, the distance of oxygen to the third closest
hydrogen is measured. Here, the most important group of bonds lies below 1.3 Å, where
as a consequence of WF, mixed or water dimer, a H3O+-like structure can be seen. (The
third bond in these structures is only 3-34% longer than the average bond length to the
first two hydrogen atoms, 0.97 Å.) Above 1.5 Å, water is seen in WW hydrogen bonds; in
40
Results and discussion
the vast majority of cases, the distance to the third closest hydrogen exceeds 2.5 Å and
bears no significance.
It is sensible to conclude that the structures causing a large distortion to the HF
enable the largest degree of relaxation of charge and are therefore relatively stable.
This conclusion, however, is to be met with caution: when relative binding energies are
compared in the left graph in Figure 4.25, mixed and water dimers do indeed seem as the
most stable options for a certain number of WF patterns within a certain stoichiometry, but
this effect is completely negated when the relative binding energies are calculated with the
use of COSMO implicit solvation model. This implies that the effect of the spread of charge
over the accepting molecule can be neglected; as will also be seen in the following, the
determining factors for the binding energy are stoichiometry, coordination number and
the number of WF patterns, under which mixed and water dimers can also be counted, as
they ultimately exhibit the effect of HF donating a proton to a molecule of water. Therefore,
they are no longer considered separate categories in the following analysis.
Figure 4.25: Relative binding energies in Y3+(HF)m(H2O)n clusters, m + n = 11. (Clusters
optimized with PBE0-D3(BJ)/def2-TZVP, point energy calculated with COSMO model,
ε = 87.9.)
A similar trend is observed in Figure 4.26 for absolute binding energies: every
additional WF pattern seems to consistently lower the binding energy. The binding
energies are considerably less negative if the COSMO model is applied, but the trend
is similar; some outliers appear for zero or one WF pattern because the stability of
coordination number 6 tend to be greatly reduced with implicit solvation. Higher water
content is still linearly correlated with lower energy for the same number of WF structures,
but it is worth pointing out that this no longer is the strongest effect. The same binding
energy as for Y3+(H2O)11 can be reached at only 60% water content if enough WF are
present and there is no reason to assume that this trend may stop at 4 WF patterns,
potentially favouring a wide range of hydrofluoric acid concentrations over pure water.
The presence of WF hydrogen bonds was therefore identified as the critical factor allowing
mixtures to compete with more strongly binding water.
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Figure 4.26: Absolute binding energies in Y3+(HF)m(H2O)n clusters, m + n = 11. (Clusters
optimized with PBE0-D3(BJ)/def2-TZVP, point energy calculated with COSMO model,
ε = 87.9.)
To determine the trends in WF bond lengths even more accurately, in Figure 4.27,
clusters were sorted based on how many WF cases occur. In this image, WF, HF dimer
and mixed dimer patterns are all evaluated together; their averages are presented with red
lines and are 1.28,1.24, 1.23 and 1.19 Å for 1-4 patterns - the distortion of the bond barely
decreased with the number of distorted bonds, suggesting a large degree of independence
among them. The effect is somewhat stronger with fully removed hydrogens (water dimer
cases), where the average ranged 1.73, 1.61 and 1.55 for 1-3 WF cases. In all observed cases,
only one hydrogen per cluster was fully removed.
Furthermore, the effect of coordination number as well as the number of WF patterns
was taken into account. As we can see in Figure 4.28, coordination number 7 tends to
be energetically favourable over coordination 8 and a larger number of WF structures
seems to decrease the bonding energy almost linearly. Indeed, linear regression used in
the systems featuring 3-7 water molecules (due to the abundance of data in this region)
showed that an additional WF pattern in a system of otherwise equal stoichiometry
reduced the binding energy by 0.48 to 0.53 eV. The linear pattern is consistent with the
previously made observation that the distorted bond lengths remain almost consistent,
even as more WF structures occur in a cluster.
However, the same trend was also investigated with the binding energies obtained
with a COSMO solvation model, producing a somewhat different effect in Figure 4.29.
First of all, higher coordination numbers tend to be more stable if implicit solvation is
used, coordination 8 often being favoured over coordination number 7. Second of all, the
linear dependence is still present, but is less dramatic: the binding energy is lowered by
0.30 to 0.35 eV per WF pattern.
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Figure 4.27: H-F distance in distorted HF molecules based on the number of WF




Figure 4.28: Influence of coordination number of yttrium and the number of WF structures
per cluster on binding energy of Y3+(HF)m(H2O)n clusters, m + n = 11. Slopes of linear
regression lines -0.48 to -0.53 eV. (Clusters optimized with PBE0-D3(BJ)/def2-TZVP).
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Figure 4.29: Influence of coordination number of yttrium and the number of WF structures
per cluster on binding energy of Y3+(HF)m(H2O)n clusters, m + n = 11. Slopes of linear
regression lines -0.30 to -0.35 eV. (Clusters optimized with PBE0-D3(BJ)/def2-TZVP, point
energy calculated with COSMO model, ε = 87.9.)
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4.2.4 Y3+ with 16 ligands
In order to limit the number of cases, only structures consisting of 8 water and 8 HF
molecules were considered in this section. Additional limitations to variety of starting
structures ensured optimization to coordination numbers 7 or 8 and caused the exclusive
presence of H2O(d)-HF(a) [FW] and H2O(a)-HF(d) [WF] hydrogen bonds; no H2O-H2O
[WW] or HF-HF [FF] bonding was observed in optimized structures. As seen in the
two examples in Figure 4.30, the typical coordination polyhedra remained approximately
square antiprismatic for coordination 8 and pentagonal bipyramidal for coordination 7,
exactly as expected from previously examined structures with fewer ligands. The total of
16 structures was studied, using the same starting structures for the first solvation shell
as previously described.
(a) pentagonal bipyramidal (b) square antiprismatic
Figure 4.30: Typical geometries for optimized Y3+(HF)8(H2O)8 clusters. (Clusters
optimized with PBE0-D3(BJ)/def2-TZVP.)
The two present bonding patterns can be clearly separated based on the distortion
of HF bond, as shown in Figure 4.31. A molecule of hydrogen fluoride remains virtually
unaffected when it participates in FW bonding: average bond length in this structure is
0.932 Å, only 1.2-1.3% more than in HF monomer (0.920 Å) or FW dimer (0.921 Å). The
presence of Y3+ ion has next to no effect on this structure, so it is reasonable to expect that
FW bonding provides little relaxation of the charge. The FH length within WF bonding
varies more, but is with the average length of 1.088 Å about 18% longer than the monomer,
and the discrepancy can even reach 40% in some cases. Contrary to expectation, there is
not a clear correlation between the number of WF structures and the degree of elongation,
although there seems to be a lower limit - regardless of the environment, every HF bond
in a WF structure is at least 1.02 Å long, that is, at least 8.4% elongated compared to an
isolated WF dimer (0.941 Å). Every WF structure observed is distorted, so we can assume
that every additional WF pattern lowers the binding energy, which was indeed the case.
Similarly as was shown in the previous section for 0-4 WF structures, the binding
energy continues to decrease approximately linearly with the number of WF occurrences
in the whole range of 0-8. The linear trend of all points in Figure 4.32 (black dashed line)
shows a decrease of 0.29 eV for every additional WF structure if the COSMO model for
implicit solvation (using dielectric constant of water ε = 87.9) is not used; or 0.25 eV if
it is. The slope of the trend line changes a lot less with the use of implicit solvation than
we observed for 11 solvent molecules (about -0.50/-0.32 eV), which presumably means
that the second shell accounts for the majority of shielding. This might mean that the
shells beyond the first two may be accurately approximated using only implicit solvation,
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Figure 4.31: Length of H-F bonds in Y3+(HF)8(H2O)8 clusters with coordination numbers
7 and 8 with regard to hydrogen bonding that the HF molecule takes part in. (Clusters
optimized with PBE0-D3(BJ)/def2-TZVP.)
cutting down the computational time necessary.
Another interesting observation that can be made from data in Figure 4.32 is the
general preference for coordination 7, which however only occurs after several WF
patterns are already present. Similarly as described in the previous section, this trend
is reversed if COSMO solvation model is used. Using implicit solvation, coordination 8 is
preferred in almost all cases, which is consistent with findings for one coordination shell,
11 ligands with implicit solvation as well as experimental data.
Because higher shells are only partially filled, we can again provide only estimates for
distances to second and third solvation shell, but they were confirmed to remain similar
as for 11 solvent molecules. Average values were 2.25, 4.41 and 6.43 Å for YF bonds (first,
second and third shell respectively) and slightly longer, 2.37, 4.47 and 6.65 Å for YO bonds.
The distances are expected to increase if more ligands are available to shield the central
charge, so these values can be interpreted as the lower limits of real distances.
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Figure 4.32: Effect of coordination number on binding energy in Y3+(HF)8(H2O)8 clusters
if implicit solvation is or is not used. The blue and red trendlines are calculated only for
structures with coordination number 8 and 7, respectively; the dashed line is the trendline
of all points regardless of coordination. (Clusters optimized with PBE0-D3(BJ)/def2-TZVP,
point energy calculated with COSMO model, ε = 87.9.)
Figure 4.33: Distances YF and YO in Y3+(HF)8(H2O)8 clusters, averaged for




4.2.5 Predicting binding energy
Over the previous few sections, we were able to observe a linear dependence of binding
energies on several variables. In this section we wish to again emphasize that the binding
energy of a cluster can be explained to a large degree with a linear dependence on just a
few parameters. With regards to the previously observed tendencies, we have constructed
a model predicting the ZPE-corrected binding energy (E) based on the percentage of water
(xH2O), the coordination number in the first sphere (Ncoo), the number of WF structures
(NWF) and the full number of atoms (Natoms) in the cluster. The factors β0 − β4 were
optimized with regard to the total of 229 structures evaluated in the previous three
sections. The data used for fitting is provided in Appendix A.2.
E = β0 + β1xH2O + β2Ncoo + β3NWF + β4Natoms (4.2)
The optimization was done separately for binding energies with and without COSMO
interactions. The parameters obtained are visible from Table 4.10 and Figure 4.34. The
quality of the fit (R2) was better for energies without a COSMO correction (0.964) than
with it (0.929).
parameter
without COSMO with COSMO
value std err value std err
β0 -13.017 0.477 -2.113 0.296
β1 -1.213 0.191 -2.844 0.118
β2 0.212 0.059 -0.110 0.037
β3 -0.262 0.029 -0.205 0.018
β4 -0.422 0.009 -0.117 0.005
Table 4.10: Fitting of parameters to model ZPE-corrected binding energies of clusters,
including standard errors (std err).
The model signifies the importance of WF structures in comparison to other types of
hydrogen bonds. The major conclusions that were drawn for different sizes of clusters are
confirmed here to hold overall: a larger water content and more WF patterns both lower
the energy; a higher coordination number lowers the energy if a COSMO solvation model
is used, but increases it if implicit solvation is omitted. Additionally, a larger number of
atoms was found to correlate with lower energies - a trivial consequence of more available
hydrogen bonding pairs. The fit is especially good when the COSMO model is not applied,
giving a R2 = 0.964.
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Figure 4.34: Prediction of ZPE-corrected binding energies of clusters with a four-variable
model. (Clusters optimized with PBE0-D3(BJ)/def2-TZVP, point energy calculated with
COSMO model, ε = 87.9.)
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The goal of this work was a quantum chemical investigation of Y3+ ions in the presence
of water and hydrogen fluoride. After a careful selection of methodology, a variety of
clusters was explored, some including only solvent molecules, others up to 16 solvent
molecules arranged around a central Y3+ ion.
Four types of solvent dimers - H2O(d)-HF(a) [FW], H2O(a)-HF(d) [WF], H2O-H2O
[WW] and HF-HF [FF] - were systematically processed using highly accurate
computational methods MP2/def2-QZVP and CCSD(T)/aug-cc-pVQZ as well as various
DFT exchange-correlation functionals in order to select a reasonably accurate and
computationally least demanding method. We have shown that PBE0/def2-TZVP
provides good results; however, larger water clusters indicate the need for dispersion
correction and coordination numbers for yttrium clusters suggest the need for implicit
solvation. We have additionally learned that the binding energy of a WF bond (-0.34 eV)
reaches significantly lower values than those of WW (-0.15 eV), FF (-0.16 eV) or even FW
(-0.07 eV) bonds.
Calculations done on Y3+ with a single ligand have revealed water binding more
strongly (-5.3 eV) than HF (-3.8 eV). A two-dimensional potential energy surface of the
HF-Y3+ system was explored for a wide range of YF and FH distances. We have found
that a barrier of about 2 eV separates a primary Y3+-FH minimum occurring at r(YF)=2.1
Å, r(HF) = 1.0 Å from an energetically more favourable YF2+-H+ system.
Larger yttrium clusters were investigated using 8, 11 and 16 solvent molecules
as ligands. The starting structures optimized to geometries that were approximately
octahedral, bicapped octahedral or square antiprismatic for coordination numbers 6, 7
and 8 in the first shell, respectively. The usual distance to the first solvation sphere was
roughly 2.3 Å. Some of the ligands partially occupied second and third shell, so we
approximate their radii to be over 4.4 and 6.4 Å. YF and YO bonds in the first shell
were found to stretch with higher water content and higher coordination number in the
cluster - both factors causing steric hindrance and better shielding of the central charge.
Intramolecular bond lengths FH and OH, on the other hand, remained almost unchanged
in comparison to individual molecules (a deviation within a few percentage points) - with
one exception. The HF molecule was always found to be elongated (on average about
20%) or even dissociated (elongated by over 60%) if it was acting as a hydrogen donor
to a good acceptor, specifically a molecule of water (WF structures) or a dimer of solvent
molecules.
As might be expected from the degree of distortion, the binding energy per cluster
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decreases with the number of WF bonds present, the relationship was found to be linear.
For clusters with 11 ligands, every additional WF interaction decreased the binding energy
by 0.48 to 0.53 eV or 0.30 to 0.35 eV if the COSMO implicit solvation model was applied
(ε = 87.9); for 16 ligands, the decrease was 0.29 eV without and 0.25 eV with the same
COSMO model. The change is more modest with 16 ligands, suggesting that explicit
solvation beyond the second solvation shell may not offer benefit over implicit solvation.
The use of implicit solvation affected another important parameter, the favourable
coordination number in the first shell. While coordination number 7 dominated otherwise,
structures with coordination number 8 were found to be favourable using a COSMO
model.
It was found first with a single ligand and confirmed in larger clusters that water binds
more strongly to yttrium than HF. A larger percentage of water in the structure correlated
linearly with a lower binding energy, although structures with up to 40% HF content were
able to compete if enough WF patterns were present. It should be stressed again that HF
bonds participating in WF patterns were identified as the single most important hydrogen
bonding pattern contributing to the stabilization of yttrium charge through distortion and
dissociation of the HF bond, Y3+ likely acting as a Lewis acid to accept a non-bonding
electron pair of fluorine.
Finally, all four parameters predicative of binding energy were combined in a very
simple model that nevertheless described the binding energies of 229 yttrium clusters
with R2 = 0.964 (without COSMO) or 0.929 (with COSMO). The binding energy of Y3+
clusters can therefore to a large degree be explained with a linear dependence on (1) the
percentage of water (xH2O), (2) the coordination number in the first sphere (Ncoo), (3) the
number of WF structures (NWF) and (4) the total number of atoms (Natoms) in the cluster.
E = β0 + β1xH2O + β2Ncoo + β3NWF + β4Natoms (5.1)
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Vibrational frequencies of normal modes for dimers WW, FF, WF and FW.
functional λ [cm−1]
BP 124.0 151.3 158.9 192.1 389.9 645.1 1597.4 1618.6 3540.2 3695.2 3775.1 3797.1
PBE 36.3 64.5 166.4 175.9 277.0 602.0 1576.8 1606.8 3577.4 3696.9 3766.9 3805.6
TPSS 129.9 143.6 156.8 188.9 387.3 649.7 1620.3 1639.9 3548.4 3701.4 3775.0 3804.0
B3LYP 129.2 137.2 151.0 187.4 369.6 634.9 1618.3 1639.4 3672.6 3779.2 3857.9 3880.2
B3LYP-D3 125.1 142.0 150.8 193.8 373.3 643.5 1617.9 1640.6 3668.3 3779.2 3857.4 3880.3
PBE0 135.6 140.4 154.5 192.0 379.5 651.1 1625.3 1646.4 3719.3 3846.2 3927.5 3949.6
PBE0-D3 131.1 142.6 152.8 194.2 380.0 654.9 1624.9 1647.5 3717.3 3847.0 3927.2 3950.6
MP2 191.8 521.7 536.5 589.4 600.6 809.8 1805.2 1830.9 3826.8 3904.9 3966.6 3988.4
CCSD(T) 120.04 136.49 147.29 184.99 351.34 617.49 1649.95 1670.1 3747.22 3825.02 3911.44 3931.02
Table A.1: Normal modes of H2O-H2O [WW] bimolecular cluster using DFT/def2-TZVP,
MP2/def2-QZVP and CCSD(T)/aug-cc-pVQZ.
functional λ [cm−1]
BP 165.9 227.3 471.2 611.6 3769.3 3922.2
PBE 163.0 223.8 467.0 615.4 3777.8 3925.4
TPSS 162.8 224.8 459.4 599.1 3800.9 3951.2
B3LYP 164.1 219.3 461.3 589.8 3921.5 4030.9
B3LYP-D3(BJ) 165.2 219.7 461.5 591.0 3921.3 4031.3
PBE0 163.8 220.3 467.7 594.1 3987.4 4109.6
PBE0-D3(BJ) 164.8 221.6 467.9 594.6 3987.1 4108.9
MP2 186.0 657.1 785.3 854.4 4037.3 4128.8
CCSD(T) 160.45 216.47 470.02 572.18 4020.06 4102.54





BP 245.8 254.1 286.5 747.1 881.4 1582.1 3447.5 3679.6 3782.1
PBE 246.8 249.1 288.6 744.9 877.1 1583.3 3455.6 3685.9 3787.5
TPSS 246.8 249.1 288.6 744.9 877.1 1583.3 3455.6 3685.9 3787.5
B3LYP 234.4 242.5 269.5 717.0 855.5 1618.1 3642.4 3780.1 3879.1
B3LYP-D3(BJ) 233.6 239.4 267.1 714.9 854.4 1617.7 3645.3 3781.4 3880.6
PBE0 239.1 249.7 279.4 739.5 879.0 1624.9 3680.0 3846.7 3948.2
PBE0-D3(BJ) 239.5 250.7 279.1 739.6 879.4 1624.8 3679.7 3846.2 3947.8
MP2 251.2 568.7 633.4 956.8 1045.0 1807.1 3764.6 3898.8 3978.5
CCSD(T) 225.03 246.2 264.9 711.08 833.54 1651.38 3774.39 3829.15 3931.52
Table A.3: Normal modes of H2O(a)-HF(d) [WF] bimolecular cluster using
DFT/def2-TZVP, MP2/def2-QZVP and CCSD(T)/aug-cc-pVQZ.
functional λ [cm−1]
BP i179.6 i150.3 86.4 149.9 255.1 1592.5 3676.3 3781.2 3956.6
PBE i194.6 i168.9 111.8 140.7 242.9 1593.4 3690.4 3793.3 3963.3
TPSS i186.5 i147.1 94.2 129.8 237.4 1627.9 3704.5 3806.5 3984.1
B3LYP i178.6 i154.8 111.5 146.0 266.2 1634.1 3849.4 3952.3 4141.3
B3LYP-D3(BJ) i156.3 119.36 146.0 206.4 311.7 1629.6 3774.4 3878.5 4059.3
PBE0 i178.6 i154.8 111.5 146.0 266.2 1634.1 3849.4 3952.3 4141.3
PBE0-D3(BJ) i150.6 109.9 144.1 190.3 306.2 1635.6 3840.6 3948.3 4137.5
MP2 130.2 547.0 575.8 632.6 636.6 1820.0 3905.3 3986.3 4158.7
CCSD(T) i128.4 109.0 132.3 206.9 312.4 1659.5 3825.1 3933.2 4124.7
Table A.4: Normal modes of H2O(d)-HF(a) [FW] bimolecular cluster using
DFT/def2-TZVP, MP2/def2-QZVP and CCSD(T)/aug-cc-pVQZ. A letter i in front




ZPE-corrected binding energies E (with and without COSMO correction), coordination
numbers Ncoo, the number of WF structures NWF and average bond lengths r for 229
clusters composed of Y3+ ion, NHF molecules of hydrogen fluoride and NH2O molecules
of water are given in Table A.5.
index NHF NH2O Ncoo NWF rFH [Å] rYF [Å] rOH [Å] rYO [Å] E [eV] ECOSMO [eV]
0 1 7 7 0 0.935 / 0.970 2.354 -22.557 -8.196
1 5 3 8 0 0.939 2.396 0.970 2.298 -19.966 -6.366
2 7 1 8 0 0.941 2.336 0.971 2.273 -18.517 -5.215
3 0 8 8 0 / / 0.968 2.395 -23.073 -8.717
4 8 0 8 0 0.942 2.325 / / -17.527 -4.395
5 2 6 7 0 0.937 2.428 0.970 2.335 -21.932 -7.663
6 3 5 8 0 0.937 2.472 0.969 2.333 -21.279 -7.374
7 4 4 8 0 0.938 2.406 0.970 2.327 -20.618 -6.887
8 5 3 8 0 0.939 2.387 0.970 2.306 -19.957 -6.389
9 6 2 8 0 0.940 2.355 0.971 2.300 -19.225 -5.810
10 4 4 8 0 0.938 2.419 0.970 2.321 -20.632 -6.892
11 5 3 8 0 0.939 2.383 0.970 2.314 -19.919 -6.341
12 6 2 8 0 0.940 2.364 0.971 2.284 -19.263 -5.816
13 4 4 8 0 0.938 2.422 0.970 2.321 -20.625 -6.895
14 5 3 8 0 0.939 2.396 0.970 2.298 -19.966 -6.367
15 4 4 8 0 0.938 2.420 0.970 2.320 -20.638 -6.897
16 1 7 7 0 0.935 / 0.970 2.354 -22.556 -8.194
17 2 6 7 0 0.936 2.438 0.970 2.334 -21.914 -7.789
18 3 5 7 0 0.939 2.394 0.976 2.291 -21.223 -7.004
19 4 4 7 0 0.959 2.328 0.970 2.318 -20.812 -6.890
20 5 3 7 0 0.940 2.354 0.974 2.272 -19.957 -6.389
21 1 7 7 0 0.937 2.431 0.973 2.333 -22.531 -8.067
22 2 6 7 0 0.937 2.428 0.970 2.335 -21.931 -7.727
23 3 5 7 0 0.964 2.338 0.970 2.331 -21.507 -7.399
24 4 4 7 0 0.961 2.323 0.970 2.321 -20.843 -6.885
25 5 3 7 0 0.960 2.326 0.971 2.303 -19.919 -6.341
26 2 6 6 0 0.936 / 0.973 2.310 -21.951 -7.478
27 3 5 7 0 0.938 2.387 0.971 2.322 -21.272 -7.166
28 4 4 7 0 0.961 2.338 0.970 2.312 -20.853 -6.795
29 5 3 7 0 0.958 2.325 0.971 2.299 -19.966 -6.367
30 2 6 7 0 0.939 2.385 0.974 2.318 -21.899 -7.525
31 3 5 7 0 0.938 2.384 0.971 2.323 -21.252 -7.235
32 4 4 7 0 0.939 2.374 0.973 2.302 -20.590 -6.641
33 5 3 7 0 0.958 2.325 0.971 2.302 -19.966 -6.366
34 6 2 7 0 0.958 2.309 0.971 2.281 -19.446 -5.715
35 2 6 7 1 0.936 2.296 0.975 2.356 -22.667 -8.078
36 3 5 6 0 0.938 2.335 0.974 2.292 -21.265 -6.938
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37 4 4 7 0 0.939 2.377 0.972 2.297 -20.614 -6.647
38 5 3 8 0 0.939 2.397 0.970 2.298 -19.966 -6.366
39 6 2 6 0 0.942 2.235 0.972 2.297 -19.625 -5.603
40 2 6 7 0 0.938 2.394 0.974 2.317 -21.894 -7.544
41 3 5 7 0 0.938 2.391 0.971 2.321 -21.270 -7.182
42 4 4 7 0 0.939 2.381 0.972 2.295 -20.603 -6.706
43 5 3 7 0 0.940 2.344 0.974 2.284 -19.966 -6.366
44 6 2 7 0 0.941 2.326 0.976 2.258 -19.155 -5.457
45 3 5 7 0 0.939 2.384 0.976 2.290 -21.261 -7.025
46 4 4 7 1 0.937 2.321 0.977 2.324 -21.392 -7.069
47 5 3 6 0 0.940 2.305 0.979 2.245 -19.755 -5.784
48 3 5 8 0 0.938 2.425 0.969 2.350 -21.211 -7.329
49 4 4 7 1 0.937 2.318 0.977 2.326 -21.393 -7.081
50 5 3 6 0 0.940 2.288 0.979 2.259 -19.729 -5.694
51 4 4 7 0 0.940 2.349 0.978 2.274 -20.536 -6.558
52 4 4 6 0 0.965 2.266 0.973 2.292 -20.805 -6.590
53 4 4 6 0 0.939 2.318 0.976 2.273 -20.548 -6.356
54 4 4 6 0 0.939 2.291 0.975 2.286 -20.449 -6.356
55 0 8 6 0 / / 0.976 2.304 -23.169 -8.216
56 8 8 8 0 0.930 / 0.968 2.379 -28.545 -8.945
57 8 8 8 1 0.930 2.197 0.976 2.391 -28.960 -9.194
58 8 8 8 2 0.930 2.250 0.993 2.386 -29.223 -9.516
59 8 8 8 3 0.929 2.249 1.006 2.392 -29.427 -9.744
60 8 8 8 4 0.929 2.266 1.022 2.389 -29.712 -9.979
61 8 8 8 5 0.973 2.276 1.008 2.386 -29.994 -10.168
62 8 8 8 6 1.004 2.287 0.994 2.371 -30.240 -10.375
63 8 8 8 7 1.016 2.282 0.998 2.402 -30.449 -10.625
64 8 8 8 8 1.039 2.284 0.965 / -30.598 -10.747
65 8 8 7 0 0.929 / 0.973 2.333 -28.462 -8.694
66 8 8 7 1 0.929 / 0.970 2.332 -28.667 -8.849
67 8 8 7 2 0.946 2.128 0.977 2.358 -29.115 -9.150
68 8 8 7 3 0.948 2.179 0.985 2.352 -29.618 -9.535
69 8 8 7 4 0.928 2.228 1.021 2.340 -29.772 -9.755
70 8 8 7 5 0.929 2.223 1.027 2.348 -30.242 -10.052
71 8 8 7 6 0.964 2.219 1.027 2.379 -30.376 -10.337
72 8 8 7 7 1.000 2.231 1.029 2.390 -30.654 -10.544
73 8 8 7 8 1.044 2.241 1.030 / -31.017 -10.858
74 1 10 7 0 0.933 / 0.974 2.344 -26.374 -9.109
75 5 6 8 2 0.932 2.357 1.009 2.387 -25.437 -8.405
76 7 4 8 3 0.931 2.344 1.008 2.354 -24.707 -8.182
77 0 11 8 0 / / 0.971 2.388 -26.758 -9.556
78 8 3 8 3 0.932 2.337 1.013 / -24.121 -7.746
79 2 9 7 0 0.933 2.459 0.974 2.319 -25.769 -8.734
80 3 8 7 2 0.930 2.203 0.988 2.354 -26.410 -9.224
81 4 7 8 0 0.934 2.461 0.976 2.283 -24.608 -8.025
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82 5 6 8 1 0.933 2.403 0.983 2.301 -24.510 -7.959
83 4 7 8 1 0.933 2.403 0.981 2.336 -25.178 -8.413
84 5 6 8 2 0.932 2.370 0.990 2.355 -25.196 -8.454
85 6 5 8 3 0.931 2.341 1.005 2.371 -25.266 -8.587
86 4 7 7 2 0.932 2.255 1.006 2.369 -26.168 -8.798
87 5 6 8 2 0.932 2.363 1.009 2.382 -25.486 -8.409
88 4 7 7 0 0.934 / 0.970 2.345 -24.949 -8.289
89 8 3 8 0 0.951 2.375 0.971 2.306 -22.724 -6.798
90 10 1 8 0 0.957 2.322 0.968 2.310 -21.661 -5.891
91 3 8 8 0 0.933 / 0.968 2.389 -25.313 -8.748
92 11 0 8 0 0.959 2.310 / / -21.056 -5.347
93 5 6 7 0 0.934 2.450 0.971 2.324 -24.303 -7.812
94 6 5 7 0 0.945 2.347 0.971 2.318 -23.902 -7.532
95 7 4 8 0 0.935 2.432 0.972 2.304 -23.055 -7.021
96 8 3 8 0 0.944 2.384 0.972 2.297 -22.615 -6.662
97 7 4 8 0 0.943 2.410 0.970 2.316 -23.222 -7.159
98 8 3 8 0 0.952 2.364 0.969 2.323 -22.778 -6.780
99 9 2 8 0 0.958 2.339 0.968 2.318 -22.369 -6.459
100 7 4 8 0 0.952 2.378 0.969 2.338 -23.433 -7.279
101 8 3 8 0 0.951 2.373 0.970 2.307 -22.742 -6.796
102 4 7 7 0 0.944 / 0.971 2.345 -24.933 -8.305
103 5 6 6 0 0.957 2.245 0.976 2.291 -24.487 -7.625
104 6 5 7 0 0.965 2.285 0.972 2.320 -24.234 -7.581
105 7 4 7 0 0.963 2.307 0.974 2.290 -23.657 -7.110
106 8 3 7 0 0.960 2.325 0.974 2.285 -22.874 -6.613
107 9 2 7 0 0.968 2.269 0.968 2.327 -22.551 -6.394
108 10 1 7 0 0.969 2.272 0.969 2.314 -21.913 -5.808
109 4 7 7 0 0.949 2.264 0.972 2.346 -25.043 -8.214
110 5 6 7 0 0.954 2.318 0.971 2.336 -24.521 -7.966
111 6 5 6 0 0.959 2.229 0.977 2.282 -23.962 -7.252
112 7 4 7 0 0.954 2.304 0.972 2.316 -23.406 -7.150
113 8 3 7 0 0.962 2.297 0.971 2.305 -23.056 -6.737
114 9 2 7 0 0.968 2.276 0.969 2.307 -22.592 -6.409
115 10 1 7 0 0.961 2.285 0.980 2.249 -21.659 -5.669
116 5 6 6 0 0.942 / 0.975 2.299 -24.250 -7.610
117 6 5 7 0 0.946 2.342 0.971 2.322 -23.904 -7.433
118 7 4 7 0 0.954 2.325 0.971 2.310 -23.521 -7.086
119 8 3 7 0 0.956 2.310 0.971 2.308 -23.048 -6.643
120 9 2 8 0 0.958 2.339 0.968 2.315 -22.351 -6.431
121 5 6 7 1 0.933 2.275 0.976 2.354 -24.945 -8.123
122 6 5 7 0 0.946 2.322 0.971 2.328 -23.878 -7.491
123 7 4 7 0 0.946 2.341 0.973 2.305 -23.267 -7.007
124 8 3 7 0 0.962 2.288 0.970 2.311 -23.026 -6.792
125 9 2 7 0 0.955 2.310 0.977 2.266 -22.111 -6.003
126 5 6 7 0 0.957 2.317 0.972 2.323 -24.647 -7.952
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127 6 5 7 0 0.963 2.285 0.969 2.333 -24.052 -7.701
128 7 4 7 0 0.961 2.321 0.972 2.312 -23.485 -7.112
129 8 3 8 0 0.958 2.356 0.968 2.322 -22.990 -6.960
130 9 2 7 0 0.965 2.284 0.968 2.327 -22.569 -6.236
131 5 6 7 0 0.945 2.357 0.975 2.316 -24.313 -7.734
132 6 5 7 0 0.954 2.362 0.972 2.322 -23.903 -7.447
133 7 4 7 0 0.951 2.358 0.974 2.291 -23.239 -7.049
134 8 3 7 0 0.962 2.288 0.970 2.311 -23.027 -6.766
135 9 2 7 0 0.961 2.288 0.971 2.287 -22.388 -6.294
136 6 5 7 1 0.944 2.284 0.979 2.335 -24.491 -7.878
137 7 4 8 0 0.944 2.396 0.971 2.326 -23.231 -7.159
138 8 3 6 0 0.965 2.224 0.976 2.278 -22.964 -6.478
139 6 5 7 1 0.944 2.286 0.979 2.341 -24.442 -7.806
140 7 4 8 0 0.935 2.420 0.972 2.316 -23.025 -6.957
141 8 3 6 0 0.966 2.221 0.974 2.284 -22.997 -6.494
142 7 4 7 0 0.963 2.299 0.974 2.300 -23.586 -7.105
143 7 4 7 0 0.954 2.313 0.971 2.314 -23.467 -7.162
144 7 4 7 0 0.954 2.311 0.972 2.310 -23.421 -7.130
145 7 4 7 0 0.954 2.305 0.972 2.317 -23.382 -7.121
146 3 8 7 0 0.933 / 0.972 2.344 -25.471 -8.607
147 11 0 7 0 0.969 2.268 / / -21.234 -5.242
148 5 6 7 0 0.934 2.448 0.972 2.322 -24.271 -7.782
149 6 5 8 0 0.943 2.425 0.969 2.340 -23.828 -7.625
150 9 2 8 0 0.951 2.359 0.973 2.278 -22.127 -6.290
151 4 7 7 1 0.933 2.175 0.978 2.354 -25.495 -8.658
152 6 5 7 1 0.944 2.301 0.979 2.338 -24.531 -7.854
153 9 2 7 1 0.959 2.278 0.985 2.318 -23.063 -6.709
154 10 1 7 1 0.957 2.275 0.994 / -22.393 -6.165
155 5 6 7 0 0.946 2.304 0.970 2.339 -24.476 -7.953
156 6 5 7 0 0.945 2.348 0.971 2.316 -23.903 -7.453
157 7 4 8 0 0.944 2.402 0.971 2.326 -23.217 -7.126
158 9 2 8 0 0.958 2.341 0.968 2.313 -22.379 -6.437
159 1 10 6 1 / / 0.987 2.293 -26.616 -8.949
160 2 9 6 1 0.958 2.105 0.980 2.314 -26.318 -9.054
161 3 8 7 3 / 2.213 1.000 2.360 -26.932 -9.558
162 4 7 7 3 0.930 2.267 1.000 2.340 -26.419 -9.204
163 5 6 6 3 0.961 2.173 1.004 2.327 -25.812 -8.535
164 6 5 7 3 0.946 2.257 1.003 2.374 -25.491 -8.559
165 7 4 7 3 0.932 2.286 1.004 2.362 -24.822 -7.972
166 1 10 7 1 / 2.164 0.979 2.355 -26.877 -9.475
167 2 9 7 2 / 2.173 0.991 2.354 -26.606 -9.372
168 3 8 6 2 0.932 2.136 0.987 2.324 -26.364 -8.930
169 4 7 7 2 0.952 2.222 0.989 2.365 -25.998 -8.967
170 5 6 7 2 0.932 2.304 0.988 2.336 -25.455 -8.408
171 6 5 7 2 0.945 2.293 0.993 2.313 -24.858 -7.981
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172 7 4 6 2 0.957 2.220 0.997 2.264 -24.502 -7.451
173 2 9 6 1 0.932 / 0.990 2.294 -26.032 -8.554
174 3 8 7 1 0.932 2.309 0.980 2.335 -25.904 -8.809
175 4 7 7 1 0.948 2.318 0.983 2.319 -25.285 -8.301
176 5 6 7 2 0.950 2.301 0.987 2.339 -25.617 -8.427
177 6 5 7 1 0.945 2.333 0.990 2.246 -24.129 -7.338
178 2 9 7 1 0.932 2.329 0.981 2.327 -26.342 -9.051
179 3 8 7 0 0.956 2.303 0.974 2.334 -25.454 -8.345
180 4 7 7 2 0.932 2.275 0.989 2.344 -25.898 -8.881
181 5 6 8 1 0.943 2.385 0.980 2.343 -24.867 -8.242
182 6 5 6 1 0.958 2.257 0.990 2.225 -24.443 -7.357
183 2 9 7 2 / 2.190 0.989 2.364 -26.858 -9.501
184 3 8 7 3 / 2.178 0.999 2.373 -26.669 -9.373
185 4 7 7 3 0.932 2.292 1.003 2.340 -26.201 -9.006
186 5 6 7 3 0.931 2.256 1.001 2.354 -25.922 -8.886
187 6 5 7 3 0.955 2.273 0.998 2.354 -25.606 -8.458
188 2 9 7 1 0.932 2.348 0.983 2.317 -26.270 -8.944
189 3 8 7 2 0.932 2.303 0.994 2.337 -26.027 -8.817
190 4 7 7 3 0.932 2.273 1.001 2.346 -26.162 -9.032
191 5 6 7 3 0.931 2.257 0.997 2.373 -25.971 -8.833
192 6 5 6 3 0.967 2.175 0.997 2.365 -25.851 -8.473
193 3 8 7 2 0.931 2.281 0.989 2.339 -26.433 -9.151
194 4 7 8 1 0.932 2.423 0.981 2.329 -25.256 -8.506
195 5 6 7 2 0.946 2.285 0.990 2.331 -25.583 -8.554
196 3 8 7 1 0.933 2.331 0.997 2.339 -26.163 -8.636
197 4 7 7 1 0.950 2.300 0.981 2.328 -25.409 -8.406
198 5 6 6 0 0.963 2.279 0.986 2.236 -24.280 -7.116
199 4 7 7 1 0.934 2.354 0.985 2.282 -24.972 -7.939
200 4 7 6 2 0.961 2.117 0.984 2.338 -26.253 -8.769
201 4 7 7 2 0.931 2.267 1.005 2.369 -26.183 -8.795
202 4 7 7 2 0.954 2.210 1.006 2.382 -26.252 -8.913
203 0 11 6 0 / / 0.977 2.293 -26.565 -9.020
204 8 3 6 3 0.955 2.215 1.011 / -24.624 -7.655
205 2 9 7 0 0.933 2.481 0.975 2.318 -25.773 -8.752
206 3 8 7 1 0.932 2.329 0.979 2.335 -25.998 -8.848
207 6 5 6 3 0.932 2.202 0.998 2.321 -25.460 -8.244
208 4 7 7 4 / 2.216 1.013 2.375 -26.805 -9.521
209 5 6 7 4 0.930 2.255 1.015 2.365 -26.305 -9.181
210 1 10 7 1 / 2.219 0.981 2.345 -26.874 -9.418
211 3 8 7 2 0.931 2.286 1.003 2.357 -26.669 -9.117
212 6 5 7 4 0.931 2.278 1.016 2.367 -25.821 -8.809
213 7 4 7 4 0.932 2.278 1.021 / -25.236 -8.393
214 5 6 7 3 0.931 2.273 1.019 2.377 -26.060 -8.745
215 4 7 7 3 0.931 2.258 1.016 2.375 -26.618 -9.153
216 4 7 7 3 0.930 2.256 1.014 2.382 -26.622 -9.141
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217 3 8 7 3 / 2.188 1.013 2.380 -27.092 -9.504
218 2 9 6 0 0.933 / 0.978 2.297 -25.750 -8.333
219 3 8 7 1 0.939 2.316 0.985 2.337 -25.779 -8.630
220 4 7 8 1 0.932 2.415 0.998 2.351 -25.537 -8.389
221 6 5 6 3 0.931 2.203 1.000 2.328 -25.436 -8.347
222 2 6 7 0 0.937 2.424 0.971 2.335 -21.944 -7.743
223 3 5 8 0 0.937 2.456 0.969 2.338 -21.274 -7.350
224 6 2 8 0 0.940 2.363 0.971 2.285 -19.262 -5.818
225 2 6 7 0 0.937 2.447 0.971 2.333 -21.954 -7.672
226 3 5 7 0 0.938 2.401 0.971 2.318 -21.281 -7.263
227 4 4 8 0 0.939 2.399 0.969 2.338 -20.553 -6.857
228 6 2 8 0 0.940 2.360 0.971 2.292 -19.251 -5.797
Table A.5: Collected data on 229 yttrium clusters optimized with PBE0-D3(BJ)/def2-TZVP.
,
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