Abstract. Caching popular content in the Internet has been recognized as one of the effective solution to alleviate network congestion and accelerate user information access. Sharing and coordinating in cache data placement provide an opportunity to improve system performance. This paper studies cache placement strategies and their performance in hierarchical network environments. A theoretical model is introduced to analyze the access cost of placing a set of object copies in the cache hierarchy, under which the object placement problem is formulated as an optimization problem. The problem is proved to be divided into subproblems, and a dynamic programming algorithm is proposed to obtain the optimal solution. Performance of different caching strategies is evaluated using simulations. It is shown that the proposed algorithm outperforms other cache placement strategies in hierarchical caching systems.
Introduction
Data caching is a widely used technique to improve system performance, i.e. reduce network traffic, alleviate server load and decrease access latency. Danzig et. al. first showed that by providing caches in a hierarchical arrangement, the network bandwidth consumed for file transfer could be significantly reduced [4] . Following these findings, a hierarchical caching system was implemented in the Harvest system [2] .
Coordinating object placement is one of the important issues in hierarchical caching systems. Given a set of caches, their network distances and access frequencies, cache placement and replacement decides which objects should be stored in the caching system and which object should be removed in order to minimize the total access cost [5] .
In this paper, we study the performance of placement strategies for hierarchical caching using both analytical model and simulations. We first setup a theoretical model to analyze the accumulative access cost of cache placement strategies. Then we formulate the object placement problem as an optimization problem. The problem is further proved to be divided into subproblems, thus optimal solution using dynamic programming is proposed. We use simulation to evaluate the performance of different hierarchical caching algorithms. Experimental results show that the proposed strategy outperforms most existing hierarchical caching algorithms.
Related Work
Hierarchical web caching was first proposed in the context of the Harvest [2] project, where a series of caches hierarchically are arranged in a tree-like structure. Requests are first received at the leaf caches and are routed upwards until they reach a cache (or the content server) that stores a copy of the requested document. And then, the object is sent back on the reverse path to the client, each cache on this path gets to store a copy of the object. However, caching redundant object copies may not be an efficient approach and recent work [6, 7, 3] has shown that the scheme can be improved.
Che et. al. [3] analyzed an uncooperative two-level hierarchical caching system where the LRU algorithm is locally run at each cache. On the basis of this analysis, a new algorithm referred to as Filter is proposed. A cache can be viewed roughly as a low pass filter with its cutoff frequency equal to the inverse of the characteristic time. Documents with access frequencies lower than this cutoff frequency will have good chances to pass through the cache without storing a local copy. However, Filter incurs additional complexity as it needs to estimate the request frequency of each requested document in all clients and disseminate this information to all the caches.
Laoutaris et. al. studied several meta algorithms for hierarchical web caching, namely Prob, LCD (Leave Copy Down) and MCD (Move Copy Down) [6] . Comparison of the three algorithms with the LCE and Filter in [7] showed that LCD performs the best under all the studied scenarios. It even appears to perform better than Filter, despite the fact that it is much simpler.
Korupolu et. al. investigated the placement problem for hierarchical cooperative caching, that is, how to fill the available cache space with copies of objects in such a way that average access cost is minimized [5] . Both exact and approximate polynomial-time algorithms were presented. The exact algorithm was based on a reduction to a min-cost flow problem. However, it does not appear to be practical for large problem size.
Tang et. al. proposed a coordinated en-route web caching scheme [11] . In this scheme, cache status information along the routing path of a request is used in dynamically determining where to cache the requested object and what to replace if there is not enough space. The object placement problem is formulated as an optimization problem and the optimal locations to cache the object are obtained using a dynamic programming algorithm. Similar solution can be found in [8] . Their work are the basis of our analysis. 
Hierarchical Caching System
A hierarchical caching architecture is illustrated in Figure 1 . In this architecture, a set of cache servers (proxies) are arranged in a hierarchical tree-like form, with the leaf nodes corresponding to the lowest level caches closest to the end users and the root nodes corresponding to the highest level caches. The caches in the higher level can be shared by the caching proxy servers in the lower level, forming a highly scalable caching hierarchy. User requests travel from a given leaf node towards the root node, until the requested document is found. If the requested document cannot be found even at the root level, the request is redirected to the content server containing the document. When the document is found, it is passed down through the reverse path to the client. Each cache on the reverse path decides to cache the document or not according to a chosen strategy.
We address an important issue in designing hierarchical caching systems: how to appropriately deploy cache objects so that the total user access cost in minimized. In the following sections, we will present a theoretical model to investigate this problem. Figure 2 depicts a scenario of data access in hierarchical caching. A leaf proxy v initiates a query for object O. The query is forwarded to the higher level of the hierarchy, until it is served at a proxy u. Let node 0 be proxy u, node n be proxy v, and node n-1,n-2, · · · , 1 denote the proxies on the path from v to u.
Hierarchical cache placement problem
Let f i be the access frequency of object O observed by node i, i.e. the number of requests for object O passing through v to the number of total requests. When object O is passed down from node 0 to node n, a copy of O can be dynamically placed in some of the proxies along the path. The question is which nodes should cache a copy of object O, so that the total access cost is minimized.
Cache Placement
Cache placement assigns copies of objects to the nodes along the path subject to the cache capacity constraints. The set of nodes which are chosen to cache the object is called a placement of cache copies. We first give a formal definition of placement for hierarchical caching. 
Definition 1 (HiePlacement). Suppose object O is cached in K intermediate
nodes d 1 , d 2 , · · · , d K , where 0 ≤ K ≤ n, and 1 ≤ d 1 < d 2 < · · · < d K ≤ n. The set D K = {d 1 , d 2 , · · · , d K } is
Access cost
The cost that a node fetches the requested data object from a near proxy is called access cost of the object. The access cost can be evaluated by different metrics, i.e. the network delay to fetch the object, the total bandwidth consumed and the communication overhead caused. In this paper, we use network latency to measure the access cost of an object. Please notice that the strategy proposed in the following sections can be also apply to other cost metrics. Assume the access delay is calculated by the hops that the object travels through to serve a query. The access cost of object i depends on: the access frequency to the object, denoted by f i , and the distance to fetch the object, denoted by dist i . Formally the access cost can be expressed as:
(1)
Replacement Cost
As a proxy has limited cache space, when a new object is inserted, one or more objects should be removed from the cache to make room for the new object. If an object is removed, the access cost to it is increased, which is referred to as replacement cost. The replacement cost of an object equals to the total access cost of the evicted objects. We employs a greedy cache replacement strategy in our scheme: each object is associated with a replacement cost value; when cache replacement occurs, the objects with the smallest replacement cost are selected, until sufficient space is created.
Accumulative Access Cost
We now derive the accumulative access cost under a HiePlacement. Consider the scenario of Figure 2 .
Assume each request is satisfied by the closest copy of the requested object. We use a function dist(i, a, D K )(a ≤ i) to calculate the distance from node i to a closest node holding the requested object under HiePlacement D K . If no such node exists, it equals to i−a. Formally, the function can be defined as:
where
According to equation 1, for node i, the access cost to the object is f i · dist(i, a, D K ). We now consider the access cost of all nodes in the path. As shown in the data access model in Figure 2 , requests for O that go through node i must also pass through nodes i -1,i -2,· · · ,1. Let
By placing an object in node i, there is a replacement cost due to cache replacement, denoted by m i . Define a penalty function as:
The accumulative access cost in Figure 2 under HiePlacement D K can be calculated as:
Our objective is to find an optimal HiePlacement, so that the total access cost in equation (3) is minimized. We provide a more general definition of the placement problem as following.
Definition 2 ((a,b)-HiePlacement problem). Given two integers a,b (0 ≤
The (a, b) − HieP lacement problem is: find K and
According to the definition, the object placement problem in Figure 2 is simply a (0, n) − HieP lacement problem.
Solution
Before presenting our solution, we first give the following observation on the objective function. 
Proof. For any µ(1 ≤ µ ≤ K), the set of D K can be divided into three subsets:
According to the definition of dist and penalty, we have:
So,
The following Theorem shows that the optimal HiePlacement can be obtained by solving subproblems. Proof. As D µ is an optimal placement to the (a, d K − 1) − HieP lacement problem, we have
Theorem 2. Assume a, b, K are integers, 0 ≤ a ≤ b and 0
According to Theorem 1, we have
On the other hand, since D K is an optimal placement to the (a, b)−HieP lacement problem,
Combining (6) and (7), we have
Hence, the theorem is proven.
Theorem 2 shows that the problem can be divided into subproblems, thus dynamic programming can be applied to obtain an optimal solution of the problem. Let OP T (a, b, x) be the minimum access cost of the (a, b)−HieP lacement problem and x(x ≤ a) be the closest node to a which holds a copy of the requested object. Let dist(a, x) denote the network distance between node a and node x. We can devise a dynamic programming solution to the (a, b) − HieP lacement problem as follows.
According to section 4.4, the solution of the object placement problem in Figure 2 is OP T (1, n, 0) .
Performance Evaluation

The Simulation Environment
In our simulation, we employ a hierarchical network model similar to [9] . We model the network topology as a tree with L levels. For each node in the tree, if it is not a leaf node, it has a set of children. The number of children of a node is uniformly distributed in the range of [1,M] . A content server resides outside the hierarchy. Assume all queries can be served at the content server.
Each node needs to maintain visit history information. Similar to [10] , we estimate the access probability p i using a "sliding window" of K most reference times as:
, where t is the current time and t K is the time of the K th most recent reference. The length of sliding window is set to 1000, and the value of K is set to 3 in our experiments.
We use synthetic workload to evaluate the performance of the proposed cache replacement policies. The synthetic workload simulates a data set with 10000 items, averaging 25 KB per item. Assume the query arrival rate follows a Poisson process with a mean arrival rate of λ. A Zipf-like distribution is used to model the possibility that a data item is requested [1] . In this model, the access probability
is the skewness parameter of the Zipf-like distribution, indicating the degree of concentration of requests. We assume homogeneous data access pattern in the mobile clients. That is, all client requests follow the same Zipf pattern.
Performance Analysis
We employ two widely used metrics in our performance evaluation: cache hit ratio, and average access delay. Three cache placement algorithms are included for comparison: LCE, Prob and LCD [7] . The proposed algorithm is referred to as "OPT" algorithm in our later analysis. Impact of the Cache Size: We first compare the performance of the different cache schemes under different cache size. Each node in the experiment has a relative cache size, which is the percent of the total size of the total data set, and is varied from 0.25 percent to 1.50 percent in our simulation. Figure 3 compares the cache hit ratio as a function of the relative cache size. As shown in Figure 3(a) , the cache hit ratio of all the cache schemes steady improves as the cache size increases. the cache hit ratio of LCE scheme increases from 0.2 to 0.4 (about 100 percent improvement), and the cache hit ratio of OPT scheme increases from 0.37 to 0.53 (about 43 percent improvement). It also can be seen that LCE has the lowest cache hit ratio in all conditions. Prob performs better than LCE, but does not fare as well as LCD. However LCD, which is considered a simple and efficient cache placement algorithm in hierarchical caching, is not the best in our simulation. OPT obtains the highest cache hit ratio, which is about 10 to 25 percent higher than LCD in most conditions.
Comparison of average access delay is shown in Figure 3 (b). It can be seen that access delay decreases with the increasing cache size. For example, the average access delay of LCE and OPT decrease from 5 down to 3.6 and from 4.1 down to 2.8 accordingly (Figure 3(b) ). LCE has the highest access delay in both workloads. Prob is a little better than LCE. OPT has the lowest access delay, which indicates data access in the OPT scheme is much faster, and an improvement of 20-30 percent is observed.
Impact of the Network Hierarchy Level: Network hierarchy level has a significant impact on the performance of a caching system. The larger the network, the more proxies cooperate in the caching, and the more likely that an object will obtain a hit in the cache. On the other hand, if L is large, a query needs to travel more hops before it reaches the content server. We explore the influence of network topology in this section, with the value of L ranging from 2 to 7. As it is shown in Figure 4 (a), cache hit ratio increases with the number of hierarchical levels increasing, but not as remarkable as the influence of increasing cache size. Again, LCE has the lowest cache hit ratio, and OPT outperforms the other cache schemes. Figure 4 (b) presents the experiment result of average access delay. One can see that the access delay also increases as the number of levels in the hierarchy increases. This is because when L becomes larger, a query generated in the leaf node needs to travel more hops to reach the content server, thus the access delay becomes longer if a query is missed in all caches. The OPT algorithm still achieves the lowest access delay among the cache schemes.
Impact of the Data Access Pattern: Data access pattern can affect the performance of a caching system [1] . As mentioned before, the Zipf skewness parameter α indicates the degree of concentration of file accesses. By changing the value of α, we generate a number of synthetic workloads with different data access patterns to investigate the performance of the various cache replacement strategies. Figure 5 shows the performance when the Zipf skewness parameter varies from 0.9 to 0.65. We can see from the graph that when the Zipf parameter decreases, the performance decrease accordingly. A larger Zipf parameter value means more queries are focused on a set of "hot" data items. As a result, cache replacement policies can easily identify the frequently accessed data items and keep them in the cache. This explains the performance degradation when the data access interest becomes more sparse. Comparing the performance results shown in Figure 5 , we can see that OPT still performs the best under different query patterns.
Conclusion
Coordinating data placement in hierarchical caching system helps to reduce user access cost. The novelty of our work is that we study coordinated cache placement strategies using an analytical model and evaluate their performance in hierarchical network environment. The object placement problem is formulated as an optimization problem and the optimal solution is derived using dynamic programming algorithm. Performance of cache placement strategies are evaluated by simulations, which shows that the proposed algorithm performs well in hierarchical caching system.
