The Gompertz distribution has many applications, particularly in medical and actuarial studies. However, there has been little recent work on the Gompertz in comparison with its early investigation. The problem of analyzing and estimating parameters of bivariate Gompertz distribution with shared frailty is of interest and the focus of this paper. We propose maximum likelihood estimation procedure for a bivariate survival model in which dependence is generated by a gamma distribution. We assume that the bivariate survival times follow bivariate Gompertz distribution and distribution of censoring variable is independent of the two life times. A search of the literature suggests there is currently no bivariate Gompertz distribution with shared frailty.
Introduction
The Gompertz distribution plays an important role in modeling human mortality and fitting actuarial tables. The Gompertz distribution is one of the most important growth models. It has many applications in, for example, medical, biological and actuarial studies.
This distribution was first introduced by Gompertz (1825) . It has been used as a growth model and also used to fit the tumor growth. The Gompertz distribution is related by a simple transformation to certain distribution in the family of distributions obtained by
Pearson. Applications and more recent survey of the Gompertz distribution can be found in Ahuja and Nash (1979) .
In many practical situations, multivariate lifetimes arise frequently, and in these situations it is important to consider different multivariate models that can be used to model such multivariate lifetimes. Multivariate survival model involves sample which consists of clusters or groups. Here we assume that within any given cluster, the lifetimes of different subjects are statistically independent of each other but are not identically distributed.
This basic presumption implies a heterogeneous population.
The notion of frailty provides a convenient way to introduce random effects, association and unobserved heterogeneity into models for survival data. In its simplest form, a frailty model is a random effects model for survival data. The key assumption is that the dependence between two individual life time variables T 1 and T 2 is caused by the frailty representing unobserved common risk factors and conditional on frailty T 1 and T 2 are independent. Because the frailty is not observed, it is assumed to follow some distribution, typically a gamma distribution. An important application of frailty models is in the field of multivariate survival data.
The objective of this paper is to introduce a bivariate Gompertz distribution with shared frailty which is generated by gamma distribution. It is considered as a distribution of the lifetimes of two independent components where each lifetime follows a Gompertz distribution. The dependence in T 1 and T 2 is induced by gamma distributed frailty variable. After integrating out frailty, T 1 and T 2 have a bivariate distribution. Thus the term bivariate Gompertz is used for the dependence generated in T 1 and T 2 after integrating out frailty.
The paper is organized as follows: Section 2 presents the notion of shared gamma frailty model with Laplace transformation. The joint survival function and probability density function of proposed bivariate Gompertz (BVG) distribution after integrating out frailty are derived in Section 3. In this section we introduce the BVG regression model with shared gamma frailty with covariates. Likelihood function with strategy of estimation of parameters is provided in Section 4. Final results of simulation study for 1000 number of samples with different sample sizes are given in Section 5. Finally, the paper ends with a discussion of our findings in Section 6.
Shared Gamma Frailty Model
The shared gamma frailty model was suggested by Clayton (1978) for the analysis of the correlation between clustered survival times in genetic epidemiology. In a shared frailty model, frailty is defined as a measure of the relative risk which individuals in a group share. Thus, the frailty variable is associated with groups of individuals rather than individuals as such. Here we assume that the first and second survival time T 1 and T 2 for each cluster share the same value of the covariates (i.e. X ij =X i ). The conditional hazard model for i-th cluster at j-th, (j = 1, 2) survival time t ij > 0, for given frailty U i = u i has the form:
where U i is the unobserved (random) common risk factor shared by all subjects in cluster i, h 0 (t ij ) is the common baseline hazard function, X i is a vector of observable covariates and β is a vector of unknown regression coefficients.
In a frailty model, it is absolutely necessary to be able to include explanatory variables.
The reason is that the frailty describes the influence of common unknown factors. If some common covariates are included in the model, the variation owing to unknown covariates should be reduced. Common covariates are common for all members of the group. By measuring some potentially important covariates, we can examine the influence of the covariates, and we can examine, whether they explain the dependence, that is, whether the frailty has no effect (or more correctly, no variation), when the covariates are included in the model.
Here exp(X i β) is the factor that gives the subject specific contribution to the hazard.
Model (2.1) is called the shared frailty model because subjects in the same cluster share the same frailty factor. This model induces correlation between survival times of subjects within the same cluster. The model assumes that all failure times are independent given the frailties. In other words, the lifetimes are conditionally independent. The value of the frailty U i is common to the individuals in the group, and thus it is responsible for creating dependence. This dependence is always positive. The conditional survival function in the bivariate case is
where H(t ij ) is the integrated hazard of T ij , (i = 1, 2, ..., n; j = 1, 2). From this, we immediately derive the bivariate survival function by integrating U out
where L(·) is the Laplace transform of the distribution of U. Thus, the bivariate survivor function is easily expressed by means of the Laplace transform of the frailty distribution, evaluated at the total integrated conditional hazard.
The natural parametric distribution to be considered is the Weibull, because it can be used in proportional hazard model as well as accelerated failure time model. Another parametric choice for h 0 (t) leads to life times with a Gompertz distribution function.
A vast literature on human mortality suggests the use of the Gompertz hazard rate to describe the mortality.
Gamma Frailty
One important problem in the area of frailty model is the choice of the frailty distribution. This model was suggested by Clayton (1978) and Oakes (1982) and hence the model is known as Clayton model or Clayton-Oakes model. As the gamma variates are positive, it fits the non-negative criterion of frailties with no transformation. The gamma distribution (we use notation Γ(α, κ) for the two parameter distribution with shape parameter α and scale parameter κ) is one of the most commonly used distributions to model variables that are necessarily positive. Furthermore, it turns out that the assumption that frailty at birth is gamma-distributed yields some useful mathematical results, including
• Frailty among the survivors at any time t is gamma-distributed with the same value of the shape parameter α as at birth. The value of the second parameter, however, is now given by κ(t) = κ + H 0 (t), where H 0 (t) denotes the cumulative baseline hazard function.
• Frailty among those who die at any age t is also gamma-distributed, with the same parameter κ(t) as among those surviving to age t but with shape parameter α + 1.
• The Laplace transform of a gamma-distributed random variable U ∼ γ(α, κ) is of a very simple form:
Gamma distributions have been used for many years to generate mixtures in exponential and Poisson models. The popularity of the model is due to the fact that the model functions are very easy to derive because of the simplicity of the derivatives of the Laplace transform. Later dependence can be estimated from the early observed values using the gamma frailty assumption. The probability density function (PDF) is of gamma distribution as
To make the model identifiable, although we consider two parameter gamma distribution, we restrict that expectation of the frailty equals 1, variance be finite and scale parameter = shape parameter, so that only one parameter needs to be estimated.
Thus the mathematical convenient choice for the distribution of the frailty U is the
with the corresponding density function
The Laplace transform of gamma distribution and unconditional bivariate survivor function are respectively as follows.
and
Since the baseline hazard h 0 (t) is the same for all subjects, the hazard function differences between subjects are due to either the frailty term(the cluster they belong to) or the fixed effects.
Bivariate Gompertz Regression Model With Gamma Frailty
In parametric proportional hazards model we assume a particular parametric function for the baseline hazard h 0 (t). A popular assumption for the baseline hazard corresponds to Weibull distribution. Another parametric choice for h 0 (t) leads to event times with a Gompertz density function.
The baseline hazard corresponds to
with λ > 0, γ ∈ R. For γ = 0 the baseline hazard (3.1) reduces to the exponential hazard.
The corresponding survival function is
We note that for γ > 0, S 0 (t) goes to zero for t → ∞. With γ < 0, S 0 (t) goes to 0 < exp(λγ −1 ) < 1 for t → ∞. Therefore the event never occurs for a proportion exp(λγ −1 ) of the population. We therefore consider the case γ > 0.
In this paper, the two-parameter Gompertz distribution is considered. Let us assume that the independent random variables T 1 and T 2 have Gompertz distribution with parameters λ 1 , γ 1 and λ 2 , γ 2 respectively. In short we say Gomp(λ j , γ j ), (j = 1, 2).
Using (2.1) the resulting regression model
is indeed an extended proportional hazards model conditional on frailty and fixed factors with conditional survival function of the j-th individual in the i-th pair given as
Thus, the conditional probability density function of the random lifetime T ij , (j = 1,2)
of the i-th pair, (i = 1, 2, ...n), takes the following form
where S(t ij |U i , X i ) is the conditional survival function of T ij in i-th pair, which is given in (3.4)
Here value of U is common to two components in a group. When there is no variability in the distribution of U, that is, when U has a degenerate distribution then there is no dependency. When the distribution is not degenerate, the dependence is positive. The value of U can be considered as generated from unknown values of some explanatory variables. Conditional on U = u, the bivariate survival function is
where U follows gamma distribution given in (2.6).
Integrating over U, we get unconditional joint survival function and is given by
For simplicity of expressions, now we will use t ij as t j and x i as x for notations in this section.
The density function corresponding to unconditional joint survival function (3.7) is :
where S θ (t 1 , t 2 ) is given in eqn (3.7)
Now S θ (t 1 , t 2 ) be the bivariate joint unconditional survival function that is absolutely continuous with margins S θ (t 1 , 0) and S θ (0, t 2 ). Consequently, the conditional survival function of T 2 given T 1 = t 1 is
where
Thus (3.9) becomes
let S θ (t 1 , 0) = 1 − y 1 then t 1 is given by the expression
let S θ (T 2 |T 1 = t 1 ) = 1 − y 2 then t 2 is given by the expression
Estimation of the Parameters
Some of the lifetimes are censored because it is not possible to wait until failure of all individuals in the sample. For the bivariate life time distribution, we consider univariate censoring scheme given by Hanagal (1992a Hanagal ( , 1992b because the individuals do not enter at the same time and withdrawal or death of an individual will censor both life times of the components. Here the censoring time is independent of the life times of both components.
This assumption is sufficient for the distribution of the event times to be identifiable in inference from the censored data (Fleming and Harrington, 1991) .
We consider censoring time (W) is univariate random right censoring type for both failure times T 1 and T 2 . To the best of our knowledge, nobody has considered maximum likelihood estimation of parameters of a bivariate Gompertz distribution under random censoring with covariates. We first give estimation procedure for bivariate Gompertz shared frailty model (3.8).
Suppose that there are n independent pairs of components under study and i-th pair of the components have life times (t i1 , t i2 ) and a censoring time (w i ). The life times associated with i-th pair of the components are given by
Let I 1 , I 2 , I 3 , I 4 , denote the following sets I 1 = {i : t i1 ≤ w i and t i2 ≤ w i }, I 2 = {i : t i1 ≤ w i and t i2 > w i }, I 3 = {i : t i1 > w i and t i2 ≤ w i },
Discarding factors which do not contain any of the parameters, we want to estimate the parameters in the proposed model. Now the contribution of the j-th individual in the i-th pair of the likelihood of the sample of size n based on the density function (3.8) and survival function (3.7) is given by
Let n 1 , n 2 , n 3 and n 4 respectively, denote the random number of observations observed to fall in the sets I 1 , I 2 , I 3 and I 4 . f i1 is the pdf with respect to Lebesgue measure in R 2 and f i2 and f i3 are the pdf with respect to Lebesgue measure in R 1 in their respective regions.
Now the logarithm of the likelihood is given by log L = n 1 log(1 + θ) + (n 1 + n 2 ) log λ 1 + (n 1 + n 3 ) log λ 2 + 2β
We can then maximize the marginal log-likelihood (4.4) with respect to ζ = (λ 1 , λ 2 , γ 1 , 
The inverse of the observed Fisher information matrix (4.5) is the observed variance-
Simulation Study
We generated 1000 samples each of size n = 50, 60, 75, 100, 150, and 200 from BVG regression model and obtained MLEs of the parameters using Newton-Raphson procedure.
We observed from the simulation study in Table 1 When sample is highly censored, its size is very small, and there are more number of parameters in the model, the probability of convergence of the estimates of the parameters is very less.
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