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Aufwand und das l ¨  stige Problem der Implementierungsfehler lieβen bald den Wunsch entstehen,a
die Aufgabe des Compiler-Schreibens zu automatisieren.
D i e I d e e d e r a u t o m a t i s c h e n K o n s t r u k t i o n v o n C o m p i l e r n e n t s t a n d w o h l s c h o n b a l d n a c h d e r
Pr ¨  sentierung der ersten Compiler selbst; man kann diese Entwicklung etwa seit der ersten H ¨  lfte dera a
60-er Jahre verfolgen. In [FeG 68] findet sich eine Zusammenstellung der bis zu dieser Zeit be-
 kanntgewordenen Entwicklungen auf dem Gebiet der automatischen Erzeugung von Compilern. Es
wird hier der Begriff der “Translator Writing Systems” (TWS) eingef ¨  hrt; damit wird eine neueu
 Klasse von (System-) Programmen definiert, die ¨ ber das hinausgeht, was ansonsten als Compiler-u
Writing T ol verstanden werden kann. (Als ein solches T ol k ¨  nnte man etwa auch einen Editor zuro o o
 Quelltextaufbereitung verstehen.)
In der zweiten H ¨  lfte der 60-er Jahre kam es z u w e i t g e h e n d e n F r t s c h r i t t e n i n d e r T h e o r i e vona o
Syntax und Semantik von Programmiersprachen, so mit der Definition der LR(k)-Sprachen und den
a t t r i b u t i e r t e n G r a m m a t i k e n , d i e s i c h a l s l e i s t u n g s f ¨  h i g e s M i t t e l z u r B e s c h r e i b u n g d e r s t a t i s c h e na
Semantik einer Programmiersprache erwiesen haben.
P rallel zu den Ergebnissen auf dem Gebiet der formalen Beschreibungsmittel f ¨  hrten F rtschrittea u o
 in der Programmiersystematik und –methodik auf dem Gebiet des Compilerbaus zu einer schemati-
s c h e n G l i e d e r u n g e i n e s C o m p i l e r s i n l o g i s c h u n a b h ¨  n g i g e T i l e , d i e d i e Q u e l l s p r a c h e n - E i n g a b ea e
nacheinander in eine F lge von Zwischenergebnissen ¨ berf ¨  hren, an deren Ende das gew ¨  nschteo u u u
Zielsprachenprogramm steht. Diese schematische Gliederung l ¨  βt sich durch nachfolgendes Bild 0.1a
veranschaulichen.
In der lexikalischen Analyse (der entsprechende Compilerteil wird ¨ blicherweise Scanner genannt)u
w e r d e n d i e Z e i c h e n d e r Q u e l l s p r a c h e n - E i n g a b e z u K l a s s e n v o n ( G r u n d - ) S y m b o l e n z u s a m -
mengefaβt. Die vom Scanner erzeugte Symbol-F lge ist Eingabe f ¨  r die syntaktische Analyse (deno u
P r s e r o d e r Z e r t e i ler); der P rser ¨ berpr ¨  ft die Eingabe auf syntaktische Korre k t h e i t u n d m e l d e ta a u u
einen Fehler genau dann, wenn die Eingabe nicht aus der Sprache ist.
P rallel zur syntaktischen Analyse wird ein (m ¨  glicherweise nur konzeptionell vorhandener) Syntax-a o
baum erzeugt, auf dem w ¨  hrend der sich anschlieβenden semantischen Analyse die statische Seman-a
tik des Eingabe-Programms berechnet werden kann. Hier wird auβerdem umfangreiche V rbereitungo
 zur Generierung von Code vorgenommen; dadurch wird die sich anschlieβende Code-Generierung
erm ¨  glicht und u.U. wesentlich vereinfacht bzw. die Qualit ¨  t des generierten Codes verbessert.o a
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Die Arbeit des Compilerschreibens wird durch eine solche Aufteilung in unabh ¨  ngige T ilkompo-a e
 nenten wesentlich erleichtert und zugleich sicherer; die Entwicklung eines Compilers wird auch (bei
t r a d i t i o n e l l e r V r g e h e n s w e i s e ) d a d u r c h b e s c h l e u n i g t , d a β d i e K o m p o n e n t e n n a c h g e e i g n e t e ro
Schnittstellen-Definition (zeitlich) parallel entwickelt werden k ¨  nnen.o
QS-Programm (als Zeichenfolge)|
________V_______| LEXIKALISCHE ||   ANALYSE    |________________
v
QS-Programm (als Symbolfolge)|
________V_______| SYNTAKTISCHE ||   ANALYSE    |________________
v
konkreter Syntaxbaum|
_______V_______| SEMANTISCHE ||   ANALYSE    |________________
v
attributierter Syntaxbaum|
______V______|   CODE    || ERZEUGUNG |_____________
v
Maschinenprogramm
            
Abb. 0.1: V rtikale Fragmentierung eines Compilers. (aus [Gan 76] nach McK 74])e
¨D a n e b e n e r g i b t d i e s e M e t h o d e d e s “ v e r t i k a l e n F r a g m e n t i e r e n s ” [ M c K  7 4 ] a u c h A n s a t z e z u r
automatischen Erzeugung der Komponenten eines Compilers. Die V rgehensweise ist hier nun die,o
daβ jede Komponente des Compilers durch eine geeignete Beschreibung spezifiziert und diese Be-
s c h r e i b u n g d u r c h e i n e n z u g e h ¨  r i g e n G e n e r a t o r i n e i n e i n e i n e m C o m p i l e r v e r w e n d b a r e F r mo o
¨ b e r g e f ¨  h r t w i r d . A l s g r o b e n A u f b a u e i n e s C o m p i l e r - G e n e r i e r e n d e n S y s t e m s ( C G S ) e r h ¨  l t m a nu u a
damit die in Bild 0.2 dargestellte Struktur.
Entsprechend der dort angege b e n e n G l i e d e r u n g z e rf ¨  llt ein Compiler-Generator in die folgendena
 Einzel-Generatoren:
 – den Scanner-Generator,
der mithilfe der durch regul ¨  re Ausdr ¨  cke spezifierten lexikalischen Einheiten dera u
 Programmiersprache einen Scanner generiert,
– den P rser-Generator,a
der die syntaktische Analyse eines Quellprogramms generiert,
sowie
– Generatoren,
die (in Abh ¨  ngigkeit von dem gew ¨  hlten V rfahren zur Syntaxanalyse) die (Organi-a a e
 sation der) Berechnung der semantischen Attribute zur Compile-Zeit erzeugen.
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Nach anf ¨  nglichen V rsuchen, zumindest f ¨  r die Implementierung von T ilen eines Compilers (z.B.a e u e
 Scanner oder P rser) eine Rechnerunterst ¨  tzung zu erhalten, bewegte sich die Entwicklung auf dema u
G e b i e t d e r C o m p i l e r - E r z e u g u n g n u n i n R i c h t u n g a u f v o l l s t ¨  n d i g e S y s t e m e , d i e ( m ¨  g l i c h s t ) a l l ea o
Komponenten eines Compilers automatisch erzeugen sollten; eine Zusammenstellung existierender
Systeme findet sich in [MeN 82].
Alle Systeme unterscheiden sich stark in ihrer Leistungsumfang (Y CC [Joh 76] etwa ist eigentlichA
nur ein LALR(1)-P rsergenerator und wird erst in V rbindung dem LEX-System zu einem CGS,a e
wobei die M ¨  glichkeit zur Attributierung recht eingeschr ¨  nkt ist, GAG [KHZ 82] – ¨ hnlich struk-o a a
turiert – ist dagegen auf die Generierung leistungsf ¨  higer Attributauswerter ausgerichtet) und in ihrera
A n w e n d b a r k e i t b z w . i h r e r V r f ¨  g b a r k e i t ( [ L e B  7 4 ] b e t o n e n , d a β d a s d o r t v o r g e s t e l l t e S y s t e me u
sowohl “anwendbar” als auch “portabel” sei) und auch in ihrem Bedienungskomfort.
______________      ____________|LEXIKALISCHE| <--- |SCANNER-  | <--- Symboldefinitionen|  ANALYSE   |      |GENERATOR |______________ ____________
______________      ____________|SYNTAKTISCHE| <--- |PARSER-   | <--- kontextfreie Grammatik|  ANALYSE   |      |GENERATOR |______________ ____________
______________|SEMANTISCHE | <--+ ____________|  ANALYSE   |    | |GENERATOR |______________  ____________|-|    DER   |<--- Attribute,semantische
______________    | |ATTRIBUT- |     Aktionen,Hilfsprogramme|CODE-       | <--+ |BERECHNUNG|____________|ERZEUGUNG   |______________
            
Abb. 0.2: Grob-Struktur eines Compiler-Generierenden Systems (aus: [Gan 76]).
Abgesehen von weiteren Unterschieden in ihrer Struktur und den verwendeten V rfahren weisene
 jedoch die meisten existierenden Compiler-generierenden Systeme den (wohl entscheidenden) Nach-
t e i l a u f , d a β s i e a u s s c h l i e β l i c h a u f s p e z i e l l e n M a s c h i n e n l a u f f ¨  h i g s i n d , i n d e r R e g e l a u f d e ra
Maschine, auf der sie – zumeist in der jeweiligen System-Programmiersprache (oder einer anderen,
s p e z i e l l f ¨  r d i e s e A u f g a b e e n t w i c k e l t e n u n d m e i s t e b e n f a l l s n i c h t ¨ b e r t r a g b a r e n P r o g r a m m i e r -u u
s p r a c h e ) i m p l e m e n t i e r t w u r d e n . W n n s i e ¨ b e r h a u p t a l s a u f a n d e r e M a s c h i n e n ¨ b e r t r a g b a re u u
angesehen werden k ¨  nnen, so ist dies zumeist nur unter sehr groβen Anstrengungen m ¨  glich; dieseo o
Aussage gilt weitgehend ebenfalls f ¨  r die von diesen Systemen generierten Compiler.u
Ausgangspunkt f ¨  r die Entwicklung von POCO (P rtable Compiler Generator) ist das an der TUu o
M ¨  nchen entwickelte System MUG1; POCO sollte zun ¨  chst nur die P rtabilit ¨  t (des Generators) si-u a o a
 chern. Aus diesem Ansatz zu POCO ergaben sich die folgenden, weitergehenden Zielsetzungen, die
in dieser Arbeit untersucht werden:
– ausgehend von bekannten V rfahren soll ein Compiler-generierendes System ent-e
w i c k e l t w e r d e n , d a s h i n s i c h t l i c h d e r ( f ¨  r d i e P r a x i s r e l e v a n t e n ) M ¨  c h t i g k e i t d e ru a
z u g r u n d e l i e g e n d e n V r f a h r e n , s e i n e r B e n u t z b a r k e i t u n d s e i n e r S i c h e r h e i t e i n e me
modernen Stand entsprechen soll
¨
– das System soll von Grund auf so angelegt sein, daβ eine Ubertragung sowohl des
Systems selbst als auch der generierbaren Compiler m ¨  glich und praktikabel isto
¨
– d i e g e n e r i e r t e n C o m p i l e r s o l l e n – u n t e r B e r ¨  c k s i c h t i g u n g d e r U b e r t r a g u n g s -u
problematik – den zu fordernden Effizienzkriterien gen ¨  gen.u
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D a s H a u p t g e w i c h t s o l l i n d i e s e r A r b e i t d a r a u f g e l e g t w e r d e n , e i n e M e t h o d e d a f ¨  r z u fi n d e n ,u
Compiler zu erzeugen, die tats ¨  chlich – und mit vertretbarem Aufwand – auf verschiedene realea
 Maschinen ¨ bertragen werden k ¨  nnen; diese Methode soll in gleicher W ise dazu geeignet sein, dieu o e
¨Ubertragung des Compiler-Generators selbst zu erm ¨  glichen.o
In der V rgangenheit war man in diesem Zusammenhang der Ansicht, daβ diese Aufgabe – wenne
man zun ¨  chst von der Sonderrolle der Compiler hinsichtlich ihres Back-Ends, der Code-Generierunga
f ¨  r eine bestimmte Maschine, absieht – durch die V rwendung einer h ¨  heren Programmierspracheu e o
z u r I m p l e m e n t i e r u n g d e s P r o g r a m m s “ C o m p i l e r ” ( b z w . “ C o m p i l e r - G e n e r a t o r ” ) g e l ¨  s t w e r d e no
k ¨  nnte. Wir werden diesen Ansatz unter sehr pragmatischen Gesichtspunkten untersuchen; dabeio
 wird sich zeigen, daβ sich in der Praxis z.T. un ¨  berwindliche Schwierigkeiten ergeben. Im ¨ brigenu u
e r s c h e i n t e s f r a g l i c h , o b e s z u l ¨  s s i g i s t , v o n e i n e m p o r t a b l e n g e n e r i e r t e n C o m p i l e r s p r e c h e n z ua
d ¨  r f e n , w e n n d i e s e r z u r E r l a n g u n g d e r E i n s a t z f ¨  h i g k e i t e i n e s a n d e r e n , s c h o n e x i s t i e r e n d e nu a
C o m p i l e r s a u f d e r Z i e l m a s c h i n e b e d a r f ; h a n d e l t e s s i c h b e i d e r Z i e l m a s c h i n e n ¨  m l i c h u m e i n ea
“nackte” Maschine, f ¨  r die erst W rkzeuge (eben Compiler) erzeugt werden sollen (diese Situationu e
 ist wohl typisch f ¨  r die V rwendung eines CGS), so ist der erzeugte Compiler f ¨  r diese Maschineu e u
 zun ¨  chst wertlos. Die in dieser Arbeit vorgeschlagene V rgehensweise wird daher im wesentlichena o
¨darin bestehen, eine bekannte Methode zur Ubertragung von Compilern zu verwenden und diese auf
der (Generator-System-) Ebene auszunutzen.
¨U n a b h ¨  n g i g v o n d e r U b e r t r a g u n g s p r o b l e m a t i k b l e i b t j e d o c h d i e N o t w e n d i g k e i t b e s t e h e n , e i n ea
geeignete Implementierungssprache f ¨  r das CGS zu finden; hier soll speziell eine L ¨  sung gefundenu o
werden, die auch f ¨  r die Arbeit mit dem CGS (bei der Generierung von Compilern) verwendbar ist.u
Diese Arbeit unterscheidet sich von anderen vor allem in der Hinsicht, daβ eine L ¨  sung der in dero
Praxis existierenden Probleme angestrebt wird; dies ¨ uβert sich auch darin, daβ empirische Ergeb-a
nisse f ¨  r unsere L ¨  sung zugrundegelegt wurden. Gerade wegen dieser Praxisorientierung (und deru o
 V i e l z a h l u n t e r s c h i e d l i c h e r T i l a u f g a b e n ) w u r d e f ¨  r d i e A r b e i t e i n e i n f o r m a l e D a r s t e l l u n g s w e i s ee u
gew ¨  hlt.a
Die Gliederung der Arbeit sei hier kurz zusammengefaβt: Nach einer knappen Zusammenstellung
grundlegender Definitionen und V rfahren, werden wir die Zieldefinition f ¨  r ein praktikables Compi-e u
¨ler-Generierendes System angeben. Eine allgemeine Untersuchung der Probleme der Ubertragbarkeit
und die W hl einer f ¨  r unsere Zielsetzung geeigneten Implementierungssprache behandeln wir ina u
 eigenen Abschnitten. Die Ergebnisse dieser Untersuchungen beeinflussen die konkrete Realisierung
¨des CGS, die wir anschlieβend beschreiben; das konkret gew ¨  hlte Ubertragungsverfahren wendena
wir danach auf unsere Situation an. Die beiden letzten Abschnitte besch ¨  ftigen sich mit den Kompo-a
nenten einer Generierungsumgebung sowie der V rbesserung der Qualit ¨  t der generierten Kompo-e a
¨nenten unter besonderer Ber ¨  cksichtigung des Ubertragungsverfahrens.u
Im Anhang wird insbesondere die Generator-Eingabesprache und die Bedienung des Generators in
zwei wichtigen Umgebungen zusammenfassend dargestellt. Eine Beispieleingabe dient zur V ran-e
schaulichung.
Eine Implementierung des Compiler-Generierenden Systems in der beschriebenen F rm liegt (soweito
in einigen wenigen Punkten nicht ausdr ¨  cklich vermerkt) vor; T ile des Gesamtsystems wurden auchu e
a l s A u f g a b e n i m R a h m e n d e s F r t g e s c h r i t t e n e n - P r o g r a m m i e r p r a k t i k u m s a n d e r U n i v e r s i t ¨  t d e so a
Saarlandes implementiert. Ebenso wurde die Generierung eines kompletten Compilers als Projekt im
Rahmen eines solchen Praktikums durchgef ¨  hrt.u
Seit der Fertigstellung des Systems wurde POCO in verschiedenen Projekten eingesetzt und konnte
dabei seine Leistungsf ¨  higkeit und seine Stabilit ¨  t unter Beweis stellen. Die Anwendungsgebietea a
 reichen dabei vom konventionellen Compilerbau ¨ ber Analysatoren der Qualit ¨  t von Programmenu a
bis hin zu eher untypischen V rwendungen wie der Analyse von Bildschirmeingabedaten. Auch vone
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k o m m e r z i e l l e n A n w e n d e r n w u r d e P O C O e r f o l g r e i c h e i n g e s e t z t , s o a u c h z u r G e n e r i e r u n g e i n e s
Compilers f ¨  r eine Programmiersprache f ¨  r Speicherprogrammierbare Steuerungen (SPS).u u
Das POCO-System wird akademischen Institutionen gegen eine nominelle Geb ¨  hr zur V rf ¨  gungu e u
 gestellt; es kann vom Autor ¨ ber die Universit ¨  t des Saarlandes, F chbereich Informatik, Lehrstuhlu a a
Prof. Dr. R.Wilhelm bezogen werden. Kommerzielle Interessenten werden an die Firma meta-level
software GmbH, Saarbr ¨  cken, verwiesen.u
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Kap. 1: Definitionen und Grundlagen.
I n d i e s e m A b s c h n i t t g e b e n w i r g r u n d l e g e n d e D e fi n i t i o n e n u n d V r f a h r e n a n , d i e f ¨  r d i e K o n -e u
struktion des Generator-Systems ben ¨  tigt werden. Wir beschr ¨  nken uns auf eine knappe Zusammen-o a
s t e l l u n g d e r w e s e n t l i c h s t e n P u n k t e , d i e w i r ( a u c h w e g e n d e r a n g e s t r e b t e n P r a x i s o r i e n t i e r u n g )
weitgehend nur als Sprachregelung verwenden werden.
1.1  Kontextfreie Grammatik.
Def. 1.1.1: (kontextfreie Grammatik)________
Eine kontextfreie Grammatik ein (CFG) ist ein T pel G = (N, T, P, X’)u
mit:
N : endliche nicht-leere Menge von Nonterminals
T : endliche nicht-leere Menge von T rminalse
*P : endliche Menge von Produktionen mit P ∈ N × (N ∪ T)
X’: Axiom, X’ ∈ N.
Die Elemente aus N ∪ T heiβen Grammatiksymbole; es gilt N ∩ T = ∅.
Wir notieren eine Produktion p ∈ P in der F rm: p : X → X , …, Xo 0 1 n
 Def. 1.1.2: (Satzform, Ableitung, Satz)________
Sei G = (N, T, P, X’) CFG. Eine Satzform wird definiert durch:
1. X’ ist eine Satzform.
2. Ist uvw eine Satzform und ist v → v’ ∈ P, dann ist auch uv’w eine Satzform.
Wir nennen uv’w direkt ableitbar von uvw, in der Notation:____ _______ _
 uvw ⇒ uv’w.
*( = > notiert die reflexive, transitive H ¨  lle von ⇒ )u
kEine Ableitung in G von u nach v der L ¨  nge k (u = > w) ist eine F lge von Satzformen v , v , …, va o 0 1 k
 mit
u = v , w = v und v ⇒ v f ¨  r 1   i   k.u0 k i-1 i
 *
 Ist w ∈ T , dann heiβt die Ableitung terminal, w Satz.
Def. 1.1.3: (von G erzeugte Sprache)________
* *Sei G CFG.  L(G) := { w | X’ = > w, w ∈ T } heiβt die von G erzeugte Sprache.
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Def. 1.1.4: (Chomsky-reduziert)________
Sei G = (N, T, P, X’) CFG.
G heiβt Chomsky-reduziert (kurz: reduziert) genau dann wenn:
* *1. f ¨  r alle X ∈ N gibt es x,y ∈ (N ∪ T) mit X’ = > xXy.u
* *2. f ¨  r alle X ∈ N gibt es w ∈ T mit X = > w.u
Def. 1.1.5.: (ε-Nonterminal)_________
Sei G CFG. Wir nennen ein Nonterminal, das nur in einer Produktion auf der linken Seite steht,
deren rechte Seite leer ist, ein ε-Nonterminal.
Def. 1.1.6.: (FIRST)_________
Sei G CFG, A ∈ N ∪ T.
* *FIRST (A) := { u | (A = > uw und |x| = k) ∨ (A = > u und |x| < k) }k
Def. 1.1.7.: (LR(k)- Grammatik)_________
Sei G = (N, T, P, X’) CFG. G erf ¨  llt die LR(k)-Eigenschaft, falls (mit ⇒ Rechtsableitung) ausu __ _ _________ ______ _ _
 *1. X’ = > uA ⇒ uzw   undw
*2. X’ = > vBx ⇒ uzy   und
3. FIRST (w) = FIRST (y)k k
folgt, daβ u=v, A = B und x = y.
1.2  LR-P rser.a
 Die syntaktische Analyse eines mit POCO generierten Compilers wird durch (eine V riante der) de-a
terministischen bottom-up shift-reduce P rser erfolgen. Wir gehen daher kurz auf diese Analyse-a
 technik ein; wir betrachten speziell LR-P rser mit einem 1-Symbol-Lookahead.a
Ein LR-P rser besteht aus einer Eingabe, einem P rse-Stack und einer P rse-T fel, in der die P rse-a a a a a
 Aktionen beschrieben sind, die durch den dazugeh ¨  rigen Treiber ausgef ¨  hrt werden; Bild 1.1 zeigto u
den Aufbau eines LR-P rsers:a
  
 Eingabe
+----+-----+----+----+---+
Parse-    | a1 | ... | ai |... |an |
Stack     +----+-----+----+----+---+
^
+---+               ||sm |<--       +----------------------------+
+---+   \      |              +----------+  ||   |    \     |              | Parse-   |  ||   |     -----|  Treiber     | Tabelle  |  ||   |          |              +----------+  ||   |          +----------------------------+
+---+
            
Abb. 1.1: Aufbau des LR-Parsers.
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 Die Eingabe wird zeichenweise von links nach rechts gelesen. Der P rse-Stack enth ¨  lt ein W rt dera a o
 F rmo
s X s ... X s0 1 1      m m
            wobei s Zust ¨  nde (“states”) des Treibers und X Grammatik-Symbole sind; der oberste Zustand imai i
P rse-Stack s heiβt aktueller Zustand.a m
D i e P r s e - T b e l l e e n t h ¨  l t d i e W r t e d e r A k t i o n s f u n k t i o n A C T I O N u n d d e r Z u s t a n d ¨  b e r g a n g s -a a a e u
f u n k t i o n G O T O . F ¨  r A C T I O N ( s , a ) ( m i t s Z u s t a n d , a E i n g a b e z e i c h e n ) g i b t e s e i n e n d e ru m i m i
 m ¨  glichen W rte:o e
 s h i f t s schreibe a auf den P rse-Stack, bewege den Eingabe-Zeiger um eine Stelleai
rechts; s ist n ¨  chster Zustanda
r e d u c e r reduziere nach Regel Nr. ii
a c c e p t akzeptiere die soweit gelesene Eingabe
e r r o r Fehler
Die Gotofunktion liefert zu einem Zustand s und einem Nonterminal A als Ergebnis einen Zustand:m
GOTO (s ,A) = s’ .m m
Eine Konfiguration eines LR-P rsers ist ein P ar, dessen erste Komponente den Inhalt des P rse-a a a
 Stacks und dessen zweite Komponente die noch nicht gelesene Eingabe beschreibt:
(s X s … X s , a a … a )0 1 1      m  m    i  i+1    n
 D e r n ¨  c h s t e S c h r i t t d e s P r s e r s w i r d b e s t i m m t d u r c h d a s a k t u e l l e E i n g a b e z e i c h e n a u n d d e na a i
aktuellen Zustand s und der in der ACTION-T belle codierten P rse-Aktion; die Konfigurations-a am
¨Uberg ¨  nge (entsprechend den vier m ¨  glichen ACTION-Eintragen) sind dann:a o
1. falls ACTION (s ,a ) = shift s, dann (s X s … X s a s, a … a )____m i 0 1 1      m  m  i     i+1    n
 2. falls ACTION (s ,a ) = reduce A → w, dann______m i
(s X s … X s A s , a a … a ) wobei r = |w| und s = GOTO0 1 1 m-r m-r    i i+1 n
 (s , A).m-r
3. falls ACTION (s ,a ) = accept, dann akzeptiere, der Treiber stoppt._____m i
(damit der P rser deterministisch arbe i t e n k a n n , m u β d a s E n d e d e r Eingabe markierta
sein)
4. falls ACTION (s ,a ) = error, dann hat der P rser einen Fehler erkannt und st ¨  βt u.U.___ a o_m i
eine geeignete Fehlerbehandlung an.
Der LR-P rser startet in der Anfangskonfigurationa
(s , a a … a )0 1 2  n
 s ist ein ausgezeichneter Zustand, der Startzustand.0
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Es gibt verschiedene Arten von shift-reduce-P rsern; f ¨  r alle gemeinsam gilt, daβ ihre ACTION-a u
 T belle die oben beschriebenen m ¨  glichen Eintr ¨  ge enth ¨  lt. Die verschiedenen P rser unterscheidena o a a a
 sich jedoch stark in ihrem Umfang sowie in den einzelnen Eintr ¨  gen.a
1.3  Attributierte Grammatiken.
E i n e a t t r i b u t i e r t e G r a m m a t i k ( A G ) i s t e i n e k o n t e x t f r e i e G r a m m a t i k , d i e u m d i e A n g a b e v o n
Attributen und semantischen Aktionen erweitert ist; durch diese Erweiterung kann die “Bedeutung”
eines Satzes der Sprache spezifiziert werden. Jedem Grammatiksymbol ist eine Menge von Attribu-
ten zugeordnet. Die Beziehung zwischen V rkommen von Attributen in Produktionen wird durch dieo
semantischen Aktionen beschrieben.
Def. 1.3.0.: (attributierte Grammatik)_________
Wir nennen G = (N, T, S, A, P, X’) eine attributierte Grammatik,A
wobei :
N, T, P, X’ : wie in G, G CFG.
S : endliche Menge der semantischen Aktionen
A : endliche Menge der semantischen Attribute.
Def. 1.3.1: (Attribute)________
F ¨  r jedes X ∈ N ∪ T existiert die Attribut-Menge A(X).u
Es gilt:     A(X) = I(X) ∪ D(X)
mit: I(X) := Menge der inherited- (ererbten) Attribute
D(X) := Menge der derived- (berechneten, abgeleiteten) Attribute
wobei: 1) I(X) ∩ D(X) = ∅
2) I(X’) = ∅
3) I(X) = ∅, f ¨  r alle X ∈ T.u
A := ∪ A(X ), X ∈ N ∪ T heiβt Menge der Attribute von G.i i
 Def. 1.3.2: (Attributvorkommen)________
Wir nennen (a,k) Attributvorkommen in p ∈ P, p : X → X , …, X falls a ∈ A(X ), 0   k   n.0 1 n k
 Def. 1.3.3: (semantische Aktion)________
F ¨  r jedes p ∈ P gibt es eine Menge S(p); S(p) heiβt die Menge der semantischen Aktionen von p.u
Es gilt:
F ¨  r jedes derived-Attributvorkommen (a,k), k = 0, … ,nu
f ¨  r jedes inherited-Attributvorkommen (a,k), k = 1, … ,nu
pgibt es eine semantische Aktion s (a,k) ∈ S(p), die aus den Attributvorkommen in p einen W rte
f ¨  r (a,k) berechnet.u
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Def. 1.3.4: (Attribut-Abh ¨  ngigkeiten)_______ a_
pSei p : X → X , …, X ∈ P, s (a,k) eine semantische Aktion ∈ S(p).0 1 n
 p p
 Dep (a,k) := { (a’,k’) | (a’,k’) ist Argument in s (a,k) }
heiβt Menge der Attribut-Abh ¨  ngigkeiten zu (a,k).a
Eine vorteilhafte F rm der Darstellung der Produktionen einer attributierten Grammatik (speziello
 dann wenn die Auswertung der Attribute von links nach rechts erfolgen soll) liefert folgende V r-o
 gehensweise:
 p• wir indizieren jede semantische Aktion s (a,k) mit einem Symbol einer Menge S; wir
b e t r achten jedes Element aus S hinsicht l i c h d e r A t t r i b u t e w i e e i n G r a m m a t i k s y m b o l ,
pindem die (Eingangs- und Ausgangs - ) P r a m e t e r - P sitionen von s als inherited- unda o
derived- Attribute betrachtet werden.
• die Symbole der semantischen Aktionen werden an den Stellen der rechten Seite der
Produktion geschrieben, an denen sie ausgefuhrt werden sollen; hinsichtlich der Syntax
werden sie als ε-Nonterminals angesehen.
• alle Symbole von G werden durch eine Liste von Attributen erg ¨  nzt, wobei f ¨  r jedesa u
 Attribut angegeben wird, ob es inherited (inh) oder derived (der) ist; die Benennung der__ ___ _
Attribute ist beliebig, da allein die P sition des Namens den W rtebereich des Attributso e
beschreibt; gleiche Namen bedeuten eine W rt ¨  bergabe.e u
 Eine Produktion p einer attributierten Grammatik l ¨  βt sich dann so schreiben:a
Notation 1:
p : X (inh a , a , …, a ;der b , b , …, b ) —>___ ___0 01 02  0k0  01 02  0k’0
 X (inh a , a , …, a ;der b , b , …, b )___ ___
 1 11 12  1k1  11 12  1k’1
 :
:
X (inh a , a , …, a ;der b , b , …, b )___ ___
 n n1 n2  nkn  n1 n2  nk’n
 mit X ∈ N ∪ T ∪ S  und ki = 0 f ¨  r X = X’ oder X ∈ T.ui i
Im allgemeinen erfolgt die Berechnung der Attribute anhand des Syntaxbaums, wobei die in der AG
d e fi n i e r t e n A t t r i b u t - A b h ¨  n g i g k e i t e n d i e d a z u n o t w e n d i g e n V r f a h r e n f e s t l e g e n . W i c h t i g f ¨  r d i ea e u
M ¨  glichkeit der Attributauswertung parallel zur Syntaxanalyse ist die folgende Definition:o
Def. 1.3.5: (L-Attributiertheit)________
Eine at t r i b u t i e r t e G r a m m a t i k h e i β t L - a t t r i b u t i e r t , w e n n f ¨  r j e d e Produktion p : X → X … Xu 0 1 n
 folgende Bedingungen erf ¨  llt sind:u
p1. Dep (a,k) ⊆ I(X ) ∪ D(X ) ∪ … ∪ D(X ) f ¨  r 1 <= k <= n, a ∈ I(X )u0 1 k-1 k
p2. Dep (a,0) ⊆ I(X ) ∪ D(X ) ∪ … ∪ D(X ) f ¨  r a ∈ D(X )u0 0 n 0
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Diese Bedingungen lassen sich folgendermaβen interpretieren: Ein inherited-Attribut eines Symbols
der rechten Seite h ¨  ngt nur ab von den inherited-Attributen der linken Seite und den derived-Attri-a
buten der Symbole der rechten Seite, die links von X stehen; ein derived-Attribut von X h ¨  ngt nurak 0
ab von den inherited-Attributen der linken Seite und den derived-Attributen der rechten Seite.
Die Berechnung der Attributwerte parallel zur bottom-up-Syntax-Analyse l ¨  βt sich durch eine Kel-a
lerorganisation erreichen, falls garantiert werden kann, daβ die Attribute jedes Grammatiksymbols in
der richtigen Ordnung auf dem verwendeten Attributkeller (AK) stehen. Diese richtige Ordnung auf
dem Attributkeller ergibt sich durch folgende V rgehensweise:o
 V r Eintritt des P rsers in die rechte Seite einer Produktion werden die W rte der inherited-Attributeo a e
des Nonterminals der linken Seite auf den Attributkeller geschrieben, falls sie nicht schon dort und
i n d e r r i c h t i g e n R e i h e n f o l g e s t e h e n ; b e i d e r R e d u k t i o n d e r r e c h t e n S e i t e w e r d e n d i e d e r i v e d -
A t t r i b u t e d e s N o n t e r m i n a l s a u f d e r l i n k e n S e i t e u n m i t t e l b a r ¨ b e r d e s s e n i n h e r i t e d - A t t r i b u t eu
geschrieben, d.h. es werden Attribute ¨ berschrieben, die an dieser Stelle des AK (w ¨  hrend der Ana-u a
lyse der rechten Seite) gestanden haben.
1Man hat folgende Situation :
----------------------+---+
PS :       .... | X |
----------------------+---+
----------------------+------+------+
AK :       .... | i(X) | d(X) |
----------------------+------+------+|^
            Die P sition jedes Attributes auf dem AK l ¨  βt sich relativ zum P gel des AK berechnen; die W rteo a e e
v o n d e r i v e d - A t t r i b u t e n e i n e s T r m i n a l s w e r d e n b e i e i n e r s h i f t - A k t i o n d e s P r s e r s a u f d e n A Ke a
geschrieben.
E s i s t n u n f ¨  r e i n e g e g e b e n e a t t r i b u t i e r t e G r a m m a t i k n a c h z u p r ¨  f e n , o b d i e d o r t d e fi n i e r t e nu u
Attributabh ¨  ngigkeiten die Berechnung der Attribute parallel zur Syntaxanalyse gem ¨  β der oben be-a a
s c h r i e b e n e n V r g e h e n s w e i s e z u l a s s e n . D i e s k a n n d u r c h e i n e S i m u l a t i o n d e s A K z u r G e n e -o
rierungszeit erfolgen; wir fassen dazu die semantischen Aktionen als ε-Nonterminal auf.
F ¨  r jede Produktion p : X  → X … X sind nun die folgenden Bedingungen nachzupr ¨  fen (dieu u0 1 n
 inherited-Attribute von X stehen auf dem AK) :0
1. Steht der P rser vor X so haben wir folgende Situation:a i
----------------------+------+
PS :  .... | X |
 i-1
----------------------+------+
------+-----+-----+-----+-----+-------+-------+-----+
AK :  .... |i(X )|i(X )|d(X )| ...  |i(X ) |d(X ) |i(X )|0 1 1 i-1 i-1 i
 ------+-----+-----+-----+-----+-------+-------+-----+|^
            2. Nach dem Lesen von X muβ die folgende Situation vorliegen:i
----------------------+----+
PS :  .... | X |i
----------------------+----+
            _________________________________________________________________________________________________________________
1. Wir schreiben kurz i(X) (d(X)) f ¨  r die F lge der W rte der inherited- (derived-) Attribute von X; die Ordnung entspricht der in der AGu o e
 ¨
 vorhanden Auflistung, Uberlappungen sind m ¨  glich. (PS steht f ¨  r P rse-Keller, AK f ¨  r Attributkeller)o u a u
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------+-----+-----+-----+-----+-------+-------+-----+
AK :  .... |i(X )|i(X )|d(X )| ...  |i(X ) |d(X ) |i(X )|0 1 1 i-1 i-1 i
 ------+-----+-----+-----+-----+-------+-------+-----+|^
            speziell muβ nach der Reduktion gem ¨  β p folgende Situation vorliegen:a
----------------------+----+
PS :   ....                | X |0
----------------------+----+
------+-----+-----+
AK :  .... |i(X )|d(X ) |0 0
 ------+-----+-----+|^
            D i e s m a c h t i n s b e s o n d e r e e i n e U m o r g a n i s a t i o n d e s A K n o t w e n d i g , d i e m i t e i n e r R e d u k t i o n
verbunden werden muβ. Um die oben geforderten Kellerzust ¨  nde zu erreichen, m ¨  ssen in der attri-a u
butierten Grammatik folgenden Transformationen vorgenommen werden: Nach einer Reduktion ist
der Attributkeller zu bereinigen; diese Aktion wird mit der Reduktion verbunden, wir nennen sie
derived-Copy. (Die Annahme, daβ i(X’) auf dem Attributkeller steht, kann gemacht werden, da G
reduziert ist und I(X’) = ∅).
Unter der Annahme, daβ die Situation 2. vorliegt, wird zum Erreichen der Kellersituation 1. vor Xi
in G ein ε-Nonterminal eingef ¨  gt; wir nennen dieses neue Nonterminal ein Copy-Symbol. Mit eineru
Reduktion zu diesem Nonterminal wird ein “Kopieren” der inherited-Attribute von X (in richtigeri
Reihenfolge) auf den Attributkeller verbunden; wir nennen diese Aktion inherited-Copy.
D i e g e f o r d e r t e n E i g e n s c h a f t e n , d i e d i e A t t r i b u t b e r e c h n u n g p a r a l l e l z u r b o t t o m - u p - S y n t a x a n a l y s e
erlauben, erh ¨  lt man, indem man zu einer gegebenen AG deren Hauptgrammatik berechnet.a
Def. 1.3.6: (Hauptgrammatik)________
Die Hauptgrammatik G’ einer attributierten Grammatik G erf ¨  llt die folgenden Bedingungen:u
1. die T rminalsymbole von G’ stimmen mit den T rminalsymbolen von G ¨ bereine e u
2. die Nonterminalsymbole von G’ sind die Nonterminalsymbole von G vereinigt mit den
Symbolen f ¨  r die semantischen Aktionen und zus ¨  tzlichen ε-Nonterminals, den Copy-u a
Symbolen
3. d i e P r o d u k t i o n e n v o n G ’ s i n d d i e P r o d u k t i o n e n v o n G o h n e d i e A t t r i b u t e ; d i e
semantischen Aktionen werden als Nonterminals mit leerer rechter Seite betrachtet, in
die rechten Seiten der Produktionen sind Copy-Symbole eingef ¨  gtu
Die Hauptgrammatik einer attributierten Grammatik l ¨  βt sich durch folgenden Algorithmus berech-a
nen ([W t 77]):a
Algorithmus 1.1: (Berechnung der Hauptgrammatik)
Sei G = (N, T, S, A, P, X’) eine attributierte Grammatik.A
for jede Produktion p ∈ P do
begin
sei p : X -> X , ..., X , attributiert nach Notation 10 1 n
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sei AK eine Variable zur Aufnahme einer Folge von Attributen
sei RS eine Variable zur Aufnahme der rechten Seite einer
kontextfreien Regel
’+’ notiere eine Konkatenation von Elementen von RS und AK
sei COPY(h ,...,h ) ein Copy-Symbol, mit dem eine Kopieraktion1 n
    auf den AK-Positionen h ,...,h assoziert sind1 m
 RS := [];  AK := [a , ..., a ];01 0k0
 for i := 1 to n do
if X ∈ T, mit den Attributen b , ..., bi i1 ik’i
 then begin
RS := RS + [X ]; AK := AK + [b , ..., b ];
 i i1 ik’i
 end
else     (* X ∈ N oder X ∈ S  *)i i
 begin
if [a ,...,a ] entspricht der Situation am obereni1 iki
     Ende des Attributkellers
then begin (* kein Kopieren notwendig *)
RS := RS + [X ]; AK := AK + [b ,...,b  ];i i1 ik’i
 end
else
begin
for l:=1 to ki do
if es gibt ein j, so dass a j-letztes Elementil
des Attributkellers
then h := jl
else Fehler: G nicht L-attributiert;A
RS := RS + [ COPY(h , ..., h )+ X ];1 n1 i
 AK := AK + [ a ,...,a ,b ,...,b ];
 i1 ikn i1   ik’n
               end
end
die Produktion der Hauptgrammatik ergibt sich zu X -> RS0
die mit der Reduktion zu X verbundene Attributkeller-Trans0
formation ergibt sich zu:
AK --> [ a ,...,a ;b ,...,b ]
 01 0k0 01   0k0’
         end
            Die Berechnung der Attribute parallel zur Syntaxanalyse ist nur dann m ¨  glich, wenn die Haupt-o
 g r a m m a t i k d i e L R ( k ) - E i g e n s c h a f t e r f ¨  l l t ; d i e L R ( k ) - E i g e n s c h a f t g e h t j e d o c h i m a l l g e m e i n e nu
verloren durch das Einf ¨  gen der Copy-Symbole und die Interpretation der semantischen Aktionenu
als ε-Nonterminals; dem tr ¨  gt die folgende Definition Rechnung:a
Def. 1.3.7 : (LR-Attributiertheit)________
Eine attributierte Grammatik G heiβt LR-attributiert, wenn gilt:A
1. G ist L-attributiertA
2. die zu G geh ¨  rende Hauptgrammatik erf ¨  llt die LR(k)-Eigenschaft f ¨  r ein k.o u uA
(Wir beschr ¨  nken uns stets auf LR(1)-Attributiertheit.)a
D i e B e r e c h n u n g d e r A t t r i b u t e z u r C o m p i l e - Z e i t l ¨  β t s i c h d u r c h A l g o r i t h m u s  1 . 2 b e s c h r e i b e n ;a
Ausgangspunkt ist die Hauptgrammatik einer attributierten Grammatik G , in der die Attribute derA
urspr ¨  nglichen Grammatik wieder eingetragen und die ε-Produktionen von semantischen Aktionenu
mit deren Aufruf verbunden sind. Algorithmus 1.1 erlaubt also die Generierung von Attributauswer-
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tungsinformation, die zur Laufzeit eines generierten Compilers gem ¨  β Algorithmus 1.2 ausgef ¨  hrta u
werden kann.
Algorithmus 1.2: (Attributauswertung parallel zur LR-Syntaxanalyse)
Sei (s , a … a ) die Anfangskonfiguration des P rsers,a0 1 n
      der Attributkeller AK sei leer.
for alle Konfigurationen (s X s … X s , a …a ) do0 1 1    m m   i  n
begin
if ACTION (s ,a ) = shift s_____m i
              then
schreibe die derived-Attribute von a auf deni
Attributkeller (sie werden vom Scanner geliefert);
if ACTION (s ,a ) = reduce A → w then______m i
            if (w = ε) and (A ist semantische Aktion)
then
rufe die mit A → ε verbundene semantische Aktion
auf; dabei sind die k obersten Elemente von AK die
Eingabeparameter, falls die sem. Aktion k Eingabe-
parameter verlangt; schreibe die Ausgabeparameter
dahinter auf den AK;
if (w = ε) and (A ist Copy-Symbol der F rm COPY (h , …,h ))o 1 k
 then
kopiere das (relativ zum Kellerpegel) h -tei
Element von AK an die Spitze des AK, f¨r i=1,…,k;u
if A ist Nonterminal der urspr¨nglichen AGu
then
f¨hre die mit A → w verbundene Attributkeller-u
Transformation durch;
end;
            16   Definitionen und Grundlagen.
Das Compiler-Generierende System POCO: Die Konzeption. 17
Kap. 2: Das Compiler-Generierende System POCO: Die Konzeption.
In diesem Kapitel entwickeln wir eine Zieldefinition f ¨  r das Compiler-Generierende System POCO;u
dazu gehen wir zun ¨  chst auf das V rbild MUG1 etwas genauer ein. Aus der MUG1-Konzeptiona o
 werden wir die generellen Ziele f ¨  r POCO ableiten und dabei auf die wesentlichsten Unterschiedeu
eingehen.
2.1  Das V rbild: MUG1.o
MUG1 ([Gan 76], [GRW 76], [WRC 76]) ist ein Compiler-Generierendes System, das an der T ch-e
n i s c h e n U n i v e r s i t ¨  t M ¨  n c h e n A n f a n g d e r 7 0 e r J a h r e e n t w i c k e l t w u r d e . M U G 1 b e s t e h t a u sa u
v e r s c h i e d e n e n , k o n z e p t i o n e l l g e t r e n n t e n E i n z e l - G e n e r a t o r e n . D i e S t r u k t u r v o n M U G 1 e n t s p r i c h t
d e m i n B i l d  0 . 2 w i e d e r g e g e b e n e n A u f b a u ; d a m i t i s t g l e i c h z e i t i g d i e S t r u k t u r d e r g e n e r i e r t e n
C o m p i l e r w e i t g e h e n d f e s t g e l e g t : A u s e i n e r C o m p i l e r b e s c h r e i b u n g w e r d e n e f fi z i e n t e 1 - Pa s s -
Compiler erzeugt, deren einzelne Phasen verschr ¨  nkt sind.a
Zur Beschreibung eines zu generierenden Compilers dienen Eingaben f ¨  r die einzelnen Generator-u
Komponenten. Zur Definition der lexikalischen Symbole werden regul ¨  re Ausdr ¨  cke verwendet, diea u
 im Scanner-Generator zur Generierung der lexikalischen Analysephase ausgewertet werden.
S y n t a x u n d S e m a n t i k w e r d e n d u r c h a t t r i b u t i e r t e G r a m m a t i k e n s p e z i fi z i e r t , d i e i n d e r F r m v o no
A f fi x - G r a m m a t i ken [Kos 71] notiert werden; die attributierten Gramm a t i k e n w e r d e n d u r c h e i n e n
L e s e - O p e r a t o r i n e i n e i n t e r n e F rm ¨ berf ¨  hrt. P rser-Genera t o r e n f ¨  r d i e v e r s c h i e d e n e n S p r a c h -o u u a u
klassen LL(k), LR(k) sowie LALR(k) erm ¨  glichen die Generierung der syntaktischen Analysephase.o
Zur Generierung der Compilezeit-Attributberechnung stehen (je nach der gew ¨  hlten Richtung f ¨  r diea u
Syntaxanalyse) Generatoren f ¨  r den top-down- bzw. bottom-up-F ll (in letzterem F ll um die not-u a a
wendige Grammatik-Transformation erweitert) zur V rf ¨  gung.e u
 D i e e i g e n t l i c h e B e r e c h n u n g d e r s e m a n t i s c h e n A t t r i b u t e e r f o l g t i n v o m B e n u t z e r z u e r s t e l l e n d e n
Programmteilen, den s e m a n t i s c h e n A k t i o n e n ; d i e D e fi n i t i o n d e r s e m a ntischen Aktionen wird als
z u s ¨  t z l i c h e E i n g a b e i n M U G 1 b e n ¨  t i g t . S e m a n t i s c h e A k t i o n e n , d i e “ l o g i s c h z u s a m m e n h ¨  n g e n ” ,a o a
werden in F rm von Moduln zusammengefaβt. Semantische Aktionen in MUG1 sind im wesent-o
l i c h e n P S 4 4 0 - P r o z e d u r e n [ G L S  7 0 ] , d i e ( w e g e n d e r O r g a n i s a t i o n a l s M o d u l n ) d u r c h e i n e n
b e s o n d e r e n P r a p r o z e s s o r , e i n e K o m p o n e n t e d e s “ L e s e r d e r s e m a n t i s c h e n A k t i o n e n ” ( L S A ) , i n
Standard-PS440 ¨ berf ¨  hrt und mit einer f ¨  r MUG1 vorgesehenen Standard-Schnittstelle versehenu u u
 werden; diese Schnittstelle simuliert speziell die P rameter ¨  bergabe von Attributwerten (PS440 er-a u
 laubt nur parameterlose Prozeduren). Die semantischen Aktionen k ¨  nnen anschlieβend durch deno
PS440-Compiler ¨ bersetzt und ¨ ber den TR440-Montierer mit generierten Komponenten zu lauff ¨  -u u a
higen Programmen zusammengebunden werden.
D i e C o d e g e n e r i e r u n g e r f o l g t i n M U G 1 e b e n f a l l s d u r c h A u f r u f e v o n g e e i g n e t e n ( v o m B e n u t z e r
erstellten bzw. in einer Bibliothek zur V rf ¨  gung gestellten) semantischen Aktionen, die an den ge-e u
 w ¨  nschten Stel l e n i n d e r E i n g a b e - G r a m m a t i k a n g e g e b e n w e r d e n u n d z u r C o mpile-Zeit ¨ ber dieu u
 Attributbehandlungsschnittstelle aufgerufen werden.
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Die von MUG1 generierten Compiler-Komponenten haben typischerweise eine Struktur, die sich
 (siehe Bild 2.1) in einen (festen) Treiber und einer (aus der Eingabe generierten) T fel gliedert:a
+-------------------------------------------+| || +-----------+        || |           |        ||       +---------+    |           |        ||       | Treiber |<-->|   Tafel   |        ||       +---------+    |           |        || |           |        || +-----------+        || |
+-------------------------------------------+
            
Abb. 2.1: T pische Struktur von MUG1-generierten Compilerkomponenten.y
In Einzelf ¨  llen erlauben die Generatoren zus ¨  tzlich (wahlweise) die Erzeugung von Code-V rsionen,a a e
in denen die generierte T fel algorithmisch, d.h. in F rm von Programmtext, dargestellt ist; in beidena o
V rianten kann eine direkte Erzeugung von Montage-Objekten nach TR440-Konvention erfolgen.a
MUG1 kann vom Benutzer in zwei Betriebsarten verwendet werden:
– i m S t a p e l - ( B a t c h - ) B e t r i e b i s t d i e v o l l s t ¨  n d i g e S p e z i fi k a t i o n e i n e ra
Programmiersprache erforderlich, w ¨  hrenda
– im Dialog-Betrieb ein interaktives Arbeiten mit dem System m ¨  glich ist.o
Die wesentlichsten Eigenschaften (und V rz ¨  ge gegen ¨  ber anderen Systemen) kann man folgender-o u u
 maβen zusammenfassen:
– die M ¨  chtigkeit der dem S y s t e m z u g r u n d e l i e g e n d e n t h e o r e t i s c h e n K o n z e p t e unda
V rfahrene
– M o d u l a r i t ¨  t d e r G e n e r a t o r e n , d e r g e n e r i e r t e n C o m p i l e r u n d d e r s e m a n t i s c h e na
Aktionen
– die M ¨  glichkeit der alternativen V rwendung von benutzereigeneno e
oder festen (Bibliotheks-) Komponenten
Die genannten Eigenschaften haben sich alle im wesentlichen bew ¨  hrt und sollten daher in einera
¨Uberarbeitung ber ¨  cksichtigt werden; dabei sollten jedoch V rbesserungen da vorgenommen wer-u e
den, wo sie sinnvoll oder notwendig sind.
Ansatz zur Kritik bietet zun ¨  chst die in MUG1 realisierte F rm der Modularit ¨  t auf der Generator-a o a
Ebene. Diese Strukturierung ist in MUG1 zum einen aus konzeptionellen Grunden erforderlich, etwa
wegen der vorgesehenen Interaktivit ¨  t, zum anderen jedoch aus rein technischen Gr ¨  nden, da (ima u
wesentlichen) Speicherplatzbeschr ¨  nkungen auf dem Generierungs-Rechner TR440 zu ber ¨  cksich-a u
tigen waren. F ¨  r den Benutzer ist diese F rm der Strukturierung jedoch insofern hinderlich, daβ eru o
mit einer Anzahl von T il-Generatoren konfrontiert wird, die eigentlich unabh ¨  ngige Programmee a
 sind und zudem ¨ ber uneinheitliche Benutzerschnittstellen (auf Betriebssystem-Ebene) verf ¨  gen.u u
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Gravierender ist die so entstehende Problematik der Schnittstellen, die durch die Gliederung des
 Gesamtsystems in verschiedene unabh ¨  ngige Komponenten auch verschiedene Eingaben in die ein-a
zelnen Komponenten erforderlich sind; Schnittstellen auf der Eingabe-Ebene sind dabei durch den
Benutzer durch konsistente Benennung anzugeben; die Kontrolle der Konsistenz dieser Angaben ist
in MUG1 jedoch nicht oder nur mit zus ¨  tzlichem (eigentlich unn ¨  tigen) Aufwand m ¨  glich:a o o
– i n d e r S c a n n e r - G e n e r a t o r - E i n g a b e u n d d e r E i n g a b e f ¨  r d e n P r s e r - G e n e r a t o ru a
w e r d e n d i e T r m i n a l s y m b o l e d u r c h I d e n t i fi k a t i o n s n u m m e r n m a r k i e r t ; e i n e K o n -e
t r o l l e d i e s e r E i n g a b e n i s t ( ¨  b e r d i e b e t r o f f e n e n G e n e r a t o r - K o m p o n e n t e n h i n a u s )u
vom System nicht m ¨  glich und bleibt dem Benutzer ¨ berlasseno u
– die semantischen Aktionen werden unabh ¨  ngig von der Eingabe der attributiertena
G r a m m a t i k d u r c h d e n L e s e r d e r s e m a n t i s c h e n A k t i o n e n v e r a r b e i t e t ; d a d u r c h
k ¨  nnen nicht alle Konsistenzbedingungen (P rameterlisten, T p und Richtung dero a y
Pa r a m e t e r ) b e i m E i n l e s e n d e r G r a m m a t i k ¨ b e r p r u f t w e r d e n ; d i e s m u β b e i mu
(separaten) Lesen der semantischen Aktionen nachgeholt werden; Fehler in der ein-
g e g e b e n e n G r a m m a t i k k ¨  n n e n a l s o e r s t j e t z t , n a c h G e n e r i e r u n g v o n C o m p i l e r -o
Komponenten, festgestellt werden.
E i n w e i t e r e r N a c h t e i l i n M U G 1 i s t , d a β d i e ( C G S - ) I m p l e m e n t i e r u n g s s p r a c h e P S 4 4 0 a u c h z u r
Abfassung der benutzereigenen semantischen Aktionen verlangt wird. Grunds ¨  tzlich ist gegen diea
V rwendung einer solchen “Wirtssprache” nichts einzuwenden, jedoch ist bei PS440 die Situatione
so, daβ es an Sprachkonstrukten mangelt, die eine mit der Generator-Eingabe konforme, einheitliche
Beschreibung der Moduln erlauben; aus diesem Grund werden die semantischen Moduln in einer
eigenen, von der Generator-Eingabe verschiedenen Syntax formuliert, die dann durch einen Pr ¨  pro-a
zessor in Standard-PS440 umgesetzt werden m ¨  ssen.u
Ein echter Mangel in der Konzeption von MUG1 ist das Fehlen eines Konzepts zur T pisierung dery
s e m a n t i s c h e n A t t r i b u t e . K o n z e p t i o n e l l v o r g e s e h e n s i n d [ G a n  7 6 ] d i e S t a n d a r d - T p e n i n t e g e r ,y ______
1B o o l e a n u n d c h a r , implementiert und damit f ¨  r den Benutzer ve r f ¨  g b a r i s t j e d o c h n u r d e r T p______ ___ u u y_ _
i n t e g er, so daβ man von einem T penkonzept nicht sprechen kann . D e r T p i n t e g e r w a r j e d o c h_____ y y ______ _
( d u r c h d i e V r w e n d u n g d e r S y s t e m - P r o g r a m m i e r s p r a c h e P S 4 4 0 ) a u s r e i c h e n d , d a s i c h a l l e n o t -e
w e n d i g e n D a t e n s t r u k t u r e n d u r c h g e e i g n e t g r o β e ( u n d d a m i t o f t ¨ b e r d i m e n s i o n i e r t e ) F e l d e r d a r -u
stellen und mit einem Index vom T p integer adressieren lassen.y ______
Der schwerwiegendste Nachteil von MUG1 besteht darin, daβ es weitgehend auf den verwendeten
Generierungsrechner TR440 fixiert ist; dies ergibt sich dadurch, daβ es in der (kaum verbreiteten)
S y s t e m - P r o g r a m m i e r s p r a c h e ( P S 4 4 0 ) d e s T R 4 4 0 - R e c h n e r s i m p l e m e n t i e r t i s t u n d a u c h v o m
Benutzer Eingaben in der F rm von PS440-Programmteilen erwartet sowie durch die V rwendungo e
von TR440-Betriebssystem-Komponenten wie etwa des Montierers (Binders). Speziell sind dadurch
a u c h d i e g e n e r i e r t e n C o m p i l e r i n z u s t a r k e m M a β e a n d i e s e m r e a l e n R e c h n e r o r i e n t i e r t ; d i e s
bedeutet nat ¨  rlich eine betrachtliche Einschrankung der V rbreitungs- und V rwendungsm ¨  glich-u e e o
keiten des Systems.
Hier sehen wir daher auch den wesentlichsten Ansatzpunkt f ¨  r eine W iterentwicklung von MUG1:u e
 ¨
 die Entwicklung eines V rfahrens zur Ubertragung des Generators und der generierten Compiler.e
Diese M ¨  glichkeit ist prinzipiell auch in MUG1 vorhanden; es ist jedoch nur (f ¨  r Generator undo u
generierte Compiler) durch ein aufwendiges Bootstrap-V rfahren zu erreichen und wurde wohl ause
2diesem Grunde nie wirklich versucht . Eine praktikable (also funktionsf ¨  hige und vom Aufwand hera
_________________________________________________________________________________________________________________
1. Die konzeptionelle Beschr ¨  nkung auf die Standard-T pen ist kein Problem der “Wirtssprache” PS440, da dort weitere Daten-“T pen”a y y
existieren.
¨ ¨2. W gen der starken Orientierung an den Generierungsrechner TR440 erscheint die Ubertragung von MUG1 ¨ ber eine Ubertragung dese u
PS440- Compilers (wie in [WRC 76] vorgeschlagen) als nicht ausreichend.
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¨vertretbare) Methode zur Ubertragung wurde jedoch eine starke V rgr ¨  βerung der Anwendungs-e o
 m ¨  glichkeit bedeuten.o
2.2  Zieldefinition f ¨  r POCO.u
W i r w e r d e n i n d i e s e m A b s c h n i t t a u f d i e e r w ¨  n s c h t e n b e s o n d e r e n E i g e n s c h a f t e n v o n P O C Ou
d e t a i l l i e r t e r e i n g e h e n . D a z u i s t z u n ¨  c h s t z u b e m e r k e n , d a β d i e z u g r u n d e l i e g e n d e n t h e o r e t i s c h e na
Konzepte von MUG1 vollst ¨  ndig in POCO ¨ bernommen werden sollen, da sie die geeigneten (unda u
f ¨  r die Praxis relevanten) Mittel zur Compiler-Generierung beinhalten; das System POCO ist daheru
eine V rbesserung von MUG1 auf einer rein technischen Ebene.e
¨Z u n ¨  c h s t s e i e n h i e r e i n i g e m e h r g r u n d s a t z l i c h e P u n k t e a n g e f ¨  h r t , d i e n u r U b e r a r b e i t u n g e n v o na u
Elementen von MUG1 sind. Dies sind im wesentlichen:
– eine Reduzierung des Benutzeraufwands zur Compiler-Beschreibung
– eine V rbesserung des Bedienungskomforts des Generator-Systemse
– Konzentration auf eine hinreichend m ¨  chtige Methode zur Syntax-Analysea
– die V rlagerung des Modularit ¨  tskonzepts auf eine h ¨  here und einheitliche Ebenee a________ o_________
¨
– eine Uberarbeitung des Konzepts der festen Generierungs-“Bausteine”
sowie allgemein
– e i n e S t r a f f u n g d e r S t r u k t u r d e s G e n e r a t o r - S y s t e m s u n d d i e B e s e i t i g u n g d e r i n
MUG1 enthaltenen Probleme hinsichtlich der Kontrolle der Eingabe
Die genannten Punkte deuten an, was als wichtigste Zielsetzung f ¨  r POCO angesehen wurde: dieu
Erstellung eines leistungsf ¨  higen, jedoch auf einen handhabbaren Umfang konzentrierten Systems;a
dabei bleibt die MUG1-Konzeption die Grundlage f ¨  r Erweiterungen, die wir nun zusammenfassen:u
– d i e E n t w i c k l u n g e i n e s g e e i g n e t e n K o n z e p t s z u r T p i s i e r u n g d e r s e m a n t i s c h e ny
Attribute und damit zusammenh ¨  ngend,a
– ein Konzept zur Realisierung dynamischer Datenstrukturen
– e i n e B e s e i t i g u n g v o n ( u n n o t i g e n ) B e s c h r ¨  n k u n g e n h i n s i c h t l i c h d e ra
Eingabem ¨  glichkeiteno
– eine M ¨  glichkeit der Generierung einer Compile-Zeit-Fehlerbehandlungo
sowie
– die V rwendung einer (geeigneten) h ¨  heren Programmiersprache als Implementie-e o
rungssprache f ¨  r das CGS und zur Abfassung der semantischen Aktionenu
B e i a l l e n P u n k t e n s o l l s t e t s d a s Z i e l d e r P r t a b i l i t ¨  t d e s G e n e r a t o r s y s t e m s u n d d e r g e n e r i e r t e no a_________
Compiler im V rdergrund stehen.o
Auf einige der angegebenen Punkte gehen wir nun kur z n ¨  h e r e i n ; d i e a n d e r e n , w e s e n t licheren,a
werden wir in eigenen Abschnitten behandeln.
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¨2.2.1  Uberlegungen bzgl. der Generator-Struktur.
D i e L e i t l i n i e n d e r K o n z e p t i o n v o n P O C O h a b e n w i r e i n g a n g s a n g e f ¨  h r t ; d a m i t s i n d j e d o c hu
gleichzeitig schon Eckpunkte f ¨  r die Struktur von POCO festgelegt. Zun ¨  chst bedeutet dies, daβu a
gewisse Abstriche an der anspruchsvolleren Konzeption von MUG1 vorgenommen werden mussen;
wir werden jedoch sehen, daβ daraus keine V rringerung der Leistungsf ¨  higkeit gegen ¨  ber MUG1e a u
 resultiert.
 E i n e E i n s c h r ¨  n k u n g b e s t e h t z u n ¨  c h s t d a r i n , d a β i n P O C O a u f d i e M ¨  g l i c h k e i t d e r i n t e r a k t i v e na a o
Generierung von Compilern verzichtet wird; dies geschieht nicht zuletzt wegen der sonst entstehen-
1den Probleme hinsichtlich der P rtabilit ¨  t . Die Grundstruktur von POCO soll vielmehr so aussehen,o a
 daβ eine (komplette) Compiler-Beschreibung Eingabe in das System ist, das daraus einen (m ¨  g-o
lichst) vollst ¨  ndigen Compiler generiert; dabei sollte die Kontrollm ¨  glichkeit der Auswahl von T il-a o e
generatoren auf eine sehr einfache W ise durch die Angabe von Optionen (also von P rametern, diee a
den Generierungs-Ablauf steuern) erfolgen.
Durch diese Festlegung kann zun ¨  chst davon ausgegangen werden, daβ der eigentliche Generator alsa
e i n e i n z i g e s ( w e n n a u c h u m f a n g r e i c h e s ) P r o g r a m m v o r l i e g t . D i e g r u n d s ¨  t z l i c h s e h r v o r t e i l h a f t ea
modulare Strukturierung von MUG1 wollen wir nun in POCO so interpretieren, daβ sie intern ¨ beru
d e n v e r s c h i e d e n e n T i lgeneratoren und den weiteren Kompone n t e n v o r l i e g t ; d i e M o d u l a r i t a t d e re
generierten Compiler betrachten wir weiter unten. Durch die Strukturierung erzielen wir eine klare
interne Gliederung, die trotzdem gen ¨  gend Flexibilitat beinhaltet, um etwa Speicherplatz-Beschr ¨  n-u a
kungen (durch Auslagern einzelner Komponenten in Overlay-T chnik) zur Generierungszeit ohnee
Benutzeraufwand zu begegnen. Auf das f ¨  r diesen Zweck geeignete Beschreibungsmittel gehen wiru
noch genauer ein.
Fur den Benutzer bedeutet dies, daβ f ¨  r ihn die verschiedenen T ilgeneratoren nur noch konzep-u e
t i o n e l l g e t r e n n t v o r h a n d e n s i n d ; e r s i e h t s i c h s o m i t e i n e m ( e i n z i g e n ) S y s t e m g e g e n ¨  b e r , d e s s e nu
Schnittstellen (nach auβen) m ¨  glichst einfach gehalten sein sollen. Insbesondere bedeutet dies, daβo
i n den eigentlichen Generator nur eine Eingabe erfolgt, n ¨  mlich die (vollst ¨  n d i g e ) B e s c h r e i b u n ga a
eines zu generierenden Compilers.
Andererseits ist zu ber ¨  cksichtigen, daβ POCO nicht nur aus dem eigentlichen Generator bestehenu
kann. Die Notwendigkeit zu weiteren (getrennten) Komponenten im System POCO ergibt sich im
w e s e n t l i c h e n a u s u n s e r e r F r d e r u n g n a c h P r t a b i l i t a t ; e s s o l l j e d o c h a b g e s e h e n d a v o n e i n eo o
Konzeption vorliegen, die ein einfaches (und damit sicheres) Arbeiten mit dem System erlaubt. Dies
w o l l e n w i r u n t e r a n d e r e m d a d u r c h e r r e i c h e n , d a β f ¨  r S c h n i t t s t e l l e n z w i s c h e n v e r s c h i e d e n e nu
K o m p o n e n t e n d e s S y s t e m s z w i n g e n d e i n e g e n a u e S p e z i fi k a t i o n v o r g e s c h r i e b e n w i r d ; d i e A u s -
wertung dieser Spezifikation sollte m ¨  glichst automatisch erfolgen.o
2.2.2  Ein T penkonzept f ¨  r die semantischen Attribute.y u
Auf dem Gebiet der Programmiersprachen entspricht die M ¨  glichkeit der T pisierung von V riableno y a
 dem state of the art; es hat sich erwiesen, daβ seine V rwendung zu sicheren Programmen f ¨  hrt,e u
¨viele Fehler schon zur Ubersetzungszeit eines Programms erkannt werden k ¨  nnen und damit dero
 A u f w a n d z u r E n t w i c k l u n g v o n P r o g r a m m e n w e s e n t l i c h v e r r i n g e r t w i r d . G l e i c h z e i t i g w i r d d i e
Lesbarkeit – und auch  die Korrektheit – der Programme verbessert.
Wie bei der F rmulierung eines Programms in einer Programmiersprache sollten daher auch f ¨  r dieo u
Eingabe in ein Compiler-Generierendes System die V rteile ausgenutzt werden, die sich durch eineo
T pisierung der semantischen Attribute ergeben.y
_________________________________________________________________________________________________________________
1. E i n s i n n v o l l e s i n t e r a k t i v e s S y s t e m wurde zus ¨  tzli c h e H a r d w a r e - E i g e n s c h a f t e n d e r G e n e r i e r u n g s - M a s c h i n e ( a u c h e t w a T r m i n a l -a e
Ansteuerung u.a.) zu ber ¨  cksichtigen haben.u
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Die V rf ¨  gbarkeit eines T penkonzepts zur Implementierung eines Compilers ist keine zwingendee u y
 Notwendigkeit: grunds ¨  tzlich lassen sich alle Elemente mithilfe der Standardtypen integer, Booleana _____ _______ _
 und char oder einfacher Aufzahlungstypen beschreiben. Die V rf ¨  gbarkeit nicht elementarer T pen___ e u y_
 erleichtert jedoch die F rmulierung spezieller Probleme stark. Dies gilt insbesondere, wenn (speziello
bei attributierten Grammatiken) auch strukturierte T pen verwendet werden k ¨  nnen. Dies l ¨  βt sichy o a
 durch folgendes Beispiel veranschaulichen:
E i n e d e k l a r i e r t e V r i a b l e l a β t s i c h e t w a d u r c h A n g a b e e i n e s 2 - t u p e l s ( B l o c k -a
Niveau,Relativadresse) identifizieren; dies wird vereinfacht durch die Definition
eines T ps der F rm:y o
type
var_adr_type = record Level, Offset: integer end;
In der attributierten Grammatik k ¨  nnen Attribute dieses T ps anschlieβend beliebigo y
verwendet werden; man spart dabei einige Schreibarbeit und kann Kontrollaufgaben
automatisieren.
Insbesondere macht sich das Fehlen eines geeigneten T pen-Konzepts dadurch bemerkbar, daβ soy
dem Benutzer weitgehend die M ¨  glichkeit genommen ist, dynamische (also nicht statisch an Spei-o
cherplatz gebundene) Datenstrukturen, die ¨ ber P inter adressiert werden k ¨  nnen, f ¨  r die Zweckeu o o u
 der Attributierung zu verwenden. Diese Moglichkeit sollte einem Anwender (bei ausreichender Kon-
trollm ¨  glichkeit durch das System) gegeben werden; dies hat auch unmittelbare Auswirkung auf dieo
Effizienz, da P inter-Zugriffe in der Regel schneller sind.o
2.2.3  Das Modularit ¨  tskonzept auf der Ebene der generierten Compiler.a
Wir haben oben gefordert, daβ die wesentliche Restaufgabe des Benutzers – die Angabe der selbst
zu erstellenden semantischen Aktionen – in geeigneter W ise verbessert werden muβ. Dazu soll zume
einen die V rwendung einer h ¨  heren Programmiersprache beitragen; auf diesen Aspekt werden wire o
im n ¨  chsten Abschnitt n ¨  her eingehen.a a
Zus ¨  tzlich sollte die Konzeption so aussehen, daβ folgende Kriterien erf ¨  llt sind:a u
– die Generierung von Compiler-Komponenten (also etwa Scanner oder P rser) in dera
F rm kompletter unabh ¨  ngiger Programmteile sollte erm ¨  glicht werdeno a o
– d i e M o d u l a r i s i e r u n g d e r s e m a n t i s c h e n A k t i o n e n s o l l t e b e s s e r u n t e r s t ¨  t z t w e r d e nu
und sch ¨  rferen Kontrollmechanismen unterliegena
– d i e S c h n i t t s t e l l e n z u m G e n e r a t o r s o l l t e n e i n h e i t l i c h , k l a r u n d e i n f a c h z u
spezifizieren und zu kontrollieren sein
– das Konzept sollte eine M ¨  glichkeit zur V rwaltung fester Generierungsmoduln undo e
ihre V rwendung ¨ ber dieselbe einheitliche Schnittstelle beinhaltene u
– die Aufgabe des Zusammenf ¨  gens der einzelnen Komponenten sollte vom Systemu
weitgehend unterst ¨  tzt werden.u
W sentlich f ¨  r die Arbeit mit dem System ist dabei die zweite F rderung; man erreicht dadurch nichte u o
 n u r e i n e b e t r ¨  c h t l i c h e A u f w a n d s v e r r i n g e r u n g f ¨  r d e n B e n u t z e r , s o n d e r n s t e l l t i h m e i n S t r u k t u -a u
rierungsmittel zur V rf ¨  gung, das die separate Entwicklung von T ilkomponenten vereinfacht unde u e
 sicher macht.
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Gleichzeitig bedeutet dies f ¨  r das Gesamtsystem, daβ – bei Existenz der weiter geforderten klarenu
Schnittstelle – eine u.U. umfangreiche Bibliothek von Standard-“Bausteinen” zur V rf ¨  gung gestellte u
 werden kann. Im “Idealfall” sollte dem Benutzer ein “Baukasten” mit vordefinierten, korrekten und
effizienten semantischen Aktionen zur V rf ¨  gung stehen, die er ¨ ber ein einheitliches und einfachese u u
 Beschreibungsmittel in die Generator-Eingabe einbringen kann; die notige organisatorische V rwal-e
tung sollte m ¨  glichst automatisch vorgenommen werden.o
Ein solches Konzept beinhaltet allerdings zus ¨  tzliche Komponenten, die ebenfalls Bestandteil desa
Generator-Systems sein m ¨  ssen, so ein Bibliotheks-V rwaltungssystem und einen Operator, der dasu e
Zusammenf ¨  gen verschiedener Komponenten zu einem lauff ¨  higen Compiler erm ¨  glicht; auch hieru a o
gilt wegen unserer F rderung nach P rtabilit ¨  t, daβ keine Annahmen ¨ ber die Generierungs- (undo o a u
 ¨
 die Ubertragungsziel-) maschine gemacht werden sollen.
Zur Realisierung dieser F rderungen ben ¨  tigen wir ein geeignetes Mittel zur Beschreibung eineso o
 Moduls, die in gleicher W ise zur Implementierung des CGS, generierter Komponenten und auche
benutzereigener semantischer Aktionen zu verwenden ist; dies ist auch eine F rderung an die zu ver-o
wendende Implementierungssprache f ¨  r das CGS.u
2.2.4  Die W hl einer geeigneten Implementierungssprache.a
W i e b e i a l l e n P r o j e k t e n e i n e s g e w i s s e n K o m p l e x i t ¨  t s g r a d e s , s o s t e l l t s i c h a u c h i m F l l e e i n e sa a
Compiler-Generator-Systems die Frage nach einer f ¨  r diesen Zweck geeigneten Implementierungs-u
sprache.
Es ist klar, daβ es sich dabei nicht um eine niedere oder eine System-Programmiersprache handeln
sollte, weil dadurch eine zu starke Fixierung auf einen speziellen Rechner und/oder eine spezielle
¨B e t r i e b s s y s t e m u m g e b u n g e n t s t e h e n w ¨  r d e . D i e s e U b e r l e g u n g l ¨  β t d a h e r e i n e S p r a c h e w i e Cu a
1[KeR 78] zun ¨  chst ausscheiden.a
Es versteht sich von selbst, daβ eine Programmiersprache auch nur dann geeignet ist, wenn sie ¨ beru
a u s r e i c h e n d v i e l e u n d g e e i g n e t e K o n t r o l l - u n d D a t e n - S t r u k t u r i e r u n g s m ¨  g l i c h k e i t e n v e r f ¨  g t , d i eo u
einem modernen Stand entsprechen; Programmiersprachen wie FORTRAN oder COBOL scheitern
an dieser F rderung.o
Gleichzeitig sollte es m ¨  glich sein, die ausgew ¨  hlte Programmiersprache f ¨  r die Implementierungo a u
des Generators und die Abfassung der benutzereigenen T ile eines zu generierenden Compilers zue
v e r w e n d e n . D i e s b e d e u t e t , d a β d i e S p r a c h e ¨ b e r e i n g e e i g n e t e s T p e n - K o n z e p t v e r f ¨  g e n u n du y u
auβerdem ein Strukturierungsmittel aufweisen muβ, das Modularit ¨  t unterst ¨  tzt. Die weitergehendea u
 F rderung der Eignung der CGS-Implementierungssprache zur Darstellung der generierten Compilero
ist nicht not w e n d i g , j e d o c h w ¨  n s c h e n s w e r t a u fgrund der so verbesserten Einheitlichkeit des Ge-u
samtsystems und (wie wir sehen werden) der Erf ¨  llung der P rtabilit ¨  tsforderung ¨ ber einen ge-u o a u
 meinsamen Mechanismus.
Bis auf die Modularisierungsm ¨  glichkeit bietet die Programmiersprache P SCAL [Wir 71] alle dieo A
geforderten Eigenschaften; insbesondere bzgl. der M ¨  glichkeit zur T pisierung kommt sie der obeno y
geforderten Konzeption sehr entgegen. Auβerdem hat sie ihre Eignung als Implementierungssprache
f ¨  r Compiler bewiesen; es liegt nahe zu vermuten, daβ sie f ¨  r einen Compiler-Generator ebenfallsu u
geeignet sein wird. Gerade zur (benutzereigenen) Implementierung der semantischen Aktionen las-
sen sich die vorteilhaften Eigenschaften von P SCAL gut ausnutzen; dies wird nicht zuletzt EinfluβA
auf die Akzeptanz des System von der Benutzerseite haben.
_________________________________________________________________________________________________________________
¨1. Es soll hier keineswegs einer genaueren Untersuchung der Ubertragungsproblematik vorgegriffen werden.
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D i e P r o g r a m m i e r s p r a c h e P S C A L v e r f ¨  g t j e d o c h n i c h t ¨ b e r e i n S p r a c h m i t t e l , d a s d i e o b e nA u u
geforderte Modularit ¨  t unterst ¨  tzt; ein P SCAL- Programm zeichnet sich gerade dadurch aus, daβa u A
 alle verwendeten Elemente im Programm selbst enthalten und d e k l a r i e r t sein m ¨  ssen. Die M ¨  g-u o
lichkeit etwa der Deklaration externer Prozeduren ¨ ndert an dieser T tsache nur wenig, da lokalea a
D a t e n s t r u k t u r e n b e i V r l a s s e n d e s z u g e h ¨  r i g e n P r o z e d u r r u m p f s v e r l o r e n g e h e n u n d d i e g e r a d ee o
deshalb notwendigen Datenstrukturen weitgehend unpraktikabel sind. Letzteres ist darin begr ¨  ndet,u
daβ es keine Regelung f ¨  r die Behandlung globaler Datenstrukturen f ¨  r externe Prozeduren gibt.u u
E x i s t i erende Compiler f ¨  r P S C A L , d i e e i n s o l c h e s K o n z e p t a n n ¨  h e r n d r e a l i s i e r e n , s i n d z u u n -u A a
1flexibel oder g ¨  nzlich unbrauchbar.a
Abgesehen von Hindernissen dieser Art haben existierende Konzepte den entscheidenden Nachteil,
daβ eine Selektion unter den globalen Datenstrukturen, die nur f ¨  r eine T ilmenge der verwendetenu e
 Prozeduren relevant sind, nicht oder nur unter V rzicht auf die zu fordernden Kontrollmechanismene
2m ¨  glich ist, die P SCAL auszeichnen .o A
 Speziell f ¨  r die Implementierung der semantischen Aktionen – lokal unabh ¨  ngiger Compiler-T ile –u a e
sind solche Ans ¨  tze jedoch unbrauchbar, da sie dem Benutzer die Aufgabe auferlegen, nicht nur diea
Seiteneffekte seiner selbst erstellten T ile untereinander, sondern auch bez ¨  glich der vom Generatore u
erzeugten T ile zu kontrollieren und ggf. zu vermeiden.e
Das Fehlen eines geeigneten Sprachkonstrukts zur Beschreibung von Modularit ¨  t in P  SCAL in dera A
 von uns erw ¨  nschten F rm macht eine Modifikation der Programmiersprache notig; wegen der eheru o
 allgemeinen Bedeutung eines solchen Konstrukts zur V rbesserung der Strukturierungsm ¨  glichkeite o
v o n P r o g r a m m e n , d i e ¨ b e r d i e h i e r s p e z i e l l v o r g e s e h e n e V r w e n d u n g i m R a h m e n v o n P O C Ou e
¨hinausgeht, liegt eine grunds ¨  tzliche Uberarbeitung dieses Problems nahe. Auf eine solche generellea
L ¨  sung werden wir in Kapitel 4 eingehen.o
2.2.5  P rtabilit ¨  t.o a
Ein wesentliches Merkmal des Compiler-Generierenden Systems POCO soll die Eigenschaft sein,
auf beliebige (u.U. sehr unterschiedliche) reale Maschinen ¨ bertragbar zu sein; diese Eigenschaftu
 soll in gleicher W ise f ¨  r die generierten Compiler selbst gelten. Ganz allgemein erw ¨  nscht ist einee u u
 ¨
 Methode, die die sichere Ubertragung des CGS und der generierten Compiler zul ¨  βt; dabei solltena
¨m ¨  glichst keine Annahmen ¨ ber eine eventuelle Ubertragungszielmaschine gemacht werden.o u
Diese F rderung zwingt daher zu einer genaueren Untersuchung der Probleme, die sich im Zusam-o
¨menhang mit der Ubertragbarkeit stellen; zumindest indirekt ist von dem Ergebnis dieser Unter-
 suchung auch die gew ¨  hlte Implementierungssprache ber ¨  hrt. W gen des Umfangs der mit diesera u e
 F rderung verbundenen Probleme betrachten wir diesen Punkt im n ¨  chsten Kapitel genauer.o a
_________________________________________________________________________________________________________________
1. Im Siemens-BS2000-P SCAL-System muβ z.B. die vollstandige Liste aller globalen Datenstrukturen (in identischer Deklarationsreihen-A
folge) f ¨  r jede einzelne externe Prozedur angegeben werden, eine Auswahl unter den ben ¨  tigten globalen Daten ist nicht m ¨  glich; damitu o o
wird dem Benutzer gleichzeitig die Kontrolle der korrekten Speicherplatzzuordnung zugemutet.
2. etwa durch die V rwendung dynamischer Datenstrukturen, die im Heap ablegt sind und nicht den ¨ blichen Lebenszeit-Bedingungen vone u
V riablen unterliegen.a
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Kap. 3: Software-P rtabilit ¨  t.o a
¨D i e s e r A b s c h n i t t w i r d s i c h m i t e i n e r U n t e r s u c h u n g d e r U b e r t r a g u n g s m ¨  g l i c h k e i t v o n S o f t w a r eo
besch ¨  ftigen. Zun ¨  chst ist ein Compiler-Generator, ebenso wie ein Compiler, ein Programm “wiea a
 jedes andere”; daher soll die folgende Untersuchung allgemeiner Art sein. Wir werden die Probleme
¨aufzeigen, die eine Ubertragung von Programmen erschweren; anschlieβen wird sich eine kritische
¨Untersuchung der ¨ blicherweise verwendeten Methoden zur Ubertragung von Programmen. Auf dieu
¨Besonderheiten der Ubertragung von Compilern wird danach genauer eingegangen.
¨F ¨  r d i e M ¨  g l i c h k e i t e i n e r U b e r t r a g u n g v o n P r o g r a m m e n a u f v e r s c h i e d e n e M a s c h i n e n s p r e c h e nu o
verschiedene Grunde; die wichtigsten sind in [SpB 77] angef ¨  hrt:u
– Kosten f ¨  r sonst notwendige Neuentwicklungenu
– st ¨  ndig wechselnde Hardware-Konfigurationena
1
– Rechner-Netze mit einer Vielzahl unterschiedlicher Rechner
¨S p e z i e l l e B e d e u t u n g k o m m t d e m W u n s c h n a c h U b e r t r a g b a r k e i t d a n n z u , w e n n e s d a r u m g e h t ,
“software-tools” einem weiten Benutzerkreis zu erschlieβen und ihm so die M ¨  glichkeit zur Kon-o
struktion eigener neuer W rkzeuge zur V rf ¨  gung zu stellen.e e u
¨
 B e v o r w i r a u f d i e M ¨  g l i c h k e i t e n f ¨  r e i n e s o l c h e U b e r t r a g u n g e i n g e h e n , i s t e i n e V r b e m e r k u n go u o
notwendig: Das Ziel, Programme zu ¨ bertragen, ist nicht ohne Aufwand zu erreichen; dies gilt insbe-u
sondere f ¨  r systemnahe Software (wie z.B. Compiler). Dennoch ist dieser zus ¨  tzliche Aufwand dannu a
zu vertreten, wenn er “um eine Gr ¨  βenordnung unter dem liegt, der f ¨  r die komplette Neuerstellungo u
der Software notwendig w ¨  re” [NAJ 76].2a
Unter diesem Gesichtpunkt sollen die folgenden Untersuchungen verstanden werden: es geht nicht
¨nur darum, eine M ¨  glichkeit zu finden, die die Ubertragung ¨ berhaupt erst zul ¨  βt, sondern zudemo u a
(gemessen am ben ¨  tigten Aufwand) einfach und (f ¨  r den Anwender) unkompliziert und m ¨  glichsto u o
sicher ist.
¨3.1  Das Ubertragungsproblem
¨Unter P rtierung einer Software-Komponente verstehen wir ihre Ubertragung von einer Maschineo
( g e n a u e r : v o n e i n e r U m g e b u n g ) a u f e i n e a n d e r e ; b e i d e r K o m p o n e n t e k a n n e s s i c h d a b e i u m
Programme oder Daten oder eine beliebige Kombination von beidem handeln. Wir beschr ¨  nken unsa
in der folgenden Untersuchung auf die P rtierung von Programmen.o
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1. Rechner-Netze werden auch als L ¨  sung f ¨  r die P rtierungsproblematik angesehen ([T n 76]); man geht dabei davon aus, daβ in einemo u o a
 (hinreichend groβen) Netz f ¨  r jedes Programm ein geeigneter Rechner zur V rf ¨  gung steht. Der Erfolg dieses V rfahrens muβ allerdingsu e u e
 bezweifelt werden, da auch diese Rechner letztlich irgendwann “sterben”.
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2
¨Wir nennen die M ¨  glichkeit der Ubertragung von Pro g r a m m e n P r t a b i l i t ¨  t ; die in der Literaturo o a
 weitgehend verwendete Definition ist:
“P rtability is a measure of the ease with which a program can be transferred fromo
one environment to another: If the effort required to move the program is less than
that to implement it initially then we say that it is highly portable.” [P W 73]o
Die P rtierung wird dadurch zu einem Problem, daβ Software i.a. nicht in einer W ise zu erstelleno e
ist, daβ sie unabh ¨  ngig von der Umgebung ist, in der sie eingesetzt werden soll: Programme sind ina
vielf ¨  ltiger W ise und unterschiedlichem Ausmaβ maschinen- und betriebssystem-abh ¨  ngig.a e a
Die Maschinenabh ¨  ngigkeit von Software entsteht im wesentlichen durch ihre konzeptionelle Anleh-a
nung an die strukturellen Eigenschaften eines realen Rechners. Solche Eigenschaften sind etwa:
– interne W rtl ¨  ngeo a
 – interne Zahlendarstellung
– Art und Anzahl der zur V rf ¨  gung stehenden Registere u
 – der Adreβraum der realen Maschine
– die Adressierungsverfahren
– der verwendete Zeichensatz
Die strukturellen Eigenschaften einer realen Maschine haben unmittelbare Auswirkungen auf die
 interne Repr ¨  sentation von Objekten und die darauf m ¨  glichen Operationen. Dies gilt speziell etwaa o
hinsichtlich der internen Arithmetik (von besonderer Bedeutung auf dem Gebiet der real-Zahlen-
 Arithmetik); wesentlichste Problemstellen sind hier (vgl. [TKBS78]) der Bereich der darstellbaren
Zahlen (abh ¨  ngig von der verwendeten Zahlenbasis, sowie der Mantissen- und Exponentenl ¨  nge ina a
B i t s ) , d i e P r ¨  z i s i o n u n d d i e a n g e w a n d t e n N o r m a l i s i e r u n g s r e g e l n , u n d d i e k l e i n s t e d a r s t e l l b a r ea
integer- (real-) Zahl. Eine Untersuchung von P rtabilit ¨  tsproblemen arithmetischer Art findet sicho a
 auch in [Hot 74] und [Hot 78].
Die Betriebssystemabh ¨  ngigkeit von Software ist in der stark unterschiedlichen V rkn ¨  pfung vona e u
 Programmen zu den verschiedenen Funktionen des Betriebssystems eines Rechners begr ¨  ndet. Diesu
g i l t s p e z i e l l f ¨  r d a s G e b i e t d e r E i n - / A u s g a b e , a u f d e m s i c h r e a l e R e c h n e r s t a r k u n t e r s c h e i d e n .u
Auβerdem entsteht Betriebssystemabh ¨  ngigkeit durch die unterschiedliche Behandlung von Lauf-a
 zeitfehlern und die Schnittstellen zu der Kommandosprache des Betriebssystems. Unter Betriebs-
 systemabh ¨  ngigkeit verstehen wir auch in einem umfassenderen Sinn alle Abh ¨  ngigkeiten, die sicha a
daraus ergeben, daβ in einer jeweiligen Anwenderinstallation Unterschiede in der V rf ¨  gbarkeit dere u
 physikalischen Medien und der verschiedenen Betriebssysteme existieren.
3.2  P rtabilit ¨  t unter V rwendung h ¨  herer Programmierspracheno a e o
 Der traditionelle Ansatz zur Erstellung portabler Software besteht darin, die Programme in einer
 h ¨  h e r e n P r o g r a m m i e r s p r a c h e z u f o r m u l i e r e n , b e i d e r d a v o n a u s g e g a n g e n w e r d e n k a n n , d a β s i eo
weitverbreitet ist und auf m ¨  glichst vielen realen Maschinen “zur V rf ¨  gung steht”.o e u
 _________________________________________________________________________________________________________________
2. Im Englischen wird (neben seltener “transferability”) weitgehend die Bezeichnung “portability” verwendet; zur Klarstellung unterschei-
den wir im folgenden zwischen P rtierung und der M ¨  glichkeit dazu, der P rtabilit ¨  t.o o o a
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 D a r u n t e r w i r d v e r s t a n d e n , d a β f ¨  r d i e s e P r o g r a m m i e r s p r a c h e a u f j e d e r d i e s e r M a s c h i n e n e i nu
Compiler existiert, der die Quellfassung des zu portierenden Programms aus der h ¨  heren Program-o
m i e r s p r a c h e i n d i e j e w e i l i g e M a s c h i n e n s p r a c h e ¨ b e r s e t z e n k a n n u n d d a β d a s e r z e u g t e M a s c h i -u
nenprogramm dasselbe leistet wie das Programm auf der origin ¨  ren Maschine.a
Der Idealfall f ¨  r diese Methode w ¨  re dann gegeben, wenn es eine Programmiersprache g ¨  be, die inu a a
g l e i c h e r W i s e f ¨  r a l l e a n f a l l e n d e n P r o g r a m m i e r s i t u a t i o n e n g e e i g n e t w ¨  r e , u n d d e r e n C o m p i l e re u a
1
¨(dessen Korrektheit und Ubereinstimmung mit der Sprachdefinition gew ¨  hrleistet ist ) sozusagen alsa
2S t a n d a r d - B e s t a n d t e i l z u m B e t r i e b s s y s t e m j e d e r r e a l e n M a s c h i n e g e h ¨  r e n w ¨  r d e . B e i n r e a l e no u
Maschinen w ¨  rden somit n Compiler ben ¨  tigt, um ein in dieser Sprache formuliertes Programm f ¨  ru o u
alle Maschinen portabel zu halten. Eine solche (hypothetische) Programmiersprache bezeichnet man
¨ blicherweise als universelle Programmiersprache:u
+---------------+| universelle   || Prog.-Sprache |
+---------------+
V
.---------------------------.|       | |
V       V V
+-----+  +-----+              +-----+| M 1 |  | M 2 |   .....      | M n |
+-----+  +-----+              +-----+
            
Abb. 3.1: Die “universelle” Programmiersprache.
Z a h l r e i c h e A n s ¨  t z e z u r E n t w i c k l u n g e i n e r s o l c h e n u n i v e r s e l l e n P r o g r a m m i e r s p r a c h e i n d e ra
V rgangenheit (und auch noch heute) blieben im wesentlichen ohne durchschlagenden Erfolg. Diee
Ursache daf ¨  r ist im Grunde die einfache T tsache, daβ jede Programmiersituation (man denke anu a
die so unterschiedlichen Gebiete wie kommerziellen Einsatz ¨ ber textorientierte Datenverarbeitungu
b i s h i n z u “ n u m b e r c r u n c h i n g ” b e i P r o b l e m e n a u s d e r P h y s i k ) v e r s c h i e d e n e D a t e n t y p e n o d e r
–strukturen in unterschiedlichem Maβe ben ¨  tigt; bei einer universellen Programmiersprache muβo
jedoch gefordert werden, daβ sie Konzepte enth ¨  lt, die in allen diesen unterschiedlichen Einsatz-a
bereichen ben ¨  tigt werden, und daβ sie alle gleichermaβen effizient realisiert sind.o
Andererseits ben ¨  tigt ein Anwender jedoch die Konzepte einer Programmiersprache nicht, die f ¨  ro u
d i e B e a r b e i t u n g s e i n e r s p e z i e l l e n A u f g a b e w e n i g e r v o n B e d e u t u n g s i n d ; s i e w e r d e n s o g a r a l s
“st ¨  rend” empfunden in der W ise, daβ sie eine Programmiersprache zu komplex machen und damito e
¨i h r e U b e r s i c h t l i c h k e i t v e r s c h l e c h t e r n , i h r e E r l e r n b a r k e i t e r s c h w e r e n u n d d e n B e n u t z u n g s k o m f o r t
¨verringern. Gerade diese Uberlegung f ¨  hrte in der V rgangenheit oft zu dem Ansatz, f ¨  r spezielleu e u
 E i n s a t z g e b i e t e e i n e e i g e n e , b e s o n d e r s g e e i g n e t e u n d f ¨  r d e n b e a b s i c h t i g t e n B e n u t z e r k r e i s “ a k -u
zeptable” Programmier s p r a c h e z u e n t wickeln. In dieser speziellen L ¨  sung k ¨  nnen die relevanteno o
 Konstrukte in der Regel besser formuliert und auch effizient ¨ bersetzt werden. Ein Beispiel f ¨  r eineu u
Programmiersprache dieser Art ist etwa COMSKEE [MvB 81] f ¨  r die linguistische Datenverarbei-u
tung.
O b w o h l e i n e u n i v e r s e l l e P r o g r a m m i e r s p r a c h e n i c h t z u r V r f ¨  g u n g s t e h t , s o l l t e e s m ¨  g l i c h s e i n ,e u o
P rtabilit ¨  t bei V rwendung einer existierenden, weitverbreiteten h ¨  heren Programmiersprache zuo a e o
 _________________________________________________________________________________________________________________
1. diese F rderung soll f ¨  r ADA [ADA 80] ¨ berpr ¨  fbar sein.o u u u
 2. V rschl ¨  ge dieser Art sind etwa in [W l 73] zu finden.o a e
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3erzielen . In der Praxis zeigt sich jedoch, daβ keine der normalerweise dazu verwendeten Program-
miersprachen den beabsichtigten Zweck erf ¨  llt. Der Grund daf ¨  r liegt in der T tsache, daβ es inu u a
 Wirklichkeit eine solche Programmiersprache gar nicht gibt, sondern “jeweils nur die Implemen-
 tierung einer Sprachversion auf einer bestimmten Anlage” [Wir77d].
In der Realit ¨  t stellt sich die Situation so dar:a
– u n z u r e i c h e n d e o d e r s o g a r m e h r d e u t i g e S p e z i fi k a t i o n d e r P r o g r a m m i e r s p r a c h e n
( s i e h e e t w a [ T K B  7 8 ] ) f ¨  h r t d a z u , d a β j e d e I m p l e m e n t i e r u n g e i n e s C o m p i l e r su
u n t e r s c h i e d l i c h e R e a l i s i e r u n g e n f ¨  r d i e s e T i l e d e r D e fi n i t i o n d e r P r o g r a m m i e r -u e
sprache enth ¨  lt.a
– ( z . T . w i l l k ¨  r l i c h e ) A b w e i c h u n g e n ( d u r c h E i n s c h r ¨  n k u n g e n b z w . E r w e i t e r u n g e n )u a
vom Sprachstandard in den Compiler-Implementierungen
– in der Sprache enthaltene Maschinen- und Betriebssystem-Abh ¨  ngigkeitena
– die “Evolution” der Sprache durch V rianten, neue Standards, Modifikationena
– Fehler in den jeweiligen Compiler-Implementierungen
– i n d e r R e g e l k e i n e , s o n s t z u m e i s t n i c h t a u s r e i c h e n d e o d e r s o g a r i r r e f ¨  h r e n d eu
Angaben ¨ ber die P rtabilit ¨  tseigenschaften von in der jeweiligen Sprach-V rsionu o a e
 geschriebenen Programmen
Neben diesen mehr grunds ¨  tzlichen Problemen, die sich im Zusammenhang mit dem P rtierungs-a o
 ansatz ¨ ber h ¨  here Programmiersprachen ergeben, g i b t e s e i n e V i e l z a h l v o n s p e z i fi s c hen Eigen-u o
¨s c h a f t e n j e d e r C o m p i l e r - I m p l e m e n t i e r u n g , d i e e i n e u n m i t t e l b a r e U b e r t r a g u n g v o n S o f t w a r e e r -
schweren; sie sind dennoch von Bedeutung, zumal sie h ¨  ufig “ ¨  bersehen” werden, mit gelegentlicha u
 katastrophalen Ergebnissen. Diese spezifischen Eigenschaften sind auf allen Compiler-Ebenen zu
 fi n d e n : a u f l e x i k a l i s c h e r , s y n t a k t i s c h e r u n d s e m a n t i s c h e r E b e n e . H i e r s e i n u r ( a l s e i n B e i s p i e l )
a n g e g e b e n , d a β m a n c h e P r o g r a m m i e r s p r a c h en zwar beliebig lange Bezeichner zulassen, daβ d i e
v e r s c h i e d e n e n C o m p i l e r - I m p l e m e n t i e r u n g e n j e d o c h e i n e unterschiedliche Anzahl von Zeich e n i n
einem Bezeichner auswerten, so etwa:
Der Bezeichner
‘function_result’
¨f ¨  hrt in der P scal-p-Compiler-Implementierung [NAJ 76] zu einem Ubersetzungs-u a
 fehler, da nur die ersten 8 Zeichen ausgewertet  werden und dadurch eine Kollision
mit dem reservierten W rt function auftritt;  andere  P scal-Compiler (etwa  dero a
Siemens P scal-Compiler V2.40) akzeptieren  ihn als “normalen” identifier.a
E i n a n d e r e s B e i s p i e l i n d i e s e m Z u s a m m e n h a n g i s t d i e D a r s t e l l u n g v o n r e s e r v i e r t e n W r t e n m i to
Markierungen wie etwa in ALGOL60; die Schreibweisen ‘begin’, “begin”, “begin, ‘begin
und .begin ist bei verschiedenen Compiler-Implementierungen anzutreffen (vgl. [TKB 78]).
Gravierender sind “Eigenarten” von implementierten Compilern, die L ¨  cken in der Sprachdefinitionu
unterschiedlich realisieren; ein Beispiel daf ¨  r ist die unterschiedliche Handhabung von leeren case-u
V rianten innerhalb einer T p-Deklaration in P SCAL, so etwa im portablen(!) P SCAL-(Cross-)a y A A
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3. Wir lassen neuere Entwicklungen wie ADA [ADA 80] unber ¨  cksichtigt, auch weil die im folgenden angef ¨  hrten Probleme trotz deru u
unternommenen Anstrengungen nicht auszuschlieβen sind (siehe auch [Hoa 80]).
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 1C o m p i l e r f ¨  r d e n M C 6 8 0 0 0 v o n M o t o r o l a a u f v e r s c h i e d e n e n I n s t a l l a t i o n e n o d e r d e m S i e m e n su
P SCAL-Compiler in den aufeinanderfolgenden (!) V rsionen 2.4 und 2.51.A e
“The differences between compilers for the same language are often small but are
important and can be extremely expensive.”[SRC 75]
Man muβ hinzuf ¨  gen, daβ diese Unterschiede in aller Regel auch nur unter hohem Aufwand zuu
 entdecken sind.
Dies gilt umsomehr, wenn die verschiedenen Compiler-Eigenschaften Punkte ber ¨  hren, die nichtu
 durch eine einfache textliche Korrektur (soweit dies ¨ berhaupt m ¨  glich ist) des zu portierenden Pro-u o
gramms zu beheben sind. Solche Probleme entstehen dann, wenn bei der V rwendung einer h ¨  herene o
Programmiersprache Maschineneigenschaften f ¨  r den Programmierer unbemerkt bleiben. Problemeu
dieser Art k ¨  nnen in der Regel kaum (und wenn, dann nur unter erheblichem Aufwand) durch eineo
Analyse des Quell p r o g r a m m s e r k a n n t w e r d e n ; i h r e B e h e bung erfordert einen zus ¨  tzlichen (gele-a
 gentlich unvertretbar hohen) Aufwand. Generell erscheint es jedoch problematisch, einem Benutzer
die P rtierung durch Manipulation der Quellfassung eines (u.U. umfangreichen) Programms zuzu-o
m u t e n ; d e r d a z u n ¨  t i g e A u f w a n d w i r d i n a l l e r R e g e l u n t e r s c h ¨  t z t , i . a . i s t e i n e ( u m f a s s e n d e )o a
Einarbeitung in die Logik des Programms und eine weitgehende Modifikation erforderlich (vgl. Fuβ-
note 1 auf S. 30!).
W i r w o l l e n n u n k u r z a u f e i n i g e h ¨  h e r e P r o g r a m m i e r s p r a c h e n e i n g e h e n , d i e ¨ b l i c h e r w e i s e z u ro u
L ¨  s u n g d e s P r t a b i l i t ¨  t s - P r o b l e m s v e r w e n d e t w e r d e n ; d i e s s i n d i n d e r R e g e l d i e S p r a c h e no o a
FORTRAN, COBOL und PL/1 sowie in neuerer Zeit auch P SCAL. Die Sprachen der (engeren)A
ALGOL-F milie (also ALGOL60, ALGOL-W, ALGOL68) brauchen hier nicht n ¨  her ber ¨  cksichtigta a u
z u w e r d e n , d a s i e a l s e h e r w i s s e n s c h a f t l i c h - o r i e n t i e r t e S p r a c h e n n i c h t d i e V r b r e i t u n g g e f u n d e ne
h a b e n , d i e u n s e r e r Z i e l s e t z u n g e n t s p r i c h t ; e i n e U n t e r s u c h u n g d e r P r t a b i l i t ¨  t s e i g e n s c h a f t e n v o no a
ALGOL60 in [Wic 77] zeigt jedoch, daβ auch hier die gleichen Probleme auftreten, die wir eingangs
dargestellt haben.
Als “ideale” P rtierungssprachen werden i.a. FORTRAN, COBOL und PL/1 angesehen; gerade beio
den beiden letztgenannten stand zur Zeit ihrer Definition nicht zuletzt die Absicht im V rdergrund,o
 ein “P rtierungsmittel” zu schaffen [Sam 69]. Betrachtet man diese Sprachen genauer, so ist festzu-o
stellen, daβ sie gerade diese Eigenschaft keineswegs erf ¨  llen.u
Gerade bei PL/1 bestehen in der Realit ¨  t besondere Probleme hinsichtlich der P rtabilit ¨  t, die sicha o a
 einmal aus dem Umfang der zur V rf ¨  gung stehenden Sprachkonstrukte und auch aus vielen, z.T.e u
 schwer erkennbaren Maschinenabh ¨  ngigkeiten ergeben; zus ¨  tzlich existiert bei PL/1 in besonderena a
Maβe eine hohe Betriebssystemabh ¨  ngigkeit.a
Die Maschinenabh ¨  ngigkeit ergibt sich speziell dadurch, daβ Sprachkonstrukte die Ausnutzung vona
Maschineneigenschaften erm ¨  glichen, die auf einer P rtierungszielmaschine nicht notwendigerweiseo o
¨v o r l i e g e n , s o e t w a d u r c h d i e M ¨  g l i c h k e i t d e r b a s e d - U b e r l a g e r u n g ; a u c h a n d e r e i n d e r S p r a c h eo
e n t h a l t e n e n K o n z e p t e ( i m p l i z i t e / e x p l i z i t e K o n v e r t i e r u n g , D a t e n a t t r i b u t e , a l i g n m e n t - A n g a b e n )
¨erleichtern wohl entgegen der urspr ¨  nglichen Absicht die Ubertragung von Pl/1-Programmen nicht,u
sondern sind Ursache f ¨  r besonders schwer zu entdeckende Fehler.u
¨Ahnliche Aussagen sind auch f ¨  r die Sprachen FORTRAN und COBOL m ¨  glich; hier entstehenu o
 P r o b l e m e n i c h t n u r w e g e n d e s S p r a c h u m f a n g s , s o n d e r n a u c h w e g e n d e r u n t e r s c h i e d l i c h e n ( z . T .
1einfach falschen) Implementierung einzelner Sprachkonzepte , die dazu f ¨  hren, daβ man grunds ¨  tz-u a
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1. Einsichtnahme in die Quellen wurden mir vom Rechenzentrum der Universitat des Saarlandes erm ¨  glicht. Die Probleme, die bei dero
¨Ubertragung dieses Compilers (auf die vorgesehene Maschine) auftraten, sind typisch f ¨  r die in diesem Abschnitt geschilderten Schwie-u
rigkeiten einer quellsprachlichen P rtierung.o
1. F ¨  r COBOL gibt es nach [HoH 79] (wegen der Gliederung der Sprachdefinition in Module und Stufen) ¨ ber 100 000(!) zul ¨  ssige unter-u u a
schiedliche Implementierungsm ¨  glichkeiten nach dem neuesten Standard ANS 74.o
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¨lich nicht die Ubertragbarkeit eines Programms in diesen Programmiersprachen erwarten kann, ohne
einen zus ¨  tzlichen Aufwand, der nahe an die Neuerstellung eines Programms heranreichen kann.a
 Beispiele daf ¨  r sind in der Literatur viele zu finden, so etwa f ¨  r FORTRAN in [P o 74] und f ¨  ru u o u
COBOL in [Tri 77]; Knuth [Knu 71] gibt (nach [Lec 81]) an, daβ das einzige FORTRAN-Statement,
das von allen Compilern auf jeder Maschine (ann ¨  hernd) gleich ¨ bersetzt wird, “CONTINUE” ist.a u
V r s c h i e d e n e S t a n d a r d i s i e r u n g s v e r s u c h e h a b e n i n d e r V r g a n g e n h e i t n i c h t s a n d i e s e r T t s a c h ee e a
¨ ndern k ¨  nnen. Solchen V rsuchen ist gerade bei diesen Programmiersprachen wenig Aussicht aufa o e
 E r f o l g z u z u t r a u e n , d a s i e z w a ngsl ¨  ufig Eingriff e i n v i e l e s e i t J a h r e n i n B e t r i e b b e fi n d l i c h e P r o -a
gramme erfordern werden und damit unbezahlbar bleiben; ganz im Gegenteil zu ihrer urspr ¨  nglichenu
Intention haben Standardisierungsansatze in der Regel dazu gef ¨  hrt, daβ der “Wirrwarr” der schonu
existierenden Programmiersprachen noch um eine neue (eben die dem neuen Standard entsprechen-
de) vergr ¨  βert wird, mit der entsprechenden V rringerung der P rtabilit ¨  t.o e o a
Als geeignete P rtierungssprache wird heute sehr oft P SCAL angesehen; P SCAL verf ¨  gt ¨ bero A A u u
 e i n e ( w e i t g e h e n d ) a k z e p t i e r t e S t a n d a r d - D e fi n i t i o n [ J e W  7 5 ] , b e s c h r ¨  n k t d i e K o n t a k t e z u d e ma
b e n ¨  t i g t e n B e t r i e b s s y s t e m a u f e i n M i n i m u m ( s o f e r n m a n s i c h a u f d i e f ¨  r S t a n d a r d - P S C A Lo u A
geforderten sequentiellen Dateien beschr ¨  nkt; die Betriebssystemabh ¨  ngigkeit wird in P SCAL aucha a A
dadurch vermindert, daβ zwischen dem Sprachkonstrukt file und der physikalischen Repr ¨  sentierunga
unterschieden wird)  und ben ¨  tigt nur sehr wenig Laufzeitunterst ¨  tzung. Maschinenabh ¨  ngigkeiteno u a
sind eher geringf ¨  giger Art (etwa kleinste ganze Zahl). Die einfachen Kontrollstrukturen erlaubenu
i.a. eine gleich gute Realisierung auf Maschinen sehr unterschiedlicher Struktur; die Definition von
T pen und Datenstrukturen kann im wesentlichen unabh ¨  ngig von einer realen Maschine erfolgen.y a
Es kann jedoch nicht davon ausgegangen werden, daβ die oben geschilderten Probleme bzgl. der
1P rtabilit ¨  t bei der V rwendung von P SCAL nicht auftreten . Die P rtabilit ¨  tseigenschaften eineso a e A o a
 Programms, das in P SCAL implementiert ist, werden zwar i.a. h ¨  her sein als etwa die eines Pro-A o
gramms in FORTRAN. Allerdings beduetet die V rwendung von P SCAL als Implementierungs-e A
sprache allein keineswegs, daβ ein solches Programm “portabel” ist.
P r o b l e m e , d i e s i c h b e i d e r V r w e n d u n g v o n P S C A L h i n s i c h t l i c h d e r P r t a b i l i t ¨  t e r g e b e n , s i n de A o a
zunachst relativ “einfacher” Natur:
– die Zeichensatzabh ¨  ngigkeita
– die gr ¨  βte (kleinste) darstellbare ganze Zahlo
– der Bereich der Basismenge eines sets___
– das packed-Konzept.______
– unterschiedliche Implementierung von Standard-Funktionen
Die eigentlichen Probleme stellen sich bei der V rwendung von P SCAL auf einer anderen Ebene;e A
sie ergeben sich im wesentlichen durch die in der Sprachdefinition enthaltenen “Unsicherheiten” und
Mehrdeutigkeiten, wie sie von [Hab 73] und [WSH 81] beschrieben sind. Als besonders bemerkens-
wert ist hier zu erw ¨  hnen, daβ die T p ¨  quivalenz (Namens- bzw. Struktur-Aquivalenz) nicht ima y a
 Report [JeW 75] definiert und damit implementierungsabh ¨  ngig ist.a
Eine detailliertere (gel. jedoch unkritische) Untersuchung der P rtabilit ¨  tseigenschaft von Program-o a
 men in P SCAL findet sich in [Lec 81]. Als F zit stellt [Lec 81] fest, daβ man P rtabilit ¨  t i.a. nurA a o a
 dann erzielt, wenn gefordert wird, daβ
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1. F ¨  r P SCAL gibt es (zumindest) eine Implementierung, die die Operator-Priorit ¨  ten abweichend von der Standard-Definition [JeW 75]u A a
 geregelt hat, vgl. [BiI 82].
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 – das zu ¨ bertragende Programm mit der speziellen Zielsetzung entwickelt wird, daβu
es “ ¨  bertragbar” istu
und
– der Benutzer die letzliche Anpassung an die P rtierungs-Zielmaschine manuello
vornimmt.
Abgesehen davon, daβ auf diese W ise eine unmittelbare P rtabilit ¨  t nicht zu erreichen ist (und diesee o a
 F rderungen auch bei V rwendung anderer Sprachen eher portable Programme ergeben), hat dieo e
 vorgeschlagene V rgehensweise folgende Probleme:o
Soll ein Programm eben mit der P rtabilit ¨  tszielsetzung erstellt werden, so bedeutet dies, daβ dero a
 E n t w i c k l e r d i e v o l l s t ¨  n d i g e P r t a b i l i t ¨  t s p r o b l e m a t i k ¨ b e r b l i c k e n m u β ; d i e s e F r d e r u n g k a n na ____ o a u o______ 
 a l l e n f a l l s a n e i n g e n e r i e r e n d e s S y s t e m g e s t e l l t w e r d e n . H a t e i n A n w e n d e r d a n n l e t z t l i c h d o c h
Quelltext-Korrekturen auszuf ¨  hren, so ist diese Aufgabe auch bei einem generierten Programm (mitu
i.a. klareren Strukturen) kompliziert und aufwendig. Auβerdem werden durch diese V rgehensweiseo
 Probleme der oben angef ¨  hrten komplizierteren Art nicht zu l ¨  sen und m ¨  gliche Fehler erst sp ¨  tu o o a
festzustellen sein.
3.3  Compiler-P rtabilit ¨  t.o a
Wie wir gesehen haben, ist notwendige V raussetzung f ¨  r die P rtabilit ¨  t die Annahme, daβ auf dero u o a
 P rtierungs-Zielmaschine ein Compiler f ¨  r die Programmiersprache zur V rf ¨  gung steht, in der daso u e u
 zu ¨ bertragende Programm abgefaβt ist. Ist dies nicht der F ll oder entspricht der Compiler auf deru a
Z i e l m a s c h i n e n i c h t d e m f ¨  r d i e s e l b e P r o g r a m m i e r s p r a c h e a u f d e r I m p l e m e n t i e r u n g s - M a s c h i n eu
zugrundegelegten “Standard”, dann ist eine unmittelbare P rtierung i.a. nicht m ¨  glich. In diesem F llo o a
¨
 wird die Frage interessant, welche Methoden die Ubertragung eines Compilers f ¨  r die Implementie-u
rungssprache erlauben.
Eine solche V rgehensweise ist zun ¨  chst nicht naheliegend, denn der n ¨  tige Aufwand ist wesentlicho a o
gr ¨  βer: Compiler k ¨  nnen “von Natur aus” nicht maschinen- bzw. betriebssystemunabh ¨  ngig sein, sieo o a
m ¨  s s e n i n e i n e r P r o g r a m m i e r s p r a c h e f o r m u l i e r t w e r d e n , f ¨  r e i n e ( b e s t i m m t e ) M a s c h i n e C o d eu u
generieren und sind in besonderem Maβe auf das Betriebssystem eines bestimmten Rechners (so bei
Ein-/Ausgabe, Zeichensatz) angewiesen.
¨In unserem besonderen F ll wird jedoch, daβ nicht nur die Ubertragung eines Programms (etwa desa
Compiler-Generators) angestrebt, sondern auch aller durch dieses System zu generierenden Compi-
ler – und dies im Prinzip auf alle denkbaren Zielmaschinen. Eine Anpassung des gesamten V rfah-e
r e n s ( e t w a d u r c h e i n e g e e i g n e t e P r a m e t r i s i e r u n g ) a n a l l e e x i s t i e r e n d e n o d e r m ¨  g l i c h e n Z i e l -a o
maschinen ist jedoch unm ¨  glich.o
¨A u s d i e s e m G r u n d l i e g t e i n e U n t e r s u c h u n g d e r g e n e r e l l e n M ¨  g l i c h k e i t e n z u r U b e r t r a g u n g v o no
Compilern nahe, wobei sich ein V rfahren ergeben sollte, das die P rtierung sowohl f ¨  r die Compilere o u
als auch den Generator in m ¨  glichst derselben W ise erlauben sollte. Wir werden daher im folgen-o e
¨den auf die (vom Aufwand her vertretbaren) Methoden eingehen, die die Ubertragung von Compi-
lern erm ¨  glichen.o
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3.3.1  Bootstrapping.
Die Methode des Bootstrapping besteht im wesentlichen darin, einen (existierenden) Compiler f ¨  ru
eine Programmiersprache auf eine andere Maschine dadurch zu ¨ bertragen, daβ die notwendigenu
Anpassungen an die Zielmaschine am Compiler-Quelltext vorgenommen werden und die modifi-
1z i e r t e Q u e l l e d u r c h d e n e x i s t i e r e n d e n C o m p i l e r ¨ b e r s e t z t w i r d . D i e M o d i fi k a t i o n b e t r e f f e n v o ru
¨allem die Anderung der Code-Generierung zum Erzeugen von Code f ¨  r die Zielmaschine sowie dieu
Anpassung an deren Zeichensatz.
Man unterscheidet dabei zwei V rgehensweisen, den half bootstrap und den full bootstrap, die sicho
¨darin unterscheiden, daβ die Anpassungen auf der Implementierungs-Maschine bzw. auf der (Uber-
tragungs-) Zielmaschine erfolgen. V raussetzung ist in beiden F ¨  llen, daβ der Compiler in einero a
 s y m b o l i s c h e n o d e r Q u e l l - S p r a c h c o d i e r u n g v o r l i e g t , d i e s o a b g e ¨  n d e r t w e r d e n k a n n , d a β e i n ea
¨Ubersetzung der modifizierten Compiler-Quelle einen auf der Zielmaschine verwendbaren, lauff ¨  hi-a
gen Compiler ergibt.
Bootstrapping ist ein h ¨  ufig verwendeter Ansatz; seine Problematik ergibt sich jedoch durch dena
 erforderlichen Aufwand und die T tsache, daβ im wesentlichen die im fr ¨  heren Abschnitt angege-a u
¨benen Ubertragungsprobleme bestehen bleiben; speziell hat der Benutzer die Manipulationen in der
Quellform des Compilers auszuf ¨  hren, mit den oben geschilderten Problemen.u
3.3.2  P rtierung ¨ ber Zwischensprachen.o u
 ¨Eine andere M ¨  glichkeit der Ubertragung von Programmen besteht darin, einen fiktiven (virtuellen)o
Rechner zu definieren, dessen Struktur zur L ¨  sung einer speziellen Aufgabe besonders geeignet ist.o
Die zur Probleml ¨  sung notwendigen Algorithmen werden in einer dem Maschinenmodell ad ¨  quateno a
W ise formuliert, indem man sie im “Maschinencode” der definierten Maschine angibt. Die Reali-e
sierung der fiktiven Maschine auf einer realen Rechenanlage  erfolgt dann durch Simulation der
 “Maschinenoperationen” und des angegebenen Maschinenprogramms etwa durch Interpretation.
F ¨  r Compiler l ¨  βt sich diese Konstruktion zur Erzielung von P rtabilit ¨  t dadurch ausnutzen, daβ deru a o a
 ¨
 ( ¨  b l i c h e ) V r g a n g e i n e r U b e r s e t z u n g e i n e s P r o g r a m m s P a u s d e r Q u e l l s p r a c h e ( Q S ) i n d i eu o
Maschinensprache (MS) einer Zielmaschine, so abge ¨  ndert wird, daβ die Ausgabe des Compilersa
¨e i n e Z w i s c h e n s p r a c h e ( Z S ) i s t , d i e a n s c h l i e β e n d E i n g a b e f ¨  r e i n e n w e i t e r e n U b e r s e t z e r i n d e nu
¨Zielmaschinencode ist. Der Ubersetzungsvorgang QS —> MS wird damit (bei geeigneter Definition
d e r Z w i s c h e n s p r a c h e ) i n z w e i u n a b h ¨  n g i g e T i l e a u f g e s p a l t e n , d e r e n g e t r e n n t e B e a r b e i t u n ga e
vorteilhaft ist. Dies l ¨  βt sich folgendermaβen veranschaulichen:a
+----------+
P         | Compiler |      P
QS  ---> |QS ---> MS| --->   MS
+----------+
+----------+              +----------+
P         | Compiler |     P        | Compiler |     P
QS --->  |QS ---> ZS| ---> ZS ---> |ZS ---> MS| ---> MS
+----------+              +----------+
            
¨Abb. 3.2: Ublicher Compilierungsvorgang bzw. Compilierung ¨ ber Zwischenspracheu
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1. mit Bootstrapping wird auch das (schrittweise) Entwickeln eines Compilers auf einer Maschine bezeichnet.
P rtierung ¨ ber Zwischensprachen. 33o u
 ¨Die Aufspaltung eines Compilers in dieser W ise ist keine Anderung der fr ¨  her angebenen struk-e u
turellen Gliederung eines Compilers. Bei den dort angegebenen Zwischenformen handelt es sich
 jedoch um (wenigstens konzeptionell) intern gehaltene Datenstrukturen; im Gegensatz dazu sei unter
e i n e r Z w i s c h e n s p r a c h e e i n e e i g e n s t ¨  n d i g e D a r s t e l l u n g e i n e s P r o g r a m m s ( e t w a i n l e s b a r e r F r ma o
¨ hnlich einer Assemblersprache) verstanden.a
¨L i e g t d a s E r g e b n i s d e s U b e r s e t z u n g s v o r g a n g s Q S — — > Z S v o r , s o k a n n ( a u β e r d e r w e i t e r e n
¨Ubersetzung in den Maschinencode der realen Maschine) eine Interpretation des Zwischencodes auf
der Zielmaschine erfolgen. Diese Interpretation entspricht einer Simulation der abstrakten Maschine
a u f d em realen Rechner; andererseits erlauben V rfahren wie das der Mikroprogram m i e r u n g d e re
realen Maschine die direkte Ausf ¨  hrung des Zwischencodes auf der Zielmaschine (vgl. [BuS 77]u
u.a.).
Ist speziell nun der Compiler in der zu ¨ bersetzenden Programmiersprache formuliert, so steht er aufu
¨einer beliebigen Zielmaschine zur V rf ¨  gung, wenn zuvor die Ubertragung der Zwischensprachen-e u
 fassung des Compilers auf die Zielmaschine erm ¨  glicht worden ist.o
3.3.2.1  Das UNCOL-Konzept.
A n s ¨  t z e z u r P r t i e r u n g v o n C o m p i l e r n n a c h d i e s e m V r f a h r e n g a b e s s c h o n u m 1 9 5 8 m i t d e ra o e
theoretischen F rmulierung des UNCOL (“UNiversal Computer Oriented Language”) – Konzeptso
[ S t r  5 8 ] . M i t U N C O L w u r d e d i e D e fi n i t i o n e i n e r u n i v e r s e l l e n Z w i s c h e n s p r a c h e v e r s u c h t , d i e e s
¨erm ¨  glichen sollte, den Aufwand f ¨  r die Ubertragung von m Compilern auf n Maschinen auf m+no u
anstatt m*n zu beschranken. Die Idee von UNCOL l ¨  βt sich in den Bilder 3.3 und 3.4 auf Seite 34a
veranschaulichen.
+----+  +----+ +----+| PS |  | PS |      .......           | PS ||  1 |  |  2 | |  m |
+----+  +----+ +----+
+-----+  +-----+            +-----+| M 1 |  | M 2 |   .....    | M n |
+-----+  +-----+            +-----+
            
¨Abb. 3.3: F ¨  r n Maschinen sind bei m Programmiersprachen m * n Ubersetzer n ¨  tigu o
I n d e r V r g a n g e n h e i t w u r d e n v e r s c h i e d e n e V r s u c h e u n t e r n o m m e n , e i n e s o l c h e U N C O L z ue e
e n t w i c k e l n ( s o J A N U S [ C P W  7 4 ] , [ W i  7 7 ] ) ; d i e V i e l z a h l u n t e r s c h i e d l i c h e r K o n z e p t e i n d e na
Programmiersprachen sowie die sehr verschiedenen Maschinenarchitekturen lieβen die Entwicklung
einer echten “universellen” UNCOL mit der zu fordernden vertretbaren Effizienz jedoch nicht zu.
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+----+  +----+ +----+
| PS |  | PS |      .......          | PS |
|  1 |  |  2 | |  m |
+----+  +----+ +----+|       | |
V       V V
.-------------------------------------.
V
+-------------+
|  U N C O L  |      <------ UNCOL-Ebene
+-------------+
|
.---------------------------.
|        | |
V        V V
+-----+  +-----+            +-----+
| M 1 |  | M 2 |   .....    | M n |
+-----+  +-----+            +-----+
 
¨ ¨Abb. 3.4: Unter V rwendung einer UNCOL sind nur m Ubersetzer PSi ——> UNCOL und n Ubersetzer UNCOL ——> MSj n ¨  tig.e o
¨Erfolgreicher waren Ansatze in dieser Richtung innerhalb eines Entwicklungshauses, wo die Fest-
legung auf eine “hausinterne” Schnittstelle ein UNCOL-Niveau definiert. Ergebnisse dieser Art wur-
den bei IBM durch V rwendung des sog. IBM 370 Conventional Machine Levels als UNCOL f ¨  re u
die (sehr unterschiedlichen) Rechner der 360 und 370 F milie (vgl. [T n 76]) erzielt; ahnlich positivea a
E r g e b n i s s e e i n e s “ fi r m e n i n t e r n e n ” U N C O L s g i b t e s b e i D E C s o w i e b e i S P E R R Y / U N I V CA
[GKR 79].
3.3.2.2  Maschinen- und sprachspezifische Zwischensprachen.
W g e n d i e s e r S c h w i e r i g k e i t e n b e i m E n t w u r f e i n e r U N C O L – e i n P r o b l e m , d a s n a c h s e i n e re
Konstruktion nach beiden Seiten offen ist – sind weitere Entwicklungen auf diesem Gebiet in der
¨F l g e v o n d i e s e r U b e r l e g u n g a u s g e g a n g e n : W n n e s ( i n d e r P r a x i s ) n i c h t m ¨  g l i c h i s t , e i n eo e o
universelle Zwischensprache zu definieren, dann k ¨  nnten sich m ¨  glicherweise durch Konzessioneno o
 auf einer der beiden offenen Schnittstellen im UNCOL-Konzept V rteile ergeben. Diese Ans ¨  tzeo a
f ¨  h r t e n z u d e r D e fi n i t i o n v o n m a s c h i n e n s p e z i fi s c h e n ( M Z S ) u n d s p r a c h s p e z i fi s c h e n ( L Z S ) Z w i -u
schensprachen.
MZS sind nach ihrer Konstruktion an realen Maschinen orientiert; ihre P sition in Bild 3.4. liegt alsoo
unterhalb der UNCOL-Ebene. Die Idee bei der Definition dieser Klasse von Zwischensprachen ist
die, daβ der Aufwand zur Generierung von Code f ¨  r eine spezielle Zielmaschine zur Realisierungu
von Compilern von mehreren Programmiersprachen ausgenutzt werden kann. Beispiele f ¨  r diesenu
Ansatz sind CTL ([Cap 72] und [FYN 72]).
Trotz verschiedener Ergebnisse, die f ¨  r diesen Ansatz sprechen, ist die W hl der Ebene, auf der dieu a
Z w i s c h e n s p r a c h e a n g e s i e d e l t w e r d e n s o l l , u m d e n g e w ¨  n s chten E f f e k t z u e r z i e l e n , n i c h t u n p r o -u
blematisch: sie darf nicht zu niedrig liegen, da dann die Zwischencode-Generierung m ¨  glicherweiseo
zu komplex ist, sie sollte aber auch nicht zu hoch liegen, um sie bzgl. unterschiedlicher Konzepte der
verschiedenen h ¨  heren Programmiersprachen kompatibel zu halten (vgl. [Els 78]).o
Im Unterschied zu den MZS sind die sprachspezifischen Zwischensprachen so entworfen, daβ sie
speziell f ¨  r die Darstellung einer h ¨  heren Programmiersprache geeignet sind. Der Transport dieseru ___ o_
 Programmiersprache auf verschiedene reale Rechner kann dann z.B. so erfolgen, daβ man (m ¨  g-o
¨lichst einfache) Ubersetzer (in der Regel Assembler- ¨  hnlich) der LZS in den Maschinencode vona
r e a l e n M a s c h i n e n i m p l e m e n t i e r t . L Z S l i egen also o b e r h a l b d e r U N C O L - E b e n e i n B i l d 3 . 4 ; i h r e
V rwendung veranschaulicht folgendes Bild:e
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+----+  +----+ +----+| PS |  | PS |        .......           | PS ||  1 |  |  2 | |  m |
+----+  +----+ +----+|       | |
V       V V
.-------------------------------------.||             <------ UNCOL-Ebene|
V
+-------+| M Z S |
+-------+|
V
+-----+| M i |
+-----+
            
Abb. 3.5: Maschinenspezifische Zwischensprachen.
L Z S k ¨  n n e n i n d e r T t s o e n t w o r f e n w e r d e n , d a β d e r e r s t e C o m p i l i e r u n g s s c h r i t t w e i t g e h e n do a
maschinenunabh ¨  ngig gehalten werden kann. Will man also ein H ¨  chstmaβ an P rtabilit ¨  t erhalten,a o o a
 so wird die geeignete Zwischensprache aus der Klasse der LZS stammen. Wir gehen auf einige V r-e
treter dieser Klasse n ¨  her ein, nachdem wir folgende Betrachtungen angestellt haben.a
+----+| PS || i  |
+----+|
V
+---------+|  L Z S  |
+---------+||          <------ UNCOL-Ebene|
V
.---------------------------.|    | |
V    V V
+-----+  +-----+               +-----+| M 1 |  | M 2 |   .....       | M n |
+-----+  +-----+               +-----+
            
Abb. 3.6: Sprachspezifische Zwischensprachen.
3.3.2.3  Niveau und (Rest-) Maschinenabh ¨  ngigkeit von Zwischensprachen.a
Neben dem Grad ihrer Maschinen- bzw. Sprachorientierung klassifiziert [Els 78] Zwischensprachen
zus ¨  tzlich unter dem Aspekt ihres Niveaus und ihrer (Rest-) Maschinenabh ¨  ngigkeit; gerade diesea a
Eigenschaften sind f ¨  r die Eignung einer Zwischensprache f ¨  r den Zweck der P rtierung wesentlichu u o
und m ¨  ssen daher ber ¨  cksichtigt werden.u u
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Das Niveau einer Zwischensprache kann unter dem Aspekt der Struktur der zugrundeliegenden ab-
strakten Maschine und der m ¨  glichen Operationen klassifiziert werden. Die Struktur von abstrakteno
Maschinen kann sich bzgl. der Art oder Funktion ihres Speichers (linearer Speicher, Stack-Speicher,
Heap und beliebige Kombinationen), in Anzahl oder Art von Registern unterscheiden. Die auf einer
abstrakten Maschine definierten Operationen k ¨  nnen sich in einem weiten Bereich bewegen von deno
elementaren Operationen (einfache Lade-, Speicher-, Sprungbefehle, elementare Arithmetik) bis hin
zu Befehlen, die die Programmkontrolle ¨ hnlich einer h ¨  heren Programmiersprache ¨ ndern (etwaa o a
 P r o z e d u r - A u f r u f e , S c h l e i f e n - K o n s t r u k t e , c a s e - S t a t e m e n t s ) . E n t s p r e c h e n d k a n n d e r i n e i n e r Z w i -
schensprache enthaltene Befehlssatz von einem Niveau unterhalb des heute in realen Maschinen er-
warteten Umfangs bis hin zu in h ¨  heren PS enthaltenen Konstrukten reichen.o
D a s N i v e a u e i n e r Z w i s c h e n s p r a c h e h a t u n m i t t e l b a r e A u s w i r k u n g e n a u f d e n f ¨  r i h r e P r t a b i l i t ¨  tu o a
n o t w e n d i g e n A u f w a n d : D e r n ¨  t i g e A u f w a n d s i n k t m i t s i n k e n d e m N i v e a u d e r Z w i s c h e n s p r a c h e .o
Leider ist es jedoch so, daβ mit sinkendem Niveau die Gefahr von Ineffizienz einhergeht: Setzt man
¨namlich das Zwischensprache-Niveau zu niedrig an, so erh ¨  ht sich das Risiko, daβ die Ubersetzungo
ZS ——> MS nicht mehr so erfolgen kann, daβ die besonderen Eigenschaften der Zielmaschine (z.B.
Register) ausgenutzt werden k ¨  nnen. Dadurch entsteht dann nat ¨  rlich ein (u.U. betr ¨  chtlicher) V r-o u a e
 lust an Effizienz; der  bei niveau-niedrigen Zwischensprache notwendige erh ¨  hte Aufwand bei dero
¨Ubersetzung QS ——> ZS h ¨  tte sich also nicht gelohnt.a
D i e ( R e s t - ) M a s c h i n e n a b h ¨  n g i g k e i t e r g i b t s i c h i n R e l a t i o n z u d e r f ¨  r d i e a b s t r a k t e M a s c h i n ea______ u_____________ _
zugrundegelegten globalen Annahmen bzgl. der Speicherorganisation, der Register und der f ¨  r dieu
O b j e k t e e i n e s D a t e n t y p s v e r w e n d e t e n S p e i c h e r g e b i e t e . N o t w e n d i g e r w e i s e m ¨  s s e n h i e r d i e s eu
A n n a h m e n f ¨  r M Z S fi x i e r e n der ausfallen, da diese die speziellen Zielmaschineneigensch a f t e n i nu
b e s o n d e r e m M a β e a u s n u t z e n s o l l e n . D i e ( R e s t - ) M a s c h i n e n a b h ¨  n g i g k e i t e i n e r Z w i s c h e n s p r a c h ea
h ¨  ngt prinzipiell ebenfalls von ihrem Niveau ab; jede niveau-niedrige Zwischensprache lehnt sich ina
ihrer Struktur n ¨  her an die Architektur einer realen Maschine an – und ist somit eher maschinen-a
abh ¨  ngig als eine Zwischensprache, die sich in ihrer Struktur mehr an eine h ¨  here Programmier-a o
s p r a c h e a n l e h n t . W nn man also nur geringe (Rest-) Maschinenabh ¨  ngigkeit w ¨  n s c h t , k a n n e i n ee a u
entsprechende Zwischensprache nur in der Klasse der LZS gefunden werden.
Zusammenfassend kann eine Zwischensprache durch folgende Eigenschaften charakterisiert werden:
– den Grad ihrer Maschinen- bzw. Sprachorientierung
– ihr Niveau
– den Grad ihrer (Rest-) Maschinenabh ¨  ngigkeit.a
Der Grad der Maschinen- bzw. Sprachorientierung einer Zwischensprache sowie ihr Niveau ent-
 scheiden im wesentlichen ¨ ber ihre V rwendbarkeit zum Zweck der P rtierung; V rwendbarkeit be-u e o e
 deutet gleichzeitig, ein gewisses Maβ an Ineffizienz in Kauf zu nehmen: Effizienz und P rtabilit ¨  to a
sind zun ¨  chst sich widersprechende Ziele. Auf eine L ¨  sung dieses Problems im Rahmen unserera o
 Aufgabenstellung werden wir noch eingehen.
3.3.3  Ein V rgleich moderner Zwischensprachen.e
Wie wir gesehen haben, sind die sprachorientierten Zwischensprachen f ¨  r die spezielle Zielsetzungu
P rtabilit ¨  t eher geeignet; wir wollen daher auf einige Beispiele aus dieser Klasse eingehen. Wiro a
 verzichten auf die Betrachtung ¨ lterer Zwischensprachen (etwa AOC [RaR 64]), die gewisse Defizitea
aufweisen (mangelnde Flexibilit ¨  t durch fixe Annahmen ¨ ber die P rtierungszielmaschine) und diea u o
 auβerdem keine gr ¨  βere Anwendung erfahren haben.o
Ein V rgleich moderner Zwischensprachen. 37e
In [Els 78] werden mehrere (moderne) sprachspezifische Zwischensprachen untersucht und einem
V rgleich unterzogen, dessen Ergebnis wir hier kurz zusammenfassen. Die untersuchten Zwischen-e
sprachen sind:
OCODE f ¨  r die Programmiersprache BCPLu
 ZCODE “ ALGOL68 C
ACODE “ ALGOL68
p-Code “ P SCALA
 V n den untersuchten Sprachen kann OCODE [Ric 71] als (bis auf den Zeichensatz) vollst ¨  ndigo a
maschinenunabh ¨  ngig angesehen werden; allerdings ist dies nur deshalb m ¨  glich, da die OCODEa o
z u g r u n d e l i e g e n d e M a s c h i n e e i n e s e h r e i n f a c h e S t r u k t u r h a t , d i e s i c h a u s i h r e r “ B e z u g s s p r a c h e ”
BCPL ergibt; speziell l ¨  βt OCODE nicht die explizite Beschreibung getypter Objekte zu.a
ZCODE [Bou 77] (f ¨  r die ALGOL68-V riante ALGOL68C) ist eher maschinennah konzipiert in deru a
W ise, daβ Annahmen ¨ ber die V rf ¨  gbarkeit von Registern sowie ¨ ber den Speicher der realene u e u u
 Maschine gemacht werden; die Notwendigkeit dazu ergab sich aus dem Problem der Darstellung
verschiedener Basis-T pen sowie der Realisierung einer komplexen Blockstruktur- und Heap-V r-y e
waltung. Diese Annahmen gehen in F rm von P rametern in die Erzeugung von ZS-Programmeno a
 ein. ZCODE eignet sich eher f ¨  r eine spezielle Klasse von Maschinen, n ¨  mlich Register-Maschinen.u a
ACODE [ElsS76] ist eine (niveau-hohe) Zwischensprache, die mit der ausdr ¨  cklichen Zielsetzungu
vollst ¨  ndiger Maschinenunabh ¨  ngigkeit als Zwischensprache f ¨  r ALGOL68 entwickelt wurde. Diea a u
zugrundeliegende Maschine ist eine Stackmaschine, die zus ¨  tzlich ¨ ber ein Speichergebiet f ¨  r einena u u
 Heap verf ¨  gt. W sentlichste Eigenschaft von ACODE ist, daβ keine Dekomposition von Operatio-u e
 nen (etwa eines V riablen-Zugriffs) in elementare Schritte oder eine explizite V rgabe von Speicher-a e
platzadressen erfolgt; die Deklaration von V riablen und die Definition von T pen wird durch einea y
explizite Beschreibung auf ZS-Ebene dargestellt. Dadurch erh ¨  ht sich allerdings der Aufwand erheb-o
¨lich, der bei der Ubersetzung ACODE —> Maschinencode geleistet werden muβ.
p - C o d e [ N A J  7 6 ] i s t e i n e Z w i s c h e n s p r a c h e , d i e i m Z u s a m m e n h a n g m i t d e r E n t w i c k l u n g d e r
Programmiersprache P SCAL entstand. Obwohl urspr ¨  nglich nur als Hilfsmittel zur V reinfachungA u e
d e r C o d e - G e n e r i e r u n g g e d a c h t , e r g a b s i c h b a l d s e i n e V r w e n d u n g a l s M i t t e l z u r E r z i e l u n g v o ne
P rtabilit ¨  t f ¨  r die ersten P SCAL-Compiler.o a u A
 p-Code orientiert sich im wesentlichen an den Erfordernissen der Programmiersprache P SCAL; dieA
F i x i e r u n g a n P S C A L i s t a llerdings weniger stark a l s e t w a d i e v o n O C O D E a n B C P L . p - C o d eA
erm ¨  glicht die V rwaltung von (eingeschr ¨  nkter) Blockstruktur (mithilfe eines Stacks), dynamischero e a
S p e i c h e r g e b i e t e ( H e a p ) u n d d i e S p e i c h e r u n g v o n K o n s t a n t e n ; s p e z i e l l i s t d i e t y p a b h ¨  n g i g ea
Behandlung von Daten m ¨  glich, wobei die Speicherplatzvergabe in Abh ¨  ngigkeit vom typindivi-o a
 duellen Bedarf (f ¨  r alle statisch deklarierten) V riablen zur Compile-Zeit erfolgt. Wie in ZCODEu a
wird der Speicherplatzbedarf der Standard-T pen (und zus ¨  tzlich ihre Ausrichtung auf bestimmtey a
 Speichergrenzen, das alignment) durch P rametrisierung beschrieben. Operationen in p-Code sinda
jedoch nicht an einer realen Maschinen-Hardware orientiert (speziell gibt es keine Annahmen ¨ beru
Register), sondern werden auf dem p-Maschinen-Stack ausgef ¨  hrt.u
p-Code erscheint interessant wegen der T tsache, daβ seiner Entwicklung speziell ein Kompromiβa
zwischen den Erfordernissen, die sich aus der Bezugssprache ergeben, und dem Wunsch nach (ein-
facher) P rtierungsm ¨  glichkeit zugrundeliegt (vgl. [NAJ 76]).o o
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3.4  F zit.a
¨Aus der Untersuchung der V rwendbarkeit von h ¨  heren Programmiersprachen zur Ubertragung vone o
P r o g r a m m e n e r g i b t s i c h , d a β a l l e i n F r a ge kommenden Sprachen mehr ode r w e n i g e r f ¨  r d i e s e nu
¨Zweck ungeeignet sind; viele Restprobleme bleiben bestehen, die eine Ubertragung effektiv verhin-
dern k ¨  nnen.o
Auf unsere Aufgabe ¨ bertragen bedeutet dies zun ¨  chst f ¨  r den Generator, daβ es unerheblich ist, inu a u
 welcher Programmiersprache er selbst formuliert ist; die Auswahl einer Implementierungssprache
¨kann daher aufgrund anderer Uberlegungen erfolgen, etwa der der Eignung f ¨  r den speziellen Zwecku
oder anderer vorteilhafter Eigenschaften.
In ¨ hnlicher F rm gilt diese Aussage f ¨  r die generierten Compiler, wenn man davon ausgeht, daβ siea o u
 in quellsprachlicher F rm in einer h ¨  heren Programmiersprache erzeugt werden. Nat ¨  rlich lieβe sicho o u
h i e r d e r G e n e r i e r u n g s p r o z e β s o g e s t a l t e n , d a β e i n i g e k r i t i s c h e P u n k t e h i n s i c h t l i c h d e r P r t a b i l i -o
t ¨  tseigenschaften (etwa im Sinne von [Lec 82]) vermieden werden; eine generelle P rtabilit ¨  t dera o a
 generierten Compiler ist so jedoch nicht zu erzielen, da kaum alle Gesichtspunkte ber ¨  cksichtigtu
werden k ¨  nnen und sich zudem die Zielmaschinen und die dort zur V rf ¨  gung stehenden Compilero e u
 ¨ ndern.a
Daneben bleibt bei dieser L ¨  sung das Problem bestehen, daβ quellsprachlich generierte Compilero
n u r d a n n a u f d e r Z i elmaschine verf ¨  gbar sind, wenn dort ein entsprechender Compiler exist i e r t ;u
davon kann in der Regel jedoch nicht ausgegangen werden.
¨W ¨  nschenswert ist nun eine gemeinsame Schnittstelle, die die Ubertragung der generierten Compileru
und des Generators erm ¨  glicht. F ¨  r die W hl d i e s e r S c h n i t t s t e l l e i s t z u b e r ¨  c k sichtigen, daβ sieo u a u
 einfach genug sein muβ, um den n ¨  tigen Aufwand gering zu halten; sie sollte auch so beschaffeno
s e i n , d a β e i n e p r ¨  z i s e D e fi n i t i o n v o r l i e g t , u n d d a β e i n B e n u t z e r a u β e r d i e s e r D e fi n i t i o n k e i n ea
weiteren Angaben (speziell keine Angaben ¨ ber Quelltext-Besonderheiten der zu ¨ bertragenden Pro-u u
¨gramme) ben ¨  tigt, um die beabsichtigte Ubertragung durchzuf ¨  hren. Auβerdem darf insbesondereo u
¨zur Ubertragung eines generierten Compilers nicht das V rhandensein eines anderen Compilers aufo
der P rtierungs-Zielmaschine vorausgesetzt werden.o
Eine solche Schnittstelle wird sich am ehesten in einer (sprachorientierten) Zwischensprache finden
lassen, auf die sich sowohl das Generator-System als auch die generierten Compiler abbilden lassen.
E i n e s o l c h e S c h n i t t s t e l l e e r f ¨  l l t d i e o b e n a n g e f ¨  h r t e n F r d e r u n g e n u n d b i e t e t z u s ¨  t z l i c h M ¨  g -u u o a o
lichkeiten, etwa der Optimierung, wie sie generell durch die V rwendung von Zwischensprachene
g e g e b e n s i n d . Z u s ¨  t z l i c h w ¨  n s c h e n s w e r t i s t e i n e Z w i s c h e n s p r a c h e , d i e s c h o n e x i s t i e r t u n d ¨ b e ra u u
deren V rwendungsm ¨  glichkeiten Erfahrungen vorliegen.e o
Wir werden auf das tats ¨  chlich gew ¨  hlte P rtierungsverfahren zur ¨  ckkommen, nachdem wir auf dena a o u
 beabsichtigten Einsatzzweck eingegangen sind; dies geschieht nicht zuletzt deswegen, weil die W hla
e i n e r ( s p r a c h s p e z i fi s c h e n ) Z w i s c h e n s p r a c h e n o t w e n d i g e r w e i s e v o n d e r ( e t w a a l s I m p l e m e n t i e -
rungssprache) verwendeten h ¨  heren Programmiersprache abh ¨  ngt.o a
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Kap. 4: Eine Erweiterung der Programmiersprache P SCAL um dasA
 Sprachkonstrukt Modul.
Wie wir gesehen haben, enth ¨  lt P SCAL keine M ¨  glichkeit zur Beschreibung von Modularit ¨  t. Wiea A o a
 in anderen A L G O L - ¨  h n l i c h e n S p r achen mit Blockstruktur entsteht hier das Problem, daβ block-a
 (genauer: prozedur-) lokale V riablen bei V rlassen des Blocks verloren sind. Ein Konzept wie dasa e
 der “own”-V riablen oder einer “common”-Deklaration ist in P SCAL nicht vorgesehen.a A
D i e s e B e s c h r ¨  n k u n g e n b e w i r k e n , d a β P S C A L i n d e r R e g e l z u r I m p l e m e n t i e r u n g k o m p l e x e r e ra A
Systeme wenig geeignet ist, bei denen es wesentlich darauf ankommt, ganze Programmteile als un-
abh ¨  ngige Komponenten zu entwickeln und sie anschlieβend zu einem “Gesamt-P ket” zusammen-a a
zufassen.
B e i e i n e r s o l c h e n V r g e h e n s w e i s e i s t e s i n s b e s o n d e r e w ¨  n s c h e n s w e r t , d a β v e r s c h i e d e n e P r o z e -o u
d u r e n / F u n k t i o n e n , d i e ( g e m e i n s a m ) e i n e b e s t i m m t e A u f g a b e r e a l i s i e r e n , a u f e i n e r g e m e i n s a m e n
Datenstruktur operieren k ¨  nnen, die nicht notwendigerweise von “auβen” sichtbar sein muβ; dieseso
P ket aus Prozeduren/Funktionen und der gemeinsamen Datenstruktur, kann dann unabh ¨  ngig vona a
anderen Komponenten entwickelt und zu groβeren Programm-Einheiten hinzugef ¨  gt werden, fallsu
geeignete Schnittstellen spezifiert wurden.
Ein Sprachelement, das beide gew ¨  nschten Eigenschaften aufweist, ist das Modul. Dieses Elementu
wurde speziell in die Programmiersprache MODULA [Wir 77a] aufgenommen, das Grundprinzip ist
allerdings schon in anderen Sprachen zu finden, etwa in SIMULA, wenn auch unter einer anderen
Bezeichnung; neuere Programmiersprachen wie ADA [ADA 80] enthalten es in einer allgemeineren
F rm.o
 Das Fehlen eines solchen Konstrukts f ¨  hrte in der V rgangenheit zu verschiedenen Ans ¨  tzen eineru e a
 e n t s p r e c h e n d e n E r w e i t e r u n g v o n P S C A L ; s o l c h e E n t w i c k l u n g e n s i n d e t w a P S C A L - p l u s i nA A
[Bus 80] und [LeB 78] und (in einer eigenen P SCAL-V riante) das unit-Konzept in UCSD-P scalA a a
 1[UCS 78] . Die hier vorgestellte L ¨  sung unterscheidet sich von diesen Entwicklungen speziell durcho
die bewuβt gew ¨  hlte Einfachheit des Konzepts, das dennoch die zu fordernden Eigenschaften bein-a
haltet; gleichzeitig sollte eine echte Aufw ¨  rtserweiterung vorgenommen werden, die sich zudem ina
ihrer F rm nahe an den P SCAL-Standard anlehnt.o A
I m f o l g e n d e n e n t w i c k e l n w i r e i n e L ¨  s u n g f ¨  r d a s g e w ¨  n s c h t e K o n z e p t ; dabei wurd e n e b e n d e ro u u
durchaus beabsichtigten engen Anlehnung an die f ¨  r POCO relevanten F rderungen eine L ¨  sungu o o
angestrebt, die allgemein die Strukturierung und Entwicklungsm ¨  glichkeiten von Programmen ino
 P SCAL verbessern kann.A
_________________________________________________________________________________________________________________
¨1. Andere Ansatze (wie “Modular P SCAL” [Bro 82]) sind eher elementar und f ¨  r eine V rwendung in unserer Zielsetzung nicht geeignet.A u e
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4.1  Das Sprachkonzept Modul.
F ¨  r eine Vielzahl von Programmierproblemen erscheint es sinnvoll, Daten und die darauf – und nuru
darauf – operierenden Programmteile in einem eigenen, vom Rest des Programms unabh ¨  ngigena
Sprachkonstrukt zusammenzufassen; ein solches Konstrukt nennen wir Modul.
4.1.1  Zur Syntax und Semantik von Moduln.
K o n z e p t i o n e l l v e r s t e h e n w i r u n t e r e i n e m M o d u l d i e p r o g r a m m t e c h n i s c h e K o m b i n a t i o n l o g i s c h
z u s a m m e n g e h ¨  r i g e r T i l e , D a t e n u n d O p e r a t i o n e n . D i e s e r f o r d e r t e i n e n e u e D e fi n i t i o n d e r L e -o e
bensdauer modul-lokaler Objekte und der Zugriffsm ¨  glichkeit von Operationen auf diese Objekte.o
Wir stellen an das Konzept Modul in der Programmiersprache P SCAL zun ¨  chst einige Anforderun-A a
gen:
1. Die modul-lokalen Datenstrukturen m ¨  ssen unabh ¨  ngig vom ¨ bergeordneten Block ver-u a u
 waltet werden k ¨  nnen. Die Lebensdauer dieser Datenstrukturen muβ ¨ ber die gesamteo u
A k t i v i e r u n g s z e i t d e s ¨ b e r g e o r d n e t e n B l o c k s g e w ¨  h r l e i s t e t s e i n . ( D e r ¨ b e r g e o r d e n e t eu a u
Block ist der Block, in dem das Modul deklariert ist.)
2. Modul-lokale Daten sind (in der Regel) f ¨  r die Auβenwelt verborgen; der Zugriff aufu
modul-lokale V riablen sollte in besonderer W ise gesch ¨  tzt sein.a e u
 3. D i e B e k a n n t m a c h u n g “ ¨  f f e n t l i c h e r ” T i l e e i n e s M o d u l s s o l l t e i n e i n e r m ¨  g l i c h s to e o
knappen, klaren W ise erfolgen. Dabei erscheint es sinnvoll, den “Bekanntmachungsteil”e
vom eigentlichen Implementierungsteil zu trennen.
4. Moduln sollen getrennt ¨ bersetzbar sein; getrennt ¨ bersetzte Moduln sollten m ¨  glichstu u o
einfach an ein Programm anzubinden sein.
5. Die Schnittstellen zu separat compilierten Moduln mussen in besonderer W ise durche
geeignete V rfahren zu kontrollieren sein.e
Gem ¨  β unserer dritten F rderung unterscheiden wir in einem Modul zun ¨  chst strikt zwischen einema o a
T il, der die V rbindung eines Moduls zu seiner relativen Auβenwelt beschreibt, sowie einem T il,e e e
 in dem die programmtechnische Darstellung der eigentlichen modul-spezifischen Aufgaben enthal-
ten sind.
Ein Modul ist daher in die beiden folgenden T ile gegliedert:e
1. einen interface-T ile
in dem die V rbindung eines Moduls mit seiner (relativen) Auβenwelt definiert wird,e
und
2. einen implementation-T ile
der die eigentliche Realisierung der Programmteile enth ¨  lt, die auf den modul-lokalena
Datenstrukturen operieren.
Beide T ile werden durch die jeweiligen Schl ¨  sselworte identifiziert.e u
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Konkret ist die Kommunikation eines Moduls mit seiner Umgebung durch die Angabe von sog.
1S c h n i t t s t e l l e n - P r o z e d u r e n ( a l s o “ e n t r i e s ” ) g e r e g e l t . Z u g r i f f e a u f m o d u l - l o k a l e D a t e n s i n d a u s -
schlieβlich ¨ ber diese (im interface-T il deklarierten) Prozeduren m ¨  glich; die modul-lokalen Datenu e o
(z.B. als V riablen) sind von auβen nicht zug ¨  nglich; damit ist eine klare Abtrennung eines Modulsa a
von seiner Umgebung erzielt.
A u s G r ¨  n d e n d e r P r a m e t r i s i e r b a r k e i t d e r i n t e r f a c e - P r o z e d u r e n g e h ¨  r e n z u m i n t e r f a c e - T i l a u c hu a o e
Konstanten- und T p-Deklarationen; diese Deklarationen sind ebenfalls ¨ ffentlich und k ¨  nnen imy o o
 ¨ bergeordneten Programm verwendet werden, es werden also auch strukturelle Details von T penu y
 nach “auβen” weitergegeben.
Auf die M ¨  glichkeit, V riablen im interface-T il zu deklarieren wurde ausdr ¨  cklich verzichtet. Dieso a e u
 hatte zwar einige (u.U. sehr n ¨  tzliche) Auswirkungen wie z.B. die Deklaration von festen Daten-u
strukturen (als initialisierte T bellen) in F rm eines Moduls (vgl. package in ADA [ADA 80]), wira o
 bevorzugten jedoch die Einheitlichkeit der Schnittstellen zu Moduln.
Der implementation T il eines Moduls enth ¨  lt die konkrete Ausf ¨  hrung der im Modul beabsichtigene a u
Programmteile; speziell sind im implementation-T il die Prozeduren ausgef ¨  hrt, die im interface-T ile u e
als Schnittstellen-Prozeduren deklariert wurden. Im implementation-T il k ¨  nnen auβerdem (beliebige o
 viele) modul-lokalen Prozeduren deklariert werden, die ebenso, wie die gleichfalls im implemen-
t a t i o n - T i l d e k l a r i e r t e n m o d u l - l o k a l e n V r i a b l e n , n i c h t “ ¨  f f e n t l i c h ” u n d d a m i t v o n a u β e n n i c h te a o
zug ¨  nglich sind. Der implementation-T il eines Moduls er ¨  ffnet also einen neuen G ¨  ltigkeitsbereicha e o u
f ¨  r Identifier; dies kommt auch zum Ausdruck durch die Realisierung in der F rm eines Blocks imu o
¨ blichen Sinne von P SCAL. Im Unterschied zu der Lebensdauer von in einem Block deklariertenu A
Objekten gilt jedoch f ¨  r ein Modul, daβ die hier deklarierten Objekte (wie schon eingangs gefordert)u
w ¨  hrend der gesamten Aktivierungszeit (=Lebenszeit) des dem Modul ¨ bergeordneten Blocks exi-a u
stieren. Ein Modul beschreibt also, genauer, nicht die Lebensdauer seiner lokalen V riablen, sonderna
e r ¨  f f n e t e i n e n n e u e n G ¨  l t i g k e i t s b e r e i c h m i t k o n t r olliertem Z u g a n g ; d i e L e b e n s d a u e r d e r m o d u l -o u
lokalen Objekte entspricht der Lebensdauer des Blocks, zu dem das Modul lokal ist.
Sei hier die (zun ¨  chst noch unvollst ¨  ndige) Syntax einer Modul-Deklaration angegeben; nicht weitera a
a u s g e f u h r t e s y n t a k t i s c h e Regeln entsprechen den Angaben der P S C A L - S y n t a x - B e s c h r e i b u n g i nA
[JeW 75].
<module declaration>  ::= module <module identifier> ;
<interface part>
<implementation part>
<interface part>      ::= interface
<constant definition part>
<type definition part>
<procedure or function heading>
{<procedure / function heading>}
<implementation part> ::= implementation
<block>
            D e r i n t e r f a c e - T il wird im allgemeinen m i n d e s t e n s d i e D e k l a r a t i o n e i n e r S c h n i t t s t e l l e n - P r o z e d u re
enthalten; ein Modul ohne Schnittstellen-Prozedur ist normalerweise sinnlos, da es f ¨  r den umgeben-u
den Block (die Auβenwelt) nicht zug ¨  nglich ist.a
Enth ¨  lt der interface-T il keine solche Schnittstellen-Deklaration, so sind modul-lokale Daten nura e
w ¨  hrend der Ausf ¨  hrung des Modul-Rumpfs zug ¨  nglich; diese Konstruktion macht jedoch etwa diea u a
“automatische” Initialisierung globaler, also nicht modul-lokaler V riablen m ¨  glich oder etwa diea o
 _________________________________________________________________________________________________________________
1. Wir sagen im folgenden stets kurz “Prozedur” f ¨  r “Prozedur oder Funktion”.u
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automatische Ak t i v i e r u n g e i n e s “ H a u p t ” - M o d u l s i n e i n e m entsprechend strukturierten Programm
(siehe unten die Angaben zum Modul-Rumpf!).
Im implementation-T il sind (mindestens) die Prozeduren deklariert (und zwar mit dem zugeh ¨  rigene o
<statement part>), die als Schnittstellen-Prozeduren im interface-T il aufgef ¨  hrt sind; die Analysee u
 dieser Prozeduren erfolgt analog zum forward-Mechanismus in Standard-P SCAL.A
 Der Rumpf eines Moduls (der <statement part> des Blocks des implementation-T ils) ist ebenfallse
nicht von auβen zug ¨  nglich. Der Rumpf eines Moduls wird ausgef ¨  hrt zu Beginn der Anweisungs-a u
folge des Blockes, in dem das Modul deklariert ist; der Programmierer hat auf diese Ausf ¨  hrungu
keinen Einfluβ. Im Modul-Rumpf wird typischerweise eine Initialisierung der modul-lokalen Daten-
strukturen vorgenommen.
An dieser Stelle sei ein Beispiel gegeben, das einen Eindruck von unserem Konzept vermitteln soll:
Beispiel 4.1:
module STACK;
interface
type item = record ... end;
function EMPTY : boolean;
procedure PUSH (X : ITEM);
procedure POP (var X : ITEM);
implementation
const MAXSTCK = 100;
var   STCK : array [1:MAXSTCK] of ITEM;
TOP  : 0..MAXSTCK;
(**) function EMPTY;
begin EMPTY := TOP = 0 end;
function FULL : boolean;
begin FULL := TOP = MAXSTCK end;
(**) procedure PUSH;
begin
if not FULL then
begin
TOP := TOP + 1;
STCK[TOP] := X;
end
else error(’stack overflow ’);
end; {PUSH}
(**) procedure POP;
begin
if not EMPTY then
begin
X := STCK[TOP];
TOP := TOP - 1;
end
else error(’stack underflow’);
end; {POP}
begin  { Module - Rumpf }
TOP := 0;
end; { Module STACK }
            Die mit (**) gekennzeichneten Prozeduren sind Schnittstellen-Prozeduren, die von auβen zug ¨  nglicha
sind; die Funktion “FULL” ist modul-lokal und kann nicht von auβerhalb aufgerufen werden.
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Die Deklaration von Moduln erfolgt in einem P SCAL-Programm nach dem V riablen-Deklara-A a
tionsteil eines Blockes. Dazu wird die Syntax eines P SCAL – Blocks wie folgt ge ¨  ndert:A a
<block> ::= <label declaration part>
<constant definition part>
<type definition part>
<variable declaration part>
<module declaration part>
<procedure and function declaration part>
<statement part>
und
<module declaration part> ::= { <module declaration> ; }
            So kann die im oben angef ¨  hrten Beispiel verwendete Prozedur ERROR z.B. in F rm einer Modul-u o
Deklaration innerhalb des Moduls ST CK deklariert werden:A
Beispiel 4.2:
:
:
implementation
const MAXSTACK = 100;
var  STCK : array [1:MAXSTACK] of ITEM;
TOP  : 0..MAXSTACK;
module ERRORHANDLER;
interface
type STRING = packed array [1:20] of char;
procedure ERROR (ERRMSG : STRING);
implementation
var TOTALERRS : integer;
procedure ERROR;
begin
writeln(ERRMSG);
TOTALERRS := TOTALERRS + 1;
end;
begin
TOTALERRS := 0;
end; {Module ERRORHANDLER }
:
:
            Insbesondere erscheint diese Realisierung dann sinnvoll, wenn anstelle dieses einfachen Beispiels
eine komplexere Aufgabe realisiert werden soll (z.B. die Behandlung syntaktischer Fehler in einem
Compiler); in diesem F ll bietet die V rwendung eines Moduls groβe V rteile.a e o
 A n m e r k u n g : D u r c h e i n e K o n s t r u k t i o n w i e i n d e n o b i g e n B e i s p i e l e n e r z i e l t m a n n a t u r l i c h k e i n e
andere Lebensdauer der im Modul ERRRORHANDLER deklarierten V riablen; man f ¨  hrt jedocha u
 das Konzept der Zusammenfassung logisch zusammenh ¨  ngender T ile und des kontrollierten Zu-a e
 griffs sinnvoll fort.
Die V rwendung (interner) Moduln wird weiter durch die M ¨  glichkeit der Angabe von V rw ¨  rts-e o o a
Referenzen unterst ¨  tzt; dadurch k ¨  nnen speziell verschiedene Moduln wechselseitige Aufrufe vonu o
 interface-Prozeduren enthalten.
In Analogie zum akzeptierten P SCAL-Standard f ¨  r die Beschreibung einer V rw ¨  rts-Referenz wirdA u o a
 diese f ¨  r ein Modul beschrieben durch die Angabe des Modul-Namens und des interface-T ils, ge-u e
folgt von der Angabe von forward; f ¨  r ein Modul mit einer V rw ¨  rts-Referenz wird auf die Wieder-u o a
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holung des interface-T ils verzichtet und nach der Identifikation des Moduls durch seinen Namene
nur der implementation-T il angegeben. Dies ergibt folgende F rm:e o
 Beispiel 4.3:
module ST CK;A
interface
type item = record … end;
function EMPTY : Boolean;
procedure PUSH (X : ITEM);
procedure POP (var X : ITEM);
 forward;
 :
 :
 module ST CK;A
implementation
:
begin … end;
 4.1.2  Separate Compilierung von Moduln.
Die separate Compilierung von Moduln ist notwendig, um die aufgestellten F rderungen hinsichtlicho
e i n e r g e t r e n n t e n E n t w i c k l u n g v o n P r o g r a m m - K o m p o n e n t e n e r f ¨  l l e n z u k ¨  n n e n . S i e i s t d a h e r i nu o
unserem Konzept vorgesehen und wird durch die im folgenden angegebene Syntax beschrieben.
In unserem Konzept wird davon ausgegangen, daβ separat compilierte Moduln keine “auβerhalb”
d e k l a r i e r t e n O b jekte benutzen k ¨  nnen; d a v o n a u s g e n o m m e n s i n d n u r a n d e r e s e p a r a t c o m p i l i e r t eo
M o d u l n u n d ( t r a d i t i o n e l l e ) externe Prozeduren. Dies bedeutet, da β M o d u l e i h r e r U m g e b u n g n u r
interne Objekte zur V rf ¨  gung stellen k ¨  nnen. Diese Einschr ¨  nkung ist allerdings weniger drama-e u o a
 tisch als man annehmen konnte; f ¨  r fast alle praktisch relevanten F lle erscheint das vorgeschlageneu a
Konzept als vollkommen ausreichend.
W i r e r weitern die Syntax von P SCAL, so daβ n e b e n P r o g r a m m e n a u c h ( e v t l . e i n e F l g e v o n )A o
Moduln ¨ bersetzt werden k ¨  nnen:u o
<compilation unit> ::= <program> | <module>
<module>           ::= <module declaration>
{ ; <module declaration>} .
            Die Deklaration von externen Moduln erfolgt gem ¨  β folgender Regel:a
<module declaration> ::= module <module identifier> ;
<interface part>
use ;
            Der implementation-T il des Moduls ist dabei durch das neu eingef ¨  hrte Schl ¨  sselwort use ersetzt.e u u
 Alle Informationen, die dem umfassenden Block bekannt sein mussen – also die Schnittstellen –
werden wie bei der Deklaration eines “internen” Moduls im interface-T il der Modul-Deklaratione
angegeben; damit ist das “public/private”-Konzept auf einfache W ise verwirklicht.e
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Beispiel 4.4:
module ST CK;A
interface
type ITEM = record … end;
function EMPTY : boolean;_______
procedure PUSH (X : ITEM);
procedure POP (var X : ITEM);
use;
 I n s e p a r a t ¨ b e r s e t z t e n M o d u l n w i r d ( g e m a β F r d e r u n g 5 ) z u s ¨  t z l i c h e i n e B e s c h r e i b u n g d e ru o a
P rameterlisten der interface-Prozeduren generiert, die ein Anbinden der separat ¨ bersetzten Modulna u
erm ¨  glicht; wir gehen darauf in Kap. 6 n ¨  her ein.o a
4.2  Das Modul-Konzept im Rahmen des CGS POCO.
M i t v e r h a l t n i s m ¨  β i g g e r i n g e m A u f w a n d k o n n t e P S C A L u m e i n w i r k u n g s v o l l e s S p r a c h k o n z e p ta A
erweitert werden. Die Anwendungsm ¨  glichkeiten f ¨  r P SCAL werden dadurch sicher verbessert.o u A
 Die vorgestellte L ¨  sung (wir nennen die erweiterte Sprache  P SCAL-m) ist sicher nur ein Kompro-o A
miβ zwischen W ¨  nschenswertem und einfach Realisi e r b a r e m . S i e b e i n h a l t e t a b e r e i n e n G r o βteilu
dessen, was von praktischem Interesse sein kann. Ausserdem paβt sie sich in die Systematik von
P SCAL ein; die typische Eleganz der F rmulierungsm ¨  glichkeiten in P SCAL wurde weitgehendA o o A
erhalten.
Mithilfe dieses neuen Sprachelements ist es nunmehr m ¨  glich, die Programmiersprache P SCAL imo A
R a h m e n d e s C G S P O C O z u v e r w e n d e n . F ¨  r d e n C o m p i l e r - G e n e r a t o r e r g i b t s i c h d a d u r c h d i eu
M ¨  glichkeit zur Erzielung der modularen Strukturierung in der beabsichtigten F rm. Ebenso eigneto o
sich das Sprachkonstrukt Modul zur Darstellung der semantischen Aktionen; dem Benutzer steht
 damit eine gleichermaβen bekannte wie bew ¨  hrte Programmiersprache zur V rf ¨  gung, um die ina e u
 seiner V rantwortung stehenden T ile bei der Erzeugung eines Compilers zu implementieren.e e
Gleichzeitig erlaubt die Syntax der P SCAL-Erweiterung eine einfache Spezifizierung der seman-A
tischen Moduln in der CGS-Eingabe in der F rm von externen Moduln. Die Angaben in dieser Spe-o
zifikation stehen dann bei der Analyse der CGS-Eingabe zur V rf ¨  gung und k ¨  nnen unmittelbare u o
 ausgenutzt werden.
Die semantisch e n M o d u l n k ¨  n n e n d u r c h e inen Compiler, der die angegebene Spracherweiterungo
b e r ¨  c k s i c h t i g t , g e t r e n n t ¨ b e r s e t z t u n d m i t d e n v o m G e n e r a t o r ( i n ¨ h n l i c h e r F r m ) e r z e u g t e nu u a o
Komponenten zusammengebunden werden; wir werden auf die V rgehensweise in einem sp ¨  tereno a
K a p i t e l g e n a u e r e i n g e h e n . D e r P S C A L - m - C o m p i l e r i s t s o m i t e i n i n t e g r a l e r B e s t a n d t e i l d e sA
vollst ¨  ndigen CGS POCO; dies ist notwendig, da ein Benutzer hiermit die selbst zu erstellendena
 semantischen Aktionen entwickeln kann. Dies gilt ebenso f ¨  r die Komponente, die das Zusammen-u
f ¨  gen (Binden) der separat compilierten Moduln leistet.u
Der P SCAL-m-Compiler basiert auf dem (portablen) ETH-Z ¨  rich P SCAL-p-Compiler; er ist eineA u A
 ¨
 w e i t g e h e n d e U b e r a r b e i t u n g d i e s e s C o m p i l e r s ; d o r t v o r h a n d e n e F e h l e r w u r d e n b e s e i t i g t u n d d i e
Programmgr ¨  βe und die ¨ bersetzungszeit verringert. Die Qualit ¨  t der ¨ bersetzten Programme ist i.a.o u a u
 ebenfalls besser als die durch den ETH-Compiler erzeugten. Die P rtabilit ¨  t des ETH-Compilerso a
 wurde erhalten. Gleichzeitig ergaben sich bei der Entwicklung des P SCAL-m-Compilers Ans ¨  tze,A a
die f ¨  r den (eigentlichen) Compiler-Generator sehr n ¨  tzlich waren.u u
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Kap. 5: Das CGS POCO: Die Realisierung.
D i e s e r A b s c h n i t t b e s c h ¨  f t i g t s i c h m i t d e r R e a l i s i e r u n g d e r i n K a p .  2 d e fi n i e r t e n Z i e l e f ¨  r d a sa u
C o m p i l e r - G e n e r i e r e n d e - S y s t e m P O C O . W i r w e r d e n z u n ¨  c h s t d i e g e n e r e l l e S t r u k t u r d e s P O C O -a
Systems beschreiben; damit verbunden ist die Darstellung des Generierungsablaufs. Es folgt eine
D e fi n i t i o n d e r C G S - E i n g a b e - S p r a c h e u n d e i n e a u s f ¨  h r l i c h e r e B e s c h r e i b u n g d e r G e n e r a t o r -u
Komponenten, wobei wir auch implementierungstechnische Details ansprechen. Zuletzt gehen wir
a u f d i e S t r u k t u r d e r v o n P O C O g e n e r i e r t e n C o m p i l e r e i n u n d g e b e n t y p i s c h e W r t e f ¨  r d a se u
Laufzeitverhalten von POCO an.
5.1  Struktur und Funktionsweise von POCO.
Wir unterscheiden zun ¨  chst generell zwischen dem Generator-System POCO und dem eigentlichena
C o m p i l e r - G e n e r a t o r ; s p e z i e l l i s t d e r e i g e n t l i c h e C o m p i l e r - G e n e r a t o r K o m p o n e n t e d e s S y s t e m s .
Sofern Miβverst ¨  ndnisse ausgeschlossen sind, verwenden wir diese Bezeichnungen synonym.a
Das System POCO umfaβt alle Komponenten, die zur Generierung eines vollst ¨  ndigen, lauffahigena
Compilers ben ¨  tigt werden, und gliedert sich in:o
– den (eigentlichen) Compiler-Generator
¨
– den P SCAL-m-Compiler zur Ubersetzung der semantischen AktionenA
– einen (maschinenunabh ¨  ngigen) Binder zum Zusammenf ¨  gen der einzelnen Com-a u
piler-Moduln
D e r e i g e n t l i c h e C o m p i l e r - G e n e r a t o r b e s t e h t a u s T i l g e n e r a t o r e n f ¨  r d i e t y p i s c h e n K o m p o n e n t e ne u
eines Compilers sowie aus einem Leser der CGS-Eingabe, im einzelnen aus:
– dem Grammatik-Leser zur V rarbeitung der CGS-Eingabe_________ ____ e_
– dem Scanner-Generator______ ________ _
– einem LALR(1) – P rser-Generatora __ _________ _ _
sowie
– einem Generator der Compile-Zeit-Attributbehandlung_______ __ ______ ___ ________________ _ _  _
 Bild 5.1 gibt eine Darstellung des Systems POCO sowie die Einordnung des eigentlichen Generators
in das Gesamt-System; das System POCO besteht also aus einer eigentlichen Generator-Kompo-
 nente, die aus einer (f ¨  r alle T ilgeneratoren gemeinsamen) Eingabe T il-Moduln eines Compilersu e e
 erzeugt; wir gehen zun ¨  chst der Anschaulichkeit halber davon aus, daβ es sich dabei um Programm-a
st ¨  cke in P SCAL-m-Quelltextform handelt.u A
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Der P SCAL-m-Compiler ¨ bersetzt die generierten Moduln und die in Moduln zusammengefaβtenA u
(benutzereigenen) semantischen Aktionen in eine f ¨  r die weitere Bearbeitung in POCO vorgeseheneu
F rm; die Quellform sowie die ¨ bersetzte F rm der Moduln sind ¨ ber eine Bibliotheksverwaltungo u o u
 zug ¨  nglich. Ein (maschinenunabh ¨  ngiger) Binder erlaubt das Zusammenf ¨  gen der generierten unda a u
b e n u t z e r e i g e n e n M o d u l n z u e i n e m l a u f f ¨  h i g e n C o m p i l e r ; a u f d i e s e n T i l d e s S y s t e m g e h e n w i ra e
sp ¨  ter genauer ein.a
CGS-Eingabe              benutzereigene| semantische Moduln| |  |V
+------------+ |  || Grammatik- | |  || Leser      | |  |
+------------+ |  || |  || |  |V
+--------------+ |  ||| Grammatik- || |  ||| Internform || |  |
+--------------+ |  || |  || |  |V
+----------+   +-----------+  +-------------+            |  || Scanner- |   | Parser- |    | Attr.-Ber.- |            |  || Generator|   | Generator |  | Generator   |            |  |
+----------+   +-----------+  +-------------+            |  |
: :                :              |  || |                |              |  |V V V
+----------+   +-----------+  +-------------+            |  || Scanner- |   | Parser-   |  | Attr.-Ber.- |            |  || Modul    |   | Modul     |  | Modul       |            |  |
+----------+   +-----------+  +-------------+            |  || |            | |  |V V V
.--------------+-----------------. |  || |  |V
+----------+ |  || PASCAL-m |<------------------------+  || Compiler |<------------------------+  |
+----------+ |  || |  |V V| +------------+| | Modul-     || | Bibliothek |V
+------------+ +------------+|(maschunab.)| || Binder     |<-----------------------+
+------------+||V
+-------------+| Generierter || Compiler    |
+-------------+
            
Abb. 5.1: Blockdiagramm des Systems POCO.
Die Komponenten des Systems m ¨  ssen als unabh ¨  ngige Operatoren gestartet werden; die Kompo-u a
nenten des eigentlichen Generators k ¨  nnen durch die Angabe von Optionen, die in der CGS-Eingabeo
spezifiziert werden m ¨  ssen, in beliebiger, jedoch sinnvoller W ise selektiert werden.u e
Struktur und Funktionsweise von POCO. 49
D i e v o r g e n o m m e n e G l i e d e run g i s t i n d e r H i n s i c h t n ¨  t z l i c h , d a β j e d e r T i l d e s S y s t e m e i n e b e -u e
s t i m m t e A u f g a b e z u e r f ¨  l l e n h a t ( u n d d a m i t g e t r e n n t r e a l i s i e r t w e r d e n s o l l t e ) . D a d u r c h e n t s t e h tu
jedoch gleichzeitig das Problem der Definition geeigneter Schn i t t s t e l l e n f ¨  r d i e g e nerierten bzw.u
b e n u t z e r e i g e n e n K o m p o n e n t e n ; d i e s s i n d d a n n d i e e i n z i g e n S c h n i t t s t e l l e n s i n d , d i e g e s o n d e r t
1behandelt werden m ¨  ssen .u
In POCO wird das Problem der Schnittstellen in der W ise geregelt, daβ die Schnittstellen zwischene
d e n g e n e r i e r t e n C o m p i l e r - K o m p o n e n t e n u n d d e n s e m a n t i s c h e n A k t i o n e n i n d e r C G S - E i n g a b e
d e fi n i e r t w e r d e n m ¨  s s e n u n d w ¨  h r e n d d e s B i n d e v o r g a n g s ¨ b e r e i n e n g e e i g n e t e n M e c h a n i s m u su a u
kontrolliert werden k ¨  nnen. Die Definition der Schnittstellen erfolgt ¨ ber das im letzten Abschnitto u
eingef ¨  hrten Sprachkonstrukt (externes) Modul; damit ist diese Aufgabe auf einen von Program-u
 miersprachen abgeleiteten Standard reduziert.
CGS - Eingabe|
V
Phase 1:            +------------+_____ _ | Grammatik- ||  Leser     |
+------------+|
V
Phase 2:          +---------------+_____ _ | Scanner-      || Generator     |
+---------------+|
V
Phase 3:          +---------------+_____ _ | Generator der || Compile-Zeit- || Attribut-Ber. |
+---------------+|
V
Phase 4:           +------------+_____ _ | Parser-    || Generator  |
+------------+|
V
gen. Compiler-Skelett
(enthlt Extern-Bez)ge zu den sem. Moduln)
            
Abb. 5.2: Generierungs-Ablauf in POCO.
Der (vollst ¨  ndige) Generierungsablauf innerhalb des eigentlichen Compiler-Generators liegt fest unda
ist in Bild 5.2 dargestellt.
Wir nennen die Ausf ¨  hrung der einzelnen Komponenten des CGS in Analogie zu einem Compileru
auch Phasen. Abweichungen davon (durch Optionen w ¨  hlbar) k ¨  nnen nur im Auslassen einer Phasea o
 und damit in der unvollst ¨  ndigen Generierung eines Compilers bestehen.a
Bevor wir die Komponenten des eigentlichen Generators behandeln, gehen wir noch kurz auf die
Eingabesprache ein, die es erlaubt, einen zu generierenden Compiler zu beschreiben.
_________________________________________________________________________________________________________________
1. Speziell ist so die in MUG1 problematische Schnittstelle zwischen Scanner- und P rser-Generator beseitigt.a
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5.2  Die Generator-Eingabesprache (GES).
Zur Beschreibung der zu generierenden Compiler steht dem Benutzer eine eigene Beschreibungs-
s p r a c h e z u r V r f ¨  g u n g , d e r e n S y n t a x w i r d n u n b e s c h r e i b e n ; d i e s e S p r a c h e w u r d e b e w u β t s oe u
entworfen, daβ die (beabsichtigte) groβe N ¨  he zur Syntax der Programmiersprache P SCAL er-a A
 kennbar bleibt.
Eine CGS-Eingabe (die vollst ¨  ndige Beschreibung der Syntax findet sich in Anhang B) enth ¨  lt allea a
Angaben, die zur Generierung der Standard-Compiler-Moduln n ¨  tig sind, sowie die pr ¨  zise Defini-o a
tion der (externen) Schnittstellen zu den benutzereigenen semantischen Moduln. Auf diese W isee
kann die Eingabe scharferen Kontrollen unterzogen werden und einige Probleme der Schnittstellen
werden ganz vermieden; dies gilt insbesondere hinsichtlich der Scanner-P rser-Schnittstelle.a
 Wir geben an dieser Stelle nur ein (einfaches) Beispiel f ¨  r eine in der GES formulierten Eingabe.u
Wie man leicht erkennt, beschreibt die angegebene Eingabe einfache arithmetische Ausdr ¨  cke, derenu
W rt durch die Attributierung parallel zur Syntaxanalyse berechnet wird; man kann diese Eingabee
einfach erweitern, sodaβ damit die Funktion eines T schenrechners beschrieben wird.a
Beispiel 5.1:
{$l+,s+,p+,a+,c+} { Optionen zur Steuerung des Generierungsvorgangs }
Language Expr
Terminals
Zi = ’0’ - ’9’;          { Einzelzeichenklasse: Ziffern    }
2 + Number  = Zi * [Zi];     { Number: Folge von Ziffern       }
14   LParent = ’(’ ;
15   RParent = ’)’ ;
20   AddOp   = (’+’ | ’-’);     { Addop: ’+’ oder ’-’             }
21   MulOp   = (’*’ | ’/’);
30 - Blanks  = ’ ’ * [ ’ ’ ];   { Blanks: ignorierbar             }
Module Arithmetic;
Interface
Procedure GetValue (RCode: Integer; var Value: Integer);
Procedure MakeAdd  (OpKind, Value1, Value2: Integer;
var Value: Integer);
Procedure MakeMult (OpKind, Value1, Value2: Integer;
var Value: Integer);
Use;
Module Ausgabe;
Interface
Procedure PrintResult (Value: Integer);
Use;
Axiom  Calc
Productions
Calc : Expr (Value), call PrintResult (Value).
Expr (var Value: Integer):
Expr (Value1), AddOp (OpKind) , Term (Value2) ,
call MakeAdd (OpKind, Value1, Value2, Value) ;
Term (Value).
Term (var Value: Integer) :
Term (Value1) , MulOp (OpKind), Factor (Value2) ,
call MakeMult (OpKind, Value1, Value2, Value) ;
Factor (Value) .
Factor (var Value: Integer) :
LParent , Expr (Value), RParent ;
Number (RCode), call GetValue (RCode, Value).
Finis
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5.3  Die Komponenten des CGS.
In diesem Abschnitt beschreiben wir die Komponenten des eigentlichen Generators im CGS POCO
g e n a u e r . W i r w e r d e n d e n S c a n n e r - G e n e r a t o r n i c h t n ¨  h e r b e h a n d e l n ; s o w e i t d i e b e s c h r i e b e n e na
Datenstrukturen f ¨  r den Scanner-Generator von Bedeutung sind, sind sie markiert.u
5.3.1  Der Grammatik-Leser.
1
¨Der Grammatikleser (GL) dient zur Uberf ¨  hrung der Eingabe des CGS in eine interne Darstellung.u
¨ ¨Diese Uberf ¨  hrung kann als eine Ubersetzung (= Compilierung) eines “Programms” in der CGS-u
Eingabesprache in eine m ¨  glichst effiziente maschineninterne Darstellung angesehen werden. Dero
GL ist d ¨  her weitgehend analog zu einem (1-P ss-) Compiler strukturiert: Wir unterscheiden einea a
lexikalische, syntaktische und semantische Analyse der Eingabe sowie die Behandlung von Fehlern.
K e r n s t ¨  c k d e s G L i s t e i n r e c u r s i v e - d e s c e n t - P r s e r ; e r l e i s t e t die syntaktische A n a l y s e d e r C G S -u a
Eingabe und steuert den Aufruf des GL-eigenen Scanners sowie die semantische Analyse. In der
semantischen Analyse wird speziell der Aufbau der Datenstruktur zur Aufnahme der attributierten
Grammatik vorgenommen.
D i e C G S - E i n g a b e - S p r a c h e i s t n u n s o k o n s t r u i e r t , d a β s i e w e i t g e h e n d d e r P r o g r a m m i e r s p r a c h e
P SCAL-m ¨ hnelt. D i e s e r l a u b t e s , z u r R e a l i s i e rung des GL wesentliche T ile des P SCAL-m-A a e A
Compilers zu verwenden, so etwa dessen Scanner, wobei die Menge der T rminalsymbole nur ume
die zus ¨  tzlichen reservierten W rtea o
Language T rminals Axiom Productions Call Error Finise
 e r w e i t e r t z u w e r d e n b r a u c h t e . E b e n s o i s t d e r G L - P r s e r w e i t g e h e n d a n a l o g z u m P r s e r d e sa a
P SCAL-m-Compilers strukturiert, einige T ile sind im wesentlichen identisch, so etwa die AnalyseA e
der Deklaration von Konstanten und T pen und der semantischen Moduln; dieselbe Aussage gilty
 hinsichtlich der Prozeduren zur semantischen Analyse.
I n s b e s o n d e r e i s t e s m ¨  g l i c h , d i e i m P S C A L - m - C o m p i l e r v o r h a n d e n e F r m d e r s e m a n t i s c h e no A o
“T bell e n ” ( s o w i e d i e Zugriffe darauf) zu ¨ bernehmen, wobei nur unwesentliche Modifikationena u
 erforderlich sind; zus ¨  tzlich muβte nur eine geeignete Datenstruktur zur Aufnahme der attributiertena
Grammatik aus CGS-Eingabe entwickelt werden.
Generell sind alle semantischen T bellen in F rm eines Geflechts dynamischer Knoten organisiert.a o
 Zur V rwaltung der in der Generatoreingabe definierten Bezeichner dient etwa ein Knoten des T pse y
 IDENTIFIER:
 (Mit CTP, STP, GTP werden Zeiger auf die Knotentypen IDENTIFIER, STRUCTURE, GRAM-
MAR resp. benannt; andere Bezeichner sind f ¨  r das V rstandnis nicht wesentlich)u e
 IDENTIFIER = P CKED RECORDA
NAME: ALPHA; LLINK, RLINK: CTP;
IDTYPE: STP; NEXT: CTP;
CASE KLASS: IDCLASS OF
KONST: (V LUES: V LU);A A
 TYPES: ();
AFFS, V RS: (VKIND: IDKIND; VLEV: LEVRANGE;A
V DDR: ADDRRANGE);A
FIELD: (FLDADDR: ADDRRANGE);
PROC,
 _________________________________________________________________________________________________________________
1. Die Bezeichnung ist traditionell bedingt; genauer ware “Leser der CGS-Eingabe”.
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FUNC:  (CASE PFDECKIND: DECLKIND OF
ST NDARD: (KEY: 1..15);A
DECLARED: (PFLEV: LEVRANGE;
PFNAME: INTEGER;
CASE PFKIND: IDKIND OF
FORMAL:();
ACTUAL:(FORWDECL,EXTER:
BOOLEAN)));
MODS  : (MLEV : LEVRANGE; MNAME : INTEGER;
MST TUS: MDECKIND);A
CHCLASS  : (ClassElements: …);
TERMS : (KCODE : KCTYPE; RegExpr:…);
NTERMS: (NTCODE : NTCODERNG; LSA TR : GTP;T
REGELPTR : GTP);
END;
 Interessant im Zusammenhang mit dem Compiler-Generator sind die folgenden record-V rianten:a
TERM tr ¨  gt ein T rminalsymbol der Grammatik; jedes T rminal wird durch einea e e
 v o m Benutzer ver g e b e n e N u m m e r ( d e n K l a s s e n c o d e K C O D E d e s S y m -
bols) identifiziert. Der KCODE dient als Schnittstelle zum Compile-Zeit-
Scanner. Der Grammatik-Leser ¨ berpr ¨  ft, ob die angebenen Nummern ein-u u
 deutig sind.
NTERMS tr ¨  gt ein Nonterminal der Grammatik; mit jedem Nonterminal ist eine Listea
verbunden, die die Attribute der linken Seite der definierenden Regel f ¨  ru
d i e s e s N o n t e r m i n a l r e p r ¨  s e n t i e r e n , s o w i e e i n e L i s t e , d i e d i e e i g e n t l i c h ea
Regelstruktur f ¨  r das Nonterminal tr ¨  gt.u a
AFFS Bezeichner f ¨  r A t t r i bute werden analog zu V riablen in P SCAL-m be-u a A
handelt; dies erlaubt eine g ¨  nstige Analyse der Eingabe, die (f ¨  r jede Pro-u u
duktion) in etwa der Analyse einer P SCAL record-Deklaration entspricht.A
Man beachte, daβ in obiger Deklaration “ ¨  berfl ¨  ssige” Eintr ¨  ge enthalten sind, wie sie im P S-u u a A
 C A L - m - C o m p i l e r , n i c h t j e d o c h i m G e n e r a t o r n ¨  t i g s i n d ; a u f S t r e i c h u n g d i e s e r E i n t r ¨  g e w u r d eo a
jedoch verzichtet, um die M ¨  glichkeit f ¨  r k ¨  nftige W iterentwicklung offenzuhalten.o u u e
 In POCO wird die T pisierung der Attribute in (bis auf den Standard-T p real) vollem P SCAL-y y __ A_
 U m f a n g e r m ¨  g l i c h t ; d i e i n t e r n e V r w a l t u n g d e r T p - D e k l a r a t i o n e n e r f o l g t m i t h i l f e d e r i m P S -o e y A
CAL-m-Compiler vorhandenen Datenstrukturen. W gen der (optionalen) Erzeugung der Moduln ine
der F rm von P SCAL-m-Quelltext muβ zus ¨  tzlich die textuelle Darstellung des Bezeichners f ¨  ro A a u
einen T p gespeichert werden. Man erh ¨  lt als vollst ¨  ndige Struktur somit:y a a
STRUCTURE = P CKED RECORDA
SIZE: ADDRRANGE; NAME : CTP;
CONNAME : TYCONPTR; { externe Darstellung des T pbezeichners }y
CASE FORM: STRUCTFORM OF
SCALAR:   (CASE SCALKIND: DECLKIND OF
ST NDARD: ();A
DECLARED: (FCONST: CTP));
SUBRANGE: (RANGETYPE: STP; MIN,MAX: V LU);A
POINTER: (ELTYPE: STP);
POWER:    (ELSET: STP);
ARRA S: (AELTYPE,INXTYPE: STP);Y
RECORDS:  (FSTFLD: CTP; RECV R: STP);A
FILES:    (FILTYPE: STP);
T GFLD: (T GFIELDP: CTP; FSTV R: STP);A         A A
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V RIANT: (NXTV R,SUBV R: STP; V RV L:V LU)A A A A A A
 END;
 END;
 D i e e i n z i g n o t w e n d i g e E r w e i t e r u n g d e r P S C A L - m - C o m p i l e r - D a t e n s t r u k t u r i s t d i e E i n f ¨  h r u n gA u
eines zus ¨  tzlichen Knoten-T ps zur Aufnahme der eingegebenen Grammatik; wir haben folgendea y
Struktur gew ¨  hlt:a
GRAMMAR = P CKED RECORDA
NAME : CTP; NEXT : GTP;
CASE NODEKIND OF
RA : (NEXTREGEL : GTP; RULENO : INTEGER);
RN : (RHSA TR : GTP);T
LA TR: (A YP : STP; DIR : A TRDIRECTION);T T T
 RA TR: ();T
END;
 Dabei k ¨  nnen die V rianten folgende Informationen tragen:o a
RA R e g e l a n f a n g - K n o t e n ; v e r b i n d e t d i e v e r s c h i e d e n e n A l t e r n a t i v e n e i n e r__________ _______
P r o d u k t i o n m i t d e n j e w eiligen re c h t e n S e i t e n , v e r k e t t e t d i e A l t e r n a t i v e n
u n t e r e i n a n d e r u n d e n t h ¨  l t i n ‘ N A M E ’ e i n e n R ¨  c k v e r w e i s ( i n j e d e ra u
Alternative) auf das zugeh ¨  rige Nonterminal der linken Seite.o
RN R e g e l - K n o t e n d e r r e c h t e n S e i t e e i n e r R e g e l ; v e r k e t t e t d i e S y m b o l e d e r____ ______ _
rechten Seite einer Regel.
LA TR Attribut-Knoten der linken Seite; tr ¨  gt die Attributierungsinformation derT ______ _____ _ a _
 linken Seite einer Regeln.
RA TR A t t r i b u t - K n o t e n d e r r e c h t e n S e i t e ; t r ¨  g t A t t r i b u t i e r u n g s i n f o r m a t i o n d e rT ______ ______ _ a_
 rechten Seite einer Regel.
L A T R - u n d R A T R - K n o t e n t r a g e n a l s I n f o r m a t i o n Z e i g e r a u f d i eT T
IDENTIFIER-Knoten, die die dargestellten Symbole repr ¨  sentieren.a
Speziell ist f ¨  r jede Komponente ¨ ber “NAME” alle weitere semantische Information zuganglich;u u
zus ¨  tzlich sind alle T rminal- und Nonterminalsymbole in einer Liste verkettet.a e
Als Beispiel f ¨  r die interne Darstellung soll folgende Regel dienen:u
condstat ( ibn, ibz : integer; var dbz : integer) :_______        _______
ifsymbol,
call newlabel (l1),
boolexpr (ibn,ibz,boolart),
thensymbol,
serialclause (ibn,ibz) .
 Durch die gew ¨  hlte F rm der Darstellung erh ¨  lt man eine effiziente interne Darstellung, die allea o a
 I n f o r m a t i o n e n s c h n e l l z u g r e i f b a r t r ¨  g t . D u r c h d i e V r w e n d u n g d ynami s c h e r S t r u k t u r e n e n t f a l l e na e
weiterhin Beschr ¨  nkungen hinsichtlich des Umfangs der CGS-Eingabe, etwa durch statische Ober-a
grenzen. Die einzigen noch ¨ brig bleibenden Beschr ¨  nkungen sind dann nur noch konventionelleru a
Art (z.B. ist die maximale Anzahl von T rminalsymbol-Klassen in einer CGS-Eingabe auf 255 be-e
s c h r ¨  n k t ) b z w . v o n d e m a u f d e r j e w e i l i g e n G e n e r i e r u n g s m a s c h i n e z u r V r f ¨  g u n g s t e h e n d e na e u
Speicherplatz abh ¨  ngig.a
54   Das CGS POCO: Die Realisierung.
IDENTIFIER.
NTERMS
+----------+| condstat |
+----------+      GRAMMAR.| n_terms  |      LATTR
+----------+      +-------+    +--------+    +--------+| lsattr --|----->| ^ibn  |--->| ^ibz   |--->| ^dbz   |
+----------+      +-------+    +--------+    +--------+| regelanf |      | <inh> |    | <inh>  |    | <der>  |
+----------+      +-------+    +--------+    +--------+|
GRAMMAR.      GRAMMAR.
RA   |             RNV
+--------+   +------+   +------+   +------+   +------+   +------+| rhs----|-->|^ifsy |-->|^newl.|-->|^bexpr|-->|^then |-->|^seri |
+--------+   +------+   +------+   +------+   +------+   +------+| regelnr| |           | |v v v
+--------+   GRAMMAR.   +------+   +------+              +------+|^condst.|   RATTR      |^l1   |   |^ibn  |              |^ibn  |
+--------+              +------+   +------+              +------+| nextalt|               | |v v
+--------+            +------+ +------+|^ibz  | |^ibz  |
+------+ +------+|v
+--------+|^boolart|
+--------+
            
1Abb. 5.3: Interndarstellung einer Grammatik-Regel
Der GL leistet eine umfangreiche Analyse von Eingabe-Fehlern; die verwendete Fehlerdiagnose-
 T chnik entspricht der ¨ blichen in recursive-descent-P rsern angewandten Methode (und damit auche u a
dem g ¨  ngigen P SCAL-Standard, vgl. etwa [Amm 75]). Bei Entdecken eines Fehlers erfolgt einea A
 entsprechende Protokollierung unter Angabe des Fehlerortes und der Fehlerart; soweit sie syntak-
tischer Art sind, werden alle Fehler der Eingabe in einem Lauf festgestellt; spezielle semantische
Fehler (etwa das Fehlen einer Regel zu einem Nonterminal) werden in einem zweiten Lauf ( ¨  ber dieu
schon erstellte Internform) festgestellt. Dieser zweite P ss ¨ berpr ¨  ft im wesentlichen die Reduziert-a u u
 h e i t d e r e i n g e g e b e n k o n t e x t f r e i e n G r a m m a t i k . O p t i o n a l i s t d i e E r s t e l l u n g e i n e s a u s f ¨  h r l i c h e nu
Druckprotokolls sowie ein Dump der Speicherbelegung und ein Protokoll der Eingabegrammatik in
einer schematisierten F rm.o
 5.3.2  Der Scanner-Generator.
Der Generator der lexikalischen Analyse (Scanner-Generator)  erzeugt aus einer in der CGS-Eingabe
formulierten Beschreibung der lexikalischen Einheiten einen Automaten, der die Quellform eines
 P r o g r a m m s i n e i n e F l g e v o n S y m b o l e n ¨ b e r f ¨  h r t . D i e Symbole sind dabei in eine M e n g e v o no u u
paarweise disjunkten Klassen aufgeteilt, die den T rminal-Symbolen einer Programmiersprache ent-e
sprechen. Der Scanner-Generator ist in POCO (im Unterschied etwa zu MUG1) T il des eigentlichene
Generators.
_________________________________________________________________________________________________________________
1. (mit “^” ist der V rweis au f e i n e n K n o t e n d e s T p s I D E N T I F I E R g e k e n n z e i c h n e t ; a u s Darstellunggr ¨  nden sind Knotenelementee y u
weggelassen)
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Die Generierung des Scanners erfolgt in POCO durch eine V riante der Methode zur Generierunga
v o n L R - P r s e r n . D a m i t w i r d d i e s o n s t v e r w e n d e t e K o n s t r u k t i o n R e g u l ¨  r e r A u s d r u c k → N i c h t -a a
d e t e r m i s t i s c h e r A u t o m a t → D e t e r m i n i s t i s c h e r A u t o m a t u n d d i e d a b e i b e n ¨  t i g t e ( a u f w e n d i g e )o
P tenzmengenberechnung erspart. Eine gute Beschreibung der verwendeten Methode findet sich ino
[Loe 81] bzw. [Pfa 82].
Wir werden den Scanner-Generator nicht n ¨  her betrachten; zum besseren V rst ¨  ndnis sei hier nura e a
 kurz auf die Funktionsweise des Generators und der generierten Scanner eingegegangen.
Zur Laufzeit des generierten Compilers wird durch den Scanner f ¨  r jedes gelesene Symbol fest-u
 gestellt, zu welcher Klasse es geh ¨  rt. Innerhalb einer Klasse werden die Symbole durchnumeriert,o
sofern dies in der Beschreibung so festgelegt wurde, ansonsten haben alle Symbole aus einer Klasse
einen festen (Relativ-) W rt.e
Die lexikalische Analyse kann zur Compile-Zeit durch den Aufruf einer Prozedur
Scan (KCode, RCode)
 a n g e s t o β e n w e r d e n ; d a b e i b e z e i c h n e n d i e ( A u s g a b e - ) P r a m e t e r K C O D E d i e T r m i n a l s y m b o l -a e
Klasse und RCODE den Relativ-Nummer des T rminalsymbols innerhalb dieser Klasse. KCODEe
wird dabei vom P rser und RCODE zur Berechnung der Semantik ben ¨  tigt.a o
Die inverse Funktion zu Scan leistet die Prozedur
Decode (KCode, RCode, T ken)o
 die in T ken das durch (KCode, RCode) identifizierte lexikalische Objekt (in seiner textlichen F rm)o o
 liefert.
 Das generierte Scanner-Modul hat damit folgenden strukturellen Aufbau:
module SCANNER;
interface
procedure SCAN (var KCODE,RCODE : integer);
{ dies ist die eigentliche Scanner-Funktion      }
procedure DECODE (KCODE,RCODE : integer;
var TOKEN : string);
{ Umkehrfunktion zu SCAN; liefert in TOKEN
die externe Darstellung eines Symbols          }
implementation
:
:
begin  { Rumpf des Moduls SCANNER }
{ Initialisierung der Scanner-Tabellen,
Erffnen der Quell- und Protokoll-Files usw.   }
end; { Module SCANNER }
 5.3.3  Der P rser-Generator.a
 Der P rser-Generator (PG) des CGS generiert aus der in der CGS-Eingabe spezifizierten kontext-a
freien Grammatik (die eventuell durch das Einf ¨  gen von COPY-Regeln des zeitlich vorhergehendenu
Laufs des Generators der Compilezeit-Attributberechnung modifiziert wurde) die syntaktische Ana-
lysephase eines Compilers.
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A u s d e r V i e l z a h l d e r m ¨  g l i c h e n A n a l y s e - V r f a h r e n f ¨  r k o n t e x t f r e i e G r a m m a t i k e n w u r d e d i eo e u
LALR(1)-Methode [DeR 71] gew ¨  hlt, die (bei einer Zahl von Zust ¨  nden eines LR(0)-Automaten)a a
die Analyse einer groβen Klasse der kontextfreien Sprachen erm ¨  glicht; diese Klasse umfaβt imo
 wesentlichen alle praktisch relevanten h ¨  heren Programmiersprachen. Man hat damit ein leistungs-o
f ¨  higes Hilfsmittel zur Generierung der syntaktischen Analyse zur V rf ¨  gung.a e u
 O h n e a u f d i e t h e o r e t i s c h e n K o n z e p t e g e n a u e r e i n z u g e h e n , w i r d i m f o l g e n d e n d i e s t r u k t u r e l l e
Gliederung des P rser-Generators kurz beschrieben. Der PG besteht aus den folgenden Phasen:a
– Erzeugung der kanonischen Zusammenfassung der LR(0)-Item-Mengen (States)
– B e r e c h n u n g d e r L A L R ( 1 ) - L o o k - A h e a d s f ¨  r d i e B a s i s m e n g e n - I t e m s j e d e s S t a t e su
(die LALR(1)-Methode zeichnet sich dadurch aus, daβ zur Look-ahead-Berechnung
nur die Basismengen-Items (kernel items) der LR(0)-States ben ¨  tigt werden)o
– Berechnung der P rse-Aktionen (der ACTION-T belle) sowie der Zustands ¨  ber-a a u
gangsfunktion (der GOTO-T belle)a
Wie ¨ blich kann w ¨  hrend der Generierung festgestellt werden, ob die eingegebene Grammatik dieu a
 LALR(1)-Eigenschaft erf ¨  llt.u
D i e i n P O C O r e a l i s i e r t e F r m d e s P r s e r - G e n e r a t o r s w e i s t ( i m V r g l e i c h z u a n d eren Systeme n )o a e
keine auβergew ¨  hnlichen Eigenschaften auf; die verwendeten Algorithmen (etwa zur Berechnungo
des Lookaheads, in POCO iterativ ¨ ber den Propagierungsgraphen gel ¨  st) entspricht der in anderenu o
S y s t e m e n g e w ¨  h l t e n V r g e h e n s w e i s e ( e t w a in Y CC [Joh 76]). Generell g i l t , d a β d i e i n P O C Oa o A
r e a l i s i e r t e F r m z e i t o r i e n t i e r t i s t , d . h . d a β k u r z e L a u f z e i t a u f K o s t e n e i n e s h ¨  h e r e n S p e i c h e r -o o
platzbedarfs angestrebt wird.
E b e n s o s i n d d i e i m p l e m e n t i e r t e n V r f a h r e n z u r E r z e u g u n g k o m p a k t e r P r s e r ( e t w a d u r c h d i ee a
E i n f ¨  h r u n g v o n S H I F T _ R E D U C E - A k t i o n e n ) b e k a n n t u n d s c h o n i n a n d e r e n S y s t e m e n r e a l i s i e r t ;u
durch die Modularisierung des Generators sind Modifikationen jedoch einfach m ¨  glich.o
Diese M ¨  glichkeit wird weiter durch die Existenz einer internen Generierungsschnittstelle erh ¨  ht;o o
nach Abschluβ der vollst ¨  ndigen Generierung liegen die Ergebnisse in dieser standardisierten inter-a
n e n D a t e n s t r u k t u r v o r , d i e a l s S c h n i t t s t e l l e z u d e n v o r g e s e h e n e n u n t e r s c h i e d l i c h e n R e p r ¨  s e n t i e -a
rungen der P rsetabelle dient; der Benutzer kann durch die Angabe von Optionen die gew ¨  nschtea u
Repr ¨  sentierung w ¨  hlen.a a
5.3.3.1  Die Generierung einer Compile-Zeit-Fehlerbehandlung.
W i r g e h e n a n d i e s e r S t e l l e n o c h k u r z a u f d i e i n P O C O m ¨  g l i c h e F r m d e r G e n e r i e r u n g d e ro o
Compile-Zeit-Fehlerbehandlung ein.
D i e C o m p i l e - Z e i t - F e h l e r b e h a n d l u n g k a n n d u r c h d i e A n g a b e v o n F e h l e r r e g e l n ( v g l . [ J o h  7 6 ] ,
[Zim 82]) in der CGS-Eingabe durch den Benutzer spezifiziert werden. Eine Fehlerregel ist eine
 Alternative einer Produktion der F rmo
Nonterminal : error T rminale
 I n e i n e r P r o d u k t i o n k ¨  n n e n b e l i e b i g v i e l e F e h l e r r e g e l n a n g e g e b e n w e r d e n ( e i n e n a t ¨  r l i c h eo u
O b e r g r e n z e i s t d i e A n z ahl der i n d e r G r a m m a t i k a n g e g e b e n e n T r m i n a l s y m b o l e ) ; d i e T r m i n a l -e e
symbole der Fehlerregeln innerhalb einer Produktion werden in einer Menge ET zusammengefaβt.
D e r P r s e r - G e n e r a t o r e r z e u g t f ¨  r e i n e R e g e l d i e s e r F r m e i n ( s p e z i e l l e s ) I t e m [ N o n t e r m i n a l →a u o
.error, ET], das nicht in die weitere LR(0)- Closure-Berechnung eingeht. F ¨  r ein Item dieser F rmu o
 wird weiter eine spezielle ERROR (oder ERRORSKIP)-Aktion generiert.
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D i e V r g e h e n s w e i s e b e i m E r k e n n e n e i n e s F e h l e r s z u r C o m p i l e - Z e i t i s t n u n d i e , d a β s o l a n g eo
Eintr ¨  ge aus dem P rse-Stack gestrichen werden, bis ein Zustand an der Spitze des P rse-Stacksa a a
 erscheint, f ¨  r den eine ERROR-Regel definiert ist. Anschlieβend werden alle Zeichen der Eingabeu
¨ b e r l e s e n , d i e n i c h t a u s d e r i n d e r E R R O R - A k t i o n a n g e g e b e n e n M e n g e E T s i n d . W i r d e i nu
T rminalsymbol gefunden, das in der ERROR- Aktion definiert ist, so erfolgt eine Reduktion zu deme
N o n t e r m i n a l a u f d e r l i n k e n S e i t e d e r F e h l e r r e g e l u n d e i n Z u s t a n d s ¨  b e r g a n g e n t s p r e c h e n d d e ru
“normalen” P rse-T belle.a a
 E i n e F e h l e r r e g e l l i e f e r t s o m i t e i n e n S t ¨  t z p u n k t z u m A u f s e t z e n d e r s y n t a k t i s c h e n A n a l y s e n a c hu
Erkennen eines syntaktischen Fehlers.
Dieses V rfahren ¨ hnelt der Methode des “panic mode”, bei der ebenfalls in einer Fehlersituation bise a
 z u a u s g e z e i c h n e t e n T r m i n a l s y m b o l e n w e i t e r g e l e s e n w i r d . B e i m “ p a n i c m o d e ” g e h e n d i e s ee
Fehlersymbole jedoch normalerweise unabh ¨  ngig von der jeweiligen Regel ein, so daβ evtl. zu viela
¨von der Eingabe ¨ berlesen wird. Uber die Fehlerregeln kann ein Benutzer des Compiler-Generatorsu
d i e L ¨  n g e d e s z u ¨ b e r l e s e n d e n E i n g a b e b e r e i c h s g e n a u e r s p e z i fi z i e r e n ; d i e s k a n n i n s b e s o n d e r ea u
dadurch geschehen, daβ er f ¨  r eine Produktion mehrere Fehlerregeln angibt; so kann etwa durch dieu
Angabe von:
expression : error “;”
 und
expression : error “then”
 die L ¨  nge des zu ¨ berlesenden Bereichs beeinfluβt werden.a u
Neben de r T t s a c h e , d a β d u r c h d i e s e s V r f a h r e n e i n e C o m p i l e zeit-Fehlerbehandlung weitgehenda e
automatisch erfolgen kann (falls ein Benutzer eben Fehlerregeln spezifiziert), hat das V rfahren auche
V rteile hinsichtlich der semantischen Analyse; speziell erlaubt diese V rgehensweise, in einer mito o
der normalen semantischen Analyse konformen W ise den Aufruf von Fehlerdiagnoseroutinen, diee
methodisch in einem geeigneten Modul zusammengefaβt werden k ¨  nnen.o
¨Ublicherweise wird nach Erkennen eines syntaktischen Fehlers die semantische Analyse abgeschal-
tet, da sich dann der Attributkeller in einem undefinierten Zustand befindet. Durch die Angabe von
Fehlerregeln ist es jedoch m ¨  glich, den Attributkeller durch Belegen mit default-W rten f ¨  r die ino e u
 der weiteren semantischen Analyse ben ¨  tigten semantischen Attribute in einen (Pseudo-) definierteno
Z u s t a n d z u ¨ b e r f ¨  h r e n , s o d a β e i n e ( z u m i n d e s t e i n g e s c h r ¨  n k t e ) F r t s e t z u n g d e r s e m a n t i s c h e nu u a o
Analyse erfo l g e n k a n n . D i e s i s t m ¨  g l i c h , i n d e m d i e F e h l e r regel mit Aufrufen von semantischeno
Aktionen verbunden wird, die die default-W rte auf den Attributkeller schreiben, also etwa:e
expression : error “;”, call reset (…);
error “then”, call reset (…),
call makefalse (expr_val);
 Eine V reinstellung einer Fehlerregel wird durch das System gegeben mittels:o
Axiom : error “EOF(eingabe)”
 mit EOF(eingabe) := end_of_file-Bedingung der Eingabe.
5.3.3.2  Struktur der generierten P rser.a
 Ein durch POCO generierter P rser hat folgenden strukturellen Aufbau:a
58   Das CGS POCO: Die Realisierung.
module PARSER;
interface
{ der interface-Teil des Parser-Moduls ist leer }
implementation
const P_stackmax = ..
var  P_top : 0..P_stackmax;
P_stack : array[0..P_stackmax] of integer;
procedure GOTO_TAB (..);
begin  ... end;
procedure ACTION_TAB (..);
begin  ... end;
begin  { Rumpf des Moduls PARSER }
  { Initialisierung des Parse-Stacks  }
P_top := 0; P_stack[P_top] := 0;
{ hier ist die Realisierung des Parser-Drivers
enthalten }
end; { Module PARSER }
            Man beachte insbesondere, daβ der P rser-Driver im Rumpf des Moduls P RSER mit Betreten desa A
Blocks, in dem das Modul deklariert ist, automatisch aktiviert wird; die Angabe einer Schnittstellen-
Prozedur (im interface-T il) ist daher nicht erforderlich. Die P rse-T bellen sind in der F rm vone a a o
 Prozeduren realisiert.
5.3.4  Der Generator der Compile-Zeit-Attributberechnung.
D e r G e n e r a t o r d e r C o m p i l e - Z e i t - A t t r i b u t b e r e c h n u n g ( G A ) a k z e p t i e r t a l s E i n g a b e e i n e L R - a t -
t r i b u t i e r t e k o n t e x t f r e i e G r a m m a t i k ; a u s d e r E i n g a b e w i r d d a s A t t r i b u t b e h a n d l u n g s - ( o d e r A t -
tribut ¨  bergabe-) Modul erzeugt, das die Berechnung der Attribute parallel zur Syntaxanalyse erlaubt.u
M a n b e a c h t e , d a β n i c h t d i e e i g e n t l i c h e B e r e c h n u n g s e l b s t g e n e r i e r t w i r d – d i e s e e r f o l g t i n d e n
semantischen Aktionen, die der Benutzer selbst erstellt oder aus einer Bibliothek zur V rf ¨  gung stellte u
 –, sondern es wird lediglich die zur Berechnung n ¨  tige compilerinterne V rwaltung erzeugt.o e
Die Berechnung der Attribute erfolgt zur Compile-Zeit auf einem Attributkeller (AK); die Aufgabe
des Attributbehandlungs-Modul besteht zur Compile-Zeit speziell in der V rwaltung des Attribut-e
k e l l e r s u n d i m A u f r u f d e r s e m a n t i s c h e n A k t i o n e n u n d i h r e r V r s o r g u n g m i t P r a m e t e r w e r t e n ;e a
ausgehend von einer attributierten Produktion werden dabei die Attribute relativ zum oberen Keller-
ende des Attributkellers adressiert. Die V rgehensweise entspricht der schon in MUG1 realisierteno
F rm; zus ¨  tzlich entsteht in POCO das Problem des typabh ¨  ngigen Zugriffs auf den Attributkeller.o a a
 Z u r C o m p i l e - Z e it erfolgt die Aktivierung der Prozeduren des Attributbehandlungs - M o d u l s d u r c h
den P rser, und zwara
– bei Ausf ¨  hrung einer reduce-Aktion unter Angabe der Produktionsnummer, ¨ beru _____ u_
die die zugeh ¨  rigen generierten Attributkeller- Transformationen adressiert werden.o
– Attributs zu einem T rminal auf den Attributkeller geschrieben werden soll (diesere
W rt wird vom Scanner ¨ ber den P rameter RCODE geliefert).e u a
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Wir gehen im folgenden zun ¨  chst genauer auf die Realisierung der Grammatik-Transformation ein;a
anschlieβend wird die Erzeugung der Attributkeller-Operationen behandelt, die wir in einer internen
Datenstruktur halten. Diese Datenstruktur ist Basis f ¨  r die Generierung des Attributbehandlungs-u
 Modul in einem Compiler.
5.3.4.1  Die Realisierung der Grammatik-Transformation.
D a s f ¨  r d i e T r a n s f o r m a t i o n d e r a t t r i b u t i e r t e n G r a m m a t i k n o t w e n d i g e V r f a h r e n h a b e n w i r i nu e
Algorithmus 1.1 beschrieben; da sich (durch das Einf ¨  gen von COPY-Symbolen) die zugrundelie-u
gende kontextfreie Grammatik ¨ ndert, muβ der Lauf des GA vor der P rsergenerierung erfolgen.a a
D u r c h d a s E i n f ¨  g e n v o n C o p y - S y m b o l e n g e h t a u β e r d e m i . a . d i e L R ( k ) - E i g e n s c h a f t d e r k o n -u
textfreien Grammatik verloren. Daher muβ Algorithmus 1.1. aus Kap. 1 so verbessert werden, daβ
durch die Grammatik-Transformation m ¨  glichst wenig Copy-Symbole eingef ¨  gt werden; dadurcho u
 wird in vielen F llen erreicht, daβ die LR(k)-Eigenschaft der Grammatik erhalten bleibt. Die zua
 diesem Zweck in POCO vorgenommenen Optimierungen fassen wir im folgenden informal zusam-
men:
1. steht ein echtes Pr ¨  fix der zu einem Nonterminal X geh ¨  renden F lge von inherited-a o o
 i
Attributen (in richtiger Reihenfolge) auf dem Attributkeller, so wird mit einem Copy-
Symbol nur das Kopieren der fehlenden Attribute verbunden
2. f a l l s e i n C o p y - S y m b o l e i n g e f ¨  g t w e r d e n m u β , w i r d ¨ b e r p r ¨  f t , o b s c h o n e i n C o p y -u u u
Symbol existiert, mit dem dieselben Kopieraktionen verbunden sind; ist dies der F ll soa
wird dieses Copy-Symbol verwendet
3. f ¨  r e i n e F l g e v o n A u f r u f e n v o n s e m a n t i s c h e n A k t i o n e n i n n e r h a l b d e r r e c h t e n S e i t eu o
einer Regel wird nur ein Copy-Symbol eingef ¨  gt; mit diesem Copy-Symbol sind dannu
die Aufrufe der F lge von semantischen Aktionen sowie die entsprechenden Attribut-o
keller-Transformationen verbunden
4. w i r d n a c h d e m E i n f ¨  g e n e i n e s C o p y - S y m b o l s f ¨  r d e n A u f r u f e i n e r F l g e v o nu u o
s e m a n t i s c h e n A k t i o n e n e i n w e i t e r e s ( i n h e r i t e d - ) C o p y - S y m b o l f ¨  r e i n N o n t e r m i n a lu
ben ¨  tigt, so wird die mit diesem Copy-Symbol verbundene Attributkeller-Transforma-o
tion mit dem vorhergehenden Copy-Symbol zum Aufruf der semantischen Aktionen ver-
bunden
5. f ¨  r eine F lge von Aufrufen von semantischen Aktionen am Ende der rechten Seite eineru o
 R e g e l w i r d k e i n C o p y - S y m b o l e i n g e f ¨  h r t , s o n d e r n d i e A u f r u f e d e r s e m a n t i s c h e nu
Aktionen mit der dort n ¨  tigen derived-Copy-Aktion verbundeno
6. die Eingabe-P rameter f ¨  r semantische Aktionen werden nicht explizit an die Spitze desa u
 A t t r i b u t k e l l e r s k o p i e r t , s o n d e r n i n d i z i e r t r e l a t i v z u m o b e r e n K e l l e r e n d e a l s v a l u e -
P rameter an die semantische Aktion ¨ bergeben.a u
Diese V rbesserungen haben unmittelbaren Einfluβ auf die Gr ¨  βe (d.h. die Anzahl der Zust ¨  nde) dese o a
generierten P rsers, da sie die Einf ¨  hrung “unn ¨  tiger” Nonterminals vermeiden; den gleichen Effekta u o
hat die in POCO vorgenommene Zulassung von konstanten W rten auf (zul ¨  ssigen) Attributpositio-e a
nen, da sie in vielen F ¨  llen den Aufruf von semantischen Aktionen (mit dem damit verbundenena
evtl. Einf ¨  gen von COPY-Symbolen) ¨ berfl ¨  ssig machen.u u u
 5.3.4.2  Die Berechnung der Attributkeller-Operationen.
Die Attribut ¨  bergabe hat zur Laufzeit des Compilers folgende Aufgaben zu erf ¨  llen:u u
1. Attributverwaltung auf dem Keller AK
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a. K o p i e r e n d e r i n h e r i t e d - A t t r i b u t e n a c h o b e n z u r E r s t e l l u n g d e r r i c h t i g e n
Reihenfolge auf dem Keller
b. Kopieren der derived-Attribute nach unten, V rkleinerung des Kellers, fallse
Keller-Eintr ¨  ge ¨ berfl ¨  ssig geworden sinda u u
 2. A u f r u f v o n s e m a n t i s c h e n A k t i o n e n z u s a m m e n m i t d e n b e i m A u f r u f e i n z u s e t z e n d e n
aktuellen P rametern.a
Z u s ¨  t z l i c h i s t i . a . i m F l l 1 b . ( v o r d e r V r k l e i n e r u n g d e s K e l l e r s ) e i n “ R e t t e n ” v o n T i l e n d e ra a e e
¨derived-Attribut-F lge nach “oben” im AK n ¨  tig; dadurch wird ein evtl. Uberschreiben von Attribut-o o
werten vermieden. Auβerdem muβ in POCO die Zuweisung von konstanten W rten zu Attributkel-e
ler-P sitionen erm ¨  glicht werden.o o
Aus diesen Aufgaben resultieren die verschiedenen charakteristischen Anweisungen, mit deren Hilfe
die gesamte Attribut ¨  bergabe durchgef ¨  hrt werden kann, n ¨  mlich:u u a
1. Kellerpegel := Kellerpegel + P gelver ¨  nderung;e a
a. AK[ Kellerpegel – j] := AK[ Kellerpegel – i ]j
j = 1,2, …, P gelver ¨  nderunge a
b. AK[ Kellerpegel + i ] := AK[ Kellerpegel – j]j
j = P gelver ¨  nderung, P gelver ¨  nderung-1, …, 1e a e a
 2. Kellerpegel := Kellerpegel + P gelver ¨  nderung;e a
Aufruf: semakt(AK[<Kellerpegel>-i ],…,AK[<Kellerpegel>-i ]);1 n
3. AK [<Kellerpegel> + i ] := konstanter W rt;e1
Um die Operationen der Attributkeller-V rwaltung eindeutig zu erzeugen, gen ¨  gt es also, nach einere u
Kennzeichnung des vorliegenden F lls (der Art der charakteristischen Anweisung) folgende W rtea e
abzuspeichern:
1a.P gelver ¨  nderung; F lge i ,i ,…,ie a o
 1 2 n
 1b.P gelver ¨  nderung; F lge i ,i ,…,ie a o
 1 2 n
 2. Bez. der sem.Aktion; P gelver ¨  nderung; F lge i ,…,ie a o
 1 n
 3. Kellerindex i ; konstanter W rte1
(Die P gelver ¨  nderung ergibt sich aus dem Platzbedarf des konstanten W rts)e a e
 Die Attribut ¨  bergabeinformation wird f ¨  r jede Regel der Grammatik berechnet und in einer internenu u
dynamischen Datenstruktur in der angegebenen codierten F rm abgelegt; diese Datenstruktur erlaubto
zus ¨  tzliche Optimierungen und dient als Schnittstelle f ¨  r die verschiedenen F rmen der Ausgabe.a u o
¨F ¨  r j e d e R e g e l d e r G r a m m a t i k w i r d d i e U b e r g a b e i n f o r m a t i o n i n e i n e r F l g e v o n B l ¨  c k e nu o o
¨festgehalten; jeder Ubergabeblock besteht aus einem Kopf-Knoten, in dem die Art der AK-Operation
sowie (neben weiteren Kenngr ¨  βen) eine Liste von Knoten, in denen die f ¨  r die AK-Transformationo u
ben ¨  tigten Keller-Indizes sowie Zeiger auf die mit diesen Kellerpositionen verbundene Attribute ent-o
halten sind, eingetragen sind. Speziell ist in dieser Liste zu jedem AK-Element dessen T p vermerkt,y
so daβ eine typabh ¨  ngige Operation auf dem AK erzeugt werden kann. Aus Speicherplatzgr ¨  ndena u
¨werden identische F lgen von Ubergabebl ¨  cken zu verschiedenen Regeln nur einmal abgespeichert.o o
¨Die Datenstruktur zur Aufnahme der Ubergabeinformation wird durch die folgenden T p-Deklara-y
 tion anschaulich:
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UART = (INH,CONSASS,DER,CALLSA);  {Attributuebergabe-Arten }
UBHDRPTR  = ^ UBHDR;              {Uebergabe - Kopfknoten  }
UBINFOPTR = ^ UBATTRLIST;
UBHDR    = RECORD
PEGELDIFF : INTEGER; NEXTKOPF : UBHDRPTR;
VERWEIS : UBINFOPTR;
CASE KENNUNG : UART OF
DER : (PSAVE : INTEGER;
OPTPOSSIBLE : BOOLEAN);
CALLSA : (NAME : CTP);
INH : ( );
CASS : (NAME :
END;
¨P E G E L D I F F e n t h ¨  l t d i e A n d e r u n g d e s A t t r i b u t k e l l e r - P g e l s ; d u r c h N E X T K O P F w e r d e n d i ea e
¨verschiedenen Ubergabebl ¨  cke einer Regel miteinanander verbunden; VERWEIS zeigt auf die Listeo
der von der Transformation betroffenen Attribute.
Die Kennungen (UART) haben im einzelnen folgende Bedeutung:
Kennung Identifizierte Aktion
——————————————————————————————-
CALLSA Aufruf einer semantischen Aktion. NAME bezeichnet den Namen der sem.
Aktion (durch V rweis auf den Deklarationseintrag)e
INH Inherited-Copy, Kopieren des Kellers nach oben, die Anzahl der zu kopie-
renden Kellerelemente ist der P gelver ¨  nderung zu entnehmene a
 ¨
 DER Derived-Ubergabe, die obersten Elemente des Kellers sind nach unten zu
1speichern, AKTOP ist zu erniedrigen.
CASS Zuweisung eines konstanten W rtes an eine P sition des AKe o
D i e K n o t e n z u r A u f n a h m e d e r e i g e n t l i c h e n K o p i e r u n g s i n f o r m a t i o n h a b e n s c h l i e β l i c h f o l g e n d e s
Aussehen:
UBATTRLIST = RECORD
AK_INDEX : INTEGER ;
ELEM  : CTP;
NEXT : UBINFOPTR;
END;
            AK_INDEX bezeichnet den Offset (relativ zum oberen Kellerpegel) zu einer Attributkeller-Adresse
¨zur Compilezeit, unter der ein Attributwert in der im Ubergabekopf angegebenen W ise manipulierte
werden soll. Man beachte, daβ der Zugriff typabh ¨  ngig erfolgen kann, da ¨ ber ELEM auch der T pa u y
 des jeweiligen Attributs zug ¨  nglich wird.a
¨Nach der vollst ¨  ndigen Erzeugung der Ubergabeinformation werden zus ¨  tzlich folgende Optimie-a a
rungen vorgenommen:
1. I . a . w i r d f ¨  r e i n e d e r i v e d - C o p y - A k t i o n z u n ¨  c h s t e i n S i c h e r n d e r A t t r i b u t w e r t e n a c hu a
¨“oben” im Attributkel l e r b e n ¨  t i g t , u m U b e r s p e i c herungen zu vermeiden. Mithilfe dero
erzeugten Information kann jedoch berechnet werden, wann genau dies nicht notwendig
_________________________________________________________________________________________________________________
¨1. W gen m ¨  glicher Uberspeicherungen m ¨  ssen die Attributwerte u.U. zun ¨  chst im Keller nach oben “gerettet” werden;  PSA E enth ¨  lt diee o u a V a
 dazu notwendige Stack-Adresse. OPTPOSSIBLE gibt an, ob auf die Zwischenspeicherung verzichtet werden kann.
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ist und auf die Sicherungsaktionen verzichtet werden kann; dies ist genau  dann  der F ll,a
¨wenn keine Uberlappungen der Kopierungsquell- und –zielfolgen von AK-Indizes auf-
treten.
¨2. Zu jeder F lge von Ubergabebl ¨  cken werden alle AK-Zugriffe auf einen f ¨  r diese F lgeo o u o
 gultigen Basiswert des Kellerpegels AKTOP normiert (nach Konstruktion der Attribut-
¨ b e r g a b e m ¨  g l i c h ) ; d a d u r c h w e r d e n v i e l e W r t z u w e i s u n g e n a n d e n K e l l e r p e g e l z u ru o e
Compile-Zeit unn ¨  tigo
3. F ¨  r den Aufruf einer semantischen Aktion mit einem konstanten Eingabeparameter wirdu
keine AK-Transformation erzeugt, sondern der konstante W rt in den Aufruf eingesetzt.e
¨Diese Optimierungen bewirken eine wesentliche V rringerung des Code-Umfangs des Ubergabe-e
 Moduls.
 5.3.4.3  Struktur des generierten Attribut-Behandlungs-Moduls.
¨Aus den oben n ¨  h e r b e s c h r i e b e n e n U b e r g a b e b l ¨  cken f ¨  r jede Produktion der Eingabegrammatika o u
 e r z e u g t d e r G A d a s A t t r i b u t ¨  b e r g a b e - M o d u l , d e s s e n A u f b a u w i r ( i n F r m e i n e s P S C A L - m -u o A
Moduls) darstellen:
module A TRIBUTE;T
interface
type regelrng = 0..maxregel;
{ maxregel ist zur Generierungs-Zeit erkannte
h¨chste Regelnummer der trans. Grammatik    }o
procedure SPRCODE (kcode,rcode : integer);
{ kcode ist der Klassencode des gelesenen
T rminalsymbols;e
rcode ist der Relativ-Code des T rminals }e
 procedure A TRUEBERGABE (regelno : regelrng);T
{ regelno ist die Nummer der Produktion mit
der eine Attributkeller-Operation ver-
bunden ist; regelrng ist generierter T p }y
 implementation
type AK_TYPE = …
{ aus den in der CGS-Eingabe definierten T peny
wird ein varianter record-T p erzeugt, dery
die Struktur eines AK-Elements beschreibt   }
var AK : array [1..akmax] of AK_TYPE;
AKTOP : 0..akmax;
{ akmax ist eine Systemzeit-Konstante         }
procedure SPRCODE;
begin … end;
procedure A TRUEBERGABE;T
begin … end;
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begin  { Module Attribute }
AKTOP := 0;  { Initialisierung des Compile-Zeit-AK   }
end; { Module Attribute }
            Die zentralen V riablen in diesem Modul sind der Attributkeller AK mit dem Kellerpegel AKTOP;a
AKTOP zeigt zur Compile-Zeit an die Spitze des Attributkellers. Eine (generierte) Hilfsprozedur ist
‘ S P R C o d e ’ ( ’ S p e i c h e r e R C O D E ’ ) , d i e f ¨  r e i n T r m i n a l m i t e i n e m A t t r i b u t d i e A b l a g e d e ru e
Attributwerte (namlich der vom Scanner gelieferten RCODEs) auf den Attributkeller leistet.
Die eigentliche Attribut ¨  bergabe erfolgt in der Prozedur A TRUEBERGABE; sie wird vom P rseru T a
 beim Erkennen einer reduce-Aktion aufgerufen. P rameter ist die Nummer der Regel, mit der diea
R e d u k t i o n a u s g e f ¨  h r t w e r d e n soll. A TRUEBERGABE besorgt die Manipu l a t i o n d e s A K d u r c hu T
e v e n t u e l l e K o p i e r a k t i o n e n o d e r d e m N e u b e r e c h n e n v o n W r t e n d u r c h A u f r u f v o n s e m a n t i s c h e ne
Aktionen. Wir erinnern daran, daβ durch die Transformation der Grammatik alle Aktionen auf dem
A t t r i b u t k e l l e r m i t R e d u k t i o n e n z u N o n t e r m i n a l s , s e m a n t i s c h e n A k t i o n e n u n d C o p y - S y m b o l e n
assoziiert sind; ¨ ber die Regelnummer kann die mit der Reduktion verbundene AK-Transformatio-u
nen adressiert werden.
5.4  Die Struktur der generierten Compiler.
Die allgemeine Struktur der durch POCO generierten Compiler ergibt sich im wesentlichen aus der
Struktur des Generators. Es handelt sich dabei (wie bei MUG1) um 1-P ss-Compiler, deren einzelnea
P h a s e n v e r s c h r ¨  n k t a r b e i t e n ; e i n e e i n f a c h e F r m d e r B e h a n d l u n g v o n s y n t a k t i s c h e n F e h l e r n i s ta o
integriert. Die allgemeine Struktur der generierten Compiler wird in Bild 5.4 dargestellt.
Man erkennt, daβ der P rser in d e n g e n e r i e r t e n C o m p i l e r n e i n e zentrale Rolle spielt; durch dena
P rser wird die lexikalische und die semantische Analyse angestoβen; die Quellprotokollierung ista
Aufgabe des generierten Scanners.
Der (eigentliche) Generator POCO generiert aus einer Compiler-Beschreibung ein Compiler-Skelett.
Das Compiler-Skelett enth ¨  lt die durch den P rser-Generator sowie den Generator der Compile-Zeit-a a
Attributberechnung generierten Komponenten (Moduln) eines Compilers, also den P rser und dena
Treiber der Attributberechnung. Es ist vervollst ¨  ndigt durch:a
– die Deklaration von Generator-erzeugten Konstanten und T peny
– die Deklaration des Scanner-Moduls
– die Deklaration der semantischen Aktionen, in F rm von Moduln zusammengefaβt,o
wie in der Eingabe notiert und deklariert als externe Moduln
– e i n e n P S C A L - H a u p t p r o g r a m m - K o p f u n d – R u m p f , i n d e m g l o b a l e I n i t i a l i -A
sierungen bzw. Finalisierungen enthalten sind.
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QS-Eingabe||
v
+-----------+              +--------------+| lexikal.  |------------->| Quell-Progr. |---> Listing| Analyse   |              |Protokollier. |
+-----------+              +--------------+| ^         ^| || |       |
v |       |
+-----------+              +--------------+| syntakt.  |<------------>| Fehler-      || Analyse   |              | Behandlung   |
+-----------+              +--------------+| |^| |
v |
+-----------+              +-------------+| semant.   |------------->| Code-       || Analyse   |              | Generierung |------> Code
+-----------+              +-------------+
            
Abb. 5.4: Struktur von POCO generierter Compiler.
Wir haben somit folgende Situation:
program xyz_COMPILER (..);
globale Konstanten, Typen, Variablen;
module SCANNER;
interface
procedure Scan (var KCode, RCode: integer);_______
procedure DeCode (KCode, RCode: integer; var token: string);_______
use;
module sem. Modul 1;
interface
{ Deklaration der sem. Aktionen
als PASCAL-Prozeduren         }
use;
:
module sem. Modul n;
interface
...
use;
module ATTRIBUTE;
{ Compile-Zeit-Attributberechnung
in der Form wie in 5.3.4.3. angegeben   }
interface
:
begin
:
end;
module PARSER;
interface
implementation
procedure ACTION_TAB ( );
procedure GOTO_TAB ( );
begin
:
end;
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begin { Rumpf: xyz_Compiler }
...
end; { xyz_COMPILER }
            Die von einem Benutzer des CGS selbst zu erstellenden semantischen Aktionen finden also nur in
der F rm einer externen Modul-Deklaration Eingang in die Compiler-Beschreibung und damit aucho
in das generierte Compiler-Skelett; ihre vollst ¨  ndige Implementierung kann (durch den P SCAL-a A
 m-Compiler) separat ¨ bersetzt werden.u
In der ¨ bersetzten F rm des generierten Compiler-Skeletts (ebenfalls durch den P SCAL-m-Compi-u o A
 ler) sind die Schnittstellen zu den (externen) Moduln beschrieben; dadurch ist es m ¨  glich, ihre Ein-o
haltung w ¨  hrend des Bindens (zu einem ablauff ¨  higen Programm) zu kontrollieren. Auf die Ein-a a
zelheiten dazu gehen wir sp ¨  ter genauer ein; man beachte insbesondere, daβ die geschilderte V r-a o
 gehensweise automatisierbar ist.
5.5  Zusammenfassung.
Das CGS POCO stellt ein leistungsf ¨  higes W rkzeug f ¨  r den Compiler-Entwickler dar. POCO ista e u
 ¨
 e i n e w e i t g e h e n d e U b e r a r b e itung von MUG1 sowohl auf Systemebene als auch in der konkre t e n
R e a l i s i e r u n g v o n D e t a i l s ; V r b e s s e r u n g e n g e g e n ¨  b e r M U G 1 s i n d h i n s i c h t l i c h d e r A t t r i b u t i e -e u
rungsm ¨  glichkeit und der T pisierung der semantischen Attribute vorgenommen worden. Gleich-o y
 zeitig konnte der Laufzeit- und Speicherplatzbedarf gegen ¨  ber MUG1 wesentlich verbessert werden.u
G r u n d d a f ¨  r i s t ( d i e f a s t a u s s c h l i e β l i c h e ) V r w e n d u n g d y n a m i s c h e r D a t e n s t r u k t u r e n , d i e d e mu e
System zudem Flexibilit ¨  t verleihen; der durch die V rwendung von Zeigern zun ¨  chst erh ¨  hte Spei-a e a o
 cherplatzbedarf ist i.a. geringer als der (ungenutzte) Platz bei V rwendung von (starren und in dere
Regel ¨ berdimensionierten) Feldern. Ebenso konnte der Benutzeraufwand f ¨  r die Arbeit mit demu u
System verringert werden.
Als Beispiel f ¨  r die Leistungsf ¨  higkeit von POCO geben wir in T bellen 5.1 mit Laufzeitwerten (beiu a a
einer Installation auf einer SIEMENS-Anlage 7561 unter BS2000) f ¨  r Beispiel-Grammatiken an:u
1Tab. 5.1: Typische Laufzeitwerte f)r POCO-Generierungslaufe.
| Eingabe-| Grammtik- |Laufzeiten (in sec)|| Umfang  | GroÆe     | GL / GA |Ges.(ohne|
1)|(Zeilen) | kfg-Teil  |   PG    |Prot.) |
 -------------+---------+-----------+---------+---------+
 | | 24T / 20N |0.5 /0.3 |         |
2)PROSA        |  241    | 55 Regeln |   2.2   |  1.6    |
-------------+---------+-----------+---------+---------+|         | 32T / 26N |1.6 /0.7 |         |
3)Minipascal | 786 | 55 R     |   5.6   |  4.0    |
-------------+---------+-----------+---------+---------+|         | 53T / 67N |2.8 /2.0 |         |
4)PASCAL-S | 928 | 129 R     |  12.5   |  11.8   |
-------------+---------+-----------+---------+---------+|         | 92T / 181N|1.4 / -  |         |
5)ADA          |  896    | 397 R     |   67.1  |  45.3   |
-------------+---------+-----------+---------+---------+
            Anmerkungen zu T belle 5.1:___________ _ a ___ _ __ _ __ _
 _________________________________________________________________________________________________________________
1. (T: Anzahl der T rminalsymbole, N: Anzahl der Nichterminale, R: Anzahl der Regeln der Beispielgrammatik)e
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1. Die optionale umfangreiche Protokollierung beansprucht einen hohen Rechenzeitanteil.
2. (Kleiner) Subset der “Programmiersprache Saarbr ¨  cken” PROSA    [LMW 81].u
3. P S C A L - ¨  h n l i c h e P r o g r a m m i e r s p r a c h e a u s [ A h U  7 7 ] ; f ¨  r d i e s e P r o g r a m m i e r s p r a c h eA a u
wurde im Rahmen des F rtgeschrittenen-Praktikums ein Compiler generiert.o
4. Die verwendete CGS-Eingabe basiert auf [P s 77].e
5. nach [PWD 81]; es handelt sich um eine LALR(1)-F ssung der Original-Grammatik, diea
die Sprache beinahe vollst ¨  ndig beschreibt; die Eingabe ist nicht attributiert.a
Wir sind bisher noch nicht auf den Anspruch eingegangen, den wir einleitend formuliert haben: die
P rtabilit ¨  t f ¨  r das CGS und die von ihm generierten Compiler; mit diesem Aspekt werden wir unso a u
 im n ¨  chsten Kapitel besch ¨  ftigen.a a
D i e g e m e i n s a m e P r t i e r u n g s s c h n i t t s t e l l e f ¨  r d a s G e n e r a t o r - S y s t e m u n d d i e g e n e r i e r t e no u
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Kap. 6: Die gemeinsame P rtierungsschnittstelle f ¨  r das Generator-o u
 System und die generierten Compiler.
I n d i e s e m A b s c h n i t t w e r d e n w i r d i e g e m e i n s a m e P r t i e r u n g s - S c h n i t t s t e l l e f ¨  r d a s C o m p i l e r -o u
Generator-System und die generierten Compiler b e s c h r e i b e n . D a z u f o r m u l i e r en wir zun ¨  chst diea
 P rtierungsaufgabe; danach beschreiben wir das P rtierungsverfahren genauer und gehen dabei aucho o
auf die Behandlung einiger Punkte ein, deren Ber ¨  cksichtigung f ¨  r eine P rtierung von Bedeutungu u o
 sind.
 6.1  Die P rtierungsaufgabe.o
 F ssen wir hier zun ¨  chst zusammen, f ¨  r welc h e O b j e k t e w i r P r tabilit ¨  t fordern; gem ¨  β unserera a u o a a
 Zielsetzung haben wir somit die beiden folgenden Situationen zu unterscheiden:
1. P rtierung eines generierten Compilers:o _____ ____ ________ ___________ _ _ _
 Zu ¨ bertragen ist ein vollst ¨  ndiger, generierter Compiler; die Generierung ist auf eineru a
Generierungsmaschine erfolgt, also einer Maschine, auf der das POCO-System installiert
ist.
2. P rtierung des Generator-Systems:o _____ __ _______ _________ _ _ _ _
 Zu ¨ bertragen ist das Generator-System, also die folgenden Komponenten:u
– der (eigentliche) Generator
– der P SCAL-m-CompilerA
– der maschinenunabh ¨  ngige Bindera
Wichtigste F rderung an das P rtierungsverfahren ist unser Anspruch, daβ eine P rtierung in beideno o o
F ¨  llen nicht von der V rf ¨  gbarkeit eines auf der P rtierungszielmaschine existierenden Compilersa e u o
 abh ¨  ngt.a
(Zur Sprachregelung bezeichnen wir im folgenden als Generi e r u n g s m a s c h ine einen Rechner, auf
dem das POCO-System installiert ist, als P rtierungszielmaschine oder kurz Zielmaschine den Rech-o
ner, auf den das System oder ein generierter Compiler ¨ bertragen werden soll.)u
A l s z u s ¨  t z l i c h e R a n d b e d i n g u n g e n w e r d e n f o l g e n d e E i g e n s c h a f t e n d e s P r t i e r u n g s v e r f a h r e n sa o
erw ¨  nscht:u
• d i e P r t i e r u n g e i n e s g e n e r i e r t e n C o m p i l e r s m u β u n a b h ¨  n g i g v o n d e r P r t i e r u n g d e so a o
Systems erfolgen k ¨  nneno
• die P rtierung des Systems sollte ¨ ber dieselbe Schnittstelle erfolgen wie die P rtierungo u o
eines generierten Compilers
6 8 D i e g e m e i n s a m e P r t i e r u n g s s c h n i t t s t e l l e f ¨  r d a s G e n e r a t o r - S y s t e m u n d d i e g e n e r i e r t e no u
Compiler.
( s p e z i e l l : i s t e i n e P r t i e r u n g e i n e s g e n e r i e r t e n C o m p i l e r s m ¨  g l i c h , d a n n i s t a u c h d i eo o
P rtierung des Systems wenigstens grundsatzlich m ¨  glich.)o o
• d i e P r t a b i l i t ¨  t ( f ¨  r b e i d e F l l e ) s o l l n i c h t a u f e i n e b e s t i m m t e K l a s s e v o n r e a l e no a u a
Maschinen beschr ¨  nkt seina
• der P rtierungsaufwand sollte vertretbar seino
• die n ¨  tige Effizienz sollte gew ¨  hrleistet sein (dies gilt insbesondere f ¨  r die generierteno a u
Compiler)
• das “Aufsetzen” auf eine bew ¨  hrte Methode ist w ¨  nschenswerta u
Nach dieser Zusammenfassung der P rtierungsaufgabe gehen wir nun auf die realisierte P rtierungs-o o
 methode ein.
6.2  Das P rtierungsverfahren.o
 W i e s c h o n b e i d e r a l l g e m e i n e n U n t e r s u c h u n g v o n S o f t w a r e - P r t a b i l i t ¨  t a n g e d e u t e t , w i r d d i eo a
P rtierungsmethode in der V rwendung einer geeigneten Zwischensprache bestehen; eine zu ¨ ber-o e u
tragende Komponente muβ dazu in einer zwischensprachlichen F r m v o r l i e g e n . W i r wollen nuno
untersuchen, welche Kriterien eine Zwischensprache erf ¨  llen muβ, die speziell f ¨  r die P rtierungu u o
 von Compilern (und des gesamten Systems POCO) geeignet sein soll.
C o m p i l e r s i n d W r k z e u g e , v o n d e n e n m a n m e h r a l s e i n d u r c h s c h n i t t l i c h e s M a β a n E f fi z i e n ze
e r w a r t e n m u β ; s c h l i e β l i c h g e h ¨  r e n s i e z u d e n w o h l a m h ¨  u fi g s t e n g e r e c h n e t e n P r o g r a m m e n .o a
Gleichzeitig ist es unser Ziel, (generierte) Compiler auf (m ¨  glichst alle) Maschinen zu ¨ bertragen.o u
Beide Eigenschaften lassen sich, wie wir gesehen haben, nur dann erreichen, wenn das Niveau der
verwendeten Zwischensprache hoch liegt und ihre (Rest-) Maschinenabh ¨  ngigkeit m ¨  glichst geringa o
 ist.
 A n d e r e r s e i t s i s t e s w ¨  n s c h e n s w e r t , d e n v o m B e n u t z e r z u v e r a n t w o r t e n d e n T i l d e s P r t i e r u n g s -u e o
¨aufwands (also den Ubersetzer ZS ——> MS) so einfach wie m ¨  glich zu halten; dies verringert danno
den n ¨  tigen Aufwand und hat damit auch Auswirkungen auf die Akzeptanz von der Benutzerseite.o
¨Diese Uberlegungen m ¨  βten dann dazu f ¨  hren, sich zu einer niveau-niedrigen, also mehr maschi-u u
nenabh ¨  ngigen Zwischensprache zu entscheiden; damit waren allerdings Einschr ¨  nkungen hinsicht-a a
lich der P rtabilit ¨  t verbunden.o a
 A u s r e i n p r a k t i s c h e n G r ¨  n d e n i s t b e i d e r W h l e i n e r g e e i g n e t e n Z w i s c h e n s p r a c h e a u β e r d e m z uu a
b e r ¨  c k s i c h t i g e n , o b e i n e e x i s t i e r e n d e Z w i s c h e n s p r a c h e f ¨  r u n s e r e P r o b l e m s t e l l u n g g e e i g n e t i s t ,u u
w e l c h e E r f a h r u n g e n m i t d i e s e r Z wischensprache gemacht wurden sowie welche V r b r e i t u n g d a se
zugrundeliegende Konzept erfahren hat.
Eine Zwischensprache, die die geforderten Eigenschaften aufweist, wird am ehesten in der Klasse
der sprachorientierten Zwischensprachen zu finden sein; damit bedeutet die Entscheidung f ¨  r eineu
Zwischensprache auch eine Entscheidung f ¨  r eine h ¨  here Programmiersprache. Ist jedoch (umge-u o
 kehrt) schon eine Entscheidung hinsichtlich einer Implementierungssprache gefallen und existiert f ¨  ru
¨diese Sprache ein Ubersetzer in eine geeignete Zwischensprache, so wird dies ebenfalls die Entschei-
dung f ¨  r eine bestimmte Zwischensprache beeinflussen. Da wir uns f ¨  r (eine V riante von) P SCALu u a A
 als Implementierungssprache entschieden haben, liegt p-Code als Zwischensprachen-Option nahe;
¨der P SCAL-m-Compiler erzeugt daher bei der Ubersetzung eines Programms p-Code.A
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 p - C o d e z e i c h n e t s i c h i m U n t e r s c h i e d z u a n d e r e n Z w i s c h e n s p r a c h e n g e r a d e d a d u r c h a u s , d a β e r
daraufhin konstruiert wurde, daβ der erforderliche Schritt auf der P rtierungszielmaschine einfacho
i s t . G e r a d e d i e s i s t j e d o c h f ¨  r u n s w e s e n t l i c h : M a n h a t d a m i t e i n e M ¨  g l i c h k e i t , e i n P r o g r a m mu o
(speziell also einen generierten Compiler) mit vertretbarem Aufwand auf einer realen Maschine zu
installieren. Diese V rgehensweise ist sicher, und der erforderliche Aufwand ist geringer als der beio
der V rwendung von anderen Methoden (vgl. Kap. 3) und der bei anderen vorgestellten Zwischen-e
sprachen, mit Ausnahme von OCODE, wo jedoch im Rahmen unseres Konzepts geforderte Eigen-
schaften nicht zur V rf ¨  gung stehen. Daβ eine P rtierung unter der V rwendung von p-Code m ¨  g-e u o e o
 ¨
 lich ist, zeigen viele erfolgreiche Beispiele speziell f ¨  r die Ubertragung von P SCAL-Compilernu A
¨
 (vgl.[W Q 72], [BaC 77], [DaP 80]); die Eignung von p-Code zur Ubertragung generierter Compilere
und des Generator-Systems betrachten wir noch genauer.
Damit ergibt sich p-Code als die Zwischensprache der W hl, auf die wir das P rtierungskonzept f ¨  ra o u
POCO und die generierten Compiler basieren. Wir gehen daher im n ¨  chsten Abschnitt auf p-Codea
etwas genauer ein.
6.2.1  Die p-Code-Stack-Maschine.
Wir beziehen uns im folgenden stets auf die sog. Standard-p-Code-V rsion, die ¨ blicherweise auche u
 als p4-Code bezeichnet wird; dabei handelt es sich um eine W iterentwicklung des urspr ¨  nglichene u
p-Codes, der p2-Code genannt wird.
Man kann p-Code als eine Assembler-Sprache f ¨  r eine abstrakte Maschine verstehen. Dabei l ¨  βt sichu a
seine Semantik operationell beschreiben in F rm von Datenstrukturen und darauf definierten Opera-o
tionen. W gen dieser operationellen Definition bezeichnet p-Code sowohl den eigentlichen Code alse
a u c h d a s z u g r u n d e l i e g e n d e M a s c h i n e n m o d e l l , n ¨  m l i c h d i e p - M a s c h i n e o d e r p - C o d e - S t a c k -a
Maschine. Wir schlieβen uns dieser gebr ¨  uchlichen Sprechweise an und verwenden die Begriffea
 s y n o n y m , s o f e r n M i β v e r s t ¨  n d n i s s e a u s g e s c h l o s s e n s i n d . D e r f o l g e n d e A b s c h n i t t e n t h ¨  l t e i n ea a
informale Beschreibung der Stack-Maschine; eine genauere und vollst ¨  ndige Beschreibung findeta
 sich in [NAJ 76] oder auch [P D 82].e
Die Stack-Maschine oder p-Code-Maschine ¨ hnelt einem realen Rechner in der W ise, daβ sie ausa e
einem Speicher und den folgenden 5 Register besteht:
– PC : dem Programm-Zahler (program counter)
– SP : dem Stack-P intero
– MP : dem Mark-P intero
– NP : dem New-P intero
– EP : dem Extreme-Stack – P intero
 Auf die Bedeutung der einzelnen Register wird im folgenden im Zusammenhang mit der Speicher-
Organisation genauer eingegangen.
Der Speicher ist unterteilt in einen Programmspeicher (CODE) und einen Speicher zur Aufnahme
v o n D a t e n ( S T O R E ) , d i e b e i d e a u s Z e l l e n , d . h . e l e m e n t a r e n S p e i c h e r e i n h e i t e n ( z . B . B y t e s o d e r
W rte), aufgebaut sind. Entsprechend ist dann PC ein Zeiger in CODE, w ¨  hrend die anderen Regi-o a
ster in STORE zeigen.
D i e Z e l l e n d e s P r o g r a m m s p e i c h e r s C O D E d i e n e n z u r A u f n a h m e d e r p - C o d e - B e f e h l e e i n e s
Programms; ein p-Code-Befehl wird notiert in der F rm:o
OP t p q
mit:
OP : (mnemonischer) Operations-Code, parametrisiert durch die T p-Spezifikation t (t beschreibty
einen Standard-T p im Sinne von P SCAL)y A
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p,q: (optionale) P rameter.a
 D e r S p e i c h e r b e r e i c h S T O R E i s t k o n z e p t i o n e l l i n z w e i T i l e g e g l i e d e r t : d e r e i n e d i e n t z u re
Abspeicherung von Konstanten verschiedenen T ps, der andere wird als Datenspeicher w ¨  hrend dery a
A u s f ¨  h r u n g e i n e s p - C o d e - P r o g r a m m s v e r w e n d e t . D e r D a t e n s p e i c h e r i s t s e l b s t e b e n f a l l s i n z w e iu
T i l e u n t e r t e i l t , d e n S T C K u n d d e n H E A P ; d e r S T C K b e g i n n t b e i S p e i c h e r - A d r e s s e 0 ; d i ee A A
h ¨  chste verf ¨  gbare Adresse wird durch die Konstante MaxAddr beschrieben.o u
 Zur Laufzeit wird die jeweils oberste P sition von ST CK mit dem Stackpointer SP angesprochen.o A
Der HEAP dient zur Aufnahme dynamisch angelegter V riablen; er beginnt am oberen zur V rf ¨  -a e u
 gung stehenden Ende des Speichers, er “w ¨  chst” in Gegenrichtung zum ST CK und wird ¨ ber NPa A u
adressiert; man beachte, daβ Bereichs ¨  berschneidungen von ST CK und HEAP m ¨  glich sind, sieu A o
k ¨  nnen jedoch zur Laufzeit erkannt werden. Bild 6.1. zeigt die Aufbau des Datenspeichers STORE.o
MaxAddr --> +--------------+|              || constants    ||              |
+--------------+|              || heap         ||              |
+-|------------+ <-- NP| V            |
:         :|            ^ |
+------------|-+ <-- SP|              || stack        ||              |
0 --> +--------------+
            
Abb. 6.1: Die Organisation des Datenspeichers STORE der p-Maschine.
T p i s c h e r w e i s e w i r d e i n e O p e r a t i o n d e r p - M a s c h i n e a u f d e n S p e i c h e r z e l l e n a n d e r S p i t z e d e sy
ST CKs ausgef ¨  hrt; ein einfaches Beispiel ist die Addition zweier W rte a und b, die in folgenderA u e
 Befehlssequenz geleistet wird:
(1) SP := SP + 1,lade a an die Spitze des Stacks;
SP := SP + 1,lade b an die Spitze des Stacks;
(2) addiere die beiden obersten ST CKinhalte,A
 SP := SP – 1, schreibe Ergebnis an oberste ST CKzelle;A
          Dies ergibt auf dem ST CK folgende Situation:A
: :
+-------+ +-------+|   a   |                SP->| a + b |
+-------+        --->        +-------+
SP->|   b   |
+-------+
(1) (2)
            
Abb. 6.2: T pische Operation auf dem p-Maschinen-Stacky
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W i c h t i g f ¨  r d a s V r s t ¨  n d n i s d e r F u n k t i o n s w e i s e d e r S t a c k - M a s c h i n e i s t d i e w e i t e r e i n t e r n eu e a
Strukturierung des ST CKs; durch sie ergibt sich eine nat ¨  rliche Korrespondenz zwischen der dyna-A u
mischen Auswertung eines P SCAL-Programms und seinem statischen T xt, und zwar dadurch, daβA e
die notwendigen Prozedur-Aufrufsketten dynamisch verwaltet werden k ¨  nnen.o
D e r S T C K b e s t e h t w ¨  h r e n d d e r A u s f ¨  h r u n g e i n e s P r o g r a m m s a u s e i n e r F l g e v o n D a t e n -A a u o
Segmenten (den Stack-Rahmen, also activation records), von denen jedes zu einem aktivierten Block
des zugeh ¨  rigen P SCAL-Programms geh ¨  rt; das erste Segment wird dem ¨ uβeren (in P SCALo A o a A
 dem Hauptprogramm entsprechenden Block) zugeordnet.
Ein Stack-Rahmen gliedert sich in folgende T ile:e
– den “mark-stack” – T ile
– den “parameter”-T ile
– den T il, der block-lokale Daten (=V riablen) aufnimmte a
sowie
– den T il, der zur Aufnahme tempor ¨  rer Daten dient, wie sie etwa bei der Auswer-e a
tung von Ausdr ¨  cken ben ¨  tigt werden.u o
 Der “mark-stack”-T il tr ¨  gt die Information zur V rwaltung der Prozedur-Aufrufe; er besteht ause a e
 folgenden Komponenten:
1. eine Speicherzelle zur Aufnahme eines Funktions-Ergebnisses
(falls es sich bei dem zug. aktivierten Block um eine Funktionsprozedur handelt, sonst
bleibt die Zelle unbesetzt)
2. eine Speicherzelle zur Aufnahme der statischen Prozedur-Aufrufsbeziehungen (zeigt auf
den Beginn des Stack-Rahmens des statisch umgebenden Blocks)
3. e i n e S p e i c h e r z e l l e z u r A u f n a h m e d e r d y n a m i s c h e n A u f r u f s b e z i e h u n g ( z e i g t a u f d e n
Beginn des Stack-Rahmens des dynamisch vorhergehenden Blocks)
4. eine Zelle, deren W rt (bei einer Blockaktivierung) angibt, wie groβ der block-lokalee
Daten-Bereich (P rameter + lokale V riablen + tempor ¨  re Daten) sein kann; dieser W rta a a e
kann zur Compile-Zeit berechnet werden.
5. eine Zelle zur Aufnahme der Prozedur-R ¨  cksprungadresse.u
Die folgenden Angaben beziehen sich auf Bild 6.3:
MP zeigt stets auf den Beginn des obersten Stack-Rahmens;  der ober-
ste Stack-Rahmen korrespondiert zu  der dynamisch zuletzt akti-
vierten Prozedur.
SP zeigt  auf den Beginn …
EP a u f d a s E n d e d e s f r e i e n S t a c k - B e r e i c h s j e d e s R a h m e n s ; b e i d e
Gr ¨  βen werden relativ zum Beginn des Stack-Rahmens zur Com-o
pile-Zeit berechnet.
NP z e i g t a u f d e n B e g i n n d e s z u m H e a p g e h o r e n d e n F r e i s p e i c h e r -
g e b i e t s ; N P k a n n n u r d u r c h d i e P S C A L - P r o z e d u r e n N e w u n dA
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¨Release ver ¨  ndert werden; Uberschneidungen von Stack und Heapa
k ¨  nnen zur Laufzeit durch einen V rgleich von EP und NP festge-o e
stellt werden.
EP --> +--------------+ -----|              |  temporaere Daten|              |
SP --> +--------------+ -----|              |  lokale Daten|              |
+--------------+ -----|              |  parameter-part|              ||              |
+--------------+ -----| Rueck.-Addr. |    ^        (5)
+--------------+    || extr. stack  |             (4)
+--------------+| dynam. link  |  mark-stack (3)
+--------------+| static link  |             (2)
+--------------+    || Fkts.-Ergeb. |    v        (1)
MP --> +--------------+ -----
            
Abb. 6.3: Struktur eines Stack-Rahmens (activation record).
Der P rameter-T il ist in zwei Komponenten gegliedert:a e
 1. T il 1 enth ¨  lt Zeiger in den Speicher-Bereich STORE, falls es sich um call-by-referencee a
 bzw. call-by-value-P rameter vom T p record oder array handelta y
oder
den tats ¨  chlichen W rt eines call- b y - v a l u e - P r a m e t e r s , f a l l s d e s s e n T p ein Standard,a e a y
skalar, subrange, pointer oder Mengen-T p ist.y
2. T il 2 enth ¨  lt ausschlieβlich call-by-value-P rameter vom array oder record-T p; diee a a y
 W rte solcher P rameter werden zur Laufzeit bei Blockeintritt kopiert.1e a
Bei einem Prozedur-Aufruf wird durch die Ausf ¨  hrung eines sog. “mark- stack-Befehls” (MST) dieu
A n l a g e u n d B e l e g u n g e i n e s n e u e n a c t i v a t i o n r e c o r d s a n g e s t o β e n . D a n a c h w i r d e i n e F l g e v o no
B e f e h l e n a u s g e f ¨  h r t , d i e T i l 1 d e s P r a m e t e r - T i l s b e l e g e n ; e r s t d a n a c h e r f o l g t d e r e i g e n t l i c h eu e a e
Sprung ins Unterprogramm. Das Kopieren von “groβen” Datenstrukturen erfolgt am Anfang der
 Befehlsfolge im Unterprogramm.
Die Befehlssequenz zum Aufruf einer Prozedur gliedert sich somit in die beiden folgenden T ile, diee
zusammen die V rwaltung der Stack- Rahmen besorgen:e
1. im aufrufenden Block:
MST 0
[ Codefolge zum Laden der Parameter ]
CUP i Lx
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Die erste Instruktion bewirkt die Anlage eines neuen Stack-Rahmens und eine teilweise
B e l e g u n g m i t W r t e n . M i t C U P e r f o l g t d e r S p r u n g i n s U n t e r p r o g r a m m u n t e r d e re
C O D E - A d d r e s s e L x , i e n t h ¨  l t e i n e n W r t , d e r d e n b e n ¨  t i g t e n S p e i c h e r p l a t z f ¨  r d i ea e o u
P rameter angibt. Bei einer parameterlosen Prozedur ist die Befehlsfolge zum Laden dera
P rameter nat ¨  rlich leer.a u
2. am Beginn der Befehlsfolge der aufgerufenen Prozedur :
ENT 1 var_size
ENT 2 stack_size
v a r _ s i z e u n d s t a c k _ s i z e s i n d d a b e i K o n s t a n t e n , d i e d i e n e u e n , d e m B l o c k d e r
aufgerufenen Prozedur entsprechenden, W rte f ¨  r SP und EP tragen.e u
 Beim V rlassen einer Prozedur (im Code ausgedr ¨  ckt durch den  Befehl RET) wird der zuletzte u
 angelegte Stack-Rahmen aufgegeben und die Register mit den W rten des mark-stack-parts des nune
obersten Stack-Rahmens besetzt. Das Hauptprogramm wird wie eine parameterlose Prozedur behan-
¨delt und am Anfang eines Programms aufgerufen. Wir geben ein Beispiel f ¨  r die Ubersetzung einesu
P SCAL-Programms nach p-Code durch den P SCAL-m-Compiler:A A
LINE    LOC LEV  PASCAL-m - Compiler V1.3 (10/20/1982) ** PAGE 1
1      9    1
2      9    1  (*$L+,C+*)
3      9    1
4      9    1  program pcode_example (output);
5      9    1
6      9    1    procedure callfak;
7      5    2         var i : integer;
8      6    2
9      6    2         function fakultaet (n: integer): integer;
10      6    3         begin
11      3    3           if N = 1 then fakultaet := 1
12      9    3           else fakultaet := N * fakultaet (n-1);
13      20   3         end;
14      21   3
15      21   3         begin
16      21   2           i := 3;
17      25   2           writeln (output,fakultaet(i):3);
18      33   2         end;
19      34   2
20      34   2  begin
21      34   1    callfak;
22      38   1  end.
NO ERROR(S) DETECTED
42 P-CODE INSTRUCTIONS GENERATED
1
¨Die Ubersetzung des obigen Programms liefert das folgende p-Code-Programm ; man beachte, daβ
die p-Code-Instruktionen (soweit sinnvoll) durch die Angabe einer T p-Kennnung die typabh ¨  ngigey a
Manipulation von Objekten zulassen.
_________________________________________________________________________________________________________________
1. Eine tabellarische Zusammenstellung der p-Code-Instruktionen findet sich im Anhang A; das Beispiel enth ¨  lt (marginale) Modifikationena
des Original-p-Code-F rmats; diese sind jedoch unerheblich, da sie im wesentlichen nur zus ¨  tzliche Kontrollinformation beinhalten.o a
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S=’PCODE_EX’
L  5: ’FAKULTAE’         -- Funktion "FAKULTAET"
ENT   1   L   6
ENT   2   L   7
LODI  0       5
LDCI          1
EQUI
FJP      L    8
LDCI          1
STRI  0       0
UJP      L    9
L   8
LODI  0       5
MST           1         -- Stackrahmen anlegen
LODI  0       5
LDCI          1
SBI
CUP 1    L    5         -- (rekursiver) Aufruf
MPI
STRI  0       0         -- Ablage des Funktions-Ergebnisses
L   9
RETI -- Verlassen der Funktion;
L   6=         6            Ergebnis von Typ integer
L   7=         8
L   4: ’CALLFAK ’        -- Rumpf der Prozedur "CALLFAK"
ENT 1    L  10
ENT 2    L  11
LDCI          3
STRI  0       5
MST           0         -- Stackrahmen anlegen
LODI  0       5         -- ein Parameter, Typ integer
CUP 1    L    5         -- Aufruf von "fakultaet"
LDCI          3
LDA 1         6
CSP        WRI
LDA 1         6
CSP        WLN
RETP -- Verlassen der Prozedur
L  10=         6
L  11=         8
L  12 -- Rumpf des Hauptprogramms
ENT 1    L  13
ENT 2    L  14
MST           0         -- Aufruf der Prozedur "CALLFAK" ;
CUP 0    L    4            keine Parameteruebergabe.
RETP
L  13=         9
L  14=         5
Q    9
MST           0         -- Aufruf des Hauptprogramms;
CUP  0    L  12            wird wie eine parameter-lose
STP Prozedur behandelt; nach Rueckkehr
Q Programmende (STOP).
            6.2.2  Rest-Maschinenabh ¨  ngigkeiten in p-Code.a
Obwohl p-Code ausschlieβlich aufgrund der Erfordernisse der Programmiersprache P SCAL ohneA
eine spezielle Orientierung an eine reale Maschine entwickelt wurde, enth ¨  lt er Eigenschaften, diea
D e t a i l s e i n e r r e a l e n M a s c h i n e b e i n h a l t e n ; e s h a n d e l t s i c h d a b e i u m d e n Z e i c h e n s a t z u n d d i e
typabh ¨  ngige Speicherplatzvergabe.a
Diese (Rest-)Maschinenabh ¨  ngigkeiten sind nach Konstruktion in p-Code enthalten; sie stellen (nacha
der Ansicht der Autoren, vgl. [NAJ 76]) den geeigneten Kompromiβ zwischen v ¨  lliger Maschinen-o
u n a b h ¨  n g i g k e i t u n d z u s t a r k e r M a s c h i n e n o r i e n t i e r u n g d a r , d e r d i e z u f o r d e r n d e E f fi z i e n z d e sa
Rest-Maschinenabh ¨  ngigkeiten in p-Code. 75a
P rtierungsverfahrens und eines p-Code-Programms auf einer Zielmaschine garantiert. Damit bedeu-o
t e n d i e s e E i g e n s c h a f t e n k e i n e n e i g e n t l i c h e n N a c h t e i l , s i e m ¨  ssen all e r d i n g s b e i e i n e r P r t i e r u n gu o
ber ¨  cksichtigt werden. Wir gehen daher kurz darauf ein.u
1. Zeichensatz-Abh ¨  ngigkeit.a
Die Zeichensatzabh ¨  ngigkeit e n t s t e h t d a d u r c h , daβ in ein p-Code-Programm Codierungsinforma-a
 tionen einflieβen, wie sie auf der Generierungsmaschine, jed o c h n i c h t n o t w e n d i g e r w e i s e a uf der
Zielmaschine vorliegen. Dies ist so zu verstehen, daβ compiler-intern eine bestimmte Zeichensatz-
Codierung verwendet wird und diese Codierung  in den generierten Code ¨ bertragen wird. Wir ver-u
anschaulichen das Problem durch folgendes Beispiel (vgl. [P d 82]):e
¨Eine Ubersetzung einer Referenz auf a[’1’] mit
var a : array [’0’..’9’] of integer;
liefert folgendes p-Code-Segment:
LDA  0   5
LDCC ’1’
ORDC
CHKI 48  57     <----
DECI 48
IXA      2
D a b e i s i n d d i e Z a h l e n 4 8 u n d 5 7 i n d e r m a r k i e r t e n Z e i l e d i e c o m p i l e r - i n t e r n e
Codierung der Zeichen ‘0’ und ‘9’ (als der array-Grenzen) auf der Compilierungs-
Maschine.
F lls die (P rtierungs-)Zielmaschine einen anderen Zeichensatz verlangt, ist das p-Code-Segmenta o
auf dieser Maschine nicht lauff ¨  hig; dieses Problem hat in der V rgangenheit zu Schwierigkeiten beia e
der P rtierung des p-Compilers gef ¨  hrt, da die Zeichensatz-Abh ¨  ngigkeiten nachtr ¨  glich kaum mehro u a a
in einem p-Code-Programm revidiert werden k ¨  nnen.o
Das Proble m e n t s t e h t d u r c h d i e i m O r i g i n a l - p - Code-Compiler nicht vorhandene M ¨  glichkeit zuro
 P r a m e t r i s i e r u n g m i t e i n e m a n d e r e n a l s a u f d e r I n s t a l l a t i o n s m a s c h i n e g ¨  l t i g e n Z e i c h e n s a t z . D e ra u
P SCAL-m-Compiler ist deswegen dahingehend ge ¨  ndert, daβ eine solche P rametrisierung (ein-A a a
fach) m ¨  glich ist; damit ist eine sichere Anpassung an die jeweilige Zielmaschine gew ¨  hrleistet.o a
2. T pabh ¨  ngige Speicherplatzbelegung.y a
 In einem p-Code-Programm sind deklarierten oder tempor ¨  ren V riablen feste Speicherplatzadressena a
 w ¨  hrend der Compilierung zugeordnet. Diese Speicheradressen sind abh ¨  ngig von dem individuellena a
Platzbedarf eines Objekts. Da sich alle Objekte aus Standard-T p-Elementen zusammensetzen, wirdy
eine Angabe ¨ ber den Platzbedarf dieser Standard-T pen ben ¨  tigt; zus ¨  tzlich ist eine Angabe ¨ beru y o a u
¨d i e A u s r i c h t u n g a u f b e s t i m m t e S p e i c h e r a d r e s s e n m ¨  g l i c h . U b licherweise g e s c h i e h t d i e P r a m e t -o a
risierung durch die Angabe von Konstanten, die die ben ¨  tigten Angaben enthalten (vgl. S.80f!).o
6.2.3  Zwei Beispiele f ¨  r die V rwendung von p-Code.u e
 Bevor wir auf die V rwendung von p-Code im Rahmen von POCO genauer eingehen, beschreibene
wir kurz zwei Beispiele f ¨  r die V rwendung von p-Code, um dessen Leistungsverm ¨  gen zu demon-u e o
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strieren. Es handelt sich dabei um Modifikationen des p-Codes, um ihn f ¨  r spezielle Einsatzbereicheu
zu verbessern; das zugrundeliegende Maschinen-Modell blieb dabei im wesentlichen unver ¨  ndert.a
Wir gehen im folgenden auf zwei dieser p-Code-V rianten ein (vgl. dazu auch [Nel 79]!).a
UCSD P scala
 U C S D - p - C o d e [ U C S  7 8 ] w i r d i n e i n e m P a s c a l - S y s t e m f ¨  r M i k r o - R e c h n e r ( u n t e r e x t r e m e nu
Speicherplatzbeschr ¨  nkungen) verwendet; dieses System hat eine groβe V rbreitung erfahren unda e
wird allgemein als gelungen bezeichnet; den einzigen wesentlichen Kritikpunkt bietet die T ts ¨  che,a a
 d a β d a s S y s t e m i n t e r p r e t a t i v a u s l e g t i s t , d . h . ¨ b e r s e t z t e P r o g r a m m e ( i n s b e s . a u c h d e r P s c a l -u a
Compiler selbst) durch einen Interpreter ausgef ¨  hrt werden. Dadurch sind die Laufzeiten nat ¨  rlichu u
entsprechend lang.
D i e v o r g e n o m m e n e n M o d i fi k a t i o n e n b e t r e f f e n d a h e r a u c h i m w e s e n t l i c h e n S p e i c h e r p l a t z -
optimierungen. Diese ergeben sich vor allem durch ein variables Instruktionsformat (ein durchaus
modernes Konzept) und die extensive V rwendung impliziter Operanden. Letzteres wurde dadurche
b e g ¨  nstigt, daβ der Instruktionssatz von p-Code einen U m f a n g v o n n u r 6 1 I n s t r u k t i o n e n h a t ; i nu
UCSD-p-Code wurde die Anzahl der Instruktionen auf 256 erweitert, wobei die L ¨  nge der meistena
Instruktionen auf 1 Byte (im Mittel 1.5 Byte) Speicherplatz beschr ¨  nkt werden konnte.a
U-Code/LASL-p-Code
U - C o d e [ S i P  7 9 ] i s t e i n e V r i a n t e v o n p - C o d e , d i e u r s p r ¨  n g l i c h a l s S c h n i t t s t e l l e z u r C o d e -a u
Optimierung entwickelt wurde; gleichzeitig ergab sich durch U-Code ein W rkzeug zur Erzielunge
v o n P r t a b i l i t ¨  t f ¨  r C o m p i l e r , s p e z i e l l f ¨  r P S C A L u n d F O R T R A N . L A S L - p - C o d e [ S i t  7 9 ] ,o a u u A
[P S 79] ist eine weitere p-Code-V riante, die als Code-Generierungsschnittstelle f ¨  r Compiler f ¨  re a u u
P SCAL und MODEL (eine P SCAL- ¨  hnliche Programmiersprache) zu CRA -1-Rechnern benutztA A a Y
 werden; Programme in U-Code k ¨  nnen in LASL-p-Code-Programme konvertiert werden und umge-o
kehrt.
Die Unterschiede von U-Code gegen ¨  ber p-Code bestehen im wesentlichen in der M ¨  glichkeit, f ¨  ru o u
Optimierungen relevante Information auf Zwischencode-Ebene darzus t e l l e n ; verschiedene zus ¨  tz-a
liche p-Code-Befehle sollen kompaktere Programme erm ¨  glichen. Die Modifikationen von LASL-o
p-Code bzgl. Standard-p-Code betreffen V rbess e r u n g e n h i n s i c h t l i c h d e r S p e i c h e r p l a t z z u o r d n u nge
u n d ( i n s b e s o n d e r e ) d e r C o d e - G e n e r i e r u n g , a l l e r d i n g s b e i s t a r k e r O r i e n t i e r u n g a n d e n C R A - 1 -Y
R e c h n e r ; a n d e r e M o d i fi k a t i o n e n b e z i e h e n s i c h a u f d i e S c h a f f u n g v o n S c h n i t t s t e l l e n z u U n t e r -
¨programmen (in anderen Programmiersprachen). W sentlich sind hier Anderungen bzgl. Standard-e
p-Code, soweit sie das Adressierungsschema betreffen; es existieren die zus ¨  tzlichen T pen Registera y
 und common memory block. Register dienen zur effizienten Ausnutzung der Register einer realen
Maschine; ein common memory block dient zur Schnittstellen-Definition zu (speziell FORTRAN-)
Routinen. Gleichzeitig wurde die Basis-Einheit des (Datenspeicher-) Adressraums von W rten zuo
bits ge ¨  ndert; dadurch wird nat ¨  rlich eine Spezifizierung der L ¨  nge eines Datenobjekts in Bit n ¨  tig.a u a o
Durch die neue Basis- Einheit wird speziell das packed-Konzept (wie etwa in P scal) unterstutzt._____ a_
Unter Beibehaltung des urspr ¨  nglichen Modells der abstrakten p-Maschine sind UCSD-p-Code undu
U-Code V rianten von Standard-p-Code, die sich an den besonderen Gegebenheiten des beabsich-a
tigten Einsatzbereichs orientieren. Beide Beispiele demonstrieren die V rwendungsm ¨  glichkeit vone o
 p-Code ¨ ber das gesamte Spektrum der heute existierenden Rechner; dies ist ein Hinweis auf dieu
Flexibilit ¨  t des p-Code zugrundeliegenden abstrakten Maschinenmodells.a
Es ist nun zu untersuchen, warum wir f ¨  r unser Konzept zu Standard-p-Code zur ¨  ckkehren. Dieu u
 Antwort darauf ergibt sich aus unserer F rderung nach P rtabilit ¨  t. Bei der Betrachtung der obeno o a
 vorgestellten Beispiele darf n ¨  mlich nicht ¨ bersehen werden, daβ in beiden Konzepten Leistungs-a u
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verbesserungen nur durch eine V rringerung der P r t a b i l i t ¨  t e r r e i c ht wurden, indem die p-Code-e o a
1V rianten enger an eine reale Maschine ausgerichtet wurden ; genau dies beabsichtigen wir jedocha
nicht.
6.3  Die Eignung von p-Code im Rahmen der POCO-Konzeption.
Es bleibt zu ¨ berpr ¨  fen, ob p-Code (also Standard-p-Code) f ¨  r eine V rwendung im des Rahmenu u u e
 CGS POCO als P rtierungsmittel f ¨  r das Generator-System und die von ihm generierten Compilero u
geeignet ist.
Wir untersuchen zun ¨  chst die Eignung f ¨  r den Compiler-Generator. Hier ist die Aufgabe einfach, daa u
es sich dabei im wesentlichen nur um ein – wenn auch komplexes Programm – handelt. Da dieses
Programm in P SCAL geschrieben ist, l ¨  βt es sich leicht auf eine abstrakte Maschine abbilden,A a
 deren Architektur sich speziell an die Eigenschaften dieser Programmiersprache anlehnt. Zudem ist
d e r G e n e r a t o r ( w i e i n e i n e m f r ¨  h e r e n A b s c h n i t t g e n a u e r b e s c h r i e b e n ) s t a r k a n d e n P S C A L -u A
Compiler angelehnt, was vermuten l ¨  βt, daβ eine Darstellung des Generators als p-Code-Programma
zumindest vergleichbar mit der p-Code-F rm des P SCAL-Compilers ist.o A
 Die Eignung der p-Maschine f ¨  r (durch POCO generierte) Compiler liegt eigentlich nahe, wenn manu
den Ursprung des p-Codes betrachtet; schlieβlich wurde p-Code ja gerade auch zur Darstellung eines
(wenn auch speziellen) Compilers entwickelt. Es ist daher nicht einzusehen, warum die Eignung von
p-Code f ¨  r generierte Compiler anders bewertet werden sollte als f ¨  r einen “handgeschriebenen”.u u
W sentlich f ¨  r unser Konzept i s t j e d o c h , d a β d i e d u r c h P O C O g e n e r i e r t e n C ompiler (da sie alse u
P SCAL-Programme erzeugt werden k ¨  nnen) P SCAL-Struktur a u f w e i s e n u n d somit in p-CodeA o A
s e m a n t i s c h ¨ q u i v a l e n t a u s g e d r ¨  c k t w e r d e n k ¨  n n e n ; d i e A b b i l d u n g i n p - C o d e k a n n d u r c h d e na u o
P SCAL-m-Compilers vorgenommen werden.A
W i r m ¨  s s e n a n d i e s e r S t e l l e a u s d r ¨  c k l i c h d a r a u f h i n w e i s e n , d a β w i r p - C o d e a u s s c h l i e β l i c h a l su u
P r t i e r u n g s m i t t e l v e r w e nden; dieser Hinweis gilt insbesondere hinsicht l i c h d e r g e n e r i e r t e n C o m -o
piler. Es handelt sich speziell nicht darum, daβ p-Code als Zielcode f ¨  r die in diesem Compilernu
1v e r w e n d e t e C o d e - G e n e r i e r u n g g e e i g n e t s e i n m u β ; d i e s w i r d i . a . n i c h t d e r F l l s e i n . I n d e na
generierten Compilern ist die Beschreibung der Code-Generierung Aufgabe des Benutzers und die
¨v e r w e n d e t e F r m i n d e r R e g e l v o n d e r k o n k r e t e n P r t i e r u n g s - u n d U b e r s e t z u n g s - Z i e l m a s c h i n eo o
abh ¨  ngig.a
D e r F l l , d a β e i n g e n e r i e r t e r C o m p i l e r s e i n e r s e i t s e i n e q u e l l s p r a c h l i c h e E i n g a b e n a c h p - C o d ea
¨ bersetzt, ist daher ein Spezialfall, der nur dann m ¨  glich ist, wenn die jeweilige Programmierspracheu o
(f ¨  r die ein Compiler generiert werden soll) die V rwendung von p-Code zul ¨  βt. Ist dies der F ll, sou e a a
k a n n a l l e r d i n g s d i e h i e r v o r g e s c h l a g e n e P r t i e r u n g s m e t h o d e a u c h f ¨  r d i e d u r c h d e n g e n e r i e r t e no u
Compiler ¨ bersetzten Programme verwendet werden.u_________ 
 D a w i r a l s o s t r e n g z w i s c h e n d e r E i g n u n g v o n p - C o d e z u r D a r s t e l l u n g v o n C o m p i l e r n f ¨  r e i n eu
P r o g r a m m i e r s p r a c h e u n d d e r ( z w i s c h e n s p r a c h l i c h e n ) D a r s t e l l u n g v o n P r o g r a m m e n i n e i n e r
P r o g r a m m i e r s p r a c h e u n t e r s c h e i d e n , e n t s t e h t i n u n s e r e m V r f a h r e n n i c h t d a s P r o b l e m , d a s e t w ae
[Kas 76] zu einer Ablehnung von p-Code (wegen zu starker Sprachorientierung an P SCAL) gef ¨  hrtA u
hat. Die in [Kas 76] entwickelte abstrakte Maschine AMICO ist nach Konstruktion so angelegt, daβ
¨sie speziell auch f ¨  r die Darstellung von Programmen geeignet ist, die von einem (durch einen Uber-u
_________________________________________________________________________________________________________________
1. Man kann LASL-p-Code daher eher als maschinenspezifische Zwischensprache (f ¨  r die CRA -1) bezeichnen; dies ist allerdings auch einu Y
 Hinweis auf die Flexibilit ¨  t von p-Code, der auf einem variablen Bereich zwischen d e n S p r a c h - u n d d e n M a s c h i nen-orientiertena
Zwischensprachen einzuordnen ist.
¨1. Probleme ergeben sich etwa bei der Darstellung der call-by-name P rameter-Ubergabe (ALGOL60), da in p-Code Programmspeicher-a
Adressen nicht als P rameter ¨ bergeben werden k ¨  nnen; entsprechende Modifikationen von p-Code sind jedoch einfach.a u o
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¨setzer-Generator erzeugten) Ubersetzer ¨ bersetzt werden sollen; dieser Anspruch wird aber auch f ¨  ru u
die AMICO-Maschine (in ¨ hnlicher W ise) eingeschr ¨  nkt. Eine Installation der AMICO- Maschinea e a
 auf einem realen Rechner ist jedoch wesentlich aufwendiger als etwa der p-Maschine.
I m G e g e n s a t z z u d e m i n [ K a s  7 6 ] b e s c h r i e b e n e n A n s p r u c h b e s c h r ¨  n k e n w i r u n s d a r a u f , e i n ea
¨geeignete abstrakte Maschine zu verwenden, die die T chnik (und den Aufwand) der Ubertragunge
v e r t r e t b a r n i e d r i g h ¨  l t ; d a b e i s t ¨  t zen wir uns auf eine existierende, weit verbr e i t e t e u n d i n i h r e ra u
Leistungsf ¨  higkeit best ¨  tigten abstrakte Maschine. Dabei gibt es die zus ¨  tzliche angenehme Eigen-a a a
 schaft, daβ es sich bei der Standard-p-Maschine um eine sehr einfache und damit f ¨  r die W iter-u e
 verarbeitung schnell zug ¨  ngliche Maschine handelt.a
6.4  Das P rtierungsverfahren f ¨  r das System und die generierteno u
Compiler.
Wir wollen nun auf die konkrete V rgehensweise eingehen, die die P rtierung des CGS POCO undo o
der generierten Compiler zul ¨  βt; die V rgehensweise ist (zumindest auf der Zielmaschine) analog zua o
 der in [NAJ 76] vorgeschlagenen F rm.o
 Die generelle V rgehensweise zur P rtierung besteht darin, eine zu ¨ bertragende Komponente aufo o u
der Generierungsmaschine auf die p-Code-Schnittstelle abzubilden; auf der Zielmaschine ist dann
eine entsprechende p-Code-Umgebung zu erstellen. Die eigentliche P rtierung besteht dann in dero
¨ ¨Ubertragung der Komponente als p-Code-Objekt auf diese Umgebung der Zielmaschine; als Uber-
tragungsmedium wird eine sequentiell strukturierte Datei ben ¨  tigt, die die textliche Darstellung vono
p-Code tragen kann.
Die Abbildung auf die p-Code-Schnittstelle kann stets durch den P SCAL-m-Compiler erfolgen:A
• e i n z u ¨ b e r t r a g e n d e r , g e n e r i e r t e r C o m p i l e r l ¨  β t s i c h i n P S C A L - m - Q u e l l t e x t f o r mu a A
darstellen und kann durch den P SCAL-m- Compiler in p-Code ¨ bersetzt werdenA u
• die Komponenten des Compiler-Generierenden Systems sind in P SCAL-m formuliertA
und k ¨  nnen ebenfalls durch den P SCAL-m- Compiler in p-Code ¨ bersetzt werdeno A u
Bei der Betrachtung des P rtierungsaufwands unterscheiden wir den n ¨  tigen Aufwand auf der Gene-o o
rierungsmaschine und der Zielmaschine. W gen der in p-Code enthaltenen (Rest-) Maschinenabh ¨  n-e a
g i g k e i t e n s o l l d e r P r t i e r u n g s a u f w a n d s o v e r t e i l t w e r d e n , d a β a l l e w e s e n t l i c h e n A u f g a b e n z u mo
Erzielen einer portierf ¨  higen F ssung einer zu ¨ bertragenden Komponente auf der Generierungs-a a u
 maschine vorgenommen werden. Dies geschieht deshalb, weil anzunehmen ist, daβ dies hier leichter
auszuf ¨  hren ist (da eine geeignete Umgebung existiert) und sich dadurch Probleme auf der Ziel-u
maschine vermeiden lassen.
Wir betrachten nun den P rtierungsaufwand auf der Generierungs- und Zielmaschine genauer.o
6.4.1  Der P rtierungsaufwand auf der Generierungsmaschine.o
Der P rtierungsaufwand auf der Generierungsmaschine besteht darin, die portierf ¨  hige F ssung einero a a
 zu ¨ bertragenden Konponente zu erstellen; wir nennen eine solche F ssung portierf ¨  hig, wenn sie inu a a
S t a n d a r d - p - C o d e v o r l i e g t u n d a u f d i e Z i e l m a s c h i n e ( h i n s i c h t l i c h Z e i c h e n s a t z u n d S p e i c h e r p l a t z -
beschreibung) abgestimmt ist.
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Im Rahmen von POCO ergibt sich der auf der Generierungsmaschine n ¨  tige Aufwand durch dieo
Rest-Maschinenabh ¨  ngigkeit in p-Code und die nach System-Konstruktion vorgenommene Erwei-a
terung der Programmiersprache P SCAL um separat ¨ bersetzbare Moduln.A u
Auf der Generierungsmaschine m ¨  ssen daher folgende Punkte ber ¨  cksichtigt werden:u u
¨1. F ¨  r den Ubersetzungsvorgangu
zu portierende Komponente —> p-Code
m ¨  ssen der Zeichensatz sowie die Speicherplatzzuordnung in Abh ¨  ngigkeit vom Platz-u a
bedarf der Standard-T pen) der Zielmaschine ber ¨  cksichtigt werden.y u
2. W gen der M ¨  glichkeit der separaten Compilierung von Moduln durch den P SCAL-e o A
 m-Compiler, die speziell die unabh ¨  ngige Entwicklung benutzereigener Moduln unter-a
¨st ¨  tzt, enth ¨  lt der nach Ubersetzung dieser Moduln entstandene p-Code Informationen,u a
 die das Zusammenf ¨  gen (Binden) der Moduln zu einem kompletten Programm erm ¨  g-u o
lichen.
Da wir die P rtierung ¨ ber Standard-p-Code w ¨  nschen, muβ das Zusammenf ¨  gen der verschiedeneno u u u
 Komponenten auf der Generierungsmaschine erfolgen; f ¨  r die eigentliche P rtierung muβ ein Stan-u o
dard-p-Code-Segment vorliegen, in dem alle separat compilierten Moduln eingebunden sind.
F ¨  r diese beiden Punkte geben wir an, welche L ¨  sung im Rahmen von POCO vorgenommen wurde.u o
6.4.1.1  Behandlung von Zeichensatz und typabh ¨  ngiger Speicherplatzzuordnung.a
In der urspr ¨  nglichen F ssung des V rbilds des P SCAL-m-Compilers gab es keine M ¨  glichkeit,u a o A o
Einfluβ auf d e n e r z e u g t e n Code zu nehmen, soweit der Zielmaschinen-Zeichensatz betroffen ist.
Dies f ¨  hrte (bei etlichen P rtierungsansatzen) zu Problemen.u o
Zur V rmeidung dieser Schwierigkeiten erlaubt der P SCAL-m-Compiler die P rametrisierung mite A a
dem Zeichensatz der Zielmaschine. In durch den P SCAL-m-Compiler erzeugtem Code sind alleA
Einfl ¨  sse des Zeichensatzes der Generierungsmaschine unterdr ¨  ckt; der so erzeugte Code bereitetu u
¨hinsichtlich des Zeichensatzes keine Schwierigkeiten bei einer P rtierung. Die n ¨  tige Anderung imo o
Compiler ist minimal.
Auβer durch den Zeichensatz kann der P SCAL-m-Compiler mit Angaben ¨ ber den Platzbedarf undA u
die Ausrichtung (alignment) von Objekten von Standard-T pen auf der Zielmaschine parametrisierty
werden; die ben ¨  tigten Angaben sind im einzelnen:o
INTSIZE/INT L : f ¨  r Objekte vom T p integerA u y
 REALSIZE/REALAL : “ real
 CHARSIZE/CHARAL : “ char
 BOOLSIZE/BOOLAL : “ boolean
 PTRSIZE/PTRAL : “ pointer (Adresse)
SETSIZE/SET L : “ setA
 Man beachte, daβ die Angaben f ¨  r real-Objekte n ¨  tig sind, da der T p real nur als Attribut-T p inu o y __ y_
 der CGS-Eingabe, nicht jedoch i n d e r P S C A L-m-Syntax ausgeschlossen ist; ein Benutzer kannA
durchaus in semantischen Moduln (lokale) V riablen des T ps real verwenden. Die Gr ¨  βe des einera y    __ o_
Menge zugrundeliegenden Basisbereichs ist (nach POCO-Konstruktion) auf 256 Elemente festge-
legt. Zus ¨  tzlich erfordert der P SCAL-m-Compiler folgende Angaben ¨ ber die Zielmaschine:a A u
ST CKELSIZE : Platzbedarf und Ausrichtung eines Elements des p-Maschinen-StacksA
ST CKALA
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STRLENGTH
: die (maximale) L ¨  nge von konstanten Zeichenkettena
MININT
MAXINT : die kleinste/gr ¨  βte darstellbare ganze Zahlo
SETLOW
SETHIGH : kleinster/gr ¨  βter Ordinal-W rt eines Elements einer Mengeo e
ORDMINCHAR : kleinster/gr ¨  βter Ordinal-W rt des Zeichensatzeso e
ORDMAXCHAR
Zur P rametrisierung des P SCAL-m-Compilers mit den auf der Zielmaschine g ¨  ltigen W rten gibta A u e
 es die folgenden beiden M ¨  glichkeiten:o
1. Korrektur der (in P SCAL-m vorliegenden) Quelltextform des P SCAL-m-CompilersA A
¨und anschl. Ubersetzung des modifizierten Compilers durch den auf der Generierungs-
¨maschine installier t e n C o m p i l e r . D i e s e U b e rsetzung liefert einen (in der p-Code-Um-
gebung der Generierungsmaschine lauff ¨  higen) Compiler, der mit den Daten der Ziel-a
maschine parametrisiert ist und die gew ¨  nschte Abbildung der zu portierenden Kompo-u
nenten auf die p- Code-Ebene leistet.
2. Die notwendige P rametrisierung l ¨  βt sich – bei geringf ¨  giger Modifikation des Compi-a a u
lers – so l ¨  sen, daβ bei Angabe der P rametrisierungs-Daten (in einer Art Pre-Dialog)o a
die compiler-internen T bellen zielmaschinen-orientiert umbesetzt werden. Die notwen-a
¨dige Anderung im Compiler beinhaltet (neben der Realsierung des P rametrisierungs-a
¨O p e r a t o r s ) n u r e i n e A n d e r u n g d e r D a r s t e l l u n g d e r Z i e l m a s c h i n e n - P r a m e t e r a l s V -a a
riablen anstatt als Konstanten, wie sie im Original-Compiler vorlagen. Der P rametrisie-a
r u n g s v o r g a n g w i r d d u r c h e i n e O p t i o n i m C o m p i l e r s i g n a l i s i e r t ; E i n g a b e n s i n d d i e
P rametrisierungsdaten in lesbarer F rm.a o
 Nachteil der 1. M ¨  glichkeit ist die notwendige Quelltext-Manipulation, die wir als problematischo
ansehen. Wir haben uns daher in POCO f ¨  r die letztgenannte M ¨  glichkeit entschieden, da wir sie f ¨  ru o u
weniger aufwendig und sicherer halten. Es sei (als V rgriff auf Kap. 7) darauf hingewiesen, daβ eineo
P rametrisierung des (eigentlichen) Generators auf gleiche W ise vorgenommen werden kann; diea e
P rametrisierung erfolgt f ¨  r beide Komponenten auf denselben P rametrisierungsdaten; dadurch sinda u a
S c h n i t t s t e l l e n - P r o b l e m e a u s g e s c h l o s s e n . M a n b e a c h t e , d a β b e i d e K o m p o n e n t e n a u f d e r G e n e -
¨rierungsmaschine (ohne Neu-Ubersetzung) lauff ¨  hig bleiben, die generierten/ ¨  bersetzten jedoch nura u
auf der Zielmaschine.
6.4.1.2  Das Binden der separat compilierten Moduln.
Wie angef ¨  hrt geh ¨  rt zum P rtierungsaufwand auf der Generierungsmaschine auch das Zusammen-u o o
 f ¨  gen der separat ¨ bersetzten Moduln zu einem vollst ¨  ndigen Programm in Standard-p-Code.u u a
Ein Konzept, das die separate Compilierung von Programmteilen beinhaltet, muβ sich notwendiger-
weise auf Systeme st ¨  tzen, die die erzeugten Codesequenzen zu lauff ¨  higen Programmen zusam-u a
mensetzen. Systeme, die diese Aufgaben erf ¨  llen, – im allgemeinen Binder genannt – arbeiten in deru
¨R e g e l a u f d e r M a s c h i n e n c o d e - E b e n e , i n d e m s i e d e n v o n U b e r s e t z e r n e r z e u g t e n C o d e s e q u e n z e n
Laufzeit-Programmadressen bzw. den V riablen Speicherplatzadressen zuordnen.a
W nn man P rtabilit ¨  t in der von uns vorgesehenen F rm erhalten will, ist es klar, daβ die Aufgabee o a o
 des Bindens aus der Maschinencode-Ebene auf eine h ¨  here Ebene verlagert werden muβ; die Gene-o
r i e r u n g v o n M a s c h i n e n c o d e i s t p e r s e e i n e s p e z i e l l e A u f g a b e , d i e v o n d e r k o n k r e t e n M a s c h i n e
abh ¨  ngt. Als Alternative bietet sich hier die Zwischencode-Ebene an.a
Das Binden der separat compilierten Moduln. 81
¨Aus dieser Uberlegung heraus entstand das im folgenden beschriebene Konzept eines maschinen-
unabh ¨  ngigen Binders, der den P SCAL-m-Compiler im Rahmen von POCO in einfacher W ise er-a A e
g ¨  nzt; es wird dabei vorausgesetzt, daβ die zu bindenden Komponenten in der F rm von p-Code-a o
¨S e g m e n t e n v o r l i e g e n , w i e s i e b e i U b e r s e t z u n g d u r c h d e n P S C A L - m - C o m p i l e r e n t s t e h e n . M a nA
beachte, daβ hier unter Binden nat ¨  rlich nur das Zusammenf ¨  gen von separat ¨ bersetzten Modulnu u u
verstanden wird, also nicht etwa das Anbinden von Laufzeitroutinen u.a.
Bevor wir das eigentliche Binder-Konzept beschreiben, m ¨  ssen wir kurz auf die Code-Generierungu
¨f ¨  r Moduln bei der Ubersetzung durch den P SCAL-m-Compiler eingehen.u A
6.4.1.2.1  Zur Code-Generierung f ¨  r Moduln.u
D i e C o d e - G e n e r i e r u n g f ¨  r M o d u l n o r i e n t i e r t s i c h a n d e r ¨ b l i c h e r w e i s e i n P S C A L - C o m p i l e ru u A
vorgesehenen Methode; dies ist insbesondere deshalb einfach m ¨  glich, da die Struktur der Modulno
auf die schon in P SCAL vorgesehenen Konzepte abgebildet werden kann. Aus diesem Grunde sindA
a u c h n u r g e r i n g f ¨  g i g e M o d i fi k a t i o n e n d e s p - C o d e s n o t w e n d i g . W i r b e s c h r e i b e n n u n d i e C o d e -u
Generierung f ¨  r die wesentlichen T ile eines Moduls.u e
Modul-Rumpf und modul-lokale Prozeduren.
Bez ¨  glich der Code-Generierung wird der Rumpf eines Moduls wie eine Prozedur behandelt, d.h. esu
wird Code wie f ¨  r eine ¨ bliche (parameterlose) Prozedur erzeugt. F ¨  r diese Prozedur wird ein Auf-u u u
 ruf generiert, und zwar zu Beginn der Anweisungsfolge des Blockes, in dem das Modul deklariert
ist. Explizit wird f ¨  r diesen Aufruf die p-Code- Sequenz:u
MST       0
CUP   0  Li
            generiert, wobei Li das Label der Prozedur ist, die f ¨  r den Modul-Rumpf erzeugt wurde.u
Modul-lokale Prozeduren werden in ¨ blicher W ise in p-Code ¨ bersetzt; man beachte, daβ modul-u e u
 lokale Prozeduren stets auf dem Blockniveau des umfassenden Blockes +1 stehen. (Modul-lokale
Prozeduren sind die Prozeduren, die im implementation-T il eines Moduls deklariert sind.)e
Speicherplatzvergabe f ¨  r modul-lokale V riablenu a
 Da f ¨  r modul-lokale V riablen gefordert wird, daβ sie w ¨  hrend der gesamten Aktivierungszeit desu a a
umfassenden Blockes existieren, werden die im Modul deklarierten Datenstrukturen an Speicher-
 pl ¨  tze gebunden, die sich auf dem Laufzeit-Stackbereich des umfassenden Blockes befinden.a
Da der Zugriff auf modul-lokale V riablen nach Konstruktion nur (von auβen) ¨ ber die Schnittstel-a u
len-Prozeduren bzw. (aus dem Modul-Inneren) ¨ ber die modul-internen Prozeduren erfolgen kann,u
i s t e s e i n f a c h , f ¨  r d i e s e P r o z e d u r e n d i e k o r r e k t e A d r e s s i e r u n g z u b e r e c h n e n . D i e A d r e s s i e r u n gu
erfolgt ¨ ber die Kette der dynamischen V rg ¨  nger relativ zum Anfang des Laufzeit-Stacksegmentsu o a
 e i n e s B l o c k e s . Z u r G e n e r i e r u n g d e r k o r r e k t e n Z u g r i f f e m ¨  s s e n a l s o n u r d i e m o d u l - l o k a l e nu
Prozeduren einen zus ¨  tzlichen Schritt in der Kette der statischen V rg ¨  nger zuruckgehen, um diea o a
 korrekte Anfangsadresse des Laufzeit- Stacksegments zu erhalten, in dem die modul-lokalen Daten
abgelegt sind.
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6.4.1.2.2  Die Funktionsweise des maschinenunabh ¨  ngigen Binders.a
¨Die Aufgabe des Binders besteht darin, die bei der separaten Ubersetzung von Moduln erzeugten
1Prozedur-Co d e s e q u e n z e n d e n A u f r u f e n i m ¨ b e r g e o r d n e t e n P r o g r a m m s o w ie modul-lokal dekla-u
r i e r t e n V r i a b l e n f e s t e n L a u f z e i t - S p e i c h e r a d r e s s e n z u z u o r d n e n ; b e i d e r B i n d u n g d e r S c h n i t t s t e l -a
lenprozeduren – nur diese sind relevant – m ¨  ssen zus ¨  tzlich ihre P rameter hinsichtlich ihres T psu a a y
 und ihrer Art in geeigneter W ise ¨ berpr ¨  ft werden.e u u
 D i e A b s i c h t , d e n B i n d e v o r g a n g a u f Z w i s c h e n c o d e - E b e n e v o r z u n e h m e n , e r f o r d e r t g e r i n g f ¨  g i g eu
Erweiterungen von p-Code, um dem Binder die n ¨  tige Information ¨ ber Externbez ¨  ge, Speicher-o u u
 platzbedarf usw. mitzuteilen. Man beachte jedoch, daβ das Resultat des Bindevorgangs wieder ein
Standard-p-Code-Segment ist.
U m e i n B i n d e n v o n P r o g r a m m e n u n d M o d u l n u n d d e r z u g e h ¨  r i g e n S c h n ittste l l e n p r o z e d u r e n z uo
erm ¨  glichen, ist es n ¨  tig, eine Namensangabe f ¨  r diese Elemente auf die p-Code-Ebene weiterzu-o o u
reichen. Dadurch kann ein p-Code-Assembly-Record, d.h. eine getrennt ¨ bersetzte Einheit (ein Pro-u
g r a m m o d e r M o d u l ) u n d z u s ¨  t z l i c h j e d e d e r d a r i n e n t h a l t e n e n l o k a l e n P r o z e d u r e n , i d e n t i fi z i e r ta
werden. (Wir betrachten hier die Bindung separat ¨ bersetzter, ¨ blicher Prozeduren nicht n ¨  her.)u u a
Ein Programm wird durch die Namensangabe:
S=’program identifier’
            identifiziert, f ¨  r ein Modul erfolgt die Beschreibung durch die Namensangabe:u
M=’module identifier’.
            F ¨  r die Schnittstellen-Prozeduren eines Moduls erfolgt die Namensangabe in der folgenden W ise:u e
L i :’entry identifier’
            w o b e i i e ine Label-Nummer (in der ¨ blichen p-Code-F rm) ist, die durch d i e C o m p i l i e r u n g d e su o
i n t e r f a c e - T i l s e i n e r M o d u l d e k l a r a t i o n e n t s t a n d e n i s t u n d z w a r s o w o h l b e i d e r D e k l a r a t i o n a l se
¨externes Modul (mittels use) als auch bei der eigentlichen separaten Ubersetzung des Moduls.
Die Angabe aller in einem compilierten Programmteil erkannten offenen Externbezuge erfolgt in
 e i n e m L i n k e r - I n f o r m a t i o n - T i l a m E n d e j e d e s A s s e m b l y - R e c o r d s . D e r L i n k e r - I n f o - T i l w i r d f ¨  re e u
jedes Modul durch die (neu eingef ¨  hrte) Kennung ‘X’ identifiziert; nach der Angabe der Kennungu
erfolgt eine Auflistung der offenen Externbez ¨  ge in folgender W ise:u e
X
M=’module identifier’    -- Name des externen Moduls
L i :’proc identifier’   -- Name der 1. Schnittstellen-Prozedur1
:
:
L i :’proc identifier’   -- Name der n. Schnittstellen Prozedurn
Die Beschreibung der P rameter von Schnittstellen-Prozeduren erfolgt jeweils nach der Angabe desa
jeweiligen Prozedurnamens in der F rm:o
PAR <mode> <offset> <size> <type>
            wobei:
_________________________________________________________________________________________________________________
1. Wir beschr ¨  nken uns in dieser Darstellung auf den F ll, daβ externe Moduln nur auf Hauptprogramm-Ebene deklariert sind; diesea a
Einschr ¨  nkung ist im Rahmen der POCO-Konzeption ausreichend.a
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<mode> d u r c h A n g a b e v o n ‘ V ’ ( v a l u e ) b z w . ‘ R ’ ( r e f e r e n c e ) d i e A r t d e r
¨P rameter-Ubergabe beschreibta
<offset> den Beginn (relativ zum Anfang der P rameter-Liste)a
und
<size> die L ¨  nge des P rameters in p-Maschinen-Stack-Einheiten angibta a
 <type> die Struktur des P rameter-T ps beschreibt.a y
 D i e B e s c h r e i b u n g e i n e s P r a m e t e r - T p s e r f o l g t f ¨  r e l e m e n t a r e T p e n d u r c h d i e A n g a b e e i n e ra y u y
Kennung gemaβ folgender T belle:a
A — Adresse
B — Boolean
C — Character
I — Integer
M — Speicher (memory)
N — Nil-P intero
R — Real
S — Set
b z w . f ¨  r n i c h t - e l e m e n t a r e , s t r u k t u r i e r t e T p e n d u r c h d i e A n g a b e e i n e r ( b z g l . d e r P r a m e t e r l i s t eu y a
eindeutige) ganze Zahl i, mit der eine T p- Beschreibung der F rm:y o
TYP i <size> <occ> <typ1> [<typ2>]
            identifiziert ist; dabei ist:
<size> e i n e A n g a b e z u r L ¨  n g e e i n e s O b j e k t s v o n T p i n p - M a s c h i n e n -a y
Speichereinheiten
<occ> e i n e A n g a b e ¨ b e r d i e A n z a h l d e r d u r c h < t y p e > b e s c h r i e b e n e n S u b -u
Komponenten
<typ1>,
<typ2> wie <type> in der P rameter-Beschreibunga
(<typ2> zeigt auf die Beschreibung der rechts an <typ1> anschlieβende
F lgestruktur innerhalb von record-Strukturen und kann entfallen)o
Damit ist es m ¨  glich compiler-bekannte Deskriptoren aus den semantischen T bellen in die p-Code-o a
Ebene zu ¨ bertragen. Die F rm der Darstellung entspricht einer Linearisierung des compiler-internenu o
Graphen zur Beschreibung der Struktur von T pen; speziell ist die Beschreibung von P rameterlisteny a
 mit mehreren Objekten desselben T ps (Zyklen im T p-Graphen) einfach sowie eine Unterscheidungy y
strukturell identischer, jedoch verschieden notierter T pen m ¨  glich. Eine Beschreibung der P rame-y o a
 terlisten erfolgt in gleicher F rm bei Auswertung einer use-Deklaration eines Moduls; damit wirdo
¨eine Uberpr ¨  fung auf Gleichheit w ¨  hrend des Bindens m ¨  glich.u a o
F ¨  r modul-lokal (d.h. im implementation-T il) deklarierte V riablen ist eine Namensangabe nichtu e a
e r f o r d e r l i c h ; man kann die modul-lokalen V r i a b l e n a l s L a u f z e i t - S t a c k - S e g m e n t e b e t r a c h t e n , d i ea
eine feste L ¨  nge haben. F ¨  r den Binder ist nur die L ¨  nge dieses Stack-Segments von Bedeutung, daa u a
die V riablen relativ zum Segmentanfang adressiert werden.a
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D i e s e r M e c h a n i s m u s b a s i e r t a u f d e m A d r e s s i e r u n g s k o n z e p t d e r z u g r u n d e l i e g e n d e n p - M a s c h i n e ;
block-lokale V riablen werden durch die Angabe eines P ares (d,r) adressiert, wobei r eine (eindeu-a a
tige) Relativ- Adresse innerhalb des zu einem Block geh ¨  renden Datensegments ist und definiert isto
durch:
d := LEVEL – <Block-Niveau der referenzierten V riablen>a
In unserem F ll entspricht LEVEL gerade dem Niveau des modul-umfassenden Blocks; er muβ neua
berechnet werden in Abh ¨  ngigkeit zu der w ¨  hrend des Bindens erfolgenden Anlage von V riablen-a a a
Speicherplatz innerhalb dieses Blocks. In unserem Konzept wird diese Aufgabe dadurch erleichtert,
daβ f ¨  r jedes zu bindende Modul nur interne V riablen-Adressen zu ber ¨  cksichtigen sind. Die p-u a u
Code-Instruktionen, die auf modul-lokale V riablen zugreifen, werden zur Compilezeit markiert unda
k ¨  nnen vom Binder dadurch in p-Code-Segmenten leicht erkannt werden.o
Die notwendige Erweiterung des p4-Codes besteht also lediglich darin, daβ eine Angabe ¨ ber dieu
L ¨  nge des lokalen Daten-Segments gemacht w i r d ; d i e s g e s c h i e h t a m E n d e j e d e s Z w i s c h e n c o de-a
¨S e g m e n t s ( A s s e m b l y - R e c o r d s , e i n e F l g e v o n p - C o d e - B e f e h l e n , d i e b e i U b e r s e t z u n g e i n e ro
<compilation unit> entsteht) durch:
Q m mit m: L ¨  nge des Daten-Segments.a
Getrennt ¨ bersetzte Moduln werden in eine Bibliothek eingetragen und k ¨  nnen vom Binder von dortu o
eingelesen werden.
I m f o l g e n d e n w i r d d i e A r b e i t s w e i s e d e s B i n d e r s k u r z b e s c h r i e b e n . D e r B i n d e r e r k e n n t b e i m
V r a r b e i t e n e i n e s H a u p t p r o g r a m m - p - C o d e - S e g m e n t s a u s d e r L i n k e r - I n f o r m a t i o n a l l e o f f e n e ne
Externbez ¨  ge; er versucht nacheinander alle diese Bez ¨  ge aufzuf ¨  llen. Dazu wird f ¨  r jeden Modul-u u u u
 Externbezug in der Bibliothek das entsprechende p-Code-Segment gesucht. Jede Schnittstellenpro-
¨zedur erh ¨  lt nun das im Hauptprogramm generierte Label zugewiesen; Uberschneidungen k ¨  nnena o
hierbei nicht auftreten, da diese Label eindeutig sind. F ¨  r modul-lokale Prozeduren werden Label-u
Kollisionen abgepr ¨  ft und vermieden, indem gegebenenfalls neue Labels vergeben werden. Nichtu
a u f l ¨  s b a r e E x t e r n b e z ¨  g e w e r d e n g e m e l d e t . T s t s a u f G l e i c h h e i t d e r N a m e n s a n g a b e n s o w i e d e ro u e
P rameterlisten erg ¨  nzen den V rgang.a                a o
 D i e S p e i c h e r p l a t z e f ¨  r m o d u l - l o k a l e V r i a b l e n w e r d e n d u r c h f o l g e n d e e i n f a c h e V r g e h e n s w e i s eu a o
angegeben: Jeder p-Code-Befehl, der auf eine modul-lokale V riable zugreift, ist (wie oben beschrie-a
ben) markiert; anstelle der eingetragenen Speicherplatzadresse wird nun die Adresse eingetragen, die
sich als Summe aus der bisherigen Hohe des Laufzeitstacks der bis dahin gebundenen Programmteile
und der unter dem aktuellen Befehl angegeben (markierten) Adresse ergibt. W itere Aktionen sinde
nicht n ¨  tig.o
F ¨  r d i e t e m p o r ¨  r e n L a u f z e i t s p e i c h e r p l ¨  t z e a u f d e m S t a c k s i n d k e i n e b e s o n d e r e n A k t i o n e nu a a
erforderlich, da sie ¨ ber den Stackpointer adressiert werden. Lediglich die im p-Code vorgesehenenu
Angaben ¨ ber den Beginn und die berechnete Obergrenze der H ¨  he des Laufzeitstacks eines Blockesu o
– hier des Blockes, in dem das Modul deklariert ist – werden auf die aktuellen W rte korrigiert. Diese
geschieht in der W ise, daβ f ¨  r den Beginn des T mpor ¨  rspeichergebietes die Summe der L ¨  ngene u e a a
d e r e i n z e l n e n D a t e n s e g m e n t e u n d f ¨  r s e i n e O b e r g r e n z e d a s M a x i m u m a ller bisher verar b e i t e t e nu
Obergrenzen eingesetzt wird.
Ausgabe des Binders ist ein (einziges) p-Code-Segment, in das die separat compilierten Komponen-
ten nun integriert sind. Dieses Segment entspricht einem Standard-p4-Code-Programm; die f ¨  r denu
Bindevorgang ben ¨  tigte Zusatzinformation ist beseitigt. Damit haben wir die vorgesehene Standard-o
Schnittstelle erhalten.
Wir erl ¨  utern die Situation nach dem Binden eines externen Moduls an einem Laufzeitspeicherabzuga
f ¨  r das in Kap. 4 angegebene Beispiel (module ST CK):u A
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+---------+
0-|         |      -- Beginn Mark Stack Part Block #1
+---------+
1-|stat.link|
+---------+
2-|dyn. link|
+---------+
3-|extr. SP |
+---------+
4-|ret.addr.|      -- Ende Mark Stack Part Block #1
+---------+
5-|         |      -- evt. vorh. Variablen des Blocks #1
:              (belegen i-4 Stackplaetze)|         |
+---------+
i-|         |      -- Anfang Datensegments des Moduls STACK
+---------+
i+1-|         |         (Speicherplatz fuer array STCK)
:|         |
+---------+
i+100| <top>   |      -- Speicherplatz fuer die modul-lokale
+---------+         Variable TOP
i+101|         |      -- Beginn des Bereiches fuer temporaere
+---------+         Groessen|         |
:
            
Abb. 6.4: Belegung des Laufzeitstacks nach  dem  Anbinden  eines Moduls (Beispiel ST CK, vgl. Kap.S4.)A
6.4.1.3  Zusammenfassung des P rtierungsaufwands auf der Generierungsmaschine.o
¨Wir fassen den Ubertragungsaufwand auf der Generierungsmaschine zusammen; er gliedert sich (f ¨  ru
¨die Ubertragung eines generierten Compilers) in folgende Punkte:
1. P r a m e t r i s i e r u n g d e s P S C A L - m - C o m p i l e r s m i t d en f ¨  r die Zielmas c h i n e b e n ¨  t i g t e na A u o
Angaben
¨2. U b e r s e t z u n g d e r g e n e r i e r t e n u n d b e n u t z e r e i g e n e n P S C A L - m - M o d u l n ( u n d d e sA
Hauptprogramm-Skeletts) nach p-Code.
3. B i n d e n d e r s e p a r a t ¨ b e r s e t z t e n K o m p o n e n t e n z u e i n e m v o l l s t ¨  n d i g e n , l a u f f ¨  h i g e nu a a
Programm in Standard-p-Code
¨4. Ubertragung des so erhaltenen p-Code-Programms auf die Zielmaschine
¨Zur Ubertragung des vollst ¨  ndigen CGS sind die Schritte 2. bis 4. f ¨  r jede Komponente auszuf ¨  hren;a u u
die obigen Angaben in den Schritten 2. und 3. sind entsprechend zu ¨ ndern.a
6.4.2  Der P rtierungsaufwand auf der Zielmaschine.o
W i e s c h o n a n g e d e u t e t w i r d z u r P r t i e r u n g a u f d e r Z i e l m a s c h i n e d i e E x i s t e n z e i n e r p - C o d e -o
Umgebung verlangt. Wir verstehen unter einer p-Code-Umgebung eine M ¨  glichkeit zur Ausf ¨  hrungo u
eines p-Code-Programms auf einer Zielmaschine.
Diese p-Code-Umgebung kann erreicht werden:
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1. d u r c h I n t e r p r e t a t i o n d e s p - C o d e - P r o g r a m m s “ g e n e r i e r t e r C o m p i l e r ” a u f d e r Z i e l -
maschine; der dazu notwendige Interpretierer kann etwa in einer auf der Zielmaschine
v o r h a n d e n e n h ¨  h e r e n P r o g r a m m i e r s p r a c h e o d e r ( d i e s i s t w e g e n d e r E i n f a c h h e i t d e so
Interpretierers leicht m ¨  glich) unter V rwendung einer vorhandenen Assembler-Spracheo e
erfolgen.
2. d u r c h A s s e m b l i e r u n g d e s p - C o d e - P r o g r a m m s “ g e n e r i e r t e r C o m p i l e r ” a u f d e r Z i e l -
maschine in Maschinen-Code der Zielmaschine.
3. durch eine Realisierung der p-Maschine auf der Zielmaschine etwa in “Threaded Code”-
T chnik [Bel 73], eine (m ¨  glichst) ausgewogene Mischung der beiden oberen Ans ¨  tze.e o a
Die letztgenannte M ¨  glichkeit ist insbesondere dann interessant, wenn auf der Zielmaschine starkeo
Beschr ¨  nkungen hinsichtlich des zur V rf ¨  gung stehen Speicherplatzes vorhanden sind. Die erstea e u
 M ¨  glichkeit kann wohl nur w ¨  hrend der T stphase eines portierten Compilers als sinnvoll angeseheno a e
werden, oder aber dann, wenn der Compiler in eine Programmiersituation eingesetzt werden soll, wo
in der Regel kurze Programme ¨ bersetzt werden, also etwa in Programmierkursen. Methode 2 liefertu
dagegen leistungsf ¨  hige Compiler, allerdings auf Kosten eines h ¨  heren Speicherplatzbedarfs.a o
A l l e a n g e g e b e n e n M ¨  g l i c h k e i t e n e i g n e n s i c h i n s b e s o n d e r e f ¨  r d i e E n t w i c k l u n g e i n e s L a u f z e i t -o u
systems auf der Zielmaschine parallel zum eigentlichen P rtierungsvorgang. Dabei kann je nach dero
¨v e r w e n d e t e n M e t h o d e e t w a e i n L a u f z e i t s y s t e m e i n e r A n d e r e n ( h ¨  h e r e n ) P r o g r a m m i e r s p r a c h eo
“ m i t v e r w e n d e t ” w e r d e n , b z w . K o m p o n e n t e n e i n e s s p r a c h e i g e n e n L a u f z e i t s y s t e m s e n t w i c k e l t
werden, indem zun ¨  chst die auf p-Code- Ebene ben ¨  tigten T ile installiert werden, die sp ¨  ter alsa o e a
 Kern eines komplexeren Laufzeitsystems dienen k ¨  nnen.o
6.4.3  Eine Sch ¨  tzung des P rtierungsaufwands.a o
 D e r e r f o r d e r l i c h e A u f w a n d z u r P r t i e r u n g e i n e s g e n e r i e r t e n C o m p i l e r s i s t a l s o i m m e r n o c ho
betr ¨  chtlich. Zwar k ¨  nnen die (wesentlicheren) Aufgaben auf der Generierungsmaschine automa-a o
 tisiert vorgenommen werden, auf der Zielmaschine bedeutet die Installierung einer p-Code-Umge-
bung ein e n r e l a t i v h o h e n Aufwand. Demnach ergibt sich der n ¨  tige Gesamtaufwand weitgehendo
 durch den Aufwand auf der Zielmaschine.
Sch ¨  tzungen f ¨  r den Aufwand auf der Zielmaschine bewegen sich zwischen wenigen (Mann-) T gena u a
 [W Q 72] und bis zu 2 Monaten [BaC 77]. Diese W rte decken sich mit eigenen Erfahrungen unde e
¨E r g e b n i s s e n a n d e r U n i v e r s i t ¨  t d e s S a a r l a n d e s [ B o H  7 8 ] ; w e s e n t l i c h f ¨  r g e r i n g e n U b e r t r a -a u
g u n g s a u f w a n d i s t d i e ( g e n a u e ) K e n n t n i s d e r P r t i e r u n g s - Z i e l m a s c h i n e . D i e a n g e b e n e n W r t eo e
¨beziehen sich auf die Ubertragung des ETH-P SCAL-p-Compilers und k ¨  nnen als Grundlage f ¨  rA o u
¨eine Sch ¨  tzung des in unserem Konzept ben ¨  tigten Aufwands dienen; ist n ¨  mlich eine Ubertragunga o a
d e s P S C A L - m - C o m p i l e r s m ¨  g l i c h , s o k ¨  n n e n a l l e K o m p o n e n t e n d e s G e n e r a t o r - S y s t e m s d u r c hA o o
diesen Compiler in p-Code ¨ bersetzt werden; durch die dann auf der Generierungsmaschine schonu
vorhandenen T ile zur Interpretierung/Assemblierung kann das System auf der P rtierungs-Zielma-e o
 schine zum Laufen gebracht werden.
Speziell liegt zudem in unserem Konzept die Situation vor, daβ nach der P rtierung eines generierteno
Compilers alle generierbaren Compiler auf dieselbe W ise ohne zus ¨  tzlichen Aufwand ¨ bertragene a u
¨w e r d e n k ¨  n n e n . I n s b e s o n d e r e i s t d i e U b e r t r a g u n g d e s C o m p i l e r - G e n e r i e r e n d e n S y s t e m s s e l b s to
m ¨  glich, da alle System-Komponenten auf p-Code abgebildet werden k ¨  nnen.o o
A u β e r d e n s t e h t e i n g e n e r i e r t e r C o m p i l e r n a c h s e i n e r E r z e u g u n g a u f d e r G e n e r i e r u n g s m a s c h i n e
unmittelbar als Cross-Compiler zur V rf ¨  gung, da dort eine p-Code-Umgebung nach einer der o.a.e u
 M ¨  g l i c h k e i t e n e x i s t i e r t . E r i s t s o m i t l a u f f ¨  h i g u n d k a n n M a s c h i n e n - C o d e f ¨  r d i e Z i e l m a s c h i n eo a u
e r z e u g e n . E i n B o o t s t r a p ( a n a l o g z u r P S C A L - P r t i e r u n g n a c h [ N A J  7 6 ] ) i s t a l l e r d i n g s n i c h tA o
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 m ¨  glich, da der generierte Compiler nicht in Quellform (der zu ¨ bersetzenden Programmiersprache)o u
vorliegt.
Z u l e t z t s o l l a u f d i e S i t u a t i o n e i n g e g a n g e n w e r d e n , d i e v o r l i e g t , w e n n a u f d e r P r t i e r u n g s z i e l -o
¨maschine ein P SCAL-Compiler existiert. In diesem F ll ist (zumindest prinzipell) eine UbersetzungA a
– eines (Standard-) p-Code-Interpretierers
– des P SCAL-m-CompilersA
m i t h i l f e d e s Z i e l m a s c h i n e n - P S C A L - C o m p i l e r s ( o h n e Q u e l l t e x t - M a n i p u l a t i o n ) m ¨  g l i c h ; s t e h e nA o
diese Komponenten auf der Zielmaschine zur V rfugung, kann der eigentliche Generator bzw. eine
g e n e r i e r t e r C o m p i l e r d u r c h s i e a u f d e r Z i e l m a s c h i n e i n s t a l l i e r t w e r d e n . D i e s e V r g e h e n s w e i s eo
erg ¨  be eine wesentliche V rminderung des Aufwands auf der Zielmaschine.a e
E i n s o l c h e r V r s u c h k a n n d a n n e r f o l gen, wobei die i n K a p .  3 a n g e f ¨  h r t e n P r o b l e m e z u b e r ¨  c k -e u u
1sichtigen sind ; insbesondere wird es im allgemeinen nicht m ¨  glich sein, ohne (als problematischo
¨angesehene) Eingriffe in die Quelltexte der Programme eine Ubersetzung auf der P rtierungs-Ziel-o
¨
 maschine zu erhalten. Eher wahrscheinlich ist eine erfolgreiche Ubersetzung des (Standard-) Inter-
pretierers und eine entsprechende Anpassung an die Zielmaschine, da es sich dabei um ein sehr ein-
faches Programm handelt; dadurch allein wurde sich der eigentliche P rtierungsaufwand schon we-o
sentlich verringern.
_________________________________________________________________________________________________________________
¨1. Diese V rgehensweise ist h ¨  ufig ausreichend, sie kann jedoch schon bei Ubergang zu einer neuen Compiler-V rsion versagen, wenno a e
Inkompatibilit ¨  ten zur Sprachdefinition bzw. zu dem in vorangehenden V rsionen angenommenen Standard auftreten, vgl. Siemensa e
P SCAL-BS2000-V rsionen 2.4 und 2.51!A e
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K a p . 7 : D i r e k t e G e n e r i e r u n g d e r S t a n d a r d - C o m p i l e r - M o d u l n i n
F rm von p-Code-Programmen.o
In diesem Kapitel werden wir untersuchen, in welcher W ise eine direkte Erzeugung der Standard-e
Compiler-Moduln in der von uns gew ¨  hlten zwischensprachlichen F rm (p-Code) die Qualit ¨  t desa o a
erzeugten Codes verbessern konnte; als Qualit ¨  tskriterium verwenden wir dabei die L ¨  nge des er-a a
zeugten Codes. Wir werden Laufzeitgesichtspunkte nicht n ¨  her betrachten; sie wurden jedoch unter-a
sucht und ber ¨  cksichtigt und wir vermuten, daβ das Laufzeitverhalten der nach den beschriebenenu
V rfahren erzeugten Compiler-Komponenten im allgemeinen eher gut ist.e
Die direkte Erzeugung erscheint sinnvoll, wenn man sich daran erinnert, wie der Generierungsablauf
in POCO nach der bisherigen Darstellungsweise vorliegt: Die (T il-) Generatoren des (eigentlichen)e
Generators erzeugen Komponenten eines Compilers in der F rm von P SCAL-m- Quelltext; dieseo A
 werden anschlieβend durch den P SCAL-m-Compilers auf die P rtierungsschnittstelle p-Code abge-A o
bildet.
Die somit bisher in POCO realisierte V rgehensweise hat damit jedoch die folgenden grunds ¨  tz-o a
lichen Nachteile:
1. Der Generierungsaufwand wird erh ¨  ht, da einem Lauf des (eigentlichen) Generators stetso
ein Lauf des P SCAL-m-Compilers nachgeschaltet sein muβ.A
2. W g e n d e r P S C A L - m - C o m p i l e r v e r w e n d e t e n r e l a t i v e i n f a c h e n u n d s t a r r e n C o d e -e A
Generierungsschemata, die im wesentlichen auf der Organisation des Compilers als 1-
P ss-Compiler beruhen, dessen recursive-descent P rser die Code-Generierung steuert,a a
ist die Qualit ¨  t der generierten Compiler-Komponenten mangelhaft.a
¨3. Im Code, wie er durch Ubersetzung einer P SCAL-m-Quelle entsteht, sind InstruktionenA
(bzw. Instruktionsfolgen) enthalten, die zu Laufzeitfehlern f ¨  hren k ¨  nnen; erforderlichu o
 ist jedoch (gerade bei generierten Komponenten) eine qualifizierte F rtsetzung des Pro-o
grammablaufs mit Diagnose-Information f ¨  r den Benutzer.u
4. Das strenge T pkonzept von P S C A L b e hindert die Generierung mancher sinnvolleny A
Compiler-Komponenten, z.B. Keller mit unterschiedlich komplexen T pen. Es zeigt sich,y
d a β d a s T p k o n z e p t , d a s P r o g r a m m i e r f e h l e r v e r h i n d e r n s o l l , f ¨  r e i n ( a l s k o r r e k t b e -y u
kanntes Generierungsverfahren) zu limitierend ist.
Zur L ¨  sung dieser Probleme gibt es nun folgende M ¨  glichkeiten:o o
1. V rbesserung der Code-Generierung innerhalb des P SCAL-m-Compilerse A
 2. Nachschalten eines  p-Code zu p-Code-Optimierers (etwa der Art des OPTIMA-Systems
[WiS 83])
3. V rlagerung der p-Code-Generierung auf die Ebene des eigentlichen Generators.e
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Grunds ¨  tzlich l ¨  gen die beiden ersten M ¨  glichkeiten nahe, da sie gleichzeitig auch die Qualit ¨  t dera a o a
 benutzereigenen Compiler-T ile verbessern k ¨  nnten; Methode 2 wurde allerdings die Erweiterunge o
des Systems um eine zus ¨  tzliche Komponente bedeuten. Wir erwarten jedoch eine wesentlicherea
 V rbesserung des generierten Codes durch die V rwirklichung der letzten M ¨  glichkeit, gerade beie e o
d e n K e r n - B e s t a n d t e i l e n e i n e s C o m p i l e r s b e i g l e i c h z e i t i g e r R e d u z i e r u n g d e s g e s a m t e n G e n e r i e -
rungsaufwands.
Diese V rbesserung der CodeQualit ¨  t bei einer V rlagerung der p-Code- Erzeugung auf die Ebenee a e
 des eigentlichen Generators ist zu erwarten, wenn man folgendes ber ¨  cksichtigt: Bei der direktenu
Generierung von p-Code auf Generator-Ebene k ¨  nnen Informationen verwendet werden, die demo
¨Generator, nicht jedoch dem Compiler bei der Ubersetzung eines erzeugten P SCAL-Quelltexts zurA
V rf ¨  gung stehen. Insbesondere verf ¨  gt der Generator ¨ ber die Information, daβ etwa eine P rser-e u u u a
 T belle generiert werden soll.a
E i n ( s e h r ) g u t e r , o p t i m i e r e n d e r C o m p i l e r m ¨  β t e d i e s e T t s a c h e e r s t e r k e n n e n u n d s i c h i n e i n e ru a
(idealen) Musterbibliothek die speziell geeigneten Codegenerierungs-Schemata besorgen, die zudem
a n h a n d v o n P r a m e t r i e r u n g s d a t e n a u s g e w ¨  h l t w e r d e n m ¨  β t e n . A b g e s e h e n v o n d e r p r i n z i p i e l l e na a u
F r a g e , o b d i e s ¨ b e r h a u p t m ¨  g l i c h i s t , b e d e u t e t e d i e s e V r g e h e n s w e i s e e i n e n h o h e n R e c h e n z e i t -u o o
bedarf. Es liegt daher nahe zu vermuten, daβ sich die unmittelbare p-Code-Generierung vorteilhaft
auswirken m ¨  βte. Diesen Ansatz werden wir nun genauer untersuchen.u
Auf Generator-Ebene stehen folgende globale Informationen zur V rf ¨  gung:e u
 – es ist bekannt, welche T bellen zu generieren sind (Systemzeit und Generierungs-a
zeit)
– die Struktur der zu generierenden T bellen ist bekannt (Systemzeit und Generator-a
zeit)
– d i e Z i e l m a s c h i n e ( p - M a s c h i n e ) u n d i h r e s p e z i e l l e n E i g e n s c h a f t e n s i n d b e k a n n t
(Systemzeit)
Insbesondere l ¨  βt sich die T tsache ausnutzen, d a β a u f G e n e r a t o r - Ebene (im wesentlichen) allea a
Informationen schon f ¨  r die Code-Erzeugung zur V rf ¨  gung steht, w ¨  hrend ein Compiler in vielenu e u a
 F ¨  llen erst umfangreiche Neuberechnungen durchf ¨  hren muβ. Auβerdem ist die technische Realisie-a u
rung der Code-Erzeugung wegen der starken Orientierung des POCO-Generators an den P SCAL-A
 m-Compiler einfach.
Z u s ¨  t z l i c h e r l a u b t d i e v o r g e s e h e n e G e n e r i e r u n g v o n p - C o d e a u f G e n e r a t o r - E b e n e d i e g e e i g n e t ea
Behandlung folgenden Problems, das sich nach der Definition von p-Code (bzw. der p-Maschine)
ergibt: in p-Code gibt es (abgesehen von Strings) keine M ¨  glichkeit der Darstellung strukturiertero
K o n s t a n t e n . D i e n a h e liegende L ¨  sung zur Behandlung der generierten T bell e n ( i h r e A b l a g e a l so a
¨feste Datensegmente in den p-Maschinen-Konstantenspeicher) ist daher ohne Anderung von p-Code
nicht m ¨  glich. Es muβ also eine andere M ¨  glichkeit gefunden werden, die eine (g ¨  nstige) Umset-o o u
zung in p-Code erlaubt; diese kann nur darin bestehen, die T bellen in Code-F rm auszudr ¨  cken.a o u
D i e s e n A n s a t z w o l l e n w i r n u n v e r f o l g e n u n d f ¨  r d i e g e n e r i e r t e n P a r s e r u n d d a s A t t r i b u t -u
Behandlungs-Modul geei g n e t e S c h e m a t a e n t w i c k e l n, die eine m ¨  glichst g ¨  nstige Darstellung f ¨  ro u u
diese Komponenten auf p-Code-Ebene erm ¨  glichen. Beim P rser werden wir uns auf die Darstellungo a
der Behandlung der ACTION-T belle beschr ¨  nken, da die der GOTO-T belle (weitgehend) analoga a a
 erfolgen kann; die hier gewonnenen Ergebnisse lassen sich (wegen des gew ¨  hlten Generierungs-a
 verfahrens) unmittelbar auch auf die generierten Scanner ¨ bertragen.u
Generell ist jedoch folgendes zu ber ¨  cksichtigen: Die im weiteren vorgeschlagenen V rbesserungenu e
der Qualit ¨  t d e r e r z e u g ten Compiler-Komponenten m ¨  ssen sich (wegen unseres P rtabilit ¨  ts-An-a u o a
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spruchs) auf die M ¨  glichkeiten der gew ¨  hlten Darstellungsform – also eines p-Code-Programms –o a
beziehen; es k ¨  nnen also nicht solche V rbesserungen vorgenommen werden, die etwa eine V rrin-o e e
gerung des Platzbedarfs der P rse-T belle mittels Daten-Komprimierung auf Bit-Ebene erzielen. Diea a
 nach unserem V rfahren erreichbaren T bellengr ¨  βen sind daher sicherlich schlechter als bei dene a o
 eben angesprochenen, jedoch ¨ berwiegt hier der Anspruch auf P rtabilit ¨  t.u o a
7.1  Direkte Generierung der P rse-T bellen in F rm von p-Code-a a o
 Segmenten.
 Wir gehen nun auf die direkte Umsetzung der P rser nach p-Code auf Generator-Ebene genauer ein;a
ohne weitere Erw ¨  hnung gilt, daβ die generelle Struktur der generierten P rser wie in Kap. 5.3.2 an-a a
gegeben beibehalten wird; dies gilt speziell f ¨  r die Strukturierung des Zugriffs auf die T bellen inu a
d e r F r m v o n P r o z e d u r e n i n n e r h a l b d e s P r s e r - M o d u l s . D i e f o l g e n d e n B e t r a c h t u n g e n b e t r e f f e no a
daher nur die interne Struktur dieser Prozeduren; auf den P rser-Driver gehen wir nicht ein.a
Wir gehen von einer intern vorliegenden F rm der P rse-T belle aus; man beachte, daβ die P rse-o a a a
 T belle durch Optimierungen auf h ¨  herer Ebene auf die g ¨  nstigste F rm gebracht worden ist. Diea o u o
 P rse-T belle stellt sich als d ¨  nnbesetzte Matrix dar (wir beschr ¨  nken uns auf die Behandlung dera a u a
 ACTION-T belle), siehe Bild 7.1:a
|Terminalsymbole
States| t0 t1   ...   tj   ...   tk  ...  tm
------+--------------------------------------+
0  | s1            s4         r6          |
1  |    r3 acc || |
:| |
i  |    r4         r4 || |
:| |
N  | s10         |
+--------------------------------------+
            
Abb. 7.1: Darstellung der ACTION-T belle in Matrix-F rm.a o
 (si := shift-Aktion nach State Nr.i
j := reduce-Aktion, Regel Nr.j
acc := accept (reduce Regel Nr.0;
die L ¨  cken der Matrix enthalten error-Eintr ¨  ge)u a
In der ACTION-T belle ist f ¨  r jeden Zustand (State) des P rsers eingetragen, welche Aktion dera u a
 P rser-Driver auszuf ¨  hren hat. In der Praxis ist es n ¨  tig, zus ¨  tzliche Informationen, wie etwa diea u o a
 L ¨  n g e d e r r e c h t e n S e i t e e i n e r R e g e l o d e r d i e R e g e l n u m m e r s e l b s t ( s i e w i r d z u m A n s t o β e n d e ra
Semantikberechnung ben ¨  tig), mitzuf ¨  hren.o u
F ¨  r jeden State er f o l g t d i e A u s w a h l d e r k o r r e k t e n P r s e r - A k t i o n i n A b h ¨  n g i g k e i t v o m n ¨  chstenu a a a
Z e i c h e n d e r E i n g a b e , d e m L o o k a h e a d - S y m b o l ; d i e s e s w i r d v o n S c a n n e r g e l e s e n u n d ¨ b e r d i eu
V riable KCODE (=Klassencode des gelesenen T rminal-Symbols) dem P rser zur V rf ¨  gung ge-a e a e u
 stellt.
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Unsere Aufgabe ist also, eine m ¨  glichst vorteilhafte Darstellungsform f ¨  r die in der Matrix ent-o u
 haltene Information auf p-Code-Ebene zu finden. Unter Ber ¨  cksichtigung der oben geschildertenu
 Probleme der Darstellung von strukturierten (nicht-elementaren) Konstanten m ¨  ssen wir so vorge-u
hen, daβ wir eine Abbildung der konstanten T belle in eine m ¨  glichst g ¨  nstige Programm-Struktura o u
 auf p-Code-Ebene anstreben.
Wir werden dabei im einzelnen folgende Ans ¨  tze verfolgen:a
1. U n m i t t e l b a r e U m s e t z u n g d e r A n a l y s e - M a t r i x i n “ n a h e l i e g e n d e ” K o n t r o l l - S t r u k t u r e n ,
und deren effiziente Darstellung in p- Code.
2. V rwendung von V rfahren, die eigentlich zur Erzeugung kompakter T bellen dienen,e e a
als Hilfskonstruktion f ¨  r eine g ¨  nstigere Umsetzung in p-Code-Programme.u u
 3. Die Darstellung der T bellen als Felder bei optimierter Realisierung der V rbesetzung.a o
 Alle Ans ¨  tze erfordern die Angabe von Schemata von geeigneten Code-Sequenzen, in denen die (aufa
p - C o d e - E b e n e ) g e w ¨  n s c h t e D a r s t e l l u n g b e s c h r i e b e n i s t , a u c h d a n n w e n n ( n a c h A n s a t z  3 ) e i n eu
tabellen- ¨  hnliche Struktur anzulegen ist. Die im folgenden verwendeten Bezeichnungen Programm-a
Struktur und T bellen-Struktur dienen nur zur Unterscheidung der verwendeten Ans ¨  tze zur Darstel-a a
l u n g i n p - C o d e . D i e f ¨  r d i e v e r s c h i e d e n e n A n s ¨  t z e e n t w i c k e l t e n G e s a m t - S c h e m a t a w e r d e n w i ru a
Methoden nennen. Wir gehen nun auf diese M ¨  glichkeiten n ¨  her ein.o a
7.1.1  Unmittelbare Umsetzung der ACTION-T belle in ein programm-a
strukturiertes p-Code-Segment.
Als ersten Ansatz wollen wir die M ¨  glichkeit verfolgen, die in der Matrix enthaltene Informationo
u n m i ttelbar in einem p-Code-Programm darzustellen. Dieser V r g e h e n s w e i s e l i e g t e i n V r s c h l a go o
von [AhJ 74] zugrunde; sie kennzeichnet insbesondere die T tsache, daβ (zun ¨  chst) die T bellen-a a           a
daten und der Zugriff darauf kombiniert sind.
Die naheliegende und zudem laufzeiteffiziente Kontrollstruktur, die sich f ¨  r eine V rwendung anbie-u e
 tet, ist eine Sprungtabelle; sie erlaubt einen indizierten Zugriff auf Programmspeicher-P sitionen undo
ist einem indizierten Feldzugriff auf einer Datenspeicher-P sition vergleichbar. Auf P SCAL-Ebeneo A
 l ¨  βt sich die V rwendung einer Sprungtabelle durch ein case-Statement ausdr ¨  cken. F ¨  r unsere An-a e u u
 wendung l ¨  βt sich daher f ¨  r die Umsetzung der T belle Schema 7.1 angeben:a u a
case AKTSTATE of
0 :
1 :
:
i : case KCODE of
kc j1 : action := a ;ij1
:
kc jn : action := a ;ijn
else : begin
action := error;
state := error_state;
end;
end;
:
N :
end;
            Schema 7.1: (Naive) Programmstruktur f ¨  r die ACTION-T belle in P SCAL-Notation.u a A
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 Nach dieser Konstruktion sprechen wir auch von einem “ ¨  uβeren” case-Statement ( ¨  ber die P rser-a u a
 Z u s t a n d e , a l s o d i e Z e i l e n d e r A C T I O N - M a t r i x ) u n d “ i n n e r e n ” c a s e - S t a t e m e n t s ( ¨  b e r d i e L o o k -u
a h e a d - S y m b o l e , a l s o ¨ b e r d i e S p a l t e n d e r M a t r i x ) f ¨  r j e d e n P r s e r - Z u s t a n d . E i n e n a h e l i e g e n d eu u a
V rbesserung ergibt sich dadurch, daβ identische “innere” case-Statements nur einmal in Code u-e
mgesetzt werden und ¨ ber die Sprungtabelle des “ ¨  uβeren” case-Statements erreicht werden.u a
Wir wollen nicht auf weitere V rbesserungsm ¨  glichkeiten eingehen, die auch bei Generierung vone o
 P SCAL-Quelltext zu besserem Code f ¨  hren wurden, sondern konzentrieren uns auf die M ¨  glich-A u o
¨keiten, die sich bei direkter Code-Generierung ergeben. Das allgemeine Schema f ¨  r die Ubersetzungu
e i n e s c a s e - S t a t e m e n t s , d a s t y p i s c h e r w e i s e v o n P S C A L - C o m p i l e r n v e r w e n d e t w i r d , l ¨  β t s i c hA a
folgendermaβen angeben:
+---------------+| berechne Wert |        -- lade Wert des Sprungindex| der case-expr.|           auf den p-Maschinen-Stack
+---------------+
(1)       UJP   L cv               -- Sprung zu Case-Verteiler
L c0
+---------------+| Code fuer     |        -- Anweisungsfolge zur| Case-Label 1  |           0-ten case-Variante
+---------------+
UJP   L exit
L c1
:
:
L cn
+---------------+| Code fuer     |        -- Anweisungfolge zur| Case-Label n  |           n-ten case-Variante
+---------------+
UJP   L exit
L cv
CHKi  min max            -- Test ob expression in range
DECi      min               Normierung auf untere Grenze
XJP   L tab              -- indizierter Sprung
L tab
UJP   L c0               -- Sprungtabelle
:
:
UJP   L cn
L exit
            Schema 7.2: p-Code-Struktur f ¨  r case-Statement nach Schema 7.1.u
B e i e i n e r D a r s t e l l u n g d e r A n a l y s e - M a t r i x i n d e r v o n u n s i n S c h e m a  7 . 1 v o r g e s c h l a g e n e n F r mo
¨besteht der gesamte Code also (bei Ubersetzung durch einen P SCAL-Compiler) aus einer (entspre-A
c h e n d d e r I n e i n a n d e r s c h a c h t e l u n g v o n i n n e r e n u n d ¨ u β e r e m c a s e - S t a t e m e n t s ) v e r s c h a c h t e l t e na
Anwendung von Schema 7.2; dies ergibt die Code-Struktur von Bild 7.2.
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+----------------+    -- das aeussere case-Statement|  +----------+  |       umfasst den ges. erzeugten|  | +------+ |  |       Code|  | +------+ |  ||  |          |  ||  |          |  ||  |          |  ||  +----------+  ||  UJP L exit    ||                ||  +----------+  ||  | +------+ |  |    -- jedes innere case-Statement|  | +------+ |  |       "enthaelt" Sprungtabelle|  |          |  |       und Anweisungsfolgen___|  |          |  ||  |          |  ||  +----------+  ||  UJP L exit    ||                |
:    :
|  +----------+  ||  | +------+ |  ||  | +------+ |  ||  |          |  ||  |          |  ||  |          |  ||  +----------+  ||  UJP L exit    ||                ||  +----------+  ||  | Sprung-  |  ||  | Tabelle  |  ||  | des      |  ||  | aeusseren|  ||  | case-    |  ||  | statement|  ||  +----------+  |
+----------------+
L exit
            
Abb. 7.2: Struktur des geradlinig erzeugten Codes zur Darstellung der ACTION-T bellea
Wie man leicht erkennt, ist diese F rm des generierten Codes nicht g ¨  nstig; es ergeben sich imo u
 einzelnen folgende Kritikpunkte:
1. D a s S c h e m a 7 . 2 i s t u n v o r t e i l h a f t , d a e s z u s e h r a n d e n E r f o r d e r n i s s e n e i n e r 1 - P s s -a
Compilierung (im P SCAL-Compiler) orientiert ist; speziell: die Sprungtabelle kann erstA
dann angelegt werden, wenn alle Sprungziele bekannt sind, dies erfordert den Sprung (1)
¨ ber die Anweisungsfolgen.u
2. Speziell f ¨  r die inneren case-Statements ergeben sich L ¨  nge jedoch nur d ¨  nnbesetzteu a u
Sprungtabellen; sie ergeben sich nach Konstruktion der Sprungtabellen als V ktor nache
dem “Muster” einer Zeile der Analyse-Matrix.
3. D i e S c h a c h t e l u n g d e s S c h e m a s 7 . 2 f ¨  h r t ( e b e n f a lls wegen den Erforder n i s s e n d e r 1 -u
P ss-Compilierung) zu unn ¨  tigen Sprungketten; sie erh ¨  hen nicht nur den Programm-a o o
speicherbedarf, sondern auch die Laufzeit eines generierten P rsers.a
Unmittelbare Umsetzung der ACTION-T belle in ein programmstrukturiertes p-Code-Segment. 95a
 4. Bei einer einfachen, verschachtelten Anwendung von Schema 7.2 sind in den inneren
case-Statements (nahezu) identische Codest ¨  cke enthalten, die unn ¨  tigerweise mehrfachu o
erzeugt werden.
5. E i n i g e I n s t r u k t i o n e n d e s C o d e s n a c h S c h e m a 7 . 2 k ¨  n n e n ( n a c h K o n s t r u k t i o n d e r p -o
Maschine) zu Laufzeitfehlern f ¨  hren; dies muβ nat ¨  rlich vermieden werden.u u
6. Die Anweisungsfolgen, die zu den inneren case-Statements geh ¨  ren, enthalten nur dieo
Z u w e i s u n g e n d e r T b e l l e n - I n f o r m a t i o n a n ( P r s e r -lokale) V riablen. Bei V rwendu n ga a a e
von Schema 7.2 sind die dazugeh ¨  rigen C o d e - S e q u e n z e n j e d o c h m e h r f a c h e nthalten;o
eine w ¨  nschenswerte Isolierung kann bei Quellcode-Erzeugung nicht in g ¨  nstiger W iseu u e
 vorgenommen werden.
Eine direkte Umsetzung der generierten T bellen in p-Code auf Generatorebene sollte nun erfolgen,a
daβ gerade diese Probleme vermieden werden. Dies sollte zu einer wesentlichen V rbesserung dese
Codes f ¨  hren. F ¨  r diese direkte Code-Erzeugung wollen wir nun ein besseres Generierungs-Schemau u
 entwickeln.
 W i r u n t e r s c h e i d e n in der folgen d e n B e t r a c h t u n g g e n e r e l l z w i s c h e n d e m Z u g r i f f a u f d i e M a t r i x -
P sitionen (d.h. der Auswahl der korrekten P sition der Analyse-Matrix) und der Zuweisung der dorto o
e i n g e t r a g e n e n I n f o r m a t i o n ; e i n e s o l c h e g e t r e n n t e B e h a n d l u n g i s t n a c h o b i g e n B e m e r k u n g e n
sinnvoll. Wir gehen nun zun ¨  chst auf die Informationszuweisung genauer ein, die hier entwickeltena
S c h e m a t a w e r d e n a u c h b e i d e r i n K a p .  7 . 1 . 2 . v o r g e s t e l l t e n M e t h o d e V r w e n d u n g fi n d e n . A n -e
s c h l i e β e n d b e s c h r e i b e n w i r d i e O r g a n i s a t i o n d e s Z u g r i f f s g e n a u e r ; h i e r w i r d b e s o n d e r s a u f d i e
Entwicklung geeigneter Schemata f ¨  r die inneren case-Statements W rt gelegt.u e
Wir verwenden in den angegebenen p-Code-Sequenzen folgende Notation:
<NAME> s t e h t f ¨  r e i n e A d r e s s e , d i e e i n e m O b j e k t m i t d e r B e n e n n u n g N A M Eu
zugeordnet ist
(NAME) bezeichnet den W rt einer V riablen mit der Benennung NAMEe a
 name bezeichnet den W rt einer Konstantene
Wir verzichten auf eine genauere Darstellung von Besonderheiten des p-Code-Instruktionssatzes und
verwenden daher Pseudo-Instruktionen wie “lade” und “speichere”; soweit mnemonisch korrekte p-
Code-Instruktionen verwendet werden, werden sie groβ geschrieben (etwa LDCi, i ist T p-Indikatory
 f ¨  r i n t e g e r ) . A n s o n s t e n v e r w e i s e n w i r a u f d i e t a b e l l a r i s c h e Z u s a m m e n s t e l l u n g d e r p - C o d e -u ______
Instruktionen in Anhang A.
7.1.1.1  Direkte Generierung von Zuweisungen der Information der Analyse-Matrix.
N a c h e i n e r S e l e k t i o n d e r P s i t i o n d e r A n a l y s e - M a t r i x m u β d i e d o r t e i n g e t r a g e n e I n f o r m a t i o no
P r s e r - l o k a l e n V r i a b l e n z u g e w i e s e n w e r d e n . D i e d a z u e r f o r d e r l i c h e n C o d e - S e q u e n z e n h a b e na a
folgendes Aussehen (wir gehen nicht auf die errorskip-Aktion ein, die eine Sonderrolle spielt, der_______
shift-reduce-F ll ist analog zur reduce-Aktion):___ _____ a ______ _ _
 f ¨  r eine shift-Aktionu ____
 speichere <AKTION>  -- speichere in Variable ACTION
LDCi      i         -- lade State-Nr. i
speichere <AKTSTATE>-- speichere in Variable AKTSTATE
UJP       L exit
LDCi      shift     -- lade Aktion-Kennung
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f ¨  r eine reduce-Aktion:u ______
 LDCi      reduce         -- lade Aktion-Kennung
speichere  <AKTION>      -- speichere in Variable ACTION
LDCi      j              -- lade Regel-Nr. j
speicher  <AKTREGEL>     -- speichere in Variable AKTREGEL
LDCi      l              -- lade Lnge der rechten Seite
speicher <AKTLAENGE>     -- speichere in Variable AKTLAENGE
LDCi      nt             -- lade Nr. des zug. Nonterminals
speichere <AKTNONT>      -- speichere in Variable AKTNONT
UJP       L exit
            D e r K o n t r o l l fl u β d u r c h d e n C o d e z u r R e a l i s i e r u n g d e r T b e l l e w i r d s o g e r e g e l t , d a β j e d e sa
Durchlaufen des Codes zu einer dieser Code-Sequenzen f ¨  hren muβ; danach kann die Code-Sequenzu
¨ ber das Label LSexit verlassen werden. Wird der T bellencode mit einem unzul ¨  ssigen W rtepaaru a a e
 (AKTST TE,KCODE) betreten, so muβ ein Fehler durch die error-Aktion an den P rser-TreiberA ___ a_
 signalisiert werden:
error-Aktion:____
LDCi   error             -- lade Kennung f)r error-Aktion
speichere <AKTION>
UJP    L exit
            D i e S i t u a t i o n a u f G e n e r a t o r - E b e n e i s t n u n d i e , d a β f ¨  r a l l e v e r s c h i e d e n e E i n t r ¨  g e d e r A k t i o n s -u a
Matrix genau eine Code-Sequenz erzeugt werden kann; die Sequenz f ¨  r die error-Aktion brauchtu ____
 dar ¨  berhinaus nur einmal erzeugt zu werden, da wir sie nur zum Signalisieren und nicht zum Identi-u
fizieren eines Fehlers ben ¨  tigen (die Behandlung eines Fehlers erfolgt in einer errorskip-Aktion wieo _______
in Kap 5.3.2. gezeigt).
Eine solche mit einer bestimmten P rse-Aktion verbundene Befehlsfolge wird auf p-Code-Ebenea
durch ein eindeutiges Label identifiziert, wodurch eine Adressierung an allen Stellen der Zugriffs-
Befehlsfolge erm ¨  glicht wird.o
E i n e g e r i n g f ¨  g i g v e r b e s s e r t e F r m d e r o b e n a n g e b e n e n S c h e m a t a e r g i b t s i c h d u r c h g e e i g n e t eu o
Z u s a m m e n f a s s u n g g e m e i n s a m e r C o d e - T i l - S e q u e n z e n u n t e r z u s ¨  t z l i c h e r A u s n u t z u n g d e r S t a c k -e a
Architektu r d e r p - M a s c h i n e ; d i e S t a c k - A r c h i t e k t u r e r l a u b t e s n ¨  m l i c h , d i e ben ¨  tigten Lade- unda o
 S p e i c h e r b e f e h l e z u t r e n n e n u n d l e t z t e r e ( j e n a c h A k t i o n s k l a s s e ) z u i s o l i e r e n . M a n e r h ¨  l t d a m i ta
folgende Schemata:
f ¨  r eine shift-Aktion:u ____
 L shift i
LDCi i              -- lade State-Nr.
UJP  L shift
            f ¨  r eine reduce-Aktion:u ______
 L reduce j
LDCi j              -- lade Regel-Nr.
LDCi l              -- lade Lnge der rechten Seite
LDCi     nt         -- lade Nonterminal-Nr.
UJP  L reduce
            mit :
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L shift
speichere <AKTSTATE>     -- Speichern der State-Nr.
LDCi      shift
speichere <AKTION>       -- Aktionsdefinition "shift"
UJP       L exit
            und:
L reduce
speichere  <AKTNONT>     -- Speichern Nonterminal-Nr.
speichere  <AKTLAENGE>   -- Speichern Lnge der recht. Seite
speichere  <AKTREGEL>    -- Speichern Regel-Nr.
LDCi      reduce
speichere  <AKTION>      -- Aktionsdefinition "reduce"
UJP       L exit
            Schema 7.3: Informationszuweisung unter Ausnutzung der p-Maschinen-Stack-Architektur.
Eine weitere (marginale) V rbesserung ergibt sich durch geeignetes Zusammenfassen von Kompo-e
n e n t e n u n d w e i t e r e s A u s n u t z e n g e m e i n s a m e r T i l e u n t e r B e a c h t u n g d e r S t a c k a r c h i t e k t u r d e r p -e
Maschine:
L error
LCDi      error
UJP       L store
L shift
speichere  <AKTSTATE>    -- Speichern der State-Nr.
LDCi      shift
UJP       L store
L reduce
speichere  <AKTNONT>     -- Speichern Nonterminal-Nr.
speichere  <AKTLAENGE>   -- Speichern Lnge der recht. Seite
speichere  <AKTREGEL>    -- Speichern Regel-Nr.
LDCi      reduce
UJP       L store
L shift_reduce
speichere  <AKTNONT>     -- Speichern Nonterminal-Nr.
speichere  <AKTLAENGE>   -- Speichern Lnge der recht. Seite
speichere  <AKTREGEL>    -- Speichern Regel-Nr.
LDCi      shift_reduce
L store
STRi      <AKTION>  -- Speichern Aktionsdefinition
L exit
            Schema 7.4: Gemeinsames Code-Segment f ¨  r das Abspeichern.u
Der bei einer Erzeugung von Code gem ¨  β der angegebenen Schemata insgesamt ben ¨  tigte Codea o
 ergibt sich damit zu:
2 * |shift-Aktionen| + 4 * |reduce-Aktionen| + 12
Befehle.
7.1.1.2  Geeignete Schemata f ¨  r den Zugriff auf Analyse-Matrix-P sitionen.u o
 Wir gehen nun auf die Generierungs-Schemata ein, die eine g ¨  nstige Darstellung des Zugriffs aufu
eine P sition der Analyse-Matrix erm ¨  glichen sollen. Eine erste V rbesserung ergibt sich bei dero o e
Umsetzung in p-Code auf Generato r - E b e n e d a d u r c h , d a β s t e t s b e k a n n t i s t , zu welchem Ziel ein
Sprung aus einer Sprungtabelle f ¨  hren muβ und ebenso die L ¨  nge jeder anzulegenden Sprungtabelle.u a
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W i r k ¨  n n e n d a h e r e i n K o n t r o l l fl u β - S c h e m a a n g e b e n , d a s s p e z i e l l d i e u n n ¨  t i g e n S p r u n g k e t t e no o
¨ berfl ¨  ssig macht; das vorgeschlagene Schema vereinfacht gleichzeitig die Code-Erzeugung, indemu u
 T ilaufgaben nacheinander und nicht mehr verschachtelt bearbeitet werden k ¨  nnen. Diese Entzer-e o
rung l ¨  βt sich durch Bild 7.3 veranschaulichen.a
Da wir auf Generator-Ebene alle Sprungziele kennen, k ¨  nnen wir Schema 7.2 in eine g ¨  nstigereo u
F rm ¨ berf ¨  hren, indem wir den dort erforderlichen Sprung ¨ ber die verschiedenen Anweisungsfol-o u u u
 gen streichen und die Sprungtabelle unmittelbar erzeugen; wir erhalten das verbesserte Schema 7.5a.
Wir ben ¨  tigen also nicht mehr den Sprung ¨ ber die Anweisungsfolgen (diese sind in den Zuwei-o u
sungssequenzen isoliert) und ebenfalls nicht mehr den R ¨  ckkehrsprung aus den inneren case-State-u
ments, da wir den Kontrollfluβ linearisiert hab e n . ( W i r v e r w e n d e n w e i t e r h i n d i e B e z e i c h n u n g en
“ ¨  uβeres” und “inneres” case-Statement, obwohl wir eigentlich nur noch die Sprungtabelle verwen-a
den werden.)
Ebenso entfallen die eigentlichen Anweisungsteile, da sie als feste Befehlsfolgen (f ¨  r die Zuweisungu
von T belleninformation) erzeugt werden; von der case-Statement-Struktur wird also tats ¨  chlich nura a
noch die Sprungtabelle und deren V rwaltung ben ¨  tigt.e o
+-----------+| uÆeres   || case-     || Statement || -         |
------| | Sprung- ||     | | Tabelle ||  ---| V         ||  |  +-----------+|  ||  ||  |->+-----------+|     | inneres   ||     | case-     ||     | Statement ||     | -         ||     | | Sprung- ||     | | Tabelle |  --->  AusSpr)nge zur fest generierten|     | V         |        Informations-Zuweisungs-Sequenz|     +-----------+
:|         :||---->+-----------+| inneres   || case-     || Statement || -         || | Sprung- || | Tabelle |  --->| V         |
+-----------+
            
Abb. 7.3: Kontrollfluβ-Schema f ¨  r den Zugriff auf Analyse-Matrix-P sitionen.u o
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+---------------+| berechne Wert || der case-expr.|
+---------------+
L cv
CHKi  min max          -- Test ob expression in range
DECi      min          -- Normierung auf untere Grenze
XJP   L tab            -- indizierter Sprung
L tab
UJP   L c0             -- Sprungziele sind
: innere case-Statements bzw.
: Zuweisungs-Sequenzen
UJP   L cn
            Schema 7.5a: V rbesserte Code-Struktur f ¨  r das case-Statement.1e u
Wir gehen nun n ¨  her auf die Struktur des Codes zur V rwaltung des case-Statements ein. Hier wirda e
eine korrekte Adressierung der Sprungtabelle errechnet; wir haben folgende Code-Sequenz:
lade (KCODE)   -- lade den Sprungindex
CHKi min max   -- ueberpruefe, ob Wert im zulssigen
Intervall liegt
DECi min       -- normalisiere auf untere Grenze
des Sprungintervalls
            F ¨  r i n n e r e u n d ¨ u β e r e c a s e - S t a t e m e n t s g i l t , d a β d e r W r t d e r c a s e - e x p r e s s i o n d e m W r t e i n e ru a e e
V riablen (namlich AKTST TE bzw. KCODE) entspricht. Der CHK-Befehl ¨ berpr ¨  ft, ob diesera A u u
 W rt im zul ¨  ssigen Intervall min..max der Sprungtabelle liegt. Durch DECi erfolgt eine Normali-e a
 sierung auf die untere Grenze der Sprungtabelle, also eine Reindizierung auf das Intervall 0..(max-
min); DECi ist nicht n ¨  tig, falls min=0.o
Betrachten wir den CHK-Befehl genauer; seine V rwendung ist problematisch, da eine V rletzunge e
der Bereichsbedingung zu einem Laufzeitfehler f ¨  hrt. Wir m ¨  ssen ihn daher durch eine Befehlsfolgeu u
 ersetzen, der eine qualifizierte F rtsetzung des Programms erm ¨  glicht, etwa durch eine Abfrage dero o
F rmo
if  (KCODE >= min) and (KCODE<=max) then …
 Dies ergibt folgende p-Code-Sequenz:
lade (KCODE)
LDCi  min
GEQi           -- KCODE >= min
lade (KCODE)
LDCi  max      -- KCODE <= max
LEQi
AND
FJP   L error  -- Fehler!
            Bei direkter Generierung von Code l ¨  βt sich dieses Schema verbessern, indem wieder die Stack-a
Architektur der p-Maschine ausgenutzt wird: wir k ¨  nnen die lade (KCODE)-Befehle an den Beginno
der Zugriffsequenz (vor das ¨ uβere case-Statement) verlagern; die geladenen W rte bleiben auf dema e
p - M a s c h i n e n - S t a c k v o r h a n d e n , b i s s i e d u r c h d i e A b f r a g e n f o l g e b z w . b e i d e r V r w e n d u n g a l se
Sprungindex “verbraucht” werden. Diese Code-Sequenz kann also in allen inneren case-Statements
eingespart werden.
D i e s e V r l a g e r u n g i s t s p e z i e l l u n p r o b l e m a t i s c h d u r c h d i e O r g a n i s a t i o n d e s T b e l l e n - C o d e s a l se a
Prozedur; werden etwa zuviele W rte von KCODE auf den p-Maschinen-Stack geladen, so werdene
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diese beim V rlassen der Prozedur durch Freigabe des zugeh ¨  rigen Stackrahmens aus dem Stacke o
entfernt.
Somit ergibt sich folgendes Schema:
lade (KCODE)   --   Folge von Lade-Instruktionen
:              vor aeusserem case-Statement
lade (KCODE)        identisch fuer alle inneren
case-Statements
:
:
-- (eigentl.) Verwaltungssequenz
LDCi  min      -- KCODE >= min?
GEQi
LDCi  max      -- KCODE <= max?
LEQi
AND
FJP   L error
            Schema 7.5b: V rwaltungsteil der inneren case-Statements.e
Die Anzahl der ben ¨  tigten lade (KCODE)-Instruktionen ist hier fest, sie kann jedoch stets (s. unten)o
in Abh ¨  ngigkeit von den verwendeten Schemata berechnet werden.a
7.1.1.3  Spezielle Code-Schemata f ¨  r das innere case-Statement.u
Im folgenden Abschnitt gehen wir genauer auf die Erzeugung von Code-Sequenzen zur Darstellung
der inneren case-Statements ein. Diese Betrachtung ist notwendig, da die generelle V rgehensweiseo
 der Anlage eines case-Statements zur Darstellung jeder Zeile der Analyse-Matrix zu starr ist.
Betrachten wir nochmals die allgemeine F rm der Sprungtabelle:o
XJP   L tab       --  indizierter Sprung
L tab
UJP   L c0        --  Sprungtabelle
:
UJP   L cn
            Die Semantik der XJP-Instruktion ist so definiert, daβ der W rt der case-expression auf den Inhalte
des Befehlszahlers (PC) addiert  wird; damit ergibt sich als n ¨  chster auszuf ¨  hrender Befehl einer dera u
unter L tab eingetragenen Spr ¨  nge.u
D i e s e F r m i s t f ¨  r d i e Darstellung d e s ¨ u β e r e n c a s e - S t a t e m e n t s n a c h u n s e r e r K o n s t r u k t i o n s e h ro u a
elegant: zu jedem P rser-Zustand gibt es eine entsprechende Zeile der Analyse-Matrix, die entstan-a
dene Sprungtabelle ist daher dichtbesetzt. F ¨  r die inneren case-Statements gilt dies nicht, da sichu
die Matrix-Zeilen gerade dadurch auszeichnen, daβ sie d ¨  nnbesetzte V ktoren sind (error-Eintr ¨  geu e a
werden als L ¨  cken betrachtet). Die unmittelbare Umsetzung einer Matrix-Zeile in die F rm eineru o
Sprungtabelle liefert daher:
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XJP L tabi
L tabi
UJP  L aij1
UJP  L error
:
UJP  L error
UJP  L aij2
UJP  L error
:
UJP  L error
UJP  L aij3
            V rgleicht man diesen Code mit der entsprechenden Matrix-Zeile, so ergibt sich folgendes Bild:e
+--------+----+--------+----+--------+----+-------------+
i : |////////|aij1|  ....  |aij2|  ....  |aij3|/////////////|
+--------+----+--------+----+--------+----+-------------+
            Durch die Eingangsabfragefolge im V rwa l t u n g s t e i l e i n e s c a s e - S t a t e m e n t s w e r d e n die schraffierte
gezeichneten Eintr ¨  ge der Zeile erfaβt; eine Sprungtabelle wird nur f ¨  r das Intervall aij ..aij an-a u 1 n
 gelegt, jedoch ohne Ber ¨  cksichtigung der internen Struktur des Intervalls. Da eine Sprungtabelleu
 jedoch den gesamten Bereich umfassen muβ, in dem definierte Eintr ¨  ge liegen, ergeben sich L ¨  ngea a
Sprungketten mit vielen Fehlerausgangen.
Diese einfache F rm der Code-Erzeugung bedarf daher dringend einer V rbesserung; es ist klar, daβo e
die Erzeugung und die F rm einer Sprungtabelle abh ¨  ngig sein muβ von der L ¨  nge des zu ber ¨  ck-o a a u
sichtigenden Zeilenbereichs und dessen interner Strukturierung. Eine Sprungtabelle  erlaubt zwar
 d e n l a u f z e i t g ¨  n s t i g e n Z u g r i f f a u f M a t r i x - E l e m e n t e , i h r e V r w e n d u n g f ¨  r u n s e r e A n w e n d u n g i s tu e u
jedoch nur sinnvoll, wenn das V rh ¨  ltnis Laufzeitvorteil zu Programmspeicheraufwand vertretbare a
 bleibt. Wir geben ein weiteres Beispiel zur V ranschaulichung des Problems:e
case KCODE of
1 :  ...
2,
3 :  ...
100,
101,
103 :  ...
200,
201,
205 :  ...
end;
            Beispiel 7.1: D ¨  nnbesetzte Sprungtabelle.u
¨Die Ubersetzung dieses Code-Segments ergibt eine Sprungtabelle der L ¨  nge 204, in der lediglich 9a
Spr ¨  nge “ben ¨  tigt” werden; diese Situation ist einigermaβen typisch bei unserer Anwendung.u o
 Eine Alternative zur Anlage einer Sprungtabelle besteht in der Generierung von Code in der F rmo
 e i n e r l i n e a r e n K e t t e v o n A b f r a g e n . F ¨  r e i n e s o l c h e A b f r a g e l ¨  β t s i c h f o l g e n d e s C o d e - S c h e m au a
angeben:
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lade (KCODE)
LDCi  term1        -- lade Nr. eines Terminalssymbols
als Vergleichswert
NEQi
FJP   L action1    -- bei Uebereinstimmung Zuweisung
der entsprechenden Information
            Am Ende der Abfragekette wird ein zus ¨  tzlicher Sprung zur Zuweisungssequenz der error-Aktiona
ben ¨  tigt. Wie schon angegeben, k ¨  nnen die lade-(KCODE)-Instruktionen vorgezogen werden, proo o
A b f r a g e w e r d e n n u r n o c h 3 p - C o d e - B e f e h l e b e n ¨  t i g t . ( A u f G e n e r a t o r - E b e n e i s t d i e L ¨  n g e d e ro a
l ¨  ngsten Kette bekannt, damit auch die Anzahl der maximal ben ¨  tigten Lade-Befehle.)a o
F ¨  r die Darstellung einer Matrix-Zeile werden bei V rwendung obigen Schemas alsou e
3 * |Zeilen-Eintr ¨  ge| + 1a
p-Code Befehle ben ¨  tigt; dies ergibt f ¨  r die Darstellung des case- Statements aus Beispiel 7.1 nur 28o u
Befehle.
Als Kompromiβ zwischen der Anlage der Laufzeit-g ¨  nstigen, jedoch langen Sprungtabelle und deru
V r w e n d u n g d e s S c h e m a s f ¨  r e i n e A b f r a g e k e t t e s c h l a g e n w i r e i n e g e e i g n e t e P r t i o n i e r u n g d e re u a
Sprungtabelle vor. Die hier vorgestellte V rgehensweise entspricht dem in [HeM 82] beschriebeneno
V rfahren und wurde unabh ¨  ngig davon entwickelt.e a
Wie leicht erkennbar, zerf ¨  llt die normalerweise f ¨  r Beispiel 7.1 anzulegende Sprungtabelle in dreia u
deutlich unterscheidbare Komponenten. W ¨  nschenswert w ¨  re nun, eine solche d ¨  nnbesetzte Sprung-u a u
tabelle in T iltabellen aufzuteilen, deren getrennte Realisierung als Sprungtabellen eine insgesamte
g ¨  nstigere Darstellung auf Code-Ebene erm ¨  glicht.u o
Die V rgehensweise i s t n u n d i e , d a β ( a u s g e h e n d v o n e i n e r s i c h f ¨  r e i n e g e g e b e n e M a t r i x-Zeileo u
ergebende Sprungtabelle) eine geeignete P rtionierung der F rma o
(i ..k ) (i ..k ) … (i ..k )1 1 2 2 n n
 gesucht wird; dabei steht (i ..k ) f ¨  r ein Intervall der urspr ¨  nglichen Sprungtabelle. Eine P rtition istu u aj j
 (bei dem Ziel einer minimalen Code-L ¨  nge) dann geeignet, wenn die Differenz i – k gr ¨  βer ist alsa oj+1 j
 die Anzahl der sonst erforderlichen Fehler-Ausspr ¨  nge (in der Ausgangs-Sprungtabelle) abz ¨  glichu u
der zur V rwaltung (also Auswahl der P rtition, V rwaltungsteil einer zus ¨  tzlichen Sprungtabelle)e a e a
 n ¨  tigen Befehle.o
Der Zugriff auf die f ¨  r die P rtionen anzulegenden Sprungtabellen l ¨  βt sich leicht h ¨  henbalanciert-u a a o
baumartig in Code ¨ bersetzen, indem zun ¨  chst Code f ¨  r das mittlere Element der P rtionsliste, dannu a u a
Code f ¨  r das mittlere Element der linken und rechten H ¨  lfte der P rtionsliste erzeugt wird, bis dieu a a
 derart durch Halbierung entstandenen T illisten nur noch ein Element enthalten; f ¨  r diese Elementee u
(in einem Baum den Bl ¨  ttern entsprechend) wird kein Code ben ¨  tigt. Der zu erzeugende Code hata o
folgendes Muster:
lade (KCODE)
LDCi   kj          -- lade obere Intervall-Grenze
LEQi               -- <= ?
FJP   L ...        -- Sprung zur nachsten Abfrage-Sequenz
            Durch dieses Codemuster reduziert sich die im V rwaltungsteil der Sprungtabelle vorzunehmendee
Abfrage auf die Code-Sequenz:
Spezielle Code-Schemata f ¨  r das innere case-Statement. 103u
lade (KCODE)
LDCi   ij           -- lade untere Intervall-Grenze
GEQi                -- >= ?
FJP   L error
            Es ist also nur noch eine Abfrage bzgl. der unteren Grenze der T il-Sprungtabelle n ¨  tig. Wie schone o
b e s c h r i e b e n k ¨  n n e n z u d e m d i e l a d e ( K C O D E ) - B e f e h l e v o r g e z o g e n w e r d e n ; d i e A n z a h l d e ro
ben ¨  tigten Lade-Befehle ergibt sich zuo
H ¨  he (Zugriffsbaum) + 1o
+------------+| Initia-    |         vorgezogene ’lade (KCODE)’-| lisierung  |         Instruktionen
+------------+
+------------+| aeusseres  |         Schema 7.5 unter Berueck-| case-      |         sichtigung der ang.| Statement  |         Modifikationen
-------| -          |         evtl.|    : | | Sprung-  |  -->    direkter Sprung zu|    : | | Tabelle  |         Informations-Zuweisung|  ----| V          ||  |   +------------+|  ||  |-->+------------+         Schema 7.5, (Schema 7.5b)|      | inneres    |         oder Abfragekette|      | case-      |         oder partionierte Sprungtab.|      | Statement  ||      | (in einer  |  -->|      | der vorgst.|  :   Spruenge zu|      | Formen)    |  :   Informationszuweisung|      |            |  -->|      +------------+||    :|
------>+------------+         Schema 7.5, (Schema 7.5b)| inneres    |         oder Abfragekette| case-      |         oder partionierte Sprungtab.| Statement  || (in einer  |  -->| der vorgst.|  :   Spruenge zu| Formen)    |  :   Informationszuweisung|            |  -->
+------------+
+------------+         Schema 7.3| feste      || Zuweisungs-|| Code-      || Sequenzen  || ---------- || Code fuer  || error-Akt. |
+------------+
+------------+         Schema 7.4| gem.       || Speicherung|
+------------+
RETP -- Verlassen der Prozedur
            
Abb. 7.4: Code-Struktur, Programmdarstellung der ACTION-T belle (Meth. 1)a
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Die Darstellung einer Matrix-Zeile nach diesem V rfahren erfordert wesentlich weniger Code, wobeie
j e d o c h d e r L a u f z e i t v o r t e i l b e i V r w e n d u n g e i n e r S p r u n g t a b e l l e w e i t g e h e n d e r h a l t e n b l e i b t . E i n ee
Umsetzung von Beispiel 7.1 erfordert (wie bei der Abfragekette) 28 p-Code-Befehle. Als Spezialfall
ergibt sich bei dieser V rgehensweise ein (reiner) h ¨  henbalancierter Baum, wenn die L ¨  nge einero o a
P rtition mit 1 angenommen und auf die Anlage einer Sprungtabelle verzichtet wird.a
A l s z u s ¨  t z l i c h e V r b e s s e r u n g k a n n ( v o r d e r e i g e n t l i c h e n E r z e u g u n g v o n C o d e , g l e i c h o b a l sa e
partionierte Sprungtabelle oder als lineare F lge von Abfragen) die L ¨  nge der in Code umzuset-o a
 zenden Eintr ¨  ge einer Matrix-Zeile dadurch verringert werden, daβ der h ¨  ufigste (reduce-) Eintraga a
als Sonderfall (“don’t-care”-Aktion) behandelt wird, indem er als “else”-F ll interpretiert wird. Ima
F lle der Darstellung in einer Sprungtabelle wird die dazu geh ¨  rende Informationszuweisung alsa o
 A u s g a n g s s p r u n g ( a n s t e l l e e i n e s F e h l e r a u s g a n g s ) i m V r w a l t u n g s t e i l , b e i e i n e r A b f r a g e k e t t e a l se
letzter (unbedingter) Sprung erzeugt.
Als Spezialfall l ¨  βt sich f ¨  r das innere case-Statement eine leere Befehlsfolge erzeugen, wenn f ¨  ra u u
einen P rser-Zustand nur eine reduce-Aktion (u.U. als “don’t-care”-Ation) definiert ist; in diesema
F ll kann das innere case-Statement ersetzt werden durch einen direkten Sprung aus der Sprungta-a
belle des ¨ uβeren case-Statement zu dem f ¨  r die reduce-Aktion vorgesehen Zuweisungssegment.a u
Die Gesamtstruktur des bei direkter Code-Erzeugung auf Generator- Ebene verwendeten Schemas ist
in Bild 7.3 zusammengefaβt.
7.1.2  Erzeugung der ACTION-T fel als programmstrukturiertes p-Code-a
Segment unter Zuhilfenahme einer internen T bellenumformung.a
 D i e b i s h e r b e t r a c h t e t e M e t h o d e z u r D a r s t e l l u n g d e r A n a l y s e - M a t r i x e r g i b t z w a r b e s s e r e n C o d e ,
jedoch ist das Ergebnis nicht ganz zufriedenstellend, da speziell der Zugriff auf die Eintr ¨  ge einera
Zeile aufwendig codiert werden muβ.
In diesem Abschnitt werden wir nun versuchen, mithilfe einer internen Umformung der Analyse-
Matrix eine f ¨  r die direkte Erzeugung von p- Code in Programm-Struktur geeignetere Ausgangsbasisu
z u e r h a l t e n . D e r v o r g e s c h l a g e n e A n s a t z s t ¨  t z t s i c h a u f e i n e M e t h o d e z u r E r z e u g u n g k o m p a k t e ru
T bellen, die (nach einem V rschlag von Johnson) in [AhU 78] beschrieben ist. Obwohl das V r-a o e
fahren eher zur Behandlung einer Zustands ¨  bergangs-T belle (etwa der GOTO-T belle) geeignet ist,u a a
l ¨  β t e s s i c h a u c h a u f d i e A C T I O N - T b e l l e a n w e n d e n . W i r v e r w e n d e n d i e s e M e t h o d e n u n a l sa a
Hilfskonstruktion zur direkten Generierung von p-Code.
Zur V ranschaulichung der Methode orientieren wir uns (wie bisher) an der P rser-T belle ACTIONe a a
 u n d g e b e n d i e v e r a n d e r t e D a r s t e l l u n g d e r T b e l l e w i e d e r z u n ¨  c h s t i n d e r F r m e i n e s P S C A L -a a o A
Quellcode-Segments an; danach zeigen wir, wie sich die gewonnene F rm zur direkten Generierungo
von p-Code verwenden l ¨  βt. Speziell wird der Zugriff auf die Information verbessert, die Zuweisunga
der Information erfolgt wie in Kap. 7.1.1.1. beschrieben.
Das verwendete V rfahren besteht im wesentlichen darin, eine Reduzierung des zur Darstellung dere
Analyse-Matrix ben ¨  tigten Speicherplatzes durch Linearisierung der Matrix-Zeilen bei gleichzeitigero
¨Uberlagerung identischer T illisten zu erzielen; diese V rgehensweise bedingt dann allerdings eine o
etwas komplexeres Zugriffsverfahrens auf die Eintr ¨  ge und die zus ¨  tzliche Ablage von Kontroll-a a
 information.
 Die Datenstruktur zur Realisierung dieses V rfahrens besteht aus vier Feldern, deren Bezeichnungene
w i r aus [AhU 74] ¨ bernehmen. Die Dimensionen dieser Felder k ¨  nnen zur G e n e r i e r u n g s z e i t b e -u o
stimmt werden und sind fest zur Compile-Zeit. Zwei dieser Felder (BASE und DEF ULT) dienenA
zur Adressierung bzw. der Kontrolle des Zugriff auf die beiden anderen (NEXT und CHECK), von
E r z e u g u n g d e r A C T I O N - T f e l a l s p r o g r a m m s t r u k t u r i e r t e s p - C o d e - S e g m e n t u n t e r Z u h i l f e n a h m ea
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denen NEXT die eigentliche Aktionsinformation beinhaltet und CHECK zur Kontrolle verwendet
wird. Wir veranschaulichen die Struktur durch folgendes Bild:
DEFAULT  BASE NEXT    CHECK
+-------+-------+             +-------+-------+|       |       |             |       |       |
+-------+-------+             +-------+-------+|       |       |   ----->+   |       |       |
+-------+-------+  /      |   +-------+-------+
i-->|       |   ----|--       v   |       |       |
+-------+-------+             +-------+-------+|      |       |              |       |       |
            
1Abb. 7.5: T bellenstruktur und Adressierungsschema.a
Durch die Linearisierung der Matrix und die Adressierung des Aktionsvektors ¨ ber die BASE-u
 T belle k ¨  nnen ¨ berlagerte Zeilen adressiert werden; dabei ist durch die Kontrolleintr ¨  ge in CHECKa o u a
 und DEF ULT stets gew ¨  hrleistet, daβ nur korrekte Eintr ¨  ge adressiert bzw. Fehler stets erkanntA a a
 werden; wir gehen hier nicht weiter darauf ein.
Der Zugriff auf diese Datenstruktur ist nun folgendermaβen definiert:
ACTION (i,a ) :=k
if CHECK [BASE [i] + a ] = ik
then  NEXT [BASE [i] + a ]k
else  ACTION (DEFAULT [i], a );k
B e i d e r K o n s t r u k t i o n d e r T b e l l e n b e s t e h t d a s P r o b l e m d a r i n , f ¨  r j e d e n Z u s t a n d d i e g e e i g n e t ea u
Basisadresse zu finden, die zur Adressierung der korrekten NEXT/CHECK-Eintr ¨  ge verwendet wer-a
den kann; diese Adressierung erfolgt relativ zur Basisadresse BASE[i] f ¨  r alle a , i=0,…,MaxT rm,u ei
wobei MaxT rm den maximalen Klassencode der T rminals der Eingabegrammatik bezeichnet.e e
Eine BasisadresseSb ist dann geeignet, wenn alle f ¨  r einen State definierten Aktionen ¨ ber sie inu u
NEXT/CHECK adressiert werden k ¨  nnen, ohne daβ Kollisionen mit schon existierenden Eintr ¨  geno a
auftreten; eine Kollision tritt genau dann auf, wenn es zu einer Matrix-Zeile a ,…,a ein j gibti0 in
 (j=0,…,n) mit NEXT [b + j] <> a .ij
Zus ¨  tzlich wird gefordert, daβ die Gesamtgr ¨  βe der NEXT/CHECK-T belle minimal ist bzgl. allera o a
m ¨  g l i c h e n R e a l i s i e r u n g e n f ¨  r d i e g e g e b e n e A C T I O N - T b e l l e . D i e s e N e b e n b e d i n g u n g i s t j e d o c ho u a
kaum zu erf ¨  llen; daher werden in [AhU 78] heuristische Methoden zur Auswahl der Basisadresseu
v o r g e s c h l a g e n , d i e e i n e m ¨  g l i c h s t g ¨  n s t i g e B e l e g u n g d e r T b e l l e e r l a u b e n . D a n n i s t n a t ¨  r l i c ho u a u
i n s b e s o n d e r e n i c h t m e h r g e w ¨  h r l e i s t e t , d a β a l l e E i n t r ¨  g e d e r N E X T / C H E C K - T b e l l e a u s g e n u t z ta a a
werden k ¨  nnen, sondern es werden L ¨  cken entstehen.o u
Eine einfache heuristische Methode besteht darin, (wie in [AhU 78] vorgeschlagen) f ¨  r BASE[i] denu
n i e d r i g s t e n I n d e x i n N E X T / C H E C K z u n e h m e n , f ¨  r d e n k e i n e K o l l i s i o n e n a u f t r e t e n . E i g e n eu
Untersuchungen (vgl. auch [Gro 83]) haben jedoch ergeben, daβ sich die Ergebnisse verbessern las-
sen, wenn States mit “langen” Aktionslisten (d.h. die Analyse-Matrix-Zeile enthalt viele Eintr ¨  ge)a
gegen ¨  ber States mit nur “kurzen” bevorzugt behandelt werden.u
Durch diese Reihenfolge bei der Zuordnung von Basisadressen in der NEXT/CHECK-T belle ergibta
sich unmittelbar, daβ States f ¨  r die nur eine legale Aktion definiert ist, zun ¨  chst nicht in der obenu a
vorgeschlagenen W ise behandelt werden, sondern erst dann eine Basisadresse zugeteilt bekommen,e
_________________________________________________________________________________________________________________
1. Das BASE/DEF ULT-P ar wird ¨ ber den P rser-State adressiert; BASE enth ¨  lt einen Zeiger auf die NEXT/CHECK-T belle, der dieA a u a a a
 Basisadresse des Aktionsvektors (=Zeile der Analyse-Matrix) zu diesem Zustand enth ¨  lta
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w e n n a l l e a n d e r e n S t a t e s s c h o n b e r ¨  c k s i c h t i g t s i n d . D a f ¨  r d i e s e S t a t e s n u r e i n E i n t r a g i n d e ru u
NEXT/CHECK-T belle ben ¨  tigt wird, k ¨  nnen so gerade L ¨  cken, die aus der vorangehenden Be-a o o u
 handlung von States mit “L ¨  ngen” Aktionslisten resultieren, ausgenutzt werden.a
Eine weitere V rbesserung erh ¨  lt man dadurch, daβ f ¨  r P rser-Zust ¨  nde mit nur einer (evtl. durche a u a a
 ¨
 “don’t-care”-Uberlagerung entstandenen) reduce-Aktion keine Platze in der NEXT/CHECK-T bellea
zugeordnet werden, sondern die zugeh ¨  rige Aktion direkt in der BASE/DEF ULT-T belle einge-o A a
 tragen wird. Diese V rgehensweise reduziert die T bellengr ¨  βe (im Mittel, auf der Grundlage vono a o
 Beispielgrammatiken) auf etwa ein Drittel der urspr ¨  nglichen Gr ¨  βe.u o
Wir werden nun im folgenden darauf eingehen, wie wir dieses Schema f ¨  r die direkte Generierungu
von kompaktem Code ausnutzen k ¨  nnen.o
7.1.2.1  Generierung von Code mit Hilfe der T bellenstruktur.a
 Wir k ¨  nnen die nach diesem V rfahren erzeugten T bellen als Grundlage f ¨  r die Generierung vono e a u
Code verwenden; die naheliegende Darstellung ergibt sich wieder in der F rm eines case-Statements,o
indem wir die T bellen-Information in folgender W ise notieren:a e
(1)  case AKTSTATE of
0 :  begin  DEFAULT := j; BASE := i end;
:
:
n :  begin  DEFAULT := l; BASE := k end;
end;  { case )ber die Parser-States }
:
(2)  case (KCODE + BASE) of
0 : begin  CHECK := x;  Aktionszuweisung  end;
:
:
m : begin  CHECK := y;  Aktionszuweisung  end;
end;  { case )ber die NEXT/CHECK-Tabelle }
            Schema 7.6: Programm-Struktur nach Auswertung der T bellen in P SCAL-Notation.a A
 Die case-Statements, die wir nach obiger Konstruktion erhalten haben, zeichnen sich vor allem durch
folgende Eigenschaften aus:
– die Sprungkette f ¨  r das erste case-Statement ist v ¨  llig besetztu o
– die Sprungkette f ¨  r das zweite case-Statement ist (nach Konstruktion) im V rh ¨  ltnisu e a
 z u r L ¨  n g e d i c h t b e s e t z t d . h . n u r w e n i g e S p r ¨  n g e i n d e r ( n u n r e l a t i v L ¨  n g e n )a u a
Sprungkette f ¨  hren zu Fehler-Eintr ¨  genu a
1
– die Anweisungsfolgen, die zu jedem case-Label geh ¨  ren, sind homogeno
Diese Eigenschaften erlauben eine g ¨  nstige Darstellung der angegebenen Programmstruktur auf p-u
C o d e - E b e n e ; e s e r g e b e n s i c h z w e i M ¨  g l i c h k e i t e n , d i e ( i n A b h ¨  n g i g k e i t v o n d e r n a c h T b e l -o a a
l e n e r s t e l l u n g k o n k r e t v o r l i e g e n d e n S i t u a t i o n ) a u f G e n e r a t o r - E b e n e w a h l w eise v e r w e n d e t w e r d e n
k ¨  n n e n . W i r b e t r a c h t e n z u n ¨  c h s t d i e A n w e i s u n g s f o l g e n , d i e m i t d e n c a s e - L a b e l s d e r o . a . c a s e -o a
Statements verbunden sind.
Die Anweisungsfolgen in case-Statement (1):
i : begin DEF ULT := k; BASE := j end;A
_________________________________________________________________________________________________________________
1. Wir nennen Code-Sequenzen homogen, falls ihre L ¨  ngen gemessen in p-Code-Instruktionen ¨ bereinstimmen; wir gehen davon aus, daβa u
alle p-Code-Instruktionen gleiche L ¨  nge habena
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ergibt folgende p-Code-Sequenz:
L i
LDCi     k
STRi   <DEFAULT>
LDCi     j
STRi   <BASE>
UJP    L case21
            Wie schon an anderer Stelle beschrieben lassen sich die Speicherbefehle isolieren und einmal f ¨  r alleu
Anweisungsfolgen v o r d a s z w e i t e c a s e - S t a t e m e n t p l a z i eren; sie k ¨  nnen nach Konstruktion sogaro
 g a n z e n t f a l l e n , w e n n d i e S i t u a t i o n a u f d e m p - M a s c h i n e n - S t a c k b e i E r r e i c h e n d e s z w e i t e n c a s e -
Statements ber ¨  cksichtigt wird:u
|         |
+---------+| (Deflt) |     -- Wert fuer DEFAULT
+---------+
SP-->| (Base)  |     -- Wert fuer BASE
+---------+
            
Abb. 7.6: Stack-Situation bei Erreichen von L case2.
Im weiteren Ablauf wird n ¨  mlich der W rt von BASE unmittelbar ben ¨  tigt, der Default-W rt nura e o e
 dann, wenn der V rgleich von AKTST TE mit CHECK false ergibt. Die n ¨  tige p-Code-Sequenze A o
reduziert sich so zu:
L i
LDCi     k
LDCi     j
UJP    L case2
            Schema 7.7: Code-Sequenz einer Anweisungsfolge von case-Statement(1).
F ¨  r eine Anweisungsfolge von case-Statement (2):u
i : begin  CHECK := j; Aktionszuweisung ; end;
ergibt sich (in Abh ¨  ngigkeit von der erforderlichen Aktion) als entsprechende p-Code-Sequenz:a
a) shift-Aktion:____
L i
LDCi check
UJP  L shift i    -- Zuweisungs-Sequenz fuer Aktion shift i
            b) reduce-/shift-reduce-Aktion:_____ ___ ______ _ _
 L i
LDCi check
UJP  L reduce j   -- Zuweisungs-Sequenz fuer Aktion reduce j
            Schema 7.8: Code-Sequenz einer Anweisungsfolge von case-Statement (2) (L shift i bzw. L reduce j
wie in Schema 7.3)
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Wieder nutzen wir die Stackeigenschaft der p-Maschine aus; nach V rwendung das BASE-W rts ime e
V r w a l t u n g s t e i l d e s c a s e - S t a t e m e n t s ( 2 ) u n d L a d e n e i n e s C H E C K - W r t s l i e g t f o l g e n d e S t a c k -e e
Stuation vor:
|         |
+---------+| (Deflt) |     -- Wert fuer DEFAULT
+---------+
SP-->| (Check) |     -- Wert fuer CHECK
+---------+
            
Abb. 7.7: Stack-Situation nach Laden des CHECK-W rts in case-Statements (2)e
D e r g e l a d e n e W r t v o n C H E C K k a n n ( i n d e r h i e r n i c h t w e i t e r b e t r a c h t e t e n Z u g r i f f s r o u t i n e )e
u n m i t t e l b a r m i t d e m W r t v o n A K T S T T E v e r g l i c h e n w e r d e n ; e i n A b s p e i c h e r n i s t a l s o n i c h te A
erforderlich.
D i e b e i d e n M ¨  g l i c h k e i t e n z u r D a r s t e l l u n g d e r G e s a m t s t r u k t u r u n t e r s c h e i d e n s i c h n u n d a r i n , i no
welcher F rm eine Sprungtabelle f ¨  r die beiden case-Statements angelegt wird; es ergibt sich:o u
¨1. V r w e n d u n g e i n e r S p r u n g t a b e l l e n a c h S c h e m a  7 . 5 u n d d i e z u s ¨  t z l i c h e U b e r l a g e r u n ge a
identischer Anweisungsfolgen (analog zu dem in Kap. 7.1.1.1. beschriebenen V rfahren)e
2. die Integrierung d e r A n w e i s u n g s f o l g e n z u e i n e m c a s e-Label in die Sprungtabelle bei__
entsprechender Umrechnung des Sprungindex (diese M ¨  glichkeit nutzt insbesondere dieo
H o m o g e n i t ¨  t d e r A n w e i s u n g s f o l g e n a u s ) . ( W i r n e n n e n d i e V r w e n d u n g v o n 1 .a e
Methode(2), von 2. Methode(3).)
W lche dieser M ¨  glichkeiten im konkreten F ll g ¨  nstiger ist, h ¨  ngt wesentlich davon ab, welchee o a u a
 F rm die NEXT/CHECK-T belle hat: Hat die T bellenkonstruktion viele L ¨  cken (bei nur wenigeno a a u
¨Uberlagerungen) ergeben, so liefert i.a. Methode (2) den besseren Code. Bei Code- Generierung
 nach der ersten M ¨  glichkeit erhalten wir Bild 7.7:o
Generierung von Code mit Hilfe der T bellenstruktur. 109a
+------------+| erstes     |         Schema 7.5 unter Berueck-| case-      |         sichtigung der ang.| Statement  |         Modifikationen
-------| |          |         evtl.|    : | | Sprung-  |  -->    direkter Sprung zu|    : | | Tabelle  |         Informations-Zuweisung|  ----| V          ||  |   +------------+|  |-->+------------+|      | feste      ||    : | Zuweisung- ||      | Sequenzen  ||    : | nach       ||      | Schema 7.7.|         Spruenge zu|----->|            |         L case2
+------------+
L case2
+------------+         Schema 7.5,| zweites    |         oder Abfragekette| case-      |         oder partionierte Sprungtab.| Statement  |
-------| |          ||    : | | Sprung-  ||    : | | tabelle  ||  ----| V          ||  |   +------------+|  |-->+------------+|      | feste      ||    : | Zuweisung- ||      | Sequenzen  ||    : | nach       ||      | Schema 7.8.|         Spruenge zu|----->|            |         Informationszuweisung
+------------+
+------------+         Schema 7.3| feste      || Zuweisungs-|| Code-      || Sequenzen  || (Aktionen) || ---------- || Code fuer  || error-Akt. |
+------------+
+------------+         Schema 7.4| gem.       || Speicherung|
+------------+
 
Abb. 7.8: Code-Struktur, Programmdarstellung der ACTION-T belle nach M ¨  glichkeit 1 (Methode 2)a o
Zur Code-Erzeugung nach M ¨  glichkeit 2. lassen sich folgende Schemata angeben:o
Generierung von Code mit Hilfe der T bellenstruktur. 111a
L case1
LODi  <AKTSTATE>
LDCi  0             -- Abfrage-Sequenz zur
GEQi Vermeidung des CHK-Befehls
LODi  <AKTSTATE>
LDCi  n
LEQi
AND
FJP  L error
lade  <AKTSTATE>
LDCi         3      -- Laden des Adr.-Faktors
MPI -- Multiplikation
XJP  L cv1
L cv1
L 0
LDCi      default   -- Code nach Schema 7.7
LDCi      base
UJP       L case2
:
:
L n
LDCi      default   -- Code nach Schema 7.7
LDCi      base
UJP       L case2   -- (letzter) Sprung kann
entfallen
L case2
            Schema 7.9: Code-Muster f ¨  r das erste case-Statement.u
L case2
lade  (KCODE)
ADI -- Addiere zu BASE-Wert auf Stack
speichere <temp>    -- Zwischenspeicherung
lade  (temp)
LDCi  0             -- Abfrage-Sequenz zur
GEQi Vermeidung des CHK-Befehls
lade  (temp)
LDCi  n
LEQi
AND
FJP  L error
:
: -- (wird fortgesetzt)
:
:
lade  (temp)
LDCi      2         -- lade Adr.-Faktor
MPI -- Muliplizieren mit Laenge
XJP   L cv1
L cv1
L 0
LDCi   check        -- Code nach Schema 7.8
UJP    L shift i
:
:
L n
LDCi   check        -- Code nach Schema 7.8
UJP    L reduce j
            Schema 7.10: Code-Muster f ¨  r das zweite case-Statement.u
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Da es i.a. nicht m ¨  glich ist, die NEXT/CHECK-T belle vollst ¨  ndig besetzt zu erzeugen, muβ f ¨  ro a a u
jede L ¨  cke eine geeignete Code-Sequenz in die Sprungtabelle f ¨  r das zweite case-Statement einge-u u
tragen werden. Da stets ein (bei T bellen-Konstruktion berechneter) CHECK-W rt geladen werdena e
muβ, um eine korrekte Adressierung auf die T bellen zu erm ¨  glichen, bleibt diese Instruktion vor-a o
handen; anstelle des Sprungs zu einer Zuweisungssequenz erfolgt nun ein Sprung an die korrekte
Stelle der T bellen-V rwaltungs-Routine. Dadu r c h b l e i b t d i e H o m o g e n i t ¨  t der Anweisungsfolgena e a
 erhalten. Bild 7.11 zeigt das Code-Muster.
P rser-Zustande mit nur einer (evtl. “don’t-care”-Aktion) werden (bei Methode (2) und Methode (3))a
so behandelt, daβ aus dem 1. case- Statement direkt zu einer Zuweisungssequenz gesprungen wird.
Z u r S i c h e r s t e l l u n g d e s k o r r e k t e n A b l a u f s d e s V r f a h r e n s m u β d a n n j e d o c h d e r e n t s p r e c h e n d ee
C H E C K - W r t a u f d e n M a s c h i n e n - S t a c k g e l a d e n w e r d e n , b e i M e t h o d e  ( 3 ) i s t h i e r ( w e g e n d e re
notwendigen Homogenit ¨  t der Anweisungsfolgen) eine F ¨  ll-Instruktion (padding intruction) n ¨  tig.a u o
+------------+| erstes     |           Schema 7.9| case-      || Statement  || |          |           evtl.| | Sprung-  |  -->      direkter Sprung zu| | Tabelle  |           Informations-Zuweisung| | mit      || | integr.  || | festen   || | Zuweis.- || | Sequenzen|| | nach     |           Spruenge zu| V Sch. 7.7.|           L case2
+------------+
L case2
+------------+           Schema 7.10| zweites    || case-      || Statement  || |          || | Sprung-  || | tabelle  || | mit      || | integr.  || | festen   || | Zuweis.- || | Sequenzen|| | nach     |           Spruenge zu| V Sch. 7.8.|           Informationszuweisungen
+------------+
+------------+           Schema 7.3| feste      || Zuweisungs-|| Code-      || Sequenzen  || (Aktionen) || ---------- || Code fuer  || error-Akt. |
+------------+
+------------+           Schema 7.4| gem.       || Speicherung|
+------------+
            
Abb. 7.9: Code-Struktur, Programmdarstellung der ACTION-T belle nach Methode (3)a
T bellenstrukturierte Umsetzung der ACTION-T belle in p-Code. 113a a
7.1.3  T bellenstrukturierte Umsetzung der ACTION-T belle in p-Code.a a
In den letzten Abschnitten haben wir versucht, g ¨  nstige Schemata f ¨  r die Darstellung der generiertenu u
T bellen auf Programmspeicher-P sitionen anzugeben; diese V rgehensweise hat jedoch den Nach-a o o
t e i l , d a β s p e z i e l l d e r Z u g r i f f a u f T b e l l e n i n f o r m a t i o n v o l l s t ¨  n d i g i n e i g e n e n C o d e - S e q u e n z e na a
ausgedr ¨  ckt werden muβ.u
Als Alternative dazu bieten sich die Ablage der generierten T bellen im Daten- bzw. Konstanten-a
Speicher der p-Maschine an;  diese Darstellungsform hat den entscheidenden V rteil, daβ sich dero
Z u g r i f f a u f i n d e n T b e l l e n a b g e l e g t e I n f o r m a t i o n i s o l i e r e n l ¨  β t u n d d a m i t d e n C o d e - A u f w a n da a
reduzieren w ¨  rde. In diesem Abschnitt wollen wir untersuchen, auf welche W ise diese F rm deru e o
 Darstellung auf p-Code-Ebene erm ¨  glicht werden kann. Wir gehen davon aus, daβ die darzustel-o
l e n d e n T b e l l e n i n e i n e r s p e i c h e r p l a t z - g ¨  n s t i g e n F r m v o r l i e g e n , e t w a a l s L i n e a r i s i e r u n g d e ra u o
Matrix-Zeilen unter Angabe eines P ares (KCODE, Aktion) f ¨  r jeden Eintrag der Zeile oder in dera u
F rm der Johnson-T bellen (vgl. Kap. 7.1.2.).o a
Wir schlagen zun ¨  chst eine einfache Modifikation von p-Code vor, die (als Ideall ¨  sung) die Ablagea o
d e r g e n e r i e r t e n T b e l l e n i m K o n s t a n t e n s p e i c h e r d e r p - M a s c h i n e e r m ¨  g l i c h e n w ¨  r d e . D a d i e s ea o u
¨Anderung von p-Code jedoch m ¨  gliche Auswirkungen auf die P rtabilit ¨  t hat, werden wir dieseo o a
 L ¨  sung nicht weiter verfolgen, sondern Schemata angeben, die das Gew ¨  nschte ohne eine solcheo u
Modifikation erlauben.
7.1.3.1  Eine einfache Erweiterung von p-Code zur Erm ¨  glichung der Ablage T bellen imo a
Konstantenspeicher.
W i e w i r a u s d e r B e s c h r e i b u n g d e r p - M a s c h i n e n - A r c h i t e k t u r w i s s e n , e n t h ¨  l t d e r D a t e n s p e i c h e ra
STORE der p-Maschine (neben ST CK und HEAP) einen gesonderten Bereich zur Aufnahme vonA
¨k o n s t a n t e n W r t e n . U b l i c h e r w e i s e w e r d e n i n d i e s e m K o n s t a n t e n - S p e i c h e r n u r s o l c h e W r t e a b -e e
gelegt, die sich nicht in einer p-Code-Instruktion ausdr ¨  cken lassen; dies sind insbesondere real-u
 Zahlen-Konstanten und konstante Mengen bzw. “gr ¨  βe” integer-Zahlen und Zeichenketten (Strings).o
Interessant w ¨  re es nun, eine generierte T belle (als ganzes) als ein konstantes Datenelement zua a
 betrachten; das Problem, das sich nun hier ergibt, besteht darin, in welcher W ise man ein solchese
Datenelement auf p-Code-Ebene beschreiben kann.
Es ist n ¨  mlich so, daβ die oben angef ¨  hrten konstanten W rte (es handelt sich nur um Objekte von ina u e
P SCAL m ¨  glichen elementaren Datentypen) stets (als W rt) in den entsprechenden p-Code-Befeh-A o e
 len auftreten; es ist Aufgabe des p-Code-Assemblers f ¨  r solche Konstant e n S p e i c h e r adressen imu
Konstantenspeicher zu berechnen und dann diese Adressen im assemblierten p-Code zu verwenden,
z.B.:
Die Instruktion
LDC( ...)  -- Lade konstante Menge
            w i r d s t e t s a l s p - C o de-Instr u k t i o n e r z e u g t , d i e k o n s t a n t e M e n g e a b e r n u r e i n m a l i m K o n s t a n t e n -
Speicher abgelegt. Diese Notation ist jedoch f ¨  r ganze T bellen ungeeignet; f ¨  r solche komplexereu a u
 Datenstrukturen ist eine Trennung zwischen Definition und Anwendung sinnvoll.
Ist nun die Ablage einer komplexeren Datenstruktur im Konstantenspeicher erw ¨  nscht, so sollte eineu
e n t s p r e c h e n d e I d e n t i fi z i e r u n g d e r D a t e n s t r u k t u r e r f o l g e n , d i e d a n n i n d e n z u g r e i f e n d e n p - C o d e -
Befehlen verwendet werden kann. Eine solche Identifizierung kann leicht vorgenommen werden,
i n d e m e i n g e e i g n e t e r p - C o d e - B e f e h l e i n g e f ¨  h r t w i r d , d e s s e n S e m a n t i k d i e Z u o r d n u n g e i n e ru
Konstantenspeicher-Adresse zu einer Datenstruktur beinhaltet sowie eines weiteren Befehls, der die
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eigentliche Ablage des konstanten W rts (also der Komponente der Datenstruktur) unter der defi-e
nierten Adresse bewirkt.
I n A n a l o g i e z u r V r f a h r e n s w e i s e h i n s i c h t l i c h d e s P r o g r a m m s p e i c h e r s l ¨  β t s i c h d a s G e w ¨  n s c h t ee a u
folgendermaβen erreichen: Wie die Markierung einer Programmspeicher-Adresse durch die Angabe
eines Label-Befehls
L marke
 kann f ¨  r den Datenspeicher eine Angabe der F rmu o
D marke
 erfolgen; damit ist die Angabe einer (Start-) Adresse f ¨  r die Ablage von konstanten W rten auf demu e
Datenspeicher markiert, sie kann analog zur Behandlung von Programmspeicher-Adressen (labels)
b e i Assemblierung des p-Code-Programms einer (festen) Konstan t e n s p e i c h e r - A d r e s s e z u g e o r d n e t
werden.
Die Definition der Datenwerte der Datenstruktur kann nun (nach Markierung des T bellenanfangsa
durch eine Datenmarke) durch eine F lge von Daten-Definitions-Befehlen erfolgen, etwa der F rmo o
DA t wertT
 w o b e i w e r t d e n W r t d e r a b z u s p e i c h e r n d e n K o n s t a n t e n v o m T p  t ( d . h . d e s z u g r u n d e l i e g e n d e n ,e y
elementaren P SCAL-T ps) bezeichnet; die so spezifizierten W rte werden konsekutiv beginnendA y e
m i t d e r m a r k e z u g e o r d n e t e n A d r e s s e d e s K o n s t a n t e n - S p e i c h e r s a b g e l e g t ; m a n b e a c h t e , d a β
k e i n e r l e i P r o b l e m e h i n s i c h t l i c h d e r A d r e s s i e r u n g e n t s t e h e n , d a d e r t y p i n d i v i d u e l l e S p e i c h e r -
platzbedarf des Datenelements ber ¨  cksichtigt ist und bei einem indizierten Zugriff in die notwendigeu
Adress-Rechnung eingehen kann.
E i n e V r w e n d u n g d i e s e r L ¨  s u n g i m R a h m e n d e s M o d u l - K o n z e p t s i s t u n p r o b l e m a t i s c h : b e i d e re o
¨s e p a r a t e n U b e r s e t z u n g e i n e s M o d u l s k a n n d e r K o n s t a n t e n - S p e i c h e r z u n ¨  c h s t a l s m o d u l - l o k a la
a n g e s e h e n w e r d e n ; d i e z u s ¨  t z l i c h e A u f g a b e w ¨  h r e n d d e s B i n d e n s b e s t e h t l e d i g l i c h d a r i n , d e na a
m o d u l - l o k a l e n K o n s t a n t e n - S p e i c h e r m i t d e m d e s G e s a m t p r o g r a m m s z u k o m b i n i e r e n u n d d i e
Adressen im Modul-p-Code zu korrigieren. Die V rgehensweise entspricht dabei der Speicherplatz-o
vergabe f ¨  r modul- lokale V riablen wie in Kap. 6. beschrieben.u a
Der (nat ¨  rlich nur lesende) Zugriff auf in solcher W ise abgelegte strukturierte konstante Objekteu e
erfordert als weitere Modifikation von p-Code die Erm ¨  glichung von symbolischen Adressen (etwao
bei lade- Operationen), so etwa:
LAO D marke -- lade Adresse, die D marke zugeordnet ist
            Dies bereitet keine grunds ¨  tzlichen Schwierigkeiten.a
Obwohl dies sicherlich die g ¨  nstigste F rm der Darstellung von generierten T bellen in p-Code-u o a
 F r m w a r e , b e v o r z u g e n w i r ( w e g e n u n s e r e s P r t a b i l i t ¨  t s a n s p r u c h s ) e i n e L ¨  s u n g , d i e o h n e e i n eo o a o
¨s o l c h e A n d e r u n g v o n p - C o d e a u s k o m m t . E i n e s o l c h e L ¨  s u n g , d i e ( h i n s i c h t l i c h d e s P r o g r a m m -o
speicherbedarfs) nur wenig schlechter ist, stellen wir im n ¨  chsten Abschnitt vor.a
7.1.3.2  Ablage generierter T bellen im Datenspeicher der p-Maschine.a
I n d i e s e m A b s c h n i t t g e b e n w i r V r f a h r e n a n , d i e e i n e A b l a g e d e r g e n e r i e r t e n T b e l l e n a u fe a
Datenspeicher-P sitionen erm ¨  glichen. Die Idee ist die, daβ (wie bei reinen, tabellen-gest ¨  tzten V r-o o u e
 fahren) nur die eigentliche Information abgelegt werden muβ und der Zugriff darauf in einer festen
C o d e - S e q u e n z i s o l i e r t w e r d e n k a n n . A l s D a t e n s p e i c h e r b e t r a c h t e n w i r e i n S e g m e n t d e s p -
M a s c h i n e n - S t a c k s , d a s e i n e m M o d u l z u g e o r d n e t i s t ; d a m i t e n t s p r i c h t d i e L e b e n s d a u e r v o n i n
diesem Speichersegment abgelegten Objekten der des Moduls.
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B e i d i e s e m A n s a t z w i r d f ¨  r g e n e r i e r t e T b e l l e n e i n e i g e n e r B e r e i c h i m D a t e n s p e i c h e r s d e su a
j e w e i l i g e n C o m p i l e r - M o d u l s r e s e r v i e r t , d e r z u r A b l a g e d e r T b e l l e n i n d e r F r m v o n F e l d e r na o
v e r w e n d e t w i r d . D i e B a s i s - A d r e s s e d i e s e s D a t e n s p e i c h e r - S e g m e n t s u n d s e i n e L ¨  n g e k a n n z u ra
Generierungs-Zeit anhand des Umfangs der generierten T bellen berechnet werden. Der Zugriff aufa
ein Element dieser “pseudo-deklarierten” Felder kann dann zur Laufzeit des Compilers in einem
festen Code- Segment analog zu einem ¨ blichen Feldzugriff erfolgen.u
Das Problem ist nun, in welcher W ise diese Felder (zur Laufzeit des Compilers) initialisiert werdene
k ¨  n n e n ; d i e s e I n i t i a l i s i e r u n g m u β ( i m U n t e r s c h i e d z u d e r o b e n b e s c h r i e b e n e n M ¨  g l i c h k e i t d e ro ___ o_
Ablage im Konstantenspeicher) in Programmform erfolgen. Die dazu n ¨  tige Befehlssequenz kanno
v o m G e n e r a t o r i m R u m p f d e s j e w e i l i g e n M o d u l s a b g e l e g t w e r d e n ; d a d u r c h e r g i b t s i c h ( n a c h
Konstruktion eines Moduls) eine automatische Definition der T bellen mit der Aktivierung einesa
Moduls.
Wir betrachten im folgenden die Code-Schemata, die bei direkter Code-Erzeugung auf Generator-
Ebene die erforderliche Initialisierung in g ¨  nstiger F rm erm ¨  glichen. Wir gehen nicht ein auf dieu o o
 eher trivialen Zugriffs-Code-Sequenzen (die auch bei Ablage der T bellen im Konstanten-Speichera
verwendet wurden).
7.1.3.2.1  Initialisierung der T bellen durch Feldzugriffe.a
In einem ersten Ansatz betrachten wir die generierten T bellen als ein “deklariertes” Feld, f ¨  r dasa u
durch den Generator im P rser-Modul Speicherplatz angelegt wird. Die Initialisierung des T bellen-a a
F e l d e s e r f o l g t z u r C o m p i l e - Z e i t d u r c h d i e A u s f u h r u n g e i n e r F l g e v o n A n w e i s u n g e n , d i e d i eo
Belegung der Feldkomponenten mit den generierten W rten bewirkt.e
W i r k ¨  n n e n u n s i m f o l g e n d e n a u f d e n Z u g r i f f a u f e i n 1 - d i m e n s i o n a l e s F e l d b e s c h r ¨  n k e n ; d i eo a
g e n e r i e r t e n T b e l l e n k ¨  n n e n e n t w e d e r a u f d i e s e D a r s t e l l u n g s f o r m a b g e b i l d e t w e r d e n o d e r d e ra o
notwendige Codeaufwand wird in analoger F rm erweitert. W sentlich f ¨  r die Darstellung ist nur dieo e u
 Ausnutzung der Generator-Information, auf die wir nun eingehen.
D e r ( s c h r e i b e n d e ) Z u g r i f f a u f e i n F e l d l ¨  β t s i c h i n p - C o d e d u r c h f o l g e n d e B e f e h l s s e q u e n za
realisieren:
LDA  <Feld>      --  lade Basisadresse des Feldes
lade (index)     --  lade Feld-Index, hier Konstante
DECi lower_bound --  normalisiere auf untere Feld-Grenze
IXA  disp        --  berechne Element-Adresse
lade (wert)      --  lade zuzuweisenden Wert
STOi             --  speichere Wert in berechneter Adresse
            Diese Befehlssequenz ware nun zur Initialisierung jeder Feldkomponente auszuf ¨  hren; eine solcheu
¨Sequenz wurde ebenfalls entstehen, wenn eine nicht-optimierte Ubersetzung einer entsprechenden
Zuweisung in einem Compiler erfolgen wurde, ohne daβ eine Konstanten-F ltung vorgenommena
 wurde.
 Die erforderliche Adressrechnung kann jedoch auf Generator-Ebene in einfacher W ise ausgef ¨  hrte u
werden:
– die Basis-Adresse des Feldes ist bekannt
– der Speicherplatz (disp) eines Feld-Elements ist bekannt
– die Normalisierung auf den Feld-Beginn kann entfallen
– der W rt des Feld-Index ist bekannte
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Diese Angaben k ¨  nnen daher zur Generierungszeit unmittelbar umgerechnet werden und ergeben dieo
A d r e s s e d e r F e l d k o m p o n e n t e , i n d i e e i n k o n s t a n t e r W r t a b z u s p e i c h e r n i s t . B e i z u s ¨  t z l i c h e re a
V rwendung eines geeigneteren p-Code-Befehls l ¨  βt sich obige Befehlsfolge daher schreiben alse a
LDCi (wert)    -- lade abzuspeichernden Wert
SROi <adresse> -- speichere (direkt) unter ang. Adresse
            dabei ist <adresse> die vom Generator berechnete Adresse der Feld- Komponente zur Laufzeit des
generierten Compilers.
7.1.3.2.2  Ablage der T bellen im Datenspeicher unter Ausnutzung der p-Maschinen-Stack-a
Architektur.
Eine weitere V rbesserung des f ¨  r die Initialisierung der T bellen ben ¨  tigten Codes ergibt sich (beie u a o
 direkter p-Code-Erzeugung auf Generator-Ebene) durch Ausnutzung der Stack-Architektur der p-
 Maschine. Die Idee dabei ist die, daβ man die konstanten W rte (ohne daβ eine Adressrechnunge
n ¨  t i g i s t ) k o n s e k u t i v a u f d e n p - M a s c h i n e n - S t a c k l ¨  d t . D a d i e L ¨  n g e d e s s o e n t s t a n d e n e no a a
Datensegments (in p-Maschinen-Stack- Einheiten) zur Generator-Zeit berechnet werden kann, kann
eine Zuweisung der so auf dem Stack entstandenen W rtefolge an den f ¨  r die T belle vorgesehenene u a
 S p e i c h e r p l a t z i m D a t e n s p e i c h e r d u r c h e i n f a c h e s V r s c h i e b e n d e s k o m p l e t t e n S t a c k - S e g m e n t se
erfolgen. Man kann die Situation anhand Bild 7.7 veranschaulichen.
Der f ¨  r die Initialisierung der T bellen im Modul-Rumpf erforderliche Code besteht nun also ausu a
einer einfachen F lge von p-Code-Lade- Befehlen der F rm:o o
LDCt wert
            die die W rte der T bellen auf den Stack schreiben; pro T bellenelement wird also genau eine p-e a a
 Code-Instruktion ben ¨  tigt.o
Nach diesem “Initialisieren” des p-Maschinen-Stacks mit den T bellen-W rten m ¨  ssen diese in dasa e u
 m o d u l - l o k a l e S p e i c h e r g e b i e t v e r l a g e r t w e r d e n ; d i e s e s D a t e n g e b i e t h a t n a c h K o n s t r u k t i o n e i n e s
Moduls die Lebensdauer des umfassenden Blocks, damit nach Struktur der generierten Compiler, die
des gesamten Programms. Die n ¨  tige V rlagerung l ¨  βt sich in p-Code durch folgende Instruktions-o e a
 folge bewirken:
lade <TADDR>  -- lade p-Maschinen-Stackadresse, an die
die Tabellendaten geladen sind
lade <MADDR>  -- lade Adresse im modullokalen Speichergebiet,
zu der das Datensegment verlagert werden soll
MOV   len     -- verlagere len Speichereinheiten
            Der Zugriff auf die derart in den Datenspeicher eines Moduls verlagerte T belle kann nun in dera
¨ blichen F rm eines Feldzugriffs erfolgen; dabei kann wieder ausgenutzt werden, daβ die Basis-u o
 Adresse des so entstandenen Felds bekannt ist.
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|              |
+--------------+   <---  die Anfangsadresse des| Daten-       |         modul-lokalen Speichergebiets| speichersegm.|         kann auf Generator-Ebene| zur Aufnahme |         berechnet werden| der init.    || Tabelle      || (modul-lokal)|
+--------------+|              |
:              :
|              |
+--------------+   <---  die Anfangsadresse der| Wertefolge   |         auf den p-Maschinen-Stack| der          |         geladenen Werte-Folge| Tabelle      |         ergibt sich zur Laufzeit|              |         eines generierten Compilers|              ||              |         Die Laenge der Tabelle ist
+--------------+         Generator-bekannt|              |
            
Abb. 7.10: Stack-Situation nach Laden der T bellen-W rte auf den p-Maschinen-Stack.a e
 Die angegebene L ¨  sung unterscheidet sich von der im vorigen Abschnitt vorgestellten dadurch, daβo
f ¨  r j e d e s T b e l l e n e l e m e n t n u r e i n e P r o g r a m m s p e i c h e r - P s i t i o n b e n ¨  t i g t w i r d . I n t e r e s s a n t i s t b e iu a o o
¨d i e s e r L ¨  s u n g , d a β s i e k e i n e A n d e r u n g d e r p - M a s c h i n e n o t w e n d i g m a c h t ; d i e v o r g e s c h l a g e n eo
L ¨  sung ist allerdings nur auf Generator-Ebene m ¨  glich. F ¨  r eine V rwendung in POCO sind nacho o u e
 dieser L ¨  sung die T bellenformen Johnson-T belle (Methode(4)) und “Linearisierung der Matrix”o a a
 (Methode(5)) untersucht worden.
7.1.4  Ein V rgleich der Ergebnisse bei direkter Generierung von p-Code gem ¨  βe a
den beschriebenen Methoden.
Wir geben eine tabellarische Zusammenfassung der Ergebnisse an, die sich f ¨  r die L ¨  nge des zuru a
 Darstellung der ACTION-T belle ben ¨  tigten Codes bei Anwendung der vorgestellten V rfahren er-a o e
 geben. Die Ergebnisse beziehen sich auf die Behandlung von Beispiel-Grammatiken, die etwa das
gesamte realistische Spektrum abdecken. Sie werden verglichen mit den Angaben zur L ¨  nge desa
 e n t s t a n d e n e n C o d e s , d e r b e i ( b e s t m ¨  g l i c h e r ) G e n e r i e r u n g v o n P S C A L - Q u e l l c o d e u n d n a c h f o l -o A
¨gender Ubersetzung durch den Compiler entstehen wurde. Man beachte, daβ die angebenen W rtee
f ¨  r den entstandenen Code-Umfang bei Generierung nach den hier vorgestellten Methoden (auf deru
Basis der als Internform vorliegenden generierten P rser, vgl. [Gro 83] und [Man 83]) hochgerechneta
sind, da diese V rfahren noch nicht implementiert sind.e
Wir stellen die verschiedenen Methoden zusammen:
1. direkte Umsetzung in Programm-Struktur gem ¨  β Bild 7.3a
2. Umsetzung in Programmstruktur unter V rwendung der internen T bellen-Struktur unde a
einer einfachen Sprungtabellen
3. wie (2) jedoch unter V rwendung einer re-indizierten Sprungtabellene
4. T bellen-F rm (Johnson-T belle) unter Ausnutzung der Stack-Maschinen-Architektura o a
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5. T b e l l e n - F r m ( L i n e a r i s i e r u n g d e r M a t r i x -Zeilen) unter Au s n u t z u n g d e r S t a c k - A r c h i -a o
tektur
zum V rgleich:e
¨6. P SCAL-Quellcode-Generierung und Ubersetzung durch den CompilerA
Es ergeben sich folgende W rte f ¨  r die L ¨  nge der generierten p-Code- Segmente:e u a
 Tab. 7.1: Vergleich des Code-Umfangs bei Verwendung der verschiedenen Generierungsmethoden. (gemessen in p-Code-Instruktionen)
+----------------------------------------------------------+
1| angew. | Grammatik || Methode| AREX      | Minipascal | PASCAL-s  |  ADA       |
+----------------------------------------------------------+|        |           |            |           |            ||  (1)   |   147     |    952     |   1791    |   7919     ||        |           |            |           |            ||  (2)   |   136     |   1015     |   2183    |   7080     ||        |           |            |           |            ||  (3)   |   151     |   1039     |   2112    |   8113     ||        |           |            |           |            ||  (4)   |   138     |    924     |   1854    |   7450     ||        |           |            |           |            ||  (5)   |   113     |    777     |   1542    |   6227     ||        |           |            |           |            |
+--------+-----------+------------+-----------+------------+|        |           |            |           |            ||  (6)   |   269     |   1749     |   3539    |  18900     ||        |           |            |           |            |
+--------+-----------+------------+-----------+------------+
            Man erkennt, daβ die Darstellung in Programmform (Methoden (1)-(3)) bei i.a. besserer Laufzeit
meist zu schlechteren Ergebnissen f ¨  hrt, als eine tabellen-organisierte Darstellung; bei letzteren muβu
a l l e r d i n g s n o c h d i e V r w a l t u n g s -(Zugriffs)-Routine ber ¨  cksichtigt werden. Intere s s a n t i s t j e d o c h ,e u
d a β a l l e v o r g e s t e l l t e n M e t h o d e n e i n e w e s e n t l i c h e V r b e s s e r u n g i m V r g l e i c h z u d e r P S C A L -e e A
Q u e l l c o d e - E r z e u g u n g d a r s t e l l e n u n d i m w e s e n t l i c h e n ¨ h n l i c h g u t e E r g e b n i s s e e r m ¨  g l i c h e n . B e ia o
V r w e n d u n g d e r M e t h o d e n ( 3 ) , ( 4 ) i s t a l l e r d i n g s d e r s t a r k e r h ¨  h t e G e n e r i e r u n g s a u f w a n d z u me o
Berechnen der T bellen zu ber ¨  cksichtigen; Methode (5) ergibt hingegen (bei geringstem Generie-a u
 rungsaufwand) die besten Ergebnisse.
Man beachte jedoch, daβ in T b. 7.1 bei Methoden (4) und (5) nur der Programmspeicher-Bedarfa
angegeben ist; zur Laufzeit eines gener i e r t e n C o m p i l e r s i s t j e d o ch (im Unterschied zu den nach
M e t h o d e ( 1 ) - ( 3 ) e r z e u g t e n T b e l l e n ) e i n D a t e n s p e i c h e r - B e r e i c h e r f o r d e r l i c h , d e s s e n G r ¨  β e p r o -a o
portional zum angegeben Programmspeicher-Bedarf ist. Diese Methoden sind daher nur sinnvoll,
wenn die generierten T bellen entsprechend der in Kap. 7.1.3.1. vorgeschlagene Modifikation vona
p-Code als konstante Datensegmente abgelegt werden k ¨  nnen.o
Der V rgleich der Methoden hat jedoch nur im dargestellten F ll der ACTION-T belle G ¨  ltigkeit;e a a u
b e i d i r e k t e r G e n e r i e r u n g d e r a n d e r e n T b e l l e n k a n n e i n e a n d e r e M e t h o d e b e s s e r e E r g e b n i s s ea
ergeben. Da i.a. f ¨  r eine gegebene Grammatik vor Beginn des Generierungsprozesses nicht entschie-u
den werden kann, welches V rfahren das beste Ergebnis liefert, sollte diese Entscheidung dem Gene-e
r a t o r ¨ b e r l a s s e n b l e i b e n ; n u r b e i d e n g e n e r i e r u n g s - a u f w e n d i g e n M e t h o d e n s o l l t e d i e s v o n e i n e ru
Option in der Generator-Eingabe abh ¨  ngig gemacht werden.a
_________________________________________________________________________________________________________________
1. AREX ist die in Kap. 5 angegebene Beispielgrammatik; die anderen Grammatiken wurden in Kap. 5.5. vorgestellt.
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¨7.2  Direkte Generierung des Attribut-Ubergabe-Moduls als p-
Code-Segment.
W i e s c h o n i n d e n l e t z t e n A b s c h n i t t h i n s i c h t l i c h d e s g e n e r i e r t e n P r s e r - M o d u l s w o l l e n w i r h i e ra
¨beschreiben, in welcher W ise sich eine unmittelbare Generierung des Attribut-Ubergabe-Modulse
(ABM) in der F rm eines p-Code-Segments erzielen l ¨  βt. Wir versprechen uns wieder V rteile hin-o a o
s i c h t l i c h d e s U m f a n g s d e s C o d e s d e r g e n e r i e r t e n K o m p o n e nte durch geeignete A u s n u t z u n g v o n
Generator-Information.
Die allgemeine Struktur des ABM haben wir in Kap. 5 beschrieben; wir wollen sie auch bei der
direkten p-Code-Generierung beibehalten. Wir werden uns in diesem Abschnitt speziell mit der g ¨  n-u
s t i g e n U m s e t z u n g d e r c h a r a k t e r i s t i s c h e n A t t r i b u t k e l l e r - O p e r a t i o n e n i n p - C o d e - S e q u e n z e n b e -
¨sch ¨  ftigen; die Auswahl der zu den jeweiligen Regeln der Grammatik geh ¨  renden Ubergabebl ¨  ckea o o
erfolgt wieder ¨ ber eine Organisation in der F rm eines case-Statements. Es gelten hier die in denu o
letzten Abschnitten gemachten Angaben.
Die unmittelbare Generierung des ABM erlaubt zus ¨  tzlich die effiziente Ausnutzung des f ¨  r dena u
 Attributkeller vorgesehenen Speicherplatzes; wir gehen darauf zun ¨  chst kurz ein.a
7.2.1  T pabh ¨  ngige V rgabe von Attributkeller-Adressen bei direkter p-Code-y a e
 Generierung.
 B e i d e r Generierung des ABM in F rm von P SCAL- m - Q u e l l t e x t w a r e s n ¨  t i g , a u s d e n i n d e ro A o
Eingabe in den Generator spezifizierten T pen eine Schablone zu erzeugen, die als Muster einesy
Attributkeller-Elements verwendet wurde. Diese Schablone (notiert als P SCAL-record- DeklarationA
mit V rianten, die den deklarierten T pen entsprachen), hatte somit hinsichtlich des Speicherplatz-a y
bedarfs die (nachteilige) Eigenschaft, daβ f ¨  r alle Attributkeller-Elemente der Speicherplatz ben ¨  tigtu o
wurde, der dem Bedarf zur Darstellung des “l ¨  ngsten”, in der Eingabe spezifizierten T ps entspricht.a y
B e i d e r d i r e k t e n p - C o d e - G e n e r i e r u n g i s t e s n u n m ¨  g l i c h , j e d e m O b j e k t A t t r i b u t k e l l e r - A d r e s s e no
zuzuordnen, die dem individuellen Platzbedarf des mit dem Objekt assoziierten T ps entsprechen.y
D a z u b e t r a c h t e n w i r d e n ( m o d u l - l o k a l e n a n g e l e g t e n ) A t t r i b u t k e l l e r a l s e i n ( u n s t r u k t u r i e r t e s )
S e g m e n t d e s p - M a s c h i n e n - S t a c k s ; d i e B a s i s - A d r e s s e d i e s e s p - M a s c h i n e n-Stack-Segments i s t z u r
S y s t e m z e i t b e k a n n t b z w . k a n n z u r G e n e r i e r u n g s z e i t b e r e c h n e t w e r d e n , s e i n e L ¨  n g e w i r d z ua
Systemzeit festgelegt.
Durch die V rwendung von Generator-Zeit-Information ¨ ber den T p eines Attributs, entsprechen-e u y
 der Berechnung von Attributkeller-Adressen und die Markierung von typ-abh ¨  ngigen Operationena
im erze u g t e n p - C o d e lassen sich somit die Attributkeller-Operationen in der gleicher W ise dar-e
stellen, wie compiler-generierte Operationen auf dem p-Maschinen-Stack. Insbesondere vermeiden
wir die Fragmentierung des Attributkellers, da wir jedem Attribut nur den tats ¨  chlich ben ¨  tigtena o
Speicherplatz zuweisen.
Der e i n z i g e M e h r a u f wand innerhalb des Generators der Attribut ¨  bergabe besteht darin, den typ-u
 individuellen Platzbedarf eines Attributs durch Aufsuchen einer semantischen T belle zu bestimmena
¨und in die Berechnung der Ubergabe-Information miteinzubeziehen.
7.2.2  Direkte Erzeugung der charakteristischen AK-Operationen in p-Code.
I n d i e s e m A b s c h n i t t w e r d e n w i r S c h e m a t a f ¨  r d i e d i r e k t e U m s e t z u n g d e r c h a r a k t e r i s t i s c h e nu
¨A n w e i s u n g e n e n t w i c k e l n , a u s d e n e n s i c h d i e A t t r i b u t - U b e r g a b e z u s a m m e n s e t z t . Z i e l d i e s e r
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Untersuchung ist wieder, kompakten Code auch f ¨  r das ABM zu erzeugen. Zus ¨  tzlich gehen wir aufu a
einige Randpunkte ein.
Wir haben in Kap. 5 als charakteristische Operationen auf dem Attributkeller festgelegt:
1. Keller-Kopieraktionen (also derived oder inherited-Kopierungen)
2. Aufruf semantischer Aktionen und ihre V rsorgung mit P rameterne a
 3. Zuweisung von konstanten W rten an Attributkeller-P sitionene o
 Wir beschreiben zun ¨  chst die Situation, die sich ergibt, wenn wir von einer Feld-Struktur f ¨  r dena u
A t t r i b u t k e l l e r a u s g e h e n , a l s o d i e i n K a p .  7 . 2 . 1 . b e s c h r i e b e n e L ¨  s u n g n i c h t r e a l i s i e r t i s t ; w i ro
betrachten weiter zun ¨  chst den Code, der typischerweise durch den Compiler f ¨  r die charakteri-a u
 stischen Anweisungen erzeugt wird.
¨Zur Laufzeit des ABM liegt speziell die Situation vor, daβ nach Konstruktion der Attribut-Ubergabe
die Attribute auf dem Attributkeller relativ zum Kellerpegel AKTOP adressiert werden; dies l ¨  βta
sich in P SCAL-Notation etwa f ¨  r eine Kopieraktion schreiben als:A u
AK[AKTOP - index1] := AK[AKTOP - index2];
            Man beachte, daβ bei uniform strukturiertem Attributkeller f ¨  r diese Kopierung keine explizite T p-u y
 Angabe erforderlich ist. Diese Situation auf dem Attributkeller zeigen wir in Bild 7.11.
Das Code-Schema zur Darstellung der Kopieraktion sieht dann auf p- Code-Ebene folgendermaβen
aus:
(1)  lade Ziel-Adresse auf p-Maschinen-Stack
(2)  lade Quell-Adresse auf p-Maschinen-Stack
(3)  speichere W rt auf Quell-Adresse nach Ziel-Adresse1e
<AK> AKTOP| |V V
+-- ... -------+------+---+-- ... --+---+-------+----------|              |  |///|     |///|       |
+-- ... -------+------+---+-- ... --+---+-------+----------
<-----------|
index1
<-------------------------|
index2
            
Abb. 7.11: Attributkeller-Adressierung
F ¨  r den Aufruf einer semantischen Aktion “SEMAKT”u
SEMAKT (AK[AKTOP-index1].typ1,...,AK[AKTOP-indexn].typn)
            ergibt sich folgendes allgemeine Schema:
MST               -- mark-Stack-Instruktion
lade Adresse 1. Parameter
lade Wert des 1. Parameter auf p-Maschinen-Stack
:
:
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lade Adresse n. Parameter
lade Wert des n. Parameter auf p-Maschinen-Stack
CUP  i  L semakt  -- Aufruf der semantischen Aktion
            Dies ist das allgemeine Schema der P rameter ¨  bergabe der p-Maschine, wie wir es auch in Kap.S6.a u
 dargestellt haben; wir gehen nicht naher auf Besonderheiten ein, auβer daβ f ¨  r var-P rameter (call-u a
 by-reference) nicht deren W rt, sondern ihre Adresse an die ausgerufene Prozedur ¨ bergeben wird.e u
¨Die P rameter-T pen werden in den Lade-Operationen (bei W rt-Ubergabe) ber ¨  cksichtigt.a y e u
Analog ist das Schema f ¨  r die Zuweisung einer Konstante an eine Attributkeller-P sition:u o
lade Attributkeller-Ziel-Adresse
lade konstanten W rte
speichere indirekt1
D i e z u d i e s e n S c h e m a t a e r z e u g t e n p - C o d e - S e q u e n z e n l a s s e n s i c h a m B e i s p i e l d e r K o p i e r a k t i o n
zeigen:
(1)  lade <AK>      --  lade Attributkeller-Basisadresse
lade (AKTOP)   --  lade Wert des Kellerpegels
lade index1    --  lade konstanten Wert Index1
SBI            --
DECi   lower   --  normalisiere auf Feld-Grenze
IXA     aesize --  berechne AK-Element-Adresse in
Abh. von der Lnge eines Elements
(aesize : AK-Element-GrÆe)
(2)  lade <AK>      --  Berechnen der Quell-Adresse
lade (AKTOP)
lade index2
SBI
DECi lower
IXA   aesize
(3)  MOV   aesize   --  Umspeichern von Quelle nach Ziel1
            Die Adress-Berechnungs-Sequenzen (1) und (2) werden in gleicher W ise beim Aufruf semantischere
Aktionen (zur P rameter ¨  bergabe) und der Zuweisung konstanter W rte ben ¨  tigt; man erkennt, daβa u e o
 e i n e V r b e s s e r u n g d e s A d r e s s i e r u n g s - M e c h a n i s m u s d i e Q u a l i t ¨  t d e s e r z e u g t e n C o d e s e r h ¨  h e ne a o
wurde.
Eine solche V rbesserung kann zun ¨  chst darin bestehen die in den Sequenzen (1) und (2) enthal-e a
tenen Operationen dadurch zu ver ¨  ndern, daβ zur Generierungszeit bekannte Gr ¨  βen direkt einge-a o
setzt werden. Zur Generierungszeit bekannt sind:
<AK> B a s i s a d r e s s e d e s A t t r i b u t k e l l e r s ( r e l a t i v z u m B e g i n n d e s p - M a s c h i n e n -
¨Stack-Segments des Attribut-Ubergabe-Moduls)
lower die untere AK-Feldgrenze
index1,
index2 die w ¨  hrend der Generierung berechneten Attributkeller-P sitionen (genau-a o
er: der offset bzgl. dem zur Laufzeit g ¨  ltigen W rt des Kellerpegels)u e
 Die allgemeine Adressierungsformel in (1)
(<AK> + (AKTOP) – index – lower) * aesize
l ¨  βt sich damit umformen zu:a
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( (<AK> – index – lower)  +  (AKTOP)  ) * aesize
wobei :
<AK’> := (<AK> – index – lower)
zu r G e n e r i e r u n g s z e i t b e r e c h n e t w e r d e n k a n n ; d i e E i n b e z i e h u n g d er Multiplikation mit aesize ist
nicht sinnvoll, da sie zur Compile-Zeit f ¨  r (AKTOP) wiederholt werden muβte.u
Damit l ¨  βt sich die Code-Sequenz (1) verbessern zu:a
(1’)
lade  <AK’>
lade  (AKTOP)
IXA   aesize
D i e v o r g e n o m m e n e T r a n s f o r m a t i o n e b e n s o d u r c h e i n e n e i n f a c h e n O p t i m i e r u n g s s c h r i t t i n e i n e m
Compiler erfolgen, ist also nicht unbedingt eine Generator-spezifische V rbesserung. Auβerdem sinde
wir bei dieser Realisierung davon ausgegangen, daβ der Attributkeller als strukturiertes Feld vor-
liegt, dessen Elemente Speicherplatz ben ¨  tigen, der sich aus der Gr ¨  βe der deklarierten T pen ergibt.o o y
Die nun beschriebene V rbesserung tragt diesem Problem Rechnung und bewirkt gleichzeitig einee
weitere Reduzierung des ben ¨  tigten Programmspeichers.o
Wir betrachten von nun an den Attributkeller (wie in Kap. 7.2.1 dargestellt) als p-Maschinen-Stack-
S e g m e n t v o n f e s t e r L ¨  n g e ; w i r g e h e n d a v o n a u s , d a β d i e s e s S e g m e n t i m m o d u l - l o k a l e na
Speicherraum des ABM liegt. Zur Generierungs- (oder System-) Zeit ist die Anfangsadresse (relativ
zum Beginn des Modul-lokalen Speichers f ¨  r das ABM) dieses Segments bekannt. Dieses Segmentu
ist unstrukturiert in der W ise, daβ vom Generator keine Annahmen ¨ ber seine Komponenten vor-e u
ausgesetzt werden.
Der Kellerpegel AKTOP wird von nun an als V riable zur Aufnahme einer Adresse angesehen; diesea
M ¨  glichkeit ist in p-Code vorgesehen und entspricht einer deklarierten V riablen vom T p “P inter”;o a y o
 AKTOP wird zur Laufzeit initialisiert mit dem W rt der Basis-Adresse von AK, also der Anfangs-e
adresse des f ¨  r den Attributkeller vorgesehen Speichersegments.u
¨W ¨  hrend der Generierung der Attribut-Ubergabe-Information werden nun anstelle von AK-Indizesa
(relativ zum Kellerpegel) Offset-Adressen (zu einer mit dem Kellerpegel zur Laufzeit identifizierten
Adresse) berechnet. Bei dieser Berechnung werden die typindividuellen Speicherplatzerfordernisse
d e r A t t r i b u t e b e r ¨  c k s i c h t i g t ; d a a l l e A t t r i b u t e d u r c h e i n e T p - A n g a b e i n d e r G e n e r a t o r - E i n g a b eu y
beschrieben werden, kann ihr Speicherplatzbedarf in Abh ¨  ngigkeit von dem Speicherplatzbedarf f ¨  ra u
e l e m e n t a r e T p e n d u r c h A u f s u c h e n e i n e r s e m a n t i s c h e n T b e l l e e r f o l g e n . D i e A n g a b e d e s f ¨  ry a u
e l e m e n t a r e T p e n b e n ¨  t i g t e n S p e i c h e r p l a t z e s e r f o l g t ( w i e i n K a p .  6 . b e s c h r i e b e n ) d u r c h e i n ey o
Installierung des Generators und des P SCAL-m-Compilers.A
 Diese V rgehensweise hat ihre Entsprechung in der Speicherplatz-V rgabe f ¨  r V riablen innerhalbo e u a
 eines Compilers; speziell ist sie an der im P SCAL-m-Compiler enthaltenen Methodik orientiert.A
Damit werden insbesondere Schnittstellen-Probleme vermieden, die sich daraus ergeben konnten,
 daβ (separat compilierte) semantische Aktionen in unkompatibler W ise auf Generator-vergebenee
 Speicherplatz-Adressen zugreifen.
Hinsichtlich des f ¨  r die Attribut ¨  bergabe generierten Codes hat diese V rgehensweise weiter denu u o
 V rteil, daβ die oben beschriebene AK- Adressierung g ¨  nstiger ausgedr ¨  ckt werden kann. Dies hato u u
zur F lge, daβ der ben ¨  tigte Code kurzer und die Laufzeit geringer wird. Die V rbesserung ergibto o e
sich dadurch, daβ nun effizientere Instruktionen verwendet werden k ¨  nnen, die ausschlieβlich aufo
Adressen operieren; zudem wird die Orientierung an die Basis-Adresse des Attributkellers v ¨  lligo
¨ berfl ¨  ssig.u u
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Die Berechnung von Adressen, die zu Attributkeller-P sitionen geh ¨  ren, l ¨  βt sich nun folgender-o o a
 maβen schreiben:
lade (AKTOP)   --   AKTOP enthalt als Wert die Adresse des
obersten Elements des als Attributkeller
verwendeten p-Maschinen-Stack-Segments
INCa index     --  index ist eine Adress-Konstante, die
vom Generator berechnet, den Offset
bzgl. der Spitze des AK beschreibt
            bzw.
lade (AKTOP)
DECa index     --  INC/DEC sind Inkrement/Dekrement-Operationen,
hier auf Objekten vom  Typ "Adresse" (Pointer)
            Damit l ¨  βt sich die Code-Sequenz (1’) durch eine der beiden oben angegebenen Sequenzen ersetzen;a
es werden zur Adress-Rechnung also nur noch zwei Instruktionen ben ¨  tigt. Da diese Befehlsfolgeo
t y p i s c h e r w e i s e m e h r e r e t a u s e n d m a l i n e i n e m g e n e r i e r t e n A B M ( f ¨  r e i n e r e a l i s t i s c h e P r o g r a m -u
miersprache) ben ¨  tigt wird, wird so eine wesentliche V rringerung des Code-Umfangs erzielt.o e
A l s z u s ¨  t z l i c h e L e i s t u n g a u f G e n e r a t o r - E b e n e i s t a l l e r d i n g s e r f o r d e r l i c h , d a β ( e t w a f ¨  r e i n ea u
Kopieraktion) beide Index-W rte (f ¨  r Quell- und Ziel-Offset zum Kellerpegel) berechnet und gespei-e u
 chert werden mussen; bei uniform strukturiertem Attributkeller war es m ¨  glich, auf die Angabe dero
U m s p e i c h e r u n g s z i e l - I n d i z e s z u v e r z i c h t e n , d a d i e z u k o p i e r e n d e n A t t r i b u t - W r t e k o n s e k u t i ve
a b g e s p e i c h e r t w e r d e n k o n n t e n u n d d e r A b s t a n d z w e i e r A K - E l e m e n t e f e s t w a r ; d u r c h d i e
Ber ¨  cksichtigung der T p-Information ist dies nun nicht mehr m ¨  glich.u y o
D i e V r ¨  n d e r u n g e n d e s K e l l e r p e g e l s A K T O P l a s s e n s i c h e b e n f a l l s a l s A d r e s s - O p e r a t i o n e ne a
schreiben; die entsprechende Code-Sequenz hat folgendes Aussehen:
lade      (AKTOP)  --  lade Wert des Kellerpegels
INCa        pv     --  inkrementiere um Pegelveranderung
            bzw.
DECa        pv     --  dekrementiere um Pegelveranderung
speichere <AKTOP>
            D a w i r j e d o c h e i n e ( z u S y s t e m z e i t f e s t g e l e g t e ) f e s t e L ¨  n g e d e s a l s A t t r i b u t k e l l e r v e r w e n d e t e na
Speichergebiets annehmen, ist zur Laufzeit eine Kontrolle ¨ ber die Einhaltung der Speichergebiets-u
Grenzen notwendig. Aus diesem Grund ist die Organisation der P gelver ¨  nderung in F rm einere a o
 Prozedur angebracht, da sonst diese Abfragen den Code-Umfang erh ¨  hen w ¨  rden. Der bei diesero u
¨
 V r g e h e n s w e i s e e n t s t e h e n d e M e h r a u f w a n d f ¨  r d e n P r o z e d u r - A u f r u f s - u n d P r a m e t e r - U b e r g a b e -o u a
Mechanismus kann jedoch vernachl ¨  βigt werden, da wir auf h ¨  herer Ebene (wie in Kap. 5. beschrie-a o
ben) durch Normalisierung der AK-Adressen auf einen festen Kellerpegel f ¨  r alle Kelleroperationenu
¨eines Ubergabeblocks die Anzahl der sonst notwendigen Kellerpegelver ¨  nderungen verringern.a
Es besteht jedoch keine M ¨  glichkeit in p-Code, die eine V rwendung von Prozedur-P rameterwerteo e a
 f ¨  r die P gelver ¨  nderung mittels der INC/DEC-Anweisungen erlaubt; andere Operationen, die W rteu e a e
 von Adressen modifizieren k ¨  nnen, stehen ebenfalls nicht zur V rf ¨  gung. Es bleibt daher nur dieo e u
 M ¨  g l i c h k e i t , d i e e i g e n t l i c h e P g e l v e r ¨  n d e r u n g i n d e r o b e n a n g e g e b e n W i s e d i r e k t i m C o d e z uo e a e
¨erzeugen, und nur die Uberpr ¨  fung des ver ¨  nderten W rtes in einer Prozedur zu isolieren; es ergibtu a e
 sich also f ¨  r eine P gelver ¨  nderung folgende vollst ¨  ndige Sequenz:u e a a
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lade      (AKTOP)  --  lade Wert des Kellerpegels
INCa/DECa   pv     --  ..krementiere um Pegelveraenderung
speichere <AKTOP>
MST                --  Aufruf (parameterlose) Prozedur
CUP  0    L aktest --  zum Test des Pegelwertes
            D a b e i k a n n ( n a h e l i e g e n d e r w e i s e ) i n A b h ¨  n g i g k e i t v o n d e r R i c h t u n g d e r P g e l v e r ¨  n d e r u n g ( I n -a e a
krementierung/Dekrementierung) eine eigene Prozedur aufgerufen werden, die nur eine Alternative
der Bereichsabfrage realisiert; dies ergibt eine geringf ¨  gige Laufzeitverbesserung.u
D i e V r b e s s e r u n g , d i e s i c h h i n s i c h t l i c h d e s b e n ¨  t i g t e n C o d e - A u f w a n d s e r g i b t , b e t r ¨  g t z w i s c h e ne o a
5 0 - 7 0 % v e r g l i c h e n m i t d e m C o d e , d e r b e i P S C A L - Q u e l l t e x t - G e n e r i e r u n g u n d a n s c h l i e β e n d e rA
¨U b e r s e t z u n g d u r c h d e n C o m p i l e r e n t s t e h t . A u s s a g e n ¨ b e r d i e V r b e s s e r u n g e n h i n s i c h t l i c h d e su e
Datenspeicher-Bedarfs k ¨  nnen noch nicht gemacht werden.o
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Kap. 8: Zusammenfassung und Ausblick.
In diesem Kapitel fassen wir die Eigenschaften von POCO zusammen und gehen auf einige Punkte
¨ein, die in dieser Arbeit nicht ber ¨  cksichtigt werden konnten. Daran anschlieβen wird sich ein Uber-u
blick ¨ ber bisherige Ergebnisse und ein Ausblick auf weitere Anwendungsm ¨  glichkeiten f ¨  r dasu o u
 System.
 ¨
 Ausgehend von der Uberarbeitung eines bewahrten CGS (MUG1) konnte mit POCO ein System
 entwickelt werden, das dessen V rz ¨  ge bew ¨  hrt, den Benutzeraufwand stark reduziert und durch dieo u a
 Einf ¨  hrung neuer Beschreibungsmittel die Arbeit mit dem System auf die Ebene einer h ¨  heren Pro-u o
grammiersprache anhebt.
E i n h i n r e i c h end m ¨  c h t i g e s B e s c h r e i b u n g s m i t t e l e r l a u b t d i e G e n e r i e r u n g v o n C o m p i l e r n f ¨  r e i n ea u
groβe Klasse praktisch relevanter Programmiersprachen. Die generierten Compiler sind effizient bei
Ber ¨  cksichtigung ihrer 1-P ss-Struktur.u a
 Das System POCO, ebenso wie die generierten Compiler, ist portabel, wobei der n ¨  tige Benutzer-o
a u f w a n d d u r c h d i e A u s n u t z u n g e i n e r g e m e i n s a m e n P r t i e r u n g s s c h n i t t s t e l l e f ¨  r d a s G e n e r a t o r -o u
System und die generierten Compiler (insgesamt) niedrig gehalten wird. Zudem stutzt sich der P rta-o
 b i l i t ¨  t s a n s a t z a u f e i n e b e w ¨  h r t e u n d r e l a t i v e i n f a c h e , a b e r e f fi z i e n t r e a l i s i e r b a r e u n d s i c h e r ea a
Methode. Dar ¨  berhinaus ist das P rtierungsverfahren durch weitere V rbesserungen hinsichtlich deru o e
P rametrisierung auf die Zielmaschine vereinfacht worden.a
D i e i n P O C O r e a l i s i e r t e P r t i e r u n g ¨ b e r Z w i s c h e n s p r a c h e n e i g n e t s i c h i n s b e s o n d e r e f ¨  r d i eo u u
Erzeugung von Compilern f ¨  r “nackte” Maschinen, auf denen auβer einem (Rumpf-) Betriebssystemu
und einem Assembler keine weiteren Hilfsmittel zur Programmentwicklung zur V rf ¨  gung stehen;e u
 Cross-Assemblierung ist ebenfalls m ¨  glich.o
In dieser Arbeit wurde nicht eingegangen auf die M ¨  glichkeit der Bereitstellung fester semantischero
Moduln, die wie benutzereigene in einer Generator-System-eigenen Bibliothek abgelegt, von Benut-
zern von POCO zur L ¨  sung semantischer Aufgaben verwendet werden k ¨  nnen. Die V rwendungo o e
 fester semantischer Moduln st ¨  βt bei V rwendung der Programmiersprache P SCAL bei strengero e A
 T pisierung auf Probleme: Da keine M ¨  glichkeit zur T p-P rametrisierung besteht, ist ein festesy o y a
 Modul i.a. zu starr. Die im Rahmen von POCO vorgesehene L ¨  sung wird daher so aussehen, daβo
Schemata f ¨  r feste semantische Moduln in die System-Bibliothek eingetragen werden, die durch denu
B e n u t z e r ( i n a u t o m a t i s c h e r F r m ) a u f s e i n e t y p - s p e z i fi s c h e n B e s o n d e r h e i t e n a b g e b i l d e t w e r d e no
k ¨  nnen. Die Einzelheiten dieser V rgehensweise sind jedoch noch nicht festgelegt. Das Modul-Bib-o o
liothekssystem [Deg 85] sowie der maschinenunabh ¨  ngige Binder [Keb 85] wurden im Rahmen vona
Diplomarbeiten entwickelt.
Erste konkrete Erfahrungen bei der Arbeit mit dem System konnten in einem Compiler-Generie-
 r u n g s - P r o j e k t s ( f ¨  r e i n e “ k l e i n e ” P r o g r a m m i e r s p r a c h e ) i m R a h m e n d e s F r t g e s c h r i t t e n e n -u o
Praktikums gesammelt werden. Dabei erwies sich das System als bemerkenswert stabil; speziell er-
gaben sich keine wesentlichen Probleme in den System-Komponenten und auch nicht hinsichtlich
der Benutzung durch einen sehr unterschiedlichen Anwenderkreis.
In der Zwischenzeit wird POCO von einer Reihe von Institutionen sowohl im akademischen als auch
im kommerziellen Bereich in einer Vielzahl verschiedener Anwendungen eingesetzt. Bemerkenswert
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war dabei die Erfahrung, daβ gerade im kommerziellen Bereich die Option der Erzeugung eines
 Compilers in der F rm von P scal-Quellcode am wichtigsten erschien. Als gr ¨  βere Projekte seieno a o
 h i e r n u r e r w ¨  h n t d i e E n t w i c k l u n g e i n e s C o m p i l e r s f ¨  r d i e C h i p - B e s c h r e i b u n g s s p r a c h e H I L La u
[Nov 86] sowie – im kommerziellen Bereich – f ¨  r die Programmiersprache UBS5000 f ¨  r speicher-u u
p r o g r a m m i e r b a r e S t e u e r u n g e n d u r c h m e t a - l e v e l s o f t w a r e G m b H , S a a r b r ¨  c k e n ; g e r a d e b e i d e mu
l e t z t g e n a n n t e n P r o j e k t z e i g t e n s i c h d i e V r t e i l e d e s g e n e r a t i v e n A n s a t z e s b e s o n d e r s , d a d i eo
Programmiersprache noch w ¨  hrend der Entwicklung des Compilers mehrmals ge ¨  ndert wurde.a a
Neben der naheliegenden Anwendungsm ¨  glichkeit des CGS POCO zur Generierung von Compilerno
ergeben sich jedoch weitere Einsatzm ¨  glichkeiten. An der Universit ¨  t des Saarlandes besteht eineo a
interessante Anwendung von POCO darin, einen von POCO generierten Compiler als ersten P ssa
 innerhalb eines komplexen und leistungsf ¨  higen Mehr-P ss-Compilers zu verwenden, dessen weiterea a
P ¨  sse ebenfalls mithilfe geeigneter V rfahren beschrieben und generiert werden konnen. In diesema e
Zusammenhang sei auf das O P T R A N - S y s t e m ( [ G M W  8 0 ] , [ M W W  8 4 ] ) v e r w i e s e n. Aufgabe des
durch POCO generierten ersten P sses ist dabei die syntaktische Analyse und die Erstellung einesa
abstrakten Syntaxbaums, der mit (im wesentlichen vom Scanner gelieferten) Attributen dekoriert
wird.
Eine typische Anwendungsm ¨  glichkeit f ¨  r POCO (auf der Ebene von Generatoren) ergibt sich darin,o u
 daβ f ¨  r Generatoren erforderliche Eingaben sich (bei entsprechender Beschreibung) mittels einesu
 von POCO generierten “Compilers” in eine interne Darstellung ¨ berf ¨  hren lassen. Diese Internfor-u u
 men der Eingabe k ¨  nnen dann als Datenbasis f ¨  r die eigentlichen Generierungsaufgaben innerhalbo u
solcher Generatoren verwendet werden; ein solcher generierter Compiler erf ¨  llt somit die Funktionu
eines “Grammatik-Lesers”. Anwendungen von POCO in diesem Sinne sind in [Rau 86] und [Sch 87]
b e s c h r i e b e n ; b e i d e A r b e i t e n s t a m m e n a u s d e m G e b i e t d e r a u t o m a t i s c h e n G e n e r i e r u n g v o n
Maschinencode-Generatoren. Auch der Grammatikleser des POCO-Generators selbst wurde mithilfe
v o n POCO neu generiert; dabei ergab sich, daβ die generie r t e F s s u n g w e s e n t l i c h w e n i g e r P r o -a
grammspeicher ben ¨  tigt und auch in der Laufzeit um (mindestens) den F ktor 2 besser ist.o a
E i n e w e i t e r e i n t e r e s s a n t e A n w e n d u n g s m ¨  g l i c h k e i t e r g a b s i c h i m R a h m e n e i n e s P r o j e k t s z u ro
B e w e r t u n g v o n S o f t w a r e ; Z i e l d i e s e s P r o j e k t s i s t e s , a n h a n d d e r Q u e l l t e x t s v o n C O B O L -
Programmen Aussagen ¨ ber die Qu ¨  litat dieser Programme zu machen. Eine geeignete L ¨  sung f ¨  ru a o u
diese Aufgabe ergibt sich durch die Generierung eines Compilers, in dessen Semantikanlyse-Phase
der Aufbau eines Kontrollfluβ-Graphen geleistet wird, der zur Berechnung der Qualit ¨  tsmerkmalea
einer Eingabe verwendet werden kann. Die Ergebnisse dieses Anwendungsbeispiels f ¨  r POCO sindu
in [Bar 87] beschrieben.
Das POCO-System ist in der Zwischenzeit weiterentwickelt und um einige zus ¨  tzliche Leistungena
erg ¨  nzt worden. Eine wesentliche V rbesserung stellt ein neu entwickelter Scanner-Generator dar,a e
der nicht nur ein g ¨  nstigeres Laufzeitverhalten bietet, sondern auch um einige Konzepte erweitertu
wurde; einige bisher vorhandene Einschr ¨  nkungen wurden beseitigt. W iterhin wurden speziell dema e
U N I X - B e n u t z e r k r e i s d a h i n g e h e n d K o n z e s s i o n e n g e m a c h t , d a β d i e g e n e r i e r t e n O b j e k t e a u c h
optional in der F rm von T bellen erzeugt werden, die von festen Treibern interpretiert werden.o a
 Ein besonders interessanter Aspekt f ¨  r eine weitere F rtentwicklung des Systems bietet die folgendeu o
¨Uberlegung: Die Kernidee des POCO-Systems ist die direkte Erzeugung von Compilerkomponenten
i n p-Code; die Erzeugung von p-Code erfolgt speziell, um den P rtabilit ¨  tsanspruch z u e r f ¨  l l e n .o a u
Andererseits lieβen sich viele der verwendeten Konzepte, die zu einer verbesserten Codequalitat und
besserem Laufzeitverhalten f ¨  hren, (im Gegensatz zur P rtabilit ¨  tszielsetzung) auch dazu einsetzen,u o a
 f ¨  r eine reale Maschine sehr effizienten Code zu erzeugen. Der Generator m ¨  βte dazu mit eineru u
 T ilmenge des Instruktionssatzes sowie mit Architekturcharakteristika einer solchen realen Maschinee
parametrisierbar gemacht werden. Das Ergebnis eines entsprechenden Generatorlaufs waren dann
 hocheffiziente Compilerkomponenten, wie sie etwa in [P n 86] f ¨  r eine spezielle L ¨  sung beschrie-e u o
 ben sind.
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Anhang A: p-Code-Instruktionssatz in alphabetischer Ordnung.
Opt.       Stack-Situation
 Instr. P ram. vorher – nachher Beschreibunga
 —————————— ————————————- ————————————————————
 ABI (i) i Absolut-W rt (integer)e
 ABR (r) r Absolut-W rt (real)e
 ADI (i,i) i  Integer Addition
 ADR (r,r) r  Real-Addition
 AND (b,b) b  logisches Und
 CHK t   p q Bereichs-Kontrolle
 CHR (i) c Konvertierung integer → char
 CSP q Standard-Prozedur-Aufruf
 CUP p q Unterprogramm-Aufruf
 DEC t     q        (x)      x        Dekrement
 DIF (s,s) s  Mengen-Differenz
 DVI (i,i) i  integer-Division
 DVR (r,r) r  real-Divison
 ENT p q Enter Block
 EOF (a) b T st der EOF-Beding.e
 EQU t     q        (x,x)    b        V rgleich (=)e
 FJP q (b) jump on false
 FLO (i,r) r,r Konvertierung Integer → real
 FLT (r,i) r,r Konvertierung Integer → real
 GEQ t     q        (x,x)    b        V rgleich (>=)e
 GRT t     q        (x,x)    b        V rgleich (>)e
 INC t     q        (x)      x        Inkrement
 IND t     q        (a)      x        indiziertes Laden
 INN (i,s) b  in-Operation
 IOR (b,b) b  inklusives Oder
 IXA q (a,i) a  Index-Berechnung
 LAO q a lade Adresse Niveau 0
 LCA q a lade Adresse einer Konst.
 LCI p q x        lade Konstante indirekt
 LDA p q a        lade Adresse mit Niveau p
 LDC t x        lade Konstante
 LDO t x        lade Inhalt von Adr. (Niv. 0)
 LEQ t     q        (x,x)    b        V rgleich (<=)e
 LES t     q        (x,x)    b        V rgleich (<)e
 LOD t   p q x        lade Inh. einer Adr.
 MOD (i,i) i  modulo-Operation
 MOV q (a,a) move
 MPI (i,i) i  integer-Multiplikation
 MPR (r,r) r  real-Multiplikation
 MST p Mark-Stack-Operation
 NEQ t     q        (x,x)    b        V rgleich (<>)e
 NGI (i) i negiere integer
 NGR (r) r negiere real
 NOT (b) b logisches Nicht
 ODD (i) b Standard-Fkt. odd
 ORD t              (x)      i        konvertiere zu integer
 RET t Unterprogramm-Return
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Opt. Stack-Situation
 Instr. P ram. vorher – nachher          Beschreibunga
 —————————— ————————————- ————————————————————
 SBI (i,i) i  integer-Subtraktion
 SBR (r,r) r  real-Subtraktion
 SGS (i) s Mengenbildung
 SQI (i) i Quadrat (integer)
 SQR (r) r Quadrat (real)
 SRO t     q        (x)               speichere direkt (Niv. 0)
 STO t              (a,x)             speichere indirekt (Niv. 0)
 STP stop
 STR t   p q        (x)               speichere   (Niv. p)
 TRC (r) i truncate-Operation
 UJC Fehler-Sprung (case-Stat.)
 UJP q unbedingter Sprung
 UNI (s,s) s  Mengen-V reinigunge
 XJP q (i) indizierter Sprung
 Zur Beschreibung der Effekte auf dem Stack wurden folgende Abk ¨  rzungen verwendet:u
a – Adresse
 b – boolean-W rte
c – char
 i – integer
 r – real
 s – Menge
 x – irgendeiner dieser Angaben
Die Stack-Situation (x,x) – x ist so zu interpretieren, daβ eine Operation zwei Argumente von T p x aufy
dem Stack verlangt und als Ergebnis einen W rt von T p x auf dem Stack hinterl ¨  βt.e y a
 Anmerkung: Obige T belle wurde aus [P D 82] ¨ bernommen; im Original enthaltene Fehler wurdena e u
 korrigiert.
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Anhang B: Syntax der POCO – Eingabesprache
Notation:________
Wir geben die Syntax der P co-Eingabesprache in Backus-Naur-Notation an; die folgenden Symboleo
sind die ¨ blichen Meta-Zeichen und geh ¨  ren nicht zur Generator-Eingabesprache:u o
::=    |    {    }
“|” kennzeichnet Alternativen, geschweifte Klammern dienen zur Darstellung der Wiederholung eines
Ausdrucks mit folgender Bedeutung:
X ::= {Y}  steht f ¨  r X ::=   | XYu
Nonterminals werden in < … > eingeschlossen, T rminals zur V rdeutlichung fettgedruckt.e e
B.1  Grundvokabular.
B.1.1  Zeichenvorrat.
Der Zeichenvorrat des Grundvokabulars der Generator-Eingabesprache besteht aus Buchstaben, Ziffern
und Sonderzeichen.
B.1.1.1  Buchstaben.
<letter> ::= A | ... | Z | a | ... | z | _
            B.1.1.2  Ziffern.
<digit>  ::= 0 | ... | 9
            B.1.1.3  Sonderzeichen.
<special_character> ::= + | - | * | / | ( | ) | [ | ] | { | } |
< | . | , | ; | : | ’ | " | ^ | % | $
            Zwischen Groβ- und Kleinschreibung wird unterschieden mit Ausnahme der reservierten W rte, die ino
Groβ- oder Kleinschreibung angegeben werden k ¨  nnen.o
B.2  Symbole.
A u s d e m Z e i c h e n v o r r a t d e s G r u n d v o k a b u l a r s l a s s e n s i c h d i e G r u n d s y m b o l e d e r G E S b i l d e n . D i e
G r u n d s y m b o l e d e r G E S s i n d B e z e i c h n e r , K o n s t a n t e n , S p e z i a l s y m b o l e s o w i e e i n e M e n g e v o n
reservierten W rten.o
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B.2.1  Bezeichner (Identifier).
<identifier> ::= <letter> { <letter> | <digit> | ’_’ }
            B.2.2  Konstanten.
<UnsignedInteger> ::= <Digit> { <Digit> }
<CharConst>       ::= ’ beliebiges Zeichen ’
<String>          ::= ’ Folge von beliebigen Zeichen ohne "’"  ’
<String_2>        ::= " Folge von beliebigen Zeichen ohne ’"’  "
            Wie ¨ blich m ¨  ssen in Character-Konstanten und in Strings Apostrophe doppelt geschrieben werden;u u
 dies gilt analog f ¨  r Konstanten vom T p String_2.u y
B.2.3  Spezialsymbole.
<SpecialSymbols>    ::= ’:=’ | ’<’ | ’<=’ | ’=’ | ’<>’ | ’>=’
’>’  | ’^’
            B.2.4  Kommentare.
Kommentare k ¨  nnen in einer der beiden folgenden F rmen geschrieben werden:o o
‘{’  beliebige Zeichenfolge ohne ‘}’
 bzw.
‘(*’ beliebige Zeichenfolge ohne ‘*)’
 K o m m e n t a r e k ¨  n n e n z w i s c h e n z w e i B e z e i c h n e r n , K o n s t a n t e n , r e s e r v i e r t e n W r t e n o d e r S p e z i a l -o o
s y m b o l e n a u f t r e t e n ; s i e k o n n e n e i n f a c h v e r s c h a c h t e l t w e r d e n d u r c h A n w e n d u n g d e r a l t e r n a t i v e n
Schreibweise:
{ dies ist ein (* Kommentar *) im Kommentar }
 B.2.5  Reservierte W rte.o
 B.2.5.1  Reservierte W rte aus Standard-P scal.o a
if        do        to        in        or        end
 for div var mod set and
 not else with then goto type
 case file begin until while array
 const label repeat record downto packed
 forward program function procedure
 B.2.5.2  Reservierte W rte aus der P scal-m-Spracherweiterung.o a
 module    interface implementation use
 B.2.5.3  Spezielle reservierte W rte.o
language terminals axiom     productions    finis
 error call allbut lookahead epsilon
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$left    $right    $non      $precedence
 B.2.6  Standard-Bezeichner.
In der POCO-Eingabesprache gibt es die folgenden vordeklarierten Bezeichner:
Integer — P scal-Standardtyp Integera
Boolean — P scal-Standardtyp Booleana
Char — P scal-Standardtyp Chara
Real — P scal-Standardtyp Reala
Nil — Nil-P intero
True — Boolesche Konstante true
F lse — Boolesche Konstante falsea
CR — Einzelzeichenklasse, Carriage Return
LF — Einzelzeichenklasse, Line Feed
EOL — Einzelzeichenklasse, Zeilenende
MaxInt — gro$te darstellbare ganze Zahl
MinInt — kleinste darstellbare ganze Zahl
B.3  Syntax der Generator-Eingabesprache (GES).
B.3.1  Die CGS-Eingabe:
<LanguageSpecification>  ::=  <LanguageIdentification>
<TerminalDefinitionPart>
<ConstantDefinitionPart>
<TypeDefinitionPart>
<ModuleDeclarationPart>
<AxiomDefinition>
<ProductionDefinition>
Finis
            B.3.2  Die Bezeichnung des zu generierenden Compilers:
<LanguageIdentification> ::= Language <Identifier> | <empty>
            Durch die Angabe des <identifiers> wird die Sprache, f ¨  r die ein Compiler generiert werden soll,u
benannt. Der angegebene Bezeichner wird auch als Programm-Name f ¨  r den generierten Bezeichneru
verwendet.
Beispiel:
Language P scala
f ¨  hrt zuu
Program P scal_Compilera
als Programmname des generierten Compilers.
Wird keine Bezeichnung f ¨  r die Sprache angegeben, so heiβt der generierte Compiler “Compiler”.u
132   Syntax der POCO – Eingabesprache
B.3.3  Definition der T rminalsymbole.e
 Die Definition der T rminalsymbole besteht aus der Definition von Einzelzeichenklassen und dere
Definition der einzelnen Symbolklassen, den T rminalen der kontextfreien Grammatik.e
<TerminalDefinitionPart> ::= Terminals
{ <CharacterClassDefinition>}
<TerminalDefinition>
{ <TerminalDefinition>}
            B.3.3.1  Einzelzeichenklassen-Definition.
D i e E i n z e l z e i c h e n k l a s s e n - D e fi n i t i o n e n e r l a u b e n d i e Z u s a m m e n f a s s u n g s e m a n t i s c h ¨ q u i v a l e n t e ra
Z e i c h e n e i n e s z u grundegelegten Alphabets. Dadurch wird di e D e fi n i t i o n v o n S y m b o l k l a s s e n e r -
l e i c h t e r t . G l e i c h z e i t i g h a t d i e V r w e n d u n g v o n E i n z e l z e i c h e n k l a s s e n E i n fluβ au f d i e G r ¨  β e d e se o
¨ ¨generierten Scanners, da dort Uberg ¨  nge unter mehreren Einzelzeichen zu einem Ubergang untera
der Einzelzeichenklasse zusammengefaβt werden k ¨  nnen.o
<CharacterClassDefinition> ::= <CharClassMode> <CharClassSpec>
<CharClassMode>            ::= - | ^ | <empty>
<CharClassSpec>            ::= <CharClassName> =
<CharClass> { , <CharClass> } ;
<CharClass>                ::= <CharConstant> |
<CharConstant> - <CharConstant>
<CharClassName>            ::= <identifier>
            Beispiel:
Letters  =  ‘A’ – ‘Z’, ‘a’ – ‘z’ , ‘_’
 faβt alle Buchstaben und das Zeichen Underscore zu einer Einzelzeichenklasse mit dem Namen
 Letters zusammen.
D u r c h d i e A n g a b e d e s M o d u s d e r E i n z e l z e i c h e n k l a s s e k a n n d a s V r h a l t e n d e s S c a n n e r s b e ie
Erkennen eines Zeichens festgelegt werden:
‘-’ Die Modusa n g a b e ‘ - ’ erlaubt die Markierung einer Einzelzeichenklasse
i g n o r i e r b a r ; e i n e i g n o r i e r b a r e E i n z e l z e i c h e n k l a s s e k a n n a l s e i n e M e n g e
von Zeichen betrachtet werden, die vom Scanner dazu verwendet werden,
um Symbole voneinander zu trennen, die jedoch nicht als Bestandteil eines
Symbols erkannt werden.
‘^’ Durch die Modusangabe ‘^’ wird eine Einzelzeichenklasse als ignorierbar,
nicht trennend charakterisiert; f ¨  r Elemente einer solchen Klasse gilt, daβu
sie aus dem Zeichenstrom “herausgefiltert” werden, ohne daβ sie Symbole
trennen.
‘ ‘ Die Einzelzeichenklasse ist relevant.
Beispiel:
Die Einzelzeichenklassen-Definition
^ UnderScore = ‘_’
 kann dazu verwendet werden, die Aufschreibung von Zahlkonstanten in der F rmo
1_234_567
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¨ bersichtlich zu gestalten (der “W rt” der Zahl sei hier 1234567)u e
B.3.3.2  Symbolklassen-Definition.
Die Definition einer Symbolklasse erfolgt durch die Angabe einer Klassennummer KCODE, einer
(Scanner-relevanten) Markierung zur Kennzeichnung des Screening-Modus (der die Art und W isee
regelt, in der der Relativcode eines T kens bestimmt wird), einer optionalen Angabe der Pr ¨  zedenz,o a
d e n B e z e i c h n e r d e s T r m i n a l s y m b o l s s o w i e e i n e n r e g u l ¨  r e n A u s d r u c k z u r B e s c h r e i b u n g d e re a
lexikalischen Struktur des Symbols.
<TerminalDefinition>    ::=  <KCode> <ScreeningMode>
<PrecedenceSpec>
<SymbolClassName>
= <RegularExpression> ;
<SymbolClassName>  ::= <Identifier>
<PrecedenceSpec>   ::= < <Associativity>
{ , <UnsignedInteger> } > |
<empty>
<Associativity>    ::= $left | $right | $non
<Terminal>         ::= <Identifier>
<KCode>  ::= <UnsignedInteger>
<ScreeningMode>    ::= + | * | - | ^ | ^ <UnsignedInteger>| <empty>
            <Identifier> bezeichnet den Namen des T rminalsymbols in der Generator-Eingabe; die Angabe dese
Klassencodes <KCode> dient zur Kommunikation mit dem Compile-Zeit-Scanner. Der Klassencode
muβ eindeutig sein.
Screening Modes
Der Screening-Mode dient zur Spezifikation der Art und W ise, wie der Scanner die verschiedenene
Elemente einer Symbolklasse behandeln soll. Der Scanner codiert die erkannten Symbole durch ein
P ar (KlassenCode, RelativCode), wobei der KlassenCode in der Eingabe spezifiziert ist und diea
V rgabe des RelativCodes in Abh ¨  ngigkeit vom Screening- Mode erfolgt. Es gibt die folgendene a
 M ¨  glichkeiten:o
‘ ‘ Der Scanner interpretiert diese Symbolklasse als eine konstante Klasse, das
heiβt die Elemente dieser Klasse sind zur Generierungszeit bekannt und
k ¨  nnen sich zur Laufzeit des Scanners nicht mehr ¨ ndern.o a
‘-’ D i e s e S y m b o l k l a s s e w i r d a l s i g n o r i e r b a r b etrachtet, das erk a n n t e T k e no
wird nicht an den P rser ¨ bergeben und der Leseprozeβ wird unmittelbara u
 forgesetzt. Damit lassen sich Symbolklassen wie etwa Kommentare leicht
beschreiben.
‘+’ Diese Symbolklasse wird als variabel betrachtet. Der Scanner vergibt an
jedes neue erkannte Symbol dieser Klasse einen eindeutigen Relativcode,
der an den P rser weitergegeben wird. Wird vom Scanner ein schon fr ¨  hera u
e r k a n n t e s S y m b o l e r n e u t g e l e s e n , s o w i r d d e r u r s p r ¨  n g l i c h v e r g e b e n eu
Relativcode verwendet.
‘*’ D i e s e S y m b o l k l a s s e i s t e b e n f a l l s v a r i a b e l , i m U n t e r s c h i e d z u d e r o b e n
b e s c h r i e b e n e n F r m w i r d j e d o c h j e d e m e r k a n n t e n S y m b o l e i n n e u e ro
R e l a t i v c o d e z u g e o r d n e t , u n a b h ¨  n g i g d a v o n , o b e s s c h o n f r ¨  h e r e r k a n n ta u
worden war. Durch die Angabe dieses Screening-Modes kann der Benutzer
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E i n fl u β a u f d i e L a u f z e i t d e s S c a n n e r s n e h m e n : e s k ¨  n n e n S u c h z e i t e no
erspart werden.
‘^’ Dieser Screening-Mode ist f ¨  r Zahlkonstante vorgesehen und markiert eineu
S y m b o l k l a s s e a l s k o n v e r t i e r bar. Damit wird es m ¨  glich, Zahlk o n s t a n t e no
unmittelbar im Scanner in W rte umzuwandeln und damit die Aufgabene
d e r s e m a n t i s c h e n A n a l y s e z u e r l e i c h t e r n . D i e B a s i s d e r Z a h l d a r s t e l l u n g
m u β n a c h d e m ‘ ^  ’ - Z e i c h e n a n g e g e b e n w e r d e n ; e s g i b t d i e f o l g e n d e n
M ¨  glichkeiten:o
^2 : Konvertierung einer Bin ¨  rzahla
^8 : Konvertierung einer Oktalzahl
^10 : Konvertierung einer Dezimalzahl; die Basisangabe ist hier optional
^16 : Konvertierung einer Hexadezimalzahl
Nicht zul ¨  ssige Ziffern werden dabei ignoriert, alsoa
17Q : kann in die Oktalzahl 17 (Dezimal 15) umgewandelt werden,
das Zeichen ‘Q’ wird ignoriert.
Zur Beschreibung der syntaktischen Struktur der lexikalischen Objekte werden erweiterte regul ¨  rea
Ausdr ¨  cke verwendet. In regul ¨  ren Ausdr ¨  cken konnen die Namen von Einzelzeichenklassen undu a u
 t e x t l i c h v o r h e r d e fi n i e r t e n S y m b o l k l a s s e n v e r w e n d e t w e r d e n . D i e N a m e n v o n S y m b o l k l a s s e n
m ¨  ssen paarweise verschieden sein und d ¨  rfen nicht mit Namen f ¨  r andere Objekte der Eingabeu u u
¨ bereinstimmen. Es k ¨  nnen auch keine Namen von Einzelzeichenklassen verwendet werden, die alsu o
ignorierbar markiert sind.
<RegularExpression>     ::=  <CharClassName>          |
<SymbolClassName>        |
<CharConstant>           |
<StringConstant>         |
<Concatenation>          |
<Alternative>            |
<Equivalence>            |
<IterationOption>        |
<AllbutExpression>       |
<LookaheadExpression>
<StringConstant>   ::=  <String_2>
<Concatenation>    ::=  <String>
<Alternative>      ::=  ( <RegularExpression>| <RegularExpression>
{ | <RegularExpression } )
<Equivalence>      ::=  ( <RegularExpression>
, <RegularExpression>
{ , <RegularExpression } )
<IterationOption>  ::=  [ <RegularExpression> ]  |
* [ <RegularExpression> ] |
* <Range> [ <RegularExpression> ]
<Range>  ::=  <UnsignedInteger> - <UnsignedInteger>| <UnsignedInteger> -| - <UnsignedInteger>
<AllbutExpression> ::=  <RegularExpression>
Allbut ( <RegularExpression> )
<LookaheadExpression>        ::= <RegularExpression>
Lookahead ( <RegularExpression> )
            Anmerkungen:
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( 1 ) A l t e r n a t i v e n d i e n e n z u r D e fi n i t i o n v o n S y m b o l k l a s s e n , d e r e n E l e m e n t e j e e i n e n e i g e n e n
Relativcode erhalten sollen; der Relativcode der Elemente einer solchen Symbolklasse ergibt sich,
indem die Elemente von links nach rechts beginnend mit 1 durchnumeriert werden.
Beispiel 1:
3 AddOp = ( ‘+’ | ‘-’ | ‘or’);
 ‘+’  hat den Relativcode 1
‘or’ hat den Relativcode 3
Beispiel 2:
5 RelOp = ‘<’ ( ‘>’ | ‘=’ );
 ‘<>’ hat den Relativcode 1
‘<=’ hat den Relativcode 2
¨(2) Aquivalenzen erlauben die Zusammenfassung von Elementen in einer konstanten Symbolklasse
ohne die V rgabe eines eigenen Relativcodes an jedes Element.e
Beispiel:
BeginSy = ( ‘begin’ , ‘Begin’ , ‘BEGIN’ );
 ‘begin’, ‘Begin’, ‘BEGIN’ haben alle den Relativcode 1
(3) Durch eine Option kann eine (eventuell leere) F lge von Elementen beschrieben werden. Dieo
S t r u k t u r e i n e s E l e m e n t s w i r d d u r c h d e n r e g u l ¨  r e n A u s d r u c k z w i s c h e n d e n e c k i g e n K l a m m e r na
angegeben. Es gibt im einzelnen die folgenden V rianten:a
[ R ] Der regul ¨  re Ausdruck R kann einmal auftreten oder ganz entfallena
* [ R ] R kann beliebig oft auftreten oder ganz entfallen
*u-o [ R ] R muβ mindestens n-mal, kann h ¨  chstens jedoch m-mal auftreteno
*u-  [ R ] R muβ mindestens n-mal, danach jedoch beliebig oft auftreten
*-m  [ R ] R kann ganz entfallen oder aber h ¨  chstens m-mal auftreteno
(4) Allbut-Ausdr ¨  cke k ¨  nnen dann verwendet werden, wenn es einfacher ist das Komplement eineru o
 regul ¨  ren Menge zu beschreiben. Dies wird an folgendem Beispiel deutlich:a
Beispiel:
10 – Comment = ‘{’ Allbut ( ‘}’ );
 beschreibt einen Kommentar in der Programmiersprache P scala
 ( 5 ) L o o k a h e a d - A u s d r ¨  c k e w e r d e n d a n n b e n ¨  t i g t , w e n n e i n S y m b o l e r s t d a n n e i n e r K l a s s eu o
zugeordnet werden kann, sobald der Scanner eine gewisse V rausschau machen konnte. T pisch isto y
die folgende Situation in der Programmiersprache FORTRAN:
Beispiel:
9 DoSy  = ‘DO’ Lookahead ( Ident ‘=’ IntConst ‘,’ );
 d a m i t w i r d v e r m i e d e n , d a β e t w a b e i d e m B e z e i c h n e r ‘ D O I 1 0 ’ d a s P r ¨  fi x a l s d o - S y m b o la
erkannt wird.
Einschr ¨  nkungen und Konventionen:a
136   Syntax der POCO – Eingabesprache
1. (1) Als ignorierbar gekennzeichnete Symbolklassen d ¨  rfen nicht als T rminalsymboleu e
in der kontextfreien Grammatik der POCO- Eingabe verwendet werden; der Scanner
u b e r g i b t d i e s e S y m b o l e n i c h t a n d e n P r s e r . D e r S c a n n e r - G e n e r a t o r e r k e n n t d i e s ea
Situation als Fehler.
2. (2) Eine konstante Symbolklasse wird beschrieben durch:
(a) ein Einzelzeichen
(b) den Namen einer Einzelzeichenklasse
(c) den Namen einer konstanten Symbolklasse
(d) einer Konkatenation von Einzelzeichen (Stringtyp 1)
(e) einem String vom T p 2y
¨(f) einer Aquivalenzklasse gebildet aus Elementen von (a)-(e)
(g) Alternativen von Ausdr ¨  cken gebildet aus Elementen der F rm (a)-(f)u o
3. (3) Stringkonstanten vom T p 2 (eingeschlossen in Doppelapostrophe) k ¨  nnen nur iny o
k o n s t a n t e n Z e i c h e n k l a s s e n a u f t r e t e n ; s i e k ¨  n n e n a u c h n i c h t z u s a m m e n m i t a n d e r e no
regul ¨  ren Ausdr ¨  cken auftreten, insbesondere d ¨  rfen Symbolklassen nicht aus mehrerena u u
 Stringkonstanten bestehen.
4. (4) F ¨  r jeden String vom T p 2 muβ es eine Musterklasse geben, in der die lexikalischeu y
S t r u k t u r d e s S t r i n g s b e s c h r i e b e n w i r d . D e r S c a n n e r e r k e n n t z u n ¨  c h s t n u r d i ea
Musterklasse, erst w ¨  hrend der Screening-Phase wird dem erkannten Symbol das rich-a
t i g e ( K l a s s e n - , R e l a t i v c o d e ) - P a r z u g e o r d n e t . B e i F e h l e n e i n e r s o l c h e n M u s t e r k l a s s ea
meldet der Generator einen Fehler.
B.4  Die Deklaration benannter Konstanten.
D i e D e fi n i t i o n v o n b e n a n n t e n K o n s t a n t e n d i e n t z u r V r e i n f a c h u n g d e r A t t r i b u t i e r u n g u n d z u re
E r l e i c h t e r u n g v o n T p d e fi n i t i o n e n d i e S y n t a x e n t s p r i c h t ( b i s a u f d i e f e h l e n d e M ¨  g l i c h k e i t z u ry o
Definition von real-Konstanten) der Konstanten-Deklaration in P SCAL:A
<ConstantDefinitionPart> ::= Const <ConstantDefinition>
{ ; <ConstantDefinition> } ; | <empty>
<ConstantDefinition>     ::= <Identifier> = <Constant>
<Constant>    ::= <UnsignedNumber> |
<Sign> <UnsignedNumber> |
<ConstantIdentifier > |
<Sign> <ConstantIdentifier> |
<String>
<UnsignedNumber>        ::= <UnsignedInteger>
<Sign>        ::= + | -
<ConstantIdentifier>    ::= <Identifier>
            B.5  Die Definition der Attribut-T pen.y
 D i e D e fi n i t i o n d e r A t t r i b u t t y p e n e r f o l g t w e i t g e h e n d a n a l o g z u r D e fi n i t i o n v o n T p e n i n d e ry
Programmiersprache P SCAL. Als Basistypen sind integer, char und boolean zugelassen, auf denA _____ ___ _______ _ _
 T p real wird verzichtet.y  ___
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<TypeDefinitionPart>     ::= Type <TypeDefinition>
{ ; <TypeDefinition> }| <empty>
<TypeDefinition>    ::= <Identifier> = <Type>
<Type>    ::= <SimpleType> |
<StructuredType> |
<PointerType>
<SimpleType>   ::= <ScalarType> |
<SubrangeType> |
<TypeIdentifier>
<TypeIdentifier>    ::= <Identifier>
<ScalarType>   ::= ( <Identifier> { , <Identifier> } )
<SubrangeType> ::= <Constant> .. <Constant>
<StructuredType>    ::= <UnpackedStructuredType> |
packed <UnpackedStructuredType>
<UnpackedStructuredType> ::= <ArrayType> | <RecordType> | <SetType>
<ArrayType>    ::= array [ <indexType>
{ , <indexType>} ] of <ComponentType>
<IndexType>    ::= <SimpleType>
<ComponentType>     ::= <Type>
<RecordType>   ::= record <FieldList> end
<FieldList>    ::= <FixedPart> |
<FixedPart> ; <VariantPart> |
<VariantPart>
<FixedPart>    ::= <RecordSection> { ; <RecordSection>}
<RecordSection>     ::= <FieldIdentifier>
{ , <FieldIdentifier>} : <Type> |
<empty>
<VariantPart>  ::= case <TagField> <TypeIdentifier>
of <Variant> { ; <Variant>}
<TagField>     ::= <FieldIdentifier> :  | <empty>
<Variant> ::= <CaseLabelList>
            B.6  Die Deklaration der semantischen Aktionen.
Die semantischen Aktionen werden (zusammengefaβt in Moduln von P scal-m) als externe Modulna
deklariert; dabei werden inherited-Attribute als value- und derived-Attribute als var-P rameter (ima
Sinne der Programmiersprache P SCAL) notiert.A
<ModuleDeclaration>      ::=   module <module identifier> ;
<InterfacePart>
<ImplementationPart> |
module <module identifier> ;
<interface part>
use ;
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<InterfacePart>     ::=  interface
<ConstantDefinitionPart>
<TypeDefinitionPart>
<Procedure/FunctionHeading>
{ <Procedure/FunctionHeading>}
<ImplementationPart>     ::=  implementation <Block>
<Block>   ::=  <label declaration part>
<ConstantDefinitionPart>
<TypeDefinitionPart>
<VariableDeclarationPart>
<ModuleDeclarationPart>
<Procedure/FunctionDeclarationPart>
<statement part>
<ModuleDeclarationPart>  ::=  { <ModuleDeclaration> ; }
<CompilationUnit>   ::=  <Program> | <Module>
<Module>  ::=  <ModuleDeclaration>
{ ; <ModuleDeclaration>} .
            B.7  Die Definition des Axioms der Sprache.
<AxiomDefinition>   ::= Axiom <Nonterminal>
<Nonterminal>  ::= <Identifier>
            B.8  Die Definition der Produktionen der attr. Grammatik.
<ProductionDefinition>   ::= Productions <Production>
{ <Production> }
            Die Definition der Produktionen erfolgt in van Wijngarden-Notation: jede Produktion wird mit “.”
a b g e s c h l o s s e n , v e r s c h i e d e n e A l t e r n a t i v e n z u e i n e m N o n t e r m i n a l w e r d e n m i t t e l s “ ; ” g e t r e n n t ,
aufeinanderfolgende Symbole auf der rechten Seite einer Alternative durch “,”. Zwischen linker und
rechter Seite einer Produktion steht ein “:”. (Wir nennen i.a. eine Alternative einer Produktion eine
Regel.)
<Production>   ::= <LeftSide> : <RightSide> .
<LeftSide>     ::= <Nonterminal> { <LHSAattributes> }
<LHSAattributes>    ::= ( <AttributeGroup>
{ ; <AttributeGroup> } )
<AttributeGroup>    ::= <InhAttributeGroup> |
<DerAttributeGroup>
<InhAttributeGroup> ::= <AttributeList> | empty
<DerAttributeGroup> ::= var <AttributeList> | empty
            M a n b e a c h t e , d a β i n h e r i t e d - A t t r i b u t e ( d e r i v e d - A t t r i b u t e ) a l s v a l u e - ( v a r - ) P r a m e t e r a n a l o g z ua
einem P SCAL-Prozeduraufruf notiert werden; dies ist eine Konzession an die Wirtssprache, vorA
allem wegen der analogen Spezifikation der sem. Aktionen.
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<AttributeList>     ::= <AttributeIdentifier>
{ , <AttributeIdentifier> }
: <TypeIdentifier>
            Analog zu einem Standard-P SCAL-Prozeduraufruf erfolgt die Spezifikation des T ps der AttributeA y
durch Angabe eines deklarierten T pbezeichners; eine explizite T pvereinbarung ist (abgesehen vony y
den Standard-T pen) nicht moglich.y
<RightSide>    ::= <Alternative> { ; <Alternative> }
<ExplicitPrecedence>
<Alternative>  ::= <AltElement> { , <AltElement> }
<ExplicitPrecedence>     ::= $precedence <Terminal> |
<empty>
<AltElement>   ::= <AltHeader> |
<AltHeader> ( <RHSAttribute>
{ , <RHSAttribute> } ) |
call <SemAction>
<AltHeader>    ::= <Nonterminal> | <Terminal>
            Die V rwendung von call ist redundant und wird nur aus Gr ¨  nden der besseren Lesbarkeit verlangt.e u
<SemAction>    ::= <ProcedureIdentifier> |
<ProcedureIdentifier>
( <AtualParameter>
{ , <ActualParameter> } )
<ProcedureIdentifier>    ::= <Identifier>
<ActualParameter>   ::= <AttributeIdentifier>
<AttributeIdentifier>    ::= <Identifier> |
<ConstantIdentifier>
<RHSAttribute>           ::= <AttributeIdentifier>
<empty> ::=
            Die V rwendung von benannten Konstanten auf Attribut-P sitionen (bzw. P rameter-P sitionen vone o a o
 semantischen Aktionen) unterliegt der Bedingung, daβ sie nur auf derived-P sitionen der linkeno
 Seite bzw. inherited-P sitionen der rechten Seite einer Regel stehen d ¨  rfen.o u
I n A n h a n g D i s t als Beispiel f ¨  r eine E i n g a b e i n P O C O d i e G e n e r a t o r - E i n g a b e s p r a c h e i n i h r e ru
eigenen Syntax angegeben.
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Anhang C: Syntax der POCO-Eingabesprache (Syntax-Diagramme)
Anmerkung:
D i e f o l g e n d e n S y n t a x d i a g r a m m e b e s c h r e i b e n d i e w i c h t i g s t e n K o n s t r u k t e d e r P O C O -
E i n g a b e s p r a c h e . N i c h t a u f g e f ¨  h r t e K o n s t r u k t e e n t s p r e c h e n E l e m e n t e n d e r P r o g r a m m i e r s p r a c h eu
P scal; “String_2” ist in Anhang B definiert.a
»» Is a notta implemented inna P stScript versione. Scusi.o
Please refer to the Springer Informatik F chbericht 164!!a
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A n h a n g D : B e i s p i e l f ¨  r e i n e E i n g a b e i n d e r G e n e r a t o r - E i n g a b e -u
sprache.
{$L+,S+,P+,C+}
 {————————————————————————————————————————————-
 Die folgende Eingabe ist die (leicht gekuerzte) Beschreibung der
POCO-Generator-Eingabesprache
 in ihrer eigenen Syntax.
 ————————————————————————————————————————————-}
 Language POCO
 T rminalse
Bu = ‘a’ – ‘z’, ‘A’ – ‘Z’;
 Zi = ‘0’ – ‘9’;
 Dollar = ‘$’;
 US = ‘_’ ;
 Apo = ”” ;
 Quote = ‘“’ ;
 1 + Ident    = (Bu | Dollar) * [ (Bu | Zi | US) ];
 2 * IntConst = Zi * [Zi] ;
 4 * StringConst = Quote Allbut (Quote) ;
 5 * CharString  = *1-[Apo Allbut (Apo)] ;
 6 LP rent = ‘(’ ;a
 7 RP rent = ‘)’ ;a
 8 LBracket = ‘[’ ;
 9 RBracket = ‘]’ ;
 10 Comma = ‘,’ ;
 11 Semicolon = ‘;’ ;
 12 P riod = ‘.’ ;e
 13 Colon = ‘:’ ;
 14 PlusSy = ‘+’ ;
 15 MinusSy = ‘-’ ;
 16 StarSy = ‘*’ ;
 17 AltSy = ‘|’ ;
 18 IsSy = ‘=’ ;
 19 RangeSy = ‘..’;
 20 P interSy = ‘^’ ;o
 21 LanguageSy = “LANGUAGE” ;
 22 T rminalSy = “TERMINALS”;e
 23 AxiomSy = “AXIOM”    ;
 24 ProductSy = “PRODUCTIONS” ;
 25 FinisSy = “FINIS”       ;
 26 ErrorSy = “ERROR”;
 27 CallSy  = “CALL”  ;
 28 AllbutSy = “ALLBUT”     ;
 29 LookAheadSy = “LOOKAHEAD”  ;
 30 ModuleSy = “MODULE”;
 31 InterfaceSy = “INTERF CE” ;A
 32 ImplementSy = “IMPLEMENT TION” ;A
 33 ProcSy  = “PROCEDURE”;
 34 FuncSy  = “FUNCTION”   ;
 35 UseSy = “USE”   ;
 36 ConstSy = “CONST” ;
 37 T peSy = “TYPE”  ;y
 38 V rSy = “V R” ;a A
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39  ArraySy   = “ARRA ” ;Y
 40 RecordSy = “RECORD”     ;
 41 SetSy = “SET”   ;
 42 CaseSy  = “CASE”  ;
 43 OfSy = “OF”    ;
 44 EndSy = “END”   ;
 45 P ckedSy = “P CKED” ;a A
 46 LeftSy  = “$LEFT” ;
 47 RightSy = “$Right”     ;
 48 NonSy = “$NON”  ;
 49 PrecSy  = “$PRECEDENCE” ;
 50 LessSy  = ‘<’ ;
 51 GreaterSy = ‘>’ ;
 60 – Comment1 = ‘{’ Allbut (’}’) ;
 61 – Comment2 = ‘(’ ‘*’ Allbut (’*’ ‘)’) ;
 62 – Blanks   = ‘ ‘ * [ ‘ ‘ ]    ;
 Axiom LanguageSpec
 Productions
 LanguageSpec : LanguageIdent,
T rmDefP rt ,e a
 ConstDeclP rt ,a
T peDefP rt ,y a
 ModuleDeclP rt ,a
AxiomDefinition ,
ProductionDef ,
FinisSy .
 LanguageIdent : LanguageSy , Ident ;
(* Epsilon *) .
 T rmDefP rt : T rminalSy ,e a e
 CharClassDefs ,
SymbolClassDefs .
 CharClassDefs : CharClassDefs, CharClassDef ;
(* Epsilon *) .
 CharClassDef : CharClassMode ,
Ident ,
IsSy ,
CharSpecList ,
Semicolon .
 CharClassMode : MinusSy ;
P interSy ;o
(* Epsilon *) .
 CharSpecList : CharSpecList, Comma, CharClass ;
CharClass .
 CharClass : CharString ;
CharString , MinusSy , CharString .
 SymbolClassDefs : SymbolClassDefs, SymbClassDef ;
SymbClassDef .
 SymbClassDef : IntConst ,
SymbClassMode ,
PrecedenceSpec ,
Ident ,
IsSy ,
RegularExpr ,
Semicolon   ;
Semicolon .
 PrecedenceSpec : LessSy , Associativity , GreaterSy ;
LessSy , Associativity , Comma ,
IntConst , GreaterSy ;
(* Epsilon *) .
 Associativity : LeftSy ;
RightSy ;
NonSy .
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SymbClassMode  : PlusSy ;
StarSy ;
MinusSy ;
P interSy ;o
P interSy, IntConst;o
(* Epsilon *) .
 RegularExpr : RegExpression , RegularExpr ;
RegExpression .
 RegExpression : Ident ;
CharString ;
StringConst ;
RegAlternative ;
RegEquivalence ;
IterationOption ;
AllbutExpression ;
LookAheadExpr .
 RegAlternative : LP rent , AltExprList , RP rent .a a
 AltExprList : AltExprList, AltSy , RegularExpr ;
RegularExpr , AltSy , RegularExpr .
 RegEquivalence : LP rent , EquivExprList , RP rent .a a
 EquivExprList : EquivExprList  , Comma , RegularExpr ;
RegularExpr , Comma , RegularExpr .
 IterationOption : QualifierOption ,
LBracket, RegularExpr , RBracket .
 QualifierOption : StarSy , RangeOption ;
(* Epsilon *) .
 RangeOption : MinusSy , IntConst ;
IntConst , MinusSy ;
IntConst , MinusSy , IntConst ;
(* Epsilon *) .
 AllbutExpression : AllbutSy , LP rent , RegularExpr , RP rent .a a
 LookAheadExpr : LookAheadSy , LP rent , RegularExpr , RP rent .a a
 ConstDeclP rt : ConstSy , ConstDefList ; (* Epsilon *) .a
 ConstDefList : ConstDefList, ConstDefinition ;
ConstDefinition .
 ConstDefinition : Ident , IsSy , Constant , Semicolon .
 Constant : IntConst ;
Ident ;
StringConst ;
CharString .
 T peDefP rt : T peSy , T peDefList ; (* Epsilon *) .y a y y
 T peDefList : T peDefList, T peDefinition ;y              y y
 T peDefinition .y
 T peDefinition : Ident , IsSy , T peSpec , Semicolon .y y
 T peSpec : SimpleT pe ;y y
StructuredT pe ;y
P interT pe .o y
 SimpleT pe : ScalarT pe ;y              y
SubrangeT pe ;y
Ident .
 ScalarT pe : LP rent , IdentList , RP rent .y a a
 SubrangeT pe : Constant , RangeSy , Constant .y
 StructuredT pe : UnpackStructT pe;y y
P ckedSy, UnpackStructT pe .a y
 UnpackStructT pe : ArrayT pe ;y y
 RecordT pe ;y
SetT pe .y
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ArrayT pe : ArraySy , LBracket , IndexT peList , RBracket ,y y
OfSy , ComponentT pe .y
 IndexT peList : IndexT peList , Comma , IndexT pe ;y              y y
IndexT pe .y
 IndexT pe : SimpleT pe .y          y
 ComponentT pe : T peSpec .y     y
 RecordT pe : RecordSy , FieldList , EndSy .y
 FieldList : FixedP rt ;a
FixedP rt , Semicolon , V riantP rt ;a a a
 V riantP rt .a a
 FixedP rt : FixedP rt , Semicolon , RecordSection ;a         a
RecordSection .
 RecordSection : IdentList , Colon , T peSpec ;y
(* Epsilon *) .
 V riantP rt : CaseSy , T gField , T peSpec , OfSy , V riantList .a a a y a
 V riantList : V riantList , Semicolon , V riant ;a              a a
V riant .a
 V riant : CaseLabelList , Colon , LP rent , FieldList , RP rent .a a a
 CaseLabelList : CaseLabelList, Comma , IntConst ;
IntConst .
 T gField : Ident , Colon ; (* Epsilon *) .a
 P interT pe : P interSy , Ident .o y o
 SetT pe : SetSy , OfSy , T peSpec .y y
 ModuleDeclP rt : ModuleDeclList ; (* Epsilon *) .a
 ModuleDeclList : ModuleDeclList , ModuleDecl ;
ModuleDecl .
 ModuleDecl : ModuleSy , Ident , Semicolon
, InterfaceP rt , UseSy , Semicolon .a
 InterfaceP rt : InterfaceSy , ConstDeclP rt , T peDefP rt ,a a y a
 ProcHeadingList .
 ProcHeadingList : ProcHeadingList , ProcHeading
; ProcHeading .
 ProcHeading : ProcSy , Ident , P rameterOption , Semicolon .a
 P rameterOption : LP rent , AttributeList , RP rent ;a a a
(* Epsilon *)  .
 AxiomDefinition : AxiomSy , Ident .
 ProductionDef : ProductSy , ProductionList .
 ProductionList : ProductionList , Production ;
Production .
 Production : LeftSide , Colon , RightSide , P riod .e
 LeftSide : Ident , LhsAttributes .
 LhsAttributes : LP rent , AttributeList , RP rent ;a a
(* Epsilon *)  .
 AttributeList : AttributeList , Semicolon , AttributeGroup ;
AttributeGroup .
 AttributeGroup : InhAttributes ;
DerAttributes  .
 InhAttributes : IdentList , Colon , T peSpec .y
 DerAttributes : V rSy , IdentList, Colon , T peSpec .a y
 IdentList : IdentList , Comma , Ident ;
Ident .
 RightSide : RightSide , Semicolon , Alternative ;
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Alternative .
 Alternative : Alternative , Comma , AltElement , ExplicitPrec ;
AltElement , ExplicitPrec .
 ExplicitPrec : PrecSy , Ident ;
(* Epsilon *)  .
 AltElement : AltHeader , RhsAttributes ;
ErrorSy , Ident ;
(* Epsilon *)  .
 RhsAttributes : LP rent , IdentList , RP rent ;a a
(* Epsilon *)  .
 AltHeader : Ident ;
CallSy , Ident .
 FINIS
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Anhang E: Liste der POCO-Fehlermeldungen
1 : ERROR IN SIMPLE TYPE
 2 : IDENTIFIER EXPECTED; DO NOT USE P SCAL RESERVED W RDS!A O
3 : ‘PROGRAM’ EXPECTED
 4 : ‘)’ EXPECTED
 5 : ‘:’ EXPECTED
 6 : ILLEGAL SYMBOL
 7 : ERROR IN P RAMETER LISTA
 8 : ‘OF’ EXPECTED
 9 : ‘(’ EXPECTED
 10 : ERROR IN TYPE
 11 : ‘[’ EXPECTED
 12 : ‘]’ EXPECTED
 13 : ‘END’ EXPECTED
 14 : ‘;’ EXPECTED
 15 : INTEGER EXPECTED
 16 : ‘=’ EXPECTED
 17 : ‘BEGIN’ EXPECTED
 18 : ERROR IN DECLARA ION P RTT A
 19 : ERROR IN FIELD-LIST
 20 : ‘.’ EXPECTED
 21 : ‘*’ EXPECTED
 22 : ‘,’ EXPECTED
 23 : ‘<’ Expected
 24 : ‘>’ Expected
 41 : MODULE DECLARA ION MUST BE A LEVEL 1T T
 42 : ‘USED’ OR ‘IMPLEMENT TION’ EXPECTEDA
 43 : ‘INTERF CE’ EXPECTEDA
 44 : MODULE INTERF CE P RT MUST NOT BE EMPTYA A
 45 : ‘IMPLEMENT TION’ EXPECTEDA
 50 : ERROR IN CONST NTA
51 : ‘:=’ EXPECTED
 52 : ‘THEN’ EXPECTED
 53 : ‘UNTIL’ EXPECTED
 54 : ‘DO’ EXPECTED
 55 : ‘TO’/’DOWNTO’ EXPECTED
 56 : ‘IF’ EXPECTED
 57 : ‘FILE’ EXPECTED
 58 : ERROR IN F CTORA
59 : ERROR IN EXPRESSION
 101 : IDENTIFIER DECLARED TWICE
 102 : LOW BOUND EXCEEDS HIGH BOUND
 103 : IDENTIFIER IS NOT OF APPROPRIA E CLASST
 104 : IDENTIFIER NOT DECLARED
 105 : SIGN NOT ALLOWED
 106 : NUMBER EXPECTED
 107 : INCOMP TIBLE SUBRAGE TYPESA
 108 : FILE NOT ALLOWED HERE
 109 : TYPE MUST NOT BE REAL
 110 : T GFIELD TYPE MUST BE SCALAR OR SUBRANGEA
 111 : INCOMP TIBLE WITH T GFIELD TYPEA A
 112 : INDEX TYPE MUST NOT BE REAL
 113 : INDEX TYPE MUST BE SCALAR OR SUBRANGE
 114 : BASE TYPE MUST NOT BE REAL
 115 : BASE TYPE MUST BE SCALAR OR SUBRANGE
 116 : ERROR IN TYPE OF ST NDARD PROCEDURE P RAMETERA A
117 : UNSA ISFIED FORW RD REFERENCET A
 118 : FORW RD REFERENCE TYPE IDENTIFIER IN V RIABLE DECLARA IONA A T
119 : FORW RD DECLARED; REPETITION OF P RAMETER LIST NOT ALLOWEDA A
 120 : FUNCTION RESULT P RAMETER MUST BE SCALAR, SUBRANGE OR POINTERA
 121 : FILE V LUE P RAMETER NOT ALLOWEDA A
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122 : FORW RD DECLARED FUNCTION; REPETITION OF RESULTA
 123 : MISSING RESULT TYPE IN FUNCTION DECLARA IONT
124 : ‘F’-FORMA FOR REAL ONLT Y
 125 : ERROR IN TYPE OF ST NDARD FUNCTION P RAMETERA A
126 : NUMBER OF P RAMETERS DOES NOT AGREE WITH DECLARA IONA T
127 : ILLEGAL P RAMETER SUBSTITUTIONA
 128 : RESULT TYPE OF P RAMETER FUNCTION DOES NOT AGREE WITH DECLARA IONA T
129 : TYPE CONFLICT OF OPERANDS
 130 : EXPRESSION IS NOT OF SET TYPE
 131 : TESTS ON EQUALITY ALLOWED ONLY
 132 : STRICT INCLUSION NOT ALLOWED
 133 : FILE COMP RISON NOT ALLOWEDA
 134 : ILLEGAL TYPE OF OPERAND(S)
 135 : TYPE OF OPERAND MUST BE BOOLEAN
 136 : SET ELEMENT TYPE MUST BE SCALAR OR SUBRANGE
 137 : SET ELEMENT TYPES NOT COMP TIBLEA
138 : TYPE OF V RIABLE IS NOT ARRAA Y
 139 : INDEX TYPE IS NOT COMP TIBLE WITH DECLARA IONA T
140 : TYPE OF V RIABLE IS NOT RECORDA
 141 : TYPE OF V RIABLE MUST BE FILE OR POINTERA
 142 : ILLEGAL P RAMETER SUBSTITUTIONA
 143 : ILLEGAL TYPE OF LOOP CONTROL V RIABLEA
144 : ILLEGAL TYPE OF EXPRESSION
 145 : TYPE CONFLICT
 146 : ASSIGNMENT OF FILES NOT ALLOWED
 147 : LABEL TYPE INCOMP TIBLE WITH SELECTING EXPRESSIONA
 148 : SUBRANGE BOUNDS MUST BE SCALAR
 149 : INDEX TYPE MUST NOT BE INTEGER
 150 : ASSIGNMENT TO ST NDARD FUNCTION IS NOT ALLOWEDA
 151 : ASSIGNMENT TO FORMAL FUNCTION IS NOT ALLOWED
 152 : NO SUCH FIELD IN THIS RECORD
 153 : TYPE ERROR IN READ
 154 : ACTUAL P RAMETER MUST BE A V RIABLEA A
155 : CONTROL V RIABLE MUST NOT BE DECLARED ON INTERMEDIA E LEVELA T
 156 : MULTIDEFINED CASE LABEL
 158 : MISSING CORRESPONDING V RIANT DECLARA IONA T
 159 : REAL OR STRING T GFIELDS NOT ALLOWEDA
 160 : PREVIOUS DECLARA ION W S NOT FORW RDT A A
 161 : AGAIN FORW RD DECLAREDA
 162 : P RAMETER SIZE MUST BE CONST NTA A
 163 : MISSING V RIANT IN DECLARA IONA T
164 : SUBSTITUTION OF ST NDARD PROC/FUNC NOT ALLOWEDA
 165 : MULTIDEFINED LABEL
 166 : MULTIDECLARED LABEL
 167 : UNDECLARED LABEL
 168 : UNDEFINED LABEL
 169 : ERROR IN BASE SET
 170 : V LUE P RAMETER EXPECTEDA A
 171 : ST NDARD FILE WS REDECLAREDA
 172 : UNDECLARED EXTERNAL FILE
 174 : P SCAL PROCEDURE OR FUNCTION EXPECTEDA
 175 : MISSING FILE ‘INPUT’ IN PROGRAM HEADING
 176 : MISSING FILE ‘OUTPUT’ IN PROGRAM HEADING
 177 : ASSIGNMENT TO FUNCTION IDENTIFIER NOT ALLOWED HERE
 178 : MULTIDEFINED RECORD V RIANTA
180 : CONTROL V RIABLE MUST NOT BE FORMALA
 181 : CONST NT P RT OF ADDRESS OUT OF RANGEA A
 201 : ERROR IN REAL CONST NT : DIGIT EXPECTEDA
 202 : STRING CONST NT MUST NOT EXCEED SOURCE LINEA
 203 : INTEGER CONST NT EXCEEDS RANGEA
 205 : ZERO LENGTH STRING NOT ALLOWED
 206 : INTEGER P RT OF REAL CONST NT EXCEEDS RANGEA A
 250 : TOO MANY NESTED SCOPES OF IDENTIFIERS
 251 : TOO MANY NESTED PROCEDUES AND/OR FUNCTIONS
 252 : TOO MANY FORW RD REFERENCES OF PROCEDURE ENTRIESA
 253 : PROCEDURE TOO LONG
 254 : TOO MANY LONG CONST NTS IN THIS PROCEDUREA
 255 : TOO MANY ERRORS IN THIS SOURCE LINE
 256 : TOO MANY EXTERNAL REFERENCES
 257 : TOO MANY EXTERNALS
 258 : TOO MANY LOCAL FILES
 259 : EXPRESSION TOO COMPLICA EDT
260 : TOO MANY EXIT LABELS
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300 : DIVISION BY ZERO
 301 : NO CASE PROVIDED FOR THIS V LUEA
302 : INDEX EXPRESSION OUT OF BOUNDS
 303 : V LUE TO BE ASSIGNED IS OUT OF BOUNDSA
 304 : ELEMENT EXPRESSION OUT OF RANGE
 390 : String Exceeds Max. P ssible Lengtho
 397 : Illegal Character
 398 : IMPLEMENT TION RESTRICTIONA
 399 : V RIABLE DIMENSION ARRA S NOT IMPLEMENTEDA Y
 450 : Symbol Class Defined Twice
 451 : Character Constant Expected
 452 : Illegal Neglect Symbol
 453 : Character Sets Must Be Ordered
 454 : Character Defined In More Than One Symbol Class
 455 : Illegal Symbol Class Mode
 456 : T o Many Symbol Class Definitions.o
 458 : Character Class or Symbol Class Name Expected
 459 : Illegal Combination of Alternative/Sem. Equality
 460 : Ignorable Symbols Not Allowed
 461 : Ignorable Symbol Class Name Not Allowed
 462 : Option Lower Bound Exceeds Upper Bound
 463 : Strings Not Allowed in Non-Constant Symbol Classes
 464 : Upper Bound of Option Missing
 465 : Only Single Element Character Classes Allowed
 466 : Non-Constant Symbol Class Name Not Allowed
 467 : ‘-’ Expected
 468 : Constant Class Name Not Allowed
 469 : Constant String Used Twice
 470 : Constant String is used in Multiple Classes
 471 : Symbol Class Name Not Allowed in ALLBUT Argument
 473 : Strings Not Allowed in ALLBUT Expressions
 474 : Option Not Allowed in ALLBUT Expression
 475 : Semantic Equality Not Allowed in ALLBUT Expression
 476 : Options Not Allowed in Constant Symbol Classes
 477 : No Nested ALLBUT Expressions Allowed
 478 : ALLBUT Not Allowed in Constant Symbol Classes
 479 : First P rt of ALLBUT Expression Malformeda
 480 : Semantic Equality Not Allowed in Non-Constant Symbol Classes
 483 : T Many Nested Alternatives/Semantic Equalitieso
 484 : Malformed Constant Symbol Class Definition
 491 : SCANNER accepts empty Input
 492 : Symbol Classes not Disjunct:
 499 : Malformed Regular Expression
 501 : Illegal OPTION or OPTION F rmato
 502 : Illegal Symbol Class Code
 503 : Symbol Class Code Used Twice
 504 : Ignorable Symbol Class Not Allowed in Syntax Definition
 510 : GL: AXIOM Definition Expected
 511 : Axiom Must Not Have Inherited Attributes.
 512 : GL: ‘;’ EXPECTED
 513 : GL: ‘,’ / ‘;’ / ‘.’ EXPECTED
 520 : GL: ‘PRODUCTIONS’ EXPECTED
 530 : GL: NONTERMINAL Defined Twice
 550 : GL: ‘FINIS’ EXPECTED
 560 : GL: Undeclared Semantic Procedure
 566 : T rminal Identifier (Symbol Class Name) Expectede
 620 : Nonterminal Identifier Expected
 621 : Illegal Symbol in Alternative
 636 : Inconsistent Number of T rminal Symbol Attributese
 637 : Number of Attributes does not agree with NT Declaration
 638 : Inconsistent Number of Attributes for this NT in prec. Input
 639 : Inconsistent or erroneous Attribute Usage in prec. Grammar
 640 : Inherited Attribute Did Not Appear on a Defining P sitiono
 641 : Left Hand Side Derived Attributes Are not Assigned a V luea
 660 : GL: UNDECLARED TERMINAL
 697 : The F llowing Nonterminal Does Not Derive a T rminal Stringo e
 698 : The F llowing Nonterminal Cannot Be Reached From the Axiomo
 699 : The F llowing NONTERMINAL does not have an Associated Ruleo
 701 : SG: Error in Symbol Class Definition:
 800 : AG: The F llowing Attribute is not found on the Attribute Stacko
 810 : The F llowing Constant is not of adequate T peo y
 811 : Constant on Derived P sition of Procedure NOT ALLOWEDo
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Anhang F: ASCII – Zeichensatz
_________________________________________________________________|               |               |               |               || Dec  Hex  Chr | Dec  Hex  Chr | Dec  Hex  Chr | Dec  Hex  Chr ||---------------|---------------|---------------|---------------||               |               |               |               ||   0   00  NUL |  32   20  SPC |  64   40   @  |  96   60      ||   1   01  ^A  |  33   21   !  |  65   41   A  |  97   61   a  ||   2   02  ^B  |  34   22   "  |  66   42   B  |  98   62   b  ||   3   03  ^C  |  35   23   #  |  67   43   C  |  99   63   c  ||   4   04  ^D  |  36   24   $  |  68   44   D  | 100   64   d  ||   5   05  ^E  |  37   25   %  |  69   45   E  | 101   65   e  ||   6   06  ^F  |  38   26   &  |  70   46   F  | 102   66   f  ||   7   07  ^G  |  39   27   ’  |  71   47   G  | 103   67   g  ||   8   08  ^H  |  40   28   (  |  72   48   H  | 104   68   h  ||   9   09  ^I  |  41   29   )  |  73   49   I  | 105   69   i  ||  10   0A  ^J  |  42   2A   *  |  74   4A   J  | 106   6A   j  ||  11   0B  ^K  |  43   2B   +  |  75   4B   K  | 107   6B   k  ||  12   0C  ^L  |  44   2C   ,  |  76   4C   L  | 108   6C   l  ||  13   0D  ^M  |  45   2D   -  |  77   4D   M  | 109   6D   m  ||  14   0E  ^N  |  46   2E   .  |  78   4E   N  | 110   6E   n  ||  15   0F  ^O  |  47   2F   /  |  79   4F   O  | 111   6F   o  ||  16   10  ^P  |  48   30   0  |  80   50   P  | 112   70   p  ||  17   11  ^Q  |  49   31   1  |  81   51   Q  | 113   71   q  ||  18   12  ^R  |  50   32   2  |  82   52   R  | 114   72   r  ||  19   13  ^S  |  51   33   3  |  83   53   S  | 115   73   s  ||  20   14  ^T  |  52   34   4  |  84   54   T  | 116   74   t  ||  21   15  ^U  |  53   35   5  |  85   55   U  | 117   75   u  ||  22   16  ^V  |  54   36   6  |  86   56   V  | 118   76   v  ||  23   17  ^W  |  55   37   7  |  87   57   W  | 119   77   w  ||  24   18  ^X  |  56   38   8  |  88   58   X  | 120   78   x  ||  25   19  ^Y  |  57   39   9  |  89   59   Y  | 121   79   y  ||  26   1A  ^Z  |  58   3A   :  |  90   5A   Z  | 122   7A   z  ||  27   1B  ^[  |  59   3B   ;  |  91   5B   [  | 123   7B   {  ||  28   1C  ^\  |  60   3C   <  |  92   5C   \  | 124   7C   |  ||  29   1D  ^]  |  61   3D   =  |  93   5D   ]  | 125   7D   }  ||  30   1E  ^^  |  62   3E   >  |  94   5E   ^  | 126   7E   ~  ||  31   1F  ^_  |  63   3F   ?  |  95   5F   _  | 127   7F  DEL ||_______________________________________________________________|
            Anmerkung:
Der ASCII-Zeichensatz wird Generator-intern zur Darstellung von Character-Konstanten verwendet. Der
Scanner-Generator kann jedoch mit dem Zeichensatz der Zielmaschine parametrisiert werden, so daβ ein
generierter Scanner auch auf einer Zielmaschine ablauff ¨  hig ist, deren Zeichensatz nicht ASCII ist.a
154   ASCII – Zeichensatz
!R! font 3; exit;
»» opus finitum ««
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In diesem Abschnitt wird kurz auf die Bedienung des (eigentlichen) Generators eingegangen. Wir
konzentrieren uns dabei auf die Bedienung des Systems auf zwei verbreiteten Rechnersystemen und
auf eine Beschreibung der Optionen, mit deren Hilfe man Einfluβ auf den Ablauf und die Ergebnisse
d e r G e n e r i e r u n g n e h m e n k a n n . Z u s ¨  t z l i c h g e h e n w i r a u f d i e M ¨  g l i c h k e i t e n e i n , d i e P O C O z u ra o
Behandlung mehrdeutiger Grammatiken bietet.
G.1  Bedienung des Systems.
Das POCO-System ist derzeit ablauff ¨  hig auf Rechenanlagen unter den Betriebssystemen BS2000a
( S i e m e n s ) , U N I X ( B S D 4 . 2 , B S D 4 . 3 ) u n d V M S ( D E C ) s o w i e a u f M i k r o c o m p u t e r n d e r I B M
PC/A -Klasse unter MS-DOS 3.2 (Microsoft). In diesem Abschnitt gehen wir nur auf die BedienungT
des Generators unter BS2000 und UNIX ein; eine Beschreibung des Systems auf Mikrorechnern
wird Bestandteil eines eigenen T xtes werden.e
G.1.1  Gemeinsame Eigenschaften unter BS2000 und UNIX.
F ¨  r den Betrieb unter den angegebenen Betriebssystemen gelten die folgenden Konventionen:u
1. D e r G e n e r a t o r a r b e i t e t a u f d r e i v e r s c h i e d e n e n D a t e i e n , d i e a l l e v o m T p T E X T i my
¨ blichen P scal-Sinn sind.u a
 2. Datei 1 (intern mit der File-V riablen input verbunden) wird als Eingabe-Datei ben ¨  tigt;a o
diese Datei enth ¨  lt die POCO-Eingabe in der beschriebenen F rm.a o
3. D a t e i  2 ( i n t e r n m i t d e r F i l e - V r i a b l e n o u t p u t v e r b u n d e n ) w i r d a l s P r o t o k o l l - D a t e ia
v e r w e n d e t u n d e n t h a l t n a c h e i n e m L a u f d e s G e nerators Angaben zum Generierun g s -
a b l a u f , F e h l e r m e l d u n g e n s o w i e e i n e P r o t o k o l l i e r u n g d e r E i n g a b e u n d d i e
(umfangreiche n ) A u s g a b e n d e r T i l - G e n e r a t o r e n , s o f e r n d i e s n i c h t d u r c h d i e A n g a bee
einer entsprechenden Option unterdr ¨  ckt wurde.u
4. Datei 3 (intern mit der File-V riablen PRR verbunden) wird als Ausgabe-Datei f ¨  r einena u
generierten Compiler verwendet; ein generierter Compiler kann in einer der folgenden
F rmen ausgegeben werden:o
– e i n P s c a l - m - Q u e l l p r o g r a m m m i t E x t e r n - B e z u e g e n a u f s e p a r a t - ¨  b e r -a u
setzbare semantische Moduln
– e i n ( S t a n d a r d - ) P a s c a l - Q u e l l p r o g r a m m , i n d e m d i e s e m a n t i s c h e n
Aktionen als forward-Prozeduren eingetragen sind; der Benutzer muβ
den T xt der semantischen Aktionen nachtragene
– ein p-Code-Programm mit Extern-Bez ¨  gen auf semantische Modulnu
G.1.2  Betrieb von POCO unter BS2000.
Auf Siemens BS2000-Anlagen l ¨  βt sich POCO am einfachsten mit Hilfe einer Kommandoprozedura
starten; wir geben daf ¨  r ein Beispiel an:u
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/PROCEDURE  C,(&GRAM),SUBDT =&A
/SYSFILE SYSDT =(SYSCMD)A
/FILE #PRR.&GRAM,FCBTYPE=SAM,LINK=PRR
/FILE #LIST.&GRAM,FCBTYPE=SAM,LINK=OUTPUT
/FILE GRAM.&GRAM,FCBTYPE=SAM,LINK=INPUT
/EXEC POCO,TIME=60
/RELEASE PRR
/RELEASE OUTPUT
/RELEASE INPUT
/END
 Ein Lauf des Generators kann dann durch
/DO KOM.GEN,name
 gestartet werden. Dabei wird angenommen, daβ die Kommando-Prozedur in einer Datei KOM.GEN
abgespeichert ist und die POCO-Eingabe in einer Datei
GRAM.name
 abgelegt ist. Protokoll und Generatorergebnisse sind dann in den Dateien
#PRR.name  : Ausgabe-Datei
#LIST.name : Protokoll-Datei
            zu finden.
G.1.3  Betrieb unter UNIX-Betriebssystemen.
In UNIX-Systemen laβt sich der Generator starten mittels dem Kommando
POCO eingabe-datei protokoll-datei ergebnis-datei
 Die Namen der Dateien sind frei w ¨  hlbar; die Zugriffspfadnamen m ¨  ssen vollst ¨  ndig angegebena u a
 werden.
 I n U N I X - S y s t e m e n k a n n o p t i o n a l d i e E r z e u g u n g d e r g e n e r i e r t e n C o m p i l e r - K o m p o n e n t e n i n d e r
F rm von konstanten T bellen gewahlt werden, die zur Laufzeit des Compilers durch feste Treibero a
interpretiert werden. Diese Generierungsvariante ist ein Zugest ¨  ndnis an eine Gruppe von UNIX-a
B e n u t z e r n . D i e s o e r z e u g t e n T b e l l e n w e r d e n a l s C - Q u e l l t e x t e r z e u g t u n d m ¨  s s e n z u n ¨  c h s t i na u a
bindef ¨  hige Objekte ¨ bersetzt werden, um danach zum Compiler-Skelett (das in der ergebnis-Dateia u
abgelegt wird) zusammengebunden zu werden.
G.1.4  Optionen zur Steuerung des Generierungsablaufs.
Der Generierungsablauf, die F rm der generierten Compiler sowie der Umfang der Protokollierungo
k ¨  nnen durch die Angabe von Optionen beeinfluβt werden.o
Eine Optionsangabe besteht aus einer offnenden Kommentarklammer (also { oder (* ), unmittelbar
gefolgt von einem ‘$’ sowie einer Liste von Optionen, die durch eine  schlieβende Kommentar-
 klammer ( } oder *) ) abgeschlossen wird. V r und nach dem Dollarzeichen sowie unmittelbar nacho
einer Optionskennung sind keine Leerzeichen erlaubt.
Eine Option setzt sich zusammen aus einem Kennbuchstaben und einer Angabe ‘+’ oder ‘-’ oder
einer Z i f f e r , f a l l s d i e s i n d e r u n t e n a n g e g e b e n T belle vermerkt ist; durch ‘+’ wird eine Optiona
“eingeschaltet”, durch ‘-’ wird sie “ausgeschaltet”, eine Ziffer hat die unten beschrieben Wirkung.
Der Kennbuchstabe kann in Groβ- oder Kleinschreibung angegeben werden. Bei Start des Genera-
tors gelten gewisse V reinstellungen, die in der T belle in Klammern angegeben sind.o a
T belle der zul ¨  ssigen Optionen:a a
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A  (-) : generiere Attribut-{bergabe-Information
C  (+) : erzeuge Compiler-Objekt
C0 : erzeuge Compiler in P scal-m (entspricht L+)a
C1 : erzeuge Compiler in Standard-P scala
C4 : erzeuge Compiler-T bellen (nur unter UNIX!)a
C5 : erzeuge Compiler-T bellen (nur unter UNIX!)a
D  (-) : Ausgabe von Debug-/Trace-Information
L  (+) : komplettes Eingabe- und Generierungsprotokoll
L1 : nur Protokollierung der Eingabe
L2 : nur Ausgabe des Scanner-Generators
L3 : nur Ausgabe des Attributer-Generators
L4 : nur Ausgabe des P rser-Generatorsa
L0 : entspricht L- : keine Protokollierung
( b e i a u s g e s c h a l t e t e r P r o t o k o l l i e r u n g w e r d e n F e h l e r m e l d u n g e n d e n n o c h
ausgegeben)
N (-) : Disambiguierung von P rse-Konfliktena
O (-) : shift-reduce-Optimierung (P rser)a
P (-) : generiere P rsera
S (-) : generiere Scanner
T  (-) : Ausgabe der Symboltabelle des Grammatiklesers
X  (-) : Cross-Reference-Liste der Eingabe-Symbole
Z  (-) : Schon-Ausdruck, bewirkt besonders groβe Ausgaben
Beispiel:
{$L+,P+,S-,C+}
L+ : vollst ¨  ndige Protokollierung eingeschalteta
P+ : P rser-Generierung eingeschalteta
S- : Scanner-Generierung ausgeschaltet
C+ : P scal-m-Codeerzeugung eingeschalteta
G.2  Behandlung mehrdeutiger Grammatiken.
Eine Grammatik heiβt mehrdeutig, falls sie die syntaktische Struktur einer Sprache nicht eindeutig
b e s c h r e i b t . K o n k r e t l i e g t dann d i e S i t u a t i o n v o r , d a β d e r P r s e r n i c h t e n t s c h e i d e n k a n n , o b d a sa
n ¨  chste Symbol der Eingabe zu lesen (shift-Aktion) oder ein T il der schon gelesenen Eingabe zua e
e i n e m N i c h t t e r m i n a l z u r e d u z i e r e n i s t ( r e d u c e - A k t i o n ) . M a n n e n n t e i n e s o l c h e S i t u a t i o n e i n e n
s h i f t - r e d u c e - K o n fl i k t E i n t y p i s c h e s B e i s p i e l f ¨  r e i n e s o l c h e S i t u a t i o n i s t d a s “ d a n g l i n g e l s e ” -u
Problem, das in dem folgenden Grammatikfragment f ¨  r die Programmiersprache P scal enthalten ist:u a
Statement : IfSy, Condition, ThenSy, Statement ;
IfSy, Condition, ThenSy, Statement, ElseSy, Statement .
            D i e s e s K o n s t r u k t i s t m e h r d e u t i g , d a f ¨  r g e s c h a c h t e l t e I f - A n w e i s u n g e n n i c h t f e s t g e l e g t i s t , z uu
welchem vorausgehenden if ein eventuell nachfolgendes else geh ¨  rt, alsoo
if X then if Y then B := A else B := C
 kann in den beiden folgenden M ¨  glichkeiten strukturiert werden:o
if X then
 if Y then B := A
 else B := C
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bzw.
if X then
 if Y then B := A
 else B := C
 D i e z w e i t e I n t e r p r e t a t i o n i s t d i e , d i e i n d e n m e i s t e n P r o g r a m m i e r s p r a c h e n m i t e i n e m s o l c h e n
Konstrukt angenommen wird: ein gelesenes else wird mit dem unmittelbar vorausgehenden if ver-
bunden.
Eine ¨ hnliche Situation liegt vor, wenn der P rser nicht entscheiden kann, nach welcher Regel er zua a
reduzieren hat; diese Situation nennt man reduce-reduce-Konflikt.
Soll f ¨  r eine mehrdeutige Grammatik durch POCO ein P rser generiert werden, so wird der P rser-u a a
 Generator einen Fehler melden und die Erzeugung eines P rsers unterdr ¨  cken. Da in vielen F llena u a
 die Erzeugung eines P rsers dennoch erw ¨  nscht ist (mehrdeutige Grammatiken sind oftmals k ¨  rzera u u
und “nat ¨  rlicher” als eindeutige), erlaubt POCO durch die Angabe einer entsprechenden Option dieu
a u t o m a t i s c h e D i s a m b i g u i e r u n g f ¨  r K o n fl i k t e d e r o b e n b e s c h r i e b e n e n A r t . D i e a u t o m a t i s c h eu
Disambiguierung erfolgt dabei (analog zu [Joh 76]) gem ¨  β den beiden folgenden Regeln:a
1. Im F lle eines shift-reduce-Konflikts wird die P rser-Aktion shift erzeugt.a a
2. I m F l l e s e i n e s r e d u c e - r e d u c e - K o n fl i k t s w i r d e i n e r e d u c e - A k t i o n g e m ¨  β d e r i n d e ra a
Grammatik textuell zuerst spezifizierten Regel erzeugt.
D u r c h d i e s e D i s a m b i g u i e r u n g s r e g e l n w i r d d e r o b e n b e s c h r i e b e n e K o n fl i k t d e s “ d a n g l i n g  e l s e ”
aufgel ¨  st; in einigen F llen (etwa bei der Spezifikation von arithmetischen Ausdrucken) ist diese ein-o a
f a c h e L ¨  s u n g n i c h t a u s r e i c h e n d . H i e r i s t n o t w e n d i g , d i e P r i o r i t ¨  t d e r O p e r a t o r e n s o w i e i h r eo a
Assoziativit ¨  t zu ber ¨  cksichtigen. POCO erlaubt daher die explizite Spezifikation von Priorit ¨  t unda u a
 A s s o z i a t i v it ¨  t f ¨  r die T rminalsymbole der Grammat i k ; d a m i t w i r d e s m ¨  g l i c h , P r s e - K o n fl i k t ea u e o a
a u f z u l o s e n u n d e i n e n P r s e r z u e r z e u g e n , d e r d i e a n g e g e b e n e n P r i o r i t ¨  t e n u n d A s s o z i a t i v i t ¨  t e na a a
ber ¨  cksichtigt.u
D i e P r i o r i t ¨  t e i n e s T r m i n a l s y m b o l s i s t e i n e g a n z e Z a h l , d i e f r e i w ¨  h l b a r i s t , b e z ¨  g l i c h d e ra e a u
Assoziativit ¨  t kann angegeben werden, ob ein Operator nach links oder rechts bindet bzw. nicht-a
assoziativ ist. Die Angaben zur Priorit ¨  t und Assoziativit ¨  t eines T rminalsymbols werden in jedera a e
 Grammatikregel ber ¨  cksichtigt: Priorit ¨  t und Assoziativit ¨  t einer Regel ergeben sich aus den jeweili-u a a
g e n W r t e n d e s l e t z t e n T r m i n a l s s y m b o l s a u f d e r r e c h t e n S e i t e d e r G r a m m a t i k r e g e l . W r d e ne e e
T rminalsymbole in der Grammatik mit unterschiedlichen Priorit ¨  ten ben ¨  tigt wird, so kann durche a o
 e i n e e x p l i z i t e A n g a b e d i e P r ¨  z e d e n z e i n e r G r a m m a t i k r e g e l g e ¨  n d e r t w e r d e n . F ¨  r e i n i g e R e g e l na a u
k ¨  nnen diese Angaben fehlen.o
Die Disambiguierung erfolgt dann nach den folgenden Regeln:
1. Bei einem shift-reduce-Konflikt:
F ll 1: Grammatikregel und Lookaheadzeichen haben Pr ¨  zedenzinformation:a a
a) Die Priorit ¨  ten sind verschieden:a
D e r K o n fl i k t w i r d a u f g e l ¨  s t z u g u n s t e n d e r A k t i o n m i t d e r h ¨  c h s t e no o
Priorit ¨  tsangabe.a
b) Die Priorit ¨  ten sind gleich:a
Der Konflikt wird aufgrund der Assoziativit ¨  ten aufgel ¨  st:a o
Links-Assoziativit ¨  t impliziert reducea
Rechts-Assoziativit ¨  t impliziert shifta
Nicht-Assoziativit ¨  t impliziert einen Fehlera
F ll 2: Grammatikregel oder Lookaheadzeichen haben keine Pr ¨  zedenzinformation:a a
D i e o b e n a n g e g e b e n e n a l l g e m e i n e n D i s a m b i g u i e r u n g s r e g e l n w e r d e n
zugrundegelegt.
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2. bei einem reduce-reduce-Konflikt:
Die allgemeinen Disambiguierungsregeln werden zugrundegelegt.
W rden P rse-Konflikte mithilfe des oben beschrieb e n e n V r f a h r e n s d i s a m b i g u i e r t , s o wird trotze a e
entsprechender Fehlermeldungen des Generators ein P rser erzeugt. Die Fehlermeldungen sind danna
als W rnungen zu betrachten; im allgemeinen ist es ratsam, Konfliktsituationen aus der Grammatika
zu entfernen, dies gilt insbesondere f ¨  r reduce-reduce-Konflikte.u
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