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Abstract. The aim of this paper is to explain the relationship between the (co)homology
of the free loop space and the Hochschild homology of its singular cochain algebra. We
introduce all the relevant technical tools, namely simplicial and cyclic objects, and we
provide the various steps of the proofs, which are scattered around in the literature.
This paper can be seen as a companion to the paper “Cyclic homology and equivariant
homology” by J.D.S. Jones dealing with the cyclic case.
Introduction
The purpose of this paper is to explain why Hochschild homology HH , and then
cyclic homology HC, has anything to do with the notion of free loop space L =
Hom(S1,−). The answer, which is often hidden, or taken for granted, in the
literature, is in the analysis of the simplest simplicial model of the circle S1. This
model, denoted by S1· , has two non trivial cells: one in dimension 0 (the base-
point), one in dimension 1. Then it turns out that S1n is a set with n+1 elements.
This is in accordance with the fact that the Hochschild complex of an associative
algebra A is A 7→ A⊗n+1 in dimension n. Moreover the simplicial structure of S1·
fits with the Hochschild boundary map b.
But there is more. Not only S1· has n+ 1 elements, but in fact it comes with
a bijection S1n
∼= Z/(n+ 1)Z such that the group structure behaves well with the
simplicial structure. All these properties are encompassed in the statement: S1· is
a cyclic set (a discovery due to Alain Connes). On the homological side it gives
rise to cyclic homology ; on the topological side it gives rise to the group structure
of the circle and then to the S1-structure of the free loop space.
Putting everything together one can construct isomorphisms:
HH•(S
∗X) ∼= H•(LX) and HC•(S
∗X) ∼= H•S1(LX).
where S∗X is the algebra of singular cochains of the simply connected topological
space X . If M is a simply connected manifold, then the de Rham algebra Ω∗M
2 J.-L. Loday
of M is homotopy equivalent to S∗M , hence we get isomorphisms:
HH•(Ω
∗M) ∼= H•(LM) and HC•(Ω
∗M) ∼= H•S1(LM),
Hochschild homology and cyclic homology are related by the “periodicity exact
sequence” also known as “Connes exact sequence”. It can be shown that, under
the previous isomorphisms it corresponds exactly to the Gysin sequence associated
to the action of the topological group S1 = SO(2) on the free loop space.
There are many variations of these results, all well documented in the literature.
Our aim in this paper, which does not contain anything new, is to provide an easy
self-contained access to the aforementioned results.
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1 Simplicial
In order to study manifolds up to homotopy, it is helpful to have a universal
way of constructing them. Simplicialization is an efficient way since it permits
us to apply the full strength of algebraic methods. In this section we recall the
notions of (co)simplicial sets and (co)simplicial modules and we compare them
with topological spaces and chain complexes respectively:
Top⇆ Simp Set→ Simp Mod⇆ Chain Cplx
1.1 Simplices and the simplicial category ∆
The simplex of dimension n is the convex hull of the points (0, . . . , 0, 1︸︷︷︸
i
, 0, . . . , 0) ∈
R
n+1 for i ranging from 0 to n. It is denoted by ∆n. For n = 0, 1, 2, 3 we get
respectively a point, an interval, a triangle, a tetrahedron:
• 
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Opposite to the vertex number i is the ith face which is a simplex of dimension
n− 1. The associated inclusion is denoted by:
δi :∆
n−1 →∆n, i = 0, . . . , n.
An n+1-simplex can be degenerated into an n-simplex by reducing the edge from
j to j + 1 to a point. The associated surjection is denoted by:
σj : ∆
n+1 → ∆n, j = 0, . . . , n.
It is straightforward (and a good exercise) to check that these maps satisfy the
following relations:
δjδi = δiδj−1, i < j
σjσi = σiσj+1, i ≤ j
σjδi =


δiσj−1, i < j
id, i = j, i = j + 1
δi−1σj , i > j + 1
It will prove helpful to think of the face maps δi and the degeneracy maps
σj as morphisms in a category ∆, whose objects are the integers [n] for n =
0, 1, . . .. Another way of presenting ∆ is as follows. Setting [n] := {0, 1, . . . , n}
(ordered finite set) a morphism in ∆ is a non-decreasing set map. The face map δi
corresponds to the injective map which “forgets” i in the range set. The degeneracy
map σj corresponds to the surjective map which sends j and j+1 to j in the range
set. Under this categorical interpretation we have a functor
∆· : ∆→ Top, [n] 7→∆n,
where Top is the category of topological spaces and continuous maps. A functor
from ∆ to Top is called a cosimplicial space.
The opposite of the category ∆ is denoted by ∆op, and the opposite of the face
and degeneracy morphisms are denoted by:
di : [n]→ [n− 1] and sj : [n]→ [n+ 1], i = 0, . . . , n.
They satisfy the simplicial relations :
didj = dj−1di, i < j
sisj = sj+1si, i ≤ j
djsi =


sj−1di, i < j
id, i = j, i = j + 1
sjdi−1, i > j + 1
A functor from ∆op to the category of sets, resp. modules, resp. topological
spaces, is called a simplicial set, resp. simplicial module, resp. simplicial space. It is
sometimes helpful to think about a covariant functor from ∆op as a contravariant
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functor from ∆.
1.2 Geometric realization
Given a simplicial set X· : ∆
op → Set one can form its geometric realization
as follows. First one takes a simplex of dimension n for each element in the set
Xn (called the set of n-simplices), and then one glues them and contracts them
according to the simplicial structure. More precisely one puts an equivalence
relation on the union
⋃
nXn ×∆
n. This equivalence relation is
(x, ϕ∗(y)) ∼ (ϕ
∗(x), y), for any x ∈ Xm, y ∈∆
n,
and for any morphism ϕ : [n] → [m] in ∆. The geometric realization of the
simplicial set X· is
|X·| :=
⋃
n
Xn ×∆
n/ ∼ .
It gives rise to a well-defined functor from the category of simplicial sets to the
category of topological spaces. One can easily extend this geometric realization
to simplicial spaces by taking into account the topology of Xn in the product
Xn×∆
n. Hence we obtain a functor from simplicial spaces to topological spaces.
1.3 Key example: the circle
Let us suppose that we want to realize the circle as the geometric realization of
some simplicial set. The simplest way of constructing the circle as a cell complex
is to start with an interval and to glue the two end points together:
×`abcedgf
Let us denote by ∗ this base-point, and by τ the 1-cell. The simplicial set
S1· needs to have an element in S
1
0 , that we denote by ∗, and an element in S
1
1 ,
that we denote by τ . The face maps on τ are obvious: d0(τ) = d1(τ) = ∗. But
this is not enough because we want to build a simplicial set, and, in a simplicial
set, we need to have degeneracies. So, in dimension 1 we need to introduce the
element s0(∗). Similarly, in dimension n we need to introduce the element s0
n(∗)
and the elements sn−1 · · · ŝi−1 · · · s0(τ) for i = 1, . . . , n. This is enough because of
the relations satisfied by the degeneracies.
So we see that not only S1n has n + 1 elements but we get naturally a unique
bijection with the additive group Z/(n+ 1)Z:
s0
n(∗)↔ 0, sn−1 · · · ŝi−1 · · · s0(τ)↔ i for i = 1, . . . , n.
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In low dimension we have
S13 = {∗, s2s1τ, s2s0τ, s1s0τ}
S12 = {∗, s1τ, s0τ}
S11 = {∗, τ}
S10 = {∗}
1.4 Example: classifying space of a discrete group
Let G be a discrete group. One constructs a simplicial set B·G as follows. In degree
n one puts BnG = G
n (cartesian product of n copies of G) and the simplicial
operations are given by
d0(g1, . . . , gn) = (g2, . . . , gn),
di(g1, . . . , gn) = (g1, . . . , gigi+1, . . . , gn) for 1 ≤ i ≤ n− 1,
dn(g1, . . . , gn) = (g1, . . . , gn−1),
sj(g1, . . . , gn) = (g1, . . . , gj , 1, gj+1, . . . , gn) for 0 ≤ j ≤ n.
It is a particular case of the nerve of a category, a notion that we do not need
in this paper. The geometric realization of the simplicial set B·G is a connected
topological space denoted by BG := |B·G| and called the classifying space of
the discrete group G. It has the following homotopy properties: its fundamental
group π1(BG) is the group G and all the higher homotopy groups are trivial (this
is because the discrete set G has only π0).
1.5 Example: the free loop space
Let G be a discrete group. One constructs a simplicial set Γ·G, called the cyclic
bar construction of G, as follows. In degree n one puts ΓnG = G
n+1 (cartesian
product of n+ 1 copies of G) and the simplicial operations are given by
di(g0, . . . , gn) = (g0, . . . , gigi+1, . . . , gn) for 0 ≤ i ≤ n− 1,
dn(g0, . . . , gn) = (gng0, . . . , gn−1),
sj(g0, . . . , gn) = (g0, . . . , gj , 1, gj+1, . . . , gn) for 0 ≤ j ≤ n.
1.6 Theorem. The geometric realization of the simplicial set Γ·G is homotopy
equivalent to the free loop space over the classifying space of G:
|Γ·G|
∼=
−→ LBG.
Heuristically this result is not surprising since ΓnG = G
n+1 = Hom(S1n, G).
But it is best understood in terms of cyclic sets and so postponed to the next
section (see for example [17] Chapter 6). A straightforward generalization consists
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in starting with a simplicial group (resp. topological group) in place of a group.
The standard geometric realization has to be replaced by the geometric realization
of a bisimplicial set, resp. simplicial topological space.
1.7 Geometric realization of a cosimplicial space
Given a cosimplicial space Z ·, whose dimension n component is denoted by Z(n)
(in order to avoid confusion between cosimplicial dimension and iterated cartesian
product), one constructs its geometric realization as being the subspace
||Z ·|| := HomcosimpTop(∆
·, Z ·) ⊂ Πn≥0HomTop(∆
n, Z(n)).
For any simplicial set K· and any topological space X one can form a cosim-
plicial space Hom(K·, X). There is a binatural map
||Hom(K·, X)|| → HomTop(|K·|, X).
In good cases this map turns out to be a homeomorphism, see Theorem 2.2.
1.8 Chain complex
Let us start with a simplicial module C· over some commutative ring K. Then we
can form a chain complex C• as follows. The module of n-chains is Cn and the
boundary map is
b :=
n∑
i=0
(−1)idi : Cn → Cn−1.
The relation b2 = 0 is a consequence of the relations between the face maps di.
Observe that, at this point, the degeneracy maps are not used. They can be used to
make this chain complex smaller. Indeed, let C′n be the submodule of Cn spanned
by the elements sj(x) for any j and any x ∈ Cn−1. Then, the relations between the
face maps and the degeneracy maps imply that (C′•, b) is a subcomplex of (C•, b)
and is acyclic. Hence the quotient map
C• → C• := C•/C
′
•
is a quasi-isomorphism and we can use this quotient C•, called the normalized
complex of C·, to compute the homology of C•.
The tensor product of the simplicial modules C· and D· is a simplicial mod-
ule C· ⊗ D· such that (C· ⊗ D·)n = Cn ⊗ Dn. However the tensor product of
the complexes C• and D• is a chain complex C• ⊗ D• such that (C• ⊗ D•)n =
⊕p+q=nCp ⊗ Dq. The comparison is given by the so-called Alexander-Whitney
map:
AW : Cn ⊗Dn //
⊕
p+q=n Cp ⊗Dq
x⊗ y  //
∑
p+q=n dmax
q(x) ⊗ d0
p(y)
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This chain map is known to be a quasi-isomorphism whose quasi-inverse is given
by the so-called Eilenberg-Zilber map, induced by the shuffles.
1.9 Example: the singular complex
Let X be a path-connected topological space. We let Sn(X) = Hom(∆
n, X) be
the set of all continuous maps from the simplex to X . From the cosimplicial
structure of ∆ we get a simplicial structure on S·(X). Taking the free K-module
in each dimension we get a simplicial module S∗(X). By definition the homology
of the associated chain complex (see above) is called the singular homology of the
topological space X .
The two functors “geometric realization” and “singular simplicial set” are ad-
joint to each other:
Top
S∗
// Simp Set
|−|
oo
Moreover they have some good properties with respect to homology. In particular,
if we start with a simplicial set X·, then we can make it into a simplicial module
K[X·] and then take the homology. On the other hand we can realize X· to get
a topological space X = |X·| and take its singular homology. The unit of the
adjunction induces an isomorphism (cf. for instance [11]):
H•(K[X·]) ∼= H•(S∗(X)) =: H•(X).
1.10 The singular cochain algebra
The diagonal map Diag : X → X ×X (we refrain to denote it by ∆ for obvious
reasons) induces a coassociative product
S∗(X)
S∗(Diag)
// S∗(X ×X)
AW // S∗(X)⊗ S∗(X).
Since mathematicians better like to work with algebras rather than coalgebras,
we dualize this object as follows. The cochains module Sn(X) := Hom(Sn(X),K)
is the linear dual of the chain module. The coalgebra structure on the chains,
becomes an algebra structure on the cochains. The resulting space S∗(X) is a
differential graded associative algebra (dga algebra for short). The cohomology of
the underlying complex is, by definition, the singular cohomology of the space X :
H•(X) := H•(S∗(X)).
The associative product on cochains induces a graded product on cohomology
called the cup-product and denoted by x∪y. It is known to be graded commutative,
see for instance [14].
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1.11 Example: Hochschild homology
Let A be a unital associative algebra over K. We can form a simplicial module
C·(A) as follows:
Cn(A) := A
⊗n+1 ,
di(a0, . . . , an) = (a0, . . . , aiai+1, . . . , an) for i = 0, . . . , n− 1,
dn(a0, . . . , an) = (ana0, a1, . . . , an−1),
sj(a0, . . . , an) = (a0, . . . , aj , 1, ai+1, . . . , an) for j = 0, . . . , n.
The simplicial structure follows immediately from the associativity and unital-
ity properties of A. By 1.8 we get a chain complex, which is called the Hochschild
complex of A. Its homology is denoted by HH•(A) (you will also find HH•(A,A)
and H•(A,A) the literature, because we can replace the first occurence of A in
A⊗n+1 by any A-bimodule).
One can extend the Hochschild functors from the category of associative alge-
bras to the category of differential graded associative algebras (dga algebras for
short). The trick is classical, for A = ⊕mAm with boundary map d, the module
A⊗n+1 is also graded and d is extended by derivation to it. So we get a bicomplex
with differentials induced by b and d. The total complex is called the Hochschild
complex of the dga algebra (A, d).
1.12 The de Rham algebra
For any unital commutative algebra A, the module of Ka¨hler differential forms
Ω1A is the quotient of A⊗A by the relation
ab⊗ c− a⊗ bc+ ca⊗ b = 0 for any a, b, c ∈ A.
It is customary to adopt Leibniz notation and denote the equivalence class of a⊗ b
by a db, so that
d(ab) = a(db) + b(da).
We observe that Ω1A is an A-module and that d1 = 0. The module of higher
differential forms is defined through the exterior power over A:
ΩnA := Λ
n
A(Ω
1
A).
It is spanned by the elements a0da1 · · · dan, for ai ∈ A.
By definition the de Rham complex of A is the cochain complex
A = Ω0A → Ω
1
A → · · · → Ω
n
A
d
→ Ωn+1A → · · ·
where d(a0da1 · · · dan) = da0da1 · · · dan. Its homology is denoted by H
n
DR(A).
When K = R and A is the algebra of C∞-functions on a connected manifold
M , then it is well-known that there is an isomorphism
HnDR(A) = H
n(M).
see for instance [3].
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The relationship between differential forms and Hochschild homology goes as
follows.
1.13 Proposition. If K is a characteristic zero field, then the maps
ǫ : ΩnA → HHn(A), a0da1 · · · dan 7→
1
n!
∑
σ∈Sn
sgn(σ)a0daσ(1) · · · daσ(n),
and
π : HHn(A)→ Ω
n
A, (a0, a1, · · · , an) 7→ a0da1 · · · dan,
are well-defined and verify π ◦ ǫ = id. Morevover, if A is smooth, then they are
both isomorphisms.
This statement is classical and can be found in many places, including [17]
Appendix E by Mar´ıa Ronco. Let us recall that, here, A being smooth means
the following. For any commutative algebra R equipped with an ideal I such
that I2 = 0, we suppose that any algebra map A → R/I admits a lifting to R.
The last assertion of the Proposition is known in the literature under the name
“Hochschild-Kostant-Rosenberg theorem”. In words it says that: homologically,
smooth algebras behave like free algebras.
In the graded module Ω∗A :=
∑
n≥0Ω
n
A we have Ω
0
A = A. The associative
and commutative algebra structure of A is extended into a graded commutative
algebra structure on Ω∗A by
a0da1 · · · dap ∗ a
′
0da
′
1 · · · da
′
q = a0a
′
0da1 · · · dapda
′
1 · · · da
′
q.
It can be shown that there is also a graded commutative algebra structure on
the Hochschild homology of a commutative algebra compatible with the algebra
structure. It is explicitly constructed out of the shuffles, cf. for instance [17]
Chapter 3.
2 Hochschild homology and free loop space
The aim of this section is to compare the Hochschild homology of the de Rham
algebra of a simply connected manifold M and the cohomology of its free loop
space:
HH•(Ω
∗M) ∼= H•(LM) .
It is a consequence of an analogous statement where the de Rham algebra is
replaced by the singular cochain algebra of a simply connected space X :
HH•(S
∗(X)) ∼= H•(LX) .
The key object of the proof is the cocyclic space Hom(S1· , X). Since S
1
n =
Z/(n+1)Z it gives rise to the Hochschild complex of the singular cochain algebra
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S∗(X) on one hand. On the other hand, taking the geometric realization gives the
free loop space LX .
We treat this case in the first part of this section. In the second part we
treat a similar result involving the homology of the free loop space instead of the
cohomology.
2.1 Homology of a cosimplicial space [23]
For any cosimplicial space Z · there are two ways to construct a dga algebra over
K. One one hand one can take its geometric realization ||Z ·|| and then take the
singular cochain algebra S∗||Z ·||. On the other hand the singular cochain algebras
S∗Zq assemble into a cosimplicial-simplicial module (i.e. a functor ∆×∆op → Mod)
S∗Z∗, giving rise to a bicomplex that we normalize in the simplicial direction to
get S
•
Z•. By using the Eilenberg-Zilber maps (i.e. the shuffles) one can show that
the total complex Tot S
•
Z• is a dga algebra. The comparison of these two dga
algebras is given by a natural dga algebra map
φ : Tot S
•
Z• −→ S∗(||Z ·||).
When φ happens to be a quasi-isomorphism, then the cosimplicial space Z · is
said to be convergent. Let K· be a simplicial set (for instance S
1
· ) and let X be a
topological space. Then Z · := Hom(K·, X) is a cosimplicial space. The following
convergence result is proved by F. Patras and J.-C. Thomas in [23] for K being a
field, enhancing the work of Bendersky and Gitler [1].
2.2 Theorem. Let K· be a simplicial set whose geometric realization is a fi-
nite cell complex of dimension dim(K·). Let X be a topological space which is
Conn(X)-connected (Conn(X) = 0 means connected, Conn(X) = 1 means simply
connected). If dim(K·) ≤ Conn(X), then Hom(K·, X) is a convergent cosimplicial
space, that is:
φ : Tot S
•
Hom(K·, X) −→ S
∗(||Hom(K·, X)||)
is a quasi-isomorphism.
2.3 The cosimplicial space Hom(S1
·
, X)
Since S1· is a simplicial set, it follows that Hom(S
1
· , X) is a cocyclic space. In
dimension n we get Xn+1 since S1n = Z/(n+1)Z. By 1.7 the geometric realization
of this cocyclic space is
||Hom(S1· , X)|| = HomTop(|S
1
· |), X) =: LX.
The cosimplicial-simplicial module S∗(Hom(S1· , X)) is obtained by applying
the functor S∗ dimensionwise. The total complex (Tot M)• of a cosimplicial-
simplicial moduleM·(·) (simplicial as index, cosimplicial in parenthesis) is obtained
as follows:
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(Tot M)n :=
⊕
p−q=n
Mp(q), d =
∑
i
(−1)idi −
∑
j
(−1)jδj
where di :Mp(q)→Mp−1(q) is a face of the simplicial structure and δj :Mp(q)→
Mp(q + 1) is a coface of the cosimplicial structure.
By the Alexander-Whitney map we obtain a morphism of cosimplicial-simplicial
modules
(S∗(X))⊗n+1 −→ S∗(Hom(S1n, X)), n ≥ 0,
which gives readily an isomorphism
C•(S
∗(X)) −→ Tot (S∗(Hom(S1· , X)).
2.4 Theorem. For any simply connected space X there is a functorial isomor-
phism:
HH•(S
∗(X)) ∼= H•(LX) .
Proof. We consider the composite
C∗(S∗(X)) −→ Tot (S∗(Hom(S1· , X)) −→ S
∗(||X ||).
Since S1 = |S1· | is a cellular complex of dimension 1, by Theorem 2.2 the map
φ is a quasi-isomorphism as soon as X is simply connected (dimS1 ≤ Conn(X)).
Taking the homology of the complexes gives the result.
2.5 Relationship with de Rham
If M is a manifold, then its cohomology can be computed out of the de Rham
algebra Ω∗(M). This de Rham algebra is a dga algebra which is quasi-isomorphic
to the singular cochain algebra, see for instance [3]. By standard homological argu-
ments, Hochschild homology of homotopy equivalent dga algebras are isomorphic.
Hence we get HH∗(S
∗(X)) ∼= HH∗(Ω
∗(M)) and, as a corollary:
2.6 Corollary. For any simply connected manifold M there is a functorial iso-
morphism:
HH•(Ω
∗(M)) ∼= H•(LM) .
2.7 Homological version of Hochschild-free loop space
relationship: cyclic bar construction
There is also a nice relationship between the homology (instead of cohomology)
of the free loop space with Hochschild homology. This time, the key object is the
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cyclic bar construction Γ·G of the discrete group G. From its definition given in
1.5 it comes immediately that its associated simplicial module over K is [n] 7→
A⊗n+1 with A = K[G], the group algebra of G over K. Hence we get readily an
isomorphism:
HH•(K[G]) ∼= H•(Γ·G).
From the adjunction between the geometric realization of a simplicial set and
the singular complex, we know that there is an isomorphismH•(Γ·G) ∼= H•(|Γ·G|).
By Theorem 1.6 the space |Γ·G| is homotopy equivalent to the free loop space of
BG, whence an isomorphism
H•(|Γ·G|) ∼= H•(LBG).
Putting everything together we get the following
2.8 Theorem. For any discrete group G there is a functorial isomorphism
HH•(K[G]) ∼= H•(LBG).
2.9 Extension to simplicial groups
Let G· be a reduced simplicial group, i.e. Gn is a group and G0 = ∗. The cyclic
bar construction can be extended to simplicial groups to give a bisimplicial set
Γ·G· (recall that a bisimplicial set is a functor ∆
op×∆op → Set). There are three
ways to realize a bisimplicial set:
• by realizing the first simplicial structure, getting a simplicial set, then real-
izing it,
• by realizing the second simplicial structure, getting a simplicial set, then
realizing it,
• by realizing the diagonal of the bisimplicial set (which is a simplicial set).
By [24] we know that the three methods end up with spaces which are homotopy
equivalent.
On the chain complex side, a bisimplicial module gives rise to a chain bicomplex.
Its homology is, by definition, the homology of the total complex of this bicomplex.
The aforementioned results extend to the simplicial framework straightfor-
wardly and we get
2.10 Theorem. For any simplicial group G· there is a functorial isomorphism
HH•(K[G·]) ∼= H•(LBG·).
The interest of this generalization lies in the fact that any (reasonable) con-
nected topological space (e.g. a connected manifold) is homotopy equivalent to
the geometric realization of a reduced simplicial group.
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3 Cyclic
In this section we recall the notion of cyclic objects and their properties. See for
instance [18, 17] for details.
3.1 Cyclicity of the simplicial circle
In 1.3 we have seen that the set of n-simplices of the circle can be identified with the
cyclic group of order n+ 1. Let us adopt a multiplicative notation for this group,
with generator τn := sn−1 . . . s1(τ) ∈ S
1
n and relation τn
n+1 = idn := s0
n(∗). In
particular τ0 = ∗ and τ1 = τ . From this definition it is easy to find the relations
between these cyclic operators and the face and degeneracy operations. We get:
τnδi = δi−1τn−1, for 1 ≤ i ≤ n,
τnδ0 = δn
τnσi = σi−1τn+1, for 1 ≤ i ≤ n,
τnσ0 = σnτn+1
2.
We are now ready to introduce a new category, denoted by ∆C and called
the cyclic category or Connes’ category. It is generated by the face operations,
the degeneracy operations and the cyclic operations, subject to all the relations
mentioned above. It has the following property.
3.2 Proposition. In the category ∆C, whose objects are the sets [n], n ≥ 0, any
morphism can be uniquely written as φ ◦ g where φ is a morphism of ∆ and g is
an element of the cyclic group (i.e. Aut([n]) ∼= Z/(n+ 1)Z).
Observe that the Proposition justifies the notation. By definition a cocyclic
set, resp. cocyclic space, is a functor ∆C → Set, resp. ∆C → Top.
3.3 Cyclic objects
The opposite category of ∆C is the category ∆Cop generated by the morphisms:
di : [n]→ [n− 1], for 1 ≤ i ≤ n,
sj : [n]→ [n+ 1], for 1 ≤ i ≤ n,
tn : [n]→ [n],
satisfying the relations
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didj = dj−1di, i < j
sisj = sj+1si, i ≤ j
djsi =


sj−1di, i < j
id, i = j, i = j + 1
sjdi−1, i > j + 1
ditn = tn−1di−1, 1 ≤ i ≤ n
d0tn = dn,
sitn = tn+1si−1, 1 ≤ i ≤ n
s0tn = tn+1
2sn
(tn)
n+1 = idn
By definition a cyclic set, resp. cyclic space, resp. cyclic module, is a functor
from the category ∆Cop to the category Set, resp. Top, resp. Mod.
3.4 On the S1-structure of the geometric realization of a
cyclic set
It is well-known that the circle can be equipped with a group structure once it
is identified with SO(2). If we see it as the interval [0, 1] with the two endpoints
identified, then the group structure is given by the addition of real numbers modulo
1. We will show that this group structure can be read off from the cyclic structure
of S1· . In fact, for any cyclic set X· the geometric realization |X·| is equipped with
an action of the topological group S1. It would have been helpful if this structure
were induced by a simplicial (or even cyclic) map S1· ×X· → X·. This is not the
case. What holds is the following. From the cyclic structure of X· we will be able
to construct an intermediate cyclic set F (X)· together with simplicial maps
S1· ×X· ← F (X)· → X· .
When passing to the geometric realization the left one becomes a homeomorphism,
hence one can take its inverse and we get the expected action of S1 on X = |X·|:
S1 ×X ∼= |F (X)·| → X.
This intermediate space is constructed as follows. There is an obvious forgetful
functor from cyclic sets to simplicial sets. The functor
F : Simp Set→ Cyclic Set
is simply its left adjoint. Explicitly it is constructed as follows. If Y· is a simplicial
set, then F (Y )n = S
1
n × Yn and the cyclic structure is given by:
f∗(g, y) = (f∗(g), (g
∗(f))∗(y)
h∗(g, y) = (hg, y)
for any f in ∆op, g and h ∈ S1n .
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So, in plain words, it is essentially the product of S1· by Y·, but where the cyclic
structure has been twisted. If X· is a cyclic set, then there exists an obvious map
(evaluation)
ev : F (X)· → X·
which consists in evaluating the cyclic group action. The two forgetful maps
F (X)· → S
1
· and F (X)· → X· are obviously simplicial morphisms. It is proved in
details in [17] Chapter 7 that the resulting map |F (X)·| → S
1×X is a homeomor-
phism and that the composite S1 ×X → X does give an action of the topological
group S1 on X . This result has been first noted by several authors independently:
Burghelea and Fiedorowicz [4], Goodwillie [13], J.D.S. Jones [15] for instance.
3.5 Examples of cyclic objects
The examples of simplicial objects given in section 1 are also cyclic objects.
• Classifying space of a discrete group. Let G be a discrete group and let z ∈ G
be an element in the center of G. Then the map
tn(g1, . . . , gn) := (z(g1g2 · · · gn)
−1, g1, . . . , gn−1)
makes B·G into a cyclic set.
Exercise. It is known that the classifying space of the discrete group Z, that is
the geometric realization of B·Z, is homotopy equivalent to S
1. Show that B·Z is
a cyclic set and provide a cyclic (hence simplicial) map S1· → B·Z realizing this
homotopy equivalence.
• The cocyclic space Hom(S1· , X). Since S
1
· is a cyclic set the cosimplicial space
Hom(S1· , X) is a cocyclic space. The resulting action of the topological group S
1
on the free loop space LX = ||Hom(S1· , X)|| is by rotating loops.
• The cyclic bar construction. The simplicial set Γ·G defined in 1.5 is a cyclic set
for the cyclic action given by
tn(g0, . . . , gn) := (gn, g0, . . . , gn−1).
The resulting action of S1 on the free loop space LBG is the expected one (rotating
loops).
• The cyclic module of an algebra. Let A be an associative algebra. On A⊗n+1
the action of tn is given by
tn(a0, . . . , an) := (an, a0, . . . , an−1).
Sometimes it is technically helpful to modify this action by multiplying by the
signature, that is (−1)n.
3.6 Cyclic modules and cyclic homology theories
First, let us recall that for the (multiplicative) cyclic group Cn = {t = tn|tn
n+1 =
1} there is a periodic free resolution of the trivial module:
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K←− K[Cn]
1−t
←− K[Cn]
N
←− K[Cn]
1−t
←− K[Cn]
N
←− · · ·
where N := 1 + t+ · · ·+ tn is the norm map.
The good relationship between the cyclic operator and the face operators in a
cyclic module like [n] 7→ A⊗n+1 enables us to build a bicomplex CC∗∗(A) called
the cyclic bicomplex :
   
A⊗3
b

A⊗3
1−t
oo
−b′

A⊗3
Noo
b

A⊗3
1−t
oo
−b′

Noo
A⊗2
b

A⊗2
1−t
oo
−b′

A⊗2
Noo
b

A⊗2
1−t
oo
−b′

Noo
A A
1−t
oo A
Noo A
1−t
oo Noo
where b :=
∑n
i=0(−1)
idi and b
′ :=
∑n−1
i=0 (−1)
idi. In order to make it work we
have to modify slightly the action of tn in the linear case by multiplying it by the
signature, i.e. by (−1)n, see [17] for details.
When A is unital, every other columns (the one with b′) are acyclic because
there exists an explicit homotopy (a0, a1, · · · , an) 7→ (1, a0, a1, · · · , an). The other
columns are copies of the Hochschild complex. A careful analysis of the spectral
sequence of the cyclic bicomplex leads to the following Connes periodicity exact
sequence:
· · · → HHn(A)
I
→ HCn(A)
S
→ HCn−2(A)
B
→ HHn−1(A)
I
→ · · ·
3.7 Negative and periodic cyclic homology
From the periodic resolution of a cyclic group, any module M over it gives rise to
the following chain complexes:
M oo
1−t
M oo
N
M oo
1−t
· · ·
· · · oo M oo
1−t
M oo
N
M oo
1−t
M oo
N
M oo
1−t
· · ·
· · · oo M oo
1−t
M oo
N
M
The common copy of M is in degree 0. Similarly the cyclic bicomplex CC(A)
of an algebra A has two siblings denoted by CCper(A) and CC−(A), giving rise to
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the periodic cyclic homology HCper(A) (sometimes denoted by ĤC(A) by influ-
ence of Tate) and the negative cyclic homology theory HC−(A). It is clear from
the definitions of HH,HC,HCper, HC− that they are related by various exact
sequences, see [17] for details.
3.8 The Gysin sequence of an S1-space
The classifying space of the circle is the base-space of a well-known fibration:
S1 → ES1 → BS1
(apply the functor B to the fibration Z→ R→ S1, so ES1 = BR). More generally
any S1-space X is the fiber of a fibration
X → ES1 ×S1 X → BS
1.
The (co)homology of the total space is, by definition, the equivariant S1-(co)homology
of the space X , denoted by HS
1
n (X) (resp. H
n
S1
(X)). The homology spectral se-
quence of this fibration degenerates into an exact sequence called the Gysin se-
quence:
· · · → Hn(X)→ H
S1
n (X)→ H
S1
n−2(X)→ Hn−1(X)→ · · ·
There is a similar statement in cohomology.
To any S1 space Z (e.g. LX) one can associate not only the cohomologyH•(Z)
and the equivariant cohomology H•
S1
(Z), but also Ĥ•
S1
(Z) and G•
S1
(Z), which
mimick the periodic (or Tate) cyclic homology and the negative cyclic homology
respectively.
4 Cyclic homology and the free loop space
In this section we mix the results of sections 2 and 3 to compare the Hochschild-
cyclic homology theories with the homology theories of the free loop space.
4.1 Cyclic version of the comparison map
We have seen in section 2 that there is an isomorphism of graded modulesHH•(S
∗X) ∼=
H•(LX) induced by the comparison of cosimplicial-simplicial modules. The pre-
cise isomorphism in degree n is HH−n(S
∗X) ∼= Hn(LX) when we choose the
“homological version” of the Z-graded total complex associated to C•(S
∗X). It
turns out that these modules are cyclic modules (see section 3), and that the com-
parison map is a cyclic map. So we can replace simplicial by cyclic. Hence it is
not surprizing that a cyclic version of Theorem 2.4 gives:
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4.2 Theorem ([15]). For any simply connected space X there is a functorial
isomorphism:
HC−• (S
∗(X)) ∼= H•S1(LX) .
The reason for the appearance of HC−, where we could have expected HC,
comes from the use of cosimplicial objects in place of simplicial objects.
4.3 Theorem ([15]). For any simply connected space X there is a commutative
diagram:
· · · // HH−n(S
∗(X)) //

HC−−n(S
∗(X)) //

HC−−n−2(S
∗(X)) //

HH−n−1(S
∗(X)) //

· · ·
· · · // Hn(LX) // HnS1(LX)
// Hn+2
S1
(LX) // Hn+1(LX) // · · ·
There are, of course, similar results in the homological framework. They can
be found in [17].
4.4 About the action of O(2)
So far we have only considered the action of the topological group S1 = SO(2),
but there is in fact an action of O(2) on the free loop space. The discretization
of O(2) involves the dihedral groups in place of the cyclic groups. The point is
the following: there is a periodic resolution for the cyclic groups (of period 2),
but there is no periodic resolution for the dihedral groups. However there is a
periodic resolution for the quaternionic groups (of period 4), from which we can
take advantage of to work out the O(2)-action. We refer to [16, 20] and [17]
Chapter 5 for the details, and to [25] for the most recent article on this theme.
4.5 Other algebraic properties
In section 3 we have exploited the fact that the simplicial objects used in section
2 are, in fact, cyclic objects. But there are more algebraic properties at hand.
For instance the cohomology of a space is a graded commutative algebra. So it
is natural to ask oneself how this algebraic structure on H∗(LX) is reflected on
HH∗(S
∗(X)). This question has been solved in [21, 22] by L. Menichi.
In the seminal paper [7] M. Chas and D. Sullivan introduced a product
Hp(L(M))⊗Hq(L(M))→ Hp+q−n(L(M))
for any manifoldM of dimension n. This discovery prompted a new theory, called
“String Topology” which let appear a lot of algebraic structures like: Batalin-
Vilkovisky algebras, their homotopy version [12], the cacti operad [9], involutive
Lie bialgebras, and many more. In [8] R. Cohen and J. Jones study this loop
product on the Hochschild homology under the isomorphism of section 2.
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One can find in [9] self-contained notes treating the string topology operations
from different perspectives, such as geometric intersection theory, operads and
Morse theory.
5 Conclusion and comments
In order to understand the homological and homotopical properties of the free
loop space of a manifold, we have used simplicial techniques. First, it should be
said, that, if one is interested only in the rational homotopy and simply connected
framework, then working with the Sullivan minimal model is good enough, since
one knows how to construct the minimal model of LM out of the minimal model
of M , cf. [26].
On top of the simplicial techniques it is clear that the bar-cobar adjoint functors
form a key tool. But we have only used them in the framework of associative
(co)algebras, that is algebras and coalgebras over the nonsymmetric operad As
(see for instance [19] Chapter 2). However, since we want to take into account the
circle action, we need to see the associative (co)algebras over As, but where As is
viewed as a “cyclic operad”. Let us recall here that when one wants to handle the
bar-cobar constructions for commutative algebras, one needs to work also with Lie
algebras (think of rational homotopy theory), since the Koszul dual of the operad
Com is the operad Lie. In this case we have the advantage that the Koszul dual of
an operad is still an operad. Now the questions that we face here are the following.
First, what is the Koszul dual of a cyclic operad ? Second, what is the Koszul
dual of As considered as a cyclic operad ? Third, play the bar-cobar game.
The next step will be to take into account, in these computations, the “sym-
metry up to homotopy” properties.
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