A digital service, like a web site, may contain a lot of information but we often do not know if it is used, relevant or valuable. Transaction log files generated by digital information services do record the pages (topics or content) viewed by users and this is perhaps the most interesting aspect of the logs. However, analysing these pages poses plenty of problems for researchers, especially when comparing content coverage of various related services. It is quite normal, even for digital services of the same organization, to adopt different page naming conventions for each service. This is even truer about digital services run by different organizations. What all this means is that there is no easy way to compare topic use as revealed by access behaviour. This paper looks at the problems of describing and comparing the content usage of digital information services, covering three digital platforms operating in the health field. This paper discusses problems posed in making health content comparisons based on page names listed in the transaction log files and between very large data sets. It reviews the impact that system architecture might have as well as the time the service has been available online and the impact due to outlet differences. However, the main focus of the article is a comparison of five sources of health information through their log files. It makes use of cluster analysis and applies procedures normally used to define species diversity to research content coverage. In all, two million page views were analysed, covering more than 5000 unique health pages.
Introduction
For the last four years Ciber has been heavily involved in digital information user research. During this period we have accrued millions of digital fingerprints from information platforms as diverse as the Web, touch screen information kiosks and digital interactive television, and from fields as diverse as health, newspapers and scholarly journals [1] [2] [3] [4] . These fingerprints are those of what were once called end-users, but now, more aptly, are called digital information consumers in recognition of their large numbers, diverse backgrounds and economic power. We believe that the data collected is unparalleled in terms of its size, breadth, currency and, especially, robustness. Thus, for instance, with log analysis it is has proved possible to monitor the use of a system by hundreds of thousands of people. This is a far cry from some of the assessment and monitoring methods of the recent past, which were based on small and unrepresentative samples (a few dozen 'tame and pliant' OPAC usersstudents, academics and library users typically). Logs record use by everyone who happened to engage with the system; there is no need to take a sample. The great advantages of the digital logs are not simply their size and reach, although the dividend here is indeed a rich and unparalleled one. Just as important is the fact that they are a direct and immediately available record of what people have done: not what they say they might, or would, do; not what they were prompted to say; not what they thought they did (the traditional domain of questionnaires and focus groups). This is especially important in an area, like digital information use, where issues are complex and people are all too easily shoe-horned into answers manufactured by researchers.
These digital fingerprints show all kinds of things but undoubtedly, and perhaps especially in the health context where we are currently working, what is of most value is what they tell us about people's concerns and interests -the topics they are viewing. Transaction log files generated by online information services record the names of the pages viewed and that is where we find out what people are interested in. However, this type of analysis poses particular problems for researchers. Thus it is quite normal for online services coming from the same organization to adopt a different page naming convention for each of its services. Of course, the situation is even worse when it comes to services produced by different organizations. There is no standard page naming convention. What all this means is that there is no easy way to compare, using log information, content coverage of digital services providing information in the same field, which of course makes it difficult to determine which has the 'best', most comprehensive and most specific coverage in certain fields. Of course, what is problematical for the researcher is doubly so for the digital health consumer.
One method is to standardize the data by re-coding the names of the pages viewed of each service using a standard classification, thesaurus etc. By re-coding page views into a common name format a comparison between services can be made. However, the recording process is massively time-consuming and expensive for what, after all, is just one aspect of transaction log research, albeit perhaps the most important one. An alternative and more practical approach, trialled in this paper, is to re-code a random sample of pages taken from each service into a common name format. Comparisons between services based on this sub group of pages can then be made.
Aims
This paper discusses the issues, procedures and pitfalls concerned with making content comparisons between various digital information platforms and services operating in the same field and to a similar audience on the basis of the page use information that can be gleaned from transaction logs. Five online health information services were evaluated to show what kinds of analysis can be conducted and what problems confront the researcher.
The impact that system architecture, the length of the survey period under consideration and number of outlets has on accessing was also investigated.
Previous research
As far as we know nobody else has attempted to compare the content coverage of a range of digital information services operating in the same field and aimed at the same audience based on transaction log information only. Interest has largely focused on the area of page classification to enhance document retrieval rather as a way of comparing used content and coverage between sites [5, 6] . Burden [7] discussed the wider issues of cataloguing the Web. Vizine-Goetz [8] looked at the application of electronic library classification schemes for web knowledge organization. Ardö et al. [9] examined the use of robot generated subject indexes and automatic classification systems. Geyer-Schulz et al. [10] examined relevance ranking on Internet Information services and looked at different dimensions of labelling search engine returned hits.
Amongst a site's attributes, content is ranked most highly. Thus Kim et al. [11] , in a survey of site aspects, listed content as the number 1 aspect of a 'top 10' list. Content here was defined as concerning the quality, reliability, accuracy, scope and depth of information. Previous research has focused on quality, reliability and accuracy. For example, Griffiths and Christensen [12] surveyed 21 web sites that provided information about depression and assessed the quality of the information along with a number of other criteria. The interest in this particular aspect of content stems from the absence of editorial controls on many web sites [13] . Coulter et al. [14] point out that even 'official' information published by the National Health Service (NHS) and other government bodies can be of dubious quality. They found that much of the information was inaccurate and out of date, technical terms were not explained, and few materials provided 'adequate' information about treatment risks and side effects, to name but three problems.
Methods used and methodological issues
This paper is an essentially methodological one, which examines the merits and difficulties of extracting content data from web logs and attempts to make site comparisons from this data across platform types. In consequence we devote a sizeable part of the paper to methodological issues. We have spent a number of years developing techniques to squeeze essential and robust data from digital logs of all kinds. We call this technique 'deep' log analysis to distinguish it from the shallow and limited type of 'hits' analysis that is generally supplied by proprietary software, such as that supplied by WebTrends. More details of our techniques can be found in Nicholas et al. [15, 16] . Here we shall only be dealing with those aspects of log analysis that concern the mining of content data from digital information services and sites.
The paper introduces two measures normally used by ecologists to assess species diversity. These are Peterson's homogeneity index (www.le.ac.uk/biology/ gat/virtualfc/Stats/peterson.htm) and Soerensen's quotient (www.le.ac.uk/biology/gat/virtualfc/Stats/soeren.htm). Both attempt to measure species richness and diversity by sampling from a population. Here page content is taken to be a type of species. The application of the two measures here looks to see how well the measures perform in assessing content diversity. The measures have not been previously used in this context and compare results derived from cluster analysis and descriptive statistics.
Sources of log data
The data upon which an analysis of service content or coverage is built comes from five major transaction log studies that we have conducted as part of two Department of Health funded research programmes that evaluated the roll-out of digital health services to the consumer [17, 18] . Together these studies represent the usage patterns or digital fingerprints of hundreds of thousands of users.
Transaction log files were taken and analysed for the following digital information services: . two digital interactive television (DiTV) consumer health channels -Communicopia and Living Health, the first for just under 5 months and the second for just over 3 months (for more details see Huntington et al. [19] 
Methodological problems
Three issues in particular require consideration: labelling and classification of pages; site architecture and how this creates problems in counting; and site exposure.
Page labelling and classification
Online information services produce transaction log files recording usage. Figure 1 provides an example of a line from the log file from the SurgeryDoor Internet site (www.Surgerydoor.co.uk). It gives details of a user's access to the online information service. Typically the date, time, IP number (user session identification number), request type, file request or content page viewed, delivery Status (200 is delivered without problems), browser details of the user's machine and lastly the page that the user came from are recorded. Most importantly, information on the content page viewed is shown by the file name requested and is recorded as the title of the file sent to the users access point, in this case a computer. Thus in Fig. 1 
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As already mentioned there is no convention for labelling pages and therefore it is necessary to classify these pages before you can make any statements about comprehensiveness, depth and relative topic coverage. It was not feasible to reclassify page topics for all the 5000 or so content pages we identified through the usage logs into a common page name coding (Table 1 , column 3). To compare subject coverage of used content between platforms it was decided to take a random sample of pages used (excluding menus) from each data set and to classify the used content of this sub-group. It was decided to take a random sample of 0.01% of page use across the five services. This resulted in a selection of about 20% (972) of uniquely used content pages.
To classify the pages, we adapted the National Library of Medicine topic categories used in the Medline Plus information service (see www.nlm.nih.-gov/medlineplus/healthtopics.html). This system was chosen because it provides a good balance between popular experience and medical coverage. It had good coverage of diseases by body system, and of wellness, healthcare and demographic categories. The scope notes were thorough and helpful for allocating categories to page headings. A few modifications were made as described below. The ultimate result was a system of 37 categories to be applied to 972 page headings.
About 75% of the page headings could be classified in this way without ambiguity. Up to three categories were allocated per heading; in the majority of cases, this approach was essential, e.g. 'bowel cancer treatment' was classified under 'cancers', 'digestive system' and 'treatments and procedures'. This approach was consistent with the Medline Plus system, where headings could appear under a number of categories.
Body system categories presented the least classification problems and these made up 15/37 categories. 'Treatments and procedures' was also relatively easy to allocate headings to. When there was a social or behavioural element involved, the classification was more difficult. For example, 'contraception' could be classified under 'pregnancy and reproduction', 'sexual health', 'women's health', 'men's health', 'childrens' and adolescents' health', 'health services' and 'wellness and lifestyle' (perhaps all headings should be categorized as widely as possible).
The demographic group categories were probably under-represented. Some conditions are more common at particular ages but not exclusively to that age group. For example, to categorize 'arthritis' solely under 'old age' and not other age categories would be unhelpful for younger people who have the condition. 'Old age' was a particularly difficult category to fill. Viewing the pages' content for each heading would have aided category allocation, but would also have been very time-consuming. Another demographic group category which was poorly represented, was 'ethnic minorities'. In this case, inspecting page views might have helped as pages such as 'diabetes mellitus' could have included the comment that black and Asian groups are at greatly increased risk of having the condition relative to Caucasian people.
Moving on to the less precise categories, 'home health care' was quite hard to define. Having initially developed a list of 'don't knows', headings such as 'Accident_saferhome' and 'commonailments' seemed to fall into this category. 'Non-specific symptoms' also sounds vague but was useful for headings such as 'allergies', 'headache' and 'backpain', all of which could have a variety of causes. 'Well-being and lifestyle' was the largest category, and somewhat problematical as many headings such as travel and immunization fall loosely into this group. The following categories were added to the Medline plus system. To cover headings related to web site housekeeping, 'web site' and 'miscellaneous' were used. 'Web site' included content about the web site, such as 'Disclaimer' and 'feedback'. Miscellaneous referred to item formats, such as 'news_1.12.00' and 'toptips' -perhaps renaming the category 'content formats' would make it sound more precise. 'Unknown' included headings that could not be categorized without further information. Examples included 'coldermums', 'left' and 'skinwindow'.
Three other classification systems were considered, but rejected: . MeSH tree structures -www.nlm.nih.gov/mesh/ 2003/MeSHtree.html. The NLM's Medical Subject Headings (MeSH) is a highly detailed medical thesaurus, intended for indexing, cataloguing and searching Medline. It is very specialized in content and contains thousands of terms. The basic tree structure was examined for suitability but the 15 terms, although rigorous, lacked popular appeal and there were no wellness categories. . British National Formulary -www.bnf.org.uk/ webnf/lform1/bnf/index.html. As a national formulary, this obviously had an academic and pathological focus. Consistent with its purpose, there were no 'wellness' or demographic group categories. . NHS Direct Online -www.nhsdirect.nhs.uk/subjectindex.asp. Considering this web site is for the public, it was surprising that it lacked categories for areas such as child health, sexual health and substance abuse, although such a large site could have dealt with these topics elsewhere. Another factor mitigated against using NHS categories: some of the log files being analysed came from views of NHS-provided content, so use of the same organization's categories could have introduced bias.
Site architecture
Site architecture impacts on usage and used content figures and hence in comparisons between services. This needs to be taken into account. It is helpful to distinguish between pages and screens. A 'page' is defined as one or a series of self-standing information statements on a particular topic, while a 'screen' can be defined as either a series of pages or part of a page. For the purposes of log analysis page views are estimated by counting screen views. However a screen view does not necessarily correspond to a single page view. This is because a number of pages can be presented on a single screen or, conversely, a single page is spread over a number of screens. What this means is that counting screens does not give an accurate count of the number of pages. Three models of page-to-screen relationships can in fact be identified:
. multiple page-to-screen -in a multiple page information screen a number of information pages are stored on a single screen view; . page-to-screen unity -in an information unity model each screen is a single page and one page is linked to one screen; . divided page-to-screen -in a divided page information screen model users view a number of screens to view a single page. The architecture of the online service defines the model employed. A system designer might opt for one or a combination of page-to-screen relationships. It is not uncommon to find single Internet screens that contain information on a number of page topics with the pages structured by a menu of internal links at the top of the screen. In this case the user believes each view represents a single page but in fact is exploring just a single screen. Here only one screen view is counted although the user has in fact explored a number of pages. Producers of information will choose this option as it makes better use of system resources and navigation is quicker.
Site architecture can have a negative impact on use metrics that are based on screen views [23] . In multiple page-to-screen views, pages as estimated by screen views will be underestimated. In a divided page-to-screen model page views would be overcounted.
Plainly the most straightforward case is where there is page-to-screen unity. This was the case with the InTouch with Health kiosks. Here each topic is represented by a single page and screen view. Furthermore, all screen views are uniquely recorded. For Web users (SurgeryDoor and NHS DO) the situation is more complicated and sites may correspond to either a multiple or a divided page-to-screen model. Indeed it is not uncommon for a site to adopt different styles of architecture and page-to-screen models for different parts of the same site.
Both Kiosk and Internet users have a scroll function that gives them the option to move down
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Journal of Information Science, 29 (6) 2003, pp. 499-515 # CILIP to further information. This is not the case for DiTV users. Instead of offering users a scroll function, DiTV users have the option to view additional pages by loading another screen view. Hence to view a similar amount of page information to Internet users DiTV users would have had to view a greater number of screens. DiTV online information systems usually adopt a divided page-to-screen model and this results in the over-reporting of usage. This was certainly the case for Living Health, although Communicopia had a unity set-up and this might explain some of the difference in used content between these two services.
Site architecture and page-to-screen relationships will impact on site or platform use comparisons. To date there is no set formula to adjust for architecture differences and this paper does not seek to resolve this, but to raise it as an issue deserving further research. The impact is predominantly on use statistics although there will be an impact on content, particularly where content and use statistics are employed together.
Exposure
Logically, the greater the exposure a system has, the higher will be its use and the more likely it is that its content will be used. Hence exposure will have an impact on what content is used. The problem with our study is that not all of the five services were equally exposed. InTouch with Health logs were recorded over a 24 month period compared to 1 month for NHS D kiosks, while NHS D Kiosks were recorded across 120 outlets compared with 21 for InTouch kiosks. The Communicopia service was available to 10,000 households while Living Health was available to about 40,000, and this is complicated by the fact that the logs for Communicopia were recorded for just under twice as long: 5 months as compared with 3. For the Internet the number of potential outlets is unknown, but is likely to run into millions. The Internet is further complicated by the existence of many competing services.
To assess the impact of exposure on used content figures, differences in used content over time and across different levels of outlets were considered. Figure 2 gives the percentage change in used content from month to month for three services: SurgeryDoor (Internet service), InTouch with Health (kiosks) and the Communicopia (DiTV) service.
For the Internet and kiosks used content increased month on month but at a declining rate. The addition to used content from the first to second month was 10% in the case of kiosks (InTouch) and about 5% for the Internet (SurgeryDoor). The big changes in the number of unique pages read occurred in the first 3 months. After 4-5 months, though, the addition of new pages read was minimal. From the first to second monthly period the percentage increase in used content was about 5%; however this increase declined to about 1%, period on period, between period 4 and period 5. Thus exposure will affect the analysis but the effect declines over time and is relatively minor after 2 months and is negligible after about 4-5 months of exposure. Hence for SurgeryDoor, in the 6 month study, 93% of content was used in the first month. What this suggests is after about a 2-3 month research period the likelihood of a new subject being viewed is relatively small.
The Communicopia service did not correspond to the expected pattern. In fact in this case the largest increase in used content occurred between period 2 and period 3. However there was no difference in used content between period 3 and period 4. This large increase in the second period may well reflect the novelty of this service. This DiTV channel offered, for the first time, Internet-like health information services on the television. This was a very new experience for virtually the whole audience.
Variations in exposure may also result from differences in the number of service outlets -clearly, the greater the number of possible outlets the greater the exposure. For kiosks, outlets are the actual number of kiosks available, for DiTV and Internet this is the number of locations (households or offices) that can receive the service. In this study logs were collected for 21 InTouch with Health kiosks and 120 NHS D kiosks. DiTV outlets are calculated by the estimated number of subscribers to the service; for Living Health this was about 40,000, and for Communicopia it was about onequarter of this, 10,000. It is not possible to estimate the number of Internet outlets as an outlet can be any computer that can connect to the Internet, but it is in the millions.
To test this idea it was decided to compare random samples of the outcome of outlet use for SurgeryDoor and Communicopia. Four samples were taken, 20, 40, 60 and 80% random samples from both data sets. Then the percentage addition in topics viewed between each random sample was calculated and compared. The following chart (Fig. 3) looks at the percentage change in used content for different quantities of use. It answers the question: what is the increase in used content as use increases? Figure 3 shows that the percentage increase in used content only increases marginally with increases in use. There is only about a 4% increase in used content as randomly selected use is increased from 20 to 40%.
Exposure is thus a factor, but the impact on used content is minimal so long as the period studied is greater than 2-3 months or where the number of outlets is large. Table 1 details, for the various survey periods, the number of outlets or stations where users could access the services, the number of pages viewed, the number of unique pages viewed and the first and last access dates covered by this study.
Results
To illustrate the potential of digital content analyses, a number of studies have been conducted on this dataset, and these analyses provide the structure for the Results section. The analyses were conducted as follows:
. overall comparisons of used and unused content of digital health services operating in the same area; . a combined subject page group analysis;
. broad comparisons of content coverage between digital services; . detailed comparisons of category coverage between digital services; . relationship between use and content coverage.
Overall comparisons of used and unused content
In all, the five studies of the three different digital platforms covered just a little less than 2 million views to page (usage) and about 5000 unique health pages 
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Journal of Information Science, 29 (6) 2003, pp. 499-515 # CILIP were viewed (used content). We believe that this makes this study one of the biggest of its kind. Used content views refer to pages that are used and, of course, information services may well have additional pages that have not been viewed (unused content). For example InTouch with Health kiosks have approximately 1100 pages that the user could have viewed. However, for this study, only 864 pages or just over three-quarters of these unique pages were actually viewed over the period and via the outlets included in this study. Unused content may just be difficult to find (has poor digital visibility), in which case the analysis can point to areas where steps could be taken to make more prominent needed but not used data. Alternatively it could concern subjects that users are not so interested in, and therefore highlight areas for pruning.
The table clearly shows that there are large differences between services in regard to the amount of content that is used, with the Living Health channel (2648 content pages) having most content used and Communicopia the least (454 pages). A comparison of the two DiTV services shows that used content of the Communicopia service is approximately one-fifth of the content used on the Living Health service. This just might reflect -correctly in this case -the fact that Living Health had more content. However, other factors could also have an impact, for example, site architecture [23] , digital visibility [24] and size of the population served. The Living Health service appeared to be closer in content coverage (as indicated by used content) to the SurgeryDoor web site. In fact, although the Living Health service had less usage than SurgeryDoor, it did have a greater used content. The lower usage figure for Living Health service can be explained by the fact that, unlike the SurgeryDoor, the service was not a national service (it was only available to Telewest subscribers in Birmingham), and was only available for a relatively short period -a little under 6 months.
The used content for InTouch with Health and NHS Direct kiosks differs less. However, it should be noted that the InTouch with Health logs were collected over a longer period than for NHS D kiosks (12 months compared with 1 month), while a greater number of outlets was included in the NHS D analysis (120 compared with 21).
Combined subject page groupings
As previously mentioned, the content pages that were used were classified into 37 health categories (Fig. 4) . The most popular pages proved those to be on wellness and lifestyle (13%), illustrating the consumer traits of the sites. This was followed by treatments and procedures (8%), miscellaneous (8%) and pregnancy and reproduction (7%). Use of content from just the top four categories accounted for about one-third of all use.
The most under used categories were ethnic minorities, non-specific symptoms, substance abuse and health in old age. Each attracted less than 0.5% use. The latter finding confirms Government concerns about getting information and health advice to the elderly.
Broad comparisons between coverage
Not all the online information services had used content in all of the 37 categories. Table 2 gives the number of topics covered by each service and the percentage of coverage. The best performing service in this respect was the Internet service SurgeryDoor. In all 36 of the 37 topics were covered by this service and represent approximately 97% coverage. Used content on the DiTV service Living health covered 81% or 30 of the topics, while used content for the Communicopia DiTV channel represented just 59% of the categories. There was not a lot of difference between the two kiosk services, both were estimated at about 65% -higher than Communicopia but lower than either SurgeryDoor or Living Health. Table 2 (column 4) also gives an estimate of the variation of topic use between services. It gives an idea of the standardized variation of screen view use of each service. This variation is greatest for SurgeryDoor (31), is about the same for InTouch, NHS D and Living Health (nine to 11) and is lowest for Communicopia (three). What this means is that the distribution differences of use over topics viewed was greatest for SurgeryDoor and least for Communicopia. Figure 5 provides the results of cluster analysis to further explore coverage. The closer the linkage is to zero the more similar the coverage. It confirms the percentage coverage figure given in Table 2 that, in terms of coverage, SurgeryDoor and Living Health are most closely linked. The dendrogram indicates that this linkage occurs at a point close to zero, suggesting a similar coverage. Communicopia and InTouch with Health are also linked but at a higher value, NHS DO is then linked to these but at a higher value (16) . This last point was not expected, as it seemed from earlier figures that NHS DO and InTouch with Health had similar coverage (Table 2 ) and both scored higher than Communicopia. The dendrogram argues that NHS Direct kiosks are the least similar in terms of coverage compared to the other services.
Assessing used content across five digital health information services
An alternative way at looking at coverage is to apply similarity indexes. Soerensen's quotient and Peterson's index both generate values that estimate how alike two samples are. Estimates approaching 0 suggest dissimilarity, while estimates approaching 1 argue nearly identical topic coverage. The indexes are normally applied to samples of species and are used to estimate how diverse or similar samples are. Here, possibly for the first time, they are used to estimate how similar or diverse coverage is between topics randomly sampled from five health information services.
Soerensen's quotient (SQ) makes no assumptions about the number of pages of each service and so is insensitive to site architecture and variance. The estimate for Soerensons quotient (the SQ value) is given as: SQ ¼ 2J =ðA þ BÞ, where A ¼ number of categories covered by site A, B ¼ number of categories 
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where a i ¼ the proportion of categories i in sample A and b i ¼ the proportion of categories i in sample B. Peterson's homogeneity index will be sensitive to service architecture and variance differences. The value will be close to 1.0 in each case for services that have the most categories in common and for dissimilar services the value will be close to 0.0.
Soerensen's quotient indicates that Living Health DiTV channel and the SurgeryDoor web site are the most similar in terms of coverage (0.909 in Table 3 ). Interestingly, the value between the two kiosks -NHS DO and InTouch, at 0.809 is less than the estimated quotient value between InTouch kiosks and the Communicopia TV channel (0.844). The lowest score was that recorded between NHS kiosks and Living Health channel (0.741), and argues that the coverage differences are greatest between these two services. The scores for NHS Direct kiosk against the other services was generally low. These findings broadly reflect the findings of the cluster analysis above. The similarity of Living Health with InTouch (0.868) and Communicopia (0.846) is greater than the similarity of these two services (respectively 0.78, 0.759) with SurgeryDoor.
Peterson's homogeneity index gives a very different result. Here the greatest similarity is between InTouch with Health kiosks and Communicopia (0.67), followed by Living Health and Communicopia (0.663) the two DiTV services. The lowest score was recorded between Communicopia and NHS D kiosks (0.438) and SurgeryDoor and InTouch with health kiosks (0.439). Peterson's index is sensitive to variance differences and site architecture differences and this might partly explain the emerging pattern here.
In terms of comparing topic coverage between services the average linkage between group cluster analysis and Soerensen's quotient both give us interesting indications. However it is probably just as well to generate percentage coverage values and Peterson's homogeneity index for a comparison. Figure 6 looks at the results of cluster analysis to explore the relationship between presence in a category and coverage. Each service has the potential to offer coverage in each of the 37 categories. This analysis creates clusters out of comparing the coverage between each service, it links together categories where the coverage is similar. Hence linkages here also say something about service presence in each health category. The value of the clustering is that the category clusters reflect service coverage, however, service is not explicitly written into the dendrogram. To explore this further health categories were grouped by clusters at the second linkage. For example the first cluster (cluster 1) includes the first six health categories from endocrine system to mens' health. Cluster 2 groups the categories health services to sexual health. Cluster 3 -by far the largest group, groups the categories children's and adolescent's health and mouth and teeth together. The last cluster, cluster 4, groups the categories old age health and genetic/birth defects together. Note the clusters themselves are not logical health groupings but reflect differences in coverage patterns between platforms. This is more apparent once we plot service against coverage in each of the four cluster groupings. Details are given in Fig. 7 .
Behind content coverage
Each column relates to a service and the service's coverage in each of the four clusters identified in Fig. 6 . It is apparent from Fig. 7 that NHS DO Kiosks has no coverage in either cluster 1 or cluster 2 but has a significant presence in cluster 4. To understand the details of this we need to refer back to the dendrogram in Fig. 6 . Clusters 1 and 2 relate to the categories endocrine system down to sexual health and the NHS Direct kiosk service does not appear to offer any information on these categories. This might explain the low similarity values recorded for this service to the other services (see Soerensen's quotient and Fig. 5 ). Figure 7 indicates that Communicopia, InTouch with Health kiosks and Living Health have no coverage in cluster 4. The Communicopia service in addition has no coverage in cluster 1. Linking back the cluster groupings as identified in Fig. 6 to each service does appear to make more apparent the differences between each service identified by Soerensen's quotient and Fig. 5 .
Detailed comparisons between topic use
Here we will look at a more detailed comparison of category coverage between services. Each of the 37 categories (Fig. 4) was allocated into one of five broad topic groupings: disorders and conditions, treatments and procedures, health and wellness, demographic groupings and other. Figure 8 gives the use distribution of topics for each service.
There are quite big differences here. Communicopia attracts a greater proportion of use to pages related to disorders and conditions than the other services: 58% compared with about 40-45% for other services. This service also has relatively fewer pages used in the treatments and procedures (12%) and health and wellness (27%) areas. InTouch with Health kiosks have a greater use of health and wellness pages (35%) and a relatively high use of treatments and procedures (16%). Both SurgeryDoor and NHS DO kiosks have a high other content use and both these services have a relatively low use of treatment and procedure pages. Living Health has the highest percentage regarding treatments and procedures, and 20% of page views relate to this topic.
An important factor impacting on the use of pages and topics is digital visibility [24] . It describes the relationship between use of a service/page and its prominence in the site. For example health and wellness pages are particularly prominent on the InTouch with Health kiosk menu. These topics were highly visible to kiosk users and were accessible within three prominent and clear menu screens. This was not the case with other menu options that required users to scroll through options and turn pages both navigationally more difficult on a touch screen kiosk. This might partly explain the greater use of these pages on this system. However, another explanation is that kiosks users may be more interested in general health although this is not supported by this topic usage as a percentage share on NHS DO kiosks. Figure 9 takes a different approach to topic coverage, this time giving a breakdown of use of each of the 37 
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Journal of Information Science, 29 (6) 2003, pp. 499-515 # CILIP categories by each digital service as a percentage of category use. It gives the percentage use of each service for each health category. Living Health is particularly dominant on pages related to sexual health, kidney and urinary, endocrine systems and cancers. NHS kiosks have a greater presence in genetic and birth defects, injuries and wounds, non-specific symptoms and skin, hair and nails. While InTouch with health kiosks appear to have a greater used content of pages related to bones, joints and muscles, endocrine system, kidney and urinary and wellness and lifestyle. Figure 10 looks at nine health categories as a use percentage of each system. The nine categories accounted for about 51% of all sampled content use. For kiosks a greater use of wellness and lifestyle pages are made on InTouch kiosks (27%) compared with NHS kiosks (15%). NHS kiosks however have a greater use of skin, hair and nail pages (10%) while InTouch kiosks have considerably less page views to this category (3%). NHS kiosks also perform well on providing information on food, nutrition and diet (7%) compared to InTouch kiosks (5%). InTouch kiosks seem to perform better; however, on providing information on treatments and procedures (16%) and bones, joints and muscles (8%) compared to NHS D kiosks (respectively 1% and 5%).
Comparing the two DiTV services, Communicopia performed relatively well in wellness and lifestyle (15%) and the digestive system (6%) compared to Living Health (respectively 7 and 3%). Living Health performed better in providing information on treatments and procedures (20%), sexual health (11%), pregnancy and reproduction (8%) and food nutrition and diet (7%) compared to the Communicopia service (respectively 12, 5, 4 and 4%).
The only health category where the two DiTV services were ranked in both first and second position is in the sexual health category. This suggests that users were particularly willing to investigate this health subject on this platform. Previous research by the team [25] has argued that the privacy afforded by this platform makes this a particularly good medium for viewing this type of topic. However this may also partially reflect topic menu prominence and topic page proliferation. However it does seem that users have made use of these pages.
Both kiosk systems seem well used in regard to wellness and lifestyle information. Previous research by the team [25] has argued that this platform is a good medium for this type of topic. This in part reflects the public nature of searching on this platform. Many users will avoid searching for sensitive information if they feel that their search process will be observed (search presence) and are more likely to search for socially acceptable or less challenging topics. However, again, this may reflect menu prominence (digital visibility). InTouch kiosk gave a high visibility to subjects covered by this topic.
Relationship between use and content coverage
We might naturally expect a greater use and more repeat use of services that have the most comprehensive content. In comparing the two DiTV services it is apparent from the above that Living Health had more available pages and generally a greater page content compared to the Communicopia service. In all it is estimated that the content of Living Health was three times the size of the available content on the Communicopia service.
There were use differences between the two services. The most significant being reach, which is the percentage use made of a service by those people who potentially could have had accessed it (the population of subscribers). The reach figure was about a third higher on the Living health Service. The reach figure for the Communicopia service was estimated at 20%, while for the Living Health service this figure was 30%.
The number of users returning to a service is also a metric of use and this was also higher for the Living Health service compared to the Communicopia service 41% compared to 36.9%.
In a study comparing the two services [26] it was found that respondents who had reportedly used the Living Health service were just under twice as likely as non-users to say they would use medical information sources as an alternative to seeing the doctor (1.79 estimated odds). While 52% of Telewest subscribers who had not used Living Health had substituted information found for a visit to the doctor this was true of 69% of subscribers -approximately 40% morewho had used Living Health. The finding was also present among KIT users using the Communicopia health information service, but the result was only significant at the 10% level and the estimated odds were lower: 1.39 compared with 1.79. This suggested that the impact of the Communicopia health information service was lower on this outcome compared to the Living Health service. Content differences between the services maybe one reason explaining the reduced impact of the Communicopia service.
Clearly the relationship implied here between content and use differences is circumstantial. Living Health had more content than Communicopia; Living Health was also found to have a higher reach figure, a greater number of returnees and a more likely outcome. However, use and outcomes will also be affected by digital visibility with regard to other services on the DiTV broadcast, by advertising, ease of use as well as content. Content will have an impact however the important question here is what is the impact on usage and outcome measures from a marginal increase in content or what is the optimum content that maximizes usage and outcomes. Future research will examine this relationship in more detail.
Conclusions
This paper has sought to look at the problems in making content comparisons between digital information services and platforms on the basis of pages viewed, and looked at both the procedures and at the types of comparisons that can be made. Online system architecture, the length of the monitoring period and the number of outlets was found to impact on such comparisons and these were discussed. A 0.01% sample of five data sets was taken and this data was classified and compared.
Both cluster analysis of services and Soerensen's quotient index estimating similarity proved to be effective methods in exploring and understanding content comparisons. Peterson's homogeneity index did not prove to be such a good index for this kind of analysis. Furthermore, a cluster analysis of health categories and the cross-classification of the resulting clusters with each service indicated clearly where coverage was dissimilar between services.
Services were examined as to their use across health categories and differences were found. InTouch with health kiosks had a greater use of wellness and lifestyle pages, while NHS kiosks had relatively a greater use of skin, hair and nail pages. Living Health had a greater use of treatments and procedures page and both the DiTV channels had a significant use of sexual health pages. These differences reflect coverage differences (availability), search disclosure and digital visibility. For example, health and wellness pages are particularly prominent on the InTouch with Health kiosk menu. These topics were highly visible to kiosk users and this might partly explain the greater use of these pages on
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Content differences and coverage have an impact on overall service usage and outcomes. Future research will attempt to find the optimum level of content that maximizes use and outcomes. However, detailed page content is equally important and further research will consider this.
There are considerable advantages in basing content comparisons on usage data. This is the data that people have elected to use and thus represents relevant content. The alternative -and traditional -approach to making content comparisons is simply to record every topic page that the service offers. However, that type of analysis assumes that everything is used, and we know that this assumption is false.
