Abstract-In this paper, we derive optimal and suboptimal beam scheduling algorithms for electronically scanned array tracking systems. We formulate the scheduling problem as a multiarm bandit problem involving hidden Markov models (HMMs). A finite-dimensional optimal solution to this multiarm bandit problem is presented. The key to solving any multiarm bandit problem is to compute the Gittins index. We present a finite-dimensional algorithm that computes the Gittins index. Suboptimal algorithms for computing the Gittins index are also presented. Numerical examples are presented to illustrate the algorithms.
I. INTRODUCTION AND PROBLEM FORMULATION

C ONSIDER the following hidden Markov model (HMM) target tracking problem:
targets (e.g., aircraft) are being tracked by an electronically scanned array (ESA) with only one steerable beam. The coordinates of each target evolve according to a finite state Markov chain (see [27] ), and the conditional mean estimate target state is computed by an HMM tracker. We assume that the target coordinates evolve independently of each other-that is, the Markov chains are independent of each other. Since we have assumed that there is only one steerable beam, we can obtain noisy measurements of only one target at any given time instant. Our aim is to answer the following question: Which single target should the tracker choose to observe at each time instant in order to optimize some specified cost function? Fig.1 shows a schematic representation of the problem.
In this paper, we give a complete solution to this problem. We formulate the problem as an HMM multiarm bandit problem. Then, a finite-dimensional optimal algorithm and suboptimal algorithms are derived for computing the solution.
The problem stated above is an integral part of any agile beam tracking system [1] , [6] , [7] . Practical implementation of such systems is quite complex, and beam scheduling must handle a variety of search, identification, and tracking functions. Our
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Publisher Item Identifier S 1053-587X(01)10488-5. work considers one important part of a complete agile beam tracking system. We show that the multiarm bandit formulation can provide a rigorous and potentially useful approach to the problem of scheduling an agile beam among a finite number of established target tracks. The multiarm bandit problem is an example of a dynamic stochastic scheduling problem (resource allocation problem). The "standard" multiarm bandit problem involves a fully observed finite state Markov chain and is merely a finite state Markov decision process (MDP) problem with a rich structure. We will refer to this standard problem as the Markov chain multiarm bandit problem. Numerous applications of the Markov chain multiarm bandit problem appear in the operations research and stochastic control literature; see [15] and [30] for examples in job scheduling and resource allocation for manufacturing systems and [5] for applications in scheduling of traffic in broadband networks. Several fast algorithms have been recently proposed to solve this Markov chain multiarm bandit problem (see [16] and [29] ).
However, due to measurement noise at the sensor, the above multitarget tracking example cannot be formulated as a standard Markov chain multiarm bandit problem. Instead, we will formulate the problem as a multiarm bandit problem involving HMMs, which is considerably more difficult to solve. To develop suitable algorithms for the tracking problem, in this paper, we first give a complete solution to the multiarm bandit problem for an HMM. In the operations research literature, such problems are also known as partially observed Markov decision processes (POMDPs) [20] , [21] .
Our paper focuses on designing optimal beam scheduling algorithms by formulating the problem as an HMM multiarm bandit problem. Other applications of the HMM multiarm bandit problem include the above Markov chain multiarm bandit applications when noisy observations of the state are available, robot navigation systems [13] , learning behavior [24] , and fault-tolerant systems [14] .
A. HMM Multiarm Bandit Problem 1) Markov Chain Multiarm Bandit Problem:
To motivate the HMM multiarm bandit problem, we first outline the well known finite state Markov chain multiarm bandit problem [4] , [18] . Consider independent projects (or targets)
. At each discrete-time instant , only one of these projects can be worked on. We assume that each project has a finite number of states . Let denote the state of project at time . If project is worked on at time , one incurs an instantaneous cost of , where denotes the discount factor; the state evolves according to an -state homogeneous Markov chain with transition probability if project is worked on at time
Let denote the transition probability matrix . The states of all the other idle projects are unaffected, i.e., if project p is idle at time Let the control variable denote which project is worked on at time . Consequently, denotes the state of the active project at time . Let the policy denote the sequence of controls . The total expected discounted cost over an infinite time horizon is given by (2) where denotes mathematical expectation. For the above cost function to be well defined, we assume that is uniformly bounded from above and below (see [4, p. 54] .
Define as the class of all admissible policies . Solving the Markov chain multiarm bandit problem [29] involves computing the optimal policy , where denotes the set of sequences that map to at each time instant. 1 2) Preliminary Formulation of HMM Multiarm Bandit Problem: In this paper, motivated by the agile beam scheduling application, we consider the conceptually more difficult HMM multiarm bandit problem where we assume that the state of the active project is not directly observed. Instead, if , noisy measurements (observations) of the active project state are available at time . Assume that 1 Throughout this paper, we will deal with minimizing the cost function J .
Clearly, this is equivalent to maximizing the reward function 0J .
these observations belong to a finite set indexed by . Denote the observation history 2 at time as Let denote the observation probability (symbol probability) matrix of the HMM, where each element . Our aim is to solve the HMM multiarm bandit problem, i.e., determine the optimal policy that yields the minimum cost in (2) (3) Note that unlike the standard Markov chain bandit problem, in the HMM case, the class of admissible policies comprises of the set of sequences that map to ; see [4] for details. Let denote the optimal cost. Remark: Because of the assumptions that and are finite sets and are uniformly bounded from above and below, the optimization (3) is well defined [20] .
B. Information State Formulation of HMM Multiarm Bandit Problem
The above HMM multiarm bandit problem is a infinite horizon POMDP with a rich structure that considerably simplifies the solution, as will be shown later. First, however, as is standard with partially observed stochastic control problems-we convert the partially observed multiarm bandit problem to a fully observed multiarm bandit problem defined in terms of the information state; see [4] or [18] for the general methodology.
For each target , the information state at time , which we will denote by -column vector of dimension , is defined as the conditional filtered density of the Markov chain state given the observation history and scheduling history (4) The information state can be computed recursively by the HMM state filter (which is also known as the "forward algorithm" or "Baum's algorithm" [23] ) according to (5) .
In terms of the information state formulation, the above HMM multiarm bandit problem can be viewed as the following scheduling problem. Consider parallel HMM state filters: one for each target. The th HMM filter computes the state estimate (filtered density) of the th target . At each time instant, the beam is directed toward only one of the targets, say, target , resulting in an observation . This is processed by the th HMM state filter, which updates its estimate of the target's state as (5) if beam is directed toward target , where if , then diag is the diagonal matrix formed by the th column of the observation matrix , and is an -dimensional column unit vector. (Note that throughout the paper, we use to denote transpose).
The state estimates of the other HMM state filters remain unaffected, i.e., if target is not observed (6) Let denote the state space of information states . That is for all (7) Note that is a dimensional simplex. We will subsequently refer to as the information state space simplex. Using the smoothing property of conditional expectations, the cost functional (2) can be rewritten in terms of the information state as (8) where denotes the -dimensional cost vector , and is defined in (2). The aim is to compute the optimal policy . In terms of (5) and (8) , the multiarm bandit problem reads thus: Design an optimal dynamic scheduling policy to choose which target and, hence, HMM filter to use at each time instant. Note that there is a computational cost of computations associated with running the th HMM filter. This cost is easily incorporated in the cost vector if required.
C. Modeling Assumptions for ESA Tracking via Beam Scheduling
In this subsection, we relate the modeling assumptions of the HMM multiarm bandit problem to the agile beam multitarget tracking example discussed above.
1) Partially Observed Formulation: An obvious advantage of the HMM multiarm bandit formulation (compared with the finite state fully observed Markov chain bandit problem) is the ability to model noisy measurements. More importantly, although mathematically equivalent to (3), the information state formulation (5), (8) has significant modeling advantages. If, at any time , the beam is directed toward a particular target , because no measurement is obtained for the other targets, we assume the estimates of the state of each of these unobserved targets remain frozen at the value when each target was last observed. Note that this is far less stringent than assuming that the actual state of the unobserved target did not evolve, which is required for the standard fully observed multiarm bandit problem. In other words, the information state formulation reduces to assumptions on the tracking sensor behavior (which we can control) rather than the actual underlying Markov chain or target (which we cannot control). For this reason, in the rest of the paper, we will deal with the information state formulation (5) and (8) of the HMM multiarm bandit problem.
2) Bandit Formulation: The multiarm bandit modeling assumptions (5) and (6) . The measurements at the base station reflect the uncertainty implicit in the fact that an intelligent foe target (aircraft) can emulate a friendly target. The interpretation of the HMM filters is then similar to the tracking case above, except for the type of measurements made. In this case, the model is exactly a multiarmed bandit because for unobserved targets, the HMM predictor (with ) is identical to freezing the filtered state estimate. iii) Joint Tracking/Identification: It is, of course, possible to define the state to include both target identity and position. In addition, absorbing states such as a) base-destroyed, which corresponds to a foe getting close enough and successfully attacking the base and b) foe-destroyed, which results from the base station successfully attacking a foe aircraft can be defined if required. In such a case, additional actions such as attack , which means attack target can be defined so that . iv) Modal Estimation: In image-based and image-enhanced tracking [12] , [17] , two-dimensional (2-D) imagery is used to obtain the mode (orientation) of the target in three dimensions, apart from conventional measurements (position, velocity, etc). The mode of the target is described as a finite-state Markov chain (for the profile of a T-62 tank with three different orientations; see [28] ). The sensor processor response to the finite state orientation is blurred due to the range of the target, weather conditions, etc. Finally, the blurred images are processed by an imager that outputs an estimate of the target's mode . The probabilistic mapping is called the discernability or confusion matrix. If the mode of the targets change slowly with time, the bandit approximation (9) is valid.
4) Cost Structure:
For the tracking problem, the cost structure typically would depend on the distance of the th target to the base station. In the numerical examples of Section IV, we assume [where and are target dependent constants], meaning that targets close to the base station pose a greater threat and are given higher priority by the tracking algorithm.
The following cost structures are also permissible within the multiarm bandit framework. i) Tax Problem [4] , [29] : The tax problem is similar to the HMM multiarm bandit problem, except that the HMM filters that do not receive measurements of their targets incur a cost at each time instant. That is, at each time instant , a cost of is incurred for the unobserved targets, where is the observed target. The aim is to minimize the discounted cost over an infinite horizon. As shown in [4] and [29] , the tax problem can be converted to a multiarm bandit problem with cost function for HMM filter equal to (10) ii) Target-Dependent Cost: Let denote target-dependent costs that do not depend on the state of the targets. Such target-dependent costs are useful when the various targets have different characteristics-for example, a fighter aircraft would have a different associated cost than would a slower bomber aircraft. It is easily shown that without violating the multiarm bandit structure, one can add an additional target dependent cost at each time instant for the un-observed targets, as long as these costs do not depend on the state of the targets. The cost function takes the form . As described in Section III-B, this is also useful in the implementation of a hybrid tracking sensor where the constant target costs for each target can be adjusted at regular intervals to reflect the most recent information and thereby improve tracking accuracy. iii) Retirement Cost ([4, ch. 1.5]): Finally, one can add the option at time of permanently retiring from tracking all targets with a cost , with no additional costs incurred in the future. This is useful in the joint tracking/identification problem discussed above, where, if, for example, a prespecified total tracking cost was incurred until time , then one could assume that none of the targets are foes and permanently stop tracking the targets.
D. Summary of Main Results
An obvious brute force approach to solving the above optimization problem (3) is to define a higher (enormous) dimensional Markov chain (where denotes tensor product) with information state . The resulting problem is then a standard partially observed Markov decision process-and numerous algorithms exist for computing the optimal policy. Of course, the computational complexity of this brute force approach is prohibitive.
We now summarize the main results of this paper. It is well known that the multiarm bandit problem has a rich structure that results in the optimization (3) decoupling into independent optimization problems. Indeed, it turns out that the optimal policy has an indexable rule [18] , [30] . For each target (HMM filter) , there is a function called the Gittins index, which is only a function of the project and the information state , whereby the optimal scheduling policy at time is to steer the beam toward the target with the smallest Gittins index, i.e., steer beam toward target , where (11) For a proof of this index rule for general multiarm bandit problems, see [30] . Thus, computing the Gittins index is a key requirement for solving any multiarm bandit problem. (For a formal definition of the Gittins index in terms of stopping times, see [29] . An equivalent definition is given in [4] in terms of the parameterized retirement cost .)
The fundamental problem with (11) is that the Gittins index must be evaluated for each , which is an uncountably infinite set. In contrast, for the standard finite-state Markov multiarm bandit problem considered extensively in the literature (e.g., [15] ), the Gittins index can be straightforwardly computed.
The main contribution of our paper is to present a finite-dimensional algorithm for computing the Gittins index. The contributions and organization of this paper are as follows.
1) In Section II, we show that by using the return-to-stateargument [16] , the computation of the Gittins index for the HMM multiarm bandit problem can be formulated as an infinite horizon dynamic programming recursion. A value-iteration based optimal algorithm 3 is given for computing the Gittins indices . The value-iteration algorithm, while finite-dimensional, can have a high off-line computational cost. We also present three computationally efficient suboptimal algorithms for computing the Gittins index. 2) In Section III, we use the results in Section II to solve the beam scheduling problem for multitarget tracking. The complete beam scheduling algorithm is given in Algorithm 1 of Section III. 3) Finally, in Section IV, numerical examples of the optimal and suboptimal algorithms are given. These compare the performance of the various proposed algorithms and also illustrate the use of the optimal algorithm in the intelligent sensor tracking application.
II. FINITE-DIMENSIONAL SOLUTION FOR THE GITTINS INDEX
As explained in Section I-D, the key to solving the HMM multiarm bandit problem is to compute the Gittins index for each of the targets. This section presents optimal and suboptimal algorithms for computing the Gittins index (see (11) ) for each target . It is important to note that the Gittins indices are independent of the actual sample path of the HMM and are also mutually independent. Hence, computation of the Gittins index for each target is off-line, independent of the Gittins indices of the other targets, and can be done a priori. Thus, to simplify notation, in this section, we will sometimes omit the superscript " " in . The complete optimal scheduling algorithm in terms of the Gittins indices is summarized in Section III.
A. Solution Methodology
The procedure we will develop for computing the Gittins index for the HMM multiarm bandit problem consists of the following four steps.
1) Formulate the problem of computing the Gittins index function as an infinite horizon return-to-state-dynamic programming problem; see Section II-B. 2) Use a value-iteration based algorithm to approximate the infinite horizon problem in Step 1 by a finite horizon dynamic programming problem. We will show in Section II-C that this approximation can be made arbitrarily accurate. 3) Derive a finite-dimensional solution to the finite horizon problem of Step 3. This is done in Section II-D. In particular, we will show in Theorem 2 that the Gittins index of the finite horizon dynamic programming problem can be exactly represented as a convex combination of a finite number of piecewise linear segments. 4) With the above three steps, we present an algorithm for computing the piecewise linear segments of Step 3 that yield the Gittins index. This is done in Section II-E. The basic idea is to iterate the vectors from Step 3 over a finite horizon to obtain a finite vector representation of the Gittins index function over the entire state space of a HMM.
Step 2 guarantees that the resulting solution is arbitrarily close to the optimal solution.
B. Return-to-State Formulation for Computing the Gittins Index
For arbitrary multiarm bandit problems, it is shown in [16] that the Gittins index can be calculated by solving an associated infinite horizon discounted stochastic control problem called the "return-to-state" (restart) problem. In this paper, we will use this approach to compute the Gittins index for the HMM multiarm bandit problem.
The return-to-state formalism in terms of our HMM multiarm bandit problem is as follows. For target , consider the problem where, given information state at time , there are two options:
1) Continue, which incurs a cost and evolves according to (5); OR 2) Restart the project, which moves to a fixed state , incurs a cost , and moves the project state to according to (5) . The optimal cost function of this problem and the multiarm bandit problem are identical. The return-to-state argument yields the following result for the HMM multiarm bandit problem.
Result 1 [16] : The Gittins index of the state of project is given by where for satisfies the dynamic programming functional (Bellman) equation (12) 
C. Value Iteration Approximation and Convergence
The infinite horizon value-function of (12) can be computed arbitrarily accurately via the following valueiteration algorithm 4 (see [4] for a detailed exposition of these algorithms). The th-order approximation is obtained as the following backward dynamic programming recursion: 5 (13) 4 It is also possible to use the approximate policy iteration algorithm of Sondik [26] . However, there is no available software for implementing this algorithm and its performance is largely untested; see [20, p . 58] 5 We use k here to denote the iteration number. Indeed, N 0 k denotes the actual time index of the backward dynamic programming recursion. However, this is unimportant since we are interested in the final term V (x ; x ) only.
In the above value iteration algorithm, is the value function of a -horizon dynamic programming recursion.
The following result about the uniform convergence of the value function computed by the value iteration algorithm (13) is well known; see, for example, [11] .
Result 2 [20] : The infinite horizon value function of project defined in (12) can be uniformly approximated arbitrarily closely by a finite horizon value function of (13). In particular, for any , there exists a positive integer such that For this finite horizon Recall that our primary objective is to compute the Gittins index from the functional recursion (12) . Let denote the approximate Gittins index computed via the value iteration algorithm (13), i.e., (14) For reasons described later in Corollary 1, we will refer to as the "near optimal Gittins index." A straightforward application of the Result 2 shows that the finite horizon Gittins index approximation of (14) can be made arbitrarily accurate by choosing the horizon sufficiently large. This is summarized in the following corollary.
Corollary 1: The (infinite horizon) Gittins index of state can be uniformly approximated arbitrarily closely by the near optimal Gittins index computed according to (14) for the finite horizon . In particular, for any , there exists a finite horizon such that we have the following. i) .
ii) For this .
D. Finite-Dimensional Characterization of Gittins Index
In light of Section II-C, the Gittins index for each project can be computed arbitrarily accurately, providing we can solve the value iteration dynamic programming recursion (13) . However, the dynamic programming (13) does not directly translate into practical solution methodologies. The fundamental problem with (13) is that at each iteration , one needs to compute over an uncountably infinite set . The main contribution of this section is to construct a finite-dimensional characterization for the value function and, hence, the near optimal Gittins index . This finite-dimensional characterization of is the main result of this paper. Constructive algorithms based on this finite characterization will be given in Section II-E to compute the Gittins index for the information states of the original bandit process.
In order to construct a finite characterization of , our first step is to re-express in terms of a new information state as a value function (which will be defined later). Under this new coordinate basis, we will show that satisfies the dynamic programming recursion of a standard POMDP. It is well known that the value function of a standard POMDP has a finite-dimensional characterization-it is piecewise linear and convex. Thus, we have a finite-dimensional characterization for and, therefore, for the near-optimal Gittins index . Define the following new coordinate basis and parameters, where denotes tensor (Kronecker) product (here, denotes the identity matrix)
It is easily shown that are transition probability matrices (their rows add to one and each element is positive), and are observation probability matrices. In addition, the -dimensional vector is an information state since it satisfies Finally, define the control variable at each time , where maps to at each time . In terms of the return-to-state formulation of Section II-B, means continue, and means restart. Define the policy sequence 6 . The following representation theorem relates to standard POMDPs and is straightforward to establish. Hence, the proof is omitted; see, for example, [4ch. 5.4] .
Theorem 1: and defined in (15) form the transition probabilities, observation probabilities, and cost vectors of a two-valued control POMDP problem with objective Here, the vector is an information state for this POMDP and evolves according to 6 Note that policy is used to compute the Gittins index of a given target p. It is not to be confused with the policy defined in Section I-A, which determines which target to observe depending on the control chosen at each time instant. Finally, the dynamic programming recursion for optimizing this POMDP over the finite horizon is given by (16) Here, denotes the value-function of the dynamic program (17) The following is the main result of this paper.
Theorem 2: Under the coordinate basis defined in (15), the following three statements hold.
1) The value function in (16) for computing the Gittins index is identically equal to the value function of the standard POMDP (Lemma 1) at each iteration .
2) At each iteration
, the value function is piecewise linear and convex and has the finite-dimensional representation (18) Here, all the -dimensional vectors belong to a precomputable finite set of vectors . 3) For any information state of project , the near-optimal Gittins index is given by the finite-dimensional representation (19) Remark: Statement 1 of the above theorem shows that the value iteration algorithm (13) for computing the Gittins index is identical to the dynamic programming recursion (16) for optimizing a standard finite-horizon POMDP. Statement 2 says that the finite-horizon POMDP has a finite-dimensional piecewise linear solution characterized by a precomputable finite set of vectors at each time instant. Statement 2 is not new-it is well known in the POMDP literature, e.g., see [20] and [25] . Therefore, we only present a short proof of Statement 2. Moreover, there are several linear programming-based algorithms available for computing the finite set of vectors at each iteration ; further details are given in Section II-E.
Finally, Statement 3 gives us the answer to computing the Gittins index for the HMM multiarm bandit problem. Recall that the information state is merely the filtered estimate computed by the th HMM filter. Given that we can compute the set of vectors , (19) gives us an explicit expression for the Gittins index . To our knowledge, this result has not appeared elsewhere in the operations research or stochastic control literature.
Proof: The proof of the first statement is by mathematical induction. At iteration (by (15)) (distributive property of Tensor products) (since and are information states) Assume that at time , and consider (16) . We have already shown earlier that , and Thus, to prove that , it only remains to be shown that Consider the numerator and denominator terms on the left-hand side of the above equation Thus which proves that . The second statement (finite-dimensional characterization) has an inductive proof (see [20] for details). At iteration , from (16), and is of the form (18) . Assume at iteration that . Then, substituting this in (16) we have (20) , shown at the bottom of the page, where the vector is defined as
Clearly, of (20) is of the form (18) . Finally, (19) follows directly from (14) and (18) .
E. Optimal Algorithm
Given the finite-dimensional representation of the Gittins index in (19) of Theorem 2, there are several linear programming based algorithms in the POMDP literature such as (20) Sondik's algorithm [25] , Monahan's algorithm [21] , Cheng's algorithm [20] , and the Witness algorithm [8] that can be used to compute the finite set of vectors depicted in (18) . See the website in [9] for an excellent tutorial exposition with graphics of these various algorithms. Any of these algorithms will equally well, although not with the same computational efficiency, produce the desired solution set of vectors . In the numerical examples presented in Section IV, we used the "incremental-prune" algorithm that was recently developed in the artificial intelligence community by Cassandra et al. in 1997 [10] .
1) Computational Complexity: Computing the Gittins index for each target of the HMM multiarm bandit problem involves off-line computation of
. It is shown in [22] that solving a standard POMDP is PSPACE complete (which includes the class of NP hard problems), i.e., involves exponential (worst-case) complexity in . It has recently been demonstrated in [8] that for general POMDP problems with up to 10, can be computed in several hundreds of minutes. In the numerical examples of Section IV, was computed for up to 4 on a Pentium II personal computer in less than 1 min. One of the advantages of the multiarm bandit formulation is that computational complexity only increases linearly with the number of targets. Thus, a problem with targets where for each target can easily be solved in the multiarm bandit formulation-whereas without the multiarm bandit assumption, the POMDP would have states and is clearly impossibly difficult to solve. See [19] , where a suboptimal algorithm is proposed that approximates the piecewise linear value function; moreover, computable bounds on the approximation are presented.
2) Finitely Transient Policies: What happens to the set of vectors as (i.e., if the value iteration algorithm is run for a large number of iterations )? Depending on the parameters , there are two possibilities.
1) The number of vectors in can grow exponentially to infinity as increases to infinity so that the piecewise linear converges to some continuous function , which is no longer piecewise linear. In such cases, computing for large can be prohibitively expensive.
2) The number of vectors in remain finite as increases to infinity. In particular, in some cases, there exists a horizon , after which, the number of vectors in remain a constant. Such an optimal policy is called a finitely transient policy and was first introduced by Sondik [26] . Such cases are of great interest because the optimal policy can be computed arbitrarily accurately without significant computational cost. In the numerical examples of Section IV, we will present examples of multiarm bandit problems with finitely transient policies.
See [26] and [8] for details, precise definitions, and extensions of finitely transient policies. Although Sondik [26] presents an algebraic procedure to determine if a given policy is finitely transient, to date, there is no systematic procedure that says if the optimal policy of an arbitrary infinite horizon POMDP problem is finitely transient.
F. Suboptimal Algorithms
For large size state spaces, the optimal algorithm can have prohibitively large computational and memory requirements. In such cases, it is necessary to develop suboptimal algorithms that compute the approximate Gittins index of a HMM. An obvious brute-force suboptimal solution is to form a finite fixed grid discretization of the continuous information state and solve the resulting finite finite-dimensional dynamic programming recursion. However, to obtain even moderately good scheduling policies, very large grids that involve enormous computational and memory requirements are required. We present three suboptimal algorithms to compute the Gittins index.
1) Coarse Resolution Algorithm:
A numerical implementation of the optimal procedure outlined above requires specification of the accuracy to which the vectors in are computed for each iteration . This means that any two vectors in are such that , where denotes the resolution tolerance. A natural way of significantly reducing the computational complexity of the optimal algorithm is to increase and, hence, significantly decrease the number of vectors in . We call the resulting suboptimal algorithm the "coarse resolution algorithm." The coarse resolution algorithm is available as an option in the POMDP software program, which can be downloaded from [9] . Numerical examples presented in Section IV show that choosing still gives sensor schedules that are very close to the optimal solution.
The second and third suboptimal algorithms presented below compute approximate Gittins index of the HMM in terms of the Gittins index of the underlying finite state Markov chain . They are based on the principle of "certainty equivalence," which is widely used in stochastic control to design suboptimal controllers; see [4, ch. 6 ] for a general exposition. Certainty equivalence assumes that the state estimate is perfect at each time instant, i.e., exactly equal to underlying Markov chain state . The scheduler is then designed for the Markov chains as follows.
Let denote the Gittins index of the th state of the underlying finite state Markov decision process. There are a several fast algorithms that can be used to compute the Gittins index of the finite state Markov decision process, for example, the return-to-state- [16] , Varaiya et al. algorithm [29] , and Bertsimas and Nino-Mora polymatroid algorithm [5] . In terms of , we can compute the following two approximate Gittins indices for the HMM multiarm bandit problem.
2) Conditional Mean (CM) Gittins Index: Given the information state (HMM filtered density) of target at time , the CM Gittins index of the HMM is defined as (22) Note that is merely the conditional expectation of the underlying finite-state Markov chain's Gittins index, given the observation and scheduling history.
3) Maximum a Posteriori (MAP) Gittins Index: Given the information state at time , the MAP Gittins index denoted as is the Gittins index of the underlying Markov chain state that is closest to . That is, , where denotes the MAP state estimate for the th target.
4) Computational Complexity:
The Gittins index of the underlying Markov decision process can be computed with computational complexity [16] , where is the number of targets, and is the number of states per target. Varaiya et al. and the Bertsimas and Nino-Mora polymatroid algorithm both run in time [5] , [16] .
III. BEAM SCHEDULING FOR ESA TRACKING SYSTEMS
Given the complete solution of the HMM multiarm bandit problem in the previous section, we now return to the agile beam multitarget tracking problem discussed in Section I-C. Fig. 2 shows the setup and optimal solution for the case where there are three targets. The HMM tracker consists of three HMM state filters. Suppose that target 1 is the optimal target to direct the beam toward at time , i.e., . The HMM filter 1 receives noisy measurements of the state of target 1 and computes the filtered density (information state) of the target state according to (5) . The corresponding Gittins index of this state is computed using (19) . For the other targets, no observations are received, and their information states remain unchanged ; hence, the Gittins indices remain unchanged. The Gittins indices of the states at time of the three targets are then compared. The multiarm bandit theory then specifies that the optimal choice at time is to direct the beam toward the target with the smallest Gittins index, as shown in Fig. 2 .
A. Summary of Optimal Beam Scheduling Algorithm
B. Beam Scheduling With Hybrid Sensor
Before detailing the optimal beam scheduling algorithm, we consider beam scheduling with a more sophisticated hybrid tracking sensor. The hybrid sensor consists of two entities: a fast-switching-tracker (FST), which can only track one target at a time, and a slow-position-identifier (SPI), which computes the "best" estimate of the states of all targets at periodic intervals. The periodic times at which the SPI produces the state estimates are called the reinitialization times.
The FST and the SPI communicate in the following way. After some reinitialization time, the SPI gives the FST the best estimates of the position of all the targets, and the FST reinitializes its values of the coordinates of all the targets and resumes tracking. This way, tracking accuracy is improved; see also the discussion in Section I-C. Let denote the periodic reinitialization interval. At the reinitialization times , the target-dependent costs [which are defined in (10)] for each target can be adjusted to reflect the most recent information obtained by the SPI and thereby improve tracking accuracy. Let denote the updated target dependent costs at the reinitialization times . This update in the costs changes the Gittins index for each target. However, because the updated costs are assumed state independent, there is a simple way of updating the Gittins index as follows.
Let denote the Gittins index for target when the cost vector is . Let denote the updated cost, i.e., . Finally, let denote the Gittins index corresponding to the updated cost . Then, we have the following result. Theorem 3: The updated cost Gittins index for target can be computed as (23) Proof: The proof follows from the definition of the valuefunction in (17) . From (17) , the value function for the dynamic program with updated cost is This is a useful result because it allows freedom in changing the constant target reward (every reinitialization time) without adding a large computational burden.
The complete optimal beam scheduling algorithm is given in Algorithm 1. (23) . end end end.
1) Real-Time Computation Complexity:
Given that the vector set is computed off-line, the real-time computations required in the above algorithm at each time are i) computing the HMM estimate (5), which involves computations; ii) computing , where (19) requires computations. If the suboptimal CM and MAP algorithms of Section II-F are used, then i) remains unchanged, whereas ii) requires computations.
IV. NUMERICAL EXAMPLES
In this section, we present numerical examples that illustrate the performance of the optimal and suboptimal beam scheduling algorithms presented in Sections II-E and F. When each target evolves according to a two-state or three-state Markov chain, the Gittins index of each target can be graphically illustrated, meaning that a complete discussion of the algorithm behavior can be given. For this reason, Section IV-A deals with two-state Markov chains, and Section IV-B deals with three-state Markov chains. For higher state examples, while the optimal and suboptimal beam schedules can be computed, it is not possible to visualize the Gittins indices.
A. Two-State Example 1) Parameters:
The scenario involves three ) moving targets (e.g., aircraft). Each target is modeled as a two-state Markov chain, i.e.,
. For example, in the modal estimation case, these states could denote the orientation of the target. Alternatively, in the beam scheduling case, the states could be the distance of the target from the base station quantized into . The following parameters were chosen for the three targets: Target 1   Target 2 Target 3 (24) Here, is a parameter that we will vary to illustrate the performance of the various algorithms. Notice that target 1 is an HMM with both states observed in noise and target 2 is a fully observed Markov chain (i.e., its state is perfectly observed), whereas target 3 has one state perfectly observed and the other state observed in noise with probability of detection .
Procedure: The various steps of the optimal beam scheduling Algorithm 1 in Section III-B were implemented as follows.
1) Off-Line Computation of Gittins Index:
We computed the optimal Gittins indices of the three targets as follows: We used the POMDP program downloaded from the website [9] to compute the set of vectors . All our simulations were run on a Pentium 2 400-MHz personal computer. The POMDP program allows the user to choose from several available algorithms. We used the "Incremental Pruning" algorithm developed by Cassandra et al. in 1997 [10] . This is currently one of the fastest known algorithms for solving POMDPs; see [8] for details. For each of the three targets, the POMDP program (value iteration algorithm) was run on a horizon such that . (Clearly, this is far more accurate than required; see the suboptimal algorithm below. However, the computation time required to compute was less than a minute.) 2) Real-Time Beam Scheduling: After computing as described above, the HMM tracker was implemented as outlined in Algorithm 1 of Section III-B. The a priori estimates of the various targets were chosen as in (24) . The tracking horizon was chosen as 50.
For comparison, the three suboptimal scheduling algorithms outlined in Section II-F were simulated, i.e., the conditional mean Gittins index, MAP Gittins index, and coarse resolution algorithms. In addition, a fourth periodic suboptimal scheduling algorithm was implemented where the beam was periodically switched between the three targets, i.e., . Results: The POMDP program output reveals that the value function for target 1 is comprised of 12 vectors as , meaning that is finitely transient (see Section II-E). Since target 2 is completely observed, its Gittins index is straightforwardly computed. Finally, for target 3, is finitely transient with comprising of a finite number of vectors, depending on the probability of detection ; see Table I .
The performance of the optimal algorithm for each was measured in terms of the average cost incurred in tracking the three targets over the tracking horizon . For each value of , the average cost was computed by carrying out 1000 independent simulations of the HMM beam scheduling algorithm. Table I compares the performance of the optimal beam scheduling algorithm with the coarse resolution algorithm of Section II-F. The optimal algorithm uses a resolution of for computing
. (This is a default setting of the parameter depending on the probability of detection .
epsilon in the POMDP program). The coarse resolution algorithms use and , respectively. It can be seen from Table I that the performance when choosing is almost identical to the optimal algorithm, despite the fact that the number of vectors in are significantly reduced. Fig. 3 compares the the performance of the optimal beam scheduling algorithm with three other sub-optimal algorithms. 1) Conditional mean Gittins index denoted by "Subopt CM;" 2) MAP Gittins index denoted by "Subopt MAP;" 3) periodic scheduling algorithm denoted by "Periodic."
The periodic schedule is a data-independent deterministic sequence and serves as a sensible upper bound to the minimum cost.
Discussion: As can be seen in Fig. 3 , the performance of the optimal algorithm consists of six regions. This behavior can be explained in terms of the Gittins indices of the three targets. In  Fig. 4 , we plot the Gittins indices of the three targets versus the information state for values of in the six regions of the interval . Because consists of two components that add to one, it suffices to plot the Gittins index versus the first component of , which is denoted as in Figs. 3 and 4.
1) As shown in Fig. 4(a) , for consists of two line segments. In this region, the average beam scheduling cost is 98.5; see Fig. 3 . In addition, due to the choice of a priori estimates in (24) , it is clear from Fig. 4(a) that the optimal target to track at time is target 2, i.e., . Because target 2 is fully observed, its information state takes on only two possible values: and . As soon as the Markov chain jumps state so that , target 1 becomes the optimal target to track. 2) As shown in Fig. 4(b) , for consists of three line segments. In this region, the average beam scheduling cost is 96.3 Fig. 4 . Gittins indices (x) of the three targets specified in (24) plotted versus first component of information state x . The six subfigures show the variation of (x) with probability of detection .
3) As shown in Fig. 4(c) , for no longer intersects , meaning that if targets 2 and 3 have similar information states (estimates) at a given time, it is optimal to track target 3. Fig. 4(d) , for at . Given the initial a priori estimates in (24) , this means that as soon as target 2 jumps state, the optimal target to track is target 3 (cf. Case 1). Fig. 4(e) , for for all . This means that target 1 will never be tracked since it is no longer profitable. 6) As shown in Fig. 4(f) , for is smaller than and for all . This means that the optimal policy is only to track target 3 and completely ignore targets 1 and 2. Finally, we comment on why the suboptimal algorithms perform comparably with the optimal algorithm when the probability of detection . Fig. 5 shows the Gittins index of the underlying finite-state Markov chains of the three targets (i.e., if the Markov chain state was exactly observed), which is used in the suboptimal CM and MAP algorithm. In this fully observed case, can only be either or . It is clear that is greater than and for all . This means that for the parameters specified in (24) , the suboptimal MAP and CM algorithms will only track target 3, completely ignoring targets 1 and 2. This is identical to Case vi) in the HMM multiarm bandit problem, where .
4) As shown in
B. Multiple Target Tracking With Single Intelligent Sensor 1) Parameters:
We consider three targets. The state space for each target comprises of how far it is currently from the base station discretized into distinct distances . As described in Section I-C, the aim is to determine which target to track at each time instant.
The transition probabilities of the three targets are modeled such that in one unit of time, it is impossible for the distance of the target to increase or to decrease by more than one discrete location. The transition probabilities and initial a priori state probabilities chosen are (25) If the beam is directed toward target at time , the observation is the measured distance of target from the base station. The observation probability matrices chosen are (26) where is a parameter we will vary to illustrate the performance of the various algorithms.
The costs assigned to tracking each target are proportional to the distance of the target from the base station. This reflects the fact that when a target is close to the base station, the threat is greater, and priority must be given to tracking this target. For each target , the costs assigned were (27) The weights and reflect the relative importance of the distance and target type in the cost function. The discount factor was chosen as . Results: Target 2 is fully observed 3 state Markov decision process, and its Gittins index is straightforwardly computed. Similar to Section IV-A, for targets 1 and 3, the POMDP program was run to compute and with a resolution accuracy and horizon length . was found to comprise 1220 vectors. The number of vectors in versus probability of detection for various resolution accuracies is given in Table II .
As in Section IV-A, the performance of the optimal and suboptimal scheduling algorithms were evaluated in terms of the averaged cost incurred in tracking the three targets over the tracking horizon . For each value of , the average cost was computed by carrying out 1000 independent simulations of the HMM beam scheduling algorithm. Table II compares the performance of the optimal beam scheduling algorithm with the suboptimal algorithms of Section II-F. The coarse resolution algorithm uses . It can be seen from Table II that the coarse resolution algorithm with performs quite similarly to the optimal algorithm. The CM algorithm performs better than the MAP algorithm. Finally, we note that for , the optimal solution is finitely transient with , which is comprised of 53 vectors.
Discussion: To show the Gittins index of all three targets would require three intersecting 3-D plots-and is difficult to visualize. Instead, to get a feel for the performance of the optimal beam scheduling algorithm, we will graphically illustrate the Gittins index for the three targets as follows: Recall that the information state lives in the space defined in (7) . For the three-state case, is merely an equilateral triangle depicted in Fig. 6 , where the three corners of the triangle denote the three Markov chain states. In Fig. 6 , we plot for . Thus, tells us which target to track if the three targets have the same information state at a given time instant. The lightly shaded region denotes the area where , the dark region denotes , and the white region inside the triangle denotes the region . It is seen from Fig. 6 that when the three targets are close to the base station [i.e., is close to or equivalently ], it is optimal to track target 3 (white region). On the other hand, when there is uncertainty in the state estimates of all three targets (i.e., is in the center of the triangle), it is optimal to track target 1 (light region). This is not surprising since target 1 has the most degree of uncertainty associated with it because it moves the fastest [see in (25) ], and all its states are measured in noise [see in (26) ]. Finally, when the targets are close to state or [i.e., is close to or ], it is optimal to track target 2 (dark region). This is not surprising since target 2 is fully observed.
V. CONCLUSION
We have presented optimal and suboptimal algorithms for computing Gittins indices of a HMM multiarm bandit problem. These algorithms were then applied to the problem of beam scheduling for multitarget tracking. Numerical examples were presented to illustrate the performance of the algorithms.
The multiarm bandit problem formulation relies on correct specification of the parameters of the different targets. In current work, we are examining the use of simulation based neuro-dynamic programming methods [3] that do not require the parameters to be known. Finally, to fit the multitarget tracking problem within the multiarm bandit framework, we required that the HMM filters that do not receive observations at any given time instant do not update their state estimates . This assumption is violated if, for example, an HMM state predictor (which predicts the state of the Markov chain without requiring any observations) is used when no observation are available. Unfortunately, if this assumption is violated, then the problem is no longer a multiarm bandit problem and does not have an indexable (de-coupled) solution.
Another worthwhile extension is the multiarm bandit problem for jump Markov linear systems. Such systems are widely used to model maneuvering targets. The multiarm bandit problem for such systems can be interpreted as computing optimal maneuvers for the targets to avoid being detected.
