Abstract. This paper is concerned with the inverse diffraction problem for an unbounded obstacle which is a ground plane with some local disturbance. The data is collected in the near-field regime with a distance above the surface displacement that is smaller than the wavelength. In this regime, the evanescent modes carried by the scattered wave are significant, which makes it different from the far-field measurement. We formulate explicitly the connection between the evanescent wave modes and the high frequency components of the surface displacement, and present a new numerical scheme to reconstruct the surface displacement from the boundary measurements. By extracting the information carried by the evanescent modes effectively, it is shown that the resolution of the reconstructed image is significantly improved in the near field. Numerical examples show that images with a resolution of λ/10 are obtained.
Introduction
There has been much interest in the near-field optics in the past two decades, in particular motivated by applications in the near-field microscopy. The study of the near-field optics has its origin in an effort to break the diffraction limit imposed by the far-field imaging, where only the propagating wave components with spatial frequency below the wavenumber are available, and the resolution of the image is approximately λ/2 [4, 15, 16] . In the near field, however, the bandwidth of the spatial frequency may be expanded by taking account of the evanescent (exponentially decayed) waves. We refer the reader to [3, 5, 8, 18] and the references therein for detailed discussions when single scattering (or Born approximation) is assumed.
In this paper, we consider the full scattering of the time harmonic electromagnetic wave that impinges on an infinite ground (the x 1 x 3 ) plane with some local disturbance. We focus the study on the TM polarization or E-parallel case, and assume that the surface displacement is invariant along the x 3 direction. Consequently, the Maxwell equations are reduced to the two dimensional Helmholtz equation. Before introducing the forward scattering model, we describe the geometry of the obstacle shown in Figure 1 . Let γ ⊂ R be bounded, open, and ∂γ be the boundary of γ. Denote the closure of γ as γ. The ground plane Γ 0 := R\γ, and the local surface displacement is represented by Γ := {x = (x 1 , x 2 ) | x 1 ∈ γ, x 2 = f (x 1 )}, where the function f is defined on γ:
f (x 1 ) > 0 for x 1 ∈ γ, f (x 1 ) = 0 for x 1 ∈ ∂γ. By requiring f > 0 on γ, the surface displacement is directed upward. Clearly, ∂D := Γ ∪ Γ 0 is the boundary of the whole unbounded obstacle on which the electromagnetic wave impinges. The domain above ∂D is denoted as D (⊂ R 2 ). The incident wave field u i = e ikq·x is a plane wave that propagates along the direction q = (sin θ, − cos θ) T , where θ is the incident angle and k = ω c is the wavenumber. Here ω is the angular frequency, and c is the speed of the wave propagating in the vacuum. We also denote the wavelength by λ. If the obstacle is a flat perfect conductor, then the reflected field u r = −e ikq ·x produced by the flat surface is a plane wave propagating along the direction q = (sin θ, cos θ) T . In general, the total field u t from the scattering by Γ ∪ Γ 0 consists of three parts: the incident wave u i , the reflected wave u r , and the scattered field. The scattered field u satisfies the Helmholtz equation (1) ∆u + k 2 u = 0 in D.
Assuming that the obstacle is a perfect conductor, the total field vanishes on the boundary. Hence
It is easily seen that u = 0 on Γ 0 . Moreover, the scattered field satisfies the Sommerfield radiation condition: 
The forward scattering problem (1)-(3) admits a unique solution u ∈ C 2 (D) ∩ C(D) if ∂D is C
2 and boundary data u| ∂D is continuous [20] . Clearly here the plane wave u i , u r ∈ C ∞ (R 2 ). It is worth mentioning that there are many results on related scattering problems in the literature. The well-posedness of the scattering problem for an obstacle with locally downward surface displacement (f (x 1 ) < 0 for x 1 ∈ γ) was studied in [1, 2] . There are also general studies on the scattering by a non-local perturbed half plane. See for example [17, 21] and the references therein.
Our goal of this paper is to study the inverse problem, more specifically near-field imaging of the local surface displacement. In our framework, data is collected on the line x 2 = d above the surface displacement with a distance that is smaller than the wavelength λ (near-field regime). To be more precise, it is required that 0 < d − max x1∈γ f (x 1 ) < λ. The inverse problem is to reconstruct f from the scattered field u(·, d) collected on the line x 2 = d. Our work is originally motivated by the recent paper [9] , in which a linearized model has been introduced for the nonlinear inverse scattering problem by the single scattering assumption. The authors also proposed a broadband imaging strategy for denoising and improving the resolution of the image. However, this linearized model is valid only if f λ 1 and the modulus of its derivative |f | 1 simultaneously. Here we investigate the more general case by considering the full scattering model, for which the linearized model in [9] is no longer valid.
This imaging problem shares many of the well-known difficulties with other inverse boundary value problems, particularly nonlinearity and ill-posedness. However, by collecting data in the near-field regime, the evanescent wave modes which are not accessible in the far-field regime (d − max f λ) become significant. This crucial fact may be confirmed by the analysis of the scattered field in Section 2. Evanescent wave modes make it possible to break the diffraction limit. It is shown that such exponentially decayed modes of the scattered wave contain exactly the high spatial frequency information (fine features) of the profile f . Our study in this paper is to analyze the scattered field carefully, and design a numerical method that makes use of the evanescent modes effectively, thus to improve the resolution of the image. Numerical examples confirm that a resolution of λ/10 is obtained in the near field.
It should be pointed out that our work is different from the reconstruction of the star-like local disturbance by the far-field pattern in [13] . The main focus in the near-field imaging is to break the diffraction limit. In this paper the evanescent wave modes in the near-field regime are studied carefully, and a clear characterization of the connection between the high frequency components of the surface displacement and the evanescent wave modes is given explicitly ( (13) in Section 2). The analysis leads naturally to a reconstruction method which extracts the information carried by the evanescent modes effectively and is very different from the far-field reconstruction in [13] . Moreover, we do not impose any restriction on the parameterization of the local surface displacement.
The rest of the paper is organized as follows. Section 2 begins with a brief discussion on the layer potential and boundary integral equations. The scattered field is studied in the near-field regime. In particular, it is shown that the evanescent wave modes are significant in this regime and contain the high spatial frequency information of the profile f . Based on the analysis in Section 2, a reconstruction method is proposed in Section 3. Several numerical examples are presented in Section 4 to demonstrate that the resolution via near-field imaging may be significantly improved compared to the far-field case. The paper is concluded with some general remarks in Section 5.
2. Analysis of the scattered wave 2.1. Layer potential and boundary integral equations. The boundary integral equation methods have become very popular in recent decades for the simulation of the scattering from an obstacle, and the theory is now very well developed [6, 7] . We begins with a brief discussion in this section before examining the scattered wave in the near-field regime.
0 (k|x − y|) is the fundamental solution for the Helmholtz equation in R 2 and x r is the reflection of x by the x 1 axis, i.e., x r = (
, we define the single layer potential:
The following lemma is concerned with the limit of the normal derivative of the single layer potential, when it is extended from above and below the boundary Γ. The limit for the case when Γ is the smooth boundary of a bounded obstacle is well known [6, 7] . Here Γ is not a closed curve. For completeness, the proof of this lemma is provided in the Appendix A. 
where ν is the unit normal directed into D, ∂u
The following representation result may serve as a starting point for the analysis of the scattered field. 
Proof. Let u be the solution of (1)- (3). Note u = 0 on Γ 0 , by Green's theorem and the radiation condition, the scattered field takes the following form
Denote the domain bounded by Γ ∪ Γ r asD. Let u 0 := u i + u r . Then u 0 ∈ C ∞ (R 2 ) satisfies the Helmholtz equation inD. By Green's theorem, we have
where ν y is the unit normal directed to D for y ∈ Γ, ν y is the unit normal directed to D r for y ∈ Γ r .
By noting that u 0 (y) = −u 0 (y r ), and ∂u 0 (y)
A combination of (2) and (5) leads to
follows by the standard regularization theory for second-order elliptic equations and the Sobolev imbedding theorems [11] . The proof is now complete.
Define the integral operator
Then the existence of the solution to the integral equation Kψ = g follows from Lemma 2.2. Note that since the single layer potential can be continuously extended to Γ, the density function ψ defined in Lemma 2.2 is a solution of the integral equation Kψ = g. Regarding the uniqueness, the following result holds.
is not the eigenvalue of −∆ inD for the Dirichlet problem. HereD is the domain bounded by
For completeness, we sketch the proof here. If Kψ = 0 for some ψ ∈ C(Γ), then the single layer potential
solves the exterior problem
and the interior problem
If k 2 is not the eigenvalue of −∆ inD for the Dirichlet problem, then (7) and (8) attains a unique solution respectively. Hence ∂u 1 ∂v − ∂u 2 ∂v = 0. By the limit of the single layer potential in Lemma 2.1 we have
2.2. Scattered wave in the near-field regime. Now we are ready to examine the scattered field in the near-field regime. It is shown that the exponentially decayed (evanescent) wave modes which are localized to the surface the local disturbance are significant in the near field. Furthermore, the connection between the evanescent wave modes and the high frequency components for the profile of the local disturbance is formulated explicitly . For convenience, the Green's function G(x, y) and the fundamental solution Φ(x, y) are written with an explicit dependence on the first variable:
For the free space fundamental solutionΦ(x 1 − y 1 , x 2 − y 2 ), we have the following plane wave (Weyl) decomposition (Appendix B):
The decomposition may be viewed as the sum of the plane waves that consist of propagating and evanescent modes. It is clear that all the wave modes propagate along the x 1 direction. Along the x 2 direction, when the magnitude of the spatial frequency |κ| is below k, the wave mode also propagates; otherwise, it decays exponentially along the x 2 direction and is denoted as the evanescent mode. A similar plane wave decomposition holds forG(
Thus for the scattered field at x = (x 1 , d), by noting the single layer potential (1), some simple calculations yield
where J = 1 + |f | 2 . This implies that the measured scattered field u on the line x 2 = d can also be viewed as the superposition of the propagating and evanescent wave modes. It is important to note that the evanescent modes with spatial frequency beyond the wavenumber k decay exponentially along the x 2 direction, and are localized to the surface of the obstacle within one wavelength. Therefore, in the far-field regime, such evanescent modes carried by the scattered field are lost. However, in the near-field regime, the evanescent modes are significant, and the measured scattered field carries more information for the profile of the local disturbance to be reconstructed. On the other hand, following from the Taylor expansion ofG(x 1 − y 1 ; d, y 2 ) at y 2 = 0, the scattered field can also be expanded as
where
= 0 by the symmetry property ofG;
(b) for the high order term, by a direct calculation, asymptotically
We assume that f λ 2 1, and denote ϕ = ψ 1 + |f | 2 . Then the scattered field is simplified as
The equality holds since the surface displacement is supported on γ. Here we implicitly extend the definition of f and ϕ to R by setting f as 0 for x 1 ∈ R \ γ. On the other hand, from (11) a simple calculation yields
Therefore, by taking the Fourier transform of (12), we arrive at
where · denotes the Fourier transform.
Remark 1. The expression (13) formulates explicitly the connection between the evanescent wave modes and the high frequency components of the profile f . It indicates that a high spatial frequency mode of the scattered fieldû(κ, d) carries high spatial frequency information (fine features) of f to be reconstructed.
Remark 2. If f λ
1 and the modulus of its derivative |f | 1, then (13) is reduced automatically to the linear model discussed in [9] . Now we distinguish the far-field and the near-field cases based on (13) . When the spatial frequency |κ| > k, e ik2(κ)d decreases exponentially with respect to the distance d and its value vanishes when d exceeds one wavelength (see Figure 2) . is not close to 0 and the exponentially decayed modes are still significant in the scattered field. Therefore, the higher spatial frequency components of f can still be retrieved by inverting the evanescent modes of the scattered field.
3. Near-field imaging 3.1. Inversion method. Assume that the measurement u(·, d) is polluted with some additive noise n(x 1 ), which takes the following form
σ is the noise level, and rand(x 1 ) is a uniformly distributed random variable in [−1, 1] for each x 1 ∈ R. Moreover, rand(x 1 ) is mutually independent for different values of x 1 .
Based on the previous analysis, we present a reconstruction method. From (13), we introduce the pseudo-inverse operator I d as follows:
is a cut-off regularized operator, and k c is a regularization parameter. For other regularization techniques such as the classical Tikhonov regularization and the Landweber iteration, we refer the reader to [7, 10, 12, 14, 19] for detailed discussions.
In the far-field case, as we discuss in the previous section, only the propagating modes can be used for imaging if noise is present, thus the cutoff frequency k c = k. In the near-field regime, the bandwidth of the spatial frequency is expanded beyond the wavenumber k by taking account of the evanescent waves. Note that e
is an exponentially increasing function with respect to |κ| when |κ| > k. Hence, the noise may be exponentially amplified for large |κ|. For fixed distance d, the cutoff frequency k c depends on the noise level (or signal-to-noise ratio). Here, following [9] , we choose k c in such a way that That is, the spatial frequency with the transfer function e ik2(κ)d below the noise level σ is cut off. More explicitly,
In view of (2) or (3), the pseudo-inverse (1) offers a regularization strategy for the inverse problem. We plot the function k c /k for various distance d in Figure 3 at 5% noise level. It is easily seen that at the fixed noise level, the cutoff frequency k c k when d < λ, i.e., the bandwidth of the spatial frequency in the near field is much larger than in the far field. This guarantees better resolution for the final reconstruction in the near-field regime, since the higher spatial frequency components of f are recovered. Denote
To compute h, the FFT may be applied to compute the inverse Fourier transform, where h is an approximation of f ϕ. To reconstruct f from h, we need to take into account of the boundary data on Γ, which turns out to be a (well-posed) nonlinear problem.
We next introduce some notations for representing the surface displacement f . Denote by C 0,1 (γ) the set of Lipschitz continuous functions on γ. Introduce the Banach space C 0,1 0 (γ) := {f | f ∈ C 0,1 (γ), f = 0 on ∂γ} with the usual norm
For a fixed small number δ, we define 
For fixed grid points { x We rewrite the integral operator (6) on γ by introducing the operatorK f defined as
where ϕ = ψ 1 + |f | 2 . The kernel of the integral operatorK f has explicit dependence on f . Here we adopt the subscript forK f to emphasize its dependence on
A natural way of separating f from h computed in (4) is to minimize the functional (6) min
However, this minimization problem is difficult to solve in practice, since f and ϕ are both unknowns. One alternative is to solve
It should be pointed out that in general ϕ is not Fréchet differentiable with respect to f since the operatorK f is compact. Therefore, existing numerical methods such as Newton's method can not be applied directly.
We introduce a new function h 0 such that h 0 is Lipschitz continuous onγ, moreover
By choosing a small δ (usually the length of two neighboring grid points
is small. In practice, h 0 may be chosen as the following piecewise linear function:
Now we match the data on the boundary by solving the minimization problem with a constraint:
Remark 3. The minimization problem (8) is a special case of (6) . By letting f ϕ = h 0 , (6) becomes
The problem (8) can be solved by Newton's method. Since (
1, the iteration is expected to converge fast to the real solution, which is confirmed by our numerical examples. To linearize the problem, we require the mapping F (f ) :=K f ϕ −g f be Fréchet differentiable with respect to f ∈ P 1 .
3.2. Differentiability of the mapping F (f ) :=K f ϕ−g f . Here and thereafter, M andM stand for some generic positive constants, whose values may vary from step to step but should be clear from the contexts. Let L(C(γ), C(γ)) be the set of all bounded linear operators that map the functional space C(γ) to itself.
Proof. It is clear that the mapping δ
We first estimate the first part:
For a small fixed constant τ 0 , if |y 1 − x 1 | ≥ τ 0 (away from the singularity), then
It follows that
γ\{|y1−x1|<τ0}
On the other hand, if
For the second part,
From the estimate of the first term, the following inequality also holds:
The last inequality follows from the fact that there exists an such that f (
Step2: An estimate of the remainder termK
For any ϕ ∈ C(γ), by Taylor's formula,
By a similar argument as in Step 1, we can estimate B 1 . Assume that δ f 0,1 is sufficiently small. For a fixed small constant τ 0 , if
) for τ 0 sufficiently small. Thus
Next, the term B 2 can also be split into two parts B 
, for sufficiently small δ f 0,1 , which completes the proof.
The following lemma concerns the Fréchet derivative of the mapping 
Proof. It is easy to show that
is a constant. Therefore
and the mapping δ f → ϕ is bounded from C 0,1
If δ f 0,1 is sufficiently small, for x 1 ∈ γ, the following estimate for the high order term holds: By Taylor's expansion, it is easily seen that the mapping f →g f (:= g(x 1 , f (x 1 )) ) is also Fréchet differentiable from C 0,1 0 (γ) to C(γ). We denote its Fréchet derivative as the mapping δ f →g f . Combining Lemma 3.1 and Lemma 3.2 and using the product rule, we have the following theorem:
Numerical examples
First, let us consider the solution of the forward scattering problem. By Proposition 1, if k 2 is not an eigenvalue of −∆ inD, to solve the forward scattering problem (1)-(3) efficiently in our numerical simulation, we can firstly solve the integral equation Kψ = g and substitute ψ into (1). If k 2 is an eigenvalue, then the forward scattering problem can be solved by introducing the artificial boundary (e.g. half circle ) and solving the problem in a bounded domain. Since our focus is on inverse problem, without loss of generality, we assume that k 2 is not an eigenvalue in our numerical examples.
In the following examples, an incident wave u i = e ikq·x /100 2 with normal incident direction impinges on the obstacle. The wavenumber k = 100, λ ≈ 6.28 cm, q = (0, −1)
T . In all the figures, the plots are rescaled with respect to the wavelength λ. Figure  4 . Data are collected above the obstacle with distance d = λ/5 (near-field). We also assume that 5% noise is added to the simulation data. It follows from (3) that k c ≈ 2.6k. The near-field image f n and the real image f are plotted in Figure 5 (left). Though two bumps are close to each other (λ/10), they are clear distinguishable. Therefore, super-resolution is achieved with near-field measurements. To confirm the convergence of Newton's method for solving the minimization problem (8), the relative error is shown with respect to the iteration number in Figure 6 . Here the relative error is defined as
The reconstruction converges fast, which leads to the real surface displacement after the first 20 iterations. To compare with the far-field image, we collect the data again with d = 5λ and 5% noise. It is obvious that k c = k in the far-field case. The image f n is shown in Figure 5 (right). It is clear that the two bumps can not be distinguished, which is due to the fact that the high spatial frequency information of the surface displacement is lost.
Example 4.2
We consider a non-smooth profile in this example. Two bumps are also separated with distance λ/10. The measurement is polluted with 5% noise. Figure 7 is the reconstructed near-field and far-field images when d = λ/5 and 5λ respectively. Super-resolution is still achieved via near-field imaging, and the accuracy of the reconstruction is deteriorated when data is collected at far field.
Example 4.3
The real surface displacement is a long periodic structure (see Figure  8 , solid line). Each period is a bump with size of order λ, and two neighboring bumps are separated with distance λ/10. The measurement distance d again is λ/5, where 5% noise is added to the simulation data. We compare the near-field image and the real image in Figure 8 . The periodic structure is also accurately reconstructed with super-resolution.
Summary and discussion
We study the near-field imaging of the local surface displacement on an infinite ground plane. An analysis of the scattered field is carried out, which indicates that in the far-field regime, the high spatial frequency information of the surface displacement is lost due to inaccessibility of the evanescent modes. However, in the near-field, the evanescent modes become significant, for which high spatial frequency modes of the surface displacement may be recovered. A numerical method is proposed in the near-field regime that yields super-resolution for the reconstructed image.
Numerically, the Newton iteration for the minimization problem (8) converges fast to the real solution. However, no rigorous theoretical convergence analysis is presently available. Another issue is denoising in the near-field regime. Noise will be exponentially amplified in near-field regime. The cutoff wavenumber k c , which is the critical parameter for the resolution of the reconstructed image, strongly depends on the noise level. A denosing technique based on the broadband signal has recently been proposed in [9] for the linearized model. For the nonlinear imaging, the problem becomes much more challenging and is completely open.
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Appendix B. Plane wave decomposition
The fundamental solutionΦ(x 1 , x 2 ) = i 4 H by noting the radiation condition. The plane wave decomposition is obtained by applying the inverse Fourier transform.
