The tomato is the edible, round fleshy product of the plant Solanum lycopersicum. Botanically, it is classified as a berry-type fruit, consisting of the ovary, together with the seeds, of a flowering plant. However, culinarily, it is classified as a vegetable, with a much lower sugar content than other edible fruits. The Tariff of 1883 required a tax to be paid on imported vegetables, but not fruit. So this classification controversy had important tax consequences. Ultimately, the United States Supreme Court declared that the tomato is a vegetable, based on the popular definition that classifies vegetables by use: Nix v. Hedden (149 US 304); that is, tomatoes are served with dinner and not dessert.
Consider one seemingly less controversial feature of the tomato: color. Different pigments in tomatoes produce different balances of sugars and acids. I propose 2 tomato hypotheses: red tomatoes taste balanced (sweet, sour, and savory); green tomatoes are sour to the point of astringency. To test these hypotheses, I first need to consistently classify tomatoes by color into a red group and a green group.
The classification of most tomatoes into red or green groups works out well in normal light. However, I note that I am unable to classify tomatoes that are yellow. I similarly note that some heirloom varieties are orange and even purple! Should I add more colors to the classification system? Further, some tomatoes are partly red and partly green. Should they be classified based on the predominant color, or should they be considered green until 90% red? It is easy to see how the simple classification system could be weak because of classes that are not always mutually exclusive, a high frequency of borderline cases without guidance on how to classify, or the presence of cases that cannot be classified. Further, there could be challenges in the assessment. In this example, classifying color in dim light could be challenging. Alternatively, some raters could be red-green color blind. In sum, can we reliably classify tomatoes by color?
Please imagine what happens to the research on the taste of tomatoes if the tomatoes are poorly classified. Specifically, consider the effects on the research if the tomatoes that were classified as ''red'' were, in fact, actually equally red and green. Similarly, the tomatoes that were classified as ''green'' were actually also red and green. Even if there was a true underlying correlation between color and flavor, could an association be detected? No. If some other feature (such as tomato size or foliage, which are both known to be associated with flavor) systematically influenced misclassification, could a false association between color and flavor be detected? Yes.
Similarly, clinical research is not useful unless you can properly characterize the patients who are studied. 4 Suppose you read an article describing impressive results from a certain technique of articular cartilage repair. Should an orthopaedic surgeon use that surgical technique for a specific patient in the clinic with an articular cartilage defect seen on magnetic resonance imaging? Are the clinical features of this patient similar to the features of the patients who had a good outcome in the study? Can the classification of these features be considered reliable? How can the critical reader apply the principles of epidemiology and statistics to help guide this decision? The next 4 paragraphs briefly address what reliability is and what reliability is not. The subsequent paragraphs provide practical guidance for interpreting reliability including some statistical definitions, examples, and rules of thumb related to the magnitude of the reliability coefficient.
Reliability in research is the consistency or repeatability of measures. It is a fundamental way to reflect the amount of error, both random and systematic, inherent in any measurement. 14 ' 'Our comfort resides in the knowledge that the error of measurement is a relatively small fraction of the range of observations.'' 14(p127) Consider a scenario in which the operating room team-the orthopaedic surgeon, physician assistant, resident, anesthesiologist, nurse anesthetist, circulating nurse, and scrub technician-all used local solar time as interpreted on a sundial rather than official clock time on a watch, clock, or cell phone display. How many minutes of uncertainty can be tolerated? On a cloudy day, imagine the disagreement about the start of a day in the operating room as everyone arrives at different times, but every individual person thinks that he or she arrives at 6 am. How would you measure time elapsed during a case with unreliable start and finish times? Is that not what happens when we measure patient improvement with certain untested scales? In medicine, there seem to be a lot of sundials read on cloudy days (and even at night time). It is inherent to the field. In fact, Sir William Osler stated, ''Medicine is a science of uncertainty and an art of probability.'' 3(p129) To appreciate statistics related to reliability, a few terms should be reviewed. Variance measures how much a set of numbers is spread out. Variance is the average of the squared deviations from the mean. There is never negative variance. If variance is zero, then all of the values are identical. If variance is small, then data values are close to the mean. If variance is large, then data values are spread out around the mean. The standard deviation, represented by the Greek letter sigma (s), is the square root of variance. Reliability is the ratio of between-participant variability to total variability. 11 The reliability coefficient is defined as s 2 (patients) divided by [s 2 (patients) 1 s 2 (error)]. 14 reliability coefficient equals zero, then there is no reliability. If the reliability coefficient equals one, then there is no measurement error and perfect reliability.
Reliability is not the same as agreement. Overall percentage agreement is the proportion of responses in which the 2 raters made identical observations. 10 It is easy to calculate and interpret. However, agreement is not appropriate for continuous data, and it is potentially misleading because it does not account for agreement by chance. 11 In fact, in some cases, reliability and agreement can be inversely related. For example, if all times on a sundial are judged to be 3:30 pm by all raters, then agreement would be perfect, but reliability, by definition, would be zero because variance between times is zero. A test that always yields the same value provides no information to a clinician, and reliability is a more powerful estimate of the usefulness of an instrument than simple measures of agreement. 11 Reliability does not require comparison to a ''goldstandard'' measurement or reference standard. For example, a cesium beam atomic clock may provide a gold standard for time, having an uncertainty of about 1 second in 30 million years. However, these gold-standard values are not part of any reliability calculation related to the sundial. The gold standard is employed when assessing validity, which determines whether an instrument measures what it intends to measure. Validity will be a topic addressed in greater detail in a subsequent dedicated Critical Reader editorial.
Within The American Journal of Sports Medicine, some articles reflect dedicated reliability studies of established or novel classification systems. Other articles may contain a reliability assessment embedded within part of the study. In either scenario, it is critically important that ''in order for the reliability assessment to be relevant, the patients, raters, and test administration in the study must be similar to the clinical or research context in which the instrument will be used.'' 11(p99) As an example of excellence in this regard, in a study of the classification of meniscus tears, 45-second videos were prepared to show probing of the meniscus tear, which is similar to the clinical context of an arthroscopic evaluation. 2 These videos were rated by experienced orthopaedic surgeons in 8 countries on 4 continents, so the results should be generalizable to similar raters. 2 With respect to the proper statistical analyses related to reliability, the reliability coefficient is typically presented as the intraclass correlation coefficient (ICC) or kappa (k). A formal calculation of the ICC appeared in Fisher's 7 1925 statistics book. Now, ICCs are a set of related measures of reliability that yield a value that is closest to the formal definition of reliability. However, ICCs cannot be used with unordered nominal ratings, such as citizenship or favorite sport. In 1960, Cohen 5 described the kappa coefficient, which examines the proportion of responses in agreement in relation to the proportion of responses expected to be in agreement by chance. In 1968, Cohen 6 extended his prior approach and developed weighted kappa, which focuses on the degree of disagreement of scaled responses and ordered categorical ratings. Interestingly, if the most commonly used weighting scheme, called quadratic weights, is employed, then the weighted kappa is exactly identical to the ICC. 9 Kappa can be used with unordered nominal ratings.
Finally, there are some standards for interpreting the magnitude of the reliability coefficient. In 1977, Landis and Koch 12 reported the following stratified subjective grading for the reliability coefficient: 0.00 to 0.20, slight; 0.21 to 0.40, fair; 0.41 to 0.60, moderate; 0.61 to 0.80, substantial; and 0.81 to 1.00, almost perfect. In 1981, Fleiss 8 proposed another categorization: 0.00 to 0.39, poor agreement beyond chance; 0.40 to 0.75, fair to good agreement beyond chance; and 0.76 to 1.00, excellent agreement beyond chance. In 1991, Altman 1 published another guideline: 0.00 to 0.20, poor; 0.21 to 0.40, fair; 0.41 to 0.60, moderate; 0.61 to 0.80, good; and 0.81 to 1.00, very good. Further, some authors have suggested that a minimum reliability of 0.70 should be required when a scale is used in research. 13 In light of these standards for interpreting the magnitude of the reliability coefficient, a practical rule of thumb is that the reliability coefficient should be above 0.70 for most orthopaedic research.
In summary, when looking at dedicated reliability studies or reliability within a study, I suggest the following approach:
1. Assess the reliability study environment. The patients, raters, and test administration must be similar to the clinical context in which the instrument will be used. 11 2. Evaluate the statistics. The reliability coefficient will typically be presented as an ICC or kappa value. 3. Interpret the magnitude of the reliability coefficient. The interpretation of reliability is specific to the context, but the reliability coefficient should be greater than 0.70 as a rule of thumb.
If all 3 conditions are met-that is, the reliability study environment is proper, the statistics are appropriate, and the magnitude of the ICC is acceptable-then the reader should consider that the classification or outcome measure is reliable. Further, if multiple authors have found that a classification or measure is similarly reliable, then the reader should more strongly consider the findings.
Returning to the tomato analogy, please assume that my study indeed demonstrated that red tomatoes taste balanced and green tomatoes taste sour. Assume that the raters and tomatoes are similar to an average supermarket consumer and tomatoes available at a supermarket, respectively. Assume that the ICC for the color classification was 0.90 and similarly that the kappa value for the taste classification was 0.90. If a supermarket consumer carefully selects a red tomato at the store, then can that consumer generally expect a balanced taste when eating that tomato? Yes.
For the clinical scenario, please again consider the hypothetical article that describes impressive results from a certain technique of articular cartilage repair. The impressive results parallel the balanced taste in the analogy. The variation in features of the patients (eg, activity level), the cartilage defects (eg, size and depth), and the knee (eg, meniscus status) parallels the variation in tomato color. In this hypothetical article, the critical reader questions the reliability of assessing the meniscus status as ''intact'' or ''deficient.'' However, the authors present a thoughtful assessment of reliability in the proper environment. The ICC is greater than 0.70. If the orthopaedic surgeon carefully selects a patient with similar features, then can the surgeon generally expect similar results? Yes.
Reliability is critically important for research to have meaning. The critical reader should question the reliability of all classification systems and outcome measures. Hopefully, for important predictors and outcomes, the error of measurement is a relatively small fraction of the range of observations. Reliable classification leads to more confidence that your patients can be treated like similar patients in a study that had success. Of course, clinical decisions should be individualized. Some green heirloom tomatoes have a balanced flavor, despite being green. James L. Carey, MD, MPH Philadelphia, Pennsylvania
