. While service orientation has the potential to provide agility, adaptability, and legacy leverage, its mixed record of success suggests that there are significant challenges that need to be addressed.
Nevertheless, current research efforts have evolved in a number of uncoordinated directions. This research community has gone through a substantial growth spurt, and there is a need to better channel these research efforts, identify critical research challenges, and establish priorities for addressing these challenges.
Because many SOA projects begin by exposing legacy assets, successful migration of legacy systems to SOA environments represents a crucial aspect of these projects. Using existing research agenda frameworks as a starting point, this chapter identifies key challenges and reviews progress and gaps in current research related to the maintenance and evolution of service-oriented systems.
EXISTING RESEARCH ON DEVELOPING AN SOA RESEARCH AGENDA
The two most prominent contributions toward developing an SOA research agenda are:
• The EU Framework documented in the work of Papazoglou and colleagues (Papazoglou, Traverso, Dustdar, & Leyman, 2007; Papazoglou, Traverso, Dustdar, Leyman, & Kramer, 2006 ) that was originally developed at a Dagstuhl seminar on service-oriented computing and then expanded into the European Network of Excellence in Software Services and Systems (S-Cube). This project funded a series of research studies based on the framework and initiated the PESOS (Principles of Engineering Service-Oriented Systems) series of workshops at the International Conference on Software Engineering (ICSE).
• An SOA research agenda developed by the Carnegie Mellon University Software Engineering Institute (SEI) (Kontogiannis, et al., 2007; Kontogiannis, Lewis, & Smith, 2008; . The SEI project developed its taxonomy through an international group of researchers. The taxonomy and research challenges were elaborated through the results of the SDSOA (Systems Development in SOA Environments) workshops at ICSE, the SOAM (SOA Maintenance and Evolution) workshops at the European Conference on Software Maintenance and Reengineering (CSMR), the Maintenance and Evolution of Service-Oriented and Cloud-Based Systems (MESOCA) 1 workshops at the International Conference on Software Maintenance (ICSM), and the PESOS workshops at ICSE.
EU Framework
Papazoglou and colleagues developed an SOA research roadmap as a follow-up to a Dagstuhl workshop on service orientation (Papazoglou, et al., 2006 (Papazoglou, et al., , 2007 . This roadmap was motivated by the practical importance of service orientation as well as the fact that research activities were fragmented and uneven and needed a focus. Results of the follow-up S-Cube project are reported in as well as on the S-Cube Web site.
2 While the S-Cube project was funded as an EU Framework Programme, it has been influential in the broader SOA research community, and many of the cited references in this chapter make reference to SCube literature.
The roadmap identifies three technical foundation levels, plus a crosscutting service-oriented design and development level that relies on the three technical foundation planes. It characterizes the state of the art associated with each level as well as "grand challenges."
The three technical levels of the roadmap, together with grand challenges associated with each level, are:
1. Service foundations, which use middleware and architectural concepts for service publication, discovery, selection, and binding. The sum of the grand challenges represents a community-wide research agenda.
SEI SOA Research Agenda
Based on a similar motivation to focus diverse research efforts, the SEI developed and evolved the SOA Research Agenda (Kontogiannis, et al., 2007; Kontogiannis, et al., 2008; Lewis, Chapin, Kontogiannis, & Smith, 2010; Lewis, Kontogiannis, & Smith, 2011; . Its core was a taxonomy of research areas that identified research topics to support strategic service-oriented systems development and evolution. This taxonomy was updated on an annual basis through a series of workshops and input from emerging literature.
In addition to the taxonomy of research topics, this effort also developed an organizational SOA strategic framework and a high-level serviceoriented systems development life cycle to support the SOA strategic framework. To keep the focus on research challenges, we limit the discussion in this chapter to the taxonomy.
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The taxonomy, shown in Figure 1 , is divided into decision areas of business, engineering, operations, and crosscutting topics. Each decision area has a set of topics (such as process and life cycle, requirements, and service selection under engineering). The research topics include areas for which new, different, or additional research is needed. Figure 1 illustrates the major topics under each decision area.
The 27 research topics have a total of 114 detailed research areas. Because this book focuses on migration to service-oriented and cloudbased environments, Figure 2 shows the detailed research areas of the Maintenance and Evolution topic.
RESEARCH CHALLENGES FOR MAINTENANCE AND EVOLUTION OF SERVICE-ORIENTED SYSTEMS
The EU Framework and SEI SOA Research Agenda described briefly in the previous section both made important contributions toward defining a set of needed research directions. In this chapter, we use the detailed research areas from Figure 2 The grand challenges from the EU Framework provide additional specification, especially in the area of Runtime Monitoring of Service-Oriented System Evolution, for which the framework and the subsequent EU S-Cube project are particularly strong on self-monitoring and self-adaptation.
Each area contains rationale; current research; and challenges, gaps, and needs for future research.
Topic 1: Tools, Techniques, and Environments to Support Maintenance Activities

Rationale
The complexity of the maintenance process in an SOA environment continues to increase, especially as implementations become more complex and systems are integrated with external service consumers and service providers. This complexity affects maintenance activities in the following ways:
• Impact analysis activities for service providers have to consider a potentially unknown set of service consumers, unless there are mechanisms for tracking service consumers in the SOA infrastructure. 
Current Research
Current research has focused on the following areas:
• Root cause analysis: Zawawy, Mylopoulos, and Mankovski (2010) have developed an approach for root cause analysis in SOA environments to cut down on the manual effort required to resolve problems in enterprise SOA applications. Because these applications tend to have complex interactions in heterogeneous environments, determining the cause of problems can be time consuming and error prone. This method and tool enables developers to analyze log data files against annotated goal trees derived from requirements to enable determination of the root causes of problems.
• Change impact analysis: This is an active area of research at different levels. A top-down approach focuses on the impact of changes to business processes all the way down to the source code to identify affected system components (Den Haan, 2009; Ravichandar, Nanjangud, Narendra, & Ponnalagu, 2008; Xiao, Guo, & Zou, 2007) . A bottom-up approach focuses on the impact of changes to a service-or its implementation-on the business processes and other consumers of the service (Zhang, Arsanjani, Allam, Lu, & Chee, 2007) . Multiple Integrated Development Environments (IDEs) integrate impact analysis, but the usual assumption is that there is control and full access to all system elements, which is not always the case.
• Change management and version control: This area has received significant attention from the research and vendor community.
• Version management has been the subject of a number of research studies. Peltz and Anagol-Subbarao (2004) Juric and Šaša (2010) propose Business Process Execution Language (BPEL) extensions to support versioning of processes and partner links. The extensions would apply to development, deployment, and runtime. Šaša and Juric (2010) propose extensions to the Web Service Definition Language (WSDL) to address service-level and operation-level versioning, service endpoint mapping, and version sequencing. These extensions are meant to represent a solution for serviceand process-level versioning at development, deployment, and runtime. • Maintenance processes: SOA life cycles, such as the one proposed by IBM and others, include maintenance in the postdeployment management phase of an iterative life cycle (High, Kinder, & Graham, 2005) . In this model, SOA life-cycle maintenance is part of the "Manage" step, and it involves routine maintenance; administering and securing applications, resources, and users; and projecting needs and capacity for future growth. Mittal (2005) recommends the use of a robust development methodology the first time the service-oriented system is rolled out and the use of lighter methodologies to support ongoing maintenance.
• Change management governance: The relationship between change management and SOA is being addressed at the governance level, where it extends beyond phys-ical system components to organizational components (Berry, 2009; Mynampati, 2008) . Lhotka (2005) focuses on the distinction between syntactic and semantic agreements. Syntactic agreements focus on the service interface, while semantic agreements focus on the specific actions that take place upon service execution. The article introduces the term covenant as opposed to contract in order to allow multiple interfaces, depending on different QoS requirements.
• Organizational structures and roles: Kajko-Mattsson, Smith (2007, 2008) propose a framework for roles that are required for evolving and maintaining service-oriented systems. The framework was based on a questionnaire that was piloted at SAS Airlines. It identifies roles that are required for service-oriented systems, such as front-end support roles (business process support), back-end support roles (service developer, business process manager), business process teams, traditional back-end support, SOA strategy and governance, SOA design and quality management, and SOA development and evolution.
Challenges, Gaps, and Needs for Future Research
Over the past 15 years, the software reengineering community has investigated and developed a wide range of methods and tools to support the analysis, comprehension, and maintenance of legacy systems. However, the development of specialized methods and tools to support the maintenance and evolution of large serviceoriented systems is in the early stages. Current efforts often assume that maintenance activities for service-oriented systems are not that different from traditional systems. This may derive from the fact that many current service-oriented systems are deployed for internal integration, where there is still some control over the use of services and their evolution. The emergence of the market for third-party services and the deployment of more serviceoriented systems that cross organizational boundaries will require changes to current maintenance practices. From an engineering perspective, processes to support the incremental evolution of service-oriented systems, configuration management, impact analysis, and versioning in this environment are challenges. From a business perspective, the organizational structures and roles to support maintenance of service-oriented systems as well as models to support the development and maintenance of shared services are areas of much needed research.
Changes that do not require modifications to the service interface will potentially have no impact on service consumers. However, a change in underlying technology may have a negative effect on QoS, even if the interface remains the same. Changes that do require modifications to the service interface can have a potentially large impact on service consumers. Important research issues are related to maintenance of multiple interfaces, impact analysis techniques for service consumers and providers, change notification mechanisms for service consumers, and proper use of extensibility mechanisms in messaging technologies (e.g., Simple Object Access Protocol [SOAP] extensibility mechanisms).
Service-oriented systems can be deployed over a wide geographic area and on a set of different server computers. Owners of the service-oriented system may not have control over some of the services used. Despite the fact that robust techniques for configuration management in centralized systems are available, there are open issues with respect to managing change in distributed code bases and code repositories, especially when third-party services are involved. Furthermore, there may be additional requirements for the configuration management of large service-oriented systems. As a result, an open research issue is the development of a unified model for managing and controlling change in such systems.
Topic 2: Multilanguage System Analysis and Maintenance
Rationale
One of the benefits associated with service orientation, and especially Web Service implementations, is true platform independence. Even though standard interfaces are exposed, the underlying service implementation could be written in almost any language. While this is a significant benefit, it makes looking at the system as a whole difficult. In addition, as we discuss below, mapping between data types of different languages can create unexpected challenges.
Current Research
The reengineering community has been working on the issue of multilanguage analysis for a number of years to assist in analysis and migration of multilanguage systems (Deruelle, Melab, Boune, & Basson, 2001) . Most work in this area is based on parsing of source code to create common higher level representations that can then be analyzed using tools. Some of the problems with multilanguage analysis are related to the mapping of data types between different languages.
In a Web Services environment, the multilanguage problem is often alleviated because XML Schema data types are used at the service interface level. There has been some work in using string analysis to understand Web Services, given that messages are XML-based collections of strings (Martin & Xie, 2006) . There are many instances of using ESBs as a mechanism for providing integration between applications with heterogeneous languages. Sward and Whitacre (2008) reported on a prototype using an open source Mule 1.4 ESB configuration. This study demonstrated communication between SOAP and Representational State Transfer (REST) Web services written in both Java and Ada.
However, Lu, Zou, Xiong, Lin, and Zha (2009) point to problems in invoking Web services from clients that are written in different languages. This article attributes the problem to complex data structures in the service interface; the use of additional information, such as WS-Security headers; and missing language features. As a result, the effort to migrate to and evolve a multilanguage SOA environment can be more difficult than it initially appears. Lu and colleagues propose the Invocation Complexity of Multi-Language Clients (ICMOC), which collects data on the service interface, message content, and language features. They then develop metrics and decision rules for engineering difficulty. The multilanguage difficulties need to be addressed particularly in developing security and privacy protections for different credential types and formats in a heterogeneous environment. Dushin and Newcomer (2007) propose a data structure for storing and propagating user credentials as well as the trust relationships between credential instances. Sneed (2011) proposes converting special data types to ASCII before migration to services. Once the data types are converted to a common ASCII format, the databases can then be converted using a data conversion utility. The chapter presents the results of a case study of a Customer Information Control System (CICS) conversion for a Swiss bank. Examples show how packed and other data fields are identified by the utility, commented out, and converted to ASCII.
Challenges, Gaps, and Needs for Future Research
Because the SOA architecture style focuses on interfaces, and it does achieve significant interoperability between heterogeneous languages, this area has not had as many research studies as other areas. However, as Lu et al. (2009) point out, the problem is far from solved. Most research in this area is limited to small projects and a small number of languages, which is a problem for an environment that promotes platform independence. Additional research needs to be performed to address mapping of different data types, idiosyncrasies between language versions, and security concerns.
In the case of third-party service providers, access to source code is probably not possible. If so, an important area of research is the identification of the type of information that service providers would need to expose to service consumers-in interfaces or service registries/repositories-that wish to do code analysis, as well as tools and techniques to support the process.
Topic 3: Reengineering Processes for Migration to SOA Environments
Rationale
Because it has characteristics of loose coupling, published interfaces, and a standard communication model, service orientation enables existing legacy systems to expose their functionality as services, presumably without making significant changes to the legacy systems. Migration of legacy assets to service environments has been achieved within a number of domains, including banking, electronic payment, and development tools, showing that the promise is beginning to be fulfilled. While migration can have significant value, any specific migration requires the strategic identification and extraction of services from legacy code, including a concrete analysis of the feasibility, risk, and cost involved.
Current Research
The overall conceptual model for reengineering is the "SOA-Migration Horseshoe," such as the one proposed by Winter and Ziemann (2007) . This approach derives from a more general reengineering model proposed by Carriere, Kazman, and Woods (1998) . The horseshoe model integrates software reengineering techniques with business process modeling and applies reverse engineering techniques to extract a Legacy Enterprise Model from the legacy code. Then, it applies enterprise modeling techniques to create a Consolidated Enterprise Model from which services are identified using forward engineering techniques. Finally, legacy code is mapped to services via wrapping or transformation. This model, illustrated in Figure 3 , can serve as a conceptual framework for analyzing existing approaches. Lago (2010a, 2010b ) did a systematic review of the SOA migration literature using the approach recommended by Kitchenham (2004) . They developed an SOA Migration Framework (SOA-MF) based on the horseshoe model with three major types of activities:
1. Reverse engineering to recover lost abstractions and determine the legacy components that can be migrated, 2. Transformation of legacy abstractions to service-based abstractions, and 3. Forward engineering to the target system based on transformed abstractions as well as new requirements.
The study then identified eight different types (families) of SOA migration approaches and mapped these to the SOA-MF. Razavian and Lago identified two main goals of existing research on SOA migration:
1. Migration for modernization, where the focus is how to adapt the legacy systems to the SOA environment, and 2. Migration to new service-based systems.
Legacy Code Analysis
A substantial amount of previous work has focused on techniques in the "bottom portion" of the horseshoe for exposing legacy functionality as ser-vices, mainly Web Services (Chawla & Peddinti, 2007) . Tools to support this type of migration are available as language libraries and/or integrated into common IDEs such as the Eclipse Web Tool Platform and the .NET Windows Communication Foundation, or as part of infrastructure products such as Apache Axis2 (Apache Software Foundation, 2009; Eclipse Foundation, 2009; Microsoft Corporation, 2009 ).
In the context of Web Services, Aversano, Di Penta, and Palumbo (2007) propose to combine information retrieval tracing with structural matching of the target WSDL with existing methods. Their approach performs library schema extraction and then feature extraction to build a WSDL document from the legacy code. Then, it compares the generated WSDL document with the target WSDL document using structural matching. Sneed (2006) reports on an approach, supported by a set of tools, for salvaging legacy code, wrapping the salvaged code, and making the code available as a Web service. In the salvaging step, he proposes a technique for extracting services based on identifying business rules that produce a desired result. Sneed applied this approach to a legacy life insurance system with 20 million lines of COBOL code. Canfora, Fasolino, Frattolillo, and Tramontana (2008) propose an approach for exposing interactive functionality of legacy systems as Web Services using black-box reverse engineering techniques on user interfaces.
Khadka, Reijnders, Saeidi, Jansen, and Hage (2011) propose the serviceFi method, which combines an analysis of migration feasibility with supporting technology. This approach reuses method fragments from existing service-oriented 
Architecture Reconstruction and Patterns
Moving up the left side of the horseshoe, an additional set of studies focuses on recovery of architecture assets and architecture patterns in developing higher-level abstractions for migration toward an SOA environment. Kazman and Carriere (1999) introduced the approach of architecture reconstruction to recover as-is architecture assets from a system that has inadequate architecture documentation and to enable proceeding to forward engineering from the architecture assets. O'Brien, Smith, and Lewis (2005) proposed the use of architecture reconstruction to identify dependencies between components for migration to services and thus provide an organization with a better understanding for their decision-making process. Lewis, Morris, and Smith (2006) applied this approach in conjunction with SMART to make up for deficiencies in the documentation of the existing system.
One of the challenges in developing architecture documentation for deployed systems is that architecture reconstruction can be labor intensive and costly. Gorton and Zhu (2005) address this challenge through a comparative analysis of the capabilities and ease of use of five architecture reconstruction tools for a specific financial application coded in Java. The study found that these tools can produce useful metrics and views within about three days. It had recommendations for these tools that included the need to provide high levels of flexibility while supporting commonly used architectural views, maintain mapping levels between abstraction levels, and use design metrics for guiding reconstruction and evaluation. Arcelli, Tosi, and Zanoni (2008) expanded the architecture reconstruction view and proposed the use of design pattern detection in the migration to SOA environments. They proposed several classic design patterns including Façade, Bridge, Mediator, and Abstract Factory for SOA migration. They point out the similarity, for example, between the orchestration process in a serviceoriented system and the Mediator pattern in which services may be controlled by a mediator, such as a BPEL processor.
In analyzing the potential for the migration of a large number of legacy COBOL applications to services, Van Geet and Demeyer (2007) focus on the architectural challenge of identifying dependencies between programs. They present a lightweight technique using Perl scripts for visualizing functional dependencies and data dependencies. This type of visualization plus corresponding metrics provide an early estimate of dependencies and the corresponding level of difficulty of separating programs into services.
Business Goals and Drivers
Moving to the top portion of the horseshoe, a body of work considers the role of business goals and drivers when making decisions about migration to an SOA environment.
The SOA Migration, Adoption and Reuse Technique (SMART) 4 is a family of methods for determining the feasibility of migrating legacy systems to SOA environments, which takes into consideration business drivers as well as characteristics of the legacy system (Lewis, et al., 2006 . The output of the original method (SMART-MP) is the identification of a pilot project and a migration strategy that includes preliminary estimates of cost and risk and a list of migration issues. An expanded set of related methods supports making decisions about the initial feasibility of migrating to an SOA environment, identifying potential services from across the enterprise portfolio, analyzing the implications of migrating to a specific target SOA environment, and developing a complete service-oriented system. Zhang, Yang, Zhou, and Zhong (2010) propose a user-oriented migration model. This model initially performs a domain analysis and an analysis of the legacy systems. It inputs a set of user pri-orities and develops a migration strategy based on these priorities.
Most major vendors offer services for the migration of legacy assets to SOA environments. IBM's Service-Oriented Modeling and Analysis (SOMA) focuses on full system development but has some portions that address legacy reuse. The purpose of the Existing Asset Analysis activity in the Identification phase is "to identify such assets as systems, packages, and legacy functionality that are capable of supporting the realization of services that meet business needs (Arsanjani, et al., 2008, p. 388) . Fuhr, Winter, Gimnich, and Horn (2009) have extended SOMA for model-driven migration to SOA environments. Cetin et al. (2007) propose a mashup-based 5 approach for migration of legacy systems to service-oriented computing environments. The interesting aspect about this work is the inclusion of presentation services, which is not typical. The approach is a combination of top-down, starting from business requirements, and bottom-up, looking at legacy code. Business requirements are mapped to services and integrated through a mashup server, which then eliminates the need for developing specific applications to access the services.
Model Transformation
Tran, Zdun, and Dustdar (2011) address the problem that at the upper end of the horseshoe, technical process languages such as BPEL are not easily understood by nontechnical stakeholders, who may develop alternative process descriptions using notations such as Business Process Modeling Notation (BPMN). This chapter describes a method called the View-Based Modeling Framework that automates the integration of models at different levels of abstraction. The SOAMIG project in Germany has been developing a comprehensive, model-driven migration process that is supported by analysis and transformation tools. Winter and colleagues (2011) report on two case studies: a language migration from COBOL to Java Web services and an architecture migration from a monolithic Java client to a service-oriented JavaEE Web application.
Challenges, Gaps, and Needs for Future Research
The ideal reengineering process would be one that implements the full SOA-Migration Horseshoe. The problem, as shown under Current Research, is that most techniques and tools implement portions of the horseshoe but not the full horseshoe. An important area of research would be the development of concrete processes that implement the horseshoe and tools (or suites of tools) to support the process. The automation of this process would be a very complex task that is worth investigating.
In addition, most researchers recognize that mining legacy code for services that have business value continues to represent a significant challenge. Research needs in this area include:
• Tools and techniques for analyzing large source code bases to discover code that is of business value; • Metrics for "wrapability" and business value to determine reusability (Sneed, 2007) ; and • Application of feature extraction techniques to service identification, given that services usually correspond to features (Sneed, 2007) .
Topic 4: Transition Patterns for Service-Oriented Systems
Rationale
One of the potential advantages of SOA adoption is that it enables incremental system modernization. A number of technical migration strategies can be used, such as wrapping, integration of legacy components into the SOA infrastructure, and development from scratch. These strategies are not mutually exclusive, and there may be a sequence in using them. For example, legacy system components can be initially wrapped using Web Services technology and replaced with newer components incrementally. As long as the interfaces remain stable, service consumers have to be modified only once to initially access the new services. However, this means that throughout the life cycle of the project there will be a mix of migrated legacy components, legacy components waiting to be migrated, and legacy components that will not be migrated. Legacy components include application front ends, business logic, data logic, and actual data. A major challenge for incremental migration is to minimize the throwaway cost and effort to support intermediate system states. In addition to technical feasibility, the economic feasibility as well as users' background and expectations need to be considered. The research that is reviewed below takes into account these nontechnical needs as well.
Current Research
There is active academic and industrial work related to incremental modernization and enterprise transformation by migrating legacy systems to SOA environments. Classic reengineering decision models provide decision rules on whether to do low-level maintenance, low-priority reengineering, replacement, or modernization based on a weighting of technical quality and business value (Seacord, Plakosh, & Lewis, 2003) . Once an overall strategy is determined, a set of transition decisions need to be made. These have been most starkly described as "Chicken Little" or "cold turkey" strategies, depending on whether the transition is incremental or total (Brodie & Stonebraker, 1995) .
Incremental models for transition to SOA environments have been proposed by Ahmad and Pohl (2010) as well as Marchetto and Ricca (2009) . Ahmad presents a layered framework to support an incremental transformation of SOA elements (atomic and composite services) at different levels of abstraction (structure, design, and architecture). The goal is to enable service architecture evolution at the different abstraction levels independent of specific implementation details. Marchetto and Ricca introduce an incremental tools-based approach for transforming Java applications to equivalent Web service-based applications. In each migration step, a specific piece of functionality is migrated to a Web service and tested. Specific migration problems of wrapping, deployment, and testing are discussed.
Umar and Zordan (2009) present a strategic and technical decision model specifically for service-oriented systems. This model identifies two basic strategies:
1. "Integration" (black-box methods in which the underlying application is not touched), and 2. "Migration" (decomposition of applications into reusable services).
Integration is further decomposed into "partial" (point to point) and "full" (communication is handled by an ESB) integration. It is then further decomposed into "gradual" migration and "complete" (or sudden) replacement. The article presents a set of decision criteria and cost-benefit tradeoffs for determining which strategies, architectural decisions, and operational approaches to take.
Almonaies, Cordy, and Dean (2010) offer a framework that organizations can use for making choices between many of the alternative modernization approaches that were described in the previous section. The framework is based on a matrix of modernization category (replacement, redevelopment, wrapping, or migration) and comparison criteria (modernization strategy, legacy system type, degree of complexity, analysis depth, process adaptability, tool support, degree of coverage, and validation maturity). This enables an organization to choose an appropriate strategy based on its goals and available resources.
A number of techniques, tools, and consulting services are available to help organizations migrate legacy systems to SOA environments. Architectural reconstruction and program analysis techniques, discussed earlier, could be used to isolate "chunks" of code. This enables discovering dependencies between components and discovering the impact of migrating alternative sets of legacy components. Erl (2009) has developed several design patterns that can be used when legacy system components are part of serviceoriented systems, such as service façade, service data replication, legacy wrapper, and file gateway.
Nasr, Gross, and Van Deursen (2011) address the mixed record of migration to SOA projects and analyze lessons learned from two recent case studies. The first example was the migration of a large heterogeneous set of systems in the transport domain to an SOA environment. The second example was a government system that managed the life cycle of smart identification cards. In both cases, initial phases of the project were successful, though full implementation had not yet been completed. Best practices abstracted from these studies included:
1. The necessity of a phased approach (rather than a big-bang approach) for implementation; 2. Recognition that organizational structure and ownership need to be addressed up front and can become contentious issues; 3. The need for a central coordinating body to set priorities on different views and expectations of consuming and providing systems; 4. The necessity of gaining the buy-in and establishing coordination of stakeholders from a diverse set of groups; 5. The importance of educating the user about the SOA concept and how it differs from more traditional development approaches; 6. The need for investing sufficient resources in the technical feasibility of the system, and the identification and analysis of potential services, with a recognition that a number of applications may not be mature enough to expose services; 7. The need to focus on both an effective infrastructure and exposing services, rather than a primary focus on one or the other; and 8. The importance of a layered approach to separate core functionality from new services.
These findings are consistent with those in a case study by Credit Suisse (Worms, 2011) . The Credit Suisse case study is significant because of its scale as well as the fact that it has been under way since 1998. Worms highlighted the challenges, lessons learned, and future directions. The initial goals for the SOA implementation were to create greater efficiency for their mainframe applications and to make reusable business data and functionality available across the organization. Over the years, they have established an enterprise architecture that drives all systems decisions. As of 2010, there were 1,200 deployed services.
Challenges reported by Credit Suisse in the maintenance and evolution of their SOA implementation include:
• Managing complexity due mainly to size. 
Challenges, Gaps, and Needs for Future Research
The body of research and commercial approaches on transition patterns for service-oriented systems continues to grow. Most of these approaches have started with strategic decision making that leads to technical decisions. They generally move beyond the assumption that the legacy systems will simply be wrapped and integrated into a service-oriented system and remain relatively stable. They have explicit decision points and analyses that focus on incremental versus sudden transitions, as well as strategies for wrapping legacy assets versus developing new services. The research and commercial perspectives need to be integrated, and objective case studies, such as the ones reported by Nasr and colleagues (2011) and Worms (2011) , need to be factored into decision making more effectively. In addition, existing studies have not accounted for such factors as making decisions about the right number of increments to minimize the throwaway costs attributed to temporary infrastructure, such as gateways and ETL (Extract, Transform, Load) tools. Current research has also not covered tools and temporary code that deal with mismatches and changes to legacy code waiting to be modernized (e.g., adding code to invoke a service knowing that it will be modernized in a future increment). Lewis et al. (2011) introduce the concept of Total Modernization Cost and identify some initial directions for addressing this topic.
Topic 5: Runtime Monitoring of Service-Oriented System Evolution
Rationale
In a service-oriented environment, it is difficult to monitor the satisfaction of requirements, reference architectures, Service-Level Agreements (SLAs), and business goals while business processes and services change dynamically. This is exacerbated because the execution environment of serviceoriented systems is only partially known at design time. This situation can be addressed by pushing design decisions to runtime and enabling the system to reason about its state and environment. As a result, service-oriented systems have been incorporating self-adaptation and self-management mechanisms into their design.
Given the strong links between business strategy and SOA, runtime monitoring is a best practice to verify if business goals are being met. Current SOA infrastructures provide the capabilities to define metrics and collect data. The real challenge is to define the most relevant data to measure and monitor and to determine the adaptation strategies to execute when certain conditions are met.
Current Research
The vision for monitoring and adapting serviceoriented systems was articulated by Di Nitto, Ghezzi, Metzger, Papazoglou, and Pohl (2008) , who cited service-oriented computing as having the promise of creating dynamic and agile business processes to span organizations and platforms by assembling components into a loosely coupled network of services.
SOA governance provides the ability to ensure that the independent efforts (in design, development, deployment, and operations of a service) come together to meet the enterprise SOA requirements (Gupta, 2010) . Autonomic monitoring of SOA governance can perform regression tests and V&V (Verification and Validation) operations dynamically to observe satisfaction of requirements and to monitor compliance and conformance.
The evolution toward monitoring and selfadaptation requires changes to the classic software life cycle, especially with regard to requirements, an extended operations phase, and continuous quality assurance. Metzger, Sammodi, Pohl, and Rzepka (2010) point out that because of incomplete knowledge about interacting parties and context, a service-oriented system cannot be completely specified in advance and more decisions need to be made at runtime. Müller (2010) asserts that as monitoring becomes more critical, there needs to be an evolution from satisfaction of requirements through traditional top-down engineering toward the satisfaction of requirements by complex, decentralized systems. The introduction of uncertainty requires a new set of trade-offs between flexibility and assurance. This leads to the questions of how much uncertainty can be afforded, what are the costs, and what benefits can be gained. A cornerstone of the capability of monitoring and adapting systems is the insertion of control loops that collect data and process it through a built-in controller according to a set of decision rules. The system makes the adaptation, records its strategy, and informs relevant stakeholders (Müller, Pezzè, & Shaw, 2008; Salehie & Tahvildari, 2009 ). De Nitto et al. (2008 recognize that the operations phase assumes greater importance as serviceoriented systems become increasingly oriented toward monitoring and identifying the need for adaptation. Quality assurance is monitored continuously because of the addition and evolution of services, especially services that come from third parties (Bianculli, Ghezzi, & Pautasso, 2009) .
These changes have resulted in a refined life cycle that the S-Cube project has developed for self-adaptive service-oriented systems . Metzger and colleagues describe this life cycle as consisting of two incremental loops for development and adaptation, as shown in Research that is contributing to insights in monitoring and adaptation of service-oriented systems includes the following: The S-Cube project has sponsored significant work in this area. While current work has focused on adaptation based on monitoring that is detected after a fault has occurred (reactive adaptation), Hielscher, Kazhamiakin, Metzger, and Pistore (2008) argue that proactive adaptation is required to conduct continuous online testing and predict potential problems before their occurrence. This enables replacing a service before it is invoked and the system fails to meet its QoS requirements . Metzger et al. (2010) also identify the need to protect against "false positives" in proactive adaptation. This would involve analyzing past monitoring data to recalculate assumptions about the execution of the full set of services that will be invoked.
CONCLUSION
The most common form of SOA implementation is related to enterprise-wide IT systems in which applications interact with standard Web services in a traditional request-response pattern, predominantly to access data that resides in legacy systems. For these types of systems, the research challenges predominantly cover business, operations, and crosscutting concerns. As third-party services become the new business model, there needs to be support for SLAs, runtime monitoring, end-to-end testing involving third parties, pricing models for third-party services, and service usability from a design and an adoption perspective. In addition, non-vendor studies and experiments are needed to produce more concrete guidance, rather than additional basic research. Some examples of these areas are SOA governance, business case for SOA adoption, return on investment for SOA adoption, and development processes and practices for service-oriented systems development.
However, if SOA is to be used in advanced ways, such as for dynamic service discovery and composition, real-time applications, and multiorganizational implementations, then significant research challenges need to be addressed in such areas as design for context awareness, service usability, federation, automated governance and runtime monitoring, and adaptation. For maintenance and evolution of service-oriented systems, in the short term, maintenance and evolution practices will have to evolve and adapt to support this dynamic and changing environment.
There are other topics, such as semantics, on which there is significant academic research but no support from industry to test ideas in real scenarios. There needs to be more collaborative research between industry and academia to create real practices. In addition, there need to be more objective studies of large industrial cases, such as the Credit Suisse example, to provide validation for research findings; to identify challenges of scalability, performance, security, and reliability in real-world settings; and to provide the capability of analyzing trends and experiences across organizations.
