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56 ABBILDUNGSVERZEICHNIS–I–
Einleitung
Pr¨ azisionskosmologie–Eine Neue ¨ Ara
Die Entdeckung der kosmischen Hintergrundstrahlung (CMB) durch Penzias und
Wilson (1965) ist die Geburtsstunde der modernen Kosmologie.
Wir stehen heute wieder vor dem Beginn einer neuen ¨ Ara in der Kosmologie. Mit
Teleskopen, die Licht aus immer fr¨ uheren Epochen und gr¨ oßeren Raumbereichen
detektieren k¨ onnen, machen Kosmologen rasante Fortschritte in Hinblick auf Quan-
tit¨ at und Qualit¨ at der experimentellen Daten. Kosmologie ist nicht nur eine exakte
sondern auch eine pr¨ azise Wissenschaft geworden. Der ¨ Ubergang in die neue ¨ Ara
ist wieder durch Experimente zur Vermessung des CMB gekennzeichnet. Das erste
Experiment der Pr¨ azisionskosmologie war die Vermessung des CMB durch den im
Jahre 1989 gestarteten COBE (Cosmic Background Explorer) Satelliten. Mit COBE
fanden Kosmologen heraus, daß die kosmischen Hintergrundstrahlung eine nahezu
perfekte Schwarzk¨ orperstrahlung mit einer Temperatur von T0 = 2.725±0.002 K ist.
Die im CMB vorhandenen Temperatur-Anisotropien sind von der Gr¨ oßenordnung
ein Teil in 105.
Wie so oft in der Physik, sind die Abweichungen vom Mittelwert interessanter als
der Mittelwert selbst. W¨ ahrend die beobachtete thermische Natur und Isotropie
im CMB die Urknall-Hypothese unterst¨ utzt, k¨ onnen hieraus keine Details eines zu
Grunde liegenden kosmologischen Modelles gewonnen werden. Andererseits bezeu-
gen die gemessenen Anisotropien die Existenz von Fluktuationen, die zur gravita-
tiven Strukturbildung gef¨ uhrt haben. Da Experimente zur CMB–Anisotropie Pho-
tonen detektieren, die durch die Dynamik und Geometrie des expandierenden Uni-
versums beeinﬂußt werden, k¨ onnen aus den Meßwerten weiterhin so fundamentale
Parameter wie die Expansionsrate, die Materiedichte und die Kr¨ ummung bestimmt
werden. Wir geben im Folgenden kurz den Status einiger kosmologischer Parameter
wieder.
78 Kapitel 1. Einleitung
Das Hubble–Gesetz besagt, daß die beobachtete Rotverschiebung z mit dem Ab-
stand d wie folgt zusammenh¨ angt:z = H0 d, wobei H0 die sogenannte Hubble–
Konstante bezeichne, also den Wert der Expansionsrate zum Zeitpunkt der Messung.
Die Messung der Hubble–Konstante ist mit großen Schwierigkeiten behaftet, da sie
intrinsisch von der Abstandsbestimmung abh¨ angt. Die Unsicherheit im Wert der
aktuellen Expansionsrate wird f¨ ur gew¨ ohnlich durch H0 = 100h km s−1 Mpc−1 pa-
rametrisiert, wobei Experimente die dimensionslose Konstante h durch 0.6 ≥ h ≥ 0.8
beschr¨ anken. Gr¨ oßere Werte f¨ ur die Hubble–Konstante h ≈ 0.72 werden von vielen
Experimenten zur Abstandskalibrierung favorisiert (Jacoby et al., 1992; Freedman
et al., 1994). Da H0 eine Skala H
−1
0 ≈ 10h−1Gyr f¨ ur die Expansionszeit des Uni-
versums induziert, ist eine akurate Messung essentiell zur Altersbestimmung des
Universums.
Ein weiterer Parameter der essentiell in die Altersbestimmung des Universums ein-
geht, ist die Energiedichte im Universum. Da Massen die Expansion des Universums
abbremsen, bedeutet eine gr¨ oßere Energiedichte ein j¨ ungeres Universum. Die im
Universum gravitativ wirksame Masse wird f¨ ur gew¨ ohnlich durch ΩM parametri-
siert, also durch die aktuelle Energiedichte in Einheiten der kritischen Energiedichte
ρkrit = 3(MPlH0)2/8π = 1.88h2 × 10−29 g cm−3. Es gibt weiterhin die M¨ oglich-
keit, daß eine nicht verschwindende kosmologische Konstante Λ die Ausdehnung des
Universums beschleunigt und zu einem beliebig alten Universum f¨ uhrt. Ein Univer-
sum mit ΩM + ΩΛ = 1 ist ausgezeichnet, da es als einziges Universum eine ﬂache
Geometrie aufweist.
In den letzten 30 Jahren sind große Anstrengungen unternommen worden, die mitt-
lere Materiedichte im Universum zu ermitteln (Faber und Gallagher, 1979; Dekel
et al., 1997; Turner, 2000; Primack, 2001). Die Schwierigkeit besteht dabei darin,
die Materiedichte in einem repr¨ asentativen Volumen (> 106 Mpc3) zu bestimmen.
Wir diskutieren im Folgenden kurz die Methoden, mit denen ΩM bestimmt wird.
Eine bekannte Technik beruht auf der Bestimmung des Masse–zu–Leuchtkraft–
Verh¨ altnisses, ausgehend von dem einfachen Zusammenhang ρM = hM/LiL zwi-
schen der mittleren Materiedichte und der mittleren Luminosit¨ at. Das Problem be-
steht nun darin, hM/Li in einem repr¨ asentativen Volumen oder in einem typischen
System zu bestimmen. Die Unsicherheit in der Bestimmung der mittleren Materie-
dichte ist also mindestens so groß wie die Unsicherheit in der Messung des mittleren
Masse–zu–Leuchtkraft–Verh¨ altnisses.
Die Experimente zur Messung von hM/Li haben sich auf Galaxien–Cluster konzen-
triert, da diese ein großes Volumen einnehmen und ihre Masse relativ gut bekannt ist.
Allerdings sind Galaxien–Cluster immer noch zu klein, um einen wirklich repr¨ asen-
tativen Ausschnitt des Universum darzustellen. Weiterhin sind sie in eine Umgebung
mit 102 − 103-facher ¨ Uberdichte eingebettet. Ihr Masse–zu–Leuchtkraft–Verh¨ altnis
kann daher a priori nicht als repr¨ asentativ angenommen werden.9
Das CNOC-1 (Canadian Network for Observational Cosmology) hat 16 Galaxien–
Cluster mit Rotverschiebungen im Bereich 0.17 < z < 0.55 spektroskopiert und
Carlberg et al. (1997) bestimmt aus den Daten ΩM = 0.19 ± 0.04. Auch wenn
Galaxien–Cluster nicht wirklich repr¨ asentativ sind, so ist die Bestimmung von ΩM
aus dem gemessenen Masse–zu–Leuchtkraft–Verh¨ altnis f¨ ur Cluster am zuverl¨ assig-
sten.
Eine mehr physikalisch motivierte Methode zur Bestimmung von ΩM wurde von
White et al. (1993) vorgeschlagen. Dabei wird angenommen, daß Galaxien–Cluster in
Hinblick auf ihr Baryon–zu–Gesamtmasse–Verh¨ altnis (ΩB/ΩM) repr¨ asentativ sind.
Die Baryon–Dichte ist aus der Big Bang–Nukleosynthese (BBN) bekannt und erlaubt
damit die Bestimmung der mittleren Materiedichte: ΩM = (M/MB)ClusterΩB(BBN).
Systematische Fehlerquellen h¨ angen mit den Fragen zusammen, ob alle Baryonen im
Cluster detektiert werden und das Verh¨ altnis M/MB auf ausreichend großen Ska-
len bestimmt werden k¨ onnen. White et al. (1993), Mohr et al. (1998) und andere
haben argumentiert, daß diese Fragen positiv beantwortet werden k¨ onnen. Aktu-
elle ¨ Ubersichtsartikel zur Bestimmung von ΩM (Dekel et al., 1997; Turner, 2000;
Primack, 2001) bewerten die von White et al. (1993) vorgeschlagene Methode als
vielversprechend.
Eine Reihe von Experimenten ist mit der Messung der Materieverteilung im Uni-
versum besch¨ aftigt. Dabei spielen Messungen von CMB–Anisotropien auf Winkel-
bereiche von bis zu 0.1 Grad eine besondere Rolle.
CMB–Anisotropien h¨ angen empﬁndlich von der physikalischen Baryon– und Mate-
riedichte ab, nicht aber vom Masse–zu–Leuchtkraft–Verh¨ altnis. Im Folgenden wird
grob die den prim¨ aren Anisotropien zu Grunde liegende Physik erl¨ autert. Vor einer
Rotverschiebung von z? ≈ 103 sind Photonen heiß genug, um Wasserstoﬀ zu ionisie-
ren. Compton–Streuprozesse halten die Photonen und die Elektronen in thermischen
Kontakt, wobei letztere wiederum ¨ uber elektromagnetische Wechselwirkungen an die
Baryonen gekoppelt sind. Da die Compton–Wechselwirkungsrate bis zu z? gr¨ oßer
als die Expansionsrate des Universums ist, sind Photonen und Baryonen im lokalen
thermischen Gleichgewicht und k¨ onnen somit hydrodynamisch durch eine einzige
Fl¨ ussigkeit beschrieben werden. Der Photonen–Druck wirkt der gravitativen Ver-
dichtung der Fl¨ ussigkeit entgegen und induziert akustische St¨ orungen. Bei z? wech-
selwirken Photonen ein letztes Mal mit den Elektronen und es bildet sich neutraler
Wasserstoﬀ. ¨ Uberdichte und unterdichte Regionen repr¨ asentieren die heißen und kal-
ten Regionen in dieser Epoche. Die nun freien Photonen werden durch die lokalen
Gravitationspotentiale rotverschoben. Die resultierenden Fluktuationen in der Ener-
gie der Photonen beobachten wir heute als Anisotropien im CMB–Temperaturfeld.
Wir werden im Folgenden etwas quantitativer, da sich die grundlegenden Eﬀek-
te, die zur Generierung der CMB–Anisotropien sowie deren Evolution bis hin zum
Zeitpunkt der Messung f¨ uhren, durch einfache Gleichungen qualitativ beschreiben
lassen. Dazu analysieren wir das Spektrum von akustischen Oszillationen im Im-10 Kapitel 1. Einleitung
pulsraum, d. h. wir zerlegen jede Temperaturﬂuktuation in ebene Wellen, die durch
ihre mitbewegten Wellenzahlen k charaktersiert sind. F¨ ur die von der Mode mit
der Wellenzahl k verursachte Fluktuation θ = ∆T/T gilt dann die Prozeßgleichung
meﬀ¨ θ+k2θ/3 ≈ meﬀg (Hu und Sugiyama, 1995a), also eine Oszillator–Gleichung mit
externer Anregung. Der Doppelpunkt bezeichne hierbei die zweifache Ableitung nach
der konformen Zeit, die durch dη/dt = 1+z deﬁniert ist und die eﬀektive Masse des
Oszillators ist durch meﬀ ≈ 1 + 3ρB/4ργ gegeben. F¨ ur die Oszillatorfrequenz ﬁnden
wir die Dispersionsrelation ω = kcs mit der Schallgeschwindigkeit cs = 1/
√
3meﬀ.
Die lokalen Gravitationspotentiale induzieren eine eﬀektive Schwerebeschleunigung
g = −k2Ψ/3 − ¨ Φ, wobei Ψ das klassische Gravitationspotential und Φ ≈ −Ψ die
durch die Fluktuationen induzierten Abweichung in der lokalen Kr¨ ummung bezeich-
ne. Letztere h¨ angen von den Dichteﬂuktuationen ¨ uber die Poisson–Gleichung ab.
F¨ ur den Fall eines statischen eﬀektiven Gravitationspotentials ist g ≈ −k2Ψ/3. Die
Schwerebeschleunigung zwingt Materie, in die lokalen Potentialmulden zu fallen. Wir
nehmen weiter an, daß die Energiedichte der Photon–Baryon–Fl¨ ussigkeit praktisch
vollst¨ andig von den Photonen getragen wird, also meﬀ ≈ 1 gilt. Diese Annahme
wird durch die BBN gerechtfertigt. Der Einfang von Photonen und Baryonen in
den Potentialmulden komprimiert die Fl¨ ussigkeit, bis der durch die Photonen gene-
rierte Druck die Dynamik umkehrt. Wir nehmen adiabatische Anfangsbedingungen
an, d. h. θ(0) = −2Ψ/3 und ˙ θ(0) = 0. Da eine konstante Gravitationskraft den
Nullpunkt der Schwingung nach θ = −Ψ translatiert, ﬁnden wir mit den Anfangs-
bedingungen θ = Ψ/3(cosks − 3), wobei der akustische Horizont durch ds/dη = cs
deﬁniert ist. Zum Zeitpunkt η? entkoppeln die Photonen kinetisch von den Baryonen
und str¨ omen frei auf Geod¨ aten aus den Potentialmulden, was die Photonen um Ψ
rotverschiebt. Daher wird θ+Ψ die eﬀektive Temperatur–Fluktuation genannt. Hier
heben sich die Rotverschiebung und die durch das konstante Gravitationspotential
hervorgerufene Translation des Nullpunkts der Schwingung gegenseitig auf.
Die Phase der Oszillation wird bei η? eingefroren. Die zugeh¨ orige kritische Wellen-
zahl kA = π/s? korrespondiert zum akustischen Horizont zu dieser Zeit. Moden mit
gr¨ oßeren Wellenl¨ angen k¨ onnen sich aus den adiabatischen Anfangsbedingungen nicht
entwickeln, da sie nicht in den akustischen Horizont passen. Die kritische Mode gene-
riert Ψ/3 Fluktuationen nach der gravitativen Rotverschiebung. Diese Kombination
von intrinsischen Temperatur–Fluktuationen und der gravitativen Rotverschiebung
der zugeh¨ origen Photonen ist der bekannte Sachs–Wolfe–Eﬀekt (Sachs und Wolfe,
1967). Fluktuationen mit kleinen Wellenl¨ angen werden mit unterschiedlichen Pha-
sen der cosks?-Oszillation eingefroren. Die Temperatur–Fluktuationen besitzen als
Funktion der mitbewegten Wellenzahl k eine harmonische Folge von Extrema: zu
dem m-ten Extrema geh¨ ort die Wellenzahl km = mkA = mπ/s?. Ungerade m re-
pr¨ asentieren damit die Verdichtungsphase, gerade m dagegen die Verd¨ unnungsphase
innerhalb des Potentials. Der Abstand von Verdichtungs- und Verd¨ unnungsphasen
ist gerade die kritische Wellenzahl, km − km−1 = kA. Der akustische Horizont zum
Zeitpunkt η? kann daher aus den CMB–Messungen bestimmt werden.11
Baryonen tragen zwar nicht zum Druck in der Photon–Baryon–Fl¨ ussigkeit bei, daf¨ ur
aber zur eﬀektiven Masse der Fl¨ ussigkeit meﬀ ≈ 1 + 3ρB/4ργ. Dadurch ¨ andert sich
das Verh¨ altnis von Druck und Gravitation. In der Gegenwart von Baryonen f¨ uhrt
der gravitative Einfang zu gr¨ oßeren Verdichtungen in der Fl¨ ussigkeit in den Poten-
tialmulden und damit zu einer weiteren Translation des Nullpunktes der Oszillati-
on (Hu und Sugiyama, 1995a). Diese relative Verschiebung verst¨ arkt die durch die
Verdichtung hervorgerufenen Fluktuationen relativ zu den durch die Verd¨ unnung
induzierten Fluktuationen. Ist beispielsweise R eine Konstante, so ist die eﬀektive
Temperatur–Fluktuation θ+Ψ = 1/3Ψ(1+3R)cosks−RΨ. Die Maxima in den Fluk-
tuationen und damit die Signaturen f¨ ur die Verdichtungsphasen sind also um einen
Faktor (1 + 6R) relativ zum Sachs–Wolfe–Plateau verst¨ arkt, die Diﬀerenz zwischen
Maxima und Minima betr¨ agt 2RΨ. 1 Da die Maxima ¨ uber R von ΩBh2 abh¨ angen,
kann aus den gemessenen Temperatur–Fluktuationen die Baryonen–Dichte im Uni-
versum bestimmt werden.
Letztlich beeinﬂußt auch die Zeitabh¨ angigkeit der eﬀektiven Masse die Oszillation. In
der klassichen Mechanik ist das Verh¨ altnis der Schwingungsenergie meﬀω2A2/2 zur
Kreisfrequenz ω der Schwinung eine adiabtische Invariante. F¨ ur ¨ Anderungen meﬀ ∝
ω−2 variiert die Amplitude der Schwingung daher wie A ∝ m
−1/4
eﬀ ∝ (1 + R)−1/4.
Die Schwingung ist also schwach ged¨ ampft.
Realistischere Modelle ber¨ ucksichtigen nat¨ urlich ein zeitabh¨ angiges Potential, das
die akustischen Schwingungen antreibt und die Extrema verst¨ arkt, wenn die Fre-
quenz der Anregung mit einer Eigenfrequenz des Oszillators ¨ ubereinstimmt. Dies
ist der Fall, wenn die akustischen St¨ orungen selber die antreibende Kraft durch ih-
re gravitative Selbstwechselwirkung induzieren (Hu und Sugiyama, 1995b; Hu und
White, 1996).
Die Energiedichte des Universums wird f¨ ur Rotverschiebungen z > zeq = 2.4 ×
104ΩMh2 von Strahlung dominiert. Fluktuationen in der Strahlungsdichte induzieren
einen Anregungsmechanismus, der von dem mit adiabatischen St¨ orungen assoziier-
ten Mechanismus wohl unterschieden ist. In beiden F¨ allen verst¨ arken die Anregun-
gen die Fluktuationen und hinterlassen außerdem eine Signatur des ¨ Uberganges vom
strahlungs- zum materiedominierten Unniversum. Die zugeh¨ orige Skala wird durch
die Wellenzahl gesetzt, die bei zeq noch in den Horizont paßt: keq = 7.3×10−2ΩMh2
Mpc−1. Adiabatische Fluktuationen mit gr¨ oßeren Wellenzahlen werden um einen
Faktor ∼ 5 relative zum Sachs–Wolfe–Plateau in der Temperatur verst¨ arkt. Das
Verh¨ altnis vom Maximum der eﬀektiven Temperatur–Fluktuation zum Plateauwert
legt somit keq und damit auch ΩMh2 fest.
In Wirklichkeit ist die Kopplung der Photonen an die Baryonen nicht-ideal, da die
Photonen einen durch Compton–Streuung gegebene freie Wegl¨ ange λC haben. Da
1In Wirklichkeit wird dieser Eﬀekt allerdings reduziert, weil R f¨ ur immer fr¨ uhere Zeiten immer
kleiner wird.12 Kapitel 1. Einleitung
die Photonen einen random walk durch die Baryonen machen, werden kalte und hei-
ße Regionen vermischt. Die resultierende D¨ ampfung unterdr¨ uckt die Fluktuationen
exponentiell, wenn die Diﬀusionsl¨ ange λD ∼
√
ηλC gr¨ oßer wird als die Wellenl¨ ange
(Silk, 1968).
Zum Zeitpunkt der letzten Wechselwirkung zwischen Photonen und Elektronen f¨ allt
das Ionisierungsverh¨ altnis xe wegen den Rekombinierungsprozessen und in der Folge
w¨ achst die mittlere freie Wegl¨ ange der Photonen λC ∝ (xenB)−1. Die Diﬀusionsskala
kD kann daher zur Bestimmung von xe und ΩBh2 genutzt werden.
Es bleibt noch die Evolution der Fluktuationen von z ≈ 103 bis heute zu analy-
sieren. Hier spielen zwei Gr¨ oßen eine Rolle: Die Kr¨ ummung des Universums und
der Abstand zur kinetischen Ausfrierﬂ¨ ache der Photonen. Die Kr¨ ummung ist durch
K = −H 2
0 ΩK deﬁniert, wobei der relative Beitrag der Kr¨ ummung zur Expansions-
rate durch ΩK = 1 − Ω0 − ΩΛ gegeben ist.
Wir betrachten zun¨ achst den Fall einer positiven Kr¨ ummung (K > 0, geschlossenes
Universum). Photonen str¨ omen frei auf Geod¨ aten analog dem Verlauf von L¨ angen-
kreisen zu den Polen einer Kugel. Die positive Kr¨ ummung bewirkt nun, daß die
gleiche physikalische L¨ angenskala bei festem Abstand zum Beobachter unter einem
gr¨ oßeren Winkel als in der euklidischen Geometrie erscheint. Der umgekehrte Ef-
fekt tritt f¨ ur kosmologische Modelle mit negativer Kr¨ ummung auf (K < 0, oﬀenes
Universum) (Doroshkevich und Zel’dovich, 1978; Sugiyama und Gouda, 1992).
Mit wachsendem Abstand zur kinetischen Ausfrierﬂ¨ ache der Photonen wird der Win-
kelbereich kleiner, unter dem ein Objekt erscheint. Der Abstand η0−η? zur Ausfrier-
ﬂ¨ ache h¨ angt im wesentlichen von der Expansionsrate des Universums und damit von
H0,Ω0,ΩK und ΩΛ ab. Wir erhalten f¨ ur den Abstand d = |K|−1/2 sin[|K|1/2(η0 − η?)]
f¨ ur K > 0 und mit sin → sinh den Abstand f¨ ur K < 0. Der Winkel θ ∼ l−1
unter dem ein Charakteristikum im CMB erscheint, ist durch lchar = kchard gege-
ben. Diese Skalen und insbesondere der durch kA gegebene Abstand von ¨ Uber- und
Unterdichten erm¨ oglichen die Bestimmung der Kr¨ ummung (Hu und White, 1996;
Kamionkowski et al., 1994).
Es gibt neben dem oben diskutierten Projektionseﬀekt noch andere physikalische
Eﬀekte, die im Zeitraum zwischen Rekombination und heute die Fluktuationen
beeinﬂussen. Wir konzentrieren uns hier auf gravitative Eﬀekte. Entwickeln sich
Fluktuationen in der Metrik, w¨ ahrend Photonen durch die entsprechende Region
str¨ omen, so werden diese rotverschoben (Sachs und Wolfe, 1967). Skalare Fluktua-
tionen f¨ uhren in der Zeit–Zeit–Komponente der Metrik zu Fluktuationen in Gra-
vitationspotential Ψ und in der Raum–Raum–Komponente zu St¨ orungen Φ in der
Kr¨ ummung. Wie bereits weiter oben beschrieben, f¨ uhren Gradienten im Potential
Ψ zum gravitativen Einfang und zur gravitativen Rotverschiebung. ¨ Andert sich die
Tiefe einer Potentialmulde w¨ ahrend ein Photon sich in der Mulde beﬁndet, so hebt
sich die Blauverschiebung vom Fall des Photons in die Mulde nicht l¨ anger gegen13
die Rotverschiebung von der Flucht aus der Mulde auf. Dies f¨ uhrt zu einer soge-
nannten sekund¨ aren Anisotropie in der Temperatur. F¨ ur den durch St¨ orungen der
Kr¨ ummung verursachten Eﬀekt auf die Photonen erinnern wir daran, daß Photonen
durch die Expansion des Universums rotverschoben werden. Ganz ¨ ahnlich wird die
Raum–Zeit von ¨ Uberdichten gedehnt, die lokal Gravitationsmulden erzeugen. Damit
wird auch die Wellenl¨ ange der durch diese Mulden str¨ omenden Photonen gedehnt.
Auch der umgekehrte Eﬀekt ist m¨ oglich. Zerf¨ allt beispielsweise ein Potential, so wird
die Wellenl¨ ange eines Photons in der Mulde blauverschoben und der CMB hin zu
h¨ oheren Temperaturen.
Von besonderem Interesse ist der sogenannte sp¨ ate integrierte Sachs–Wolfe–Eﬀekt
(ISW). In einem oﬀenen kosmologischen Modell oder einem kosmologischen Modell
mit von Null verschiedener kosmologischer Konstante Λ beschleunigt sich die Ex-
pansion des Universums, wenn Materie nicht mehr die Energiedichte im Universum
dominiert (Kofman und Starobinskii, 1985). Der Beitrag von Materie zur Ener-
giedichte gleicht dem von Kr¨ ummung, wenn 1 + zK = ΩK/Ω0 und dem von der
kosmologischen Konstante, wenn 1 + zΛ = (ΩΛ/Ω0)1/3. Da das Potential innerhalb
einer Expansionsphase zerf¨ allt, kommt es darauf an welche Gleichheit zuerst erreicht
wird. Wir deﬁnieren daher zKΛ = max[zK,zΛ]. F¨ ur adiabatische Modelle zerf¨ allt das
Potential f¨ ur Moden, die den akustischen Horizont zwischen dem kinetischen Aus-
frieren bei z? und zKΛ kreuzen. Das hieraus resultierende Maximum der Mode liegt
etwa einen Faktor F¨ unf ¨ uber den Sachs–Wolfe–Plateau. Allerdings ist der Eﬀekt
f¨ ur den Zerfall von ¨ Uber- und Unterdichten entgegengesetzt und kann sich sogar
wegheben, wenn Photonen ein Vielfaches ihrer Wellenl¨ ange w¨ ahrend des Zerfalls
zur¨ ucklegen k¨ onnen. Der Eﬀekt ist also innerhalb des Horizontes unterdr¨ uckt, wenn
zum Zeitpukt des Zerfalls k > kKΛ gilt. F¨ ur ein festgehaltenes Ω0 ﬁndet die Zer-
fallsepoche in ﬂachen kosmologischen Modellen (ΩK = 0) viel sp¨ ater als in oﬀenen
Modellen (ΩΛ = 0) statt. Folglich hinterl¨ aßt der Eﬀekt f¨ ur Modelle mit kosmologi-
scher Konstanten eine Signatur auf viel gr¨ oßeren Skalen als in oﬀenen Modellen (Hu
und Sugiyama, 1995b). Wir erwarten also eine Charakteristik im CMB bei lKΛ, die
in einem ﬂachen Universum zur Bestimmung von ΩΛ oder zur Bestimmung von ΩK
in einem oﬀenen Universum benutzt werden kann (Sugiyama und Silk, 1994).
Experimente zu Anisotropien im CMB pr¨ asentieren ihre Daten meistens derart, daß
sie die St¨ arke der Multipole angeben, die bei der Entwicklung von hθ(η,x,γ)θ(η,x,γ0)i
nach Legendre–Polynomen auftreten. Diese St¨ arke wird gew¨ ohnlich mit Cl bezeich-
net und repr¨ asentiert die St¨ arke der Temperatur–Fluktuationen auf Winkelskalen
l ∼ θ−1. Akurate numerische Rechnungen f¨ ur die St¨ arke der Multipole in den Fluk-
tuationen als Funktion von l existieren seit 1981 (Wilson und Silk, 1981; Bond und
Efstathiou, 1984; Vittorio und Silk, 1984). Wir diskutieren hier nur die groben Sach-
verhalte, um die zugrunde liegende Physik herauszustreichen, siehe Abbildung 1.1.
Die St¨ arke der Multipole in hθ(η,x,γ)θ(η,x,γ0)i weist Charakteristiken auf, die mit
den oben diskutierten physikalischen Skalen kchar zusammenh¨ angen. Jede bekannt14 Kapitel 1. Einleitung
physikalische Skala fungiert dabei als Maßstab, der mittels lchar = kchard mit dem
Beobachtungswinkel in Verbindung gebracht werden kann. d ist der zum Winkel-
durchmesser geh¨ orende Abstand und h¨ angt von K und η0 − ηchar ab.
Die vier Skalen lΛK, leq, lA und lD bilden eine Art fundamentaler Basis f¨ ur das
Spektrum der Temperatur–Fluktuationen. Die ersten beiden Skalen bezeugen die
unterschiedliche Entwicklung des Potentials in den jeweils von Strahlung, Materie
und Kr¨ ummung oder Λ dominierten Epochen. Sie deﬁnieren eine Einh¨ ullende der
durch den Zerfall von lokalen Potentialen erzeugten Anisotropien. Die exakte Form
dieser Einh¨ ullenden variiert mit dem verwendeten Modell, weist aber generell die
zwei fundamentalen Skalen auf.
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Abbildung 1.1: Anisotropie–Spektrum. St¨ arke Cl der Multipole in den Anisotropien pro loga-
rithmisches Intervall l ∼ θ−1. Die Zerlegung der Ansisotropien in unterschiedliche physikalische
Eﬀekte erlaubt die Bestimmung von vier fundamentalen Skalen: lΛK und leq schließen das Sachs–
Wolfe–Plateau (SW) im Potential ein, lA liefert den Abstand zwischen akustischen ¨ Uber- und
Unterdichten , und lD ist die charakteristische Skala, auf der sich die exponentielle D¨ ampfung
durch Photon–Diﬀusion bemerkbar macht. Die Abbildung dient nur zur Illustration. Die vier cha-
rakteristischen Skalen k¨ onnen zur Bestimmung der vier fundamentalen kosmologischen Parametern
ΩK ≡ 1 − ΩΛ − Ω0, ΩΛ, Ω0h2 und ΩBh2 kombiniert werden. Der Einfang von Baryonen verst¨ arkt
alle von ¨ Uberdichten erzeugten Maxima der akustischen Oszillationen und kann zur Bestimmung
des Spektrums auf der kinetischen Ausfrierﬂ¨ ache und zur Bestimmung von ΩBh2 herangezogen
werden.
Im adiabatischen Fall setzt sich die Einh¨ ullende aus drei wohlunterschiedenen Bei-
tr¨ agen zusammen: einem durch den sp¨ aten ISW generierten Abfall, dem Sachs–15
Wolfe–Plateau und den durch den fr¨ uhen ISW generierten Anstieg. Akustische An-
regungen erzeugen Oszillationen mit dem durch lA deﬁnierten Abstand. Photon–
Diﬀusion induziert auf der charakteristischen Skala lD eine exponentielle D¨ ampfung
der Fluktuationen, die praktisch unabh¨ angig von den Anfangsbedingungen ist.
F¨ ur das Standard–Modell der Kosmologie und einem Universum mit einem Tei-
cheninhalt bestehend aus Baryonen, Photonen, kalte Dunkle Materie (CDM) und
Neutrinos, k¨ onnen die vier fundamentalen Skalen so kombinert werden, daß die vier
fundamentalen kosmologischen Parameter ΩK, ΩΛ, Ω0h2 und ΩBh2 bestimmt werden
k¨ onnen (Hu und Sugiyama, 1995b; Bond et al., 1994; Seljak, 1994; Jungman et al.,
1995). Da Ω0 = 1 − ΩK − ΩΛ kein unabh¨ angiger Parameter ist, kann außerdem die
Konstante h aus den Messungen bestimmt werden.
Der Abstand lA zwischen den akustischen Extrema h¨ angt nur schwach von den
anderen Parametern ab und liefert zugleich die charakteristischste Eigenschaft des
Spektrums. Die Messung von lA ist daher zur Bestimmung von ΩK pr¨ adestiniert.
Die dramatische ¨ Anderung in der Potential–Einh¨ ullenden auf der Skala leq bietet
eine sensitive M¨ oglichkeit zur akuraten Bestimung von Ω0h2. Insbesonder ist das
Verh¨ altnis leq/lA nahezu unabh¨ angig von ΩK und ΩΛ und nur schwach von ΩBh2
abh¨ angig und erlaubt so, Ω0h2 zu isolieren. Die H¨ ohen von aufeinanderfolgenden-
Maxima liefern ein Maß f¨ ur den Baryoneninhalt multipliziert mit dem Potential auf
der kinetischen Ausfrierﬂ¨ ache. Um Ψ? zu extrahieren, kann das Verh¨ altnis von lA/lD
herangezogen werden, das unabh¨ angig von ΩK und ΩΛ ist und nur schwach von Ω0h2
abh¨ angt und daher die Messung von ΩBh2 erlaubt.
Zur Zeit haben 19 Experimente ihre Messung der Temperatur–Fluktuationen im
CMB beendet. Davon waren sechs Ballon–Experimente, zw¨ olf bodengest¨ utzte Ex-
perimente und ein Satelliten–Experiment (COBE). Im Moment nehmen zehn Ex-
perimente Daten auf bzw. analysieren ihre Rohdaten. Darunter sind vier Ballon–
Experimente (unter ihnen BOOMERanG, MAXIMA und ARCHEOPS), f¨ unf bo-
dengest¨ utzte Experimente (z. B. DASI) und ein Satelliten–Experiment (MAP).
Geplant sind weitere Experimente, unter denen das dritte Satelliten–Experiment
(PLANCK) eine Schl¨ usselrolle einnimmt.
Die Bestimmung von ΩM aus dem Verh¨ altnis hM/Li oder aus dem Verh¨ altnis M/MB
in Clustern wird durch die Vermessung der CMB–Anisotropien hervorragend erg¨ anzt.
Ein weiterer Typus von Experimenten bestimmt ΩM aus dem Spektrum von ¨ Uber-
dichten, die sich aus der gemessenen Galaxienverteilung ergeben. Das Spektrum
h¨ angt wesentlich von den beiden kosmologischen Parametern ΩM und ΩB/ΩM ab.
Die im Moment erfolgreichste Bestimmung von ΩM auf diese Art benutzt die 2dF-
GRS (2-degree Field Galaxy Redshift Survey) Erhebung (Percival et al., 2000), in
der die Rotverschiebungen von 160000 Galaxien gemessen wurde. Resultate(Szalay
et al., 2001; Dodelson et al., 2002) vom SDSS (Sloan Digital Sky Survey) sind kon-
sistent mit denen aus dem 2dFGRS gewonnen Parametern.16 Kapitel 1. Einleitung
Abbildung 1.2: Anisotropie–Spektrum. Von COBE, BOOMERANG, DASI, MAXIMA, VSA,
CBI und ARCHEOPS gemessene St¨ arke Cl der Multipole in den Anisotropien. Die Kurve geh¨ ort
zu einem ΛCDM–Modell mit Ω0 = 1.0, ΩΛ = 0.7, ΩBh2 = 0.02 und h = 0.665 (Benoit et al.,
2002).
Die Bestimmung von kosmologischen Dichteparametern aus den oben diskutierten
Experimenten ist in der folgenden Tabelle zusammengefaßt (Turner, 2001):
Cluster
ΩB/ΩM = (0.07 ± 0.007)h−3/2 (R¨ ontgenspektren)
ΩB/ΩM = (0.08 ± 0.01)h−1 (Sunyaev-Zel’dovich)
BBN ΩBh2 = 0.020 ± 0.001
CMB-
Anisotropien
ΩMh = 0.16 ± 0.04
ΩBh2 = 0.022
+0.004
−0.003
¨ Uberdichten-
Spektrum
ΩMh = 0.20 ± 0.03
ΩB/ΩM = 0.15 ± 0.07
Hubble-
Konstante
h = 0.72 ± 0.07
Das Baryon–zu–Materie–Verh¨ altnis in Clustern kann aus den R¨ ontgenspektren der
Cluster und außerdem aus dem Sunyaev–Zel’dovich–Eﬀekt (SZ) im CMB kombiniert17
mit R¨ ontgenspektren bestimmt werden. Turner (2001) benutzt f¨ ur die erst genannte
Variante die in (Mohr et al., 1998) aufgef¨ uhrten 45 Cluster zur Bestimmung des
Baryon–Anteils in Clustern, und f¨ ur die SZ–Variante kombiniert mit R¨ ontgenspek-
tren die in (Grego et al., 2001) aufgef¨ uhrten Cluster. Eine systematische Fehlerquelle
liegt hier in der m¨ oglichen ¨ Ubersch¨ atzung der Gasmengen in den Clustern. Auch ist
die Gasdynamik in Clustern nicht hinreichend gut verstanden.
Die pr¨ aziseste Bestimmung der Baryondichte im Universum stammt von Expe-
rimenten zur Messung des primordialen Deuterium–zu–Wasserstoﬀ– Verh¨ altnisses
(O’Meara et al., 2001), kombiniert mit Rechnungen zur Abundanz von leichten Ele-
menten (Burles et al., 2001). Der in der Tabelle angegebene Wert von ΩBh2 stammt
von (Burles et al., 2001). F¨ ur st¨ arkere Aussagen w¨ are es wichtig, verl¨ aßlichere Wer-
te ¨ uber das primordiale Vorkommen von 4He und 7Li zu kennen und diese mit der
durch das primordiale Vorkommen von Deuterium bestimmten Baryonen–Dichte
zu vergleichen. Die Pr¨ azision und Verl¨ aßlichkeit der im Standard–BBN–Szenario
vorhergesagten Baryon–Dichte wird in Zukunft durch die Beobachtung von neuen
Deuterium–Systemen verbessert werden.
Wir haben bereits ausf¨ uhrlich diskutiert, wie die akustischen Maxima in den CMB–
Anisotropien die relevanten kosmologischen Dichteparameter festlegen: die H¨ ohe des
ersten Maximums gibt ¨ uber die gesamte Materiedichte Auskunft und das Verh¨ altnis
von geraden und ungeraden Maxima ﬁxiert die Baryondichte (Hu et al., 1997). Die in
der Tabelle gezeigten Dichten folgen aus den von DASI innerhalb des ersten Jahres
gewonnen Daten (Pryke et al., 2002). Die vom Ballon–Experiment Boomerang 1998
gemessenen Daten liefern ¨ ahnliche Werte f¨ ur die Dichteparameter (Netterﬁeld et al.,
2002). Die Satelliten–Experimenten MAP und Planck werden in Punkto Pr¨ azision
alle Vorg¨ anger–Experimente zu CMB–Anisotropien bei weitem ¨ ubertreﬀen.
Die Hubble–Konstante h ist wichtig f¨ ur die Transformation von physikalischen Dich-
ten auf Verh¨ altnisse dieser Dichten zur kritischen Dichte. Der in der Tabelle angege-
bene Wert stammt von dem Hubble Space Telescope Key Project (Freedman et al.,
2001), das H0 auf extragalaktischen Abstandsskalen mit einem Fehler von ±10%
bestimmen will. Der statistische Fehler wird mit nur σh = ±0.02 angegeben, der
systematische Fehler stammt haupts¨ achlich von Unsicherheiten in der Abstandsbe-
stimmung zur Großen Magellanschen Wolke.
Die Konsistenz zwischen den Daten unterschiedlicher Experimente zur Bestimmung
der physikalischen Baryon–Dichten ist beeindruckend. Dieser Dichteparameter wird
aus der BBN, den CMB–Anisotropien und dem Spektrum der Dichteﬂuktuationen
(LSS) bestimmt:
ΩBh2
BBN 0.020 ± 0.001
CMB 0.022
+0.004
−0.003
LSS 0.022 ± 0.01118 Kapitel 1. Einleitung
Aus den Daten folgt eine Baryon–Dichte von ρB ≈ 4×10−21 g cm−3. Die Konsistenz
der Daten ist deshalb so beeindruckend, weil die den unterschiedlichen Experimenten
zu Grunde liegende Physik so unterschiedlich ist: Kernreaktionen als das Universum
einige Sekunden alt war, gravitativ getriebene akustische Oszillationen als das Uni-
versum etwa 105 Jahre alt war, und die Inhomogenit¨ aten in der heute beobachteten
Materieverteilung.
Die Konsistenz der Daten zur Bestimmung des Materie–zu–Baryon–Verh¨ altnisses
ist ebenfalls ¨ uberzeugend:
ΩM/ΩB
Cluster (R¨ ontgenspektren) 8.7 ± 1.6
Cluster (SZ) 9.0 ± 1.4
CMB 7.2 ± 2.1
LSS 6.7 ± 3.1
Die Messungen zur Bestimmung des Verh¨ altnisses ΩM/ΩB sind also auch konsistent
und wiederum nutzen die Experimente ganz unterschiedliche physikalische Eﬀekte:
Dynamik von Clustern, gravitativ getriebene akustische Oszillationen, und Inhomo-
genit¨ aten in der Materieverteilung.
Aus den hier gegebenen Werten konstruiert Turner (2001) die Wahrscheinlichkeits-
verteilungen f¨ ur ΩM, ΩB und h. Mit 1 − σ-Konﬁdenz folgt daraus
ΩB = 0.039 ± 0.0075
ΩM = 0.33 ± 0.035
h = 0.69 ± 0.06
Der Wert f¨ ur den Baryon–Anteil r¨ uhrt haupts¨ achlich von BBN und H0. Aus diesen
Informationen alleine folgt ΩB = 0.0385 ± 0.0077. Genauso folgt der Wert f¨ ur die
Hubble–Konstante aus seiner direkten Messung.
Mit den neuen Satelliten–Experimenten Planck und MAP werden sich die Pr¨ azi-
sion und Robustheit dieser Werte signiﬁkant verbessern. Durch diese Experimente
wird die Unsicherheit in ΩBh2 und ΩMh2 auf den Prozentbereich reduziert (Eisen-
stein et al., 1999). Die Analysen der Daten von Experimenten zur Cluster–Dynamik
und den heute beobachteten Inhomogenit¨ aten in der Materieverteilung werden sich
mindestens um einen Faktor zwei verbessern.
Der Wert der Materiedichte alleine hat wichtige und interessante Konsequenzen
(Turner, 2001). Erstens, kombiniert mit der Bestimmung von Ω0 = 1±0.05 (Hannay
et al., 2000; Netterﬁeld et al., 2002; Pryke et al., 2002) aus den CMB–Anisotropien
folgt die Existenz einer weiteren zu Ω0 beitragenden Komponente, die Dunkle Ener-
gie genannt wird und homogen mit ΩX = 0.67±0.06 im Universum verteilt ist. Dies19
unterst¨ utzt die direkte Evidenz f¨ ur Dunkle Energie aus den Supernovae–Beobachtungen
(Perlmutter et al., 1999; Riess et al., 1999). Zweitens, der Wert f¨ ur ΩM ist um einen
Faktor zwei gr¨ oßer, als der aus den Masse–zu–Licht–Verh¨ altnissen in Clustern be-
stimmte, ΩM = 0.19 ± 0.04 (Carlberg et al., 1997) und ΩM = 0.16 ± 0.05 (Bahcall
et al., 2000). Das bedeutet, daß Baryonen in Cluster doppelt soviel Licht produzieren
wie Baryonen im Feld. Daraus folgt, daß der Anteil von Baryonen in Sternen doppelt
so groß ist. Der SDSS wird das Masse–zu–Licht–Verh¨ altnis f¨ ur 106 Feld–Galaxien
durch schwache Gravitationslinsen–Eﬀekte bestimmen und damit diese Hypothese
durch eine verl¨ aßliche Absch¨ atzung von hM/Li ¨ uberpr¨ ufen.
Die letzten f¨ unf Jahre haben große Fortschritte in unserer Kenntnis der grunds¨ atz-
lichen Eigenschaften unseres Universum gebracht. Wir wiederholen nochmal die f¨ ur
die weitere Diskussion wichtigsten Argumente. Das Universum ist ﬂach und hat ei-
ne kritische Energiedichte von ρkrit = 3(H0MPl)2/8π ≈ 10−29 g cm−3. Es expandiert
beschleunigt und bremst nicht ab. Die gesamte Energiedichte setzt sich prozentual
folgendermaßen zusammen:
¬ Leuchtende Sterne: 0.5%
­ Baryonen (gesamt): (4 ± 1)%
® Nichtbaryonische Materie: (29 ± 4)%
¯ Neutrinos: mindestens 0.1% und h¨ ochstens 5%.
° Dunkle Energie: (66 ± 6)%
± CMB: 0.005%
Es folgt, daß fast 90% der Materie nicht in Baryonen und damit in einer bisher
unbekannten Form vorliegt. Diese Schlußfolgerung wird durch ein weiteres, allerding
indirektes Argument unterst¨ utzt: ohne nicht–baryonische Dunkle Materie ist
kein Modell f¨ ur Strukturbildung bekannt, das ausgehend von den durch
die gemessenen CMB-Anisotropien induzierten Inhomogenit¨ aten in der
Materieverteilung die heute beobachtbaren gravitativen Strukturen im
Universum erkl¨ aren kann.
Unter Dunkler Materie verstehen wir Materie, deren Existenz im Universum nur
indirekt durch ihre gravitative Wechselwirkung mit sichtbarer Materie nachgewiesen
wurde. Es werden zwei Kategorien von Dunkler Materie unterschieden:
+ Dunkle Materie, die aus nicht sichtbaren Baryonen (einschließlich der Schwar-
zen L¨ ocher, die den Endzustand eines kollabierenden Sternes darstellen) be-
steht, heißt baryonische Dunkle Materie.20 Kapitel 1. Einleitung
+ Dunkle Materie, die aus massiven Neutrinos oder bisher nicht beobachteten
Teilchen oder Felder (einschließlich primordialer Schwarzer L¨ ocher) besteht,
heißt nicht–baryonische Dunkle Materie.
Die Klassiﬁkation von nicht–baryonischer Dunkler Materie wird weiter verfeinert
* Nicht–baryonische Dunkle Materie, die zum Zeitpunkt, als der Horizont des
Universums ausreichend Materie zur Bildung einer Galaxie umfaßte, relativi-
stisch war, heißt heiße Dunkle Materie (HDM, f¨ ur hot dark matter).
* Nicht–baryonische Dunkle Materie, die zum Zeitpunkt, als der Horizont des
Universums ausreichend Materie zur Bildung einer Galaxie umfaßte, nicht–
relativistisch war, heißt kalte Dunkle Materie (CDM, f¨ ur cold dark matter).
Seit 20 Jahren gibt es eine starke Hypothese: der Großteil dieser Dunklen Materie
liegt in Form von stabilen oder langlebigen Teilchen vor. Die vielversprechensten
Teilchen–Kandidaten sind eine oder mehrere leichte Neutrinos, Axionen und das
leichteste Neutralino.
SuperKamiokande (SuperK) (Fukuda et al., 1999; Fukugita, 2000) und das Sudbury
Neutrino Observatory (SNO) (Ahmad et al., 2002a,b) haben in ihren Experimenten
eine starke Evidenz f¨ ur Neutrino– Oszillationen gefunden. Zwei Massendiﬀerenzen
konnten identiﬁziert werden: ∆m 2
12 ≈ 10−4 eV2 (SNO) und ∆m 2
23 ≈ 3 × 10−3 eV2
(SuperK). Experimente zu Neutrino-Oszillationen erlauben nur die Messung von
Massendiﬀerenzen, die absolute Massenskala kann nicht detektiert werden. Wird
die Massen–Hierarchie m3  m2  m1 angenommen, so ist m3 ≈ 0.05 eV und
m2 ≈ 0.01 eV und damit Ων ≈ 0.1%. Dies ist eine untere Schranke f¨ ur den Beitrag
der Neutrinos zur Gesamtenergie im Universum. Kosmologie hat schon lange ihr
Urteil ¨ uber Neutrinos und damit HDM gef¨ allt. HDM kann die heute im Universum
beobachtbaren gravitativen Strukturen nicht erkl¨ aren. Selbst ein Anteil von Ων ≈
0.05 f¨ uhrt zu inakzeptablen Deﬁziten in der Strukturbildung auf kleinen Skalen
(Croft et al., 1999; Elgarov et al., 2002).
Kosmologie hat auch ihr Urteil ¨ uber CDM gef¨ allt. Das CDM-Szenario ist praktisch
konkurenzlos und das vielversprechendste Modell zur Strukturbildung auf großen
Skalen. Die zwei f¨ uhrenden Teilchen–Kandidaten sind das Axion und das leich-
teste Neutralino. Das Axion ist ein sehr leichtes Teilchen mit einer Masse von
m ∼ (10−6−10−5) eV und wurde urspr¨ unglich zur L¨ osung des starken CP-Problems
eingef¨ uhrt. Es ist kalt, weil es als Bose–Einstein–Kondensat erzeugt wird und nur
extrem schwach mit anderer Materie wechselwirkt. Das leichteste Neutralino ist in
minimal supersymmetrischen Erweiterungen des Standard–Modelles (MSSM) oft
das leichteste supersymmetrische Teilchen. Es liegt im SU(2)EW × U(1)Y–Sektor
des MSSM und ist eine Linearkombination der fermionischen Partner der neutra-
len Eichbosonen des Standard–Modelles. Die Neutralino–Masse liegt im Bereich
m ∼ (50 − 500) GeV.21
Einf¨ uhrung in die vorliegende Arbeit
Die Wechselwirkung von Axionen und Neutralinos mit gew¨ ohnlicher Materie ist so
schwach, daß beide Teilchen-Kandidaten in Hinblick auf Strukturbildung im Uni-
versum als rein gravitativ wechselwirkende Teilchen angenommen werden k¨ onnen.
Dies motiviert eine starke Hypothese: Kosmologische Beobachtungen alleine
k¨ onnen nicht zwischen Axion–CDM und Neutralino–CDM unterscheiden,
siehe z. B. (Turner, 2002). Diese Hypothese wird durch Arbeiten von Gurevich et al.
(1997) unterst¨ utzt, wonach die ersten rein gravitativ gebundenen Neutralino–Wolken
Massen haben m¨ ussen, die vergleichbar mit der mittleren Masse eines Axion–Cluster
(Kolb und Tkachev, 1996) sind.
Ziel der vorliegenden Arbeit ist es zu zeigen, daß diese Hypothese falsch ist und
verworfen werden muß. Wir werden analytisch beweisen, daß die minimale Masse
der ersten rein gravitativ gebundenen CDM–Wolken um sechs Gr¨ oßenordnungen
gr¨ oßer ist, als die von Kolb und Tkachev (1996) berechnete mittlere Masse eines
Axion–Clusters.
Bevor wir die physikalischen Prozesse einf¨ uhren, die die Existenz einer Massen-
schwelle erzwingen, wollen wir die Relevanz der vorliegenden Fragestellung diskutie-
ren.
Simulationen zur Strukturbildung auf großen Skalen sind L¨ osungen des Vielteilchen-
Problems mit rein gravitativer Zweiteilchen–Wechselwirkung in der klassischen For-
mulierung nach Newton. Es ist legitim festzustellen, daß solche Rechnungen hin-
sichtlich des vorhergesagten Masseanteils in der Halo konvergieren, jedoch in Hin-
blick auf die lokalen ¨ Uberdichten keine Konvergenz erreicht wird (Moore et al.,
1999; Pearce et al., 2000). Die kleinsten noch numerisch aufgel¨ osten Substrukturen
in einer simulierten CDM–Halo haben Massen von mres ∼ (108 − 1010)M. Wird
die numerische Auﬂ¨ osung weiter erh¨ oht, so zeigen sich immer kleinere Substruktu-
ren. Numerisch kann keine kleinste Skala berechnet werden, unterhalb derer keine
gravitative Strukturen mehr gebildet werden und trotzdem noch ein kosmologisch
interessantes Volumen simulierbar w¨ are. F¨ ur die Existenz von Schwellen, unterhalb
derer Strukturbildung nicht mehr wirksam ist, gibt es numerisch keine Evidenz,
vielmehr scheint sich die Strukturbildung auf immer kleinere Skalen fortzusetzen.
Die genauere Kenntnis von Substrukturen in den Halos und der lokalen ¨ Uberdich-
ten sind essentiell f¨ ur Experimente zur direkten2 und indirekten 3 Suche von CDM–
Teilchen. F¨ ur Experimente zum direkten Nachweis von CDM–Teilchen folgt de-
ren einfallende Stromdichte aus den lokalen ¨ Uberdichten. Außerdem k¨ onnen diese
Substrukturen als Gravitationslinsen f¨ ur γ–ray bursts wirken (Gould, 1992; Stanek
2Zum Beispiel CDMS, CREST, DAMA, DRIFT I, EDELWEISS, GENIUS und GENIUS–TF,
IGEX, ZEPLIN I.
3Zum Beispiel AMS, ANTARES, CELESTE, HESS, MACRO, MILAGRO, SuperK.22 Kapitel 1. Einleitung
et al., 1993). F¨ ur Experimente zum indirekten Nachweis folgt die Stromdichte der
Teilchen, die durch CDM–Annihilationen in den Halos entstehen (Bergstr¨ om et al.,
1998, 2001a,b).
Die vorliegende Fragestellung ist also relevant f¨ ur numerische Simulationen zur
Strukturbildung auf großen Skalen und f¨ ur Experimente, die im Universum nach
direkten und indirekten Signaturen f¨ ur CDM–Teilchen suchen. Mit den hier vorge-
stellten Methoden wird es m¨ oglich sein, basierend auf mikroskopischen Rechnungen
die richtigen Anfangsbedingungen f¨ ur gravitative Strukturbildung zu bestimmen.
Beiden Anwendungsschwerpunkten ist gemein, daß sie Strukturbildung auf kleinen
Skalen ernst nehmen, die teilchenspeziﬁsche Signaturen tragen k¨ onnen und damit
eine Unterscheidung der Teilchenkandidaten erm¨ oglichen.
Eine solche teilchenspeziﬁsche Signatur ist die oben bereits erw¨ ahnte Massenschwel-
le, unterhalb derer keine gravitativen Strukturen mehr gebildet werden. Die kleinsten
rein gravitativ gebundenen CDM–Wolken k¨ onnen im linearen Regime berechnet wer-
den. Das lineare Regime ¨ uberdeckte das chemische und kinetische Entkoppeln von
CDM4 und den anschließenden Prozeß des freien Str¨ omens der CDM–Teilchen auf
Geod¨ aten bishin zum nichtlinearen Regime, das durch lokale ¨ Uberdichten gekenn-
zeichnet ist, die wesentlich gr¨ oßer als die mittlere Hintergrunddichte sind.
Der kinetische Entkopplungsprozeß induziert Nichtgleichgewichtsprozesse in CDM,
die sich kollektiv als Reibungsph¨ anomene bemerkbar machen. Reibungsph¨ anomene
wie Volumenviskosit¨ at, Scherviskosit¨ at und W¨ armeleitung k¨ onnen akustische ¨ Uber-
dichten in CDM bishin zur vollst¨ andigen Absorption d¨ ampfen. Ist in einer akusti-
schen St¨ orung eine Masse M gebunden, die kleiner als die durch die Reibungsph¨ ano-
mene induzierte D¨ ampfungsmasse Md ist, so wird diese akustische St¨ orung durch
den lokalen Transport von Energie senkrecht zur Ausbreitungsrichtung der St¨ orung
ausgeschmiert. Md setzt somit eine Schwelle, unterhalb derer gravitative Struktur-
bildung in CDM nicht m¨ oglich ist.
Nach dem letzten thermischen Kontakt von CDM mit dem W¨ armebad, str¨ omen die
CDM–Teilchen frei auf Geod¨ aten der Raum–Zeit. Dieser Prozeß erm¨ oglicht einen
freien Strom von Teilchen aus ¨ uberdichten in unterdichte Regionen. Ein solcher
Ausgleich d¨ ampft die Amplituden der akustischen St¨ orungen weiter, bis diese kolla-
bieren und im nichtlineare Regime ¨ Uberdichten bilden, die viel gr¨ oßer als die mittlere
Hintergrund–Dichte sind. Notwendige Bedingung daf¨ ur, daß eine akustische St¨ orung
bis zu diesem Zeitpunkt noch existiert ist, daß sie ausreichend Masse M > Mfs in
sich vereinigt. Mfs bezeichnet dabei die durch den Ausgleich minimal notwendige
Masse. Unterhalb dieser Schwelle ist Strukturbildung nicht m¨ oglich.
Die beiden Schwellen sind nicht unabh¨ angig. Das Spektrum von akustischen St¨ orun-
gen, die den kinetischen Entkopplungsprozeß ¨ uberstehen liefert die Anfangsbedin-
4Wir konzentrieren uns hier auf CDM, die irgendwann im thermischen Gleichgewicht mit dem
W¨ armebad war.23
gungen f¨ ur das freie Str¨ omen auf Geod¨ aten. Wir erhalten so die Schwellen–Hierarchie
M ≥ Mfs ≥ Md. Aus der Existenz dieser Schwellen folgt, daß das Fourier–transfor-
mierte Spektrum von ¨ Uberdichten f¨ ur ausreichend große Impulse abgeschnitten ist.
Damit wird zum ersten Mal die Beschreibung des Spektrums auf den kleinsten noch
f¨ ur die Strukturbildung sinnvollen Skalen m¨ oglich. Außerdem wird eine charakte-
ristische Eigenschaft dieses Spektrums vorhergesagt, n¨ amlich ein Schwellenimpuls
kmax. Skalen mit Impulsen k ∼ kmax sind rein numerisch nicht zug¨ anglich.
Neben der Kenntnis des Spektrums von Dichtekontrasten auf kleinsten Skalen wird
in dieser Arbeit weiterhin gezeigt, daß die unterschiedlichen Teilchenkandidaten f¨ ur
CDM vom Standpunkt der Strukturbildung auf diesen Skalen sehr wohl unterschie-
den werden k¨ onnen. Da f¨ ur die numerischen Simulationen lediglich die Zustands-
gleichung der Teilchenkandidaten interessant sind und diese nach Deﬁnition die
gleiche Zustandsgleichung besitzen, k¨ onnen numerische Simulationen keinesfalls un-
terschiedliche Teilchenkandidaten diskriminieren. Dies ist ein Vorteil der in dieser
Arbeit vorgestellten Methode.
Gliederung der Arbeit
Kapitel I ist eine Einf¨ uhrung in die moderne Kosmologie oder genauer in die Pr¨ azisi-
onskosmologie. Die Epoche Pr¨ azisionskosmologie ist untrennbar mit der kosmischen
Hintergrundstrahlung verbunden. Deshalb besch¨ aftigt sich ein großer Teil dieses Ka-
pitels mit der Analyse der im CMB codierten Informationen. Es folgt eine ausf¨ uhr-
liche Diskussion der Bestimmung von ΩM.
In Kapitel II ist die theoretische Grundlage dieser Arbeit, die Theorie der Nicht-
gleichgewichtsprozesse in sehr allgemeiner Weise dargelegt. Diese eher abstrakte
Formulierung ist so allgemein, daß daraus die klassische kinetische Theorie und die
Theorie der hydrodynamischen Prozesse deduziert werden k¨ onnen. Dies geschieht in
Kapitel III und Kapitel IV.
Insbesondere wird im letzten Abschnitt von Kapitel IV die relativistische Formulie-
rung von hydrodynamischen Prozessen unter Einbezeihung von schwach dissipativen
Ph¨ anomenen vorgestellt. Hierbei wird eine geometrische Interpretation von dissipa-
tiven Prozessen gegeben, die sich im Folgenden als sehr fruchtbar erweisen wird.
In Kapitel V stellen wir den prominentesten Teilchenkandidaten f¨ ur CDM vor, das
leichteste Neutralino. Die Wechselwirkungen mit Fermionen des Standard–Modelles
wird angegeben und die relevanten Wirkungsquerschnitte werden ausf¨ uhrlich in
f¨ uhrender Ordnung in der elektroschwachen Kopplung berechnet. Es werden die
Temperatur f¨ ur die chemische und kinetische Entkopplung der Neutralinos vom
W¨ armebad berechnet. Schließlich wird in den Anh¨ angen zu diesem Kapitel Super-
symmetrie und die Konstruktion von renormierbaren supersymmetrische Eichtheo-
rien ausf¨ uhrlich behandelt.24 LITERATUR
In Kapitel VI wird die St¨ arke der dissipativen Prozesse in CDM aus einem legitimen
Vergleich der hydrodynamischen und der kinetischen Beschreibung berechnet.Der
Vergleich ist nicht trivial, da in der kinetischen Beschreibung dissipative Prozesse
nicht ausschließlich mit Lorentz–Tensoren in Verbindung gebracht werden k¨ onnen,
die senkrecht zum adiabatischen Strom stehen. Die hier vorgestellte Methode gilt all-
gemein f¨ ur jede Teilchenart, die sich von einem gegebenen W¨ armebad kinetisch ent-
koppelt. Als Resultat erhalten wir die lokalen Transportkoeﬃzienten, die die St¨ arke
der dissipativen Prozesse angeben.
In Kapitel VII wird die Absorption von akustischen St¨ orungen behandelt. Die in
Kapitel VI berechneten lokalen Transportkoeﬃzienten bestimmen die D¨ ampfung
der St¨ orungen w¨ ahrend des kinetischen Entkopplungsprozeß. Außerdem wird die
sich an den Entkopplungsprozeß anschliessende D¨ ampfung durch das frei Str¨ omen
von CDM–Teilchen auf Geod¨ aten berechnet. F¨ ur beide D¨ ampfungsph¨ anomene wird
die minimale Masse berechnet, die in einer akustische St¨ orung beinhaltet sein muß,
um nicht ausgeschmiert zu werden.
In Kapitel VIII fassen wir die Arbeit zusammen und pr¨ asentieren nochmals die
wichtigsten Resultate der Arbeit. Dieses Kapitel kann auch als roter Faden durch
die Arbeit genutzt werden. Wir beenden die Arbeit mit einem Ausblick auf sich
anschließende Forschungsprojekte.
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Statistische Ensembles f¨ ur das
Nichtgleichgewicht
In diesem Kapitel formulieren wir die Statistische Mechanik f¨ ur Vielteilchensysteme
im Nichtgleichgewicht1 . Folgende Probleme sind hierbei von Relevanz:
(1) Es muß ein allgemeines Prinzip zur Konstruktion von statistischen Ensembles
f¨ ur das Nichtgleichgewicht formuliert werden. Diese Ensembles beschreiben die
irreversible Entwicklung von makroskopischen Systemen. Dazu muß die durch
die Liouville-Gleichung beschriebene (reversible) mikroskopische Dynamik mit
dem Konzept der maximalen Informations-Entropie als essentielles Prinzip der
Thermodynamik in Verbindung gebracht werden.
(2) Wir m¨ ussen eine Vorschrift zur Berechnung der Entropie und anderer thermo-
dynamischer Gr¨ oßen von Nichtgleichgewichtssystemen erkl¨ aren. Insbesondere
muß gezeigt werden, daß die mit der Methode der statistischen Ensembles
berechnete Entropie streng monoton wachsend ist.
(3) Mit der Methode der statistischen Ensembles f¨ ur das Nichtgleichgewicht sollten
Prozessgleichungen f¨ ur Observablen gefunden werden.
Der hier gew¨ ahlte Zugang zur Theorie der Nichtgleichgewichtsprozesse basiert auf
einer grundlegenden Eigenschaft makroskopischer Systeme, die in engem Zusammen-
hang mit der Instabilit¨ at der klassischen Phasenraum-Trajektorie X(t) = (q(t),p(t))
f¨ ur Vielteilchensysteme steht. Ist die Problemstellung derart, daß wir uns f¨ ur das
Verhalten eines gegebenen Systems in einem nicht zu kleinen (noch zu speziﬁzie-
renden) Zeitintervall interessieren, so werden die Details des Anfangszustandes un-
wichtig und die Anzahl der f¨ ur die Beschreibung des Systems nowendigen Parameter
1Wir folgen hier (Zubarev et al., 1996). Die Grundz¨ uge der Statistischen Mechanik von Viel-
teilchensystemen im Gleichgewicht werden in den Anh¨ angen A und B diskutiert.
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reduziert. Diese Idee der reduzierten Beschreibung von Vielteilchensystemen wurde
von Bogoliubov (1962) vorgeschlagen und entwickelt, insbesondere zur Konstruktion
von kinetischen Gleichungen aus der Liouville-Gleichung.
2.1 Relevante Statistische Ensembles
Die Gibbschen Ensembles erlauben die Herleitung aller thermodynamischer Relatio-
nen f¨ ur Gleichgewichtssysteme. Wir werden nun die Gibbschen Ensembles so ver-
allgemeinern, daß eine thermodynamische Beschreibung von Nichtgleichgewichts-
systemen m¨ oglich wird. Diese verallgemeinerten Gibbschen Ensembles heißen re-
levante Ensembles. Zu ihrer Konstruktion werden wir das Prinzip der maximalen
Informations-Entropie benutzen.
2.1.1 Reduzierte Beschreibung
Bevor wir mit der Konstruktion der relevanten Ensembles beginnen, erkl¨ aren wir
zun¨ achst die wichtigsten Eigenschaften von Nichtgleichgewichtsprozessen aus der
Perspektive der statistischen Mechanik.
Das Hauptproblem in der statistischen Mechanik von Nichtgleichgewichtsprozessen
ist die Herleitung von kinetischen Gleichungen und thermodynamischen Relationen
f¨ ur Nichtgleichgewichtssysteme. Die beeindruckendste Eigent¨ umlichkeit dieses Pro-
blemes ist, daß wir nicht-zeitumkehrinvariante makroskopische Gleichungen aus der
zeitumkehrinvarianten Liouville-Gleichung herleiten wollen. Das Paradoxe an die-
sem Vorgehen in der Theorie der irreversiblen Prozesse ist seit langem bekannt. In
diesem Zusammenhang seien nur das Paradoxon von Loschmid (1876) und das Para-
doxon von Zermelo (1896) genannt, die beide gegen das H-Theorem von Boltzmann
in der kinetischen Theorie der Gase gesetzt wurden.
Ein m¨ oglicher Ausweg aus diesen und ¨ ahnlichen Paradoxien ist die Verwendung von
sogenannten groben Verteilungsfunktionen. Kirkwood (1946) leitete so die Fokker-
Planck-Gleichung f¨ ur ein Brownsches Teilchen her und erhielt einen Ausdruck f¨ ur
den Reibungskoeﬃzient in Abh¨ angigkeit vom Korrelator der Kr¨ afte, die auf das
Brownsche Teilchen vom Medium ausge¨ ubt werden. Kirkwoods Methode beinhaltet
bereits die wichtige Idee der reduzierten Beschreibung von Nichtgleichgewichtssy-
stemen. Die von ihm verwendete Methode ist jedoch schwer auf andere Probleme
der kinetischen Theorie und der Thermodynamik von Nichtgleichgewichtssystemen
zu verallgemeinern. Wir folgen daher einem anderen Zugang, der die reduzierte Be-
schreibung auf einem Satz von Observablen aufbaut.
Die M¨ oglichkeit der reduzierten Beschreibung makroskopischer Systeme im Nicht-
gleichgewicht ist eine empirische Tatsache, die wir zun¨ achst durch ein paar illustra-
tive Beispiele erhellen wollen, bevor wir ein allgemeines Schema formulieren.2.1 Relevante Statistische Ensembles 29
Gegeben sei ein verd¨ unntes (nicht-relativistisches) klassisches Gas aus N identischen
Teilchen in einem konstanten Volumen V . Die detailreichste statistische Beschrei-
bung eines solchen Systems ist durch die N-Teilchen Verteilungsfunktion gegeben,
die wir folgendermaßen notieren: ρN(q,p,t) = ρN(r1,...,rN,p1,...,pN,t). In einem
verd¨ unnten Gas wird angenommen, daß der Wechselwirkungsradius r0 viel kleiner
als der mittlere Abstand zwischen zwei Teilchen ist, d. h.
nr
3
0  1 , (2.1)
wobei n = N/V die durchschnittliche Teilchenzahldichte bezeichne. Diese Unglei-
chung erlaubt es, Prozesse mit verschieden Zeitskalen zu unterscheiden. Im folgenden
listen wir solche Prozesse geordnet nach ihren korrespondierenden Zeitskalen auf, be-
ginnend mit der kleinsten Zeitskala. Die erste Zeitskala ist durch die Kollisionszeit
τ0 = r0/hvi bestimmt, wobei hvi die mittlere Geschwindigkeit eines Teilchens be-
zeichne. Eine zweite, gr¨ oßere Zeitskala ist durch die Zeit zwischen zwei aufeinander
folgenden Kollisionen bestimmt, τf = lf/hvi, wobei lf der mittlere freie Weg eines
Teilchens sei. Eine dritte Zeitskala ist durch die Relaxationszeit τr gegeben. Die Rela-
xationszeit ist die Zeit, in der sich in einem Volumen, das viele Teilchen enth¨ alt, das
aber vom makroskopischen Standpunkt aus betrachtet klein ist, ein lokales Gleich-
gewicht einstellt. Letztlich existiert eine charakteristische Zeitskala, die durch die
Zeit τeq bestimmt ist, welche das System ben¨ otigt, um globales Gleichgewicht zu
etablieren.
Aus der elementaren Kinetik ist bekannt, daß der mittlere freie Weg durch lf/R ∼
1/N(R/r0)2 approximiert werden kann. Damit gilt τ0  τf. Es ist weiterhin τf  τr,
da sich das lokale Gleichgewicht durch viele Kollisionen einstellt. Die letzte Unglei-
chung, τr  τeq ist evident. Aus diesen Absch¨ atzungen folgt, daß eine Hierarchie von
weit auseinander liegenden Relaxationszeiten existiert, die folgende Ungleichungs-
kette
τ0  τf  τr  τeq (2.2)
erf¨ ullen. Die angegebene Hierarchie erlaubt die Feststellung, daß der Equilibrierungs-
prozeß eines verd¨ unnten Gases durch drei Stadien verl¨ auft. Jedes Stadium ist durch
ein charakteristisches Zeitintervall ∆t bestimmt, das die Zeitskala darstellt, in der
eine Zustands¨ anderung des Systems auftritt.
Das charakteristische Zeitintervall des dynamischen Stadiums ist durch ∆t ≤ τ0
bestimmt. F¨ ur die Beschreibung von Prozessen auf solch kleinen Skalen ben¨ otigen
wir die vollst¨ andige N-Teilchen Verteilungsfunktion. In diesem Stadium ist eine
reduzierte Beschreibung ausgeschlossen.
Das charakteristische Zeitintervall des kinetischen Stadiums ist durch τ0  ∆t  τr
bestimmt. Es wird angenommen, daß das Vielteilchensystem ad¨ aquat durch die
Ein-Teilchen Verteilungsfunktion f1(r,p,t) beschrieben werden kann, die die Wahr-
scheinlichkeitsverteilung f¨ ur die Koordinaten und Impulse eines Teilchens festlegt.30 Kapitel 2. Statistische Ensembles f¨ ur das Nichtgleichgewicht
Diese Funktion kann als Erwartungswert
f1(r,p,t) =
Z
dΓN ρN(r1,p1,...,rN,pN,t) N1(r,p,r1,p1,...,rN,pN) (2.3)
der dynamischen Variablen
N1(r,p) ≡ N1(r,p,r1,p1,...,rN,pN) =
N X
j=1
δ(r − rj)δ(p − pj) , (2.4)
deﬁniert werden, die die Phasenraumdichte in einem 6-dimensionalen Raum, dem
kartesischen Produkt des Ortsraums und des Impulsraums, darstellt. Die zeitliche
Entwicklung des Gases im kinetischen Stadium ist durch
∂
∂t
f1(r,p,t) =
D
˙ N1(r,p)
E
(t) (2.5)
gegeben, wobei die Zeitableitung ˙ N1(r,p) = {N1(r,p),H} durch die Poisson-Klam-
mer {·,·} generiert wird.
F¨ ur das Zeitintervall ∆t mit τr  ∆t  τeq sind weitere Vereinfachungen der Be-
schreibung m¨ oglich, da das System lokales Gleichgewicht erreicht hat. Dieses Stadi-
um heißt hydrodynamisches Stadium. Im hydrodynamischen Stadium ist das System
durch die lokale Teilchenzahldichte hn(r)i(t), die lokale Impulsdichte hp(r)i(t) und
die lokale Dichte der (kinetischen) Energie hH(r)i(t) beschrieben. Diese Gr¨ oßen sind
Erwartungswerte der dynamischen Variablen
n(r) =
N X
j=1
δ(r − rj) , p(r) =
N X
j=1
pjδ(r − rj) , H(r) =
1
2m
N X
j=1
p
2
jδ(r − rj) (2.6)
und k¨ onnen aus den niedrigsten Momenten von f1(r,p,t) berechnet werden:
hn(r)i(t) =
Z
dp f1 , hp(r)i(t) =
Z
dp pf1 , hH(r)i(t) =
1
2m
Z
dp p
2f1 . (2.7)
In dem hier betrachteten Fall eines verd¨ unnten Gases k¨ onnen die hydrodynamischen
Gleichungen, die die Zeitentwicklung des Nichtgleichgewichtzustandes bestimmen,
aus der kinetische Gleichung der Ein-Teilchen Verteilungsfunktion hergeleitet wer-
den.
Letztlich, nach einer zur makroskopischen Relaxationszeit τeq vergleichbaren Zeit,
erreicht das System globales Gleichgewicht. In diesem Stadium ist es alleine durch
die durchschnittliche Teilchenzahldichte n = N/V und die globale Temperatur T
beschrieben.
Als n¨ achstes wichtiges Beispiel betrachten wir eine Fl¨ ussigkeit. F¨ ur Fl¨ ussigkeiten
ist die Kollisionszeit τ0 von der gleichen Gr¨ oßenordnung wie die Zeit zwischen zwei2.1 Relevante Statistische Ensembles 31
aufeinander folgenden Kollisionen τf. Daher kann das kinetische Stadium nicht dis-
kriminiert werden, die hydrodynamische Beschreibung bleibt dagegen ad¨ aquat hin-
ab bis zu einer Zeitskala vergleichbar mit der molekularen Wechselwirkungszeit. Der
makroskopische Nichtgleichgewichtszustand des Systems wird durch Erwartungswer-
te hPm(r)i(t) der dynamischen Variablen {Pm(r)} = {n(r),p(r),H(r)} beschrieben,
die zu den lokalen Erhaltungsgr¨ oßen Teilchenzahldichte, Impulsdichte und Ener-
giedichte geh¨ oren. Im Gegensatz zu verd¨ unnten Gasen beinhaltet die dynamische
Variable H(r) f¨ ur Fl¨ ussigkeiten und dichte Gase auch die Dichte der potentiellen
Energie aufgrund der Wechselwirkungen.
Da die lokalen dynamischen Variablen Pm(r) Dichten von erhaltenen Gr¨ oßen sind,
k¨ onnen ihre Prozeßgleichungen in die Form
˙ Pm(r) = {Pm(r),H} = − div jm(r) (2.8)
gebracht werden, wobei die lokalen dynamischen Variablen jm(r) die zugeh¨ origen
Flußdichten sind. Die Prozeßgleichungen f¨ ur die Erwartungswerte sind dann Bilanz-
gleichungen
∂
∂t
hPm(r)i(t) = − div hjm(r)i(t) , (2.9)
die als Ausgangspunkt f¨ ur die Herleitung der hydrodynamischen Gleichungen ge-
nommen werden k¨ onnen.
Wir skizzieren nun das allgemeine Schema f¨ ur die reduzierte Beschreibung von ma-
kroskopischen Systemen im Nichtgleichgewicht. Wir nehmen an, daß die reduzierte
Beschreibung eines Systems durch bestimmte observable makroskopische Gr¨ oßen
gegeben ist. Diese sind Erwartungswerte
hPmi(t) = Sp(ρ(t)Pm) (2.10)
von sogenannten relevanten dynamischen Variablen Pm bez¨ uglich der Nichtgleichge-
wichtsverteilung ρ(t), wobei ρ(t) L¨ osung der Liouville-Gleichung (siehe Anhang A)
sei. Das Phasenraum-Integral ist hier und im folgenden mit Sp bezeichnet. In den
oben betrachteten Beispielen ist {Pm} = N1(r,p) f¨ ur das verd¨ unnte Gas, also in der
klassischen kinetischen Theorie und {Pm} = {n(r),p(r),H(r)} f¨ ur Fl¨ ussigkeiten,
also in der Hydrodynamik.
Die Zeitentwicklung des makroskopischen Nichtgleichgewichtszustandes ist durch
die Prozeßgleichungen der Observablen bestimmt, d. h. durch die verallgemeinerten
kinetischen Gleichungen. Diese Gleichungen ergeben sich aus den Beziehungen
∂
∂t
hPmi(t) = Sp

ρ(t) ˙ Pm

= Sp(ρ(t){Pm,H}) . (2.11)
Es ist wichtig zu bemerken, daß die Gleichungen (2.11) nur dann als ein geschlos-
senes System von Prozeßgleichungen interpretiert werden k¨ onnen, wenn die L¨ osung32 Kapitel 2. Statistische Ensembles f¨ ur das Nichtgleichgewicht
der Liouville-Gleichung bekannt ist. Diese L¨ osung ist ein Funktional der makrosko-
pischen Observablen. Im allgemeinen kann der Nichtgleichgewichtszustand zur Zeit
t von der Geschichte des Systems abh¨ angen. F¨ ur das zu bestimmende Funktional
gilt dann
ρ(t) = ρ
h
{hPmi(˜ t)}
i
, ∀ ˜ t ≤ t . (2.12)
Ist eine L¨ osung der Liouville-Gleichung bekannt, so erhalten wir aus (2.11) die ver-
allgemeinerten kinetischen Gleichungen
∂
∂t
hPmi(t) = Fm
h
{hPni(˜ t)}
i
, ∀ ˜ t ≤ t , (2.13)
wobei Fm ein Funktional der makroskopischen Observablen bezeichne.
F¨ ur den Fall, daß Ged¨ achtniseﬀekte keine Rolle spielen, ﬁnden wir die Markov-
Transport-Gleichungen
∂
∂t
hPmi(t) = Fm [{hPni(t)}] . (2.14)
Hierbei ist wichtig, daß die Zeit–Ableitung der Observablen zu einem Zeitpunkt
durch die Werte aller Observablen zum selben Zeitpunkt bestimmt sind2.
Das skizzierte allgemeine Schema zur reduzierten Beschreibung von Nichtgleichge-
wichtsprozessen beinhaltet zwei wichtige Aspekte:
(1) Der makroskopische Nichtgleichgewichtszustand ist bestimmt durch eine Men-
ge von Observablen, die Erwartungswerte hPmi(t) von bestimmten dynami-
schen Variablen Pm sind. Diese Variablen ergeben die reduzierte Beschreibung
des Systems auf einer gegebenen Zeitskala. Die Existenz von unterschiedli-
chen Zeitskalen stammt von der Hierarchie grunds¨ atzlicher Relaxationszeiten
in makroskopischen Systemen.
(2) Um ein abgeschlossenes System von verallgemeinerten Prozeßgleichungen f¨ ur
Observablen zu erhalten, ist es notwendig eine spezielle L¨ osung der Liouville-
Gleichung zu berechnen. Diese wird ein Funktional der Observablen sein.
2.1.2 Relevante Statistische Verteilungen
Die Nichtgleichgewichtsverteilung ρ(t) ist durch die vorgegebenen Erwartungwerte
hPmi(t) nicht eindeutig bestimmt. Vielmehr existieren viele Verteilungen, die die
2F¨ ur gew¨ ohnlich ist dies der Fall, wenn die Menge {Pm} alle dynamischen Variablen enth¨ alt,
die auf der betrachteten Zeitskala nur wenig variieren. Wenn die Menge {hPmi(t)} vollst¨ andig
ist im Hinblick auf die Beschreibung des Nichtgleichgewichtszustandes des Systems, dann soll-
ten die ¨ Anderungsraten der Observablen zu einem Zeitpunkt durch ihre Werte zu diesem Zeit-
punkt bestimmt sein. Mit anderen Worten, die makroskopischen Prozeßgleichungen sollten Markov-
Gleichungen sein.2.1 Relevante Statistische Ensembles 33
gleichen Observablen liefern. Wir interessieren uns im folgenden f¨ ur die Verteilung,
die zum Maximum der Informations-Entropie (siehe Anhang B) f¨ ur gegebene Er-
wartungswerte hPmi(t) korrespondiert.
Sei ˜ ρ(t) eine Test-Verteilung mit
hPmi(t) = Sp(˜ ρ(t)Pm) , Sp ˜ ρ(t) = 1 . (2.15)
Wir suchen das Maximum der Informations-Entropie unter den gegebenen Neben-
bedingungen. Dazu bestimmen wir das globale Extremum des Funktionals
S [˜ ρ(t)] = −Sp(˜ ρ(t) ln˜ ρ(t)) −
X
m
Fm(t) Sp(˜ ρ(t)Pm) − λ(t) Sp ˜ ρ(t) , (2.16)
wobei Fm(t) und λ(t) zeitabh¨ angige Lagrange-Multiplikatoren sind. Notwendige Be-
dingung f¨ ur die Existenz eines Extremums ist, daß die Variation von S [˜ ρ(t)] nach
˜ ρ(t) verschwindet. Wir erhalten daraus die extremale Verteilung
ρrel = exp
 
−Φ(t) −
X
m
Fm(t)Pm
!
, (2.17)
die im weiteren relevante Verteilung genannt wird.
Die Massieu-Planck-Funktion, Φ(t) = 1+λ(t), ist durch die Normierungsbedingung
f¨ ur die relevante Verteilung gegeben und hat die Form
Φ(t) = ln Sp
"
exp
 
−
X
m
Fm(t)Pm
!#
. (2.18)
Die Lagrange-Multiplikatoren Fm(t) ergeben sich aus den Selbstkonsistenz-Bedingungen
hPmi(t) = hPmirel(t) ≡ Sp(ρrel(t)Pm) . (2.19)
Wie bereits erw¨ ahnt werden die hPmi(t) als vorgegeben angenommmen.
Die relevante Verteilung (2.17) beschreibt das verallgemeinerte Gibbsche Ensem-
ble, deshalb auch relevante Ensembles genannt, f¨ ur die die Erwartungswerte der
relevanten Variablen mit den wahren makroskopischen Observablen des Nichtgleich-
gewichtssystems ¨ ubereinstimmen. Wegen der Selbstkonsistenz-Bedingungen, k¨ onnen
die Lagrange-Multiplikatoren Fm(t) und die Massieu-Planck-Funktion durch die Ob-
servablen hPmi(t) ausgedr¨ uckt werden. Damit ist die relevante Verteilung ein Funk-
tional der Observablen
ρrel(t) = ρrel [{hPmi(t)}] , (2.20)
d. h. , diese Verteilung ist von der Form (2.12), wie es f¨ ur Nichtgleichgewichtsver-
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Es ist wichtig zu bemerken, daß ρrel(t) nicht die korrekte mikroskopische Be-
schreibung von Nichtgleichgewichtsprozessen liefert, da ρrel(t) im allge-
meinen keine L¨ osung der Liouville-Gleichung ist.
Trotzdem sind die Eigenschaften von Nichtgleichgewichtsverteilungen eng verwandt
mit den Eigenschaften der relevanten Verteilung, so daß letztere als Ausgangs-
punkt f¨ ur die Konstruktion von L¨ osungen der Liouville-Gleichungen genutzt werden
k¨ onnen, die eine reduzierte Beschreibung des Systems liefern.
Das Konzept der relevanten Verteilung wird an drei wichtigen Beispielen in Anhang C
illustriert.
2.1.3 Entropie und Thermodynamische Beziehungen in Re-
levanten Ensembles
Das relevante Ensemble und die zugeh¨ orige Verteilung erlauben es, thermodynami-
sche Beziehungen auf Nichtgleichgewichtssysteme zu erweitern. Wie f¨ ur den Gleich-
gewichtsfall identiﬁzieren wir das Maximum der Informations-Entropie (siehe An-
hang B) unter gegebenen Nebenbedingungen mit der thermodynamischen Entropie.
Die zur relevanten Verteilung (2.46) geh¨ orende Informations-Entropie ist
S(t) = − Sp(ρrel(t) lnρrel(t)) = Φ(t) +
X
m
Fm(t)hPmirel(t) . (2.21)
Mit den Selbstkonsistenz-Bedingungen (2.19) k¨ onnen wir S(t) auch durch die gege-
benen Observablen hPmi(t) ausdr¨ ucken:
S(t) = Φ(t) +
X
m
Fm(t)hPmi(t) . (2.22)
Diese Beziehung benutzten wir zur Deﬁnition der Entropie von Nichtgleichgewichts-
systemen. Wir deﬁnieren: Gegeben sei ein makroskopisches System im Nichtgleich-
gewicht, welches durch eine Menge von Observablen {hPmi(t)} reduziert beschrie-
ben sei. Die thermodynamische Entropie eines solchen Systems soll (!) mit der
Informations-Entropie in dem relevanten Ensemble ¨ ubereinstimmen, das durch die
Observablen {hPmirel(t)} mit {hPmirel(t)} = {hPmi(t)} reduziert beschrieben werde.
Es ist ¨ ublich, die dynamische Variable
ˆ S(t) = Φ(t) +
X
m
Fm(t) Pm (2.23)
einzuf¨ uhren, die auch Entropie-Operator genannt wird. Der Name ist insofern be-
rechtigt, als D
ˆ S(t)
E
rel (t) = S(t) . (2.24)2.1 Relevante Statistische Ensembles 35
Mit dem Entropie-Operator l¨ aßt sich die relevante Verteilung (2.46) folgendermaßen
notieren:
ρrel(t) = e
−ˆ S(t) . (2.25)
Wir zeigen im folgenden, daß die genannte Deﬁnition der Entropie f¨ ur Nichtgleichge-
wichtssysteme sinnvoll ist, d. h. nat¨ urliche Erweiterungen von thermodynamischen
Beziehungen auf Nichtgleichgewichtssysteme liefert. Wir betrachten gleich die all-
gemeine Situation, d. h. der Summationsindex kann sowohl diskret sein als auch
kontinuierliche Werte annehmen. Die Summation ¨ uber diesen Index ist dann eine
echte Summe f¨ ur den diskreten Indexbereich und ein Riemann-Integral f¨ ur den kon-
tinuierlichen Bereich. Außerdem kann der Summationsindex ein Multi-Index sein.
F¨ ur Dichten von physikalischen Gr¨ oßen haben wir z.B. Pm = Pi(r) und f¨ ur die
Lagrange-Multiplikatoren entsprechend. Weiterhin sind Ableitungen nach indexbe-
hafteten Gr¨ oßen gew¨ ohnliche partielle Ableitungen, falls der Index diskrete Werte
annimmt und sonst Funktionalableitungen. Wir benutzen f¨ ur solche Ableitungen
zusammenfassend die f¨ ur Funktionalableitungen ¨ ubliche Notation.
Wir variieren beide Seiten von (2.18) bez¨ uglich der Fm(t), benutzen die Selbstkonsis-
tenz-Bedingungen (2.19) und erhalten die Beziehungen
hPmi(t) = −
δΦ(t)
δFm(t)
. (2.26)
Diese zeigen, daß die Massieu-Planck-Funktion als thermodynamisches Potential in
den Lagrange-Multiplikatoren {Fm}(t) interpretiert werden kann. Von diesem Stand-
punkt aus betrachtet, kann (2.22) als Verallgemeinerung der Legendre-Transformation
auf Nichtgleichgewichtssysteme angesehen werden. F¨ ur die Variation von (2.22) ﬁn-
den wir mit den Beziehungen (2.26)
δS(t) =
X
m
Fm(t) δhPmi(t) , (2.27)
woraus wegen der Unabh¨ angigkeit der Variationen weiter folgt
Fm(t) =
δS(t)
δhPmi(t)
. (2.28)
Aus den Beziehungen (2.26) und (2.28) folgt, daß die Lagrange-Multiplikatoren
Fm(t) und die Observablen hPm(t)i thermodynamisch konjugierte Gr¨ oßen sind. Die
zugeh¨ origen Gibbs-Helmholtz-Beziehungen sind
S(t) = Φ(t) −
X
m
Fm(t)
δΦ(t)
δFm(t)
,
Φ(t) = S(t) −
X
m
hPmi(t)
δS(t)
δhPmi(t)
. (2.29)36 Kapitel 2. Statistische Ensembles f¨ ur das Nichtgleichgewicht
Im Gegensatz zur Gibbs-Entropie h¨ angt die durch (2.22) deﬁnierte thermodyna-
mische Entropie von der Zeit ab. F¨ ur die Zeitableitung der thermodynamischen
Entropie erhalten wir mit den Beziehungen (2.28) und (2.29)
d
dt
S(t) =
X
m
δS(t)
δhPmi(t)
∂hPmi(t)
∂t
=
X
m
Fm(t)
∂hPmi(t)
∂t
=
X
m
Fm(t)
D
˙ Pm
E
(t) . (2.30)
Im allgemeinen ist die rechte Seite dieser Gleichung von Null verschieden, außer im
Gleichgewichtsfall.
Die Gleichung (2.30) ist aus der irreversiblen Thermodynamik (de Groot und Mazur,
1962) bekannt. Dort heißen die Fm(t) thermodynamische Kr¨ afte und die Erwartungs-
werte
D
˙ Pm
E
(t) werden als makroskopische Fl¨ usse interpretiert.
2.2 L¨ osungen der Liouville-Gleichung
In diesem Abschnitt benutzen wir relevante Verteilungen zur Konstruktion von
L¨ osungen der Liouville-Gleichung. Die L¨ osungen sind Funktionale in zeitabh¨ angigen
Observablen und beschreiben die irreversible Entwicklung von Vielteilchensystemen.
2.2.1 Retardierte L¨ osungen der Liouville-Gleichung
Wir kommen auf die Liouville-Gleichung
 
∂
∂t
+ iL
!
ρ(t) = 0 (2.31)
zur¨ uck, wobei ρ(t) die klassische N-Teilchen Verteilungsfunktion sei.
Um eine L¨ osung der Liouville-Gleichung zu speziﬁzieren, muß die Verteilungsfunk-
tion zu einem Zeitpunkt ˜ t vorgegeben sein. Wir w¨ ahlen als Anfangsbedingung
ρ(˜ t) = ρrel(˜ t) . (2.32)
Da die in der relevanten Verteilung
ρrel(t) = exp
 
−Φ(t) −
X
m
Fm(t)Pm
!
(2.33)
vorkommenden Lagrange-Multiplikatoren Fm(t) die Selbstkonsistenz-Bedingungen
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erf¨ ullen, ist die Wahl (2.32) legitim, weil sie nicht in Konﬂikt mit der Forderung ist,
daß die Erwartungswerte hPmirel (˜ t) mit den wahren Werten der Observablen hPmi(˜ t)
¨ ubereinstimmen m¨ ussen. Die Zeitentwicklung von ρ(t) wird durch die Liouville-
Gleichung beschrieben, wohingegen ρrel(t) durch die makroskopischen Observablen
hPmirel (t) von der Zeit abh¨ angt. Daher wird die Nichtgleichgewichtsverteilung ρ(t)
zu allen Zeitpunkten, mit Ausnahme zur Zeit ˜ t, von der relevanten Verteilung ρrel(t)
diﬀerieren.
Wir nehmen zun¨ achst an, daß die Hamilton-Funktion H des Systems und damit
auch der Liouville-Operator L nicht explizit von der Zeit abh¨ angen. Die formale
L¨ osung von (2.31) mit der Anfangsbedingung (2.32) ist dann
ρ(t) = e
−i(t−˜ t)L ρrel(˜ t) . (2.35)
Das makroskopische System vergißt die irrelevanten Details seines Anfangszustan-
des nach einer f¨ ur das System charakteristischen mikroskopischen Zeit τ. Deshalb
kann die Abh¨ angigkeit der L¨ osung (2.35) von der Anfangsverteilung f¨ ur Zeitinterval-
le t−˜ t > τ eliminiert werden. Dazu gehen wir folgendermaßen vor. Wir ﬁxieren einen
Zeitpunkt t0 < t und nehmen an, daß alle Anfangszust¨ ande ρrel(˜ t) mit (˜ t ∈ [t0,t])
gleich wahrscheinlich sind. Die Nichtgleichgewichtsverteilung kann dann durch die
zeitliche Mittelung von (2.35) ¨ uber ˜ t erhalten werden. Als Ansatz f¨ ur die Nicht-
gleichgewichtsverteilung w¨ ahlen wir daher
ρ(t) =
1
t − t0
Z
d˜ t e
−i(t−˜ t)L ρrel(˜ t) , (2.36)
wobei t − t0 hinreichend groß sein muß, so daß unphysikalische Anfangszust¨ ande
keinen wichtigen Beitrag liefern k¨ onnen3.
Wir starten also vom Prinzip der gleichen Wahrscheinlichkeiten f¨ ur die Anfangs-
zust¨ ande , das folgendermaßen formuliert werden kann: der beobachtbare Nichtgleich-
gewichtszustand ρ(t) zur Zeit t entsteht durch zeitliche Mittelung einer L¨ osung der
Liouville-Gleichung ¨ uber das Intervall [t,to] mit t−t0 hinreichend groß, so daß sich
Korrelationen formieren k¨ onnen. Alle Anfangszust¨ ande eines makroskopischen Sy-
stems zu Zeitpunkten ˜ t ∈ [to,t] sind gleichwahrscheinlich (bez¨ uglich der relevanten
Verteilung ρrel(˜ t)).
Die Gleichung (2.36) ist dabei selbst eine Bestimmungsgleichung f¨ ur die Verteilung
ρ(t), da die relevante Verteilung ¨ uber die Massieu-Planck-Funktion Φ(˜ t) und die
Lagrange-Multiplikatoren Fm(˜ t) von den Erwartungswerten hPmi(˜ t) abh¨ angt. Also,
ρ(t) = ρ
h
{hPmi(˜ t)}
i
, ˜ t ≤ t . (2.37)
Wir haben schon mehrmals bemerkt, daß der Nachteil von relevanten Verteilun-
gen darin besteht, daß diese keine L¨ osungen der Liouville-Gleichung sind. Aber wie
3Wir werden sp¨ ater immer den formalen Limes t − t0 → ∞ vollziehen38 Kapitel 2. Statistische Ensembles f¨ ur das Nichtgleichgewicht
sieht es in diesem Zusammenhang mit den gemittelten Verteilungen (2.36) aus? Wir
erhalten
∂
∂t
ρ(t) = −
1
(t − to)2
t Z
t0
d˜ t e
−i(t−˜ t)L ρrel(˜ t)
−
1
t − t0
t Z
t0
d˜ t iLe
−i(t−˜ t)L ρrel(˜ t) +
ρrel(t)
t − t0
.
Mit (2.36) erhalten wir daraus die Gleichung
 
∂
∂t
+ iL
!
ρ(t) = −
ρ(t) − ρrel(t)
t − t0
, (2.38)
die sich von der Liouville-Gleichung (2.31) durch den Quellterm auf der rechten Seite
unterscheidet. Im Limes t − t0 → ∞ verschwindet der Quellterm, vorausgesetzt die
Diﬀerenz ρ(t) − ρrel(t) ist endlich und (2.38) stimmt mit der Liouville-Gleichung
¨ uberein4. Zur Berechnung des Limes der Verteilung (2.36) f¨ ur t−t0 → ∞ benutzen
wir ein Theorem von Abel: F¨ ur jede absolut beschr¨ ankte und hinreichend glatte
Funktion f(t) gilt
lim
T→∞
1
T
0 Z
−T
dt f(t) = lim
ε→+0ε
0 Z
−∞
dt e
εtf(t) , (2.39)
wenn wenigstens einer der Limiten existiert. Wir wollen annehmen, daß die Vertei-
lung exp

−i(t − ˜ t)L

ρrel(˜ t) als Funktion von ˜ t ≤ 0 die Voraussetzungen erf¨ ullt, die
das Theorem von Abel stellt5. Wir schreiben f¨ ur die Verteilung (2.36)
lim
t−t0→∞
1
t − t0
t Z
t0
d˜ t e
−i(t−˜ t)L ρrel(˜ t) = lim
T→∞
1
T
0 Z
−T
dt1 e
it1Lρrel(t + t1) (2.40)
und erhalten mit dem Theorem von Abel
ρ(t) = lim
ε→+0ε
0 Z
−∞
dt1 e
εt1e
it1Lρrel(t + t1) , (2.41)
wobei der Limes ε → +0 nach dem thermodynamischen Limes vollzogen wird, wenn
Erwartungswerte berechnet werden.
4Wir werden sp¨ ater sehen, daß der Limes t − t0 → ∞ nach dem thermodynamischen Limes in
der Berechnung von Erwartungswerten bez¨ uglich der Verteilung ρ(t) vollzogen werden muß.
5Streng genommen sollten alle diese Limiten-Beziehungen f¨ ur die Erwartungswerte von dyna-
mischen Variablen formuliert werden, da die Nichtgleichgewichtsverteilungen im Limes lediglich als
verallgemeinerte Funktionen im Sinne von Laurent Schwartz (Vladimirov, 1971) deﬁniert werden
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Es ist ¨ ublich, die Nichtgleichgewichtsverteilung folgendermaßen zu notieren:
ρ(t) = lim
ε→+0ε
t Z
−∞
d˜ t e
−ε(t−˜ t)e
−i(t−˜ t)Lρrel(˜ t) , (2.42)
was aus (2.41) durch Transformation der Integrationsvariablen folgt. Die Nichtgleich-
gewichts-Verteilung in der Form (2.41) und (2.42) wurde erstmals in (Zubarev und
Kalashnikov, 1970) hergeleitet6.
Es ist interessant, daß die sogenannte Pre-Limit Verteilung
ρ(t) = ε
t Z
−∞
d˜ t e
−ε(t−˜ t)e
−i(t−˜ t)L ρrel(˜ t) (2.43)
die inhomogene Liouville-Gleichung
 
∂
∂t
+ iL
!
ρ(t) = −ε(ρ(t) − ρrel(t)) , ε → +0 (2.44)
mit einem inﬁnitesimalen Quellterm auf der rechten Seite l¨ ost7. Der Quellterm in
(2.44) sorgt daf¨ ur, daß die inhomogene Liouville-Gleichung nicht invariant unter
Zeitumkehr-Transformationen ist. Obwohl der Quellterm in der Berechnung von Er-
wartungswerten nach dem thermodynamischen Limes verschwindet, selektiert er die
retardierte L¨ osung der Liouville-Gleichung aus, die die irreversible Entwicklung des
Systems beschreibt. In diesem Zusammenhang sei auf die Vorlesungen von Peierls
(Peierls, 1974) ¨ uber Transporttheorie verwiesen. Hier heißt es an einer Stelle: “In
any theoretical treatment of transport problems, it is important to realize at what
point the irreversibility has been incorporated. If it has not been incorporated, the
treatment is wrong. A description of the situation which preserves the reversibili-
ty in time is bound to give the answer zero or inﬁnity for any conductivity. If we
do not see clearly where the irreversibilty is introduced, we do not clearly under-
stand what we are doing”. Wir stellen daher fest: Gleichung (2.44) ber¨ ucksichtig die
Irreversibilit¨ at und kann als Ausgangspunkt f¨ ur die Konstruktion von Nichtgleich-
gewichtsverteilungen genutzt werden (Zubarev, 1970).
6Gleichung (2.42) suggeriert eine einfache Interpretation von Prozessen, die f¨ ur die Entwicklung
des Nichtgleichgewichtszustandes verantwortlich sind. Danach kann die Gleichung (2.42) als die
Annahme betrachtet werden, daß die Anfangszust¨ ande ρrel(˜ t) zuf¨ allig mit der Wahrscheinlichkeit
W(t,˜ t) = (1/T)exp[−(t − ˜ t)/T] verteilt sind, wobei T = ε−1. Im klassischen Fall entwickelt sich
jedes Mitglied des statistischen Ensembles als isoliertes System frei vom Anfangspunkt entlang der
Phasenraum-Trajektorie und springt mit der Wahrscheinlichkeit W(t,˜ t) im Intervall (t−˜ t)/T von
einer Trajektorie zu anderen.
7Aus Bequemlichkeit werden wir die Pre-Limit Verteilung ebenfalls mit ρ(t) bezeichnen. Wir
verabreden weiter, daß der Limes ε → +0 in der Berechnung von Erwartungswerten bzgl. ρ(t)
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Die Ausdr¨ ucke (2.41) und (2.42) f¨ ur die Nichtgleichgewichtsverteilungen haben eine
pathologische Eigenschaft. Da die Verteilung im Limes ε → +0 endlich bleiben soll,
m¨ ussen die Integrale proportional zu ε−1 sein. Damit beinhalten diese Ausdr¨ ucke
ein Problem vom Typ 0/0, das gekl¨ art werden muß. Dazu nehmen wir an, daß der
exponentielle D¨ ampfungsfaktor exp

−ε(t − ˜ t)

die Beziehung
lim
˜ t→−∞
e
−ε(t−˜ t)e
−i(t−˜ t)L ρrel(˜ t) = 0 (2.45)
erf¨ ullt. Wir erhalten aus (2.42)
ρ(t) = lim
ε→+0
t Z
−∞
d˜ t
 
∂
∂˜ t
e
−ε(t−˜ t)
!
e
−i(t−˜ t)L ρrel(˜ t)
(2.45)
= ρrel(t) − lim
ε→+0
t Z
−∞
d˜ t e
−ε(t−˜ t)e
−i(t−˜ t)L
 
∂
∂˜ t
+ iL
!
ρrel(˜ t) . (2.46)
Die Nichtgleichgewichtsverteilung unterscheidet sich von der relevanten Verteilung
durch das Integral, das wiederum funktional von ρrel abh¨ angt. Im Prinzip ist (2.46)
die gesuchte Konstruktion von Nichtgleichgewichtsverteilungen als Funktionale der
Observablen hPmi(t).
Im Folgenden werden wir den Limes ε → +0 nicht immer explizit notieren. Es
ist aber wichtig zu bemerken, daß eine statistische Verteilung f¨ ur Nichtgleichge-
wichtsprozesse immer ¨ uber den oben beschriebenen Limitierungsprozess gegeben
ist.
2.2.2 Verallgemeinerte Transportgleichungen f¨ ur Observa-
blen
Ist die Nichtgleichgewichtsverteilung einmal gegeben, so k¨ onnen Prozeßgleichungen
f¨ ur die Observablen hPmi(t) hergeleitet werden. Wir beginnen mit
∂
∂t
hPmi(t) = Sp
 
Pm
∂
∂t
ρ(t)
!
= Sp

˙ Pmρ(t)

, (2.47)
was aus der inhomogenen Liouville-Gleichung (2.44) folgt. Hierbei ist es wichtig
zu bemerken, daß der Quellterm in (2.44) wegen der Selbstkonsistenz-Bedingungen
(2.34) keinen Beitrag zu den Prozeßgleichungen f¨ ur die relevanten Observablen lie-
fert.
Im Prinzip kann der Ausdruck (2.46) zur Berechnung der rechten Seite von (2.47)
genutzt werden. F¨ ur die Herleitung von verallgemeinerten Prozeßgleichungen ist2.2 L¨ osungen der Liouville-Gleichung 41
es allerdings ¨ ublich, eine andere Darstellung der Nichtgleichgewichtsverteilung zu
verwenden.
Wir wenden uns erneut der inhomogenen Liouville-Gleichung (2.44) zu und wenden
diese auf die Funktion
∆ρ(t) = ρ(t) − ρrel(t) (2.48)
an. Einsetzen in (2.44) ergibt
 
∂
∂t
+ iL + ε
!
∆ρ(t) = −
 
∂
∂t
+ iL
!
ρrel(t) . (2.49)
Die relevante Verteilung h¨ angt lediglich ¨ uber die Mittelwerte hPmi(t) oder ¨ uber die
Lagrange-Multiplikatoren Fm(t) von der Zeit ab. Damit ist
∂
∂t
ρrel =
X
n
δρrel
δhPni
∂
∂t
hPni =
X
n
δρrel
δhPni
Sp

˙ Pnρ

= −
X
n
δρrel
δhPni
Sp(PniLρ) . (2.50)
Im n¨ achsten Schritt wollen wir diesen Ausdruck so darstellen, daß die zeitliche ¨ Ande-
rung der relevanten Verteilung durch einen Projektions-Operator auf iLρ gegeben
wird. Wir folgen hierbei Kawasaki und Gunton (1973). F¨ ur jede dynamische Obser-
vable A wird der Projektions-Operator Prel(t) wie folgt deﬁniert:
Prel(t)A = ρrel(t)SpA +
X
n
[Sp(APn) − hPni(t)Sp(A)]
δρrel(t)
δhPni(t)
. (2.51)
Prel(t) heißt Kawasaki-Gunton-Operator. Prel(t)A ist nur deﬁniert, wenn Sp(APn)
und Sp(A) endlich sind. Dies ist sicherlich erf¨ ullt, wenn A eine statistische Verteilung
ρ oder A = iLρ ist. Die Deﬁnition des Kawasaki-Gunton-Operators ist außerdem
von der Wahl der relevanten Verteilung abh¨ angig.
Die anderen Eigenschaften von Prel(t) folgen unmittelbar aus der gegebenen Deﬁni-
tion. Sie sollen hier trotzdem zitiert werden:
Prel(t)(αA + βB) = αPrel(t)A + βPrel(t)B , (2.52)
Prel(t)Prel(˜ t) = Prel(t) , (2.53)
Prel(t)ρ(t) = ρrel(t) , (2.54)
Prel(t)
∂
∂t
ρ(t) =
∂
∂t
ρrel(t) , (2.55)
f¨ ur dynamische Observablen A,B aus dem Deﬁnitionsbereich und reelle Zahlen α,β.
Die Eigenschaft (2.53) ist f¨ ur beliebige Zeiten t und ˜ t g¨ ultig und erlaubt Prel(t) als
Projektions-Operator zu betrachten. Die Eigenschaften (2.54) und (2.55) bedeuten,42 Kapitel 2. Statistische Ensembles f¨ ur das Nichtgleichgewicht
daß Prel(t) jede L¨ osung der Liouville-Gleichung und ihre Zeitableitung in die ent-
sprechende relevante Verteilung und deren Zeitableitung konvertiert.
Wir benutzen8 Sp(iLρ(t)) = 0 und erhalten f¨ ur die Zeitableitung der relevanten
Verteilung (2.50)
∂
∂t
ρrel(t) = −Prel(t)iLρ(t) = −Prel(t)iLρrel(t) − Prel(t)iL∆ρ(t) . (2.56)
Damit erhalten wir f¨ ur (2.49)
 
∂
∂t
+ CPrel(t)iL + ε
!
∆ρ(t) = −CPrel(t)iL ρrel(t) , (2.57)
wobei
CPrel(t) = 1 − Prel(t) (2.58)
der zum Kawasaki-Gunton-Operator komplement¨ are Operator ist.
Bemerkenswert an (2.57) ist, daß die Zeitentwicklung von ∆ρ durch den projezierten
Liouville-Operator CP(t)iL generiert wird, wohingegen in der Ausgangsgleichung
(2.49) die Dynamik durch den gew¨ ohnlichen Liouville-Operator iL erzeugt wird.
Damit beschreibt ∆ρ, deﬁniert in (2.48) und (2.57), Eﬀekte, die letztendlich auf die
Dynamik mikroskopischer Korrelationen zur¨ uckzuf¨ uhren sind, welche nicht in der
relevanten Verteilung enthalten sind. Der Projektions-Operator CPrel(t) in (2.57)
ber¨ ucksichtigt die Tatsache, daß die Dynamik dieser mikroskopischen Korrelationen
getrennt von der makroskopischen Entwicklung des Systems analysiert werden muß,
die durch die relevante Verteilung beschrieben wird.
Die formale Integration von (2.57) ¨ uber (−∞,t] ergibt
∆ρ(t) = −
t Z
−∞
d˜ t e
−ε(t−˜ t)Urel(t,˜ t)CPrel(˜ t)iL ρrel(˜ t) , (2.59)
mit dem projizierten Zeitentwicklungsoperator
Urel(t,˜ t) = Texp

 
 
−
t Z
˜ t
dτCPrel(˜ τ)iL

 
 
. (2.60)
Die formale L¨ osung (2.59) zusammen mit (2.48) erm¨ oglicht es nun, die rechte Sei-
te von (2.47) als Funktional in der relevanten Verteilung ρrel(˜ t) auszudr¨ ucken, die
wiederum von den Observablen hPni(t)(˜ t) gem¨ aß den Selbstkonsistenz-Bedingungen
(2.34) abh¨ angt. Damit erlaubt die hier skizzierte Prozedur, ein geschlossenes System
8F¨ ur den klassischen Fall kann diese Eigenschaft durch partielle Integration der Poisson-
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von verallgemeinerten Transportgleichungen f¨ ur die Observablen in (2.47) herzulei-
ten.
Um transparentere Gleichungen zu erhalten, schreiben wir im folgenden den Aus-
druck (2.59) um. Daf¨ ur benutzen wir (2.25) und die Identit¨ at
CPrel(t)iLρrel(t) = CPrel(t)iLe
−ˆ S(t)
= −
1 Z
0
dx (ρrel)
x (t)CPrel(t)iLˆ S(t)(ρrel)
1−x (t) . (2.61)
Diese Identit¨ at setzt den komplement¨ aren Kawasaki-Gunton- Operator (2.58) und
einen anderen Projektionsoperator CP(t) = 1 − P(t) in Beziehung. Der Operator
CP(t) ist komplement¨ ar zum Mori-Projektionsoperator P(t). Die Wirkung von P(t)
auf klassische dynamische Variablen A ist folgendermaßen erkl¨ art:
P(t)A = hAirel (t) +
X
n
δ hAirel (t)
δ hPni(t)
(Pn − hPni(t)) . (2.62)
Der Mori-Operator besitzt die Eigenschaften
P
2(t) = P(t), P(t)Pn = Pn , (2.63)
und ist daher ein Projektionsoperator auf dem linearen Raum der relevanten Varia-
blen.
Im klassischen Fall kommutieren alle in (2.61) vorkommenden Variablen und es gilt
daher einfach
CPrel(t)iLρrel(t) = −CP(t)iLˆ S(t)ρrel(t) . (2.64)
Mit der Identit¨ at (2.61) und dem expliziten Ausdruck (2.23) f¨ ur den Entropie-
Operator ﬁnden wir f¨ ur (2.59)
∆ρ(t) =
X
n
t Z
−∞
d˜ t e
−ε(t−˜ t)Fn(˜ t)Urel(t,˜ t)
1 Z
0
dx (ρrel)
x (˜ t)In˜ t(ρrel)
1−x (˜ t) , (2.65)
wobei die dynamischen Variablen
In(t) = CP(t) ˙ Pn = (1 − P(t)) ˙ Pn (2.66)
orthogonal zu dem linearen Raum der relevanten Variablen sind, d.h. P(t)In(t) = 0.
Die dynamischen Variablen In(t) bestimmen, wie die mikroskopischen Freiheitsgra-
de die Entwicklung des makroskopischen Nichtgleichgewichtzustandes beeinﬂussen,
der durch eine Menge von relevanten Variablen beschrieben wird. Daher heißen die
dynamischen Variablen (2.66) auch random forces.44 Kapitel 2. Statistische Ensembles f¨ ur das Nichtgleichgewicht
Der gesamte Fluß ˙ Pm der dynamischen Variablen (2.66) kann immer in einen syste-
matischen und einen zuf¨ alligen Anteil aufgespalten werden:
˙ Pm = P(t) ˙ Pm + CP(t) ˙ Pm = P(t) ˙ Pm + Im(t) . (2.67)
Berechnen wir die gemittelten Fl¨ usse auf der rechten Seite von (2.47) mit der Nicht-
gleichgewichtsverteilung (2.48), so zeigt sich tats¨ achlich, daß der ∆ρ(t)-Term kei-
nen Beitrag zur Mittelung des systematischen Anteils der Fl¨ usse liefert. Der Grund
hierf¨ ur ist, daß die dynamischen Variablen P(t) ˙ Pm Linearkombinationen der relevan-
ten Variablen sind und dies triﬀt somit auch auf ihre Mittelwerte zu. Die Berechnung
der Mittelwerte mittels der gesamten Nichtgleichgewichtsverteilung ρ(t) oder mittels
ihres relevanten Anteils ρrel(t) muß wegen den Selbstkonsistenzbedingungen (2.34)
zum gleichen Resultat f¨ uhren. Daher ﬁnden wir f¨ ur (2.47)
∂
∂t
hPmi(t) =
D
˙ Pm
E
rel + Sp(Im(t)∆ρ(t)) . (2.68)
Einsetzen von (2.65) ergibt ein System von verallgemeinerten Transportgleichungen
∂
∂t
hPmi(t) =
D
˙ Pm
E
rel +
X
n
1 Z
−∞
d˜ t e
−ε(t−˜ t)Lmn(t,˜ t)Fn(˜ t) , (2.69)
wobei die kinetischen Koeﬃzienten durch
Lmn(t,˜ t) =
1 Z
0
dx Sp

Im(t)Urel(t,˜ t)(ρrel)
x (˜ t)In(˜ t)(ρrel)
1−x (˜ t)

(2.70)
deﬁniert sind.
Obwohl die formale Struktur der Gleichungen (2.69) eher einfach aussieht, sind
die verallgemeinerten Transportgleichungen sehr kompliziert. Dies folgt sofort aus
dem expliziten Ausdruck f¨ ur die kinetischen Koeﬃzienten (2.70). Im allgemeinen
beinhalten diese Koeﬃzienten sogenannte Ged¨ achtniseﬀekte und entwickeln sich in
der Zeit gem¨ aß der projizierten Dynamik, die durch den Zeitentwicklungsopera-
tor Urel(t,˜ t) (2.60) generiert wird. Die verallgemeinerten Transportgleichungen (4.7)
sind trotzdem ein wichtiges Resultat der Theorie der Nichtgleichgewichtsprozesse.
Sie sind vollkommen allgemein, d.h. sie zeigen die allgemeine Struktur von Pro-
zeßgleichungen f¨ ur eine beliebige Menge von Observablen. Außerdem besitzen die
rechten Seiten dieser Gleichungen eine einfache physikalische Interpretation, wie wir
im n¨ achsten Abschnitt zeigen werden: die ¨ uber die relevante Verteilung gemittelten
Fl¨ usse liefern keinen Beitrag zur Entropie-Produktion und beschreiben daher rever-
sible Nichtgleichgewichtsprozesse. Der zweite Term auf der rechten Seite von (4.7)
dagegen verursacht Entropie-Produktion im System und beschreibt somit irreversi-
ble Nichtgleichgewichtsprozesse. Ein weiterer Vorteil der Gleichungen (4.7) ist, daß
sie exakt sind und damit als Ausgangspunkt zur Konstruktion von gen¨ aherten Pro-
zeßgleichungen genutzt werden k¨ onnen. Dies kann entweder durch St¨ orungstheorie
oder durch geschicktes Modellieren der kinetischen Koeﬃzienten geschehen.2.2 L¨ osungen der Liouville-Gleichung 45
2.2.3 Entropie-Produktion im Nichtgleichgewichtsprozeß
In diesem Abschnitt benutzen wir die verallgemeinerten Transportgleichungen (4.7),
um die Zeitabh¨ angigkeit der thermodynamischen Entropie in Nichtgleichgewichtspro-
zeß zu analysieren.
Die Zeitableitung der thermodynamischen Entropie ist durch (2.30) gegeben, wobei
die Zeitableitungen der Observablen durch die verallgemeinerten Transportgleichun-
gen (4.7) bestimmt wird. Elimination dieser Ableitungen liefert
d
dt
S(t) =
X
m
Fm
D
˙ Pm
E
rel +
X
m,n
t Z
−∞
d˜ t e
−ε(t−˜ t)Fm(t)Lmn(t,˜ t)Fn(˜ t) . (2.71)
Wir zeigen zun¨ achst, daß der erste Term auf der rechten Seite verschwindet. Daf¨ ur
benutzen wir die Identit¨ at Dn
ˆ S,A
oE
rel = 0 , (2.72)
wobei A wieder irgendeine klassische dynamische Variable ist und das Symbol {·,·}
die Poisson-Klammern bezeichnet. Mit der Identit¨ at (2.72) erhalten wir
X
n
Fn(t)
D
˙ Pn
E
rel ≡
X
n
Fn(t)h{Pn,H}irel =
Dn
ˆ S,A
oE
rel = 0 . (2.73)
Damit erhalten wir f¨ ur die Zeitableitung der thermodynamischen Entropie (2.71)
d
dt
S(t) =
X
m,n
t Z
−∞
d˜ t e
−ε(t−˜ t)Fm(t)Lmn(t,˜ t)Fn(˜ t) . (2.74)
Dieses Ergebnis ist exakt und gilt f¨ ur jede m¨ ogliche Menge von relevanten Variablen,
die zur Beschreibung des makroskopischen Nichtgleichgewichtzustandes verwendet
werden. Sind diese Variablen ausschließlich Integrale der Bewegung, so verschwinden
die Fl¨ usse In and folglich auch die durch (2.70) gegebenen kinetischen Koeﬃzienten.
Dann ist die thermodynamische Entropie selbst zeitlich konstant und damit ist das
betrachtete physikalische System im thermischen Gleichgewicht.
Im Allgemeinen wird die ¨ Anderungsrate der thermodynamischen Entropie zu ei-
nem beliebiegen Zeitpunkt t von der Historie des gegebenen physikalischen Systems
abh¨ angen. Genau dies impliziert ja (2.74). Bis heute ist wenig ¨ uber das Verhalten
der thermodynamischen Entropie bekannnt, wenn Ged¨ achtniseﬀekte ber¨ ucksichtigt
werden m¨ ussen. Einige Analysen f¨ ur spezielle Beispiele lassen jedoch vermuten, daß
auch hierf¨ ur die Zeitableitung der thermodynamischen Entropie eines makroskopi-
schen Nichtgleichgewichtszustandes positiv ist, wenn ¨ uber ein hinreichend großes
Zeitintervall gemittelt wird.
In vielen F¨ allen zerfallen jedoch die durch die kinetischen Koeﬃzienten Lmn(t,˜ t)
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kleiner ist als das Zeitintervall auf dem sich die zu den makroskopischen Observa-
blen hPmi(t) konjugierten Lagrange-Multiplikatoren Fm(t) nennenswert ¨ andern. Wir
k¨ onnen dann die Ged¨ achtniseﬀekte in (2.74) vernachl¨ assigen und die Zeitableitung
der thermodynamischen Entropie einfacher (n¨ amlich nach Markov) notieren:
d
dt
S(t) =
X
m,n
Fm(t)Lmn(t)Fn(t) , (2.75)
wobei die kinetischen Koeﬃzienten Lmn(t) jetzt durch
Lmn(t) =
t Z
−∞
d˜ t e
−ε(t−˜ t)Lmn(t,˜ t) (2.76)
deﬁniert sind. Gleichung (2.75) ist bekannt aus der irreversiblen Thermodynamik
(de Groot und Mazur, 1962). Man kann zeigen, daß die durch (2.75) beschriebene
Entropie-Produktion tats¨ achlich positiv ist, wenn der Zustand des gegebene physi-
kalische System nahe dem Gleichgewichtszustand ist9. F¨ ur Zust¨ ande weit weg vom
Gleichgewicht ist die Frage nach dem Vorzeichen der Entropie-Produktion bis heute
nicht gekl¨ art, da allgemeine Aussagen ¨ uber die kinetischen Koeﬃzienten (2.76) alles
andere als evident sind.
Anhang A
In diesem Anhang deﬁnieren wir den Zustandsbegriﬀ und die Prozeßgleichungen von
klassischen Vielteilchensystemen mit bekannter Hamilton-Funktion. Es werden die
Probleme einer rein dynamischen Beschreibung von Vielteilchensystemen benannt
und er¨ ortert. Als Alternative zur rein dynamischen Beschreibung wird die statisti-
sche Interpretation ¨ uber Verteilungsfunktionen auf dem Phasenraum von klassischen
Vielteilchensystemen erkl¨ art. Die klassische Liouville-Gleichung als Prozeßgleichung
und der Liouville-Operator als Zeittranslationsoperator werden eingef¨ uhrt.
Verteilungsfunktionen auf dem Phasenraum
In der statistischen Mechanik wird der dynamische Zustand eines Systems mit f Frei-
heitsgraden durch die Menge der generalisierten Koordinaten (q) = (q1,...,qf) und
der kanonisch konjugierten Impulse (p) = (p1,...,pf) angegeben. Das kartesische
9Der Beweis basiert auf bestimmten Symmetriebedingungen f¨ ur die kinetischen Koeﬃzienten.
Diese sind unter dem Namen Reziprozit¨ ats-Beziehungen von Onsager bekannt. Hier sei lediglich
erw¨ ahnt, daß diese sogenannten Onsager-Beziehungen die Zeitumkehrinvarianz der Bewegungsglei-
chungen f¨ ur die mikroskopischen Korrelationen widerspiegelnAnhang A 47
Produkt (q)×(p) beider Mengen fassen wir als Punkt (q,p) = (q1,...,qf,p1,...,pf)
in einem sogenannten 2f-dimensionalen Phasenraum Γ(q,p) auf. Der so charak-
terisierte dynamische Zustand eines Systems heißt auch mikroskopischer Zustand.
Zum Beispiel beschreiben wir ein System von N identischen Teilchen durch 3N
kartesische Koordinaten (r1,...,rN) = (q1,...,q3N) und die zugeh¨ origen Impul-
se (p1,...,pf) = (p1,...,p3N). Das kartesische Produkt (r) × (p) deﬁniert einen
Punkt (r1,...,rN,p1,...,pN) im 6N dimensionalen Phasenraum ΓN(x,p).
Die Zeitentwicklung eines mikroskopischen Zustandes ist durch eine Trajektorie
(q(t),p(t)) im Phasenraum Γ gegeben. Die Phasenraumvariablen qj(t) und pj(t)
entwickeln sich in der Zeit gem¨ aß der Hamilton-Gleichungen
d
dt
qj(t) =
∂
∂pj
H(q,p,t) ,
d
dt
pj(t) = −
∂
∂q j
H(q,p,t) (j ∈ {1,2,...,f}) ,
(2.A.1)
wobei H(q,p,t) die Hamilton-Funktion des Systems sei und f = 3N.
Um die Zeitentwicklung eines dynamischen Systems mit bekannter Hamilton-Funktion
H und gegebenen mikroskopischen Anfangszustand (q(t0),p(t0)) vorherzusagen, m¨ us-
sen die Prozeßgleichungen (2.A.1) integriert und die Trajektorie (q(t),p(t)) bestimmt
werden. Hierf¨ ur ist die Existenz von sogenannten Integralen der Bewegung Cj wich-
tig. Jede Trajektorie kann dann durch spezielle Werte cj der dynamischen Variablen
Cj(q,p) charakterisiert werden. Die cj sind Einschr¨ ankungen und deﬁnieren den
Unterraum Γ(q,p|cj) des Phasenraums Γ(q,p), der f¨ ur die durch cj charakterisierte
Trajektorie zug¨ anglich ist.
Ein dynamisches System heißt integrabel, wenn es genau so viele Integrale der Be-
wegung wie Freiheitsgrade hat. F¨ ur integrable Systeme kann eine L¨ osung der Pro-
zeßgleichungen explizit angegeben werden. Damit ist der dynamische Zustand des
Systems ¨ uber beliebig große Zeitintervalle bekannt. Trotzdem kann der dynamische
Zustand von Systemen mit vielen Freiheitsgraden nicht durch den beschriebenen,
rein dynamischen Zugang bestimmt werden:
(1) Es ist in der Praxis unm¨ oglich, den exakten mikroskopischen Anfangszustand
eines Systems mit vielen Freiheitsgraden beliebig genau festzustellen. Jede
so limitierte Genauigkeit kann aber nach hinreichend langer Zeit zu großen
Abweichungen f¨ uhren.
(2) Jede limitierte Genauigkeit in der (numerischen) L¨ osung der Prozeßgleichun-
gen verbietet es, eine Trajektorie f¨ ur gr¨ oßere Zeitintervalle zu speziﬁzieren.
(3) In der Regel sind die zu beschreibenden Systeme nicht vollst¨ andig isoliert,
wodurch weitere Freiheitsgrade und außerdem externe St¨ orungen auftreten
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Es ist also im allgemeinen nicht m¨ oglich, die Entwicklung eines Systems mit vielen
Freiheitsgraden als Transformation von einem Punkt (q(t0),p(t0)) zu einem anderen
Punkt (q(t),p(t)) im Phasenraum Γ(q,p) zu beschreiben, weil wir die durch (1)-(3)
gegeben Unsicherheiten nicht eliminieren k¨ onnen. Wir wollen solche Systeme mit
vielen Freiheitsgraden im weiteren makroskopische Systeme nennen. Das Problem
besteht also darin, daß es unm¨ oglich ist, den mikroskopischen Zustand
eines makroskopischen Systems beliebig genau zu kennen.
Daraus folgt, daß wir genau alle mikroskopischen Zust¨ ande betrachten m¨ ussen, die
mit den dem System auferlegten Restriktionen vertr¨ aglich sind. Unter solchen Re-
striktionen wollen wir sowohl interne Einschr¨ ankunngen durch die Integrale der
Bewegung und externe Einschr¨ ankungen des Phasenraums Γ(q,p) verstehen. Die
Identiﬁkation des makroskopischen Systems mit einem speziellen mikroskopischen
Zustand kann nur mit einer bestimmten Wahrscheinlichkeit stattﬁnden.
Auf dieser Diskussion beruht die Interpretation von Prozessen in makroskopischen
Systemen. Gibbs (1972) schlug vor, nicht das gegebene System zu analysieren, son-
dern eine große (eigentlich im Limes unendlich große) Anzahl von Kopien des Sy-
stems. Alle Kopien unterliegen identischen externen Bedingungen. Die Menge dieser
Kopien heißt statistisches Ensemble.
Jede einzelne Kopie wird im Phasenraum Γ(q,p) durch einen Punkt (q,p)i repr¨ asen-
tiert. Jede Kopie bewegt sich auf ihrer eigenen Trajektorie (q(t),p(t))i im Phasen-
raum, die durch die Prozeßgleichungen (2.A.1) gegeben ist.
Das statistische Ensemble kann durch eine Verteilungsfunktion ρ(q,p,t) beschrie-
ben werden, die proportional zur Wahrscheinlichkeitdichte f¨ ur die Verteilung der
Kopien im Phasenraum Γ(q,p) ist. Aus Gr¨ unden der Einfachheit beziehen wir uns
im folgenden o.B.d.A. auf den Spezialfall von N Teilchen und w¨ ahlen kartesische
Koordinaten und die dazu geh¨ origen Impulse. Die N-Teilchen Verteilungsfunktion
ρN(q,p,t) = ρN(r1,...,rN,p1,...,pN,t) ist so deﬁniert, daß
dWN(q,p,t) = ρN(q,p,t) dΓN (2.A.2)
die Wahrscheinlichkeit angibt, eine Kopie des statistischen Ensembles im Phasen-
raumpunkt (q,p) zur Zeit t zu ﬁnden. Die Deﬁnition der Verteilungsfunktion impli-
ziert eine Normierungsbedingung f¨ ur ρN bzgl. der Integration ¨ uber den Phasenraum
Z
Γ
dΓN ρN(q,p,t) = 1 . (2.A.3)
Diese Bedingung ist f¨ ur das Phasenraummaß
dΓN =
1
N!(2π)3N Π
N
j=1 drj dpj (2.A.4)
erf¨ ullt. Die Bedeutung dieser Deﬁnition wird evident, wenn die klassische statistische
Mechanik als Grenzfall der Quantenstatistik betrachtet wird.Anhang A 49
Ist die Verteilungsfunktion ρ(q,p,t) bekannt, so k¨ onnen wir Vorhersagen zur Mes-
sung einer physikalischen Gr¨ oßen O machen, die durch den Erwartungswert hOi(t)
der zugeh¨ origen dynamischen Variablen O(q,p,t) beschrieben wird. Es gilt
hOi(t) =
Z
V (Γ)
dΓN ρN(q,p,t) O(q,p,t) . (2.A.5)
In der statistischen Mechanik wird angenommen, daß diese sogenannte Ensemble-
Mittelung mit der zeitlichen Mittelung der physikalischen Gr¨ oße ¨ uber die Historie
eines einzigen Systems ¨ ubereinstimmt. Diese Annahme heißt Ergoden-Hypothese.
Die Klassische Liouville-Gleichung
Die Beschreibung eines statistischen Ensembles durch die Verteilungsfunktion ρ(q,p,t)
und die Deﬁnition der Ensemble-Mittelung sind nur dann von praktischem Interesse,
wenn es uns gelingt, eine Prozeßgleichung f¨ ur ρ(q,p,t) selbst herzuleiten.
Die Herleitung beruht auf dem Theorem von Liouville, welches in unseren No-
tationen folgenden Inhalt hat. Angenommen zum Zeitpunkt t0 belegen die Punkte
(q0,p0) mit q0 = q(t0) und p0 = p(t0) einen bestimmten Bereich ∆Γt0 im Phasen-
raum. Zu einem beliebigen Zeitpunkt t belegen die Punkte (qt,pt) mit qt = q(t) und
pt = p(t) als L¨ osungen der Prozeßgleichungen (2.A.1) einen Bereich ∆Γt. Dann gilt
Z
∆Γt0
dq
0dp
0 =
Z
∆Γt
dq
tdp
t ∀t . (2.A.6)
Also bleibt das von den Phasenraum-Punkten eingenommene Phasenraum-Volumen
w¨ ahrend des Prozesses konstant.
Trotz seiner zentralen Rolle f¨ ur die statistische Mechanik kann dieses Theorem allein
mit elementarer Transformationstheorie von Maßen und den Bewegungsgleichungen
von Hamilton (2.A.1) bewiesen werden.
Da die Anzahl der Freiheitsgrade eines jeden mikroskopischen Zustandes konstant
ist, gilt weiterhin
ρ(q,p,t) dqdp = ρ

˜ q, ˜ p,˜ t

d˜ qd˜ p (2.A.7)
und mit dem Theorem von Liouville folgt sogar
ρ(q,p,t) = ρ

˜ q, ˜ p,˜ t

, (2.A.8)
d. h. entlang einer beliebigen Trajektorie im Phasenraum bleibt die Verteilungsfunk-
tion konstant.
Mehr als die Beziehung (2.A.7) k¨ onnen wir aus den allgemeinen Prinzipien der sta-
tistischen Mechanik hinsichtlich einer Prozeßgleichung f¨ ur ρ(q,p,t) nicht gewinnen.50 Kapitel 2. Statistische Ensembles f¨ ur das Nichtgleichgewicht
Da die gesuchte Gleichung eine Diﬀerentialgleichung sein soll, betrachten wir spe-
ziell ˜ t = t + ∆t. Wir nehmen an, daß dann ˜ q = q + ∆q und ˜ p = p + ∆p. F¨ ur den
betrachteten Spezialfall ist somit
ρ(q,p,t) = ρ(q + ∆q,p + ∆p,t + ∆t) . (2.A.9)
Wir entwickeln die rechte Seite dieser Gleichung in eine Taylor-Reihe um den Pha-
senraumpunkt (q,p) zur Zeit t und erhalten im Limes t → 0

 ∂
∂t
+
f X
j
 
˙ qj
∂
∂q j
+ ˙ pj
∂
∂pj
!
 ρ(q,p,t) = 0 . (2.A.10)
Dies ist eine Formulierung der klassischen Liouville-Gleichung und stellt die gesuchte
Prozeßgleichung f¨ ur die Verteilungsfunktion dar. Nun werden Zeitentwicklungen in
Hamilton-Systemen eigentlich durch die Hamilton-Funktion H(q,p,t) des betrach-
teten Systems generiert. Das ist auch f¨ ur die Zeitentwicklung der Verteilungsfunk-
tion so, was wir durch Einsetzen von (2.A.1) in die klassische Liouville- Gleichung
(2.A.10) explizit zum Ausdruck bringen
∂
∂t
ρ = {H,ρ} , (2.A.11)
wobei {·,·} die Poisson-Klammer bezeichne und {H,·} der Zeitableitung entspricht.
Im weiteren erweist sich noch eine andere Formulierung als n¨ utzlich. Dazu deﬁ-
nieren wir zun¨ achst den sogenannten Liouville-Operator L. Sein Deﬁnitionsbereich
sind alle zweimal stetig diﬀerenzierbaren Funktionen φ ¨ uber dem Phasenraum. Die
Operationsvorschrift ist
Lφ = −i{φ,H} . (2.A.12)
L ist oﬀensichtlich linear. Die Liouville Gleichung kann dann folgendermaßen for-
muliert werden  
∂
∂t
+ iL
!
ρ = 0 . (2.A.13)
Der Vorteil dieser Formulierung ist evident. Sie erlaubt uns n¨ amlich eine formale
L¨ osung der Liouville-Gleichung zu ﬁnden, sofern die Verteilungsfunktion zur Zeit t0
bekannt ist. F¨ ur den Fall, daß L nicht explizit von der Zeit abh¨ angt, ist die L¨ osung
ρ(q,p,t) = e
−i(t−t0)L ρ(q,p,t0) . (2.A.14)
Der Operator e−i(t−t0)L ρ(q,p,t0) heißt Zeitentwicklungs-Operator. Da es sich um
eine Darstellung der Zeittranslationsgruppe handelt, kann seine Wirkung auf den
Deﬁnitionsbereich von L einfach durch Taylor-Reihenentwicklung erkl¨ art werden.
Mit dem Liouville-Operator lassen sich nat¨ urlich auch Bewegungsgleichungen f¨ ur
Observablen O(q,p,t) formulieren. Diﬀerenzieren wir O(q,p,t) nach der Zeit und
benutzen erneut die Prozeßgleichungen (2.A.1), so ergibt sich
d
dt
O =
∂
∂t
O + {O,H} , (2.A.15)Anhang B 51
oder,
d
dt
O =
 
∂
∂t
− iL
!
O . (2.A.16)
Sind die Observable O(q,p) und L nicht explizit zeitabh¨ angig, so l¨ aßt sich wieder
eine formale L¨ osung angeben
O(q(t),p(t)) = e
+i(t−t0)L O(q(t0),p(t0)) , (2.A.17)
wobei q(t) und p(t) L¨ osungen von (2.A.1) mit den Anfangsbedingungen q(t0) = q0
und p(t0) = p0 seien.
Anhang B
In diesem Anhang wird die Deﬁnition der Entropie f¨ ur klassische Gleichgewichtssy-
steme gegeben, wie sie von Gibbs eingef¨ uhrt und durch von Neumann auf Quan-
tensysteme erweitert wurde, Wir diskutieren den Zusammenhang zwischen der von
Gibbs und der von Shannon in die Informationstheorie eingef¨ uhrten Entropie. Diese
Beziehung ist insbesondere f¨ ur die Theorie der Nichtgleichgewichtsprozesse interes-
sant.
Gibbs-Entropie
In der Thermodynamik werden folgende Eigenschaften der Gr¨ oße Entropie S postu-
liert:
(1) S ist eine extensive Zustandsgr¨ oße.
(2) F¨ ur ein abgeschlossenes System ist S monoton wachsend. S ist maximal im
thermischen Gleichgewicht.
(3) F¨ ur reversible (quasi-statische) Prozesse, gilt die Fundamentalrelation
TdS = dU + PdV − µdN , (2.B.1)
wobei T die Temperatur, U die innere Energie, P den Druck und µ das che-
mische Potential bezeichne.
Dieses Konzept der thermodynamischen Entropie kann von Systemen im globalen
Gleichgewicht (globale Entropie) auf Systeme im Nichtgleichgewicht erweitert wer-
den, vorausgesetzt diese k¨ onnen als kontinuierlich angesehen werden und beﬁnden52 Kapitel 2. Statistische Ensembles f¨ ur das Nichtgleichgewicht
sich im lokalen thermischen Gleichgewicht. Die Voraussetzung von lokalem ther-
mischen Gleichgewicht erlaubt die Deﬁninition einer lokalen Entropie. Die lokale
Entropie h¨ angt von lokalen thermodynamischen Gr¨ oßen genauso ab, wie die globale
Entropie von den entsprechenden globalen Gleichgewichts-Gr¨ oßen. Das vorgestellte
Konzept ist charakteristisch f¨ ur die Thermodynamik irreversibler Prozesse (de Groot
und Mazur, 1962).
Eines der Hauptprobleme der statistischen Mechanik ist es, eine Deﬁnition der
Entropie bereitzustellen, die konsistent auf Vielteilchensysteme im Gleichgewicht
und Nichtgleichgewicht angewendet werden kann. Wie f¨ ur das Gleichgewicht soll-
te die lokale Entropie (zu jedem Zeitpunkt) ein Funktional der Verteilungsfunktion
sein, also S = S[ρ].
F¨ ur klassische Systeme wurde eine solche Deﬁnition zuerst von Gibbs (1972) gege-
ben: die Gibbs-Entropie SGibbs eines statistischen Ensembles, beschrieben durch die
Verteilungsfunktion ρ(q,p,t), ist10
SGibbs(t)
def = −
Z
dΓ ρ(q,p,t) ln ρ(q,p,t) . (2.B.2)
F¨ ur den Fall, daß das statistische Ensemble die Nichtgleichgewichtszust¨ ande eines
Systems mit variabler Teilchenzahl pr¨ asentiert, ist noch ¨ uber die m¨ oglichen Teil-
chenzahlen zu summieren.
Es ist leicht zu zeigen, daß die von Gibbs deﬁnierte Entropie additiv ist und damit
diese in der Thermodynamik geforderte Eigenschaft erf¨ ullt. Auch f¨ uhrt sich zu allen
bekannten thermodynamischen Relationen zwischen makroskopischen Gr¨ oßen.
Im Falle von statistischen Ensembles f¨ ur Nichtgleichgewichtssysteme ist die von
Gibbs deﬁnierte Entropie f¨ ur isolierte Systeme jedoch konstant und steht damit in
Widerspruch zur in der Thermodynamik geforderten Eigenschaft, daß die Entropie
monoton wachsend sein und im Gleichgewichtszustand ihr Maximum erreichen soll.
Die Verteilungsfunktion zur Zeit t0 sei ρ(q0,p0,t0). Die Liouville-Gleichung liefert
f¨ ur alle Zeiten ρ(q,p,t) = ρ(q0,p0,t0), wobei der Phasenraumpunkt (q,p) auf der
Trajektorie durch (q0,p0) liege. Mit dem Theorem von Liouville gilt somit
SGibbs(t) = −
Z
dΓ ρ(q,p,t) ln ρ(q,p,t)
= −
Z
dΓ
0 ρ(q0,p0,t0) ln ρ(q0,p0,t0)
= SGibbs(t0) ∀t . (2.B.3)
10Die so deﬁnierte Entropie S ist dimensionslos. Folglich hat die Temperatur T die gleiche Mas-
sendimension wie die Energie. Dies ist die in der Statistischen Mechanik gebr¨ auchliche Konvention.
Andererseits wird die Temperatur gew¨ ohnlich in Kelvin gemessen. Mit dieser Konvention hat die
Entropie Stherm dann die Einheit der Boltzmann-Konstante kB = 1.38 · 10−23Ws/K. Der Zusam-
menhang beider Konventionen ist durch S = kBStherm gegeben.Anhang B 53
Wir gelangen zum gleichen Resultat, wenn wir SGibbs nach der Zeit diﬀerenzieren
und ∂ρ/∂t mittels der Liouville-Gleichung eliminieren. Eine simple Rechnung liefert
auch hier dSGibbs/dt = 0.
Dieses Manko war Gibbs durchaus bewußt (Gibbs, 1972). Gibbs versuchte zu bewei-
sen, daß die Entropie eines isolierten Systems trotzdem irgendwie anwachsen kann.
Seine Argumentation wurde von P. und T. Ehrenfest (Ehrenfest, 1959) aufgegriﬀen
und verbessert. Sie schlugen vor, die von Gibbs eingef¨ uhrte Entropie in folgendem
Sinne zu vergr¨ obern. Statt die Verteilungsfunktion ρ(q,p,t), die wir im weiteren feine
Verteilungsfunktion nennen, an jedem Punkt (q,p) des Phasenraums auszuwerten,
mittelt man ρ(q,p,t) ¨ uber ein kleines Volumen ∆Γ(q,p) um (q,p), also
˜ ρ(q,p,t)
def =
1
∆Γ(q,p)
Z
∆Γ(q,p)
dq0dp0 ρ(q0,p0,t) . (2.B.4)
Diese Verteilungsfunktion ˜ ρ(q,p,t) soll grobe Verteilungsfunktion heißen. Die Idee
und Legitimation hinter der Deﬁnition (2.B.4) ist, daß bei einer physikalischen Mes-
sung von observablen Gr¨ oßen immer eine solche Mittelung impliziert wird, da Meß-
ger¨ ate eine endliche Auﬂ¨ osung bez¨ uglich der Orts- und Impulsmessung haben.
Als neue Deﬁnition f¨ ur Entropie wird
˜ S(t)
def = −
Z
dΓ ˜ ρ(q,p,t) ln˜ ρ(q,p,t) (2.B.5)
angegeben. Damit sind alle guten Eigenschaften der Gibbschen Deﬁnition erhalten
und wir zeigen im folgenden, daß ˜ S(t) tats¨ achlich mit der Zeit anwachsen kann.
Wir nehmen an, daß zur Zeit t0 die feine Verteilungsfunktion mit der groben Ver-
teilungsfunktion ¨ ubereinstimmt, d. h. ρ(q,p,t0) = ˜ ρ(q,p,t0). F¨ ur einen Zeitpunkt
t > t0 ist dann
˜ S(t) − ˜ S(t0) = ˜ S(t) − SGibbs(t0)
= ˜ S(t) − SGibbs(t)
= −
Z
dΓ ˜ ρ(t) ln˜ ρ(t) +
Z
dΓ ρ(t) lnρ(t) . (2.B.6)
Wir diskretisieren den ersten Summanden und ﬁnden
Z
dΓ ˜ ρ(t) ln˜ ρ(t)
diskret −→
X
∆Γ(q,p)
∆Γ(q,p) ˜ ρ(t) ln˜ ρ(t)
=
X
∆Γ(q,p)
ln˜ ρ(q,p,t)
Z
∆Γ(q,p)
dq0dp0 ρ(q0,p0,t)
=
X
∆Γ(q,p)
∆Γ(q,p) ρ(q,p,t) ln˜ ρ(q,p,t)
kont −→
Z
dΓ ρ(t) ln˜ ρ(t) . (2.B.7)54 Kapitel 2. Statistische Ensembles f¨ ur das Nichtgleichgewicht
Im vorletzten Schritt haben wir den Mittelwert-Satz der Integralrechung benutzt.
Einsetzen in (2.B.6) liefert
˜ S(t) − ˜ S(t0) =
Z
dΓ ρ(t) ln(ρ(t)/˜ ρ(t))
≥
Z
dΓ ρ(t)(1 − ˜ ρ(t)/ρ(t))
= 0 , (2.B.8)
wobei wir im letzten Schritt die Normierung der Verteilungsfunktionen ρ und ˜ ρ
benutzt haben. Die ¨ uber die grobe Verteilungsfunktion deﬁnierte Entropie erf¨ ullt
somit alle in der Thermodynmik an die Entropie geforderten Eigenschaften.
Die gegebene Deﬁnition ist jedoch ebenfalls problematisch.
(1) Dem Zeitpunkt t0 kommt eine besondere Rolle zu.
(2) Die Gr¨ oße des Volumens ∆Γ um einen beliebigen Phasenraumpunkt ist belie-
big.
Je kleiner ∆Γ desto weniger w¨ achst ˜ S(t) in einem gegebenen Zeitintervall. Im Limes
∆Γ → 0 kann sogar ˜ S(t) → 0. Es ist klar, daß die physikalische Entropie nicht von
einer willk¨ urlichen Skala abh¨ angen darf.
Die Entropie in der Informationstheorie
Historisch betrachtet hat die Informationstheorie viele Konzepte aus der statisti-
schen Mechanik ¨ ubernommen. Das ist auch so f¨ ur den Entropie-Begriﬀ, der von
Shannon (Shannon und Weaver, 1949) in die Informationstheorie ¨ ubernommen wur-
de. Wir nennen die in der Informationstheorie eingef¨ uhrte Entropie kurz Infor-
mations-Entropie. Heute ist die Informationstheorie eine fundierte Theorie und es
ist ¨ ublich, ihre Konzepte als grundlegend zu betrachten und auf die statistische
Mechanik anzuwenden (Jaynes, 1957, 1963). So liefert die Informationstheorie ein
Extremalprinzip f¨ ur die Informations-Entropie, aus dem alle Gibbschen Gleichge-
wichtsverteilungen hergeleitet werden k¨ onnen.
Die Informations-Entropie kann interpretiert werden als Maß f¨ ur die durch die stati-
stische Verteilung {wj} generierte Unsicherheit. Tats¨ achlich, existiert ein ws ∈ {wj}
mit ws = 1, dann ist Sinf = 0. Andererseits, gilt wj = 1/K ∀j ∈ {1,...,K}, so ist
Sinf maximal. Also erhalten wir f¨ ur den Fall, daß alle Ereignisse gleich wahrscheinlich
sind, die gr¨ oßte Unsicherheit und damit die kleinste Menge an Information.Anhang B 55
Wir erinnern zun¨ achst an die Deﬁnition der Informations-Entropie. Sei {wj} eine
diskrete Verteilung von Wahrscheinlichkeiten f¨ ur das Auftreten von K unterscheid-
baren Ereignissen, wobei
K X
j=1
wj = 1 . (2.B.9)
Die Gr¨ oße
Sinf
def = −
K X
j=1
wj lnwj (2.B.10)
heißt Informations-Entropie oder auch Shannon-Entropie11 .
Die Informations-Entropie kann interpretiert werden als Maß f¨ ur die durch die stati-
stische Verteilung {wj} generierte Unsicherheit. Tats¨ achlich, existiert ein ws ∈ {wj}
mit ws = 1, dann ist Sinf = 0. Andererseits, gilt wj = 1/K ∀j ∈ {1,...,K}, so ist
Sinf maximal. Also erhalten wir f¨ ur den Fall, daß alle Ereignisse gleich wahrscheinlich
sind, die gr¨ oßte Unsicherheit und damit die kleinste Menge an Information.
Wir kommen nun zur Kontinuums-Formulierung der Informations-Entropie. F¨ ur die
Verteilungsfunktion einer kontinuierlichen Variablen x mit der Dichte f(x), wobei
Z
dx f(x) = 1 , (2.B.11)
ist die (kontinuierliche) Informations-Entropie
Sinf
def = −
Z
dx f(x) lnf(x) . (2.B.12)
Die Gibbs-Entropie ist somit ein Spezialfall der Informations-Entropie. F¨ ur eine
kontinuierlliche Verteilung von Wahrscheinlichkeiten ist die Entropie (2.B.12) ein
Funktional der Verteilungsfunktion.
Von besonderem Interesse f¨ ur uns sind sogenannte maximale Verteilungen, die un-
ter zus¨ atzlichen Bedingungen die Informations-Entropie maximieren. Solche Bedin-
gungen sind, daß die Erwartungswerte bestimmter Zufallsvariablen Am(j) m ∈
{1,...,M} mit vorgegebenen Werten ¨ ubereinstimmen. Da die maximalen Vertei-
lungen in der statistischen Mechanik ein zentrales Konzept darstellen, wollen wir im
folgenden die allgemeine Methode zu ihrer Konstruktion skizzieren.
Wir beginnen wieder mit einer diskreten Verteilung von Wahrscheinlichkeiten f¨ ur K
unterscheidbare Ereignisse. Die zus¨ atzlichen Bedingungen schreiben wir in der Form
hAmi =
K X
j=1
Am(j)˜ wj , m ∈ {1,...,M} , (2.B.13)
11Die Informations-Entropie Sinf ist gew¨ ohnlich ¨ uber den Logarithmus zur Basis 2 deﬁniert.
In der Statistischen Mechanik ist allerdings die Deﬁnition ¨ uber den nat¨ urlichen Logarithmus
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wobei die hAmi als bekannt vorausgesetzt werden und die { ˜ wj} eine normierte Test-
Verteilung f¨ ur die Wahrscheinlichkeiten ist. Wir suchen das Extremum der Funktion
(2.B.10) unter den Nebenbedingungen (2.B.9) und (2.B.13). Dazu suchen wir das
globale Extremum der Funktion
S = Sinf −
M X
m=1
λm
K X
j=1
Am(j)˜ wj − λ0
K X
j=1
˜ wj , (2.B.14)
wobei die Lagrange-Multiplikatoren, λm m ∈ {1,...,M}, aus der Nebenbedingung
(2.B.13) folgen, w¨ ahrend der zus¨ atzliche Lagrange-Multiplikator λ0 aus der Normie-
rung (2.B.9) bestimmt werden muß.
Als notwendige Bedingung f¨ ur ein Extremum erhalten wir
∂
∂ ˜ wj
S = −ln˜ wj −
M X
m=1
λmAm(j) − (1 + λ0) = 0 , (2.B.15)
woraus die zugeh¨ orige extremale Verteilung folgt
wj = exp
 
−Φ −
M X
m=1
λmAm(j)
!
. (2.B.16)
Der Lagrange-Multiplikator λ0 ist hier durch
Φ = ln


K X
j=1
exp
 
−
M X
m=1
λmAm(j)
!
 (2.B.17)
ausgedr¨ uckt. Mit der Normierungsbedingung (2.B.9) ergibt sich leicht Φ = 1 + λ0.
Die Informations-Entropie der extremalen Verteilung
Sinf =
K X
j=1
wj
 
Φ +
M X
m=1
λmAm(j)
!
= Φ +
M X
m=1
λm hAmi (2.B.18)
h¨ angt von den Erwartungswerten hAmi ¨ uber die Lagrange-Multiplikatoren λm ab,
die mit den Nebenbedingungen (2.B.13) eliminiert werden k¨ onnen.
Wir haben gezeigt, daß die maximale Verteilung ein Extremum f¨ ur die Informations-
Entropie liefert. Es bleibt zu zeigen, daß dieses Extremum wirklich ein Maximum
ist.
Gegeben seien zwei normierte Verteilungen {wj} und { ˜ wj}, wobei erstere die ex-
tremale Verteilung (2.B.16) und letztere eine mit den Erwartungswerten hAmi ver-
tr¨ agliche, aber sonst beliebige Verteilung sei. Da beide Verteilungen (2.B.13) erf¨ ullen,Anhang B 57
gilt
Sinf − ˜ Sinf = −
K X
j=1
wj lnwj +
K X
j=1
˜ wj ln˜ wj
= −
K X
j=1
˜ wj lnwj +
K X
j=1
˜ wj ln˜ wj
=
K X
j=1
˜ wj ln(˜ wj/wj)
≥
K X
j=1
˜ wj (1 − wj/˜ wj) = 0 . (2.B.19)
Es ist also Sinf ≥ ˜ Sinf, wobei das Gleichheitszeichen nur gilt, wenn die Verteilun-
gen { ˜ wj} und {wj} ¨ ubereinstimmen. Damit ist die extremale Verteilung (2.B.16)
tats¨ achlich die maximale Verteilung, d. h. sie korrespondiert zum Maximum der
Informations-Entropie f¨ ur gegebene Erwartungswerte (2.B.13).
Gegeben sei jetzt eine kontinuierliche Verteilung von Wahrscheinlichkeiten mit Dich-
te f(x). Die Nebenbedingungen schreiben wir jetzt in der Form
hAmi =
Z
dxAm(x) ˜ f(x) , m ∈ {1,...,M} , (2.B.20)
wobei die hAmi als bekannt vorausgesetzt werden und ˜ f(x) eine normierte Testver-
teilung f¨ ur die Wahrscheinlichkeiten ist. Wir suchen das Extremum des Funktionals
S[ ˜ f] = Sinf[ ˜ f] −
M X
m=1
λm
Z
dxAm(x) ˜ f(x) − λ0
Z
dx ˜ f(x) . (2.B.21)
Notwendige Bedingung f¨ ur eine extremale Verteilung f(x) ist δS = 0. Wir erhalten
f(x) = exp
"
−Φ −
M X
m=1
λmAm(x)
#
. (2.B.22)
Die Gr¨ oße
Φ = ln
"Z
dx exp
 
−
M X
m=1
λmAm(x)
!#
(2.B.23)
garantiert die Normierung der Verteilung und die ¨ ubrigen Lagrange-Multiplikatoren
λm sind durch die Nebenbedingungen (2.B.20) festgelegt.
Statistische Ensembles
Eine zentrale Aufgabe in der statistischen Physik ist die Bestimmung der Vertei-
lungsfunktion ρ(t). Hierbei sind zwei Aspekte interessant:58 Kapitel 2. Statistische Ensembles f¨ ur das Nichtgleichgewicht
1. ρ(t) soll eine L¨ osung der Liouville-Gleichung sein.
2. Die Liouville-Gleichung ist aber eine Diﬀerentialgleichung respektive der Zeit.
Sie alleine reicht nicht aus, um eine spezielle L¨ osung f¨ ur ein gegebenes Ensem-
ble zu bestimmen. F¨ ur jede explizite L¨ osung muß ein Anfangswert vorgegeben
werden, der nicht aus der Gleichung heraus bestimmt werden kann.
Wir ben¨ otigen also ein zus¨ atzliches Prinzip, daß auf eine spezielle L¨ osung selektiv
ist, indem es den Anfangswert dieser L¨ osung speziﬁziert. Zu diesem Zweck benutzen
wir die Maximal-Eigenschaft der Informations-Entropie.
In der statistischen Physik der Vielteilchensysteme im Gleichgewicht ist die Liouville-
Gleichung trivial zu l¨ osen. Da Gleichgewichtsverteilungen ρeq nicht von der Zeit
abh¨ angen, m¨ ussen diese die Beziehung
{H,ρeq} = 0 (2.B.24)
erf¨ ullen. Damit h¨ angt ρeq lediglich von den Integralen der Bewegung ab. Sind wei-
terhin die Integrale der Bewegung additiv, so lassen sich weitere Schl¨ usse ¨ uber die
m¨ oglichen Gleichgewichtsverteilungen ziehen. Tats¨ achlich gibt es nur vier additive
Integrale der Bewegung: die Gesamtenergie H, der lineare Gesamtimpuls P, der
Gesamtdrehimpuls L und die Anzahl N der Teilchen im System. In der statisti-
schen Mechanik ist es ¨ ublich, Vielteilchensystemen solchen externen Bedingungen
zu unterwerfen, daß P = L = 0. Dann m¨ ussen lediglich zwei Integrale der Bewe-
gung analysiert werden, n¨ amlich die Energie und die Teilchenzahl im System. Wir
beschr¨ anken uns ohne Verlust der Allgemeinheit auf solche Systeme.
Die Gleichgewichtsverteilung eines solchen Vielteilchensystems mit fester und be-
kannter Teilchenzahl muß dann von der Form
ρeq ≡ ρeq (H(q,p)) (2.B.25)
sein. Ist die Teilchenzahl nicht bekannt, aber f¨ ur jede Kopie des statistischen En-
sembles erhalten, dann gilt
ρeq ≡ ρeq (HN(q,p),N) , (2.B.26)
wobei N als weitere diskrete Variable behandelt wird.
Nat¨ urlich h¨ angen Gleichgewichtsverteilungen von Parametern ab, die das System
makroskopisch determinieren. Zum Beispiel h¨ angt ρeq parametrisch vom Volumen
V und der Teilchenzahl N ab, wenn letztere f¨ ur alle Kopien des Ensembles als
konstant angenommen werden kann.
Damit h¨ angen Gleichgewichtsverteilungen nicht nur von den Integralen der Bewe-
gung, sondern auch von makroskopischen Bedingungen ab, die durch obige Betrach-
tung basierend auf der Liouville-Gleichung nicht in Betracht gezogen werden. WirAnhang B 59
ben¨ otigen somit weitere Postulate, um die Gleichgewichtsverteilungen eindeutig zu
bestimmen.
Traditionsgem¨ aß werden Gleichgewichtsverteilungen basierend auf dem Gibbschen
Postulat (Landau und Lifshitz, 1958) der gleichen Wahrscheinlichkeiten f¨ ur alle er-
laubten dynamischen Zust¨ ande eines isolierten Systems deduziert. Dieses Postulat
bestimmt das sogenannte mikrokanonische Ensemble und die zugeh¨ orige mikrokano-
nische Verteilung. Von der mikrokanonischen Verteilung k¨ onnen dann alle zu anderen
externen Bedingungen geh¨ orenden Gleichgewichtsverteilungen hergeleitet werden.
Dieses in vielen Lehrb¨ uchern zur statistischen Mechanik von Vielteilchen-
systemen im Gleichgewicht benutzte Schema kann nicht auf die statisti-
sche Mechanik von Nichtgleichgewichtssystemen verallgemeinert werden.
Deshalb wird hier ein alternatives Schema zur Herleitung von Vertei-
lungsfunktionen, basierend auf dem Konzept der Informations-Entropie,
vorgestellt, das f¨ ur Systeme im Gleichgewicht und im Nichtgleichgewicht
anwendbar ist. Insbesondere werden wir zeigen, daß im Gleichgewicht
das Maximum der Informations-Entropie mit der Gibbs-Entropie ¨ uber-
einstimmt.
Die extremale Eigenschaft des mikrokanonischen Ensembles
Gegeben sei ein statistisches Ensemble von abgeschlossenen, isolierten Vielteilchen-
systemen mit konstantem Volumen V und konstanter Teilchenzahl angesehen werden
ungef¨ ahr die gleiche Energie E, wobei es Abweichungen bis zu E+∆E mit ∆E  E
geben darf. Ein solches Ensemble repr¨ asentiert einen makroskopischen Zustand mit
speziﬁzierten extensiven Parametern V,N,E.
Sei ˜ ρ(q,p) eine normierte Test-Verteilung, die lediglich in der durch die Relation
E ≤ H(q,p) ≤ E + ∆E deﬁnierten Energieschale12 D von Null verschieden sei. Die
zugeh¨ orige Informations-Entropie ist
Sinf [˜ ρ] = −
Z
D
dΓN ˜ ρ ln˜ ρ . (2.B.27)
Wir suchen das Extremum dieses Funktionals mit der Nebenbedingung, daß alle
erlaubten Verteilungen normiert sein sollen. Dazu suchen wir das globale Extremum
des Funktionals
S [˜ ρ] = Sinf [˜ ρ] − λ
Z
D
dΓN ˜ ρ , (2.B.28)
12Die Energieschale endlicher Dicke ∆E garantiert wohldeﬁnierte Gleichgewichtsverteilungen. Im
thermodynamischen Limes, V → ∞ und N/V = const., hat der tats¨ achliche Wert von ∆E keinen
Einﬂuß auf beobachtbare physikalische Gr¨ oßen. ∆E bestimmt lediglich eine additive Konstante in
der Entropie, die im Rahmen der klassischen Statistischen Mechanik unbestimmt bleibt.60 Kapitel 2. Statistische Ensembles f¨ ur das Nichtgleichgewicht
wobei λ der zur Normierungsbedingung geh¨ orige Lagrange-Multiplikator sei. Not-
wendige Bedingung f¨ ur die Existenz eines Extremums ist
δS
 

˜ ρ=ρeq
= −
Z
D
dΓN (ln˜ ρ + 1 + λ)
 

˜ ρ=ρeq
δ˜ ρ = 0 . (2.B.29)
Da die Variation δ˜ ρ(q,p) beliebig ist, ﬁnden wir als extremale Verteilung
ρextr(q,p|E,N,V ) = e
−(1+λ) , (2.B.30)
also eine Konstante in der Energieschale D. Aus der Normierungsbedingung
Z
D
dΓN ρextr(q,p|E,N,V ) = 1 (2.B.31)
folgt der Lagrange-Multiplikator λ. Wir ﬁnden somit, daß die extremale Verteilung
gerade die mikrokanonische Gleichgewichtsverteilung
ρeq(q,p|E,N,V ) = W
−1(E,N,V ) ∆(H(q,p) − E) , (2.B.32)
wobei die Funktion ∆(x) = 1 ∀ x ∈ [0,∆E] ist und sonst verschwindet. Die Gr¨ oße
W(E,N,V ) heißt statistisches Gewicht. Das statistische Gewicht kann von der Nor-
mierungsbedingung f¨ ur die Verteilung (2.B.32) berechnet werden und hat die Bedeu-
tung eines dimensionslosen Phasenraumvolumens, also der Anzahl der dynamischen
Zust¨ ande in der Energieschale D:
W(E,N,V ) =
Z
dΓN ∆(H(q,p) − E) . (2.B.33)
In der klassischen statistischen Mechanik kann der Limes ∆E → 0 durchgef¨ uhrt
werden und ergibt f¨ ur die Verteilung (2.B.32)
ρeq(q,p|E,N,V ) = ω
−1(E,N,V ) δ (H(q,p) − E) , (2.B.34)
wobei
ω(E,N,V ) = lim
∆E→0
1
∆E
W(E,N,V ) =
Z
dΓN δ (H(q,p) − E) (2.B.35)
die Dichte der dynamischen Zust¨ ande auf einer Oberﬂ¨ ache konstanter Energie im
Phasenraum ist.
Wir haben das mikrokanonische Ensemble eingef¨ uhrt, welches Gleichgewichtszust¨ ande
von (energetisch) isolierten Systemen beschreibt. Es stimmt mit dem Ensemble ¨ ube-
rein, das aus dem Gibbschen Postulat der gleichen Wahrscheinlichkeiten f¨ ur alle
erlaubten dynamischen Zust¨ ande folgt, d. h. die Gleichgewichtsverteilung ist kon-
stant in der Energieschale D und verschwindet außerhalb dieser Schale.Anhang B 61
Wie in Abschnitt [AA] l¨ aßt sich zeigen, daß die mikrokanonische Verteilung nicht nur
eine extremale, sondern sogar die maximale Verteilung bez¨ uglich der Informations-
Entropie ist.
Die mikrokanonische Verteilung ist oft f¨ ur allgemeinere Betrachtungen n¨ utzlich, da
sie von allen Gibbschen Verteilungen diejenige ist, die am leichtesten mit der Me-
chanik in Verbindung gebracht werden kann (alle Parameter E, N und V k¨ onnen
in der Mechanik eingef¨ uhrt werden). Es ist evident, daß die mikrokanonische Ver-
teilung (2.B.32) eine station¨ are L¨ osung der Liouville-Gleichung ist, da sie lediglich
von einem Integral der Bewegung, n¨ amlich der Energie, abh¨ angt. Es ist wichtig
zu ber¨ ucksichtigen, daß das zus¨ atzliche Gibbsche Postulat nicht zwingend ist, son-
dern vielmehr die einfachste Hypothese darstellt. Das Problem, diese Hypothese zu
rechtfertigen, ist bekannt als Ergoden-Problem. Umso wichtiger kann als Argument
f¨ ur das Gibbsche Postulat dienen, daß von allen Verteilungen in der Energieschale
D die mikrokanonische Verteilung zum Maximum der Informations-Entropie kor-
respondiert. Tats¨ achlich wurde diese extremale Eigenschaft der mikrokanonischen
Verteilung zuerst von Gibbs selbst bemerkt (Gibbs, 1972).
Obwohl das mikrokanonische Ensemble viele mathematische Vorteile hat, so daß ei-
ne Diskussion von fundamentalen Fragen der statistischen Mechanik m¨ oglich wird,
ist es f¨ ur praktische Berechnungen oft untauglich, da die Berechnug des statistischen
Gewichts W(E,N,V ) sehr kompliziert ist. Statt energetisch isolierte Systeme zu be-
trachten, ist es ¨ ublich, statistische Ensembles zu verwenden, die den Gleichgewichts-
zustand von Systemen im thermischen Konatkt mir ihrer Umgebung beschreiben.
Die extremale Eigenschaft des kanonischen Ensembles
Das kanonische Ensemble beschreibt den Gleichgewichtszustand eines Systems mit
einer ﬁxierten Anzahl von Teilchen N und einem konstanten Volumen V im thermi-
schen Kontakt mit einem W¨ armebad. Das W¨ armebad wird als so groß angenommen,
daß sein makroskopischer Zustand w¨ ahrend aller Energieﬂ¨ usse zwischen System und
W¨ armebad praktisch unver¨ andert bleibt. Im Gleichgewicht kann die Energie eines
gegebenen Systems ﬂuktuieren. Folglich muß das statistische Ensemble Kopien des
Systems mit allen m¨ oglichen Energien beinhalten.
In der klassichen statistischen Mechanik sind die das kanonische Ensemble deﬁnie-
renden Nebenbedingungen durch
Z
dΓN ˜ ρH = hHi ,
Z
dΓN ˜ ρ = 1 (2.B.36)
gegeben. Hierbei sei ˜ ρ(q,p) wiederum eine Test-Verteilung. Wir suchen wieder ein
Extremum des Entropie-Funktionals
Sinf [˜ ρ] = −
Z
dΓN ˜ ρ ln˜ ρ (2.B.37)62 Kapitel 2. Statistische Ensembles f¨ ur das Nichtgleichgewicht
unter den aufgef¨ uhrten Nebenbedingungen. Dazu suchen wir das globale Extremum
des Funktionals
S [˜ ρ] = Sinf [˜ ρ] − β
Z
dΓN ˜ ρH − λ
Z
dΓN ˜ ρ (2.B.38)
mit den Lagrange-Multiplikatoren β und λ. Notwendige Bedingung hierf¨ ur ist
δS
 

˜ ρ=ρeq
= −
Z
dΓN (ln˜ ρ + βH + 1 + λ)
 

˜ ρ=ρeq
δ˜ ρ = 0 . (2.B.39)
Da die Variation δ˜ ρ(q,p) beliebig ist, ﬁnden wir als extremale Verteilung
ρeq(q,p|T,N,V ) = Z
−1(T,N,V )e
−H(q,p)/T , (2.B.40)
wobei der Lagrange-Multiplikator durch den Parameter T = 1/β ersetzt wurde. Die
Gr¨ oße
Z(T,N,V ) =
Z
dΓNe
−H(q,p)/T (2.B.41)
wird durch die Normierungsbedingung f¨ ur ρeq bestimmt und heißt Zustands-Funktion.
Der Ausdruck (2.B.40) stimmt mit der von Gibbs eingef¨ uhrten kanonischen Vertei-
lung ¨ uberein, wenn T als Temperatur (in Energie-Einheiten) interpretiert wird.
F¨ ur die Entropie des kanonischen Ensembles berechnen wir
S(T,N,V ) = −hlnρeqi =
hHi
T
+ lnZ(T,N,V ) . (2.B.42)
Es ist ¨ ublich, die sogenannte Freie Energie durch
F = hHieq − TS (2.B.43)
einzuf¨ uhren. Wir erhalten die wichtige Beziehung
F(T,N,V ) = −T lnZ(T,N,V ) , (2.B.44)
das uns die Berechnung des thermodynamischen Potentials F(T,N,V ) aus der sta-
tistischen Mechanik heraus erlaubt. Damit notieren wir
ρeq(q,p|T,N,V ) = e
(F−H(q,p))/T . (2.B.45)
Extremale Eigenschaft des großkanonischen Ensembles
Wir betrachtet nun ein System mit konstantem Volumen V im Kontakt mit einem
W¨ armebad und einem Teilchenreservoir. Der Gleichgewichtszustand eines solchen
Systems wird durch das großkanonische Ensemble beschrieben. Die zugeh¨ orige Ver-
teilung heißt entsprechend großkanonische Verteilung.Anhang B 63
Im Gleichgewicht k¨ onnen sowohl die Energie als auch die Teilchenzahl eines gegebe-
nen Systems ﬂuktuieren. Damit ist das großkanonische Ensemble durch die Erwar-
tungswerte hHi und hNi charakterisiert. F¨ ur klassische Systeme korrespondiert die
Gleichgewichtsverteilung zum Maximum der Informations-Entropie
Sinf [˜ ρ] = −
X
N
Z
dΓN ˜ ρN ln˜ ρN (2.B.46)
unter den Nebenbedingungen f¨ ur die Test-Verteilungen ˜ ρN(q,p)
X
N
Z
dΓN ˜ ρN = 1 ,
X
N
Z
dΓN ˜ ρNHN = hHi ,
X
N
Z
dΓN ˜ ρNN = hNi ,
(2.B.47)
wobei die Gr¨ oßen hHi und hNi gegeben seien. Wir suchen das globale Extremum
des Funktionals
S [˜ ρ] = Sinf [˜ ρ] −
X
N
Z
dΓN ˜ ρN (βHN − νN + λ) . (2.B.48)
Die Lagrange-Multiplikatoren β, ν und λ werden aus den Nebenbedingungen (2.B.47)
bestimmt. Als notwendige Bedingung f¨ ur eine extremale Verteilung erhalten wir
δS

 
˜ ρ=ρeq
= −
X
N
Z
dΓN (ln˜ ρ + βH − νN + 1 + λ)

 
˜ ρ=ρeq
δ˜ ρ . (2.B.49)
Da die Variation δ˜ ρ(q,o) beliebig ist, ﬁnden wir die Verteilung
ρeq(q,p|T,µ,V ) ≡ ρN(q,p|T,µ,V ) = Z
−1(T,µ,V ) e
−(HN(q,p)−µN)/T , (2.B.50)
wobei die Zustandsfunktion
Z(T,µ,V ) =
X
N
Z
dΓN e
−(HN(q,p)−µN)/T (2.B.51)
durch die Normierungsbedingung f¨ ur ρeq bestimmt ist. Wir haben die Lagrange-
Multiplikatoren β und ν als β = 1/T und ν = µ/T geschrieben.
Die extremale Verteilung (2.B.50) stimmt mit der großkanonischen Verteilungsfunk-
tion ¨ uberein, wenn T als Temperatur und µ als chemisches Potential pro Teilchen
interpretiert werden.
F¨ ur die Entropie des großkanonischen Ensembles berechnen wir
S(T,µ,V ) = −hlnρeqieq =
1
T
(hHi − µhNi) + lnZ(T,µ,V ) . (2.B.52)
Wir deﬁnieren das thermodynamische Potential Ω(T,µ,V ) durch
Ω = hHi − TS − µhNi (2.B.53)
und ﬁnden folgende Beziehung zur großkanonischen Zustandsfunktion:
Ω(T,µ,V ) = −T lnZ(T,µ,V ) . (2.B.54)64 Kapitel 2. Statistische Ensembles f¨ ur das Nichtgleichgewicht
Zusammenfassung und Ausblick
Wir wollen im folgenden unsere Diskussion ¨ uber die Gibbschen Ensembles zusam-
menfassen und drei Punkte hervorheben.
(1) Wir haben gezeigt, daß s¨ amtliche Gleichgewichtsverteilungen aus dem funda-
mentalen Prinzip ¨ uber das Maximum der Informations-Entropie unter Neben-
bedingungen, die das statistische Ensemble makroskopisch charakterisieren,
hergeleitet werden k¨ onnen. Obwohl dieses Prinzip f¨ ur Systeme im Gleichge-
wicht ¨ aquivalent zum Postulat ¨ uber gleiche Wahrscheinlichkeiten f¨ ur alle er-
laubten dynamischen Zust¨ ande ist, wird es sich hinsichtlich der Erweiterung
auf Systeme im Nichtgleichgewicht als wesentlich weitreichender und m¨ achti-
ger erweisen. In vielen F¨ allen kann der makroskopische Nichtgleichgewichts-
zustand eines Systems n¨ amlich als partieller Gleichgewichtszustand in sei-
nen semi-makroskopischen Untersystemen angesetzt werden. Dann erlaubt das
Prinzip ¨ uber das Maximum der Informations-Entropie statistische Ensembles
zu konstruieren, die solche partiellen Gleichgewichtszust¨ ande unter gegebenen
makroskopischen Bedingungen f¨ ur die Untersysteme repr¨ asentieren.
(2) Wir haben gesehen, daß einige thermodynamische Gr¨ oßen als Lagrange-Multi-
plikatoren behandelt und durch die das statistische Ensemble speziﬁzierenden
Nebenbedingungen bestimmt werden. Zum Beispiel werden die Temperatur
T und das chemische Potential µ durch die Bedingung bestimmt, daß die
mit der Verteilung (2.B.50) berechneten Erwartungswerte von H und N mit
den vorgegebenen Werten hHi und hNi ¨ ubereinstimmen. Andererseits liefern
diese Forderungen thermodynamische Zustandsgleichungen, mit denen die in-
nere Energie U = hHi und die durchschnittliche Anzahl von Teilchen als
Funktionen der nat¨ urlichen thermodynamischen Variablen T, µ und V aus-
gedr¨ uckt werden k¨ onnen. Die Interpretation von thermodynamische Gr¨ oßen
als Lagrange-Multiplikatoren erscheint in der physikalischen Betrachtungswei-
se als etwas formal. Wir werden aber sehen, daß im Rahmen der statistischen
Mechanik f¨ ur das Nichtgleichgewicht diese Betrachtungsweise sehr hilfreich ist,
weil der auf den extremalen Eigenschaften der Informations-Entropie basieren-
de Zugang es erm¨ oglicht, thermodynamische Beziehungen auf Nichtgleichge-
wichtssysteme zu erweitern.
(3) In der bisherigen Betrachtung haben wir nur zwei Integrale der Bewegung
ber¨ ucksichtigt, n¨ amlich die Energie und die Teilchenzahl. Der Zugang ¨ uber die
extremale Eigenschaft der Informations-Entropie erlaubt aber ohne Schwie-
rigkeiten, weitere Integrale der Bewegung zu ber¨ ucksichtigen, falls diese zur
Charakterisierung eines Gleichgewichtszustandes ben¨ otigt werden.Anhang C 65
Anhang C
In diesem Anhang illustrieren wir das Konzept der relevanten Verteilung an drei
wichtigen Beispielen. Wir f¨ uhren die Verteilung einer klassischen Fl¨ ussigeit im loka-
len Gleichgewicht, die relevante Verteilung eines klassischen Gases und die Quasi-
Gleichgewichtsverteilung eines aus schwach wechselwirkenden Untersystemen beste-
henden Systems ein.
Lokales Gleichgewicht in klassischen Fl¨ ussigkeiten
Gegeben sei eine klassische Fl¨ ussigkeit aus identischen Teilchen mit der Masse m,
beschrieben durch die Hamilton-Funktion
H =
X
i
p2
i
2m
+
1
2
X
i6=j
V (| ri − rj |) , (2.C.1)
wobei V (| ri − rj |) die potentielle Energie aufgrund der Wechselwirkung zwischen
den Teilchen bezeichne.
Wir betrachten speziell das hydrodynamische Stadium. Der Nichtgleichgewichtszu-
stand wird dann durch Dichten der additiven Integrale der Bewegung beschrieben.
F¨ ur eine einkomponentige Fl¨ ussigkeit sind dies die Teilchenzahl-, Impuls- und Ener-
giedichte. Die zugeh¨ origen dynamischen Variablen sind
n(r) =
X
i
δ(ri − r) , p(r) =
X
i
pi δ(ri − r) ,
H(r) =
X
i

 p2
i
2m
+
1
2
X
j6=i
V (| ri − rj |)

δ(ri − r) . (2.C.2)
Wie im allgemeinen Schema zur Konstruktion der relevanten Verteilung angegeben,
f¨ uhren wir die relevanten dynamischen Variablen Pm(r) und die thermodynamisch
konjugierten Parameter Fm(t,r) ein. Sie sind wie folgt deﬁniert:
P0(r) = H(r) F0(t,r) = β(t,r) ,
P1(r) = p(r) F1(t,r) = − β(t,r)v(t,r) , (2.C.3)
P2(r) = n(r) F2(t,r) = − β(t,r)

µ(t,r) −
1
2
mv
2(t,r)

.
Wir erhalten damit f¨ ur als relevante Verteilung eine lokale Gleichgewichtsverteilung
ρled = exp
(
− Φ(t) −
Z
dr β(t,r)
"
H(r) −

µ(t,r) −
1
2
mv
2(t,r)

n(r)
− v(t,r) · p(r)
#)
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mit dem Massieu-Planck-Funktional
Φ(t) = ln Sp exp
(
−
Z
dr β(t,r)
"
H(r) −

µ(t,r) −
1
2
mv
2(t,r)

n(r)
− v(t,r) · p(r)
#)
. (2.C.5)
Im weiteren wird angenommen, daß das System mit einem Teilchenreservoir in Kon-
takt steht. Damit bedeutet die Operation Sp eine Integration ¨ uber den Phasenraum
und eine nachfolgende Summation ¨ uber alle Teilchen.
Die Funktionen β(t,r), µ(t,r) und v(t,r), aus denen die Lagrange- Multiplikatoren
gebildet werden, sind durch die Selbstkonsistenz-Bedingungen
hH(r)i(t) = hH(r)iled(t) , hn(r)i(t) = hn(r)iled(t) , hp(r)i(t) = hp(r)iled(t) ,
(2.C.6)
festgelegt. Die Operation h...iled bedeutet hierbei die Mittelung bez¨ uglich des zur
Verteilung (2.C.4) geh¨ orenden Ensembles. Im Folgenden wird gezeigt, daß der Para-
meter β(t,r) als inverse lokale Temperatur betrachtet werden kann, µ(t,r) als lokales
chemisches Potential und v(t,r) als lokale Massen-Geschwindigkeit.
Dazu transformieren wir auf neue Phasenraum-Variablen
(q,p) = ({rj},{pj}) −→ ({˜ rj},{˜ pj}) = (˜ q, ˜ p) (2.C.7)
mit
rj = ˜ rj, pj = ˜ pj + mv(t,rj) . (2.C.8)
Die Jacobi-Determinante dieser Transformation ist eins und wir erhalten f¨ ur die
Ausdr¨ ucke (2.C.2)
n(r) = ˜ n(r) , p(r) = ˜ p(r) + mv(t,r) ˜ n(r) ,
H (r) = ˜ H (r) + v(t,r) · ˜ p(r) +
1
2
mv
2(t,r) ˜ n(r) . (2.C.9)
Damit l¨ aßt sich die lokale Gleichgewichtsverteilung (2.C.4) in eine kompaktere Form
bringen
ρled = exp

−Φ(t) −
Z
dr β(t,r)
h
˜ H (r) − µ(t,r)˜ n(r)
i
(2.C.10)
und der Ausdruck (2.18) f¨ ur das Massieu-Planck-Funktional vereinfacht sich zu:
Φ(t) = ln Sp exp

−
Z
dr β(t,r)
h
˜ H (r) − µ(t,r)˜ n(r)
i
. (2.C.11)
Da die Jacobi-Determinante der Transformation (2.C.8) eins ist, kann die Vertei-
lung (2.C.10) entweder als Funktion der neuen Phasenraum-Variablen (˜ q, ˜ p) oderAnhang C 67
als Funktion der alten Variablen (q,p) erkl¨ art werden. In letzterem Fall muß ledig-
lich die zu (2.C.8) inverse Transformation in (2.C.10) eingesetzt werden. Wir wollen
annehmen, daß ρled = ρled(˜ q, ˜ p,t) gilt. Aus (2.C.10) folgt dann
h˜ p(r)iled (t) = hp(t)iled (t) − mv(t,r)hn(r)iled (t) = 0 . (2.C.12)
Mit den Selbstkonsistenz-Bedingungen (2.C.6) ﬁnden wir
v(t,r) =
h˜ p(r)i(t)
mhn(r)i(t)
, (2.C.13)
d. h., v(t,r) ist die Massen-Geschwindigkeit. Damit sind die dynamischen Variablen
˜ H(r) und ˜ p(r), deﬁniert durch die zu (2.C.9) inverse Transformation, gerade die
Energie- und Impulsdichte im mitbewegten Koordinatensystem.
Wir untersuchen jetzt die physikalische Bedeutung der Lagrange-Multiplikatoren
β(t,r) und µ(t,r). Dazu betrachten wir einen vollst¨ andigen Satz von thermodyna-
mischen Relationen f¨ ur den lokalen Gleichgewichtszustand. Die allgemeinen thermo-
dynamischen Beziehungen (2.26) f¨ ur relevante Ensembles liefern
δΦ(t)
δFm(t,r)
= − hPm(r)iled (t) = − hPm(r)i(t) , (2.C.14)
wobei die dynamischen Variablen Pm(r) und Lagrange-Multiplikatoren durch (2.C.3)
gegeben sind. Es ist allerdings ¨ ublich, das Massieu-Planck-Funktional nach β(t,r),
µ(t,r) und v(t,r) zu variieren. Wir erhalten
δΦ(t)
δβ(t,r)
= −
D
˜ H(r)
E
(t) + µ(t,r) hn(r)i(t) ,
(2.C.15)
δΦ(t)
δµ(t,r)
= β(t,r) hn(r)i(t) ,
δΦ(t)
δv(t,r)
= 0 .
Das Entropie-Funktional (2.22) f¨ ur die lokale Gleichgewichtsverteilung (2.C.4) in der
kompakten Form (2.C.10) ist in Abh¨ angigkeit von den neuen Phasenraum-Variablen
S(t) = Φ(t) +
Z
dr β(t,r)
D
˜ H(r)
E
(t) − µ(t,r) h˜ n(r)i(t)

. (2.C.16)
Mit den Gleichungen (2.C.15) ﬁnden wir f¨ ur die Variation des Entropie-Funktionals
δS(t) =
Z
dr β(t,r)
 
δ
D
˜ H(r)
E
(t) − µ(t,r) δ h˜ n(r)i(t)
!
(2.C.17)
und f¨ ur die Funktional-Ableitungen nach den Erwartungswerten
δS(t)
δ
D
˜ H(r)
E
(t)
= β(t,r) ,
δS(t)
δ h˜ n(r)i(t)
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Um ein Analogon zum zweiten Hauptsatz der Thermodynamik zu erhalten, f¨ uhren
wir die Entropiedichte S(t,r) durch
S(t) =
Z
dr S(t,r) (2.C.19)
ein und erhalten mit (2.C.17) f¨ ur die Variation von S(t,r)
T(t,r) δS(t,r) = δ
D
˜ H(r)
E
(t) − µ(t,r) δ h˜ n(r)i(t) , (2.C.20)
wobei T(t,r) ≡ β−1(t,r) ein neuer lokaler Lagrange-Multiplikator ist. Dies ist tat-
s¨ achlich die gesuchte Verallgemeinerung des zweiten Hauptsatzes der Thermodyna-
mik f¨ ur Systeme im lokalen Gleichgewicht. Im Sinne dieser Verallgemeinerung wer-
den die Funktionen T(t,r) und µ(t,r) als lokale Temperatur und lokales chemisches
Potential pro Teilchen interpretiert.
Die relevante Verteilung f¨ ur klassische Gase
Wir haben bereits im letzten Abschnitt erl¨ autert, daß das kinetische Stadium eines
verd¨ unnten klassischen Gases ad¨ aquat durch eine Ein-Teilchen-Verteilungsfunktion
beschrieben werden kann. Diese Funktion haben wir als Erwartungswert der dynami-
schen Variablen (2.4) deﬁniert. Wir notieren die Ein-Teilchen Phasenraum-Variablen
als x = (r,p) und xj = (rj,pj) und benutzen die Schreibweise
f1(r,p,t) ≡ f1(x,t) = hN1(x)i(t) (2.C.21)
mit der Ein-Teilchen Phasenraumdichte
N1(x) ≡ N1(x;x1,...,xN) =
N X
j=1
δ(x − xj) . (2.C.22)
Die Ein-Teilchen Verteilungsfunktion kann also aus der N-Teilchen Verteilungsfunk-
tion ρ(x1,...,xN) durch Integration ¨ uber die Phasenraumvariablen dxj ≡ drjdpj
erhalten werden:
f1(x,t) =
Z dx1dx2 ...dxN
N!(2π)3N ρ(x1,x2,...,xN,t) N1(x;x1,...,xN)
=
Z dx2 ...dxN
(N − 1)!(2π)3N ρ(x,x2,...,xN,t) . (2.C.23)
Da angenommen wird, daß die N-Teilchen Verteilungsfunktion auf eins normiert ist,
erhalten wir als Normierungsbedingung f¨ ur die Ein-Teilchen Verteilungsfunktion
Z
dx f1(x,t) = N . (2.C.24)Anhang C 69
Diese Normierungsbedingung ist inad¨ aquat, wenn die Teilchenzahl im System nicht
ﬁxiert ist. Dann ist es geschickter, die Ein-Teilchen Verteilungsfunktion auf eins zu
normieren. O.B.d.A nehmen wir an, daß die Teilchenzahl im System ﬁxiert sei und
benutzen die Normierungsbedingung (2.C.24).
F¨ ur die Herleitung der relevanten Verteilung eines verd¨ unnten klassischen Gases
wird die Ein-Teilchen Verteilungsfunktion f1(x,t) als Observable betrachtet. Die
relevante dynamische Variable Pm ist die Ein-Teilchen Phasenraumdichte N1(x),
wobei m = x als kontinuierlicher Index aufgefasst wird.
Statt (2.46) haben wir nun
ρrel = exp

−Φ(t) −
Z
dx a(t,x) N1(x;x1,...,xN)

. (2.C.25)
Die Funktionen a(t,x) sind die Lagrange-Multiplikatoren, die aus den Selbstkonsistenz-
Bedingungen
hN1(x)i(t) = hN1(x)irel (t) (2.C.26)
bestimmt werden. Hierbei bedeutet h...irel (t) die Mittelung bez¨ uglich der relevan-
ten Verteilung (2.C.25). Das Massieu-Planck-Funktional Φ(t) ist durch die Nor-
mierungsbedingung bestimmt. Da die Phasenraumdichte N1(x) eine Summe von
δ-Distributionen ist, k¨ onnen die Integrale ¨ uber die Phasenraum-Variablen x einfach
ausgef¨ uhrt werden. Wir erhalten
ρrel(x1,...,xN,t) =
1
Z(t)
exp

−
N X
j=1
a(t,xj)

 (2.C.27)
mit der Zustands-Funktion
Z(t) = e
Φ(t) =
Z
dΓN exp

−
N X
j=1
a(t,xj)

 . (2.C.28)
Wir zeigen nun, daß die Selbstkonsistenz-Bedingung (2.C.26) explizit nach der Funk-
tion a(t,x) aufgel¨ ost werden k¨ onnen. Dazu setzen wir die Verteilung (2.C.27) in die
rechte Seite von (2.C.26) ein und benutzen die Beziehung (2.C.21) zwischen der
Ein-Teilchen Verteilungsfunktion und dem Erwartungswert der Ein-Teilchen Pha-
senraumdichte bzgl. (2.C.27). Wir ﬁnden
f1(x,t) =
1
Z(t)
Z
dΓN exp

−
N X
j=1
a(t,xj)


N X
j=1
δ(x − xj)
=
N
Z(t)N!(2π)(3N)
e
−a(t,x)
Z
dx1 e
−a(t,x1)
N−1
. (2.C.29)
Andererseits liefert die Berechnung der Zustands-Funktion (2.C.28)
Z(t) =
1
N!(2π)(3N)
Z
dx1 e
−a(t,x1)
N
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Kombinieren wir beide Resultate, so wird
f1(x,t) = N
e−a(t,x)
R
dx e−a(t,x) , (2.C.31)
und damit
a(t,x) = − ln f1(x,t) . (2.C.32)
Einsetzen in (2.C.27) ergibt die relevante N-Teilchen Verteilungsfunktion, ausge-
dr¨ uckt durch Ein-Teilchen Verteilungsfunktionen:
ρrel(x1,...,xN,t) =
1
Z(t)
N Y
j=1
f1(xj,t) . (2.C.33)
Die Zustands-Funktion (2.C.28) ist durch die Normierungsbedingung (2.C.24) f¨ ur
die Ein-Teilchen Verteilungsfunktionen gegeben. Wir haben
Z(t) =
Z
dΓN
N Y
j=1
f1(xj,t) =
NN
N!(2π)3N . (2.C.34)
Wir haben also gefunden, daß die relevante N-Teilchen Verteilungsfunktion als Pro-
dukt von Ein-Teilchen Verteilungsfunktionen geschrieben werden kann. Mit anderen
Worten, Korrelationen zwischen Teilchen sind im zugeh¨ origen statistischen Ensem-
ble nicht vorhanden. Da Korrelationen mit zunehmender Dichte immer wichtiger
werden, kann die relevante Verteilung (2.C.33) nur f¨ ur ein ausreichend verd¨ unntes
Gas eine gute Approximation der wahren Nichtgleichgewichtsverteilung sein.
Die zur relevanten Verteilung (2.C.33) korrepondierende Entropie ist
S(t) = −
Z
dΓN ρrel(x1,...,xN,t) ln ρrel(x1,...,xN,t)
= −
Z
dx f1(x,t) ln f1(x,t) + ln Z . (2.C.35)
Der erste Summand ist die Boltzmann-Entropie f¨ ur ein ideales Gas (Ferzinger und
Kasper, 1972) und die zus¨ atzliche Konstante ln Z stammt von der Normierungsbe-
dingung.
Im allgemeinen ist die multiplikative Eigenschaft (2.C.33) der relevanten Verteilungs-
funktion nicht erf¨ ullt f¨ ur die wahre N-Teilchen Nichtgleichgewichtsverteilung. Trotz-
dem kann die Boltzmann-Entropie durch (2.C.35) deﬁniert werden, wobei f1(x,t)
durch Integration von ρ(x1,...,xN,t) ¨ uber alle Phasenraum-Variablen mit Ausnah-
me von x = x1 erhalten werden kann. Allerdings ist der Ausdruck (2.C.35) nur die
Entropie unter Vernachl¨ assigung aller Korrelationen. Die Einbeziehung von Korre-
lationen in der relevanten Beschreibung ist m¨ oglich. Dazu muß aber die Menge der
relevanten Variablen erweitert werden.Anhang C 71
Die relevante Verteilung f¨ ur schwach wechselwirkende Unter-
systeme
Gegeben sei ein System, das in schwach wechselwirkenden Untersysteme aufgeteilt
werden kann. Die Aufteilung impliziert, daß der Austausch von Energie und Teil-
chen zwischen den Untersystemen nur langsam im Vergleich zu anderen das System
charaktersierenden Zeitskalen stattﬁndet. Dies ist beispielsweise der Fall, wenn die
Untersysteme sich in der Art der Teilchen unterscheiden und zwischen den verschie-
denen Arten große Massendiﬀerenzen bestehen.
F¨ ur nicht zu kleine Zeitskalen kann der Nichtgleichgewichtszustand eines Systems
ad¨ aquat durch die Erwartungswerte der relevanten dynamischen Variablen beschrie-
ben werden. Dies sind die Hamilton-Funktionen H(j) der Untersysteme und andere
Variablen C(j)
m , die das partielle Gleichgewicht in den Untersystemen beschreiben13.
Ohne Beschr¨ ankung der Allgemeinheit schreiben wir die Hamilton-Funktion des
Systems als Summe der Hamilton-Funktionen der Untersysteme14
H =
K X
j=1
H
(j) , (2.C.36)
wobei K die Anzahl der Untersysteme bezeichne.
Wir konstruieren jetzt das relevante statistsiche Ensemble f¨ ur die thermodynamische
Beschreibung des gegebenen Nichtgleichgewichtssystems. Dazu folgen wir der in [SS]
dargestellten allgemeinen Konstruktion und schreiben die relevante Verteilung in der
Form
ρrel(t) = exp

−Φ(t) −
K X
j=1
β
(j)(t)
 
H
(j) −
X
m
λ
(j)
m (t) C
(j)
m
!
 . (2.C.37)
Die Lagrange-Multiplikatoren β(j)(t) und λ(j)
m (t) werden aus den Selbstkonsistenz-
Bedingungen
D
H
(j)
E
(t) =
D
H
(j)
E
rel (t) ,
D
C
(j)
m
E
(t) =
D
C
(j)
m
E
rel (t) , (2.C.38)
bestimmt. Die Massieu-Planck-Funktion Φ(t) ergibt sich aus der Normierungsbedin-
gung:
Φ(t) = ln Sp exp

−
K X
j=1
β
(j)(t)
 
H
(j) −
X
m
λ
(j)
m (t) C
(j)
m
!
 . (2.C.39)
13Diese Variablen k¨ onnen zum Beispiel die Integrale der Bewegung der Untersysteme sein.
14Da die Hamilton-Funktion des Systems eine Erhaltungsgr¨ oße liefert, m¨ ussen die Wechselwir-
kungsbeitr¨ age in den H(j) mitgenommen werden. F¨ ur den hier angenommenen Fall von schwachen
Wechselwirkungen ist es dann irrelevant, zu welchem Untersystem die im Vergleich zu Energie des
Untersystems kleine Wechselwirkungsenergie addiert wird. F¨ ur den Fall, daß die Wechselwirkungs-
energie einen wichtigen Beitrag zur Energiebilanz im Untersystem liefert, sollte sie als separates
Energiereservoir behandelt werden.72 LITERATUR
Die zur relevanten Verteilung (2.C.37) geh¨ orende Entropie ist
S(t) = Φ(t) +
K X
j=1
β
(j)(t)
 
D
H
(j)
E
(t) −
X
m
λ
(j)
m (t)
D
C
(j)
m
E
(t)
!
. (2.C.40)
Aus der allgemeinen Beziehung (2.28) folgt, daß die Lagrange-Multiplikatoren β(j)(t)
zu den Erwartungswerten der Energie der Untersysteme thermodynamisch konju-
giert sind:
β
(j)(t) =
 
∂S(t)
∂ hH(j)i(t)
!
D
C
(j)
m
E
(t)
. (2.C.41)
Die Funktion T (j)(t) ≡ 1/β(j)(t) kann als Nichtgleichgewichts-Temperatur des Un-
tersystems interpretiert werden, da alle Funktionen T (j)(t) eine Gleichgewichts-
Temperatur T anstreben, wenn das System das globale Gleichgewicht erreicht. Es
ist wichtig zu verstehen, daß die Nichtgleichgewichts- Temperatur der Untersysteme
nicht notwendig positiv sein muß. Diese Aussage ist keineswegs paradox, da T (j)(t)
nicht die Temperatur eines W¨ armebades darstellt.
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Die Klassische Kinetische
Theorie
Die einfachsten Systeme, die im Rahmen der Statistischen Mechanik des Gleichge-
wichtes untersucht werden k¨ onnen, sind Systeme, deren Konstituenten nur schwach
miteinander wechselwirken. Diese Systeme lassen sich sozusagen leicht um das kor-
respondierende freie System entwickeln. In der Statistischen Mechanik von Nicht-
gleichgewichtsprozessen l¨ aßt sich eine ¨ ahnliche Aussage machen. F¨ ur den Fall eines
fast freien Systems ist es n¨ amlich m¨ oglich, das sogenannte kinetische Stadium der Sy-
stementwicklung ohne allzu große Probleme zu analysieren. Wir haben bereits in Ab-
schnitt 2.1.1 gezeigt, daß in diesem Stadium alle Vielteilchen-Verteilungsfunktionen
bereits durch die Einteilchen-Verteilungsfunktion vollst¨ andig bestimmmt sind. Das
Hauptproblem besteht dann darin, eine kinetische Gleichung f¨ ur die Einteilchen-
Verteilungsfunktion herzuleiten.
Die Fundamente der klassischen Kinetik wurden vor mehr als einem Jahrhundert
von Maxwell (1867) und Boltzmann (1964) gelegt. In der Herleitung seiner ber¨ uhm-
ten kinetischen Gleichung f¨ ur d¨ unne Gase hat Boltzmann zwei Mechanismen imple-
mentiert, die eine zeitliche Variation der Einteilchen-Verteilungsfunktion bewirken:
den dynamischen Prozeß der Molek¨ ulbewegung und den stochastischen Prozeß von
bin¨ aren Kollisionen. Boltzmann benutzte die Hypothhese des sogenannten moleku-
laren Chaos (auch Stoßzahlansatz genannt), wonach keine Korrelationen unter Mo-
lek¨ ulen zwischen den Kollisionen existieren. Diese Annahme ist gerechtfertigt, wenn
die Dichte des Gases so klein ist, daß echte Vielteilchenkorrelationen vernachl¨ assigt
werden k¨ onnen, d. h. wenn korrelierte Kollisionen zwischen mehr als zwei Teilchen
vernachl¨ assigt werden k¨ onnen. Dennoch bleibt die von Boltzmann vorgeschlagene
kinetische Theorie nur eine Approximation, zu der es prinzipiell durch Vielteilchen-
korrelationen induzierte Korrekturen gibt. Um diese dichteabh¨ angigen Korrektu-
ren in eine kinetische Theorie miteinzubeziehen, entwickelte Bogoliubov in seiner
richtungsweisenden Monographie (Bogoliubov, 1946) eine allgemeinere Methode zur
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Herleitung von kinetischen Gleichungen. Der grunds¨ atzliche Unterschied zur Arbeit
von Boltzmann war, daß Bogoliubov als Ausgangspunkt die Liouville-Gleichung mit
einer speziellen Anfangsbedingung verwendete. Er forderte n¨ amlich, daß es anf¨ ang-
lich zwischen den Teilchen keine Korrelationen geben sollte. Diese lediglich zu ir-
gendeinem in der Vergangenheit des betrachteten physikalischen Systems einmalig
gestellte Forderung ersetzt den Stoßzahlansatz von Boltzmann.
Die klassische kinetische Theorie kann heute als ein fundierter Zweig der Stati-
stischen Mechanik des Nichtgleichgewichtes betrachtet werden. Es existieren viele
Methoden zur Herleitung von kinetischen Gleichung aus den Axiomen der Statisti-
schen Mechanik (Balescu, 1975; Klimontovich, 1982; Resibois und de Leener, 1977).
Auch gibt es mathematische Methoden, die es erlauben, analytische L¨ osungen von
kinetischen Gleichungen zu ﬁnden oder wenigstens die Berechnung von Transport-
koeﬃzienten zu erm¨ oglichen (Cercignani, 1975; Ferzinger und Kasper, 1972).
3.1 Die Verallgemeinerten Kinetischen Gleichun-
gen
Gegeben sei ein System aus N identischen Teilchen in einem Volumen V . Die Pha-
senraumvariablen notieren wir wieder mit xj = (rj,pj), j ∈ {1,...,N}. In prak-
tisch allen relevanten F¨ allen kann die Hamilton-Funktion folgendermaßen geschrie-
ben werden:
H =
N X
j=1
 
p2
j
2m
+ Φ
ext(rj,t)
!
+
1
2
X
j6=k
Φjk , (3.1)
wobei Φjk = Φkj = Φ(| rj − rk |) die Wechselwirkungsenergie zwischen zwei Teil-
chen und Φext ein externes Potential bezeichne, f¨ ur das wir Φext ≡ 0 im weiteren
annehmen.
Der Ausgangspunkt f¨ ur die kinetische Beschreibung des Systems ist die Annah-
me, daß der Nichtgleichgewichtszustand durch die Ein-Teilchen Verteilungsfunktion
f1(x,t) = f1(r,p,t) beschreibbar ist, wie bereits in Abschnitt 2.1.1 diskutiert. Aus
der Methode der statistischen Ensembles f¨ ur das Nichtgleichgewicht folgt dann, daß
die N-Teilchen Verteilungsfunktion ρ({x}N,t) ≡ ρ(x1,...,xN,t) ein Funktional von
f1(x,t) ist. Die relevante Verteilung haben wir bereits in Abschnitt 2.1.2 hergeleitet.
Die wahre N-Teilchen Verteilungsfunktion ρ({x}N,t) ≡ ρ(x1,...,xN,t) ist L¨ osung
der Liouville-Gleichung mit gebrochener Zeitumkehrinvarianz
 
∂
∂t
+ iLN
!
ρ({x}N,t) = − lim
ε→+0ε

ρ({x}N,t) −
1
Z
N Y
j=1
f1(xj,t)

 , (3.2)
wobei LN den N-Teilchen Liouville-Operator
LN = L
(0)
N + L
(1)
N (3.3)3.1 Die Verallgemeinerten Kinetischen Gleichungen 77
bezeichne. Der Operator L
(0)
N generiert die freie Bewegung der Teilchen und L(1)
generiert die Wechselwirkungen. Die explizite Form dieser Operatoren ist durch die
Hamilton-Funktion des Systems gegeben. F¨ ur die Hamilton-Funktion (3.1) ist
L
(0)
N =
N X
j=1
L
(0)
j , L
(0)
j = −i
Pj
m
·
∂
∂rj
, (3.4)
L
(1)
N =
1
2
N X
j6=k
L
(1)
j , L
(1)
j = i
∂Φjk
∂rk
·
 
∂
∂pk
−
∂
∂pj
!
. (3.5)
Wir leiten jetzt eine formal geschlossene kinetische Gleichung f¨ ur die Ein-Teilchen
Verteilungsfunktion aus (3.2) und der Beziehung
∂
∂t
f1(x1,t) =
1
2π
Z N−1 Y
j=1
dxj+1
j!(2π)3
∂
∂t
ρ({x}N,t) (3.6)
her. Mit Hilfe von (3.2) kann die Zeitableitung der N-Teilchen Verteilungsfunktion
eliminiert werden und wir erhalten1
∂
∂t
f1(x1,t) = −
1
2π
Z N−1 Y
j=1
dxj+1
j!(2π)3 iLNρ({x}N,t) . (3.7)
Um die rechte Seite dieser Gleichung durch die Ein-Teilchen Verteilungsfunktion
auszudr¨ ucken, integrieren wir (3.2) ¨ uber das uneigentliche Zeitintervall (−∞,t] und
erhalten
ρ({x}N,t) = lim
ε→+0ε
t Z
−∞
d˜ t e
−ε(t−˜ t)e
−i(t−˜ t)LN 1
Z
N Y
j=1
f1(xj,˜ t) . (3.8)
Dies kann folgendermaßen geschrieben werden
ρ({x}N,t) = lim
τ→∞e
−iτLN 1
Z
N Y
j=1
f1(xj,t − τ) . (3.9)
Die Verteilungsfunktion f¨ ur ein System aus N-Teilchen im Nichtgleichgewicht zu
einem Zeitpunkt t wird aus einem unkorrelierten Zustand in der Vergangenheit ge-
neriert. Dies kann als verallgemeinerte Fassung von Bogoliubovs Randbedingung der
Abschw¨ achung der Anfangskorrelationen aufgefasst werden. Im hier diskutierten for-
malen Rahmen folgt Bogoliubovs Randbedingung unmittelbar aus der Annahme,
daß die Ein-Teilchen Verteilungsfunktion den Nichtgleichgewichtszustand des Sy-
stems festlegt.
1Wegen der speziellen Form der relevanten Verteilung in (3.2) liefert der Quellterm keinen
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Einsetzen der formalen L¨ osung (3.8) in (3.7) und partielle Integration der rechten
Seite liefert mit (3.3), (3.4) und (3.5) die verallgemeinerte kinetische Gleichung
 
∂
∂t
+ iL
(0)
1 +
Z
dx2 iL
(1)
12 f1(x2,t)
!
f1(x1,t) = (3.10)
t Z
−∞
d˜ te
−ε(t−˜ t)
Z N Y
j6=k
dxj
j(2π)3 iL
(1)
N e
−i(t−˜ t)LN
 
∂
∂˜ t
+ iLN
!
1
Z
N Y
k=1
f1(xk,˜ t) .
Der zweite Summand auf der linken Seite beschreibt die freie Bewegung der Teilchen,
der dritte Summand die Wechselwirkung mit dem Medium. Die rechte Seite von
(3.10) wird oft verallgemeinertes Kollisionsintegral genannt.
Die kinetische Gleichung f¨ ur die Ein-Teilchen Verteilungsfunktion f1(x,t) ist nicht-
linear und nicht-Markovsch. F¨ ur den Fall geringer Teilchendichte oder schwacher
Wechselwirkung zwischen den Teilchen existiert ein sogenannter Kleinheitsparame-
ter, der eine Entwicklung des Kollisionsintegrals erlaubt.
3.2 Reduzierte Verteilungsfunktionen
Wir deﬁnieren die reduzierte s-Teilchen Verteilungsfunktion fs({x}s,t) durch die
Beziehung
fs({x}s,t)
def =
1
(2π)s
Z N−s Y
j=1
dxs+j
j(2π)3 ρ({x}s,xs+1,...,xN,t) , s ∈ {1,...,N − 1} .
(3.11)
Jede der Funktionen (3.11) kann als Mittelwert hNs({x}s)i(t) der s-Teilchen Pha-
senraumdichte notiert werden
Ns({x}s) ≡ Ns({x}s,{˜ x}N) =
X
j16=j26=...6=js
s Y
k=1
δ (xk − ˜ xjk) , (3.12)
wobei die Argumente {x}s = (x1,...,xs) als Indizes von Ns({x}s) aufgefaßt werden
sollen und {˜ x}N = (˜ x1,..., ˜ xN) dagegen zeigen soll, daß die s-Teilchen Dichte eine
Funktion auf dem Phasenraum des Systems ist. Mit der Phasenraumdichte (3.12)
kann (3.11) folgendermaßen geschrieben werden:
fs({x}s,t) = hNs({x}s)i(t) =
Z N Y
j=1
d˜ xj
j(2π)3 Ns({x}s,{˜ x}N)ρ({˜ x}N,t) . (3.13)
Eine wichtige Eigenschaft der reduzierten Verteilungsfunktionen ist die Rekursions-
beziehung
fs({x}s,t) =
1
N − s
Z
dxs+1fs+1 ({xs},xs+1,t) , (3.14)3.3 BBGKY-Hierarchie 79
die die Berechnung der s-Teilchen Verteilungsfunktion aus den s < N-Teilchen Ver-
teilungsfunktionen durch Integration ¨ uber die entsprechenden N − s Phasenraum-
variablen erlaubt.
3.3 BBGKY-Hierarchie
Um von der kinetischen Gleichung f¨ ur die N-Teilchen Verteilungsfunktion zu einer
Bestimmungsgleichung f¨ ur die N > s-Teilchen Verteilungsfunktion zu gelangen, in-
tegrieren wir (3.2) ¨ uber xs+1,...,xN mit (s ∈ {1,...,N − 1}). Mit den (3.4) und
(3.5) erhalten wir das System von Gleichungen
 
∂
∂t
+ iLs
!
fs({x}s,t) +
Z
dxs+1
s X
j=1
iL
(1)
j,s+1fs+1({x}s+1,t)
= −ε

fs({x}s,t) −
s Y
j=1
f1(xj,t)

 , (s ∈ {1,2,...}) , (3.15)
wobei der thermodynamische Limes schon durchgef¨ uhrt wurde2.
Jeder der Gleichungen (3.15) mit s ≥ 2 enth¨ alt einen Quellterm, der zu Bogoliubovs
Randbedingung der abgeschw¨ achten Anfangskorrelationen korrespondiert. Ein ¨ ahn-
liches System von Gleichungen, allerdings ohne Quellterme, wird Bogoliubov-Born-
Green-Kirkwood-Yvon (BBGKY) Hierarchie (Bogoliubov, 1946; Born und Green,
1946; Kirkwood, 1946; Yvon, 1935) genannt. Die fundamentale Bedeutung der durch
die Quellterme repr¨ asentierten Randbedingungen wurde zuerst von Bogoliubov (1946)
bemerkt.
F¨ ur den Fall eines Wechselwirkungspotentials Φ(| rj−rk |) mit endlicher Reichweite
r0, schreiben wir Φ(| r |) = φ0˜ Φ(| ˜ r |), wobei ˜ r = r/r0 eine dimensionslose Koordina-
te ist und φ0 die Intensit¨ at der Wechselwirkung bestimmt. Außerdem f¨ uhren wir in
diesem Fall noch die mittlere Geschwindigkeit ¯ v und den mittleren Impuls ¯ p = m¯ v
eines Teilchens ein. Beide Gr¨ oßen k¨ onnen aus der mittleren kinetischen Energie des
Teilchens bestimmt werden. Die Hierarchie (3.15) kann dann durch dimensionslose
Gr¨ oßen ausgedr¨ uckt werden:
 
∂
∂˜ t
+ i˜ L
(0)
s + iλ˜ L
(1)
s
!
˜ fs({˜ x}s,˜ t) + λ˜ n
Z
d˜ xs+1
s X
j=1
i˜ L
(1)
j,s+1 ˜ fs+1({˜ x}s+1,˜ t)
= −ε

 ˜ fs({˜ x}s,˜ t) −
s Y
j=1
˜ f1(˜ xj,˜ t)

 , (s ∈ {1,2,...}) , (3.16)
2In dem Prelimes-Ausdruck f¨ ur den Quellterm enth¨ alt das Produkt der Ein-Teilchen Vertei-
lungsfunktionen den zus¨ atzlichen Faktor N!/Ns(N −s)!, der im thermodynamischen Limes gegen
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wobei ˜ L(0)
s , ˜ L(1)
s und ˜ L
(1)
j,s+1 die Liouville-Operatoren (3.4) und (3.5) ausgedr¨ uckt
durch die dimensionslosen Variablen
˜ xj
def = (˜ pj,˜ rj) , ˜ pj
def =
˜ pj
˜ pj
, ˜ rj
def =
˜ rj
˜ r0
, ˜ t
def =
t
t0
, t0
def =
r0
¯ v
. (3.17)
seien. Wir haben weiterhin die dimensionslose Ein-Teilchen Verteilungsfunktion
˜ f1(˜ xj,˜ t) =
 
¯ p3
n
!s
fs({x}s,t). (3.18)
Das System von Gleichungen (3.16) enth¨ alt zwei Parameter: λ = φ0/m¯ v2 gibt die
Intensit¨ at der Wechselwirkung bezogen auf die mittlere kinetische Energie der Teil-
chen an und ˜ n = nr3
0 kann als Teilchenzahl im Wechselwirkungsvolumen aufgefasst
werden. Damit existieren zwei typische Szenarien, die eine St¨ orungstheorie erlauben:
λ  1, ˜ n ≈ 1 korrespondiert zu einem schwach wechselwirkenden System und λ ≈ 1,
˜ n  1 dagegen korrespondiert zu einem stark verd¨ unnten Gas.
3.4 Die Boltzmann-Gleichung
Als elementare Anwendung der Hierarchie (3.15) leiten wir als wichtigen Spezialfall
die kinetische Gleichung f¨ ur ein verd¨ unntes Gas her. Es wird also angenommen,
daß der dimensionslose Parameter ˜ n so klein ist, daß die Hierarchie n¨ aherungsweise
abgebrochen werden kann.
Wir notieren die ersten beiden Gleichungen der Hierarchie (3.15) explizit
 
∂
∂t
+ iL
(0)
1
!
f1(x1,t) +
Z
dx2iL
(1)
12 f2({x}2,t) = 0 , (3.19)
 
∂
∂t
+ iL12
!
f2({x}2,t) +
Z
dx3

iL
(1)
13 + iL
(1)
23

f3({x}3,t)
= ε
h
f2({x}2,t) − f1(x1,t)f1(x2,t)
i
. (3.20)
Der zweite Summand auf der linken Seite von (3.19) ist bereits proportional zum
Kleinheitsparameter ˜ n. Um eine kinetische Gleichung in der Ordnung ˜ n0 zu erhalten,
gen¨ ugt es somit (3.20) in niedrigster Ordnung zu l¨ osen, d.h. die Drei-Teilchen Vertei-
lungsfunktion wird vernachl¨ assigt. Die Bestimmungsgleichung f¨ ur die Zwei-Teilchen
Verteilungsfunktion in dieser N¨ aherung ist dann
 
∂
∂t
+ iL12 + ε
!
f
(0)
2 ({x}2,t) = εf1(x1,t)f1(x2,t) , (3.21)3.4 Die Boltzmann-Gleichung 81
mit der formalen L¨ osung
f
(0)
2 ({x}2,t) = lim
ε→0ε
0 Z
−∞
d˜ t e
ε˜ t e
i˜ tL2 f1(x1,t + ˜ t)f1(x2,t + ˜ t) . (3.22)
Selbst in dieser N¨ aherung ist die Abh¨ angigkeit der Zwei-Teilchen Verteilungsfunkti-
on von der Ein-Teilchen Verteilungsfunktion nicht-Markovsch. Die Einbeziehung von
Ged¨ achtniseﬀekten liegt aber außerhalb des Rahmens der hier betrachteten N¨ ahe-
rung. Deshalb ist (3.19) in niedrigster Ordnung
 
∂
∂t
+ iL
(0)
1
!
f1(x1,t) = 0 , (3.23)
mit der L¨ osung
f1(x1,t + ˜ t) = e
−i˜ tL
(0)
1 f1(x1,t) . (3.24)
Einsetzen in (3.22) liefert eine Zwei-Teilchen Verteilungsfunktion, die keine Ged¨ acht-
niseﬀekte mehr beinhaltet:
f
(0)
2 ({x}2,t) = S−∞(12) f1(x1,t)f1(x2,t) . (3.25)
Die Wirkung des Operators S−∞(12) auf die Phasenraumvariablen x1 und x2 ist
durch
S−∞(12)
def = lim
ε→0ε
0 Z
−∞
dτ e
ετ e
iτL12 e
−iτL
(0)
12 (3.26)
erkl¨ art, wobei L
(0)
12 = L
(0)
1 +L
(0)
2 den Liouville-Operator zweier nicht wechselwirkender
Teilchen bezeichne. Aus Abels Theorem folgt,daß der ε-Limes in (3.26) durch einen
t-Limes ersetzt werden kann
S−∞(12) = lim
τ→−∞Sτ(12) , (3.27)
Sτ(12)
def = e
iτL12 e
−iτL
(0)
12 . (3.28)
Sτ(12) heißt Zwei-Teilchen Str¨ omungsoperator und bestimmt die durch die Wech-
selwirkung zwischen den Teilchen generierte Zeitabh¨ angigkeit der Phasenraumvaria-
blen x1 und x2.
Einsetzen der Zwei-Teilchen Verteilungsfunktion (3.25) in (3.19) liefert eine geschlos-
sene kinetische Gleichung f¨ ur die Ein-Teilchen Verteilungsfunktion in erster Ordnung
im Kleinheitsparameter ˜ n:
 
∂
∂t
+ iL
(0)
1
!
f1(x1,t) = −
Z
dx2 iL
(1)
12 S−∞(12) f1(x1,t)f1(x2,t) . (3.29)
Die rechte Seite dieser Gleichung heißt Kollisionsintegral.82 Kapitel 3. Die Klassische Kinetische Theorie
Im folgenden wollen wir (3.29) in eine bekanntere Form bringen und die Boltzmann-
Gleichung herleiten. Wir beginnen mit
S−∞(12) f1(x1,t)f1(x2,t)
= lim
τ→−∞e
iτL12 e
−iτL
(0)
12 f1(x1,t)f1(x2,t) (3.30)
= lim
τ→−∞f1

r1(τ) −
τ
m
p1(τ),p1(τ),t

f1

r2(τ) −
τ
m
p2(τ),p2(τ),t

,
wobei die Variablen
rj(τ)
def = e
iτL12 rj , pj(τ)
def = e
iτL12 pj , j ∈ {1,2} (3.31)
den Bewegungsgleichungen
∂
∂τ
rj(τ) = {rj,H12} ,
∂
∂τ
pj(τ) = {pj,H12} (3.32)
mit der Zwei-Teilchen Hamilton-Funktion
H12 =
p2
1
2m
+
p2
2
2m
+ Φ12 (3.33)
gen¨ ugen. Die Anfangsbedingungen f¨ ur die Hamilton-Gleichungen sind rj(0) = rj
und pj(0) = pj. Wir wollen nun den in (3.30) beschriebenen Limes vollziehen.
Nach Voraussetzung hat das Wechselwirkungspotential nur eine endliche Reichweite
r0 und f¨ uhrt nicht zur Bildung von Zwei-Teilchen Korrelationen. Die Teilchen be-
wegen sich bis auf Zeitintervalle mit endlicher L¨ ange τ0 st¨ orungsfrei. Dies impliziert
die Existenz von Vektoren
Pj ≡ Pj(x1,x2) = lim
τ→−∞pj(τ) = lim
τ→−∞e
iτL12 pj , j ∈ {1,2} . (3.34)
Genauso gilt
lim
τ→−∞τ (Pj − pj(τ)) = 0 . (3.35)
Diese Beziehung erlaubt uns die Existenz der Vektoren
Rj = lim
τ→−∞

rj(τ) −
τ
m
pj(τ)

(3.36)
zu beweisen. Mit drj(τ)/dτ = pj(τ)/m ﬁnden wir
rj(τ) −
τ
m
pj(τ) = rj +
1
m
τ Z
0
d˜ τ pj(˜ τ) −
τ
m
pj(τ)
= rj(τ) −
1
m
τ Z
0
d˜ τ (Pj − pj(˜ τ)) +
τ
m
(Pj − pj(τ)) .3.4 Die Boltzmann-Gleichung 83
Im Grenzfall τ → −∞ und mit (3.35) folgt
Rj ≡ Rj(x1,x2) = rj −
1
m
0 Z
−∞
dτ (pj(τ) − Pj) . (3.37)
Die physikalische Bedeutung der Vektoren (3.34) und (3.37) ist evident. Die Pj sind
die Impulse der Teilchen zur Zeit τ → −∞, deren Anfangszust¨ ande aus der (asym-
ptotisch) unendlich fernen Vergangenheit bis zur Gegenwart τ = 0 in die Zust¨ ande
x1 und x2 evolviert werden. Die Rj bestimmen die Orts¨ anderungen der Teilchen
durch die Kollisionen. Es ist wichtig, daß Pj und Rj von den Phasenraumvaria-
blen x1 und x2 beider Teilchen abh¨ angen. Da die Zwei-Teilchen Hamilton-Funktion
bez¨ uglich der Teilchenorte lediglich von dem Abstand | r2 − r1 | beider Teilchen
abh¨ angt, gilt
Rj(x1,x2) = Rj(| r2 − r1 |,p1,p2) , Pj(x1,x2) = Pj(| r2 − r1 |,p1,p2) . (3.38)
Als wichtiges Resultat erhalten wir f¨ ur (3.30)
S−∞(12) f1(x1,t)f1(x2,t) = f1(X1,t)f1(X2,t) , (3.39)
mit den Deﬁnitionen Xj = (Rj,Pj). Wir benutzen die Beziehungen
iL
(0)
1 f1(x1,t) =
1
m
p1 ·
∂
∂r1
f1(x1,t) ,
iL
(1)
12 f1(X1,t)f1(X2,t) = {f1(X1,t)f1(X2,t),Φ12} ,
wobei {·,·} die klassische Poisson-Klammer bezeichne, und bringen die kinetische
Gleichung (3.29) in folgende Form
 
∂
∂t
+
1
m
p1 ·
∂
∂r1
!
f1(x1,t) = −
Z
dx2 {f1(X1,t)f1(X2,t),Φ12} . (3.40)
Diese kinetische Gleichung f¨ ur ein verd¨ unntes Gas wurde zuerst von Bogoliubov
(Bogoliubov, 1946) hergeleitet. Im folgenden wird gezeigt, daß das Kollisionsintegral
von Boltzmann eine N¨ aherung der rechten Seite von (3.40) darstellt.
F¨ ur praktische Rechnungen ist die in (3.40) gew¨ ahlte Darstellung des Kollisions-
integrals oft problematisch, da die Poisson-Klammer Ortsgradienten des Wechsel-
wirkungspotentials Φ12 beinhalten und diese f¨ ur undurchdringliche Teilchen nicht
¨ uberall deﬁniert werden k¨ onnen. In solchen F¨ allen hat Φ12 einen singul¨ aren Anteil.
Dies motiviert den Versuch, das Wechselwirkungspotential auf der rechten Seite von
(3.40) zu eleminieren.
Wir ersetzen die in (3.40) auftauchende Poisson-Klammer durch
{f1(X1,t)f1(X2,t),Φ12} = {f1(X1,t)f1(X2,t),H12}
−

f1(X1,t)f1(X2,t),
1
2m
(p
2
1 + p
2
2)

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Nun beinhaltet die Zwei-Teilchen Hamilton-Funktion H12 das Wechselwirkungspo-
tential. Wir analysieren jeden der beiden Summanden auf der rechten Seite dieser
Beziehung.
Wir nehmen an, daß der Nichtgleichgewichtszustand des Gases homogen im Orts-
raum ist, d.h. f1(x1,t) = f1(p1,t). Dann verschwindet die Poisson-Klammer, die die
Zwei-Teilchen Hamilton-Funktion beinhaltet. Dazu bemerken wir, daß H12 f¨ ur das
Zwei-Teilchen Problem ein Integral der Bewegung ist, also exp(iτL12)H12 = H12.
Außerdem gilt nach Voraussetzung exp(iτL12)Φ12 → 0 f¨ ur τ → −∞. Somit ist
H12 = lim
τ→−∞e
iτL12 H12 =
1
2m

P
2
1 + P
2
2

, (3.42)
und folglich
{f1(P1,t)f1(P2,t),H12} =

f1(P1,t)f1(P2,t),
1
2m

P
2
1 + P
2
2

= 0 . (3.43)
F¨ ur die Berechnung der zweiten Poisson-Klammer nutzen wir aus, daß die Impulse
Pj nur ¨ uber den Abstand r21 = r2 − r1 von den Ortskoordinaten abh¨ angt. Daher
gilt

f1(P1,t)f1(P2,t),
1
2m

p
2
1 + p
2
2

= −
1
m
(p1 − p2) ·
∂
∂r21
f1(P1,t)f1(P2,t) . (3.44)
Einsetzen in die kinetische Gleichung (3.40) liefert
∂
∂t
f1(p1,t) =
1
m
Z
dr12
Z
dp2 (p2 − p1) ·
∂
∂r12
f1 (P1,t)f1 (P2,t) . (3.45)
Die Integration ¨ uber r12 wird ¨ ublicherweise in Zylinderkoordinaten (ρ,φ,z) durch-
gef¨ uhrt, wobei ρ ∈ [0,∞) den Stoßparameter und φ ∈ [0,2π] den Azimuth einer
Zwei-Teilchen Kollision bezeichne. Die Koordinatenlinie z ∈ (−∞,∞) verl¨ auft ent-
lang des Relativimpulses p1 − p2. In diesem Koordinatensystem gilt
(p2 − p1) ·
∂
∂r12
f1 (P1,t)f1 (P2,t) =| p2 − p1 | ·
∂
∂z
f1 (P1,t)f1 (P2,t) , (3.46)
so, daß das z-Integral in (3.45) leicht zu berechnen ist:
∞ Z
−∞
dz
∂
∂z
f1 (P1,t)f1 (P2,t) = f1 (P1,t)f1 (P2,t)|
z→+∞
z→−∞ . (3.47)
Nun sind P1 und P2 die Impulse der einlaufenden Teilchen (τ → −∞), die zum
Zeitpunkt τ = 0 an den Orten r1 und r2 sind und die Impulse p1 und p2 besitzen.
Da die z-Achse des Koordinatensystems entlang des Relativimpulses p2−p1 gew¨ ahlt
wurde, korrespondiert der Limes z → −∞ zum physikalischen Prozeß nicht wech-
selwirkender Teilchen zum Zeitpunkt τ = 0. Andererseits korrespondiert der Limes3.4 Die Boltzmann-Gleichung 85
z → ∞ zu einem echten Streuprozeß, nach dem sich die Teilchen zum Zeitpunkt
τ = 0 mit den Impulsen p1 und p2 bewegen. Zusammenfassend gilt
P1 → p1 ,P2 → p2 f¨ ur z → −∞ ,
P1 → ˜ p1 ,P2 → ˜ p2 f¨ ur z → +∞ , (3.48)
wobei ˜ p1(p1,p2,ρ,φ) und ˜ p2(p1,p2,ρ,φ) die einlaufenden Impulse vor dem Streu-
prozeß mit den auslaufenden Impulsen p1 und p2 bezeichne. Damit wird aus (3.45)
∂
∂t
f1(p1,t) =
∞ Z
0
dρ ρ
2π Z
0
dφ
Z
dp2 v12 [f1(˜ p1,t)f1(˜ p2,t) − f1(p1,t)f1(p2,t)] . (3.49)
Hierbei bezeichnet v12 =| p2 − p1 | /m die Relativgeschwindigkeit der Teilchen.
Gleichung (3.49) ist die bekannte Boltzmann-Gleichung f¨ ur ein homogenes Gas.
F¨ ur ein inhomogenes Gas h¨ angt die Ein-Teilchen Verteilungsfunktion von den Ko-
ordinaten ab. Um f¨ ur diesen Fall das Wechselwirkungspotential in (3.40) zu elimi-
nieren, wird die rechte Seite von (3.41) durch Ableitungen der Ein-Teilchen Vertei-
lungsfunktionen nach der Schwerpunktskoordinate ersetzt. In vielen Anwendungen
variiert die Ein-Teilchen Verteilungsfunktion nur wenig ¨ uber den durch die Reich-
weite r0 der Wechselwirkung bestimmten Bereich. Das Kollisionsintegral kann dann
nach dem Kleinheitsparameter r0/l entwickelt werden, wobei l die charakteristische
L¨ ange bezeichne, auf der ¨ Anderungen der Ein-Teilchen Verteilungsfunktion in die
Analyse mit einbezogen werden m¨ ussen. In f¨ uhrender Ordnung kann in (3.40) die
Ersetzung f1(p,t) → f1(r1,p,t) vorgenommen werden. Dies liefert
 
∂
∂t
+
1
m
p1 ·
∂
∂r2
!
f1(r1,p1,t) (3.50)
=
∞ Z
0
dρ ρ
2π Z
0
dφ
Z
dp2 v12 [f1(r1,˜ p1,t)f1(r1,˜ p2,t) − f1(r1,p1,t)f1(r1,p2,t)] ,
die bekannte kinetische Gleichung von Boltzmann als zentralen Ausgangspunkt zur
Analyse von Nichtgleichgewichtsprozessen in verd¨ unnten Gasen, in denen nur Kol-
lisionen zwischen zwei Teilchen vorkommen. Wie bereits oben erw¨ ahnt, kann diese
Gleichung benutzt werden, um sowohl das kinetische als auch das hydrodynamische
Stadium des betrachteten Prozeßablaufes zu studieren.
Wir wiederholen nochmals alle Annahmen die zur Herleitung der kinetischen Glei-
chung von Boltzmann aus der Liouville-Gleichung gemacht wurden. Die erste Annah-
me ist die Abschw¨ achung der Anfangskorrelationen, die in der Liouville-Gleichung
und in der BBGKY-Hierarchie als Quellterme auftauchen. Diese Randbedingung be-
deutet, daß der Nichtgleichgewichtszustand eines Gases und dessen Zeitentwicklung
vollst¨ andig durch Ein-Teilchen Verteilungsfunktionen beschrieben werden k¨ onnen.86 LITERATUR
Dies bedeutet eine Einschr¨ ankung auf Prozesse, in denen weder Bindungszust¨ ande
noch andere langlebige Korrelationen zwischen Teilchen eine wichtige Rolle spielen.
Die zweite Annahme ist, daß der Dichteparameter ˜ n ein Kleinheitsparameter ist,
d.h., daß die Reichweite der Wechselwirkung viel kleiner als der mittlere Abstand
zwischen den Teilchen ist. Diese Annahme wurde benutzt, um die BNGKY Hier-
archie auf der Ebene der Zwei-Teilchen Verteilungsfunktion abzubrechen, so daß
Kollisionen zwischen mehr als zwei Teilchen vernachl¨ assigt werden konnten. Die
Markovsche Version der Zwei-Teilchen Verteilungsfunktion wird dabei durch den
Operator S−∞(12) generiert, der instantane Kollisionen zwischen zwei Teilchen be-
schreibt.
Weiterhin wurde angenommen, daß die charakteristische L¨ ange l, auf der die Ein-
Teilchen Verteilungsfunktionen variieren, groß im Vergleich zur Reichweite der Wech-
selwirkung r0 ist. Daraus folgt, daß im Kollisonsintegral alle Ein-Teilchen Vertei-
lungsfunktionen am selben Ort ausgewertete werden.
Die Annahmen machen deutlich, in welche Richtungen die Boltzmann-Gleichung
verallgemeinert werden kann. Zum Beispiel k¨ onnen im Rahmen der verallgemeiner-
ten Bogoliubovschen Randbedingungen nicht-lokale Eﬀekte in Kollisionen zwischen
zwei Teilchen und h¨ ohere Terme in in der Entwicklung des Kollisionsintegrals in ˜ n
ber¨ ucksichtigt werden.
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Hydrodynamische Prozesse
In diesem Kapitel werden statistische Verteilungen konstruiert, die eine Beschrei-
bung des hydrodynamischen Stadiums physikalischer Prozesse erlauben. Weiterhin
werden Prozezessgleichungen hergeleitet, die die Zeitentwicklung von Nichtgleichge-
wichtszust¨ anden in diesem Stadium bestimmen (Zubarev et al., 1996).
4.1 Hydrodynamik
Wir beginnen mit einer Einf¨ uhrung in die allgemeine Theorie hydrodynamischer
Prozesse und ihrer Beschreibung durch Verteilungsfunktionen.
4.1.1 Lokale Erhaltungss¨ atze
Gegeben sei ein klassisches System im Nichtgleichgewicht, beschrieben durch die
Mittelwerte bestimmter dynamischer Variablen am(r). Die zugeh¨ origen Bewegungs-
gleichungen k¨ onnen wie folgt formuliert werden:
∂
∂t
am(r) = {am(r),H} = −∇ · jm(r) + Rm(r) . (4.1)
Die dynamischen Variablen jm(r) heißen lokale Fl¨ usse und die Rm(r) Quellen 1. Es
wird angenommen, daß die Quellen in (4.1) nicht als verallgemeinerte Divergenz
geschrieben werden k¨ onnen.
Die Gestalt der Bewegungsgleichungen (4.1) erlauben es, Nichtgleichgewichtspro-
zesse weiter zu diskriminieren. F¨ ur den Fall, daß Rm(r) = 0 in allen Gleichungen
1Das Symbol ∇·jm(r) ist eine verallgemeinerte Divergenz, da jm(r) nicht notwendigerweise ein
Vektor ist.
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gilt, sind die dynamischen Variablen am(r) Dichten von erhaltenen Gr¨ oßen. Die zu-
geh¨ origen Prozesse werden durch eine Menge von Mittelwerten ham(r)i(t) beschrie-
ben und heißen hydrodynamische Prozesse (im weitesten Sinne). Gilt andererseits
∇·jm(r) = 0 in allen Gleichungen, so handelt es sich bei den zugeh¨ origen Prozessen
um reine Relaxationsprozesse.
In diesem Kapitel besch¨ aftigen wir uns ausschließlich mit hydrodynamischen Prozes-
sen. Die Bewegungsgleichungen f¨ ur die relevanten Variablen haben dann die Gestalt
von lokalen Erhaltungss¨ atzen:
∂
∂t
am(r) = −∇ · jm(r) . (4.2)
4.1.2 Verallgemeinerte Hydrodynamische Gleichungen
Die hydrodynamischen Bewegungsgleichungen k¨ onnen aus
∂
∂t
ham(r)i(t) = −∇ · hjm(r)i(t) (4.3)
hergeleitet werden, wobei die Mittelwerte bez¨ uglich einer N-Teilchen Verteilungs-
funktion f¨ ur das Nichtgleichgewicht berechnet werden. In dem uns interessierenden
Fall k¨ onnen wir von einer lokalen Gleichgewichtsverteilung ausgehen 2
ρled(q,p,t) = exp

−Φ(t) −
X
m
Z
dr Fm(r,t)am(r)

 . (4.4)
Die lokalen Parameter Fm(r,t) sind Lagrange-Multiplikatoren, die ¨ uber die Selbst-
konsistenz-Bedingungen
ham(r)i(t) = ham(r)i(t)led (4.5)
von den Observablen ham(r)i(t) abh¨ angen. Das Massieu-Planck-Funktional Φ(t)
wird aus der Normierungsbedingung f¨ ur ρled bestimmt. F¨ ur relevante Verteilungen
gilt die Beziehungen
δΦ(t)
δFm(r,t)
= −ham(r)i(t) , (4.6)
gelten, die als verallgemeinerte thermodynamische Beziehungen betrachtet werden
k¨ onnen.
Mit den mikroskopischen Erhaltungss¨ atzen (4.2) f¨ ur die relevanten Variablen k¨ onnen
die gesuchten hydrodynamischen Gleichungen als Spezialfall der in Abschnitt 1.2.2
2Ein Beispiel f¨ ur solch eine Verteilung haben wir bereite in Anhang C zu Kapitel I kennen
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hergeleiteten verallgemeinerten Transportgleichungen (4.7) gewonnen werden:
∂
∂t
ham(r)i(t) = −∇ · hjm(r)i(t)led
−
X
n
Z
d˜ r
t Z
−∞
d˜ t e
−ε(t−˜ t)∇Lmn(r,t,˜ r,˜ t) · ˜ ∇Fn(˜ r,˜ t) (4.7)
mit den kinetischen Koeﬃzienten
Lmn(r,t,˜ r,˜ t) =
D
Jm(r,t)(ρled)
−1 (t)Uled(t,˜ t)(ρled)
1 (˜ t)Jn(˜ r,˜ t)
E
led . (4.8)
Die dynamischen Variablen
Jm(r,t) = CP(t)jm(r) ≡ (1 − P(t))jm(r) (4.9)
repr¨ asentieren die lokalen mikroskopischen Fl¨ usse. Der Operator CP(t) ist komple-
ment¨ ar zum Mori-Projektionsoperator P(t), der durch
P(t)A = hAiled (t) +
X
n
Z
dr
δ hAiled (t)
δ han(r)i(t)
(an(r) − han(r)i(t)) (4.10)
in Abschnitt 1.2.2, Gleichung (2.62) deﬁniert wurde. Die Zeitabh¨ angigkeit der ki-
netischen Koeﬃzienten (4.8) ist durch die lokale Gleichgewichtsverteilung und den
Zeitentwicklungsoperator
Uled(t,˜ t) = T exp

 
 
−
t Z
˜ t
dτ CPled(τ)iL

 
 
(4.11)
gegeben. Hierbei ist CPled(τ) der zum Kawasaki-Gunton-Projektionsoperator Pled
komplement¨ are Operator, deﬁniert durch
PledA = ρled(t)Sp(A)
+
X
n
Z
dr [Sp(Aan(r)) − Sp(A)han(r)i(t)]
δρled(t)
δ han(r)i(t)
, (4.12)
vergleiche Abschnitt 1.2.2, Gleichung (2.51). Da wir ein klassisches System voraus
gesetzt haben, ist A eine Funktion auf dem Phasenraum des Systems und Sp(...)
bedeutet eine Integration ¨ uber den gesamten Phasenraum.
Wir werden sp¨ ater sehen, daß der erste Summand auf der rechten Seite von (4.7) von
konvektiven Str¨ omen im System herr¨ uhrt, die typisch f¨ ur ideale Fl¨ ussigkeiten sind.
Der zweite Summand auf der rechten Seite von (4.7) dagegen beschreibt irreversi-
ble Prozesse wie W¨ armeleitung, Diﬀuison und Reibung. Gleichung (4.7) tr¨ agt allen
reversiblen und irreversiblen Prozessen Rechnung und ist exakt. Sie dient damit als
Ausgangspunkt f¨ ur die Konstruktion von gen¨ aherten hydrodynamischen Gleichun-
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4.1.3 N¨ aherungen
Wenn sich das System dem lokalen Gleichgewicht langsam n¨ ahert (im Vergleich zu
den Zeitskalen, auf denen irreversible Prozesse Retardierungseﬀekte generieren), so
muß der zweite Term auf der rechten Seite von (4.7) ber¨ ucksichtigt werden. Ist al-
lerdings die Zeitskala auf der die Korrelatoren (4.8) relaxieren viel kleiner als die
charakteristische Zeitskala, auf der sich die thermodynamischen Parameter Fn(˜ r,˜ t)
¨ andern, so kann weningstens von den Retardierungseﬀekten in (4.7) abgesehen wer-
den und wir erhalten die Markovschen hydrodynamischen Gleichungen
∂
∂t
ham(r)i(t) = −∇ · hjm(r)i(t) −
X
n
Z
d˜ r ∇Lmn(r,˜ r,t) · ˜ ∇Fn(˜ r,t) , (4.13)
wobei die kinetischen Koeﬃzienten Lmn(r,˜ r,t) durch
Lmn(r,˜ r,t) =
t Z
−∞
d˜ t e
−ε(t−˜ t)Lmn(r,t,˜ r,˜ t) (4.14)
gegeben sind. In den Korrelatoren (4.8) h¨ angen die lokale Gleichgewichtsverteilung
und die mikroskopischen Fl¨ usse lediglich ¨ uber die langsam variierenden thermodyna-
mischen Parameter von der Zeit ab. Vernachl¨ assigen wir Ged¨ achtniseﬀekte in (4.8)
so wird ρled(˜ t) ≈ ρled(t) und Jn(˜ r,˜ t) ≈ Jn(˜ r,t). In der gleichen N¨ aherung ist dann
Pled(τ) ≈ Pled(t), so daß der Zeitentwicklungsoperator (4.11) durch
Uled(t − ˜ t) = exp
h
−

t − ˜ t

CPled(t)iL
i
(4.15)
gegeben ist. Die f¨ ur die Berechnung der kinetischen Koeﬃzienten (4.14) relevanten
Korrelatoren lassen sich erheblich vereinfachen:
Lmn(r,t,˜ r,˜ t) =
D
Jm(r,t)(ρled)
−1 (t)Uled(t − ˜ t)(ρled)
1 Jn(˜ r,t)
E
led (t) . (4.16)
Die Gleichungen (4.15) und (4.16) bestimmen die hydrodynamischen Koeﬃzienten
in der erkl¨ arten N¨ aherung. Insbesondere erlaubt die gemachte N¨ aherung nicht-lokale
Eﬀekte.
F¨ ur den Fall fast konstanter thermodynamischer Parameter auf L¨ angenskalen, auf
denen die Korrelatoren (4.16) wesentlich von Null verschieden sind 3 , kann der letzte
Term in (4.13) bis einschließlich zweiter Ordnung in den Ortsgradienten entwickelt
werden. Die verallgemeinerten Transportgleichungen sind in dieser N¨ aherung
∂
∂t
ham(r)i(t) = −∇ · hjm(r)iled (t) −
X
n
Lmn(r,t) · ∇Fn(r,t) , (4.17)
3Dies ist eine typische Situation f¨ ur Fl¨ ussigkeiten, mit Ausnahme in der N¨ ahe von kritischen
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mit den kinetischen Koeﬃzienten
Lmn(r,t) =
Z
d˜ r
0 Z
−∞
d˜ t e
ε˜ t
D
Jm(r,t)e
i˜ tLJn(˜ r,t)
E
led (t) . (4.18)
Die Gleichungen (4.17) bedingen folgende Relationen zwischen den gemittelten Fl¨ ussen
hjm(r)iled(t) und den thermodynamischen Kr¨ aften ∇Fm(r,t):
hjm(r)i(t) = hjm(r)iled(t) +
X
n
Lmn(r,t) · ∇Fn(r,t) . (4.19)
Diese Beziehungen sind bekannt aus der irreversiblen Thermodynamik (de Groot
und Mazur, 1962), in der kinetische Koeﬃzienten als von den Zustandsvariablen
abh¨ angige ph¨ anomenologische Gr¨ oßen eingef¨ uhrt werden. Damit ist gezeigt, daß der
statistische Zugang zu hydrodynamischen Prozessen die Herleitung von grundlegen-
den Beziehungen aus der irreversiblen Thermodynamik und die Darstellung von
kinetischen Koeﬃzienten durch Korrelatoren von mikroskopischen Fl¨ ussen erlaubt.
4.2 Transport-Prozesse in Fl¨ ussigkeiten
Der im letzten Abschnitt dargelegte Formalismus wird nun auf ein einfaches aber
realistisches System angewandt. Gegeben sei eine klassische Fl¨ ussigkeit (im weitesten
Sinn) aus identischen Teilchen mit direkter Wechselwirkung zwischen zwei Teilchen.
4.2.1 Lokale Erhaltungss¨ atze
Wir beginnen mit den Erhaltungss¨ atzen f¨ ur Energie, Impuls und Teilchenzahl. Das
System sei durch
H =
N X
j=1
p2
j
2m
+
1
2
X
k6=j
Φ(| rj − rk |) (4.20)
beschrieben, wobei Φ(| rj − rk |) die Wechselwirkungsenergie und m die Masse der
Teilchen bezeichne. Die Bewegungsgleichungen f¨ ur die Teilchen sind
˙ rj =
pj
m
, ˙ pj =
X
k6=j
Fjk . (4.21)
Hierbei ist
Fjk = −Fkj = −
dΦ(rjk)
drjk
rjk
rjk
, rjk =| rjk |≡| rj − rk | (4.22)
die vom Wechselwirkungspotential erzeugte Kraft zwischen zwei Teilchen am Ort rj
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Die zur Teilchenzahldichte geh¨ orende dynamische Variable ist
n(r) =
N X
j=1
δ (r − rj) . (4.23)
Da sich die Teilchenorte gem¨ aß (4.21) mit der Zeit ¨ andern, ﬁnden wir f¨ ur die Zeit-
ableitung von n(r)
∂
∂t
n(r) = −∇ · jn(r) (4.24)
mit der Teilchenstromdichte
jn(r) =
N X
j=1
pj
m
δ (r − rj) . (4.25)
Wir leiten nun die lokale Erhaltung des Impulses her. Dazu f¨ uhren wir die dynami-
sche Variable
j(r) = m jn(r) (4.26)
ein. F¨ ur die Zeitableitung von (4.26) inden wir mit den Hamilton-Gleichungen (4.21)
∂
∂t
j(r) = −∇ ·
X
j
1
m
pj ⊗ pjδ(r − rj) +
1
2
X
j6=k
Fjk (δ(r − rj) − δ(r − rk)) , (4.27)
wobei pj ⊗pj den Tensor mit Komponenten p a
j p b
j bezeichnet. Der zweite Term auf
der rechten Seite in (4.27) ist symmetrisiert in j und k. Gleichung (4.27) hat noch
nicht die Gestalt eines lokalen Erhaltungssatzes. Dazu muß der zweite Term noch
als Divergenz geschrieben werden. Dies gelingt mit der Beziehung
δ(r − rj) − δ(r − rk) = −∇ ·
1 Z
0
ds rjkδ (r − rj + srjk) . (4.28)
Damit kann der letzte Term in (4.27) als Divergenz eines Tensors dargestellt werden
und wir erhalten den lokalen Erhaltungssatz
∂
∂t
j(r) = −∇ · T(r) . (4.29)
Hierbei bezeichnet T(r) den Spannungstensor
T(r) =
X
j
1
m
pj ⊗ pjδ(r − rj) +
1
2
X
j6=k
Fjk ⊗ rjk
1 Z
0
dds δ (r − rj + srjk) . (4.30)
F¨ ur den Fall, daß | r−rj | rjk∀k gilt, kann die delta-Funktion nach dem Kleinheits-
parameter s entwickelt werden. Physikalisch ist diese Situation interessant, wenn
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der Wechselwirkung praktisch nicht ¨ andern. Dann erhalten wir in nullter Ordnung
im Kleinheitsparameter s
T(r) =
X
j

 1
m
pj ⊗ pj −
1
2
X
j6=k
dΦ(rjk)
drjk
1
rjk
rjk ⊗ rjk

δ(r − rj) . (4.31)
Wir formulieren nun die lokale Energieerhaltung. Dazu deﬁnieren wir
e(r) =
N X
j=1

 p2
j
2m
+
1
2
X
k6=j
Φ(rjk)

δ(r − rj) (4.32)
als zur Energiedichte korrespondierende dynamischen Variable. Die Zeitableitung
von (4.32) liefert mit den Bewegungsgleichungen (4.21)
∂
∂t
e(r) = −∇ ·
X
j

 p2
j
2m
+
1
2
X
k6=j
Φ(rjk)

 1
m
pj δ(r − rj)
+
1
4
X
j6=k
1
m
(pj + pk) · Fjk (δ(r − rj) − δ(r − rk)) . (4.33)
Der zweite Term auf der rechten Seite kann wieder mit (4.28) in eine Divergenz
umgeformt werden. Wir erhalten so den lokalen Erhaltungssatz
∂
∂t
e(r) = −∇ · je(r) , (4.34)
wobei die dynamischen Variablen
je(r) =
X
j

 p2
j
2m
+
1
2
X
k6=j
Φ(rjk)

 1
m
pjδ(r − rj)
+
1
4
X
j6=k
1
m
[(pj + pk) · Fjk]rjk
1 Z
0
ds δ(r − rj + srjk) (4.35)
die Energiestromdichte darstellt. F¨ ur kurzreichweitige Kr¨ afte k¨ onnen wieder die
nichtlokalen Korrekturen in (4.35) vernachl¨ assigt werden. Dann wird
je(r) =
X
j

 1
2m
pj ⊗ pj +
1
2
X
k6=j
Φ(rjk)1
−
1
2
X
k6=j
dΦ(rjk)
drjk
1
rjk
rjk ⊗ rjk

 1
m
· pj δ(r − rj) . (4.36)
Hierbei bezeichnet 1 den Einheitstensor.96 Kapitel 4. Hydrodynamische Prozesse
Die lokalen Erhaltungss¨ atze (4.24), (4.29) und (4.34) k¨ onnen folgendermaßen zu-
sammengefaßt werden
∂
∂t
am(r) + ∇ · jm(r) = 0 , (m ∈ {0,1,2}) , (4.37)
mit den lokalen relevanten Variablen am(r) und Fl¨ ussen jm(r), deﬁniert durch
a0(r) = e(r) , a1(r) = j(r) , a2(r) = n(r)
j0(r) = je(r) , j1(r) = T(r) , j2(r) = jn(r) . (4.38)
Wie aus diesen Deﬁnitionen folgt, ist der zweite Term in (4.37) die Divergenz eines
Vektors oder die Divergenz eines Tensors zweiter Stufe.
4.2.2 Ideale Hydrodynamik
Mit der vollst¨ andigen Menge von Erhaltungss¨ atzen (4.37) k¨ onnen nun die Trans-
portgleichungen f¨ ur eine einkomponentige F¨ ussigkeit hergeleitet werden.
In dem hier betachteten Fall sind die lokalen Lagrange-Multiplikatoren Fn(r,t) zu
den in (4.17) deﬁnierten relevanetn Variablen konjugiert. Um explizite Ausdr¨ ucke
f¨ ur diese Parameter zu erhalten, schreiben wir die lokale Gleichgewichtsverteilung
der Fl¨ ussigkeit in der Form
ρled(q,p,t) = exp
(
− Φ(t) −
Z
dr β(r,t)
"
e(r) −

µ(r,t) −
1
2
mv
2(~ r,t)

n(r)
− v(r,t) · j(r)
#)
, (4.39)
wobei β(r,t) die lokale inverse Temperatur bezeichnet, µ(r,t) das lokale chemische
Potential und v(r,t) die lokale Massengeschwindigkeit. In der Notation von fr¨ uher
(4.4) ist
F0(r,t) = β(r,t) , F1(r,t) = −β(r,t)v(r,t) ,
F2(r,t) = −β(r,t)

µ(r,t) −
1
2
mv
2(~ r,t)

. (4.40)
Die einfachste N¨ aherung der hydrodynamischen Gleichungen (4.17) besteht darin,
den letzten Term auf der rechten Seite zu vernachl¨ assigen. In Hinblick auf die Glei-
chungen (4.3) bedeutet dies, daß die Mittelwerte der Stromdichten je(r), jn(r) und
T(r) bez¨ uglich der lokalen Gleichgewichtsverteilung (4.39) gebildet werden. Wir zei-
gen weiter unten, daß die zugeh¨ origen Gleichungen
∂
∂t
ham(r)i(t) = −∇ · hjm(r)iled (t) (4.41)4.2 Transport-Prozesse in Fl¨ ussigkeiten 97
mit den Bewegungsgleichungen f¨ ur eine ideale Fl¨ ussigkeit ¨ ubereinstimmen.
F¨ ur die Berechnung der gemittelten Fl¨ usse in einem lokalen Gleichgewichtszustand
ist es geschickt, die kanonische Transformation der Phasenraumvariablen4
pj = ˜ pj + mv(˜ r) , rj = ˜ rj (4.42)
durchzuf¨ uhren. Dies ist eine Transformation auf das mit der Massengeschwindigkeit
v(r) mitbewegte Bezugssystem. Die hydrodynamischen Variablen am(r) transfor-
mieren sich unter (4.42) wie folgt:
e(r) = ˜ e(r) + v(r) ·˜ j(r) +
1
2
˜ ρ(r)v
2(r) ,
j(r) = ˜ j(r) + ˜ ρ(r)v(r) , n(r) = ˜ n(r) . (4.43)
Die transformierten Gr¨ oßen haben die gleiche Form wie die entsprechenden Gr¨ oßen
zuvor, allerdings ist rj durch ˜ rj und pj durch ˜ pj ersetzt. Wir haben weiterhin die
dynamische Variable
ρ(r)
def = m n(r) (4.44)
eingef¨ uhrt, also die Massendichte. Die lokalen Stromdichten transformieren sich fol-
gendermaßen unter (4.42):
je(r) = ˜ j(r) +

˜ e(r) +
1
2
˜ ρ(r)v
2(r) + v(r) ·˜ j(r)

v(r) +
1
2
v
2(r)˜ j(r) + ˜ T(r) · v(r) ,
T(r) = ˜ T(r) + Sym

v(r) ⊗˜ j(r)

+ ˜ ρ(r)(v(r) ⊗ v(r)) ,
jn(r) = ˜ j(r) + ˜ n(r)v(r) . (4.45)
Durch Einsetzen der Gleichungen (4.43) in (4.39) ﬁnden wir die lokale Gleichge-
wichtsverteilung durch die neuen Phasenraumvariablen ausgedr¨ uckt:
ρled(˜ q, ˜ p,t) = exp


−Φ(t) −
Z
dr β(r,t)[˜ e(r) − µ(r,t)˜ n(r)]


 . (4.46)
F¨ ur das Massieu-Planck-Funktional ﬁnden wir
Φ(t) = −lnSp

−
Z
dr β(r,t)[˜ e(r) − µ(r,t)˜ n(r)]

 . (4.47)
Das Massieu-Planck-Funktional kann als Ausgangspunkt genommen werden, um alle
thermodynamischen Relationen f¨ ur eine Fl¨ ussigkeit im Nichtgleichgewicht herzulei-
ten.
4Die Massengeschwindigkeit und andere thermodynamische Gr¨ oßen h¨ angen nat¨ urlich von der
Zeit ab. Im Folgenden werden wir diese Abh¨ angigkeit aus Gr¨ unden der ¨ Ubersichtlichkeit oft nicht
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Der entscheidende Vorteil der Transformation der lokalen Gleichgewichtsverteilung
auf die neuen Phasenraumvariablen ist, daß sich die Mittelwerte auf der rechten Seite
von (4.41) nun leicht berechnen lassen. Wir zeigen zun¨ achst, daß im mitbewegten
Bezugssystem
D
˜ jn(r)
E
led = 0 ,
D
˜ je(r)
E
led = 0 ,
D
˜ T(r)
E
led = P(r)1 , (4.48)
wobei alle Mittelungen bez¨ uglich der Verteilung (4.46) zu bilden sind und
P(r)
def = hp(r)iled =
1
3
Sp

˜ T(r)

(4.49)
den hydrostatischen Druck bezeichne. Der Beweis der Beziehungen ist elementar.
Wir bemerken zun¨ achst, daß die Variablen n(r) und e(r) invariant unter Impulsum-
kehr pj → −pj sind. Das gilt auch f¨ ur die transformierten Gr¨ oßen ˜ n(r) und ˜ e(r)
als Funktionen von ˜ pj. Damit ist die lokale Gleichgewichtsverteilung (4.46) eine
gerade Funktion von den Impulsen. Andererseits sind die Stromdichten ˜ jn(r) und
˜ je(r) ungerade Funktionen unter ˜ pj → −˜ pj. Daraus folgt, daß die Mittelwerte dieser
Stromdichten bez¨ uglich der Verteilung (4.46) verschwinden. Die Nebendiagonalele-
mente der Komponenten des Spannungstensors ˜ T(r) verschwinden aus ¨ ahnlichen
Gr¨ unden.
Mit den Gleichungen (4.48) k¨ onnen wir jetzt bequem alle uns interessierenden Mit-
telwerte berechnen:
he(r)iled = h˜ e(r)iled +
1
2
hρ(r)iled v
2(r) , hj(r)iled = hρ(r)iled v(r) , (4.50)
hje(r)iled =

h˜ e(r)iled + P(r) +
1
2
hρ(r)iled v
2(r)

v(r) , (4.51)
hT(r)iled = P(r)1 + hρ(r)iled (v(r) ⊗ v(r)) . (4.52)
Mit den Ausdr¨ ucken (4.50)–(4.52) sind wir nun in der Lage, aus Gleichung (4.41)
ein System von hydrodynamischen Gleichungen herzuleiten. Es gibt mehrere zu-
einander ¨ aquivalente Systeme von Gleichungen, abh¨ angig von der Wahl der Menge
von Variablen, die den Nichtgleichgewichtszustand einer Fl¨ ussigkeit vollst¨ andig be-
schreiben. Wir w¨ ahlen zum Beispiel die mittlere Massendichte ρ(r,t)
def = hρ(r)i(t),
die Massengeschwindigkeit v(r,t) und die mittlere Energiedichte im mitbewegten
Bezugssystem (r,t)
def = h˜ e(r)i(t):
Dρ
Dt
= −ρ ∇ · v , (4.53)
Dv
Dt
= −ρ
−1 ∇P , (4.54)
D
Dt
= −( + P) ∇ · v , (4.55)4.2 Transport-Prozesse in Fl¨ ussigkeiten 99
wobei
D
Dt
def =
∂
∂t
+ v · ∇ (4.56)
die sogenannte substantielle Ableitung bezeichne.
Wir analysieren als n¨ achstes die Zeitabh¨ angigkeit der Entropie der idealen Fl¨ ussig-
keit
S(t) = −hlnρlediled (t) = Φ(t) +
X
m
Z
dr Fm(r,t)ham(r)i(t) , (4.57)
vorausgesetzt die hydrodynamischen Prozessen werden duch die Gleichungen (4.41)
beschrieben. Die Zeitableitung der Entropie ist
dS(t)
dt
=
X
m
Z
dr Fm(r,t)
∂
∂t
ham(r)i(t) , (4.58)
da aus (4.6) die Beziehung
dΦ(t)
dt
= −
X
m
Z
dr
∂Fm(r,t)
∂t
ham(r)i(t) (4.59)
folgt. Die Zeitableitung auf der rechten Seite von (4.58) kann mit der Transportglei-
chung (4.3) eliminiert werden:
dS(t)
dt
= −
X
m
Z
dr Fm(r,t)∇ · hjm(r)i(t) . (4.60)
Es ist ¨ ublich, die Zeitabh¨ angigkeit der Entropiedichte
S(t) =
Z
V
dr S(r,t) (4.61)
zu analysieren. F¨ ur die Entropiedichte folgt wegen (4.60) eine Bilanz-Gleichung der
Form
∂S(r,t)
∂t
= −∇ ·
 
X
m
Fm(r,t)hjm(r)i(t)
!
+
X
m
hjm(r)i(t) · ∇Fm(r,t) . (4.62)
Die Bilanz-Gleichung f¨ ur die Entropiedichte ist eine Konsequenz der Erhaltungss¨ atze,
da wir lediglich von den exakten Transportgleichungen (4.3) Gebrauch gemacht ha-
ben. Wir nehmen im weiteren an, daß die gemittelten Stromdichten durch ihre Mit-
telwerte im lokalen Gleichgewicht gen¨ ahert werden k¨ onnen. Wir erhalten dann
DS(r,t)
Dt
= −S(r,t) ∇ · v . (4.63)100 Kapitel 4. Hydrodynamische Prozesse
Die Bilanz-Gleichung f¨ ur die gesamte Entropie ist
dS(t)
dt
= −
I
d(V) · S(r,t)v(r,t) , (4.64)
wobei das Integral ¨ uber die Oberﬂ¨ ache (V) des Systems berechnet wird. Damit
ist gezeigt, daß die Entropie eines lokalen Gleichgewichtszustandes sich nur ¨ andern
kann, wenn ein Entropie-Fluß durch die Oberﬂ¨ ache des Systems existiert. Es gibt
also keine Quellen oder Senken f¨ ur Entropie im System. Die im System ablaufenden
Prozesse sind somit reversible Transportprozesse.
4.2.3 Die Lokalen Kinetischen Koeﬃzienten
Die lokale Gleichgewichtsverteilung erm¨ oglicht die Deﬁnition von thermodynami-
schen Funktionen, die den Zustand einer Fl¨ ussigkeit im Nichtgleichgewicht bestim-
men. Es ist mit dieser Verteilungsfunktion jedoch nicht m¨ oglich, irreversible Prozes-
se zu beschreiben. Dazu muß der letzte Term in (4.7) in die Analyse miteinbezogen
werden.
Wir beschr¨ anken uns weiterhin auf die Untersuchung langsam ablaufender hydro-
dynamischer Prozesse, die durch die lokalen Markovschen Gleichungen (4.17) mit
den kinetischen Koeﬃzienten (4.18) beschrieben werden. Da wir bereits die explizi-
ten Ausdr¨ ucke (4.40) f¨ ur die thermodynamischen Parameter Fm(r,t) haben, besteht
das verbleibende Problem in der Berechnung der lokalen kinetischen Koeﬃzienten.
Wir analysieren zun¨ achst die Struktur der lokalen mikroskopischen Fl¨ usse Jm(r,t)
f¨ ur eine klassische einkomponentige Fl¨ ussigkeit.
Die allgemeine Deﬁnition der lokalen Fl¨ usse wurde bereits in (4.9) gegeben. In un-
serem Fall sei
J0(r)
def = CP je(r) , J1(r)
def = CP T(r) , J2(r)
def = CP Jn(r) = 0 . (4.65)
Die letzte Beziehung folgt aus der Tatsache, daß die mit der Teilchenzahl assozi-
ierte Stromdichte jn(r) proportional zur Impulsstromdichte j(r)) und daher eine
relevante dynamische Variable am(r) ist. F¨ ur den Mori-Projektionsoperator P gilt
aber Pam(r) = am(r) f¨ ur alle dynamischen Variablen. Damit gilt also tats¨ achlich
J2(r) = 0 und alle kinetischen Koeﬀzienten mit m = 2 oder n = 2 verschwinden.
Daraus folgt weiterhin, daß die Bewegungsgleichung f¨ ur die mittlere Teilchenzahl-
dichte hn(r)i(t) oder f¨ ur die mittlere Massendichte ρ(r,t) = mhn(r)i(t) keine Terme
beinhalten wird, die Dissipation beschreiben.
Das Hauptproblem in der Berechnung der lokalen kinetischen Koeﬃzienten Lmn(r)
ist ihre Abh¨ angigkeit von dem Geschwindigkeitsfeld v(r). Um die Rechnung zu ver-
einfachen, transformieren wir wieder in das mit v(r) mitbewegte Bezugssystem und
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Fl¨ ussigkeit aus. Im letzten Abschnitt haben wir gezeigt, wie sich die interessanten
dynamischen Gr¨ oßen unter der kanonischen Transformation (4.42) verhalten. F¨ ur
eine bessere Leslichkeit schreiben wir f¨ ur (4.42) im weiteren symbolisch (Kawasaki
und Gunton, 1973)
Upj
def = pj − mv(rj) , Urj
def = rj . (4.66)
Damit ist erkl¨ art wie der Operator U auf Phasenraumvariablen wirkt. Nat¨ urlich
existiert auch der zu U inverse Operator U−1
U
−1pj = pj + mv(rj) , U
−1rj = rj . (4.67)
Die bez¨ uglich der lokalen Gleichgewichtsverteilung berechneten Mittelwerte erf¨ ullen
D
˜ A
E
led (t) = hUAi(t) . (4.68)
Wie zuvor ergibt sich ˜ A aus A durch die Ersetzungen pj → Upj und rj → Urj .
Im gerade beschriebenen Formalismus kann die Verteilungsfunktion (4.39) folgen-
dermaßen geschrieben werden
ρled = Uρ
(0)
led , (4.69)
ρ
(0)
led
def = exp


−Φ −
Z
dr β(r)[e(r) − µ(r)n(r)]


 . (4.70)
Die Verteilungsfunktionen ρ
(0)
led und (4.46) stimmen formal miteinander ¨ uberein, al-
lerdings h¨ angen die Phasenraumvariablen in ρ
(0)
led nicht explizit von der Massenge-
schwindigkeit ab. Aus den Beziehungen
Sp(Aρled) = Sp

U
−1Aρled

= Sp

U
−1AUρ
(0)
led

= Sp

ρ
(0)
ledU
−1A

(4.71)
folgt
hAiled (t) =
D
U
−1A
E(0)
led , (4.72)
wobei h···i
(0)
led den Mittelwert bez¨ uglich der Verteilung (4.70) bezeichnet. Ersetzen
wir A durch UA in (4.72), so folgt
D
˜ A
E
led = hAi
(0)
led, d.h. hAi
(0)
led ist der Mittelwert
von A im mitbewegten Bezugssystem.
Mit Hilfe der Beziehungen (4.66) und (4.72) transformieren wir nun die kinetischen
Koeﬃzienten (4.18) in das mitbewegte Bezugssystem. Zun¨ achst einmal ist
hJm(r)exp(itL)Jn(˜ r)iled =
Dh
U
−1Jm(r)
i
exp

itU
−1LU
 h
U
−1Jn(˜ r)
iE(0)
led . (4.73)
Der entscheidende Punkt ist hierbei, daß die Mittelung auf der rechte Seite dieser
Gleichung bez¨ uglich der Verteilung ρ
(0)
led geschieht und diese nicht von dem Geschwin-
digkeitsfeld v abh¨ angt. Weiterhin benutzen wir die in (Kawasaki und Gunton, 1973)
bewiesene Identit¨ at
P = UP
(0)U
−1 , (4.74)102 Kapitel 4. Hydrodynamische Prozesse
wobei
P
(0)A
def = hAi
(0)
led +
X
m
Z
dr
δ hAi
(0)
led
δ ham(r)i
(0)
led

am(r) − ham(r)i
(0)
led

(4.75)
gerade den Mori-Projektionsoperator im Ruhesystem der Fl¨ ussigkeit deﬁniert. Wir
beginnen mit
U
−1Jm(r) = U
−1

1 − UP
(0)U
−1

jm(r) =

1 − P
(0)

U
−1jm(r) . (4.76)
F¨ ur die Stromdichten U−1Jm ergibt sich mit (4.45)
U
−1je = je +

e +
1
2
ρv
2 + v · j

v +
1
2
v
2j + T · v , (4.77)
U
−1T = T + Sym(v ⊗ j) + ρ(v ⊗ v) . (4.78)
F¨ ur den Mori-Projektionsoperator im Ruhesystem der Fl¨ ussigkeit gilt ebenfalls
P(0)am(r) = am(r) und folglich sind alle Linearkombinationen von dynamischen
Variablen am(r) Element von Kern(CP
(0)). Wir erhalten
U
−1J0(r) = CP
(0)U
−1je(r) = Jq(r) + v(r) · Π(r) , (4.79)
U
−1J1(r) = CP
(0)U
−1T(r) = Π(r) , (4.80)
wobei neue mikroskopische Fl¨ usse eingef¨ uhrt wurden:
Jq(r)
def = CP
(0)je(r) , Π(r)
def = CP
(0)T(r) . (4.81)
Wir werden sp¨ ater sehen, daß Jq(r) als W¨ armestromdichte und Π(r) als viskoser
Spannungstensor interpretiert werden kann. Die neu eingf¨ uhrten mikroskopischen
Fl¨ usse sind von der Massengeschwindigkeit v(r) unabh¨ angig.
Die dynamischen Variablen P(0)je und P(0)T in (4.81) k¨ onnen mit der Deﬁniiton
von P(0) (4.75) berechnet werden. Wir ﬁnden
P
(0)je(r) =
 + P
hρi
j(r) , (4.82)
P
(0)T(r) =

P +
 
∂P
∂
!
hni
∆e(r) +
 
∂P
∂n
!

∆n(r)

1 , (4.83)
mit  = he(r)i
(0)
led, ∆e(r) = e(r) − he(r)i
(0)
led und ∆n(r) = n(r) − hn(r)i
(0)
led. Die mikro-
skopischen Fl¨ usse (4.81) sind somit
Jq(r) = je(r) −
 + P
hρi
j(r) , (4.84)
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wobei wir den viskosen Spannungstensor in einen spurlosen Anteil
˘ T(r) = T(r) −
1
3
Sp(T)1 (4.86)
und eine skalare Funktion Π(r) multipliziert mit dem Einheitstensor zerlegen. Diese
Funktion ist durch
Π(r) = ∆p(r) −
 
∂P
∂
!
hni
∆e(r) −
 
∂P
∂ hni
!

∆n(r) (4.87)
gegeben. Hierbei beschreibt die dynamische Variable
∆p(r)
def =
1
3

Sp(T(r)) − hSp(T(r))i
(0)
led

(4.88)
die Fluktuationen im Druck.
Die Gleichungen (4.79) zusammen mit (4.84) und (4.85) liefern die in den Korrela-
tionsfunktionen (4.73) ben¨ otigten tranformierten mikroskopischen Fl¨ usse. Es bleibt
noch zu untersuchen, wie sich der Liouville-Operator L unter den kanonischen Trans-
formationen der Phasenraumvariablen transformiert. Wir ﬁnden
U
−1LU = L + ˜ L , (4.89)
wobei der zus¨ atzliche Operator ˜ L von dem Geschwindigkeitsfeld abh¨ angt:
i˜ L =
N X
j=1
"
v(r) ·
∂
∂r
−
 
∂
∂r
⊗ v(r)
!
·
 
(p + mv(r)) ⊗
∂
∂p
!#
. (4.90)
F¨ ur den Fall, daß v konstant ist und der transformierte Liouville-Operator (4.89)
auf dynamische Variablen wirkt, die nur vom Relativabstand der Teilchen abh¨ angen,
so ist ˜ L = 0 erlaubt. Wegen der ˜ r-Integration in Gleichung (4.18) f¨ ur die kinetischen
Koeﬃzienten wirkt der Operator (4.89) immer auf diese kinetische Variablen. Der
Operator ˜ L muß allerdings ber¨ ucksichtigt werden, wenn Geschwindigkeitsgradienten
in den kinetischen Koeﬃzienten wichtig werden. Wir nehmen an, daß Geschwindi-
keitsgradienten hinreichend klein sind und die entsprechenden Korrekturen zu den
kinetischen Koeﬃzienten vernachl¨ assigt werden k¨ onnen. Dann stimmt der trans-
formierte Liouville–Operator U−1LU mit dem urspr¨ unglichen Liouville–Operator L
¨ uberein. Dies ist konsistent, da die Gleichungen (4.17) nur anwendbar sind, wenn
die thermodynamischen Variablen β(r,t) und µ(r,t) r¨ aumlich fast konstant sind.
Aus Selbstkonsistenz-Gr¨ unden m¨ ussen die Korrelationsfunktionen (4.73) bez¨ uglich
der Verteilung
ρ
(0) (q,p,t | r) = exp
n
−Φ
(0)((r,t)) − β(r,t)[H − µ(r,t)N]
o
(4.91)
mit der Massieu-Planck Funktion
Φ
(0)((r,t)) = −lnSp(exp{−β(r,t)[H − µ(r,t)N])} (4.92)104 Kapitel 4. Hydrodynamische Prozesse
berechnet werden. Die Verteilung (4.79) ist eine N¨ aherung von (4.70) und heißt Gibb-
sche Gleichgewichtsverteilung mit den lokalen thermodynamischen Gr¨ oßen Tempe-
ratur T(r,t) = 1/β(r,t) und chemisches Potential µ(r,t). Im folgenden ist die pa-
rametrische Abh¨ angigkeit der kinetischen Koeﬃzienten von β(r,t) und µ(r,t) stets
impliziert, wird aber nicht expliziert notiert.
Wir ﬁnden somit f¨ ur die kinetischen Koeﬃzienten
Lmn(r,t) = V
0 Z
−∞
d˜ t e
ε˜ t
D
U
−1Jm

e
i˜ tL

U
−1Jn
E(0)
(t) , (4.93)
wobei h···i
(0) (t) die Mittelung bez¨ uglich (4.91) und die dynamischen Variablen
Jm
def =
1
V
Z
V
dR Jm(R) (4.94)
die ¨ uber das Systemvolumen gemittelten mikroskopischen Fl¨ usse bezeichnen 5.
4.2.4 Transportkoeﬃzienten
F¨ ur angewandte Probleme ist es ¨ ublich, die kinetischen Koeﬃzienten (4.93) durch
skalare Transportkoeﬃzienten auszudr¨ ucken. Dies funktioniert, da f¨ ur eine isotrope
Fl¨ ussigkeit alle Korrelatoren als Skalare multipliziert mit Linearkombinationen von
Einheitstensoren geschrieben werden k¨ onnen.
Wir schreiben im folgenden
Lmn(r,t) = Lmn

U
−1Jm,U
−1Jn

. (4.95)
Wegen (4.79) und (4.85) ist
U
−1J0 = Jq + Πv + ˘ T · v , U
−1J1 = Π1 + ˘ T . (4.96)
Die ¨ uber das Systemvolumen gemittelt tensoriellen mikroskopischen Fl¨ usse sind
Π = ∆p −
 
∂P
∂
!
hni
∆H
V
−
 
∂P
∂ hni
!

∆N
V
,
Jq =
1
V
Z
V
dr je(r) −
 + P
hρi
P
V
, (4.97)
˘ T =
1
V
Z
V
dr T −
1
3
p 1 ,
5Dabei wird lediglich ¨ uber die Teilchenorte gemittelt. Die thermodynamischen Parameter in
den Fl¨ ussen werden alle am Punkt r ausgewertet.4.2 Transport-Prozesse in Fl¨ ussigkeiten 105
wobei P die Summe ¨ uber alle Teilchenimpulse ist und die dynamische Variable
p
def =
1
V
Z
V
dr p(r) =
1
3V
Z
V
dr Sp(T(r)) (4.98)
entspricht dem mittlerem Druck.
Die kinetischen Koeﬃzienten (4.95) h¨ angen bilinear von den Fl¨ ussen ab und k¨ onnen
daher durch die tensoriellen mikroskopischen Fl¨ usse ausgedr¨ uckt werden. Wichtig
und ungemein n¨ utzlich f¨ ur praktische Rechnungen ist, daß die kinetischen Koeﬃzi-
enten (4.95) f¨ ur eine isotrope Fl¨ ussigkeit verschwinden, wenn sie von zwei mikrosko-
pischen Fl¨ ussen unterschiedlicher Tensorstufe abh¨ angen 6. Wir ﬁnden mit (4.95)
(L00)
ab = L

J
a
q ,J
b
q

+ L(Π,Π)v
av
b + L

˘ T
ac, ˘ T
bd

vcvd ,
(L11)
acbd = L(Π,Π)δ
acδ
bd + L

˘ T
ac, ˘ T
bd

, (4.99)
(L01)
abd = (L10)
bda = L(Π,Π)v
aδ
bd + L

˘ T
ab, ˘ T
cd

vc .
Wir nutzen erneut die Isotropie aus und schreiben
L(Jq,Jq) = T
2 λ 1 ,
L

˘ T, ˘ T

= T η ∆ , (4.100)
L(Π,Π) = T ζ ,
wobei T = 1/β die Temperatur bezeichne, λ, η und ζ sind Skalare. Die Komponenten
des Tensors ∆ sind
(∆)acbd
def = δabδcd + δadδbc −
2
3
δacδbd . (4.101)
Der letzte Summand garantiert
L

Sp

˘ T

, ˘ T

= L

˘ T,Sp

˘ T

= 0 . (4.102)
Einsetzen von (4.100) in (4.99) liefert die kinetischen Koeﬃzienten ausgedr¨ uckt
durch skalare Transportkoeﬃzienten und Einheitstensoren
(L00)ab = T
2 λ δab + T η (∆)acbd vcvd + T ζ vavb ,
(L11)acbd = T η (∆)acbd + T ζ δacδbd , (4.103)
(L01)abd = (L10)bda = T η (∆)acbd v
c + T ζ vaδbd .
6In der irreversiblen Thermodynamik ist eine analoge Aussage bekannt als Theorem von Curie
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Wir konvertieren diese Gleichungen und dr¨ ucken die skalaren Transportkoeﬃzienten
durch die aus den mikroskopischen Fl¨ ussen konstruierten Korrelationsfunktionen
aus. Mit den Gleichungen (4.100) und (4.102) erhalten wir
λ =
1
3T 2 L(Jq,Jq) =
V
3T 2
0 Z
−∞
dt e
εt
D
Jq e
itL Jq
E(0)
, (4.104)
η =
1
10T
L

˘ T, ˘ T

=
V
10T
0 Z
−∞
dt e
εt
D
˘ T e
itL ˘ T
E(0)
, (4.105)
ζ =
1
T
L(Π,Π) =
V
T
0 Z
−∞
dt e
εt
D
Π e
itL Π
E(0)
. (4.106)
Die physikalische Interpretation der Skalare λ, η und ζ wird klar, wenn wir die
Ausdr¨ ucke (4.103) f¨ ur die kinetischen Koeﬃzienten in die hydrodynamischen Glei-
chungen einsetzen. Wir zeigen im n¨ achsten Abschnitt, daß (4.104) den W¨ arme-
leitungskoeﬃzienten, (4.105) den Koeﬃzienten der Scherviskosit¨ at und (4.106) den
Koeﬃzienten der Volumenviskosit¨ at bestimmt.
Die Gleichungen (4.104)–(4.106) und andere Ausdr¨ ucke f¨ ur Transportkoeﬃzienten
als Funktionen von Korrelatoren heißen Green–Kubo-Formeln. Sie wurden zuerst von
Green (Green, 1952) hergeleitet, der dazu die Theorie der stochastischen Prozesse
benutzte. In Greens Artikel wurde die Mittelung bez¨ uglich des mikrokanonischen
Ensembles durchgef¨ uhrt. Daher fehlen die zu ∆H und ∆N proportionalen Terme
in der Gleichung (4.97) f¨ ur den Fluss Π. Das mikrokanonischen Ensemble ist aller-
dings f¨ ur praktische Rechnungen eher ungeeignet, da in jedem Fall Energie- und
Teilchenzahlerhaltung gefordert werden muß.
4.2.5 Dissipative Prozesse
Aus den Gleichungen (4.103) f¨ ur die lokalen kinetischen Koeﬃzienten wird nun ein
vollst¨ andiges System von hydrodynamischen Gleichungen f¨ ur eine einkomponentige
Fl¨ ussigkeit hergeleitet. Dazu formulieren wir die Transportgleichungen (4.17) f¨ ur
die mittlere Energiedichte e(r,t) = he(r)i(t) und die mittlere Impulsstromdichte
j(r,t) = hj(r)i(t). Mit den Deﬁnitionen (4.38) f¨ ur die relevanten variablen und
(4.40) f¨ ur die thermodynamische konjugierten Parameter wird
∂
∂t
e = −∇ · hjeiled − ∇aL
ab
00 ∇b + ∇aL
abc
01 ∇bβvc ,
∂
∂t
ja = −∇b hTbciled + ∇bL
abcd
11 ∇cβvd − ∇bL
abc
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Wir substituieren die Ausdr¨ ucke (4.103) f¨ ur die kinetischen Koeﬃzienten und ordnen
nach Gradienten ∇ ⊗ v und ∇T = (1/T 2)∇T. Dies ergibt
∂
∂t
e = −∇ · (hjeiled + q + π · v) , (4.108)
∂
∂t
j = −∇ · (hTiled + π) , (4.109)
wobei der W¨ armestrom q(r,t) und der viskose Spannungstensor π(r,t) durch
q(r,t) = −λ∇T , (4.110)
π(r,t) = −η ˘ ∇v − ζ ∇ · v (4.111)
gegeben sind. Der spurlose Tensor ˘ ∇v ist aus den Ableitungen der Massengeschwin-
digkeit konstruiert:

˘ ∇v

ab
def = ∇avb + ∇bva −
2
3
δab∇ · v . (4.112)
Mit den Gleichungen (4.50) f¨ ur die mittlere Energie- und Impulsdichte und den
Ausdr¨ ucken f¨ ur die Fl¨ usse hjeiled und
D
˘ T
E
led lassen sich die Gleichungen (4.108) und
(4.109) in
∂
∂t

ε +
1
2
ρv
2

= −∇ ·

ε + P +
1
2
ρv
2

v + q + π · v

, (4.113)
ρ
 
∂
∂t
+ v · ∇
!
v = −∇(P + π) (4.114)
¨ uberf¨ uhren, wie sie ¨ ublicherweise in der Hydrodynamik notiert werden. Die Glei-
chungen (4.113) und (4.114) bilden zusammen mit dem Massen-Erhaltungssatz
∂
∂t
ρ = −∇ · ρv (4.115)
ein vollst¨ andiges System von Prozessgleichungen zur hydrodynamischen Beschrei-
bung von klassischen Fl¨ ussigkeiten. Gleichung (4.114) heißt Navier-Stokes-Gleichung
und beschreibt die makroskopische Dynamik in einer Fl¨ ussigkeit.
In vielen F¨ allen ist es g¨ unstiger, eine Bilanzgleichung f¨ ur die Entropie statt (4.113)
f¨ ur die Energiedichte zu verwenden. Um diese herzuleiten, benutzen wir die thermo-
dynamische Beziehung
ρTds = dε −
ε + P
ρ
dρ , (4.116)
die die ¨ Anderung der Entropie pro Masse s(ε,ρ) im mitbewegten Bezugssystem zur
¨ Anderung der Energie- und Massendichte in Beziehung setzt. Daraus folgt
ρT
Ds
Dt
=
Dε
Dt
−
ε + P
ρ
Dρ
Dt
. (4.117)108 Kapitel 4. Hydrodynamische Prozesse
Die substantiellen Ableitungen Dε/Dt und Dρ/Dt k¨ onnen aus (4.113) und (4.115)
und die Ableitung ∂v/∂t mit der Navier-Stokes-Gleichung (4.114) berechnet werden.
Wir erhalten
ρ T
Ds
Dt
= −∇ · q − π · (∇ ⊗ v) . (4.118)
Im Prinzip m¨ ussen jetzt nur noch die Ausdr¨ ucke (4.110) und (4.111) f¨ ur den W¨ arme-
strom und den viskosen Spannungstensor eingesetzt werden. Das Endergebnis sieht
jedoch einfacher aus, wenn wir den zweiten Summanden in (4.118) zun¨ achst folgen-
dermaßen umformen:
π · (∇ ⊗ v) = π ·
1
2
˘ ∇v +
1
3
∇ · v

. (4.119)
Als Bilanzgleichung f¨ ur die Entropie pro Masse ﬁnden wir die Gleichung
ρ T
 
∂
∂t
+ v · ∇
!
s = ∇ · (λ∇T) +
1
2
η

˘ ∇v

·

˘ ∇v

+ ζ(∇ · v)
2 . (4.120)
Wie bereits erw¨ ahnt kann diese Gleichung statt der Bilanzgleichung (4.113) f¨ ur die
Energiedichte benutzt werden.
Wir zeigen nun noch, wie die Entropiedichte S = ρs einer Fl¨ ussigkeit sich in der Zeit
¨ andert, wenn dissipative Prozesse existieren. Ausgangspunkt ist die Bilanzgleichung
DS
Dt
= ρ
Ds
Dt
+ s
Dρ
Dt
. (4.121)
Die substantiellen Ableitungen auf der rechten Seite k¨ onnen mit dem Massenerhal-
tungssatz (4.115) und Gleichung (4.120) berechnet werden. Wir erhalten
∂
∂t
S(r,t) + ∇ · jS(r,t) = σS(r,t) . (4.122)
Hierbei bedeutet der Vektor
jS(r,t) = Sv −
λ
T
∇T (4.123)
den Entropiestrom und die skalare Gr¨ oße
σS(r,t) =
1
T 2λ(∇T)
2 +
1
2T
η

˘ ∇v

·

˘ ∇v

+
1
T
ζ (∇v)
2 (4.124)
die durch W¨ armeleitung und Viskosit¨ aten verursachte lokale Entropieproduktion.
Wir werden sp¨ ater zeigen, daß alle Transportkoeﬃzienten positiv sind und daher
σS ≥ 0 gilt. Damit ist (4.122) konsistent mit dem Postulat ¨ uber das Anwachsen der
Entropie, da die gesamte Entropieproduktion stets positiv ist.
Die in den hydrodynamischen Gleichungen auftretenden Transportkoeﬃzienten h¨ ang-
en von den lokalen thermodynamischen Parametern wie der Temperatur und dem4.2 Transport-Prozesse in Fl¨ ussigkeiten 109
chemischen Potential ab. Im allgemeinen h¨ angen also die Transportkoeﬃzienten von
den Orten ab. In vielen F¨ allen varieren sie aber nur wenig und k¨ onnen alsr¨ aumlich
konstant angenommen werden. Dann vereinfacht sich die Navier-Stokes-Gleichung
(4.114) zu
ρ
 
∂
∂t
+ v · ∇
!
v = −∇P + η∆v +

ζ +
1
3
η

∇(∇ · v) . (4.125)
Ist außerdem die Massendichte konstant, so folgt aus (4.115) ∇·v = 0 und der letzte
Summand auf der rechten Steite von (4.125) verschwindet.
4.2.6 Relativistische Formulierung Dissipativer Prozesse
Eine konsistente relativistische Formulierung bestimmter dissipativer hydrodynami-
scher Prozesse gelang Eckart 1940, siehe (Eckart, 1940). Landau und Lifshitz fanden
1959 eine alternative Formulierung (Landau und Lifshitz, 1991).
Der Energie–Impuls–Tensor T und die Teilchenstromdichte J sind im adiabatischen
Limes, d. h. alle Raum–Zeit–Gradienten sind vernachl¨ assig bar, durch
J
(0) = n V , (4.126)
T
(0) = ρ V ⊗ V − P h (4.127)
gegeben. Hierbei bezeichnen n, ρ und P die Teilchenzahl–, die Energiedichte und den
Druck der idealen Fl¨ ussigkeit. V sei die Vierergeschwindigkeit mit der Normierung
V 2 = 1 und h = g − V ⊗ V der Projektionsoperator auf die Ebene senkrecht zu V .
Sind die adiabatischen Prozesse f¨ ur die Dynmaik der Fl¨ ussigkeit wesentlich wichtiger
als die dissipativen Prozesse, so werden die erhaltenen Tensoren (4.126) und (4.127)
folgendermaßen modiﬁziert:
J = J
(0) + J
(1) , (4.128)
T = T
(0) + T
(1) . (4.129)
Die geforderte Einschr¨ ankung auf schwach dissipative Prozesse bedeutet, daß die
Korrekturen J(1) und T(1) im Vergleich zu den adiabatischen Tensoren J(0) und T(0)
an allen Raum–Zeit–Punkten klein sind. Aus der Nat¨ urlichkeit der Theorie folgt, daß
die Tensoren J(1) und T(1) lediglich aus Raum–Zeit–Gradienten bis einschließlich
erster Ordnung konstruiert werden.
Der Ansatz f¨ ur die erhaltenen Tensoren (4.128) und (4.129) liefert ohne weitere
Forderungen keine eindeutige Deﬁnition von n, U, ρ und damit P. Die durch die
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der Vierergeschwindigkeit unterschiedlich zwischen den Tensoren J(1) und T(1) ver-
teilt werden. Um Eindeutigkeit zu erzwingen, fordern wir (Weinberg, 1971)
n ≡ U · J , (4.130)
ρ ≡ (U ⊗ U) · T , (4.131)
U ≡ kJk
−1 J . (4.132)
In (4.130) ist die Anzahldichte als nullte Komponente von J im mitbewegten Be-
zugssystem deﬁniert und in (4.131) die Energiedichte als Komponente T 00 von T
im mitbewegten Bezugssytem. Die Vierergeschwindigkeit hat per deﬁnitionem die-
selbe Raum–Zeit–Richtung wie die Teilchenstromdichte 7. Die Forderungen (4.130)–
(4.132) haben eine klare geometrische Interpretation: aus (4.130) folgt, daß J(1)
senkrecht auf U steht. Aus (4.131) folgt, daß T(1) auf die zu U senkrechte Ebe-
ne projiziert. Schließlich folgt aus (4.132) und (4.131), daß sogar J(1) ≡ 0 und
(U ⊗ U) · T(1) ≡ 0 gilt.
Die Bewegungsgleichungen der Fl¨ ussigkeit folgen aus der Erhaltung der Tensoren
(4.128) und (4.129)
∇ · J = 0 , (4.133)
∇ · T = 0 . (4.134)
Wie schon im letzten Abschnitt leiten wir zun¨ achst eine Bilanzgleichung f¨ ur die
Entropie, pr¨ aziser f¨ ur die Entropie pro Teilchen σ her. Mit (4.128) und J(1) ≡ 0
wird aus (4.133)
∇ · U = −
˙ n
n
, (4.135)
wobei der Punkt ¨ uber einem Tensor die Ableitung U · ∇ bezeichne, die im mitbe-
wegten Bezugssystem mit der Zeitableitung ¨ ubereinstimmt. Durch Kontraktion von
(4.134) mit U und mit (4.127), (4.129) und (4.135) folgt
˙ ρ −
w
n
˙ n = (U ⊗ ∇) · T
(1) . (4.136)
Hierbei ist w
def = ρ + P die relativistische Verallgemeinerung der Enthalpie. Die
Quellen f¨ ur ¨ Anderungen des Energie–Impuls–Tensors in Stromrichtung sind also
durch zeitliche ver¨ anderliche Energie– und Teilchenzahldichten gegeben. Nun folgt
aus dem zweiten Hauptsatz der Thermodynamik f¨ ur die Variation der Entropie pro
Teilchen
Tdσ = dρ −
w
n
dn , (4.137)
7Diese Wahl der Geschwindigkeit korrespondiert zu Eckarts Formulierung (?) und wurde in
(Weinberg, 1971) zur Beschreibung von Systemen verwandt, in denen Strahlung dissipative Pro-
zesse induziert. In (Landau und Lifshitz, 1991) hingegen wird die Vierergeschwindigkeit so ﬁxiert,
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f¨ ur ein adiabatisches System mit Temperatur T. Einsetzen in (4.136) liefert eine
Bilanzgleichung f¨ ur die Entropie pro Teilchen
nT ˙ σ = −(U ⊗ ∇) · T
(1) . (4.138)
Eine ¨ Anderung der Entropie pro Teilchen entlang des adiabatischen Flusses wird
also durch ¨ Anderungen des Energie– und Impulsﬂusses in dieser Richtung generiert.
Aus (4.139) l¨ aßt sich auch eine Bilanzgleichung f¨ ur die durch S
def = nσU−T −1U·T(1)
deﬁnierte Entropiestromdichte 8 herleiten:
T
2 ∇ · S = −(U ⊗ ∇T − T ∇ ⊗ U) · T
(1) . (4.139)
Im folgenden wird T(1) so konstruiert, daß die rechte Seite von (4.139) f¨ ur jeden
m¨ oglichen Zustand der Fl¨ ussigkeit positiv deﬁnit ist, d. h. die Rate der Entropie–
Produktion pro Einheitsvolumen ist stets positiv. Außerdem gibt es noch folgende
Konstruktionselemente
(I) Eine hydrodynamische Beschreibung setzt voraus, daß alle den Zustand eines
Fl¨ ussigkeitselementes beschreibenden Variablen wie ρ, P, U usw. innerhalb des
Fl¨ ussigkeitselementes konstant sind. Vom kinetischen Standpunkt her bedeutet
dies, daß die Fl¨ ussigkeit lokal im Gleichgewicht ist. Folglich muß der Tensor
T(1) eine Linearkombination von ∇ρ, ∇P, ∇ ⊗ U usw. sein.
(II) (I) l¨ aßt sich weiter einschr¨ anken: tats¨ achlich k¨ onnen nur Linearkombinatio-
nen von ∇T und ∇ ⊗ U in der Konstruktion von T(1) verwendet werden,
da andernfalls die Quellen der Entropieproduktion auf der rechten Seite von
(4.139) Produkte von ∇T, ∇⊗U mit ∇ρ, ∇P, ∇⊗U usw. enthielten. Solche
Produkte k¨ onnen nicht f¨ ur jeden m¨ oglichen Zustand des betrachteten Fl¨ ussig-
keitselementes positiv sein. Es existierten dann Zust¨ ande, f¨ ur die ∇ · S < 0
w¨ are im Widerspruch zum n. Hauptsatz der Thermodynamik.
Nat¨ urlich k¨ onnen bestimmte Kombinationen von ∇ρ, ∇P, ∇ ⊗ U usw. mit
der Zustandsgleichung oder den Prozessgleichungen der Fl¨ ussigkeit als Linear-
kombination von ∇T und ∇ ⊗ U geschrieben werden. Diese sind aber bereits
ber¨ ucksichtigt in der allgemeinsten Linearkombination von ∇T und ∇ ⊗ U.
(III) Wir sind interessiert an der Beschreibung schwach disipativer Prozesse im
Sinne von T(1) << T(0). Dies rechtfertigt die Konstruktion von T(1) bis ein-
schließlich erster Ordnung in ∇T und ∇ ⊗ U. Dann d¨ urfen die adiabatischen
Bewegungsgleichungen (4.126) und (4.127) zur Vereinfachung von T(1) ver-
wendet werden.
8Die Deﬁnition ist gerechtfertigt: U · S = nσ, d. h. die Projektion von S entlang des adiabati-
schen Flusses ist die Entropiedichte. Im mitbewegten Bezugssystem ist dies die nullte Komponenten
von S. Senkrecht hierzu erh¨ alt TS im mitbewegten Bezugssystem Beitr¨ age mit den Komponenten
T(1) 0i, also durch dissipative Prozesse generierte Impulsstr¨ ome.112 Kapitel 4. Hydrodynamische Prozesse
Insbesondere folgt aus (4.130) und (4.128) f¨ ur adiabatische Prozesse
˙ T =
 
∂ρ
∂T
!−1
n
"
n
 
∂ρ
∂n
!
T
− w
#
∇ · U , (4.140)
also ˙ T ∼ ∇ · U. Da wir f¨ ur die Konstruktion von T(1) bereits ∇ · U ber¨ uck-
sichtigt haben, kann ˙ T zur Konstrukiton von T(1) ohne Beschr¨ ankung der
Allgemeinheit vernachl¨ assigt werden.
F¨ ur die Konstruktion von T(1) w¨ ahlen wir als Bezugssystem das mitbewegte Bezugs-
system. In diesem Bezugssystem lassen sich sehr schnell die nichtverschwindenden
Komponenten von T(1) bestimmen. Es sind dies T (1) iν ,i ∈ {1,2,3} ,ν ∈ {0,1,2,3}.
Der Dreiervektor ~ Q mit den Komponenten T (1) i0 kann nur eine Linearkombination
von ∇T und ˙ U sein. Wir schreiben 9
~ Q = −χ ~ ∇T − ξ ˙ ~ U , (4.141)
wobei χ und ξ zun¨ achst beliebige reelle Koeﬃzienten sind.
Die Matrix f W mit den Komponenten T (1) ij kann nur eine Linearkombination von
~ ∇ ⊗ ~ U und ˙ T sein. ˙ T ist allerdings proportional zu ~ ∇ · ~ U. Also l¨ aßt sich W als
Linearkombination von Sym(~ ∇ ⊗ ~ U) und ~ ∇ · ~ U schreiben:
f W = −η Sym

~ ∇ ⊗ ~ U

− ζ ~ ∇ · ~ U , (4.142)
mit zwei weiteren reellen Koeﬃzienten η und ζ.
Die Entropieproduktion pro Einheitsvolumen in diesem Bezugssystem ist mit (4.139)
und (4.141), (4.142) durch
∇ · S =
1
T

~ ∇ ⊗ ~ U

· f W +
1
T
˙ ~ U · ~ Q +
1
T 2
~ ∇T · ~ Q
=
η
2T
f W · f W +
ζ
T

∇ · ~ U
2
+ ~ Q ·
 1
T 2
~ ∇T +
1
T
˙ ~ U

(4.143)
gegeben. Dies ist genau dann f¨ ur alle Zust¨ ande der Fl¨ ussigkeit positiv, wenn ξ ≡ Tχ
gilt und η ≥ 0, ζ ≥ 0 und χ ≥ 0.
Nun sollen die im mitbewegten Bezugssystem formulierten Beziehungen f¨ ur T(1) und
∇ · S Lorentz–invariant notiert, d. h. durch Lorentz–Tensoren ausgedr¨ uckt werden.
Der Dreiervektor ~ Q (4.141) wird zum Vierervektor
Q = ∇T − T ˙ U , (4.144)
9Im Hinblick auf die Erweiterung zum Vierervektor w¨ are ~ Q
def = −~ ∇T −ξ/χ ˙ ~ U die konventionelle
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wobei der Koeﬃzient χ sinnvollerweise nicht mehr im Vierervektor Q auftritt, son-
dern in allen Ausdr¨ ucken mit Q explizit als Vorfaktor auftritt. Der zu η proportionale
Anteil der 3–Matrix f W (4.142) wird zum Lorentz–Tensor
W = Sym(∇ ⊗ U) , (4.145)
und der zu ζ proportionale Anteil wird kanonisch verallgemeinert. Die Koeﬃzienten
η und ζ treten in allen Ausdr¨ ucken mit W und ∇ · U als Vorfaktoren auf.
Aus den Lorentz–Tensoren Q, W und ∇ · U wird der Lorentz–Tensor T(1) kon-
struiert. T(1) kann aber keine Linearkombination dieser Tensoren sein, da sonst
(U ⊗ U) · T(1) 6= 0 im Widerspruch zu (4.131) gelten w¨ urde. Vom geometrischen
Standpunkt her betrachtet, m¨ ussen noch die longitudinalen Anteile, also die Projek-
tionen der Tensoren Q, W und Sp(W) entlang U, eliminiert werden. Dies gelingt
mit dem Projektionsoperator h. Wir deﬁnieren die transversalen Lorentz–Tensoren
durch: Q(T) def = h·Q, W(T) def = h·W·h und der Lorentz–Skalar Sp(W) multipliziert
einfach h. T(1) ist eine Linearkombination dieser transversalen Lorentz–Tensoren
mit ζ, η und χ als Koeﬃzienten. Wir erhalten:
T
(1) = ζ h ∇ · U + η W
(T) + χ Sym

U ⊗ Q
(T)

. (4.146)
Die Koeﬃzienten ζ, η und χ heißen wieder Koeﬃzient der Volumenviskosit¨ at, Koef-
ﬁzient der Scherviskosit¨ at und W¨ armeleitungskoeﬃzient.
Die Rate der Entropie–Produktion pro Einheitsvolumen kan nun ebenfalls f¨ ur je-
des legitime Bezugssystem formuliert , d. h. ausgedr¨ uckt durch die transversalen
Lorentz–Tensoren werden. Aus (4.146) folgt, daß der einzige nichtverschwindende
transversale Anteil in der Entropiestromdichte S der transversale W¨ armestrom Q(T)
ist. Wir ﬁnden somit
S = σ J −
χ
T
Q
(T) . (4.147)
Entropie str¨ omt also entlang der adiabatischen Stromf¨ aden, weil jedes Teilchen im
Strom Entropie tr¨ agt. Senkrecht dazu ergibt lediglich der W¨ armestrom einen Entro-
piestrom. Allerdings sind die Quellen f¨ ur den Entropiestrom durch alle transversalen
Lorentz–Strukturen gegeben:
∇ · S =
η
2T
W
(T) · W +
ζ
T
(∇ · U)
2 +
χ
T 2 Q
(T) · Q . (4.148)
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Neutralinos
Der SU(2)EW × U(1)Y–Sektor der minimal supersymmetrischen Erweiterung1 des
Standard–Modelles (MSSM) enth¨ alt die vier Bosonen B0, W 0
3, H0
1, H0
2 und deren
supersymmetrische Partner, das Bino e B0, Wino f W 0
3 und zwei Higgsinos f H0
1, f H0
2.
Diese supersymmetrischen Partner bilden den sogenannten Neutralino–Sektor des
MSSM. Neutralinos tragen die gleichen Quantenzahlen, insbesondere sind sie neu-
trale Fermionen. Folglich k¨ onnen Neutralinos mischen, d. h. die korrespondierende
Massenmatrix kann nicht–diagonale Eintr¨ age besitzen.
Die Neutralino–Massenmatrix M erh¨ alt lediglich einen Parameter µ vom µH0
1H0
2–
Term im supersymmetrischen Sektor des MSSM. Da die Natur auf uns zug¨ anglichen
Energieskalen weder elektroschwache– noch Supersymmetrie verwirklicht hat, be-
sitzt das MSSM außerdem Anteile, die Supersymmetrie sanft brechen. Dies sind
Supersymmetrie verletzende Terme, die keine manifest quadratisch divergenten Bei-
tr¨ age induzieren. Solche Beitr¨ age liefern zwei weitere Parameter: die Massen M1
und M2 der Binos und Winos. In der Basis { e B0, f W 0
3, f H0
1, f H0
2} ist die Neutralino–
Massenmatrix durch
M =

 


M1 0 −mZ sinθW cosβ mZ sinθW sinβ
0 M2 mZ cosθW cosβ −mZ cosθW sinβ
−mZ sinθW cosβ mZ cosθW cosβ δ33 −µ
mZ sinθW sinβ −mZ cosθW sinβ −µ δ44

 


gegeben, wobei tanβ = hH2i/hH1i das Verh¨ altnis der Vakuumerwartungswerte der
beiden Higgs–Bosone 2 und mZ die Masse des Z–Bosons bezeichne. δ33 und δ44 be-
1Die supersymmetrische Erweiterung der Poincar´ e–Gruppe, ihre Darstellungstheorie und die
Konstruktion von renormierbaren supersymmetrischen Eichtheorien bishin zur minimal supersym-
metrischen Erweiterung des Standard–Modelles werden ausf¨ uhrlich in den Kapiteln X-Y behandelt.
2Diese Deﬁnition folgt der Konvention, wonach H1 die Masse der d-Quarks und H2 die Masse
der u-Quarks generiert. Eine andere h¨ auﬁg gew¨ ahlte Konvention folgt durch die Ersetzungen Z13 ↔
Z14, tanβ → hH1i/hH2i und µ → −ε.
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zeichnen Strahlungskorrekturen, die wichtig werden, wenn beide Higgsinos ungef¨ ahr
die gleiche Massen besitzen.
Die Eigenwerte von M sind die Massen der vier physikalischen Neutralino–Zust¨ ande
e χ0
i , (i ∈ {1,2,3,4}). Diese Eigenvektoren sind in der Basis { e B0, f W 0
3, f H0
1, f H0
2} durch
e χ
0
i = Zi1 e B
0 + Zi2 f W
0
3 + Zi3 f H
0
1 + Zi4 f H
0
2 (5.1)
gegeben, wobei die Zij die Mischungskoeﬃzienten bezeichnen und Elemente einer
reellen orthogonalen 4×4–Matrix sind, die die Massenmatrix der Neutralinos diago-
nalisiert. Die Neutralinos sind konventionsgem¨ aß so indiziert, daß e χ0
1 das leichteste
Neutralino bezeichne 3. Das leichteste Neutralino wird oft und hier ebenfalls als
das leichteste supersymmetrische Teilchen (LSP) angenommen. Wird weiterhin R-
Parit¨ at vorausgesetzt, so ist das leichteste Neutralino stabil. Ein stabiles LSP mit
den Quantenzahlen des leichtesten Neutralinos ist ein attraktiver Teilchenkandidat
fuer kalte dunkele Materie.
Die nicht–diagonalen Beitr¨ age in M sind mit Ausnahme der zu µ proportionalen
Eintr¨ age vergleichbar mit mZ und damit kleiner als 1 TeV. Sie k¨ onnen daher oft
vernachl¨ assigt werden. Deswegen lassen sich sofort qualitative Aussagen zu den Ei-
genwerten von M machen:
(1) Falls M1,2 ∼ 1 TeV oder gr¨ oßer und µ ∼ mZ, dann w¨ are Zi3,4 > Zi1,2, d. h. das
leichteste Neutralino w¨ are Higgsino–artig.
(2) Falls µ ∼ 1 TeV oder gr¨ oßer und M1,2 kleiner, dann w¨ are Zi1,2 > Zi3,4, d. h. das
leichteste Neutralino w¨ are eher mit den supersymmetrischen Partnern der neu-
tralen Eichbosonen zu vergleichen.
(3) Falls µ ∼ M1,2  mZ, dann w¨ are das leichteste Neutralino eine gleichbe-
rechtigte Mischung von Higgsinos und den supersymmetrischen Partnern der
neutralen Eichbosonen.
(4) Falls µ ∼ M1,2 ∼ mZ, dann w¨ are das leichteste Neutralino eine komplizierte
Mischung, die sensitiv von dem Wert von tanβ abhinge.
Wir nehmen weiterhin an, daß die minimal supersymmetrische Erweiterung des
Standard–Modelles in eine sogenannte große vereinheitlichte Theorie (GUT) ein-
gebettet werden kann. Dies impliziert die Existenz einer einer einzigen Massenskala
f¨ ur skalare Teilchen, die Supersymmetrie bricht. Wir werden die supersymmetrische
Erweiterung des Standard–Modelles zusammen mit der Annahme der Existenz ei-
ner einbettenden GUT mit cMSSM abk¨ urzen. Im cMSSM h¨ angen die Massen der
3F¨ ur Z11 = Z12 = 0 ist e χ0
1 ein reines Higgsino, f¨ ur Z11 = cosθW, Z12 = sinθW ein reines
Photino und f¨ ur Z11 = −sinθW, Z12 = cosθW ist e χ0
1 ein reines Zino.117
Neutralinos nur noch von drei Parametern ab: tanβ, µ und M1. Im Parameterraum
der cMSSM gilt weiterhin fast ¨ uberall Z11 ≈ 1, also e χ0
1 ≡ e χ ≈ e B0 4.
Die Wechselwirkung eines reinen Binos mit einem Standard–Modell–Fermion F wird
durch den Austausch des zu F geh¨ orenden links– und rechtsh¨ andigen supersymme-
trischen Partners e FL,R vermittelt:
Lbc = −
√
2g ¯ F

bF e FL PR − cF e FR PL

e χ + h.c. , (5.2)
wobei g die elektroschwache Kopplungskonstante und PL,R den links– bzw. rechtsh¨ andi-
gen Chiralit¨ atsoperator bezeichne. Die links– und rechtsh¨ andigen Vertizes sind durch
bF
def = Z11 (YF/2) tanθW + Z12 T3F , (5.3)
cF
def = Z11 QF tanθW (5.4)
deﬁniert. Hierbei seien YF, T3F und QF die schwache Hyperladung, der schwache
Isospin und die elektrische Ladung der involvierten Fermionen.
Streuprozessen der Art e χ + e χ ↔ F + ¯ F und e χ + {F, ¯ F} → e χ + {F, ¯ F} werden auf
Baumgraphenniveau eﬀektiv durch
L
eﬀ
b (z1,z2) = i
2(−
√
2g)
2 X
F
b
2
F
h
¯ F PR e χ e FL
i
(z1)
h
e χ PLF e F
∗
L
i
(z2) , (5.5)
L
eﬀ
c (z1,z2) = i
2(−
√
2g)
2 X
F
c
2
F
h
¯ F PL e χ e FR
i
(z1)
h
e χ PR F e F
∗
R
i
(z2) (5.6)
generiert, so daß
exp

i
Z
d
4z Lbc

O(g2)
−→
Z
d
4z1d
4z2

L
eﬀ
b + L
eﬀ
c

(z1,z2) . (5.7)
Die oben angegebenen Streuprozesse sind die Annihilation von Neutralinos in Fermion-
Antifermion Paare des Standardmodelles und elastische Streuung von Fermionen des
Standardmodelles an Neutralinos. Erstere bestimmen die Anzahldichte der Neutra-
linos zu einem beliebigen Zeitpunkt und letztere halten die Neutralinos im lokalen
thermischen Gleichgewicht.
4Im weiteren verwenden wir oft den Begriﬀ Neutralino f¨ ur ein reines Bino. Dieser Sprachge-
brauch ist unpr¨ azise, bezieht sich aber auf die im cMSSM akkurate Approximation e χ0
1 ≡ e χ ≈ e B0.118 Kapitel 5. Neutralinos
5.1 Neutralino–Annihilationen
In diesem Abschnitt berechnen wir die Rate f¨ ur die Streuprozesse e χ(k1) + e χ(k2) →
F(p1)+ ¯ F(p2) in f¨ uhrender Ordnung O(g2) in der elektroschwachen Kopplungskon-
stanten. Unsere Aufgabe besteht zun¨ achst in der Berechnung der ¨ Ubergangsampli-
tude
e Tann
def =
D
F(p1) ¯ F(p2) | e χ(k1)e χ(k2)
E
. (5.8)
Die hier gew¨ ahlte Notation f¨ ur den Eingangszustand ist nur eine Abk¨ urzung:
| e χ(k1)e χ(k2)i
def =
1
√
2

| e χ(k1)e χ(k2)i − | e χ(k1)e χ(k2)i

. (5.9)
Damit wird der Tatsache Rechnung getragen, daß Neutralinos durch Majorana–
Spinoren beschrieben werden. Bei der Berechnung der wechselwirkenden Korrelato-
ren auf Baumgraphen–Niveau muß weiterhin (5.7) ber¨ ucksichtigt werden. F¨ ur eine
¨ ubersichtliche Organisation ist es g¨ unstig, die Korrelatoren in ihren b– und c–Anteil
aufzuspalten und damit den Austausch von linksh¨ andigen und rechtsh¨ andigen Sfer-
mionen separat zu behandeln. Wir deﬁnieren somit die Amplituden
TL(t)
def =
D
F(p1) ¯ F(p2) | e χ(k1)e χ(k2)
E
L , (5.10)
TL(u)
def =
D
F(p1) ¯ F(p2) | e χ(k1)e χ(k2)
E
L , (5.11)
TR(t)
def =
D
F(p1) ¯ F(p2) | e χ(k1)e χ(k2)
E
R , (5.12)
TR(u)
def =
D
F(p1) ¯ F(p2) | e χ(k1)e χ(k2)
E
R . (5.13)
Hierbei bezeichnen der Index L (R) des Austausch eines linksh¨ andigen (rechtsh¨ andi-
gen) Sfermion und t, u die den Kanal kennzeichnenden Mandelstam–Variablen.
Wir berechnen zuerst (5.10). Mit dem LSZ–Reduktionsformalismus folgt
e TL(t) =
Z
d
4x1
Z
d
4x2 exp[−i(k1 · x1 + k2 · x2)]
Z
d
4y1
Z
d
4y2 exp[−i(p1 · y1 + p2 · y2)]
U
F
a(p1) (i∂ /y1 − mF)ab V
˜ χ
c(k2) (i∂ /x2 − M˜ χ)cd D
0


 T F g(y2) Fb(y1) e χe(x1) e χd(x2)


 0
E
L,int
(i∂ /x1 − M˜ χ)ef U
˜ χ
f(k1) (i∂ /y2 − mF)gh V
F
h (p2) . (5.14)
F¨ ur die Entwicklung der Vierpunktfunktion nach freien Korrelatoren benutzen wir
die Lagrange–Dichte (5.5) zur Beschreibung der Wechselwirkung durch Austausch5.1 Neutralino–Annihilationen 119
von linksh¨ andigen Sfermionen, die zum Ausgangskanal korrespondieren. Wir erhal-
ten
D
0

  T F g(y2) Fb(y1) e χe(x1) e χd(x2)

  0
E
L,int
O(g2)
= −(
√
2g bF)
2
Z
d
4z1
Z
d
4z2
D
0

  T F g(y2) Fb(y1) e χe(x1) e χd(x2)
h
F r (PR)rs e χs e FL
i
(z1)
h
e χu (PL)uv Fv e F
∗
L
i
(z2)

  0
E
.
Mit dem Theorem von Wick erhalten wir im einzeln f¨ ur die
Fermion–Korrelationen
D
0
 
 T F g(y2) Fb(y1) F r(z1) Fv(z2)
 
 0
E
= −i

S
F
F

vg (z2−y2) i

S
F
F

br (y1−z1) ,
Sfermion–Korrelation
D
0
 
 T e FL(z1) e F
∗
L(z2)
 
 0
E
= i∆
L
F(z1 − z2) ,
Neutralino–Korrelationen
D
0
 
 T e χe(x1) e χd(x2) e χs(z1) e χu(z2)


 0
E
= i

S
˜ χ
F

se (z1 − x1) i

S
˜ χ
F

du (x2 − z2) ,
wobei SF
F den freien Dirac–Propagator der Dirac–Fermionen, S
˜ χ
F den freien Dirac–
Propagator des Neutralinos (Majorana–Fermion) und ∆L
F den freien Feynman–Propagator
der linksh¨ andigen Sfermionen bezeichne.
F¨ ur die ¨ Ubergangsamplitude (5.7) erhalten wir
e TL(t) =
i
√
2g bF
2 Z
d
4z1
Z
d
4z2 ∆
L
F(z1 − z2)
Z
d
4x1
Z
d
4x2
Z
d
4y1
Z
d
4y2 exp[−i(k1 · x1 + k2 · x2 − p1 · y1 − p2 · y2)]
U
F
a (p1)(i∂ /y1 − mF)ab

S
F
F

br (y1 − z1)(PR)rs

S
˜ χ
F

se (z1 − x1)(−i∂ /x1 − M˜ χ)ef U
˜ χ
f (k1)
V
˜ χ
c(k2)(i∂ /x2 − M˜ χ)cd

S
˜ χ
F

du (x2 − z2)(PL)uv

S
F
F

vg (z2 − y2)(−i∂ /y2 − mF)g hV
F
h (p2) .
Mit den Bewegungsgleichungen f¨ ur die Dirac–Fermionen und das Majorana–Fermion
und der Fourier–Transformierten des freien Sfermion–Propagators folgt weiter
e TL(t) = i
√
2g bF
2
U
F
a (p1)(PR)ab U
˜ χ
b (k1) V
˜ χ
c(k2)(PL)cd V
F
d (p2)
Z
d
4z1 exp[−i(k1 − p1) · z1]
Z
d
4z2 exp[−i(k2 − p2) · z2]
Z d4q
(2π)4 exp[−i(z1 − z2) · q] ∆
L
F(q)
= i(2π)
4δ
4 (k1 + k2 − p1 − p2) TL(t) , (5.15)120 Kapitel 5. Neutralinos
mit
TL(t)
def = 2g
2 b
2∆
L
F(t) U
F
a (p1)(PR)ab U
˜ χ
b (k1) V
˜ χ
c(k2)(PL)cd V
F
d (p2) . (5.16)
Aus (5.16) folgen sofort alle weiteren Amplituden: die Amplitude TR(t) f¨ ur den
Austausch eines rechtsh¨ andigen Sfermiones erhalten wir durch die Ersetzung L ↔ R
und b → c. Die entsprechenden Amplituden TL(u) und TR(u) f¨ ur den Austausch eines
links– und rechtsh¨ andigen Sfermiones im u–Kanal folgen durch k1 ↔ k2 Wir fassen
die Amplituden zusammen:
TL(t) = 2g
2 b
2∆
L
F(t) U
F
a (p1)(PR)ab U
˜ χ
b (k1) V
˜ χ
c(k2)(PL)cd V
F
d (p2) , (5.17)
TL(u) = 2g
2 b
2∆
L
F(u) U
F
a (p1)(PR)ab U
˜ χ
b (k2) V
˜ χ
c(k1)(PL)cd V
F
d (p2) , (5.18)
TR(r) = 2g
2 c
2∆
R
F(t) U
F
a (p1)(PL)ab U
˜ χ
b (k1) V
˜ χ
c(k2)(PR)cd V
F
d (p2) , (5.19)
TR(u) = 2g
2 c
2∆
R
F(u) U
F
a (p1)(PL)ab U
˜ χ
b (k2) V
˜ χ
c(k1)(PR)cd V
F
d (p2) . (5.20)
Wir deﬁnieren die Amplitude
Tann
def =
1
√
2
(TL(t) − TL(u) + TR(t) − TR(u)) , (5.21)
die bis auf die Energie– und Impulserhaltung erzwingende Dirac–Distribution ein-
schließlich Normierung mit (5.8) ¨ ubereinstimmt. Wir deﬁnieren weiterhin
IXY(a,b)
def = TX(a) T
†
Y (b) , X,Y ∈ {L,R} , a,b ∈ {t,u} . (5.22)
Das Betragquadrat von (5.21) ist ohne weitere ¨ Uberlegungen
2|Tann|
2 = |TL(t)|
2 + |TL(u)|
2 + |TR(t)|
2 + |TR(u)|
2
−ILL(t,u) + ILR(t,t) − ILR(t,u)
−ILL(u,t) + ILR(u,t) − ILR(u,u)
−IRL(t,t) + IRL(t,u) − IRR(t,u)
−IRL(u,t) + IRL(u,u) − IRR(u,t) . (5.23)
Wir beginnen mit dem Betragsquadrat von (5.17). Zun¨ achst berechnen wir
h
U
F
a (p1)(PR)ab U
˜ χ
b (k1)
i†
=
h
U
F †
j (p1)(γ0)ja (PR)ab U
˜ χ
b (k1)
i†
= U
˜ χ †
b (k1)(PR)ba (γ0)aj U
F
j (p1)
= U
˜ χ †
b (k1)(γ0)ba (PL)aj U
F
j (p1)
= U
˜ χ
a(k1)(PL)ab U
F
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und genauso
h
V
˜ χ(k2) PL V
F(p2)
i†
= V
F(p2) PR V
˜ χ(k2) . (5.25)
Die Multiplikation von (5.17) mit ihrem hermiteisch konjugierten und Summati-
on ¨ uber die Spins der einlaufenden Neutralinos und auslaufenden Fermionen des
Standard–Modelles liefert ein Produkt von zwei Spuren S
(1)
L (t) und S
(2)
L (t). Die Be-
rechnung dieser Spuren ist elementar:
S
(1)
L (t)
def =
X
Spin
 
U
F(p1) PR U
˜ χ(k1)
 

2
=
X
Spin
U
F
a (p1)(PR)ab U
˜ χ
b (k1) U
˜ χ
c(k1)(PL)cd U
F
d (p1)
=


X
Spin
U
F
d U
F
a

(p1)(PR)ab


X
Spin
U
˜ χ
b U
˜ χ
c

(k1)(PL)cd
= (p /1 + mF)da (PR)ab (k /1 + M˜ χ)bc (PL)cd
=
1
4
Sp[(p /1 + mF)(1 + γ5)(k /1 + M˜ χ)(1 − γ5)]
= 2k1 · p1 = M
2
˜ χ + m
2
F − t (5.26)
und genauso
S
(2)
L (t)
def =
X
Spin
 
V
˜ χ(k2) PL U
F(p2)
 

2
= 2k1 · p1 = M
2
˜ χ + m
2
F − t . (5.27)
Wir erhalten f¨ ur das Betragsquadrat von (5.17), summiert ¨ uber alle Spins:
X
Spin
|TL(t)|
2 = 4(g bF)
4
 
t − M 2
˜ χ − m 2
F
t − M 2
˜ F
!
. (5.28)
Daraus folgen die Betragsquadrate der Amplituden (5.18)–(5.20) wie folgt: das Be-
tragsquadrat der Amplitude (5.18) folgt durch t → u. Aus diesen beiden Amplituden
folgen dann die Amplituden f¨ ur den Austausch eines rechtsh¨ andigen Sfermiones im
t– und u–Kanal durch b → c. Wir fassen unsere Resultate f¨ ur die Betragsquadrate
zusammen:
X
Spin
|TL(t)|
2 = 4(g bF)
4
 
t − M 2
˜ χ − m 2
F
t − M 2
˜ F
!
, (5.29)
X
Spin
|TL(u)|
2 = 4(g bF)
4
 
u − M 2
˜ χ − m 2
F
u − M 2
˜ F
!
, (5.30)
X
Spin
|TR(t)|
2 = 4(g cF)
4
 
t − M 2
˜ χ − m 2
F
t − M 2
˜ F
!
, (5.31)
X
Spin
|TR(u)|
2 = 4(g cF)
4
 
u − M 2
˜ χ − m 2
F
u − M 2
˜ F
!
. (5.32)122 Kapitel 5. Neutralinos
Die Interferenzterme sind komplizierter zu berechnen. Wir beginnen mit
ILL(t,u) = 4(g bF)
4 ∆
L
F(t)∆
L
F(u)
U
F
a (p1)(PR)ab U
˜ χ
b (k1) V
˜ χ
c(k2)(PL)cd V
F
d (p2)
V
F
r (p2)(PR)rs V
˜ χ
s (k1) U
˜ χ
p(k2)(PL)pq U
F
q (p1) . (5.33)
In Hinblick auf die Spin–Summen ist (5.33) problematisch, da Produkte der Art 
U
T ⊗ V

(p) und

V ⊗ UT

(p) auftreten. Wir schreiben daher die skalaren Spi-
norprodukte U
F(p1)PRU ˜ χ(k1) und U ˜ χ(k2)PLUF(p1) als ihre Transponierten und
erhalten so Produkte der Art (UT ⊗ V )(p). Diese Produkte sind unproblematisch
im Hinblick auf die Spin–Summen. Der Interferenzterm (5.33), summiert ¨ uber alle
Spins, wird somit
X
Spin
ILL(t,u) = 4(g bF)
4 ∆
L
F(t)∆
L
F(u)

P
T
L

qp


X
Spin
U
˜ χ T
p V
˜ χ
c

(k2)(PL)cd


X
Spin
V
F
d V
F
r

(p2)
(PR)rs


X
Spin
V
˜ χ
s U
˜ χ T
b

(k1)

P
T
R

ba


X
Spin
U
F
q U
F
a


T
(p1) . (5.34)
Die Kombination (UT ⊗ V )(p) und ¨ ahnliche andere sind typisch f¨ ur Diagramme, in
denen Majorana–Fermionen auftreten. Aus den Beziehungen U = CV
T und V =
CV
T zwischen U– und V –Spinoren von Majorana–Fermionen folgen die ben¨ otige
Formeln f¨ ur die Spin–Summe von

U
T ⊗ V

(p) und

V ⊗ UT

(p).


X
Spin
U
T ⊗ V

(p) = C
−1 (p / − M˜ χ) , (5.35)


X
Spin
V ⊗ U
T

(p) = (p / − M˜ χ)C
T , (5.36)
wobei C der Ladungskonjugationsoperator in der chiralen Darstellung ist, also C =
−iγ2γ0. Damit k¨ onnen die Spin–Summen in (5.33) berechnet werden und wir erhal-
ten f¨ ur diesen Interferenzterm
X
Spin
ILL(t,u) =
1
4
(g bF)
4 ∆
L
F(t)∆
L
F(u)

(1 − γ5)
T
qp

C
−1

pi (k /2 − M˜ χ)ic (1 − γ5)cd (p /2 − mF)dr
(1 + γ5)rs (k /1 − M˜ χ)sj

C
T

jb

(1 + γ5)
T
ba (p /1 − mF)dr
=
1
4
(g bF)
4 ∆
L
F(t)∆
L
F(u)5.1 Neutralino–Annihilationen 123
Sp
h
C
−1 (1 − γ5)CC
−1 (k /2 − M˜ χ)(1 − γ5)(p /2 − mF)
(1 + γ5)(k /1 − M˜ χ)CC
−1 (1 + γ5)CC
−1 (p /1 − mF)C
i
=
1
4
(g bF)
4 ∆
L
F(t)∆
L
F(u)
Sp
h
(1 − γ5)(k /2 − M˜ χ)(1 − γ5)(p /2 − mF)
(1 + γ5)(k /1 − M˜ χ)(1 + γ5)(p /1 − mF)
i
= (g bF)
4 ∆
L
F(t)∆
L
F(u)
M
2
˜ χ Sp[(1 − γ5)(p /2 − mF)(1 + γ5)(p /1 − mF)]
= 8 (g bF)
4 ∆
L
F(t)∆
L
F(u) M
2
˜ χ p1 · p2
= 4(g bF)
4 (s − 2m 2
F)

t − M 2
˜ F
 
u − M 2
˜ F
M
2
˜ χ . (5.37)
Daraus erhalten wir die Interferenzterme
X
Spin
IRR(t,u)
c←b ←−
X
Spin
ILL(t,u) , (5.38)
X
Spin
ILL(u,t)
u↔t ←−
X
Spin
ILL(t,u) , (5.39)
X
Spin
IRR(u,t)
u↔t ←−
X
Spin
IRR(t,u) . (5.40)
Als n¨ achstes berechnen wir den Interferenzterm
ILR(t,t) = 4g
4 b
2
Fc
2
F ∆
L
F(t)∆
L
F(t)
U
F
a (p1)(PR)ab U
˜ χ
b (k1) V
˜ χ
c(k2)(PL)cd V
F
d (p2)
V
F
r (p2)(PL)rs V
˜ χ
s (k2) U
˜ χ
p(k1)(Pr)pq U
F
q (p1) . (5.41)
Dieser Interferenzterm bereitet in Hinblick auf die Spin–Summen keine Schwierig-
keiten, da nur gew¨ ohnliche Kombinationen von U– und V –Spinoren auftreten. Wir
ﬁnden:
X
Spin
ILR(t,t) =
1
4
g
4 (bFcF)
2 ∆
L
F(t)∆
L
F(t)
Sp[(1 + γ5)(k /1 + M˜ χ)(1 + γ5)(p /1 + mF)]
Sp[(1 − γ5)(k /2 − M˜ χ)(1 − γ5)(p /2 − mF)]
= 16g
4 (bFcF)
2 (mFM˜ χ)
2

t − M 2
˜ F
 
t − M 2
˜ F
 . (5.42)
Im Nenner steht in dem einen Faktor eigentlich die Masse der linksh¨ andigen Sfermio-
nen und im anderen die der rechtsh¨ andigen Sfermionen. Da im cMSSM angenommen124 Kapitel 5. Neutralinos
wird, daß alle Skalare die gleiche Masse haben, tritt in dieser Rechnung nur diese uni-
verselle Masse auf. Die rechtsh¨ andigen und linksh¨ andigen Sfermionen unterscheiden
sich im cMSSM also nur hinsichtlich ihrer Ankopplung an andere Teilchen.
Aus (5.42) folgen die Interferenzterme
X
Spin
IRL(t,t) =
X
Spin
ILR(t,t) ,
X
Spin
ILR(u,u) =
X
Spin
IRL(u,u)
u←t ←−
X
Spin
ILR(t,t) . (5.43)
Wir berechnen noch den verbleibenden Interferenzterm
X
Spin
ILR(t,u) = 4g
4 (bFcF)
2 ∆
L
F(t)∆
R
F(u)
U
F
a (p1)(PR)ab U
˜ χ
b (k1) V
˜ χ
c(k2)(PL)cd V
F
d (k1)
V
F
r (p2)(PL)rs V
˜ χ
s (k1) U
˜ χ
p(k2)(PR)pq U
F
q (p1) . (5.44)
Wir schreiben die Skalare U
F(p1)PRU ˜ χ(k1) und U
˜ χ(k2)PRUF(p1) als ihre Trans-
ponierten und erhalten hinsichtlich der Spin–Summen wieder Produkte der Art 
U
T ⊗ V

(p) und

V ⊗ UT

(p). Mit (5.35) lassen sich die Spinsummen dieser Pro-
dukte wieder berechnen. Wir erhalten
X
Spin
ILR(t,u) =
1
4
g
4 (bFcF)
2 ∆
L
F(t)∆
R
F(u)
Sp
h
(1 + γ5)(p /1 − mF)(1 + γ5)(k /2 − M˜ χ)
(1 − γ5)(p /2 − mF)(1 − γ5)(k /1 − M˜ χ)
i
= g
4 (bFcF)
2 ∆
L
F(t)∆
R
F(u)
Sp[(1 + γ5)(k /2 − M˜ χ)(1 − γ5)(k /1 − M˜ χ)]
= 8g
4 (bFcF)
2 ∆
L
F(t)∆
R
F(u) m
2
Fk1 · k2
= 4g
4 (bFcF)
2 s − 2M 2
˜ χ 
t − M 2
˜ F
 
u − M 2
˜ F
m
2
F . (5.45)
Aus dem Interferenzterm (5.45) folgen sofort die Interferenterme
X
Spin
IRL(u,t) =
X
Spin
ILR(t,u) , (5.46)
X
Spin
ILR(u,t) =
X
Spin
IRL(t,u) =
X
Spin
ILR(t,u) . (5.47)
Bei der Beziehung wurde wieder die Existenz einer universellen Masse f¨ ur skalare
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Wir fassen unsere Ergebnisse (5.37)–(5.47) f¨ ur die Interferenzterme zusammen
X
Spin
ILL(t,u) =
X
Spin
ILL(u,t) = 4g
4 b
4
F
M 2
˜ χ s − 2(mFM˜ χ)
2

t − M 2
˜ F
 
u − M 2
˜ F
 , (5.48)
X
Spin
IRR(t,u) =
X
Spin
IRR(u,t) = 4g
4 c
4
F
M 2
˜ χ s − 2(mFM˜ χ)
2

t − M 2
˜ F
 
u − M 2
˜ F
 , (5.49)
X
Spin
ILR(t,t) =
X
Spin
IRL(t,t) = 16g
4 (bFcF)
2 (mFM˜ χ)
2

t − M 2
˜ F
 
t − M 2
˜ F
 ; (5.50)
X
Spin
ILR(u,u) =
X
Spin
IRL(u,u) = 16g
4 (bFcF)
2 (mFM˜ χ)
2

u − M 2
˜ F
 
u − M 2
˜ F
 , (5.51)
X
Spin
ILR(t,u) =
X
Spin
IRL(u,t) = 4g
4 (bFcF)
2 m 2
Fs − 2(mFM˜ χ)
2

t − M 2
˜ F
 
u − M 2
˜ F
 , (5.52)
X
Spin
ILR(u,t) =
X
Spin
IRL(t,u) = 4g
4 (bFcF)
2 m 2
Fs − 2(mFM˜ χ)
2

t − M 2
˜ F
 
u − M 2
˜ F
 . (5.53)
Die gesamte Amplitude (5.23) f¨ ur Neutralino–Annihilationen in ein beliebiges Fer-
mion des Standard–Modelles, summiert ¨ uber alle Spins, ist somit:
X
Spin
|Tann|
2 =
1
2
X
Spin
h
|TL(t)|
2 + |TL(u)|
2 + |TR(t)|
2 + |TR(u)|
2i
+
X
Spin
[−ILL(t,u) − IRR(t,u) + ILR(t,t) + ILR(u,u) − 2ILR(t,u)] .
Einsetzen der Betragsquadrate (5.29)–(5.32) und der Interferenzterme (5.48)–(5.53)
liefert:
X
Spin
|Tann|
2 = 2g
4




b
4
F + c
4
F



 
t − M 2
˜ χ − m 2
F
t − M 2
˜ F
!2
+
 
u − M 2
˜ χ − m 2
F
u − M 2
˜ F
!2
+
(2mFM˜ χ)
2 − 2M 2
˜ χ s

t − M 2
˜ F
 
u − M 2
˜ F



+2(bFcF)
2


 
2mFM˜ χ
t − M 2
˜ F
!2
+
 
2mFM˜ χ
u − M 2
˜ F
!2
+
(2mFM˜ χ)
2 − 2m 2
Fs

t − M 2
˜ F
 
u − M 2
˜ F





 . (5.54)
F¨ ur die Berechnung des diﬀerentiellen Wirkungsquerschnittes dσann/dt muß noch
der einfallende Neutralino–Strom qcom im Massenzentrum bestimmt werden. Es126 Kapitel 5. Neutralinos
ist |qcom|2 = |kcom
1 |2 = 1/4s − M 2
˜ χ . Außerdem eliminieren wir die Madelstam–
Variable u durch u(s,t) = 2(M 2
˜ χ + m 2
F) − s − t und benutzen den Zusammenhang
GF/
√
2 = g2/8M 2
W zwischen Fermis Konstante und der Kopplungskonstante der
elektroschwachen Wechselwirkung, wobei MW die Masse der geladenen Eichbosonen
der schwachen Wechselwirkung bezeichne. Wir ﬁnden
dσann
dt
(s,t) =
1
π
(GFM 2
W)
2
s

s − 4M 2
˜ χ


 
 

b
4
F + c
4
F




 
t − M 2
˜ χ − m 2
F
t − M 2
˜ F
!
+

 s + t − M 2
˜ χ − m 2
F
s + t − 2

M 2
˜ χ + m 2
F

+ M 2
˜ F


2
−
(2mFM˜ χ)
2 − 2M 2
˜ χ s

t − M 2
˜ F
 
s + t − 2

M 2
˜ χ + m 2
F

+ M 2
˜ F



+2(bFcF)
2



 
2mFM˜ χ
t − M 2
˜ F
!2
+

 2mFM˜ χ
s + t − 2

M 2
˜ χ + m 2
F

+ M 2
˜ F


2
+
(2mFM˜ χ)
2 − 2m 2
Fs

t − M 2
˜ F
 
s + t − 2

M 2
˜ χ + m 2
F

+ M 2
˜ F





 .
Der totale Wirkungsquerschnitt σann(s) ist das bestimmte Integral des diﬀerentiel-
len Wirkungsquerschnittes ¨ uber das Intervall [t−,t+], wobei die Integrationsgrenzen
durch t± =
q
s/4 − M 2
˜ χ ∓
q
s/4 − m 2
F
2
gegeben sind. F¨ ur das zugeh¨ orige unbe-
stimmte Integral σann(s,t) erhalten wir durch elementare Integration
σann(s,t) =
1
π
(GFM 2
W)
2
s

s − 4M 2
˜ χ





b
4
F + c
4
F


2t −

2

M
2
˜ F − M
2
˜ χ − m
2
F

+
2M 2
˜ χ s − (2mFM˜ χ)
2
s + 2

M 2
˜ F − M 2
˜ χ − m 2
F


×
× ln


 
 
s + t − 2

M 2
˜ χ + m 2
F

+ M 2
˜ F
t − M 2
˜ F


 
 
−

M
2
˜ F − M
2
˜ χ − m
2
F
2

 1
t − M 2
˜ F
+
1
s + t − 2

M 2
˜ χ + m 2
F

+ M 2
˜ F




−2(bFcF)
2

 2m 2
Fs − (2mFM˜ χ)
2
s + 2

M 2
˜ F − M 2
˜ χ − m 2
F
ln


 


s + t − 2

M 2
˜ χ + m 2
F

+ M 2
˜ F
t − M 2
˜ F


 


+ (2mFM˜ χ)
2

 1
t − M 2
˜ F
+
1
s + t − 2

M 2
˜ χ + m 2
F

+ M 2
˜ F






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F¨ ur die Berechnung der Annihilationsrate, ist es nicht erforderlich mit dem exakten
Ausdruck f¨ ur den totalen Wirkungsquerschnitt σann(s) zu arbeiten, da zwei Klein-
heitsparameter existieren, die eine Taylor–Reihenentwicklung von σann(s) erlauben.
Dies ist zum einen das Massenverh¨ altnis mF/M˜ χ und zum anderen die Geschwin-
digkeit v der Neutralinos, deﬁnert durch s(v) = 4M 2
˜ χ /(1 − (v/2)2). Die Taylor–
Reihenentwicklung von σann(s) bis einschließlich O(m 2
F/M 2
˜ χ ) und bis einschließlich
O(v2) ergibt
vσann(v) =
2
π
 
GFM 2
W
M 2
˜ F + M 2
˜ χ
!2




b
2
F + c
2
F
2
m
2
F +

b
4
F + c
4
F
 2
3
M 4
˜ F + M 4
˜ χ

M 2
˜ F + M 2
˜ χ
2 M
2
˜ χ v
2


 . (5.55)
Die thermische Mittelung von (5.55) bez¨ uglich einer Boltzmann–Verteilung der nicht–
relativistischen Neutralinos erhalten wir durch die Ersetzung 5 v2 → 6 T/M˜ χ. Die
Rate f¨ ur Neutralino–Annihilationen in alle Fermionen des Standard–Modelles ist
dann
Γann
def =
X
F∈SM
hvσ(v)i n˜ χ
=
2
π
X
F∈SM
 
GFM 2
W
M 2
˜ F + M 2
˜ χ
!2 "

b
2
F + c
2
F
2
m
2
F
+

b
4
F + c
4
F

4M
2
˜ χ
M 4
˜ F + M 4
˜ χ

M 2
˜ F + M 2
˜ χ
2
T
M˜ χ
#
n˜ χ . (5.56)
Der erste Term in (5.56) tr¨ agt praktisch nur f¨ ur top–Quarks bei. Die drei linksh¨ andi-
gen leptonischen Dublettes [(νe)L,(e)L], [(νµ)L,(µ)L] und [(ντ)L,(τ)L] haben die
Quantenzahlen [(Y,Q),(Y,Q)] = [(−1,0),(−1,−1)]. Damit haben die Koeﬃzien-
ten (b 2
F + c 2
F)2/tan4θW und (b 4
F + c 4
F)/tan4θW f¨ ur die leptonischen Dublettes die
Werte [1/16,25/16] und [1/16,17/16]. Die drei linksh¨ andigen hadronischen Dublet-
tes [(u)L,(d)L], [(c)L,(s)L] und [(t)L,(b)L] haben die Quantenzahlen [(Y,Q),(Y,Q)] =
[(1/3,2/3),(1/3,−1/3)]. Damit haben die Koeﬃzienten (b 2
F +c 2
F)2/tan4θW und (b 4
F +
c 4
F)/tan4θW f¨ ur die drei hadronischen Dublettes die Werte [(17/36)2,(5/36)2] und
[2/81,17/16·1/81]. Summiert ¨ uber alle Fermionen des Standard–Modelles erhalten
5Die thermische Mittelung von v2 ist zun¨ achst durch


v2
=
T
n 2
˜ χ
g
(2π)
4
∞ Z
4M 2
˜ χ
ds
 
s − 4M 2
˜ χ
 3
2 K1(
√
s/T)
gegeben. Die Bessel–Funktion K1 wird bis zur f¨ uhrender Ordnung im Inversen ihres Argumentes
entwickelt und das Integral bis einschließlich O(T/M˜ χ). Wir ﬁnden


v2
= 6 T/M˜ χ (1 + O(T/M˜ χ)).128 Kapitel 5. Neutralinos
wir somit
Γann =
2
π
 
GFM 2
W
M 2
˜ F + M 2
˜ χ
!2



17
36
2
m
2
t +
1507
108
M
2
˜ χ
M 4
˜ F + M 4
˜ χ

M 2
˜ F + M 2
˜ χ
2
T
M˜ χ


 n˜ χ . (5.57)
F¨ ur die Berechnung der Summe in (5.56) haben wir wieder die Existenz einer uni-
versellen Skala f¨ ur die Masse der Skalare angenommen. Die Rate (5.57) h¨ angt daher
direkt nur von zwei Parametern des cMSSM ab: der Neutralino–Masse und der als
universelle angenommenen Sfermion–Masse.
Bei der Berechnung der Annihilationsrate (5.55) haben wir Endzust¨ ande mit Eich–
und Higgs–Bosonen nicht ber¨ ucksichtigt, also Prozesse wie e χe χ ↔ {WW,ZZ,HH,
HW,HZ} wurden nicht berechnet. Dies ist eine gute N¨ aherung im cMSSM, da solche
Prozesse erst wichtig werden, wenn Z11 ≈ Z12 ≈ 0 (also ein Higgsino–artiges Neu-
tralino vorliegt) oder das Neutralino eine echte Mischung ist. F¨ ur unseren Fall und
allgemeiner f¨ ur den Fall, daß Z13 ≈ Z14 ≈ 0 gilt, sind Annihilationen in Eich– und
Higgsbosonen im Vergleich zu Annihilationen in Fermionen des Standard–Modelles
subdominant. Da wir uns weiterhin in Hinblick auf den Parameterraum des cMSSM
auf ein reines Bino (Z11 = 1) eingeschr¨ ankt haben, gibt es auf Baumgraphenniveau
keinen Z0–Austausch.
5.1.1 Chemisches Entkoppeln
F¨ ur Temperaturen T  M˜ χ ist die Rate, Γ(e χ+ e χ → F +F) mit der Neutralinos in
Fermionen des Standard–Modelles annihilieren, gleich der Rate Γ(F+F → e χ+e χ) mit
der die Fermionen des Standard–Modelles in Neutralinos annihilieren, also Γ(e χ+e χ →
F + F) = Γ(F + F → e χ + e χ). Die Sprechweise f¨ ur diesen Sachverhalt ist, daß
Neutralinos und die Fermionen des Standard–Modelles im chemischen Gleichgewicht
sind. Der Grund hierf¨ ur ist, daß alle an diesen Prozessen partizipierenden Teilchen
f¨ ur T  M˜ χ relativistisch sind und damit f¨ ur die entsprechenden Teilchenzahldichten
n˜ χ,F∈SM ∼ T 3 gilt. Als Folge bleibt die Anzahl der Neutralinos konstant, n˜ χ a3 =
const..
Die Expansionsrate H des Universums ist viel kleiner, als die oben angegebenen
Streuraten, also Γ(e χ+ e χ → F +F)  H. Die betrachteten Annihilationsraten sind
also relevant.
F¨ ur Temperaturen T ≤ M˜ χ k¨ onnen relativistischen Fermionen (T  mF) nicht mehr
in die nun nicht–relativistischen Neutralinos annihilieren, wenn die Schwerpunkts-
energie der Streuung kleiner als die Neutralino–Masse ist. Neutralino–Annihilation
in Fermionen mit mF ≤ M˜ χ ist aber weiterhin m¨ oglich, da die Ruhemasse der5.1 Neutralino–Annihilationen 129
Neutralinos bereits ausreicht, das entsprechende Fermion–Antifermion–Paar zu er-
zeugen. Folglich wird Γ(e χ + e χ → F + F) > Γ(F + F → e χ + e χ). Neutralinos und
die betreﬀenden Fermion–Spezies sind nicht l¨ anger im chemischen Gleichgewicht.
Die Anzahl der Neutralinos wird kleiner, da die Neutralino–Annihilationen in diese
Fermionen nicht l¨ anger durch entsprechende R¨ uckreaktionen kompensiert werden
k¨ onnen. Zu Beginn des chemischen Entkoppelns ist Γ(e χ + e χ → F + F) > H, die
Anzahl der Neutralinos wird mit der Rate Γann weiter reduziert.
Da die Expansionsrate im strahlungsdominierten FRW–Universum proportional zur
Temperatur im Quadrat ist, die Annihilationsrate Γann f¨ ur T < M˜ χ aber exponentiell
mit x
def = M˜ χ/T f¨ allt, existiert eine Temperatur Tcd mit Γann(Tcd) = H(Tcd). F¨ ur
Temperaturen T < Tcd ist dann Γann < H und d(n˜ χ a3)/dT ≈ 0. Die Bedingung
Γann(Tcd) = H(Tcd) liefert eine Absch¨ atzung f¨ ur die Temperatur Tcd, ab der n˜ χ a3
wieder konstant wird.
Wir bestimmen im folgenden die Temperatur Tcd, bei der Neutralinos chemisch ent-
koppeln von den Fermionen des Standard–Modelles. Dazu schreiben wir abk¨ urzend
hvσanni = cΓ
M 2
˜ χ

M 2
˜ F + M 2
˜ χ
2
M 4
˜ F + M 4
˜ χ

M 2
˜ F + M 2
˜ χ
2
1
x
, (5.58)
wobei wir mF/M˜ χ  1 ∀F 6= t angenommen und daher den ersten Summanden in
(5.55) vernachl¨ assigt haben. Weiterhin schreiben wir f¨ ur n˜ χ = cn M3x−3/2 exp(−x)
und f¨ ur die Hubble–Rate H = cH M
−1
Pl M2 x−2. Die Bedingung zur Absch¨ atzung
von Tcd = M˜ χx
−1
cd liefert die algebraische Gleichung
x
1/2 exp(x) =
cncΓ
cH
MPl
M 3
˜ χ

M 4
˜ F + M 4
˜ χ


M 2
˜ F + M 2
˜ χ
4 . (5.59)
Diese Gleichung kann iterativ gel¨ ost werden und wir ﬁnden 6
x
(1)
cd ≈ x
(0)
cd −
1
2
ln x
(0)
cd , (5.60)
x
(0)
cd
def = ln



cncΓ
cH
MPl
M 3
˜ χ

M 4
˜ F + M 4
˜ χ


M 2
˜ F + M 2
˜ χ
4


 , (5.61)
wobei der massenunabh¨ angige Faktor im Argument des nat¨ urlichen Logarhytmus
cncΓ/cH = 1.6 × 10−4 ist.
Abbildung (5.1) zeigt (5.60) als Funktion der als universell angenommenen Sfermion–
Masse, die zu den supersymmetrischen Partnern der fermionischen Annihilations-
6Im n¨ achsten Iterationschritt erhalten wir x
(2)
cd ≈ x
(0)
cd −1/2ln[x
(0)
cd −1/2ln x
(0)
cd ]. Das Verfahren
konvergiert also ausreichend schnell, so daß x
(1)
cd eine ausreichend pr¨ azise L¨ osung darstellt.130 Kapitel 5. Neutralinos
produkten geh¨ ort. Die abgebildeten drei Kurven entsprechen den angegebenen Wer-
ten f¨ ur die Masse der Neutralinos, die als freier Parameter eingeht 7. Je gr¨ oßer die
gew¨ ahlte Masse der Neutralinos, umso gr¨ oßer ist Tcd, weil die Annihilationsrate pro-
portional zur thermischen Anzahldichte der Neutralinos und diese proportional zu
exp(−M˜ χ/T) ist. F¨ ur jede Wahl der Neutralino–Masse w¨ achst Tcd streng mono-
ton mit M ˜ F, weil die Masse der Austauschteilchen deren Reichweite und damit die
Entfernung deﬁniert, die zwei Neutralinos maximal haben d¨ urfen, wenn sie annihilie-
ren k¨ onnen sollen. Eine gr¨ oßere Sfermion–Masse bedeutet eine geringere Reichweite.
Dem entgegen arbeitet jedoch die Hubble–Expansion des Universums. Folglich wird
x
(1)
cd mit wachsender Sfermion–Masse kleiner und die Temperatur Tcd, bei der Neu-
tralinos chemisch vom W¨ armebad entkoppeln, gr¨ oßer.
F¨ ur Temperaturen T < Tcd ist die Anzahl der Neutralinos im Universum konstant.
Die Anzahldichte von Neutralinos heute ist dann durch n˜ χ(T0) ≈ n˜ χ(Tcd)s(T0)/s(Tcd)
gegeben, wobei T0 = 2.725 K ist und s die Entropiedichte bezeichne. Aus der An-
zahldichte n˜ χ(T0) folgt das Verh¨ altnis Ω˜ χ der Neutralino–Energiedichte ρ˜ χ(T0) zur
kritischen Energiedichte ρkrit
def = 3/(8π)(MPl H(T0))2.
In Abbildung (5.2) ist ω˜ χ ≡ Ω˜ χh2 als Funktion der Neutralino– Masse f¨ ur die angege-
benen Sfermion–Massen gezeigt. F¨ ur gr¨ oßere Sfermion–Masse ist auch ω˜ χ bei ﬁxier-
ter Neutralino–Masse gr¨ oßer, weil Neutralinos aufgrund der dann kleineren Reich-
weite der Sfermionen vom W¨ armebad fr¨ uher chemisch entkoppeln und damit den
Annihilationsprozessen weniger Zeit zur Verf¨ ugung steht. F¨ ur gegebene Sfermion–
Masse ist ω˜ χ mit wachsenden Neutralino–Massen streng monoton fallend, weil die
Anzahldichte der Neutralinos f¨ ur T < M˜ χ exponentiell in der Neutralino–Masse un-
terdr¨ uckt ist. Wird die konservative Annahme Ω˜ χ ≤ 1 und h < 0.8 gemacht, so kann
ω˜ χ nicht im dunkel schattierten Bereich verlaufen. Im heller schattierte Bereicht lie-
gen Werte f¨ ur ω˜ χ, wie sie typischerweise von ΛCDM–Modellen favorisiert werden.
Im Rahmen unserer Betrachtung sind CDM–Modelle mit von Null verschiedener
kosmologischer Konstante nicht vereinbar mit Sfermion–Massen M ˜ F > 400 GeV.
7M˜ χ ist allerdings folgender Bedingung unterworfen: aus dem LEP–Experiment folgt un-
abh¨ angig von tanβ und M ˜ F, daß M˜ χ > 37 GeV, siehe (Barate et al., 2001). Andererseits soll
das leichteste Neutralino das LSP sein und deswegen muß M˜ χ < M ˜ F gelten.5.1 Neutralino–Annihilationen 131
Abbildung 5.1: Das Verh¨ altnis M˜ χ/Tcd f¨ ur die Temperatur, bei der Neutralinos chemisch
vom W¨ armebad entkoppeln, als Funktion der Sfermion–Masse. Die drei Kurven entspre-
chen drei Neutralino–Massen, und zwar von unten nach oben M˜ χ = 50,100,200 GeV.132 Kapitel 5. Neutralinos
Abbildung 5.2: ω˜ χ
def = Ω˜ χh2 als Funktion der Neutralino–Masse. Die Kurven entsprechen
von unten nach oben aufsteigend unterschiedlichen Werten f¨ ur die Sfermion–Masse M ˜ F =
150,200,250,300,400 GeV. Im dunkel schattierten Bereich darf ω˜ χ nicht verlaufen, wenn
die konservative Annahme Ω ≤ 1 und h < 0.8 getroﬀen wird. Im heller schattierten Bereich
liegen Werte von ω˜ χ, wie sie f¨ ur ΛCDM–Modelle typisch sind.5.2 Elastische Neutralino–Streuungen 133
5.2 Elastische Neutralino–Streuungen
In diesem Abschnitt berechnen wir die Rate f¨ ur die Streuprozesse e χ + {F,F} →
e χ+{F,F} in f¨ uhrender Ordnung O(g2) in der elektroschwachen Kopplungskonstan-
ten. Wir bezeichnen die betreﬀende ¨ Ubergangsamplitude mit Tel. Das Betragsqua-
drat dieser Amplitude, summiert ¨ uber alle Spins ergibt sich aus (5.54) durch die
Ersetzungen s → t, t → u und u → s. Wir erhalten
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
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 . (5.62)
Da wir uns insbesondere f¨ ur elastische Neutralino–Streuungen nach dem QCD–
Phasen¨ ubergang interessieren, wollen wir (5.62) gleich vereinfachen: Quarks liegen
nach dem QCD–Phasen¨ ubergang nur noch in hadronischen Bindungszust¨ anden vor
und scheiden als elementare Streupartner aus. Damit ist nur die elastische Streuung
der Leptonen an den Neutralinos relevant. F¨ ur die Massen aller Leptonen gilt je-
doch mF ≡ mL  M˜ χ, sogar das Tau mit einer Masse von 1784 MeV ist mindestens
um eine Gr¨ oßenordnung leichter als das LSP. Wir vernachl¨ assigen daher Terme in
(5.62) proportional zu (mL/M˜ χ)2 8. Wir eliminieren die Madelstam–Variable u mit
u(s,t) = 2M 2
˜ χ − s − t. Weiterhin benutzen wir, daß die Geschwindigkeit der Neu-
tralinos v  1 f¨ ur T  M˜ χ und n¨ ahern s ≈ M 2
˜ χ + 2M˜ χEL, wobei EL die Energie
des Leptons L bezeichnet. Wir ﬁnden
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L
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 . (5.63)
F¨ ur die Berechnung des diﬀerentiellen Wirkungsquerschnittes dσel/dt muß noch
der einfallende Leptonen–Strom qcom im Massenzentrum bestimmt werden. Es ist
|qcom|2 = 1/(4s)(s−4M 2
˜ χ )2 ≈ E 2
L. Wir benutzen wieder den Zusammenhang GF/
√
2 =
8Eine exakte Berechnung des totalen Wirkungsquerschnitts σel f¨ ur elastische Lepton–
Streuungen an Neutralinos hat gezeigt, daß diese N¨ aherung bereits in (5.62) erlaubt ist.134 Kapitel 5. Neutralinos
g2/8M 2
W zwischen Fermis Konstant und der Kopplungskonstanten der elektroschwa-
chen Wechselwirkung und ﬁnden
dσel
dt
(EL,t) ≈
4
π

b
4
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4
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GFM 2
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4E 2
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#
. (5.64)
Der totale Wirkungsquerschnitt σel ist das bestimmte Integral des diﬀerentiellen
Wirkungsquerschnittes ¨ uber das Intervall [t−,t+], wobei die Integrationsgrenzen
durch t± =
q
s/4 − M 2
˜ χ ∓
q
s/4 − m 2
F
2
gegeben sind. Im Rahmen der verwende-
ten N¨ aherungen ist t− = 0 und t+ = −4E 2
L. Durch elementare Integration erhalten
wir
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Die exakte Rechnung liefert f¨ ur verschwindende Lepton–Massen den Lorentz–invarianten
Wirkungsquerschnitt
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Eine Taylor–Reihenentwicklung von (5.66) in (s−M 2
˜ χ )/(M 2
˜ L −M 2
˜ χ ) liefert in f¨ uhren-
der Ordnung
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Benutzen wir nun wieder die sehr gute N¨ aherung v  1 f¨ ur T  M˜ χ und damit
s ≈ M 2
˜ χ + 2M˜ χEL, so erhalten wir aus (5.67) wieder (5.65).
F¨ ur die Berechnung der elastischen Streurate benutzen wir den gen¨ aherten Wir-
kungsquerschnitt (5.65). Die relativistische Verallgemeinerung der Relativgeschwin-
digkeit (Moeller–Geschwindigkeit) zwischen Leptonen und Neutralinos ist im Mas-
senzentrum durch v =
q
(pL · p˜ χ)2 − (mLM˜ χ)2/ELE˜ χ gegeben. Im Rahmen der von
uns vorgenommenen N¨ aherungen ist v ≈ 1 und damit vσel(EL) ≈ σel(EL). Dies hat
enorme Vorteile bei der thermischen Mittelung von vσel(EL) bez¨ uglich der Maxwell–
Boltzmann–Verteilungen der Leptonen und Neutralinos. Die Mittelungen separieren5.2 Elastische Neutralino–Streuungen 135
und es verbleibt eine Mittelung bez¨ uglich der Lepton–Verteilung. Mit der Anzahl-
dichte der Leptonen nL = 3ζ(3)/(4π2)gLT 3, wobei gL die Freiheitsgrade des Leptons
L bezeichne, ﬁnden wir f¨ ur die Rate der elastischen Streuungen aller Leptonen mit
den Neutralinos
Γel
def =
X
L∈SM
hvσelinL =
288
π3
X
L∈SM
gL

b
4
L + c
4
L
  
GFM 2
W
M 2
˜ L − M 2
˜ χ
!2
T
5 . (5.68)
Die drei linksh¨ andigen leptonischen Dublettes [(νe)L,(e)L], [(νµ)L,(µ)L] und [(ντ)L,(τ)L]
haben die Quantenzahlen [(Y,Q),(Y,Q)] = [(−1,0),(−1,−1)]. Damit hat der Koef-
ﬁzient (b 4
L + c 4
L)/tan4θW f¨ ur die leptonischen Dublettes den Wert [1/16,17/16].
5.2.1 Kinetisches Entkoppeln
F¨ ur Temperaturen T < Tcd ist die Anzahl der Neutralinos im Universum konstant.
Sie werden durch die elastischen Streuungen e χ + {L,L} → e χ + {L,L} im thermi-
schen Gleichgewicht gehalten. Die Leptonen fungieren dabei als W¨ armebad, das jede
Abweichung der Neutralinos vom thermischen Gleichgewicht ausgleicht, vorausge-
setzt der Kontakt mit dem W¨ armebad ist h¨ auﬁg genug. Diese Voraussetzung wird
im weiteren pr¨ azessiert.
Wir behandeln die Fragen, wie lange Neutralinos ben¨ otigen, denen eine charakteri-
stische St¨ orung aufgepr¨ agt wurde, diese St¨ orung durch Kontakt mit den W¨ armebad
wieder abzubauen und wann die Expansion des Universum den Kontakt zwischen
Neutralinos und dem W¨ armebad in Analogie zur chemischen Entkopplung g¨ anzlich
unterbindet.
Die Beantwortung der ersten Frage verlangt, die Relaxationszeit τrelax des Neutralino–
Systems zu berechnen. Die Relaxationszeit ist gegeben als das Produkt aus der An-
zahl N der elastischen Streuungen die n¨ otig sind, um eine charakteristische St¨ oung
abzubauen und der Zeit τcoll
def = 1/Γel, die im Mittel zwischen zwei elastischen Streu-
ungen vergeht. Die Anzahl der zum Abbau einer St¨ orung ben¨ otigten elastischen
Streuungen h¨ angt vom dem mittleren Impuls¨ ubertrag bei einer elastischen Streu-
ung ab. Wir berechnen daher den Mittelwert der Mandelstam–Variablen t, deﬁniert
durch
hti(EL)
def = −
1
σel(EL)
0 Z
−4E 2
L
dt t
dσel
dt
(EL,t) . (5.69)
Wir ﬁnden hti ≡ (∆P˜ χ)2 ≈ 2E 2
L, wobei ∆P˜ χ die mittlere Impuls¨ anderung eines
Neutralinos durch eine elastische Streuung mit einem Lepton bezeichne. Aus dem
¨ Aquipartitionstheorem folgt EL = 3/2T und damit ∆P˜ χ/P˜ χ ≈ 3/
√
2T/M˜ χ  1. Der
typische Impuls¨ ubertrag bei einer einzigen elastischen Streuung ist also klein im Ver-
gleich zum mittleren Impuls der Neutralinos. Folglich wird eine große Anzahl N(T)136 Kapitel 5. Neutralinos
von elastischen Streuungen ben¨ otigt, um die Neutralinos im lokalen thermischen
Gleichgewicht zu halten, oder eine vorhandene St¨ orung abzubauen. Als charakteri-
stische St¨ orung nehmen wir eine proportional zum mitlleren Impulsbetrag P˜ χ an.
Dann ist N(T) ≈
√
2/3M˜ χ/T. Die Relaxationszeit ist somit
τrelax(T) ≈
s
2
3
M˜ χ
T
τcoll(T) . (5.70)
Da τcoll(T) ≡ 1/Γel ∼ 1/T 5 ist τrelax(T) ∼ 1/T 6.
Da die Hubble–Zeit 1/H im strahlungsdominierten Universum umgekehrt proportio-
nal zur Temperatur im Quadrat ist, existiert eine Temperatur Tkd mit 1/H(Tkd) =
τrelax(Tkd). Die so deﬁnierte Temperatur liefert eine Absch¨ atzung daf¨ ur, wann die
Neutralinos kinetisch vom W¨ armebad entkoppeln. Wir schreiben abk¨ urzend f¨ ur
N = cN M˜ χ/T, f¨ ur die elastische Streurate Γel = cΓ T 5/(M 2
˜ L − M 2
˜ χ )2 und f¨ ur
die Hubble–Rate H = cH 1/MPl T 2. Die Temperatur, bei der Neutralinos kinetisch
von den Leptonen entkoppeln ist dann durch
Tkd =
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
cNcH
cΓ
M˜ χ

M 2
˜ L − M 2
˜ χ
2
MPl



1/4
(5.71)
gegeben9. F¨ ur den masseunabh¨ angigen Vorfaktor ﬁnden wir cNcH/cΓ ≈ 83.
In Abbildung (5.3) ist die Temperatur Tkd, bei der Neutralinos kinetisch von den
Fermionen im W¨ armebad entkoppeln, in Abh¨ angigkeit von der Masse gezeigt, die zu
den supersymmetrischen Partnern dieser Fermionen geh¨ ort. Die Neutralino–Masse
ist hier unter der Bedingung 10 37 GeV < M˜ χ < M ˜ F frei gew¨ ahlt und zwar von unten
9In (Boehm et al., 2001) und (Chen et al., 2001) wird f¨ alschlicherweise angenommen, daß
τcoll ≈ τrelax ist. Wir schreiben f¨ ur die Relaxationszeit
τrelax =
cN
cΓ
M˜ χ

M 2
˜ L − M 2
˜ χ
2
T5+α
wobei in unserer Rechnung (Hofmann et al., 2001) cN =
p
2/3 ,α = 1 gilt. Mit der falschen
Annahme τcoll ≈ τrelax dagegen wird cN = 1 ,α = 0. Die Temperatur Tkd bei der Neutralinos
kinetisch vom W¨ armebad entkoppeln ist dann
Tkd =

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
cNcH
cΓ
Mα
˜ χ

M 2
˜ L − M 2
˜ χ
2
MPl

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1
3+α
.
Mit der falschen Annahme, daß Neutralinos Abweichungen vom Gleichgewicht durch eine einzi-
ge elastische Streuung mit dem W¨ armebad abbauen k¨ onnen, wird die Entkopplungstemperatur
typischerweise um eine Gr¨ oßenordnung untersch¨ atzt.
10M˜ χ > 37 GeV ist eine von tanβ und M ˜ F unabh¨ angige experimentelle Schranke vom LEP–
Experiment (Barate et al., 2001).5.2 Elastische Neutralino–Streuungen 137
Abbildung 5.3: Die Temperatur, bei der Neutralinos kinetisch von den Fermionen im
W¨ armebad entkoppeln, in Abh¨ angigkeit von der als universell angenommenen Sfermion–
Masse. Die drei dargestellten Kurven entsprechen unterschiedlichen Neutralino-Massen
und zwar (von unten nach oben) M˜ χ = 50,100,200 GeV138 Kapitel 5. Neutralinos
nach oben: M˜ χ = 50,100,200 GeV. Die Kurven sind Geraden mit der Steigung
(cNcH/cΓM˜ χ/MPl)1/4. Je schwerer ein Neutralino ist, desto geringer ist bei einer
gegebenen Temperatur der Impulstransfer mit dem W¨ armebad. Folglichen ist die
Anzahl der zum Ausgleich einer St¨ orung ben¨ otigten elastischen Streuungen mit dem
W¨ armebad umso gr¨ oßer und damit auch die Relaxationszeit.
F¨ ur die Berechnung von (5.71) haben wir angenommen, daß alle Leptonen bis auf
das Tau–Lepton relativistisch sind. Allerdings wurden Pionen nicht ber¨ ucksichtigt,
die bei Temperaturen oberhalb von 130 MeV als relativistische Streupartner zur
Verf¨ ugung stehen. Oberhalb des QCD–Phasen¨ ubergangs stehen auch alle Quarks
als Streupartner zur Verf¨ ugung.
Ab der Temperatur Tkd k¨ onnen sich St¨ orungen formieren, die nicht mehr aus-
geglichen werden k¨ onnen. Die Neutralinos sind trotzdem noch im Kontakt mit
dem W¨ armebad, allerdings immer seltner, so daß die Relaxationszeit zum Abbau
einer charakteristischen St¨ orung gr¨ oßer sein kann als die Zeit, in der Neutrali-
nos ¨ uberhaupt noch elastisch streuen. Tats¨ achlich existiert eine Temperatur Tls,
ab der die Neutralinos frei auf Geod¨ aten str¨ omen. Diese Temperatur kann durch
Γel(Tls) = H(Tls) abgesch¨ atzt werden. Mit den gleichen Abk¨ urzungen wie oben ﬁn-
den wir
Tls =



cH
cΓ

M 2
˜ L − M 2
˜ χ
2
MPl



1/3
, (5.72)
wobei cH/cΓ ≈ 115.
Anhang A
In diesem Anhang wird das Hierarchie–Problem als Motivation f¨ ur Supersymmetrie
erl¨ autert. Außerdem werden Supersymmetrie–Algebren und ihre Darstellungstheorie
eingef¨ uhrt. Insbesondere werden Supermultipletts masseloser und massiver Teilchen
diskutiert. Wir folgen hier (Wess und Bagger, 1992; Bailin und Love, 1994; Weinberg,
2000).
Supersymmetrie
Das Standard–Modell der Teilchenphysik–die renormierbare Quantenfeldtheorie der
Leptonen, Quarks und Eichbosonen basierend auf der lokalen Eichgruppe SU(3) ⊗
SU(2) ⊗ U(1)–beschreibt akkurat alle physikalischen Ph¨ anomene, die mit heutigen
Beschleunigern experimentell untersucht werden k¨ onnen. Das Standard–Modell wird
als Niederenergie–N¨ aherung einer bisher unbekannten fundamentaleren Theorie ver-
standen, in der Gravitation vereinigt mit der starken und den elektroschwachenAnhang A 139
Wechselwirkungen auftritt. Die Vereinigung aller Wechselwirkungen wird bei Ener-
gien im Bereich von 1016–1019 GeV erwartet11 . Diese Energie–Skala heißt auch fun-
damentale Skala. Das Standard–Modell ist charakterisiert durch eine Energie–Skala
von circa 300 GeV, also einer wesentlich kleineren Skala als die fundamentale Skala.
Es stellt sich somit die Frage, wie die enorme Hierarchie zwischen beiden Skalen
generiert und stabilisiert wird. Diese Frage ist bekannt als Hierarchie–Problem.
Die st¨ arkste Motivation f¨ ur Supersymmetrie vom theoretischen Standpunkt her ist
wohl, daß Supersymmetrie eine L¨ osung f¨ ur das Hierarchie–Problem anbietet. Die lo-
kale Eichsymmetrie SU(3) ⊗ SU(2) ⊗ U(1) erfordert, daß die physikalischen Massen
von Leptonen, Quarks und Eichbosonen proportional zur Skala der elektroschwachen
Symmetriebrechung sind, die wiederum proportional zur Masse der Skalarfelder ist,
die f¨ ur den Zusammenbruch der elektroschwachen Symmetrie verantwortlich sind.
Die Krux des Hierarchie–Problems ist, daß Skalarfelder im Gegensatz zu Fermion–
und Eichfeldern durch keine Symmetrie des Standardmodells davor gesch¨ utzt wer-
den, nackte Massen von der Gr¨ oßenordnung der fundamentalen Skala zu erhalten.
Damit l¨ agen dann alle Massen in der N¨ ahe der fundamentalen Skala.
Dieser Widerspruch zur Beobachtung kann aufgel¨ ost werden, indem das Standard–
Modell in eine supersymmetrische Theorie eingebettet wird. Dann w¨ urden die Ska-
larfelder mit Fermionen in sogenannten Supermultipletts zusammengefaßt, die zur
chiralen Darstellung einer Eichgruppe geh¨ orten. Supersymmetrie garantierte dann
verschwindende nackte Massen sowohl f¨ ur Skalare als auch f¨ ur Fermionen. S¨ amtliche
Massen des Standard–Modelles l¨ agen auf der Skala, bei der Supersymmetrie gebro-
chen w¨ urde. Die hierin liegende Hoﬀnung, eine L¨ osung des Hierarchie–Problems zu
liefern, ist die st¨ arkste Motivation, Supersymmetrie in eine realistische Theorie ein-
zubauen.
Allerdings ist keines der in supersymmetrischen Theorien geforderten neuen Teil-
chen bisher detektiert worden. Es muß auch festgestellt werden, daß bisher keine
vollst¨ andig befriedigende supersymmetrische Version des Standard–Modelles exi-
stiert.
Das Hierarchie–Problem
Das Hierarchie–Problem konstituiert sich auf der Tatsache, das Massen von Skalar-
feldern aufgrund von Strahlungskorrekturen nicht stabilisiert werden k¨ onnen
(Witten, 1981). Auch Fermionmassen erhalten Strahlungskorrekturen
δmF =
3α
4π
mF ln
 
Λ2
m2
F
!
. (5.A.1)
11Wir sehen hier von Szenarien mit großen Extradimensionen ab, die eine Vereinigung aller
Wechselwirkungen bei wesentlich kleineren Energien erlauben.140 Kapitel 5. Neutralinos
Hierbei ist Λ ein Ultraviolett–Regulator, der die Skala angibt, auf der wir neue Phy-
sik erwarten. Da Strahlungskorrekturen f¨ ur Fermionmassen lediglich logarithmisch
divergent sind, bleiben die Korrekturen selbst f¨ ur Λ ∼ MPl nat¨ urlich, d. h. δmF ≤
mF.
Im Gegensatz hierzu sind Korrekturen zu Skalarmassen quadratisch divergent. Auf
dem 1–Schleifenniveau ist
δm
2
H ∼

g
2
F,g
2,λ
 Z
d
4k
1
k2 ∼ O
 α
4π

Λ
2 , (5.A.2)
wobei die in der Schleife propagierenden Fermionen mit gF ankoppeln, die Eichbo-
sonen mit g und die Skalare mit λ. Im Standard–Modell hat das Higgs–Feld einen
nichtverschwindenden Erwartungswert v und generiert ¨ uber die spontane Brechung
der elektroschwachen Eichsymmetrie die Massen der Eichbosonen und Fermionen. So
erhalten die geladenen W–Bosonen Massen in der Form MW ∼ gv. Andererseits gilt
f¨ ur die Masse des Higgs–Bosons mH ∼
√
λv. Folglich erwarten wir MW ∼ mH. Gibt
es jedoch neue Physik im Bereich der fundamentalen Skala, so ist Λ  MW und die
1–Schleifenkorrektur destabilisiert die Skala des Standard–Modells. Das Standard-
Modell verliert so seine Nat¨ urlichkeit
Λ  MW −→ δmH  mH . (5.A.3)
Prinzipiell kann die nackte Masse mH so gew¨ ahlt werden, daß sie einen negati-
ven Term enth¨ alt, der die 1–Schleifenkorrektur exakt aufhebt und eine nat¨ urliche
elektroschwache Masse erm¨ oglicht. F¨ ur Korrekturen im Bereich der Planck-Skala
bedeutet dies, daß die nackte Masse auf 32 Stellen genau eingestellt sein muß. Die
2–Schleifenkorrektur ist allerdings proportional zu α2Λ4 und m¨ usste ebenfalls durch
entsprechende Justierung der nackten Masse akkurat aufgehoben werden. Obwohl
eine solche Serie von Aufhebungen technisch m¨ oglich ist, stellt diese auf empﬁndlich-
ste Feineinstellung der nackten Masse beruhende L¨ osung des Hierarchie-Problems
ein unbefriedigender Ansatz dar.
Eine alternative und elegantere L¨ osung zu diesem Problem existiert, indem neue
Teilchen postuliert werden, die ¨ ahnliche Massen und Kopplungen haben wie die
f¨ ur die Strahlungskorrekturen verantwortlichen Teilchen, sich allerdings im Spin um
eine halbe Einheit unterscheiden. Dies ist hilfreich, da sich 1-Schleifenkorrekturen
von Fermionen und Bosonen mit gleichen Massen und Kopplungen lediglich in ei-
nem relativen Vorzeichen unterscheiden. Wir erhalten dann f¨ ur ein solches Paar von
Teilchen in der 1–Schleifenkorrektur
δm
2
H ∼ O
 α
4π
 
Λ
2 + m
2
B

− O
 α
4π
 
Λ
2 + m
2
F

= O
 α
4π
 
m
2
B − m
2
F

.
(5.A.4)
F¨ ur gleiche Massen von Bosonen und Fermionen verschwinden die Strahlungskor-
rekturen identisch. Die Stabilit¨ at der elektroschwachen Skala erfordert aber lediglich
| m
2
B − m
2
F |≤ 1TeV
2 . (5.A.5)Anhang A 141
Supersymmetrie bietet nun gerade die M¨ oglichkeit, alle ben¨ otigten neuen Teilchen
einzuf¨ uhren und damit die destabilisierenden Strahlungskorrekturen elegant aufzu-
heben.
Supersymmetrie-Algebren
Vor der Einf¨ uhrung von Supersymmetrie war es Folklore, daß Generatoren von
physikalischen Symmetrien ausschließlich als bosonisch angenommen wurden. Die
allgemeinst m¨ ogliche Lie-Algebra von (bosonischen) Symmetrie-Generatoren einer
Quantenfeldtheorie wird durch ein m¨ achtiges Theorem von Coleman und Mandula
(1967) stark eingeschr¨ ankt. Demanch kann diese nur aus den Generatoren P der
Translationen in der Raum-Zeit und den Generatoren J der homogenen Lorentz-
Gruppe bestehen, sowie aus Generatoren interner Symmetrien, die mit P und J
kommutieren und außerdem als Spin- und Impulsunabh¨ angige hermitesche Matri-
zen dargestellt werden k¨ onnen12. Unter einem Symmetrie-Generator wird hier je-
der hermitesche Operator verstanden, der mit der S–Matrix kommutiert, dessen
Kommutatoren wieder Symmetrie-Generatoren sind, der Einteilchen-Zust¨ ande auf
Einteilchen-Zust¨ ande abbildet und dessen Wirkung auf Vielteilchen-Zust¨ ande als
direkte Summe der Wirkung auf Einteilchen-Zust¨ ande geschrieben werden kann.
F¨ ur den Beweis des Theorems werden folgende Annahmen ¨ uber eine relativistische
Quantenfeldtheorie gemacht:
Annahme 1: F¨ ur jedes M existiere nur eine endliche Anzahl von Teilchen
mit einer kleineren Masse als M.
Annahme 2: Jeder Zweiteilchen-Zustand streue bei fast allen Energien (d. h.
bei allen Energien mit Aussnahme einer isolierten Menge).
Annahme 3: Die Amplituden f¨ ur elastische Streungen zweier Teilchen seien
analytische Funktionen der Streuwinkel bei fast allen Energien und Winkel13.
Ein Theorem von Haag, Lopuszanski und Sohnius (Haag et al., 1975; Ferrara,
1987) lockert die Einschr¨ ankung auf Lie-Algebren im Theorem von Coleman und
12In Theorien mit ausschließlich masselosen Teilchen gibt es zus¨ atzlich zu den Generatoren P
und J noch Generatoren, die die Lie-Algebra der konformen Gruppe aufspannen.
13Streng genommen ist diese Annahme f¨ ur Theorien mit Infrarot-Divergenzen nicht erf¨ ullt. In
der QED zum Beispiel verschwinden alle Raten f¨ ur Prozesse, die geladene Teilchen und reelle
Photonen enthalten, mit Ausnahme der elastischen Vorw¨ artsstreuungen. Dieses Problem kann in
Abelschen Eichtheorien vermieden werden, in dem das Theorem von Coleman und Mandula auf die
entsprechende Theorie mit ﬁktiver Masse der Eichbosonen angewandt wird, und dann lediglich mit
Gr¨ oßen gearbeitet wird, die im Limes verschwindender Eichbosonen Masse endlich bleiben. Dieses
Problem existiert nicht in Nicht-Abelschen Eichtheorien wie der QCD, da hier alle masselosen
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Mandula und erweitert seine Aussagen auf die allgemeinst m¨ ogliche graduierte Lie-
Algebra. Die Elemente ta einer graduierten Lie-Algebra erf¨ ullen Kommutator– und
Antikommutator–Relationen der Form
tatb − (−1)
ηaηbtbta = i
X
c
C
c
abtc . (5.A.6)
Hierbei ist ηa f¨ ur jedes a entweder +1 oder 0 und heißt die Graduierung des Ge-
nerators ta. Die Cc
ab heißen wieder Strukturkonstanten. Generatoren ta mit ηa = 1
heißen fermionisch, alle anderen heißen bosonisch. Die Gleichungen (5.A.6) sind
Kommutatoren von bosonischen Operatoren mit bosonischen und mit fermionischen
Operatoren und Antikommutatoren f¨ ur fermionische Operatoren mit fermionischen
Operatoren.
Graduierte Lie-Algebren, die f¨ ur die Physik interessant sein k¨ onnten, sind durch
Symmetrien der Raum-Zeit stark eingeschr¨ ankt. Gegeben sei eine graduierte Lie-
Algebra von Symmetrie–Generatoren, die mit der S–Matrix einer relativistischen
Quantenfeldtheorie kommutieren. Sei Q ein beliebiger fermionischer Symmetrie–
Generator, so ist auch U−1(Λ)QU(Λ) ein fermionischer Symmetrie-Generator, wobei
U(Λ) eine entsprechende unit¨ are Darstellung der homogenen Lorentz-Gruppe mit
einem beliebigen Element Λ bezeichne. Daher ist U−1(Λ)QU(Λ) eine Linearkombi-
nation des vollst¨ andigen Satzes von fermionischen Symmetrie–Generatoren. Folglich
spannt dieser Satz von fermionischen Symmetrie–Generatoren den zu der unit¨ aren
Darstellung geh¨ orenden Darstellungsraum auf. Jeder dieser Generatoren kann da-
her danach klassiﬁziert werden, zu welcher irreduziblen Darstellung der homogenen
Lorentz–Gruppe er geh¨ ort.
Die Darstellungen der homogenen Lorentz–Gruppe k¨ onnen durch ihre Kommutator–
Beziehungen mit den Generatoren
A
def =
1
2
(J + iK) , B
def =
1
2
(J − iK) (5.A.7)
speziﬁziert werden. Hierbei bezeichnen J und K die hermiteischen Generatoren f¨ ur
Rotationen und Boosts. Die Generatoren A und B sind so gew¨ ahlt, daß sie unter-
einander eine abgeschlossene Lie-Algebra bilden
[Ai,Aj] =
X
k
ijkAk , [Bi,Bj] =
X
k
ijkBk , [Ai,Bj] = 0 , (5.A.8)
wobei i,j,k ∈ {1,2,3} und  der total antisymmetrische Tensor zweiter Stufe ist.
Daraus folgt, daß Darstellungen der homogenen Lorentz-Gruppe wie Zust¨ ande mit
zwei unabh¨ angigen Spins durch ein Paar von positiven ganzen oder halbganzen
Zahlen A und B gekennzeichnet sind. Jedes Element der Darstellung wird durch
ein Paar von Indizes a und b mit a ∈ {−A,−A + 1,...,A} und b ∈ {−B,−B +
1,...,B} gekennzeichnet. Damit gilt: jeder Satz von (2A + 1)(2B + 1) OperatorenAnhang A 143
QAB
a,b , die eine (A,B)–Darstellung der homogenen Lorentz-Gruppe bilden, gen¨ ugen
den Kommutator–Beziehungen
h
A,Q
AB
ab
i
= −
X
c
J
(A)
ac Q
AB
cb ,
h
B,Q
AB
cb
i
= −
X
c
J
(B)
bc Q
AB
ac , (5.A.9)
wobei J(j) f¨ ur den Drehimpuls j die Komponenten

J
(j)
1 ± iJ
(j)
2

mn = δm,n±1
q
(j ∓ n)(j ± n + 1) ,

J
(j)
3

mn = δmnn . (5.A.10)
Durch hermiteische Konjugation von (5.A.9) folgt, daß die hermiteisch Adjungierten
QAB∗
ab der Operatoren, die sich nach der (A,B)–Darstellung der homogenen Lorentz-
Gruppe transformieren, durch eine ¨ Ahnlichkeitstransformation auf Operatoren ˜ QBA
ba
abgebildet werden, die sich unter der (B,A)–Darstellung transformieren,
Q
AB∗
ab = (−1)
A−a(−1)
B−b ˜ Q
BA
−b−a . (5.A.11)
Das Theorem von Haag, Lopuszanski und Sohnius besagt nun zum Teil, daß die
fermionischen Symmetrie-Generatoren ausschließlich zur (0,1/2) und (1/2,0) Dar-
stellung geh¨ oren k¨ onnen. Aus (5.A.11) folgt, daß der hermiteisch Adjungierte eines
(0,1/2) oder (1/2,0) Operators eine Linearkombination von entweder (1/2,0) oder
(0,1/2) Operatoren ist, so daß der vollst¨ andige Satz von fermionischen Symmetrie-
Generatoren in (0,1/2) Generatoren Qar und ihre (1/2,0) hermiteisch Adjungier-
ten Q∗
ar aufgeteilt werden kann. Hierbei ist a ∈ {−1/2,1/2} ein Spinorindex und
r diskriminiert unterschiedliche zwei–komponentige Generatoren mit gleichem Ver-
halten unter homogenen Lorentz-Transformationen. Das Theorem besagt weiterhin,
daß die fermionischen Generatoren so defniert werden k¨ onnen, daß die folgenden
Antikommutator–Relationen gelten:
{Qar,Q
∗
bs} = 2δrs σ
µ
abPµ , (5.A.12)
{Qar,Qbs} = Zrs eab , (5.A.13)
wobei Zrs = −Zsr bosonische Generatoren bezeichnen und σµ und e die 2 × 2–
Matrizen (mit Zeilen und Spalten durch +1/2,−1/2 abgez¨ ahlt)
σ1 =
 
0 1
1 0
!
, σ2 = i
 
0 −1
1 0
!
, σ3 =
 
1 0
0 −1
!
σ0 =
 
1 0
0 1
!
, e =
 
0 1
−1 0
!
. (5.A.14)
Die fermionischen Generatoren kommutieren mit P
[Pµ,Qar] = [Pµ,Q
∗
ar] = 0 , (5.A.15)
und die Zrs und Z∗
rs sind zentrale Ladungen dieser Algebra, d. h. sie kommutieren
mit allen fermionischen Generatoren und untereinander.144 Kapitel 5. Neutralinos
Wir skizzieren im folgenden den Beweis des Theorems von Haag, Lopuszanski und
Sohnius. Sei QAB
ab ein von Null verschiedener fermionischer Symmetrie–Generator,
der zu einer irreduziblen (A,B)–Darstellung der homogenen Lorentz–Gruppe geh¨ ore.
Wie bereits erw¨ ahnt geh¨ ort nach (5.A.11) der dazu hermiteisch Adjungierte zur
(B,A)–Darstellung. F¨ ur den Antikommutator dieser Operatoren gilt daher
n
Q
AB
ab ,Q
AB
a0b0
o
= (−1)
A−a0
(−1)
B−b0
A+B X
C=|A−B|
A+B X
D=|A−B|
C X
c=−C
D X
d=−D
× (ABC|a,−b
0,c)(ABD| − a
0,b,d)X
CD
cd , (5.A.16)
wobei (ABJ|a,b,m) der Clebsch–Gordan–Koeﬃzient f¨ ur die Kopplung von zwei
Spins A und B mit Projektionen a und b entlang der Quantisierungsachse zum
Gesamtspin J mit Projektion m ist. XCD ist ein Operator, der zur (CD)–Darstellung
der homogenen Lorentz–Gruppe geh¨ ort und durch
X
CD
cd =
A X
a=−A
B X
b=−B
A X
a0=−A
B X
b0=−B
(−1)
A−a0
(−1)
B−b0
× (ABC|a,−b
0,c)(ABD| − a
0,b,d)
n
Q
AB
ab ,Q
AB
a0b0
o
(5.A.17)
gegeben ist. Nicht alle diese Operatoren sind von Null verschieden. Aber f¨ ur J =
m = A + B und J = −m = A + B sind die einzigen von Null verschiedenen
Clebsch–Gordan–Koeﬃzienten die mit a = A,b = B bzw. a = −A,b = −B. Diese
Koeﬃzienten haben den Wert eins. Setzen wir in (5.A.17) C = D = c = −d = A+B,
so ﬁnden wir
X
A+B,A+B
A+B,−A−B = (−1)
2B
n
Q
AB
A,−B,Q
AB∗
A,−B
o
. (5.A.18)
Dies kann nur verschwinden, wenn QAB
A,−B = 0, was zur Folge h¨ atte, daß alle QAB
a,b ver-
schw¨ anden. Falls also von Null veschiedene (A,B) fermionische Generatoren existie-
ren, dann m¨ ussen deren Antikommutatoren mit ihren Adjungierten durch von Null
verschiedene bosonische Symmetrie–Generatoren in der (A+B,A+B)–Darstellung
gegeben sein.
Das Theorem von Coleman und Mandula besagt, daß die bosonischen Symmetrie–
Generatoren aus den (1/2,1/2) Generatoren P der Raum-Zeit Translationen, den
(1,0) + (0,1) Generatoren J der eigentlichen Lorentz-Transformationen und den
(0,0) Generatoren T der internen Symmetrien gebildet werden. Daraus folgt, daß
die fermionischen Symmetrie–Generatoren nur zu den (A,B)–Darstellungen mit
A + B ≤ 1/2 geh¨ oren k¨ onnen. Diese Operatoren k¨ onnen folglich nur zur (1/2,0)–
oder zur (0,1/2)–Darstellung geh¨ oren. Sie wandeln also Bosonen in Fermionen um
und umgekehrt und k¨ onnen damit keine Skalare sein. Bezeichnen wir die linear
unabh¨ angigen (0,1/2) fermionischen Generatoren mit Qar, so geh¨ ort der Antikom-
mutator {Qar,Q∗
bs} zur (0,1/2) × (1/2,0) = (1/2,1/2)–Darstellung und muß daher
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P. Lorentz-Invarianz liefert dann die Beziehung
{Qar,Q
∗
bs} = 2Nrs σ
µ
abPµ , (5.A.19)
wobei N eine numerische Matrix ist.
Die letzte Aussage muß noch begr¨ undet werden. Dazu benutzen wir den Isomorphis-
mus zwischen der Lorentz–Gruppe und der Lie-Gruppe SL(2,C) der 2×2 Matrizen
λ mit komplexen Eintr¨ agen und detλ = 1. Die (0,1/2) fermionischen Generato-
ren transformieren sich unter Lorentz-Transformationen Λ (eigentlich einer unit¨ aren
Darstellung von Lorentz-Transformationen) wie folgt:
U
−1(Λ)QarU(Λ) =
X
b
λabQbr , (5.A.20)
wobei Λ die durch
Λ
ν
µσν = λσµλ
† (5.A.21)
deﬁnierte Lorentz-Transformation ist. (5.A.20) gilt f¨ ur (0,1/2) Operatoren, wie wir
f¨ ur inﬁnitesimale Lorentz–Transformationen Λ = 1 + ω mit ω = −ωT nachrechnen.
(5.A.21) ist erf¨ ullt f¨ ur
λ = 1 +
1
2
1
2
i ijk ωij + ωk0

σk , (5.A.22)
hingegen gilt
U(Λ) = 1 +
1
2
i ωµν J
µν = 1 +
1
2
i ijk ωij J
k − i ωio Ki . (5.A.23)
Gleichsetzen der Koeﬃzienten von ωij und ωi0 in (5.A.20) liefert
[J,Qa] = −
1
2
X
b
σabQb , [K,Qa] = −
1
2
X
b
σabQb (5.A.24)
und damit
[B,Qa] = −
1
2
X
b
σabQb , [A,Qa] = 0 . (5.A.25)
Dies beweist, daß jeder Operator, der (5.A.20) gen¨ ugt, zur (0,1/2)–Darstellung
geh¨ ort. Da die σµ einen vollst¨ andigen Satz von 2×2 Matrizen bilden, kann der Anti-
kommutator {Qar,Q∗
bs} in der Form Nµ
rs(σµ)ab notiert werden, wobei Nµ eine Matrix
von Operatoren ist. (5.A.20) und (5.A.21) zeigen, daß diese Operatoren Vierervek-
toren sind und somit nach dem Theorem von Coleman und Mandula proportional
zum Viererimpuls sein m¨ ussen. Mit Nµ
rs = 2NrsP µ erhalten wir dann (5.A.19).
Mittels einer linearen Transformation der Qar k¨ onnen die Antikommutatoren jetzt
in die Form (5.A.12) gebracht werden. Zun¨ achst bemerken wir, daß die Matrix N
hermiteisch und positiv deﬁnit ist. Die erste Eigenschaft folgt unmittelbar durch146 Kapitel 5. Neutralinos
hermiteische Konjugation von (5.A.19). F¨ ur den Beweis der zweiten Eigenschaft
nutzen wir zun¨ achst aus, daß die Qar linear unabh¨ angig sind. F¨ ur jede von Null
verschiedene Linearkombination Q ≡
P
r dacrQar existiert dann ein Zustand |Ψi mit
Q|Ψi 6= 0. Der Erwartungswert von (5.A.19) bez¨ uglich dieses Zustandes liefert
0 < hΨ|{Q,Q
∗}|Ψi = 2
*
Ψ
 

 
X
ab
σ
µ
abPµdad
∗
b
 

 Ψ
+
X
rs
crc
∗
sNrs . (5.A.26)
Daraus folgt sofort, daß
P
rs
crc∗
sNrs nicht f¨ ur jedes cr verschwinden kann. Da der
Operator
P
ab σ
µ
abPµdad∗
b positiv auf dem Hilbert-Raum der physikalischen Zust¨ ande
ist, muss N positiv deﬁnit sein.
Wir deﬁnieren nun neue fermionische Generatoren durch
˜ Qar
def =
X
s
N
−1/2
rs Qas . (5.A.27)
Diese Deﬁnition ist sinnvoll, da N positiv deﬁnit ist. Da N auch hermiteisch ist,
erhalten wir f¨ ur die Antikommutatoren
n
˜ Qar, ˜ Q
∗
bs
o
= 2δrs σ
µ
abPµ . (5.A.28)
Im weiteren nehmen wir implizit immer diese Deﬁniton der fermionischen Genera-
toren an und unterdr¨ ucken die Tilde. Mit dieser Deﬁnition erhalten die Antikom-
mutatoren tats¨ achlich die Gestalt (5.A.12).
Als n¨ achstes zeigen wir, daß die fermionischen Generatoren Q mit dem Viererimpuls
P vertauschen. Der Kommutator von einem (1/2,1/2)–Operator wie P mit einem
(0,1/2)–Operator wie Q kann nur ein (1/2,0)– oder ein (1/2,1)–Operator sein.
Aus dem Theorem von Coleman und Mandula folgt aber, daß es keine (1/2,1)–
Symmetrie–Operatoren gibt. Damit kann der Kommutator von P und Q nur zu
dem (1/2,0)–Symmetrie–Operator Q∗ proportional sein. Wegen Lorentz–Invarianz
folgt
[(σ · P)ab ,Qcr] =
1
2
1
2
0 | a c 0
 X
s
Krs Q
∗
bs , (5.A.29)
wobei K eine numerische Matrix ist. Damit wird
h
(σ · P)− 1
2− 1
2 ,
h
(σ · P)− 1
2− 1
2 ,
n
Q1
2r,Q
∗
1
2s
oii
= −4(σ · P)− 1
2− 1
2

KK
†

rs . (5.A.30)
Mit (5.A.12) folgt, daß die linke Seite eine Linearkombination von [Pµ,[Pν,Pσ]] ist,
die allesamt verschwinden. Dagegen ist (σ · P)−1/2−1/2 von Null verschieden, daher
muß KK† = 0 und damit K = 0. Aus (5.A.29) folgt schlie3lich, daß [Pµ,Qar] =
[Pµ,Q∗
ar] = 0.
Wir wenden uns nun dem Antikommutator von zwei Qs zu. Der Antikommutator
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und (0,0)–Symmetrie–Generatoren sein. Das Theorem von Coleman und Mandula
besagt, daß die einzig m¨ oglichen (0,1)–Symmetrie–Generatoren Linearkombinatio-
nen der Generatoren J der homogenen Lorentz-Transformationen sein k¨ onnen. Nun
kommutieren die Qs mit P und folglich auch ihr Antikommutator. Es gibt aber keine
nicht–triviale Linearkombination der Js, die mit P kommutieren w¨ urden. Damit blei-
ben noch die (0,0)–Operatoren, die mit P und J kommutieren. Lorentz–Invarianz
erzwingt dann (5.A.13). Die internen Symmetrie–Generatoren Zrs sind antisymme-
trisch in r und s, weil der gesamte Ausdruck symmetrisch unter Vertauschung von
a und r mit b und s sein muß und die Matrix e antisymmetrisch unter Zeilen– und
Spaltenvertauschung ist.
Als Letztes muss noch gezeigt werden, daß die Zs zentrale Ladungen der Algebra
sind. Aus (5.A.13) und (5.A.15) folgt unmittelbar
[Pµ,Zrs] = 0 . (5.A.31)
Wir benutzen im weiteren die verallgemeinerte Jacobi–Identit¨ at f¨ ur Generatoren
einer graduierten Lie–Algebra. Zun¨ achst f¨ ur zwei Qs und ein Q∗:
0 = [{Qar,Qbs},Q
∗
ct] + Permutationen . (5.A.32)
Wegen (5.A.12) und (5.A.15) verschwinden der zweite und dritte Summand und es
bleibt
[Zrs,Q
∗
ct] = 0 , (5.A.33)
Jetzt benutzen wir die verallgemeinerte Jacobi–Identit¨ at f¨ ur ein Z, ein Q und ein
Q∗:
0 = −[Zrs,{Qat,Q
∗
bu}] + {Q
∗
bu,[Zrs,Qat]} − [Qat,[Q
∗
bu,Zrs]] . (5.A.34)
Wegen (5.A.31) und (5.A.33) verschwinden der erste und dritte Summand und es
bleibt
{Q
∗
bu,[Zrs,Qat]} = 0 . (5.A.35)
Nun ist [Zrs,Qat] ein (0,1/2)–Generator und muß daher eine Linearkombination der
Qs sein:
[Zrs,Qat] =
X
u
Mrstu Qau . (5.A.36)
Damit wird (5.A.35)
(σ · P)ab Mrstu = 0 , ∀ r,s,t,u . (5.A.37)
Daraus folgt, daß M = 0 und
[Zrs,Qat] = 0 . (5.A.38)
Mit (5.A.13) und ihrer Adjungierten und den Kommutator–Beziehungen (5.A.33)
und (5.A.38) und deren Adjungierten ergibt sich
[Zrs,Ztu] = [Zrs,Z
∗
tu] = [Z
∗
rs,Z
∗
tu] = 0 , (5.A.39)148 Kapitel 5. Neutralinos
womit der Beweis des m¨ achtigen Theorems von Haag, Lopuszanski und Sohnius
vollst¨ andig ist.
Eine Supersymmetrie–Algebra mit N fermionischen Symmetrie–Generatoren heißt
N-erweiterte Supersymmetrie. Gibt es nur einen fermionischen Symmetrie–Generator,
so folgt aus der Beziehung Zrs = −Zsr, daß Z = 0 und
{Qa,Q
∗
b} = 2σ
µ
ab Pµ , (5.A.40)
{Qa,Qb} = 0 . (5.A.41)
Diese Beziehungen sind bekannt als einfache Supersymmetrie oder N = 1 Super-
symmetrie.
Supermultipletts masseloser Teilchen
Supersymmetrie verlangt, daß die bekannten Teilchen zusammen mit neuen Teil-
chen in irreduziblen Darstellungen der Supersymmetrie–Algebra auftreten. Da diese
nicht im Standard–Modell enthaltenen neuen Teilchen bisher nicht detektiert wur-
den, muß Supersymmetrie gebrochen sein, so daß die Masse der bisher unbekannten
Teilchen viel gr¨ oßer als die der Leptonen, Quarks und Eichbosonen und folglich von
der gleichen Gr¨ oßenordnung wie die Massendiﬀerenzen in den Supermultipletts sind.
F¨ ur Energien, bei denen Supersymmetrie eine exakte oder nahezu exakte Symme-
trie der Natur ist, k¨ onnen die Massendiﬀerenzen und damit auch die Massen der
Leptonen, Quarks und Eichbosonen und ihrer Superpartner vernachl¨ assigt werden.
Daher kommt den Supermultipletts masseloser Teilchen eine besondere Bedeutung
zu.
Gegeben sei der Zustand eines masselosen Teilchens in einem Supermultiplett. Die
anderen Zust¨ ande des Multipletts erhalten wir durch sukzessive Anwendung von Q
bzw. Q∗ auf den gegebenen Zustand. Da Q und Q∗ mit P kommutieren, besitzen
alle Zust¨ ande im Supermultiplett den gleichen Vierer–Impuls. Ohne Einschr¨ ankung
der Allgemeinheit transformieren wir in ein Inertialsystem, in dem P 1 = P 2 = 0
und P 0 = P 3 = E gilt. Dann gilt
σ · P = E (σ0 + σ3) = 2E
 
1 0
0 0
!
, (5.A.42)
was bis auf den Faktor 2E die Projektionsmatrix auf den Unterraum mit Helizit¨ at
+1/2 ist. Mit der Antikommutator–Beziehung (5.A.12) folgt, daß {Q(−1/2),Q∗
(−1/2)}
angewandt auf einen beliebigen Zustand des Multipletts dann Null ergibt. Dies gilt
dann auch f¨ ur Q(−1/2) und Q∗
(−1/2). Die Konstruktion aller Zust¨ ande im Multiplett
aus einem gegebenen Zustand erfolgt somit ausschließlich mit Q(1/2) und Q∗
(1/2). Die
Indizierung der fermionischen Generatoren ist so gew¨ ahlt, daß
[J3,Qa] = −aQa (5.A.43)Anhang A 149
gilt. Q(1/2) und Q∗
(1/2) erniedrigen bzw. erh¨ ohen die Helizit¨ at um 1/2.
Wir untersuchen zun¨ achst die N = 1–Supersymmetrie und berechnen die Basis–
Zust¨ ande des Darstellungsraumes mittels einer H¨ ochstgewichtskonstruktion. Gege-
ben sei ein Supermultiplett mit der maximalen Helizit¨ at λmax und der Zustand
| λmaxi mit diesem h¨ ochsten Gewicht und dem Impuls P. Dann gilt
Q
∗
(1/2) | λmaxi = 0 , Q(1/2) | λmaxi ∼| λmax − 1/2i . (5.A.44)
Wir deﬁnieren pr¨ aziser
Q(1/2) | λmaxi
def =
√
4E | λmax − 1/2i . (5.A.45)
Aus der Antikommutator–Beziehung (5.A.12) und (5.A.42) und (5.A.44) folgt, daß
dieser Zustand wie | λλmaxi normiert ist
hλmax − 1/2 | λmax − 1/2i = hλmax | λmaxi , (5.A.46)
und damit insbesondere von Null verschieden ist. (5.A.41) zeigt weiterhin, daß Q2 =
0 und somit Q1/2 | λmax − 1/2i = 0. Andererseits ist
Q
∗
1/2 | λmax − 1/2i = (4E)
−1/2Q
∗
1/2Q1/2 | λmaxi = (4E)
−1/2
n
Q
∗
1/2,Q1/2
o
| λmaxi
= (4E)
−1/2 | λmaxi , (5.A.47)
also wieder der Zustand mit dem h¨ ochsten Gewicht. Als wichtiges Resultat erhalten
wir, daß das Supermultiplett aus zwei Zust¨ anden mit Helizit¨ at λmax und λmax −1/2
besteht. In dieser Basis k¨ onnen die Operatoren Q1/2 und Q∗
1/2 durch die Matrizen
Q1/2 =
√
4E
 
0 0
1 0
!
, Q
∗
1/2 =
√
4E
 
0 1
0 0
!
(5.A.48)
dargestellt werden. Die Operatoren Q−1/2 und Q∗
−1/2 dagegen k¨ onnen als Null dar-
gestellt werden.
F¨ ur Theorien mit N = 1 Supersymmetrie ist dies der einzige Typ von Supermulti-
pletts masseloser Zust¨ ande. Es gibt keine masselosen Teilchen, die nicht mit genau
einem Superpartner in einem Supermultiplett zusammen gefasst werden. Aus der
CPT–Invarianz folgt, daß zu jedem Supermultiplett masseloser Teilchen mit Heli-
zit¨ aten λmax und λmax−1/2 ein Anti–Supermultiplett mit Helizit¨ aten −λ+1/2 und
−λ geh¨ ort. Insbesondere geh¨ oren zu einem Teilchen und Antiteilchen mit Helizit¨ aten
+1/2 und −1/2 je ein masseloses Teilchen und Antiteilchen mit Helizit¨ aten +1 und
−1 oder mit verschwindender Helizit¨ at.
In der N = 1–Supersymmetrie kommutiert der fermionische Generator Q mit den
Generatoren der SU(3) × SU(2). Der Grund hierf¨ ur ist, daß halbeinfache Grup-
pen wie SU(3) × SU(2) keine nichttriviale eindimensionale Darstellung haben. Die150 Kapitel 5. Neutralinos
Leptonen und Quarks geh¨ oren zu anderen Dastellungen der Eichgruppe als Eichbo-
sonen. Folglich k¨ onnen Fermionen und Eichbosonen nicht in einem Supermultiplett
liegen. F¨ ur Energien, die es erlauben, die SU(2)×U(1) Symmetriebrechung zu ver-
nachl¨ assigen, k¨ onnen damit masselose Leptonen und Quarks f¨ ur jede Farbe und
jeden Geschmack nur mit ihren masselosen Superpartnern (den sogenannten Slep-
tonen und Squarks) mit Helizit¨ at Null und der gleichen Farbe und dem gleichen
Geschmack in Supermultipletts zusammengefasst werden, w¨ ahrend die masselosen
Eichbosonen zusammen mit ihren masselosen Superpartnern (den sogennanten Gau-
ginos) mit Helizit¨ aten ±1/2 eine adjungierte Darstellung von SU(3)×SU(2)×U(1)
bilden.
Da es neben den drei Wechselwirkungen, die im Standard–Modell zusammenge-
faßt sind, noch Gravitation gibt, muß außerdem noch ein masseloses Teilchen mit
Helizit¨ at ±2, das sogenannte Graviton existieren. Masselose Teilchen mit Helizit¨ at
λ ≥ 1/2 und kleinen Impulsen koppeln an erhaltene Gr¨ oßen. So koppeln masselo-
se Teilchen mit λ = ±1 und kleinem Impuls an interne Symmetrie–Generatoren,
masselose Teilchen mit λ±3/2 und kleinem Impuls k¨ onnen an die Supersymmetrie–
Generatoren Q koppeln und masselose Teilchen mit λ = ±2 und kleinem Impuls
koppeln an den Viererimpuls P. Dagegen gibt es keine erhaltene Gr¨ oßen, an die ein
masseloses Teilchen mit λ ≥ 2 ankoppeln k¨ onnte. Folglich kann das Graviton nicht
in einem Supermultiplett zusammen mit Teilchen mit Helizit¨ at λ = ±5/2 liegen. Es
wird mit einem masselosen Teilchen mit λ = ±3/2 (dem sogenannten Gravitino) in
einem Supermultiplett zusammengefasst. Die Quantenfeldtheorie dieses Supermul-
tiplettes heißt Supergravitation.
Supermultipletts massiver Teilchen
Auch wenn die bekannten Leptonen, Quarks und Eichbosonen und deren Super-
partner bei hinreichend großen Energien wie masselose Teilchen behandelt werden
k¨ onnen, lohnt es sich in Hinblick auf Theorien, welche die elektroschwache und starke
Wechselwirkung vereinigen, Darstellungen f¨ ur massive Zust¨ ande zu konstruieren.
Wie im vorigen Abschnitt erhalten wir alle Einteilchen–Zust¨ ande in einem Super-
multiplett durch sukzessive Anwendung von Q und Q∗ auf einen beliebigen Zustand
im Supermultiplett. Alle so konstruierten Zust¨ ande haben den gleichen Viererim-
puls. Anders als im masselosen Fall w¨ ahlen wir f¨ ur Massen M ≥ 0 als Inertialsystem
das Ruhesystem der Teilchen. Dann ist
σ · P = Mσ0 = M
 
1 0
0 1
!
. (5.A.49)
F¨ ur jeden Zustand |Ψi im Supermultiplett mit dieser Viererimpuls folgt aus der
Antikommutatorbeziehung (5.A.12)
{Qar,Q
∗
bs} |Ψi = 2M δabδrs |Ψi . (5.A.50)Anhang A 151
Im Gegensatz zum masselosen Fall verschwindet hier keine Komponente von Q oder
Q∗ auf dem gesamten Multiplett, so daß es zwei Sorten von Leiteroperatoren gibt:
Q1/2 und Q∗
−1/2 erniedrigen die Spinprojektion entlang der Quantisierungsachse um
1/2, Q−1/2 und Q∗
1/2 hingegen erh¨ ohen die Spinprojektion um 1/2.
Wir analysieren wieder nur die N = 1 Supersymmetrie. Wir zeigen zun¨ achst, daß
jedes Supermultiplett mindestens ein Spin–Multiplett aus Zust¨ anden |jmi mit den
Eigenschaften
Qa|jmi = 0 , ∀m ∈ {−j,−j + 1,...,j} ,a ∈ {±1/2} (5.A.51)
enth¨ alt.
Sei |Ψi 6= 0 ein Zustand im Supermultiplett. Wir deﬁnieren weitere von Null ver-
schiedene Zust¨ ande durch
|Ψ
0i
def =
(
(2M)−1/2 Q1/2 |Ψi Q1/2|Ψi 6= 0
|Ψi Q1/2|Ψi = 0
,
|Ψ
00i
def =
(
(2M)−1/2 Q−1/2 |Ψ0i Q−1/2|Ψ0i 6= 0
|Ψ0i Q−1/2|Ψ0i = 0
. (5.A.52)
Da die Qa antikommutieren, ist Q1/2|Ψ0i = 0, genauso Qa|Ψ00i = 0 f¨ ur a = ±1/2. Ist
f¨ ur einen Zustand |Ψ00i die Bedingung Qa|Ψ00i = 0 erf¨ ullt, so gilt dies auch f¨ ur jeden
Zustand U(R)|Ψ00i, wobei U(R) eine unit¨ are Darstellung der Drehgruppe bezeichne.
Daraus folgt, daß diese Zust¨ ande in der Basis |j,mi von Spin-Multipletts entwickelt
werden k¨ onnen, die (5.A.51) erf¨ ullen.
Gegeben sei nun ein Spin-Multiplett, daß (5.A.51) erf¨ ullt und wie folgt normiert sei:
hj,m
0 | j,mi = δm0m . (5.A.53)
F¨ ur j ≥ 0 erhalten wir durch Anwendung der Spin–1/2–Operatoren14 Q∗
a auf diese
Zust¨ ande neue Zust¨ ande mit Spin j ± 1/2:
|j ± 1/2,mi = (2M)
−1/2 X
a
(1/2,j,j ± 1/2| m,a,m − a) Q
∗
a|j,m − ai , (5.A.54)
wobei (j1,j2,j | m1,m2,m) den Clebsch-Gordan–Koeﬃzienten f¨ ur die Kopplung zwei-
er Spins j1 und j2 mit Projektionen entlang der Quantisierungsachse m1 und m2 zum
Gesamtspin j mit Projektion m bezeichne. Mit den Gleichungen (5.A.50)–(5.A.54
14Die Qa transformieren sich unter Drehungen wie Felder, die ein Teilchen mit dem Spin 1/2 und
der Projektion a entlang der Quantisierungsachse vernichten. Daher transformieren sich die Q∗
a wie
Felder, die ein solches Teilchen erzeugen und besitzen damit das gleiche Transformationsverhalten
wie das Teilchen selbst. Pr¨ aziser, [Ji,Qa] = −(1/2)
P
b(σi)abQb, also [Ji,Q∗
a] = (1/2)
P
b(σi)baQ∗
b.
Ein Spin–1/2 Teilchen im Zustand |ai transformiert sich zum Vergleich folgendermaßen: Ji|ai =
(1/2)
P
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und den Orthonormierungsrelationen der Clebsch-Gordan–Koeﬃzienten l¨ aßt sich
zeigen, daß diese Zust¨ ande ad¨ aquat normiert sind:
hj ± 1/2,m | j ± 1/2,m
0i = δmm0 , hj ± 1/2,m | j ∓ 1/2,m
0i = 0 . (5.A.55)
Folglich sind die Zutst¨ ande |j ± 1/2,mi von Null verschieden mit Ausnahme von
j = 0, da dann kein Zustand |j−1/2,mi existiert. Es k¨ onnen noch weitere Zust¨ ande
durch zweifache Anwendung von Q∗ auf |j,mi konstruiert werden. Da jedes Q∗
a mit
sich selbst antikommutiert, kann der einzige weitere von Null verschiedene Zustand
durch die Kombination Q∗
1/2Q∗
−1/2 = −Q∗
−1/2Q∗
1/2 konstruiert werden. Dieser Ope-
rator kann auch als (1/2)eabQ∗
aQ∗
b explizit rotationsinvariant notiert werden. Als
zweites Spin-Multiplett erhalten wir
|j,mi
[ def = (2M)
−1 Q
∗
1/2Q
∗
−1/2|j,mi , (5.A.56)
das sich von |jmi dadurch unterscheidet, daß es nicht (5.A.51) erf¨ ullt, sondern
Q
∗
a|jmi
[ = 0 , ∀m ∈ {−j,−j + 1,...,j} ,a = ±1/2 . (5.A.57)
Wieder folgt aus (5.A.50)–(5.A.53), daß diese Zust¨ ande ebenfalls ad¨ aquat normiert
sind:
[hj,m
0 | j,mi
[ = δm0m , hj,m
0 | j,mi
[ = 0 . (5.A.58)
Die konstruierten Zust¨ ande spannen den Darstellungsraum der Supersymmetrie–
Algebra auf. Die Orthonormalit¨ atsrelationen der Clebsch-Gordan–Koeﬃzienten er-
lauben es, (5.A.54) zu invertieren:
Q
∗
a|j,mi = (2M)
1/2 X
±
(1/2,j,j ± 1/2| m + a,a,m) |j ± 1/2,m + ai . (5.A.59)
Aus Gleichung (5.A.50) folgt weiterhin, daß f¨ ur jeden Zustand |Ψi im Supermulti-
plett h
Qa,Q
∗
1
2Q
∗
− 1
2
i
|Ψi = 2M
X
b
eabQ
∗
b|Ψi (5.A.60)
gilt. Mit (5.A.51) und (5.A.56) folgt dann
Qa|j,mi
[ =
X
b
eabQ
∗
b|j,mi (5.A.61)
= (2M)
1/2 X
b
eab
X
±
(1/2,j,j ± 1/2| m + b,b,m) |j ± 1/2,m + bi .
Mit (5.A.50), (5.A.51) und (5.A.54) folgt
Qa|j ± 1/2,mi = (2M)
1/2 (1/2,j,j ± 1/2| m,a,m − a) |j,m − ai , (5.A.62)
und mit (5.A.54), (5.A.40) und (5.A.56) ist
Q
∗
a|j ±1/2,mi = (2M)
1/2 X
b
eab (1/2,j,j ± 1/2| m,b,m − b) |j,m−bi
[ . (5.A.63)Anhang B 153
Die Gleichungen (5.A.51), (5.A.57), (5.A.59), und (5.A.61)–(5.A.63) erkl¨ aren die
Wirkung der fermionischen Generatoren auf alle Zust¨ ande im Supermultiplett.
Insbesondere erhalten wir f¨ ur j = 0 als interessanten Spezialfall das kollabierte
Supermultiplett
Qa|0,0i = 0 , Q∗
a|0,0i[ = 0 ,
Q∗
a|0,0i = (2M)1/2|1/2,ai , Qa|0,0i[ = (2M)1/2 P
b eab|1/2,bi ,
Qa|1/2,bi = (2M)1/2δab|0,0i , Q∗
a|1/2,bi = (2M)1/2eab|0,0i[ .
(5.A.64)
Dies ist das einfachste Supermultiplett von Zust¨ anden beliebiger Masse: zwei spinlose
Teilchen und ein Teilchen mit Spin 1/2.
Anhang B
Wir haben uns im Anhang A mit der N = 1 Supersymmetrie–Algebra vertraut
gemacht und Implikationen f¨ ur das Teilchenspektrum analysiert. In diesem Anhang
wenden wir uns der Konstruktion von supersymmetrischen Feldtheorien zu (Wess
und Bagger, 1992; Bailin und Love, 1994; Weinberg, 2000).
Supersymmetrische Feldtheorien
Die Feld–Supermultipletts wurden urspr¨ unglich direkt konstruiert, d. h. durch wie-
derholte Anwendung der Jacobi–Identit¨ aten, ganz ¨ ahnlich wie in der Konstruktion
von Supermultipletts aus Einteilchen–Zust¨ anden. Im Anhang C wird diese Metho-
de zur Konstruktion von Supermultipletts demonstriert, die lediglich Skalare und
Fermionen enthalten. Salam und Strathdee haben eine m¨ achtige Methode (Salam
und Strathdee, 1974; Ferrara, 1987) entwickelt, die die Konstruktion von Feld–
Supermultipletts und von supersymmetrischen Wirkungen erheblich erleichtert. Da-
bei werden Supermultipletts aus Feldern in sogenannte Superfelder zusammengefaßt,
die von Raum–Zeit–Koordinaten (gerade Koordinaten) und fermionischen Koordi-
naten (ungerade Koordinaten) abh¨ angen15. Superfelder werden im n¨ achsten Ab-
schnitt eingef¨ uhrt und in den folgenden Abschnitten zur Konstruktion von super-
symmetrischen Feldtheorien verwandt. Wir beschr¨ anken die Darstellung wieder auf
den Fall von N = 1–Supersymmetrie.
15Das Rechnen mit Superfeldern erfordert Kenntnisse der Analysis auf Supermannigfalitgkeiten,
die auch Superanalysis genannt wird, siehe zum Beispiel (Constantinescu und de Groote, 1994).154 Kapitel 5. Neutralinos
Allgemeine Superfelder
Die im letzten Abschnitt beschriebene direkte Konstruktion von Supermultipletts
aus Feldern ist etwas m¨ uhsam, aber vor allem liefert sie kein Verfahren zur Kon-
struktion von supersymmetrischen Wirkungen. Hierf¨ ur muss n¨ amlich erkl¨ art werden,
wie aus Produkten von Supermultipletts neue Supermultipletts konstruiert werden
k¨ onnen. Die Konstruktion von supersymmetrischen Wirkungen wird durch den von
Salam und Strathdee (1974) entwickelten Formalismus erheblich vereinfacht. Danach
werden die Felder in allen Supermultipletts zu einem einzigen Superfeld zusammen-
gefaßt.
¨ Ahnlich wie der Viererimpuls P Translationen der Raum–Zeit– Koordinaten X ge-
neriert, k¨ onnen die vier Supersymmetrie–Generatoren Q und Q∗ als Generatoren
f¨ ur Translationen der vier fermionischen c–Zahl Koordinaten betrachtet werden. Da
wir Lorentz–invariante Wirkungen konstruieren wollen, fassen wir die fermionischen
Supersymmetrie–Generatoren in einem vierkomponentigen Majorana–Spinor Q zu-
sammen, entsprechend werden die fermionischen Superraum–Koordinaten in einem
vierkomponentigen Majorana–Spinor θ zusammengefaßt. Translationen der fermio-
nischen Koordinaten k¨ onnen nicht einfach durch ∂/∂θ generiert werden (analog zu
P), da die fermionischen Supersymmetrie–Generatoren von Null verschiedene An-
tikommutatoren besitzen. Salam und Strathdee fanden, daß die Supersymmetrie–
Algebra erf¨ ullt w¨ are, wenn f¨ ur die Kommutatoren oder Antikommutatoren der Qs
mit einem beliebigen bosonischen oder fermionischen Superfeld S(x,θ) gilt:
[Q,S} = iLS , (5.B.1)
wobei L den Diﬀerentialoperator
L
def = −
∂
∂θ
+ γ
µθ
∂
∂xµ (5.B.2)
auf der Supermannigfaltigkeit mit den Koordinaten (x,θ) bezeichne. Mit θ = θTγ5
sind die Komponenten von L explizit durch
Lα =
X
β
(γ5)αβ
∂
∂θβ
+
X
β
(γ
µ)αβ θβ
∂
∂xµ (5.B.3)
gegeben. Die von Salam und Strathdee gegebene Deﬁnition von L erf¨ ullt tats¨ achlich
die Supersymmetrie–Algebra. Dazu berechnen wir zun¨ achst
n
Lα,Lβ
o
= (γ5γ
µγ5)βα
∂
∂xµ + (γ
µ)αβ
∂
∂xµ . (5.B.4)
Nun ist aber γT = −CγC−1, wobei C = −γ5 die Ladungskonjugations–Matrix
bezeichne. Folglich stimmen beide Summanden auf der rechten Seite von (5.B.4)
¨ uberein und wir erhalten
n
Lα,Lβ
o
= 2(γ
µ)αβ
∂
∂xµ . (5.B.5)Anhang B 155
Aus (5.B.5), (5.B.1) und den verallgemeinerten Jacobi–Identit¨ aten folgt
hn
Qα,Qβ
o
,S
i
=
n
Lα,Lβ
o
S = 2γ
µ
αβ∂µ S = −2iγ
µ
αβ [Pµ,S] . (5.B.6)
Es ist ¨ ublich, die Kommutator– und Antikommutator– Beziehungen (5.B.1) als Va-
riationen von S unter inﬁnitesimalen Supersymmetrie–Transformationen zu schrei-
ben. Aus (5.C.15), (5.B.1) und (5.B.2) folgt
δS = αL S = −α
∂S
∂θ
+ αγ
µθ
∂S
∂xµ . (5.B.7)
Die Ableitung nach den fermionischen (ungeraden) Koordinaten wirkt immer von
links. Insbesondere ist M eine Linearkombination von 1, γ5γ und γ5, f¨ ur die θMθ
von Null verschieden ist. Es gilt
∂
∂θ

θMθ

= 2Mθ . (5.B.8)
Da die Komponenten von θ antikommutieren, verschwindet jedes Produkt von zwei
gleichen Komponenten. Nun hat aber θ lediglich vier Komponenten, folglich ist jede
Funktion von θ ein Polynom von der Ordnung O(θ4). Nun ist θ ⊗ θ durch eine
Linearkombination von θθ, θγγ5θ und θγ5θ gegeben. θ ⊗ θ ⊗ θ ist proportional zu
(θγ5θ)θ und letztlich ist θ⊗θ⊗θ⊗θ zu (θγ5θ)2 proportional. Als wichtiges Resultat
erhalten wir, daß die allgemeinste Funktion der Koordinaten x und θ folgendermaßen
geschrieben werden kann:
S(x,θ) = C(x) − iθγ5ω(x) −
i
2

θγ5θ

M(x) −
1
2

θθ

N(x)
+
i
2

θγ5γµθ

V
µ(x) − i

θγ5θ
 
θ

λ(x) +
1
2
∂ /ω(x)

−
1
4

θγ5θ
2 
D(x) +
1
2
∂
2C(x)

. (5.B.9)
Ist S(x,θ) ein Skalarfeld, so sind C(x), M(x), N(x) und D(x) auch skalare oder
pseudoskalare Felder, ω(x) und λ(x) sind vierkomponentige Spinorfelder und V (x)
ist ein Vektorfeld.
Als n¨ achstes studieren wir das Verhalten von S(x,θ) unter Supersymmetrie–Trans-
formationen und erhalten so die Transformationsgesetze f¨ ur die Komponentenfelder
in (5.B.9). Mit den Gleichungen (5.B.7) und (5.B.8) und den in (Weinberg, 2000)
algebraischen Beziehungen f¨ ur Majorana–Spinoren erhalten wir
δS = iαγ5ω +

θ[−∂ /C + iγ5M + N − iγ5V /]α

−
1
2
i

θθ

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+
1
2
i

θγ5γ
µθ

(αγµλ) +
1
2
i

θγ5γ
νθ

(α∂νω)
+
1
2

θγ5γ
µθ
 
θ

i∂ /M − γ5∂ /N − i∂
µV /γµ + γ5

D +
1
2
∂
2C

α

−
1
4
i

θγ5θ
2 
αγ5

∂ /λ +
1
2
∂
2ω

.
Aus dem Vergleich mit (5.B.9) folgen f¨ ur die Terme bis einschließlich O(θ2) die
Transformationsregeln f¨ ur die Komponentenfelder
δC = iα γ5 ω , (5.B.10)
δω = (−iγ5 ∂ / C − M + iγ5 N + V /)α , (5.B.11)
δM = −α[λ + ∂ / ω] , (5.B.12)
δN = iα γ5 [λ + ∂ / ω] , (5.B.13)
δVµ = α γµ λ + α ∂µ ω . (5.B.14)
F¨ ur die Terme der Ordnungen O(θ3) und O(θ4) erhalten wir
δ

λ +
1
2
∂ / ω

=
1
2

−∂ / M − iγ5 ∂ / N + ∂
µ V / γµ + iγ5

D +
1
2
∂
2C

α ,
δ

D +
1
2
∂
2C

= i

αγ5

∂ /λ +
1
2
∂
2ω

.
Kombinieren wir die letzten beiden Gleichungen mit den Transformationsregeln
(5.B.10) und (5.B.11) f¨ ur C und ω, so erhalten wir f¨ ur die Komponentenfelder λ
und D die wesentlich einfacheren Transformationsverhalten
δλ =
1
2
[∂µV /,γ
µ] + iγ5 D

α , (5.B.15)
δD = iα γ5 ∂ /λ . (5.B.16)
Der Vorteil des von Salam und Strathdee entwickelten Superfeld–Formalismusses ist,
daß aus gegebenen Supermultipletts leicht neue konstruiert werden k¨ onnen. Gegeben
seien zwei Superfelder S1 und S2, die beide (5.B.7) befriedigen. F¨ ur ihr Produkt
S ≡ S1S2 gilt
δS = (δS1)S2 + S1 (δS2)
= ((αL)S1)S2 + S1 ((αL))S2 = (αL)S . (5.B.17)
Damit ist S selbst ein Superfeld. Es ist evident, daß eine Linearkombination von
Superfeldern wieder ein Superfeld ist. Dasselbe gilt f¨ ur Raum–Zeit–Ableitungen und
komplexe Konjugation von Superfeldern. Allerdings ist nicht f¨ ur jede Funktion f(θ)
das Produkt f(θ)S(x,θ) mit einem Superfeld S(x,θ) wieder ein Superfeld. Dasselbe
gilt f¨ ur die Diﬀerentiation eines Superfeldes nach den fermionischen Koordinaten.Anhang B 157
Wir f¨ uhren eine weitere Superderivation ein:
D
def = −
∂
∂θ
− γ
µθ
∂
∂xµ . (5.B.18)
Der einzige Unterschied in den Deﬁnitionen von D und L ist das Vorzeichen vor
den Raum–Zeit–Ableitungen. Dies f¨ uhrt zum verschwinden des Antikommutators
zwischen beiden Superderivationen:
{D,L} = 0 . (5.B.19)
Sei nun α wieder ein Majorana–Spinor. Dann kommutiert αL mit D. F¨ ur jedes
Superfeld S(x,θ) gilt somit
δDS ≡ −i[αQ,DS] = −iD[αQ,S]
= D(αL)S = (αL)DS . (5.B.20)
Also ist DS auch ein Superfeld. Wir ﬁnden als wichtiges Resultat: Jedes Polynom
von Superfeldern und ihren Superderivationen ist ein Superfeld.
Es ist evident, daß ein Superfeld auch aus Raum–Zeit–Ableitungen eines anderen
Superfeldes konstruiert werden kann, da sich diese aus h¨ oheren Superderivationen
automatisch ergeben. Da der einzige Unterschied zwischen D und L der Vorzeichen-
unterschied vor ∂ ist, ist der Antikommutator der D’s bis auf ein Vorzeichen gleich
dem der L’s: n
D,D
o
= −2γ · ∂ . (5.B.21)
Wir kommen nun zur Konstruktion von supersymmetrischen Wirkungen im Superfeld–
Formalismus. Aus dem Antikommutator (5.B.5) folgt, daß es keine nicht–konstante
supersymmetrische Lagrange–Dichte gibt. Auch wenn die Lagrange–Dichte nicht
supersymmetrisch ist, kann die Wirkung supersymmetrisch sein. Dies ist dann der
Fall, wenn die transformierte Larangedichte als Divergenz geschrieben werden kann
und damit nicht zur transformierten Wirkung beitr¨ agt. Die Transformationsregeln
(5.B.10)–(5.B.16) f¨ ur die Komponentenfelder zeigen, daß ohne zus¨ atzliche Restrik-
tionen an ein allgemeines Superfeld die einzige Superfeldkomponente, deren super-
symmetrische Variation eine Divergenz gibt, die D–Komponente ist. Damit die D–
Komponente von einem beliebigen Superfeld ein Skalar ist, muß das Superfeld selbst
ein Skalar sein. Daher kann eine supersymmetrische Wirkung ohne weitere Ein-
schr¨ ankungen an das allgemeine Superfeld lediglich ein Integral ¨ uber den D–Term
eines skalaren Superfeldes Λ sein:
S =
Z
vol
(4) [Λ]D . (5.B.22)
Allerdings w¨ are keine Wirkung dieser Art physikalisch befriedigend, wenn nicht be-
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werden. F¨ ur ein allgemeines Superfeld S(x,θ) ist die einzige bilineare Wirkung mit
h¨ ochstens zweiten Ableitungen der Komponentenfelder von der Form
S0 ∼
Z
vol
(4) [S
∗S]D . (5.B.23)
Es bereitet keine Schwierigkeiten die D–Komponente dieses Produktes von Super-
feldern zu berechnen:
[S
∗S]D = −(∂
µC
∗)(∂µC) + (1/2)(∂
µω)γµω
+C
∗D + D
∗C − ωλ − λω
+M
∗M + N
∗N− | V |
2 . (5.B.24)
Die Terme quadratisch in C oder ω sehen vielversprechend aus und k¨ onnen als kineti-
sche Lagrange–Dichten f¨ ur masselose Felder mit Spin–0 und Spin–1/2 interpretiert
werden. Problematisch sind die Terme mit D oder λ, da sie weder als kinetische
noch als Wechselwirkungs–Lagrange–Dichte interpretiert werden k¨ onnen. Es zeigt
sich sogar, daß die Quantisierung dieser Terme C und ω sogar zum Verschwinden
bringt. Im n¨ achsten Abschnitt zeigen wir, daß allgemeinen Superfeldern sehr wohl
Einschr¨ ankungen auferlegt werden k¨ onnen, die zu physikalisch sinnvollen Theorien
f¨ uhren. Insbesondere erlauben diese eingeschr¨ ankten Superfelder die Konstruktion
von supersymmetrischen Wirkungen, die nicht ausschließlich D–Komponenen von
Funktionen von Superfeldern sind.
Chirale Superfelder
Im letzten Abschnitt haben wir besprochen, daß die Existenz der D– und λ–Kompo-
nentenfelder eines Superfeldes die Konstruktion von physikalisch sinnvollen Lagrange–
Dichten verhindert. Gegeben sei daher ein Superfeld mit den Einschr¨ ankungen
D ≡ λ ≡ 0 . (5.B.25)
Diese Einschr¨ ankung ist nur dann sinnvoll, wenn sie unter Supersymmetrie–Transfor-
mationen bestehen bleibt. Aus (5.B.16) und (5.B.15) folgt, daß die Einschr¨ ankung
D ≡ 0 invariant unter Supersymmetrie–Transformationen ist, wenn λ ≡ 0 gilt.
Letztere ist nur dann invariant, wenn außerdem dV = 0 und damit
V (x) = dZ(x) . (5.B.26)
Gleichung (5.B.14) mit λ = 0 zeigt, daß diese Bedingung unter Supersymmetrie–
Transformationen erhalten bleibt. Die Komponenten dieses sogenannten reduzierten
Superfeldes, d. h. mit den durch (5.B.25) und (5.B.26) auferlegten Einschr¨ ankungen,Anhang B 159
verhalten sich unter Supersymmetrie–Transformationen wie folgt:
δC = iα γ5 ω , (5.B.27)
δω = (−iγ5 ∂ / C − M + iγ5 N + ∂ / Z) α , (5.B.28)
δM = −α ∂ / ω , (5.B.29)
δN = iα γ5 ∂ / ω , (5.B.30)
δZ = α ω . (5.B.31)
Ein Vergleich mit (5.C.18) zeigt, daß dies mit dem Supermultiplett ¨ ubereinstimmt,
das wir in Abschnitt X durch direkte Konstruktion gewonnen haben, wenn die Iden-
tiﬁkationen
C = A , ω = −iγ5 ψ , M = G , ,N = −F , Z = B . (5.B.32)
vorgenommen werden. Manche Authoren nennen Superfelder mit den Einschr¨ ankun-
gen (5.B.25) und (5.B.26) chiral. Andere Authoren reservieren diesen Ausdruck f¨ ur
Felder, die proportional zu 1±γ5 sind, in Analogie zur Therminologie bei zu Dirac–
Spinoren. Wir verwenden im Weiteren die erst genannte Sprechweise. Dies kann
folgendermaßen begr¨ undet werden: jeder Dirac–Spinor kann in eine Summe von
Dirac–Spinoren zerlegt werden, die links– und rechtsh¨ andig sind. Es ist also keine
weitere Namensgebung f¨ ur diese Summe nowendig. Im Gegensatz hierzu k¨ onnen aus-
schließlich Superfelder mit den Einschr¨ ankungen (5.B.25) und (5.B.26) als Summe
von links– und rechtsh¨ andigen Superfeldern geschrieben werden.
Wir notieren chirale Superfelder mit X(x,θ) und ihre Komponentenfelder mit A, B,
F, G und ψ anstatt mit C, Z, N, M und ω, um sie von allgemeinen Superfeldern
S(x,θ) zu unterscheiden. Mit den Gleichungen (5.B.25), (5.B.26) und (5.B.32) in
(5.B.9) erhalten wir f¨ ur ein allgemeines chirales Superfeld
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F¨ ur die Zerlegung des allgemeinen chiralen Superfeldes (5.B.33) in links– und rechtsh¨ andi-
ge Superfelder deﬁnieren wir neue Komponentenfelder durch
φ
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, (5.B.34)
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Das allgemeine chirale Superfeld kann nun folgendermaßen in Superfelder zerlegt
werden:
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i
, (5.B.36)
mit dem linksh¨ andigen Superfeld
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und dem rechtsh¨ andigen Superfeld
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Die Komponentenfelder von Φ und ˜ Φ spannen jeweils den Darstellungsraum der
Supersymmetrie–Algebra auf:
δψL =
√
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2F αL , (5.B.39)
δF =
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2αL ∂ / ψL , (5.B.40)
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δ ˜ F =
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2αR ∂ / ψR , (5.B.43)
δ˜ φ =
√
2αL ψR . (5.B.44)
Das Superfeld Φ hat als Komponentenfelder zwei komplexe bosonische Felder φ
und F, oder vier unabh¨ angige bosonische Komponenten und ein Majorana–Fermion
ψ, oder vier unabh¨ angige fermionische Komponenten. Dies ist ein Spezialfall des
allgemeinen Satzes, daß jeder Darstellung der Supersymmetrie–Algebra eine gleiche
Anzahl von unabh¨ angigen bosonischen wie fermionischen Komponenten besitzen
muß.
Ob ein Superfeld linksh¨ andig (rechtsh¨ andig) ist, h¨ angt also entscheidend davon
ab, welche Abh¨ angigkeiten zugelassen sind. Daraus folgt, daß jede Funktion eines
linksh¨ andigen (rechtsh¨ andigen) Superfeldes wieder ein linksh¨ andiges (rechtsh¨ andi-
ges) Superfeld ist. Dies triﬀt allerdings nicht auf die komplexe Konjugation oder auf
Raum–Zeit–Ableitungen von linksh¨ andigen (rechtsh¨ andigen) Superfeldern zu.
Die Existenz von linksh¨ andigen (rechtsh¨ andigen) Superfeldern in Feldtheorien er-
laubt neuartige Konstruktionen von supersymmetrischen Wirkungen. Wie GleichungAnhang B 161
(5.B.40) zeigt, transformiert sich F unter Supersymmetrie– Transformationen zu ei-
ner Ableitung, so daß das Raum–Zeit–Integral ¨ uber den F–Term eines linksh¨ andigen
(rechtsh¨ andigen) Superfeldes invariant unter Supersymmetrie ist. Wir machen daher
f¨ ur die Wirkung einer supersymmetrischen Feldtheorie den Ansatz
S =
Z
vol
(4) {[f]F + [f]
∗
F + [K]D} , (5.B.45)
wobei f und K beliebige linksh¨ andige Superfelder seien.
Die Funktion f ist auf alle F¨ alle linksh¨ andig, wenn sie lediglich von linksh¨ andigen
Feldern abh¨ angt, aber nicht von komplex konjugierten rechtsh¨ andigen Feldern. Su-
perderivationen von chiralen Superfeldern sind nicht chiral. Andererseits liefern zwei
rechtsh¨ andige Ableitungen auf ein Superfeld S, das kein linksh¨ andiges Superfeld ist,
ein linksh¨ andiges Superfeld
DR ⊗ (DR ⊗ DR S) = 0 . (5.B.46)
Jedoch ergibt jeder so konstruierte F–Term der Funktion f einen Beitrag in der Wir-
kung, der auch durch einen D–Term eines Superfeldes generiert werden kann. Da die
Superderivationen antikommutieren, ist das allgemeinste, durch zweifache Wirkung
einer rechtsh¨ andigen Superderivation auf ein Superfeld konstruierte, linksh¨ andige
Superfeld von der Gestalt (DT
RDR)S. Ist eines der linksh¨ andigen Superfelder in f
von dieser Gestalt, dann gilt f = (DT
RDR)h, wobei h ein Superfeld sei. Andererseits
ist aber 
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
= −4 . (5.B.47)
Abgesehen von den Raum–Zeit–Ableitungen, die ohnehin keinen Beitrag zur Wir-
kung liefern, ist (DT
RDR)h der Koeﬃzient vor −(θT
RθR)/4 in h. Nun ist aber wie-
derum, abgesehen von Raum–Zeit–Ableitungen, [f]F der Koeﬃzient vor (θT
LθL) in
f und damit ist [(DT
RDR)h]F gleich dem Koeﬃzienten vor −(θγ5θ)2/4 in h. Folglich
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F = 2
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(4) [h]D . (5.B.48)
Damit ist es nicht notwendig, linksh¨ andige Superfelder der Gestalt D ⊗ DS in f
zu implementieren, da alle Terme dieser Gestalt in der Menge aller m¨ oglichen D–
Terme bereits enthalten sind. L¨ aßt sich f lediglich als Funktion von elementaren
linksh¨ andigen Superfeldern schreiben, die keine Superderivationen oder Raum–Zeit–
Ableitungen von anderen Superfeldern sind, so heißt f Superpotential.
Die Funktion K dagegen ist im allgemeinen eine reelle Funktion von den linksh¨ andi-
gen Superfeldern16 und den dazu geh¨ origen komplex konjugierten rechtsh¨ andigen Su-
perfeldern, und h¨ angt außerdem von Superderivationen und Raum–Zeit–Ableitungen
ab. K heißt Kahler–Potential.
16Jedes rechtsh¨ andige Feld kann durch komplexe Konjugation eines linksh¨ andigen Superfeldes
gewonnen werden. Deshalb bedeutet es keine Einschr¨ ankung der Allgemeinheit, wenn K lediglich
von linksh¨ andigen Superfeldern und deren komplex Konjugierten abh¨ angt.162 Kapitel 5. Neutralinos
Renormierbare Chirale Superfeldtheorien
Wir arbeiten nun einige Details einer allgemeinen renormierbaren chiralen Super-
feldtheorie aus. Diese Theorie wird in der supersymmetrischen Erweiterung des
Standard–Modelles enthalten sein.
Die Lagrange–Dichte jeder renormierbaren Quantenfeldtheorie kann nur aus Ope-
ratoren mit Massendimension kleiner oder gleich vier bestehen. Aus (5.B.5) folgt,
daß L und damit auch ∂/∂θ die Massendimension 1/2 besitzt, also hat D die Mas-
sendimension 1/2 und θ die Massendimension −1/2. Die F– und D–Anteile eines
Superfeldes S sind Koeﬃzienten vor Ausdr¨ ucken der Ordnung O(θ2) und O(θ4).
Sei m(S) die Massendimension von S. Dann gilt also m([S]F) = m(S) + 1 und
m([S]D) = m(S)+2. Als wichtiges Resultat erhalten wir, daß die Funktionen f und
K in (5.B.45) in einer renormierbaren Theorie aus Operatoren mit einer maximalen
Massendimension von drei und zwei bestehen.
Die Massendimension eines elementaren17 skalaren Superfeldes Φ ist die von einem
elementaren skalaren Feld, also m(Φ) = 1. Folglich kann f h¨ ochstens aus drei Fakto-
ren Φ und / oder Vierergradienten und / oder zwei Superderivationen D bestehen.
Wie im vorangegangenen Abschnitt besprochen, kann jeder linksh¨ andige Ausdruck
in f, der Superderivationen enth¨ alt, durch einen entsprechenden Ausdruck in K er-
setzt werden, so daß in der Konstruktion von f von Superderivationen abgesehen
werden kann. Außerdem kann auch von Raum–Zeit–Ableitungen abgesehen wer-
den, da diese durch Superderivationen generiert werden k¨ onnen. Folglich kann f(Φ)
maximal ein kubisches Polynom in Φ sein, das weder Superderivationen noch Raum–
Zeit–Ableitungen enth¨ alt.
¨ Ahnlich kann gezeigt werden, daß in einer renormierbaren Feldtheorie K maximal
eine quadratische Funktion von Φ und Φ∗ sein kann und wiederum alle Derivationen
auf Superfelder vernachl¨ assigt werden k¨ onnen. Jedes K, das nur eine Funktion von
Φ oder von Φ∗ ist, w¨ are ein chiralen Superfeld. Chirale Superfelder haben aber per
Deﬁnitionem keine D–Anteile. Folglich existieren nur von Null verschiedene [K]D,
wenn diese Funktionen von Φ und Φ∗ sind. K ist somit von der Form
K(Φ,Φ
∗) =
X
mn
gmn Φ
∗
mΦn , (5.B.49)
wobei die konstanten Koeﬃzienten die hermiteische Matrix g bilden.
F¨ ur die Bestimmung des D–Anteils von K berechnen wir zun¨ achst den O(θ4) Aus-
druck in Φ∗
nΦm. Es stellt sich heraus, daß die gesamte θ– Abh¨ angigkeit in dem
Vorfaktor (θγ5θ)2 zusammengefaßt werden kann:
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17Ein Feld heißt hier wieder elementar, wenn es nicht als Derivation eines anderen Feldes ge-
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Der D–Anteil eines Superfeldes ist nun der Koeﬃzient vor −(1/4)(θγ5θ)2, von dem
(1/2)∂2, angewendet auf den von θ unabh¨ angigen Ausdruck, subtrahiert wird. Also,
1
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. (5.B.51)
Wir wollen als n¨ achstes die Matrix g in die Deﬁnition der Superfelder Φ subsum-
mieren. Dazu f¨ uhren wir neue Superfelder Φ0 ein, die durch Φ = NΦ0 deﬁniert
werden. Dann k¨ onnen wir immer noch eine Gleichung der Gestalt (5.B.49) notie-
ren, allerdings mit einer transformierten Koeﬃzientenmatrix g0 = N†gN. Damit
die neuen Superfelder die richtige Algebra erf¨ ullen, muß die hermiteische Matrix g
positiv–deﬁnit sein. Dann kann aber N so gew¨ ahlt werden, daß g0 = 1 gilt. Wir
unterdr¨ ucken im weiteren den Hochstrich und ﬁnden K in Abh¨ angigkeit der neuen
Superfelder
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. (5.B.52)
Die φ und ψ enthaltenden Ausdr¨ ucke in (5.B.52) sind die korrekten kinetischen
Lagrange–Dichten f¨ ur komplexe Skalarfelder und Majorana–Spinorfelder.
F¨ ur die Berechnung des F–Anteils in f ist es g¨ unstig, eine Darstellung dieser Su-
perfelder zu w¨ ahlen, die deren Abh¨ angigkeit von θL und θR explizit macht. Wir
deﬁnieren
x±
def = x ± θ
T
RγθL (5.B.53)
und erhalten f¨ ur die linksh¨ andigen Superfelder (5.B.37) und rechtsh¨ andigen Super-
felder (5.B.38) die Darstellung
Φ(x,θ) = φ(x+) −
√
2 θLψL(x+) + F(x+) θ
T
LθL , (5.B.54)
˜ Φ(x,θ) = ˜ φ(x−) +
√
2 θRψR(x−) − ˜ F(x−) θ
T
RθR . (5.B.55)
Die Entwicklung von φ(x+) und ˜ φ(x−) in Potenzen von x−x± endet mit Ausdr¨ ucken
in quadratischer Ordnung, die Entwicklung von ψL,R(x±) endet in erster Ordnung
und die Entwicklung von F(x+) und F(x−) endet in nullter Ordnung. Alle Aus-
dr¨ ucke h¨ oherer Ordnung besitzen drei und mehr Faktoren θL oder θR und tragen
daher nicht zu (5.B.54) und (5.B.55) bei.164 Kapitel 5. Neutralinos
Da der F–Anteil in f als Koeﬃzient vor θT
LθL auftritt, berechnen wir f bis ein-
schließlich zweiter Ordnung in θL:
[f (Φ(x,θ))]θL =
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
. (5.B.56)
In der Entwicklung wurde x+ durch x ersetzt, da θT
RγθL, multipliziert mit zwei
Faktoren θL, verschwindet. Der erste Ausdruck auf der rechten Seite kann mit
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(5.B.57)
weiter vereinfacht werden. Der Koeﬃzient vor θT
LθL ist der F–Anteil
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Die vollst¨ andige Lagrange–Dichte ist die Summe von (5.B.52), (5.B.58) und dem
komplex konjugierten von (5.B.58):
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Die Wirkung ist quadratisch in den Hilfsfeldern Fn mit konstanten Koeﬃzienten vor
dem Ausdruck | F |2. Folglich k¨ onnen die Hilfsfelder durch Variation der Lagrange–
Dichte (5.B.59) nach den Hilfsfeldern eliminiert werden. Die Lagrange–Dichte wird
station¨ ar f¨ ur
Fn = −
 
∂f(φ)
∂φn
!∗
. (5.B.60)
Einsetzen in die Lagrange–Dichte (5.B.59) liefert
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Damit ist die potentielle Energie der skalaren Felder durch V (φ) =
P
n | ∂f(φ)/∂φn |2
gegeben.
Die durch die Elimination (5.B.60) der Hilfsfelder erhaltene Wirkung ist nicht mehr
invariant unter Supersymmetrie–Transformationen der Felder ψnL und φn. Das ist
klar, da (5.B.60) sich nicht mehr nach δFn =
√
2 αL ∂ / ψnL transformiert. Aus dem-
selben Grund sind auch die Kommutatoren der Supersymmetrie– Transformatio-
nen von φn und ψnL nicht mehr durch die Antikommutatoren der Supersymmetrie–
Generatoren gegeben, d. h. sie bilden auch keine Darstellung der Supersymmetrie–
Algebra. Dies ist aber kein Widerspruch zur Existenz von Operatoren Q, die die
Supersymmetrie–Algebra erf¨ ullen und auch Supersymmetrie–Transformationen ge-
nerieren. Der Kommutator von −iαQ mit einem beliebigen Quantenfeld φn oder
ψnL im Heisenberg–Bild generiert n¨ amlich eine Supersymmetrie–Transformation mit
dem Kleinheitsparameter α. Sei Fn durch (5.B.60) gegeben. Dann ist der Kommu-
tator von −iαQ mit Fn tats¨ achlich durch δFn =
√
2 αL ∂ / ψnL gegeben, weil im
Heisenberg–Bild ψnL der Bewegungsgleichung
∂ /ψnL = −
X
m
 
∂2f(φ)
∂φn∂φm
!∗
ψmR , (5.B.62)
folgt. Außerdem erf¨ ullen auch die transformierten Quantenfelder die Superalgebera,
wenn die Bewegungsgleichungen ber¨ ucksichtigt werden.
Eichinvariante Wirkungen f¨ ur Chirale Superfelder
Die Theorien der starken, schwachen und elektromagnetischen Wechselwirkungen
sind allesamt quantisierte Eichtheorien. Eine realistische supersymmetrische Erwei-
terung der bekannten Eichtheorien muß daher invariant gegen¨ uber Supersymmetrie–
und bestimmten Eichtransformationen sein.
Gegeben seien Abelsche oder nicht–Abelsche Eichgruppen, unter denen sich der
Supersymmetrie–Generator Q invariant transformiert18. Jedes Komponentenfeld in
einem Supermultiplett muß sich auf die gleiche Art und Weise unter der Eichgruppe
transformieren. Insbesondere gilt f¨ ur ein linksh¨ andiges Superfeld



φn(x)
ψnL(x)
Fn(x)


 −→
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


φm(x)
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Fm(x)


 . (5.B.63)
Hierbei bezeichnen die tA hermiteische Matrizen, die die Algebra der Eichgruppe
darstellen und ΛA(x) bezeichnen reelle Funktionen der Raum–Zeit–Koordinaten,
die die Eichgruppe parametrisieren.
18N = 1 Supersymmetrie hat nur einen Generator (Majorana–Spinor), der somit nur die triviale
Darstellung einer halbeinfachen Eichgruppe aufspannen kann.166 Kapitel 5. Neutralinos
Das linksh¨ andige Superfeld (5.B.37) beinhaltet Ableitungen von Komponentenfel-
dern, so daß sein Transformationsverhalten unter der Eichgruppe komplizierter als
(5.B.63) ist. In Abh¨ angigkeit von θL und x+ ist dies aber nicht der Fall und das
Superfeld transformiert sich folgendermaßen:
Φn(x,θ) −→
X
m
"
exp
 
i
X
A
Λ
A(x)tA
!#
nm
Φm(x,θ) . (5.B.64)
Alle Ausdr¨ ucke in der Wirkung, die ausschließlich von linksh¨ andigen Superfeldern
und nicht von deren Ableitungen oder komplex Konjugierten abh¨ angen, wie der F–
Anteil
R
vol
(4)[f(Φ)]F, sind invariant unter den lokalen Eichtransformationen (5.B.64),
vorausgesetzt sie sind invariant unter den entsprechenden globalen Transformatio-
nen. Die Notwendigkeit, Eichfelder in renormierbare Theorien chiraler Superfelder
einzuf¨ uhren, r¨ uhrt her von den D–Anteilen der Wirkung, die Produkte von Φ und
Φ∗ beinhalten. Da die Matrizen tA hermiteisch sind, folgt
Φ
†
n(x,θ) −→
X
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Φ
†
m(x,θ)
"
exp
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A(x+)
∗tA
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mn
. (5.B.65)
Das Problem besteht in dem Unterschied zwischen Λ(x+)∗ = Λ(x−) und Λ(x+). Da-
her ist keine Funktion von Φ und Φ† invariant unter lokalen Eichtransformationen.
Wegen des Unterschiedes zwischen x+ und x− sind wir gezwungen, einen Zusam-
menhang Γ(x,θ) mit dem Transformationsverhalten
Γ(x,θ) −→ exp
 
+i
X
A
Λ
A(x+)
∗tA
!
Γ(x,θ) exp
 
−i
X
A
Λ
A(x+)tA
!
(5.B.66)
herzustellen. Jede global eichinvariante Funktion von Φ und Φ†Γ, die keine Ableitun-
gen oder hierzu komplex konjugierte Ausdr¨ ucke beinhaltet, ist auch lokal eichinvari-
ant. Die eichinvariante Version (Φ†ΓΦ)D des D–Anteils in der im letzten Abschnitt
konstruierten Lagrange–Dichte dient als oﬀensichtliches Beispiel.
Jede sich nach (5.B.66) transformierende Funktion kann als Zusammenhang zur
Konstruktion von eichinvarianten Lagrange–Dichten chiraler Superfelder benutzt
werden. F¨ ur Rechnungen ist es n¨ utzlich, Γ durch Felder auszudr¨ ucken, deren Ver-
halten unter Eichtransformationen nicht von einer speziellen Darstellung der Algebra
der Eichgruppe abh¨ angen, unter der sich das chirale Superfeld transformiert. Wir
w¨ ahlen daher
Γ(x,θ) = exp
 
−2
X
A
tAV
A(x,θ)
!
, (5.B.67)
wobei V A eine Menge von reellen Superfelder sind, die nicht von der Darstellung der
Algebra abh¨ angen.
Es gibt noch eine weitere Symmetrie supersymmetrischer Eichtheorien, die wir zur
Konstruktion von V A ausnutzen: Gegeben sei eine wie weiter oben speziﬁzierte Funk-
tion von Φ und Φ†Γ, die unter globalen Eichtransformationen invariant ist. DannAnhang B 167
ist sie nicht nur unter den lokalen Eichtransformationen (5.B.64)–(5.B.66) invariant,
sondern auch unter einer gr¨ oßeren Gruppe erweiterter Eichtransformationen
ΦnL(x,θ) −→
X
m
"
exp
 
i
X
A
tAΩ
A(x,θ)
!#
nm
ΦmL(x,θ) (5.B.68)
und
Γ(x,θ) −→ exp
 
−i
X
A
tAΩ
A(x,θ)
!
Γ(x,θ) exp
 
+i
X
A
tAΩ
A(x,θ)
!
, (5.B.69)
wobei ΩA(x,θ) ein beliebiges linksh¨ andiges Superfeld bezeichne also eine beliebige
Funktion von x+ und θL. Dann gilt
V
A(x,θ) −→ V
A(x,θ) +
i
2

Ω
A(x,θ) − Ω
A(x,θ)
∗

+ ... , (5.B.70)
wobei die Punkte Ausdr¨ ucke bezeichnen, die von Kommutatoren stammen, die
von erster oder h¨ oherer Ordnung in der Eichkopplung sind. Da Ω ein beliebiges
linksh¨ andiges Superfeld sein kann, gilt mit (5.B.37)
Ω
A(x,θ) = W
A(x,θ) −
q
(2)

θPLw
A(x)

+ W
A(x)

θPLθ

+
1
2

θγ5γµθ

∂
µW
A(x) −
1
√
2

θγ5θ
 
θ∂ / PLw
A(x)

−
1
8

θγ5θ
2
∂
2W
A(x) , (5.B.71)
wobei W A und WA komplexe Funktionen von x seien, wA bezeichne einen Majorana–
Spinor und PL
def = 1/2(1+γ5) sei der linksh¨ andige Projektionsoperator mit PLwA =
wA
L. F¨ ur das komplex konjugierte Superfeld erhalten wir
Ω
A(x,θ)
∗ = W
A∗(x,θ) −
q
(2)

θPRw
A(x)

+ W
A∗(x)

θPRθ

−
1
2

θγ5γµθ

∂
µW
A∗(x) −
1
√
2

θγ5θ
 
θ∂ / PRw
A(x)

−
1
8

θγ5θ
2
∂
2W
A∗(x) . (5.B.72)
Die reellen Superfelder V A sind wie in (5.B.9) durch Komponentenfelder gegeben:
V
A(x,θ) = C
A(x) − i

θγ5ω
A(x)

−
i
2

θγ5θ

M
A(x) −
1
2

θθ

N
A(x)
+
i
2

θγ5γ
µθ

V
A
µ (x) − i

θγ5θ
 
θ

λ
A(x) +
1
2
∂ /ω
A(x)

−
1
4

θγ5θ
2 
D
A(x) +
1
2
∂
2C
A(x)

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mit reellen Funktionen CA, MA, NA und V A
µ und Majorana–Spinoren ωA und λA.
Einsetzen von (5.B.71)–(5.B.73) in (5.B.70) liefert das Verhalten der Komponenten-
felder unter erweiterten Eichtransformationen
C
A(x) −→ C
A(x) − ImW
A(x) ,
ω
A(x) −→ ω
A(x) + (1/
√
2)w
A(x) ,
V
A
µ (x) −→ V
A
µ (x) + ∂µReW
A(x) ,
M
A(x) −→ M
A(x) − ReW
A(x) , (5.B.74)
N
A(x) −→ N
A(x) − ImW
A(x) ,
λ
A(x) −→ λ
A(x) ,
D
A(x) −→ D
A(x) , (5.B.75)
wobei wieder Ausdr¨ ucke in erster oder h¨ oherer Ordnung in der Eichkopplung un-
terdr¨ uckt wurden. Wir ﬁxieren jetzt die Eichung und w¨ ahlen die sogenannte Wess–
Zumino–Eichung (Wess und Zumino, 1974; Ferrara und Zumino, 1974; Salam und
Strathdee, 1974):
C
A ≡ ω
A ≡ M
A ≡ N
A ≡ 0 . (5.B.76)
In der Wess–Zumino–Eichung ﬁnden wir f¨ ur das reelle Superfeld ausgedr¨ uckt durch
die Komponentenfelder
V
A(x,θ) =
i
2

θγ5γ
µθ

V
A
µ (x) − i

θγ5θ
 
θλ
A(x)

−
1
4

θγ5θ
2
D
A(x) . (5.B.77)
In nullter Ordnung in den Eichkopplungen brauchen wir jetzt nur noch ImW A ≡ C,
wA ≡ −
√
2ωA und WA ≡ MA − iNA zu fordern. F¨ ur Abelsche Eichtheorien ist
die Konstruktion beendet, da die Strukturkonstanten hier verschwinden. F¨ ur nicht–
Abelsche Eichtheorien ist die Lage komplizierter, da zu ImW A, wA und WA Aus-
dr¨ ucke in erster Ordnung in der Eichkopplung addiert werden m¨ ussen, um Kom-
mutatoren von Ausdr¨ ucken in nullter Ordnung zu eliminieren und so weiter. Es ist
keineswegs trivial, in allen Ordnungen die Wess–Zumino-Eichung zu erf¨ ullen. Wir
geben uns hier mit dem Resultat zufrieden, daß dies m¨ oglich ist.
Aus den Transformationsregeln (5.B.10)–(5.B.13) folgt, daß die Wess–Zumino–Eich-
ung (5.B.76) nicht invariant unter Supersymmetrie–Transformationen ist. Die Wir-
kung ist in dieser Eichﬁxierung weder invariant unter den erweiterten Eichtransfor-
mationen noch unter Supersymmetrie–Transformationen. Supersymmetrie–Trans-
formationen der Wirkung f¨ uhren uns aus der Wess–Zumino–Eichung heraus. Dieses
Manko kann aber durch spezielle erweiterte Eichtransformationen wieder beseitigt
werden. Allerdings bleibt die Wirkung invariant unter den gew¨ ohnlichen Eichtrans-
formationen (5.B.64)–(5.B.66), die die Wess–Zumino–Eichung erhalten. Die letzte
Aussage beweisen wir im Folgenden.Anhang B 169
Gegeben sei ein Eichsuperfeld in Wess–Zumino–Eichung. Wir untersuchen sein Ver-
halten unter inﬁnitesimalen Eichtransformationen. ΩA(x+) ist in diesem Fall ein
linksh¨ andiges Superfeld von der Gestalt (5.B.37), allerdigs fehlen die ψL– und F–
Anteile. Die φ–Komponenten sind durch reelle Funktionen ΛA gegeben:
Ω
A(x+) = Λ
A(x) +
1
2

θγ5γµθ

∂
µ −
1
8

θγ5θ
2
∂
2Λ
A(x) (5.B.78)
wobei ΛA als Kleinheitsfunktionen angenommen werden. Mit der Baker–Hausdorﬀ–
Formel erhalten wir f¨ ur inﬁnitesimale Eichtransformationen aus (5.B.66) das Trans-
formationsverhalten der Komponentenfelder (5.B.77)
V
A
µ (x,θ) −→
X
BC
C
A
BCV
B
µ (x)Λ
C(x) + ∂µΛ
A(x) , (5.B.79)
λ
A(x) −→
X
BC
C
A
BCλ
B(x)Λ
C(x) , (5.B.80)
D
A(x) −→
X
BC
C
A
BCD
B(x)Λ
C(x) . (5.B.81)
Die Gleichung (5.B.79) ist das Transformationsgesetz f¨ ur Yang–Mills Eichfelder. Die
Gleichungen (5.B.80) und (5.B.81) zeigen, daß sich λA und DA wie Materiefelder
unter der adjungierten Darstellung der Eichgruppe transformieren. Die Majorana–
Spinoren λA heißen Gauginos, die reellen Skalare DA werden sich als ein weiterer
Satz von Hilfsfeldern herausstellen.
Nun bleibt nur noch die Matrix Γ zu berechnen, die zur Konstruktion von eichinva-
rianten Funktionen chiraler Superfelder ben¨ otigt wird. Die Entwicklung des Expo-
nentials bricht nach O(θ4) ab und wir erhalten in der Wess–Zumino–Eichung
Γ(x,θ) = 1 − i

θγ5γ
µθ
 X
A
tAV
A
µ (x)
−
1
2

θγ5γ
µθ
 
θγ5γ
νθ
 X
AB
tAtBV
A
µ (x)V
A
ν (x)
+2i

θγ5θ
 X
A
tA

θλ
A(x)

+
1
2

θγ5θ
2 X
A
tAD
A(x) . (5.B.82)
Es macht dann keine Schwierigkeiten, den Ausdruck [Φ†ΓΦ]θ4 und daraus, wie im
letzten Abschnitt den D–Anteil [Φ†ΓΦ]D:
1
2
h
Φ
†ΓΦ
i
D = −(Dµφ)
† D
µφ
−
1
2
ψLγ
µDµψL +
1
2

DµψL

γ
µψL + F
†F
+i
√
2
X
A

ψLtAλ
A

φ − i
√
2
X
A
φ
†

λAtAψL

−
X
A
D
A

φ
†tAφ

, (5.B.83)170 Kapitel 5. Neutralinos
wobei wir gleich eichinvariante Ableitungen
D
def = ∂ − i
X
A
tAV
A (5.B.84)
einf¨ uhren, damit die Eichinvarianz des D–Anteils evident wird.
Gleichung (5.B.83) ist die eichinvariante kinetische Lagrange–Dichte f¨ ur die skalaren
und Spinor–Komponenten eines linksh¨ andigen Superfeldes zusammen mit Yukawa–
Kopplungen der Gauginos an diese Komponenten und Ausdr¨ ucke in den Hilfsfeldern
F und DA.
Eichinvariante Wirkung f¨ ur Supereichfelder
Ein nat¨ urlicher Ansatz f¨ ur die Lagrange–Dichte der Felder V A
µ , λA und DA ist
LEich = −
1
4
X
A
f
2
A −
1
2
X
A
λA (D /λ)A +
1
2
X
A
D
2
A . (5.B.85)
Im allgemeinen ist der Feldst¨ arketensor von der Form
fA = dVA +
X
BC
CABCVB ⊗ VC . (5.B.86)
F¨ ur eine Abelsche Eichgruppe verschwinden alle Strukturkonstanten. Die eichkova-
riante Ableitung D eines Gaugino–Feldes ist in der adjungierten Darstellung der
Eichgruppe durch
(Dλ)A = ∂λA +
X
BC
CABCVBλC (5.B.87)
gegeben. Im weiteren untersuchen wir, ob die eichinvariante Lagrange–Dichte (5.B.85)
invariant unter Supersymmetrie–Transformationen ist.
Da die Lagrange–Dichte (5.B.85) manifest eichinvariant ist, k¨ onnen wir die Fra-
ge nach ihren Verhalten unter Supersymmetrie–Transformationen in jeder m¨ ogli-
chen Eichung untersuchen. Wir w¨ ahlen eine spezielle Version der Wess–Zumino–
Eichung, n¨ amlich V
µ
A(X) = 0 im Raum–Zeit–Punkt X. Im Punkt x = X gilt dann
f¨ ur die Variation der Komponentenfelder unter inﬁnitesimalen Supersymmetrie–
Transformationen mit (5.B.14)–(5.B.16)
δV
µ
A = αγ
µλA , (5.B.88)
δλA =
1
4
fA µν [γ
µ,γ
ν] + iγ5DA

α , (5.B.89)
δDA = iαγ5∂ /λA . (5.B.90)
F¨ ur den Feldst¨ arketensor ﬁnden wir
δfA µν = −α(γµ∂ν − γν∂µ)λA , (5.B.91)Anhang B 171
da die Ausdr¨ ucke quadratisch in V im Punkt x = X eine verschwindende Varia-
tion besitzen. Mit vielleicht einer Ausnahme liefern die Ausdr¨ ucke in (5.B.85) eine
supersymmetrische Wirkung. Die m¨ ogliche Ausnahme r¨ uhrt her vom zweiten Sum-
manden auf der rechten Seite von der eichinvarianten Ableitung des Gaugino–Feldes
(5.B.87). Wir deﬁnieren
LλV λ
def = −
1
2
X
ABC
CABC λAV /BλC . (5.B.92)
Die Variation hiervon im Punkt x = X ist
δLλV λ = −
1
2
X
ABC
CABC λA (δV /B)λC
= −
1
2
X
ABC
CABC

λAγµλC

(αγ
µλB) . (5.B.93)
Mit Hilfe von gew¨ ohnlichen Fierz–Identit¨ aten und der Vertauschungseigenschaft der
Spinoren kann das Produkt von Bilinearformen auf der rechten Seite von (5.B.93)
in zwei symmetrische Ausdr¨ ucke zerlegt werden, die jeweils mit den total antisym-
metrischen Strukturkonstanten CABC kontrahiert werden. Als Ergebnis erhalten wir
daher δLλV λ = 0. Folglich liefert (5.B.85) tats¨ achlich eine eichinvariante supersym-
metrische Wirkung.
Wir k¨ onnen die supersymmetrische Wirkung (5.B.85) auch direkt konstruieren. Dazu
muß das Superfeld mit den Komponentenfelder fA µν, λA und DA bestimmt werden.
Unter einer verallgemeinerten Eichtransformation verh¨ alt sich VA nach (5.B.70),
wobei die Transformation durch ein allgemeines linkh¨ andiges Superfeld ΩA generiert
wird. Allerdings ist diese Transformation nicht eichinvariant, da Ω∗
A 6= ΩA. Wir
deﬁnieren das Superfeld
2
X
A
tAWAL α(x,θ)
def =
X
βγ
βγDRβDRγ
"
exp
 
−2
X
A
tAVA(x,θ)
!
×DLαexp
 
2
X
A
tAVA(x,θ)
! #
. (5.B.94)
WAL α ist linksh¨ andig, da DR ⊗ DR ⊗ DR verschwindet und damit
DR ⊗ WAL(x,θ) ≡ 0 . (5.B.95)
Weiterhin gilt DR ⊗DR ⊗DLΩA ∼ DRΩA ≡ 0. Mit dieser Beziehung folgt, daß WAL
im verallgemeinerten Sinne eichinvariant ist:
X
A
tAWAL(x,θ) −→ exp
 
−i
X
A
tAΩA(x,θ)
!
X
A
tAWAL(x,θ)
×exp
 
+i
X
A
tAΩA(x,θ)
!
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F¨ ur die Berechnung des Spinor–Superfeldes im Punkt x = X w¨ ahlen wir wieder die
Wess–Zumino–Eichung in der Form VA(X) = 0. Da WAL eichinvariant ist, notieren
wir das Ergebnis gleich allgemein in einem beliebigen Raum–Zeit–Punkt
WAL(x,θ) = λAL(x+) +
1
2
γ
µγ
νθLfA µν(x+)
+(θLθL)D /λAR(x+) − iθLDA(x+) . (5.B.97)
Daraus kann nun ein Lorentz– und eichinvarianter F–Anteil bilinear in W konstru-
iert werden
−


X
Aαβ
αβWAL αWAL β


F
=
X
A
"
− 2

λA∂ /PRλA

−
1
2
f
2
A
+
i
4
µνρσf
µν
A f
ρσ
A + D
2
A
#
. (5.B.98)
Die eichinvariante Lagrange–Dichte (5.B.85) ist durch den Realteil dieses F–Anteils
gegeben:
LEich = −
1
2
Re


X
Aαβ
αβWALαWALβ


F
. (5.B.99)
Bleibt noch der Imagin¨ arteil des F–Anteils:
−Im


X
Aαβ
αβWALαWALβ


F
= −i
X
A
λAD /γ5λA
+
1
4
µνρσ
X
A
f
µν
A f
ρσ
A . (5.B.100)
Beide Ausdr¨ ucke auf der rechten Seite k¨ onnen als Ableitungen geschrieben wer-
den. In Abelschen Theorien liefert (5.B.100) keinen Beitrag zur Wirkung. In nicht–
Abelschen Theorien jedoch existieren Instanton–L¨ osungen, die es erlauben, daß ein
Raum–Zeit–Integral ¨ uber die Dichte (5.B.100) einen von Null verschiedenen Wert
besitzen kann. Wir m¨ ussen daher einen neuen Term in der Lagrange–Dichte zulassen:
Lθ = −
g2θ
16π2Im


X
Aαβ
αβWALαWALβ


F
, (5.B.101)
wobei θ einen reellen Parameter bezeichne, g die wie gew¨ ohnlich deﬁnierte Eich-
kopplung19. F¨ ur einfache Eichgruppen ist dann
Z
vol
(4)µνρσ
X
A
f
µν
A f
ρσ
A = 64π
2κ/g
2 , (5.B.102)
19Gegeben sei eine einfache Eichgruppe. tA, tB und tC seien in der SU(2)–Unteralgebra der
Eichgruppe. Dann wird g durch CABC = gABC deﬁniert.Anhang B 173
mit der ganzen Zahl κ. κ heißt Windungszahl und klassiﬁziert die topologische Klasse
der Eichfeldkonﬁguration. F¨ ur Instantonen mit Windungszahl κ liefert die Lagrange–
Dichte Lθ eine Phase zum Wirkungsexponential

exp

i
Z
vol
(4)Lθ

κ
= exp(iκθ) . (5.B.103)
θ hat also einen mit der Periode 2π periodischen Einﬂuß.
H¨ auﬁg wird die Eichkopplung g in den Eichfeldern absorbiert, so daß die Struktur-
konstanten nicht mehr von g abh¨ angen. Stattdessen wird dann die Lagrange–Dichte
mit einem Vorfaktor 1/g2 multipliziert. Wir w¨ ahlen im Weiteren diese Notation
mit den transformierten Eichfeldern und Strukturkonstanten ohne diese anders zu
bezeichnen. Die vollst¨ andige Lagrange–Dichte ist dann durch
LEich + Lθ = Re

 iτ
8π
X
Aαβ
αβWAL αWAL β


F
(5.B.104)
gegeben. τ heißt komplexer Kopplungsparameter und ist deﬁniert als
τ
def =
4πi
g2 +
θ
2π
. (5.B.105)
Renormierbare Eichtheorien mit chiralen Superfeldern
Wir benutzen nun die Ergebnisse der letzten drei Abschnitten zur Konstruktion der
allgemeinsten renormierbaren Wirkung von wechselwirkenden chiralen Superfeldern.
Addition von (5.B.83), (5.B.99), (5.B.101) liefert die Lagrange–Dichte
L =
1
2
"
Φ
†exp
 
−2
X
A
tAVA
!
Φ
#
D
−
1
2
Re
X
A

W
T
ALEAL

F
−
g2θ
16π2
X
A
Im

W
T
ALEAL

F
= −
X
n
(Dµφ)
∗
n (D
µφ)n −
1
2
X
n
ψnγ
µ (Dµψ)n +
X
n
F
∗
nFn
−Re
X
nm
∂2f(φ)
∂φn∂φm

ψ
T
nLψmL

+ 2 Re
X
n
∂f(φ)
∂φn
Fn
−2
√
2 Im
X
Anm
(tA)nm

ψnL λA

φm + 2
√
2 Im
X
Anm
(tA)nm

ψnR λA

φ
∗
m
−
X
Anm
φ
∗
n (tA)nm φmDA −
X
A
ζADA +
1
2
X
A
DADA
−
1
4
X
A
f
2
A −
1
2
X
A
λA (D /λ)A +
g2θ
64π2µνρσ
X
A
f
µν
A f
ρσ
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Hierbei ist f(φ) das Superpotential– eine eichinvariante komplexe Funktion der φn
(aber nicht ihrer komplex Konjugierter), die aufgrund der Renormierbarkeitsforde-
rung ein kubisches Polynom ist. Weiterhin bezeichne ζA Konstanten, die nur dann
von Null verschieden sind, wenn die Elemente der Eichalgebra U(1)–Generatoren
sind. Die eichinvarianten Ableitungen sind durch
DψL
def =
 
∂ − i
X
A
tAVA
!
ψL , (5.B.107)
Dφ
def =
 
∂ − i
X
A
tAVA
!
φ , (5.B.108)
(Dλ)A
def =
 
δAC∂ +
X
BC
CABCVB
!
λC (5.B.109)
deﬁniert, der eichinvariante Feldst¨ arke–Tensor ist
fA = dVA +
X
BC
CABCVB ⊗ VC . (5.B.110)
Die Lagrange–Dichte ist quadratisch in den Hilfsfeldern mit konstanten Koeﬃzienten
vor |F|2 und D2
A. Folglich k¨ onnen die Hilfsfelder durch Variation der Lagrange–
Dichte (5.B.106) nach den Hilfsfeldern eliminiert werden. Die Lagrange–Dichte ist
station¨ ar f¨ ur
Fn = −(∂f(φ)/∂φn)
∗ , (5.B.111)
DA = ζA +
X
mn
φ
∗
n (tA)nm φm . (5.B.112)
Einsetzen in (5.B.106) liefert die Lagrange–Dichte
L = −
X
n
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∗
n (D
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X
n
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
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∂φn∂φm
!∗ 
ψ
T
nLψmL
∗
−
X
n

 


∂f(φ)
∂φn

 


2
+i
√
2
X
Anm

ψnL (tA)nm λA

φm − i
√
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−
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A
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g2θ
64π2µνρσ
X
A
f
µν
A f
ρσ
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Wegen Lorentz–Invarianz verschwindet der Vakuumerwartungswert der Felder ψnL,
λA und fA. Der Vakuumerwartungswert der φn hingegen verschwindet nicht, sondern
ist auf Baumgraphen–Niveau durch das Minimum des Potentials
V (φ) =
X
n

 


∂f(φ)
∂φn

 


2
+
1
2
X
A
 
ζA +
X
nm
φ
∗
n (tA)nm φm
!2
(5.B.114)
gegeben. Da das Potential f¨ ur alle Feldkonﬁgurationen positiv ist, gen¨ ugt es nach
einer Feldkonﬁguration zu suchen, f¨ ur die das Potential verschwindet. Existiert eine
solche Konﬁguration, so liefert sie automatisch ein Minimum des Potentials. V (φ)
verschwindet in φn = φn0 genau dann, wenn
Fn0 = −
"
∂f(φ)
∂φn
#∗
φ=φ0
, (5.B.115)
DA0 = ζA +
X
nm
φ
∗
n0 (tA)nm φm0 = 0 . (5.B.116)
Dies ist die notwendige und hinreichende Bedingung daf¨ ur, daß Supersymmetrie
nicht spontan gebrochen ist, denn aus (5.B.39) folgt h0|δψnL|0i =
√
2h0|Fn|0iαL
und aus (5.B.15) folgt h0|δλA|0i = ih0|DA|0iγ5α.
Das MSSM
In diesem Abschnitt werden wir zumindest in groben Z¨ ugen die Bestandteile von
supersymmetrischen Erweiterungen des Standard–Modells vorstellen und analysie-
ren. Insbesondere konzentrieren wir uns auf die weiter unten erl¨ auterte minimale
supersymmetrische Erweiterung des Standard–Modells (MSSM).
Keiner der Fermionen im Standard–Modell geh¨ ort zur adjungierten Darstellung der
Eichgruppe SU(3) × SU(2) × U(1). Folglich k¨ onnen sie nicht Superpartner der be-
kannten Eichbosonen sein und m¨ ussen daher Komponenten chiraler Superfelder sein.
Wir deﬁnieren Ui und Di, Ui und Di, Ni, Ei und Ei als die linksh¨ andigen Superfelder,
deren ψL–Komponenten die linksh¨ andigen Felder der Quarks mit Ladungen +2e/3
und −e/3, der Antiquarks mit Ladungen −2e/3 und +e/3, der Leptonen mit Ladung
0, −e und der Antileptonen mit Ladung +e. Der Index i ∈ {1,2,3} kennzeichnet wie
gew¨ ohnlich die Generationen20. Die Superfelder Ui und Di bilden SU(2)–Dubletts,
Ni und Ei ebenfalls. Die anderen Superfelder bilden SU(2)–Singuletts. Die Quark–
Superfelder bilden SU(3)–Tripletts und die Antiquarks entsprechend Antitripletts.
Die Leptonen bilden SU(3)–Singuletts. Die durch die skalaren Komponenten be-
schriebenen Teilchen heißen Squarks, Antisquarks, Sleptonen und Antisleptonen. Au-
20So bezeichnen zum Beispiel die Spinor–Komponenten von U1, U2 und U3 jeweils die linksh¨ andi-
gen Felder der u, c und t Quarks.176 Kapitel 5. Neutralinos
ßerdem gibt es noch die Spin–1/2 Superpartner (Gauginos) der zu SU(3), SU(2)
und U(1) geh¨ orenden Eichbosonen. Sie heißen Gluino, Wino und Bino21.
Außerdem wird noch ein Mechanismus ben¨ otigt, der die spontane Brechung von
SU(2) × U(1), und damit die Massen aller Leptonen und Quarks sowie der Eichbo-
sonen W ± und Z0, generiert. Die einfachste Realisierung hierf¨ ur besteht darin, zwei
weitere SU(2)–Dubletts linksh¨ andiger Superfelder einzuf¨ uhren
H1
def =
 
H0
1
H
−
1
!
, H2
def =
 
H
+
2
H0
2
!
, (5.B.117)
die in der Lagrange–Dichte als Linearkombinationen der eichinvarianten F–Anteile
h
DiH
0
1 − UiH
−
1
i
F ,
h
EiH
0
1 − NiH
−
1
i
F , (5.B.118)
und h
DiH
+
2 − UiH
0
2
i
F (5.B.119)
auftreten. Ein von Null verschiedener Erwartungswert der skalaren Komponente von
H0
1 generiert die Massen der geladenen Leptonen und Quarks mit Ladung −e/3. Ein
von Null verschiedener Erwartungswert der skalaren Komponente von H0
2 generiert
die Massen der Quarks mit Ladungen +2e/3. Diese Erwartungswerte generieren
ebenfalls die Masse der Eichbosonen W ± und Z0. Supersymmetrie verbietet, daß die
komplex Konjugierten der linksh¨ andigen Superfelder H1 und H2 im Superpotential
auftreten. Deshalb kann der Erwartungswert der skalare Komponenten von H0
1 keine
Masse f¨ ur die Quarks mit Ladung +2/3e generieren, und der Erwartungswert der
skalaren Komponente von H0
2 kann keine Masse f¨ ur die Quarks mit Ladung −e/3
oder die geladenen Leptonen generieren. Dies ist der Grund f¨ ur die Einf¨ uhrung von
zwei SU(2)–Dubletts linksh¨ andiger Superfelder H1 und H2.
Nat¨ urlich kann es mehr als ein H1– und/oder H2– Dubletts geben. Ihre Anzahl ist
aber durch die Forderung, daß die Theorie keine Anomalien aufweise, beschr¨ ankt.
Die Eichsymmetrien des nicht–supersymmetrischen Standard–Modells sind frei von
Anomalien. Diese quantenmechanische Konsistenz ¨ ubertr¨ agt sich nicht ohne weite-
res auf die supersymmetrische Erweiterung, da dort neue Spinoren in der Lagrange–
Dichte auftreten22. Probleme k¨ onnten von den Ausdr¨ ucken mit Higgsinos– den Spin–
1/2 Komponenten der Superfelder (H0
1,H
−
1 ) und (H
+
2 ,H0
2) herr¨ uhren. Tats¨ achlich
21Die Energieskala, auf der Supersymmetrie gebrochen ist, sollte erheblich ¨ uber 300 GeV lie-
gen, also ¨ uber der Skala, auf der SU(2) × U(1) gebrochen wird. Dann sollte es einen relevanten
Energiebereich geben, in dem Supersymmetrie, aber nicht SU(2)×U(1), gebrochen ist. In diesem
Bereich werden die Massen der Gauginos durch die SU(2)×U(1)–Symmetrie kontrolliert. Die neu-
tralen elektroschwachen Gauginos mit deﬁniter Masse sind dann Superpartner des SU(2)–Tripletts
W0 und des SU(2)–Singuletts B, anstatt Superpartner des Z0 und Photons. Die neutralen elek-
troschwachen Gauginos heißen dann Wino und Bino. Wenn SU(2) × U(1)–Brechung in Betracht
gezogen wird, dann mischen Wino und Bino.
22Die Gauginos bereiten in dieser Hinsicht keine Probleme, weil ihre linksh¨ andigen Komponenten
zur adjungierten Darstellung der Theorie geh¨ oren und diese f¨ ur alle Eichgruppen reell ist.Anhang B 177
produziert jedes (H0
1,H
−
1 )–Dublett eine SU(2)–SU(2)–U(1)–Anomalie, genauso je-
des (H
+
2 ,H0
2)–Dublett. Die von (H0
1,H
−
1 ) und (H
+
2 ,H0
2) generierten Anomalien un-
terscheiden sich lediglich im Vorzeichen. F¨ ur die Anomalie–Freiheit der Theorie ist
es daher zwingend, daß genauso viele (H0
1,H
−
1 ) wie (H
+
2 ,H0
2)–Dubletts auftreten.
Die bisherige Konstruktion hat gegen¨ uber dem nicht–supersymmetrischen Standard–
Modell einen entscheidenden Nachteil. Im nicht–supersymmetrischen Standard–Mo-
dell kann es keine mit der Renormierbarkeit der Theorie vertr¨ agliche Wechselwir-
kung geben, die Baryonzahl– oder Leptonzahlerhaltung verletzt. Dagegen gibt es
einige supersymmetrische SU(3) × SU(2) × U(1) invariante F–Anteile, die beide
Erhaltungss¨ atze verletzen, ohne die Eichsymmetrie zu zerst¨ oren:
h
(DiNj − UiEj)Dk
i
F ,
h
(EiNj − NiEj)Ek
i
F (5.B.120)
und auch h
DiDjUk
i
F . (5.B.121)
Es ist unm¨ ogich, den Sleptonen und Squarks erhaltene Lepton– und Baryonzah-
len zuzuordnen, wenn die F–Anteile (5.B.120) und (5.B.121) zur Konstruktion
einer Lagrange–Dichte verwandt werden. Zum Beispiel w¨ urde der Austausch des
im D–Superfeld enthaltenen skalaren Bosons zwischen den Vertizes (5.B.120) und
(5.B.121) zum Prozess uLdRuR → eR f¨ uhren, der als Zerfall p → π0 + e+ observa-
bel w¨ are. Um solche Probleme zu vermeiden, muß eine weitere Annahme gemacht
werden, die einige oder alle Wechselwirkungen vom Typ (5.B.120) und (5.B.121)
ausschließt.
Es ist nicht notwendig, alle Wechselwirkungen (5.B.120) und (5.B.121) auszuschlie-
ßen. Nehmen wir zum Beispiel lediglich Baryonenzahlerhaltung mit der ¨ ublichen
Konvention an: den linksh¨ andigen Superfelder Ui und Di wird die Baryonzahl +1/3
zugeordnet, den Ui und Di die Baryonzahl −1/3 und die Li, Ei, H1 und H2 erhal-
ten die Baryonzahl 0. Dies erlaubte die Wechselwirkungen (5.B.120) und verb¨ ote
gleichzeitig (5.B.121). Die Wechselwirkungen (5.B.120) verletzen alleine nicht die
Leptonzahlerhaltung, vorausgesetzt den skalaren Komponenten der Superfelder wer-
den geeignete Leptonzahlen zugeordnet. Dazu wird den Superfeldern Ni und Ei die
Leptonzahl 0, den Superfeldern Ui, Di, Ui und Di die Leptonzahl −1, −2 den Super-
feldern Ei, 0 den Superfeldern H1 und H2 und −1 und +1 den θL und θR zugeordnet.
Alle Quarks und Leptonen haben dann konventionelle Leptonzahlen: die als Koeﬃ-
zienten vor θL in Ni und Ei auftretenden fermionischen Komponenten νiL und eiL
haben Leptonzahl 0 + 1 = +1, die fermionischen Komponenten eiR der Superfelder
Ei haben Leptonzahl −2 + 1 = −1, und Quarks und Antiquarks haben Leptonzahl
−1+1 = 0. Die fermionischen Komponenten von H1 und H2 (die sogenannten Higgs-
inos) haben Leptonzahl 0+1 = 1. Andererseits haben die skalaren Komponenten der
Superfelder dieselben Leptonzahlen wie die Superfelder selbst, d. h. die Zuweisung
ist un¨ ublich. Der F–Anteil eines linksh¨ andigen Superfeldes ist der Koeﬃzient vor θ2
L.
Damit haben die Wechselwirkungen (5.B.120) die Leptonzahlen −1+0−1+2 = 0178 Kapitel 5. Neutralinos
und 0 + 0 − 2 + 2 = 0, die Wechselwirkungen (5.B.118) von H1 haben Leptonzahl
−1+0−1+2 = 0 und 0+0−2+2 = 0, und die Wechselwirkungen (5.B.119) von
H2 haben die Leptonzahl −1+0−1+2 = 0. Folglich erhalten diese Wechselwirkun-
gen die Leptonenzahl. Weiterhin haben die skalaren Komponenten von H1 und H2
die Leptonzahl 0, so daß auch ihr Vakuumserwartungswert die Leptonzahlerhaltung
respektiert. Mit dieser Zuweisung von Leptonzahlen verbietet Leptonzahlerhaltung
jede renormierbare, die Baryonzahlerhaltung nicht respektierende Wechselwirkung.
Die Wechselwirkung (5.B.121) hat Leptonzahl −1 − 1 − 1 + 2 = −1 und ist damit
verboten.
Gew¨ ohnlich wird allerdings angenommen, daß globale Symmetrien wie Lepton– und
Baryonzahlerhaltung die Wechselwirkungen (5.B.120) und (5.B.121) ausschließen.
Dies w¨ urden auch von Symmetrien garantiert, die lediglich die Erhaltung einer Li-
nearkombination von Lepton– und Baryonzahl erhalten. Ein bekannter Vertreter
dieser Symmetrien ist die Kombination Baryonzahl minus Leptonzahl, die außer-
dem frei von Anomalien ist.
Es gibt starke und begr¨ undete Zweifel an der Existenz von exakten kontinuierlichen
globalen Symmetrien. In der Stringtheorie folgt n¨ amlich aus deren Vorhandensein die
Existenz eines masselosen Spin–1 Teilchens, das an den zur Symmetrie geh¨ orenden
Strom koppelt. Dann muß diese Symmetrie aber eine lokale sein (Banks und Dixon,
1988; Polchinsky, 1998). Die Wechselwirkungen (5.B.120) und (5.B.121) k¨ onnen al-
lerdings durch eine diskrete globale Symmetrie verhindert werden, der Erhaltung der
sogenannten R–Parit¨ at. Sie ist durch
ΠR
def = (−1)
F (−1)
3(B−L) (5.B.122)
deﬁniert. Hierbei ist (−1)
F gleich +1 f¨ ur alle Bosonen und −1 f¨ ur alle Fermionen. B
und L bezeichnen die Baryon– und Leptonzahl. Die R–Parit¨ at ist per deﬁnitionem
+1 f¨ ur Quarks, Leptonen, Eichbosonen und Higgs–Bosonen, und −1 f¨ ur deren Su-
perpartner. Da (−1)
F immer erhalten ist, ist R–Parit¨ at eine Erhaltungsgr¨ oße, wenn
B−L erhalten ist23. Nat¨ urlich kann R–Parit¨ at auch dann erhalten sein, wenn B−L
nicht erhalten ist. Allerdings verbietet die Erhaltung der R–Parit¨ at die Wechselwir-
kungen (5.B.120) und (5.B.121). Folglich impliziert die Erhaltung der R–Parit¨ at f¨ ur
renormierbare Wechselwirkungen separat Baryon– und Leptonzahlerhaltung.
Alle von Supersymmetrie geforderten neuen Teilchen haben negative R–Parit¨ at.
Falls also R–Parit¨ at exakt und ungebrochen ist, muß das leichteste supersymmetri-
sche Teilchen (LSP) stabil gegen Zerfall sein. Alle anderen neuen Teilchen werden
23Der Wert von (−1)
3(B−L) ist −1 f¨ ur Lepton– und Quark–Superfelder und +1 f¨ ur alle enderen
Superfelder. Die Erhaltung der R–Parit¨ at ist somit ¨ aquivalent zu einer Transformation, bei der alle
Lepton– und Quark–Superfelder das Vorzeichen wechseln w¨ ahrend dem sich die anderen Superfel-
der identisch transformieren. Diese Invarianz–Prinzip wurde in (Dimopoulos, 1981) eingef¨ uhrt, um
die Wechselwirkungen (5.B.120) und (5.B.121) auszuschließen.Anhang B 179
nach Zerfallsketten in gew¨ ohnliche Teilchen und LSP’s zerfallen. Die Ph¨ anomeno-
logie der unterschiedlichen supersymmetrischen Modelle h¨ angt damit entscheidend
von der Wahl des LSPs ab.
Die allgemeinste renormierbare Lagrange–Dichte f¨ ur die weiter oben diskutierten
Superfelder, die Supersymmetrie und R–Parit¨ at oder B − L respektiert, besteht
¬ aus dem gew¨ ohnlichen eichinvarianten kinetischen Term f¨ ur die chiralen Su-
perfelder (Φ∗exp(−V )Φ)D f¨ ur jedes Lepton, Quark und Higgs,
­ aus dem eichinvarianten kinetischen Term f¨ ur die Eichsuperfelder (WW)F f¨ ur
jedes SU(3)–, SU(2)– und U(1)–Eichfeld,
® die supersymmetrischen Yukawa–Kopplungen, durch Linearkombinationen von
(5.B.118) und (5.B.119) gegeben und 4. einem neuen F–Term f¨ ur die Kopplung
von H1 und H2:
LY =
X
ij
h
D
ij
h
DiH
0
1 − UiH
−
1

Dj
i
F +
X
ij
h
E
ij
h
EiH
0
1 − NiH
−
1

Ej
i
F
+
X
ij
h
U
ij
h
DiH
+
2 − UiH
0
2

Uj
i
F + µ
h
H
+
2 H
−
1 − H
0
2H
0
1
i
F
+H. C. (5.B.123)
Sp¨ ater m¨ ussen wir noch Terme hinzuf¨ ugen, die Supersymmetrie ad¨ aquat bre-
chen.
Der Koeﬃzient µ in (5.B.123) hat die Dimension der Masse und ist der einzige
dimensionsbehaftete Parameter, der in der supersymmetrischen Erweiterung des
Standard–Modells auftritt. Die Existenz dieses prinzipiell erlaubten Parameters stellt
ein neues Hierarchie–Problem dar. Der µ–Term in (5.B.123) kann vermieden werden,
wenn wir Leptonzahl–Erhaltung fordern. Mit der weiter oben beschriebenen unkon-
ventionellen Zuweisung von Leptonzahlen w¨ aren die Wechselwirkungen (5.B.120),
aber nicht die Wechselwirkungen (5.B.123) erlaubt. Dann h¨ atte der µ–Term die Lep-
tonzahl +2 und w¨ are verboten. Eine andere M¨ oglichkeit, den µ–Term zu verhindern,
ist U(1)–Peccei–Quinn–Symmetrie (Peccei und Quinn, 1977) anzunehmen. Dann
h¨ atten die Superfelder H1 und H2 die gleichen Quantenzahlen, z. B. +1, w¨ ahrend
die θL und θR neutral w¨ aren. Die Wechselwirkungen (5.B.118) und (5.B.119), die
die Massen der Leptonen und Quarks generieren, sind dann erlaubt, wenn wir den
linksh¨ andigen Superfeldern der Antisleptonen und Antisquarks die Peccei–Quinn–
Quantenzahl −1 zuweisen, und die linksh¨ andigen Superfelder der Sleptonen und
Squarks neutral blieben. Diese Wahl verbietet dann sowohl die Wechselwirkungen
(5.B.120) und (5.B.121). Allerdings ist der µ–Term aus ph¨ anomenologischer Sicht at-
traktiv. Theorien, die Supersymmetrie–Verletzung durch Graviton–Austausch gene-
rieren, liefern einen nat¨ urlichen Mechanismus zur Behebung dieses neuen Hierarchie–
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Es ist m¨ oglich, grobe Schranken f¨ ur die Massen der neuen Telchen zu erhalten,
vorausgesetzt Supersymmetrie l¨ ost das anfangs besprochene Hierarchie–Problem. In
der supersymmetrischen Erweiterung des Standard–Modells ohne Supersymmetrie–
Brechung heben sich die durch Schleifen von Leptonen, Quarks, W– oder Z–Bosonen
generierten Beitr¨ age zu den Massen der skalaren Komponenten von H1 und H2 ge-
gen entsprechende Schleifen mit Sleptonen, Squarks, Winos oder Zino weg. Ist Su-
persymmetrie gebrochen, sollte der Beitrag δm2
H dieser Schleifendiagramme zu den
quadratieren Massen der skalaren Komponenten von H1 und H2 proportional zu
einer Summe von Ausdr¨ ucken der Gr¨ oßenordnung (g2
s/8π2)∆m2
s sein, wobei gs die
Yukawa– oder Eichkopplung des Higgs–Skalars an das Supermultiplett s sei und ∆ms
die Massenaufspaltung im Supermultiplett bezeichne. Damit diese Korrekturen nicht
durch schwer zu realisierende Feineinstellungen nat¨ urlich gehalten werden m¨ ussen,
sollte δm2
H nicht viel sein gr¨ oßer als der Koeﬃzient von der Gr¨ oßenordnung (300
GeV)2 vor dem Term, der im Standard–Modell f¨ ur die beobachtete SU(2) × U(1)–
Brechung verantwortlich ist. Dann sollte δm2
H <(1 TeV)2 gelten. Zum Beispiel kop-
peln das top–Quark und das stop–Quark mit gs ∼ 1 an H2, so daß ∆m2 ≤ 8π2 Tev2
und damit die Masse des top–Squarks kleiner als 10 TeV sein sollte. Im MSSM ist
dies sogar die obere Schranke f¨ ur alle Fermionmassen. Da andererseits diese Teilchen
noch nicht beobachtet wurde, sollte eine untere Schranke von 100 GeV f¨ ur die Masse
der Fermionen existieren.
Anhang C
In diesem Anhang demonstrieren wir die direkte Konstruktion von Feld–Supermulti-
pletts am Beispiel des einfachsten Supermultipletts beliebiger Masse: zwei spinlose
Teilchen und ein Teilchen mit Spin 1/2. Der spinlose Einteilchen–Zustand |0,0i
wird durch den fermionischen Generator Q annihiliert, nicht jedoch durch Q∗, siehe
(5.A.64). Das Skalarfeld φ(x), daß diesen Zustand aus dem Vakuum erzeugt, sollte
folglich mit Q, aber nicht mit Q∗ kommutieren
[Qa,φ(x)] = 0 , (5.C.1)
ζa
def = −i
X
b
eab [Q
∗
b,φ(x)] 6= 0 . (5.C.2)
Die antisymmetrische Matrix e (5.A.14) garantiert, daß der zweikomponentige Spi-
nor ζ zur (1/2,0)–Darstellung der homogenen Lorentz–Gruppe geh¨ ort24.
Mit der Antikommutator–Beziehung (5.A.40) und (5.C.1) folgt
{Qb,ζa(x)} = −2(σ
µe)b a∂µφ(x) . (5.C.3)
24Ein freies Feld, das zur (1/2,0) Darstellung der homogenen Lorentz–Gruppe geh¨ ort, kann
lediglich masselose Teilchen mit Helizit¨ at +1/2 erzeugen. Dies ist in ¨ Ubereinstimmung mit (5.A.64),
daß masselose Einteilchen-Zust¨ ande |0,0i in einem Supermultiplett zusammen mit einem Zustand
mit Helizit¨ at +1/2 auftretetn.Anhang C 181
Andererseits ergibt sich mit (??) und der Antikommutator–Beziehung (5.A.41)
−i
X
c
eac {Q
∗
b,ζc} = {Q
∗
b,[Q
∗
a,φ],=} − {Q
∗
a,[Q
∗
b,φ],=}i
X
c
ebc {Q
∗
a,ζc} . (5.C.4)
Der letzte Term in dieser Gleichungskette muß also antisymmetrisch gegen a ↔ b
und damit proportional zu e sein:
i{Q
∗
b,ζa(x)} = 2δab F(x) . (5.C.5)
Aus der geforderten Lorentz–Invarianz folgt, daß F ein Skalarfeld ist.
Als n¨ achstes m¨ ussen die Kommutatoren der Supersymmetrie–Generatoren mit F(x)
berechnet werden. Mit (5.C.5) und (5.A.41) ist
δab [Q
∗
c,F] = (i/2)[Q
∗
c,{Q
∗
b,ζa}] = (i/2)[{Q
∗
c,ζa},Q
∗
b] = −δac [Q
∗
b,F] . (5.C.6)
F¨ ur a = b 6= c ﬁnden wir, daß der Kommutator verschwindet:
[Q
∗
c,F(x)] = 0 . (5.C.7)
Mit (5.C.5), (5.A.40) und (5.C.3) gilt
δab [Qc,F] = (i/2)[Qc,{Q
∗
b,ζa}] = (i/2)[{Qc,Q
∗
b},ζa] − (i/2)[Q
∗
b,{Qc,ζa}]
= −σ
µ
an∂µζa + i(σ
µe)ca [Q
∗
b,∂µφ]
= −σ
µ
an∂µζa +
X
d
ebd(σ
µe)ca∂µζd . (5.C.8)
Kontraktion mit δ liefert
[Qc,F(x)] = −
X
a
σ
µ
ca∂µζa(x) . (5.C.9)
Aus den Gleichungen (5.C.1)–(5.C.9) folgt, daß die Felder φ, ζ und F eine vollst¨ andi-
ge Darstellung der Supersymmetrie–Algebra bilden. Da dieser Felder nicht her-
miteisch sind, bilden die komplex konjugierten Felder ebenfalls eine Darstellung.
Alternativ k¨ onnen diese algebraischen Relationen auch als Supersymmetrie–Transfor-
mationen geschrieben werden, die einen beliebigen bosonischen oder fermionischen
Feldoperator O(x) transformieren. F¨ ur inﬁnitesimale Supersymmetrie–Transformat-
ionen gilt n¨ amlich
δO(x) =
"
X
a
(
∗
aQa + aQ
∗
a),O(x)
#
, (5.C.10)
wobei  einen fermionischen Spinor (mit C-Zahl Eintr¨ agen) bezeichne, der als Klein-
heitsparameter fungiert. Die algebraischen Relationen (5.C.1)–(5.C.9) sind dann
¨ aquivalent zu
δφ(x) = −i
X
ab
a eab ζb(x) , (5.C.11)
δζa(x) = −2
X
b

∗
b (σ
µe)ba ∂µφ(x) − 2ia F(x) , (5.C.12)
δF(x) = −
X
ab

∗
b σ
µ
ba ∂µζa(x) . (5.C.13)182 Kapitel 5. Neutralinos
Diese Transformationen wollen wir nun durch vierkomponentige Dirac–Spinoren aus-
dr¨ ucken. Dazu deﬁnieren wir einen vierkomponentigen Majorana–Spinor25, der wie-
der als Kleinheitsparameter der Transformation dienen soll, durch
α
def = −i
 

P
b eab∗
b
!
. (5.C.14)
(5.C.10) wird dann
iδO(x) = [αQ,O(x)] . (5.C.15)
Wir f¨ uhren weiterhin vier reelle bosonische Felder A, B, F und G durch
A + iB ≡
√
2φ , F − iG ≡
√
2F , (5.C.16)
und einen weiteren vierkomponentigen Majorana–Spinor
ψ
def =
1
√
2
 
ζa
−
P
b eabζ∗
b
!
(5.C.17)
ein. Die Transformationen (5.C.11)–(5.C.13) k¨ onnen nun in der folgenden Form no-
tiert werden:26
δA = αψ , δB = −iαγ5ψ ,
δψ = ∂µ (A + iγ5B)γ
µα + (F − iγ5G)α , (5.C.18)
δF = αγ
µ∂µψ , δG = −iαγ5γ
µ∂µψ . (5.C.19)
Diese Transformationen lassen die Wirkung
S =
Z
vol
(4)

−
1
2
(∂A) · (∂A) −
1
2
(∂B) · (∂B) −
1
2
ψγ · ∂ψ
+
1
2
(F
2 + G
2) + m

(FA + GB −
1
2
ψψ

(5.C.20)
+ g
h
F(A
2 + B
2) + 2GAB − ψ(A + iγ5B)ψ
io
.
invariant. Die Transformationen (5.C.18) und die Wirkung (5.C.20) wurden von
Wess und Zumino zuerst gefunden (Wess und Zumino, 1974; Ferrara, 1987). Die
durch (5.C.20) gegebene superymmetrische Feldtheorie heißt auch wechselwirkendes
Wess–Zumino–Modell.
Die Felder F, F und G sind Hilfsfelder, d. h. sie k¨ onnen durch andere Felder im
Supermultiplett ausgedr¨ uckt und damit aus dem Modell eliminiert werden.
25Mit der hier getroﬀenen Phasenkonvention wird der vierkomponentige Majorana–Spinor aus
einem (1/2,0) zweikomponentigen Spinor gebildet. Nat¨ urlich l¨ aßt sich auch aus einem (0,1/2)
zweikomponentigen Spinor ein vierkomponentiger Majorana– Spinor bilden.
26Der Zusammenhang zwischen den 2 × 2 Pauli–Matrizen σ und den 4 × 4 Dirac–Matrizen ist
zur Erinnerung
γ =

0 −ieσTe
iσ 0

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Berechnung der
Transportkoeffizienten
In diesem Kapitel berechnen wir die lokalen Transportkoeﬃzienten (4.104)-(4.106)
f¨ ur die CDM-Fl¨ ussigkeit. Die hier vorgestellte Methode (Hofmann et al., 2001) zur
Berechnung der lokalen Transportkoeﬃzienten gilt f¨ ur jede Fl¨ ussigkeit, die von ei-
nem gegebenen W¨ armebad entkoppelt. Eine Grundidee dieser Methode ist, die Ko-
eﬃzienten durch einen legitimen Vergleich (Weinberg, 1971) der kinetischen und
hydrodynamischen Beschreibung des betrachteten Vielteilchensystems zu bestim-
men. Die Gleichungen (4.104)-(4.106) werden somit als Deﬁnitionen betrachtet und
stellen keine Rechenvorschrift mehr dar.
In der kinetischen Beschreibung wird angenommen, daß das Vielteilchensystem
ad¨ aquat durch eine Einteilchen– Verteilungsfunktion beschrieben werden kann, die
Wahrscheinlichkeitsverteilung f¨ ur die Koordinaten und Impuls eines Teilchens fest-
legt. Das charakteristische Zeitintervall des kinetischen Stadiums eines Nichtgleich-
gewichtsprozesses ist nach unten durch die Kollisionszeit und nach oben durch die
Relaxationszeit beschr¨ ankt.
In der hydrodynamischen Beschreibung wird zus¨ atzlich angenommen, daß das Viel-
teilchensystem im lokalen Gleichgewicht ist. Die System beschreibenden Gr¨ oßen in
diesem Stadium sind das nullte, erste und zweite Moment der Verteilungsfunktion
bez¨ uglich des Impulses. Das hydrodynamische Stadium schließt sich an das kine-
tische Stadium an und ist nach unten durch die makroskopische Relaxationszeit
beschr¨ ankt.
Es ist somit klar, daß die hydrodynamischen Gleichungen aus der kinetischen Glei-
chung der Einteilchen–Verteilungsfunktion hergeleitet werden k¨ onnen. Insbesondere
k¨ onnen die in der hydrodynamischen Beschreibung dissipativer Prozesse auftreten-
den Tensoren berechnet werden. Die kinetische Theorie kann dann als Bindeglied
zwischen der zur Grunde liegenden Quantenfeldtheorie und der zur Formulierung
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kollektiver dissipativer Eﬀekte verwendeten hydrodynamischen Beschreibung be-
nutzt werden.
Die in diesem Kapitel vorgestellte Methode (Hofmann et al., 2001) erlaubt die Be-
stimmung der gesuchten Transportkoeﬃzienten durch einen legitimen Vergleich der
hydrodynamischen mit der kinetischen Beschreibung.
6.1 Hydrodynamische Beschreibung
Je nach Temperatur kann der Teilcheninhalt des Universums und die Wechselwirkun-
gen dieser Teilchen untereinander durch eine unterschiedliche Anzahl von Fl¨ ussigkei-
ten kollektiv beschieben werden, vorausgesetzt eine hydrodynamische Beschreibung
ist zul¨ assig. Vom kinetischen Standpunkt her ist diese Beschreibung legitim, wenn
sich die betreﬀenden Vielteilchensystemen durch Einteilchen–Verteilungsfunktionen
beschreiben lassen und sich lokales thermisches Gleichgewicht etabliert hat. Die
in einer Fl¨ ussigkeit zusammengefassten Vielteilchensysteme bestehen in der Regel
aus unterschiedlichen Teilchenspezies, deren Dynamik kollektiv generiert wird. Die
Eigenschaften der unterschiedlichen Teilchenspezies und deren Wechselwirkungen
untereinander und mit allen anderen Teilchen bestimmen zu jedem Zeitpunkt deren
Zugeh¨ origkeit zu einer bestimmten Fl¨ ussigeit in einem expandierenden Universum.
Eine solche Zuordnung kann nicht aus der Hydrodynamik heraus getroﬀen werden,
sondern nur aus der zu Grunde liegenden Quantenfeldtheorie.
Das uns interessierende physikalische System ist kalte dunkele Materie (CDM), die
wir f¨ ur die hydrodynamischen Beschreibung nicht weiter teilchenphysikalisch charak-
terisieren brauchen. Allerdings wollen wir voraussetzen, daß eine Temperatur existie-
re, oberhalb dieser CDM im thermischen Gleichgewicht vorlag. Damit ist das Axion
als Teilchenkandidat ausgeschlossen, das aufgrund der Gr¨ oße der Peccei–Quinn–
Skala praktisch nie im thermischen Gleichgewicht war. F¨ ur Temperaturen T > Tcd
kann der Teilcheninhalt des Universums vom Standpunkt der Strukturbildung in eine
relativistische Strahlungsﬂ¨ ussigkeit (R) im thermischen Gleichgewicht zusammenge-
faßt werden. F¨ ur Temperaturen T ∈ (Tkd,Tcd) sind die CDM–Fl¨ ussigkeit und die
Strahlungsﬂ¨ ussigkeit stark gekoppelt. Beiden Fl¨ ussigkeiten kann die gleiche Tempe-
ratur TR und die gleiche Vierergeschwindigkeit V zugeordnet werden. Beide Gr¨ oßen
sind strikt nur f¨ ur die Strahlungsﬂ¨ ussigkeit ohne weitere Umst¨ ande wohldeﬁniert, da
nur die Strahlungsﬂ¨ ussigkeit im Intervall (Tkd,Tcd) im exakten thermischen Gleich-
gewicht bleibt, w¨ ahrend sich um Tkd durch den Entkopplungsprozeß St¨ orungen des
Gleichgewichts in der CDM–Fl¨ ussigkeit aufbauen. Die Strahlungsﬂ¨ ussigkeit fungiert
also als W¨ armebad f¨ ur die im thermischen Kontakt stehende CDM–Fl¨ ussigkeit.
Dieser Kontakt h¨ angt allerdings von der Expansionsrate des Universums ab und
ist damit zeitabh¨ angig. Tats¨ achlich beginnt die CDM–Fl¨ ussigkeit um Tkd von der
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Abweichungen vom lokalen thermischen Gleichgewicht k¨ onnen nicht mehr thermisch
ausgeglichen werden. F¨ ur T < Tkd sind beide Fl¨ ussigkeiten entkoppelt. Die in der
CDM–Fl¨ ussigkeit zusammengefaßten Teilchen wechselwirken nun ¨ uberhaupt nicht
mehr. Die CDM–Fl¨ ussigkeit str¨ omt frei. Da ΩCDM = a/aeqΩR  ΩR f¨ ur T  Teq
gilt, bleibt die Strahlungsﬂ¨ ussigkeit w¨ ahrend des Entkopplungsprozesses im lokalen
thermischen Gleichgewicht.
Der Zustand der Strahlungsﬂ¨ ussigkeit ist somit im betrachteten Zeitraum durch die
Lorentz–Tensoren
JR = nR V , (6.1)
TR = ρR V ⊗ V − PR h , (6.2)
wobei nR, ρR und PR die Anzahldichte, Energiedichte und den Druck der Strah-
lungsﬂ¨ ussigkeit bezeichnen und h
def = g − V ⊗ V ist wieder der Projektionsoperator
auf die Ebene senkrecht zu V.
Die Zustandsbeschreibung der CDM–Fl¨ ussigkeit w¨ ahrend des Entkopplungsprozes-
ses ist schwieriger, da die Expansion des Universums den Ausgleich von dissipative
Prozessen behindert (schließlich sogar in g¨ anzlich verhindert) und somit Abweichun-
gen vom lokalen thermischen Gleichgewicht generiert werden. Das Fundament zur
hydrodynamischen Beschreibung schwach dissipativer Prozesse haben wir in An-
schnitt 4.2.6 gelegt. Danach sind die den Zustand der CDM–Fl¨ ussigkeit beschrei-
benden Lorentz–Tensoren durch
J = n U + J
(1) , (6.3)
T = ρ(T,n)U ⊗ U − P(T,n)h + T
(1) , (6.4)
wobei n und T die Anzahldichte und die Temperatur in der CDM–Fl¨ ussigkeit be-
zeichnen. ρ(T,n) und P(T,n) sind die Energiedichte und der Druck und U bezeichne
das Geschwindigkeitsfeld. Der Projektor h ist nat¨ urlich bez¨ uglich U deﬁniert. Die
Temperatur T in der CDM–Fl¨ ussigkeit ist nicht notwendig identisch mit der Tempe-
ratur TR der Strahlungsﬂ¨ ussigkeit. T ≡ TR gilt genau dann, wenn beide Fl¨ ussigkeiten
im lokalen thermischen Gleichgewicht sind, also insbesondere die CDM–Fl¨ ussigkeit.
Im adiabatischen Grenzfall verschwinden alle Raum–Zeit–Gradienten, d.h. J(1) ≡ 0
und T(1) ≡ 0. Dann gilt T ≡ TR und U ≡ V.
Prinzipiell werden schwach dissipative Prozesse formal durch die Existenz zus¨ atzli-
cher Lorentz–Tensoren J(1) und T(1) in die hydrodynamische Beschreibung mitein-
bezogen. Die Verteilung von dissipativen Ph¨ anomenen wie z. B. W¨ armeleitung auf
diese Tensoren ist allerdings nicht eindeutig. Damit sind auch die den Zustand der
Fl¨ ussigkeit beschreibenden Gr¨ oßen nicht eindeutig deﬁniert. Um Eindeutigkeit zu
erzwingen, folgen wir dem Zugang von Eckart (Eckart, 1940), der durch die Forde-
rungen (4.130)–(4.132) gegeben ist. Diese bedeuteten f¨ ur die zus¨ atzlichen Lorentz–
Tensoren (4.146)
J
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T
(1) = ζ h∇ · U + η W
(T) + χ Sym

U ⊗ Q
(T)

. (6.6)
Die Tensoren wurden in Abschnitt X deﬁniert, wir wiederholen hier lediglich die
Ph¨ anomenologie. Die lokalen Koeﬃzienten ζ, η und χ heißen Koeﬃzient der Vo-
lumenviskosit¨ at, Koeﬃzient der Scherviskosit¨ at und W¨ armeleitungskoeﬃzient. Die
Volumenviskosit¨ at wird verursacht durch Quellen des lokalen Geschwindigkeitfeldes
in der Ebene senkrecht zum adiabatischen Fluß. Die Scherviskosit¨ at beschreibt das
Wegbiegen von Stromf¨ aden in Richtung der zum adiabatischen Fluß senkrechten
Ebene. Die W¨ armeleitung ist durch die W¨ armestromdichte in der Ebene senkrecht
zum adiabatischen Fluß in dem durch h und U bestimmten lokalen Volumen gege-
ben.
6.2 Kinetische Beschreibung
Wir sind nun an der kinetischen Beschreibung schwach dissipativer Prozesse inter-
essiert. Zur Konkretisierung dieser Einschr¨ ankung k¨ onnten wir wieder bestimmte
Bedingungen an die in der hydrodynamischen Beschreibung verwendeten Lorentz–
Tensoren J und T stellen. Dies ist im kinetischen Zugang aber nicht nat¨ urlich, da
hier J und T als erstes und zweites Moment der Einteilchen–Verteilungsfunktion F
bez¨ uglich des Impulses deﬁniert sind. Die grundlegende Gr¨ oße ist also F und die
Einschr¨ ankung auf schwach dissipative Prozesse bedeutet in dieser Arbeit folgende
Einschr¨ ankung f¨ ur F:
F = F
(0) + F
(1) mit
 
F
(1)
 
  F
(0) , (6.7)
wobei F (0) die Bose–Einstein– bzw. Fermi–Dirac– Verteilung bezeichne. Der Ansatz
(6.7) ist also gleichbedeutend mit der Aussage, daß sich die durch F beschriebenen
Teilchen fast im thermischen Gleichgewicht beﬁnden.
Das von uns betrachtete physikalische System besteht aus einer relativistischen
Fl¨ ussigkeit im globalen Gleichgewicht und Neutralinos nahe am lokalen Gleichge-
wicht. Die Fl¨ ussigkeit modelliert den kollektiven Fluß aller relativistischen Teilchen
entlang des Stromfadens mit dem Geschwindigkeitsfeld V bei der lokalen Tempe-
ratur TR. Die Neutralinos bleiben ¨ uber Wechselwirkungen mit der Fl¨ ussigkeit nahe
am Gleichgewicht. Den Neutralinos wird in der kinetischen Beschreibung weiterhin
ein lokales pseudochemisches Potential α zugeordnet. Die Fermi–Dirac–Verteilung
der Neutralinos ist dann
F
(0) =
g
(2π)3
1
exp

p·V
TR − α

+ 1
. (6.8)
Die hier vorgestellte Methode gilt generell f¨ ur Systeme, die sich aus einem Subsystem
von Teilchen nahe dem thermischen Gleichgewicht und einer als W¨ armebad fungie-
renden Fl¨ ussigkeit zusammensetzen. Die Beschreibung setzt voraus, daß die durch F6.2 Kinetische Beschreibung 189
beschriebenen Teilchen selbst einmal Teil der Fl¨ ussigkeit waren oder zumindestens
durch Wechselwirkungen mit der Fl¨ ussigkeit fast in dem durch die Fl¨ ussigkeit ge-
gebenen thermodynamischen Zustand gehalten werden. Die Wechselwirkungen mit
der Fl¨ ussigkeit sind durch die der kinetischen Beschreibung zu Grunde liegende
Quantenfeldtheorie deﬁniert.
Die Fl¨ ussigkeit deﬁniert lokal eine durch V deﬁnierte Vorzugsrichtung. Wir deﬁnie-
ren f¨ ur den Impuls p der Neutralinos parallele pk und transversale Anteile p⊥ durch:
pk
def = ωV mit ω
def = p · V und p⊥
def =| ~ p | n, wobei n · V = 0 und n · n = −1 gilt. Es
ist dann p = pk + p⊥ = ωV+ | ~ p | n. Ein von Null verschiedener Vierervektor p⊥
existiert immer, jedoch gilt im lokalen thermischen Gleichgewicht, daß der thermi-
sche Mittelwert von p⊥ bez¨ uglich der Gleichgewichtsverteilung (6.8) verschwindet.
In der hydrodynamischen Beschreibung haben wir gezeigt, daß dissipative Prozesse
auschließlich durch zu V transversale Lorentz–Strukturen gegeben sind. Entlang des
durch V deﬁnierten Stromfadens gibt es keine dissipativen Eﬀekte und damit auch
keine Abweichung vom lokalen thermischen Gleichgewicht.
Das Problem besteht nun darin, F (1) zu bestimmen. F soll L¨ osung der Boltzmann–
Gleichung (3.49) sein, also
(p · ∇) F = J(F,F) , (6.9)
wobei J das Kollisionsintegral bezeichne. Einsetzen von (6.7) liefert in erster Ord-
nung in F (1) unter Vernachl¨ assigung aller Ableitungen von F (1)
(p · ∇) F
(0) = L
h
F
(1)
i
. (6.10)
L ist ein lineares Funktional in F (1) und durch
L[H(p)]
def =
Z
de
Z
dp1 | p − p1 | σ (θ,| p − p1 |)
h
F
(0)(˜ p) H(˜ p1) + F
(0)( ˜ p1) H(˜ p)
− F
(0)(p) H(p1) + F
(0)(p1) H(p)
i
(6.11)
f¨ ur alle impulsabh¨ angigen Funktionen H deﬁniert. Wir haben hier die Raum–Zeit–
Abh¨ angigkeit nicht explizit notiert. Der Dreier–Einheitsvektor e und der Streuwinkel
θ sind folgendermaßen deﬁniert:
e
def =
˜ p − ˜ p1
| ˜ p − ˜ p1 |
, cosθ
def =
p − p1
| p − p1 |
·
˜ p − ˜ p1
| ˜ p − ˜ p1 |
. (6.12)
Die Bestimmungsgleichung (6.10) f¨ ur F (1) ist nur dann korrekt, wenn F (0) als lokale
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F (1) wird eine Funktion von ω1, p⊥ oder n und x sein. Wir entwickeln F (1)(ω,n,x)
in Polynome von n und h:
F
(1)(ω,n,x) = A(ω,x) + B(ω,x) · n + C ·

n ⊗ n +
1
3
h

+ ... . (6.13)
Hierbei ist A eine skalare Funktion, die nach unseren Erfahrungen mit den Quelldich-
ten des Geschwindigkeitsfeldes zusammenh¨ angen sollte. Der Vierervektor B sollte
proportional zur transversalen W¨ armestromdichte Q(T) und die 4 × 4–Matrix soll-
te proportional zum transversalen Scherungstensor W(T) sein. Die Punkte deuten
weitere Polynome an, die ¨ uber die hier und in der hydrodynamischen Beschreibung
gemachten N¨ aherungen hinausf¨ uhren und deshalb vernachl¨ assigt werden. Wir un-
terdr¨ ucken im weiteren die Punkte.
Die Bestimmungsgleichung (6.10) f¨ ur F (1) stellt uns vor das Problem, die Wirkung
von L auf die Entwicklung (6.13) zu erkl¨ aren. Dazu nutzen wir aus, daß F invariant
unter Lorentz–Transformationen ist. Nun gibt es lokal immer eine durch V deﬁ-
nierte Vorzugsrichtung. Sei Gx die Menge aller Lorentz–Transformationen die V(x)
invariant lassen. Dies sind aber gerade alle Drehungen um die durch V(x) deﬁnierte
Achse. Also ist Gx isomorph zur Lie–Gruppe SO(3). Wir k¨ onnen diesen Sachverhalt
auch so formulieren: Gx ist bez¨ uglich V(x) die kleine Gruppe, deren Darstellung eine
Darstellung der Lorentz–Gruppe induziert. Aus (6.10) folgt, daß das lineare Funk-
tional L ein Skalar bez¨ uglich der kleinen Gruppe Gx ist. Daher operiert L auf den
von den Polynomen in n und h aufgespannten Unterr¨ aumen lokal wie ein Vielfaches
des Einheitsoperators. Wir notieren:
L
h
F
(1)
i
= −ω

κ0 A + κ1 B · n + κ2 C ·

n ⊗ n +
1
3
h

. (6.14)
Der Vorfaktor ω wurde nur aus Gr¨ unden der Konvention aus den Funktionen κj(ω,x) ,
j ∈ {0,1,2} herausgezogen.
Die kinetische Gleichung (6.10) ist jetzt eine Bestimmungsgleichung f¨ ur die Tensoren
A, B und C. Da die Entwicklung (6.14) von L
h
F (1)
i
eine Entwicklung nach irredu-
ziblen Polynomen in n sind, k¨ onnen die Tensoren A, B und C aus dieser Entwick-
lung herausprojiziert werden. Dazu deﬁnieren wir eine zweidimensionale Hyperﬂ¨ ache
S
def = {p | p2 = M2 ,p0 ≥ 0 and ω = const.} und ein Maß dΩ auf S mit
Z
S
dΩ = 1 . (6.15)
Die irreduziblen Polynome in n und h sind bez¨ uglich dΩ orthogonal und es gelten
folgende Normierungsrelationen:
Z
S
dΩ n ⊗ n = −
1
3
h , (6.16)
1Im mitbewegten Bezugssystem ist ω = p0 die Energie der Neutralinos.6.2 Kinetische Beschreibung 191
Z
S
dΩ

n ⊗ n +
1
3
h

⊗

n ⊗ n +
1
3
h

=
1
15
Sym(h ⊗ h) −
1
9
h ⊗ h . (6.17)
F¨ ur das nullte, erste und zweite Moment von L
h
F (1)
i
bez¨ uglich n erhalten wir mit
(6.16)–(6.17)
A = −
1
ωκ0
Z
S
dΩ L
h
F
(1)
i
= −
1
ωκ0
Z
S
dΩ (p · ∇) F
(0) , (6.18)
B = +
3
ωκ1
Z
S
dΩ n L
h
F
(1)
i
= +
3
ωκ1
Z
S
dΩ n (p · ∇) F
(0) , (6.19)
C = −
15
2
1
ωκ2
Z
S
dΩ

n ⊗ n +
1
3
h

L
h
F
(1)
i
= −
15
2
1
ωκ2
Z
S
dΩ

n ⊗ n +
1
3
h

(p · ∇) F
(0) . (6.20)
Nun ist
(p · ∇) F
(0) =
ω
TR
Φ
0
h1
ω
(p ⊗ p) · (∇ ⊗ V) −
1
TR
(p · ∇)TR
−
TR
ω
(p · ∇)α
i
, (6.21)
wobei Φ0(ω/TR − α) die ¨ außere Ableitung von F (0) bezeichne. F¨ ur die Berechnung
der Tensoren A, B und C ben¨ otigen wir die Integrale
Z
S
dΩ p = ω V , (6.22)
Z
S
dΩ p ⊗ p = ω
2 V ⊗ V −
1
3

ω
2 − M
2

h , (6.23)
Z
S
dΩ n ⊗ p = −
1
3

ω
2 − M
2

h , (6.24)
Z
S
dΩ n ⊗ p ⊗ p = −
1
3
ω

ω
2 − M
2

[Sym(h ⊗ V) − V ⊗ h] , (6.25)
Z
S
dΩ

n ⊗ n −
1
3
h

⊗ p ⊗ p =
1
15

ω
2 − M
2

W
(T) . (6.26)
F¨ ur den Beweis der Beziehungen (6.22)–(6.26) werden lediglich die Deﬁnitionen von
pk und p⊥ und die Normierungsrelationen (6.16)–(6.17) benutzt. Folgende Ersetzun-
gen k¨ onnen dazu im Integranden vorgenommen werden: (p · ∇)TR → ω (V · ∇)TR
und p·(p · ∇)V → (ω2 − M2)n·(n · ∇)V. Wir erhalten f¨ ur die gesuchten Tensoren
A =
1
κ0
ωΦ0
TR
" ˙ TR
TR
+
1
3
 
1 −
M2
ω2
!
∇ · V +
TR
ω
˙ α
#
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B =
1
κ1
ωΦ0
TR
 
1 −
M2
ω2
!1
2
h ·
 1
TR
Q +
TR
ω
∇α

, (6.28)
C = −
1
κ2
ωΦ0
TR
1
2
 
1 −
M2
ω2
!
W
(T) . (6.29)
Der Skalar (6.27) entspricht nicht unseren Erwartungen– wir hatten ja aufgrund der
hydrodynamischen Beschreibung erwartet, daß A ∼ ∇ · V sein sollte. Der zweite
Summand in (6.27) zeigt die erwartete Abh¨ angigkeit, die anderen Terme dagegen
sind proportional zur ¨ Anderung von TR und α entlang des adiabatischen Stromes.
F¨ ur diese Gr¨ oßen k¨ onnen daher adiabatische Relationen hergeleitet werden, die die-
se zu ∇ · V in Beziehung setzen. F¨ ur adiabatische Prozesse gilt Hofmann et al.
(2001) ˙ T = −T (∂P/∂ρ)n ∇·V und T ˙ α = −(∂P/∂n)ρ ∇·V gilt. Auch der Vierer-
vektor B entspricht nicht unseren Erwartungen– aufgrund der hydrodynamischen
Beschreibung hatten wir erwartet, daß B ∼ Q(T) sein sollte. Der erste Summand
in (6.28) zeigt diese Proportionalit¨ at, jedoch ist der zweite Summand proportional
zur ¨ Anderung des pseudochemischen Potential α in einer zum adiabatischen Fluß
senkrechten Richtung. Die Variation von α in der Ebene h wird durch die transver-
sale W¨ armestromdichte Q(T) generiert, genauer gilt Th·∇α = −(w/nT) Q(T). Wir
erhalten als erstes Ergebnis:
A = −
1
κ0
ωΦ0
TR
"
(P, ρ |n) −
1
3
 
1 −
M2
ω2
!
+
1
ω
(P, n |ρ)
#
∇ · V , (6.30)
B = +
1
κ1
ωΦ0
TR
 
1 −
M2
ω2
!1/2  ω
TR
−
w
nTR

Q
(T) , (6.31)
C = −
1
κ2
ωΦ0
TR
1
2
 
1 −
M2
ω2
!
W
(T) . (6.32)
6.2.1 Die Stromdichte
In der kinetischen Beschreibung ist die Stromdichte Jkin der CDM–Teilchen als erstes
Moment von F bez¨ uglich p deﬁniert:
Jkin
def =
Z d3p
p0 p F(ω,n,x) . (6.33)
Jkin kann als lineares Funktional von F betrachtet werden. Dann folgt aus unserem
Ansatz (6.7), daß Jkin[F] = J
(0)
kin + J
(1)
kin mit J
(0)
kin
def = J[F (0)] und J
(1)
kin
def = J[F (1)]. Die
adiabatische Stromdichte ist
J
(0)
kin = n
(0)
kinV , mit n
(0)
kin
def = 4π
∞ Z
M
dω

ω
2 − M
2
1/2
ωΦ . (6.34)6.2 Kinetische Beschreibung 193
Hierbei bezeichne n
(0)
kin die Anzahldichte der CDM–Teilchen in der kinetischen Be-
schreibung. Diese Deﬁnition ist gerechtfertigt, da das Integral f¨ ur TR/M  1 gegen
g(MTR/2π)3/2 exp(−M/TR − α) konvergiert. Dieser Grenzwert ist aber gerade die
Teilchenzahldichte f¨ ur nichtrelativistische Teilchen.
Die Stromdichte J
(1)
kin ist ebenfalls ein lineares Funktional. Einsetzen von (6.13) liefert
drei Vierervektoren J
(1)
A
def = J
(1)
kin[A], J
(1)
B
def = J
(1)
kin[B · n] und J
(1)
C
def = J
(1)
kin[C · (n ⊗ n +
1/3 h)]. Der Vierervektor J
(1)
C ist allerdings Null, da das Integral auf S ¨ uber eine
ungerade Potenz von n und n ⊗ n + 1/3 h verschwindet. Der Vierervektor J
(1)
A ist
parallel zu V und damit zu J(0). Wir schreiben daher J
(1)
A = n
(1)
kin V, wobei die
Proportionalit¨ atskonstante unten deﬁniert ist. Der Vierervektor J
(1)
B schließlich ist
parallel zu B und damit auch zur transversalen W¨ armestromdichte Q(T). Wir nennen
daher J
(1)
B Diﬀusionsstromdichte und schreiben hierf¨ ur Jdiﬀ. Insgesamt ﬁnden wir
J
(1)
kin = n
(1)
kinV + Jdiﬀ , (6.35)
wobei die durch A generierte Modiﬁkation n
(1)
kin der Teilchenzahldichte und die durch
B generierte Diﬀusionsstromdichte Jdiﬀ folgendermaßen deﬁniert sind:
n
(1)
kin
def = 4π
∞ Z
M
dω

ω
2 − M
2
1/2
ω A , (6.36)
Jdiﬀ
def = −
4π
3
∞ Z
M
dω

ω
2 − M
2

B . (6.37)
Es erweist sich als n¨ utzlich, folgende Notation einzuf¨ uhren:
f
(ij)
a
def = −4π
∞ Z
M
dω

ω
2 − M
2
i/2
ω
j Φ0
TRκa
, i,j ∈ Z ,a ∈ {0,1,2} . (6.38)
Der Index a bezeichnet die Stufe der zu 1/κa proportionalen Lorentz–Tensoren
(6.30)–(6.32). Das Indexpaar (ij) gibt mit i + j die Massendimension der Funk-
tionen f(ij)
a an. In der Notation (6.38) erhalten wir
n
(1)
kin =

f
(1,2)
0 (P, ρ |n) − f
(3,0)
0
1
3
+ f
(1,1)
0 (P, n |ρ)

∇ · V , (6.39)
Jdiﬀ =
1
3TR

f
(3,0)
1 − f
(3,−1)
1
w
n

Q
(T) . (6.40)
Die Existenz eines von Null verschiedenen Lorentz–Tensors J
(1)
kin, f¨ ur den außerdem
noch J
(1)
kin · V = n
(1)
kin 6= 0 gilt, zeigt bereits, daß ein Vergleich der hier vorgestell-
ten kinetischen Beschreibung mit der hydrodynamischen Beschreibung nicht ohne
Weiteres m¨ oglich ist. Besonders schwer wiegt hier, daß J
(1)
kin einen Beitrag in Rich-
tung des adiabatischen Flusses enth¨ alt und damit thermodynamische Information
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6.2.2 Der Energie–Impuls–Tensor
In der kinetischen Beschreibung ist der Energie–Impuls–Tensor Tkin als zweites Mo-
ment von F bz¨ uglich p deﬁniert:
Tkin
def =
Z d3p
p0 p ⊗ p F(ω,n,x) . (6.41)
Tkin kann als lineares Funktional von F betrachtet werden. Dann folgt aus unserem
Ansatz (6.7), daß Tkin = T
(0)
kin + T
(1)
kin mit T
(0)
kin
def = Tkin[F (0)] und T
(1)
kin
def = Tkin[F (1)].
Der adiabatische Energie–Impuls–Tensor ist
T
(0)
kin = ρ
(0)
kin V ⊗ V − P
(0)
kin h , mit (6.42)
ρ
(0)
kin
def = 4π
∞ Z
M
dω

ω
2 − M
2
1/2
ω
2 Φ , (6.43)
P
(0)
kin
def =
4π
3
∞ Z
M
dω

ω
2 − M
2
3/2
Φ . (6.44)
Hierbei bezeichne ρ
(0)
kin die Energiedichte der CDM–Teilchen und P
(0)
kin ihren Druck
in der kinetischen Beschreibung. Die Deﬁnition von ρ
(0)
kin ist gerechtfertigt, da das
Integral f¨ ur TR/M  1 gegen n
(0)
kinM mit n
(0)
kin = g(MTR/2π)(3/2) exp(−M/TR − α)
konvergiert. Dieser Grenzwert ist aber gerade die Energiedichte nichtrelativistischer
Teilchen. Die Deﬁnition von P
(0)
kin ist berechtigit, da das Integral f¨ ur TR/M  1 gegen
n
(0)
kinTR konvergiert. Dieser Grenzwert ist aber gerade der Druck nichtrelativistischer
Teilchen.
Der Lorentz–Tensor T
(1)
kin ist ebenfalls ein lineares Funktional. Einsetzen von (6.13)
liefert drei Lorentz–Tensoren T
(1)
A
def = T
(1)
kin[A], T
(1)
B
def = T
(1)
kin[B · n] und T
(1)
C
def = T
(1)
kin
[C · (n ⊗ n − 1/2 h)].
Da A ein Lorentz–Skalar ist, wird die Tensorstruktur von TA
(1) durch (6.23) ge-
neriert und ist damit identisch mit der Tensorstruktur von T(0). Die Koeﬃzienten
vor V ⊗ V und h k¨ onnen damit als Energiedichte ρ
(1)
kin und Druck P
(1)
kin interpretiert
werden, die durch Quellen und Senken im Geschwindigkeitsfeld V generiert werden.
In der Notation (6.38) ﬁnden wir
T
(1)
A = ρ
(1)
kin V ⊗ V − P
(1)
kin h , mit (6.45)
ρ
(1)
kin
def =

f
(1,3)
0 (P, ρ |n) − f
(3,1)
0
1
3
+ f
(1,2)
0 (P, n |ρ)

∇ · V , (6.46)
P
(1)
kin
def =

f
(3,1)
0 (P, ρ |n) − f
(5,−1)
0
1
3
+ f
(1,2)
0 (P, n |ρ)

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Die Zustandsgr¨ oßen n, ρ und P stammen von den adiabatischen Relationen, die
zur Elimination von ˙ T, ˙ α und h · ∇α benutzt wurden. A generiert einen Beitrag
zu T
(1)
A mit der Eigenschaft (V ⊗ V) · T
(1)
A = ρ
(1)
kin 6= 0. Damit unterscheidet sich
der in der kinetischen Beschreibung auftretende Tensor T
(1)
kin wesentlich von dem zur
Beschreibung dissipativer hydrodynamischer Prozesse verwendeten Tensor T(1).
Die Tensorstruktur von T
(1)
B wird durch (6.25) generiert und ist daher proportional
zur transversalen W¨ armestromdichte Sym(V ⊗ Q(T)). Die Tensorstruktur von T
(1)
C
wird durch (6.26) generiert und ist daher proportional zum transversalen Scherungs-
tensor W(T). Wir erhalten
T
(1)
B =
1
3TR

f
(3,1)
1 − f
(3,0)
1
w
n

Sym

V ⊗ Q
(T)

, (6.48)
T
(1)
C =
1
15
f
(5,−1)
2 W
(T) . (6.49)
Die Lorentz–Tensoren T
(1)
B und T
(1)
B sind transversal im Sinne von (V ⊗V)·T
(1)
B =
(V ⊗ V) · T
(1)
C = 0. Im Hinblick auf den Vergleich mit der hydrodynamischen Be-
schreibung bereiten sie daher keine Probleme.
6.3 Die lokalen Transportkoeﬃzienten
Ein direkter Vergleich der hydrodynamischen und kinetischen Beschreibung zur Be-
stimmung der lokalen Transportkoeﬃzienten (4.104)–(4.106) ist nicht m¨ oglich, da die
in der kinetischen Beschreibung berechneten Lorentz–Tensoren (6.35) und (6.45)–
(6.49) wesentlich verschieden von denen in Eckarts Formulierung der Hydrodynamik
nicht–idealer Fl¨ ussigkeiten verwendeten sind. Wir stellen die wesentlichen Unter-
schiede im folgenden zusammen:
J
(1) = 0 ←→ J
(1)
kin = n
(1)
kin V + Jdiﬀ , (6.50)
(U ⊗ U) · T
(1) = 0 ←→ (V ⊗ V) · T
(1)
kin = ρ
(1)
kin . (6.51)
Zun¨ achst f¨ allt auf, daß in J
(1)
kin ein Term proportional zum lokalen Geschwindig-
keitsfeld auftritt, der einen Beitrag zur Anzahldichte V · Jkin liefert und durch den
Lorentz–Skalar A generiert wird. Dieser Term alleine bedeutete kein Problem, der
Zusammenhang zwischen der hydrodynamischen Deﬁnition der Anzahldichte und
der kinetischen w¨ are einfach n ≡ n
(0)
kin + n
(1)
kin. Die Tatsache, daß F (1) einen Bei-
trag generiert, der zur adiabatischen Anzahldichte n beitr¨ agt, ist ein Artefakt der
kinetischen Beschreibung. In der hydrodynamischen Beschreibung sind alle Abwei-
chungen vom adiabatischen Verhalten in der Formulierung nach Eckart geometrisch
durch transversale Tensoren charakterisiert. In dieser Formulierung ist es also gleich-
bedeutend, von St¨ orungen des lokalen thermodynamischen Gleichgewichtes oder von196 Kapitel 6. Berechnung der Transportkoeffizienten
transversalen Tensorstrukturen zu sprechen. Diesen Vorteil verlieren wir in der ki-
netischen Beschreibung. Der Grund hierf¨ ur ist, daß eine Entwicklung von F (1) nach
Polynomen in n und h nur dann vollst¨ andig ist, wenn ein Term proportional zur
identischen Abbildung in dieser Entwicklung auftritt. Dieser Term ist in unserem Fall
proportional zur Quelldichte des Geschwindigkeitsfeldes und damit nicht transversal.
Außerdem tritt in J(1) noch ein Term proportional zur transversalen Stromdichte auf,
der durch den Vierervektor B generiert wird. Damit besitzt J
(1)
kin eine nichtverschwin-
dende transversale Tensorstruktur, die nicht so einfach wie der durch A generierte
Beitrag in J(0) subsumiert werden kann. Wir hatte bereits bei der Formulierung
beider Beschreibungen zugelassen, daß die jeweils verwendeten Vierergeschwindig-
keiten nicht ¨ ubereinstimmen m¨ ussen. In der hydrodynamischen Beschreibung nach
Eckart (Eckart, 1940) war das Geschwindigkeitsfeld U alleine durch den adiabati-
schen Fluß bestimmt. Solch eine Restriktion f¨ ur das Geschwindigkeitsfeld V kann
in der kinetischen Beschreibung nicht formuliert werden, da die Stromdichte Jkin
als erstes Moment von F bez¨ uglich des Teilchenimpulses eingef¨ uhrt wird und damit
eine abgeleitete Gr¨ oße ist. Ein Vergleich zwischen der hydrodynamischen und der
kinetischen Beschreibung ist nur m¨ oglich, wenn eine Transformation von V nach U
existiert, so daß Jkin = nU mit n ≡ n
(0)
kin + n
(1)
kin gilt. Wir ﬁnden
V −→ U − n
−1 Jdiﬀ . (6.52)
Die Transformation (6.52) eliminiert die Diﬀusionsstromdichte aus Jkin. Der Unter-
schied (6.50) zur hydrodynamischen Beschreibung ist damit aufgehoben. Allerdings
generiert (6.52) neue Beitr¨ age zum Energie–Impuls–Tensor, die wir im Folgenden
untersuchen wollen.
Die Transformation (6.52) mit n ≡ n
(0)
kin + n
(1)
kin generiert einen Beitrag im Energie–
Impuls–Tensor, dessen Tensorstruktur mit der Tensorstruktur von T
(1)
B ¨ uberein-
stimmt:
ρ
(0)
kin V ⊗ V = ρ
(0)
kin U ⊗ U −
ρ
(0)
kin
n
Sym(U ⊗ Jdiﬀ) + O(Jdiﬀ ⊗ Jdiﬀ) . (6.53)
Die Transformation bewirkt auch eine Modiﬁkation der W¨ armeleitung, Jdiﬀ ist ja
proportional zur transversalen W¨ armestromdichte im Volumen U⊗h. Diese Modiﬁ-
kation bereitet keine weiteren Schwierigkeiten, da die auftretenden Tensoren legitim
sind. Da wir uns auf schwach dissipative Prozesse eingeschr¨ ankt haben, vernachl¨ assi-
gen wir alle Terme, die Produkte von ∇·U, Q(T) und W(T) beinhalten. Damit wird
aus (6.52) in T(1) einfach V −→ U.
Wir wenden uns nun der unterschiedlichen Deﬁnition der Energiedichte (6.51) in der
hydrodynamischen und kinetischen Beschreibung zu. In der kinetischen Beschrei-
bung generiert der Lorentz–Skalar A einen Beitrag mit der Tensorstruktur U ⊗ U.
In der mehr geometrischen Formulierung von Eckart sollte diese Tensorstruktur nur
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der hydrodynamischen Beschreibung aus beinhaltet F (0) nicht die gesamte adiaba-
tische Physik. Das Problem l¨ aßt sich auch nicht so trivial l¨ osen, wie das Problem
mit der unterschiedlichen Deﬁnition f¨ ur die Anzahldichte, da ρ als Funktion der
Temperatur TR und der Anzahldichte n vorliegt. Tats¨ achlich ist die Temperatur in
der hydrodynamischen und der kinetischen Beschreibung unterschiedlich deﬁniert.
In der kinetischen Beschreibung ist mit der Temperatur TR die Temperatur der
Teilchen gemeint, die w¨ ahrend der kinetischen Entkopplung der CDM–Teilchen und
danach im lokalen thermodynamischen Gleichgewicht sind, das sind die Photonen
und alle Leptonen. In der hydrodynamischen Beschreibung ist die Temperatur erst
durch die Forderung (U ⊗ U) · T(1) = 0 ﬁxiert und dies induziert eine eindeutige
Deﬁnition der Energiedichte. Gleichsetzen von ρ(T,n) und (U ⊗ U) · Tkin(TR,nkin)
liefert f¨ ur die Diﬀerenz der Temperaturen
TR − T = (ρ, T |n)
−1 h
n
(1)
kin (ρ, n |T) − ρ
(1)
kin
i
+ O

n
(1) 2
kin ,ρ
(1) 2
kin ,n
(1)
kin ρ
(1)
kin

, (6.54)
wobei wir wegen der Einschr¨ ankung auf schwach dissipative Prozesse die Taylor–
Reihen–Entwicklung nur bis einschließlich erster Ordnung in n
(1)
kin und ρ
(1)
kin berech-
nen. Da alle Ableitungen an der Stelle (T,n) ausgewertet werden, unterdr¨ ucken wir
den Index kin im Weiteren. Die Transformation (6.52) mit n ≡ n
(0)
kin + n
(1)
kin und
die Entwicklung (6.54) erlauben uns nun, den Energie–Impuls–Tensor Tkin in der
kinetischen Beschreibung durch T, n und U auszudr¨ ucken:
Tkin(T,n) = ρ(T,n) U ⊗ U − P(T,n) h
+
h
(P, n |ρ) n
(1)
kin + (P, ρ |n) ρ
(1)
kin − P
(1)
kin
i
(T,n) h
+T
(1)
B (T,n) −
w
n
Sym(U ⊗ Jdiﬀ)(T,n)
+T
(1)
C (T,n) . (6.55)
Zun¨ achst stellen wir fest, daß alle in (6.55) auftretenden Tensoren legitim im Sin-
ne der hydrodynamischen Beschreibung sind. Die erste Zeile ist der adiabatische
Energie–Impuls–Tensor. In der zweiten Zeile ﬁnden sich alle durch den Lorentz–
Skalar A generierten Beitr¨ age. Da n
(1)
kin, ρ
(1)
kin und P
(1)
kin proportional zu ∇·U sind, ist
die zweite Zeile proportional zu h∇·U und liefert somit einen Beitrag zum Koeﬃzi-
enten der Volumenviskosit¨ at. Die dritte Zeile ist proportional zu Sym(U⊗Q(T)) und
liefert damit einen Beitrag zum W¨ armeleitungskoeﬃzienten. Die letzte Zeile schließ-
lich ist proportional zu W(T) und damit zum Koeﬃzienten der Scherungsviskosit¨ at.
Die Transformation des Energie–Impuls–Tensors auf die in Eckarts Formulierung
verwendeten Zustandsgr¨ oßen liefert ein T
(1)
kin mit der Eigenschaft (U⊗U)·T
(1)
kin = 0,
d. h. alle dissipativen Ph¨ anomene werden jetzt auch in der kinetischen Beschrei-
bung durch zum adiabatischen Fluß transversale Lorentz–Strukturen repr¨ asentiert.198 Kapitel 6. Berechnung der Transportkoeffizienten
Der geometrische Inhalt der Bilanzgleichungen f¨ ur den Energie–Impuls–Tensor und
den Entropiestrom ist damit enger an die Existenz dissipativer Ph¨ anomene gekn¨ upft.
Aus dem legitimen Vergleich mit (6.6) folgen die lokalen Transportkoeﬃzienten der
Volumenviskosit¨ at ζ, der Scherviskosit¨ at η und der W¨ armeleitung χ:
ζ = f
(1,3)
0 (P, ρ |n)
2 + f
(1,1)
0 (P, n |ρ)
2 −
2
3
f
(3,1)
0 (P, ρ |n) +
1
9
f
(5,−1)
0
+2 f
(1,2)
0 (P, ρ |n)(P, n |ρ) −
2
3
f
(3,0)
0 (P, n |ρ) , (6.56)
η =
1
15
f
(5,−1)
2 , (6.57)
T χ =
1
3
"
f
(3,1)
1 − 2
w
n
f
(3,0)
1 +
w
n
2
f
(3,−1)
1
#
. (6.58)
Die lokalen Transportkoeﬃzienten (6.56)–(6.58) beschreiben schwach dissipative Pro-
zesse ganz allgemein f¨ ur eine Teilchenart mit p = ωV+ | p | n in Wechselwirkung
mit einem W¨ armebad, das lokal als adiabatische Fl¨ ussigkeit mit dem Geschwindig-
keitsfeld V modelliert wird.
6.3.1 Dissipative Prozesse in CDM
Dissipative P¨ anomene in CDM treten unmittelbar vor und w¨ ahrend der kinetischen
Entkopplung auf. In diesem Stadium ist die Relaxationszeit τ der CDM vergleichbar
zur Hubble-Zeit 1/H. Kollektive dissipative Ph¨ anomene formieren sich also gerade
erst und k¨ onnen durch eine Relaxationszeit–N¨ aherung des linearen Funktionals L
ad¨ aquat beschrieben werden:
L
h
F
(1)
i
≈ −ω τ
−1 F
(1) . (6.59)
Diese N¨ aherung bedeutet f¨ ur die Funktionen κa(ω,x) = τ−1 ,∀a ∈ {0,1,2}. F¨ ur
(nicht–relativistische) CDM ist τ eine Funktion der Energie der Leptonen und un-
abh¨ angig von ω. Folglich sind alle f(i,j)
a proportional zu τ, also mit der elastischen
Streurate unterdr¨ uckt. Die lokalen Transportkoeﬃzienten sind in dieser N¨ aherung
allesamt proportional zu τ. Je gr¨ oßer die Rate der elastischen Streuungen ist, umso
schw¨ acher sind dissipative Prozesse. Das ist auch anschaulich klar, da dissipative
Ph¨ anomene durch den Kontakt mit dem W¨ armebad geschw¨ acht werden. F¨ ur nicht–
relativistische CDM ist ω ≈ M(1+1/2v2) und dω ≈ Mvdv, wobei v den Betrag der
Dreiergeschwindigkeit bezeichne. Daraus folgt
f
(i,j)
a ≈ i!!(MT)
(i−3)/2M
jnτ ≡ f
i,j , ∀a ∈ {1,2,3} (6.60)6.3 Die lokalen Transportkoeffizienten 199
f¨ ur i ungerade. n bezeichne die adiabatische Teilchenzahldichte der CDM–Teilchen:
n ≈ g (MT/2π)
3/2 exp(α − M/T) , (6.61)
vorausgesetzt F (0) kann als Maxwell–Verteilung angenommen werden. In dieser
N¨ aherung ist n
(1)
kin durch die ¨ Anderungsrate von n im dem Zeitraum τ gegeben,
den CDM zum relaxieren ben¨ otigt, also n
(1)
kin ≈ −nτ∇ · U = ˙ nτ. Da die Funktionen
f(i,j) ∼ nτ und ρ
(1)
kin und P
(1)
kin proportional zu ∇ · U sind, m¨ ussen diese sogar linear
von n
(1)
kin abh¨ angen. Wir ﬁnden ρ
(1)
kin ≈ Mn
(1)
kin und P
(1)
kin ≈ 5/3Tn
(1)
kin. F¨ ur den Tem-
peraturunterschied in der hydrodynamischen und kinetischen Beschreibung ﬁnden
wir T(TR/T − 1) ≈ Tn
(1)
kin/n. Alle Probleme beim Vergleich beider Bechreibungen
werden durch ein von Null verschiedenes n
(1)
kin generiert. Die Existenz einer Diﬀu-
sionsstromdichte Jdiﬀ ist nicht wirklich ein Problem, da diese keine adiabatischen
Beitr¨ age generiert. n
(1)
kin hingegen induziert adiabatische Beitr¨ age und zerst¨ ort damit
den in der hydrodynamischen Beschreibung erreichten Zusammenhang zwischen dis-
sipativen Ph¨ anomenen und transversalen Tensoren.
F¨ ur die lokalen Transportkoeﬃzienten (6.56)–(6.58) ﬁnden wir in O(τ) und bis Ord-
nung T/M
ζ ≈
5
3
nT τ , η ≈ nT τ , χ ≈ 0 . (6.62)
Der Koeﬃzient der W¨ armeleitung verschwindet, da sich die durch den Vierervek-
tor B generierten Beitr¨ age (w/n)Sym(U ⊗ Jdiﬀ) und T
(1)
B in O(τ) und O(T/M)
gegenseitig wegheben. W¨ armeleitung transversal zum adiabatischen Strom verur-
sacht einen Temperaturgradienten in dieser Richtung im Volumen U ⊗ h und ei-
ne zeitliche Variation von U in dieser Richtung. Beide Ph¨ anomene k¨ onnen nur
durch Diﬀusion von CDM–Teilchen senkrecht zum adiabatischen Fluß verursacht
werden. Die damit verbundene Stromdichte muß nach Voraussetzung viel kleiner
als die adiabatische Stromdichte sein. Tats¨ achlich gilt f¨ ur die Diﬀusionsstromdichte
Jdiﬀ ∼ (T/M)nτ Q(T), d.h. sie ist nicht nur mit der elastischen Streurate, sondern
zus¨ atzlich durch den Faktor T/M unterdr¨ uckt. Der Faktor T/M kann als thermi-
scher Mittelwert von (∆P˜ χ/P˜ χ)2 interpretiert werden. Damit ist Jdiﬀ proportional
zum Verh¨ altnis zwischen der mittleren kinetischen Energie der Dynamik in transver-
saler Richtung und der kinetischen Energie im adiabatischen Fluß. Dieses Verh¨ altnis
unterdr¨ uckt die W¨ armeleitung in f¨ uhrender Ordnung im Vergleich zu den anderen
dissipativen Prozessen. Der Koeﬃzient der Volumenviskosit¨ at ist proportional zum
Druck auf die Fl¨ ache h, der durch Quellen im Geschwindigkeitsfeld erzeugt wird.
Diese Quellen sind durch ˙ n/n gegeben. Das Volumenintegral ¨ uber ˙ n/n liefert die
Teilchenzahlerhaltung. Lokal k¨ onnen die Quellterme ˙ n/n sehr wohl von Null ver-
schieden sein, da p⊥ von Null verschieden ist. CDM-Teilchen k¨ onnen damit einen
adiabatischen Stromfaden verlassen und generieren so dissipative Prozesse. Der Ko-
eﬃzient der Scherviskosit¨ at schließlich zeigt dieselbe Proportionalit¨ at. Allerdings
wird hier der Druck zum Umbiegen von Stromf¨ aden in die durch h deﬁnierte Ebene
benutzt.200 LITERATUR
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Akustische Absorption
In diesem Kapitel behandeln wir die Absorption von akustischen St¨ orungen in der
CDM–Fl¨ ussigkeit. Akustische St¨ orungen sind Anregungen der CDM–Fl¨ ussigkeit, die
durch ebene Wellen beschrieben werden mit Amplituden, die im Vergleich zu den
korrespondierenden adiabatischen Gr¨ oßen der Fl¨ ussigkeit als klein angenommen wer-
den. Die Ursache dieser St¨ orungen werden zum Beispiel in (Mukhanov et al., 1992)
behandelt. Wir konzentrieren uns hier auf die Absorption akustischer St¨ orungen
(Landau und Lifshitz, 1991; Weinberg, 1971).
Ist die CDM–Fl¨ ussigkeit noch im thermischen Kontakt mit dem W¨ armebad, so wer-
den akustische St¨ orungen aufgrund der im letzten Kapitel berechneten dissipativen
Prozesse in der CDM–Fl¨ ussigkeit ged¨ ampft (Weinberg, 1971; Hofmann et al., 2001),
w¨ ahrend die CDM–Fl¨ ussigkeit vom W¨ armebad entkoppelt. Ist die CDM–Fl¨ ussigkeit
vollst¨ andig thermisch entkoppelt vom W¨ armebad, so bricht die Beschreibung der
Fl¨ ussigkeit als Vielteilchensystem mit schwacher Dissipation zusammen.
Nach dem Entkoppeln str¨ omt die Fl¨ ussigkeit frei und ihre Stromf¨ aden folgen Geod¨ a-
ten. Freies Str¨ omen stellt einen weiteren Mechanismus zur D¨ ampfung (Bond und
Szalay, 1983) bereit. Ist der physikalische Abstand, den ein CDM–Teilchen in der
Zeit t auf einer Geod¨ ate zur¨ ucklegen kann, gr¨ oßer als die physikalische Wellenl¨ ange
einer akustischen St¨ orung zu dieser Zeit, so werden die CDM–Teilchen aus der ¨ uber-
dichten in die unterdichte Region str¨ omen und so jede durch die akustische St¨ orung
gebildete Struktur ausschmieren.
Beide D¨ ampfungsmechanismen k¨ onnen mit einer Massenskala in Verbindung ge-
bracht werden, die angibt, wieviel Energie mit einer akustischen St¨ orung mindestens
assoziiert werden muß, damit diese nicht absorbiert wird. Damit ist eine Massen-
schwelle (Schwarz et al., 2001) berechnet, aus der die kleinste Masse einer akusti-
schen St¨ orung in der CDM–Fl¨ ussigkeit folgt, die zur gravitativen Strukturbildung
beitragen kann.
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Die so berechneten ersten rein gravitativ gebundenen CDM–Vielteilchensysteme
(CDM–Wolken) (Hofmann et al., 2001) liefern die ben¨ otigten Anfangsbedingun-
gen f¨ ur Modelle und Simulationen zur Berechnung der Strukturbildung im Univer-
sum auf großen Skalen. Es ist somit eine Verbindung gelungen zwischen den Feld-
theorien, die die Wechselwirkung der CDM–Teilchenkandidaten deﬁnieren und ma-
kroskopischen Observablen, die eine Diskriminierung der unterschiedlichen CDM–
Teilchenkandidaten erlaubt.
7.1 D¨ ampfung durch Dissipation
Gegeben sei zun¨ achst eine ideale CDM–Fl¨ ussigkeit. Die CDM-Fl¨ ussigkeit wird adia-
batisch durch die Anzahldichte n, das Geschwindigkeitsfeld U, die Energiedichte
ρ, den Druck P und die Temperatur T charakterisiert. Eine akustische St¨ orung
resultiert in additive Modiﬁkationen der adiabatischen Gr¨ oßen. Solche Modiﬁkatio-
nen werden als klein vorausgesetzt im Vergleich zu den adiabatischen Gr¨ oßen und
durch die entsprechenden St¨ orterme δn, δU, δρ, δP und δT in die Beschreibung mit
einbezogen. Wir beginnen mit der St¨ orung des Energie–Impuls–Tensors, der den
adiabatischen Zustand der CDM–Fl¨ ussigkeit beschreibt. In erster Odnung in den
St¨ orgr¨ oßen ﬁnden wir
T
(0) −→ T
(0) + δT
(0) ,
δT
(0) = δρ U ⊗ U − δP h + w Sym(U ⊗ δU) . (7.1)
Wir deﬁnieren einen zu U senkrechten Einheitsvektor durch n · U = 0 mit der
Norm knk = −1 ein. Die St¨ orterme in (7.1) k¨ onnen dann aus der Entwicklung (7.1)
herausprojiziert werden. Wir ﬁnden δρ = (U ⊗ U) · δT(0), (n ⊗ n) · δT(0) = δP und
f¨ ur den Mischterm (U ⊗ n) · δT(0) = w.
Nun formieren sich aber vor der kinetischen Entkopplung der CDM–Fl¨ ussigkeit vom
W¨ armebad Abweichungen vom Gleichgewichtszustand, die durch schwach dissipati-
ve Prozesse verursacht werden. In unserer Beschreibung der CDM–Fl¨ ussigkeit haben
wir diese Prozesse durch den Tensor T(1) miteinbezogen. Auch diese Prozesse werden
durch akustische St¨ orungen beeinﬂußt, folglich wird auch der Tensor T(1) modiﬁ-
ziert. Die St¨ orungstheorie f¨ ur T(1) bedarf einer Vorbemerkung. Die Tensorstruktur
von T(1) ist durch Ableitungen von T und U gegeben, die mit dem Projektionsope-
rator h kontrahiert werden. Zur Berechnung von δT(1) in linearer St¨ orungstheorie
ersetzen wir T −→ T + δT und U −→ U + δU, wobei lediglich die St¨ orterme δT
und δU von der Raum–Zeit abh¨ angen. In der Divergenz ∇·U, dem Schertensor W
und der W¨ armestromdichte Q liefern somit nur die St¨ orterme von Null verschiedene
Beitr¨ age. In dem Projektionsoperator h muß f¨ ur die lineare St¨ orungstheorie folglich
nur die adiabatische Geschwindigkeit U ber¨ ucksichtigt werden. Wir erhalten dann
δT
(1) = ζ (∇ · δU) h + η δW
(T) + χ Sym

U ⊗ δQ
(T)

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mit den Deﬁnitionen
δW
def = Sym(∇ ⊗ δU) −
2
3
g (∇ · δU) , (7.3)
δQ
def = ∇δT − T ˙ δU . (7.4)
In der Deﬁnition der gest¨ orten W¨ armestromdichte δQ f¨ allt der Term proportional
zu δT ˙ U heraus, da ˙ U = 0. F¨ ur die Projektionen ﬁnden wir (U ⊗ U) · δT(1) = 0,
(n ⊗ n) · δT(1) = −ζ (∇ · δU) + η (n ⊗ n) · W und (U ⊗ n) · δT(1) = χ n · Q.
Wir leiten die Absorptionsrate f¨ ur akustische St¨ orungen aus den Bewegungsglei-
chungen f¨ ur den Energie–Impuls–Tensor δT
def = δT(0) + δT(1) der St¨ orungen her.
Diese Bewegungsgleichungen (Silk, 1968; Weinberg, 1971) sind durch die Erhaltung
der Energie und des Impulses in Richtung des adiabatischen Flusses und senkrecht
dazu bestimmt. F¨ ur die mathematische Formulierung dieses Sachverhaltes deﬁnie-
ren wir eine Ableitung ∇k
def = U(U · ∇) in Richtung des adiabatischen Flusses und
eine Ableitung ∇⊥
def = ∇−∇k senkrecht dazu. Die Erhaltungss¨ atze sind dann durch
die Viererdivergenz des Energie–Impuls–Tensors der St¨ orungen und anschließende
Projektion in die entsprechende Richtung gegeben. Die Kontraktionen von δT mit
U⊗∇ = U⊗∇k +U⊗∇⊥ und n⊗∇ = n⊗∇k +n⊗∇⊥ liefern somit die separaten
Erhaltungss¨ atze f¨ ur Prozesse in Richtung von U und f¨ ur Prozesse in der durch h
deﬁnierten Ebene:
0 = (U ⊗ ∇) · δT
=

U · ∇k

δρ + w ∇⊥ · δU + χ ∇⊥ · δQ
(T) , (7.5)
0 = (n ⊗ ∇) · δT
= w

U · ∇k

(n · δU) + (n · ∇⊥)δP + χ

U · ∇k
 
n · δQ
(T)

+ζ (n · ∇⊥)(∇⊥ · δU) + η (n ⊗ ∇⊥)δW
(T) . (7.6)
Die Variation der Energiedichte–St¨ orung in Richtung des adiabatischen Stromfadens
wird verursacht durch Quellen1 f¨ ur den W¨ armetransport senkrecht zum adiabati-
schen Fluß und durch Quellen, die St¨ orungen im Geschwindigkeitsfeld in transversa-
ler Richtung erzeugen. Letztere transportieren Energie und Impuls von Stromfaden
zu Stromfaden. Die transversalen St¨ orungen im Geschwindigkeitsfeld wiederum vari-
ieren in Richtung des adiabatischen Stromfadens, weil die W¨ armestromdichte in die-
ser Richtung variiert. Schließlich ¨ andert sich der Druck senkrecht zu den Stromf¨ aden,
weil Volumenviskosit¨ at die Quellen der Geschwindigkeitsst¨ orung in dieser Richtung
¨ andert und Scherviskosit¨ at das gest¨ orte Geschwindigkeitsfeld in die gleiche Richtung
umbiegt.
1Der Begriﬀ Quelle wird in diesem Kapitel immer f¨ ur die Divergenz eines Tensorfeldes benutzt
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Um ein vollst¨ andiges System von Bewegungsgleichungen zu erhalten, muß (7.5)–(7.6)
durch den Erhaltungssatz f¨ ur die Teilchenzahl erg¨ anzt werden. Mit δJ = δn U+n δU
folgt
0 = ∇ · δJ = (U · ∇k)δn + n(∇⊥ · δU) . (7.7)
Die Variation der St¨ orungen in der Teilchenzahldichte im adiabatischen Stromfa-
den wird somit durch Quellen f¨ ur St¨ orungen im transversalen Geschwindigkeitsfeld
generiert, die Teilchenzahldichte senkrecht zum adiabatischen Fluß transportieren.
Die geometrischen Aussagen der Bewegungsgleichungen (7.5)–(7.7) und der Bewe-
gungsgleichung f¨ ur δn sind damit gekl¨ art.
Die lokalen Erhaltungss¨ atze liefern drei Prozessgleichungen f¨ ur f¨ unf Gr¨ oßen, die lokal
den Zustand der gest¨ orten Fl¨ ussigkeit beschreiben. Das Problem, die Zeitentwick-
lung der St¨ orgr¨ oßen zu berechnen, ist somit nicht ohne weitere Informationen l¨ osbar.
In Anlehnung an die adiabatische Zustandsbeschreibung nehmen wir an, daß δρ und
δP linear von δT und δn abh¨ angen. Dann gilt
δρ = (ρ, T |n) δT + (ρ, n |T) δn , (7.8)
δP = (P, T |n) δT + (P, n |T) δn . (7.9)
Die Beziehungen (7.8) und (7.9) reduzieren die Anzahl der unabh¨ angigen St¨ orterme
in den Erhaltungss¨ atzen (7.5)–(7.7) um zwei. Damit sind (7.5)–(7.7) ein vollst¨ andiges
System von Bestimmungsgleichungen f¨ ur δn, ∇⊥ · δU und δT.
Die akustischen St¨ orungen der CDM–Fl¨ ussigkeit werden durch ebene Wellen be-
schrieben:
δZ(t,x) = Z1 exp(iωt)exp(−ik · x) , Z ∈ {n,U,ρ,P,T} . (7.10)
Einsetzen in die Bewegungsgleichungen liefert ein System von algebraischen Bestim-
mungsgleichungen f¨ ur n1, k · U1 und T1. Im mitbewegten Bezugssystem gilt:
0 = ω n1 − n (k · U1) , (7.11)
0 = ω ρ1 − w (k · U1) + iχ[(k · k) T1 − ωT (k · U1)] , (7.12)
0 = ωw(n · U1) − (n · k)P1 − iχ ω [(n · k) T1 − ωT (n · U1)]
+ iη [(k · k) (n · U1) + 1/3(n · k) (k · U1)] + iζ (n · k) (k · U1) (7.13)
Die Beziehungen (7.8) und (7.9) ¨ ubersetzen sich in die algebraischen Relationen
ρ1 = (ρ, T |n) T1 + (ρ, n |T) n1 , (7.14)
P1 = (P, T |n) T1 + (P, n |T) n1 . (7.15)
Die geschwindigkeitsabh¨ angigen Terme in (7.11) und (7.12) sind Projektionen von
U1 auf den Wellenzahlvektor k der St¨ orungen. Diese Ausdr¨ ucke beschreiben die Aus-
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In (7.13) treten aber auch Projektionen von U1 und k bez¨ uglich des Vierervektors
n auf. Diese Projektionen m¨ ussen in Projektionen auf den Wellenzahlvektor k und
senkrecht dazu umgeschrieben werden. Bez¨ uglich der durch k gegebenen Vorzugs-
richtung deﬁnieren wir zweckm¨ aßig n
def = nk+n⊥ mit nk
def = (k·n)k/k2 und k·n⊥ = 0.
Setzen wir diese Zerlegung von n in parallele und senkrechte Anteile bez¨ uglich des
Wellenzahlvektors k in (7.13) ein, so separiert (7.13) in zwei algebraische Gleichun-
gen:
0 = ωw(k · U1) − k
2P1
−i χ ω
h
k
2T1 − ωT1 (k · U1)
i
+ i(4/3 η + ζ)k
2 (k · U1) , (7.16)
0 =

ωw + i χ ω
2T + i η k
2

(n · U1) (7.17)
Gleichung (7.17) liefert die Dispersionsrelation f¨ ur transversalen St¨ orungen, berech-
net in erster Ordnung perturbativer Hydrodynamik:
ω = −i(η/w) k
2 . (7.18)
Die transversalen St¨ orungen werden folglich mit der Rate
Γ⊥
def = (η/w) k
2 (7.19)
ged¨ ampft. Das ist konsistent mit dem Resultat aus der nichtrelativistischen Hydro-
dynamik (Landau und Lifshitz, 1991), wobei die Massendichte im Ruhesystem der
Fl¨ ussigkeit durch die Enthalpie w = ρ + P ersetzt werden muß.
Interessanter ist nat¨ urlich die Dispersionsrelation f¨ ur die longitudinalen St¨ orungen,
die durch die drei Bestimmungsgleichungen (7.11), (7.12) und (7.16) f¨ ur n1, k · U1
und T1 beschrieben werden. Wir deﬁnieren die Koeﬃzientenmatrix
A
def =


 

 

ω −n 0
ω (ρ, n |T) −ω − i χ ωT ω (ρ, T |n) + i χ k2
−k2 (P, n |T) ωw + i χ ω2T1 + i(4/3η + ζ)k2 −k2 [(P, T |n) + i χ ω]


 

 

(7.20)
und fassen die unabh¨ angigen St¨ orterme zu einem Tripel (n1,k · U1,T1) zusammen.
Die Bestimmungsgleichungen sind jetzt
0 = A · (n1,k · U1,T1) . (7.21)
Die gesuchte Dispersionsrelation ergibt sich aus der Forderung, daß (7.21) eine ein-
deutige L¨ osung besitzt, also detA = 0. Bis einschließlich O(ζ,η,χ) erhalten wir als
Bestimmungsgleichung f¨ ur die gesuchte Dispersionsrelation
0 = ω
3 − v
2
s k
2ω + i
ζ + 4
3η
w
k
2ω
2 (7.22)
+
iχ
w(ρ, T |n)
h
T (ρ,T |n)ω
4 + w k
2ω
2 − 2T (P, T |n)k
2ω
2 − n(P, n |T)k
4
i
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wobei vs die isentrope Schallgeschwindigkeit bezeichne:
v
2
s
def = (P, ρ |σ)
= (T/w)(P, T |n)(P, ρ |n) + (w/n)(P, n |T) . (7.23)
In allen Termen proportional zu den lokalen Transportkoeﬃzienten benutzen wir
die adiabatische Dispersionsrelation ω2 = v 2
s k2. F¨ ur den Realteil der Frequenz gilt
dann Re ω = vs k. Einsetzen von ω = vsk + i Im ω in (7.22) liefert eine Bestim-
mungsgleichung f¨ ur den Imagin¨ arteil der Frequenz in erster Ordnung in den lokalen
Transportkoeﬃzienten: ω3−v 2
s k2ω = 2iv 2
s k2 Im ω. Wir notieren die L¨ osung f¨ ur den
Imagin¨ arteil in der Form Im ω = −L k2, wobei L die f¨ ur Absorption charakteristi-
sche L¨ angenskala
L =
ζ + 4
3η
2w
+
χ
2w
(ρ,T |n)
−1
"
w − 2T (P, T |n) + v
2
sT (ρ, T |n) −
n
v2
s
(P, T |n)
#
(7.24)
in O(ζ,η,χ) bezeichne. F¨ ur CDM verschwindet die W¨ armeleitung in O(τ) und
O(T/M) und das Quadrat der isentropen Schallgeschwindigkeit ist v2
s = 5/3 T/M +
O((T/M)2). Folglich gilt f¨ ur jeden Typ schwach wechselwirkender CDM
L = 9/10 v
2
s τ + O

v
4
s

τ . (7.25)
Es ist wichtig, daß die charakteristische L¨ angenskala L f¨ ur die durch elastische Streu-
prozesse verursachte Absorption von St¨ orungen proportional zur Relaxationszeit
τ ≈ M/Tτcoll  τcoll ist. Die Relaxationszeit ber¨ ucksichtigt, daß der Impuls¨ uber-
trag zwischen der nicht–relativistischen CDM und den relativistischen Teilchen des
W¨ armebades von der Gr¨ oßenordnung T/M ist und damit viele elastische Streuungen
ben¨ otigt werden, um eine St¨ orung zu d¨ ampfen. Typischerweise werden M/T  1
Streuungen hierf¨ ur ben¨ otigt. Die Autoren (Boehm et al., 2001; Chen et al., 2001)
nehmen an, daß τ ≈ τcoll ist. Diese Annahme bedeutet, daß ein einziger Kontakt
von CDM mit dem W¨ armebad ausreicht, um eine St¨ orung zu d¨ ampfen. Wir haben
bereits gezeigt, daß dies f¨ ur CDM nicht zutriﬀt und L damit um einen Faktor M/T
untersch¨ atzt wird 2. Longitudinale akustische St¨ orungen in der CDM–Fl¨ ussigkeit
werden exponentiell mit der Rate Γ = 9/10(kvs)2 τ ged¨ ampft. Die D¨ ampfung ist
2F¨ ur Neutralino–CDM ist M/T ≥ 104 f¨ ur T ≈ Tkd. Der Unterschied in der Absorptionsrate ist
eine Potenz in Tkd/T. Es ist
Γ(T) =

k2v2
s
H

(Tkd)

Tkd
T
α−3
,
wobei wir α = 6 ﬁnden. Wird f¨ alschlicherweise τ ≈ τcoll angenommen, so folgt α = 5. F¨ ur das
Zeitintegral ¨ uber die Absorptionsrate im D¨ ampfungsexponential (7.26) macht der Unterschied in7.1 D¨ ampfung durch Dissipation 207
f¨ ur Zeiten t ∈ [0,tkd] eﬀektiv, da die CDM–Fl¨ ussigkeit nach dem kinetischen Ent-
koppeln frei str¨ omt. Interessant f¨ ur die weitere Analyse ist das Spektrum der Mo-
den bez¨ uglich des Wellenzahlvektors k, die bis zum Entkoppeln nicht wegged¨ ampft
sind und der Zustand Z(tkd,x) dieser St¨ orungen. Da die CDM–Fl¨ ussigkeit w¨ ahrend
t ∈ [0,tkd] praktisch im lokalen thermischen Gleichgewicht ist, multiplizieren sich
in jedem der N Zeitschritte ∆t die Exponentiale exp(−Γ(t)∆t), die die Amplitude
von δZ d¨ ampfen. Zum Zeitpunkt der Entkopplung k¨ onnen diese Exponentiale dann
f¨ ur ∆t → 0, N → ∞ und N∆t → tkd zusammengefaßt werden: die Amplitude Z1
einer St¨ orung δZ zum Zeitpunkt tkd ist durch
Z1 exp

−
tkd Z
0
dt Γ(t)

 (7.26)
gegeben. Die obere Integrationsgrenze ist streng genommen durch den Zeitpunkt
min{tkd,t(k)mitReω τ = 1} gegeben, wobei t(k) f¨ ur jede Mode angibt, wann der
Relaxationszeit–Ansatz zusammenbricht. Ist f¨ ur eine bestimmte Menge von Moden
t(k) < tkd, so k¨ onnen wir mit den gemachten N¨ aherungen lediglich die Amplituden
berechnen, mit denen diese Moden in die nichtlineare Evolution starten. Die Zeitent-
wicklung dieser Moden bis hin zum kinetischen Entkoppeln kann dann im Rahmen
der gew¨ ahlten Beschreibung nicht erfolgen. Tats¨ achlich ist aber Reω τ = vsk < 1
f¨ ur alle interessanten Moden mit Wellenl¨ angen λ < 1/H. Daraus folgt (k/H)(Tkd) <
1/vs. F¨ ur Neutralino–CDM ist 1/vs ≥ 104.
Bei der Berechnung des Integrals muß die Expansion des Universum ber¨ ucksichtigt
werden. Wir benutzen im Integranden f¨ ur die Relaxationszeit die Beziehung τ(T) =
H−1(Tkd)(Tkd/T)6. F¨ ur t ∈ [0,tkd] ist das Universum strahlungsdominiert und es gilt
folglich k(T) = k(Tkd)(T/Tkd), d. h. die Wellenl¨ ange jeder Mode wird rotverschoben.
Einsetzen in (7.26) liefert f¨ ur δ(k)
def = |δZ/Z1|
δ(k) = exp

−
9
50
 
vsk
H
!2
T=Tkd

 . (7.27)
Der D¨ ampfungsterm (7.27) kann auch als Funktion der Wellenl¨ ange λ der Moden
notiert werden. Als charakteristische Wellenl¨ ange f¨ ur durch elastische Streuungen
induzierte D¨ ampfung der St¨ orungen δZ in der CDM–Fl¨ ussigkeit deﬁnieren wir λd
def =
(6π/5
√
2)vs(Tkd)RH(Tkd) und erhalten
δ(λ) = exp
h
−(λd/λ)
2i
. (7.28)
der Potenz α jedoch nur wenig aus:
tkd Z
0
dt Γ(t) =
1
α − 1

kvs
H
2
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F¨ ur Neutralino–CDM erhalten wir typischerweise λd ≈ 10−2RH(Tkd). Moden, die
zum Zeitpunkt des kinetischen Entkoppelns eine Wellenl¨ ange λ(Tkd) < λd besitzen,
werden stark ged¨ ampft.
In der Kosmologie werden akustische St¨ orungen gew¨ ohnlich nicht durch die zeitab-
h¨ angige Wellenzahl k ∼ 1/a ∼ t−1/2 oder Wellenl¨ ange λ ∼ a ∼ t1/2 gekennzeichnet,
sondern durch eine Konstante in der Zeit: die Ruhemasse M der CDM in einer Kugel
mit Radius λ, deﬁniert durch
M
def =
4
3
π
2π
k
3
nCDM MCDM , (7.29)
wobei nCDM die Anzahldichte der CDM–Teilchen und MCDM ihre Masse bezeichne.
Der D¨ ampfungsterm (7.28) kann dann in Abh¨ angigkeit dieser Masse notiert werden:
δ(M) = exp
h
−(Md/M)
2/3i
. (7.30)
Hierbei bezeichne Md die charakteristische Masse f¨ ur durch elastische Streuungen
induzierte D¨ ampfung:
Md =
32(2π)4
53√
2
v
3
s(Tkd) M˜ χ n˜ χ(Tkd) R
3
H(Tkd)
≈ 2.6 · 10
−8 (1GeV)3
(M˜ χTkd)3/2 ω˜ χ M . (7.31)
F¨ ur Neutralino–CDM ist typischerweise Md ≈ 10−9M.
In Abbildung (7.1) ist die D¨ ampfungsskala Md in Sonnenmassen als Funktion der
Neutralino–Masse gezeigt. Die unterschiedlichen Kurven entsprechen von unten nach
oben anwachsenden Slepton–Massen.
Je gr¨ oßer die Slepton–Masse, desto gr¨ oßer ist die D¨ ampfungsskala Md, weil die An-
zahldichte der Neutralinos mit der Slepton–Masse w¨ achst. Gr¨ oßere Slepton–Massen
bedeuten auch, daß die Rate der elastischen Streuungen von Leptonen an Neutralinos
kleiner werden, weil die zum Austausch ben¨ otigten Sleptonen eine kleinere Reichwei-
te haben. Die St¨ arke der dissipativen Prozesse wird durch die lokalen Koeﬃzienten
(6.62) parametrisiert, die wiederum umgekehrt proportional zur elastischen Streu-
rate sind. Folglich werden dissipative Prozesse mit gr¨ oßerer Slepton–Masse wichti-
ger, genauer, sie wachsen mit der vierten Potenz der Slepton–Masse. Jede Kurve
f¨ allt streng monoton mit wachsender Neutralino–Masse, weil die Anzahldichte der
Neutralinos exponentiell in der Neutralino–Masse ged¨ ampft ist. Außerdem w¨ achst
die Temperatur Tkd, bei der Neutralinos kinetisch vom W¨ armebad entkoppeln, mit
wachsender Neutralino–Masse. Nun ist die Relaxationszeit umgekehrt proportional
zur sechsten Potenz der Temperatur und wird folglich mit wachsendem Tkd schnell
kleiner. Das heißt, dissipative Prozesse werden schw¨ acher. Damit wird die Masse
Md, die in einer akustischen St¨ orung vorhanden sein muß, um nicht vollst¨ andig
wegged¨ ampft zu werden, kleiner.7.1 D¨ ampfung durch Dissipation 209
Abbildung 7.1: Die D¨ ampfungsskala Md in Sonnenmassen als Funktion der Neutralino–
Masse M˜ χ f¨ ur unterschiedliche Slepton–Massen M˜ L = 150,200,300,400 GeV. Die Slepton–
Masse w¨ achst von unten nach oben.210 Kapitel 7. Akustische Absorption
7.2 D¨ ampfung durch freies Str¨ omen
F¨ ur Temperaturen T < Tls (5.72) haben die CDM–Teilchen den thermischen Kon-
takt zum W¨ armebad vollst¨ andig verloren und sind wechselwirkungsfrei. Jedes CDM–
Teilchen bewegt sich daher frei auf einer Geod¨ ate der Raum–Zeit. St¨ orungen in der
CDM beeinﬂussen die Raum–Zeit–Metrik und folglich die Geod¨ aten. Sind die physi-
kalischen Wellenl¨ angen der St¨ orungen groß in einem noch zu speziﬁzierenden Sinne,
so kann CDM als ideale Fl¨ ussigkeit mit einem eﬀektiven Druck modelliert werden.
Sind die physikalischen Wellenl¨ angen der St¨ orungen dagegen klein 3, so wird die
Bewegung der CDM–Teilchen auf den Geod¨ aten der Raum–Zeit jede Struktur aus-
schmieren, da die Teilchen sich frei von einer ¨ uberdichten Region in eine unterdichte
Region bewegen und damit jede Dichtest¨ orung ausgleichen k¨ onnen.
Wir pr¨ azisieren im folgenden unsere ph¨ anomenologische Betrachtung dieses zwei-
ten D¨ ampfungsmechanismus. Sei lfs(t) der physikalische Abstand, den ein CDM–
Teilchen in der Zeit t auf einer Geod¨ ate zur¨ ucklegen kann. Sei weiterhin λ(t) ≡
2π/k(t) die physikalische Wellenl¨ ange einer (akustischen) St¨ orung zu diesem Zeit-
punkt. F¨ ur lfs(t) > λ(t) k¨ onnen CDM–Teilchen von der ¨ uberdichten in die unterdich-
te Region propagieren und damit die Dichtest¨ orung ausgleichen und jede vorhande-
ne Struktur ausschmieren. Mit anderen Worten, alle St¨ orungen mit physikalischen
Wellenl¨ angen λ(t) < lfs(t) werden durch diesen Mechanismus ged¨ ampft. Der physi-
kalische Abstand, den ein CDM–Teilchen auf einer Geod¨ ate in der Zeit t ∈ [tls,teq]
zur¨ ucklegen kann, ist
lfs(t) = a(t)
t Z
0
d˜ t
v(˜ t)
a(˜ t)
. (7.32)
F¨ ur T < Tls sind die CDM–Teilchen nichtrelativistisch, sodaß f¨ ur ihre Geschwin-
digkeit v ∼ 1/a gilt. Wir setzen v(t) = v(tls)a(tls)/a(t) und a(t) ∼ t1/2 f¨ ur ein
strahlungsdominiertes Universum in (7.32) ein und erhalten
lfs(a) =
als
a
vls ln
 a
als

RH(a) , (7.33)
wobei wir als ≡ a(tls) gesetzt haben und vls ≡ v(tls) =
q
3Tls/M˜ χ die mittlere Ge-
schwindigkeit der CDM–Teilchen nach ihrer letzten elastischen Streuung bezeichne.
F¨ ur Neutralinos ﬁnden wir typischerweise lfs ≈ 10−8RH im Materie–Strahlungs–
Gleichgewicht, was heute einer L¨ ange von etwa 5·10−4 pc entspricht. In einer Kugel
mit diesem Radius w¨ urde eine Masse von Mfs ≈ 10−6M an Neutralinos gravitativ
gebunden sein.
In Abbildung (7.2) ist die D¨ ampfungsskala Mfs in Sonnenmassen als Funktion der
Neutralino–Masse f¨ ur unterschiedliche Slepton–Massen gegeben.
3F¨ ur Neutralino–CDM fanden wir typischerweise nach (7.28) Wellenl¨ angen λ ≥ 10−2RH beim
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Abbildung 7.2: Die D¨ ampfungsskala Mfs in Sonnenmassen als Funktion der Neutralino–
Masse M˜ χ f¨ ur unterschiedliche Slepton–Massen M˜ L = 150,200,300,400 GeV. Die Slepton–
Masse w¨ achst von unten nach oben.212 LITERATUR
Die D¨ ampfungsskala w¨ achst mit der Slepton–Masse M˜ L bei gegebener Neutralino–
Masse M˜ χ < M˜ L, weil die Anzahldichte der Neutralinos mit der Slepton–Masse
w¨ achst. F¨ ur eine gegebene Slepton–Masse sind die Kurven streng monoton fallen,
weil die Anzahldichte der Neutralinos exponentiell in der Neutralino–Masse un-
terdr¨ uckt ist. Wir ﬁnden, daß der durch die freie Bewegung der Neutralinos auf
Geod¨ aten induzierte D¨ ampfungemechanismus eine Massenschwelle 4 von typischer-
weise Mfs ≈ 10−6M impliziert5(Schwarz et al., 2001). Akustische St¨ orungen mit
kleineren Energien werden durch freies Str¨ omen von Neutralinos aus ¨ uberdichte in
unterdichte Regionen ausgeschmiert.
F¨ ur das Verh¨ altnis der beiden unterschiedlichen D¨ ampfungsskalen gilt
Mfs
Md
∼ ln
3
 a
als

. (7.34)
Dieses Verh¨ altnis wird f¨ ur a > 2.2 als gr¨ oßer als eins. Folglich beginnt der durch freies
Str¨ omen induzierte D¨ ampfungsmechanismus ¨ uber den durch Dissipation verursach-
ten zu dominieren, sobald das Universum seine Gr¨ oße nach dem letzten Kontakt
zwischen Neutralinos und dem W¨ armebad ungef¨ ahr verdoppelt hat.
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4Dieses Resultat ist nur eine Absch¨ atzung. F¨ ur die akurate Bestimmung der D¨ ampfungsska-
la Mfs muß die freie Boltzmann–Gleichung gel¨ ost werden. Als Anfangsbedingung ist dabei die
Massenschwelle Md zu ber¨ ucksichtigen.
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 abgesch¨ atzt. Dabei machen die Authoren
die ungerechtfertigte Annahme, daß chemisches und kinetisches Entkoppeln vom W¨ armebad f¨ ur
Neutralinos gleichzeitig passieren.–VIII–
Ergebnisse
In diesem Kapitel fassen wir die wichtigsten Ergebnisse dieser Arbeit zusammen,
wobei wir stets das Bino als CDM–Teilchen einsetzen und auf die allgemeinen Glei-
chungen in den vorangegangenen Kapiteln verweisen.
Die auf dem ΛCDM–Modell beruhenden numerischen Simulationen der gravitativen
Strukturbildung ist auf Skalen M  1010M sehr erfolgreich, insbesondere kon-
vergieren die Verfahren hinsichtlich des vorhergesagten Masseanteils der Halos an
der Gesamtmasse von Galaxien (Moore et al., 1999; Pearce et al., 2000). Jedoch
konvergieren die Simulationen nicht bez¨ uglich der lokalen ¨ Uberdichten von CDM in
den Halos, vielmehr setzt sich gravitative Strukturbildung auf immer kleinere Ska-
len fort. Numerisch kann keine Massen–Schwelle berechnet werden, unterhalb derer
keine CDM–Strukturen mehr gravitativ gebildet werden.
Die Kenntnis der lokalen ¨ Uberdichten in den CDM–Wolken und die Verteilung der
CDM–Wolken ist f¨ ur Experimente zum direkten und indirekten Nachweis von CDM–
Teilchen essentiell. Zum direkten Nachweis von CDM–Teilchen folgt deren in die
Detektoren einfallende Stromdichte aus den lokalen ¨ Uberdichten. Außerdem k¨ onnen
die lokalen ¨ Uberdichten als Gravitationslinsen wirken. (Gould, 1992; Stanek et al.,
1993). Zum indirekten Nachweis folgt die in die Detektoren einfallende Stromdichte
der Teilchen, die durch CDM–Teilchen–Annihilationen in den CDM–Wolken erzeugt
werden (Bergstr¨ om et al., 1998, 2001a,b).
In dieser Arbeit werden Massen–Schwellen analytisch berechnet, unterhalb derer
akustische St¨ orungen nicht zur gravitativen Strukturbildung beitragen k¨ onnen. Das
Massen–Spektrum von lokalen ¨ Uberdichten wird damit nach unten beschr¨ ankt. Die
Grundidee ist hierbei, daß akustische St¨ orungen, die durch CDM propagieren durch
zwei Mechanismen ged¨ ampft werden:
(I) W¨ ahrend der kinetischen Entkopplung formieren sich Nichtgleichgewichtspro-
zesse, die sich kollektiv als Reibungsph¨ anomene konstituieren. Im lineare Re-
gime sind dies die Volumenviskosit¨ at (4.104), die Scherungsviskosit¨ at (4.105)
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und die W¨ armeleitung (4.106). Die dissipativen Prozesse deponieren Energie
und Impuls der akustischen St¨ orungen in die Ebene senkrecht zur Ausbrei-
tungsrichtung der St¨ orungen und schmieren diese so aus.
(II) Nach dem kinetischen Entkopplungsprozeß str¨ omt CDM frei auf Geod¨ aten.
Dies erm¨ oglicht einen Strom von Teilchen von ¨ uberdichten in unterdichte Re-
gionen, so daß die Amplituden der lokalen ¨ Uberdichten weiter ged¨ ampft wer-
den.
Der Mechanismus (I) ist w¨ ahren der kinetischen Entkopplung eﬀektiv. Es gilt also
zuerst den Zeitraum zu berechnen, den das kinetische Entkoppeln der CDM–Teilchen
vom W¨ armebad beansprucht. Der thermische Kontakt von CDM–Teilchen mit dem
W¨ armebad ist durch die Rate der elastischen Streuungen (5.68) der CDM–Teilchen
an den fermionischen Konstituenten des W¨ armebades gegeben:
Γel ≈ 10
−2 Me χ
M 4
e χ

M 2
e F − M2
e χ
2 x
−5 ,
wobei wir das Bino in (5.68) eingesetzt haben. Der erste Faktor kann als St¨ arke
interpretiert werden, mit der elastische Streuungen sattﬁnden. Der zweite Faktor
zeigt die Abh¨ angigkeit von Parametern des MSSM, also von der Bino– und der
als universell angenommenen Sfermion–Masse. Das Monom in x = M˜ χ/T gibt die
Temperatur–Abh¨ angigkeit der elastischen Streurate an. In der Literatur (Boehm
et al., 2001; Chen et al., 2001) wurde f¨ alschlicherweise angenommen, daß die Rela-
xationszeit τrelax der CDM gleich der Kollisionszeit τcoll, also τrelax ≈ τcoll ≡ 1/Γel.
In (Hofmann et al., 2001; Schwarz et al., 2001) konnten wir jedoch zeigen, daß der
mittlere Impuls¨ ubertrag pro Kollision hti ≈ E 2
F ist, wobei EF ∼ T die mittle-
re Energie eines Fermions im W¨ armebad bezeichne. Es wird also eine große Anzahl
von elastischen Kollsionen ben¨ otigt, um CDM im lokalen thermischen Gleichgewicht
zu halten, bzw. lokales thermisches Gleichgewicht zu etablieren. Binos entkoppeln
kinetisch bei der Temperatur (5.71)
Tkd ≈


10
2 M α
e χ

M 2
e F − M 2
e χ
2
MPl



1
3+α
,
wobei (Boehm et al., 2001; Chen et al., 2001) α = 0 und wir α = 1 ﬁnden. Eine
Analyse des MSSM–Parameterraums liefert typischerweise Tkd = (10 − 100) MeV,
siehe Abbildung 5.3.
In der Literatur (Gurevich et al., 1997) wird oft angenommen, daß chemisches und
kinetisches Entkoppeln von Binos gleichzeitig stattﬁndet. Diese Aussage ist falsch.
F¨ ur die Frage wann Binos chemisches entkoppeln und damit wann die Anzahl der Bi-
nos im Universum ﬁxiert ist, muß die Annihilationsrate von Binos in alle Fermionen215
berechnet werden. Wir ﬁnden hierf¨ ur (5.57)
Γann ≈ 10
−3 Me χ
M 4
e χ

M 2
e F + M 2
e χ
2
M 4
e F + M 4
e χ

M 2
e F + M 2
e χ
2 x
− 5
2 e
−x .
Der numerische Faktor kann wieder als St¨ arke interpretiert werden, mit denen
Annihilationen ablaufen, der zweite Faktor zeigt die Abh¨ angigkeit von MSSM–
Parametern und die Reihe in x gibt die Abh¨ angigkeit von der Temperatur an.
Der wichtige Unterschied zur elasischen Streurate liegt in der exponentiellen Un-
terdr¨ uckung in 1/T. Die Annihilationsrate f¨ allt also wesentlich schneller als die ela-
stische Streurate. F¨ ur die Temperatur Tcd, bei der Binos vom W¨ armebad chemisch
entkoppeln ﬁnden wir mit (5.60)
xcd ≈ ln


10
−4 MPl

M 4
e F + M 4
e χ

M 3
e χ

M 2
e F + M 2
e χ
4


 .
Eine Analyse des MSSM–Parameterraums liefert xcd = M˜ χ/Tcd ≈ 22, siehe Abbil-
dung 5.1. Damit ist Tcd im GeV–Bereich.
Der letzte thermischen Kontakt zwischen Binos und den Fermionen des W¨ armebades
passiert bei der Temperatur (5.72)
Tls ≈


10
2

M 2
e F − M 2
e χ
2
MPl



1
3
,
also typischerweise bei Tls = (1 − 10)MeV
Die drei Temperaturskalen Tcd > Tkd > Tls sind f¨ ur die thermische Geschichte
von CDM–Teilchen im Universum essentiell. Die erste Temperatur bestimmt ωCDM
(siehe Abbildung 5.2 f¨ ur ω˜ χ), die zweite die Dauer der D¨ ampfung von akustischen
St¨ orungen in CDM durch dissipative Prozesse und die dritte gibt die Temperatur
an, ab der CDM–Teilchen auf Geod¨ aten frei str¨ omen.
Wir setzen die Diskussion der D¨ ampfung durch dissipative Prozesse in CDM fort.
Diese Nichtgleichgewichtsprozesse konstituieren sich als kollektive Reibungsph¨ ano-
mene. Wir benutzen deshalb Hydrodynamik zur ph¨ anomenologischen Beschreibung
dissipativer Prozesse in CDM. F¨ ur T  Tcd k¨ onnen CDM und das W¨ armebad
in eine ideale Fl¨ ussigkeit zusammengefaßt werden. F¨ ur Tcd > T > Tkd k¨ onnen
CDM und W¨ armebad als zwei Fl¨ ussigkeiten beschrieben werden, die so stark gekop-
pelt sind, daß die CDM–Fl¨ ussigkeit im lokalen thermischen Gleichgewicht bleibt.
F¨ ur T ∼ Tkd entkoppelt die CDM–Fl¨ ussigkeit von der Strahlungsﬂ¨ ussigkeit, die
das W¨ armebad modelliert. Leztere bleibt im lokalen thermischen Gleichgewicht,
da ΩCDM = (a/aeq)Ωrad  Ωrad f¨ ur T  Teq, wobei der Index rad f¨ ur Strahlung216 Kapitel 8. Ergebnisse
steht. Die CDM–Fl¨ ussigkeit kann Abweichungen von lokalen thermischen Gleich-
gewicht nicht l¨ anger an die Strahlungsﬂ¨ ussigkeit weitergeben. Folglich formieren
sich Nichtgleichgewichtsprozesse, denen durch zus¨ atzliche Lorentz–Tensoren J(1) und
T(1) in der Stromdichte JCDM und im Energie–Impuls–Tensor TCDM Rechnung ge-
tragen wird. Die Aufteilung von dissipativen Eﬀekten auf diese zus¨ atzlichen Lorentz–
Tensoren ist vieldeutig (Eckart, 1940; Weinberg, 1971; Landau und Lifshitz, 1991).
Wir ﬁxieren diese Vieldeutig so, daß alle dissipativen Eﬀekte in TCDM auftreten und
JCDM weiterhin die adiabatische Stromdichte ist. F¨ ur T(1) erhalten wir so (4.146)
T
(1) = ζ h∇ · U + η W
(T) + χ Sym

U ⊗ Q
(T)

Hierbei ist U das adiabatische Geschwindigkeitsfeld und h die Ebene senkrecht zum
adiabatischen Strom. Die einzelnen Terme haben dann die folgende Bedeutung: der
erste Summand heißt Volumenviskosit¨ at und gibt die Quellst¨ arke des Geschwin-
digkeitsfeldes in die Ebene senkrecht zum adiabatischen Strom. Der zweite Sum-
mand heißt Scherviskosit¨ at und beschreibt das Wegbiegen des Geschwindigkeitsfel-
des vom adiabtischen Strom in die dazu senkrechte Ebene. Der dritte Summand
heißt W¨ armeleitung und beschreibt die W¨ armestromdichte in der Ebene senkrecht
zum adiabatischen Strom im dem durch diese Ebene und das Geschwindigkeitsfeld
deﬁnierten Volumen. Es ist wichtig, daß alle dissipativen Eﬀekte durch Lorentz–
Tensoren beschrieben werden, die senkrecht zum adiabatischen strom stehen.
Die St¨ arke der dissipativen Prozesse ist in dieser Theorie in den lokalen Koeﬃzienten
ζ, η und χ, siehe (4.104)–(4.106), parametrisiert. Ein geschickter Weg diese Koeﬃ-
zienten zu bestimmen, wurde zuerst in (Silk, 1968) vorgeschlagen und f¨ ur den Spe-
zialfall von relativistischer Teilchen in (Weinberg, 1971) ausf¨ uhrlich durchgef¨ uhrt.
Eine allgemeine Methode zur Bestimmung der lokalen Transportkoeﬃzienten f¨ ur
dissipative Prozesse in relativistischer und nicht–relativistischer Materie ist in (Hof-
mann et al., 2001) dargestellt. Die Idee ist, die ph¨ anomenologische Beschreibung
von CDM ad¨ aquat mit der entsprechenden kinetischen Beschreibung zu vergleichen.
Konkret werden die in der hydrodynamischen Beschreibung schwach dissipativer
Prozesse auftretenden Lorentz–Tensoren mit den in der kinetischen Theorie berech-
neten Lorentz–Tensoren verglichen. Dieser Vergleich ist nicht–trivial und ihm wird
daher das gesamte Kapitel VI gewidmet.
Das Hauptproblem dieser eigentlich sehr praktischen Methode ist, daß die ad¨ aquate
kinetische Beschreibung der Formation von Nichtgleichgewichtsprozessen Lorentz–
Tensoren liefert, die nicht alle transversal zum adiabatischen Strom sind. F¨ ur die
kinetische Beschreibung des Entkopplungsprozesses bei T ∼ Tkd machen wir den
Ansatz (6.7) f¨ ur die Phasenraum–Verteilung von CDM–Teilchen
FCDM ≡ F
(0)
| {z }
Equilibrium
+ F
(1)
| {z }
Abweichung
mit | F
(1) |  F
(0) ,
wobei F (0) durch (6.8) gegeben und F (1) L¨ osung der Boltzmann–Gleichung (3.49)217
mit dem Kollisionsintegral (6.11) ist:
(p · ∇)F
(0) = L[F
(1)]
| {z }
linear
mit p = ω V+ | p | n .
Hierbei wurde der Impuls p der CDM–Teilchen in einen Anteil parallel zum Ge-
schwindigkeitsfeld V aller relativistischen Teilchen und einen hierzu senkrechten
Anteil zerlegt. Wir machen den Ansatz (6.13)
F
(1)(ω,n,x) = A(ω,x) + B(ω,x) · n + C(ω,x) · (n ⊗ n + 1/3h) .
Das lineare Funktional L operiert auf den von den Polynomen n und h aufgespann-
ten invarianten Unterr¨ aumen lokal wie ein vielfaches des Einheitsoperators, siehe
(6.14). Die Entwicklung (6.14) kann somit als eine Entwicklung von L[F (1)] nach
irreduziblen Polynomen in n betrachtet werden. Es kann ein Maß auf diesen Un-
terr¨ aumen deﬁniert werden, das die Projektion auf die Entwicklungkoeﬃzienten A,
B und C erlaubt. Die Boltzmann–Gleichung erlaubt dann, diese Koeﬃzient zu be-
rechnen. F¨ ur die Tensorstrukturen erhalten wir (6.30)–(6.32) A ∼ ∇ · V, B ∼ Q(T)
und C ∼ W(T). Der Koeﬃzien A ist nicht transversal und generiert sowohl zum er-
sten als auch zum zweiten Moment von FCDM bez¨ uglich p Beitr¨ age, die nicht durch
transversale Lorentz–Strukturen repr¨ asentiert werden, siehe (6.39) und (6.45).
Ein Vergleich zwischen hydrodynamischer und kinetischer Beschreibung ist den-
noch m¨ oglich. Beide Beschreibungen benutzen unterschiedliche Deﬁnitionen der un-
abh¨ angigen thermodynamischen Variablen. W¨ ahrend in der kinetischen Theorie alle
thermodynamischen Gr¨ oßen bez¨ uglich des W¨ armebades deﬁniert sind, werden durch
die Fixierung der Vieldeutigkeit in der hydrodynamischen Beschreibung die thermo-
dynamischen Variablen umdeﬁniert. Mit (6.54) gelingt es uns, den in der kinetischen
Theorie berechneten Energie–Impuls–Tensor durch die in der hydrodynamischen Be-
schreibung verwendeten thermodynamischen Variablen auszufr¨ ucken. Wir erhalten
aus (6.55) in O(1/Γel) und bis einschließlich O(T/MCDM):
T
(1) =
5
3
ρCDM
Γel | {z }
= ζ
h ∇ · U +
ρCDM
Γel | {z }
= η
W
(T) .
Volumen– und Scherviskosit¨ at sind umgekehrt proportional zur elastischen Streura-
te und proportional zur CDM–Energiedichte. Dieses Resultat l¨ aßt sich leicht physi-
kalisch interpretieren. Elastische Streuungen zwischen CDM–Teilchen und den Teil-
chen des W¨ armebades erm¨ oglichen ersteren gerade, Abweichungen vom lokalen ther-
mischen Gleichgewicht an das W¨ armebad zu transferieren. Dissipation wird aber
durch Nichtgleichgewichtsprozesse hervorgerufen, die wiederum durch den thermi-
schen Kontakt von CDM mit dem W¨ armebad geschw¨ acht werden. Je gr¨ oßer die lo-
kale Energiedichte, um so mehr Energie kann transversal zum adiabatischen Strom218 Kapitel 8. Ergebnisse
transportiert werden und damit die Formation von transversalen St¨ orungen un-
terst¨ utzen. W¨ armeleitung ist f¨ ur nichtrelativistische Teilchen erwartungsgem¨ aß ein
subdominanter Prozeß und verschwindet in f¨ uhrender Ordnung.
Nachdem die dissipativen Prozesse in CDM berechnet sind, k¨ onnen wir die D¨ amp-
fung von akustischen St¨ orungen in CDM analysieren. Die Raum–Zeit–Abh¨ angigkeit
dieser St¨ orungen ist durch (7.10) gegeben:
δ {n,T,ρ,P,U}CDM (t,x) ∝ exp(−i ω t)exp(i k · x) .
F¨ ur die D¨ ampfung ben¨ otigen wir Im ω. Aus der Bedingung, daß (7.11), (7.12) und
(7.16) eindeutig l¨ osbar sind, erhalten wir die gesuchte Dispersionsrelation f¨ ur ω(k)
und schreiben Im ω = −L(ζ,η)k2, mit der f¨ ur akustische Absorptionen charakteri-
stischen L¨ angenskala (7.24)
L(ζ,η) =
ζ + 4
3η
2(ρ + P)CDM
=
3
2
1
Γel
.
Die D¨ ampfung von Dichtest¨ orungen im Zeitintervall [0,t(Tkd)] ist dann
δ(k) ∝ exp
 
−
Z t(Tkd)
0
dt L(ζ,η) k
2
!
= exp

−
9
50
 
vs k
H
!2
T=Tkd

 .
In der Kosmologie werden akustische St¨ orungen in der Regel nicht durch die zeitabh¨ angi-
ge Wellenzahl k ∼ 1/a ∼ t−1/2 gekennzeichnet, sondern durch eine Konstante in
der Zeit: der Masse M aller CDM–Teilchen in einem Kugel mit Radius 2π/k, sie-
he (7.29). Die D¨ ampfung kann dann durch eine sogenannte D¨ ampfungsmasse MD
charakterisiert werden:
δ(M) ∝ exp

−
Md
M
 2
3

 ,
wobei die D¨ ampfungsmasse durch
Md ≈ 10
2 (vsRH)
3 (Tkd) ρCDM(Tkd)
gegeben ist. Setzen wir wieder das Bino als CDM–Teilchen ein, so ﬁnden wir f¨ ur die
D¨ ampfungsmasse
Md ≈ 3 · 10
−8 (1 GeV)
3

Me χ Tkd
3/2

Ωe χ h
2

M .219
Eine Analyse des MSSM–Parameterraums liefert typischerweise Md ≈ 10−9M,
siehe Abbildung 7.1.
Die in einer akustischen St¨ orung beinhalteten CDM–Teilchen m¨ ussen eine Gesamt-
masse M > Md besitzen, um nicht durch die im kinetischen Entkopplungsprozeß
generierte Volumen– und Scherungsviskosit¨ at absorbiert zu werden. Die D¨ ampfungs-
masse Md liefert eine durch das kinetische Entkoppeln induzierte Massenschwelle,
unterhalb derer akustische St¨ orungen nicht zur gravitativen Strukturbildung beitra-
gen k¨ onnen.
F¨ ur Temperaturen T < Tls bewegen sich die CDM–Teilchen frei auf Geod¨ aten
der Raum–Zeit. Wir bezeichnen mit lfs(t) den physikalischen Abstand, den CDM–
Teilchen in der Zeit t zur¨ ucklegen k¨ onnen und mit λ(t) ≡ 2π/k(t) die physikalische
Wellenl¨ ange einer akustischen St¨ orung zu diesem Zeitpunkt. F¨ ur lfs(t) > λ(t) ist
der D¨ ampfungsmechanismus (II) eﬃzient. Die durch diesen Mechanismus induzierte
D¨ ampfungsmasse Mfs folgt aus (7.33)
Mfs ≈ Md ln
3
 a
als

,
also gilt insbesondere Mfs > Md f¨ ur T < Tls. Eine Analyse des MSSM–Parameterraums
liefert typischerweise Mfs ≈ 10−6M bei T = Teq, siehe Abbildung 7.2.
Damit erhalten wir als wichtiges Ergebnis: die ersten rein gravitativ gebundenen
Neutralino–Wolken m¨ ussen Massen M ≥ Mmin ≈ 10−6M besitzen und es gilt die
Schwellen–Hierarchie (Hofmann et al., 2001; Schwarz et al., 2001)
Mmin ≥ Mfs ≈ 10
−6 M > Md ≈ 10
−9 M .
Kolb und Tkachev (1996) ﬁnden f¨ ur die mittlere Masse der ersten rein gravitativ
gebundenen Axion–Cluster 1
Mmc ∼ 10
−12 M
Damit k¨ onnen die zwei prominentesten Teilchen–Kandidaten f¨ ur CDM vom Stand-
punkt der gravitativen Strukturbildung auf kleinsten Skalen wohl unterschieden wer-
den.
Die Skalen Mmin und Mmc sind in Simulationen zur gravitativen Strukturbildung
auf großen Skalen nicht zug¨ anglich. Die kleinsten noch auﬂ¨ osbaren substrukturen
in CDM–Halos haben Massen Mres ≈ (108 − 1010)M. Auf diesen Skalen k¨ onnen
Teilchen–Kandidaten f¨ ur CDM nicht unterschieden werden, da diese nach Deﬁni-
tion alle durch eine Zustandsgleichung mit w = 0 (also verschwindender Druck)
beschrieben werden. Weiterhin kann bei diesen Simulationen keine Konvergenz in
Hinblick auf die lokalen ¨ Uberdichten erreicht werden. Experimente zur direkten und
indirekten Suche von CDM–Teilchen ben¨ otigen aber genau diese Information.
1Das Axion war niemals im thermischen Gleichgewicht mit Strahlung. Die hier vorgestellte
Methode funktioniert nur f¨ ur Teilchen, die irgendwann im thermischen Gleichgewicht mit der
Strahlung waren.220 Kapitel 8. Ergebnisse
Ausblick
Die in dieser Arbeit vorgestellten Methoden und Resultate sollen in Zukunft zur
Bestimmung von konsistenten Anfangsbedingungen f¨ ur numerische Simulationen
zur Strukturbildung auf großen Skalen verwendet werden. Daf¨ ur muß die Trans-
ferfunktion berechnet werden, die das primordiale Spektrum von ¨ Uberdichten mit
dem Spektrum von ¨ Uberdichten bei Teq in Beziehung setzt. Unser Resultat zeigt,
daß die Transferfunktion sich aus drei Faktoren zusammensetzt: einem exponenti-
ellen D¨ ampfungsterm, der seine Ursache im kinetischen Entkopplungsprozeß hat,
einem Faktor, der der anschließenden D¨ ampfung durch freies Str¨ omen auf Geod¨ aten
Rechnung tr¨ agt und einem Faktor, der das logarithmische Wachstum von Dich-
test¨ orungen w¨ ahrend der strahlungsdominierten Epoche beschreibt. Das Maximum
der Transferfunktion ist dabei durch die Masse der ersten rein gravitativ gebundenen
CDM–Wolken gegeben.
F¨ ur die direkte Suche von CDM–Teilchen sind die Charakteristiken und die Vertei-
lung der CDM–Wolken eine essentielle Information zur Planung und Interpretation
der Daten. Mit unseren Rechnungen ist es m¨ oglich, die Gr¨ oße und die ¨ Uberdichte
der heute existierenden CDM–Wolken abzusch¨ atzen. Als ersten Schritt wollen wir
hierf¨ ur das einfachste nichtlineare Kollapsmodell mit sph¨ arischer Symmetrie verwen-
den.
Mit den berechneten ¨ Uberdichten k¨ onnen zum ersten Mal indirekte Signaturen zu-
verl¨ assig vorhergesagt werden. So erwarten zum Beispiel Bergstr¨ om et al. (2001b),
daß der Photonen–Strom von WIMP–Annihilationen proportional zum mittleren
Quadrat der WIMP–¨ Uberdichte ist. Die heute vorhandenen lokalen ¨ Uberdichten
k¨ onnen in einem konsistenten Szenario der Strukturbildung nur mit den von uns
berechneten Anfangsbedingungen vorhergesagt werden. Wir wollen in diesem Zu-
sammenhang die Annihilation von Binos in genau zwei Photonen in den von uns
berechneten CDM–Wolken analysieren. Diese Untersuchungen sind f¨ ur die Experi-
mente EGRET und GLAST interessant.
Unsere numerischen Ergebnisse haben wir unter der Annahme erhalten, daß das LSP
ein reines Bino ist. Im allgemeinen ist das LSP allerdings eine Linearkombination aus
Bino, Wino und den beiden Higgsinos des MSSM. Dies hat insbesondere zur Folge,
daß Neutralinos prinzipiell coannihlieren k¨ onnen. Dies gilt auch f¨ ur die Sfermionen.
Der Einﬂuß von solchen Prozessen auf die Strukturbildung auf kleinsten Skalen soll
in Zukunft genau analysiert werden. Dies erfordert, den gesamten Parameterraum
des MSSM zu ber¨ ucksichtigen. Damit wird das LSP nicht nur zur Illustration der hier
vorgestellten Methode benutzt, sondern auch auf seine Eignung als CDM–Teilchen
in aller Allgemeinheit hin untersucht.LITERATUR 221
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