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Abstract
Between-subject and within-subject variability is ubiquitous in biology and physiology and
understanding and dealing with this is one of the biggest challenges in medicine. At the same
time it is difficult to investigate this variability by experiments alone. A recent modelling
and simulation approach, known as population of models (POM), allows this exploration to
take place by building a mathematical model consisting of multiple parameter sets calibrated
against experimental data. However, finding such sets within a high-dimensional parameter
space of complex electrophysiological models is computationally challenging. By placing the
POM approach within a statistical framework, we develop a novel and efficient algorithm based
on sequential Monte Carlo (SMC). We compare the SMC approach with Latin hypercube
sampling (LHS), a method commonly adopted in the literature for obtaining the POM, in
terms of efficiency and output variability in the presence of a drug block through an in-depth
investigation via the Beeler-Reuter cardiac electrophysiological model. We show improved
efficiency via SMC and that it produces similar responses to LHS when making out-of-sample
predictions in the presence of a simulated drug block.
Keywords: cardiac electroyphysiology, population of models, Beeler-Reuter cell model, se-
quential Monte Carlo, Latin hypercube sampling, Bayesian inference, approximate Bayesian
computation
Introduction
Many complex mathematical models, such as those for neural or cardiac excitability, are
characterised by parameters living in a high-dimensional parameter space. In these applica-
tions it is possible that only a small subset of this parameter space is required to explain the
between-subject variability observed in experimental data.
A number of studies in systems electrophysiology have explicitly addressed the challenge
of explaining between-subject variability in the response of specific neurons or particular
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cardiac muscle cells to an externally applied electrical stimulus by introducing the concept
of “population of models” (POM) (Marder and Taylor, 2011; Britton et al., 2013; Sa´nchez
et al., 2014; O’Leary and Marder, 2014; Sarkar et al., 2012). The term “population of models”
arises from the notion that a mathematical model is typically considered to be the underlying
set of model equations in conjunction with a specific set of model parameter values. In the
statistical literature, however, this would be considered as being only a single model, with a
set of parameter values sampled from some underlying population distribution. Such a model
is often referred to as a random effects model.
In the POM approach, a particular system of equations is fixed (typically a given set of
differential equations) and different combinations of the equation parameters are considered
in order to generate a collection of models. These models are then calibrated so that only the
ones consistent with observed experimental data are kept in the final POM. The calibrated
POM is then often used to make “out-of-sample” predictions, such as predicting the cellular
electrophysiological changes produced by a drug-induced conduction block (Britton et al.,
2013) or by different expression levels of mRNA in failing human hearts (Walmsley et al.,
2013).
In the POM literature, different methods have been used to sample from a multidimensional
parameter space and to generate the initial collection of models. Gemmell et al. (2014) for ex-
ample combine random sampling with a method known as clutter-based dimension reordering,
enabling the visualisation of a multi-dimensional parameter space in two dimensions, while
Sa´nchez et al. (2014) adopt a sampling method based on decomposition of model output
variance, known as the extended version of the Fourier amplitude sensitivity test (eFAST)
originally developed by Saltelli et al. (1999). Another option often found in the POM liter-
ature to explore the multidimensional parameter space and generate the initial collection of
models is a method known as Latin hypercube sampling (LHS (Britton et al., 2013; Zhou
et al., 2013a; Muszkiewicz et al., 2014; Burrage et al., 2015)).
In this work we focus on the POM method based on the LHS strategy and analyse it from
the statistical perspective, both in terms of methodological development and data analytic
considerations. In fact, we believe that putting the general POM methodology in a statistical
framework, such as Cox (2006); Gelman et al. (2014), helps with conceptual understanding and
efficient algorithm development. As well as providing this statistical framework we compare
the types of predictions that can be made with the different approaches considered in this
paper.
Here we show connections between a method originating in population genetics, known as
approximate Bayesian computation (ABC), and POM, in particular, how this suggests it is
possible to use ideas from the ABC literature to develop a computationally efficient algorithm
for POM. ABC has been developed in order to perform Bayesian statistical inference for
models that do not possess a computationally tractable likelihood function (Beaumont et al.,
2002). ABC algorithms involve searching the parameter space until a certain number of
parameter values are found that generate simulated data that are close to the observed data.
“Close” is typically defined as a user-specified discrepancy function involving some carefully
chosen summary statistics of the data. The optimal choice of summary statistics represents
a trade-off between information loss and dimensionality (Blum et al., 2013).
The output of ABC is a sample of parameter values from an approximate posterior distribution
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(the probability distribution of the parameters conditional on the data). The approximation
depends on the choice of summary statistics and on how stringently the simulated data is
matched with the observed data. The probability distribution over the parameter space is
referred to as the prior distribution. It is possible to incorporate expert opinion or information
from historical data into this distribution. It is not uncommon to specify the prior distribution
vaguely so that the posterior distribution is dominated by information in the observed data
rather than the prior.
The goals of ABC and POM are quite different. In ABC, the purpose is to estimate the
uncertainty associated with parameters of a statistical model, which is assumed to be able to
explain the statistical measurement error and between subject variability present in the data.
In ABC, the objective is to find parameter values that produce simulated data of a statistical
model that is as close as possible to the observed data. On the other hand, the main focus
of POM is to capture the inherent variability in the processes underlying the experimental
protocol while at the same time constructing a population distribution of the parameters.
However, there is a similarity between the ABC and POM methods that we aim to exploit.
Both require searching over a potentially high-dimensional parameter space for model outputs
that match observed data in some specified way. High rejection rates are often observed. As a
consequence, much research has been conducted in the statistical literature to develop efficient
ABC algorithms that require as few simulations of model outputs as possible.
Here we give a brief review of ABC algorithm developments. The original ABC algorithm
is called ABC rejection (Beaumont et al., 2002). This method involves repeatedly choosing
randomly from the parameter space until a certain number of sufficiently close samples is
generated. If the (approximate) posterior distribution is quite different from the prior dis-
tribution, then this method is known to be highly inefficient. To improve efficiency, Markov
chain Monte Carlo (MCMC) methods can be used to sample from the approximate posterior
(referred to as MCMC ABC (Marjoram et al., 2003)). MCMC involves proposing new param-
eter values locally via a Markov chain and accepting those proposals with a certain probability
to ensure that the limiting distribution of the Markov chain is the posterior distribution of
interest. The purpose of MCMC in the context of ABC is to help ensure that most of the
parameter values proposed have a reasonable chance of generating data close to the observed
data. However, since MCMC ABC relies on a single chain, it can sometimes get stuck in low
posterior regions and it may not efficiently explore the full parameter space, particularly if
there are separated regions of the parameter space that are consistent with the data (often
referred to as multi-modality). To help overcome the issues associated with MCMC ABC, a
collection of sequential Monte Carlo (SMC) methods has been developed for ABC applications
(referred to as SMC ABC, see for example Sisson et al. (2007); Drovandi and Pettitt (2011);
Vo et al. (2015)). SMC uses a population of weighted values (or particles) across the param-
eter space and traverses them through a sequence of probability distributions using a set of
re-weighting (importance sampling), re-sampling and perturbation steps. In the context of
ABC, the sequence of targets for SMC is often defined by becoming increasingly stringent on
how close the simulated data must be to the observed data. Given these connections between
ABC and POM, we use ideas from the SMC ABC literature to develop a computationally
efficient algorithm for POM.
The aims of this article are as follows. Firstly, we develop a statistical framework for POM,
which provides insight into the outcomes of a POM approach and the impact of data sum-
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marisation. We devise a novel computational algorithm for POM based on SMC using the
developments in SMC ABC as guidance. We then compare this method with an existing ap-
proach based on LHS and random sampling. As a case study we consider the Beeler–Reuter
cell model (Beeler and Reuter, 1977), which is a system of ordinary differential equations
describing the dynamics of the membrane ionic currents of isolated ventricular muscle cells in
response to an externally applied electrical stimulus. While this model has been superseded
by much more complex cardiac electrophysiological models (O’Hara et al., 2011; Grandi et al.,
2010), it still produces a realistic action potential and is ideal for our studies in this paper.
We compare the performance of the POM methods (LHS and SMC) by analysing how cer-
tain biomarkers behave, based on the action potential, as a function of the “maximal current
densities” associated with four ion channels (see Section 2), and also for different summary
statistic dimensions. We then try to make some predictions as to how the two approaches
compare when we reduce the maximal current density of a selected potassium channel, thus
mimicking the effect of a pharmaceutical drug block. As a by-product of our analysis, we also
gain insight into how reliably parameter ranges of this model can be recovered based on what
information of the solution profile is utilised.
1 Methods
1.1 Statistical Framework for POM
We generally assume that the phenomenon under study can be modelled by a mathematical
model, denoted by m(θ), with θ being an unknown parameter of the model with parameter
space Θ ⊆ Rd where d is the number of components in the parameter vector.
Here we assume that output of the model is deterministic with a solution function, or model
output, denoted by x(θ) where x(·) is a scalar function. The methods that we specify later
still apply if x(·) is a vector-valued function.
We assume also that a highly accurate numerical solver for x(θ) is available so that the
numerical error is negligible. The methods in this paper could still be applied perhaps with
some slight modifications if the model is stochastic, for example the solution of a system of
stochastic differential equations.
Data are collected on n subjects. We assume that data y from a subject have the same support
as the model output x(θ). For simplicity, we assume that observations on the ith subject are
replicated a sufficiently large number of times so that the data y are assumed to be sample
averages with negligible standard error. Under this assumption, it is reasonable to suggest
that the averaged data from a particular subject may be explained by a differential equation
with a certain parameter configuration. Interest then is in finding parameter values of this
differential equation model in order to capture the between-subject variability in the averaged
data. That is, it is assumed that the within-subject variability is negligible compared with
the between-subject variability. Note that in actual experiments (for example Britton et al.
(2013) and Sa´nchez et al. (2014)) it is unlikely that it is possible to replicate the experiment
many times on an individual subject. For such cases the objective is to capture both the
within-subject and between-subject variability.
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We assume that θi denotes the (unobserved) parameter specific to the ith subject. The
parameter for the ith subject is drawn from some probability distribution, i.e. θi ∼ g(θ).
In the statistics literature this might be referred to as a random effects or population model.
Our objective is to estimate or learn the distribution g(θ) based on the observed data, y =
(y1, . . . , yn) by finding a set of θ values that produces model outputs x(θ) close to y in some
sense.
We assume there is an underlying population of subjects with a population density for y
given by f(y) and that the data y are a random sample from the population with density
f(y). The data y can be used to estimate f(y). Parametric statistical inference, frequentist
and Bayesian, provides the theory for estimation where f(y) is defined parametrically and the
distribution’s own characteristics such as mean, variances, covariances and marginal quantiles,
can be estimated from the observed data.
We define the population distribution, h(x), of the model output x(θ) when θ is drawn from
the distribution g(θ), that is, h(x) is the density of x(θ) when θ ∼ g(θ):
h(x) = lim
δx→0
1
δx
∫
x(θ)∈(x,x+δx)
g(θ)dθ.
Estimation of g(θ) can be formulated in various ways using ideas from the statistics literature.
For example, an approach adopted from variational Bayes theory, where an intractable pos-
terior distribution is approximated analytically, would involve finding g(θ) to minimize the
Kullback–Leibler divergence (KLD) between h(·) and f(·). The POM literature has adopted
an approach somewhat more pragmatic and data-based than this, as we describe below, but
first we deal with the functional nature of x(θi) and y.
Since x(θi) is a function, we cannot store or observe all the information from it for each subject.
We can approximate it using ideas of functional data analysis (Ramsey and Silverman, 2002),
where the function is represented in terms of a sum of known basis functions, the sum is
truncated and the function represented by the estimated coefficients. This approach does not
involve any specific knowledge of the function being approximated. In the case of cardiac
electrophysiology models, the action potential has a characteristic shape and so a general
functional form is known. Thus, it is common practice in the POM literature to summarise
the data for the ith subject to give Si = S(yi) where S(·) is a function that maps the action
potential onto a vector of finite dimension p. Here Si = (Si1, . . . , S
i
p). The full set of observed
summary statistics for all n subjects is denoted S = (S1, . . . ,Sn).
As is the case with ABC, this dimension reduction of the full data set leads to a loss of
information and impacts on the estimation of g(θ). The summary statistic function S(·)
should be chosen carefully so that the summary statistic carries most of the information
regarding θ present in the data y. The ABC literature suggests choosing S(·) so that the
summary statistics are sensitive to changes in θ. As is common practice in ABC, it might be
necessary to run POM with different choices of S(·). To emphasise that the output of POM
depends on S(·), we note that POM will produce an estimate of gS(θ) rather than g(θ). In
the case study highlighted later in this section we propose two different functions for S(·) and
present the outcomes in 2.
In the POM literature, a method is devised to generate samples from gS(θ) based on the
information contained in S without having to propose some parametric form for gS(θ), which
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might be a common approach in the random effects statistics literature. Instead of using
a closeness measure based on a functional metric such as the KLD, a common approach in
the POM literature is to use a data analytic approach by keeping all θ values proposed that
produce simulated summary statistics Sθ = S(θ) that satisfy a set of p constraints formulated
from the observed data summary statistics S. Implicitly, gS(θ) is defined uniformly over the
set {θ ∈ Θ}∩pc=1 (S
θ
c ∈ Ac) where Θ denotes the parameter space that is searched. Here (·)
denotes the indicator function, Sθc is the cth simulated summary statistic obtained from the
model parameter θ and Ac is a set of values of the cth summary statistic formulated from the
observed summary statistics Sc = (S
1
c , . . . , S
n
c ) and defines a range for which the simulation
is said to ‘match’ the cth summary statistic.
For example, Britton et al. (2013) set Ac ≡ (min(S
1
c , . . . , S
n
c ),max(S
1
c , . . . , S
n
c )). We note that
the min/max range generally increases with the sample size n but it might be a reasonable
choice when n is small. The empirical coverage of this Ac, based on the range, of the population
distribution of Sc is (n− 1)/(n+1) (Gibbons, 1971). Small sample sizes are common because
obtaining clinical data of cardiac electrophysiology is expensive and subject to many ethical
constraints.
Here we consider another way to form the constraints. Let S¯c and σc denote the sample mean
and standard deviation of the data for the cth summary statistic. Then we set Ac ≡ S¯c± kσc
for some chosen value of k. Here we set k = 2, indicating an approximate 95% confidence
interval (CI) for the population mean of the cth summary statistic. The calibration of the
value of k using the 95% confidence interval does assume that each summary statistic is
approximately normally distributed. Using an interval based on quantiles, such as the 95%
central quantile interval, of the data for Ac would better accommodate asymmetry in the
data. We note that these approaches are less dependent on the sample size, n, in the sense
that the constraints will converge in probability to fixed quantities as the sample size increases
and are therefore more stable.
1.2 Latin Hypercube and Random Sampling for POM
Here we describe the first two of three approaches considered in this work that can be used
for POM. The first is Latin hypercube sampling (LHS) (see Britton et al. (2013) for an
example in electrophysiology). In the following section we describe our novel approach based
on sequential Monte Carlo (SMC). For comparison purposes, we also consider an approach
that randomly samples parameter values from the specified parameter space (we refer to this
as the RND method).
Introduced by McKay et al. (1979), LHS has been widely used in the electrophysiology litera-
ture for investigating the between-subject variability that exists in experimental observations
(Marder and Taylor, 2011; Britton et al., 2013; Dutta et al., 2013). LHS is designed to generate
parameter combinations such that good coverage of the parameter space is achieved.
Latin squares are commonly used in experimental design (Hinkelmann and Kempthorne, 2008)
for allocating treatments, for instance, to experimental units, allowing only one occurrence
of each treatment type per experiment. In this work, we consider a Latin square (two-
dimensional parameter space) to be one in which no more than one sample is taken from each
row and column (or division) for a given parameter combination. Note that a Latin hypercube
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Figure 1: Representation of a two-parameter LHS approach. Each colour represents a different
configuration of LHS.
is the extension of this to higher dimensions. It is possible to form multiple Latin squares
by sampling more than once in each division, and this situation is shown in Fig. 1, where
three Latin squares are formed by taking three samples per division. Furthermore, it shows
that multiple configurations can be formed (represented by each colour), which are essentially
new LHS runs. However, Fig. 1 shows an idealised situation in which there is no overlap
in the divisions across multiple configurations. In reality, this may not occur as there is no
information passed from one configuration to the next. They can be considered as separate
instances of LHS.
Typically, LHS is performed using only a single sample per division and a single configuration,
and this method will be the focus of this work. The process required for LHS can be described
as follows.
Given a d dimensional parameter space, we first specify lower and upper bounds for each
component θj of θ, such that, lbj < θj < ubj , j = 1, . . . , d. We divide the range for each
θj into M equally probable subdivisions and randomly sample each subdivision exactly once.
We then build a d×M matrix P in which each row corresponds to a different component of
θ and contains a random permutation of the M sampled values for that particular θj . The
M parameters θ1, . . . ,θM generated by the LHS strategy are simply given by the M columns
of the matrix P . The model is then simulated at these values of θ.
As discussed in the previous section, the model outputs are then compared to the observed
data by way of summary statistics. If the set of appropriate constraints are satisfied, then
the parameter combination is accepted as giving a ‘match’ to the data.
For the case study detailed later, we perform two separate cases of LHS: firstly, with 5000
divisions per parameter range, one sample per division and one configuration; and secondly,
with 10000 divisions per parameter range, one sample per division and one configuration. We
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choose to implement LHS in this way as it is the way commonly discussed in the literature.
It is unclear at this stage whether more divisions and fewer samples is the most effective
approach of implementing LHS.
1.3 A Sequential Monte Carlo Algorithm for POM
Here we formulate the problem of finding parameter values that satisfy a set of K constraints
into one of sampling from a probability distribution. Here our ‘target’ distribution, pK(θ), is
given by the following expression
pK(θ) ∝ p(θ)
K∏
c=1
(Sθc ∈ Ac). (1)
The range of the probability distribution p(θ) defines the original parameter space to search.
A natural choice for p(θ) is a uniform distribution over the specified range of the parameters.
In Bayesian statistics, p(θ) is termed the prior distribution and it is possible to incorporate
information from previous experiments and expert opinion into this distribution. Note that
the construction in (1) does not assume that the summary statistics are independent. For a
particular θ to have non-zero probability mass it must generate statistics Sθ that satisfy the
constraints jointly.
The target distribution in equation (1) appears as a target distribution commonly encountered
in approximate Bayesian computation (ABC). ABC involves searching the parameter space of
a stochastic model with a computationally intractable likelihood function until a certain set
of parameter values are found that lead to simulated summary statistics that are close to the
observed summary statistics. In ABC the constraint might be defined as (ρc(S
θ
c , Sc(y)) ≤ ǫc)
where Sc(y) is the cth summary statistic of the observed data and ρc(S
θ
c , Sc(y)) is some user-
specified discrepancy function that measures the similarity between Sθc and Sc(y). In the
context of ABC, interest is in bringing ǫc as close to 0 as possible. The motivation of our
work is different since we pre-specify some interval of allowable summary statistic values
Ac in order to find sets of parameters that can explain the between-subject variability of
the observed data. However, we may harness the methodological developments in ABC to
build an efficient computational algorithm to generate samples from (1). Here we focus on
sequential Monte Carlo (SMC), which has found success both in applications of Bayesian
statistics where the likelihood is feasible (see for example Zhou et al. (2013b)) and also in
ABC (see for example Vo et al. (2015)).
SMC methods have been developed for generating samples from a sequence of smoothly-
evolving probability distributions p0(θ), p1(θ), . . . , pT (θ) where p0(θ) is easy to sample and
pT (θ) is the target distribution (assumed to be difficult to sample). It does this by traversing a
set of N weighted samples (or ‘particles’) through the sequence of distributions by iteratively
applying a set of importance sampling, re-sampling and perturbation steps. Importance
sampling is used to move particles between distributions, the re-sampling step is used to
maintain a reasonable effective sample size (ESS, the number of perfect samples that the
weighted sample is worth) and a perturbation step that ensures that a diverse set of particles
represents each distribution. After the tth iteration of SMC, a set of properly weighted samples
{θit,W
i
t }
N
i=1 is obtained from the distribution pt(θ) where θ
i
t and W
i
t is the ith sample and
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weight from target t, respectively. For more detail regarding SMC see Del Moral et al. (2006)
and Chopin (2002). Later in this section we will provide full details of the SMC algorithm we
develop to sample from the target distribution in equation (1).
SMC has several appealing features compared to its competitors such as Markov chain Monte
Carlo (MCMC (Brooks et al., 2011)) for sampling from probability distributions. In particular,
it can provide a better exploration of the total parameter space compared to MCMC since
SMC uses a set of N particles across the parameter space. Furthermore, it is straightforward
to use the information from all the particles to adapt the sampling strategy through the
iterations of the algorithm. Adaptations within an MCMC framework are generally more
delicate theoretically and are more difficult to implement. Finally, in SMC it is possible to
perform expensive computations associated with each particle in parallel.
In the context of the target distribution in equation (1) a natural choice for the sequence of
target distributions required for SMC is to introduce the constraints one-at-a-time
pt(θ) ∝ p(θ)
t∏
c=1
(Sθc ∈ Ac), for t = 1, . . . ,K.
However, if a particular constraint results in a significant reduction in the plausible parameter
space, then the SMC may not be very efficient. Therefore, we allow the (novel) possibility of
several intermediate distributions between distributions t and t+ 1
pjt (θ) ∝ p(θ)
{
t∏
c=1
(Sθc ∈ Ac)
}
(Sθt+1 ∈ A
j
t+1), for j = 1, . . . ,Kt+1, (2)
where A1t+1 ⊃ A
2
t+1 ⊃ · · · ⊃ A
Kt+1
t+1 ≡ At+1. Here p
Kt+1
t (θ) ≡ pt+1(θ). In this sequence of
targets we do not enforce the algorithm to satisfy the (t + 1)th constraint straightaway but
allow it to move smoothly between distributions t and t + 1. We are able to determine the
sets Ajt+1 adaptively in the algorithm (see below). It is important to note that if a particular
constraint does not reduce the plausible parameter space substantially then it is likely that
these intermediate distributions are not required. Our SMC algorithm is able to determine
when the intermediate distributions are necessary. To illustrate, consider the specific example
where Ac ≡ S¯c ± kσc. The set of values in Ac is controlled by the value of k. In this case
A1t+1 ⊃ A
2
t+1 ⊃ · · · ⊃ A
Kt+1
t+1 ≡ At+1 becomes k
1 > k2 > · · · > kKt+1 = k. Alternatively, if the
range of the sample is used then Ac ≡ (S
min
c , S
max
c ). Here we set A
j
t+1 ≡ (S
min
t+1−k
j , Smaxt+1 +k
j)
and we have that k1 > k2 > · · · > kKt+1 = 0.
Note that Golchi and Campbell (2015) consider SMC algorithms for sampling from constrained
distributions. Our developments are specific to the POM application and include the novel
aspect of introducing a sequence of distributions between adjacent distributions to improve
the efficiency.
There are two types of perturbation steps that we can apply. Del Moral et al. (2006) present
a general framework for SMC methods that incorporates both move types. The first repeat-
edly applies a Markov kernel to move the particles between adjacent targets until the next
constraint (and all previous constraints) are satisfied. This approach has similarities with the
SMC ABC method of Vo et al. (2015). To ensure that the accepted particle is a properly
weighted sample according to the next target, a re-weighting step is applied. The inclusion
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of the re-weighting step creates an O(N2) algorithm. However, the number of model simu-
lations remains as O(N), which consumes most of the time in the SMC algorithm for many
interesting applications. The re-weighting step results in non-uniform particle weights, which
produces an ESS that is difficult to control. Unfortunately we find that using this approach
in our application results in an ESS too small relative to the number of particles, N .
The second type of move step uses an MCMC kernel, for which we are able to control the ESS.
The algorithm we propose here has similarities with the SMC ABC algorithm of Drovandi
and Pettitt (2011). This choice of an MCMC kernel prompts a re-ordering of the steps.
First, the particles are re-weighted to reflect the next target. In our application this involves
removing the particles that do not satisfy the next constraint. If more than N/2 particles
do not satisfy the next constraint, then the intermediate sequence in (2) is used where the
Ajt+1 (here the values of k for our choice of Ac) are adaptively chosen so that there are at
least N/2 that satisfy the constraint. It is important to note that we never have Ajt+1 ⊂ At+1
(i.e. kj < k) for any value of j. The ESS can be boosted back up to N by re-sampling from
the remaining particles. Then, to help remove particle duplication, an MCMC kernel with
proposal density q is applied to the re-sampled particles. Due to the way that the sequence
of targets is formed here via indicator functions, the ESS after each iteration of the SMC
will always be N . Furthermore, the algorithm is O(N). However, the MCMC kernel does
not guarantee that each particle will be moved, resulting in inevitable particle duplication.
This issue can be mitigated by repeating the MCMC kernel several times on each particle.
However, this decreases the efficiency as various particles will attempt to be moved even after
they have satisfied the next set of constraints. On the other hand, it is possible to reject
proposed parameter values by the MCMC kernel early if it does not satisfy the initial part
(i.e. without the imposed constraints) of the Metropolis-Hastings ratio. Our SMC algorithm
that uses an MCMC kernel for particle diversity is shown in Algorithm 1.
For the case study described later, we assume that the model parameters are independent and
uniformly distributed a priori between the specified lower and upper bounds. If we denote
the lower and upper bound of a parameter as lb and ub, respectively, then our SMC algorithm
samples over a re-parameterised space where each parameter is transformed based on
φ = log
(
θ − lb
ub− θ
)
,
where θ is the model parameter and φ is the re-parameterised version. We do this so that
the SMC is able to search an unrestricted space while still enforcing that θ remains within its
bounds. If θ is assumed uniform on (lb, ub) then the implied prior density on φ is
p(φ) =
exp(φ)
(1 + exp(φ))2
, −∞ < φ <∞,
that is, the logistic density.
For q in the MCMC move step in SMC we fit a 3 component normal mixture model to the
re-sampled particle set and draw proposals independently from the mixture model. Note that
other choices are possible for q. For example, a multivariate normal random walk centred
on the current particle may be used with a covariance matrix estimated from the re-sampled
particles. We find that using the independent mixture model for q works well for this applica-
tion, but the multivariate normal random walk also works well (albeit slightly less efficient in
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Algorithm 1 SMC algorithm with an MCMC kernel for sampling from the sequence of POM
probability distributions defined in equation (2). We present the algorithm as sampling over
the space of θ however we actually sample over the transformed space of φ. Samples from
the θ space can be easily recovered by back-transformation.
1: for i = 1, . . . , N do
2: Simulate θi ∼ p(·) and generate the vector of summary statistics from the model Sθ
i
3: end for
4: for c = 1, . . . ,K do
5: Set Na = N/2
6: Determine the set Amaxc which is the smallest possible range so that all particles satisfy
the constraint (Sθ
i
c ∈ A
max
c ) for i = 1, . . . , N
7: while Amaxc ⊃ Ac do
8: Determine the set Anextc which is the largest possible range so that Na particles satisfy
the constraint (Sθ
i
c ∈ A
next
c )
9: If Anextc ⊂ Ac then set A
next
c ≡ Ac and adjust the value of Na appropriately
10: (Repeat this loop R times)
11: for i = Na + 1 to N (note if Na = N then this loop is not required) do
12: Re-sample θ∗ ∼ {θi}Nai=1
13: Propose move θ∗∗ ∼ q(·|θ∗)
14: Compute acceptance ratio MH = min
(
1, p(θ
∗∗)q(θ∗|θ∗∗)
p(θ∗)q(θ∗∗|θ∗)
)
15: if U(0, 1) > MH then
16: Reject θ∗∗ without simulating data and go to next iteration of the for loop
17: end if
18: Generate the vector of summary statistics from the model Sθ
∗∗
19: if Sθ
∗∗
s ∈ As for s = 1, . . . , c− 1 and S
θ
∗∗
c ∈ A
next
c then
20: Set θi = θ∗∗
21: end if
22: end for
23: Determine the set Amaxc which is the largest possible range so that all particles satisfy
the constraint (Sθ
i
c ∈ A
max
c ) for i = 1, . . . , N
24: end while
25: end for
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general). We use N = 500 for the SMC algorithm and R = 3 when there is only 1 parameter
of interest and R = 5 when there are 2-4 components in the parameter vector. Drovandi
and Pettitt (2011) provide an approach to adapt the value of R, which may be necessary for
higher dimensional models (see Section 3).
1.4 Case Study: Beeler Reuter Model
The Beeler–Reuter cell model is a system of eight ordinary differential equations (ODEs) that
was originally developed by Beeler and Reuter (Beeler and Reuter, 1977) in the study of
the excitability properties of ventricular myocardial fibres. Cardiac myocytes are examples
of excitable cells, and as such they are characterised by their particular response to the
application of sufficiently strong electrical stimuli. The transmembrane potential of an isolated
excitable cell at rest is equal to an equilibrium value known as the resting potential. When
the resting state is perturbed by the application of an electrical stimulus, the transmembrane
potential rapidly increases (depolarization) moving away from the resting state. When the
applied stimulus is strong enough to push the transmembrane potential of the cell above
a certain threshold level, once the stimulus is removed the potential does not immediately
return to rest but rather undergoes a large excursion (an action potential) before eventually
reaching the resting state.
The Beeler–Reuter ODE system involves a differential equation describing the changes in the
transmembrane potential v of a single ventricular cell in the form
Cm
dv
dt
+ Iion = Istim, (3)
and a system of seven ODEs governing the temporal evolution of a vector of secondary vari-
ables z = (m,h, j, d, f, x, c)T , used in the description of the dynamics of the various ion
channels present in the cellular membrane (see Appendix A for a complete description of
the Beeler–Reuter cell model). The six variables m,h, j, d, f, x are typically called gating
variables, while c = 107[Ca] represents the intracellular calcium concentration and has been
scaled to simplify the notation. In equation (3), Cm is the cell membrane capacitance per
unit area, Iion is the ionic current defined as the sum of all transmembrane currents generated
by the opening and closing of the ion channels in the cell membrane, and Istim represents an
externally applied electrical stimulus. In the Beeler–Reuter model, the ionic current is the
sum of four components and can be written as follows:
Iion = INa + IK + Ix + Is, (4)
where INa is the current carried by sodium
INa = (gInam
3hj + 0.003)(v − 50),
IK and Ix are potassium currents, defined respectively by
IK = gIk
{
4(exp(0.04(v + 85))− 1)
exp(0.08(v + 53)) + exp(0.04(v + 53))
+
0.2(v + 23)
1− exp(−0.04(v + 23))
}
,
Ix = gIx x
exp(0.04(v + 77))− 1
exp(0.04(v + 35))
,
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and Is is the calcium current given by
Is = gIs d f (v + 82.3 + 13.0287 ln(10
−7c)).
In the equations above, Cm is in µF·cm
−2, all currents are in µA·cm−2, v is in mV, the six
gating variables are dimensionless, [Ca] is in moles per litre (mole·L−1), and time is expressed
in ms.
In the above system of equations defining the four components of the ionic current we highlight
four parameters (gIna, gIk, gIx, gIs) that represent the four maximal current densities of the
system and will be used in this paper for the comparison of the POM methods. In the
original formulation of the model, Beeler and Reuter (Beeler and Reuter, 1977) specify these
four parameters as gIna = 4mS·cm
−2, gIk = 0.35µA·cm
−2, gIx = 0.8µA·cm
−2 and gIs =
0.09mS·cm−2.
In order to complete the formulation of the Beeler–Reuter model we must specify an initial
condition for the eight variables involved in the system. In particular, we assume that the
transmembrane potential is initially set equal to v = −85mV and for the vector of secondary
variables we define z = (0, 1, 1, 0, 1, 0, 1). We then let the simulation run for a certain time
interval without the application of any external current, that is, we specify Istim = 0 for
t ∈ [0, t1], so that all variables in the system are allowed to reach the corresponding steady
state.
We then stimulate the cell with a train of five current pulses of 2ms duration, delivered at a
cycle length of 1000ms, that is, at ti = t1 + (i − 1) × 1000 for i = 1, . . . , 5. The amplitude
of all five stimuli is set equal to twice the diastolic threshold of the model at the considered
cycle length (Istim = 28µA·cm
−2). The diastolic threshold is measured by following the
action potential duration definition proposed by Monasterio et al. (2014) for their single-cell
simulations.
The solution of the system of differential equations is computed with the MATLABr ODE
solver ode15s with default error tolerances on the interval [0, tf ] (for a suitable tf > t5 so
that the entire action potential triggered by the fifth electrical stimulus could be visualised).
For the comparison of the solution obtained with different parameters, we focus on the last
action potential generated by the electrical stimuli, that is, we consider the solution profile
of the variable v on the temporal interval [t5, tf ]. In all the model simulations run for this
manuscript we choose t1 = 500ms and tf = 5500ms.
In order to characterise the data produced by a given simulation, we compute a set of four
biomarkers representing quantities of physiological interest from the action potential profile of
the solution generated by the model. Specifically, we consider the action potential peak, the
peak of the dome, the maximum upstroke velocity (defined as the maximum v′(t) during the
initial rapid depolarization of the cell membrane), and the action potential duration (APD90).
The APD90 is defined as the difference between the repolarization and depolarization times.
The depolarization time is measured as the time when the voltage reaches 10% of its full
depolarization. The repolarization time is measured as the time when the voltage repolarizes
to the same value, that is, the transmembrane potential reaches 90% of repolarization to
its resting value. In both cases, linear interpolation is used to obtain better resolved time
values. The four biomarkers for an action potential simulated with the Beeler–Reuter model
are highlighted in Fig. 2.
13
Time (ms)
0 100 200 300
Tr
an
sm
em
br
an
e 
po
te
nt
ia
l (m
V)
-100
-50
0
50
*
max dv
dt
Dome peak
AP peak
APD90
Figure 2: The action potential profile generated in the Beeler–Reuter cell model by applying
the stimulus Istim = 28µA·cm
−2 at t = 0 for two consecutive milliseconds. The highlighted
quantities in the plot are the four biomarkers: the action potential (AP) peak, the dome peak,
the APD90 and the maximum upstroke velocity (max v
′(t)) during the quick depolarization
phase.
We recognize that the exclusive use of the above mentioned biomarkers might lead to a poor
characterisation of the action potential profile. Therefore, we also consider a given set of
time points (shown below) and use the corresponding values of the solution in conjunction
with the biomarkers to obtain a more informative characterisation of the solution. One of our
aims will be to see whether the greater information obtained by the combined use of the four
biomarkers and the solution values at selected time points will help us in the identification of
the parameter distribution g(θ).
We consider the value of the solution at a set of unevenly spaced time points, with a higher
concentration where the AP presents rapid variations in order to more accurately capture
critical features of the solution profile. Letting t = 0 represent the initial time point of the
temporal interval of interest (i.e. t5), we consider the following vector of 28 time points (in
ms): (0.1, 0.3, 0.6, 1, 1.10, 1.25, 1.35, 1.5, 1.75, 2, 2.75, 3.5, 4.25, 5, 10, 15, 20, 25, 35, 50,
75, 100, 125, 150, 200, 250, 300, 350). This choice clearly depends on the solution behaviour
produced by a given stimulation protocol. However, the same idea can be easily implemented
for any other choice of simulation parameters and stimulation protocol by simply identifying
regions of rapid/slow change in the generated AP.
2 Results
For all results we consider the approximate 95% CIs of the summary statistics to form the
matching constraints unless otherwise specified.
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Table 1: Number of simulations required and number of unique values produced when running
the SMC algorithm with N = 500. Shown are the mean values (and standard deviations in
parentheses) from 10 independent runs. Shown also is the estimated efficiency of the algorithm
(mean number of simulations divided by the number of matches, N = 500).
biomarker biomarker/time
dim(θ) mean sims (sd) mean unique (sd) eff (%) mean sims (sd) mean unique (sd) eff (%)
1 1792 (39) 495 (3) 28 2023 (98) 495 (2) 25
2 4531 (175) 492 (3) 11 5513 (116) 494 (3) 9
3 5131 (238) 489 (2) 10 6796 (118) 488 (2) 7
4 5587 (114) 474 (5) 9 8330 (157) 473 (7) 6
2.1 Data
Here we simulate 10 trajectories from the model and assume they are 10 observations from
different subjects in a population. We simulate the model by varying the four parameters
θ = (gIna, gIk, gIx, gIs) by ±10% around the vector θT = (4, 0.35, 0.8, 0.09). We note the
variability of the action potentials produced by this range of parameter values is typically
less than what might be observed in actual experiments (for example Britton et al. (2013);
Sa´nchez et al. (2014)). However, this simulated data is sufficient to allow us to perform a
comparison of different methods for POM. To investigate how the POM methods perform
with an increase in the dimension of the parameter vector we consider four datasets where
θ = gIna, θ = (gIna, gIk), θ = (gIna, gIk, gIx) and θ = (gIna, gIk, gIx, gIs), respectively, where the
datasets are generated by varying the relevant parameters and fixing the others at the values
specified in θT . The resulting trajectories can be seen in red in Fig. 3. We refer to these as
parameter sets 1 to 4, respectively. For illustrative purposes, we set the original parameter
space to search as ± 50% of the values in θT , fixing parameters as necessary depending on
the parameter set.
To test the methods’ ability to handle an increasing number of constraints we consider two
sets of summary statistics. The first set consists of the four biomarkers presented in Section
1.4 that are believed to be potentially informative about the model parameters. The second
option is to consider a set of summary statistics that includes the four biomarkers and the
solution value corresponding to 28 selected time points (as described in Section 1.4) for a
total of 32 constraints. We refer to the first and second set of summaries as biomarker and
biomarker/time statistics, respectively.
2.2 Performance Comparison
The number of simulations required for SMC to generate N = 500 matches for the four
different parameter sets is shown in Table 1. Table 1 also shows the number of unique values
out of 500 in the SMC particle sets. It can be seen that there is a steady increase in the number
of simulations required as the number of parameters is increased. Further, more simulations
are required for the biomarker/time statistics as the AP time statistics bring more information
about the parameters (see below for more details) and hence a reduction in the parameter
space consistent with the data.
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Table 2: Mean number of matches over 10 runs (with standard deviation shown in parentheses)
using RND. Shown also is the estimated efficiency of the algorithm (mean number of matches
divided by the number of simulations, 5000).
biomarker biomarker/time
dim(θ) mean matches (sd) eff (%) mean matches (sd) eff (%)
1 1322 (26) 26 1196 (30) 24
2 333 (20) 7 256 (13) 5
3 222 (13) 4 115 (6) 2
4 145 (10) 3 41 (4) 1
Table 3: Mean number of matches over 10 runs of LHS (with standard deviation shown in
parentheses) using a total of 5000 simulations. Shown also is the estimated efficiency of the
algorithm (mean number of matches divided by the number of simulations, 5000).
biomarker biomarker/time
dim(θ) mean matches (sd) eff (%) mean matches (sd) eff (%)
1 1154 (4) 23 756 (9) 15
2 301 (14) 6 222 (9) 4
3 176 (13) 4 80 (6) 2
4 215 (15) 4 66 (8) 1
Table 4: Mean number of matches over 10 runs of LHS (with standard deviation shown in
parentheses) using a total of 10000 simulations. Shown also is the estimated efficiency of the
algorithm (mean number of matches divided by the number of simulations, 10000).
biomarker biomarker/time
dim(θ) mean matches (sd) eff (%) mean matches (sd) eff (%)
1 2306 (7) 23 1510 (8) 15
2 592 (23) 6 434 (19) 4
3 352 (11) 4 151 (11) 2
4 421 (19) 4 133 (11) 1
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From Tables 2, 3 and 4 we can see that in terms of estimated efficiency RND outperforms LHS
when searching a one-dimensional parameter space. When the dimension of the parameter
space is increased, the two methods become comparable in efficiency. It is evident that
both of the LHS and RND approaches do not scale to an increase in the parameter and
summary statistic dimension compared to the SMC approach. For parameter set 4 and the
biomarker/time statistics the SMC approach has 6% efficiency while it is only 1% for the
other approaches. Based on this case study we conjecture that the SMC approach could show
even more efficiency gains compared with the other approaches in applications where more
parameters are involved. The greater the overall reduction in volume of the parameter space
consistent with the data relative to the original parameter space, the greater the efficiency
gains we expect SMC to produce.
We also run the methods when the min/max range of the data are used to form the constraints
instead of the approximate 95% CIs. We consider parameter set 4 and the biomarker/time
summary statistics. We find that a smaller subset of the parameter space is consistent with
these constraints, implying a more difficult sampling problem. This is likely due to the fact
that we investigate only a small sample that produces a relatively narrow range. Here n = 10
so that the range has expected coverage of size (n − 1)/(n + 1) or 9/11 of the population
distribution of the corresponding statistic. Larger values of n would produce larger coverage
probabilities. For a single run, the SMC approach needs 9700 simulations when N = 500.
In contrast, with 50000 simulations, LHS produces 129 matches. Thus SMC produces an
efficiency of roughly 5% versus 0.3% for LHS.
2.3 Parameter Range Recovery
Due to the increased efficiency of the SMC approach we discuss the results obtained from
the SMC algorithm in terms of the information content of the summary statistics in order to
recover the parameter ranges used to generate the data. Note that if LHS and RND are run
for long enough we find that the results they produce are similar to the output of SMC.
Fig. 3 shows simulated trajectories (black) from parameter values kept from the SMC algo-
rithm for both sets of summary statistics. It is evident from the left column that the four
biomarkers are not capturing the majority of the information available in the observed trajec-
tories (red) since there are many simulations that are not consistent with the data especially
around the trough before the second peak. Further, many parameter values are kept that
lead to solution profiles that are well above the data between times 200-300 (ms). The right
column demonstrates that the set of parameter values kept when including additional con-
straints at various time points lead to solution profiles that follow the general shape of the
observed trajectories well but also capture the between subject variability of the observed
profiles.
Figure 3: Simulations from model based on the SMC POM. The left hand column is based
on the biomarker statistics whereas the right hand column is based on the biomarker/time
statistics. From top to bottom shows results for parameter sets 1 to 4 respectively. The
observed data are shown as red trajectories whereas the simulated trajectories from the POMs
are shown in black.
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Fig. 4 shows the distributions of parameter values kept from SMC for the two sets of summary
statistics for parameter set 1, and the distributions and bivariate scatter plots for parameter
sets 2 and 3. The histograms and bivariate scatter plots for parameter set 4 are shown in Fig.
5. In general there is a reduction in the parameter space consistent with the data when the
time summary statistics are included, indicating that the four biomarkers do not carry all the
information available in the data.
The histograms in Fig. 4 and Fig. 5 show the ability of SMC to recover parameter ranges for the
four parameter sets. Before describing the results, we note that Appendix C shows the results
for varying only a single parameter. It is evident that when only one parameter is allowed to
vary with the others held fixed, the parameter values kept are constrained reasonably within
the values used to generate the data. Below we present results when increasing the number
of parameters that are varied.
From Fig. 4 and Fig. 5 we find that the first parameter, gIna, is constrained to a similar range
used to generate the data regardless of how many parameters are varied and the choice of
the summary statistics. It appears that the biomarkers may be sufficiently informative about
gIna.
The results for the second parameter gIk can be seen in the second row of each correlation plot
in Fig. 4(A)-(B) and Fig. 5(A)-(B). When only two parameters are varying (second plot in
both column (A) and (B) of Fig. 4) the biomarkers are able to constrain the parameter well.
However, when three or four parameters are varying (bottom row of plots in Fig. 4(A)-(B) and
both plots in Fig. 5) the biomarker/time statistics are necessary to constrain the parameter
to a range similar to that used to simulate the data.
The relevant rows of Fig. 4 and Fig. 5 demonstrate that in general there is a lack of information
in the data to constrain the parameters gIx and gIs close to the ranges used to simulate
the data. This phenomenon is often referred to as a lack of identifiability in the statistics
literature. Here, we note that using the biomarker/time statistics provide improvements over
just the biomarker statistics. One possible reason for the identifiability problem is that we
only observe one of the variables out of the eight in the ODE model and observing more
variables should improve identifiability. Another is that we expect complex relationships
between parameters and the biomarker/time statistics which would, if known and exploited,
provide improvements. For example, as is evident from Fig. 5(B), there is a substantial amount
of information obtained jointly on gIx and gIs due to high estimated correlation between these
two parameters that should be exploited.
Table 5 shows the number of parameter values out of 500 obtained from the POM for different
combinations of parameter set and summary statistics that are within the parameter ranges
used to generate the data. Except for parameter set 1, the biomarker/time statistics lead to
more parameter values within the parameter ranges used to generate data, indicating that
the biomarker/time statistics better recovers the parameter ranges.
2.4 Out of Sample Predictions
POMs are often used to obtain out of sample predictions, that is, to test particular scenarios
and observe how the variability of the calibrated population is affected under these particular
circumstances. One example of this, that has particular interest in pharmacology, is the case
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Figure 4: Histograms and correlation plots from the SMC POM for parameter set 1, 2, and
3 (top to bottom). In each histogram, the yellow squares denote the interval from which
the generated data for the considered parameter was sampled. The orange stars denote the
actual minimum and maximum value of the parameter used to generate the data. The range
of the x-axis gives the range of the parameter space explored. (A) Results obtained with the
biomarker statistics. (B) Results obtained with the biomarker/time statistics.
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Figure 5: Histograms and correlation plots from the SMC POM for parameter set 4. In
each histogram, the yellow squares denote the interval from which the generated data for
the considered parameter was sampled. The orange stars denote the actual minimum and
maximum value of the parameter used to generate the data. The range of the x-axis gives the
range of the parameter space explored. (A) Results obtained with the biomarker statistics.
(B) Results obtained with the biomarker/time statistics.
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Table 5: Number of parameter values out of 500 obtained from the POM for different combi-
nations of parameter set and summary statistics that are within the parameter ranges used
to generate the data.
parameter set biomarker statistics biomarker/time statistics
1 371 370
2 304 329
3 79 165
4 25 64
of conduction block of selected transmembrane ionic currents due to drug action. We recognise
that the mathematical description behind the BR cell model is far from being competitive
with the much more sophisticated cell models used in practical studies to aid pharmacological
intervention. However, the model considered here still allows us to perform a similar type
of analysis and make important considerations on the three strategies used in this paper to
construct the POM.
We assume that the injection of a suitable blocker significantly reduces the amplitude of the
time independent outward potassium current Ik and observe the effects of this hypothesis on
three populations of 200 models each, generated with the LHS, the SMC, and the RND meth-
ods, respectively. For all strategies, we start by selecting 200 values of θ generating matches
with the considered experimental data when the min/max range is considered to constrain
the biomarker/time statistics. In the first column of Fig. 6 we plot the solution trajectories
corresponding to these three POMs (blue) and the ten solution trajectories corresponding to
our original data set (black). Given that all 32 statistics are constrained to be within the
min/max ranges computed from the observed data set, we find that the trajectories of all
three POMs are barely visible in Fig. 6, mostly obscured by our ten reference solutions, and
no visible differences between our three populations are observed.
Under the drug block assumption, we then reduce by 75% the value of gIk in all the θ of
our three POMs, obtaining three modified sets θmod of 200 parameters each. The solution
trajectories corresponding to the new sets of parameters are shown in the right hand column
of Fig. 6 (red). Once again, in each plot of this column we also include the ten trajectories
(black) corresponding to a reduction of 75% in the value of gIk in the ten parameter values
that are used to form the original data set.
75% reduction in gIk has some evident consequences on the solution profile. We observe
that the resting membrane potential increases, the dome peak is much higher, and the AP
becomes significantly elongated, hence resulting in a larger APD90. Moreover, we find that
there are very minor differences in the results produced by the three POMs under the drug
block assumption, suggesting that the variability captured by the three strategies is essentially
the same for the particular example considered. Additionally, we observe that although the
constraints imposed on the summary statistics confine the solution trajectories of all three
calibrated POMs, once drug block is applied a large proportion of the resulting solutions no
longer falls within the limits given by the trajectories corresponding to the original data set.
This is a very interesting result. The wider variety of AP shapes found in the drug block
case is likely due to all those parameters in the calibrated POMs that did not originally
21
0 200 400 600 800
-100
-50
0
50
Before drug block
0 200 400 600 800
-100
-50
0
50
After drug block
0 200 400 600 800
tra
ns
m
em
br
an
e 
po
te
nt
ia
l (m
V)
-100
-50
0
50
0 200 400 600 800
tra
ns
m
em
br
an
e 
po
te
nt
ia
l (m
V)
-100
-50
0
50
time (ms)
0 200 400 600 800
-100
-50
0
50
time (ms)
0 200 400 600 800
-100
-50
0
50
RND RND
SMC SMC
LHS LHS
Figure 6: Solution trajectories corresponding to the original data set and the three calibrated
populations of 200 models obtained with LHS, SMC and RND methods. The left hand
column represents the trajectories corresponding to the set of parameters θ (without drug
block), while the right hand column represents the trajectories corresponding to the set of
parameters θmod (with drug block).
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belong to the hypercube given by the min/max ranges of the data summary statistics (see
the lack of identifiability issue in the Parameter Range Recovery section). This does not
have to be seen as a limitation of the POM approach. In fact, POMs are often used in
electrophysiology to investigate whether abnormalities hide amongst experimental data and
whether the application of a certain perturbation to the system (such as the injection of a drug)
would lead to undesired electrophysiological effects such as delayed afterdepolarizations. This
does not happen in the presented test case, where all solutions remain reasonably smooth after
the application of the drug. However, when more variability is observed in the experimental
data and larger min/max ranges are used in the calibration of the POM, different outcomes
are possible and abnormalities can easily arise. On the other hand, we believe that if data
under the drug block assumption were available, then additional information obtained from
these new trajectories could be used to further constrain the parameters of interest, thus
improving our ability of recovering the population distribution g(θ).
To compare our three POM strategies in more detail, we choose to focus in particular on the
effect of the drug block on the APD90. In Fig. 7(A) we present the APD90 distribution before
(blue) and after (red) drug block. The red histograms of Fig. 7(A) and the corresponding
kernel density estimates show that when gIk is reduced, a significant elongation of the APD90
takes place, accompanied by the flattening and spread of the three distributions. However,
once again we find that the APD90 distribution both before and after drug block is essentially
the same for all three POMs.
The similarity of the results presented can be further validated by looking at the spread of the
clouds of particles corresponding to the three POMs. As shown in Fig. 7(B), the regions of
the parameter space covered by the validated parameters are considerably close. We point out
that the likeness of the produced results is strictly related to the tightness of the constraints
used to validate the POMs and it is not guaranteed to hold a priori when the observed
data is characterised by more variability or less restrictive constraints are used to generate
the POMs. In Appendix D we show the results of the drug block test when calibrating the
three POMs using the 95% confidence interval for the 32 biomarker/time statistics. In the
considered example, this condition results in looser constraints than the ones given by the
min/max range. Consequently, we find that the clouds of particles corresponding to the
validated parameters are more spread out and cover a larger region of the parameter space.
Although more visible differences in the AP profiles and in the APD90 distributions between
the three POM strategies can be seen, the overall behaviour before and after drug block
remains unchanged. We stress that the observed differences are not necessarily statistically
significant and additional investigation into this issue will be required to establish the existence
(or absence) of any actual discrepancy between the considered sampling strategies.
3 Discussion
The three strategies considered for this study essentially differ in the way the search of the
multi-dimensional parameter space is made when matches with the experimental data are
sought. The results shown in the conduction block test revealed that for the example con-
sidered all three strategies produced very similar POMs and captured a very similar degree
of variability in AP responses both before and after drug block. However, the considerations
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Figure 7: APD90 distribution and scatter plot of parameter values for the three POMs con-
sidered in the study. (A) APD90 distribution for the three POMs considered, before (blue)
and after (red) drug block. In each plot we superimpose a kernel density estimate to the
normalised histograms of the APD90 obtained from the solutions trajectories corresponding
to the set of parameters θ and the set of modified parameters θmod. (B) Scatter plots and cor-
responding kernel density estimates for the location of the four components (gINa, gIk, gIx, gIs)
of the 200 parameters θmod obtained with the three POM strategies.
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made on the tightness of the validation criteria used to produce the calibrated POM highlight
the need of a thorough investigation into the nature of the POM produced by different algo-
rithms and into the capability of a given population to capture the variability of experimental
data before a particular sampling strategy could be chosen over the many possible alternatives
available in the literature.
We find that the SMC algorithm proposed in this paper is quite efficient in terms of the
number of model simulations required when there is a moderate number of parameters and
constraints. The major disadvantage of the SMC approach adopted here is that it will result in
duplicated particles and also the MCMC step must be run for a fixed number of R iterations,
even if a proposal has been accepted prior to the Rth iteration. The latter leads to some
inefficiencies of the SMC approach. An alternative method to overcome both of these issues
is to represent accurately the next distribution in the sequence non-parametrically using the
set of particles that already satisfy the relevant set of constraints. For this purpose we could
apply the Liu-West (LW) kernel (Liu and West, 2001), which has commonly been used in the
particle filter (see for example Liu and Niranjan (2012)) and SMC (see for example Fearnhead
and Taylor (2013)) literature. The new SMC algorithm would involve repeatedly drawing from
the LW approximation until a proposed parameter is found that leads to simulated data that
satisfies all of the current constraints. This approach results in no duplicated particles and
would not perform any wasted simulations. However, the drawback of this approach is that
it does not preserve the current distribution in the SMC sequence as an MCMC kernel does.
We applied the SMC LW approach to the case study in this paper and found that there was
a substantial reduction in the number of model simulations required to generate N = 500
matches. However, there were some differences in the distributions of parameter samples that
were kept, especially for the parameters that were not well constrained by the data. The SMC
LW approach might be suitable for very computationally intensive applications. We plan to
investigate this method more thoroughly in further research.
One of the advantages of the simpler LHS and RND approaches is that it is possible to test
different summary statistics choices using the same set of simulations as long as sufficient
information from each simulation is stored. This is analogous to the advantage that ABC
rejection has over MCMC ABC and SMC ABC in the ABC literature. The LHS approach
requires initially fixing the number of model simulations. Although this controls the com-
putational time, the number of matches obtained is random and if not enough matches are
produced the algorithm will need to be run for another fixed number of simulations. On the
other hand, the number of matches produced by SMC is known in advance, with the amount
of computational time to produce those being random. The RND method has the most flexi-
bility in this respect; it can be run with a fixed number of simulations or repeatedly run until
a certain number of matches is generated.
We will also investigate ways to improve the efficiency of the LHS method in future work.
We propose a two-phase approach, where in the initial phase a coarse-gridded LHS or RND
is used to get an initial approximation to the POM. This approximation can then be used to
generate the divisions for a fine resolution LHS method, where the divisions in the range of
each parameter are not necessarily of equal size. The POM approximation can also be used
to inform the number of samples to take in each division. We will also consider the effect of
an adaptive error tolerance, whereby the tolerance can be loosened when too few matches are
being found to the data, and tightened if too many are obtained.
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Chang et al. (2015) consider emulating cardio electrophysiological models using Gaussian
processes in order to accelerate the process of inferring the sensitivity of model outputs to
changes in the parameter values. For future work we plan to incorporate emulation into the
LHS and SMC POM approaches to improve their efficiency. Sarkar and Sobie (2010) on the
other hand use a partial least squares linear model as an emulator to establish specific rela-
tionships between the uncertainty in a considered set of model parameters and the variability
observed in the output of electrophysiological models of cardiac cells.
Although the results presented in the previous section are very similar for all three sampling
strategies, this might not be the case when the experimental data is characterised by a larger
degree of variability or when a parameter space of higher dimensionality is explored by each
sampling strategy.
In our future investigation we plan to compare the performance and the variability accounted
for by populations of models generated with the LHS and the SMC algorithms when a much
more complex cardiac electrophysiology model is considered, such as the O’Hara et al. (2011)
or the Grandi et al. (2010) models. The larger number of currents included in the model
description (compared to the Beeler–Reuter cell model) will allow us to see how the efficiency
of the two sampling methodologies considered in this paper scales with the significantly higher
dimensionality of the parameter space. Moreover, these realistic models will enable us to
design physiologically grounded hypothetical scenarios, such as a pharmacological conduction
block, and to more accurately interpret out of sample predictions and the ability of the two
sampling methodologies to capture variability in these modified settings.
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C1 C2 C3 C4 C5 C6 C7
ms−1 ms−1 mV−1 mV mV−1 ·ms−1 mV mV−1 –
αm 0 0 47 -1 47 -0.1 -1
βm 40 -0.056 72 0 0 0 0
αh 0.126 -0.25 77 0 0 0 0
βh 1.7 0 22.5 0 0 -0.082 1
αj 0.055 -0.25 78 0 0 -0.2 1
βj 0.3 0 32 0 0 -0.1 1
αd 0.095 -0.01 -5 0 0 -0.72 1
βd 0.07 -0.017 44 0 0 0.05 1
αf 0.012 -0.008 28 0 0 0.15 1
βf 0.0065 -0.02 30 0 0 -0.2 1
αx 0.0005 0.083 50 0 0 0.057 1
βx 0.0013 -0.06 20 0 0 -0.04 1
Table 6: Parameter values for the BR model as given in Beeler and Reuter (1977).
Appendix A Complete description of the BR model
The Beeler–Reuter cell model is defined as a system of eight ordinary differential equations:
one equation governing the temporal evolution of the transmembrane potential v of a single
ventricular cell, six differential equations for the gating variables m,h, j, d, f, x, describing the
opening and closing of the various ionic channels present in the cellular membrane, and one
differential equation for the scaled intracellular calcium concentration c. The equation for the
transmembrane potential is provided in equation (3) of Section 1.4. In order to complete the
formulation of the BR cell model, we provide here the analytic expression of the seven ODEs
governing the secondary variables of the model, as given in the original work by Beeler and
Reuter (Beeler and Reuter, 1977).
Let g represent any of the six gating variables of the model. The corresponding ODE of the
BR cell model can be written as follows:
dg
dt
= αg(v)(1− g)− βg(v) g, (5)
where αg and βg are the channel opening and closing rates associated to the particular g
the equation (5) is referring to. For all gating variables, both rates are functions of the
transmembrane potential v and have the following form:
C1 exp(C2(v + C3)) + C4(v + C5)
exp(C6(v + C3)) + C7
. (6)
The values and the units of the constants involved in the expression (6) according to the
original formulation of the model are specified as in Table 6.
Finally, the evolution in time of the scaled intracellular calcium concentration c = 107[Ca] is
governed by the following differential equation:
dc
dt
= 0.07(1− c)− Is, (7)
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where Is is the calcium current defined as in Section 1.4, that is,
Is = gIs d f (v + 82.3 + 13.0287 ln(10
−7c)).
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Appendix B Summary statistic data
Shown are the sample mean and standard deviation (Table 7), and the sample minimum and
maximum (Table 8) of all the summary statistics considered for parameter sets 1-4.
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Table 7: Means and standard deviations for each of the summary statistics.
parameter set 1 parameter set 2 parameter set 3 parameter set 4
Summary Statistic mean (sd) mean (sd) mean (sd) mean (sd)
t1 0.1 (ms) -81.25 (0.05) -81.35 (0.25) -81.13 (0.31) -81.23 (0.23)
t2 0.3 (ms) -75.82 (0.05) -75.93 (0.26) -75.69 (0.32) -75.80 (0.23)
t3 0.6 (ms) -67.87 (0.05) -67.99 (0.29) -67.73 (0.35) -67.84 (0.26)
t4 1 (ms) -56.89 (0.09) -57.06 (0.39) -56.71 (0.47) -56.88 (0.36)
t5 1.10 (ms) -53.61 (0.15) -53.82 (0.46) -53.40 (0.55) -53.61 (0.43)
t6 1.25 (ms) -47.03 (0.42) -47.36 (0.76) -46.71 (0.89) -47.13 (0.74)
t7 1.35 (ms) -39.93 (1.00) -40.47 (1.33) -39.46 (1.51) -40.25 (1.36)
t8 1.5 (ms) -19.94 (3.12) -21.02 (3.26) -19.27 (3.19) -21.13 (3.48)
t9 1.75 (ms) 15.43 (3.38) 14.84 (3.27) 15.66 (2.59) 14.00 (3.47)
t10 2 (ms) 31.74 (2.53) 31.43 (2.46) 31.74 (2.01) 30.62 (2.59)
t11 2.75 (ms) 36.04 (1.71) 35.85 (1.66) 36.00 (1.42) 35.27 (1.74)
t12 3.5 (ms) 34.49 (1.51) 34.25 (1.47) 34.50 (1.26) 33.81 (1.56)
t13 4.25 (ms) 32.06 (1.42) 31.75 (1.40) 32.13 (1.21) 31.43 (1.49)
t14 5 (ms) 29.64 (1.34) 29.24 (1.37) 29.76 (1.20) 29.03 (1.46)
t15 10 (ms) 18.81 (0.95) 18.04 (1.61) 19.21 (1.62) 18.31 (1.45)
t16 15 (ms) 14.55 (0.67) 13.57 (1.96) 15.11 (2.07) 14.06 (1.58)
t17 20 (ms) 13.46 (0.48) 12.35 (2.22) 14.10 (2.38) 12.93 (1.74)
t18 25 (ms) 13.69 (0.35) 12.50 (2.38) 14.38 (2.56) 13.13 (1.87)
t19 35 (ms) 14.96 (0.18) 13.73 (2.49) 15.67 (2.69) 14.38 (2.01)
t20 50 (ms) 15.59 (0.05) 14.39 (2.43) 16.25 (2.63) 15.04 (2.00)
t21 75 (ms) 13.33 (0.01) 12.20 (2.33) 13.94 (2.53) 12.88 (1.92)
t22 100 (ms) 9.37 (0.03) 8.20 (2.36) 9.94 (2.58) 8.95 (2.00)
t23 125 (ms) 4.64 (0.03) 3.36 (2.55) 5.20 (2.77) 4.21 (2.22)
t24 150 (ms) -0.82 (0.03) -2.32 (2.92) -0.26 (3.17) -1.30 (2.63)
t25 200 (ms) -15.87 (0.05) -18.67 (5.02) -15.25 (5.34) -16.73 (4.71)
t26 250 (ms) -43.97 (0.13) -51.72 (12.22) -43.62 (12.35) -46.24 (11.08)
t27 300 (ms) -81.26 (0.02) -81.08 (2.56) -78.44 (4.91) -80.72 (1.81)
t28 350 (ms) -82.56 (0.00) -82.73 (0.41) -82.39 (0.46) -82.62 (0.32)
biomarker1 AP Peak 36.06 (1.73) 35.87 (1.68) 36.02 (1.43) 35.28 (1.76)
biomarker2 Dome Peak 15.62 (0.07) 14.41 (2.45) 16.29 (2.65) 15.07 (2.01)
biomarker3 Max dv/dt 176.23 (10.71) 176.28 (10.36) 175.16 (8.78) 171.45 (10.51)
biomarker4 APD90 278.37 (0.39) 271.57 (14.54) 281.85 (16.34) 277.38 (12.20)
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Table 8: Minimums and maximums for each of the summary statistics.
parameter set 1 parameter set 2 parameter set 3 parameter set 4
Summary Statistic min / max min / max min / max min / max
t1 0.1 (ms) -81.32 / -81.19 -81.60 / -80.91 -81.56 / -80.80 -81.50 / -80.81
t2 0.3 (ms) -75.88 / -75.76 -76.19 / -75.47 -76.15 / -75.35 -76.07 / -75.36
t3 0.6 (ms) -67.93 / -67.81 -68.28 / -67.48 -68.24 / -67.36 -68.16 / -67.37
t4 1 (ms) -57.03 / -56.79 -57.51 / -56.35 -57.39 / -56.15 -57.35 / -56.27
t5 1.10 (ms) -53.85 / -53.45 -54.41 / -52.94 -54.21 / -52.66 -54.20 / -52.83
t6 1.25 (ms) -47.72 / -46.58 -48.55 / -45.82 -47.97 / -45.25 -48.15 / -45.60
t7 1.35 (ms) -41.52 / -38.91 -42.77 / -37.79 -41.41 / -36.64 -42.04 / -37.40
t8 1.5 (ms) -24.79 / -16.72 -27.18 / -15.30 -22.78 / -12.95 -25.36 / -14.53
t9 1.75 (ms) 10.12 / 18.75 8.60 / 18.78 11.94 / 20.31 9.95 / 19.25
t10 2 (ms) 27.72 / 34.12 27.02 / 33.97 28.45 / 35.00 27.77 / 34.20
t11 2.75 (ms) 33.31 / 37.55 32.98 / 37.47 33.58 / 38.17 33.48 / 37.61
t12 3.5 (ms) 32.08 / 35.83 31.58 / 35.91 32.49 / 36.56 32.14 / 36.09
t13 4.25 (ms) 29.80 / 33.32 29.08 / 33.59 30.45 / 34.27 29.74 / 33.80
t14 5 (ms) 27.49 / 30.83 26.55 / 31.29 28.37 / 31.99 27.29 / 31.52
t15 10 (ms) 17.30 / 19.65 15.24 / 21.05 16.72 / 21.84 16.10 / 21.05
t16 15 (ms) 13.48 / 15.15 10.75 / 17.09 11.80 / 17.88 11.33 / 16.59
t17 20 (ms) 12.68 / 13.88 9.54 / 16.14 10.29 / 16.91 9.75 / 15.13
t18 25 (ms) 13.13 / 14.00 9.74 / 16.43 10.27 / 17.16 9.62 / 15.47
t19 35 (ms) 14.68 / 15.12 11.12 / 17.66 11.36 / 18.33 10.59 / 16.90
t20 50 (ms) 15.50 / 15.63 12.06 / 18.13 12.03 / 19.06 11.31 / 17.45
t21 75 (ms) 13.32 / 13.35 10.01 / 15.84 9.84 / 16.80 9.31 / 15.15
t22 100 (ms) 9.34 / 9.41 5.96 / 11.92 5.72 / 12.95 5.26 / 11.38
t23 125 (ms) 4.61 / 4.68 0.93 / 7.35 0.57 / 8.49 0.13 / 6.94
t24 150 (ms) -0.85 / -0.77 -5.13 / 2.22 -5.66 / 3.61 -6.10 / 1.93
t25 200 (ms) -15.92 / -15.79 -23.63 / -11.05 -24.85 / -8.65 -25.35 / -11.16
t26 250 (ms) -44.09 / -43.72 -64.21 / -33.89 -67.10 / -29.11 -67.00 / -33.89
t27 300 (ms) -81.28 / -81.23 -82.82 / -76.16 -82.80 / -69.38 -82.78 / -76.60
t28 350 (ms) -82.56 / -82.55 -83.10 / -82.09 -83.06 / -81.91 -83.04 / -81.99
biomarker1 AP Peak 33.32 / 37.60 32.99 / 37.50 33.59 / 38.21 33.48 / 37.63
biomarker2 Dome Peak 15.52 / 15.68 12.06 / 18.18 12.04 / 19.09 11.32 / 17.51
biomarker3 Max dv/dt 159.89 / 186.73 160.76 / 186.71 158.88 / 185.55 159.01 / 186.76
biomarker4 APD90 278.02 / 279.02 257.81 / 294.92 255.44 / 303.69 255.95 / 294.24
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Appendix C Results for one parameter
Histograms from the SMC POM for when only one parameter is varied is shown in Fig. 8.
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Figure 8: Histograms from the SMC POM for when only one parameter is varied. In all cases
the biomarker/time statistics are used. The yellow squares denote the limits of the space that
the parameter values used to generate the data are sampled from and the orange stars denote
the minimum and maximum value of the parameter used to generate the data. The range of
the x-axis gives the range of the parameter space explored.
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Appendix D Before and After Drug Block Analysis
Solution trajectories before and after drug block for the original data set and the POMs
calibrated with the 95% confidence interval constrains are shown in Fig. 9.
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Figure 9: Solution trajectories corresponding to the original data set and the three calibrated
populations of 200 models obtained with LHS, SMC and RND methods. The left hand
column represents the trajectories corresponding to the set of parameters θ (without drug
block), while the right hand column represents the trajectories corresponding to the set of
parameters θmod (with drug block).
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Histograms of the APD90 distribution before and after drug block, and scatter plots of θmod
for the POMs calibrated with the 95% confidence interval constraints are shown in Fig. 10.
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Figure 10: APD90 distribution and scatter plot of parameter values for the three POMs con-
sidered in the study. (A) APD90 distribution for the three POMs considered, before (blue)
and after (red) drug block. In each plot we superimpose a kernel density estimate to the
normalised histograms of the APD90 obtained from the solutions trajectories corresponding
to the set of parameters θ and the set of modified parameters θmod. (B) Scatter plots and cor-
responding kernel density estimates for the location of the four components (gINa, gIk, gIx, gIs)
of the 200 parameters θmod obtained with the three POM strategies.
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