Abstract. A special case of a conjecture of M. El-Zahár states that a graph G with 2k vertices and minimum degree k, contains every bipartite 2-regular graph H on 2k vertices as a spanning subgraph.
Introduction
All graphs considered in this paper will be simple. The number of vertices of a graph G will be denoted by |G| and δ(G) will denote the minimum degree of G. E(G) will be the edge set of G, and for two graphs G 1 and G 2 the set of edges incident to one vertex in G 1 and one in G 2 will be written as E(G 1 , G 2 ). The graph P k will denote a path with k vertices, and C k a cycle with k vertices. A path P will be represented by [p 1 , p 2 , . . . , p n ] where p 1 , p 2 , . . . , p n are the vertices of P and p i p i+1 ∈ E(P ) when 1 ≤ i ≤ n − 1. For cycle C we use the similar notation (c 1 , c 2 , . . . , c n ) where c 1 , c 2 , . . . , c n are the vertices of C and c i c i+1 ∈ E(C) when 1 ≤ i ≤ n. We will often count the indices modulo n for cycles. The length of a path or a cycle is the number of edges in it. Other notation can be found in [2] .
If |G| = n ≥ 3 a well known theorem of Dirac [4] proved in the fifties, states that G contains a hamiltonian cycle if δ(G) ≥ 1 2 n. Theorem 1.1 (Dirac) . If G is a graph with |G| = n ≥ 3 and δ(G) ≥ 1 2 n then G is hamiltonian.
This theorem has generated a lot of research for conditions which would guarantee a hamilton cycle in a graph.
Another interesting question is: what conditions guarantees a given 2-regular graph H as a spanning subgraph in G? Note that a 2-regular graph is the vertex disjoint union of cycles, hence to describe a spanning 2-regular subgraph of G it is sufficient to give a partition of the number |G|. The case where H is a union of cycles of lengths 3 follow from a theorem proved in the sixties by K. Corrádi and A. Hajnal [3] , stating that δ(G) ≥ 2 3 n is enough. About twenty years later S. Brandt and M. Aigner [1] proved that any graph H with ∆(H) ≤ 2 is a subgraph of G if δ(G) ≥ 1 3 (2n − 1). This theorem gives a non trivial minimum degree condition for the existence of any 2-factor in G, and it is easy to see that it is sharp in the case where H is a union of cycles of lengths 3.
Recently, using a different idea G. Fan and H. A. Kierstead [6] proved that the same minimum degree condition implies that G contains a hamiltonian square-path P (a hamilton path with all chords of length 2). Since P contains any 2-regular spanning graph H, this theorem contains Brandt and Aigners result. About ten years ago M. El-Zahár proved the case where H is the union of two cycles [5] .
In the same paper he also conjectured the general minimum degree formula and proved that it would be sharp if true.
Conjecture 1.3 (El-Zahár).
If G is a graph with n = n 1 +· · ·+n k vertices and δ(G) ≥ 1 2 n 1 +· · ·+ 1 2 n k then G has a spanning subgraph consisting of mutually vertex disjoint cycles of lengths n 1 , . . . , n k .
Recently H. Wang proved this conjecture for n 1 arbitrary and n i = 3, when i ≥ 2 (see [7] ), giving for each possible value of δ(G) in conjecture 1.3 an affirmative example.
If H is a bipartite 2-regular graph then H is a union of even cycles. Hence we have all the integers n i even. Then conjecture 1.3 suggests that the minimum degree needed is δ(G) ≥ 1 2 n. In this paper it will be proved the case when n 1 = 8 and n i = 4, for i ≥ 2. This will follow from theorem 2.7 in this paper, which shows that in the case where n i = 4 for all i ≥ 1 we can find H with one edge missing. A similar result was proven by H. Wang in [8] . For a bipartite graph G, with vertex classes V 1 and V 2 of the same order 2k, and with minimum degree k + 1 H. Wang proved that there exists a spanning subgraph of k − 1 cycles of lengths 4 and one path of order 4. We will use similar ideas to prove theorem 2.7.
Results
The following lemmas will be of help when proving theorem 2.7.
Lemma 2.1. Let G = P ∪Q where P P 3 . Put e = |E(P,
Proof. The first part is left to the reader to verify. Assume that Q P 3 and G ⊇ C 4 . Using the first part it is easy to see that if e ≥ 4 the end vertices of Q = [q 1 , q 2 , q 3 ] must have two neighbours each in P = [p 1 , p 2 , p 3 ], implying that they have a common neighbour v in P . Then we have a cycle (q 1 , q 2 , q 3 , v) of length 4 in G contradicting our assumption. By the same argument in the case where e = 3, the end vertices of Q (or P ) have at least one neighbour in P (or Q), and we can assume that they have no common neighbours. Therefore one end vertex of P must be connected to one end vertex of Q, giving us a path P of order 6. By renumbering if necessary we can assume that P = [q 1 , q 2 , q 3 , p 1 , p 2 , p 3 ] and both q 1 and p 3 have at least 2 neighbours each on P . Suppose that G ⊇ C 6 then q 1 p 3 , q 1 p 1 , p 3 q 3 ∈ E(G) and since P Q P 3 we must have q 1 p 2 and p 3 q 2 in E(G). Then we have a cycle (q 1 , p 2 , p 3 , q 2 ) of length 4 in G.
Proof. Let x and y be the vertices of H. Suppose one of the vertices say x has 4 neighbours in C = (c 1 , . . . , c 4 ). Note that y has at least one neighbour say c 1 (renumbering if necessary). In this case G contains the two vertex disjoint graphs (x, c 2 , c 3 , c 4 ) C 4 and [y, c 1 ] K 2 . Otherwise we can assume that x has 3 neighbours say c 1 , c 2 , c 3 and that y has 2. If c 2 or c 4 is a neighbour of y we have two vertex disjoint graphs (x, c 1 , c i , c 3 )
K 2 in G (indices counted mod 4). In the remaining case y is adjacent to c 1 and c 3 so we have two vertex disjoint graphs (y, c 1 , c 4 , c 3 )
Proof. Let the vertices of H be x and y. Since there are at most 8 edges between H and C = (c 1 , . . . , c 4 ) there must be an edge between {p 1 , p k } and C. By renumbering we can assume that this edge is p 1 c 1 . If
then by lemma 2.1 we have a cycle of length 4 vertex disjoint with the path [c 1 , p 1 , . . . , p k ] in G. Therefore we can assume that x and y has at most 4 neighbours together in C. This implies that
Now we prove that we can assume
If not then some vertex of H say x has at least 2 neighbours in C. If these neighbours are non consecutive on C say c 1 and c 3 , then by 2.1 p 1 or p k must be adjacent to c 2 or c 4 . Hence we have a path c i P or P c i of order k + 1, vertex disjoint with the cycle (x, c 1 , c i+2 , c 3 ) of length 4 in G (i = 2 or 4). Therefore we can assume that x has exactly 2 neighbours in C which are consecutive, say c 1 and c 2 . If 2.2 does not hold y must have a neighbour c j in C. Then x must be adjacent to one of c j−1 or c j+1 . This implies that there is a cycle C of length 4 in H ∪ C using exactly two vertices in C. By 2.1 one of the other two vertices in C must be adjacent to p 1 or p k giving a path of order k + 1 vertex disjoint with C . Therefore we can assume that 2.2 holds. Since p 1 and p k has at most 8 neighbours together in C there must be one edge between H and C say xc 1 . By 2.2
This implies that one of p 1 or p k is adjacent to c 1 . By renumbering P we can assume p k c 1 ∈ E(G). If p 1 is adjacent to c 4 and c 2 we have a path [p 2 , . . . , p k , c 1 , x] of order k + 1 vertex disjoint with the cycle (p 1 , c 2 , c 3 , c 4 ) in G. We can therefore assume that p 1 has at most one neighbour among c 4 and c 2 . This together with 2.3 implies
Proof. Let D = G \ F . We may suppose that D contains an edge xy. Otherwise we have
This implies that |E({x, y}, C)| ≥ 5 for some cycle C ⊆ F . Then by lemma 2.2 we have C ∪ {x, y} ⊇ C ∪ K 2 , where C C 4 . By swapping C and C in F we have an edge in G \ F . Suppose z and w are the other two vertices of D and zw ∈ E(G).
and by the same argument as before we can assume that D contains two independent edges xy and zw. If there are any more edges in D then clearly D ⊇ P 4 . Otherwise we have
This implies that |E({x, y, z, w}, C )| ≥ 9 for some cycle
we can assume (by labeling vertices properly) that
and
Since |E({x, y}, {c 1 c 2 })| ≤ 4, equation 2.4 implies that zw is connected to c 3 c 4 . Therefore z, w, c 3 and c 4 spans a path P P 4 . Also equation 2.5 implies that the vertices x, y, c 1 and c 2 spans a cycle C 1 of length 4 vertex disjoint with P . Replacing C with
Let c 1 be a vertex of C which have a maximum number of neighbours in P , and put
Case 1. If N (c 1 , P ) ⊇ {p 1 , p 3 , p 4 , p 6 } then since |E(P C , P )| ≥ 7, we have |E(P C , P i )| ≥ 4 for i = 1 or 2. Then by lemma 2.1 the vertices of P C and P i spans a cycle of length 4 which must be vertex disjoint with the cycle of length 4 spanned by c 1 and P i+1 . Case 4. In the remaining case we must have d(c 1 ,
This implies in particular that
By symmetry we can assume that d(c 2 , P ) ≥ d(c 3 , P ) implying that 2d(c 2 , P ) ≥ 13 − 4 − 4 = 5 so we have d(c 2 , P ) ≥ 3. Suppose c 2 has neighbours in both P 1 and P 2 then Then by lemma 2.1 the vertices c 1 , c 2 and those of P i contains a cycle C of length 4 for i = 1 and 2. Since
we have |E({c 3 , c 4 }, P j )| ≥ 3 for j = 1 or 2. Then by lemma 2.1 the vertices c 3 , c 4 and those of P j contains a C 4 vertex disjoint with C. Therefore we can assume that c 2 is adjacent to all vertices of P 1 or P 2 , by symmetry we can assume that this is P 1 . Then c 2 , p 1 , p 2 and p 3 spans a C 4 so by lemma 2.1 we can assume that |E({c 3 , c 4 , c 1 }, P 2 )| ≤ 2. This implies that |E({c 3 , c 4 }, P 2 )| = 0 so we have N (c i , P ) ⊆ V (P 1 Lemma 2.6. Let G = C ∪C where C C 4 and C C 6 . If |E(C, C )| ≥ 13 then G ⊇ 2C 4 .
Proof. Put C = (c 1 , . . . , c 6 ), C = (x 1 , . . . , x 4 ), P = [x 2 , x 3 , x 4 ], P i = [c i , c i+1 , c i+2 ]. We can assume that x 1 has a maximum number of neighbours in C among {x 1 , x 2 , x 3 , x 4 }. Then d(x 1 , C ) ≥ 4. Then x 1 must have at least two consecutive neighbours on C . By choosing the labeling of C properly we can assume that c 1 , . . . , c p is a longest interval of consecutive neighbours of x 1 . Case 1. Suppose x 1 is adjacent to c 1 , c 2 , c 4 and c 5 . Since x 1 and P i spans a C 4 for i = 2 and 4, we can assume that the vertices of P and P i don't span a C 4 for i = 2 or 4. Then lemma 2.1 implies
By case 1 we can assume that d(x 1 , C ) = 4 and p > 2, hence 3 ≤ p ≤ 4.
Case 2. If p = 3 then x 1 must be adjacent to c 1 , c 2 , c 3 and c 5 . Since x 1 and P i spans a C 4 for i = 1, 3 and 5, we can assume that the vertices of P and P i don't span a C 4 for i = 2, 4 or 6. Then lemma 2.1 implies
Since |E(P, C )| ≥ 9 we have
Then x 2 c 1 and x 4 c 1 ∈ E(G), and we have two cycles (x 1 , c 3 , c 4 , c 5 ) and (x 2 , x 3 , x 4 , c 1 ), each of length 4 which are vertex disjoint.
Case
If x 2 has neighbours in both P 3 and P 6 , then by lemma 2.1 x 1 , x 2 and P i contains a C 4 for i = 3 and 6. In this case, by lemma 2.1, we can assume that |E({x 3 , x 4 }, P i )| ≤ 2 for i = 3 and 6. This implies
Hence x 2 must have all its 3 neighbours in P 3 or P 6 , by symmetry we can assume that it is P 6 . Then d(x 4 , C ) ≥ 13 − 4 − 4 − 3 = 2. If x 4 has a neighbour y in {c 1 , c 6 } then we have two vertex disjoint cycles (x 4 , x 3 , x 2 , y) and (x 1 , c 2 , c 3 , c 4 ) each of length 4. Therefore x 4 must have a neighbour in P 3 . Since x 1 has two neighbours in P 3 lemma 2.1 implies that x 1 , x 4 and P 3 contains a cycle C 1 of length 4. This cycle C 1 is vertex disjoint with the cycle (x 2 , c 6 , c 1 , c 2 ) of length 4.
Now we are ready to prove that G contains almost a spanning 2-regular subgraph consisting of cycles of lengths 4.
Theorem 2.7. If G is a graph with |G| = 4k ,and δ(G) ≥ 2k then G has a spanning subgraph consisting of k − 1 independent cycles of lengths 4, and a path of order 4.
Proof. Let F = (k − 1)C 4 ∪ P 4 . By choosing a maximal counterexample G we may suppose that (G ∪ xy) ⊇ F for any edge xy ∈ E(G) (maximal in the sense that G is not a proper subgraph of any other counterexample).
By Lemma 2.4 case (A) does not hold. In case (B) put
If there is an edge between P and Q it is easy to see that D ⊇ P 5 , otherwise
Note that there are k − 2 independent cycles of lengths 4 in H. Hence there must be a cycle C in H such that
By lemma 2.3 the vertices of C, P and Q spans a C 4 ∪ P 5 . Therefore we can assume that D ⊇ P 5 , let P = [P 1 , . . . , P 5 ] be such a path. Now we prove that we can assume D ⊇ P 6 . Suppose first that D = D \ P contains no edges, let x and y be two vertices of D . It is easy to see that if x or y has more than two neighbours on P then D ⊇ P 6 (Since D contains no C 4 ). Therefore we can assume
and again by lemma 2.3 we can assume D ⊇ P 6 , let P = [p 1 , . . . , p 6 ] be such a path, and put D = D \ P .
Now we prove that we can assume D ⊇ C 6 . Since D ⊇ C 4 it is easy to see that P has at most 2 cords of length 2, and none of length 3. Further if we assume D ⊇ C 6 then P has at most one cord of length 4 and none of length 5. So P has at most 3 cords. If p 1 and p 5 has a common neighbor in D then clearly D ⊇ C 6 . Therefore we can assume that
and by the same argument that
by the same argument as above there exists a cycle C in H such that |E(C , P )| ≥ 13. By lemma 2.5 and the fact that D ⊇ C 4 we can assume that D ⊇ C 6 .
Let C D = (c 1 , . . . , c 6 ) be such a cycle, and let x and y be the vertices of D \ C D . Since D ⊇ C 4 it is easy to see that C D has at most one chord and the vertices x and y has at most 2 neighbours each on C D . This implies
so there exists a cycle C in H such that |E(C , C D )| ≥ 13, then by lemma 2.6 we can assume D ⊇ C 4 contradicting the fact that G ⊇ (k − 1)C 4 . This contradiction proves the theorem. Now we are ready to prove the main theorem.
Proof. Let G be a counterexample with k minimal. By theorems 1.1 and 1.2 we can assume that k ≥ 4. Theorem 2.7 implies that
] is a path of order 4 and c i is a cycle of order 4 for
Then there exists a cycle
Then the vertices of P and c i spans a cycle C of order 8, so
This contradiction proves that we can assume that
Then p 1 , . . . , p 4 spans a cycle of length 4. Hence we can assume G ⊇ c 1 ∪ . . . ∪ c k = F where c i is a cycle of order 4 for i = 1, . . . , k.
This implies that the vertices in c i and c j spans a cycle C of length 8. 
Let p be the number of chords in c i = (x 1 , x 2 , x 3 , x 4 ), and put H i = F \ c i . Then we have If p = 0 then equation 2.14 implies that there is an arc from c i to any other vertex of D. Suppose there is a vertex z 1 ∈ G \ c i having at least 3 neighbours in c i , and let c j = (z 1 , z 2 , z 3 , z 4 ) be the cycle of length 4 containing z 1 . By the definition of D there is a vertex x t in c i adjacent to all vertices of c j . Now z 1 must be adjacent to one of the vertices x t−1 or x t+1 , in any case the vertices of c i and c j spans a cycle (x t , z 2 , z 3 , z 4 , z 1 , x t−1 , x t−2 , x t−3 ) or (x t , z 2 , z 3 , z 4 , z 1 , x t+1 , x t+2 , x t+3 ) each of length 8 contradicting that G is a counterexample. Hence we can assume that all vertices in G \ c i have at most 2 neighbours in c i . Then since |G \ c i | = 4(k − 1) and δ(G \ c i ) ≥ 2(k − 1) the minimally of G implies that
This contradiction proves that p ≥ 1. Since d + (c i ) = d(c i ) ≥ k − p − 1 ≥ 1 we can choose a vertex c j such that (c i , c j ) ∈ A. By symmetry we can assume that d(x 1 , c j ) + d(x 3 , c j ) ≥ 7. If the edge x 2 x 4 ∈ E(G) then we have a path [x 1 , x 2 , x 4 , x 3 ] whose end vertices has more than 5 neighbours together in c j , implying that the vertices of c i and c j spans a C 8 . This contradiction proves that x 1 x 3 ∈ E(G), x 2 x 4 ∈ E(G), so p = 1. If x 2 or x 4 has a neighbour in c j then c i has two consecutive vertices with 5 neighbours together in c j contradicting that G is a counterexample. Hence x 2 and x 4 has no neighbours in any cycle to which c i is connected by an arc. Since there are at least d + (c i ) = d(c i ) ≥ k − p − 1 = k − 2 of those cycles we have
