The aim of this paper is to establish two fundamental measure-metric properties of particular random geometric graphs. We consider ε-neighborhood graphs whose vertices are drawn independently and identically distributed from a common distribution defined on a regular submanifold of R K . We show that a volume doubling condition (VD) and local Poincaré inequality (LPI) hold for the random geometric graph (with high probability, and uniformly over all shortest path distance balls in a certain radius range) under suitable regularity conditions of the underlying submanifold and the sampling distribution.
Introduction
The aim of this paper is to establish fundamental measure-metric properties of particular random geometric graphs. The motivation for this study comes from high-dimensional data analysis. Informally speaking, assuming a data sample (X 1 , . . . , X n ) taking values in R K is drawn independently and identically distributed from a common distribution P, if the ambient dimensionality K is large, most statistical estimation problems (for example, regression where each point X i comes with an associated real-valued random label Y i and the goal is to estimate the function f (x) = E[Y |X = x]) will suffer from the "curse of dimensionality", that is, convergence rates (as a function of n) to the estimation target will be hopelessly slow in a minimax sense (in the regression example, this is the case if P is comparable to Lebesgue on an open set of R K , and for any given classical smoothness class of the target function.) To alleviate the high dimensionality issue, additional structural assumptions on the distribution have to be made to reduce the inherent complexity of the problem. Such structural assumptions can be of very different nature; in the present work, we focus on the often considered assumption that the support of P is a regular submanifold M of R K (of dimension k ≪ K). In such a setting, a central issue is that the supporting submanifold M is unknown. A fundamental tool introduced to recover, implicitly or explicitly, this unknown structure is to construct a neighborhood graph based on the observed sample, that is, a geometrical graph whose vertices are the sample points themselves, and edges join neighbor points, defined in a suitable sense based on the ambient Euclidean distance in R K . In this work we consider the simple case of ε-neighborhood graphs, where neighbor points are those whose ambient Euclidean distance to each other is less than ε (a fixed in advance constant). Such graphs have been considered for data analysis purposes since the seminal works [TdSL00; Ber+00; BN03]. In particular [Ber+00] show that under suitable regularity assumptions, the Euclidean path distance in the neighborhood graph is (with high probability with respect to the data sampling) a good approximation of the geodesic distance on M; and [BN03] highlight the central role of the graph Laplacian operator, and its spectral decomposition, as a fundamental data analysis tool. Over the years a rich literature has developed exploring the mathematical properties of these objects. A central point of interest is to quantify to which extent the properties of the discrete random graph reflect those of the underlying submanifold, and further if convergence occurs in a suitable sense as the number of sampled points n grows to infinity.
Our primary contribution in this work is to establish that two fundamental geometric properties, namely a volume doubling condition (VD) and a local Poincaré inequality (LPI) hold for the random geometric graph (with high probability, and uniformly over all shortest path distance balls in a certain radius range) under suitable regularity conditions of the underlying submanifold M and the sampling distribution P. Informally speaking, we assume that M is compact without boundary and with bounded curvature in a suitable sense; for (VD) we assume that (M, P), as a metric measure space, itself satisfies (VD); and for (LPI), we consider the stronger assumption that (M, P) is Ahlfors-regular.
The main motivation for establishing these two properties is that they imply [Del99; BC16] a precise sub-Gaussian estimate for the heat kernel on the graph, which is generp. 2 ated by the (random walk) graph Laplacian. In turn, such estimates allow to establish the spatial localization properties of a graph wavelet construction based on the spectral decomposition of the graph Laplacian, proposed in [GBvL18] and following a general construction due to [CKP12] , where the sub-Gaussian estimate plays a central role. We will return to these issues for a more detailed discussion in Section 2.4.
The outline of the rest of the paper is as follows. In Section 2 we present the setting, the notations and the main results of this paper. Sections 3, 4, and 5 are devoted to prove the main results. Section 3 deals with the distance approximation of ρ G,SP and ρ M which is fundamental for our results , and presents further preliminary results. In Section 4 we establish Theorem 2.4 concerning the (VD) property. In Section 5 we present the proof of Theorem 2.9 concerning the (LPI) property.
Main results

Setting, basic notations and goals
We consider a specific class of geometric graphs. To be more precise we consider unweighted random ε-graphs whose vertex set is assumed to be a finite random sample from a submanifold of the Euclidean space R K (considered as metric measure space (M, ρ M , µ)) satisfying some properties introduced later on. We will now present the setting and the notation used throughout this paper.
A finite geometric graph G = (V, E) consists of a finite vertex set V = (x 1 , . . . , x n ) ⊂ R K (x i are assumed to be distinct) and an edge set E ⊂ V × V. We will use the notation V(G) and E(G) to denote the vertex and edge set for a specific graph G. The graph can be described by its adjacency matrix A = (a ij ) with a ij = 1 if there is an edge e from x i to x j (denoted by x i ∼ x j ) and a ij = 0 otherwise. We will only consider undirected graphs without self-loops, that is a ij = a ji for i = j and a ii = 0 (A is symmetric). The degree of a vertex x i is deg(x i ) = x j ∈V a ij . We denote the minimal degree in the graph deg min := min x∈V deg(x) and the maximal degree deg max := max x∈V deg(x).
We focus on neighborhood graphs, especially on ε-graphs, that is, for the construction of the edges the ε-rule is used. Two vertices (points) are connected when their Euclidean distance (denoted ρ E ) is smaller than ε:
By construction ε-graphs are undirected graphs. A natural distance on the graph is the so-called shortest-path-distance ρ G,SP (ρ SP for short). A path p from x to y in G is a finite sequence p = (v 0 , . . . , v l ) of vertices v i ∈ V(G) with x = v 0 , y = v l satisfying v i−1 ∼ v i for i = 1, . . . , l. We denote |p| = l the number of edges of a path p in a graph. Let P x,y be the set of all paths in G connecting p. 3 x to y. We define for x, y ∈ V(G) the shortest-path-distance
We denote for all x ∈ V by B G,SP (x, r) the open ball in V of radius r centered in x for the shortest-path distance and by B G,SP (x, r) the corresponding closed ball. Note that the maximal shortest-path distance of two points in a connected graph with n vertices is at most n, so that B G,SP (x, n) = V.
Let η be a discrete probability measure on the vertex set V of a graph G determined by the point measure η(x) for all x ∈ V. Especially, we denote η 1 the empirical graph measure (based on number of vertices)
where 1 x∈W = 1 if x ∈ W and 0 otherwise, and η 2 the (normalized) degree volume graph measure (based on number of edges)
With some abuse of notation we will also denote η the measure on (M, A) for any superset M ⊇ V and σ-algebra containing all singletons of V.
We now recall the definitions of the volume doubling condition (VD) and the local Poincaré inequality (LPI) for graphs, the properties we want to prove in our specific setting. Since (G, ρ SP , η) is a metric measure space the following definition of volume doubling applies. 
Definition 2.2 ((weak) Local Poincaré Inequality for graphs):
A graph G = (V, E) satisfies a local Poincaré inequality LPI(λ, C λ , r max ) with λ ≥ 1,
holds for all f ∈ R |V| and for all closed balls
Important to note is that in this paper the vertex set V consists of n points which are drawn independent and identically distributed from a metric measure space (M, ρ M , µ) satisfying M ⊂ R K with respect to the probability measure µ. Many properties of the graph will therefore depend on the properties of (M, ρ M , µ). Most statements in this paper are probabilistic statements, relative to the random sample of vertices. Since the vertex set is random, the graph itself is random and the graph measures are random variables. Our main goal is to establish that, when the underlying space M has suitable geometric regularity properties, then the random neighborhood graph satisfies the above properties (VD) and (LPI) with high probability growing to 1 as n → ∞, with fundamental scaling constants (v, C λ ) not depending on n.
Asymptotics
We consider ε-graphs constructed from a sample of size n. We are interested in how the constants in our results depend on the parameters n and ε and what happens in the limit for n going to infinity. The parameter ε = ε(n) will be a decreasing sequence going to zero, but not too fast. To be more precise we consider as standard asymptotics the case that assumption S1* (see next section) is satisfied and that
holds where k is the intrinsic dimension of the underlying space and parameter of the Ahlfors regularity. This means that ε(n)
. This assumption will ensure that some probabilities occurring later on will converge to 0 and that some conditions on n and ε we encounter to guarantee some properties of the graph will be satisfied for n large enough. In fact, (5) is a sufficient condition (in n, ε) for n γ exp −cnε k and ε −γ exp −cnε k tending to zero for n → ∞, for any fixed positive constants c, γ.
Under the standard asymptotics we have deg x ≈ nε k ≥ ln n for n large enough. A slightly stronger assumption would be to assume that nε k ≥ n z for some z ∈ (0, 1) for n large enough (since O(ln(n)) ⊆ O(n z )). Note that under the Ahlfors assumption (assumption S1*) z is a measure of the connectivity of the graph: z = 0 implies that no vertex is isolated (each vertex has at least one neighbor) and z = 1 describes the p. 5 fully connected graph. We are interested in a connected graph which reveals the local geometry of the underlying manifold.
Main results
We formulate the following assumptions in order to state our results.
Assumptions:
A1 M is a k-dimensional smooth compact submanifold of R K without boundary, with induced geodesic distance ρ M and a Borel probability measure µ with support in M. We define (as in [Ber+00] ) the minimum radius of curvature r 0 and the minimum branch separation s 0 of M as
(with γ being unit-speed geodesics)
Furthermore, let sec(M) denote the sectional curvature of M and i(M) the injectivity radius of M.
A2 G = (V, E) is a (connected) undirected unweighted ε-graph without self-loops with
V consisting of n vertices.
b) the sample size n = n(ξ 1 , λ 2 , ε, µ) satisfies
S1 (M, ρ M , µ) satisfies the volume doubling condition with constant v: there exists a constant v > 0 (2 v ≥ 1) such that for all x ∈ M and for all r > 0 
S1* µ is k-Ahlfors-regular:
holds.
S2
The sectional curvature of M is bounded:
We define
Assumptions A1 and A2 describe our setting. Assumption A3 enables us to use a distance approximation proposed in [Ber+00] which is of importance for both the (VD) result and the local Poincaré inequality. For the (VD) result we need assumption S1. The stronger assumption S1* and additionally assumption S2 are necessary for (LPI). Furthermore the dimension k of M and the parameter k of the Ahlfors regularity will coincide.
Remark 2.3:
In our asymptotic regime assumption A3 is satisfied for n large enough with probability tending to 1. Note that in the asymptotic regime ε(n) → 0 for n going to infinity and therefore (6) is satisfied for n large enough. Furthermore, if we set ξ 1 := n −z for z > 0 we observe that under Ahlfors regularity the condition (7) is satisfied if
Since the standard asymptotic regime implies ε −k ≤ n for n big enough, we obtain C −1
for n big enough for some constant c. This means that our standard asymptotic regime implies (7).
We can now state our first result. 
Then, with probability at least
holds. The constant is u := log 2 (6) + ⌈4 + log 2 (1 + λ 2 )(1 − λ 1 ) −1 ⌉v.
means that the doubling condition only applies to balls containing at least of the order of ln(n) points. In particular, under the standard asymptotics, for n big enough, it will be satisfied for any r > 1. 
Then, with probability at least 1
holds. The constant is u := log 2 (6) + ⌈4 + log 2 (3)⌉v.
This corollary is straightforward if we note that for any r ≥ 1 exists δ(r) > 0 small enough such that B SP (x, 2r) = B SP (x, 2r + 2δ) holds. Under the additional assumption that the graph is "quasi-regular" in the sense that the degrees are all of the same order up to a fixed constant, the volume doubling property holds also for the degree volume graph measure. This is stated in the following theorem. Theorem 2.7: Let G = (V, E) be an ε-graph defined from an i.i.d. sample of size n from the probability measure µ on the submanifold M of R K such that assumptions A1, A2, A3 and S1 are satisfied with parameters ξ 1 ∈ (0, 1), ε > 0, n ≥ 4, n ∈ N, v > 0. Let ξ 2 ∈ (0, 0.5]. Let η 2 the degree volume graph measure. Assume that, with probability at least 1 − ξ 3 , we have
Then with probability at least 1
holds. The constant isũ = log 2 (6) + ⌈4 + log 2 (3)⌉v + 2 log 2 (c • ).
p. 
≥ 1, and define
Then there exist constants λ > 0 andĈ > 0 such that, with probability at least
) and X i ∈ V, and for all functions f : V → R the inequality
holds. The constants are λ = 4
(1+λ 2 ) (1−λ 1 ) + 1 and
with w :=
Corollary 2.10:
Under the "standard asymptotics" the graph G satisfies LPI(λ, C λ , r + ) with λ, C λ =Ĉ as in Theorem 2.9 and r + = min(r • (1 − λ 1 )ε −1 , n) with probability going to 1.
Proof (of Corollary 2.10):
We set ξ 1 = n −z for some z > 0. In our standard asymptotic regime, the probability n 2 ξ 4 converges to 0 and therefore 1−n 2 ξ 4 −ξ 1 tends to 1 for n going to infinity. Furthermore the conditions r
+ 1 also holds in our asymptotic regime since nε k will be larger than any constant for n large enough.
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Section 5 is dedicated to the proof of Theorem 2.9. We actually establish a slightly more general result in Section 5 and can therefore state a local Poincaré inequality w.r.t the empirical graph measure in the following form. Corollary 2.11: Under the "standard asymptotics" the graph G satisfies a local Poincaré inequality w.r.t. the empirical measure of the form
y∈B f (y)) with probability going to 1. The constant iŝ
with w :
Application: Heat kernel bound
We now return to a motivation for establishing (VD) and (LPI) mentioned in the introduction, namely obtaining estimates for the heat kernel on the geometrical graph. We first summarize the results obtained in [BC16] for a fixed graph. For coherence we will keep the notation used up until now. Let D denote the diagonal matrix with Then the following estimate holds:
p. 10
Given Corollaries 2.8 and 2.10, under the standard asymptotics we have that the first and the second above conditions are satisfied with probability going to 1 as n → ∞, with constants (v, c λ , λ) not depending on n, r min = 1 and r max of the order O(ε(n) −1 ) (which is the order of magnitude of the graph diameter).
Finally, concerning the third assumption above, under the standard asymptotics, Theorem 3.7 point (iv) guarantees that with probability going to 1 as n → ∞, all degrees in the graph are uniformly upper and lower bounded up to constant factor by nε k ; while inequality (22) together with Corollary (4.2) ensure that the cardinality of ball B G,SP (x, r) is uniformly (in x, r) upper bounded up to constant factor by nr k ε k . Therefore, the third assumption is satisfied with C 0 of order nε k . We can thus apply the result of [BC16] ; however the interest of the obtained bound (18) on the heat kernel rests on the dependence of the factor c 1 in the constant C 0 from the third assumption. The paper [BC16] is not specific concerning this point, and it is not obvious to track the dependence on the constants throughout all arguments there, but we surmise that the dependence is at most a (small) power. In this case, the obtained heat kernel bound is informative (because of the dominating exponential factor) as soon as ρ G,SP (x, y) ≥ C √ t log n for a sufficiently large constant C (to be compared with the graph diameter, of order ε −1 which will typically be a power of n). An important potential application of such heat kernel bounds is to establish spatial localization properties of kernels based on spectral localization of the Laplacian. Denoting
2 the symmetrically normalized graph Laplacian, (λ j , f j ) j≥1 its eigendecomposition, and an appropriate band-pass compactly supported function ζ : R + → R + , it was proposed in [GBvL18] to construct a "graph wavelet" frame based on the spectrally localized kernels
(see also [HVG11] for related work). An important desirable property of this construction is the spatial localization of K ℓ (x, y) as a rapidly decaying function of ερ G,SP (x, y)/2 ℓ . Establishing such a theoretical property has been realized in a very general framework of Dirichlet spaces by [CKP12] , crucially using as an assumption a sub-Gaussian estimate for the kernel of [exp(−tL ′ )] (when interpreted in the present setting). Note that under the standard asymptotics considered in this paper, since D is upper and lower bounded by a multiple of identity up to constant factor, the estimates for exp(−tL) are sufficient.
It is convenient and natural to use the rescalingρ := ερ G,SP (which is equivalent to ρ M , see next section),L := ε −2 L, andt = ε 2 t. In this light, the above estimates translate to estimates for exp(−tL), the "large time" condition in (18) becomest ≥ ερ(x, y). Although the theory developed in [CKP12] requires in principle sub-Gaussian estimates for all t ≤ 1, it seems plausible that the obtained kernel localization estimates there still hold for "larger" scales ℓ − log ε when the sub-Gaussian estimates are restricted tõ t ε.
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We finally comment on another plausible route to establishing the spatial localization properties of K ℓ : use the convergence (in a suitable sense), as n → ∞, ofL, and of its spectral decomposition, to its continuous analogue the Laplace-Beltrami operator on (M, ρ M , µ), for which the theory of [CKP12] applies directly. Up to our knowledge, the latest developments on this delicate subject by [Tri+18] establish convergence of the eigenfunctions in the L 2 (µ) sense, which does not appear to be strong enough to obtain the wished pointwise estimates. Additionally, we note that the geometrical properties (VD) and (LPI) (and resulting heat kernel estimates) are more robust than convergence of the eingendecomposition, in the sense that they encode important regularity properties of the geometrical graph rather than the Laplacian itself. In particular, it is observed in practice that the localization properties discussed above hold qualitatively even if the eigenfunctions themselves are clearly still far from convergence to their continuous counterparts.
3 Preliminaries: On distance approximation and counting points
Distances
We will consider balls with respect to different metrics and as subsets of different spaces.
Beside the shortest-path-distance introduced in Section 2.1 we will use another graphbased distance. We define the Euclidean graph distance
We consider balls in a graph with respect to the shortest-path distance, the Euclidean graph distance and the metric ρ M . For all x ∈ V ⊂ M we denote
Balls in the submanifold are defined using the geodesic distance ρ M and the Euclidean distance respectively. We denote
Similarly, we denote corresponding closed balls as B G,E (x, r), etc.
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Distance approximations
The first step on our way to prove the main results is to establish a link between the shortest-path distance ρ G,SP of the graph and the geodesic distance ρ M of the submanifold. It was proved in [Ber+00] that under assumptions A1, A2 and A3 ρ G,E ≈ ρ M holds with high probability. On the other hand we will prove that ρ G,E can be approximated by the shortest-path-distance in the graph (ρ G,SP ).
We recall now the theorem from [Ber+00, Main Theorem B] about the distance approximation ρ G,E ≈ ρ M and continue with the link between ρ G,E and ρ G,SP .
Theorem 3.1 (distance approximation 1): Let G = (V, E) be an ε-graph defined from an i.i.d. sample of size n from the probability measure µ on the submanifold M of R K such that assumptions A1, A2 and A3 are satisfied with parameters λ 1 , λ 2 , ξ 1 , ε > 0, n ≥ 2. Then it holds, with probability at least 1 − ξ 1 , for all x, y ∈ V(G)
Remark 3.2:
The relationship of the parameters ξ 1 , n, ε, λ 1 , λ 2 is determined by assumption A3:
For the proof see [Ber+00, proof of Main Theorem B].
Theorem 3.3 (distance approximation 2):
Proof: First we show ρ G,E (x, y) ≤ ε ρ G,SP (x, y). For arbitrary x, y ∈ V let P x,y the set of paths connecting x to y and EL (p) :
for all q ∈ P x,y . For any path q ∈ P x,y with l edges we get
since for any edge in an ε-graph: ρ E (x i , x i+1 ) ≤ ε. Now we choose a path q * ∈ P x,y with minimal number of edges:
As a second step we show ρ G,E (x, y) ≥ 1/4 · ε (ρ G,SP (x, y) − 1). Let x, y ∈ V, x = y be given and assume that x and y are not neighbors (if x = y or x ∼ y, then the lower bound in (20) is trivial). We choose p * ∈ P x,y such that p * ∈ argmin p∈Px,y EL (p) = S xy and |p * | = min p∈Sxy |p| = l * ≥ 2 (that is p * is a path with minimal number of edges in the set of paths with minimal Euclidean graph distance). Notice that there are no two adjacent edges of the path are smaller then ε/2; by contradiction if 
Note that in particular B G,SP (x, 1) = B G,E (x, ε) holds which is obvious by the construction of the ε-graph (see (1)) and Theorem 3.3.
As an immediate consequence we can relate the manifold distance and the shortest path distance. Corollary 3.4: Let G = (V, E) be an ε-graph defined from an i.i.d. sample of size n from the probability measure µ on the submanifold M of R K such that assumptions A1, A2 and A3 are satisfied with parameters λ 1 , λ 2 , ξ 1 , ε > 0, n ≥ 2. Then it holds, with probability at least 1 − ξ 1 , for all x, y ∈ V(G):
Consequently, with probability at least 1 − ξ 1 , the inclusions
hold for all x ∈ V, r > 0.
On counting points in sets
We recall in this section some results stated in [vLRH14] in our notation. These results give bounds on the minimal and maximal number of sample points in a collection of subsets which includes the special case of minimal and maximal degree in a ε-graph. They are based on a well-known concentration inequality for a binomialdistributed random variable (see e.g. [AV79, prop 2.4], [Che52] or [Hoe63] ) which we recall here.
p. 14 Theorem 3.5 (concentration inequalities for binomials):
Let n B denote the random number of points out of {X 1 , . . . , X n } ⊂ M in an (open or closed) non-random ball B = B M,ρ (x, r) for fixed x and r w.r.t. the metric ρ. Then n B is binomial distributed with parameters n and p = µ(B). As a consequence of Theorem 3.5 the number n B of points in B is bounded from below and above with high probability: to be precise the inequality
holds with probability at least 1 − ξ 5 (B, n, δ) (with ξ 5 := 2 exp −
). 
Proof: This is a consequence of Theorem 3.5 and the union bound.
Now we allow for a random center point of the ball. To be more precise we consider random balls B = B M,ρ (X i , r). Then the random variable n B − 1 given X i is binomial distributed Bin(n − 1, µ(B)). It follows that
holds. Note that ξ 5 := 2 exp − δ 2 (n−1)µ(B) 3
depends on X i .
p. 15
These results are the basis in order to get bounds for the vertex degrees in an unweighted ε-graph satisfying assumption A2. The degree deg(X i ) in an unweighted ε-graph is the number of neighbors of X i . A random vertex point X j is a neighbor of
This leads to the following bounds on the minimal and maximal degree of a vertex in the random ε-graph (cf. [vLRH14, prop. 29] ). We use the following notation: Then ∀δ ∈ (0, 1] we have
and ∀δ ∈ (0, 1)
If nM/ ln(n) → ∞, these probabilities converge to 0 as n → ∞.
Proof: The first and third inequality are immediate consequences of the concentration inequalities (24) and (25) since deg(X i ) given X i is binomial distributed with n − 1 and p = m i . Now notice that the quantities deg max and deg min depend on X 1 , . . . , X n . Therefore, to obtain the other two inequalities, the union bound, conditioning on X i and the previous results are applied:
The Ahlfors regularity of µ is especially of importance for the local Poincaré inequality. We will now present some consequences of this regularity assumption. ii) Then for a fixed ball B M,E (x, r) with x ∈ M and r ≤ ε the inequality
Moreover, for a fixed ball B M,E (X i , r) with x ∈ V and r ≤ ε the inequality
iii) Then for any fixed ball B = B M (x, r) (x ∈ M, r > 0 ), it holds with probability at least 1 − ξ 5 (B, n, δ) that
For any fixed ball B = B M (X i , r) with random center point X i ∈ V and radius r > 0 it holds that
where
iv) Then for any fixed ball B = B G,SP (X i , r) with random center point X i ∈ V and radius r ≥ 2 it holds with probability at least 1−ξ 6 (0.125(1 + λ)
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Proof (of Theorem 3.8):
We assume the Ahlfors regularity of µ:
i) This is a well-known fact: x, r) ).
ii) This follows immediately from Corollary 4 in [Ber+00] and the Ahlfors-assumption. The corollary states that under assumption A3 and ρ E (x, y) ≤ r ≤ ε:
by the first inequality.
iii) For a ball B = B M (x, r) with x, r fixed (non-random) we have inequality (26) with probability at least 1 − ξ 5 (B, n, δ). Applying the Ahlfors assumption, we get with probability at least 1 − ξ 5 (B, n, δ)
If the center point of the ball is one of the graph vertices then we use inequality (29) instead. Furthermore applying the Ahlfors assumption to bound ξ 5 and integrating over X i leads to the unconditional probability:
with probability at least 1 − ξ 1 . For the numbers of vertices in B, B 1 and B 2 it follows that n B 1 ≤ n B ≤ n B 2 . We now apply part iii). Finally we use r − 1 ≥ r/2 for r ≥ 2. Thus with probability 1 − ξ 6 (0.125(1 + λ)
Remark 3.9:
Since we consider µ to be a Radon probability measure, it is inner and outer regular and the Ahlfors condition holds also for closed balls. Consequently Theorem 3.8 holds also true for closed balls. Under Ahlfors regularity of µ we get therefore by Theorem 3.8 ii) that
and consequently Theorem 3.7 gives
This implies that under the Ahlfors assumption the degrees are of order nε
k .
Proofs of volume doubling results
If we assume the Ahlfors condition on (M, d M ) (see assumption S1*) it is possible to establish a version of the volume doubling condition as a consequence of Theorem 3.8 (an additional argument to obtain the uniformity over all balls will be still necessary). In this section we aim at proving (rVD) without requiring Ahlfors regularity, only assuming (VD) of the underlying manifold. The proof of Theorem 2.4 is based on the approximation of distances ρ M , ρ G,E , d SP (as introduced in Section 3.2), an uniform relative bound on |µ(B) − η 1 (B)| and the volume doubling property of µ on the manifold. We now state our result concerning the uniform bound. Then, with probability at least 1 − ξ 2 , the inequality
holds for all X i ∈ V and for all r > 0 (r ∈ R + ).
We prove this theorem at the end of this section. A simple consequence of Theorem 4.1 is the following corollary.
Corollary 4.2:
Let ξ 2 ∈ (0, 0.5] and V be a random sample of size n drawn independently and identically distributed from M w.r.t. the measure µ. Then, with probability at least 1 − ξ 2 , for all X i ∈ V and for all r > 0 (r ∈ R + ) the inequalities (X i , r) ) + δ with probability at least 1 − ξ 2 . Squaring the inequalities and using xy ≤ x 2 /2 + y 2 /2 with x = µ(B M (X i , r)) and y = √ 2δ leads to the statement. Now we are able to prove Theorem 2.4.
Proof (of Theorem 2.4):
First note that the doubling condition on M implies for some s ≥ 0
by applying ⌈s⌉-times the Definition 2.1 (where ⌈s⌉ = min{k ∈ Z : k ≥ s}). Then, for fixed s ≥ 0, for fixed ξ 1 from assumption A3 and ξ 2 with δ 2 = 4n −1 ln(
) we can derive for any r ∈ R + the inequality
which holds with probability at least 1−ξ 1 −ξ 2 , applying Corollary 4.2 and Corollary 3.4 and the doubling condition for M. Now fix some w > 0 and set s * := w + 3 + log 2 (1 + λ 2 )(1
), we can finally conclude that η 1 (B G,SP (x, 2r)) ≤ 6 · 2 ⌈s * ⌉v η 1 (B G,SP (x, r)) = 2 log 2 (6)+⌈s * ⌉v η 1 (B G,SP (x, r)).
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For the case r ∈ (1, 2] we have
≤ 2 log 2 (6)+⌈s * ⌉v η 1 (B G,SP (x, 2)) = 2 log 2 (6)+⌈s * ⌉v η 1 (B G,SP (x, r)).
Proof (of Corollary 2.5):
We set ξ 1 = ξ 2 := 1/n z with z > 0. Then obviously 1 − ξ 1 − ξ 2 = 1 − 2 1 n z converges to 1 if n → ∞ . For r > 1 we have η 1 (B G,SP (X i , r) 
We will show that with probability going to 1
holds for all center points X i . By Remark 3.9 we know that for δ ∈ (0, 1) deg
k with probability at least 1 − n exp(δ 2 nc l ε k /6). In our standard asymptotic regime this probability tends to 1 and we also have nε k ≥ C ln(n) for every C for n large enough. Putting this together we obtain deg
) with prob at least 1 − n exp(δ 2 nε k /6) for n and C large enough. Thus (34) is satisfied for all balls with probability tending to 1 if n is large enough. Moreover, by Remark 2.3 assumption A3 is satisfied in the standard asymptotic regime for n large enough with probability going to 1.
Furthermore the doubling property of the empirical graph measure implies a doubling property for the degree volume graph measure (if the vertex degrees are bounded). 
Therefore the degree volume graph measure can be bounded in terms of η 1 by c −1
≥ 1. Then we get immediately, assuming that the graph satisfies p. 21 the doubling property with doubling constant u that
Now Theorem 2.7 follows directly from Theorem 2.4 and Theorem 4.3.
Proof: of Corollary 2.8 We set ξ 1 = ξ 2 := n −z for some z > 0. As shown in the proof of Corollary 2.8 the condition
holds with probability tending to 1 for all balls. Furthermore, based on the Ahlfors regularity and Remark 3.9 we have c
with probability at least 1 − ξ 3 with ξ 3 = n exp −δ 2 nc k ε /6. In our standard asymptotic regime ξ 3 converges to 0 and 1 − ξ 1 − ξ 2 − ξ 3 converge to 1 for n → ∞. Moreover, by Remark 2.3 assumption A3 is satisfied in the standard asymptotic regime for n large enough with probability going to 1.
It remains to prove Theorem 4.1. Let us recall the following classical Okamoto inequality (see e.g. [Oka59, Theorems 3+4]) which is needed to bound the difference of true (manifold) and empirical (graph) measure uniformly over all balls.
Lemma 4.4 (Okamoto's inequality):
Proof (of Theorem 4.1): We want to prove
To shorten notation we define
We will first bound the left-hand-side of (35) by using the union bound and conditioning on the center points of the balls:
As second step we establish a upper bound for sup r>0 |T i,r | for fixed i. Without loss of generality we take i = 1 and we will abbreviate T r = T 1,r and T r = T 1,r . Then we define r j = ρ M (X 1 , X j ), r n+1 = ∞ and denote {r (j) } 1≤j≤n+1 the reordered values of {r j } 1≤j≤n+1 with 0 = r (1) ≤ r (2) ≤ . . . ≤ r (n) < r (n+1) = ∞.
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Then sup r>0 |T r | ≤ max{E 1 , E 2 , E 3 } = max{E 1 , E 2 } with
To achieve this we decompose the set {r > 0} = R 1 ∪ R 2 with R 1 = {r (j) : r (j) = 0, j ≤ n}. The supremum of |T r | over r ∈ R 1 can then obviously bounded by E 1 .
For r ∈ R 2 we have r ∈ r (j) , r (j+1) for some j and we can bound |T r | from above by max{T (X 1 , r) ) is increasing in r:
This leads to the choice of E 2 and E 3 . Note that E 3 ≤ E 1 . We can now write
Note that the random variables E 1 and E 2 can be written in terms of the ordered radii r (j) or in terms of the unordered radii r j which is suitable for the further computations. As third step, in order to bound the probabilities P (E k > δ | X 1 ), we need upper bounds for P T r j > δ|X 1 and P T r j > δ|X 1 .
Our approach is to additionally condition on X j and apply Okamoto's inequality (see Lemma 4.4). Conditionally to X 1 and X j , the ball B j = B M (X 1 , r j ) has a fixed center point and a fixed radius. Then µ(B j ) is a number, η(B) is still random, depending on the other n − 2 (respectively n − 1 in the special case when r 11 is used) points. Note that η 1 (B j ) conditioned on X 1 and X j is biased. Therefore we need an adjusted measureη 1 which is (conditioned on X 1 , X j ) unbiased for µ. First we control the deviation of T r j . We can assume j > 1 and j ≤ n since T r 1 = T r n+1 = 0. Let's consider P T r j > δ|X 1 with 0 < r j < ∞. We define the random variableη 1 aŝ
Then conditionally on X 1 and X j , (n − 2)η 1 (B j ) is binomial-distributed with parameters n − 2 and µ(B j ). Note that the equalityη 1 (B j )(n − 2) + 1 = nη 1 (B j ) holds and it implies
Using that √ a − √ b ≤ |a − b| and (36) we get
Then we obtain for δ − 1 √ n > 0 by applying Okamoto's inequality (see Lemma 4.4)
and by the union bound we get
Second, for the deviation of T r j , that is for P (E 2 > δ | X 1 ) we get the following similar result adapting the way of computation. We consider closed balls with r j > 0. Note that for closed balls we get 2/n as bound instead of 1/n in inequality (36) (since the closed ball includes one additional point).
Finally we get (by plugging in the upper bounds)
To finish the proof we choose δ such that ξ 2 ≥ 3n 2 exp −(n − 2) δ − 
Local Poincaré inequality
Theorem 5.2
Our results (Theorem 2.9 and Corollary 2.11) comprise the local Poincaré inequality for the empirical and the degree volume graph measure. These results follow from the more general result Theorem 5.2 which applies to a general probability measure η satisfying the following assumption.
Assumption:
E1 Let G = (V, E) be a graph with |V| = n < ∞ and η a discrete probability measure defined on V satisfying η(x) > 0 for all x ∈ V and denote η + := max x∈V η(x) and η − := min x∈V η(x).
Note that under assumption E1 we have 0 < η − ≤ η + < ∞. Essential for Theorem 5.2 is the existence of a certain bi-Lipschitz homeomorphism.
Definition 5.1: We call h : X → Y, X , Y compact metric spaces, a bi-Lipschitz homeomorphism if h is a homeomorphism (bijective, continuous, and the inverse h −1 is continuous) and there exist constants
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In this work, X will be a closed ball B M (x, r) and
with constants L * min and L * max independent of r and 0 < L * min < L * max < ∞. We introduce the following assumption on the manifold (we will see that it will be implied by assumption S2). Assumption: S2* There exist universal constants 0 < L * min < L * max < ∞ such that for all 0 < r M < r max and for all x 0 ∈ M there exists a bi-Lipschitz homeomorphism
Assumption S2* is a technical condition on the underlying manifold needed for (LPI) which allows us to control number and length of paths from a specific path class. It implies that for a ball B M (X i , r) with random center point X i ∈ V the function h is bi-Lipschitz almost sure.
Under these assumptions we state the following local Poincaré inequality in d SPdistance.
Theorem 5.2 (LPI):
Let G = (V, E) be an ε-graph defined from an i.i.d. sample of size n from the probability measure µ on the submanifold M of R K such that assumptions A1, A2, A3, E1, S1* and S2* are satisfied (with parameters
Then there exist constants λ > 0 and C * > 0 such that, with probability at least 1 − n 2 ξ 4 − ξ 1 , for all balls B = B SP (X i , r) with r ∈ [1, min(r max (1 − λ 1 )ε −1 , n)) and X i ∈ V, and for all functions f : V → R the inequality
We prove Theorem 5.2 in Section 5.2. At this point we show that Theorem 2.9 and Corollary 2.11 are consequences of Theorem 5.2 applied to the specific graph measures η 1 and η 2 , respectively. We will see that these measures satisfy assumption E1 at least with high probability and that the existence of the bi-Lipschitz homeomorphism (assumption S2*) is guaranteed by assumption S2. Then assumption S2* holds with r max := r • = min
The proof can be found at the end of this section. Now we are able to prove our main results.
Proof (of Corollary 2.11): Obviously, η 1 satisfies assumption E1 and η + = η − = 1/n. Assumption S2* is satisfied by Lemma 5.3 with r max := min
. Now we apply Theorem 5.2 and multiply each side of Theorem 5.2 with 1/n and consider therefore n · C * . The quantity dependent on n, ε reduces to
The constant is thereforê
We set ξ 1 := n −z for z > 0 and observe that under our standard asymptotics n 2 · ξ 4 from Theorem 5.2 converge to 0 and ξ 1 → 0 for n going to infinity. Moreover, by Remark 2.3 assumption A3 is satisfied in the standard asymptotic regime for n large enough with probability going to 1.
Proof (of Theorem 2.9): Assumption S2* is satisfied by Lemma 5.3 with r max := r • = min
Recall that the degree volume graph measure is given by
By applying Theorem 3.7 and Remark 3.9 we get that with probability at least
This implies that with probability at least 1 − 2n exp(−δ 2 (n − 1)c l ε k /3) assumption E1 holds. Now we can apply Theorem 5.2 and multiply each side with vol(V). We consider the term vol(V)C * . The quantity depending on ε and n can be bounded with probability at least 1 − 2n exp(−δ
The constant iŝ
Proof (of Lemma 5.3): Let us consider B M (x, r) for fixed x ∈ M and fixed 0 < r ≤ r max . We construct
This function is continuous and bijective. The inverse function h −1 (y) = yr is also continuous. Since r) ) and the length of the image exp
we get by the chain rule, the inverse function theorem on manifolds and the convexity of the ball the following Lipschitz constants: L g 3 ,min := 1 + Since the composition of Lipschitz function is Lipschitz, we obtain
Thus we constructed a bi-Lipschitz homeomorphism for the fixed ball with constants L * min , L * max * independent of x and r which is possible for any ball B M (x, r) with x ∈ M and 0 < r < r max .
Proof of Theorem 5.2
We first concentrate on proving the local Poincaré inequality for a given ball. Theorem 5.2 will then be obtained by a union bound over the center points and radii which are of finite number.
The four main ingredients of the proof of Theorem 5.2 are a general approach of Diaconis and Stroock ( [DS91] ) to derive a Poincaré-type inequality involving the quantities maximal average load and maximal path length, the random Hamming paths ( introduced in [vLRH14] ) as tool for bounding the maximal average load and the maximal path length, Ahlfors regularity and the distance approximation (d SP ≈ ρ M , see Section 3.2).
Let us shortly explain our way to prove Theorem 5.2. We first recall a result on the general structure of the inequality including the quantity κ and we present an upper bound for κ. Then we derive a local Poincaré inequality first in ρ M and finally in d SP .
We start by deriving a local Poincaré inequality for balls in ρ M -distance. We obtain the general structure of the Poincaré inequality by an approach of [DS91] .
To this end we define Γ to be a collection of paths, consisting of one path connecting x to y in G for every pair of points x, y ∈ V. Moreover, we define the maximal path length of the collection l max (Γ) := max γ∈Γ |γ| and the load of an edge b(e, Γ) := γ∈Γ:γ∋e 1.
Theorem 5.4 (general structure):
Let G = (V, E) be a given connected graph. Let η be a discrete probability measure on V. Let Γ be a collection of paths.
Then there exists a quantity κ := κ(Γ, η) > 0 such that for all functions f : V → R the inequality
holds where f = x∈V f x η(x) and κ := 0.5 max z∈V η 2 (z)l max (Γ) max e∈E b(e, Γ).
Proof: For the proof we will make use of the ideas of Diaconis and Stroock presented in [DS91] . We start with fixing a path γ xy in G for every pair of points x, y ∈ V. Let Γ := {γ xy : x, y ∈ V}. Then it is well-known that
1/2 where γ xy is the fixed path from x to y in G and ∆(e) := f (a) − f (b) if e = (a, b) and g(e) > 0 for all e ∈ E. Denote p. 29
. Then
x,y∈V:γxy∋e
4)
≤ κ
x,y∈V, x∼y
follows by 1) applying Cauchy-Schwarz, 2) rearranging the summation and 3) setting T := 0.5 max z∈V η 2 (z) max x,y∈V Q xy and using the definition of the load. In 4) we finally set for all edges g(e) = g(a, b) = a ab for e = (a, b). Then Q xy = |γ xy |. Using the maximal path length l max (Γ) we can choose 
where l max (Γ) is the maximal length of all possible paths and b max (Γ) := max e∈E E Γ (b(e, Γ)) is the maximal average load.
Since we wish to prove a Poincaré inequality being local w.r.t. to balls we will apply the previous principle to a subgraph of G corresponding to the points belonging to some ball.
We define a subgraph G B of a graph G = (V, E) to be the graph with vertex set B ⊂ V and edge set E B := {e = (a, b) ∈ E with a, b ∈ B} ⊂ E. If η is a measure on G, then the induced measureη on G B is given by the point measureη(x) =
for all x ∈ B with η(B) > 0.
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The constant is given by
(51)
The proof can be found in the next section. Based on Corollary 5.6 and Lemma 5.8 it follows a Poincaré-type inequality in ρ Mdistance. To transport this to a local Poincaré inequality w.r.t. the ρ SP -distance, we need the following lemma which states that the variance of a function f over a ball B 1 w.r.t. the graph measure can be upper bounded by the variance of f over a larger ball B 2 ⊃ B 1 times the factor η B 2 /η B 1 .
Lemma 5.9: Let B 1 and B 2 be two sets satisfying B 1 ⊂ B 2 ⊂ V(G) and η defined on V(G). Then the inequality
holds with
Proof (of Lemma 5.9): Observe that
Therefore, for any c ∈ R and especially for c = f B 2 , we have
since the summands are nonnegative.
Proof (of Theorem 5.2 for one given ball): Let r ∈ N, r ≥ 1.
(1+λ 2 ) (1−λ 1 ) + 1 r . We restrict our computations to the high-probability event where the inequalities (21) and (50) hold simultaneously. This event occurs with probability at least 1 − ξ 1 − ξ 7 − ξ 6 . Then by Corollary 3.4 and since r ≥ 1 these sets satisfy B 1 ⊆ B 2 ⊆ B 3 .
p. 32 r ∈ R the local Poincaré inequality (39) holds uniformly for all balls B SP (x,r) with r ∈ R and X i ∈ V with probability at least
−1 since 1 ≤ r ≤ n for r ∈ R. Finally substitute n − 1 by n/2 in the expression. The extension to non-integer radii is still missing. Let r ∈ R andr ∈ [r, r + 1). Then ⌊r⌋ = r and B SP (x,r) = B SP (x, r). Applying the LPI for r and substituting r byr on the right side (within the factor and as ball radius; this is possible sincer ≥ r) we obtain the wanted inequality for the non-integer radiusr.
Proof of Lemma 5.8
Now we will prove the bound for the constantκ B introduced in Lemma 5.8. The aim is to find an upper bound of order O(r Following the ideas of von Luxburg, Radl, and Hein our strategy is to choose the class of random Hamming paths introduced in [vLRH14] as setΓ of possible paths. For this specific class we can bound the path length and maximal average load in an adequate way.
In contrast to [vLRH14] , the vertices of the graph are drawn from a submanifold and we consider the restriction of the graph to a ball of radius r M . Moreover, we must precisely keep track of the constants, especially the radius, the sample size n and ε.
We recall the construction of random Hamming paths for a geometric graph G = (V, E) with vertices in the unit cube [0, 1] k which is based on deterministic Hamming paths between cells.
Let's consider a regular grid on the cube with grid width g (such that 1/g ∈ N) and assume that the following is satisfied: i) each grid cell contains at least one point of V and ii) points in the same and in neighboring grid cells are connected in the graph.
The Hamming cell path from cell A to cell B is the shortest sequence of adjacent grid cells such that in the first segment of the path the cells differ only in the first coordinate of their center points, in the second segment of the path the cells differ only in the second coordinate of their center points, and so on.
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A random Hamming path between two vertices x, y ∈ V is constructed in the following way. We take the Hamming cell path between the cells containing x and y and then choose randomly one point z i in each of interior cells of this Hamming cell path. By i) the points z i exists and by ii) the chosen points in neighboring cells are connected by an edge in the graph. Therefore the random sequence x = z 0 , z 1 , . . . , z l−1 , y = z l of points determines a path in the graph, a so-called random Hamming path. For x and y in the same cell or in neighboring cells, just take the edge e = (x, y) as (random) Hamming path. Then the following is known ([vLRH14] ). In the general case where we consider V ⊂ M or even more specifically V ⊆ B M (x, r M ) we can get back to the previous situation by mapping back the points by a bi-Lipschitz homeomorphism as defined in Definition 5.1.
This bi-Lipschitz homeomorphism enables us (as introduced by [vLRH14] ) to generate paths on the graph G = (V, E) with V ⊂ X based on random Hamming paths in the cube with known properties. The image of the graph under h is a graphĜ with vertex set h(V) and two points x, y ∈ h(V) are connected inĜ whenever their preimages are connected in G. Considering a regular grid on [0, 1] k with grid width g such that i) and ii) are satisfied we can construct random Hamming paths onĜ for every two points x, y ∈ h(V). Each of these paths corresponds to a path in G by mapping the points of p. 35 the path back to V via h −1 where they are still connected. These paths on G exhibit by construction the same properties l max and b max as the random Hamming paths onĜ. 
are satisfied.
Proof:
We follow the ideas of [vLRH14] to prove the corollary. As described above, we map the graph to the cube using the bi-Lipschitz homeomorphism h, construct random Hamming paths in the cube and map them back. Let h(B) the image of B under h. We set 1/g := √ k+3 L min ε . Then obviously 1/g ∈ N is satisfied. Now take two points x, y ∈ h(B) in neighboring cells of the cube, then since h is bi-Lipschitz and due to the definition of g we get that the Euclidean distance of the preimages of x, y is smaller than ε:
Thus, ii) holds. It remains to show that i) holds. Let C i be a grid cell of the cube with center point c i and define balls B . Conditionally on X i , these balls are deterministic and they include X i . That implies that h(X i ) belongs to one grid cell. The number of points in a grid cell is determined by the remaining n − 1 vertices (possibly increased by one, if h(X i ) belongs to that grid cell.) As shown in [vLRH14] we obtain B That means we can construct random Hamming paths for every pair of points x, y ∈ h(B) and we can apply Lemma 5.12. (53) is then obvious. LetÑ 
Observe that the results of the computations conditionally on X i do not depend on X i , so they hold unconditionally. Thus 
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