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With a view toward applications to eigenfunction expansions and spectral 
asymptotics for partial differential operators with continuous spectra, the authors 
study the problem of characterizing a solution of a given second-order elliptic linear 
differential equation by its behavior at a given point. When the elliptic operator is 
the Laplacian plus lower-order terms. and the coefficients of those terms are 
sufficiently smooth in the angular directions about the chosen pomt, the 
classiticatron of harmonic functions by their local behavior (via spherigal 
harmonics) can be carried over intact to the solutrons of the more general equation. 
because local solutrons of the two equations can be placed in one-to-one correspon- 
dence. Under this correspondence, the Images of the standard basis of harmonic 
polynomials constitute a basis for expanding every solution that is definable in 
some neighborhood (no matter how small) of the point. 
1, I~TRoDuc770N 
Although unique continuation theorems (see [ 13, Section 191 for 
references) show that the solutions of a second-order elliptic partial 
differential equation can be uniquely characterized by data at a single point, 
they do not indicate what constitutes a complete, nonredundant set of data. 
That question could be answered by exhibiting a basis for the space of local 
solutions (germs) of the equation: that is, a set of functions such that (a) 
every solution definable in any neighborhood (no matter how small) of the 
given point may be expanded in a series of these functions: (b) the expansion 
coeffkients are unique and depend only on the behavior of the solution near 
the point. Given the local characterization of solutions by these coefficients, 
one could develop the theory of eigenfunction expansions for self-adjoint 
partial differential operators with (possibly) continuous spectrum along the 
lines of the Weyl-Titchmarsh-Kodaira theory 116, 17, 101 for ordinary 
differential operators. 
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For harmonic functions, such a basis is well known: A complete, linearly 
independent set, W,.,(x) 1, of harmonic polynomials (H,,, being 
homogeneous of degree I) is a basis for the space of solutions of A$ = 0 in 
neighborhoods of the origin. One approach to constructing a basis in the 
case of a more general second-order linear elliptic equation is to set up a 
one-to-one correspondence between functions harmonic near 0 and the local 
solutions of the other equation near the distinguished point; each basis 
element is then the image of one of the H,,,. 
Gilbert (7, Theorem 6.21 takes this approach to obtain a basis for the local 
solutions of the following self-adjoin& strongly elliptic equation with Holder- 
continuous coefficients: 
The mapping he constructs is an integral operator analogous to the Whit- 
taker-Bergman operator [6, Chap. 21. Bergman [ 1], Colton [2], and others 
(see bibliography in 17 ]) h ave used similar integral operators to set up such 
correspondences for various classes of equations in two to four variables. 
Unfortunately, for equations with five or more variables, Kukral [ 1 1] has 
shown that such integral operators do not exist. 
In the present paper a correspondence of local solutions with harmonic 
functions, leading to a basis of the desired type, is constructed by a more 
direct method depending heavily on the expansion of functions in spherical 
harmonics. The type of equation treated is 
-A + 5 Pjk(X) Xk$-Xj$ (1.1) 
j>k=l J k 
where A is the ordinary Laplacian and the dimension, n, is arbitrary. The 
coefficients of the lower-order terms satisfy conditions of angular smoothness 
discussed in Section 3, but may be badly behaved in the radial direction. 
The first-order term in (1.1) has been written in a form convenient for 
analysis in terms of spherical harmonics about the distinguished point, which 
has been taken to be 0. The general first-order operator 
is reduced to that form in Section 2 by a change of dependent variable. 
Two families of function spaces are introduced in Section 3. One of these 
serves to provide the underlying spaces in which (1.1) will be solved; the 
other comprises the spaces from which the coefficients in (1.1) will be 
drawn. Two inverses of the Laplacian, with properties of the sort associated 
409/86il-17 
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with Green functions and influence functions (retarded Green functions), 
respectively, are constructed and investigated at the end of that section. 
In the first half of Section 4. a correspondence between certain harmonic 
functions and certain solutions to (1.1) is found; it is then used to construct 
the basis. The second half is devoted to proving that this basis can be used to 
expand all functions which, in a sufficiently small ball about 0. both solve 
(1.1) and have square-integrable second derivatives. 
2. REDUCTION OF THE FIRST-ORDER TERMS 
The most general equation with the Laplacian as the leading term is of the 
form 
-A#+b.Vd+ V#=O, (2.1) 
where V and bj are functions of x. If 
x - b(x) = 0 for all x, (2.2) 
derivatives with respect to the radial coordinate do not appear when the 
operator b . V is expressed in polar coordinates. By a change of dependent 
variable, it is always possible, at least in a star-shaped neighborhood of 0. to 
transform (2.1) so that (2.2) holds: Let 
v(x) = e (-1.21G(Xl @(x)* G(x) E (I x . b(Ax) dk (2.3) 
-0 
Then 
where 
-Ay/+Li.Vyl+ +O, 
Grb-VG, x .6(x) = 0, 
(2.4) 
(2.5) 
lkV++VG-{AG-fVGVG. (2.6) 
Henceforth (2.2) will be assumed. 
LEMMA 2.1. Let b(x) be a vector field satisfying x . b = 0 throughout a 
star-shaped domain about 0, and define 
C(x) = 1.’ b(Ax) dA. (2.7) 
SOLUTIONS OF AN ELLIPTIC EQUATION 249 
Then 
I( (2.8) 
Outline of proof: The calculation for general n generalizes certain cross- 
product manipulations for n = 3. In the language of differential forms 13 1. 
the expression on the right of (2.8) is (x A Vd) . dC, where the inner product 
is that in the space of 2-forms, and vector fields are identified with l-forms 
by working in a fixed orthogonal Cartesian coordinate system in R”. For 
any b, one can verify that 
b(x) = 1” (b(Jx) + x . V,[b@x)]} dL. 
-0 
(2.9) 
If x . b = 0, then applying the identity 
V(A . B) = B . VA + A. VB + (-l)“-‘[ *(B A *dA) + *(A A *dB)] (2.10) 
to A(x) = x, B(x) = b(Lx), one deduces that the integrand in (2.9) is 
* ([ *d,b(Lx)] A x). Pulling everything independent of 2 outside the integral, 
one obtains 
b(x) = * *df’b(ix)dl] Ax/. 
-0 
(2.11) 
The lemma follows, upon rearrangement using the properties [ 3. Section 2.7 1 
of the Hodge star operator. 
Equation (2.1) under study is thus reduced to the form 
-A$ = @, f E - t /ljk(x) Djk - V(x), (2.12) 
j>h=l 
where 
D,,#=xk$-x.% 
J 
J axk 
(2.13) 
Remark. In what follows (Definition 3.2 etc.) it is necessary to place 
smoothness assumptions on the potentials ,LIjk and V. These correspond to 
comparable conditions on the original bj, since the constructions (2.5) and 
(2.8) each destroy at most one order of differentiability. In contrast, if the 
more elementary decomposition 
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were used in place of (2.8), the pjk for a smooth b would (for n > 2) have 
unacceptable singularities at the origin. 
3. FUNCTION SPACES AND INVERSE OPERATORS 
For x E I?“, define r z Ix] and 5 by 0 #x = rZ,. Let R, be the open ball 
1x1 < R; I!.~,&!,) is the space of functions square-integrable on compact 
subsets of flR. Denote by ]] . ]ls and (., .)s the norm and inner product in 
L*(S”-‘), and by 1 Y,,,CZ)l an arbitrary orthonormal basis for the N(I, n)- 
dimensional subspace of spherical harmonics of order I [ 14; 4, pp. 126-142; 
9. Chap. 61. The term “spherical harmonic” will refer to any element of this 
space, not just to members of a distinguished basis. 
Every function f(x) E LfO,(flR,) can be expanded in a series of such har- 
monics, 
(3.1) 
for almost every r < R. Detine 
“L(r) = eLm(r) 
Similarly, let 
(r f 0). (3.2) 
QJ-(xl =x h.,M y,,,,,(5) = r-’p,f(x), 
m=l 
(3.3) 
where P,f is (for fixed r) the projection off onto the space of spherical 
harmonics of order I. (The x dependence of Q,f and the r dependence of 
]] Qlf]ls will usually be suppressed in the notation.) 
Two classes of function spaces will be needed; the spaces in both classes 
consist of functions with considerable smoothness in the angular directions, 
but with little smoothness necessary in the radial direction. Those in the first 
class to be defined will serve as the underlying spaces in which expansions in 
the yet-to-be-constructed basis will converge; those in the other class will 
consist of multipliers which preserve the underlying spaces and thus can be 
used as potential functions. 
DEFINITION 3.1. For every real number q, Ai is the set of all 
fG Lf,,(R,) for which 
IIfll,,R = SUP ess SUP (1 + 1Y R' llQIflls 
I>0 O<r<R 
(3.4) 
is finite. 
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Remark 3.1. Ai is a Banach space with the norm given by (3.4). For 
fCZ Ai, the functions defined by (3.2) and (3.3) satisfy 
(3.5) 
In addition, the following inclusions hold: (a) If q’ > q, then A:’ c A:. (b) If 
R’ < R, then functions in AZ restricted to fJR, belong to Ai’, for every q’. (c) 
If q > 0, then Ai c L’(f2,). The last inclusion follows from (3.5), for 
Ilf II:= 5 
21 
rzl IIQ,fll~ ,< Ilfll& x U + l)-“; 
I=0 I 
hence, 
Ilfll: =JI rnml Ilfll~ dr< R” Ilfll~,R T (I + 1)-2q(21 + n)-’ < 00. 
As will be seen, the following function spaces consist of multipliers which 
preserve the spaces Ai : 
DEFINITION 3.2. For every real number q, Mz is the set of all 
V E L ~,,,(.C2,) for which 
c@ 
I VI,., = ess sup v 2R’(I + 1)‘4’t’ 
N(l, n)I’* 
~ 
O<r<R ,rO [ 1 II Q, VII, (3.6) an 
is finite. (Here, o,, is the volume of ,‘-I.) 
Remark 3.2. Mi is a Banach space. If functions in Mi (or A:) are 
restricted to RR ,, R’ < R, they belong to Mi: (and hence Ai:) for every q’. 
Also, Mi = Mi4, and Mg c Mi’ if I q I > I q’ I. 
Remark 3.3. If V E MI:, then V E Lm(RR): For a spherical harmonic of 
order I and unit L2-norm, one has 
(3.7) 
[ 14, Lemma 8, p. 141; hence, by (3.6), 
/v(x)l< 2 r’lQ,VI< 5 R’ F “211Q,VI/SgIvlq,R. [ 1 (3.8) I=0 I=0 ” 
Functions in Mj: will serve as potentials in Eq. (2.12). The main result 
concerning the spaces Mi is 
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THEOREM 3.1. Let V E Mi. For every fE Ai, V(x)f(x) is in A: and 
II VII,., G I v,., Ilfll,., . (3.9) 
The following lemma, useful in its own right. is needed for the proof of 
this theorem. This lemma generalizes facts well known for n = 3. 
LEMMA 3.1. Let Y,,(C), Y&3, and Y,,(c) be spherical harmonics of 
orders I,, 12, I,, respectively: all have norm 1 in L’(S”-‘). Set 
Then 
J= 1 Y,,(t) Y,$) Y,,(5) dQ(5). (3.10) .S”-t 
J=O (3.11) 
unless I,, I,, and I,, regarded as lengths, can be arranged to form the sides 
of a (possibly degenerate) triangle. In general, 
1 Jl ~ min “2. 
l<j<3 
Proof: Without loss of generality, take 1, < 1, < 1,. The condition that 
these not form a triangle is then 1, > 1, + 1,. To see that this implies (3.1 l), 
observe that every polynomial in n variables, homogeneous of degree 1, + 12, 
becomes a sum of spherical harmonics of degree 1, + l2 or less when 
restricted to the unit sphere [ 18, p. 4471. Applied to a product of two 
harmonic polynomials, this yields 
Y,,(C) y&3 = x- \‘ c/,, y,./m 
/To ,z, 
(3.13) 
Since Y,, is still a spherical harmonic of order I,, (3.11) follows from (3. lo), 
(3.13), and the orthogonality of harmonics of unequal order. If, on the other 
hand, l3 < 1, + I,, (3.10) leads to 
IJI < SOP I Y,j3 jsnm, I ?>I I Y,,l dfV3. 
so (3.12) follows by Schwarz’s inequality, the normalization of the Y,‘s, 
(3.7), and the fact that N(1, n) increases with 1. 
Proof of Theorem 3.1. For almost every r < R. 
Vf = G G r’1+‘2(Q,, V’)(Qr,f). 
/To 170 
(3.14) 
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For r fixed, Qr,V and Q,,f are spherical harmonics of orders I, and I,, 
respectively. If P, is the projection onto the space of spherical harmonics of 
order i, then Lemma 3.1 implies that P,[(Q/, V)(Q,2f)} = 0 unless 1, I,, and l2 
form the sides of a triangle. Thus applying P, to both sides of (3.14) yields 
Furthermore, if h E I~‘(S”‘), then llP,hlls = supy,l(YI, II)/, where Y, runs 
over all normalized spherical harmonics of order I: thus Lemma 3.1 also 
implies that 
Multiply (3.15) by I--‘, use (3.3), take the norm of both sides, apply the 
triangle inequality, and use (3.16) to get 
“2 IIQI, VII, IIQ,& (3.17) 
Multiply by R’(/ + 1)” and redistribute powers of R and I, + 1: 
R’(f + l)q I}Q,(Vf)}/s< ? 
1:0 
Note that: (a) r < R; (b) I< I, + I? (the three form the sides of a triangle); 
Cc) by (3.4), 
(4 + l)“R” IIQ,>flls < llfll,.,~ 
Thus the sum over I, in (3.18) is bounded by 
(3.19) 
The fraction (f + 1)/(1, + 1) is easily seen to satisfy 
1 <l-t1 
-,-G/1,+1 
1, + 1 I, + 1 
when ~f-f,~<12<<++,. (3.20) 
Thus the sum in (3.19) is bounded by 
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which in turn is less than 2(f, + 1) ‘4’+‘. Substituting back into (3.18). taking 
the essential supremum over r and 1. and using (3.6). one arrives at (3.9). 
Remark 3.4. If one does not take the ess sup over r at step (c) and at the 
end, one obtains an r-dependent version of (3.9) which can be useful (see 
Corollary 3.2). 
To deal with the partial differential equation (2.12) when first-order terms 
are present, it is necessary to investigate the action of the operator r, defined 
in (2.12), on AZ. The Dj, (see (2.13)) are generators [ 18, p. 452) of the n- 
dimensional rotation group and act only on angular variables. They map the 
space of spherical harmonics of order I into itself; on that space, they can be 
represented by anti-Hermitian matrices whose eigenvalues have magnitude I 
or less (since an eigenvector can be identified with a certain homogeneous 
polynomial of degree I). Thus I(D, YJs .< III Y,& for any spherical harmonic 
Y, ; in addition, it is clear that for fE Ai, Q,(Djnf) = D,,(Q,j). so 
II Q,V’,J)II, G 1 llQ,flls~ (3.21) 
COROLLARY 3.1. Let Pjk E I’@-’ and V E Mi. The map T defined b>l 
(2.12) is then a bounded linear map from Ai to AZ-‘. 
Proof. From (3.21) it is easy to see that Djkf belongs to AZ-‘, and that 
Djk has norm 1 as an operator from AZ to A;-‘. The proposition then 
follows from Theorem 3.1 and the inclusion Ai c AZ-’ (Remark 3.1). 
By means of (3.21) and Remark 3.4, it is possible to obtain a useful 
estimate on IIQ,rf IIs: 
COROLLARY 3.2. Let Pjk E Mg-’ and V E Mi. For almost every r, 
O<r,<R.andeverq~fEA~. 
R’Q + I)‘-’ llQ,rf Ils 
< I&I,- I,R + j& I VI,,, ) SyIJ [R”V’ + 1Y IIQrf llsl. (3.22) 
Remark 3.5. Membership in Mi is, at root, a condition of smoothness 
with respect to the angular coordinates on S”-‘. There is virtually no 
restriction on the behavior of V(x) in the radial direction, since (3.6) implies 
nothing about an individual Fourier component V/,Jr) except that it is 
measurable and essentially bounded. However, the restriction of V to the 
sphere r = R’ < R, as an element of L’(S”-‘), is an analytic vector, in the 
sense of Nelson [ 15 1, for all the operators Djk; this can be shown from (3.6) 
and (3.21). What functions are in M, q ? Any analytic function V(x) which 
can be represented by a power series convergent for r < R, can be shown to 
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be in MI: for all q and every R < R,. On the other hand, a function may be 
P in a neighborhood of the origin without belonging to any ME; for 
example, 
In addition to the spaces Ai and Mi, two operators which invert -A$ =f 
will be needed: the first, G, yields a solution which satisfies null initial data 
at the origin; the second, G, is the ordinary inverse for -A subject to null 
Dirichlet boundary conditions. These operators can be expressed in terms of 
polar coordinates with the aid of the integral kernels 
g,(r, r’) = 0 for r<r’, 
L[(;)“-1] for p # 0 and r > r’, (3.23) 
for p = 0 [I = 0, n = 21 and r > r’, 
where p = 21+ n - 2; and, 
i,P, r’) = g,(r, r’) - g,(K r’). (3.24) 
For every f E Ai, define Gf and Gf by 
QKf) =I: g,(r, r') QdV, 5) dr'. 
Q@f) =,(I i,(r, r') Qdk, 5) dr'. 
(3.25) 
The main properties of these operators are given in the next theorem. 
THEOREM 3.2. The operators G and G are bounded maps from AZ to 
AZ’, q’ < q + 1, with norms 
ItGIl g,q’,R < +R ‘1 IIf3 4.4’.R < +R2. (3.26) 
IffEAi, then Gf and Gf have second-order derivatives in L$,,(R,) and 
satisfy 
-4Gf) =.L -d(Gf)=f (3.27) 
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in Q,. If f (x) = 0 for all r < R’ < R, then Gf (x) = 0 for r < R’: for arz!’ 
fEA4,, 
llQ,Gf )115 = W). (3.28) 
Finally, on Ai n L2(f2,), G coincides with the L%nverse of -A subject to 
null Dirichlet boundary conditions. 
Proof. First consider boundedness. For almost every r < R, 
IIQ[(Gf )IIi = !ff dr’ j: dr” [ g,(r+ r’) g,(r, r”) 
x !,.-, Q/f (r’? 5) Q,f (r”. 5) dn(r)] . 
Apply Schwarz’s inequality to the integral over S”- ’ and use (3.4) to get 
liQ,(Gf)llf < JI g,(r, r’) dr’]i ‘If “‘-’ 
R”(l+ 1)24 ’
(3.29) 
The integral in (3.29) is bounded by R2/(21 + n). Take square roots in (3.29) 
and multiply by R’(1 + 1)4’, obtaining 
R’U + 1)” IIQ@f )lls < 
R2(l + l)‘- 
2/+ n Ilf ll9.R’ (3.30) 
Since 4’ < q + I, the factors involving 1 are uniformly bounded by l/2. 
Taking the supremum over r and 1 gives (3.26) for G. The proof for G is 
identical. 
Now take @ to be Gf or @I What must be shown next is that 4 belongs to 
the Sobolev space Z-Z&,@,) and that -Ati =f. If the scaled Fourier 
components [see (3.2)] for 4 and f are 4,,,, and f,.,. then direct computation 
using (3.23), (3.24). and (3.25) reveals that 
d’ 
dr2 ” + :- ’ f ) hk-1 =fr.m(r). (3.31) 
Given a C”- function g with support in OR, calculate (-Ag, 4) by resolving g 
and Q into Fourier components, then integrating the radial integrals by parts. 
and finally using (3.31). Putting back the angular dependence then gives 
(-Ag, 4) = (g,f ); thus $ is a distribution solution to (3.27). Standard 
theorems on elliptic regularity imply that 4 E Z-&(OR) and that (3.27) holds 
in the strong sense. 
Next, (3.28) and the statement prior to it are easily established using the 
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explicit form of the kernels in (3.23) and the boundedness of Q,f [Remark 
3.11. 
To obtain the last statement of the theorem, note that if f E Ai n L*(R,), 
the scaled components of 4 = Gf satisfy (3.31) and the conditions that 
&JO) be finite and #JR) equal 0. On the other hand, if v/ solves 
--dy/=f, w\,.=~ = 0, then its scaled components also satisfy (3.31) and the 
boundary conditions given for the 4,,,,. Uniqueness of the solution to the 
differential equation then implies li/ = 4 [4, Chap. 2. Section Dl. This 
completes the proof of Theorem 3.2. 
Remark 3.6. For every 4’ < 9 + 1, G and G can be shown to map AZ 
compactly into A:‘. 
Both operators G and G were constructed by the method of separation of 
variables. While 6 has the action of a conventional Green’s function, G 
behaves as an outward-directed influence function or “radially retarded 
Green’s function” [see (3.28) and the statement preceding it]. In the next 
section [Corollary 4.1, Definition 4.1, and Eqs. (4.18)-(4.20)], G will help 
set up a local correspondence between harmonic functions and solutions of 
(1.1). The “radially retarded” nature of G causes the solution of (1.1) to 
conform near 0 as closely to the corresponding harmonic function as 
Eq. (1.1) will allow. Thus the concrete significance, as data prescribed at 0, 
of the expansion coefficients in (4.18) and (4.20) is very similar in the two 
expansions. 
4. CONSTRUCTION OF THE BASIS 
The machinery developed in Section 3 will now be used to solve the 
equation 
r = - t ,Bjk(X) Djk - V(x). 
j>k= I 
D,, = .xk & - Xj $, Pjk(X) E hi- ’ . V(x) E iv;. (4.1) 
J k 
Suppose that # is in A:. By Corollary 3.1, r# is in A:-‘, and thus by 
Theorem 3.2, GQ is in Ai and satisfies 
-A(Gl-#) = i-4. (4.2) 
Now suppose in addition that 4 solves (4.1). One sees that v/ = d - GT# is in 
Ai and solves Laplace’s equation, -Aty= 0. Conversely, if w E Ai and 
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satisfies -Aty = 0, and if a 4 E Ai exists such that I+Y = Q - GT#. then 
0 = - Ay/ = - A# + AGTd = -A@ - I-4 by (4.2). Therefore, such a I#J satisfies 
(4.1). Corollaries 4.1 and 4.2 will establish that this correspondence between 
solutions of Laplace’s equation and solutions of the equation of interest is 
one-to-one and onto. The existence of the desired basis for solutions of (4.1) 
then follows from the corresponding property of Laplace’s equation. 
THEOREM 4.1. For every L E C. the operator 
K(l) = G(T+ A). (4.3) 
which maps Ai into itself, has only zero in its spectrum. In addition, 
[l -K(A)] -I is an entire operator-valued function of II. 
Proof. Forpa 1 and QEA:, 
Q,W(~)V)(r, 5) = ~~g,(r, ’) QA(r + A) W4-‘qW’~ 5) dr’, (4.4) 
by definition of G. Set 
(4.5) 
From Corollary 3.2 it follows that 
R’U+ l)“IIQ,W(~)P~)IIs (4.6) 
<K(n)j)+ l)lg,( r. r’)l sy,p [R”(I’ + l)“IIQ~,(K(~)P-‘~)llS] dr’. 
If 21+ n - 2 > 0, (3.23) implies (I + l)/ g,(r, r’)l < r’; in the case rr = 2, 
I= 0, (3.23) implies 
1 g,(r, r’)i < r’ In 
( ) 
c’ . 
Thus we have the uniform bound 
(I+ l)lgl(ryr’)l<r’ [l+ln ($-)]=W); (4.7) 
jIg(r’)dr’ =+R2. (4.8) 
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Together (4.6) and (4.7) give the inequality 
<K(l) (-I g(r')s~p[R'(l+ l)qIIQ,(K(~)P~‘~)I/sl b' 
.o 
(4.9) 
for all r, 0 < r <R; the quantity in brackets on the right is evaluated at r’. 
The estimate (4.9) can be expanded recursively into ap-fold integral; the key 
observation is that, because of the “radially retarded” nature of G, the upper 
limit of integration in each interior integral is not R, but the next outermost 
integration variable. Therefore, by a standard argument from the theory of 
Volterra integral equations, 
IIw)P411q.R < y [JR &w)dr’J” Il4llq.R, 
-0 
and hence [by (4.8)] 
II WJP II q.q.,z G +, IR%W t.P > 0). 
An immediate consequence of (4.11) is that the spectral radius of K(I) is 0, 
so that 0 is the only point in its spectrum. A second consequence is that the 
Neumann series, 
[ 1 -K(n)]-’ = f K(L)P. (4.12) 
p=o 
is uniformly convergent in 1 on every compact subset of C. Since each trun- 
cation of this series is a polynomial in 1, it follows 18, Chap. 3 1 that 
[ 1 - K(I)] -’ is analytic in the interior of every compact set and therefore is 
an entire function. 
COROLLARY 4.1. If 4 is assumed to lie in Ai, then 
w=$-GT# (4.13) 
is also in AZ. Conversely, if I(/ is assumed to lie in Ai, then 
#=(l -GZ-)-‘I// (4.14) 
is a well-defined member of A:. In either case, $ is a solution of (4.1) if and 
only if -Ay = 0. 
Proof. The inverse operator required in (4.14) exists, by Theorem 4.1 
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with A= 0. The rest of the argument was given at the beginnmg of this 
section. 
The significance of this result hinges on the question of whether all 
solutions of the two partial differential equations belong to Ai spaces. The 
resolution of this question in the case of (4.1) is the subject of later theorems 
in this section. For Laplace’s equation the answer is well known. The 
harmonic polynomials 
ff,,,(x) = r’Y,,,W (4.15) 
belong to Ai for eL)ev q and R. and satisfy -AH,*, = 0 114, pp. 1-5; 9. 
Secl6.11. Any harmonic function can be written as a series in the H,,,; in 
other words, they,,,(r) in (3.2) are constants, a,.mr if (and only if) Af=O. 
The classical radius of convergence of the series. 
p = (lim supla,.ml’ ‘)- ‘. (4.16) 
marks the boundary of the set of values of R for whichfE Ai (for any q). A 
sequence (a,,,} f or which p = 0 does not correspond to any solution of 
Af = 0 (even in a distributional sense, in view of the regularity theorem for 
Laplace’s equation). 
DEFINITION 4.1. For each n-dimensional spherical harmonic Y,.,. @J,.~ 
is the solution of (4.1) corresponding, via Corollary 4.1, to the harmonic 
polynomial (4.15): 
@,,,=(l -GT)-‘H,,n. (4.17) 
The set (Qr,,} is the desired basis for all solutions of (4.1) in 
neighborhoods of the origin. (The remaining theorems of this section justify 
this claim.) 
Remark 4.1. If r = r’ + 1 (A E ‘I‘, r’ independent of A), then the @,.,, 
are entire functions of A. by virtue of Theorem 4.1. This observation is 
expected to be of use in the eigenfunction expansion theory, in analogy with 
1101. 
The foregoing remarks about expansion of harmonic functions, combined 
with (4.17) and (4.14), provide a representation of a solution of (4.1) (in Ai 1 
as a series in the sP,,~: 
THEOREM 4.2. Euery 4 E As which satisfies (4.1) can be represented by a 
series expansion, 
(4.18) 
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The al,, are constants, given by the formula 
(4.19) 
where r can be any number in 0 < r CR. Let E > 0. If PJk EMIL”“‘, 
VE Mkq’+y then the series converges to qb in A:-‘, and converges in 
L “(0’) for every compact subset Q’ c nR. 
Proof. By Corollary 4.1, w E 4 - GT@J belongs to Ai and is harmonic in 
OR. Its expansion in spherical harmonics is 
(4.20) 
with the a,., given by (4.19). Consider the partial sums 
From (4.17) and linearity, 
&=(l -GI--IV/~. 
It is clear from the definition of the norms involved that 
By Theorem 4.1 and the hypotheses on /?,k and V, (1 - GI’) ’ is a bounded 
map from A:-’ to A:-‘, so 
I14-$~.llq-c,,q < C(R,q,E)V + I)-’ 1MIq.w 
Hence, $r + 4 in .A:-’ if E > 0. 
To prove convergence in L”(Q’), it is suffkient to prove such 
convergence on every RR,, R’ < R. Since QI(# - $L) is a spherical harmonic 
of order 1, inequality (3.7) implies 
(4.22) 
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The definition of /I. Ilq-r.R and the inequalities (4.21) (4.22) give 
C(Kq, ~)l/vIl,,, R' ' (4 23) 
t-1 (L + l)‘(l+ 1)4mr R ’ 
for r < R’. Since the right side of (4.23) grows no worse than a fixed power 
of I+ 1 multiplied by the exponentially decreasing factor (R//R)‘. the 
expansion of 4 - fir in spherical harmonics is uniformly convergent. Indeed. 
this expansion is 
so (4.23) implies 
IQ -&.I < (L + l)-‘Weq, E) /lvllq.,~WVR~. 
where F(q, R//R) is the sum over I of the various factors remaining on the 
right of (4.23). It follows immediately that 
where the L % norm is over Q,, . This completes the proof of Theorem 4.2. 
Remark 4.2. If Pjk = 0 and q > 0, then the theorem holds with 0 < c < q, 
VEbq. 
What remains is to show that all solutions of (4.1) satisfying conventional 
regularity conditions can be represented by series of the form (4.18). 
Attention will be confined to those solutions of (4.1) which belong to the 
Sobolev space H’(R,); the reasons for this are: (a) For suffkiently smooth 
boundary data, the solution to the Dirichlet problem associated with (4.1) 
will be in H2(QRR), (b) Every function which solves (4.1) in a region R 3 fi, 
will be in H’(R,). (See [5, Chap. 81.) In the remainder of this section, it will 
be shown that for all sufficiently small R, solutions of (4.1) belonging to 
H’(52,) also belong to Ai . 3’2 Hence, Theorem 4.2 applies to such solutions 
(Corollary 4.3). 
Let 4 E H’(R,) and suppose that @ solves (4.1) in Q,. Because 4 belongs 
to H’(Q,), its restriction to r = R is well defined in the usual Sobolev sense; 
that is, it has a well-defined “trace” which belongs to H3”(SnP’) 
112, Theorem 9.4. p. 4 1 I. This, in turn, implies that the Dirichlet problem, 
Ayl=O. 
V/lr=,Q = @lr=R’ (4.24) 
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has a solution w which belongs to H*(R,). (See [ 12, pp. 188-1891.) More, 
however, can be said: 
LEMMA 4.1. If v/ solves the Dirichlet problem (4.24). then 
y E Ai’* n HZ@,). 
Proof. Expand d(R, 5) = 41rzR in spherical harmonics: 
#(R, 5) = -? R’ 
/Z 
“F’ .f,, YJe,) , 
In=, 
(4.25) 
where the f,,, are constants. From (4.25) it is obvious that the solution to 
(4.24) is 
(4.26) 
and hence that 
M(/.n) 
IlQAi = *;, Ifi.ml’~ (4.27) 
As was noted earlier, Q(R, 5) is in H3’*(S”-‘)= Dom((--d,)3”) (see 
[ 12, p. 37]), where A, is the Laplace-Beltrami operator on S”-‘; hence 
]/(-A,)“” #(R, g)]]s is finite. But (4.27) and the equation 
-A, Y,., = Z(1+ n - 2) Y[,,, imply 
II (-4”” 0, Olli + II@@, t)lii 
= ‘? R*‘([1(1 + n - 2)13’* + 1) IIQ,y(r. S)Ilt. 
IZ 
(4.28) 
The definition of the norm in AZ and a straightforward estimate obtained 
from (4.28) yield (for n > 2) 
II VII 3,2,R < 2(left side of (4.28))“‘. 
thus y/EA, . ‘I2 That v E H’(Q,) has already been noted, so the proof is 
complete. 
Using the harmonic function I,V, (4.1) may be rewritten as 
-44 - w) = r(@ - w) + rw. (4.29) 
The difference 4 - IJI is in H*(R,) and satisfies (4 - IJ/)]~=~ = 0; the function 
C,II belongs to A:” E L*(R,). (See Remark 3.1(c).) Thus e, which is the 
Green’s function for the Dirichlet problem defined by (3.24) and (3.25), may 
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be applied to both sides of (4.29). Doing this and rearranging terms in the 
resulting equation yields 
4 - v - Q-($ - w) = v’, (4.30) 
where t,u’ = &I,v. The function ~j/’ belongs to H’(Q,) because TV E L’(0,) 
and, as is well known, G maps L*(R,) continuously into H*(Q,). In 
addition, Theorem 3.2 and the fact that ft+~ is in A:* imply that 
I$ E A;‘* n H*(n,). Thus Eq. (4.30) may be regarded as an inhomogeneous 
equation for @ - IJI in either A:’ or H*(Q,). Taking this dual view of (4.30) 
leads to the following result: 
THEOREM 4.3. If 1 - & has a bounded inverse on A$* and if er has 
no eigenfunction in H*(R,) corresponding to the eigenvalue 1, then every* 
solution to (4.1) which is in H*(R,) is also in A:;“. 
Proof. Because IJI’ is in A:’ and 1 - Gr is boundedly invertible, 
x 3 (1 - &-)‘I$ exists, is in A:“. and satisfies x = Grx + IJ’. Corollary 
3.1 and Remark 3.1(c) then imply TX E A:* c L.‘(Q,). Since G maps 
L2(RR) into H*(R,), it is clear that G;rx and, hence, GQ + I# =x are in 
H*(a,). Since Gr has no eigenfunction in H’(R,) corresponding to the 
eigenvalue 1, x is the only solution to x - Gfx = ly’ in H2(QR,). On the other 
hand, 4 - IJI satisfies (4.30) and is in H*(Q,), so 4 - I,U =x. From this and 
the fact that both v and x are in A::‘, it follows that Q E A:‘*. This finishes 
the proof. 
What will be done next is to show that the two conditions given in 
Theorem 4.3 hold for all sufftciently small R. The estimates given in the next 
two lemmas will be needed. 
LEMMA 4.3. If r is given by (4.1) with q = 312, then 
(4.3 1) 
Proof: Apply Theorem 3.2 and Corollary 3.2. 
LEMMA 4.4. Let r and o be as in Lemma 4.3. rf x E H*(R,) and 
xlrER = 0, then 
(4.32) 
where z, is the smallest positive zero of the Bessel function J(,,,,,,-,,(I). 
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Proof. In ] (TX, x)], replace r by the expression given in (4.1). Apply 
Schwarz’s inequality and the triangle inequality to the result, then use the 
invaN Il.&II2 < Ilfll,ll gll2 < lflq,R II gll,, which holds for a1l.E M4R and 
g E L*(R,) (see Remark 3.3), to get 
t lPjkl~/2,~IID~kXI12+lVI 3Q.R IlxIl*] . (4.33) 
J>k=l 
From the definition [in (4.1)] of DJk, one has IIDjk& < 2R ]]Vx(J2. In 
addition, integrating (-Ax, x) by parts gives (-Ax, x) = ]] Ox]]: ; minimizing 
(-dx,xj, subject to the constraints that x E H’(Q,), xlrER = 0, and ]]x]12 be 
constant, yields the inequality ]]x]]i < (R/z,)’ (-Ax, x) (since (Z./R)* is the 
smallest eigenvalue of -A in R, with the null Dirichlet boundary condition). 
Moreover, because z, increases with n and z2 > 2, it follows that 1/2z, < 1. 
Finally, combine the equation and inequalities discussed above with (4.33); 
the result is (4.32). This ends the proof. 
The estimates in the two lemmas provide: 
COROLLARY 4.2. Fix R, > 0 and suppose V and Pjk belong to Mif and 
Mkt, respectively. There exists R, < R, such that for all R < R,, every 
o E H*(Q,) which solves (4.1) belongs to A:‘*. 
Proof. From the form of a(R) given in Lemma 4.3, it is clear that a(R) 
is an increasing function of R; thus a(R) < o(R,,) for all R <R,. Put 
R, = u(R,)-‘j2 . min(\lT, m), so that fR2a(R) < 1 and 
(2/z,,) R*u(R) < 1 for all R < R,. Lemma 4.3 then implies that 
II ~~ll3/2.3,2.R < 1, so 1 - Gr is boundedly invertible in AA’*. Lemma 4.4 also 
implies that ] (TX, x)] < (-Ax, x) for all x E H*(c,) which satisfy xlrER = 0. 
On the other hand, if x were an eigenfunction of GT with eigenvalue one, it is 
easy to see that (TX, x) = (-Ax, x), as -Ax = l-x. Thus, Gr can have no such 
eigenfunctions. The desired conclusions follow from Theorem 4.3. 
Convergence of the series associated with # can now be proved. 
COROLLARY 4.3. With the assumptions and notation of Corollary 4.2, for 
each R < R, and every solution I$ to (4.1) in HZ@,), the sen’es 
(4.34) 
converges to o in A’/*-’ vor all E > 0) and converges uniformly to o on 
compact subsets of R,. Here (Q,,,} is the basis constructed in (4.17), and 
the a,,,, for o are given by (4.19). 
Proof. Corollary 4.2 implies Q E A i”. By Remark 3.2, V and Pjk belong 
to Mi for every q. Apply Theorem 4.2. 
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Corollary 4.3 is the result promised earlier: Every solution to (4.1) which 
satisfies conventional regularity conditions has a convergent series expansion 
of the form (4.34), at least in Q, for R sufficiently small. The set (Q,.,} very 
clearly plays the role of a basis for the space of solutions to (4.1). 
Remark 4.3. If /Ijk = 0, then in view of Remark 3.6, &- maps AA ’ 
compactly into AZ’. Using this compactness it is possible to obtain 
Corollaries 4.2 and 4.3 with R, = R,. The lengthy details of the argument 
are omitted. 
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