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FIR-FILTER DESIGN FOR DERIVATIVE ESTIMATION IN A NANOPOSITIONING
SYSTEM
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†Control Engineering Group, Ilmenau University of Technology
System Analysis Group, Ilmenau University of Technology
ABSTRACT
The paper is concerned with the real-time estimation of
time derivatives with respect to signals subject to mea-
surement noise. To this end, an algebraic counterpart
of a weighted least squares algorithm is reformulated in
order to find a tunable balance between proper noise at-
tenuation and acceptable estimation delay. The estima-
tor derived in this paper has the structure of an FIR filter
whose coefficients may be calculated in an offline man-
ner. Hence, the advocated model-free approach is well-
apt for the derivative estimation under real-time con-
ditions. The serviceability of the approach is demon-
strated on a nanopositioning system where the carriage
velocity needs to be reconstructed out of the noisy po-
sition signal.
Index Terms— FIR filter design, algebraic deriva-
tive estimation, nanopositioning
1. INTRODUCTION
The accurate reconstruction of unknown system quan-
tities, as for example system parameters and states, is
substantially based on the disposability of appropriate
process models. In case such models are available,
there are numerous observer or optimization based ap-
proaches exploiting the structural properties of the pro-
cess model in order to generate a set of linearly inde-
pendent equations that admit to solve for the unknown
system quantities in a computationally tractable way.
Naturally, the real-time processability of these proce-
dures is highly dependent on the numerical complexity
of the respective systems of equations; see [8, 9, 13] for
classical textbooks on the matter.
Whenever appropriate process models are not avail-
able, facilities are significantly limited in estimation.
Under certain conditions, however, system quantities
may be determined directly by filtering the measure-
ment signals; for example, if some time-derivatives of
a measurement signal are to be reconstructed. Filter de-
sign then has to be thoroughly tailored for the process,
e.g. to match with the signals’ noise properties. For
real-time usage, also, abundant calculations should be
avoided. Typical more recent solutions to the problem
of derivative estimation are to employ discrete time dif-
ferentiators [6], in particular of finite impulse response
(FIR) type [12]. Since there is an inherent trade-off be-
tween noise attenuation and estimation delay, some of
the algorithms allow for adjustment, see [14]. Numer-
ical differentiators that are real-time capable may be
obtained in various styles. Amongst the classical ap-
proaches, receding horizon estimators [4, 7] receive in-
creasing attention due to lower memory requirements.
In this paper, we modify an estimation technique
presented in [5, 10, 11] to obtain a receding horizon dis-
crete FIR differentiator that is adjustable to a balance
betweeen noise attenuation and estimation delay. The
underlying application is a trajectory tracking control
of a nanopositioning system, where the time-derivative
of the noisy carriage position signal is required for the
feedback control law.
The organization of the paper is as follows: After
briefly recalling basics from algebraic time-derivative
estimation in Section 2, Section 3 presents our main
result on adjustable receding horizon FIR differentia-
tion. Detailed steps of derivation are relegated to the
Appendix. The experimental setup, the control scheme
and the results that we obtained on the nanopositioning
stage are presented in Section 4.
2. ALGEBRAIC FIR FILTER
For better readability, we recall an exposition of the al-
gebraic estimation technqiue from [11]; for preliminary
results also see the references therein.
Consider a real-valued, N -th order Taylor-polyno-







with unknown constant coefficients y(i)(0). The goal
is to obtain estimates of the time-derivatives of y(t) in
terms of y(t) which may be assumed available through
measurement, for example.
In order to determine the coefficients y(i)(0), we
could premultiply (1) by powers of t and integrate by
parts. So as to ease notation we take an alternative: We








which is equivalent to
sN+1 Y (s) =
N∑
i=0
y(i)(0) sN−i . (3)
Due to the simple polynomial form of (3) we may dif-
ferentiate the equation with respect to the operator s so
















In view of the present N + 1 fold time differentiation

















(−1)jj! (N − j)!
sN+j+2
y(j)(0). (5)
Following the steps in [11], equation (5) can be trans-
formed back into the time domain. The result reads:
Theorem 1 Let y(t) be a polynomial signal of time as
in (1) and y(j)(t) its j-th order time derivative. For
any T > 0 and t ≥ T , the derivative y(j)(t), j =















κ! ν! (N−j−κ)! (j−ν)! (N−κ−ν)! (κ+ν)! (N−κ+1) .
There are several remarks in order here: The theorem
clearly states that the time derivatives of the polyno-
mial function y are determined in an exact way after an
arbitrary small amount of time T . Consequently, the
presented approach exhibits a deadbeat property that,
when discretizing the integral, yields a finite impulse
response filter (FIR filter) scheme as shown in [15]. Of
course, for non-polynomial but sufficiently smooth sig-
nals z, the function y may be considered as its Taylor
polynomial approximation. In this case, the theorem
yields an estimate for the time derivatives of z, locally
on [t−T, t]. Finally, the calculation of the time deriva-
tives is based on the values y(t) on the fixed width but
receding time horizon [t − T, t], only. Therefore, the
approach is memoryless in the sence that perturbations
on measurements of y(t) that occur outside the horizon
do not interfer with the accuracy of the estimate.
3. ALGEBRAIC LOW PASS FILTERING
In order to introduce an adjustable low pass filter (in-
stead of taking integrators, only) the central equation
(4) may also be premultiplied by some first order low
pass filter series, where the cut-off frequency s1 may
be specified arbitrarily and the entire filter order may


















(−1)j j! (N − j)!




Further manipulation on lhs and rhs as is done in the
Appendix, i.e. introducing a fixed receding horizon time
window T > 0, allowing for causality and using a zero-






T ) lhs = y(j)(t) rhs . (8)
which results from equating lhs and rhs with lhs, rhs





For simplicity, we use a time window T that is a mul-
tiple of the sampling time TS, i.e. T = M TS, Finally,





y(t− kTs) Πˆj,k . (10)
In the following, we abbreviate the estimator by ADES
(= Algebraic Derivative Estimator Scheme).
For characterization of the estimator, consider the
Bode-plot of the first derivative in Fig. 1. As can be
seen, it is possible to adjust the cutoff frequency s1 so
as to alter the noise attenuation of the filter.
4. NANOPOSITIONING SYSTEM
4.1. Experimental setup
The experimental setup is a two dimensional fine po-
sitioning stage (see Fig. 2). It was developed at the
Collaborative Research Centre “Nanopositioning and
Nanomeasuring Machines” at Ilmenau University of
Technology [1]. As illustrated in Fig. 2, every axis
is driven by two linear voice coil actuators of IDAM1.
The motors are powered by proprietary developed ana-
log amplifiers, which provide the needed current with
the required precision. The control algorithm uses mag-
netic field intensity measurements provided online by
integrated Hall-sensors in order to commutate the mo-







































Fig. 1. Bode plot of ADES with N = 2,M =
1001, ν = 0, TS = 10
−4sec for several values of s1
for j = 1 (first time-derivative), and comparison with
an ideal discrete differentiator G(z) = 104 z−1
z
.
200 × 200 mm2. Each axis is supported by two lin-
ear guide ways of SCHNEEBERGER2. The position
is measured by a stabilized NeHe-laser interferometer
of type SP 2000 (manufactured by SIOS Messtechnik
GmbH3) with a resolution of less than 0.1 nm. For data
acquisition and control a modular dSpace R© 4 real-time
hardware system in combination with Matlab/ Simu-
link R© is utilized. The position is provided by the SIOS
interferometer unit as a 32-bit digital signal and is sam-
pled by the dSpace system at a rate of 10 kHz (i.e. TS =
10−4sec). Also the control algorithm uses this sam-
pling rate and operates on the analog amplifiers with
a 16 bit resolution. For the presented study only the
outer axis of the demonstrator is used. The inner axis




Fig. 2. xy-fine positioning stage
4.2. Control Scheme
The mentioned trajectory tracking control scheme is
shown in Fig. 3. As can be seen, this approach is com-
posed of the components trajectory generation, feed-
forward friction compensation, feedback controller, dis-
turbance observer and state reconstruction. The dy-
namic set points for the position and its derivatives are
generated by a trajectory generation algorithm. The
friction compensation is realized by an adaptive inverse
system model in the feed-forward path of the trajec-
tory tracking controller [1]. The disturbances caused by
sound waves, ground motion, etc. are compensated by
a disturbance observer [2]. A PI state space controller
in the feedback path accounts for model uncertainties
between the adaptive feed-forward friction compensa-
tor and the real system [3]. Due to the fact that the
immeasurable velocity is needed as input for the feed-
back controller, an elaborated derivation algorithm is
needed in order to reconstruct the velocity out of the
noisy position signal.
Fig. 3. Trajectory tracking control scheme
4.3. Results
The experimental task is to track a sinusoidal reference
signal with amplitude 104 nm and frequency 1 Hz, i.e.
r(t) = 104 sin(2πt) for the carrier position, and the
expected carrier velocity would be its derivative v(t) =
r˙(t) = 2π104 cos(2πt).
Extensive experiments showed that the system be-
havior of the considered nanopositioning machine is
dominated by friction [1]. We refrained from model-
ing the dynamic friction behavior on nanometer scale,
for complexity reasons, with the consequence that the
carrier velocity could not be reconstructed by means of
an observer. Instead, we used ADES to calculate the
carrier velocity of the nanopositioning system from the
noisy position data itself, i.e. estimate its first deriva-
tive. The values for ADES were N = 2, M = 1001,
ν = 0, TS = 10−4sec, s1 = 800. For compari-
son of the result, we considered the optimal Savitzky-
Golay filter with N = 2, M = 1001, TS = 10−4sec.
Savitzky-Golay filters (as most standard filters) are not
suitable for real-time estimation and have a delay of
half a window length for its first derivative. As is well-
known, there is a trade-off between estimation delay
426
and noise attenuation. Fig. 4 depicts this trade-off.
ADES shows less delay but more noise (dependent on
the cutoff frequency s1), while the Savitzky-Golay fil-
ter has more delay but less noise.














Fig. 4. Expected velocity, velocity estimate from
ADES for N = 2, M = 1001, ν = 0, TS = 10−4sec,
s1 = 800 and velocity estimate from Savitzky-Golay
filter with N = 2, M = 1001, TS = 10−4sec.
5. CONCLUSIONS
In this contribution, an algebraic derivative estimation
technique was extended to better adapt to measurement
noise and estimation delay. The experimental validity
of the algorithm was demonstrated on a nanoposition-
ing system where the carrier velocity was estimated out
of noisy position data. In contrast to model-based ob-
servers and other standard estimation techniques which
turned out unsuitable, the incorporation of ADES en-
sured to meet the control objective.
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N−κ1−κ2 y(t− τ) dτ
(11)




















(ν + κ1 + κ2 + κ3)!
T∫
0
es1(T−τ) (T − τ)ν+κ1+κ2+κ3τN−κ1−κ2 y(t− τ) dτ . (12)
Then, substitute τ = μT and use the binomial formula. In addition, assume that the y-values are sampled, say
with M sampling intervals in the time window T . On the assumption of a zero order hold we may write
T∫
0




























μN−κ1−κ2+κ4e(1−μ)s1T dμ . (13)
We use the integral
t2∫
t1





























(N − κ1 − κ2 + κ4)!



























































ν + κ1 + κ2 + κ3
κ4
)(
N − κ1 − κ2 + κ4
κ5
)
κ5! (N + 1)! (−1)
ν+κ1+κ2+κ4





























For transfroming the right hand side expression of equation (7) we use the correspondence
1




τN+ν (t− τ)j e−s1τ
j! (N + ν)!
dτ . (18)
Therefore at arbitrary time instants t, with a small integration window T > 0 (integrating into the past) and the
integration variable flip τ → −τ the right hand side of equation (7) reads
rhs = y(j)(t)








where the integral results from (14) along the lines
T∫
0






































(−1)N+ν+i+1 (N − j)! (N + ν + i)!
(N + ν)!









(s1T )l+1(N + ν + i− l)!
)
. (21)










y(t− kTs) Πˆj,k (23)
with
Πˆj,k =
lhs
rhs
. (24)
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