In this paper, we propose a color interpolation algorithm for a red-white-blue (RWB) color filter array (CFA) that uses a double exposed white channel instead of a single exposed green (G) channel. The double-exposed RWB CFA pattern, which captures two white channels at different exposure times simultaneously, improves the sensitivity and provides a solution for the rapid saturation problem of W channel although spatial resolution is degraded due to the lack of a suitable color interpolation algorithm. The proposed algorithm is designed and optimized for the double-exposed RWB CFA pattern. Two white channels are interpolated by using directional color difference information. The red and blue channels are interpolated by applying a guided filter that uses the interpolated white channel as a guided value. The proposed method resolves spatial resolution degradation, particularly in the horizontal direction, which is a challenging problem in the double-exposed RWB CFA pattern. Experimental results demonstrate that the proposed algorithm outperforms other color interpolation methods in terms of both objective and subjective criteria.
Introduction
Most digital imaging devices use a color filter array (CFA) to reduce the cost and size of equipment instead of using three sensors and optical beam splitters. The Bayer CFA, which consists of primary colors such as red, green, and blue (R, G, and B) is a widely used CFA pattern [1] . Recently, methods using a new CFA have been studied to overcome the limited sensitivity of the Bayer CFA under low-light conditions. The reason for this is that the amount of absorbed light decreases due to the RGB color filters. When white (panchromatic) pixels (W) are used, sensors can absorb more light, thereby providing an advantage in terms of sensitivity [2] [3] [4] [5] [6] [7] . Despite of the sensitivity improvement, various RGBW CFA patterns suffer from spatial resolution degradation. The reason for this degradation is that the sensor is composed of more color components than the Bayer CFA pattern. In spite of this drawback, some industries have developed image sensors using the RGBW CFA pattern to improve sensitivity [2, 7] .
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In order to overcome the problem of degradation in RGBW CFA, a pattern of RWB CFA that does not absorb G is proposed [8, 9] . The spatial resolution of this RWB CFA is similar to that of the Bayer CFA because the pattern of this RWB CFA is identical to the pattern of the Bayer CFA. Although spatial resolution is improved when RWB CFA uses W rather than G, however, it is impossible to guarantee color fidelity. The reason is that correct color information cannot be produced due to the lack of G. To maximize the advantage of this CFA without color degradation, two techniques are required. First, accurate G should be reconstructed based on the correlation among W, R, and B. Second, the image should be fused, for which a high dynamic range (HDR) reconstruction technique that combines highly sensitive W information with RGB information is needed, as shown in Fig. 1 . If the above techniques are applied to images obtained through the RWB CFA (ideal HDR and G value reconstruction algorithms are applied), images without color degradation can be obtained while the spatial resolution is improved as However, there is a problem in obtaining W. W channel saturates at a lower light level than the R, G, and B channels. That is, W is saturated faster than R, G, and B since W absorbs more light compared to R,G, and B. In the RGBW CFA, the saturation problem can be handled by using the HDR reconstruction scheme that combines W with luminance of RGB. On the contrary, the rapid saturation of W is a important problem in the RWB CFA. As shown in Fig. 3 , rapid saturation of W occurs when obtaining W with R and B as is the case with the existing Bayer CFA. If W is saturated, G cannot be estimated accurately. In order to prevent the saturation of W, the image is captured with a shorter exposure time. Unfortunately, this leads to another problem, i.e., reduced signal-to-noise ratio (SNR) for R and B. To solve this issue, a new pattern of the RWB CFA that obtains two W values at different exposure times has been proposed [10] . The pattern of this CFA is designed as shown in Fig. 4 . In spite of the degradation of spatial resolution along the horizontal direction, R and B are placed in odd rows and W is placed in even rows to consider a readout method of complementary metal oxide semi-conductor (CMOS) image sensor and apply a dual sampling approach to the even rows. The dual sampling approach is the method of improving the sensitivity by adding a second column signal processing chain circuit and a capacitor bank to a conventional architecture of CMOS image sensor without modifying the data readout method [11] . In the CMOS image sensor, the sensor data is acquired by reading each row. Considering the row-readout process and using the dual sampling approach, it is possible to resolve the saturation problem of W and improve the sensitivity by using two W values at the same time. As well as the high SNR for R and B can be obtained. However, conventional color interpolation (CI) algorithms cannot be applied since the pattern of this RWB CFA is different from that of the widely used Bayer CFA. Consequently, the spatial resolution is degraded particularly in the horizontal direction as compared to the conventional RWB CFA pattern. In this paper, we propose a CI algorithm that improves the spatial resolution of images for this RWB CFA pattern. In the proposed algorithm, two sampled W channels captured with different exposure times are reconstructed as high resolution W channels using directional color difference information, and the sampled R and B are interpolated using a guided filter.
The rest of the paper is organized as follows. Section 2 provides the analysis of various CFA patterns. Section 3 describes the proposed algorithm in detail. Section 4 presents the experimental results, and Section 5 concludes the paper.
Analysis of CFA patterns
In 1976, Bayer proposed a CFA pattern to capture an image by using one sensor [1] . The Bayer pattern consists of 2 × 2 unit blocks that include two sampled G channels Two problems when using W channel rather than G channel diagonally, one sampled R channel, and one sampled B channel, as shown in Fig. 5a . The reason for this is as follows. Human eye is most sensitive to G and the luminance signal of the incident image is represented by G. In order to reconstruct full color channels from the sampled channels, many color interpolation (demosaicking) methods have been studied [12] [13] [14] [15] [16] [17] [18] .
In order to overcome the limited sensitivity of the Bayer CFA pattern, new CFA patterns using W have been proposed in a number of patents and publications [2] [3] [4] [5] [6] . Yamagami et al. were granted a patent for a new CFA pattern comprising RGB and W, as shown in Fig. 5b [2] . They acknowledged the abovementioned rapid saturation problem of W, and dealt with the problem by using CMY filters rather than RGB filters or a neutral density filter on the W. The drawback of this CFA is spatial resolution degradation caused by small proportions of R and B channels which occupy one-eighth of the sensor, respectively [19] .
Gindele et al. granted a patent for a new CFA pattern using W with RGB in 2 × 2 unit blocks, as shown in Fig. 5c [3] . Sampling resolution of all the channels in this pattern are equal as a quarter of the sensor. It is possible to improve the spatial resolution as compared to the CFA of Yamagami et al. due to the increment of the sampling resolution for R and B. At the same time, improvement of the spatial resolution is limited because of the lack of a highdensity channel. In comparison with other CFAs, G in the Bayer CFA and W in the CFA proposed by Yamagami et al. are high-density channels that occupy half of the sensor.
A new CFA pattern that consists of R, B, and W without G in 2 × 2 unit blocks was proposed in [8, 9] , as shown in Fig. 5d . Since the pattern of this CFA is identical to the pattern of the Bayer CFA where G is replaced with W, the spatial resolution of this CFA is similar to that of the Bayer CFA. Recently, some industries have researched this CFA pattern with interest owing to some merits in terms of high resolution and high sensitivity. Further, this CFA pattern can be produced with minimal manufacturing cost because the pattern is similar to the Bayer CFA widely used today [20] . In order to obtain an accurate color image, they estimated G by using a color [2] , c Gindele et al. [3] , d Komatsu et al. [8, 9] , and e Park et al. [10] correction matrix. The drawback of this CFA pattern is that it cannot cope with the above mentioned rapid saturation problem of W. If saturation occurs at W, the accuracy of the estimated G decreases considerably because the estimation process is conducted two times. Since the real W value cannot be obtained, first, the real value of the saturated W which is larger than the maximum value is estimated. Then, the color correction matrix is used to estimate G. The results by 'two times' estimation have a larger error than the results by "one time" estimation because the relationship among R, G, B, and W are not accurately modeled.
Park et al. proposed an RWB CFA pattern using R, B, and double-exposed W instead of a single exposed W to solve the rapid saturation problem [10] . Two W values are obtained at different exposure times, and then fused to prevent saturation. This approach is similar to the HDR reconstruction algorithm. The pattern of this RWB CFA pattern is shown in Fig. 5e . R and B are placed sequentially one after the other in odd rows, and W is placed in even rows to consider the data readout method of the CMOS image sensor and apply the the dual sampling approach to W. Using the dual sampling approach, two values with different exposure times can be obtained without modifying the readout method in which the sensor data is acquired by scanning each row [11] . Applying the dual sampling approach to the even rows, double-exposed W are obtained to cope with the rapid saturation problem and improve the sensitivity. The obtained R and B show the high SNR since they are captured with optimal exposure time. The disadvantage of this CFA is the degradation of the spatial resolution along the horizontal direction than other CFAs. Since there are no W in the odd rows, W located in vertical or diagonal directions except the horizontal direction are unavoidably referred for interpolating the missing W.
In this paper, we adopt the double exposed RWB CFA pattern proposed in [10] . Although this CFA pattern is disadvantageous with respect to the spatial resolution along the horizontal direction, we focus on the improvement of sensitivity and color fidelity by resolving the rapid saturation problem. In order to overcome the drawback of this CFA pattern, we propose a color interpolation method that reconstructs the four high resolution channels (long exposed W, short exposed W, R, and B) from the sampled low resolution channels. As a result, the images are improved in terms of spatial resolution, sensitivity, and color fidelity simultaneously compared with the results of other CFAs.
Proposed color interpolation algorithm
In this section, we describe the proposed method in detail. First, the missing W values are interpolated by calculating the color difference values for each direction, and then the estimated W values are updated to improve the spatial resolution by using subdivided directional color difference values. Second, the R and B values are estimated by using a guided filter that uses the interpolated W channel as a guided image. Then, the estimated R and B values are modified to obtain accurately estimated values by using an edge directional residual compensation method.
Two W channels interpolation
The proposed method calculates the directional color difference values for each direction similar to [16] and conducts a weighted summation of the obtained values according to the edge direction in order to interpolate the missing pixels. The existing method considers both vertical and horizontal directions. In the proposed method, the color difference for the vertical and diagonal directions are calculated as
where (i, j) denotes the index of pixel location. V and D1,D2 denote the vertical and diagonal color difference values between the white and red channels, respectively. The direction of D 1 is from the upper right to the lower left and the direction of D 2 is from the upper left to the lower right. W and R represent the temporary estimated values of each channel according to the direction. They are calculated as
The equations are similar for calculating R V , R D1 , and R D2 . The reason for considering these directions rather than the horizontal direction is that it is impossible to calculate the color difference in the horizontal direction with this CFA pattern, whereas the calculation is possible in the diagonal direction.
In order to apply the dual sampling approach without modifying the readout method of CMOS image sensor, R and B are placed sequentially in odd rows and W is placed in even rows. However, this CFA pattern results in a zipper artifact at the horizontal edge owing to the energy difference between R and B. To remove this, the color difference value is modified by considering both R and B,
where
where B V represents the temporary estimated value of B channel. After calculating the color difference values for each direction i.e., V , D1 , D2 , and H , the initial interpolated result is obtained by combining color difference values according to the edge direction. In horizontal edge regions, R hor which considers the energy difference between R and B is used instead of R to prevent the zipper artifact,
where 
where ⊗ denotes element-wise matrix multiplication (often called the Hadamard product) and subsequent summation. Directional averaging matrices A d 4 for each direction are as 
where I represents the input patterned image. In order to further improve the resolution, the initial result is updated similar to [16] . After further subdividing the edge direction, the color difference values are calculated in eight directions i.e., d 8 
The obtained values are again combined according to the edge direction to obtain the final interpolated result, 
where w up is the weight value which determines the ratio of the directional color difference value to the updated directional color difference value. This weight value is set to 0.7 in our experiments. The updated directional color difference values are calculated considering the subdivided directions (d 8 ) as
The double-exposed RWB CFA used in this paper obtains two W values that have different exposure times. Although the proposed interpolation algorithm can be applied to short exposed W, it cannot be applied to long exposed W. This is because the color difference value cannot be calculated due to the saturation. In the proposed method, the edge directional weighted summation of the temporary estimated W is set as the final interpolated value for long exposed W. The temporary estimated W for the vertical direction and both diagonal directions are obtained by using Eq. (2). In horizontal edge regions, spatial resolution is more improved when using W V than using W D1 
The weighted values used in the edge directional weighted summation are identical to the weighted values used for short exposed W because they are determined for the same area,
With the above mentioned interpolation method, the missing W values located at the sampled R pixels are calculated. The remaining missing W values located at the sampled B pixels are estimated in a similar manner.
R and B channels interpolation
The proposed method interpolates the sampled R and B channels into high resolution channels through a guided filter that uses the interpolated W channel as a guided value. The guided filter conducts the image filtering considering the guided value. If the image filtering is conducted using the guided filter approach, the filtered image has the characteristics of the guided image. Therefore, the guided filter approach demonstrates high performance particularly in edge-aware smoothing. Further, this approach is utilized in many image processing areas including detail enhancement, HDR compression, image matting/feathering, dehazing, and joint upsampling, [21] . In the proposed algorithm, the property of the guided filter, which conducts filtering by reflecting the characteristics of the guided value, is used. Since the interpolated W channel is a high resolution image, the sampled R and B channels can be efficiently interpolated by reflecting the characteristic of the W channel in terms of high resolution,
where μ mask and σ W up mask are the mean and standard deviation values of the estimated W or sampled R channels. N mask is the number of pixels in the n × m mask. The size of the mask is set as 7 × 7 in our experiment, and the regularization parameter ε is set as 0.001. The real value of R is required for estimating the coefficients used in the guided filter. The input patterned image contains the sampled real value of R, allowing for an accurate estimation of the coefficient values. There is a difference between the initial estimated R values that are obtained by substituting the estimated coefficients into Eq. (15) and the real values of R at the location of sampled pixels,
where R is the initial estimated value of R. λ represent the residual values which are calculated by the difference between the real R values and the initial interpolated R values. Such residuals occur also at the location of missing pixel. Thus, the initial interpolated R values should be compensated considering these residuals to improve the accuracy of the estimated R values [18] . In the proposed method, the final interpolated result of R ( R) is obtained by using an edge directional residual compensation method as
where λ represents the edge directional residual values by considering the residual values at the surrounding sampled pixels. Because the pixels with real values neighboring a missing pixel are exclusively located in a diagonal direction, the diagonal residual value is first calculated as
where the weight values for each direction are calculated by using Eq. (12) . The remaining missing pixels are interpolated by combining the vertical and horizontal residual values,
The B channel is interpolated similarly by using the guided filter with the reconstructed W value as the guidance value.
Experimental results
First, we tested the validity of the adoption of the double exposed CFA pattern. Various CFA patterns, as mentioned in Section 2, were considered in the experiments and compared in terms of the spatial resolution, sensitivity, and color fidelity. For this purpose, we designed experimental equipment for obtaining R, G, B, W, and double-exposed W in high resolution images, and then sampled these using each CFA pattern to obtain patterned images. All images were captured in our test room where the outside light could be blocked. Since other commercial products did not support this pattern, we built an imaging system using a single monochrome sensor and rotating filter wheel system including red, green, blue, and white (luminance) filters. Using this rotating filter wheel, capturing the high resolution image of each channel was possible. In our experiments, two W channels (W L and W s ) were captured with different exposure times when using the W filter. The exposure time of each channel was determined as follows. First, the proper exposure time of R and B channels (t RB ) was set to prevent the saturation of those channels. Then, the exposure times of the long exposed W t W L and short exposed W t W s were set as 5 6 t RB and 1 6 t RB , respectively. The ratio of exposure time between W L and W s was experimentally determined considering the sensitivity difference of each channel. Note that, the saturated region never occurs in the short exposed W (W s ). In the long exposed W (W L ), the generation of the saturated regions is not a concern. The brightness of the dark regions is important. The brighter the dark region, the higher SNR for the final resulting image. If object moving or handshaking occurs, long exposed W and short exposed W could capture different images. The problem of the moving object in the double exposed W mentioned previously was also problem in the R and B channels. In the images of the R and B channels, the object was captured with motion blur. The research regarding color interpolation including moving objects is beyond the scope of this paper. In our experiment, we assumed that the object did not move when capturing the images with t RB .
In order to reconstruct the full color images, CI algorithms suitable for each CFA pattern were applied. In our experiments, multiscale gradients (MSG) based CI algorithm [16] was used for the patterns shown in Fig. 5a, d . For patterns shown in Fig. 5b , c, e, edge directional interpolation was utilized to generate the intermediate images with quincuncial patterns [22] , and then a full color image was obtained by applying the MSG based CI algorithm. Then, G was estimated by using a color correction matrix in case of the RWB CFA, and the HDR reconstruction algorithm was applied if the image contained W.
In our experiments, the color correction matrix was used to estimate G from R, B, and W [9] . The matrix form of the method to estimate G is presented as
where X = {R, G, B} T and Y = {R, W , B} T . is the color correction matrix whose components are determined by considering the correlation among R, G, B, and W. These components were changed in accordance with the color temperature and brightness. In our experiments, we experimentally determined the values of these components considering the correlation among R, G, B, and W for each experimental condition (brightness and kind of illumination). By using these values, the same color can be obtained regardless of the experimental conditions. Exposure fusion method was used for the HDR reconstruction [23] . The weight values that determine the best parts in each image were calculated by multiplication of a set of quality measures. The final HDR image (L hdr ) was obtained by fusing the best parts of each image. The three images (interpolated short exposed W channel, interpolated long exposed W channel, and luminance image from RGB values) were used to improve the sensitivity. 
where C s , S s , and E s represent the values of quality measures for contrast, saturation, and well-exposure, respectively. α, β, and γ are the weight values of each measure. The detailed description for these quality measures are presented in [23] . Figure 6 shows the comparison results for a test image captured using each CFA pattern. The test image simultaneously includes a bright region (left side) and a dark region (right side). The processed results show that the sensitivity is improved when W is obtained. In Fig. 6b-f , the color checker board located on the right side was clearly visible. The average brightness of Fig. 6e was lower than that of the other results because of the shorter exposure time to prevent the saturation of W. If W is saturated, incorrect color information is produced due to the inaccurate estimation of G, as shown in Fig. 6d .
The enlarged parts, including letters, show the spatial resolution of each CFA pattern. Figure 6a , e shows higher spatial resolution than other results because the MSG based CI algorithm is designed for the Bayer CFA. In Fig. 6d , saturation occurs at the letters, and thus the spatial resolution is lower than that of Fig. 6e even though the CFA patterns are similar. Figure 6b , c shows that the Fig. 6 Comparison of CI and HDR reconstruction results and the enlarged parts obtained by using a Bayer CFA, b RGBW CFA [2] , c RGBW CFA [3] , d RWB CFA with saturated W [8, 9] , e RWB CFA with unsaturated W [8, 9] , and f double-exposed RWB CFA [10] lower spatial resolution due to the weakness of the CFA patterns. Figure 6f shows better spatial resolution than Fig. 6b, c . Although the double exposed CFA pattern may suffer from low resolution along horizontal direction due to the weakness of CFA pattern, the spatial resolution of this CFA pattern is not the worst. If an effective CI algorithm is applied, it is possible to improve the spatial resolution.
In Table 1 , the performance of each CFA pattern is compared by using objective metrics for the test images captured by our experimental equipment. The color peak signal-to-noise ratio (CPSNR), brightness of each region (bright and dark regions), and angular error are used to measure the spatial resolution, sensitivity, and color fidelity, respectively. Comparing the CPSNR metric, the double-exposed RWB CFA pattern recorded a larger value than the RGBW CFA patterns. It should be improved further, since the Bayer CFA pattern provides a larger CPSNR value. In terms of the brightness values of bright and dark [10] regions, the CFA patterns with W recorded larger values compared with those of the Bayer CFA pattern. For the RWB CFA pattern with unsaturated W, however, the brightness value is smaller than that of other CFA patterns including W because of the shorter exposure time to avoid the saturation of W. By comparing the angular error values, it is shown that satisfactory color fidelity is obtained when using the double-exposed RWB CFA although the Bayer CFA pattern and RGBW CFA patterns provide smaller angular error than the double exposed RWB CFA pattern. If an accurate G estimation method is developed, the double exposed RWB CFA pattern will provide improved color fidelity compared with the results estimated by using a color correction matrix.
From above analysis, we adopted the double-exposed CFA pattern and proposed the CI algorithm to improve the spatial resolution. Despite spatial resolution degradation, the color fidelity was satisfactory and the sensitivity was greatly improved in comparison with the Bayer CFA pattern. If the spatial resolution is improved, it is possible to capture high-resolution and noise-free images in low light conditions because the sensitivity is significantly improved without color degradation.
Next, we tested the performance of the proposed algorithm. For this purpose, we obtained R and B, and the double exposed W in high resolution images by using our experimental equipment, and then sampled these images by using the CFA pattern proposed in [10] to obtain a patterned image. After applying the proposed method (PM) to the patterned image in order to reconstruct each color channel as a high resolution channel, we compared its values to the original values. We also compared the results of the PM to those of the conventional methods (CMs): a simple color interpolation algorithm (CM1) described in [10] ; MSG based CI algorithm with [16, 22] ; an intra field deinterlacing algorithm (CM3) [24] , which uses the characteristic of this CFA pattern with sampled W only in the even row; and a method (CM4) that modifies the algorithm for the existing Bayer CFA such that it is compatible with the double exposed RWB CFA pattern [17] . Figure 7 shows the result images which compare the original image with the reconstructed images by using the PM and CMs. Figure 7a shows the enlarged parts of the original image. Figure 7b shows the results when using CM1. It is clear that CM1 does not consider the edge direction at all. The ability of CM1 to improve the spatial resolution was very poor. In Fig. 7c , improvement of the spatial resolution is shown as compared with CM1 since the edge directional interpolation for obtaining quincuncial patterns is used. Figure 7d shows the results when using CM3, where there is an obvious improvement to the spatial resolution compared with CM1, but is similar to CM2. This is because CM3 interpolated the W channel by estimating the edge direction. When estimating the edge direction, however, CM3 relied exclusively on pixel information corresponding to an even row. Consequently, the edge direction was falsely estimated in some areas, leading to incorrect interpolation results. With CM4, an interpolation kernel was applied for missing pixels considering the edge direction, the results for which are shown in Fig. 7e . Since the interpolation kernel was applied considering R and B, as well as W, the image was interpolated Fig. 8 Comparison of the various interpolation algorithms for the long exposed W: a original image, b CM1, c CM2, d CM3, e CM4, and f PM while preserving the edge better than other methods. The biggest disadvantage of this method is poor resolution and zipper artifacts in the horizontal edge regions. Figure 7f presents the result of the PM. It is confirmed that the spatial resolution was further improved than when using the CMs. In particular, the spatial resolution is significantly improved near the horizontal edge.
The interpolation results for the long exposed W are shown in Fig. 8. Similar to Fig. 7 , the result of the PM also shows higher resolution than when using the CMs. In particular, the spatial resolution of the diagonal direction was greatly improved and zipper artifacts located at regions near the horizontal edge were removed as compared with the results of the CMs. The reason is that the CMs interpolate the missing pixels without considering the pixels in the diagonal directions and the energy difference between R and B.
The performance of the PM and CMs was evaluated on a Kodak test set and the five test images captured in our The difference between the original and interpolated images was determined by using two metrics: color peak signal-to-noise ratio (CPSNR) and S-CIELAB color difference ( E) formula [12, 25] . Generally, when calculating the CPSNR, three channels (R, G, and B) are used. In our experiments, this three-channel equation is modified to a four-channel equation since our results have four channels (R, B, long exposed W, and short exposed W). The S-CIELAB E was calculated by averaging the E values of two color images using long exposed W and short Boldface indicates the best results in each metric among PM and CMs exposed W rather than G. Table 2 shows the CPSNR comparison. The PM outperformed the other methods for 24 of the 25 test images. Likewise, the S-CIELAB E results demonstrate that the PM had the best performance for all test images. The S-CIELAB E values of each result are compared in Table 3 .
Conclusions
In this paper, we proposed a color interpolation algorithm for the RWB CFA pattern that acquires W at different exposure times. The proposed algorithm interpolates two W channels by using directional color difference information, and then reconstructs R and B channels with a guided filter. The proposed method outperformed conventional methods, which was confirmed with objective metrics and a comparison using actual images. In future research, we intend to study G channel estimations and image fusion based on HDR reconstruction algorithms, and apply these methods to high resolution R,W, and B channels generated by using the proposed algorithm. Through these methods, an image with highly improved sensitivity compared to the existing Bayer patterned image can be obtained.
