Abstract-Functional verification is a major challenge in the hardware design development cycle. Defining the appropriate coverage points that capture the design's functionalities is a non-trivial problem. However, the real bottleneck remains in generating the suitable testbenches that activate those coverage points adequately. In this paper, we propose an approach to enhance the coverage rate of multiple coverage points through the automatic generation of appropriate test patterns. We employ a directed random simulation, where directives are continuously updated until achieving acceptable coverage rates for all coverage points. We propose to model the solution of the test generation problem as sequences of directives or cells, each of them with specific width, height and distribution. Our approach is based on a genetic algorithm, which automatically optimizes the widths, heights and distributions of these cells over the whole input domain with the aim of enhancing the effectiveness of test generation. We illustrate the efficiency of our approach on a set of designs modeled in SystemC.
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I. INTRODUCTION
Due to the increasing complexity of hardware design and the never ending pressure of shorter time-to-market, functional verification has become a major challenge in the design development cycle. With unceasing growth in system functionality, the challenge today concerns, in particular, verifying that the logic design obeys the intended functional specification, and that it performs the tasks required by the overall system architecture [16] .
Several methodologies have been developed lately in order to tackle the functional verification problem: simulation based verification, assertion based verification and coverage based verification [16] . In simulation based verification, a dedicated test bench is built to functionally verify the design by providing meaningful scenarios. On the other hand, assertion based verification is used to catch errors on the spot, where assertions are written either in a hardware description language or a specialized assertion language (e.g., Property specification Language (PSL) [1] or System Verilog Assertion (SVA) [5] ).
The concept of coverage based verification requires the definition of coverage metrics which are used to assess the progress of the verification cycle and to identify functionalities of the design that have not been tested. The most widely used metrics are: code coverage, finite state machine (FSM) coverage and functional coverage. Code coverage evaluates the degree to which the structure of the hardware description language source code has been exercised, while the FSM coverage provides more clues about the functionality of the system. The main problem with FSM coverage is that the generation of large FSMs leads to combinatorial explosion (state explosion problem). In functional coverage, a set of points represent the important behavior and specification of the design are investigated. Accordingly, the coverage could be the number of activations of these points [16] .
Random test generators are commonly used for exploring unexercised areas of the design. Coverage tools are used side by side with random test generator in order to assess the progress of the test plans during the verification cycle. The coverage analysis allows for (1) the modification of the directives for the test generators; and (2) the targeting of areas of the design that are not covered well [6] . This process of modifying the directives for the test generator according to feedback based on coverage reports (called Coverage Directed test Generation (CDG)) is a manual and exhausting process, but essential for the completion of the verification cycle. Considerable effort is being invested in finding ways to close the loop connecting coverage analysis to adaptive generation of test directives.
In this paper, we propose an approach for automatic CDG. We aim at (1) constructing efficient test generators for checking the important behavior and specification of the Design Under Test (DUT); (2) finding common directives that activate multiple coverage points; (3) improving the coverage progress rate; and (4) designing directives that can reach uncovered tasks (coverage points). By achieving these goals, we increase the efficiency and quality of the verification process and reduce the time and effort needed to implement a test plan.
Our final objective is to increase the coverage of multiple coverage tasks at the same time. Hence, we propose an algorithm that is capable of targeting complex coverage tasks and groups of correlated coverage tasks while achieving adequate coverage rates. This is done by moving from a blind random test generation over the inputs domains to an optimized generation in relation to the coverage points. We split the input domains into sub ranges each having a specific weight (that represents the probability of generating values from that range). We refer to these ranges as cells. Our proposed algorithm (called Cell-based Genetic Algorithm (CGA)) automatically optimizes the widths, heights and distributions of these cells over the whole domain with the aim of enhancing the effectiveness of the tests generation process for the considered coverage group.
Our algorithm inherits the advantages of genetic algorithms, which are techniques inspired by evolutionary biology [11] . The evolution starts from a population of completely random abstract potential solutions and continues over generations. In each generation, all individual members of the population are evaluated for fitness using a fitness evaluation function or methods; multiple individuals are stochastically selected from the current population based on their fitness values and are then possibly modified by genetic operators to form a new population for further evolution. The process of evaluation, selection and diversification iterates until a termination criterion is satisfied.
In order to evaluate our algorithm, we consider two designs modeled in SystemC [12] . This latter is the standard for system level design. It Traditionally, genetic algorithms use a fixed-length bit string to encode a single value solution. However, the solution of the CDG problem is described as sequences of directives that direct the random test generator to activate the whole coverage group. This introduces the need of more complex and rich representations of the potential solution.
A Cell is the fundamental unit introduced to represent a partial solution. Each cell represents a weighted uniform random distribution over two limits. Moreover, the near optimal random distribution for each test generator may consist of one or more cells according to the complexity of that distribution. However, we call the list of cells represents that distribution a Chromosome. Usually, there are many test generators that drive the DUT, and so we need a corresponding number of chromosomes to represent the whole solution, which we call Genome. Figure 3 represents a possible solution for some input i which is composed of 3 cells. Figure 3 . Figure 4 depicts a genome, which is a collection of many chromosomes each representing one of the test generators. Each genome is assigned a fitness value that reflects its quality. A genome also holds many essential parameters required for the evolution process. These include the complexity of chromosomes which equals the number of cells in it, the mutation probability Pm of a cell, the crossover probability 
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D. Selection
For reproduction purposes, the CGA employs the well known roulette wheel fitness proportionate and tournament selection methods [11] . Selection operators and methods must ensure a large diversity of the population and prevent premature convergence on poor solutions while pushing the population towards better solutions over generations. In the case of the tournament selection, we can control the selection pressure of highly fitted individuals by changing the tournament size.
E. Crossover
Crossover operators are applied with a probability PC for Again, due to the complex nature of our genotype and phenotype, we propose many mutation operators that are able to mutate the low limit, high limit, and the weight of cells.
According to the mutation probability Pm, we can decide whether a cell will be selected for mutation or not. In case that a cell is chosen for mutation, we apply one of the following mutation operators:
Insert or delete a cell. Shift or adjust a cell. Change cell's weight. The selection of the mutation operator is based on predefined weights associated with each of them, in a similar manner to the selection of crossover operators. [14] to show the effectiveness of our algorithm with respect to such an industrial tools. Table I below summarizes the parameters used in the experiments to follow.
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B. Router
In the second experiment, we consider a router model. The aim here is to evaluate the performance of our CGA when dealing with coverage points that may raise conflicts while optimizing the input ranges. Packets are submitted to the router, one at a time, to the inject buffer, which splits them into a byte stream. The router module latches the first two bytes of the packet and sends the data to the channel specified in the address field. The inject buffer, asserts the packet valid signal at the begging of the first byte (the header) and negates it at the beginning of the parity byte. The master packet generator passes each packet to the inject buffer and waits until the packet valid signal is negated before submitting the next packet. Table III summarizes the coverage results obtained using the CGA. The first column in Table III includes four coverage points to check the output on some specific channels of the router, i.e., the packet's destination address. The third and fourth points, add more constraints by checking not only the packet address but also the packet's length. The experimental results in the second column of the same table confirms that the CGA succeeded to find the appropriate parameters in order to generate only useful packets for toggling the corresponding coverage points. For instance, the CGA takes advantage from the multi-cell model used to represent the input ranges (see Section IV-A).
The above coverage points shown in Table III concern the destination address (4 bits) and packet length (8 bits). Accordingly, we encode only these two fields of the packet 25 into a genome of a single chromosome of 12 bits range (it could be a genome of two chromosomes, one chromosome to represent the destination address while the other represents the packet length). Figure 11 shows the evolution progress related to the first coverage point. It highlights the improvement of the average coverage rate of the whole population over many generations of evolution. A noticeable average coverage improvement occurred around the fifth generation. In the same manner, Figure 12 shows the evolution progress related to the second coverage point. VI. CONCLUSION In this paper, we presented a methodology based on genetic algorithms to enhance the coverage rate for a group of correlated coverage points by closing the feedback path between the coverage space and test directives. The experimental results show the efficiency of our cell-based genetic algorithm in finding useful directives for many coverage points. Moreover, our algorithm shows better results and achieved higher coverage rates than the industrial Specman tool [14] . In addition, our algorithm shows a distinguishable ability in finding proper data and address directives and achieving up to 100% coverage rates for each individual coverage point.
In a future work, we intended to develop a self adaptation scheme of our genetic evolutionary framework, where the weights of mutation and crossover operators as well as the probability of applying each of them can be adapted during the evolution process. This will make our CGA totally evolvable and more flexible.
