This paper concerns the asymptotic behavior toward rarefaction waves of the solution of a genera) 2 x 2 hyperbolic conservation laws with positive viscosity. We prove that if the initial data is close to a constant state and its values at + a3 lie on the kth rarefaction curve for the corresponding hyperbolic conservation laws, then the solution tends as I + co to the rarefaction wave determined by these states.
INTRODUCTION
In this paper, we will study the asymptotic behavior of the solution for the initial value problem for 2 x 2 viscous conservation laws of the form rr,+(f(u)),=$(B(s)g), -~<x<++,f>O, (1.1) with initial data 4-T 0) = u,(x), XE R', lim uO(x)=u,; x-*u (1.2) here ZJ = (u,, a,)~@ 52 is some region in R2, f(u)= (f,(u), fi(u))~ R2 is a smooth vector-valued function of u E Q, B(u) is a smooth matrix, and u + and U-are two constant states which can be connected by a rarefaction wave solution of the associated system of conservation laws without viscosity.
The hypothesis on f is that the 2 x 2 matrix (df//au) has real and distinct We will also assume that we can choose L and R such that LBR is a positive definite matrix. Another main hypothesis is that (1.1) is strongly coupled in the sense that Notice that the Smoller-Johnson systems (cf. [ 11) satisfy the condition (1.4).
As suggested by the results for scalar equations (cf. [2] ) and for the psystem [3] , we expect that the asymptotic behavior of the solution for (1.1) and (1.2) is closely related to the Riemann problem for the corresponding conservation laws: ut + (f(u)), = 07 (1.5) 4x, 0) = u&(x), (1.6) where u&(x) = { u-9 x < 0, u+, x > 0.
If the k-characteristic field is genuinely nonlinear, i.e., VA,(u) . Tk(U) = 1, k=l or2, (1.7)
then it is well known that if U, is very close to U-and U+ is on the k-rarefaction curve Rk(u-), then the Riemann problem (1.5) and (1.6) has a unique rarefaction wave solution denoted by u,(x, t). Our purpose is to show that when the initial data r+,(x) and u;(x) are suitably close and the rarefaction wave is weak (i.e., 6 = 11 u + -U-11 is small), the solution U(X, t) of (1.1) and (1.2) will tend to u"(x, t) as t--t + co. More precisely, we have the following theorem. (1.9)
In order to prove this theorem, as for the p-system (cf. [3] ), we first approximate rC(x, t) by a smooth function U(x, t); this will be done in Section 2. Then the proof of Theorem 1.1 consists mainly of energy estimates on the perturbation of U. The method we use here is strongly motivated by the interesting work of J. Goodman for nonlinear stability of viscous shock waves (cf. [4] ). We first give a careful diagonalization of the hyperbolic part of the equations for the perturbation. With this diagonalization, the basic estimates on the primary wave will be given in Section 3, the nonprimary wave will be estimated in Section 4 (see Section 3 for the definition of the primary wave and nonprimary wave). Note that in the analysis of the stability of viscous shock wave (cf. [4, 6] ), due to the fact that viscous shock waves are compressive, if one works on the antiderivative of the perturbation of the viscous shock wave, then the hyperbolic part would not cause much difficulty in the energy estimates. However, since rarefaction waves are expansive, the treatment of the hyperbolic part (especially the nonlinear terms) becomes the main difficulty in our analysis. Nevertheless, the assumption ( 1.4) that the system ( 1.1) is strongly coupled will enable us to overcome this difficulty (see the proof of Lemma 3.1, and also Section 4.). Finally, we apply the estimates in Section 4 to study the existence and large time behavior of the solutions of (1.1) and (1.2).
SMOOTH APPROXIMATE SOLUTION OF THE RIEMANN PROBLEM
In this section, we will define a smooth approximation U of u~(x, t) and give some estimates on U. We suppose that k is fixed and the k-characteristic field is genuinely nonlinear. It is well known (cf. [S] ) that the k-rarefaction curve R,(u ~ ) in a small neighborhood N of u _ can be defined as follows:
where wi is a k-Riemann invariant. Now suppose U, E R,(u-), and let w'(x, t) be the solution for the following problem xER', t30, (2.2) w(x, 0) = w&(x), Then if we define w'(x, t) by wyx, t) = f, j Lk(u~)+l,(u+), (2.3) it is easy to check that the unique solution z/(x, t) for Riemann problems (1.5) and (1.6) is given by &JOG t)) = wr(x, t), By the characteristic method, it is easy to see that the solution is given by 4% t) = WOMX, t)), x = x()(x, t) + w,(x,(x, t))t. (2.7)
Then we define U(x, t) by U(x, t) E &Au -1, uw, l)) = 4x, t), (2.8) Since VI, and Vwi are linearly independent [5] , it follows that (2.8) uniquely determines U(x, t), and from (2.7) we have
The following lemma shows that V(x, t) is a desired smooth approximation of r/(x, t).
is an approximation to L/(X, t) in the following sense i Concerning U(x, t), we list the following properties which we will need later. LEMMA 2.2. The smooth function U(x, t) constructed above has the following properties: Proof: (1) follows from (2.8) and awlax> 0. From (2.8) we get VA,. U, = w,, and Vwi. U, = 0, therefore (2) holds since the coefficient matrix of U, is nonsingular. The other conclusions follow from (2.8) and the corresponding estimates on w(x, t) (cf. [3] ). [
FIRST ENERGY ESTIMATES
In what follows, we will use H' (12 1) to denote the usual Sobolev space with the norm (I )I, and 11 II will denote the usual &-norm.
We begin by displaying the equations (1.1) in convenient form. Suppose that u is a solution of (1.1) and (1.2), and U is the smooth function constructed in Section 2. Let 4 = u -U. Then we can rewrite the initial value problem (1.1) and (1.2) as 4 satisfies lQ(U,qb)I<cl&' for all x if 141 is small enough. Notice that the condition on initial data in Theorem 1.1 implies (3.2).
Let us define the solution space of (3.1) by
with 0 < T< + co. We will obtain a priori estimate on the solution of (3.1) and (3.2). Thus suppose $ E X(0, T) (for some T > 0) is such a solution; put
O<r<t and assume N(T) < so, where so is some positive constant. In order to estimate the solution, first we need a careful diagonalization of the hyperbolic part of (3.1). Notice that L = L(U), R = R(U), and A = (f'(U)) depend only on x0 by (2.7), so following the construction of J. Goodman in [4] , we can easily check that there exists a positive constant a0 such that for any 6, 0 < 6 6 a,,, we can find L and R satisfying Lf'( U)R = A, LR=I.
(3.5)
Furthermore, if we define M(x, t) = L,(x, t) R(x, t) and N(x, t) = L,(x, t) R(x, t), then M,, = Npp = 0, QxER',Qt>O,p=1,2.
(3.6)
With this diagonalization, our requirement on B is that
be positive definite for all x and t 2 0. From now on, we will always use this diagonalization. Put V(x, t) = L(x, t) 4(x, t); we will call Vk and vi (i # k) the primary wave and nonprimary wave, respectively. Then
Multiplying (3.1) on the left by L = L(x, t) and using (3.8), we get
where dB=B(U+#)-B(U).
Now we proceed to estimate V. Multiply (3.9) on the left by V' and integrate over R' x [0, t], this gives 9 terms which we denote in order by Z,, 1 < I < 9. We estimate each term as follows, for the last term on the right above, integration by parts gives Since Akx > 0, we get Then, (2.10) implies that for i # k, where c is a positive constant. From now on, we will use c to denote any positive constant which does not depend on t and 6. In the following estimates, the idea is to use term 4 1; j 11,,1 Vk dx dT to control terms involving the primary wave Vk, and the terms involving the nonprimary wave Vi will be controlled by estimates on Jh 5 I)LkX I v dx dr Note that since IM(x, t)l < c I U,l and (N(x, t)l < c 1 U, 1, using Cauchy inequality, (2.7) and (3.6), we get
where /I is a small positive constant to be chosen later. Now we estimate the four terms on the right hand side of (3.9), The last term on the right hand side of (3.9) is = 'VB(U+R?')~dxdr Concerning the nonlinear term I,, we have the following lemma which will be proved later. In the rest of this section, we will prove Lemma 3.1, and the nonprimary wave will be estimated in The first term on the right hand side of (3.21) can be written as where gg( U) are smooth functions. Now we write the right hand side above as a sum of 6 terms, rP (1~ p < 6), each of which we will estimate separately. After integration by parts, we have I;=i'dsg~l(V)O:),,dxdr=-I:i'Vg,,-U,~dxdi bc j-'j 1U.J 14,13dxd~~cW~~~~j IL1 IJ'l*dxdT. 0 (3.24) In order to estimate I;, we rewrite Eq. provided that N(t) + 6 is suitably small. Now the conclusion of Lemma 3.1 follows from (3.20), (3.22) , and (3.36). The proof is complete. 1
The next main point is to estimate the nonprimary wave J'i. By construction, we know that U(x, t) is a function of x0 and x0 = x -w,(x,)t (cf. (2.7) ). Therefore, by a change of variable, we see that Thus we must estimate the integral 1; c(x, + wo(xo)7, 7) dz; this will be done in next section.
SECOND ENERGY ESTIMATE
In this section, first we will obtain a "vertical" estimate on the nonprimary wave Vi, i.e., we will give an estimate on time integral j;, c(x, + wo(xo)z, z) dz. Th e 1 ea 'd is to relate this time integral to the space-time integral which can be estimated by the energy method. Then we can estimate j&J J&l VjJ dx dz by combining the "vertical" estimate with Lemma 3.2 and the fact that for the weak rarefaction wave, j'g I&.Jx,,)I dx, is small.
First, we remark that we can assume that the k-rarefaction wave propagates very slowly, i.e., ( w0 1 Therefore, without lose of generality, we can assume that (4.1) holds.
Next since we are only interested in the nonprimary wave Vi, we may assume that nj( U(x, t)) 2 a > 0, forall XER', 120; Proof. Fix X~E R' and assume that wO(xo) > 0 (the case w,(x,) GO is similar). For ease of notation, we use Z(z) to denote x0 + w,(x,)z whenever this term appears as an upper limit on a spatial integral; we also employ summation convention. Using (3.9), we can rewrite Ei(xo, t) as To estimate L5, we will use a similar argument as I5 in Section 3. However, since the upper limit on the spatial integral is a variable depending on I, we need to deal with some time integrals introduced by integration by parts with respect to the space variable. Integration by parts and using Sobolev's inequality gives Having the stability estimate (4.16), the proof of the Theorem 1.1 becomes fairly straightforward. First we need to estimate the higher order derivatives of the solution. Differentiate (3.9) with respect to x, then multiply by V: on the left, and integrate over [0, t] x R' to get (using integration by parts)
We estimate each term in (5.1) as follows Since the local (in time) existence and uniqueness of the solution for initial value problem (3.1) and (3.2) can be obtained by the standard iteration method (cf. 4, 6] ), it follows from Proposition 5.3 and the standard continuity augument (cf. [7] ) that the following proposition holds. 
