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Abstract
It is proved that in two-dimensional unital real algebras a step-by-step construction of
minimal convex invertible sets terminates in two steps. An analogous construction of minimal
convex conditionally invertible sets of the complex field also terminates in two steps, and the
complex field is the only finite dimensional complex algebra with this property. Connections
are made with the matrix sign function. The matrix sign function of a matrix belongs to the
convex invertible set generated by the matrix. An example is given to show that the matrix sign
function cannot always be obtained in two steps, by following the step-by-step construction.
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1. Introduction
It is well-known that the theory of convex sets and convex cones of matrices and
operators plays an important role in modern systems, control, and stability theory
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Fig. 1. A plot of CIS({z0}), Example 1.2.
(see, e.g., [3–6,8,10,13]). Of particular interest are convex sets that are also closed
under inversion. For example, the set of dissipative operators, i.e., having positive
definite real part, is a convex set which is close under inversion. Other examples of
convex set that is closed under inversion are given by the set of positive real odd
functions that appears in circuit analysis [15–17], and by the solution sets of matrix
Lyapunov equations, see, for example, [4,5]. From the viewpoint of matrix analysis
and its applications, there are also important connections with matrix sign function,
which we explore in Section 6.
In this paper, we study convex invertible sets in the context of real algebras. Let
V be a unital real algebra. Denote by Inv(V) the group of all invertible elements in
V.
Definition 1.1. A nonempty set A ⊆V is called CIS (Convex Invertible Set) if it
is convex (closed under finite convex combinations), consists of invertible elements,
and x−1 ∈ A for every x ∈ A.
Example 1.2. LetV = C, the complex field, and let z ∈ C be such that Re(z) > 0.
Then the set bounded within the interval
[z−1, z] := {tz−1 + (1 − t)z : 0  t  1} (1.1)
and the circular arc [z−1, z]−1 is a CIS (see Fig. 1).
It is of interest to construct the minimal (in the sense of inclusion) CIS, if such
exists, that contains a given set A0 ⊆ Inv(V). Obviously, the intersection of all CISs
that contain A0 (if such CISs exist) is the minimal CIS that contains A0. A more
explicit construction of the minimal CIS is step-by-step.
The step-by-step construction of the minimal CIS may be described as follows.
Definition 1.3 (Step-by-step construction).
(1) Let A0 ⊆ Inv(V), A0 /= ∅. For a natural n, assuming that An−1 ⊆ Inv(V), we
let
An = Conv
(
An−1 ∪ A−1n−1
)
, (1.2)
where by Conv(X) we denote the convex hull of the set X.
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(2) If A0 is such that the construction of An is always possible, in other words,
An ⊆ Inv(V) for all n, then we say that A0 is CIS-admissible.
In general (for every real unital algebra), A0 is CIS-admissible if there exists a
bounded CIS C so that A0 ⊆ C. We will write An = An(A0) if the dependence of
An on the original set A0 is to be emphasized. Clearly,
A0 ⊆ A1 ⊆ · · · ⊆ An ⊆ · · ·
In this case,
CIS(A0) :=
∞⋃
n=0
An
is the minimal CIS that contains A0.
In Example 1.2 (see Fig. 1), A0 = {z}, in the first step we obtain the line A1 =
[z, z−1], and A2 is the shaded circular section. It is easy to see that A2 (in this case) is
closed under inversions, meaning A2 = CIS(A0), and the process ends in two steps.
In this paper we focus on the situations when the step-by-step construction termi-
nates in two steps. One of our main results is:
Theorem 1.4. LetV be a two-dimensional (as a vector space) real unital algebra.
Then for every CIS-admissible set A0, the set A2 constructed as in (1.2) is closed
under inversion:
x ∈ A2 ⇒ x−1 ∈ A2.
Thus
CIS(A0) = A2.
Theorem 1.4 applies to any commutative unital subalgebra of the algebra of real
2 × 2 matrices. Indeed, every such algebra is isomorphic to one of the algebrasV of
Theorem 1.4.
The organization of this paper is as follows: Sections 2–4 are devoted to the proof
of the main result. If in the above definition of a CIS, we drop the requirement that
every element of A be invertible with the inverse again in A, and require instead that
x−1 ∈ A as long as x ∈ A and x is invertible, then we obtain convex conditionally
invertible sets. These are studied in Section 5; in particular, it is proved there that
the complex numbers is the only finite dimensional complex algebra in which two
steps are needed to construct any convex conditionally invertible set. In the final
Section 6 we connect with the well-known matrix sign function, and in particular
give an example to show that the statement of Theorem 1.4 fails for a certain finite
dimensional algebraV.
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2. CISs of two-dimensional real unital algebras
In the general framework of two-dimensional real unital algebras, we have only
three cases to explore. The next lemma is well-known.
Lemma 2.1. LetV be a two-dimensional real unital algebra with the unit e. Then
there exists x ∈V linearly independent of e such that x2 is equal to 0, e, or −e.
Proof. Let y ∈V be linearly independent of e. Write y2 = ae + by for some real
a and b. We seek for x in the form x = αe + βy, β /= 0. We have
x2 = (α2 + β2a)e + (2αβ + β2b)y.
Let α = −(1/2)βb, where β /= 0 is chosen so that β2( 14b2 + a) is equal to 0, 1 or
−1, depending on the sign of the real number 14b2 + a. 
By the above lemma, we have only three two-dimensional real unital algebras (up
to isomorphism):
Example 2.2
(1) The algebra V1 := C is the plane R2 with the multiplication (a, b) · (c, d) =
(ac − bd, ad + bc) with e = (1, 0); here x = (0, 1) satisfies x2 = −e. The alge-
braV1 also can be identified with the algebra{(
x y
−y x
) ∣∣∣∣ x, y ∈ R} .
(2) The algebraV2 := R2 has the multiplication (a, b) · (c, d) = (ac, bd), here x2 =
e = (1, 1); and can be identified with the algebra of diagonal matrices{(
x 0
0 y
) ∣∣∣∣ x, y ∈ R} .
(3) The algebraV3 := R2 is given by the multiplication (a, b) · (c, d) = (ac, ad +
bc) with e = (1, 0) (here x = (0, 1) has the property that x2 = 0), and can be
identified with the algebra of upper triangular Toeplitz matrices{(
x y
0 x
) ∣∣∣∣ x, y ∈ R} .
CIS-admissible sets for the three algebrasV1,V2,V3 are easy to describe:
Observation 2.3. Let RHP (LHP) be the open right (left) half-plane RHP =
{(x, y) | x > 0} (LHP = {(x, y) | x < 0}).
(a) In the algebras V1 and V3, a set A0 is CIS-admissible if and only if A0 is a
subset of either RHP or LHP.
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(b) In algebraV2, a set A0 is CIS-admissible if and only if A0 is contained in one
open quadrant.
The proof is elementary and thus is omitted.
3. Preliminaries from planar geometry and topology
In this section, we present auxiliary results from planar geometry and topology
whose scope may go beyond CIS structure. The following elementary and useful fact
is in form which is sufficient to our current needs.
Lemma 3.1 (Boundary invertibility). LetV be one of the algebrasV1,V2 orV3.
(1) Let X ⊆ Inv(V) be a compact simply connected set whose boundary X is a
nonselfintersecting piecewise differentiable curve. Then the (open) interior of
X is mapped by the inversion map onto the interior of (X)−1.
(2) If X, the boundary of a set X, is mapped by the inversion map into X, then X is
inverse closed:
(X)−1 ⊆ X ⇒ X−1 ⊆ X.
Proof. Since X is compact and simply connected, and the inversion is continuous,
X−1 is compact and simply connected. Thus, X−1 contains all points in the interior
of (X)−1, and since the inversion map is one-to-one on X, the image of the interior
of X under the inversion contains the interior of (X)−1.
Assume that there exists an x in the interior of X such that x−1 belongs to the
exterior of (X)−1. Then, take a fixed y in the interior of X such that y−1 belongs to
the interior of (X)−1 (existence of such y has been established above), and connect
x and y by a continuous curve within the interior of X. By continuity of x 	→ x−1,
there will be z on that curve such that z−1 ∈ (X)−1, a contradiction. Thus, the
interior of X is mapped into the interior of (X)−1, and the proof of part (1) is
completed. For part (2) note that, since X is the union of its boundary and of its
interior, the already proved statement (1) implies that
X−1 ⊆ (X)−1 ∪ (interior of (X)−1), (3.1)
and since by the hypotheses of (2) (X)−1 ⊆ X and X is simply connected, the
inclusion X−1 ⊆ X follows from (3.1). 
Before stating the Orientation Lemma we resort to an auxiliary result, which
for convenience is formulated for matrices. Let M,N ∈ R2×2 be a pair of distinct
commuting matrices such that there exists the minimal CIS that contains M and
N , denoted CIS({M,N}). It is easy to see that M and N both belong to one of
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the algebras of 2 × 2 matrices described in Example 2.2. Let L(M,N) be the line
connecting M and N , namely
L(M,N) := {tM + (1 − t)N | t ∈ R}.
Because of our hypothesis that CIS({M,N}) exists, the line L(M,N) does not con-
tain zero. For an arbitrary point Q ∈ L(M,N), Q /= N , consider the curve
[Q−1, N−1]−1 := {(tQ−1 + (1 − t)N−1)−1 | t ∈ [0, 1]}.
Proposition 3.2. Let M, N, Q be as above. Then, either the curve [Q−1, N−1]−1
intersects the line L(M,N) only at the points Q and N, or
[Q−1, N−1]−1 ⊆ L(M,N). (3.2)
Moreover, (3.2) holds true if and only if at least one of the following three situations
occurs:
(1) N = γM for some γ > 0.
(2) M and N belong to the algebra of diagonal matrices, and Q − N is singular.
(3) M and N belong to the algebra of upper triangular Toeplitz matrices, and Q −
N is singular.
Proof. Since L(M,N) = L(Q,N), it is enough to prove the proposition for Q =
M. We therefore take Q = M . It is easy to check that if (1), (2), or (3) (with Q
replaced by M) holds true, then inclusion (3.2) follows.
Trivially, the curve [M−1, N−1]−1 intersects the line L(M,N) at the points M
and N. Assuming that there is a third point of intersection amounts to finding a ∈
(0, 1) and t ∈ R, t /= 0, 1 so that
(tM + (1 − t)N)−1 = aM−1 + (1 − a)N−1. (3.3)
We consider separately the cases of each of the three algebras in Example 2.2 to
which both M and N belong.
Start with Example 2.2(1). Here, [M−1, N−1]−1 is either a circular arc or a line
segment. Therefore, if [M−1, N−1]−1 intersects the line L(M,N) in more than two
distinct points, then [M−1, N−1]−1 must be a line segment and (3.2) must hold true.
Moreover, it is easy to see that [M−1, N−1]−1 is a line segment (rather than a circular
arc) if and only if the line L(M−1, N−1) passes through the origin, i.e., M−1 and
N−1 are collinear, which is equivalent to the collinearity of M and N .
Consider now Example 2.2(2), the diagonal matrices. Excluding the situations (1)
and (2), we may assume that M = ( x0 0y ) where x, y are nonzero real scalars and
N = ( γ x0 0δy ) with γ > 0, δ > 0, γ /= 1, δ /= 1, γ /= δ. Eq. (3.3) boils down to the
following system of equations:
(tx + (1 − t)γ x)−1 = ax−1 + (1 − a)(γ x)−1,
(ty + (1 − t)δy)−1 = ay−1 + (1 − a)(δy)−1.
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Solving each of these equations for a, and equating the results, we obtain[
− 1
γ x
+ 1
tx + (1 − t)γ x
]
·
(
1
x
− 1
γ x
)−1
=
[
− 1
δy
+ 1
ty + (1 − t)δy
]
·
(
1
y
− 1
δy
)−1
. (3.4)
The left hand side of (3.4) simplifies to t/(t (1 − γ ) + γ ), and analogously the right
hand side of (3.4), so (3.4) reads
t
t (1 − γ ) + γ =
t
t (1 − δ) + δ .
This equation clearly has only two solutions: t = 0 and t = 1.
Finally, consider Example 2.2(3). Excluding the cases (1) and (3), and scaling
both M and N , i.e., transforming M → rM , N → rN , where r /= 0, we assume
that
M =
(
1 y
0 1
)
, N =
(
γ δy
0 γ
)
,
where y ∈ R \ {0}, γ > 0, γ /= 1, δ ∈ R, δ /= γ . (Note that the scaling does not
affect inclusion (3.2). Also, if y = 0, we are back in Example 2.2(2).) Eq. (3.3) takes
the form
(t + (1 − t)γ )−1 = a + (1 − a)γ−1, (3.5)
− [ty + (1 − t)δy](t + (1 − t)γ )−2 = −ay + (1 − a)(−γ−2δy). (3.6)
If γ−2δ = 1, then (3.6) reads
−[t + (1 − t)δ](t + (1 − t)γ )−2 = −1,
which has at most two solutions t . If γ−2δ /= 1, then by solving each of (3.5) and
(3.6) for a and equating results, we obtain(
1
t + (1 − t)γ −
1
γ
)
· 1
1 − γ−1 =
(−[t + (1 − t)δ]
(t + (1 − t)γ )2 + γ
−2δ
)
· 1
γ−2δ − 1 .
(3.7)
After clearing the denominators, (3.7) takes the form
At2 + Bt + C = 0, A = (1 − γ )
(
γ−2δ · 1
γ−2δ − 1 +
1
γ
· 1
1 − γ−1
)
/= 0,
and therefore the system (3.5), (3.6) has at most two solutions t .
Thus, the proof is complete. 
We return to the framework of two-dimensional algebras. Let a, b ∈ R2 be two
points so that CIS({a, b}) is admissible (with respect to any of the three inversions
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defined on R2). Denote by L(a, b) the line connecting a and b, and consider the
curve [a−1, b−1]−1. Note that since CIS({a, b}) is admissible, the line L(a, b) does
not contain zero.
Lemma 3.3 (Orientation Lemma). Let V be one of the three algebras V1, V2,
and V3, and let there be given a, b, c, d ∈V with a /= b and c /= d, such that
c, d ∈ L(a, b). Then, the curves [a−1, b−1]−1 and [c−1, d−1]−1 are situated in the
same closed half plane with respect to L(a, b).
Moreover, if [a−1, b−1]−1 is on L(a, b), then [c−1, d−1]−1 is also on L(a, b).
Proof. First note that L(a, b) = L(c, d) (as of now, denote L := L(a, b)). From
Proposition 3.2 we know there are two cases: either [a−1, b−1]−1 intersects L at a
and b only, or is contained in L.
Suppose [a−1, b−1]−1 ⊆ L. We know from Proposition 3.2 that in that case either
b = γ a for some positive real parameter γ , or b − a is singular (in casesV isV2
orV3). Since a, b, c, d are on the same line, it is easy to see that the same condition
holds for c and d , which implies [c−1, d−1]−1 ⊆ L and the lemma trivially holds
true.
Next, we assume [a−1, b−1]−1 does not belong to L (so that [c−1, d−1]−1 does
not belong to L either). Assume by negation that the claim does not hold, namely
the curves (a−1, b−1)−1 and (c−1, d−1)−1 are each in an opposite open half plane
with respect to the line L. Since L(b, a) = L(a, b) = L(c, d), without loss of gen-
erality one can name the points a, b, c, d to be so that c = t1a + (1 − t1)b, d =
t2a + (1 − t2)b with t1 > t2  0.
Assume first that 1 = t1, namely a = c, see Fig. 2. Then, one can try to continu-
ously decrease t2 towards 0. Namely, d˜ := ta + (1 − t)b for some t ∈ [t2, 0]. Thus
either the curve [a−1, d˜−1]−1 intersects the line L(a, b) in a third point, which due
to Proposition 3.2 leads to a contradiction, or d˜ = b, see Fig. 3. In the latter case,
one ends up in having two curves that intersect at the endpoints only and satisfy
(a−1, b−1)−1, a contradiction.
If 1 /= t1, (see Fig. 4, where t1 > 1) in a similar way one can try to continuously
move t1 towards 1. This either causes a third point out of the curve [c−1, d−1]−1 to
touch the line L, leading to a contradiction, or one will end up with a = c, but this
case was already covered. 
In Lemma 3.4, the angles are measured so that the inverses of the points in the
angle between a(t) and b(t) lie in the angle ϕ between a(t)−1 and b(t)−1, see the
shaded area in Fig. 5.
Fig. 2. a = c, b /= d.
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Fig. 3. a = c, b = d.
Fig. 4. a /= c, b /= d.
Fig. 5. Illustration of the angle-preserving Lemma 3.4.
LetV0 be a connected component of invertible elements in InvV. Let a(t), b(t)
(0  t  1) be continuously differentiable curves inV0 with a common endpoint:
a0 := a(0) = b(0).
Lemma 3.4 (Angle preservation). If the angle between a(t) and b(t) at a0 is less
than  (resp. equal to ), then the angle between a(t)−1 and b(t)−1 at a−10 is also
less than  (resp. equal to ).
Proof. Since the inverse map is one-to-one and continuously differentiable onV0,
we need only to verify that if the angle between a(t)−1 and b(t)−1 at a−10 is , then
the angle between a(t) and b(t) at a0 is also  (argue by contradiction to see this).
Without loss of generality (replacing the curves a(t) and b(t) by their tangents at
a0), we may assume that a(t) and b(t) are straight line segments:
a(t) = a0 + tu, b(t) = a0 + tv, 0  t  1, u, v ∈ R2.
We write
a0 = (x0, y0), u = (ux, uy), v = (vx, vy).
We shall consider the three algebras separately. For V1 = C the lemma is trivial,
using the fact that the map z 	→ z−1 is conformal, thus preserving angles.
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Consider next the case of the algebraV2 (Example 2.2(2)). We have
a(t)−1 =
(
1
x0 + tux ,
1
y0 + tuy
)
, b(t)−1 =
(
1
x0 + tvx ,
1
y0 + tvy
)
,
and
d(a(t)−1)
dt
∣∣∣∣
t=0
=
(
−ux
x20
,
−uy
y20
)
,
d(b(t)−1)
dt
∣∣∣∣
t=0
=
(
−vx
x20
,
−vy
y20
)
.
By our hypothesis, the angle between a(t)−1 and b(t)−1 at a−10 is , i.e.,(
−vx
x20
,
−vy
y20
)
= −
(
−ux
x20
,
−uy
y20
)
.
Thus, ux = −vx and uy = −vy , hence u = −v, and so the angle between a(t) and
b(t) at a0 is also .
Finally, considerV3 (Example 2.2(3)). In this case
a(t)−1 =
(
1
x0 + tux ,
−y0 − tuy
(x0 + tux)2
)
, b(t)−1 =
(
1
x0 + tvx ,
−y0 − tvy
(y0 + tvy)2
)
,
and
d(a(t)−1)
dt
∣∣∣∣
t=0
=
(
−ux
x20
,
−uyx0 + 2uxy0
x30
)
,
d(b(t)−1)
dt
∣∣∣∣
t=0
=
(
−vx
x20
,
−vyx0 + 2vxy0
x30
)
.
Since the angle between a(t)−1 and b(t)−1 at a−10 is , we have(
−ux
x20
,
−uyx0 + 2uxy0
x30
)
= −
(
−vx
x20
,
−vyx0 + 2vxy0
x30
)
,
and the equality u = −v follows. 
4. Proof of Theorem 1.4
Since by definition A2 is convex, in order to prove that it is a CIS, we actually
need to show that A2 is inverse closed. We start with the following observation.
Observation 4.1. It suffices to prove Theorem 1.4 for finite CIS-admissible sets A0.
Proof. Let x ∈ A2(A0) where A0 is not finite. We now construct within A0 a finite
set A00 so that x, x−1 ∈ A2(A00). First, x has the form
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x =
∑
j=1
αjvj +
m∑
j=+1
βjv
−1
j , αj , βj  0,
∑
j=1
αj +
m∑
j=+1
βj = 1,
where v1, . . . , vm ∈ A1. (In fact, m  3 by Carathéodory’s theorem.) In turn,
vj =
qj∑
i=1
αi,jwi,j +
rj∑
i=qj+1
βi,jw
−1
i,j , j = 1, . . . , m,
where
w1,j , . . . , wrj ,j ∈ A0, αi,j , β1,j  0,
rj∑
i=1
αi,j + βi,j = 1,
for j = 1, . . . , m. Let A00 be the finite set
A00 =
{
wi,j : i = 1, . . . , rj ; j = 1, . . . , m
}
,
and let A22 = A2(A00). Assuming that we have already proved Theorem 1.4 for
finite sets A0, it follows that A22 is closed under inversion. Since obviously A22 ⊆
A2 and x ∈ A22, we obtain x−1 ∈ A2, as required. 
We therefore assume hereafter that A0 is finite. Then, A1 is a polygon whose
vertices are v1, . . . , vm ordered clockwise and the edges are Ej := [vj , vj+1] for
j = 1, . . . , m, with vm+1 = v1 (see Fig. 6). Let
E :=
m⋃
j=1
Ej .
In all three algebras, E−1j , the inverse of an edge, is a curve, as in Example 1.2 and
in Fig. 7. Note that the cases when the curve E−1j , is actually a line segment, are not
excluded. Thus, A−11 is bounded by the curves E
−1
j connecting v
−1
j with v
−1
j+1, where
j = 1, . . . , m. As before, E−1 := ⋃mj=1 E−1j . As an example, consider the algebra
V2 and let A0 = {v1, v2} with v1 = (1, 2) and v2 = (3.5, 1). The set A1 is plotted
in Fig. 6 and A−11 is described in Fig. 7.
Fig. 6. A1 and its boundary.
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Fig. 7. A−11 and its boundary.
We see from Lemma 3.1 that A2 is inverse closed if (A2)−1 ⊆ A2. In order to
prove that, we use the notion of the outer boundary:
Definition 4.2. Let X be a bounded set in the plane. The outer boundary of X,
denoted by oX, is the boundary of the unbounded component of the complement of
X.
If X is simply connected then oX = X. In the sequel, it will be convenient to
use the notation
Â2 := A1 ∪ A−11 .
We shall focus our attention on oÂ2. By definition, A2 = Conv(Â2). However, a
stronger statement can be made:
A2 = oÂ2. (4.8)
Once (4.8) is verified, we complete easily the proof of Theorem 1.4. Indeed, using
(4.8), we note that
(A2)−1 = (oÂ2)−1 ⊆ E ∪ E−1 ⊆ A1 ∪ A−11 ⊆ A2.
Thus, due to Lemma 3.1 it follows that A−12 ⊆ A2, so that A2 = CIS(A0).
The rest of this section is devoted to the proof of (4.8). We start with preliminary
considerations. By definition A1 := Conv(A0 ∪ A−10 ). The set A1 is a closed convex
polygon (see Fig. 6) with the following key property:
if vj is a vertex of A1 then v−1j ∈ A1. (4.9)
Since the inversion map is continuous and one-to-one on Inv(V), the set E−1 con-
sists of curves that do not intersect except at endpoints, and the set A−11 is simply
connected (see Lemma 3.1). Thus,
oÂ2 ⊆ E ∪ E−1.
Clearly, oÂ2 consists of a finite combination of part of edges Ej and of curves. The
curves in oÂ2 are parts of inverses of edges:
[q, r]−1, where q, r ∈ Ej , and j = 1, . . . , m (4.10)
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Fig. 8. A2 of Fig. 6.
From property (4.9) it follows that oÂ2 forms a simple closed path. We repre-
sent oÂ2 as a disjoint (except for a common point to two consecutive segments)
union of consecutive segments F1, . . . , Fn, where each Fi is either a part of an
edge Ej or a part of E−1j . Thus, for i = 1, 2, . . . , n we define the points ui+1 :=
Fi ∩ Fi+1; by convention, Fn+1 = F1 and un+1 = u1. We assume that the orienta-
tion of F1, . . . , Fn is such that Â2 is always on the right when traversing oÂ2 from
F1 through Fn, see Fig. 8.
Next, we proceed with three lemmas:
Lemma 4.3. For all i = 1, . . . , n, the point ui is a vertex of A1.
Proof. Assume by negation that some ui is not a vertex of A1. Then ui is the inter-
section between an edge and a curve, i.e., the inverse of an edge, in oÂ2. Assume
that Fi−1 ⊆ Ej = [vj , vj+1], for some j, is the edge and Fi ⊆ E−1l = [vl, vl+1]−1
for some l, is the curve (the situation when Fi−1 is the curve and Fi is the edge is
dealt with analogously). By the key property (4.9) v−1l = vk and v−1l+1 = vq for some
m  k, q  1, see Fig. 9.
Let L be the straight line passing through vj and vj+1, namely Ej ⊆ L. We first
claim that there exists a point of intersection between L and E−1l other than ui .
Indeed, assume Fi intersects L at ui only (see Fig. 10), so that vq lays to the left of
Fig. 9. Fi−1 an edge and Fi a curve.
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Fig. 10. A single point of intersection.
Fig. 11. Is Fi−1 in oÂ2?
L. The whole segment [vj , vq ] is in A1. But then [vj , ui] does not belong to oÂ2
(the outer boundary of Â2), a contradiction.
Next, let p be the additional point of intersection of E−1l with L, and consider the
curve [u−1i , p−1]−1, which contains Fi and the curve [v−1j , u−1i ]−1 (see the dotted
curve in Fig. 11). The curve [v−1j , u−1i ]−1 resides within Â2; note that v−1j ∈ A1, due
to the key property (4.9), and u−1i ∈ A1 (since ui ∈ A−11 ), along with the convexity
of A1 yields [v−1j , u−1i ] ⊂ A1, thus [v−1j , u−1i ]−1 ⊂ Â2. However, due to the Orien-
tation Lemma 3.3, we know both curves [u−1i , p−1]−1 and [v−1j , u−1i ]−1 have the
same orientation (to the left of L), but then Fi−1 is no longer on the outer boundary
of Â2, but covered by [v−1j , u−1i ]−1, a contradiction. 
Lemma 4.4. For all i = 1, . . . , n, Fi is convex with respect to Â2.
Namely, for every p, q ∈ Fi , either [p, q] and Fi intersect at {p, q} only, or coin-
cide, and additionally, if p, q are the endpoints of Fi , then [p, q] ⊂ Â2. For example,
in Fig. 7, E−13 is not a convex curve, but E
−1
1 is convex.
Proof. The first part of the lemma is obtained using Proposition 3.2.
For the second part of the proof, notice that if Fi is a curve (the case where
Fi is a straight edge is trivial), then by Lemma 4.3 in fact Fi = E−1j for some j ,
(see Fig. 8). Recall that the edge Ej connects the vertices vj with vj+1 and by (4.9)
v−1j , v
−1
j+1 ∈ A1. Since A1 is convex,[
v−1j , v
−1
j+1
] ⊆ A1 ⊆ Â2. (4.11)
Thus the lemma is established. 
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Fig. 12. Proof of Lemma 4.5; d is tangent to Fi .
Lemma 4.5. Let i = 1, . . . , n. For every ui, the angle between the lines tangent to
Fi−1 and tangent to Fi at ui, measured in the counterclockwise direction, is at most
. See Fig. 5.
Proof. If both Fi−1 and Fi are edges, then ui is a vertex of A1, and since A1 is
convex we are done. If both Fi−1 and Fi are curves (inverses of edges), then (by
Lemma 4.3) u−1i is a vertex of A1, namely ui = v−1j for some j . Since A1 is convex,
the angle between Ej−1 and Ej is less than , and therefore by Lemma 3.4, the
angle between the lines tangent to [vj−1, vj ]−1 and to [vj , vj+1]−1 at ui , is also less
than .
Finally, consider the remaining case when one of the Fi and Fi−1 is an edge and
the other one is a curve. Say Fi−1 is the edge, and Fi is the curve, see Fig. 12. (If the
situation is reversed, the proof is analogous.)
Following our assumption, denote Fi = E−1j and Fi−1 = Ek , for some k, j =
1, . . . n. Then the point ui is both a vertex of A1 and the inverse of a vertex of A1.
Denote by L the line through ui and ui−1 (recall that ui−1 = Fi−1 ∩ Fi−2), and let
H be the closed halfplane which contains Fi and has L as its boundary. We already
know (see proof of Lemma 4.3) that Fi and L intersect in a point p different from ui .
We complete the proof of Lemma 4.5 as follows. Consider F˜i−1 := [u−1i−1, u−1i ]−1
and [u−1i , p−1]−1 ⊂ Fi . By the Orientation Lemma, the curve F˜i−1 is on the same
side of L as Fi is, but then [ui−1, ui] does not belong to the outer boundary of Â2, a
contradiction. 
Using Lemmas 4.4 and 4.5, we deduce that oÂ2 bounds a convex set. Therefore,
Conv
(
oÂ2
) = Interior (oÂ2),
and
A2 = Conv
(
Â2
) = Conv (oÂ2) = Interior (oÂ2),
which implies (4.8), so the proof of Theorem 1.4 is complete.
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5. Convex conditionally invertible sets
A different concept of sets related to convexity and invertibility has been studied
in the literature (see [3,4,5]), in connection with stability problems. LetV be a unital
real algebra.
Definition 5.1. We say that a nonempty set A ⊂V is a convex conditionally invert-
ible set, in short CCIS, if A is convex, and x−1 ∈ A for every x ∈ A ∩ InvV.
Clearly, every CIS is also CCIS, but a CCIS need not consist of invertible ele-
ments. The step-by-step construction of a minimal CCIS that contains a given A0
can be easily adapted from the step-by-step construction of a minimal CIS described
in the introduction. Thus, we let A˜0 = A0, and if A˜n−1 is already constructed, we
define
A˜n = Conv
(
A˜n−1 ∪ {x−1 : x ∈ A˜n−1, x is invertible}
)
.
Theorem 5.2. For every A0 ⊆V1 :
x ∈ A˜2 and x is invertible ⇒ x−1 ∈ A˜2, (5.1)
i.e., A˜n = A˜2 for n = 3, 4, . . . .
Proof. We may assume that A0 /= {0}. If A0 contains points with negative real parts
as well as points with positive real parts, then A˜1 contains either an open complex
neighborhood of zero (if A0 ⊆ R), or A˜1 contains an open real neighborhood (−, )
for some positive  (if A0 ⊆ R). Hence, A˜2 = C or A˜2 = R.
Next, assume that A0 contains only points with nonnegative real parts, with at
least one point on the imaginary axis. Then either A˜1 contains a half disk{
reiθ : −
2
 θ  
2
, 0  r < 
}
for some  > 0, or A˜1 contains an open interval of the imaginary axis{
αi : α ∈ R, |α| < }
for some  > 0 (the latter case occurs if and only if all points in A0 have zero real
parts). In the former case
A˜2 =
{
reiθ : −
2
 θ  
2
, r  0
}
,
and in the latter case A˜2 = {αi : α ∈ R}. In both cases, (5.1) holds.
The case when A0 contains only points with nonpositive real parts, with at least
one point on the imaginary axis, is reduced to the case considered in the preceding
paragraph, by replacing A0 with −A0.
The remaining cases, namely A0 has only points with positive real parts, and A0
has only points with negative real parts, are taken care of by Theorem 1.4. 
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Examples show that the result of Theorem 5.2 is false in the two-dimensional
algebrasV2 andV3:
Example 5.3. Consider the algebraV2 and let A0 = {(1, 0), (0, 1)} be a two-point
set. Then
A˜1 =
{
(α, 1 − α) : 0  α  1},
and
A˜2 =
{
(x, y) : x > 0, y > 0, x + y  1} ∪ {(1, 0)} ∪ {(0, 1)}.
Clearly, (5.1) does not hold; for example, (3, 3) ∈ A˜2 but (1/3, 1/3) /∈ A˜2.
Example 5.4. Consider the algebraV3 and let A0 = {(1, 0), (0, 1)}. Then
A˜1 =
{
(α, 1 − α) : 0  α  1},
and A˜2 is the union of the parabolic arc{
(u, u − u2) : 1  u < ∞}, (5.2)
of the line segment{
(α, 1 − α) : 0  α  1}, (5.3)
and of the open convex set whose boundary consists of the halfline {(0, α) : α  1},
the line segment (5.3) and the parabolic arc (5.2); see Fig. 13.
Since (b, 0) ∈ A˜2 for 0 < b < 1 but (1/b, 0) /∈ A˜2, the property (5.1) fails.
As a consequence of Theorem 5.2 and the above examples we have the following
result:
Theorem 5.5. Let V be a finite dimensional associative unital algebra over the
complex field. Assume that for every subset A0 ofV the following property holds:
Fig. 13. Example 5.4.
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x ∈ A˜2, x is invertible ⇒ x−1 ∈ A˜2. (5.4)
ThenV is isomorphic to C.
Proof. If V contains an element x such that x /= 0, x2 = 0, we get a contradic-
tion because of Example 5.4. Thus, an elementary theory of representations of finite
dimensional complex algebras (see, e.g, [14–Chapter 11]) shows that the radical of
V (which consists of nilpotent elements) is trivial, and henceV is isomorphic to a
direct sum of matrix algebras Cm1×m1 ⊕ · · · ⊕ Cmp×mp . If one of mj ’s is larger than
1, then V contains a nonzero nilpotent element, a contradiction with Example 5.4
again. If p > 1, thenV contains a real algebra isomorphic to R× R, a contradiction
with Example 5.3. Thus,V is isomorphic to C, as claimed. 
6. Matrix sign function
Let V = Cm×m be the algebra of complex m × m matrices. We consider sin-
gleton sets A0 = {X}, with X ∈ Cm×m, and write An(X) := An, where the An’s
are defined by (1.2). It is easy to see (by using the Jordan form of X), that the
set {X} is CIS-admissible if and only if X has no eigenvalues with zero real part.
For such matrices X, the matrix sign function MSF(X) is defined: MSF(X)y = y
(resp., MSF(X)y = −y) if y is an eigenvector or a generalized eigenvector corre-
sponding to an eigenvalue of X with positive (resp., negative) real part. The matrix
sign function is widely used in numerical linear algebra, in particular, in compu-
tation of invariant subspaces and solutions of Riccati equations, see, for example,
[1,2,9,11,12].
Let X ∈ Cm×m. If X is complex nonreal, we write the minimal polynomial mX(z)
of X in the form
mX(z) = (z − z1)m1 · · · (z − zq)mq ,
where z1, . . . , zq ∈ C are distinct, and where m1, . . . , mq are positive integers. Define
ms(X) = log2(max{m1, . . . , mq}) +
q∑
j=1
δj ,
where δj = 1 if zj is real and different from ±1, δj = 0 if zj = ±1, and δj = 2 if
zj is nonreal, and x stands for the least integer greater than or equal to the real
number x. Note that max{m1, . . . , mq} is simply the maximal size of Jordan blocks
in the Jordan normal form of X. It will convenient to denote
mJ (X) := max{m1, . . . , mq}.
Note also that
ms(X)  2m.
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If X is real, we write mX(z) in the form
mX(z) =
 q∏
j=1
(z − xj )mj
( r∏
k=1
(
z2 − 2λkz + λ2k + µ2k
)pk) , (6.1)
where x1, . . . , xq are distinct real numbers, λ1 + iµ1, . . . , λr + iµr are distinct com-
plex numbers with positive imaginary parts µ1, . . . , µr , and the mj ’s and the pr ’s
are positive integers. (The case when r = 0 or q = 0 is not excluded; then the corre-
sponding product is absent in (6.1).) Define (for real X)
ms(X) = log2(max{m1, . . . , mq, p1, . . . , pr}) + 2r +
q∑
j=1
δj ,
where δj = 1 if xj is different from ±1, and δj = 0 if xj = ±1. Again,
mJ (X) = max{m1, . . . , mq, p1, . . . , pr }
is the maximal size of Jordan blocks in the Jordan normal form of X (when the
Jordan form is taken in the field of complex numbers). Note that
ms(X)  m, X real.
Note also that
ms(MSF(X)) = 0, for every X ∈ Cm×m.
Proposition 6.1. If X ∈ Cm×m has no eigenvalues with zero real part, then
MSF(X) ∈ CIS{X}.
In fact,
MSF(X) ∈ Ams(X)({X}).
The proof of Proposition 6.1 is based on the well-known matrix sign function
iteration: Given X as in Proposition 6.1, let X(0) = X, and if X(j) has been already
defined, let X(j+1) = αj+1X(j) + (1 − αj+1)X−1(j) , for some αj+1, 0  αj+1  1.
Clearly, Proposition 6.1 follows from the next more precise statement:
Theorem 6.2. Let X be as in Proposition 6.1. Then
X(ms(X)) = MSF(X)
for some choices of α1, . . . , αms(X).
Proof. It will suffice to consider the real case only, as the nonreal case is reduced
to the real case by replacing each entry x + iy, x, y ∈ R, in X by the 2 × 2 real
matrix
(
x
−y
y
x
)
. Thus, assume that X is real. The statement of Theorem 6.2 is clearly
invariant under similarity transformation on X, with a real similarity matrix. Thus,
we can assume that X is a block diagonal form
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X = Y1 ⊕ · · · ⊕ Yq ⊕ Yq+1 ⊕ · · · ⊕ Yq+r ,
where Yj has the only eigenvalue xj (j = 1, . . . , q), and Yq+k has the only pair
of nonreal eigenvalues λk ± iµk (k = 1, . . . , r). Applying the matrix sign function
iterations on X sequentially, first with α1 such that α1x1 + (1 − α1)x−11 = ±1, sec-
ond (with an appropriate α2), and so on, the last one with αq such that αqx˜ + (1 −
αq)x˜
−1 = ±1, where x˜ is the eigenvalue of the block obtained from Yq after q − 1
iterations, we transform X into a block diagonal form
X˜ = Z1 ⊕ · · · ⊕ Zq ⊕ Zq+1 ⊕ · · · ⊕ Zq+r ,
where each Zj has eigenvalue 1 or −1, for j = 1, . . . , q. If some xj happens to be
equal to ±1, the corresponding iteration is skipped. Note that
mJ (X˜)  mJ (X).
(This follows easily by examining the real Jordan form of X, see, e.g., [7].) Also,
each Zj , for j = q + 1, . . . , q + r , has either one real eigenvalue, or one pair of
nonreal complex conjugate eigenvalues (this follows from the spectral theorem: if
f (z) is a rational function defined on the set of eigenvalues of a matrix Q, then
f (Q) has eigenvalues f (λ), where λ is any eigenvalue of Q).
We apply again the matrix sign function iterations on X˜ sequentially, for j =
1, . . . , r . If the block Z˜q+k obtained from Zq+k as the result of iterations for j =
1, . . . , k − 1 has one real eigenvalue, we apply one iteration to make this eigenvalue
equal to ±1, as above. If Z˜q+k has a pair of nonreal complex conjugate eigenvalues
λ ± iµ, where λ,µ ∈ R, µ > 0, we apply two iterations: The first iteration is with
α = 1
1 + λ2 + µ2 .
In other words, we replace the current matrix X˜(k−1) with
X˜(k) = αX˜(k−1) + (1 − α)X˜−1(k−1).
Let
Ẑq+k = αZ˜q+k + (1 − α)Z˜−1q+k
be the block of X˜(k) corresponding to Z˜q+k . Since(
Z˜2q+k − 2λZ˜q+k + (λ2 + µ2)I
)p = 0
for some positive integer p, a computation shows that(
Ẑq+k − (2λα)I
)p = 0.
Thus, Ẑq+k has one real eigenvalue. By a second iteration we make this eigenvalue
equal to ±1.
We have reduced thereby the proof to the case when X has eigenvalues ±1.
Assume therefore that X has the only eigenvalue 1 (if X has the only eigenvalue
−1, replace X by −X, and if X has both eigenvalues ±1, reduce by similarity
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transformation X to a block diagonal form
(
X1
0
0
X−1
)
, where X1 (resp., X−1) has
the only eigenvalue 1 (resp., −1), and apply the subsequent procedure to X1 and
X−1 separately). We may assume that X is a Jordan form
X = Jm1 ⊕ · · · ⊕ Jms , m1  · · ·  ms = m,
where Jn is the upper triangular Jordan block with eigenvalue 1 and size n × n. If
m = 1 we are done: MSF(X) = X. Otherwise, we let
X(1) = 12X + 12X−1.
Since X−1 = Tm1 ⊕ · · · ⊕ Tms , where Tn is the n × n upper triangular Toeplitz mat-
rix of the form
Tn =

1 −1 1 . . . (−1)n−1
0 1 −1 . . . (−1)n−2
...
...
.
.
.
.
.
.
...
0 0 0 . . . 1
 ,
it is easy to see that the degree of the minimal polynomial of X(1) is m/2. Induction
on m completes the proof. 
The matrix sign function iterations of X allow us to show an example in which
CIS(A0) /= A2(A0), for some singleton set A0:
Example 6.3. Let V be spanned (as a real vector space) by linearly independent
elements e (the unity) and a, . . . , a4, where a ∈V is such that a5 = 0. Let A0 =
{e + a}. We have
(e + a)−1 = e − a(e + a)−1,
A1({e + a}) =
{
t (e + a) + (1 − t)(e − a(e + a)−1) : 0  t  1}
= {e + a[te − (1 − t)(e + a)−1] : 0  t  1},
and
A1({e + a})−1 =
{
e − a[te − (1 − t)(e + a)−1]
× [e + a(te − (1 − t)(e + a)−1)]−1}
= {e − a((−1 + 2t)e + ta)(e + 2ta + ta2)−1},
where 0  t  1. We prove that e /∈ A2({e + a}). Arguing by contradiction, assume
that
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e =
p∑
j=1
αj
[
e + a(tj e − (1 − tj )(e + a)−1)
]
+
q∑
j=1
βj
[
e − a((−1 + 2sj )e + sj a)(e + 2sj a + sj a2)−1
]
, (6.2)
where
αj > 0, βj > 0,
p∑
j=1
αj +
q∑
j=1
βj = 1, 0  tj  1, 0  sj  1.
It will be convenient to introduce functions fk(s), k = 1, 2, 3, 4, defined by the
equality
((−1 + 2s)e + sa)(e + 2sa + sa2)−1 = (−1 + 2s)e +
4∑
k=1
fk(s)a
k.
A computation shows that
f1(s) = 3s − 4s2, f2(s) = s − 8s2 + 8s3, f3(s) = −5s2 + 20s3 − 16s4,
and
(f1 + f2)(s) = 4s(1 − s)(−2s + 1), (6.3)
(f2 + f3)(s) = s(1 − s)(−16s2 − 12s + 1).
Note also that
e + a(te − (1 − t)(e + a)−1)
= e + (−1 + 2t)a + (1 − t)a2 − (1 − t)a3 + (1 − t)a4.
Then from Eq. (6.2) we obtain, by equating the coefficients of ar in the right and left
hand sides of (6.2), for r = 1, 2, 3, 4:
p∑
j=1
αj (−1 + 2tj ) −
q∑
j=1
βj (−1 + 2sj ) = 0, (6.4)
(−1)k
p∑
j=1
αj (−1 + tj ) −
q∑
j=1
βjfk(sj ) = 0, k = 1, 2, 3 (k = r − 1). (6.5)
(Since a5 = 0, the coefficient f4(s) does not play a role in (6.5).) From (6.4), (6.5),
and (6.3) we obtain
p∑
j=1
αj tj −
q∑
j=1
βj (−4s2j + 5sj − 1) = 0, (6.6)
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q∑
j=1
βj sj (1 − sj )(−2sj + 1) = 0, (6.7)
q∑
j=1
βj sj (1 − sj )(−16s2j − 12sj + 1) = 0. (6.8)
Substituting in (6.4) the expression for ∑pj=1 αj (2tj ) from (6.6), and using
−
p∑
j=1
αj = −1 +
q∑
j=1
βj ,
we obtain
q∑
j=1
βj (−8s2j + 8sj ) = 1.
It will be convenient to denote
γj = βj sj (1 − sj ), j = 1, . . . , q.
Then
q∑
j=1
γj = 18 . (6.9)
Equalities (6.7) and (6.8) take the form
q∑
j=1
γj (−2sj + 1) = 0,
q∑
j=1
γj (−16s2j − 12sj + 1) = 0.
Taking into account (6.9), it follows that
q∑
j=1
γj sj = 116 , −16
 q∑
j=1
γj s
2
j
− 5
8
= 0.
The latter equality is obviously contradictory because the left hand side is negative.
Thus, e /∈ A2({e + a}).
On the other hand, by Proposition 6.1 e ∈ CIS(e + a). Moreover, by Theorem 6.2
we have e = (e + a)(3) for some choice of α1, α2, α3 ∈ [0, 1].
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