In recent years, many methods have been put forward to improve the image matching for different viewpoint images. However, these methods are still not able to achieve stable results, especially when large variation in view occurs. In this paper, an image matching method based on affine transformation of local image areas is proposed. First, local stable regions are extracted from the reference image and the test image, and transformed to circular areas according to the second-order moment. Then, scale invariant features are detected and matched in the transformed regions. Finally, we use epipolar constraint based on the fundamental matrix to eliminate wrong corresponding pairs. The goal of our method is not to increase the invariance of the detector but to improve the final performance of the matching results. The experimental results demonstrate that compared with the traditional detectors the proposed method provides significant improvement in robustness for different viewpoint images matching in the 2D scene and 3D scene. Moreover, the efficiency is greatly improved compared with affine scale invariant feature transform (Affine-SIFT).
Introduction
Image matching is a fundamental issue in computer vision. It has been used in target tracking [1] , image stitching [2] , 3D reconstruction [3] , and so on. Image matching algorithms are mainly divided into three categories: pixel grayscale-based, transform domainbased, and feature-based. The methods based on image pixel-values are sensitive to image intensity changes and geometric deformations. The transform domain-based methods are suitable for the scale change and rotation of images, but they are not robust to the local distortions. The feature-based algorithms can overcome the disadvantages of the previous two kinds of methods by matching local features extracted from images, such as interest points, lines, and areas.
Generally speaking, the framework of featurebased methods consists of three steps: feature detection, feature description, and feature matching. Researchers have presented many practical methods for the three parts. For feature detection, the famous methods include corner detectors like Harris [4] , Harris-Laplace [5] , Harris-Affine [5] , smallest univalue segment assimilating nucleus [6] , blob detectors like difference of Gaussians (DoG) [7] , speeded up robust features [8] , Hessian [9] and region detectors like maximally stable extremal region (MSER) [10] , intensity extrema-based region [11] , and so on. For feature description, owing to the robustness about scale, blur, and rotation of images, scale invariant feature transform (SIFT) [7] and histograms of oriented gradient [12] are more popular than other descriptors. Feature matching is to find the nearest correspondence.
A handful of distances can be used in practice, such as L 1 distance, L 2 distance, and histogram intersection distance [13] . The above three steps determine the performance of image matching together. Although many methods have been proposed and brilliant success has been achieved, there is no feature detector mentioned above that is fully invariant to the change of image view [14, 15, 16] . This issue motivates us to think and study the matching of different viewpoint images. Apparently, the similarity of the same object shown on images will become smaller and smaller with the increasing of viewpoint change. Therefore, we do not attempt to extract invariant features from the different viewpoint images but focus on how to improve the framework of image matching in order to obtain better results.
In this paper, we propose a novel image-matching framework that is robust to the variation of view. First of all, local regions are extracted from the reference image and the test image and fitted into ellipses. Then, according to the ellipse parameters and the second-order moment, all the elliptical regions are transformed to circular areas. In this case, there are only scale change and rotation left between the corresponding regions where perspective transformation used to exist. Thus we use the scale invariant DoG detector and SIFT descriptor to calculate and compare features in the circular fields. Then the random sample consensus (RANSAC) algorithm based on the fundamental matrix is used to eliminate wrong corresponding pairs from the initial matches. The contribution of our approach is to present a new solution for the matching of different viewpoint images, which ensures satisfactory results and high efficiency at the same time.
The remainder of this paper is organized as follows. Section 2 gives a brief introduction to related work. Then, a novel image matching strategy is presented in Section 3. Contrast experiments between the proposed method and other methods are shown in Section 4. Section 5 concludes this paper and gives insight on future work.
Related Work
In order to deal with the matching of different viewpoint images, the traditional methods is to improve the affine invariance of feature detector or descriptor, such as SIFT, Harris-Affine, Hessian-Affine [5] , MSER, and so on. In [7] , a Gaussian weighting function is used to assign a weight to the gradient magnitude of each sample point when computing SIFT descriptor. It gives less emphasis to gradients that are far from the center of the descriptor. As a result, the problem caused by SIFT without affine invariance can be offset partially. In [5] , a set of initial points extracted at their characteristic scales based on the Harris-Laplace detection scheme are input to a Harris-Affine detector, and an iterative algorithm is applied to adjust the location, scale, and local area of every point so as to get an affine invariant point. Through the imitation of Harris-Affine, another affine invariant detector, Hessian-Affine, is proposed. The difference is that it starts from the Hessian rather than the Harris corners. In [10] , the concept of terrain watershed is introduced to extract MSERs. The MSERs are the parts of the image where local binarization is stable over a large range of thresholds. The definition of MSER stability based on relative area change is invariant to affine transformations.
In recent years, another feasible solution to cope with the change of view in image matching is simulating the original image to every possible view, extracting features and matching respectively. In [14, 15] , Morel and Yu have proposed a fully affine invariant framework, Affine-SIFT (ASIFT), for different viewpoint images matching. ASIFT simulates the reference image and the test image to cover the whole affine space. Then, SIFT is used to extract and compare features from these simulations. After feature matching, the correspondent pairs are converted to the original images. ASIFT can find matches from the images even if they are much different in view. However, the important drawback of ASIFT is the computational complexity. In [16] , in order to balance the matching results and time efficiency, another matching framework, iterative SIFT (ISIFT), for different viewpoint images is proposed. Through the iterative algorithm, the geometric transformation between the image pair is estimated. According to the estimated model, the test image (or the reference image) is simulated. Then the reference image (or the test image) is matched with the simulated image. And the matching results are converted to the original images.
Proposed View Invariant Image Matching Method

A. Analysis of Transformation between Different Viewpoint Images
The transformation between a 3D space point and the corresponding appearance on the image can be described by the Holes perspective projectionimaging model. The relationship between the pixel coordinates and world coordinates can be expressed as
where s is the depth coordinate in projection direction of the camera coordinate system, the matrix M 1 denotes the internal parameters of the camera including focal length, resolution, and the image plane offset, and the matrix M 2 denotes the translation and rotation between the camera coordinate system and the world coordinate system called extrinsic parameters.
As Eq. (1) shows, the pixel coordinates of one point in the world coordinate system can be determined by the camera intrinsic parameters and extrinsic parameters. When a point in 3D space is viewed from different angles, the relationship between the pixels coordinates of the point in the images can be obtained by the camera imaging model as shown in Eq. (2):
The camera intrinsic parameters and extrinsic parameters are equal for every point, which can be seen as constant. But the coefficients a ij and b i in Eq. (2) are still related to the depth coordinates s 1 and s 2 . Obviously, when the ratio s 1 ∕s 2 of the two corresponding pixels in the image pair is constant, the coefficients in Eq. (2) are constant. Then the geometric relationship between all pixels in the image pair can be expressed by an affine transform. In practice, if the fields of view of the cameras are small or the depth variation in local object is little, the projection transformation of the corresponding regions can be approximated by an affine transform because s 1 ∕s 2 is proximate to constant.
According to the analysis above, the geometric transformation between the corresponding local regions shown in Fig. 1 can be approximated by an affine transform that is expressed by matrix A [14] :
where H λ denotes the scale change, R 1 ψ denotes the rotation, and TθR 2 ϕ denotes the variation of view.
In Fig. 1 , the two local elliptical regions are transformed to circular areas, respectively, and matrix B is used to describe the transformation between them. According to [17] ,
where μ 0 L and μ 0 R denote the second-order moments of the two circular areas. For the circular fields,
It can be deduced from Eqs. (4) and (5) that
Therefore, there are only scale change and rotation between the two areas, which could be mathematically expressed by
B. Two Steps of the Proposed Method
Region Extraction and Transformation
In order to obtain the circular areas, local regions need to be extracted from the images at first. At present, many methods can be used to get local regions, such as image segmentation and region feature detection. In this paper, we choose the latter because image segmentation is still an unsolved problem and the segmentation accuracy cannot be guaranteed. In consideration of the fact that MSER has the advantages of high efficiency and high feature repeatability rate on the viewpoint change condition [18] , it is selected to detect local regions.
In the original MSER algorithm, although the extracted MSERs come in many different sizes, they are all detected at a single image resolution. When a scene is blurred or viewed from increasing distances, many details in the image disappear and different region boundaries are formed. The detected MSERs will be different. In order to improve the scale invariance of MSER, we use the multiresolution strategy to detect MSERs from different resolutions instead of detecting MSERs only in the original input image [19] . First, a scale pyramid is constructed by blurring and subsampling with a Gaussian kernel. Then, MSERs are detected separately at each resolution image according the method proposed in [10] . Finally, duplicate MSERs are removed by eliminating fine scale MSERs with similar locations and sizes as MSERs detected at the next coarser scale. The criteria we used to eliminate MSERs is that the distance between the centroids should be smaller than four pixels in the finer grid and the two areas S 1 and S 2 should be absS 1 − S 2 ∕ maxS 1 ; S 2 < 0.2. Besides, the minor axis of the elliptical area should be larger than 5 except on the finest scale.
The detected elliptical multiresolution MSERs are transformed to circular areas according to the values of macro axis, minor axis, and the second-order moment by the method as follows:
Assuming the macro axis is l and the minor axis is w, we set the radius of the transformed circular area as r l · w p . Matrix H is used to express the geometric transformation between the elliptical region and the circular area, so H satisfy the formula
where X is a point on the ellipse and X g is the center of the ellipse. Since X is on the ellipse, thus
where μ μ 20 ; μ 11 ; μ 11 ; μ 02 is the second-order moment of the elliptical region. Calculate the Eqs. (8) and (9): Then, the elliptical region can be mapped in a circular area with the center X g and the radius r by the transformation matrix H.
Feature Extraction and Image Matching
Because the number of MSERs is small and the localization accuracy of fitted ellipse area is low relatively, we define the circular MSERs as rough features. More point features with higher localization accuracy defined as fine features are detected in the rough features. Because only scale change and rotation exist between the corresponding rough features, we use the scale invariant DoG detector to extract fine features and choose the SIFT feature descriptor to describe and obtain the initial matching results.
There are some incorrect correspondences inevitably in the initial results. The traditional method is to estimate the homography between the two images by using RANSAC algorithm. Those initial matches do not conform the estimated model will be eliminated as false matches. However, the analysis in Section 3.A shows that generally the geometric transformation between all pixels of the two images cannot be approximated by an affine transform. In this condition, if the homography is used to find wrong matches, many correct matches will be eliminated at the same time. In this paper, in order to overcome this problem, epipolar constraint based on the fundamental matrix is used to eliminate wrong corresponding pairs with RANSAC.
Concerning two images projected from a scene, the point p in the reference image and the point q in the test image are a pair of correspondence related with p T Fq 0, where F is a 3 × 3 fundamental matrix and p and q are represented with homogeneous coordinate. The Eq. (11) is used to calculate the correspondences set and transformation at each iteration [20] ,
where d denotes the distance from the point to the epipolar line, ε denotes distance threshold, F is the fundamental matrix at the current iteration, and S is the correspondences set related to F. The procedure of fundamental matrix computation and mismatched points elimination by applying RANSAC is as follows:
Step 1: Select seven correspondences from the initial matches randomly to construct a sample set;
Step 2: Compute the fundamental matrix F with current sample set;
Step 3: Test all the initial matches and save the correspondences that satisfy the Eq. (11) into a set S;
Step 4: If correspondences in current set S are more than the previous one, the current matrix F and correspondences set S are preserved and discard the previous matrix F and set S;
Step 5: After the iterative calculation, the final matrix F is the fundamental matrix between the two images, and the final correspondences set S contains the correct matches.
In the proposed matching method, region extraction and transformation is a crucial step. We provide an experiment below to demonstrate that more correct matches can be obtained by mapping an elliptical feature area into a circular area. The test images are shown in Fig. 2 .
In the two images, the ellipses are two MSERs. The numbers of detected features, repeated features, and correct matches of the method matching in the elliptical areas and the method matching in the circular areas are shown in Table 1 .
From the result in Table 1 , we can see that more features have been extracted in the elliptical areas. However, the number of repeated features in the elliptical areas is about half of that in the circular areas. As a result, many more correct matches have been found between the circular areas. It demonstrates that mapping an elliptical feature area into a circular area can help matching feature better.
C. Relationship of the Proposed Method, ASIFT and ISIFT
Among the matching methods for different viewpoint images, ASIFT, ISIFT, and the proposed method all focus on the improvement of the matching framework, as shown in Fig. 3 . We will analyze the relationship of them as follows.
ASIFT is a fully affine invariant matching framework because the simulations cover the whole affine space and parts of the simulations of the reference image, and the test image should have similar poses in the affine space. The number of the final matches increases with the number of the simulations. ASIFT indeed increases the invariability of the image matching method. However, the transformation between the two images is not considered and exhaustive matching strategy is used in ASIFT. To achieve view invariant, the algorithm efficiency is reduced at the cost. Therefore, it is limited in many applications.
ISIFT is an iterative method. A set of correspondences is obtained at the first iteration, and the geometric transformation between the reference image and the test image is estimated using the initial correspondences. Then, one image of the pair is simulated according to the transformation. SIFT method is used to match the simulated image and another image. ISIFT also constructs simulation to improve the matching results. But generally it simulates the reference image (or the test image) once, and the only one simulation and another image are matched. Compared with the many simulations and exhaustive matching strategy of ASIFT, ISIFT improves the time efficiency greatly. Unfortunately, the drawback of ISIFT is that it does not increase the invariability of the original SIFT method. The final performance depends on the initial matching results. If the transformation between the two images can be approximated by an affine transform and there are more than three correct correspondences in the initial matches, the homography can be calculated and satisfactory results can be obtained with ISIFT. Otherwise, ISIFT fails.
Like the two methods mentioned above, our approach also adopts the idea of simulating to improve the matching performance for different viewpoint images. However, it is different from ASIFT, which simulates every pose in the affine space without the consideration of the transformation between the original images. In our method, each local region is related to one circular simulation. In this way, most superfluous simulations input to feature detection are eliminated. Therefore, the time efficiency of the method is improved greatly. It is also different from ISIFT, which simulates the whole image with the same affine transform. In the proposed method, each local region is simulated with different transformation. Whether the two whole images conform the same transformation or not, the transformations between pixels in the corresponding local regions can be approximated by the same transform. Benefiting from our new solution, the proposed method works well when ISIFT fails since the homography of the two images cannot be obtained.
Experimental Results and Analysis
A. Database
In our experiments, in order to evaluate the performance of the proposed image matching framework, first we compare it with the traditional approaches using the detectors SIFT, Harris-Affine, HessianAffine, and MSER combined with the most popular SIFT descriptor based on four datasets provided by Mikolajczyk 
B. Matching Results
In this paper, we mark the proposed framework based on multi-resolution MSERs as MM-SIFT (MM-SIFT denote multi-resolution MSERs and SIFT). Parameters in the extraction of multiresolution MSERs are set as follows: the scale pyramid is constructed by blurring and subsampling with a six-tap Gaussian kernel with σ 1.0 pixels; the maximum relative area is 0.01; the minimum size of output region is 50 at the first level pyramid image and it decreased at other coarser scales with the image sub-sampling; and the minimum margin is 20.
Comparison between Proposed and Traditional Methods
We compare the proposed MM-SIFT with traditional methods using the detectors SIFT, Harris-Affine, Hessian-Affine, and MSER combined with SIFT descriptor on the four image groups to evaluate our method for 2D scene and 3D scene. Figure 5 summarizes the performance of each algorithm in terms of number of correct matches. In order to facilitate display, in Fig. 5(b) only the results of images with viewpoint change beyond 30 deg are presented. For the four datasets, the results of the proposed MM-SIFT between the reference image and the test image with largest view angle are illustrated in Fig. 6 .
Experimental results in Fig. 5(a) show that in image group graf the proposed method is very robust to viewpoint change and the correct matches are more than that of the traditional detectors SIFT, HarrisAffine, Hessian-Affine, and MSER combined with SIFT descriptor at every view pose. When the view variation is not larger than 40 deg, a small number of correct matches can be obtained by the traditional methods. With the increase of view angle, the traditional methods can obtain fewer correct matches, and they fail when the viewpoint change is substantial. However, the proposed novel method, by simulating local image regions to cope with the variation of image view, performs well. Moreover, it is still able to get a certain number of correct matches when large variation of view occurs. Although the MSER correspondences are always fewer and show a noticeable decline over 40 deg, a large number of correct matches are obtained by the proposed method benefitting from that we detect fine features in all MSERs, not in the matched MSERs. Similar conclusions are indicated in other three groups of experiments on magazine, Adam and wash. In addition, the conclusion can be drawn that whether the image is 2D scene or 3D scene, the proposed method can achieve satisfactory matching results.
Comparison between the Proposed Method, ASIFT and ISIFT
Different from the traditional methods, ASIFT, ISIFT, and the proposed method focus on the improvement of the matching framework. In this section, we compare our method with ASIFT and ISIFT based on the four datasets shown in Fig. 4 . For the three approaches, the number of image pairs m on which the method still works and the average number of matches n over these m pairs are shown in Table 2 for each dataset. Table 2 shows that the number of image pairs m in our method and ASIFT can achieve its maximum for each test. It means the proposed method and ASIFT are very robust to the variation of image view. Compared with the two methods, ISIFT is sensitive to the viewpoint change. The reason is that the number of correct matches of the basic SIFT algorithm of ISIFT is getting less and the difference of the transformations between pixels is getting larger, with the increase of view angle. The iteration algorithm of ISIFT will stop when the correct matches decrease to fewer than three, or the difference of the transformations between the reference and the test images is too large to be approximated by an affine transformation. However, profiting from the framework of local region simulation, the proposed method is still able to get a certain number of correct matches when ISIFT fails.
ASIFT obtains more matches for each test. However, these matches are calculated from much more extracted features. Indeed, ASIFT increases the number of correct matches, but they need to extract much more features from images, which cost much time in computation. Detailed analysis for the complexity of ASIFT and the proposed method is as follows:
ASIFT. In [14] a two-resolution procedure is used to accelerate ASIFT, which contains the low-resolution ASIFT and the high-resolution ASIFT. First, the complexity of the low-resolution ASIFT is proportional to the input image area. So estimating the complexity of the low-resolution ASIFT boils down to calculate the image area simulated by the lowresolution ASIFT. According to the simulating rule and parameters of ASIFT, the image area input to low-resolution ASIFT is
times as large as that of the original images. Thus the complexity of the low-resolution ASIFT feature computation is 1.5 times as much as that of a single SIFT routine. Low-resolution ASIFT simulates 1.5 times the area of the original images and generates in consequence about 1.5 times more features on both the reference and the test images. Therefore, the complexity of the low-resolution ASIFT feature comparison is 1.5 2 2.25 times as much as that of SIFT. The complexity of the high-resolution ASIFT depends on the number M of the identified good affine transforms and the values of tilt t in the M affine transforms. In [14] , M is set as 5. If we do not consider the impact of t, the complexity of the high-resolution ASIFT feature computation and comparison are about 5 and 25 times as much as that of SIFT, respectively. Therefore, the overall complexity of ASIFT is about 6.5 × SIFT feature-computation 27.25 × SIFT feature-comparison ;
where SIFT feature-computation is the complexity of SIFT feature computation, and SIFT feature-comparison is the complexity of SIFT feature comparison.
Proposed method. The procedure of the proposed method mainly includes MSER extraction, SIFT feature detection, and SIFT feature matching. In MSER extraction, since the sort can be implemented as BINSORT and the list of connected components and their areas is maintained using the efficient unionfind algorithm, the complexity of MSER extraction is almost linear [10] . MSER extraction is very fast in practice. Thus estimating the complexity of our method can be approximated by estimating the complexity of SIFT feature detection and matching.
Assuming single-resolution MSERs is used with the ellipse-scale 1, the maximum image area input to SIFT feature detection is about as large as the original image. Thus the complexity of the proposed method is about SIFT feature-computation SIFT feature-comparison ;
where SIFT feature-computation is the complexity of SIFT feature computation and SIFT feature-comparison is the complexity of SIFT feature comparison. When multiresolution MSERs is used and the ellipse-scale is increased, the complexity of our method will increase. But even so, it is foreseeable that the complexity of our method is still far below ASIFT.
The average run times of ASIFT and MM-SIFT for the four experimental datasets in Fig. 4 are shown in Table 3 . It indicates our method is more efficient than ASIFT. The computation times mentioned in this table have all been measured on an Intel Core 2 2.1 GHz Windows XP PC. Even though the timings are for not heavily optimized code and may change depending on the implementation as well as on the image content, we believe the table gives a reasonable indication of typical computation times.
From the analysis above, it can be seen that there is a balance between the number of correct matches and the computational efficiency in the proposed MM-SIFT method. The proposed MM-SIFT method extracts fewer correct matches than the ASIFT method. However, it is as robust as ASIFT with the increase of viewpoint angle. It can still obtain sufficient correct matches to satisfy the requirement of many applications such as registration, stitching and so on.
Objectively, if time efficiency is not important in application, both the ASIFT and MM-SIFT can be selected. However, if time efficiency and robustness are both non-negligible factors in application, the proposed MM-SIFT method is the better choice.
Conclusions and Future Work
In this paper, a novel matching framework for different view angle images is proposed based on the analysis of the geometric transformation between the reference image and the test image. The multiresolution MSERs are extracted from the input images and transformed to circular areas according to the second-order moment. Then DoG detector and SIFT descriptor are combined to compute and compare features in the transformed regions. After initial matching, epipolar constraint is used to reject the incorrect matches from the initial correspondences based on the fundamental matrix. The experimental results demonstrate that the proposed method is very robust for the variation of image view in 2D scene and 3D scene. Although ASIFT is able to obtain more correct matches, many simulations and exhaustive matching strategy lead to the computing time increase greatly. Compared with that, the proposed framework simulates local areas to balance the computation efficiency and the matching result. It can obtain satisfactory matching results and ensure high time efficiency at the same time. We have to point out that the number of regions extracted by MSER detector strongly depends on the image content and the proposed method works best for structured images that can be segmented well. A possible future work is to improve the matching performance for the textured scene for large viewpoint angle. 
