Abstract. In this paper, we present a set of classification models by using multiple criteria linear programming (MCLP) to discover the various behaviors of credit cardholders. In credit card portfolio management, predicting the cardholder's spending behavior is a key to reduce the risk of bankruptcy. Given a set of predicting variables (attributes) that describes all possible aspects of credit cardholders, we first present a set of general classification models that can theoretically handle any size of multiple-group cardholders' behavior problems. Then, we implement the algorithm of the classification models by using SAS and Linux platforms. Finally, we test the models on a special case where the cardholders' behaviors are predefined as five classes: (i) bankrupt charge-off; (ii) non-bankrupt charge-off; (iii) delinquent; (iv) current and (v) outstanding on a real-life credit card data warehouse. As a part of the performance analysis, a data testing comparison between the MCLP and induction decision tree approaches is demonstrated. These findings suggest that the MCLP-data mining techniques have a great potential in discovering knowledge patterns from a large-scale real-life database or data warehouse.
Introduction
The history of credit card can be traced back to 1951 when the Diners' Club issued the first credit card in the US to 200 customers who could use it at 27 restaurants in New York [1] . At the end of fiscal 1999, there are 1.3 billion payment cards in circulation and Americans made $1.1 trillion credit purchases [2] . These statistics show that credit card business becomes a major power to stimulate the US economy growth in the last fifty years. However, the increasing credit card delinquencies and personal bankruptcy rates are causing plenty of headaches for banks and other credit issuers. The increase in personal bankruptcy rates was substantial. From 1980 to 2000, the number of individual bankruptcy filings in the US increased approximately 500% [3] . How to predict bankruptcy in advance and avoid huge charge-off losses becomes a critical issue of credit card issuers. Since a credit card database can contain hundreds and thousands of credit transactions, it is impossible to discover or predict the cardholders' behaviors without using mathematical tools. In fact, the practitioners have tried a number of quantitative techniques to conduct the credit card portfolio management. Some examples of known approaches are ( [6, 7] and (5) Dual-model Score [8] . A basic characteristic of these models is that they first consider the behaviors of the cardholders as two predefined classes: bankrupt accounts and non-bankrupt accounts according to their historical records. Then they use either statistical methods or neural networks to compute the Kolmogorov-Smirnov (KS) value that measures the largest separation of these two cumulative distributions of bankrupt accounts and non-bankrupt accounts in a training set [9] . The resulting KS values from the learning process are applied to the real-life credit data warehouse to predict the percentage of bankrupt accounts in the future. Thus, these methods can be generally regarded as two-group classification models in credit card portfolio management.
In order to discover more knowledge for advanced credit card portfolio management, multi-group (group number is larger than two) data mining methods are needed. Comparing with two-group classification, the multi-group classifier enlarges the difference between bankrupt accounts and non-bankrupt accounts. This enlargement increases not only the accuracy of separation, but also provides more useful information for credit card issuers or banks. From theoretical point of view, a general model of multi-group classifier is easy to construct. From practical point of view, the best control parameters (such as class boundaries) have to be identified through a learning process on a training data set. Therefore, finding the practical technology with certain size of multi-group classifier is not trivial task. Peng et al [10] and Shi et al [7] have explored a three-group classifier considering the number of months where the account has been overlimit. This model produces the prediction distribution for each behavior class and inner relationship between these classes so that credit card issuers can establish their credit limit policies for various cardholders.
The purpose of this paper is to build a set of data mining models to classify credit cardholders' behavior. Then these models are tested on the real-life data for five groups of credit cardholders who are predefined as: Bankrupt charge-off accounts, Non-bankrupt charge-off accounts, Delinquent accounts, Current accounts and Outstanding accounts. Bankrupt charge-off accounts are accounts that have been written off by credit card issuers because of cardholders' bankrupt claims. Nonbankrupt charge-off accounts are accounts that have been written off by credit card issuers due to reasons other than bankrupt claims. The charge-off policy may vary among authorized institutions.
Models of Multiple Criteria Linear Programming Classification
A general problem of data classification by using multiple criteria linear programming can be described as [11] : Given a set of r variables or attributes in database a = (a 1 , …, a r ), let A i = (A 1 i , …, A ir ) ∈ R r be the sample observations of data for the variables, where i = 1, . . ., n and n is the sample size. If a given problem can be predefined as s different classes, G 1 , …, G s , then the boundary between the jth and j+1th classes can be b j , j = 1, . . ., s-1. We want to determine the coefficients for an appropriate subset of the variables, denoted by X = (x 1 , . . ., x r ) T ∈ R r and scalars b j such that the separation of these classes can be described as follows:
. ., s, means that the data case A i belongs to the class G j . The quality of classification is measured by minimizing the total overlapping of data and maximizing the distances of every data to its class boundary simultaneously. Let α j i be the overlapping degree with respect of data case A i within G j and G j+1 , and β j i be the distance from A i within G j and G j+1 to its adjusted boundaries. A multiple criteria linear programming (MCLP) classification model can be defined as:
where A i are given; X and b j are unrestricted; and α
Note that the constraints b 1
ensure the existence of the boundaries. If minimizing the total overlapping of data, maximizing the distances of every data to its class boundary, or a given combination of both criteria is considered separately, model (M1) is reduced to linear programming (LP) classification (known as linear discriminant analysis), which is initiated by Freed and Glover [12] . However, the single criterion LP could not determine the "best tradeoff" of two misclassification measurements. Therefore, the model (M1) is potentially better than LP classification in identifying the best tradeoff of the misclassifications for data separation. To facilitate the computation on the real-life data, a compromise solution approach [13, 14, 15] is employed to reform model (M1) for the "best tradeoff"
, and the "ideal values" of 
Similarly, we can derive:
Incorporating the above results into model (M1), it is reformulated as:
. ., s-1;
A i X ≤ b 1 +α 1 i , A i ∈ G 1 ; b 1 − k -α 1 − k i ≤ A i X ≤ b k +α k i , A i ∈ G k , k = 2, .
where A i , α j * , and β j * are given; X and b j are unrestricted; and α
We can call model (M1) or (M2) is a "weak separation formula" since it considers as many overlapping data as possible. We can build a "medium separation formula" on the absolute class boundaries in (M3) and a "strong separation formula" which contains as few overlapping data as possible in (M4).
where A i , ε , α j * , and β j * are given; X and b j are unrestricted; and α
A loosing relationship of models (M2), (M3), and (M4) is given as:
Theorem 2. If a data case A i is classified in a given class G j by model (M4), then it may be in G j by using models (M3) and (M2). If a data case A i is classified in a given class G j by model (M3), then it may be in G j by using models (M2).
Example 1.
As an illustration, we use a small training data set adapted from [16, 17] in Table 1 (Column 1-6) to show how the two-class model works. Suppose whether or not a customer buys computer relates to the attribute set {Age, Income, Student and Credit_rating}. We first define the variables Age, Income, Student and Credit_rating by numeric numbers as follows: For Age: "≤30" assigned to be "3"; "31…40" to be "2"; and ">40" to be "1". For Income: "high" assigned to be "3"; "medium" to be "2"; and "low" to be "1". For Student: "yes" assigned to be "2" and "no" to be "1". For Credit_rating: "excellent" assigned to be "2" and "fair" to be "1". G1 = {yes to buys_computer} and G2 = {no to buys_computer} Then, let j = 1, 2 and i = 1, . . ., 14, model (M2) for this problem to classify the customer's status for {buys_computer} is formulated by 
Before solving the above problem for data classification, we have to choose the values for the control parameters α*, β* and b. Suppose we use α* = 0.1, β* = 30000 and b = 1. Then, the optimal solution of this linear program for the classifier is obtained as Column 7 of Table 1 , where only cases A 8 and A 12 are misclassified. In other words, cases {A 1 , A 2, A 3, A 4 , A 5 , A 6 , A 7 , A 9 } are correctly classified in G1, while cases {A 10 , A 11 , A 13, A 14 }are found in G2. Similarly, when we apply models (M3) and (M4) with ε = 0, one of learning processes provides the same results where cases {A 1 , A 2, A 3, A 5 , A 8 } are correctly classified in G1, while cases {A 10 , A 11, A 12, A 14 } are correctly found in G2. Then, we see that cases {A 1 , A 2, A 3, A 5 } classified in G1 by model (M4) are also in G1 by models (M3) and (M2), and cases {A 10 , A 11, A 14 } classified in G2 by model (M4) are in G2 by model (M3) and (M2). This is consistent to Theorem 2. 
Algorithm Implementation and Software Development
A general algorithm to execute the MCLP classification method can be outlined as:
Step 1 Build a data mart for task data mining project.
Step 2 Generate a set of relevant attributes or dimensions from a data mart, transform the scales of the data mart into the same numerical measurement and determine predefined classes, classification threshold, training set and verifying set.
Step 3 Use the MCLP model to learn and compute the best overall score (X*) of the relevant attributes or dimensions over all observations.
Step 4 Discover the interested patterns that can best match the original classes under the threshold by choosing the proper control parameters (α*, β* and b). If the patterns are found, go to Step 5. Otherwise, go back to Step 3.
Step 5 Apply the final learned score (X**) to predict the unknown data cases.
Two versions of actual software have been developed for the MCLP classification method. The first version is based on the well-known commercial SAS platform. In this software, we have applied SAS codes to execute Algorithm 1 in which the MCLP models (M2)-(M4) utilize SAS linear programming procedure. The second version of the software is written by C++ language running on Linux platform. The reason for developing Linux version of the MCLP classification software is that the majority of database vendors, such as IBM are aggressively moving to Linux-based system development. Our Linux version goes along with the trend of information technology. Because many large companies currently use SAS system for data analysis, our SAS version is also useful to conduct data mining analysis under SAS environment.
Experimental Results from a Real-Life Database
Given a set of attributes, such as monthly payment, balance, purchase, and cash advance and the criteria about "bankruptcy", the purpose of data mining in credit card portfolio management is to find the better classifier through a training set and use the classifier to predict all other customer's spending behaviors [18] . The frequently used data-mining model in the business is still two-class separation technique. The key of two-class separation is to separate the "bankruptcy" accounts from the "current" accounts and identify as many bankruptcy accounts as possible. This is also known as the method of "making black list." The examples of popular methods are Behavior Score, Credit Bureau Score, FDC Bankruptcy Score, and Set Enumeration Decision Tree Score [6] . These methods were developed by either statistics or decision tree. Using a terabyte real credit database of the major US Bank, the SAS version of two-class MCLP model (as in Example) has demonstrated a better predication power (e.g., higher KS values) than these popular business methods [6] .
Testing on Five-Class MCLP Models
We demonstrate the experimental results of 5-class MCLP model in Linux version on a real-life credit data warehouse from a major US bank. Since this database contains 64 attributes with a lot of overlapping, we employed the weak separation model (M2). In the five-class MCLP model, we defined five classes as Bankrupt charge-off accounts (the number of over-limits ≥ 13), Non-bankrupt charge-off accounts (7 ≤ the number of over-limits ≤ 12), Delinquent accounts (3 ≤ the number of over-limits ≤ 6), Current accounts (1 ≤ the number of over-limits ≤ 2), and Outstanding accounts (no over limit). We selected 200 samples with 40 accounts in each class as the training set. The same 5,000 samples with 53 in G1; 165 in G2; 379 in G3, 482 in G4 and 3921 in G5 were used as the verifying set. We found, in the training process, that G1 has been correctly identified 47.5% (19/40), G2 55% (22/40), G3 47.5% (19/40), G4 42.5% (17/40), and KS values 42.5 for G1 vs. G2, G2 vs. G3 and G3 vs. G4, but 67.5 for G4 vs. G5 in Figure 1 . When we used this as the better classifier, we predicted the verifying set as G1 for 50.9% (27/53), G2 for 49.7% (82/165), G3 for 40% (150/379), G4 for 31.1% (150/482) and G5 for 54.6% (2139/3921). The predicted KS values are 36.08 for G1 vs. G2, 23.3 for G2 vs. G3, 27.82 for G3 vs. G4, and 42.17 for G4 vs. G5 in Figure 2 . This indicates that the separation between G4 and G5 is better than other situations. In other words, the classifier is favorable to G4 vs. G5. We note that many real-life applications do not require more than five classes separations. This claim is partially supported by psychological studies. According to [19] , Human attention span is "seven plus or minus two". Therefore, for the practical purpose of classification in data mining, classifying five interesting classes in a terabyte database can be very meaningful. 
Comparison of MCLP Method and Decision Tree Method
A commercial Decision Tree software C5.0 (the newly updated version of C4.5) was used to test the classification accuracy of the multiple classes (from two to five) against MCLP methods [17, 20] . Given a terabyte credit card database of the major US Bank, the number samples for the training sets were 600 for two-class problem, 300 for three-class problem, 160 for four-class problem, and 200 for five-class problem. The verifying sets were used the same 5,000 credit card records as in Section 4.1. Table 2 summarizes these comparisons of two methods. As we see, generally the decision tree method does a better job than the MCLP method on training sets when the sample size is small. When applying the classifier from the training process on the larger verifying sets, the MCLP method outperforms the decision tree method. Two issues may cause this evidence. One is that the MCLP method as a linear model may miss some nonlinear nature of data, while the decision tree is nonlinear model. This could be the reason why the latter is better than the former in the training process. However, the robustness and stability of the MCLP is better than the decision tree when the classifier is applied to predict the classification of the verifying sets. This may be due to the fact that the MCLP method employs optimization to find the optimal factors from all feasible factors for the scores while the decision tree method just selects the better tree from a limited built trees, which is not a best tree. In addition, when the decision tree gets big (i.e., the size of the verifying sets increase), the pruning procedure may further eliminate some better branches. solution that may lead to a better data separation. Other well-known methods, such as neural networks, rough set, and fuzzy set should be considered into part of the extensive comparison study against the MCLP method so that the MCLP method can be known in the data mining community for both researchers and practitioners. We will report any significant results from these ongoing projects in the near future.
