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Abstract. There has been much interest on constructing models which are not
isomorphic of cardinality λ but are equivalent under the Ehrenfeucht–Fraisse´ game
of length α even for every α < λ. So under G.C.H. we know much. We deal here
with constructions of such pairs of models proven in ZFC and get the existence under
mild conditions.
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2 SAHARON SHELAH
§0 Introduction
There has been much work on constructing pairs of EFα,µ-equivalent non-isomorphic
models of the same cardinality.
In Summer of 2003, Vaanenen has asked me whether we can provably in ZFC con-
struct a pair of non-isomorphic models of cardinality ℵ1 which are EFα-equivalent
even for α like ω2. We try here to shed light on the problem for general cardinals.
We construct such models for λ = cf(λ) = λℵ0 for every α < λ simultaneously.
In subsequent works we shall investigate also for singular λ = λℵ0 and weaken the
assumption “λ = λℵ0” (e.g., λ = cf(λ) > iω) and we generalize the results for
trees with no λ-branches.
0.1 Definition. 1) We say that M1,M2 are EFα-equivalent if M1,M2 are models
(with same vocabulary) such that the isomorphic player has a winning strategy in
the game aα1 (M1,M2) defined below.
1A) Replacing α by < α means: for every β < α; similarly below.
2) We say that M1,M2 are EFα,<µ-equivalent when M2,M2 are models with the
same vocabulary such that the isomorphism player has a winning strategy in the
game aαµ(M1,M2) defined below.
3) For M1,M2, α, µ as above and partial isomorphism f from M1 into M2 we define
the game aαµ(f,M1,M2) between the players ISO and AIS as follows:
(a) the play lasts α moves
(b) after β moves a partial isomorphism fβ fromM1 intoM2 is chosen increasing
continuous with β
(c) in the β + 1-th move, the player AIS chooses Aβ,1 ⊆ M1, Aβ,2 ⊆ M2 such
that |Aβ,1|+ |Aβ,2| < 1+µ and then the player ISO chooses fβ+1 ⊇ fβ such
that
Aβ,1 ⊆ Dom(fβ+1) and Aβ,2 ⊆ Rang(fβ+1)
(d) if β = 0, ISO chooses f0 = f ; if β is a limit ordinal ISO chooses fβ = ∪{fγ :
γ < β}.
The ISO player loses if he had no legal move.
4) If f = ∅ we may write aαµ(M1,M2). If µ is 1 we may omit it. We may write ≤ µ
instead of µ+.
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§1 The case of Regular λ = λℵ0
1.1 Definition. 1) We say that x is a λ-parameter if x consists of
(a) a cardinal λ and ordinal α∗ ≤ λ
(b) a set I, and a set S ⊆ I × I (where we shall have compatibility demand)
(c) a function u : I → P(λ); we let us = u(s)
(d) a set J and function s : J → I, we let st = s(t) and for s ∈ I we let
Js = {t ∈ J : st = s}
(e) a set T ⊆ J × J such that (t1, t2) ∈ T ⇒ (st1 , st1) ∈ S
1A) We say x is a full λ-parameter if in addition it consists of:
(f) a function g with domain J such that gt = g(t) is a function from us(t) to
αt < α
∗
(g) a function h with domain J such that ht = h(t) is a non-decreasing function
from u
s(t) to λ
such that
(h) if t1, t2 ∈ J and st1 = s = st2 , gt1 = g = gt2 and ht1 = h = ht2 then t1 = t2
hence we write tℓ = ts,g,h = t(s, g, h).
2) We may write α∗ = α∗
x
, λ = λx, I = Ix, t(s, g, h) = t
x(s, g, h), etc. Many times we
omit x when clear from the context.
1.2 Definition. Let x be a λ-parameter.
1) Let Gxs be the group
1 generated freely by {xt : t ∈ Js}.
2) For (s1, s2) ∈ Sx let Gs1,s2 = G
x
s1,s2
be the subgroup of Gxs1 ×G
x
s2
generated by
{(xt1 , xt2) : (t1, t2) ∈ Tx}
3) We say x is (λ, θ)-parameter if s ∈ Ix ⇒ |us| < θ.
1.3 Remark. 1) We may use S a set of n-tuples from I (or (< ω)-tuples) then we
have to change Definitions 1.2, 1.4 accordingly.
1we also could use abelian groups satisfying ∀x(x + x = 0), in this case Gs is the family of
finite subsets of Js with the symmetric difference operation
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1.4 Definition. For a λ-parameter x we define a modelMx as follows (where below
I = Ix, etc.).
(A) its vocabulary τ consist of
(α) Ps, a unary predicate, for s ∈ Ix
(β) Qs1,s2 a binary predicate for (s1, s2) ∈ S
x
(γ) Fs,a a unary function for s ∈ Ix, a ∈ Gxs
(B) the universe of M is {(s, x) : s ∈ Ix, x ∈ Gxs}
(C) for s ∈ Ix let P
M
s = {(s, x) : x ∈ G
x
s}
(D) QMs1,s2 = {(s1, x1), (s2, x2)) : (x1, x2) ∈ G
x
s1,s2
} for (s1, s2) ∈ Sx
(E) if s ∈ Ix and a ∈ Gxs then F
M
s,a is the unary function from P
M
s to P
M
s defined
by FMs,a(y) = ay, multiplication in G
x
s (for y ∈M\P
M
s we can let F
M
s,a(y) be
y or undefined).
1.5 Definition. 1) For x a λ-parameter and for I ′ ⊆ Ix let M
x
I′ = Mx ↾ ∪{P
Mx :
s ∈ I ′} and let Iγ = I
x
γ = {s ∈ Ix : us < γ}.
2) Assume x is a full λ-parameter and β < λ; we let α < α∗
x
and let G xα,β be the set
of g : β → α which are non-decreasing; then for g ∈ G xα,β
(a) we define h = hg : β → λ as follows: h(γ) = Min{β
′ ≤ β: if β′ < β then
g(β′) > g(γ)}
(b) we let Ig = I
x
y = {s ∈ I : us ⊆ β and ts,g↾us,hg↾us is well defined}
(c) we define c¯g = 〈cg,s : s ∈ I
x
g〉 by cg,s = xtg,s where tg,s = t
x
s,g↾us,hg↾us
.
3) Let G xα = ∪{G
x
α,β : β < λ} and Gx = ∪{G
x
α : α < α
∗}.
1.6 Definition. Let x be a λ-parameter.
1) Let Cx = ∪{C
x
I′ : I
′ ⊆ Ix} where for I
′ ⊆ Ix we let C
x
I′ = {c¯ : c¯ = 〈cs : s ∈ I
′〉
satisfies cs ∈ Gxs when s ∈ I
′ and (cs1 , cs2) ∈ Gs1,s2 when (s1, s2) ∈ S
x and
s1, s2 ∈ I
′}.
2) For c¯ ∈ CxI′ , I
′ ⊆ Ix, let f xc¯ be the partial function from Mx into itself defined by
f
x
c¯ ((s, y)) = (s, ycs) for (s, y) ∈ P
Mx
s , s ∈ I ′.
3) Mx is Ps-rigid when for every automorphism f of Mx, f ↾ P
Mx
s is the identity.
1.7 Observation. Let x be a λ-parameter. If g : γ2 → α < α
∗
x
is non-decreasing,
γ1 < γ2 and (∀γ < γ1)(g(γ) < g(γ1)) then Ig↾γ1 ⊆ Ig and hg↾γ1 ⊆ hg and c¯g↾γ1 =
c¯g ↾ Ig↾γ1 .
A LONG EF-EQUIVALENCE NON ISOMORPHIC MODELS 5
1.8 Claim. Assume x is a full λ-parameter.
1) For I ′ ⊆ Ix and c¯ ∈ C
x
I′ , f
x
c¯ is an automorphism of M
x
I′ which is the identity iff
s ∈ I ′ ⇒ cs = eGs . Also for s ∈ I
′, f
x
c¯ ↾ P
Mx
s is not the identity iff cs 6= eGs .
2) If g ∈ Gx in Definition 1.5, then c¯g ∈ C
x
Ig
.
3) If f is an automorphism of M xI2 then f ↾ M
x
I1
is an automorphism of M xI1 for
every I1 ⊆ I2 ⊆ Ix.
4) If I ′ ⊆ Ix and f is an automorphism of M
x
I′ , then f = f
x
c¯ for some 〈cs : s ∈
Ix〉 ∈ CI′ .
5) If c¯ℓ ∈ C
x
Iℓ
for ℓ = 1, 2 and I1 ⊆ I2 and c¯1 = c¯2 ↾ I1 then fc¯1 ⊆ fc¯2.
Proof. Straight, e.g.
4) For s ∈ Ix clearly f((s, eGs)) ∈ P
Mx
s so it has the form (s, cs), cs ∈ Gs and let
c¯ = 〈cs : s ∈ I
′〉. To check that c¯ ∈ CxI′ assume (s1, s2) ∈ Sx; and we have to check
that (cs1 , cs2) ∈ Gs1,s2 . This holds as ((s1, eGs1 ), (s2, eGs2 )) ∈ Q
Mx
s1,s2 by the choice of
Q
Mx
s1,s2 hence we have ((s1, cs1), (s2, cs2)) = (f(s1, eGs1 ), f(s2, eGs2 )) ∈ Q
Mx
s1,s2 hence
(cs1 , cs2) ∈ Gs1,s2 . 1.8
1.9 Claim. Let x be a full λ-parameter. A sufficient condition for “(Mx, c1), (Mx, c2)
are EFα,µ-equivalent” is the existence of R, I¯, c¯ such that:
⊛ (a) R is a partial order,
(b) I¯ = 〈Ir : r ∈ R〉 such that Ir ⊆ Ix and r2 ≤R r2 ⇒ Ir1 ⊆ Ir2
(c) R is the disjoint union of 〈Rβ : β < α〉, R0 6= ∅
(d) c¯ = 〈c¯r : r ∈ R〉 where c¯r = CIr and r1 ≤ r2 = c¯
r1 = c¯r2 ↾ Ir1
(e) if 〈rβ : β < β
∗〉 is ≤R-increasing, β < β
∗ ⇒ rβ ∈ Rβ and
β∗ < α then it has an ≤R-ub from Rβ∗
(f) if r1 ∈ Rβ , β + 1 < α and I
′ ⊆ I, |I ′| < µ then
(∃r2)(r1 ≤ r2 ∈ Rβ+1 ∧ I
′ ⊆ Ir2).
Proof. Easy. Using 1.8(1),(5). 1.9
1.10 Claim. 1) Let x be a λ-parameter and I ′ ⊆ Ix. A necessary and sufficient
condition for “M xI′ is Ps-rigid” is:
⊛1 there is no c¯ ∈ C
x
I′ with cs 6= eGs .
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2) Let x be a full λ-parameter and assume that s(∗) ∈ Ix, α < α
∗
x
, α ≥ ω for nota-
tional simplicity and t∗ ∈ Jx
s(∗). The models M1 = (M, (s, eGs)),M2 = (M, (e, xt∗))
are EFα,λ-equivalent when:
⊛2,α (i) λ is regular, s ∈ Ix ⇒ |u
x
s| < λ
(ii) if s ∈ Ix and g ∈ Gx and u
x
s ⊆ Dom(g) then
t
x
s,g↾us,hg↾us
is well defined
(iii) if (s1, s2) ∈ S and t1 = ts1,g1,h1 , t2 = ts2,g2,h2 are well defined then
(t1, t2) ∈ T
x when for some g ∈ Gx we have gt1 ∪ gt2 ⊆ g and
h1 ∪ h2 ⊆ hg
(iv) t∗ = tx
s(∗),g,hg
where g : us(∗) → {0} and
hg is constantly γ
∗ = ∪{γ + 1 : γ ∈ us(∗)}.
Proof. 1) Toward contradiction assume that f is an automorphism of M xI′ such
that f ↾ P
Mx
s is not the identity. By 1.8(4) for some c¯ ∈ C
x
I′ we have f = fc¯. So
fc¯ ↾ P
Mx
s = f ↾ P
Mx
s 6= id hence by 1.8(1) we have cs 6= eGs , contradicting the
assumption ⊛1.
2) We apply 1.9. For every i < α and non-decreasing function g ∈ Gx from some
ordinal γ = γg onto i we define c¯g = 〈cg,s : s ∈ Igp}, cg,s = (s, xtg,s), tg,s =
ts,g↾us,hg↾us . Let Ri = {g : g a non-decreasing function from some γ < λ to
i such that γ∗ ≤ γ, g ↾ γ∗ is constantly zero, γ∗ < γ ⇒ g(γ∗) = 1} and let
R = ∪{Ri : i < α} ordered by inclusion. Let I = 〈Ig : g ∈ R〉 and c¯ = 〈c¯g : g ∈ R〉.
It is easy to check that (R, I¯, c¯) is as required. 1.10
1.11 Claim. 1) Assume α∗ ≤ λ = cf(λ) = λℵ0 . Then for some full (λ,ℵ1)-
parameter x we have α∗
x
= α∗ and condition ⊛1 of 1.10(1) holds and for every
s(∗) ∈ I\{∅} condition ⊛2,α of 1.10(2) holds whenever α < α
∗.
2) Moreover, if s ∈ I∗
x
then for some c1 6= c2 ∈ P
Mx
s and (M, c1), (M, c2) are
EFα,λ-equivalent for every α < α
∗
x
but not EFα∗
x
,λ-equivalent.
This clearly implies
1.12 Conclusion. 1) If λ = cf(λ) = λℵ0 , α∗ ≤ λ then for some model M of
cardinality λ we have:
(a) M has no non-trivial automorphism
(b) for every α < λ for some c1 6= c2 ∈ M , the model (M, c1), (M, c2) are
EFα-equivalent and even EFα,λ-equivalent.
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2) We can strengthen clause (b) to: for some c1 6= c2 for every α < λ the models
(M, c1), (M, c2) are EFα,∗-equivalent.
Proof of 1.11. 1) Assume α∗ > ω for notational simplicity. We define x by (λx = λ
and):
⊠(a) (α) I = {u : u ∈ [λ]≤ℵ0}
(β) the function u is the identity on I
(γ) S = I × I
(δ) α∗
x
= α∗
(b) (α) J = {(u, α, g, h): this quadruple satisfies
(i) u ∈ I, α < α∗
(ii) h is a non-decreasing function from u to λ
(iii) g is a non-decreasing function from u to α
(iv) if β1, β2 ∈ u and g(β1) = g(β2) then h(β1) = h(β2)
(v) h(β) > β}
(β) so let t = (ut, αt, gt, ht) for t ∈ J so naturally st = u,
gt = g
t,ht = h
t
(γ) T = {(t1, t2) ∈ J × J : α
t1 = αt2 , ut1 ⊆ ut2 , ht1 ⊆ ht2 and
gt1 ⊆ gt2}.
Now
(∗)0 x is a full (λ,ℵ1)-parameter
[Why? Just read Definition 1.1 and 1.2(3).]
(∗)1 for any s(∗) ∈ I\{∅}, x satisfies the demands for ⊛2,α(i), (ii), (iii), (iv) from
1.10(2) for every α < α∗
[why? just check]
(∗)2 if u1 ⊆ u2 ∈ I, we define the function πu1,u2 : Ju2 → Ju1 by Fu1,u2(t) =
(u1, α
t, gt ↾ u1, h
t ↾ u1) for t ∈ Ju2 , then
(∗)3 for u1 ⊆ u2 we have
(α) T ∩ (Ju1 × Ju2) = {(πu1,u2(t2), t2) : t2 ∈ Ju2} hence
(β) Gu1,u2 = {(πˆu1,u2(c2), c2) : c2 ∈ Gu2} where πˆu1,u2 ∈ Hom(G
x
u2
,Gxu1)
is the unique homomorphism from Gxu2 into G
x
u1
mapping xt2 to xt1
whenever πu1,u1(t2) = t1
[Why? Check.]
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(∗)4 if u1 ∪ u2 ⊆ u3 ∈ I, t3 ∈ Ju3 and tℓ = πuℓ,u3(t3) for ℓ = 1, 2 then gt1 , gt2 are
compatible functions as well as ht1 ,ht2 and α
t1 = αt2 moreover gt1 ∪ gt2 is
non-decreasing, ht1 ∪ ht2 is non-decreasing
(∗)5 clause ⊛1 of 1.10(1) holds for I
′ = I
[Why? Assume c¯ ∈ CxI is such that cs∗ 6= eGs . For each u ∈ I, cs is a word in the
generators {xt : t ∈ Ju} of Gu and let n(u) be the length of this word.
Now by (∗)3 we have u1 ⊆ u2 ⇒ n(u1) ≤ n(u2). As (I,⊆) is ℵ1-directed, for some
u∗ ∈ I we have u∗ ⊆ u ∈ I ⇒ n(u) = n∗ and let cu = (. . . x
i(ℓ)
t(u,ℓ) . . . )ℓ<n∗ where
i(ℓ) ∈ {1,−1} and t(u, ℓ) ∈ Jxu and t(u, ℓ) = t(u, ℓ + 1) ⇒ i(ℓ) = i(ℓ + 1). Clearly
u∗ ⊆ u1 ⊆ u2 ∈ I & ℓ < n∗ ⇒ Fu1,u2(t(u2, ℓ)) = t(u1, ℓ)). By our assumption
toward contradiction necessarily n∗ > 0.
As {u : u∗ ⊆ u ∈ I} is directed, by (∗)4 above, for each ℓ < n∗ any two of the
functions {gt(u,ℓ) : u∗ ⊆ u ∈ I} are compatible so gℓ =: ∪{g
t(u,ℓ) : u ∈ I} is a non-
decreasing function from λ = ∪{u : u ∈ I} to α∗ and hℓ =: ∪{h
t(u,ℓ) : u∗ ⊆ u ∈ I}
is similarly a non-decreasing function from λ to λ. It also follows that for some α∗ℓ
we have α∗ℓ =: α
t(u,ℓ) whenever u∗ ⊆ u ∈ I. For each i ∈ Rang(gℓ) ⊆ α
∗
ℓ choose
βℓ,i < λ such that gℓ(βℓ,i) = i and let E = {δ < λ : δ a limit ordinal > sup(u∗) such
that i < α∗ℓ & δ ⇒ βℓ,i < δ and β < δ ⇒ hℓ(β) < δ}, it is a club of λ. Choose u
such that u∗ ⊆ u and Min(u\u∗) = δ
∗ ∈ E.
Now what can gt(u,ℓ)(Min(u\u∗)) be?
It has to be i for some i < α∗ℓ < α
∗ hence i ∈ Rang(gℓ) so for some u1, u∗ ⊆ u1 ⊆ δ
∗
and βℓ,i ∈ u1 so hℓ(βℓ,i) < δ
∗ hence considering u ∪ u1 and recalling clause (α)(vi)
of (b) from definition of x in the beginning of the proof we have hℓ(βℓ,i) < hℓ(δ
∗)
hence by (clause (b)(α)(v)) we have i = gℓ(βℓ,i) < gℓ(δ
∗), contradiction.]
2) A minor change is needed in the choice of T x
T x = {(t1, t2) :(t1, t2) ∈ J × J and u
t1 ⊆ ut2 , ht1 ⊆ ht2 , gt1 ⊆ gt2 ,
γt1 ≤ γt2 and if Rang(gt1) * {0} then αt1 = αt2}.
1.11
