When the data is distributed across multiple servers, efficient data exchange between the servers (or workers) for solving the distributed learning problem is an important problem and is the focus of this paper. We propose a fast, privacy-aware, and communicationefficient decentralized framework to solve the distributed machine learning (DML) problem. The proposed algorithm, GADMM, is based on Alternating Direct Method of Multiplier (ADMM) algorithm. The key novelty in GADMM is that each worker exchanges the locally trained model only with two neighboring workers, thereby training a global model with lower amount of communication in each exchange. We prove that GADMM converges faster than the centralized batch gradient descent for convex loss functions, and numerically show that it is faster and more communication-efficient than the state-of-the-art communication-efficient centralized algorithms such as the Lazily Aggregated Gradient (LAG), in linear and logistic regression tasks on synthetic and real datasets. Furthermore, we propose Dynamic GADMM (D-GADMM), a variant of GADMM, and prove its convergence under time-varying network topology of the workers.
Introduction
Distributed optimization plays a pivotal role in distributed machine learning applications (Ahmed et al., 2013; Dean et al., 2012; Li et al., 2013 Li et al., , 2014 that commonly aims to minimize 1 N N n=1 f n (θ) with N workers. As illustrated in Fig. 1 -(a), this problem is often solved by locally minimizing f n (θ n ) at each worker and globally averaging their model parameters θ n 's (and/or gradients) at a parameter server, thereby yielding the global model parameters θ (Tsianos et al., 2012) . Such a centralized solution is, however, not capable of addressing a large network size that exceeds the parameter server's coverage range, calling for decentralized solutions without the server. To this end, one can formulate the aforementioned problem as an average consensus problem that minimizes 1 N N n=1 f n (θ n ) under the constraint θ n = θ (Bertsekas and Tisitsiklis, 1989) . A primal-dual decomposition method can solve this problem in a decentralized way (Bedi and Rajawat, 2018; Chang et al., 2014b; Jaggi et al., 2014 ), yet is not scalable since the constraint entails exponentially increasing communication rounds with N . Moreover, the primal-dual decomposition methods T j / 8 s 2 q 2 j 7 + y 9 I 3 6 / p v y 5 9 2 f t / 5 o r P c W e 1 8 3 f m m s 9 0 5 6 p x 1 a I d 1 v u 1 8 1 / n H 4 j 8 X f 1 j 8 1 + K / y 9 S P P 9 J 9 P u 8 0 P o v / + S + A + O 0 8 < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " W E H T a G L r 3 n 1 H z n r + 2 7 X B Z J e j Y T j / 8 s 2 q 2 j 7 + y 9 I 3 6 / p v y 5 9 2 f t / 5 o r P c W e 1 8 3 f m m s 9 0 5 6 p x 1 a I d 1 v u 1 8 1 / n H 4 j 8 X f 1 j 8 1 + K / y 9 S P P 9 J 9 P u 8 0 P o v / + S + A + O 0 8 < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " W E H T a G L r 3 n 1 H z n r + 2 7 X B Z J e j Y T j / 8 s 2 q 2 j 7 + y 9 I 3 6 / p v y 5 9 2 f t / 5 o r P c W e 1 8 3 f m m s 9 0 5 6 p x 1 a I d 1 v u 1 8 1 / n H 4 j 8 X f 1 j 8 1 + K / y 9 S P P 9 J 9 P u 8 0 P o v / + S + A + O 0 8 < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " W E H T a G L r 3 n 1 H z n r + 2 7 X B Z J e j Y T j / 8 s 2 q 2 j 7 + y 9 I 3 6 / p v y 5 9 2 f t / 5 o r P c W e 1 8 3 f m m s 9 0 5 6 p x 1 a I d 1 v u 1 8 1 / n H 4 j 8 X f 1 j 8 1 + K / y 9 S P P 9 J 9 P u 8 0 P o v / + S + A + O 0 8 < / l a t e x i t > 
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n n 3 / n u 9 / 7 / g + + + O H S j 3 7 8 k 5 / + 7 N W X P 7 9 I w j S m 7 J y G f h h f 2 i R h v h e w c + E J n 1 1 G M S P c 9 t n E X g z y + s k h 5 D j 6 E j K B 7 n 9 g n 0 B H o K P Y W e Q c + g 5 9 B z 6 B g 6 h l 5 A L 6 C X 0 E v o F f R K 5 1 R R t P 9 P a n G T W n Y t t f g 6 F K n F + 1 C k F h 9 A k V p 8 A 4 r U 4 p t Q p B b head→tail Tx f n (θ n ) subject to θ n = θ n+1 , in which the workers are divided into two groups (head and Tail), and each worker in the head (tail) group communicates only with its two neighboring workers from the tail (head) group as shown in Fig. 1-(b) . Due to its communication with only two neighbors rather than all the neighbors or a central entity, the communication in each iteration is significantly reduced. Despite of this sparse communication, we prove that GADMM with a convex f n converges faster than parameter server based centralized algorithms. Surprisingly, we numerically show that its communication overhead is lower than the state-of-the-art communication-efficient centralized algorithms including Lazily Aggregated Gradient (LAG) (Chen et al., 2018) , for linear and logistic regression on synthetic and real datasets. Furthermore, we propose a variant of GADMM, Dynamic GADMM (D-GADMM), to consider the dynamic networks in which the workers are moving objects (e.g., vehicles). i.e., the neighbors of each worker could change over time. Moreover, we prove that D-GADMM inherits the same convergence guarantees of GADMM.
Related Works and Contributions
Distributed Optimization. On the one hand, we broadly categorize distributed algorithms proposed in the literature into three types: consensus, diffusion, and incremental (Lopes and Sayed, 2007) . On the other hand, there are a variety of distributed optimization algorithms proposed in the literature, such as primal methods (Jakovetić et al., 2014; Nedić and Olshevsky, 2014; Nedić and Ozdaglar, 2009; Shi et al., 2015) and primal-dual methods (Chang et al., 2014a; Koppel et al., 2017; Bedi et al., 2019) . Consensus optimization underlies most of the primal methods, while dual decomposition and ADMM are the most popular among the primal-dual algorithms (Glowinski and Marroco, 1975; Gabay and Mercier, 1975; Boyd et al., 2011; Jaggi et al., 2014; Ma et al., 2017; Deng et al., 2017) . The performance of distributed optimization algorithms is commonly characterized by their computation time and communication cost. The computation time is decided by the per-iteration complexity of the algorithm. The communication cost is determined by: (i) the number of communication rounds until convergence, (ii) the number of channel uses per communication round, and (iii) the bandwidth/power usage per channel use. Note that the number of communication rounds is proportional to the number of iterations; e.g., 2 rounds at every iteration k, for uplink and downlink transmissions in Fig. 1-(a) or for head-to-tail and tail-to-head transmissions in Fig. 1-(b) . For a large scale network, the communication cost often becomes dominant compared to the computation time, calling for communication efficient distributed optimization (Zhang et al., 2012; Jordan et al., 2018; Liu et al., 2019; Sriranga et al., 2019) .
Communication Efficient Distributed Optimization. A sheer amount of work is devoted to reducing the aforementioned three communication cost components. To reduce the bandwidth/power usage per channel use, decreasing communication payload sizes is one popular solution, which is enabled by gradient quantization (Suresh et al., 2017) , model parameter quantization (Zhu et al., 2016; Sriranga et al., 2019) , and model output exchange for large-sized models via knowledge distillation (Jeong et al., 2018) . To reduce the number of channel users per communication round, exchanging model updates can be restricted only to the workers whose computation delays are less than a target threshold (Wang et al., 2018) , or to the workers whose updates are sufficiently changed from the preceding updates, with respect to gradients (Chen et al., 2018) or model parameters (Liu et al., 2019) . Albeit their improvement in communication efficiency for every iteration k, most of the algorithms in this literature are based on distributed gradient descent, and this limits their required communication rounds to the convergence rate of distributed gradient descent, which is O(1/k) for differentiable and smooth objective function and can be as low as O(1/ √ k) (e.g., when the objective function is non-differentiable everywhere (Boyd et al., 2011) ). Furthermore, they commonly postulate a parameter server being connected to every worker, which may induce a costly communication link to some workers or it may not even feasible particularly for the workers located beyond the server's coverage. In sharp contrast, we aim at developing a decentralized optimization framework ensuring fast convergence without any central entity.
Decentralized Optimization With Fast Convergence. Primal-dual decomposition methods are effective in enabling decentralized optimization (Jaggi et al., 2014; Boyd et al., 2011; Ma et al., 2017; Glowinski and Marroco, 1975; Gabay and Mercier, 1975; Deng et al., 2017) , among which ADMM is a compelling solution that often provides fast convergence rate with low complexity (Glowinski and Marroco, 1975; Gabay and Mercier, 1975; Deng et al., 2017) . There are three representative types of ADMM. First, Gauss-Seidel ADMM yields the convergence rate o(1/k) (Glowinski and Marroco, 1975) . However, this convergence rate is ensured only under the block size smaller than 3 , and its primal variables are sequentially updated, which is ill-suited for fast implementation. Second, Jacobian ADMM (JADMM) updates variables in parallel, but the convergence is proven only under specific conditions on the constraint (Deng et al., 2017) . Lastly, Proximal Jacobian ADMM (PJADMM) updates variables in parallel while achieving the convergence rate o(1/k) with no conditions on the constraints (Deng et al., 2017) . Nonetheless, it introduces many hyper parameters whose choices significantly affect the convergence rate. Finally, in all of the aforementioned ADMM variants, the step of updating the dual variables is costly since it requires either all workers send their updated models to a central entity, or exchange the model updates across the entire workers, negating the effectiveness of their fast convergence in communication efficiency.
A part of this paper was presented in (Elgabli et al., 2019) , which contains the static part of the paper without proofs and detailed explanation.
Contributions. We formulate the DML problem as a constrained optimization problem that can be solved using decentralized algorithms. Moreover, we propose a novel algorithm to solve the formulated problem in fast and communication-efficient manner. Our algorithm achieves the convergence rate of o(1/k) which is the same convergence rate as the other ADMM based algorithms in Deng et al., 2017; Liu et al., 2019) but with significantly less running time, thanks to the parallel and distributed update of both primal and dual variables of each group. GADMM allows (i) only half of the workers to transmit their updated parameters at each communication round, (ii) those workers update their model parameters in parallel, while each worker communicates only with two neighbors which makes it communication-efficient. Moreover, its variant D-GADMM is capable of accounting for a time-varying network topology. It is worth mentioning that GADMM is closely related to the other group based ADMM methods as in (Wang et al., 2017) , but these methods consider more communication links per iteration than our proposed GADMM algorithm. Notably, the algorithm in (Wang et al., 2017) still relies on multiple central entities, i.e., master workers under a master-slave architecture, whereas GADMM requires no central entity wherein workers are equally divided into head and tail groups. Finally, none of the aforementioned algorithms address time-varying network topologies as done by D-GADMM. Note that a successive convex approximation (SCA) based algorithm in (Scutari and Sun, 2018) accounts for a time-varying digraph topology, yet this achieves a sublinear convergence rate even when all neighbors communicate with each other. In summary, the contributions of this paper are as follows:
• We propose a novel formulation of the DML problem that can be solved using decentralized algorithms.
• We propose GADMM, a novel algorithm to solve the formulated problem in low complexity, communication-efficient, and privacy-aware manner.
• We prove the optimality of the proposed algorithm for convex, proper, and closed objective functions.
• We propose D-GADMM, a dynamic version of GADMM that adjusts to the time varying network topologies. We also show that D-GADMM inherits the same convergence guarantees of GADMM.
Problem Formulation and Proposed Algorithm
We consider a network of N workers where each worker is equipped with the task to learn a global parameter θ. The aim is to minimize the global convex loss function F (θ) which is sum of the local convex, proper, and closed function f n (θ). We consider the following optimization problem
where θ ∈ R d is the global model parameter. We can use any gradient descent based algorithm to solve the problem in (1) in an iterative manner. The goal here is to solve the problem in a distributed manner. The standard technique used in the literature for distributed solution is the consensus formulation of (1) given by.
Note that with the reformulation in (2)-(3), the objective function becomes separable across the workers and hence can be solved in a distributed manner. The problem in (2)- (3) is known as the global consensus problem since the constraint forces all the variables across different workers to be equal as detailed in (Boyd et al., 2011) . The problem in (2)- (3) can be solved using the primal-dual based algorithms as in (Chang et al., 2014b; Touri and Nedic, 2009; Nedić and Ozdaglar, 2009) , saddle point algorithms proposed in (Koppel et al., 2017; Bedi et al., 2019) , and ADMM based techniques such as (Glowinski and Marroco, 1975; Boyd et al., 2011; Deng et al., 2017) . ADMM forms an augmented Lagrange which adds a quadratic term to the Lagrange function and breaks the main problem to sub-problem that are easier to solve per iteration. Note that in the ADMM implementation (Boyd et al., 2011; Deng et al., 2017) , only the primal variables can be updated in a distributed manner at each worker n. However, the step of updating θ requires collecting θ n from all workers which is communication inefficient (Boyd et al., 2011) . In this paper, we propose a decentralized algorithm for which the amount of communication overhead required per round among the workers is reduced, and is hence communication efficient. We consider the optimization problem in (2)-(3) and re-write the constraints as follows.
Here θ is the optimal and note that θ n−1 = θ n and θ n = θ n+1 for all n. This implies that each worker n has joint constraints with only two neighbors (except for the two end workers which have only one). Nonetheless, ensuring θ n = θ n+1 for all n ∈ {1, · · · , N − 1} at the convergence point yields convergence to a global model parameter that is shared across all workers.
We will now describe our proposed algorithm, GADMM, that solves the optimization problem defined in (4)-(5) in a decentralized manner. The proposed algorithm is fast since it allows workers belonging to the same group to update their model parameters in parallel, and it is communication efficient since it allows workers to exchange variables with minimum number of neighbors and enjoys a fast convergence rate. Moreover, it allows only half of the workers to transmit their updated model parameters at each communication round. Note that when the number of workers who update their parameters per communication round is reduced to the half, the communication physical resources (e.g., bandwidth) available to each worker is doubled when those resources are shared among workers.
The main idea of the proposed algorithm is presented in Fig. 1-(b) . The proposed GADMM converts the physical network topology to a logical worker connectivity graph, and splits the workers into two groups head and tail such that each worker in the head's group is connected to other workers through two tail workers. For the workers in the same group, their model parameters are updated in parallel. For the workers in different groups, their model parameters are updated in an alternating fashion. For instance, when the workers in the head group update the model parameters in a one communication round, the workers in the tail group update their model parameters in the next communication round. In doing so, each worker (except the edge workers) communicates with only two neighbors to update its own parameter, as depicted in Fig. 1-(b) . Moreover, at any communication round, only half of the workers transmit their parameters, and these parameters are transmitted to only two neighbors.
In contrast to the Gauss-Seidel ADMM in (Boyd et al., 2011) , GADMM allows all the head (tail) workers to update their parameters in parallel and still converges to the optimal solution for convex functions as will be shown later in this paper. Moreover, GADMM has much less communication overhead as compared to PJADMM in (Deng et al., 2017) which requires all workers to send their parameters to all neighbors or a central entity at every communication round. In addition, GADMM has less number of hyper parameters to control and less computation per iteration than PJADMM. The detailed steps of the proposed algorithm are summarized in Algorithm 1.
To intuitively describe GADMM, without loss of generality, we consider an even N number of workers under their linear connectivity graph shown in Fig. 1-(b) , wherein each head (or tail) worker communicates at most with two neighboring tail (or head) workers, except for the edge workers (i.e., first and last workers). With that in mind, we start by writing the augmented Lagrangian of the optimization problem in (4)-(5) as
where
T is the collection of dual variables, and ρ is a constant adjusting the penalty for the disagreement between θ n and θ n+1 . Let us divide N workers into two groups, head N h = {θ 1 , θ 3 , θ 5 , · · · , θ N −1 }, and tail N t = {θ 2 , θ 4 , θ 6 , · · · , θ N }, respectively. The primal and dual variables under GADMM are updated in the following three steps. 1) At iteration k + 1, the primal variables of head workers are updated as
Note that λ 0 and λ N are always equal to 0.
Algorithm 1 Group ADMM (GADMM)
1: Input: N, f n (θ n ) for all n, ρ 2: Initialization:
n = 0 for all n 5: for k = 0, 1, 2, · · · , K do
6:
Head worker n ∈ N h :
7:
computes its primal variable θ k+1 n via (7) in parallel; and 8: sends θ k+1 n to its neighboring workers n − 1 and n + 1.
9:
Tail worker n ∈ N t : 10:
computes its primal variable θ k+1 n via (8) in parallel; and
11:
sends θ k+1 n to its neighbor workers n − 1 and n + 1.
12:
Every worker updates the dual variables λ k n−1 and λ k n via (9) locally. 13: end for 2) After the updates in (7), head workers send their updates to their two tail neighbors. The primal variables of tail workers are then updated as
3) After receiving the updates from neighbors, every worker locally updates its dual variables λ n−1 and λ n as follows
These three steps of GADMM are summarized in Algorithm 1. We remark that when f n (θ) is convex, proper, closed, and diffrentiable for all n, the subproblems in (7) and (8) are strictly convex with respect to θ n , and θ n is updated using a closed form expression.
We note that coming up with a linear connectivity as in Fig. 1 -(b) may not be always possible. We can extend our algorithm to any connectivity between the workers as long as every worker can be reached. The number of connections per worker could be more/less than two, and the number of workers in each group may be uneven. Even though an approach like spanning tree can be used to create such a graph (Tarjan, 1976; Kruskal, 1956) , coming up with the most communication efficient graph is a NP complete problem (being a generalization of traveling salesman problem) and is beyond the scope of this paper. However, any existing algorithm can be utilized, and we also provide a nearest-neighbor based algorithm that accounts for the link costs in Section 5. Since this extension is rather straightforward, we limit the explanation of the algorithm to the case where linear connectivity as in Fig. 1-(b) can be formed among the workers. We also note that even with uneven number of workers in each group, the communication overhead is still similar to the scenario in which both groups contain the same number of workers since the extra communication cost encountered when updating the group with more workers is compensated by that encountered by updating less number of the workers in the other group.
Convergence Analysis
In this section, we focus on the convergence analysis of the proposed algorithm. It is essential to prove that the proposed algorithm indeed converges to the optimal solution of the problem in (4)- (5) for convex, proper, and closed objective functions. The idea to prove the convergence is related to the proof of Gauss-Seidel ADMM in (Boyd et al., 2011) , while additionally accounting for the following three challenges: (i) the additional terms that appear when the problem is a sum of more than two separable functions, (ii) the fact that each worker can communicate with two neighbors only, and (iii) the parallel model parameter updates of the head (tail) workers. We show that the GADMM iterates converges to the optimal solution after addressing all the above mentioned challenges in the proof. Before presenting the main technical Lemmas and Theorems, we start with the necessary and sufficient optimality conditions, which are the primal and the dual feasibility conditions defined as
for all n ∈ {2, 3, · · · , N }. Note that, at iteration k + 1, we calculate θ k+1 n∈Nt as in (8), from the first order optimality condition, it holds that
Next, re-write the equation in (12) as
From the update in (9), the equation in (13) implies that
From the result in (14), it holds that the dual feasibility condition in (11) is always satisfied for all n ∈ N t . Next, consider every θ k+1 n such that n ∈ N h which is calculated as in (7) at iteration k. Similarly from the first order optimality condition, we can write
Note that in (15), we don't have all the primal variables calculated at k + 1 instance. Hence, we add subtract the terms θ k+1 n−1 and θ k+1 n in (15) to get
From the update in (9), it holds that 0 ∈ ∂f n (θ
where s
be the dual residual of worker n ∈ N h at iteration k + 1.
Next, we discuss about the primal feasibility condition in (10) at iteration k + 1. Let us denote r k+1 n−1,n = θ k+1 n−1 − θ k+1 n∈Nt and r k+1 n,n+1 = θ k+1 n∈Nt − θ k+1 n+1 be the primal residual of each worker n. To show the convergence of GADMM, we need to prove that the conditions in (10)-(11) are satisfied for each worker n. We have already shown that the dual feasibility condition in (11) is always satisfied for the tail workers, and the dual residual of tail workers is always zero. Therefore, to prove the convergence and the optimality of GADMM, we need to show that the r k n,n+1 for all n = 1, · · · , N − 1 and s k n∈N h converge to zero, and
f n (θ ) as k → ∞. Now we are in position to introduce our first result in terms of Lemma 1.
Lemma 1 For the iterates θ k+1 n generated by Algorithm 1, we have (i) Upper bound on the optimality gap
(ii) Lower bound on the optimality gap
The detailed proof is provided in Appendix A. The main idea for the proof is to utilize the optimality of the updates in (7) and (8). We derive the upper bound for the objective function optimality gap in terms of the primal and dual residuals as stated in (18). To get the lower bound in (19) in terms of the primal residual, the definition of the Lagrangian is used at ρ = 0. The result in Lemma 1 is used to derive the main results in Theorem 2 of this paper presented next.
Theorem 2 When f n (θ n ) is closed, proper, and convex, and the Lagrangian L 0 has a saddle point, for GADMM iterates, it holds that (i) the primal residual converges to zero as k → ∞, which implies that
(ii) the primal residual converges to zero as k → ∞, which implies that
(iii) the optimality gap converges to zero as k → ∞, which implies that
Proof The detailed proof of Theorem 2 is provided in Appendix B. There are three main steps to prove convergence of the proposed algorithm. For a proper, closed, and convex objective function f n (·), with Lagrangian L 0 which has a saddle point (θ , {λ n } ∀n ), we define a Lyapunov function V k as
In the proof, we show that V k is monotonically decreasing at each iteration k of the proposed algorithm. This property is then used to prove that the primal residual go to zero as k → ∞ which implies that r k n,n+1 → 0 for all n. Secondly, we prove that the dual residuals converges to zero as k → ∞ which implies that s k n → 0 for all n. Note that the convergence in the first and the second step implies that the overall constraint violation due to the proposed algorithm goes to zero as k → ∞. In the final step, we utilize statement (i) and (ii) of Theorem 2 into the results of Lemma 1 to prove that the objective optimality gap goes to zero as k → ∞. Now, we provide the convergence rate of GADMM. First, it worth mentioning that the convergence rate of Gauss-Seidel ADMM for sum of two separable convex functions has been studied in (Lions and Mercier, 1979; Yuan, 2012, 2015) . In particular, (He and Yuan, 2012) shows a convergence rate of O(1/k). Moreover, (Deng et al., 2017) improves that results and shows a convergence rate of o(1/k). In the following result, we leverage and extend the proof of o(1/k) convergence rate in (Deng et al., 2017, Sec. 5) to show that GADMM achieves the same convergence rate. We start by introducing the following lemma Deng et al. (2017) .
Lemma 3 If a sequence {a k } ⊆ R is such that a k ≥ 0, ∞ k=1 a k < +∞, and a k is monotonically non-increasing, then it holds that a k = o(1/k).
Proof The proof of Lemma 3 follows the same lines of the proof in (Deng et al., 2017, Lemma 1.2) .
From Lemma 3, we can conclude that if a sequence is non-negative, summable, and monotonic, then it shall converge faster than 1/k. Theorem 4 GADMM achieves an o(1/k) convergence rate which is the fastest rate among ADMM methods Proof The proof is provided in Appendix C. The key idea is to show that the generated sequence of primal and dual optimality gaps by the propose algorithm satisfies the conditions of Lemma 3, hence GADMM converges faster than 1/k.
Extension to Time-Varying Network Topologies: D-GADMM
In this section, we present an extension of the proposed GADMM algorithm to the scenarios where the network topology is not fixed or changing over time. In other words, the time varying topology means the set of neighbors for each worker n is not fixed and vary with time. The execution of the proposed GADMM in Algorithm 1 would be disrupted by the time-varying network topology. Note that we define a dual variable λ n from n = 1 to N − 1 for each possible connected workers pair in (6). Hence, each dual variable λ n is corresponding to an edge between worker n and n + 1. In the time varying topology setting, the neighbors associated with each worker may vary at iteration k, and therefore each worker's dual variables value is not correct for the current neighbor workers. Hence, the current dual variables cannot be used for the primal variable calculations in (7) and (8) because it will incur sub-optimal primal variable updates. To circumvent this issue in practice, we propose a dynamic version of the proposed GADMM called D-GADMM which adapts the variable updates according to the changes in the network topology. Moreover, we show that the resulting D-GADMM algorithm converges to the optimal consensus solution θ as defined in (4) for convex, proper, and closed objective functions.
D-GADMM works in two phases, namely Broadcast and Learning phases. Before discussing the two phases in details, we highlight their goals. Broadcast phase's objective is to build a communication-efficient logical graph as shown in Fig. 1-(b) after each change in the network topology. Learning phase's objective is to run a modified version of GADMM that adjusts to topology changes and finds the optimal model parameters.
It is worth mentioning that a logical graph that starts from one worker and reaches every other worker only once in the most communication efficient way is NP hard. It can be easily shown that this problem can be reduced to a Travel Salesman problem (TSP). This is due to the fact that starting from one worker and choosing every next one such that the total communication cost is minimized is exactly similar to starting from one city and reaching every other city such that the total distance is minimized. However, the problem formulation in this paper allows some workers from one group to be connected to more than two workers from the other group. Hence, in general, our problem is a bit different from TSP. Therefore, to build a logical topology after each change in the physical topology, we propose a simple heuristic method that is based on the nearest neighbor (NN) heuristic Gutin et al. (2002) . However, we would like to remark that building a connected graph with the most communication efficiency is not the main focus of this paper. Now we discuss the proposed D-GADMM algorithm in detail which is summarized in Algorithm 2. In D-GADMM, all the workers periodically reconsider their connections after every τ iterations. This behavior generates two phases in the algorithm execution namely broadcast phase and learning phase. In the broadcast phase, workers broadcast pilot signals in order to find their neighbors, and build a connectivity graph such that every worker can be reached in a communication efficiency way. Next, in the Learning Phase, workers updates their variables according to a modified version of the GADMM.
Broadcast phase: Each worker broadcasts a pilot signal, so workers access the available bandwidth orthogonally. Moreover, each worker broadcasts a unique identifier (Worker ID). After all pilot signals are broadcasted, the worker that has the lowest ID (Worker 1) chooses its neighbor based on the communication cost of the link. The communication cost is inversely proportional to the signal strength in wireless links. We give logical index 1 to this worker (n = 1), and we assign this worker to the head group. Then, the worker that has been chosen as the next neighbor to worker 1, i.e., the worker with logical index n = 2 is assigned to the tail group and chooses its next neighbor from the remaining set of the finds neighbors and refreshes indices {n} as explained in Sec. 5.
10:
Head worker n ∈ N h updates λ (k) n via (26).
11:
Tail worker n ∈ N t updates λ (k) n via (27).
12:
end if
13:
14:
computes its primal variable θ k+1 n via (26) in parallel; and
15:
sends θ k+1 n to its neighboring workers n − 1 and n + 1.
16:
Tail worker n ∈ N h :
17:
computes its primal variable θ k+1 n via (25) in parallel; and
18:
19:
Every worker updates λ (k) n via (29). 20: end for neighbors in the same way. The process continues until all workers are chosen. However, if we reach a worker that has no communication link to the remaining set of the workers or the communication link to every worker in the remaining set is higher than a predefined threshold, we go back to worker 1 and re-start the algorithm considering only the remaining un-connected set of the workers. However, if worker 1 does not find a neighbor, the algorithm proceeds to the next worker in the connected set, and does the same.
Learning phase: The broadcast phase builds a connected graph and then the D-GADMM enters the learning phase. In the learning phase, GADMM is run the same way described in Section 3 with some changes as described next. We have already showed in Section 3 that using GADMM, at each updating iteration primal and dual variables move closer toward the optimal solution. Therefore, starting from the first iteration, and proceeding until next Broadcast period, the objective function is monotonically non-increasing. If links do not change, the dynamic problem reduces to the static one. However, if neighbors and/or worker assignment to head/tail group change at the j-th Broadcast phase, every worker broadcasts its current model parameter to its new neighbors. Since some neighbors may have not been connected with each other in the past or at least for a while, they either do not have a shared dual variable or that dual variable is out-dated. Therefore, the first step in the learning phase of D-GADMM after any change in the topology is to update the dual variables given the current set of the primal variables. Let us now discuss how both primal and dual variables are updated according D-GADMM algorithm.
At iteration k + 1, the update step of θ k+1 n , where n ∈ N h depends on the change in the topology.
• If the topology has not changed since the previous iteration, then θ k+1 n∈N h should satisfy (15), where λ k n−1 and λ k n are updated according to (9) • However, if the topology has changed, i.e., workers n − 1 and n + 1 just became the neighbors of worker n. Then, λ k n−1 and λ k n may not be exist or they might be outdated. Hence, we set θ k+1 n∈N h to be the current model parameter, and we need to find λ k n−1 and λ k n that satisfy (15). Note that, we already have θ k+1 n , θ k n−1 , and θ k n+1 since workers have broadcasted their current model parameters after the topology change. Moreover, note that (15) is not enough to find both λ k n−1 and λ k n . It remains to show that how both the dual variables λ k n−1 and λ k n are found for every worker n. Let us first explain the tail worker update step.
At iteration k + 1, the update step of θ k+1 n∈Nt also depends on the topology changes.
• If the topology has not changed since the previous iteration, then θ k+1 n∈Nt should satisfy (12), where λ k n−1 and λ k n are updated according to (9) • In contrast, if the topology has changed, i.e., workers n − 1 and n + 1 just became the neighbors of worker n. Then, λ k n−1 and λ k n may not be exist or they might be outdated. Therefore, in order to update θ k+1 n , we need to find λ k n−1 and λ k n that satisfy the following equation:
Note that (24) is exactly (14) but given θ k n instead of θ k+1 n . If λ k n−1 and λ k n are found, θ k+1 n is updated according to (12). Now we explain how to find λ k n−1 and λ k n if the topology has changed at iteration k and workers n − 1 and n + 1 just became the neighbors of the worker n. Note that we do not mention the case in which only one of the neighbors has changed since updating the dual variable of the corresponding neighbor is straightforward. We just solve (15)/(24) for head/tail worker with respect to that dual variable which is a single equation in a single variable. Next we explain how to find the dual variables λ k n−1 and λ k n . One way to calculate λ k n−1 and λ k n in the first iteration after each topology change is as follows: worker 1 (n = 1) will have only worker 2 as a neighbor, then λ k 0 is equal to 0. Therefore, worker 1 (the first worker in head group) can find λ k 1 by solving equation (15) with respect to λ k 1 which is a single variable equation that is easy to solve. Once λ k 1 is calculated by worker 1, it is communicated to worker 2 (the first worker in the tail group). In the next step, worker 2 solves (24) with respect to λ k 2 only as a variable since λ k 1 was already calculated by worker 1. Similarly, worker 2 communicate λ k 2 to worker 3 and so on. This approach will find all of the dual variables, but since it updates the dual variables in a sequential manner for the first iteration after each topology change, it may require long running time as the number of workers grow. Moreover, this strategy introduces extra communication over head since each user need to not only send its current model, but also the joint dual variable between this worker and its next neighbor in the ascending order. Therefore, we next present a faster and more communication-efficient strategy.
To explain this strategy, we re-write (12), (15), and (24) as follows:
where. λ
We can clearly see from (26) and (27) that finding λ k n is enough to proceed in updating the primal variables, so we do not really need to compute both λ k n−1 and λ k n . Note that all other variables in (15)/(24) for head/tail workers are given at iteration k, so solving (15)/(24) for head/tail workers with respect to λ k n yields the optimal value at iteration k. Updating λ k n is then carried as follow:
Hence, given λ k n , and the primal variables of the worker n and its neighbors, all workers can update to λ k+1 n in parallel without extra communication overhead. Therefore, this strategy is faster and more communication efficient.
Lemma 5 For any iteration k + 1 in which the topology changes, given the new topology, and the current model parameter of each worker, finding λ k n that satisfy (26) and (27) yields the optimal choice of λ k n ; hence the optimal choice of −λ k+1 n−1 + λ k+1 n .
Proof We already know that at iteration k + 1, for a given value of −λ k+1 n−1 + λ k+1 n and θ k n∈Nt , the optimal update of θ k+1 n∈N h is the one that satisfies (26). However, in our case,
is already known since without loss of generality, we can assume that the current model of head workers is the (k + 1)-th one. Hence, the rule can apply in the opposite direction. Given θ k+1 n∈N h and θ k n∈Nt , λ k n which is equal to −λ k+1 n−1 + λ k+1 n should satisfy (26).
Therefore, λ k n that satisfy (26) is the optimal choice for head workers. Applying the same rule on tail workers using (27) yields the same result, and that concludes the proof.
Lemma 6 For the iterates generated by Algorithm 2, the upper and the lower bound on the optimality gap defined in statements (i) and (ii) of lemma 1 are exist.
Proof The proof follows the same lines of the proof of lemma 1 (Appendix A), i.e., replacing the term −λ k+1 n−1 + λ k+1 n by λ k+1 n in the equations (31) and (32) (Appendix A) does not affect the fact they still hold. Hence, all the subsequent inequalities in the proof of lemma 1 still hold. Since λ k+1 n can still be decomposed into −λ k+1 n−1 + λ k+1 n , the inequalities (39) and (40) (Appendix A) still hold. That yields the inequality defined in (41) and concludes the proof of statement (i). However, applying the same strategy to statement (ii) yields the same result.
Theorem 7 If f n (θ n ) is closed, proper, and convex for all n, and the Lagrangian L 0 has a saddle point, D-GADMM achieves the same converges guarantees and rate of GADMM.
Proof We know from the proof of GADMM and from lemma 5 that updating λ k n according to the following rule is optimal: (26)( (27)) for head(tail) if topology changed
We also know from lemma 6, updating λ k+1 n according (29), and carrying the updates of the primal variables the same way described in GADMM, the statements (i) and (ii) of lemma 1 hold.
We also know that the first inequality in the proof of Theorem 2 (Eq. (45), Appendix.B) since it is just direct sum of the two inequalities defined in statements (i) and (ii) of lemma 1. Moreover, λ k+1 n can always be decomposed into −λ k+1 n−1 +λ k+1 n , where
. Hence, inequality 46 in Appendix B holds. Given that this inequality holds, the remaining lines of the proof follows the same lines of the proof of theorem 2 (Appendix B).
Numerical Results and Conclusion
To validate our theoretical foundations, we numerically evaluate the performance of GADMM in linear and logistic regression tasks, compared with the following benchmark algorithms.
• LAG-PS (Chen et al., 2018) : A version of LAG whose parameter server selects communicating workers.
• LAG-WK (Chen et al., 2018) : A version of LAG whose workers determine to communicate with the server.
• Cycle-IAG (Blatt et al., 2007; Gurbuzbalaban et al., 2017) : A cyclic modified version of the incremental aggregated gradient (IAG).
• R-IAG (Chen et al., 2018; Schmidt et al., 2017) : A non-uniform sampling version of stochastic average gradient (SAG).
• GD: Batch gradient descent.
For the tuning parameters, we use the default choices in (Chen et al., 2018) . For our decentralized algorithm, we consider N workers without any central entity, whereas for centralized algorithms, a uniformly randomly selected worker is considered as a central controller having a direct link to each worker. 
at iteration k and (ii) its corresponding total communication cost (TC).
The TC of a decentralized algorithm is
where T a is the number of iterations to achieve a target accuracy a, and 1 n,t denotes an indicator function that equals 1 if worker n is sending an update at t, and 0 otherwise. The term L m n,t is the cost of the communication link between workers n and m at communication round t. Next, let L c n,t denote the cost of the communication between worker n and the central controller at t. Then, the TC of a centralized algorithm is
, where L c BC,t and L c n,t 's correspond to downlink broadcast and uplink unicast costs, respectively. It is noted that the communication overhead in (Chen et al., 2018) only takes into account uplink costs. For a static network topology, we consider L m n,t = L c n,t = L c BC,t = 1 unless otherwise specified, whereas for a time-varying topology, the values of L m n,t are given by the edge weights in Fig. 3-(a) .
All simulations are conducted using the synthetic and real datasets described in (Dua and Graff, 2017; Chen et al., 2018) . The synthetic data tests linear regression with increasing smoothness constants and logistic regression with uniform smoothness constants (Chen et al., 2018) . In this case, we consider 1,200 samples with 50 features, which are evenly split into workers. Next, the real data tests linear and logistic regression tasks with Body Fat (252 samples, 14 features) and Derm (358 samples, 34 features) datasets (Dua and Graff, 2017) , respectively. As the real dataset sizes are smaller than the synthetic dataset, we by default consider 10 and 24 workers for the real and synthetic datasets, respectively.
Figs. 2 and 3 corroborate that GADMM outperforms the benchmark algorithms by several orders of magnitudes, thanks to its parallel updates of workers communicating only with two neighbors. For linear regression with the synthetic dataset, Fig. 2 shows that all variants of GADMM with ρ = 3, 5, and 7 achieve the target objective error of 10 −4 in less than 1,000 iterations, whereas GD, LAG-PS, and LAG-WK require more than 50,000 iterations to achieve the same target error. Furthermore, the TC of GADMM with ρ = 5 is 9 times lower than that of LAG-WK. Table 1 shows similar results for different numbers of workers, only except for linear regression with the smallest 14 workers, in which LAG-WK achieves the lowest TC. For logistic regression, Fig. 3 validates that GADMM outperforms the benchmark algorithms, as in the case of linear regression in Fig. 2 .
Next, comparing the results with the Body Fat dataset in Fig. 2 and the Derm dataset in Fig. 3 , we observe that the optimal ρ depends on the data distribution across workers. Namely, when the local data samples of each worker are highly correlated with the other workers' samples (i.e., Body Fat dataset), the local optimal of each worker is very close to the global optimal. Therefore, reducing the penalty for the disagreement between θ n and θ n+1 by lowering ρ yields faster convergence. Following the same reasoning, higher ρ provides faster convergence when the local data samples are independent of each other (i.e., Derm dataset in Fig. 3 and synthetic datasets in Figs. 2 and 3) . Fig. 4-(a) and (b) demonstrate that GADMM is communication efficient under different network topologies. In fact, the TC calculations of GADMM in Table 1 and Fig. 2 rely on a unit communication cost for all communication links, i.e., L m n,t = L c n,t = L c BC,t = 1, which may not capture the communication efficiency of GADMM under a generic network topology. Instead, here we illustrate the cumulative distribution function (CDF) of TC by observing 1,000 different network topologies. At the beginning of each observation, 24 workers are randomly distributed over a 10×10 m 2 square area. In GADMM, workers are associated based on the nearest neighbor rule, whereas in centralized algorithms, the worker closest to the center becomes a central worker associating with all the other workers. When an association distance between workers n and k at t is d m n,t , unicast costs L m n,t and L c n,t are given as 1/(d m n,t ) 2 for compensating its distance loss, i.e., channel inversion power control cost under free-space channels (Tse and Viswanath, 2005) . For centralized algorithms, the broadcast cost L c BC,t is determined by the longest association distance from the central worker, given as 1/(max {d m n,t } d m n,t ) 2 . The CDF results in Fig. 4 -(a) and (b) show that with high probability, GADMM achieves much lower TC in both linear and logistic regression tasks for a generic network topology, compared to other baseline algorithms. Fig. 4 -(c) validates that GADMM guarantees the consensus on the model parameters of all workers when training converges. Indeed, GADMM complies only with the constraint θ n = θ n+1 in (3), and may therefore violate the original consensus constraint θ n = θ in (5) during training. Nevertheless, we observe in Fig. 4 -(c) that the average consensus constraint violation (ACV), defined as
n+1 |/N , goes to zero with the number of iterations. Specifically, AVC becomes 8×10 −7 after 495 iterations at which the loss becomes 1×10 −4 . This underpins that GADMM is robust against its consensus violations temporarily at the early phase of training, thereby achieving the average consensus at the end.
Finally, we extend GADMM to D-GADMM, and evaluate its performance with 4 workers under the time-varying network topology depicted in Fig. 5-(a) . The topology changes every 10 iterations for the first 30 iterations, and then it keeps the last topology. In contrast to GADMM wherein the worker connectivity graph is kept unchanged, D-GADMM updates its connectivity graph based on the changed communication cost L m n,t . This is done by exchanging pilot signals whose communication overhead is assumed to be negligible as compared to the model parameter exchanges, and the details are deferred to Appendix D. In logistic regression with Derm dataset, as observed in Fig. 5-(b) , the TC of D-GADMM is significantly reduced compared to GADMM, by reconsidering the worker's connectivity with neighbors once the topology starts to change. In spite of the reduction in TC, it is important to note that D-GADMM does not compromise the convergence rate and optimality compared to GADMM.
Conclusions and Future work
In this paper, we formulate a constrained optimization problem for distributed machine learning applications, and propose a novel decentralized algorithm based on ADMM, termed GADMM to solve this problem. GADMM is shown to achieve an o(1/k) rate of convergence, while maximizing the communication efficiency of each worker by allowing it to communicate with only two neighbors. Extensive simulations in linear and logistic regression with synthetic and real datasets show significant improvements in convergence rate and communication overhead. Furthermore, we extend GADMM to D-GADMM that accounts for time-varying network topologies. Both analysis and simulations confirm that D-GADMM achieves the same convergence rate as GADMM with low communication overhead under topology changes' scenario. The cost of connectivity graph updates may not always be negligible, particularly for a large number of workers with high mobility. Optimizing the graph updating frequency for a given temporal network dynamics could therefore be an interesting topic for future study.
Appendix A. Proof of Lemma 1
Proof of statement (i): We note that f n (θ n ) for all n is closed, proper, and convex, hence
n∈Nt , λ n ), the following must hold true for every n ∈ N h at each iteration k + 1
The result in (31) implies that θ k+1 n∈N h minimizes the following convex objective function
Next, since θ k+1 n∈N h is the minimizer of (32), then, it holds that
where θ is the optimal value of the problem in (4)-(5). Similarly for θ k+1 n∈Nt satisfies (11) and it holds that
Add (33) and (34), and then take the summation over all the workers, we get
After rearranging the terms, we get
Note that we can write
and
authors From (37) and (38), at θ k+1 n , it holds that
where for the second equality, we have used the definition of primal residuals defined after (17). Similarly, it holds for θ as
The equality in (40) holds since θ n − θ n+1 = 0 for all n. Next, substituting the results from (39) and (40) into (36), we get
which concludes the proof of statement (i) of Lemma 1.
Proof of statement (ii):
The proof of this lemma is along the similar line as in (Boyd et al., 2011, A. 3) but is provided here for completeness. We note that for a saddle point
for all n. Substituting the expression for the Lagrangian from (6) on the both sides of (42), we get 
which is the statement (ii) of Lemma 1.
Appendix B. Proof of Theorem 2
To proceed with the analysis, add (41) 
Note that the first term on the left hand side of (46) 
Replacing r k+1 n,n+1 in the first and second terms of (47) 
Using the equality λ k+1 n − λ k n = (λ k+1 n − λ n ) − (λ k n − λ n ), we can write (48) as 
Next, consider the second term on the left hand side of (46), from the equality s 
we rewrite the right hand side of (52) Further using the equalities
we can write (54) as 
After rearranging the terms, we can write Substituting the equalities from (50) and (59) to the left hand side of (46), we obtain
(1/ρ) λ 
After rearranging the terms in (62) and using the definition of the Lyapunov function in (23), we get 
In order to prove that k+1 is a one step toward the optimal solution or the Lyapunov function decreases monotonically at each iteration, we need to show that the inner product terms on the right hand side of term to the right of the inequality is less that zero. In other words, we need to prove that the term n∈N h − 2ρ θ We know that θ k+1 n∈Nt minimizes f n (θ n ) + −λ k+1 n−1 + λ k+1 n , θ n , hence it holds that
and θ k n∈Nt minimizes f n (θ n ) + −λ k n−1 + λ k n , θ n , which implies that
Adding (66) and (67) The result in (74) implies that the primal residual r k+1 n,n+1 → 0 as k → ∞ for all n which is the proof of statement (i) in Theorem 2. Similarly, the norm difference θ . 6-(b) and (c) show a scenario in which the topology has changed, and worker 2 has lost its connection to worker 4. If we follow our algorithm for the topology shown in Fig. 6-(b) , when we reach worker 4, we find that it has no direct link to worker 2 (the remaining set of workers). Therefore, as shown in the figure, worker 2 is connected to worker 1. Fig. 6 -c shows the same scenario, but in this case, worker 2 is connected to worker 3 instead of 1 since worker 1 does not have a direct link to worker 2. Therefore, worker 2 is assigned to the head group. Note that, worker 2 does not have a connection to any other worker except worker 3. In Fig. 6 -(d), we assume that there is a worker 5 that is connected to only worker 2, so that worker appears in the tail group and it has a link to worker 2 only.
