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ABSTRACT
The most natural and informal means of communication and control is speech
communication. Therefore, it also goes to say that control of home appliances, stereo, computer,
and heating thermostat to name a few will naturally tend to this form of control.
A word recognition home controller was designed, constructed, and tested successfully.
This paper will discuss the low-cost overall design, implementation, and results of a presently
constructed and working "home controller." The results of this successful project in voice control
are very promising and agree with the original hypothesis: A home that listens to your command
is very much a part of the reality of the future.
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INTRODUCTION
From day one man has dreamed of hands-ofF-control. Even science fiction portrays
human interaction with machines using word recognition as the interface. Now fast becoming
realizable, many applications to word recognition control devices are starting to become apparent:
controls in industrial systems, aids for the handicapped, jet fighter controls, computerized
telephone operators, academic learning tools, and even word recognition controlled Windows
software.
The system designed by the authors uses a standard IBM compatible 486, a Sound Blaster
Sound Card with Digital Signal Processor, and Radio Shack's "Plug In Power." The major tasks
in the project’s design and implementation fell into three areas:
1. Software control of a Digital Signal Processor to look for a word and digitize sound
samples into memory.
2. Software to compress and recognize isolated words from a trained dictionary of
words.
3. Designing a circuit interface to allow the computer to control a Radio Shack
Transmitter. This transmitter transmits a tone or frequency through standard house
wiring, where upon a Radio Shack receiver, set to filter for that tone, triggers the
selected device or appliance

While some sections are fairly detailed, do not expect to find a step by step "how to"
process. The intent o f the authors is to inform its audience and give them a better understanding
of one implementation of the up-and-coming technology.
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DESIGN AND IMPLEMENTATION
This section o f the report discusses, in a logical layout, the design from the spoken
command to the appliance control. Each portion of the design and a description of the devices
involved is summarized. The basic blocks of the system step through each portion of the sound
input to computer memory (Figure la) and from the computer to the appliance (Figure lb)
The overall flowchart of the design can be found in the appendix (page 16)
important note: all program m ing Mm handled in one high level language c a lled TURBO
PASCAL M’ith device driver calls in assembly language to handle hardware ini erupts.
FIGURE 1(a): Block diagram of the microphone, analog to digital convertor, and input to the
compute: memory'.

COMPUTE* SYSTEM

, )

TO ME!

"I

FIGURE 1(b): Block diagram of the computer control through AC house wiring

#
4

33

Microphone Input
To receive voiced input into a personal computer for further processing, speech must first
be input into a microphone. A microphone's task is fairly simply explained. It takes a sound’s
time-varying loudness and air pressure differences and converts them linearly into a time-varying
voltage signal (see figure 2).
FIGURE 2: an electrical time-varying signal as would be seen on an oscilloscope.

Analog To Digital Conversion and Digital Signal Processing
Once sound is converted to a time-varying voltage signal it can be sampled * Sampling

* before the signal is sampled it is passed through an Automatic Gain Control (AGC). Once an
AGC picks up a signal it holds that signal at a constant gain ever, when the signal slowly weakens.
This aids in speaker recognition while a speaker is moving or varying voice loudness. While this

improves results it is not necessary'.
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converts a continuous signal into a number of discrete samples. Since most of the frequency
range for a voiced signal is under 5 kHz the Nyquist criterion states that the sampling rate must be
at least twice the maximum frequency, therefore a sampling range of 6k to 10k samples/sec will
suffice. Because Creative Labs Sound Blaster Sound Card is arguably the most-used Digital
Signal Processor (DSP) for the personal computer it was chosen to perform the digital signal
sampling. Each sample was taken as a 16-bit Compact Disc quality sample. Control of the DSP
is accessed through device drivers [1] (low level code summoned from a higher level language to
control a card) and the samples are placed in memory. The signal is next low pass filtered to
remove 60Hz hum and high pass filtered to remove high frequency noise. The filtering is internal
to the programming (i.e. digital filtering is employed).

Word Detection
Word detection is handled by calculating a simple ten ms energy and comparing to a
threshold to check if there is energy above and beyond background noise. This energy calculation
takes valuable time to perform and part of the word may have already passed by the time the word
is detected. Therefore employing two Direct Memory Access buffers* will allow tacking on the
previously stored memory buffer to the present buffer being checked if a word is detected. While
the computer is checking samples from one memory buffer the DSP is recording to the other
buffer.
Once the word is detected again a device driver is employed to record one second’s worth
of samples to memory. Again these samples are tacked on to the previously stored short-time
samples used for the word detection.

*DMA entails the Sound Blaster peripheral storing its speech samples directly to a buffer set up in
the computer’s Random Access Memory (RAM). Since the microprocessor is not tied up in
storing bytes to memory it can perform sequential operations even while speech is being recorded.
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Speech Signal Compression
The signal for a spoken word looks fairly random (figure 3a), however upon closer
inspection, fairly uniform frequencies and energy can be seen in a voiced signal (figure 3b). These
uniformities and other uniform aspects o f the voiced signal allow the possibility for compression
of a word without losing vital information that describes the word. In fact, with proper
compression and decompression the original signal can be recovered from the compressed
parameters. This compression, in appropriate applications, can allow for much faster and less
frequency bandwidth data transmission. As an example of compression consider a Cosine signal,
a continuous signal consisting of an infinite amount o f points, can be totally described by its
Amplitude and frequency.

FIGURE 3(a): The spoken word signal looks fairly random in nature
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FIGURE 3(b): Closer inspection of the signal reveals uniform frequency and gain
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Before compression can take place the endpoint of the word has to be located and word
framing performed. End point of the word recorded is found similar to finding the start of the
word. The endpoint is found by calculating consecutive ten ms energies until background noise
levels are reached [2]. Framing of a word is like chopping the word into smaller portions and
then analyzing each portion. The word is framed into thirty-two frames of 256 samples each.
This number does not vary with word length which means frames must overlap by an amount
dependent on word length. This type of word framing linearly adjusts to the word's size without
the computation involved in more complex techniques such as Dynamic Time Warping (DTW).
Each frame of samples is then windowed by a hamming window to prevent aliasing.
For the compression of the word certain parameters must be chosen to represent the
word. Each frame of the thirty-two frames will have eight parameters to describe it. Since each
frame is 256 samples in length originally and now the frame can be represented by 8 parameters,
this is a 32:1 compression ratio. (This compression will later allow much less computation in the
recognition of the word.) The eight parameters chosen for this application are the same as those
chosen in a successful word recognition study performed at the University of Purdue by M. Daniel
Tom and M. Renando Tenorio [3]. The eight parameters for each frame of interest are four
Linear Predictive Coding coefficients, normalized prediction error, the peak sampled value, the
number of zero crossings, and the root-mean-squared energy*. A thorough discussion of these
parameters would not help meet the objective of this paper. The book Speech Communication is
a very good reference for a further discussion of these parameters [4]. These parameters that
describe the word being analyzed will be fed into an artificially intelligent word recognizer for
word recognition.

*Note: with these eight parameters it is not possible to recover the original signal totally.
However, with word recognition our intent is only to recognize the word..
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Artificially Intelligent Word Recognizer
There are many techniques and types of word recognition systems in existence that have
met with a certain degree of success: phoneme classifiers, complex computer algorithms, series of
bandpass filters, loaded dictionary comparators [4] to name a few. Choices for a recognizer can
depend on speed, cost, complexity and/or recognition percentage.
For this application a neural network paradigm (i.e. artificial intelligence) was chosen for a
number of reasons:
(1) Neural networks have been tested in word recognition systems and work well with
small (~ <50) isolated word vocabularies. This is ideal for a small control specific
language;
(2)

Neural networks can continue to learn as a speaker's voice changes over the years.
In fact, its word recognition accuracy will increase with each additional use;

(3)

Neural networks can be easily trained with multiple speakers to achieve a word
recognizer with speaker independent recognition.

(4)

Another important reason for choosing an artificial intelligence-based word
recognizer is that a programmer need not write massive algorithms that can discern a
vocabulary of words. This is because it is totally up to the neural network through a
process of trial and error to learn the words of its vocabulary.

Accordingly, of the many neural network paradigms, the back propagation neural network
paradigm was chosen because:
(1)

It is a good at finding general pattern similarities among its training inputs;

(2)

The back propagation neural network is fairly straight forward to program;

(3) The back propagation neural network is the most widely used of the paradigms and it
has many well documented research applications (even though neural networks are a
relatively new field of study).
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The back propagation neural network was modeled after the brain’s interconnected
network o f neurons and has an input and an output. Training of the back propagation neural
network is accomplished by giving it a known input and comparing the neural network’s output to
the actual desired output (in this case the correct word that corresponds to the known input). The
amount o f difference between the desired output and the neural networks output is the error [5].
By propagating this error backwards into the "brain neurons" and changing the neurons
proportionally to the amount they erred, the neural network learns. Never has the saying been so
true "to error is to learn" as it pertains to neural networks.
Using a ten word vocabulary for training and saying each word only once, the neural
network was able to decipher a spoken word correctly 85% of the time. However near 100%
recognition was achieved by simply saying each word of the vocabulary twice. This adds more
training records to the training process for the neural network to learn with.
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Computer Parallel Port Output
Each word of the established vocabulary is given a coded eight bit hexadecimal number to
be outputted out of the parallel port of the personal computer upon recognition of the spoken
word (e.g. "lamp on" —> hexadecimal code: 02h

"lamp o ff'-> hexadecimal code: 20h). This

hexadecimal code will activate a switch on a peripheral Radio Shack Transmitter connected to the
parallel port. The transmitter then transmits a corresponding Pulse Code Modulated signal
through the house wiring.

The Frequency Transmitter and Receiver
The transmitter and receiver are a design of Radio Shack Plug in Power. By pressing an
input on a selection panel the transmitter sends Pulse Code Modulated signals over standard
house wiring. The device that is desired to be controlled is plugged into a Radio Shack receiver.
The receiver upon receiving the signal will demodulate and filter the signal, then activate the
device. Plug in appliances as well as switches can be controlled using these special receivers. The
transmitter had to be redesigned to allow interface to the computer.

Computer - Transmitter Interface
Analyzing the selection panel led to a design for a computer integrated controller of the
devices (as seen on the next page figures 4a and 4b). The selection panel switches were
connected in parallel with computer activated optoisolators, so the switches on the transmitter
could be closed either manually or by the computer. These optoisolation devices have basically
two tasks: First, the optoisolators, stimulated by a parallel port output code act as solid state
relays, closing switches. Second they isolate the computer from any possible spikes coming from
the direct transmitter hookup to house wiring. The data stream from the parallel port is
connected to this interface via a stripped printer cable.
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FIGURE 4(a): Block schematic of the computer to transmitter interface

FIGURE 4(b): Photograph of the computer to transmitter interface
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RESULTS AND COST ANALYSIS
research and development costs
costs of miscellaneous circuitry for scrapped design - S235
breadboards - $50
wires, resistors, LED's - $28
Sound Blaster programming information (Creative Labs Developers Kit) - $105
Radio Shack transmitter - $ 15
Radio Shack 8 receivers - $10 a piece
16 optoisolator chips - $2 a piece
2 decoder chips - $2 a piece
Creative Labs Sound Blaster 16 DSP- $209
Printer Cable - $ 15
TOTAL prototype model $671
actual costs to build a production model
(1) Not including the cost o f a Sound Blaster Card (computer assumed)
Radio Shack transmitter - $ 15
Radio Shack 8 receivers - $10 a piece
16 optoisolator chips - $2 a piece
2 decoder chips - $2 a piece
circuit board - $ 1
miscellaneous wiring etc. $ 1
circuit package - $2
Printer Cable - $ 15
TOTAL production model $118
(2) Including the cost o f a Sound Blaster Card
Creative Labs Sound Blaster 16 DSP ~$209
transmitter - $15
8 receivers - $10 a piece
16 optoisolator chips - $2 a piece
2 decoder chips - $2 a piece
circuit board - $1
miscellaneous wiring etc. $ 1
circuit package - $2
Printer Cable - $15
TOTAL production model $295
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Product’s good qualities and bad qualities
Product Good Points
1. no need for additional house wiring
2. near 100% isolated word recognition accuracy
3. cost o f a production model is very reasonable
4. easy of use and installation

Product Problems
1. range only good for over a certain circuit breaker
2. requires a dedicated computer while the program is running
3. three and a half second delay time (1 second for record and playback time, 1.5 second
for word compression, and 1 second for Radio Shack device switching time)
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FURTHER DEVELOPMENTS AND ENHANCEMENTS
>Use two microphones setup properly on opposite sides of a room with Automatic Gain Control
to improve recognition o f a speaker being located at any point in the room.
>Use a cheap, very low power Frequency Modulated transmitter attached to the shirt of the
person in control, with an FM receiver near the computer to demodulate and input spoken
commands into the computer. This is a second solution to allow recognition o f speaker from any
point in the house.
>Design and build a custom board with a DSP, microprocessor, and memory capability. This will
decrease the delay time, eliminate the need for a dedicated computer (except to program and
initialize the chips), and eliminate the need for the Sound Blaster card.
>Increase transmitted power to allow control over the entire house.
>Put the executable software into resident memory so that, much like a screen saver, the software
can always be running even while running other programs (this is another solution to not
dedicating the computer to the sole task o f running this software).

CONCLUSION
A word recognition home controller was designed and tested successfully, showing great
promise for this type of device control. The design’s ease of use, excellent isolated word
recognizer, and low cost make it an appealing and marketable consumer product. However,
certain aspects of the word recognition controller need improvement including increasing the
transmitters power, shortening the delay time, and constructing a dedicated microprocessor and
Digital Signal Processor board so as not to dedicate a computer to one sole task. Future work by
both authors hope to make the necessary improvements.
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