We consider the following problem: given a collection of strings s1, . . . . Sm, find the shortest string s such that each Si appears as a substring (a consecutive block) of s. Although this problem is known to be NP-hard, a simple greedy procedure appears to do quite well and is routinely used in DNA sequencing and data compression practice, namely: repeatedly merge the pair of strings with maximum overlap until only one string remains. Let n denote the length of the optimal superstring. A common conjecture states that the above greedy procedure produces a superstring of length O(n) (in fact, 2n), yet the only previous nontrivial bound known for any polynomial-time algorithm is a recent O(n log n) result.
Introduction
Given a finite set of strings, we would like to find their shortest common superstring. That is, we want the shortest possible string s such that every string in the set is a substring ofs.
The question is NP-hard [2, 1] . Due to its important applications in data compression [9] and DNA sequencing [8, 3, 4] , efficient approximation algorithms for this problem are indispensable.
We give an example from the DNA sequencing practice.
A DNA molecule can be represented as a character string over the set of nucleotides {A, C, G, T}.
Such a character string ranges from a few thousand symbols long for a simple virus to 3 x 109 symbols for a human being. Determining this string for different molecules, or sequencing the molecules, is a crucial step towards understanding the biological functions of the molecules. With current laboratory methods, only small fragments (chosen from unknown locations) of at most 500 base pairs can be sequenced at a time. Then from hundreds, thousands, sometimes millions of these fragments, a biochemist assembles the superstring representing the whole molecule. A simple greedy algorithm is routinely used [8, 3] to cope with this job. This algorithm, which we call GREEDY, just repeatedly merges the pair of strings with maximum overlap until only one string remains. It has been an open question as to how well GREEDY approximates a shortest common superstring, although a common conjecture states that GREEDY produces a superstring of length at most two times optimal [9, 10, 11] .
From a different point of view, Li [4] considered learning a superstring from randomly drawn substrings in the Valiant learning model [12] . In a restricted sense, the shorter the superst ring we obtain, the smaller the number of samples are needed to infer a superstring. Therefore finding a good approximation bound for shortest common superstring implies efficient learnability or inferability of DNA sequences [4] . Our linear approximation result reduces the number of samples required in [4] to learn a superstring by a multiplicative logarithmic factor.
Tarhio and Ukkonen [10] and Turner [11] established some performance guarantees for GREEDY with respect to so-called "compression"
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basically measures the number of symbols saved by GREEDY compared to plainly concatenating all the strings. It was shown that if the optimal solution saves m symbols, then GREEDY saves at least m/2 symbols. But, in general this implies no performance guarantee with respect to optimal length since in the best case this only says that GREEDY produces a superstring of length at most half the total length of all the strings. Recently Li [4] obtained the first nontrivial bound for the superstring problem with respect to the optimal superstring length. Given a set of strings S, the algorithm in [4] produces a superstring of length at most n log n where n is the length of the shortest superstring for S. However, n log n is far from the conjectured O(n) bound.
In this paper we show that the superstring problem can be approximated within a constimt factor, and in fact that algorithm GREEDY produces a superstring of length at most 4n. Furthermore, we give a simple modified greedy procedure MGREEDY that achieves a bound of 4n, and then present another algorithm TGREEDY, based on MGREEDY, that we show achieves 3n.
The rest of the paper is organized as follows: Section 2 contains notation, definitions, and some basic facts about strings. In Section 3 we describe our main algorithm MGREEDY with its proof. This proof forms the basis of the analysis in the next two sections. MGREEDY is improved to TGREEDY in Section 4. We finally give the 4n bound for GREEDY in, Section 5. In Section 6, we show that the superstring problem is MAX SNP-hard which implies that it is unlikely there is a polynomial time approximation scheme for the superstring problem.
Preliminaries
Let S={sI, ..., Sm} be a set of m strings over some alphabet Z. Without loss of generality, we assume that set S is "substring free" in that no string Si c S' is a substring of any other sj c S. A common superstring of S is a string s such that each Si in S is a substring ofs. That is, for each Si, string s can be written as Uisi vi for some Ui and vi. In this paper, we will use n and OPT(S) interchangeably for the length of the shortest common superstring for S. Our goal is to find a superstring for S whose length is as close to OPT(S) as possible.
For two strings s and t, not necessarily distinct, let v be the longest string such that s = uv and t = vw for some non-empty strings u and w. We call IvI the (amount of) overlap between s and t,and denote it as ov (s, t). Furthermore, u is called the prejiz of s with respect to t, and is denoted pre~(s, t). Finally, we call Ipr-ef(s, t)l = Iul the distance from s to t, and denote it as d(s, t). So, the string uvzv = pre~(s, t)t, of length d(s, -t)+ It I = Isl+ Itl -OV(S, t) is the shortest superstring ofs and t in which s appears (strictly) before t,and is also called the merge of s and t. For si, sj c S, we will abbreviate pre~(si, sj ) to simply pref(i, j), and d(s~, Sj ) and Ov(si, Sj) to d(i, j) and ov(i, j) respectively. = s for all strings, so the claim follows from the fact that S is substring free. The invariant could only be invalidated by a merge of two strings tl and tzinto a string t that has, say, first (s) as a substring. But if first (s) was not yet a substring of either tl or tz,then it must 'contain' the piece of overlap between tl and tz, hence the overlap from tl to s would have been greater than the chosen one; a contradiction. u So when GREEDY (or its variation MGREEDY that we introduce later) chooses s and t as having the maximum overlap, then the merge of s and t is (first(s), . . . . last(s), first(t), . . . . last(t)).
s's order of substrings, wasn't the maximal one. This shows that OV(S,t)equals ov(last(s), first(t)).
For a permutation m on the set {l, ..., m}, let ST = (Sm(l),...,S=(m)).
In a shortest superstring for S, the substrings appear in some total order, say Srtl), . . . . S~(~), hence it must equal ST. Call two strings s, t equivalent, s s t, if they are cyclic shifts of each other, i.e. if there are strings u, v such that s = uv and t = vu. Finally, let Sk denote the string consisting of k copies ofs concatenated together.
We will consider a traveling salesman problem on a weighted directed complete graph Gs derived from S and show that one can achieve a factor of 4 approximation for TSP on that graph, yielding a factor of 4 approximation for the shortest-common-superstring problem. Graph GS = (V, E, d) This graph is similar to one considered by 'Ihrner in the end of his paper [11] . Later we will take the overlap ov (, ) as the weight function to obtain the overlap graph.
We will call Si the string associated with vertex i, and let pre~(i, .i) = pre~(si, Sj ) be the string associated to edge (i, j instead of its full length.
We now define some notation for dealing with directed cycles in Gs. If c is a directed cycle in GS with vertices ii, ..., iv in order around c, we define periods(c) to be the equivalence class [pref(il, iz) is the minimum integer with the property that every member x of B is a power of some string g of length camt(l?) (i.e., x = Yk for some k). In general, we will denote a cycle c with vertices il, . . . . i, in order by "il -+ . .. -i.~il." Also, let W(C), the weight of cycle c, equal Is!, s c periods(c). For convenience, we will say that sj is in C, or "sj e c" if j is a vertex of the cycle c. Now, a few preliminary facts about cycles in GS. Let c=iO~...
-+ ir-l -+ io and c' be cycles in Gs. Proof. Fix ans G periods (c) and let u be the shortest nonempty prefix of s such that s = uv = vu. Then k = Iul divides w(c), and s = uj where j = w(c)/k. Since k is the minimal (positive) number of rotations that takes s back to itself, we have card(periods(c)) = k. Now use Claim 3 for u. u
The following lemma has been proved in [10, 11] . In the picture below, the vertical bars surround pieces of string that mat ch, showing a possible overlap between v-and u+, giving an upper bound on d (v-, u+) .
That is, given the choice of merging u to u+ and vto v or instead merging u to v and v-to u+, the best choice is that which cent ains the pair of largest overlap.
3
A 4" OPT(S) bound for a modified greedy algorithm
Let S be a set of strings and Gs the associated graph. Now, although finding a minimum weight Hamiltonian cycle in a weighted directed graph is in general a hard problem, there is a polynomial-time algorithm for a similar problem known as the assignment problem [5] . Here, the goal is simply to find a decomposition of the graph into cycles such that each vertex is in exactly one cycle and the total weight of the cycles is minimized. Let CYC(G~) be the weight of the minimum assignment on graph Gs, so CYC(GS) < TSP(GS)~OPT(S).
The proof that a modified greedy algorithm MGREEDY finds a superstring of length at most 4. OPT(S) proceeds in two stages. We first show that an algorithm that finds an optimal assignment on GS, then opens each cycle into a single string, and finally concatenates all such strings together has a performance ratio of at most 4. We then show (Theorem 10) that in fact for the particular graphs Gs, a greedy strategy can be used to find optimal assignments. For each z G T, let Z. be an arbitrary string in cc. Let S' = {colz E T}, n' = OPT(S'), S" = {periods(cC) [O] zOl~~T}, and n" = OPT(S").
By Claim 4, a superstring for S" is also a superstring for T, so nT < n", where nT = OPT(T). For any permutation n on T elements, we have lS#l < IS; I +~c eT w., so n"~n'+ w. Observe that S' s S implies n' < n. Summing up, we get By Lemma 9, the compression achieved in a shortest superstring of T is less than 2w, i.e., IITII -nT < 2w. 
We proceed by bounding the overlap differences in the above equation. We combine the left/middle and middle/right parts as follows.
Let V be the disjoint union of kj and Vr, let E be the disjoint union of El and E., an d let G = (V, E) be the disjoint union of GI and G,. Thus each string in S1 U Sr occurs once, while each string in S'm occurs twice in G. We modify E to take advantage of the block overlaps. Add each weak link to E as an edge from the last node in the corresponding middle/right path of G, to the first node of the corresponding left/middle path of Gr. This procedure yields a new set of edges E'. Its overlap equals OV(J!7) = o~(EI) + o~(~r) + %. 
