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Введение. Для решения широкого круга задач 
интеллектуального анализа данных большого 
объема (Computational Intelligence, Big Data, 
Data Stream Mining) [1–3], связанных прежде 
всего с диагностированием, классификацией, 
компрессией, распознаванием образов, все ча-
ще используются искусственные нейронные 
сети [4] благодаря их универсальным аппрок-
симирующим свойствам и способности обуче-
ния по имеющимся экспериментальным дан-
ным. И хотя для решения подобных задач наи-
большее распространение получил классиче-
ский многослойный персептрон, нельзя не от-
метить такие его основные недостатки, как до-
вольно большой объем обучающей выборки, 
низкую скорость сходимости процесса обрат-
ного распространения ошибок, необходимость 
использования большого количества эпох обу-
чения. И если сугубо вычислительные пробле-
мы можно обойти, необходимость репрезента-
тивной обучающей выборки существенно ус-
ложняет использование этой нейронной сети 
при решении многих практических задач. Осо-
бенно остро эта проблема возникает в медико-
биологических исследованиях, где выборка 
данных короткая и при этом объект описыва-
ется множеством разноплановых характери-
стик [5, 6]. 
В такой ситуации наиболее эффективны ра-
диально-базисные нейронные сети [4], выход-
ной сигнал которых линейно зависит от настра-
иваемых синаптических весов. Это обстоятель-
ство позволяет использовать для обучения этих 
сетей арсенал известных подходов от стандарт-
ного метода наименьших квадратов до попу-
лярных алгоритмов линейной адаптивной иден-
тификации [7]. И хотя специфика задач диаг-
ностирования–классификации ограничивает воз-
можности использования традиционного квад-
ратичного критерия обучения, применение спе-
циализированного критерия Дж. Шинка [8], ори-
ентированного на задачи распознавания об-
разов с двоичным обучающим сигналом, по-
зволило синтезировать достаточно простую и 
эффективную диагностирующую радиально-
базисную нейронную сеть [9, 10]. 
Несмотря на все преимущества, радиально-
базисные сети все же не являются панацеей, 
поскольку их возможности ограничиваются так 
называемым «проклятием размерности», что 
ведет к экспоненциальному росту числа на-
страиваемых синаптических весов в зависимо-
сти от размерности пространства входных сиг-
налов–образов. 
Достаточно перспективно в данном случае 
использование вэйвлет-нейро-фаззи-систем, ко-
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торые наряду с аппроксимирующими возмож-
ностями и способностью к обучению позволя-
ют обеспечить лингвистическую интерпрета-
цию результатов, а использование вэйвлет-
функций принадлежности-активаций – обрабо-
тать данные с локальными особенностями. Син-
тезу такой диагностирующей вэйвлет-нейро-
фаззи-системы для ситуаций, когда размерность 
входных сигналов имеет один порядок с объе-
мом обучающей выборки, а собственно данные 
поступают на вход системы в последователь-
ном online-режиме, посвящена эта статья. 
Архитектура диагностирующей вэйвлет-
нейро-фаззи-системы 
Архитектура системы приведена на рис. 1 и 
состоит из шести последовательно соединен-
ных слоев. На входной (нулевой, рецепторный) 
слой нейро-фаззи-системы подается (n1)-мер-
ный вектор входных сигналов-образов x(k) = 
1 2( ( ), ( ), , ( )) ,Tnx k x k x k=   где 1,2, ,k N=   – 
номер наблюдения во входном массиве дан-
ных. При этом подразумевается, что все ком-
поненты ( )ix k  предварительно пронормирова-
ны так, что 0 ( ) 1, 1,2, , ,ix k i n£ £ " =   а дво-
ичные входные признаки принимают значение 
ноль или единица. 
Первый скрытый слой содержит nh вэйвлет-
функций принадлежности-активаций μ ( ( )),li ix k  
1,2, ,i n=  ; 1,2, ,l h=   и выполняет фаззи-
фикацию входных переменных, при этом чем 
больше число h, тем лучше аппроксимирующие 
свойства нейро-фаззи-системы, хотя для двоич-
ных признаков достаточно иметь 2h= . 
Второй скрытый слой реализует агрегиро-
вание уровней принадлежности, вычисленных 
в первом слое, и состоит из h блоков умноже-
ния P . 
Третий скрытый слой – это слой синаптиче-
ских весов , 1,2, , ,jlw j m= ¼  подлежащих обу-
чению. Рассмотренная вэйвлет-нейро-фаззи-сис-
тема содержит mh настраиваемых весов, где m 
– количество возможных клас-
сов–диагнозов, по одному на 
каждый выход системы. По-
нятно, что ,nmh e<<  т.е. ко-
личество весов вэйвлет-нейро-
фаззи-системы существенно 
меньше числа весов радиаль-
но-базисной нейронной сети. 
Четвертый скрытый слой 
образован 1m+  сумматорами 
S , вычисляющими суммы сиг-
налов на выходах второго и 
третьего скрытых слоев. 
В пятом скрытом слое, об-
разованном m  блоками деле-
ния · · , проводится нормали-
зация выходных сигналов чет-
вертого слоя. 
И, наконец, выходной (шес-
той) слой содержит m нели-
нейных активационных функ-
ций, при этом в задачах диаг-
ностики целесообразно исполь-
зование наипростейших сиг-
нум-функций, принимающих 
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значения +1 в случае правильного диагноза и  
–1 – в другом случае. Таким образом, выход-
ные сигналы системы yj(k) могут принимать 
только два значения ±1. 
Так, при подаче на вход вэйвлет-нейро-фаз-
зи-системы векторного сигнала x(k), элементы 
первого слоя вычисляют уровни принадлежно-
сти μ ( ( )),li ix k  при этом в качестве функций 
принадлежности предлагается использование 
одномерной адаптивной вэйвлет-функции при-
надлежности-активации [11] в виде 
2
2 ( )( ( )) (1 ( ) ( )) exp 2
li
li i li li
t kx k k t k
      
, (1) 
где ( ) ( )( ) ,( )
i li
li
li
x k c kt k
k
   ( )lic k  – параметр цен-
тра, li(k) – параметр ширины, li(k) – параметр 
формы функций. 
На рис. 2 представлены адаптивные вэйв-
лет-функции принадлежности-активации при 
разных параметрах. 
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Рис. 2 
Параметр ( )li k  позволяет настройку фор-
мы адаптивной вэйвлет-функции принадлеж-
ности-активации в процессе обучения сети, 
при этом если ( ) 0,li k   получаем Гауссову 
функцию (рис. 2, а), если ( ) 1li k  , получаем 
вэйвлет-функцию Mexican Hat (рис. 2, б), а ес-
ли 0 < ( )li k < 1 – гибридную функцию при-
надлежности-активации (рис. 2, в). 
Заметим, что функции принадлежности (1) в 
ряде случаев с успехом могут быть использо-
ваны и для признаков, принимающих произ-
вольное количество значений, а число настра-
иваемых синаптических весов принимает ми-
нимально возможное значение 2m . 
На выходах второго скрытого слоя появля-
ются агрегированные значения 
1
μ ( ( ))
n
li i
i
x k
=
 , 
когда несложно увидеть, что, если параметры 
ширины i одинаковы для всех признаков, т.е. 
i   , то 
 1 2
2
1
( ( ))
( )(1 ( ) ( )) exp ,2
n
li i
i
n
li
li li
i
x k
t kk t k
=
=
m =
æ ö÷ç ÷= -a -ç ÷ç ÷çè ø


 (2) 
(здесь 
1 2
(c ,c , ,c )
n
T
l l l lc =  ), т.е. реализуется 
нелинейное преобразование, аналогичное ра-
диально-базисной нейронной сети. 
Выходами третьего скрытого слоя будут 
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1
( ( )) ( ( ))
h
T
jl l j
l
w x k w x k
=
= j = jå , (3) 
здесь 
1
1 11
( ( )) ( ( )) ( ( ))
hn n
l li i li i
i il
x k x k x k
-
= ==
æ ö÷çj = m m ÷ç ÷ç ÷è øå  , 
1 2( , , , ) ,Tj j j jhw w w w= ¼ 1( ( )) ( ( ( )),x k x kj = j  
2 ( ( )), , ( ( )))Thx k x kj ¼ j ) и, наконец, шестого – 
 ( ) sign ( )j jy k u k= . (4) 
Очевидно, что рассмотренная нейро-фаззи-
система – это модификация системы Л. Ванга–
Дж. Менделя [12] и ориентирована на решение 
задач online диагностики-классификации. 
Обучение диагностирующей вэйвлет-ней-
ро-фаззи-системы 
Для обучения синаптических весов введенной 
системы используем метод обучения, основан-
ный на специализированном критерии [8], пред-
назначенном для решения задач распознавания 
образов, классификации, диагностики. 
Введем в рассмотрение m ошибок обучения 
( ) ( ) ( ) ( ) sign ( )j j j j je k d k y k d k u k= - = -  (5) 
и m критериев, основанных на этих ошибках 
( ) ( ) ( ) ( ) ( ) ( )
( ( ) sign ( ( ))) ( ( )),
j j j j j j
T T
j j j
E k e k u k d k u k u k
d k w x k w x k
= = - =
= - j j
 (6) 
где ( ) { 1,1}jd k Î -  – обучающий сигнал, при-
нимающий значение единица, если входной век-
тор x(k) принадлежит к j-му диагнозу, и – еди-
ница в другом случае. 
Для настройки синаптических весов исполь-
зуем стандартную градиентную процедуру ми-
нимизации критерия (6) 
( )( 1) ( ) ( ) jjl jl
jl
E k
w k w k k
w
¶+ = -h ¶ , 
(здесь (k) – параметр шага обучения), которая в 
векторной форме может быть переписана в виде 
( 1) ( ) ( ) ( ) ( ( ))
( ) ( )( ( )
sign ( ) ( ( ))) ( ( )),
1,2, , .
j j j
j j
T
j
w k w k k e k x k
w k k d k
w k x k x k
j m
+ = +h j =
= +h -
- j ⋅j
= ¼
 (7) 
Вводя далее обобщенный критерий для всех 
выходов системы 
1 1
( ) ( ) ( ) ( ),
m m
j j j
j j
E k E k e k u k
= =
= =å å  
можно записать алгоритм обучения всех си-
наптических весов системы в виде 
 ( 1) ( ) ( )( ( )sign ( ) ( ( ))) ( ( )),T
W k W k k d k
W k x k x k
+ = +h -
- j j  (8) 
где 
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æ ö÷ç ÷ç ÷ç ÷ç ÷ç ÷= - ´ç ÷ç ÷÷ç ÷ç ÷ç ÷çè ø
  – матрица настраи-
ваемых синаптических весов. 
Известно, что градиентные алгоритмы типа 
(7), (8) обеспечивают сходимость в достаточно 
широком диапазоне варьирования параметра ша-
га (k), однако при этом скорость сходимости 
может оказаться недостаточной. Увеличить эту 
скорость можно, воспользовавшись квазиньюто-
новскими процедурами обучения [13], например, 
 ( ) 1
( 1) ( )
( ( )) ( ( )) ( ) ( ( )),
j j
T
j
w k w k
x k x k I e k x k
-
+ = +
+ j j +h j  (9) 
где  > 0 – регуляризирующий параметр, I – (hh) 
– единичная матрица. 
Воспользовавшись далее леммой обращения 
матриц, несложно показать, что [10] 
( ) 1
2
( ( )) ( ( )) ( ( ))
( ( )) ,
( ( ))
Tx k x k I x k
x k
x k
-j j +h j =
j= h+ j
 
и переписать (9) в компактной форме 
 2
( ) ( ( ))( 1) ( )
( ( ))
j
j j
e k x k
w k w k
x k
j+ = + h+ j  (10) 
или  
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( ) ( ) ( ( )) ( ( )),
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которая при 0h=  будет многомерным вари-
антом оптимального по быстродействию алго-
ритма обучения, введенного в [14]. 
Предложенная диагностирующая нейро-фаз-
зи-система и адаптивный метод ее обучения 
предназначены для решения задач распознава-
ния образов, классификации, диагностики в ус-
ловиях, когда объем обучающей выборки бли-
зок к размерности входных образов, а именно 
эти образы поступают на обработку последо-
вательно в online режиме. Особенностью пред-
ложенной системы является существенно мень-
шее количество настраиваемых параметров в 
сравнении с нейронными сетями, которые ре-
шают ту же задачу. 
Система характерна простотой численной 
реализации, высоким быстродействием при обу-
чении, возможностью обработки информации, 
задаваемой в разных шкалах (количественной, 
ранговой, бинарной), что часто возникает в за-
дачах интеллектуальной обработки медицин-
ских данных. 
Имитационное моделирование диагности-
рующей нейро-фаззи-системы и ее метода 
обучения 
Диагностирование-классификация как один 
из видов задач интеллектуального анализа дан-
ных – это отдельный случай задачи аппроксима-
ции, решаемой нейронными сетями, состоящими 
в построении отображения n mR R . Однако в 
случае диагностирования-классификации набор 
значений элементов входного множества огра-
ничен количеством диагнозов. В качестве тесто-
вой была решена задача диагностирования-клас-
сификации опухоли молочной железы. 
Для этого была использована выборка, со-
стоящая из 699 наблюдений [15]. 16 наблюдений 
содержали параметры с пропущенными значе-
ниями и были удалены из выборки, а оставши-
еся 683 наблюдения были разделены на обу-
чающую выборку – 478 наблюдений (70 про-
центов) и тестовую выборку – 205 наблюдений 
(30 процентов). 
Каждое наблюдение содержало девятимер-
ный вектор параметров и один параметр при-
надлежности к диагнозу (один или ноль), ко-
торый необходимо было определить, диагно-
стируя тем самым злокачественную или доб-
рокачественную опухоль. 
Для сравнения: задача решалась четырьмя 
подходами – с помощью диагностирующей 
вэйвлет-нейро-фаззи-системы, каскадной нео-
фаззи нейронной сети, нео-фаззи нейронной 
сети, каскадно-корреляционной нейронной се-
ти и многослойного персептрона. 
Диагностирующая вэйвлет-нейро-фаззи-сис-
тема содержала шесть функций принадлежно-
сти в каждом нелинейном синапсе и настройка 
синаптических весов проводилась согласно 
предложенному алгоритму. 
Для решения задачи было введено два кри-
терия качества: 
 количество корректно классифицированных 
образов; 
 так называемый «доверительный интервал». 
Очевидно, что если на выходе нейронной се-
ти имеется значение, близкое к значению одно-
го из классов, то вероятность корректной клас-
сификации будет иметь большее значение. По-
скольку в рассмотренной задаче имеем только 
два класса (доброкачественная опухоль – 1, зло-
качественная опухоль – (–1)), то если выходной 
сигнал лежал в промежутке [0,3; – 0,3], счита-
лось, что такой образ не попадает в доверитель-
ный интервал. Полученные результаты с учетом 
обоих критериев качества приведены в таблице. 
Результаты диагностирования-кластеризации на основе диагно-
стирующей вэйвлет-нейро-фаззи-системы 
Нейронная сеть 
Точность на 
обучающей 
выборке, % 
Точность на 
тестовой  
выборке, %
Диагностирующая вэйвлет-
нейро-фаззи-система 99,6 98 
Каскадная нео-фаззи  
нейронная сеть 98,6 97 
Каскадно-корреляционная 
нейронная сеть 95 94 
Многослойный персептрон,  
25 эпох 99,2 98,5 
Нео-фаззи нейронная сеть 97,1 96,6 
 
Как видим, наилучшие результаты показали 
диагностирующая вейвлет-нейро-фаззи-системы 
и многослойный персептрон. Точность клас-
сификации этих двух архитектур практически 
идентична. В каскадной нео-фаззи нейронной 
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сети было синтезировано три каскада, а каждый 
нелинейный синапс нео-фаззи нейрона содержит 
по четыре треугольных функции принадлежно-
сти. Для настройки синаптических весов много-
слойного персептрона понадобилось значитель-
но больше времени (приблизительно в 10 раз), 
чем в случае обучения диагностирующей вэйв-
лет-нейро-фаззи-системы. 
Каскадно-корреляционная нейронная сеть 
показала наихудший результат. Обучение этой 
сети проводилось с использованием градиент-
ного метода для каждого каскада, состоявшего 
из единственного элементарного персептрона 
Розенблатта. Очевидно, что в этом случае время 
обучения весовых коэффициентов, обусловлен-
ное низкой скоростью сходимости градиентного 
метода, было более продолжительным. 
Заключение. Предложенная архитектура 
многослойной диагностирующей вэйвлет-ней-
ро-фаззи-системы, построенная на основе сис-
темы Такаги–Сугено–Канга с нелинейным сло-
ем диагностики с адаптивными вэйвлет-функ-
циями принадлежности, позволяет решить за-
дачу диагностирования-кластеризации. Моди-
фицированный метод обучения такой системы, 
простроенный на основе критерия распознава-
ния образов, характеризуется повышенным бы-
стродействием и простотой вычислительной 
реализации. Теоретические результаты проил-
люстрированы экспериментами на тестовых 
выборках и подтверждают преимущества пред-
ложенного подхода. 
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UDC 004.032.26 
Bodyanskiy Ye.V., Vynokurova O.А., Mulesa P.P.  
Diagnosis Wavelet-Neuro-Fuzzy System with Adaptive Wavelet Membership Function for Big Data Analy-
sis Tasks 
Keywords: diagnosis, wavelet-neuro-fuzzy-system, computational intelligence, online learning. 
The synthesis of the diagnostic wavelet-neuro-fuzzy system (WNFS) is used for the case, when training set volume is 
comparable with input patterns dimension. These patterns are fed for processing in on-line mode. An architecture of consid-
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ered NFS consists of the six sequentially-connected layers. In the input (zero, receptive) layer of NFS ( 1)n -dimensional 
vector of input signals-patterns 1 2( ) ( ( ), ( ), ( ))Tnx k x k x k x k   is fed, where 1,2, ,k N   is observation number in 
initial data set. In this case, it is supposed that all components ( )ix k  preliminary are modified so that 0 (k) 1,ix   
1, 2, , ,i n    and the binary input features have value 0 or 1. The first hidden layer consists of nh  membership function 
( ( ))li ix k , 1,2, ,i n  ; 1,2, ,l h   and provides fuzzyfication of input variables, the larger the number h , the better 
approximating properties of WNFS, although it is enough to have 2h   for the binary features. The second hidden layer 
realizes an aggregation of the membership levels, which are computed in the first layer, and consists of h  multiplication 
units. The third hidden layer is one of the synaptic weights , 1, 2, ,jlw j m   which are adjusted during the learning proc-
ess. The proposed WNFS consists of mh  tuning weights, where m  is a number of the potential classes, one for each sys-
tem output. It is clear, that nmh e , i.e. number of WNFS weights are significantly smaller than the number of RBFN 
weights. The fourth hidden layer consists of 1m   summators, which compute sum of output signal of the second and the 
third hidden layers. In fifth hidden layer, that consists of m division unit normalization of fourth layer output signals is real-
ized. And finally output (sixth) layer consists of m non-linear activation functions, in diagnosis tasks it is reasonable to use 
the simplest signum-functions, which takes 1  value in case of right diagnosis, and -1 – otherwise. Therefore output system 
signals ( )jy k  can take only two values 1 .Thus, if vector signal ( )x k  is fed on NFS input, the first layer elements com-
pute membership levels ( ( ))li ix k , at that usually the bell-shaped (kernel) construction with as membership function non-
strictly local receptive field is used as membership functions. It allows to avoid the appearing of “gaps” in fuzzyficated space. 
The diagnostic wavelet neuro-fuzzy system and its adaptive learning algorithm are introduced for solving the pattern rec-
ognition, classification, diagnostics tasks etc., under condition when training set value is comparable with input patterns di-
mension, and these patterns are fed for processing in on-line mode. The feature of proposed systems is significant smaller 
number of the tuning parameters comparing with the artificial neural networks that solve the same task. The system is charac-
terized by simplicity of the computational implementation, the high speed of learning process, possibility of processing in-
formation, which is described in the different scales (interval, ordinal, binary). 
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