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FINITE DIFFERENCE SCHEMES AS A MATRIX EQUATION
CLAIRE DAVID ∗
Abstract.
Finite difference schemes are here solved by means of a linear matrix equation. The theoretical
study of the related algebraic system is exposed, and enables us to minimize the error due to a finite
difference approximation.
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1. Introduction: Scheme classes. Finite difference schemes used to approxi-
mate linear differential equations are usually solved by means of a recursive calculus.
We here propose a completely different approach, which uses an equivalent matrix
equation.
Consider the transport equation:
∂u
∂t
+ c
∂u
∂x
= 0 , x ∈ [0, L], t ∈ [0, T ](1.1)
with the initial condition u(x, t = 0) = u0(x).
Proposition 1.1.
A finite difference scheme for this equation can be written under the form:
αui
n+1+β ui
n+γ ui
n−1+δ ui+1
n+ε ui−1
n+ζ ui+1
n+1+η ui−1
n−1+θ ui−1
n+1+ϑui+1
n−1 = 0
(1.2)
where:
ul
m = u (l h,m τ)(1.3)
l ∈ {i− 1, i, i+1}, m ∈ {n− 1, n, n+1}, j = 0, ..., nx, n = 0, ..., nt, h, τ denoting
respectively the mesh size and time step (L = nx h, T = nt τ).
The Courant-Friedrichs-Lewy number (cfl) is defined as σ = c τ/h .
A numerical scheme is specified by selecting appropriate values of the coefficients
α, β, γ, δ, ε, ζ, η, θ and ϑ in equation (1.2). Values corresponding to numerical
schemes retained for the present works are given in Table 1.1.
The number of time steps will be denoted nt, the number of space steps, nx. In
general, nx ≫ nt.
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Table 1.1
Numerical scheme coefficient.
Name α β γ δ ǫ ζ η θ ϑ
Leapfrog 1
2τ
0 −1
2τ
c
2h
−c
2h
0 0 0 0
Lax 1
τ
0 0 −1
2τ
+ c
2h
−1
2τ
−
c
2h
0 0 0 0
Lax-Wendroff 1
τ
−1
τ
+ c
2
τ
h2
0
(1−σ)c
2h
−(1+σ)c
2h
0 0 0 0
Crank-Nicolson 1
τ
+ c
h2
−1
τ
+ c
h2
0 −c
h2
−c
h2
0 −c
h2
−c
h2
0
The paper is organized as follows. The equivalent matrix equation is exposed in
section 2. Specific properties of the involved matrices are exposed in section 3. A
way of minimizing the error due to the finite difference approximation is presented in
section 4.
2. The Sylvester equation.
2.1. Matricial form of the finite differences problem. Let us introduce the
rectangular matrix defined by:
U = [ui
n] 1≤i≤nx−1, 1≤n≤nt(2.1)
Theorem 2.1. The problem (1.2) can be written under the following matricial
form:
M1U + U M2 + L(U) = M0(2.2)
where M1 and M2 are square matrices respectively nx − 1 by nx − 1, nt by nt, given
by:
M1 =

β δ 0 . . . 0
ε β
. . .
. . .
...
0
. . .
. . .
. . . 0
...
. . .
. . . β δ
0 . . . 0 ε β

M2 =

0 γ 0 . . . 0
α 0
. . .
. . .
...
0
. . .
. . .
. . . 0
...
. . .
. . .
. . . γ
0 . . . 0 α 0

(2.3)
the matrix M0 being given by:
M0 =

−γ u0
1
− ε u1
0
− η u0
0
− θ u2
0
− ϑu0
2
−ε u2
0
− η u1
0
− θ u3
0
. . . . . . −ε u
nt
0
− η u
nt−1
0
−γ u0
2
− η u0
1
− ϑ u0
3
0 . . . . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
−γ u0nx−2 − η u
0
nx−2
− ϑu0nx−1 0 . . . . . . 0
−γ u0nx−1 − δ u
1
nx
− η u0nx−2 − ζ u
2
nx
− ϑu0nx −δ u
2
nx
− ζ u3nx − ϑ u
1
nx
. . . . . . −δ u
nt
nx
− ϑu
nt−1
nx

(2.4)
and where L is a linear matricial operator which can be written as:
L = L1 + L2 + L3 + L4(2.5)
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where L1, L2, L3 and L4 are given by:
L1(U) = ζ

u22 u
3
2 . . . u
nt
2 0
u23 u
3
3 . . .
...
...
...
...
. . .
...
...
u2nx−1 u
3
nx−1 . . . u
nt
nx−1
0
0 0 . . . 0 0
 L2(U) = η

0 0 . . . 0 0
0 u11 u
2
1 . . . u
nt−1
1
0 u01 u
1
1 . . . u
nt−1
2
...
...
...
. . .
...
0 u1nx−2 u
2
nx−2 . . . u
nt−1
nx−2

(2.6)
L3(U) = θ

0 . . . . . . . . . 0
u21 u
3
1 . . . u
nt
1 0
u22 u
3
2 . . . u
nt
2 0
...
...
...
...
...
u2nx−2 u
3
nx−2 . . . u
nt
nx−2
0
 L4(U) = ϑ

0 u12 u
2
2 . . . u
nt−1
2
0 u13 u
2
3 . . . u
nt−1
3
...
...
. . .
. . .
...
0 u1nx−1 . . . . . . u
nt−1
nx−1
0 0 . . . . . . 0

(2.7)
Proposition 2.2. The second member matrix M0 bears the initial conditions,
given for the specific value n = 0, which correspond to the initialization process when
computing loops, and the boundary conditions, given for the specific values i = 0,
i = nx.
Denote by uexact the exact solution of (1.1).
The corresponding matrix Uexact will be:
Uexact = [Uexacti
n] 1≤i≤nx−1, 1≤n≤nt(2.8)
where:
Uexact
n
i = Uexact(xi, tn)(2.9)
with xi = i h, tn = n τ .
Definition 2.3. We will call error matrix the matrix defined by:
E = U − Uexact(2.10)
Consider the matrix F defined by:
F =M1 Uexact + UexactM2 + L(Uexact)−M0(2.11)
Proposition 2.4. The error matrix E satisfies:
M1E + EM2 + L(E) = F(2.12)
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2.2. The matrix equation.
2.2.1. Theoretical formulation. Theorem 2.5. Minimizing the error due to
the approximation induced by the numerical scheme is equivalent to minimizing the
norm of the matrices E satisfying (2.12).
Note: Since the linear matricial operator L appears only in the Crank-Nicolson
scheme, we will restrain our study to the case L = 0. The generalization to the case
L 6= 0 can be easily deduced.
Proposition 2.6.
The problem is then the determination of the minimum norm solution of:
M1E + EM2 = F(2.13)
which is a specific form of the Sylvester equation:
AX +XB = C(2.14)
where A and B are respectively m by m and n by n matrices, C and X, m by n
matrices.
The solving of the Sylvester equation is generally based on Schur decomposition: for
a given square n by n matrix A, n being an even number of the form n = 2 p, there
exists a unitary matrix U and a upper triangular block matrix T such that:
A = U∗TU(2.15)
where U∗ denotes the (complex) conjugate matrix of the transposed matrix TU . The
diagonal blocks of the matrix T correspond to the complex eigenvalues λi of A:
T =

T1 0 . . . . . . 0
0
. . .
. . .
. . .
...
...
. . . Ti
. . .
...
...
. . .
. . .
. . . 0
0 0 . . . 0 Tp

(2.16)
where the block matrices Ti, i = 1, ..., p are given by:( Re [λi] Im [λi]
−Im [λi] Re [λi]
)
(2.17)
Re being the real part of a complex number, and Im the imaginary one.
Due to this decomposition, the Sylvester equation require, to be solved, that the
dimensions of the matrices be even numbers. We will therefore, in the following,
restrain our study to nx − 1 and nt being even numbers. So far, it is interesting to
note that the Schur decomposition being more stable for higher order matrices, it
perfectly fits finite difference problems.
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Complete parametric solutions of the generalized Sylvester equation (2.13) is given in
[2], [3].
As for the determination of the solution of the Sylvester equation, it is a major topic
in control theory, and has been the subject of numerous works (see [1], [6], [8], [9],
[10], [11], [12]).
In [1], the method is based on the reduction of the he observable pair (A,C) to
an observer-Hessenberg pair (H,D), H being a block upper Hessenberg matrix. The
reduction to the observer-Hessenberg form (H,D) is achieved by means of the staircase
algorithm (see [4], ...).
In [9], in the specific case of B being a companion form matrix, the authors propose
a very neat general complete parametric solution, which is expressed in terms of
the controllability of the matrix pair (A,B), a symmetric matrix operator, and a
parametric matrix in the Hankel form.
We recall that a companion form, or Frobenius matrix is one of the following kind:
B =

0 . . . . . . . . . 0 −b0
1 0 . . . . . . 0 −b1
0 1 0 . . .
...
...
... 0
. . .
...
...
...
0 0 . . . 1 0 −bp−1
(2.18)
These results can be generalized through matrix block decomposition to a block com-
panion form matrix:
M2 =

MB2
1
0 . . . . . . 0
0 MB2
2
0 . . . 0
0 0
. . .
. . .
...
... 0
. . .
. . . 0
0 0 . . . 0 MB2
k

(2.19)
the MB2
p
, 1 ≤ p ≤ k being companion form matrices.
Another method is presented in [14], where the determination of the minimum-norm
solution of a Sylvester equation is specifically developed.
The accuracy and computational stability of the solutions is examined in [5].
2.2.2. Existence condition of the solution . Theorem 2.7. In the specific
cases of the Lax and Lax-Wendroff schemes, (2.14) has a unique solution.
Proof. (2.14) has a unique solution if and only if A and B have no common
eigenvalues.
The characteristic polynomials PM1 , PM2 ofM1 andM2, can be respectively calculated
as the determinants of respectively nx−12 by
nx−1
2 ,
nt
2 by
nt
2 diagonal block matrices:
PM1(λ) = ((λ− β)2 − δ ε)
nx−1
2 , PM2(λ) = (λ
2 − αγ)nt2(2.20)
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In the specific cases of the Lax and Lax-Wendroff schemes: α γ = 0 6= ±β +
√
δε.
Hence, (2.12) has a unique solution, which accounts for the consistency of the given
problem.
Corollary 2.8. In the specific case of the Leapfrog scheme, (2.14) has a unique
solution if and only if τ 6= h
c
.
3. Specific properties of the matrices M1 and M2.
3.0.3. Inversibility of the matrix M1 . Theorem 3.1. In the specific case
of the Lax and Leapfrog schemes, M1 is inversible.
Theorem 3.2. In the specific case of the Lax-Wendroff scheme, M1 is inversible
if and only if
(−1
τ
+
c2τ
h2
)2 6= (σ2 − 1)c2
4 h2
(3.1)
Proof. The determinant D1 ofM1 can be calculated as the determinant of a
nx−1
2
by nx−12 diagonal block matrix:
D1 = (β
2 − δ ε)nx−12(3.2)
3.0.4. Nilpotent components of the matrix M2. Proposition 3.3. M2
can be written as:
M2 = α
TN + γ N(3.3)
where N is the nilpotent matrix; TN denotes the corresponding transposed matrix:
N =

0 1 0 . . . 0
0 0
. . .
. . .
...
...
...
. . .
. . . 0
...
... . . . 0 1
0 0 . . . . . . 0

(3.4)
Proposition 3.4.
For either α = 0, or γ = 0, M2 will thus be nilpotent, of order nt.
Proposition 3.5.
For γ = 0, if M1 is inversible, the solution at t = nt dt can then be immediately
determined.
Proof.
In such a case, multiplying (2.2) on the right side by M2
nt−1 leads to:
M1 U M2
nt−1 + U M2
nt =M0M2
nt−1(3.5)
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i. e.:
M1 U M2
nt−1 = M0M2
nt−1(3.6)
which leads to:
U M2
nt−1 =M−11 M0M2
nt−1(3.7)
Due to:
M2
nt−1 =

0 0 0 . . . 0
... 0
. . .
. . .
...
...
...
. . .
. . . 0
0
...
. . . 0 0
1 0 . . . 0 0

(3.8)
we have:
U M2
nt−1 =

u1nt 0 0 . . . 0
u2nt 0
. . .
. . .
...
...
...
. . .
. . . 0
...
...
. . . 0 0
unxnt 0 . . . 0 0

(3.9)
The solution at t = nt dt can then be immediately determined.
4. Minimization of the error.
4.1. Theory. Calculation yields: M1
TM1 = diag
(( β2 + δ2 β (δ + ε)
β (δ + ε) ε2 + β2
)
, . . . ,
(
β2 + δ2 β (δ + ε)
β (δ + ε) ε2 + β2
))
M2
TM2 = diag
(( γ2 0
0 α2
)
, . . . ,
(
γ2 0
0 α2
)(4.1)
The singular values ofM1 are the singular values of the block matrix
(( β2 + δ2 β (δ + ε)
β (δ + ε) ε2 + β2
)
,
i. e.
1
2
(2β2 + δ2 + ε2 − (δ + ε)
√
4β2 + δ2 + ε2 − 2δ ε)(4.2)
of order nx−12 , and
1
2
(2β2 + δ2 + ε2 + (δ + ε)
√
4β2 + δ2 + ε2 − 2δ ε)(4.3)
of order nx−12 .
The singular values of M2 are α
2, of order nt2 , and γ
2, of order nt2 .
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Consider the singular value decomposition of the matrices M1 and M2:
UT1 M1 V1 =
(
M˜1 0
0 0
)
, UT2 M1 V2 =
(
M˜2 0
0 0
)
(4.4)
where U1, V1, U2, V2, are orthogonal matrices. M˜1, M˜2 are diagonal matrices, the
diagonal terms of which are respectively the nonzero eigenvalues of the symmetric
matrices M1
TM1, M2
TM2.
Multiplying respectively 2.13 on the left side by TU1, on the right side by V2, yields:
UT1 M1E V2 + U
T
1 EM2 V2 = U
T
1 F V2(4.5)
which can also be taken as:
TU1M1 V1
TV1E V2 +
T U1E
TU2
TU2M2 V2 = U
T
1 F V2(4.6)
Set:
TV1E V2 =
(
E˜11 E˜12
E˜21 E˜22
)
, TU1E
TU2 =
 E˜11 E˜12
E˜21 E˜22
(4.7)
TU1 F V2 =
(
F˜11 F˜12
F˜21 F˜22
)
(4.8)
We have thus:(
M˜1 E˜11 M˜1 E˜12
0 0
)
+
 E˜11 M˜2 0
E˜21 M˜2 0
 = ( F˜11 F˜12
F˜21 F˜22
)
(4.9)
It yields: 
M˜1 E˜11 + E˜11 M˜2 = F˜11
M˜1 E˜12 = F˜12
E˜21 M˜2 = F˜21
(4.10)
One easily deduces: {
E˜12 = M˜
−1
1 F˜12˜˜
E21 = F˜21 M˜2
−1(4.11)
The problem is then the determination of the E˜11 and E˜11 satisfying:
M˜1 E˜11 + E˜11 M˜2 = F˜11(4.12)
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Denote respectively by e˜ij , e˜ij the components of the matrices E˜,
˜˜
E.
The problem 4.12 uncouples into the independent problems:
minimize ∑
i,j
e˜ij
2
+ e˜ij
2
(4.13)
under the constraint
M˜1ii e˜ij + M˜2ii e˜ij = F˜11ij(4.14)
This latter problem has the solution:

e˜ij =
M˜1ii F˜11ij
M˜1ii
2
+M˜2jj
2
e˜ij =
M˜2jj F˜11ij
M˜1ii
2
+M˜2jj
2
(4.15)
The minimum norm solution of 2.13 will then be obtained when the norm of the
matrix F˜11 is minimum.
In the following, the euclidean norm will be considered.
Due to (4.8):
‖F˜11‖ ≤ ‖F˜‖ ≤ ‖U1‖ ‖F‖ ‖V2‖ ≤ ‖U1‖ ‖V2‖ ‖M1Uexact + UexactM2 −M0‖(4.16)
U1 and V2 being orthogonal matrices, respectively nx−1 by nx−1, nt by nt, we have:
‖U1‖2 = nx − 1 , ‖V2‖2 = nt(4.17)
Also:
‖M1‖2 = nx − 1
2
(
2 β2 + δ2 + ε2
)
, ‖M2‖2 = nt
2
(
α2 + γ2
)
(4.18)
The norm of M0 is obtained thanks to relation (2.4).
This results in:
‖F˜11‖ ≤
√
nt (nx − 1)
{
‖Uexact‖
(√nx − 1
2
√
2 β2 + δ2 + ε2 +
√
nt
2
√
α2 + γ2
)
+ ‖M0‖
}
(4.19)
‖F˜11‖ can be minimized through the minimization of the right-side member of (4.19),
which is function of the scheme parameters.
4.2. Numerical example: the specific case of the Lax scheme. For the
Lax scheme: γ = 0. The remaining coefficients (see Table 1.1) can be normalized
through the following change of variables:
α = hα
β = hβ
δ = h δ
ε = h ε
(4.20)
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Set:
M0 = hM0(4.21)
Thus:
‖M0‖2 = δ2
nt∑
n=1
unnx
2 + ε2
nt∑
n=1
ui0
2
(4.22)
Advect a sinusoidal signal
u = cos [
2 pi
λ
(x− c t) ](4.23)
through the Lax scheme, with Dirichlet boundary conditions.
The right-side member of (4.19) is then:
(
1
2
+
1
2 cfl
)2
nt
2 u0
2+
(
1
2
− 1
2 cfl
)2
nt
2 uL
2+
√
nx − 1
2
√(
1
2
+
1
2 cfl
)2
+
(
1
2
− 1
2 cfl
)2
+
√
nt√
2 cfl
(4.24)
where u0, uL respectively denote the Dirichlet boundary values at x = 0, x = L.
It is minimal for the admissible value cfl = 1.
The value of the L2 norm of the error, for two significant values of the cfl number
(Case 1: cfl = 0.9; Case 2: cfl = 0.7), is displayed in Figure 4.1. The error curve
corresponding to the value of the cfl number closest to 1 is the minimal one.
20 40 60 80 100
t

n
0.2
0.4
0.6
0.8
1
1.2
Case 2
Case 1
Fig. 4.1. Value of the L2 norm of the error for different values of the cfl number.
5. Conclusion. Thanks to the above results, we here propose:
1. to study the intrinsic properties of various schemes through those of the re-
lated matrices M1 and M2;
2. to optimize finite difference problems through minimization of the symbolic
expression of the error as a function of the scheme parameters.
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