Quantification of errors in large-eddy simulations of a
  spatially-evolving mixing layer by Meldi, Marcello et al.
Quantification of errors in large-eddy simulations of a
spatially-evolving mixing layer
M. Meldi, M.V. Salvetti & P. Sagaut
2012
Abstract
A stochastic approach based on generalized Polynomial Chaos (gPC) is used to
quantify the error in Large-Eddy Simulation (LES) of a spatially-evolving mixing layer
flow and its sensitivity to different simulation parameters, viz. the grid stretching in
the streamwise and lateral directions and the subgrid scale model constant (CS). The
error is evaluated with respect to the results of a highly resolved LES (HRLES) and for
different quantities of interest, namely the mean streamwise velocity, the momentum
thickness and the shear stress.
A typical feature of the considered spatially evolving flow is the progressive tran-
sition from a laminar regime, highly dependent on the inlet conditions, to a fully-
developed turbulent one. Therefore the computational domain is divided in two differ-
ent zones (inlet dependent and fully turbulent) and the gPC error analysis is carried
out for these two zones separately. An optimization of the parameters is also carried
out for both these zones.
For all the considered quantities, the results point out that the error is mainly
governed by the value of the CS constant. At the end of the inlet-dependent zone a
strong coupling between the normal stretching ratio and the CS value is observed. The
error sensitivity to the parameter values is significantly larger in the inlet-dependent
upstream region; however, low error values can be obtained in this region for all the
considered physical quantities by an ad-hoc tuning of the parameters. Conversely, in
the turbulent regime the error is globally lower and less sensitive to the parameter
variations, but it is more difficult to find a set of parameter values leading to optimal
results for all the analyzed physical quantities.
Comparing the databases generated with different subgridscale models, it is possible
to observe that the error cost function computed for the streamwise velocity and for the
momentum thickness is not significantly sensitive to the used SGS closure. Conversely,
the prediction of the shear stress is much more accurate when using a dynamic subgrid
scale model and the variance of the considered eCF is lower in magnitude.
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1 Introduction
Thanks to the huge growth of available computational resources, nowadays large-eddy simu-
lation (LES) is applied to flow configurations of increasing complexity, such as arise in many
technology applications and natural flows. In LES the turbulence scales larger than a given
cutoff length scale are directly simulated and flow unsteadiness and three-dimensionality are
naturally taken into account. Therefore, LES is apriori more suitable than the Reynolds-
averaged Navier-Stokes (RANS) approach for flows in which unsteady and three-dimensional
phenomena are important, e.g. in presence of massive separation or large unsteady wakes,
or when it is important to capture a significant part of the variable time fluctuations, as, for
instance, for mixing prediction or in combustion applications. In this context the assessment
of quality and reliability of LES results has become a topic of increasing interest (see e.g.
the proceeding books [26, 30]). To this aim, a quantification of the errors and of their evo-
lution and interaction in LES is certainly needed. This is for LES a much more complicated
task than for RANS. Indeed, in RANS the error is usually dominated by closure model-
ing, while independence of grid resolution and numerical discretization is rather easy to be
demonstrated. In LES grid independence can be obtained in the DNS limit or if the cutoff
length of the explicit filter is significantly larger than the grid resolution[29]. However, due
to the huge computational resources required which are not achievable for realistic Reynolds
numbers and complex configurations, this kind of approach is rarely used to recover accu-
rate and robust results. Moreover, if filtering is not explicitly applied to the equations, the
separation between resolved and subgrid (SGS) scales is linked in a not completely clear way
to the grid resolution and to the numerical scheme: indeed the discretization and modeling
errors can be of similar importance [8] and interact in a complex way. These non linear error
interactions may lead to counter-intuitive behaviors, such as, for instance, a deterioration of
the accuracy of the results when the grid resolution is increased or when a more accurate
numerical scheme is used [25, 34].
Another critical issue is the sensitivity of LES results to the different simulation param-
eters; the reliability of the results is indeed strictly linked to the stability of the simulations,
i.e. a small variation of the simulation parameters should not yield a dramatic change in
the quality of the results. Benchmarks and comparisons with reference data, either from ex-
periments or direct numerical simulations, have been used in the last decades for appraising
the accuracy of LES results and the suitability of numerical methods or physical models.
However brute-force statistical methods, like Monte Carlo sampling, lead to a systematic
exploration of the space of solution spanned by the optimization parameters that is not re-
alistic in practical cases, requiring an enormous number of deterministic simulations. This
obviously leads to an unaffordable computational costs. The main goal to achieve in a sen-
sitivity analysis is to reduce the number of simulations to be performed. An idea is to build
a discrete parametrization of the space of solutions through a computationally inexpensive
model, and to use this model as input for the the sensitivity analysis and, eventually, for
an optimization algorithm. Such a model is often referred to as the response surface of
the system to be optimized, leading to the definition of a so-called surrogate-model based
optimization methodology.
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The development of methodologies aimed at obtaining new insights in the behavior, the
interaction and the sensitivity to the parameters of the different errors in LES has recently
gained considerable attention. One is the error-landscape approach in which a full response
surface of the LES error behavior is built from a systematic variation of influencing param-
eters (e.g., model constants and grid resolution) [23, 24, 25, 27]. This approach provides a
framework to characterize the combined effects of modeling and discretization, but at the
cost of a large number of simulations, which may become unaffordable for complex cases or
when a large number of parameters is involved.
A possible way to construct error response surfaces at reduced computational costs is to
use Polynomial Chaos[15] or generalized Polynomial Chaos (gPC) theory[36]. In the gPC
approach the uncertain quantities are modeled by the introduction of input random variables
with given statistics. Statistical information on the system response can be built through the
prescribed statistical properties of the input random variables. This methodology has been
applied in fluid dynamics to investigate the responses to different types of uncertainties, e.g.
inflow conditions[16, 37, 31, 2] or boundary conditions[37]. A specific application of gPC to
LES can be found in the works of Lucor et al.[18], in which a sensitivity analysis to para-
metric uncertainty in SGS modeling has been carried out for LES of decaying homogeneous
turbulence. The gPC approach was shown there to be able to provide an accurate statistical
description of the space of possible LES solutions with a limited computational effort.
Using the same numerical approach Meldi et al.[21] investigated the sensitivity of the
optimum model constant of the Smagorinsky model to uncertainties in the shape of the
energy spectrum. Indeed, it is well known that the parameter tuning the Smagorinsky
model is flow dependent and, thus, should be tuned for each particular application. For
many types of flows, if standard values of CS are used, the Smagorinsky model has been
found to introduce an excessive dissipation. A large amount of work in SGS modeling has
been carried out to overcome the negative features of the Smagorinsky model; we cite, for
instance, the dynamic calculation of the Smagorinsky constant [6], mixed-models [22] or the
variational multiscale approach, in which the SGS model to the smallest resolved scales only
through variational projection [14]. Nonetheless, the classical Smagorinsky model has the
advantage of being very simple to be implemented and of implying very limited additional
costs. This makes this model still interesting for industrial and engineering applications,
possibly with an ad-hoc tuned constant [18, 24].
Another important source of uncertainty in LES is grid refinement. Since the grid itself
acts as an implicit filter over the Navier-Stokes equations, a local increase of the Reynolds
number theoretically implies a correspondent refinement of the physical resolution. In fact,
grid stretching is normally used in complex flow simulations or in canonical test cases in
which shear forces are investigated. However, since the Reynolds number is local in space
and time, it is not possible to define an priori exact meshing strategy. As already stated
previously, the grid resolution and the subgrid scale modeling interact in complex dynamics:
complete statistical studies, investigating how grid and modeling uncertainties couple and
propagate in the numerical solution, are still not reported in literature. The gPC approach
is used herein to quantify the errors and their sensitivity to some simulation parameters
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in large-eddy simulations of a spatially-developing mixing-layer. This flow configuration
has been extensively studied due to its significance in many technological applications or
environmental flows (see e.g. the review articles[11, 10]). Mixing layers are characterized
by the evolution and the interaction of coherent vortex structures forming at the interface
between two parallel coflowing streams with different velocities. These structures entrain
the fluid into the mixing layer from both sides and play a major role in the bulk mixing of
the fluids and in the growth of the mixing layer. The structures then go through successive
merging and three-dimensional instabilities; eventually, as the flow undergoes transition to
turbulence, progressively finer scale eddies can be observed. Thus, the spatially evolving
mixing-layer allows the behavior of LES errors to be investigated both in a transitional
regime, characterized by large vortical structures, as well as in the downstream developed
turbulent region. This is a situation encountered in several cases of practical interest, to
which LES is applied. One of the goal of the present study is indeed to investigate whether
the behavior of the errors and the sensitivity to the parameters in the upstream transitional
region is qualitatively and quantitatively different from the one in the downstream turbulent
zone. Note that the transitional regime is not the classical framework for which LES has
been developed and significantly differs from the decaying homogeneous turbulence case
previously investigated in Lucor et al. [18].
The reference data for evaluating the errors are obtained through a highly-resolved large-
eddy simulation (HRLES). Inlet forcing is used to speed-up the formation and the evolution
of the large-scale vortices [3] and the SGS scales are modeled using the dynamic Smagorinsky
model[6]. Two sets of LES simulations are carried out using a coarser grid resolution: the dif-
ference between the two mentioned databases is that in the first one a classical Smagorinsky
model is used, while in the second one the subgrid scale effects on the flow are recovered by
the dynamic procedure proposed by Germano[6]. The considered uncertain parameters are
the grid stretching ratios in the streamwise and lateral directions and, for the first mentioned
database, the Smagorinsky model constant. Starting from a database of (4n) simulations,
being n the number of uncertainty parameter in the considered database, gPC is used to
characterize the statistics and the pdf of the errors evaluated with respect to the HRLES
reference data for some quantities characterizing the evolution of the mixing-layer, viz. the
mean streamwise velocity, the momentum thickness and the shear stress. The gPC applica-
tion is herein used in its non-intrusive approach, i.e. the errors are directly projected over the
orthogonal basis spanning the random space, without any modification of the deterministic
solver.
Finally, the error response surface built through gPC is used to carry out an optimization
of the of the considered parameters, i.e. the values minimizing the considered errors are
sought. An issue for the considered flow is whether global optimal values can be found for
all the analyzed quantities and for both the transitional and the developed turbulent regimes.
Summarizing, the aim of the present sensitivity analysis is twofold: (i) to quantify through
the gPC approach the error behavior and its sensitivity to some simulation parameters in
LES of a spatially-evolving flow characterized by both transitional and fully-turbulent zones.
(ii) The comparison between the error behaviors computed for the classical and the dynamic
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Smagorinsky models is useful to highlight whether a satisfactory accuracy can actually be
recovered with the Smagorinsky model by an ad-hoc tuning of the constant. This, together
with the definition of the CS value ranges for which the Smagorinsky closure can lead to
accurate results is of significant practical interest, due to the simplicity and low costs of this
model and to the fact that it is implemented in most of the commercial and open-source
codes.
The paper is structured as follows: in Section 2 some brief reminders dealing with the
mathematical and numerical methodology are given. The characteristics of the test case
and the error cost function formulation, i.e. the algebraic relation used to quantify the
error, are introduced and discussed. Comparisons of the reference results with DNS and
LES reported in literature are furnished in Section 3; a division of the physical domain into
a transitional and a turbulent zone has been proposed, based on the memory of the inlet
perturbations. Following this partition, the error cost function recovered in the classical
Smagorinsky database has been analyzed through gPC in the two regions separately and
the results are reported in Sections 4 and 5 respectively. The analysis is successively carried
out for the database generated with the use of the dynamic Smagorinsky model, the results
reported in Section 6. discussion about the optimization of the parameters is reported in
Section 7, while a summary of the results and concluding remarks are given in Section 8.
2 Methodology and flow configuration
2.1 Modeling and numerical ingredients
The scale separation in LES is achieved by the application of a low-pass filter, which is
mathematically formulated as a convolution product in the physical space. The filtered
Navier-Stokes equations for incompressible flows are given by:
∂u¯i
∂t
+
∂u¯iu¯j
∂xj
+
∂p¯
∂xi
− 2ν ∂S¯ij
∂xj
− ∂τij
∂xj
= 0 i = 1, 2, 3 (1)
where u¯i is the filtered velocity component in the xi direction, p¯ is the filtered pressure and
S¯ij is the resolved strain tensor. The filtering of the convective term leads to the addiction
of a so called subgrid-scale (SGS) stress tensor:
τij = uiuj − u¯iu¯j (2)
This term has to be modeled in order to close the problem. A simple and popular approach
is represented by eddy-viscosity models, characterized by the introduction of a SGS viscos-
ity term in the equations in order to mimic the dissipative behavior of the smallest scales
eliminated by filtering:
τij = −2νSGSS¯ij (3)
where νSGS is the so called eddy viscosity. The oldest and most widely used eddy-viscosity
SGS model is the Smagorinsky model [32], in which this viscosity is expressed as follows:
νt = C
2
S∆
2(2S¯ijS¯ij)
1/2 (4)
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where ∆ is the LES filter width and CS is a model parameter, which must be a-priori
given and possibly tuned for each particular application. One of the parameters that will
be the object of gPC analysis and of optimization in the following is indeed the value of
the Smagorinsky constant. For the highly-resolved LES simulation, carried out to obtain a
reference solution (see Sec. IIC), the dynamic Smagorinsky model[6] is instead used.
The filtered Navier-Stokes equations have been solved by OpenFOAM, a code based on
C++ libraries. The code is built on libraries grouping several different classes and the ones
for LES computations have been extensively used and tested [1, 5, 4]. A finite-volume face-
centered approach is used for space discretization on hexahedral grid elements. Through
integration over the computational cells, the Navier-Stokes equations may be rewritten as a
function of the fluxes across the cell faces: the fluxes must be discretized through numerical
interpolation. Second-order centered schemes have been used herein consistently with many
of the LES simulations in the literature. A Poisson equation is then constructed [28], which
implements the solenoidal field incompressibility condition; the equation set is then solved
sequentially by the use of the PISO algorithm. The simulations are advanced in time by the
Crank-Nicolson scheme, which is second-order accurate in time. The resulting linear system
is then solved at each time step by the application of an algebraic multigrid (AMG) method.
2.2 Generalized polynomial chaos
The main features of the generalized polynomial chaos approach are briefly recalled here;
for more details we refer to Ghanem & Spanos[7] and Le Maˆıtre & Knio[17]. In the last
years, this stochastic approach has been applied to turbulent flow analysis with satisfying
results[18, 20].
Let us define a probability space (Ω,A,P) where Ω is the event space, A ⊂ 2Ω its σ-algebra
and P its probability measure. Being ω an element of the event space, we define a random
field X(ω) such that it maps the probability space into a function space V , X : Ω→ V . In
the following we will consider second-order random fields, i.e. those satisfying the relation:
E(X,X) < +∞ (5)
where E denotes the expectation of a random variable. In this context, gPC is a tool allowing
second-order random fields to be represented through a set of random variables ξ(ω). An
approximation of the random field X(ω) is then recovered through its Galerkin projection
onto a polynomial orthogonal basis taking the following form:
X(ω) = a0B0 +
∞∑
i1=1
ai1B1(ξi1) +
∞∑
i1=1
i1∑
i2=1
ai1i2B2(ξi1 , ξi2) + ... (6)
where ξ = (ξ1, ..., ξN)
T is a N-dimensional random vector and Bi is a polynomial of order i
depending on the σ algebra of ξ. This expression can be easily reformulated using a term-
based indexing instead of a order-based indexing. Let Φk(ξ(ω)) be a single polynomial, the
pseudospectral approximation (6) can be written as follows:
X(ω) =
∞∑
k=0
akΦk(ξ(ω)) (7)
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in which there is a one-to-one correspondence between ai1 i2 ··· In and ak and betweenBn(ξi1 , ξi2 , · · · , ξin)
and Φk(ξ) The polynomial expansion is truncated to a finite limit and the orthogonality of
the polynomials is set through the relation
< ΦiΦj >=< Φ
2
i > δij (8)
where < ·, · > denotes an ensemble average. This inner product is defined over the measure
W (ξ) of the random variables as follows:
< f(ξ)g(ξ) >=
∫
ω∈Ω
f(ξ)g(ξ)dP (ω) =
∫
f(ξ)g(ξ)W (ξ)dξ (9)
Thanks to the orthogonality of the polynomial basis, each coefficient of the Galerkin projec-
tion (7) can be recovered through the following definition:
ak =
< X,Φk >
< Φ2k >
=
1
< Φ2k >
∫
ω∈Ω
XΦkρ(ξ)d(ξ) (10)
where each inner product involves a multidimensional integral over the support range of
the weighting function. The integrals can be computed through different mathematical
methods: considering the number of random variables investigated, the coefficients ak have
been computed through Gaussian quadrature in the present work.
The polynomial family to be used must be a priori specified. The choice of the polyno-
mials affects the speed of the convergence of the series: a unsuitable polynomial family may
lead to the need of a large number of degrees of freedom to obtain a given level of accuracy
(i.e. a higher order of the polynomials), while a suitable polynomials family is able to in-
terpolate both the input and the random variables by means of a few degrees of freedom.
In the case of the input, when dealing with Gaussian quadrature, an optimal family has a
weight coefficient similar to the function W .
The probability density function pdf of the random variables has been considered as
uniform leading to the choice of the Legendre polynomial family: this is a well suited choice
since the inner product weighting function is directly proportional with a factor 0.5 to the
set probability density function. The polynomial expansion has been limited to the third
order since the contribution of fourth and higher order polynomials is negligible. This leads
to the use of a 20 polynomial basis to generate the error cost function over the uncertainty
space.
The gPC application is herein used in its non-intrusive approach, i.e. the variables, and
more precisely the error cost functions defined in Sec. 2.4, are directly projected over the
orthogonal basis spanning the random space, without any modification of the deterministic
solver. In the following the analysis has been performed by considering as uncertainty
variables the grid stretching ratios in the streamwise and in the lateral directions, defined
more in detail in Sec. IIC, and the Smagorinsky model constant (see section 2.1).
The number of points to discretize each random variable space is chosen in order to recover
converged integrals when computing the polynomial coefficients. The polynomial expansion
being truncated to the third order, 4 points for each random variable are sufficient to compute
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the coefficients ak. The accuracy of the method has been investigated by checking that the
contribution of polynomials of order higher than three remains very low for all the considered
quantities. An example of such an analysis is reported in the Appendix.
2.3 Test case
The considered test case is a spatially-evolving mixing layer. Following previous studies
in the literature [35, 19],the dimensions of the computational domain have been chosen as
follows: 25Λ x 6Λ x 4Λ, in the streamwise, lateral and spanwise directions respectively, where
Λ = Aδ0 and δ0 is the vorticity thickness at the inlet. The value of A has been set equal to
14.132, because in this way Λ represents the most unstable wavelength estimated through the
linear instability theory [19]. The Reynolds number of the flow is Re = (U1−U2)δ0/ν = 700,
where U1 and U2 represent the asymptotic velocities and ν is the kinematic viscosity.
A hyperbolic-tangent mean base streamwise velocity profile has been imposed at the inlet
(x = 0) [35, 19]:
U =
U1 + U2
2
+
U1 − U2
2
tanh(
2y
δ0
) − 3Λ < y < 3Λ
V = 0
W = 0
Following the results by Colonius and Lele [3], tridimensional perturbations have been added
to the mean profile to trigger transition to turbulence. These modes are related to Λ in the
following way:
f = (2pi)/Λ
P (0, z) =
∑
2 cos(i ∗ f ∗ z) i = 1, 2, 4, 8 0 < z < 4Λ
u′ = v′ = w′ = 0.05 ∗ P ∗ exp(−0.5
√
y/δ0)
where u′, v′, w′, are the perturbation terms in the streamwise, lateral and spanwise direction
to be added to U , V and W respectively. This tridimensional time independent field is then
perturbed at each time step by the addition of a white noise of maximum intensity equal to
2 % of the local inlet velocity value; this random noise is applied as a step function in the
lateral direction only in the region [−Λ,Λ]. The pressure at inlet is assumed to have a zero
gradient. In the lateral direction slip conditions are used, while periodic boundary conditions
are imposed in the spanwise direction. At the outlet, a mixed fixed value-zero gradient mass
conserving boundary condition for velocity and pressure is applied [1]. The initial field is
uniform and the velocity is everywhere equal to to the inlet mean hyperbolic-tangent profile.
A single highly refined LES simulation (HRLES) has been run as a reference solution, to
be used in the following error analysis. The grid used for HRLES has 1024×144×144 cells in
the streamwise, lateral and spanwise directions respectively. The nodes are uniformly spaced
in the streamwise and spanwise directions, while in the lateral one they are clustered near
y = 0. For this grid and for the coarser ones generated in the following, we may introduce
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grid stretching either in the streamwise or in the lateral directions, through a stretching ratio
defined as follows:
di+1 = di m−1
√
strQ (11)
where Q identifies the direction (either x or y), m is the number of elements in which the
length of the domain in the considered direction is divided, di and di+1 are the size (in the
considered direction) of the i and i + 1 grid elements; i increases with the distance from
x = 0 or y = 0. In the y direction stretching is symmetric with respect to the y = 0 plane.
For HRLES, strX=1 and strY=4.5. Consequently, the grid resolution in HRLES is 5η ×
4η → 18η × 6η, η being the Kolmogorov scale of the associated energy spectrum [35]. The
resolution in the normal direction is of 4η for y = 0, increasing up to 18η for y = ±3Λ. In
HRLES the LES equations are closed using the dynamic version of the Smagorinsky model
[6]. The time step has been fixed to ∆t = 2.5e−6: this value has been chosen to keep the
CFL number Co < 0.5. A first transient period t1 = 25tc with tc = Λ/(0.5 ∗ (U1 + U2)) has
been simulated, followed by a second simulation time t2 = 100tc over which averages have
been computed. The time t2 corresponds to 40000 time steps.
A database of 64 (43) simulations, carried out over 16 different coarser grids all having
256×72×72 cells, has been successively generated. Let us recall that the uncertainty variables
are the stretching ratio in the streamwise direction (strX), the stretching in the lateral
direction (strY ) and the value of the Smagorinsky model constant CS: each simulation
corresponds to a quadrature point over the 3D uncertainty space [3, 10] × [3, 12] × [0, 0.2].
While the extreme values considered for CS are the ones found in literature, the maximum
value of the other two variables has been chosen as it may be considered a limit value:
indeed, at the maximum stretching value the spatial resolution at x = y = 0 is the same
as the one of the HRLES simulation. At the maximum stretching value the resolution in
the streamwise direction varies from 5η to 50η and in the lateral direction from 4η to 48η.
The spacing in the spanwise direction is in all cases constant and corresponds to 12η. The
previously mentioned 42 grid set has been used to generate a second database: for each grid,
a single LES simulation closed with the dynamic version of the Smagorinsky model has been
carried out. For both the databases, the boundary conditions and the simulation t1 and t2
time intervals are the same as for HRLES, as well as the time step. It has been verified that
results are invariant to further ∆t reductions: the error due to time integration may then be
considered negligible.
2.4 Error cost function
Let us denote with S a flow quantity of interest, the corresponding error cost function (eCF)
is defined as:
eCFS =
∫
Ω
√
(SLES − SHRLES)2dΩ
‖SHRLES‖
‖SHRLES‖ =
∫
Ω
√
(SHRLES)2dΩ
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The flow quantities of interest for which eCF has been computed are the mean streamwise
velocity, the momentum thickness Θ (see section 3) and the shear stress τ = u′v′ respectively
(see section 3). The error cost function has been computed over 10 different planes in the
streamwise direction uniformly distributed between x = 2Λ and x = 20Λ. At these locations,
eCF has been computed by integration in the spanwise and lateral directions, leading to an
error definition for each LES simulation and each streamwise section. Starting from the 4n
computed discrete eCF values for each streamwise section and flow variable, gPC has been
applied as a post processing tool to generate a continuous distribution over the uncertainty
variable space, eCF (ω).
3 Main flow features
The momentum thickness Θ is often used to evaluate the grow rate of the mixing layer; the
following definition is used:
Θ(x) =
∫ 3Λ
−3Λ
(U1 − U(x, y))(U(x, y)− U2)dy (12)
where U(x, y) is the streamwise velocity averaged in time and in the spanwise direction. In
figure 1(a) the momentum thickness Θ is compared with DNS[35] and LES[19] data obtained
for the same flow conditions, and similar computational domain and boundary conditions.
Note, however, that the inlet velocity perturbation herein imposed is different from the one
used in the DNS and LES studies[35, 19] : this is expected to have a noticeable impact on
the flow evolution. Following the arguments by Colonius and Lele [3], the imposition of the
tridimensional perturbation modes in HRLES is expected to shift upstream the mixing layer
growth and indeed Θ grows upstream in HRLES, if compared to the other studies, as shown
in figure 1(a). However, the slope in the turbulent region, where the growth is almost linear,
is very similar: an approximate estimation is 0.094 for HRLES, 0.091 for DNS[35] and 0.098
for LES[19]. Figure 1(b) shows the profile of the normalized average streamwise velocity
Un = (U−Ua)/(U1−U2), with Ua = (U1 +U2)/2, as a function of a self similar coordinate, η,
defined as in McMullan et al.[19]; data from McMullan et al.[19] are used for comparison. In
the self similar region the scaled velocity profiles computed at different streamwise locations
are expected to overlap. For our data this is almost obtained for x ≥ 12Λ (see figure 1(b)).
Although the curve taken from LES by McMullan et al.[19] is computed at x = 12Λ, it is
close to HRLES profile at x = 6Λ. This reflects again the effects of the earlier growth of the
mixing layer thickness in HRLES, due to the different inlet conditions.
As previously discussed, a typical feature of the considered spatially evolving flow is the
progressive transition from a laminar regime, highly dependent on the inlet conditions, to a
fully-developed turbulent one. Only the turbulent regime can be considered as a canonical
context of application of LES. It is therefore interesting to carry out the gPC error analysis
in the laminar-transition region and in the fully-developed turbulent one separately. An
accurate separation of these two regions is difficult, though results in the literature[3] suggest
that the transition to turbulence is almost space fixed for the considered flow configuration.
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Figure 2 shows the instantaneous isocontours of the second invariant of the velocity gradient
tensor obtained in HRLES and LES. It can be seen from the isocontours in the (y, z) planes
at fixed x locations (figures 2(b)-(d)) that well organized vortical structures, connected with
the form of the imposed inlet perturbation, are initially present and they progressively loose
coherence moving downstream. A similar situation can be observed at different time instants.
The comparison between LES isocontours (figures 2(e)-(f)) with HRLES isocontours (figure
2(d)) at x/Λ = 14 shows that the LES simulations do not resolve completely the flow field.
This intended lack of resolution, which is common in practical LES applications, has been
set to highlight the effects of the subgridscale model over the error cost function. Similar
considerations may be drawn if the subgrid activity parameter [9] s = εt/(ε+εt) is considered,
being ε and εt the molecular and subgrid dissipation, respectively. The results observed
confirm that while the dissipation rate introduced by the model in the LES simulations is
of the same order of magnitude of the physical dissipation rate, εt in HRLES is more than
one order of magnitude smaller. A definition of the two zones may therefore be obtained by
assuming that the fully-developed turbulent region starts at the location where the signature
of the inlet perturbations on the flow is no more apparent. Therefore, the quantitative
division between the inlet-dependent zone and the fully-developed turbulent one has been
set through the analysis of the correlation coefficient between the spanwise energy spectra
obtained at the different streamwise sections with the one at x = 2Λ, reported in table 1.
The correlation coefficient has a strong drop in correspondence of the section Λ = 12: thus,
the fully-developed turbulent region is assumed in the following to start at Λ = 12. This
assumption is also supported by the self similarity of the streamwise scaled velocity profiles
previous observed for x ≥ 12Λ (see figure 1(b)).
4 Error analysis in the fully-developed turbulent re-
gion
The error analysis is first carried out in the turbulent part of the computational domain
(x/Λ = 12− 20). The results of gPC applied to the error cost function values, generated for
the already mentioned set of discrete points spanning the uncertainty space in the considered
random parameters ( viz. strX, strY and CS), are summarized in table 2. It is important to
stress that in this region a higher streamwise stretching strX corresponds to a progressively
lower local resolution moving from Λ = 12 to Λ = 20. In table 2, eCFd is the error obtained
in a single deterministic simulation carried out for the mean values of the uncertainty param-
eters in the considered range, i.e. strX = 6.5, strY = 7.5 and CS = 0.1, while eCF is the
coefficient of the zero-order polynomial in the gPC expansion, that is the stochastic mean
value of the error. The cv coefficient is the ratio between the stochastic recovered standard
deviation and eCF : it gives a measure of the variability of the error and values close to
zero indicate a quasi-deterministic phenomenon. In figures 3(b)-(d) the partial variances[33]
are reported. These quantities, which are normalized over the total variance, quantify the
sensitivity of the error to the single parameters and to their interactions. The gPC analysis
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has been carried out for different streamwise locations and the results are reported for each
single location; the results obtained by applying gPC to the eCF values averaged over all
the considered sections for each quadrature point are also shown in table 2. These should
give an indication of the general eCF behavior in the turbulent region.
Let us analyze first the error relative to the streamwise average velocity prediction (table
2 and figure 3(a)). At all the considered sections, the error is generally low ( the maxima
never exceed 1.5%) and slightly increases with the distance from the inlet. The variance
coefficient also tends to increase with the distance from the inlet, varying from 20% to
30%. This is generally related to an increase of the maximum error, as it will be shown
later in the probability density functions (pdf), and it is probably due to the progressive
coarsening of the grid in the streamwise direction, which always occurs for strX 6= 1 and
becomes more significant as strX increases. Nonetheless, it can be concluded that the error
in the prediction of the streamwise average velocity remains very low in the considered
parameter range. Figure 4 shows the pdfs of the errors for the different considered sections.
These pdfs are built through the application of a Monte Carlo method to the polynomial
basis, using the polynomial coefficients computed by gPC. In this way a high number of
samples may be generated with limited computational resources. The pdfs reported have
been normalized over the intensity of the peak of the average section and are presented
along with the correspondent eCF and eCF d. A significant number of occurrences is always
present for eCF = 0.003 − 0.005, while the largest amount tends to gather towards an
eCF value that increases moving downstream. The distribution of the occurrences around
this peak becomes less and less sharp as x increases, consistently with the larger cv values
obtained at the most downstream sections (see table 2). Summarizing, the analysis of the
parameters in table 2 and of the pdfs in figure 4 shows that, in the turbulent region, at the
most downstream sections it is probable to have a larger value of the error than upstream
and that the error value is more sensitive to the choice of the parameters.It is interesting
to remark that the deterministic error obtained for the mean values of the parameters is
generally closer to the most probable stochastic error than to the mean error recovered in
the stochastic analysis. This points out how a deterministic simulation carried out with
a set of average parameter values may actually give the eCF values corresponding to the
most probable error occurrence. However, it can not furnish any information about the eCF
probabilistic distribution.
The partial variances shown in figure 3(b) are useful to quantify the sensitivity to the
single parameters and to their interactions. As expected, considering the right part of the
figure between 12 ≤ x/Λ ≤ 20, the sensitivity to the value of the Smagorinsky constant CS
is always important and increases moving downstream, while the impact of the grid lateral
stretching strY progressively decreases. Conversely, the sensitivity to the streamwise grid
stretching becomes significant only at the most downstream sections. These results can be
interpreted by recalling that the grid resolution in the streamwise direction becomes coarser
moving downstream for all the considered values of strX, and this loss of resolution at the
most downstream sections is more dramatic for high strX. This explains why the sensitivity
to strX increases with x. This is also consistent with the convective dynamics of the error,
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which can be described by a differential monodimensional equation[12, 13]. In shear flows,
error growth is associated with convective/absolute instabilities. A lack of resolution close
to the inlet boundary condition triggers a fast growth of the error and a grid refinement
operated downstream is usually not effective to inhibit the error growth. On the other hand,
moving downstream, progressively finer flow structures form. The increase of the error and of
its sensitivity to CS may thus be explained by the lack of resolution of the turbulent scales
becoming progressively more important moving downstream. Finally, the lateral velocity
gradients become less important with increasing x, and this justifies the progressively lower
error sensitivity to strY . Note how the combined effects of the different parameters remain
always low, except for the coupling between strY and CS at the most upstream sections.
This apparent coupling between CS and strY effects will be investigated more in details in
section 5.
Similar considerations to those made for the errors in the prediction of the mean stream-
wise velocity may be extended to the momentum thickness eCF (see table 2). As for the
mean streamwise velocity, the error tends to increase with x, although the error in the pre-
diction of the momentum thickness is globally larger than in the previous case. This can be
clearly observed in figure 3(a), where the magnitude of the eCF computed for the different
flow quantities are shown. Also the error sensitivity to the parameters increases by moving
downstream resulting in a progressively more homogeneous distribution of the occurrences
over larger subsets of eCF values (see cv in table 2 and the pdf shapes in figure 5). Also for
the error sensitivity to the single parameters and their interactions, the same observations
previously made for the mean streamwise velocity hold true.
Before analyzing the error behavior for the shear stress, let us recall that the relevant
error function for all the considered LES simulations has been computed with respect to the
HRLES values, without filtering the HRLES variables or including the subgrid scales (SGS)
model contribution. Thus, larger errors are a priori expected on this quantity than for the
previously analyzed ones, as well as a higher sensitivity to the grid resolution and to the SGS
viscosity. This is indeed verified by the results of eCFd, eCF and cv reported in table 2 and
observable in figure 3(a), which are much larger than the corresponding ones for the mean
streamwise velocity and the momentum thickness. As previously, the error increases with x,
but the variance remains almost constant and close to 60%. Note, however, how the most
probable values, roughly corresponding to the peaks of the pdf (see figure 6), are significantly
lower than the deterministic and stochastic average ones and they are approximately of the
same order of the one computed for the momentum thickness. This indicates the presence
of a limited region in the parameter space giving a much larger error in the prediction of
this quantity than that obtained for the majority of the possible parameter combinations.
As for the sensitivity to each single parameter, the Smagorinsky constant has the strongest
effect, as expected on the basis of the previous considerations.
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5 Error analysis in the inlet-dependent region
The same error analysis as in Sec. 4 is extended here to the inlet-dependent region (x/Λ =
2 − 10), in which a correlation with the inlet conditions is still present and fully-developed
turbulent characteristics are not yet reached. An interesting issue is to investigate whether
the behavior of the error is also qualitatively different with respect to the one found in
the turbulent region. Table 3 summarizes the main statistical features of the error for the
mean streamwise velocity, the momentum thickness and the shear stress respectively. The
corresponding error partial variances and error pdf are shown in figures 3(b)-(d), 7, 8 and 9
respectively.
Generally speaking, the behavior of eCF is comparable to the one discussed in the
previous section; a few considerations should however be made. First of all, it looks like that
the error in the mean streamwise velocity prediction is very low with an almost negligible
probability to be over 1% value (see figure 7). The pdf analysis also points out that a huge
number of occurrences cluster close to the most probable value at the section x = 2Λ, while
the mean streamwise velocity prediction becomes more and more sensitive to parameters
variation as the flow undergoes transition. Conversely, the error recovered for the momentum
thickness and the shear stress may be considerably high, in particular if the most upstream
sections are considered. Moving towards higher x values, the stochastic mean error decreases,
as well as the most probable error value and the error maximum value (see figure 7). For
all the considered quantities, the error sensitivity to the parameters is generally significantly
higher in this region than in the turbulent one, as shown by the values of cv in table 3
and in figure 10. Inside the inlet-dependent region, at the most upstream section the error
coefficient of variance is relatively low but it is associated with a large value of the error for
the momentum thickness and the shear stress (see table 3 and figures 3(a), 8 and 9). Moving
downstream the error variance, and thus its sensitivity to the parameters, progressively
increases reaching a maximum around x/Λ = 6− 8 and then decreases again. Thus, at the
most downstream sections there is again a very high probability that the error be almost
equal to the most probable value, which is however significantly lower than at the more
upstream sections, as shown for instance by the peaks in the pdfs in figures 7-9.
Considering the partial variances, CS is again the most important parameter, with the
only exception of the error on the mean streamwise velocity at the most upstream section.
As could be expected, this indicates that the contribution of the SGS model is particularly
critical when the flow undergoes transition. The stretching ratio in the lateral direction, strY ,
is the second most important parameter and its effect on the error prediction is considerably
larger if compared to the one in the turbulent region. This is probably due to the intense
lateral velocity gradient present close to y = 0, suggesting that a lack of resolution may occur
if the lateral stretching is not sufficiently high. The error is not particular sensitive to strX
variations, probably because the streamwise grid resolution in this region is sufficiently high
to capture the relevant flow scales even at low strX values.
Finally, it is also possible to observe that at the most downstream section in this region,
x = 10Λ, the error in the shear stress prediction exhibits a strong dependence on the coupling
between the normal stretching and the the model constant CS. The same trend was found
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in section 4 for the mean streamwise velocity and the momentum thickness prediction at
x = 12Λ. In the mentioned sections, the sensitivity to the SGS model constant significantly
decreases and a minimum of the global coefficient of variance cv is also found, as shown in fig-
ure 10. Summarizing, a significant drop of the flow sensitivity to CS and a coupling between
strY and CS is observed in proximity of the latest stages of transition: this characteristic
may, thus, be seen as an indicator of an incipient fully developed turbulent state.
6 Error behavior for the dynamic Smagorinsky model
The error cost function is now investigated starting from the database of 42 LES simulations
applying the dynamic version of the Smagorinsky model. The aim of this analysis is to
observe the main differences in the error dynamics using a more complex model.
The mean stochastic values and the coefficients of variance are reported in Table 4 and 5
for the fully-turbulent and the inlet-dependent regions respectively. Comparing the results
with those obtained for the classical Smagorinsky model reported in the Tables 2 and 3,
no significant differences are observed in the predicted stochastic mean values for eCFU of
eCFθ. Conversely, eCFτ is significantly smaller, meaning that dynamic SGS model on the
average leads to a better prediction for this quantity. Another important conclusion that
can be drawn from the coefficients of variation is that the error cost function is less sensitive
to the set of random variables. This could have been expected since it has been previously
observed that for the Smagorinsky model the error variance is dominated by the value of
CS. The drop in the sensitivity is however not as intense as the partial contribution to the
variance due to the model constant found for the Smagorinsky model: in fact, the C values
computed by the dynamic procedure depend on the local grid topology and, in particular,
on the local stretching. Therefore, for the dynamic model the effect of the stretching ratios
on the introduced SGS viscosity is larger than for the Smagorinsky one and the sensitivity
of the error to those parameters is hence increased.
A comparison of the pdfs reported in Figure 11 to 16 with the ones recovered for the
classical Smagorinsky model database in Figure 4 to 9 shows that the range of the error
prediction is approximately the same when eCFU and eCFθ are considered. In particular,
the pdfs recovered for eCFU are extremely similar to the ones computed for eCFθ in the
turbulent region 12 ≤ x/Λ ≤ 20. This feature has not been observed in the analysis reported
in Section 4. The probabilistic distribution of eCFτ is bounded to a significantly shorter
range if compared to the one computed from the classical Smagorinsky database for each
streamwise section considered. As in the case of the classical Smagorinsky model, the most
probable event is not significantly close to the stochastic average: when the transition region
is considered, the error mean value is usually larger in magnitude.
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7 Parameter optimization
The results presented in sections 4 and 5 point out significant differences in the error response
surfaces when considering different physical reference quantities and different flow regimes.
In this section, the gPC representation of the error over the parameter uncertainty space is
used to find optimal parameter values, i.e. the values leading to the minimum of the error,
for the different considered physical quantities and domain regions. The minimum has been
recovered through the comparison of a high number of samples over the parameter space
using the same methodology employed to recover pdfs (see section 4).
Let us first consider the results of this optimization process in the inlet-dependent
region. The first three rows of table 6 report the parameter values, in the considered
range, corresponding to a minimum value of the eCF for each physical quantity of inter-
est. These optimal values are computed from the the already introduced average results in
the inlet-dependent region, which represent a general trend of the error in the considered
zone. As expected, different optimal values are obtained for the different considered quan-
tities. Therefore, the optimum has also been computed for a global eCF function, built as
eCFG = a eCFU + b eCFΘ + c eCFτ , where a, b and c are weight coefficients that may be
tuned if the optimization of one of the physical quantities is considered more important than
that of the other ones. The three weight coefficients have been set to 1 herein, so that the
relative importance of a physical quantity is related to the magnitude of the error only. The
global optimal parameters obtained in this way, reported in the fourth row of table 6, corre-
spond to a strX value belonging to the lower part of the considered range, to a high value
of strY and to CS also belonging to the lower part of the considered range. In particular
the optimal CS appears to be significantly lower than the value of 0.1, usually suggested for
shear flows. We stress again that this parameter set represents a global optimum for the
considered physical quantities, but the values minimizing the error for each single quantity
are different. Thus, it is interesting to analyze whether the global optimum combination of
the parameters leads to low errors also on each single quantity. Indeed, in practical applica-
tions it is usually sufficient to identify combinations of parameters yielding acceptably low
errors, also if these combinations do not exactly correspond to the minimum of the error. To
this aim the volumes in the parameters space verifying the relation eCF < 1.2 ∗ min(eCF)
for each of the considered quantities are reported in figures 18(a)-18(c) together with a black
point indicating the corresponding optimum configuration parameter set. The volumes rel-
ative to the different physical quantities clearly overlap each other, indicating that a zone
in the parameter space corresponding to low errors in the prediction of all the considered
physical quantities is detectable. Note that the global optimum parameter set, identified by
a square, lies inside all the low-error regions in figures 18(a)-18(c) and this shows that this
parameter set thus actually corresponds to a low error value on all the considered variables.
This is confirmed by the magnitude of the minimum error computed for the global eCF
function, which is only 10% larger than the sum of the three minimum error values for the
single reference quantity eCF. Finally, the volume in the parameter space in which the global
eCF is lower than 1.1 the minimum value, reported in figure 18(d), shows that it is possible
to recover error values close to the minimum in a large part of the parameter space. Thus,
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small uncertainties over the chosen parameters do not lead to an abrupt increase of the error.
The results of the same optimization procedure carried out the turbulent region are
reported in the second part of table 6. As a first observation, except for the stretching ratio
strX, the minimum errors for the different considered quantities are obtained for completely
different parameters sets. Note how the opposite extreme values of strY and Cs in the
considered range are found as optimal for the prediction of the streamwise velocity and of
the momentum thickness respectively. It is also worth noting that the minimum of the error
for each single quantity is obtained for the maximum strX value considered in the analysis,
while the minimum of global error function previously defined is found for the minimum
considered value of strX. This behavior can be better understood by looking at the regions
of the parameter space in which eCF < 1.75 ∗ min(eCF), reported in figures 17(a)-17(c).
Although we are looking for parameter space regions in which the error can be up to 75%
larger than the minimum one, the zones identified by this criterion for the different physical
quantities do not overlap, confirming that there is no combination of the parameters yielding
to low errors in the prediction of all the physical quantities. For instance, the global optimum
does not lie in the low-error region for the mean streamwise velocity. This point out that,
performing a global optimization, poor results for the mean streawise velocity prediction
are obtained, with an error close to its maximum value. However, since the error on the
streamwise velocity prediction is globally lower than that on the other quantities, this has
only a limited impact on the global error cost function. As a consequence of this difficulty
in finding parameter values leading to low error values on all the considered quantities, the
global eCF minimum error is more than 50% greater in magnitude than the sum of the three
minimum errors computed over the single quantity eCFs. Finally, figure 17(d) shows the part
of the parameter space complying with the relation eCFG < 1.1∗ min(eCFG). Differently
from the results observed for the global optimum zone computed for the inlet-dependent
domain, it can be seen that small changes in the parameters may lead to a significant
increase of the error, when considering a global optimization over the turbulent region.
As a final remark, the parameter values leading to a global optimum error in the turbulent
region are quite close to the ones computed for the inlet-dependent zone. This suggests
that there are combinations of the parameters which lead to acceptably low global errors,
independently of the flow local characteristics. This consideration does not hold true if each
single physical quantity is considered.
8 Concluding remarks
The error in the predictions of different physical quantities obtained in large-eddy simulations
of a spatially-developing mixing layer has been quantified and investigated. The considered
physical quantities are the mean streamwise velocity, the momentum thickness and the mean
shear stress. The errors have been evaluated with respect to the results of a highly-resolved
LES, considered here as the reference solution. The error sensitivity to changes in the val-
ues of some simulations parameters, viz. the grid stretching in the streamwise and lateral
directions and the constant in the SGS Smagorinsky model, has also been assessed. Thanks
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to the use of the generalized polynomial chaos representation, error response surfaces in the
parameter space could be built from a limited number of simulations. This approach allows
a probabilistic characterization of the error, as well as a quantification of its sensitivity to
each considered parameter and to their combinations. A typical feature of the considered
spatially evolving flow is the progressive transition from a laminar regime, highly dependent
on the inlet conditions, to a fully-developed turbulent one. Thus, the computational domain
has been divided in a transitional upstream region, in which the signature of the inlet per-
turbation on the flow development is still evident, and in a downstream turbulent zone. The
error analysis has been carried out separately in the two zones, in order to investigate in
which extent the error behavior is quantitatively and qualitatively affected by the local flow
characteristics.
In all the considered parameter range and in both the inlet-dependent and turbulent
zones, the error on the streamwise velocity is generally very low, much lower than for the other
two quantities. For all the quantities, the mean, most probable, maximum and minimum
error values significantly change with the streamwise location. In the inlet-dependent zone,
moving downstream, the stochastic error decreases, as well as the most probable error value
and the magnitude of the extreme error values. This indicates that the most critical part of
this region is connected with the initial stages of transition. The opposite behavior of the
error is observed in the turbulent region; this is probably related to a progressively coarsening
of the streamwise resolution when moving dowstream (the grid nodes are clustered near the
inlet), together with the presence of progressively smaller turbulent flow scales.
The error variance, and thus the sensitivity to changes in the parameter values, also
noticeably depends on the streamwise location. For all the considered quantities, inside the
inlet-dependent region, at the most upstream section the error variance is relatively low
but it is associated with a large value of the error for the momentum thickness and the
shear stress. Moving downstream the error coefficient of variance progressively increases
reaching a maximum around x = 6 − 8Λ and then decreases, reaching a minimum around
x = 10− 12Λ. In the turbulent zone the error variance increases again, but it remains lower
than in the inlet-zone. Thus, for all the considered quantities, the sensitivity of the error
to the parameters is found to be generally higher in the inlet-dependent zone than in the
turbulent one.
As for the sensitivity of the error to the single parameters, the parameter having the
largest impact of the error, for all the considered quantities and in both zones, is the
Smagorinsky constant. In the inlet-dependent zone the error has been found to be no-
ticeably sensitive to the grid stretching in the lateral direction, probably because of the
strong lateral velocity gradient still present in this region. Conversely, in the turbulent zone
the stretching in the streamwise direction has been found to have a significant impact on the
errors in the prediction of the mean velocity and of the momentum thickness; this is related
to the progressive lack of grid resolution when moving downstream, which becomes more
pronounced when the stretching ratio strX is increased.
The application of a dynamic subgridscale model does not significantly alter neither
quantitatively nor qualitatively the error behavior for the streawise average velocity and
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the momentum thickness, while a significant improvement of the accuracy in the shear stress
prediction is observed. This indicates that through a proper tuning of the model constant an
accuracy comparable to the one of the dynamic model can be recovered with the Smagorinsky
closure, except for the shear stress. Moreover, since a similar qualitative error behavior has
been obtained with the different considered SGS closures, we may argue that the conclusions
previously drawn might be rather independent of the used SGS closure.
Finally, the gPC representation of the error over the parameter uncertainty space has
been used to find optimal parameter values, i.e. the values leading to the minimum of
the error, for the different considered physical quantities. For both regions, these optimal
values are computed from average results, which represent a general trend of the error in
the considered zones. A set of parameter values minimizing a global error, i.e. the sum
of the errors in the predictions of each single quantity, has also been computed. In the
inlet-dependent region the parameter values minimizing the global error also yield low errors
in the prediction of each physical quantity and this optimum is robust, i.e. small changes
in the parameter values do not lead to an abrupt increase of the error. Conversely, in the
turbulent region, performing a global optimization, does not guarantee low errors on the
single quantities; for instance, the globally optimal parameter values bring to poor results
for the mean streamwise velocity prediction, with an error close to its maximum value and
the global minimum error is more than 50% greater in magnitude than the sum of the three
minimum errors computed for the single quantities.
Summarizing, in the transitional regime LES may produce a maximum error huge in
magnitude and that the variance over the uncertainty space is quite high, but a common
region at low error for all the physical quantities is recoverable and the resulting error is
not extremely sensitive to small parameter variations. In the turbulent regime the error is
globally lower and it is less sensitive to the variables analyzed, meaning that an inappropriate
choice of the parameters values leads to a flow prediction closer to the correct values if
compared with predictions performed over the transition part of the domain: anyway, the
parameters have to be selected with extreme care to reach a satisfying optimization.
HPCEuropa2 (project nr. 267) and GENCI-CINES computation centers are acknowl-
edged for the resources furnished to generate the database used in the sensitivity analysis.
A Validation of the accuracy of the stochastic approach
The accuracy of the proposed stochastic approach is assessed considering as an example
the coefficients ak for the dynamic Smagorinsky database, without loss of generality. The
validation is performed considering the error cost function for the momentum thickness θ
recovered at the section x / θ= 12. The coefficients ak reported in Figure 19, which are
grouped accordingly to the order of the associated polynomial, are renormalized over a basis
[−1, 1] × [−1, 1]: in this way a clear comparison of the coefficients associated to different
variables can be performed. The coefficient a0 is the stochastic mean value of the recovered
error cost function, while the other coefficient can be used to recover the total variance as
V =
∑M
i=1 a
2
kW (i). The reader can observe in Figure 19 that contribution of higher order
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polynomials is not significant if compared to low order polynomials: it has been observed
that the first order polynomials account for the 40% − 70% of the total variance while the
third order polynomials affect the solution for the 1% − 5%. Being the effects of higher order
polynomials less and less significant in the spectral projection, we can state that an accuracy
of ≈ 1% in the results is recovered when representing the error cost functions through a third
order polynomial expansion.
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tables
x = 2Λ x = 6Λ x = 10Λ x = 12Λ x = 16Λ x = 20Λ
Correlation coefficient 1 0.47 0.24 0.09 0.19 0.15
Table 1: Correlation coefficient between spanwise energy spectra at different streamwise
locations and the spectrum at Λ = 2.
eCF dU eCFU cvU eCF
d
Θ eCFΘ cvΘ eCF
d
τ eCFτ cvτ
x = 12Λ 4.06e-003 3.54e-003 21.77% 0.055 0.053 16.89% 0.076 0.104 54.30%
x = 14Λ 5.87e-003 4.40e-003 26.12% 0.072 0.057 20.09% 0.207 0.145 60.51%
x = 16Λ 7.40e-003 5.86e-003 27.03% 0.086 0.070 21.79% 0.275 0.177 59.90%
x = 18Λ 8.87e-003 7.62e-003 29.61% 0.096 0.082 29.32% 0.386 0.201 62.85%
x = 20Λ 11.1e-003 9.66e-003 32.05% 0.112 0.098 33.45% 0.437 0.212 57.05%
Average 7.46e-003 6.21e-003 26.62% 0.084 0.072 22.26% 0.276 0.168 58.14%
Table 2: Statistical properties of eCF relative to the considered physical quantities of interest
in the turbulent region: considered a flow quantity S, the deterministic error eCF dS , the
stochastic mean error eCFS and the coefficient of variation cvS are respectively reported.
eCF dU eCFU cvU eCF
d
Θ eCFΘ cvΘ eCF
d
τ eCFτ cvτ
x = 2Λ 2.91e-003 2.92e-003 8.14% 0.169 0.16 14.01% 0.783 0.718 31.06%
x = 4Λ 2.91e-003 3.75e-003 29.15% 0.101 0.142 40.81% 0.618 0.312 75.70%
x = 6Λ 1.76e-003 3.49e-003 54.66% 0.052 0.102 52.43% 0.393 0.177 86.48%
x = 8Λ 1.60e-003 3.16e-003 62.81% 0.037 0.075 57.48% 0.236 0.114 59.56%
x = 10Λ 2.75e-003 3.01e-003 44.98% 0.044 0.059 44.68% 0.103 0.071 36.33%
Average 2.39e-003 3.27e-003 37.92% 0.08 0.108 34.09% 0.427 0.278 38.80%
Table 3: Statistical properties of eCF relative to the considered physical quantities of interest
in the inlet-dependent region: considered a flow quantity S, the deterministic error eCF dS ,
the stochastic mean error eCFS and the coefficient of variation cvS are respectively reported.
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eCFU cvU eCFΘ cvΘ eCFτ cvτ
x = 12Λ 4.17e-003 17.49% 0.057 14.89% 0.069 33.19%
x = 14Λ 5.59e-003 15.04% 0.069 15.63% 0.108 40.25%
x = 16Λ 7.28e-003 11.95% 0.086 12.46% 0.126 53.37%
x = 18Λ 9.2e-003 13.86% 0.099 16.61% 0.151 56.5%
x = 20Λ 11.4e-003 15.85% 0.117 17.69% 0.157 49.31%
Average 7.53e-003 12.96% 0.086 13.96% 0.122 45.59%
Table 4: Statistical properties of eCF relative to the considered physical quantities of interest
in the turbulent region: considered a flow quantity S, the deterministic error eCF dS , the
stochastic mean error eCFS and the coefficient of variation cvS are respectively reported. The
database generated through the application of the dynamic Smagorinsky model is considered.
eCFU cvU eCFΘ cvΘ eCFτ cvτ
x = 2Λ 2.95e-003 5.76% 0.17 5.11% 0.374 32.62%
x = 4Λ 3.49e-003 20.32% 0.129 27.83% 0.22 37.78%
x = 6Λ 2.52e-003 38.7% 0.073 36.63% 0.102 28.58%
x = 8Λ 2.26e-003 31.31% 0.049 35.31% 0.077 21.65%
x = 10Λ 2.85e-003 12.82% 0.047 14.54% 0.058 24.33%
Average 2.81e-003 17.27% 0.094 19.07% 0.166 30.66%
Table 5: Statistical properties of eCF relative to the considered physical quantities of interest
in the inlet-dependent region: considered a flow quantity S, the deterministic error eCF dS , the
stochastic mean error eCFS and the coefficient of variation cvS are respectively reported. The
database generated through the application of the dynamic Smagorinsky model is considered.
minimum eCF value strX strY cS
Inlet-dependent region
Ux 5.87 12 0.06
Θ 3.72 12 0
Shear stress 4.89 7.85 0.08
Global 4.8 12 0.06
Fully developed turbulence region
Ux 10 3 0
Θ 10 12 0.2
Shear stress 10 10.61 0.05
Global 3 8.77 0.072
Table 6: Optimum values to minimise eCF in transition regime, turbulent regime and over
all the considered domain.
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Figures
(a) (b)
Figure 1: Comparison of HRLES results with reference data in the literature; (a) momentum
thickness, Θ, (b) normalized average streamwise velocity, Un.
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(a) (b)
(c) (d)
(e) (f)
Figure 2: Isocountours of the second invariant of the velocity gradient tensor. HRLES
isocontours are shown on a normal plane (a) and at the streamwise sections x = 2Λ(b),
x = 6Λ(c) and x = 14Λ(d). Isocontours at the streamwise section x = 14Λ are reported also
for two LES simulations corresponding to two different Gaussian quadrature points (e)-(f).
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Figure 3: Statistical properties of the error cost function. A comparison between the mag-
nitude of the eCF computed for the different flow quantities is reported (a). The partial
variances σ of eCFU , eCFΘ and eCFτ are shown in pictures (b),(c) and (d) respectively.
27
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.0160
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
eCF of mean streamwise velocity
 
 
x = 12Λ
x = 14Λ
x = 16Λ
eCF
eCF d
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.0160
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
eCF of mean streamwise velocity
 
 
x = 18Λ
x = 20Λ
Turbulent region
eCF
eCF d
Figure 4: Streamwise velocity Ux eCF pdfs in presence of a fully developed turbulent regime.
The stochastic mean and the deterministic values are indicated by a circular mark and a
triangular mark, respectively.
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Figure 5: Momentum thickness Θ eCF pdfs in presence of a fully developed turbulent regime.
The stochastic mean and the deterministic values are indicated by a circular mark and a
triangular mark, respectively.
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Figure 6: Shear stress τuv eCF pdfs in presence of a fully developed turbulent regime. The
stochastic mean and the deterministic values are indicated by a circular mark and a triangular
mark, respectively.
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Figure 7: Streamwise velocity Ux eCF pdfs in the transition region. The stochastic mean and
the deterministic values are indicated by a circular mark and a triangular mark, respectively.
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Figure 8: Momentum thickness Θ eCF pdfs in the transition region. The stochastic mean and
the deterministic values are indicated by a circular mark and a triangular mark, respectively.
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Figure 9: Shear stress τuv eCF pdfs in the transition region. The stochastic mean and the
deterministic values are indicated by a circular mark and a triangular mark, respectively.
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Figure 10: Normalized coefficient of variance for the different physical quantities analyised
at sections going from x = 4Λ to x = 20Λ.
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Figure 11: Streamwise velocity Ux eCF pdfs in presence of a fully developed turbulent regime.
The stochastic mean value is indicated by a circular mark. The database build using the
dynamic Smagorisnky model is considered.
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Figure 12: Momentum thickness Θ eCF pdfs in presence of a fully developed turbulent
regime. The stochastic mean value is indicated by a circular mark. The database build
using the dynamic Smagorisnky model is considered.
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Figure 13: Shear stress τuv eCF pdfs in presence of a fully developed turbulent regime. The
stochastic mean value is indicated by a circular mark. The database build using the dynamic
Smagorisnky model is considered.
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Figure 14: Streamwise velocity Ux eCF pdfs in the transition region. The stochastic mean
value is indicated by a circular mark. The database build using the dynamic Smagorisnky
model is considered.
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Figure 15: Momentum thickness Θ eCF pdfs in the transition region. The stochastic mean
value is indicated by a circular mark. The database build using the dynamic Smagorisnky
model is considered.
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Figure 16: Shear stress τuv eCF pdfs in the transition region. The stochastic mean value is
indicated by a circular mark. The database build using the dynamic Smagorisnky model is
considered.
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Figure 17: Isovolumes for eCF < 1.75 ∗ min(eCF) in the case of fully developed turbulent
flow considering streamwise velocity (a), momentum thickness (b) and shear stress (c). In
figure (d) the global optimum zone with a 10% tollerance is shown.
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Figure 18: Isovolumes for eCF < 1.2 ∗ min(eCF) in the case of transitioning flow considering
streamwise velocity (a), momentum thickness (b) and shear stress (c). In figure (d), global
optimization with a 10% tollerance is shown.
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Figure 19: Coefficients ak of a polynomial expansion, grouped by the polynomial order. The
considered case is the expansion of the function eCFθ at x / Λ = 12 starting from a LES
database generated using the dynamic version of the Smagorinsky model.
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