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Abstract
Complementaiy to the existing VUV/soft X-ray spectroscopic systems, a VUV 
photoabsorption imaging optical system has been developed.The technique consists in 
passing a pulsed V U V beam, tuned to an atomic/ionic resonance, through a laser plasma 
plume and recording the transmitted light or shadowgram.
A  first optical set-up was designed and built as proof o f principle to validate the 
photoabsorption technique. The promising results obtained, as well as the limitations o f the 
system lead, to the design and fabrication o f a new system with improved flux collection, 
probe beam quality, spatial and spectral resolution. The design o f both systems was done 
with the aid o f a ray tracing code, and the calculated performances from the simulations 
were compared to experimental measurements.
Time and space resolved distributions o f atomic calcium, Ca+, Ca2+ equivalent 
width were measured using the respective 3p-3d resonances, and information on the plasma 
expansion dynamics was extracted and compared with an expansion model. With the 
absolute cross section known, maps o f equivalent width could be converted to maps o f 
column density NL; this was achievable when using the 3p-3d Ca+ resonance at 37.43 nm 
and the 5p-5d Ba+ resonance at 46.7 nm.
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C h a p t e r  1
Introduction
The main aim o f the project is the construction o f an imaging system operating in the VUV 
wavelength range dedicated to photoabsorption studies o f  expanding laser produced 
plasmas. This system is to provide time and space resolved maps o f column density o f the 
plasma plume for transitions where the absolute cross section is known. The motivation for 
this project is to address the need for new absorption imaging diagnostics in the VUV 
wavelength range and to add to the DCU laboratory a new capacity working alongside and 
supporting the existing spectroscopic systems.
This thesis consists o f three main chapters; chapter 1 introduces the basics o f 
plasma formation and plasma processes. The theoretical background needed for the results 
analysis, i.e., the derivation o f column density maps, is presented and the equation of 
radiative transfer is derived. We present a solution for the specific case o f photoionisation 
depending on the plasma plume opacity conditions. A  plasma expansion code is described 
here to compare with experimental observations on the dynamics o f the plasma evolution.
Chapter 2 describes in detail the two optical systems used in this work. The first 
system was tested in the Rutherford Appleton Laboratory and was used as a proof o f 
principle experiment prior to the design and construction o f the final optical set-up in the 
DCU laboratory.
Chapter 3 presents the results and analysis o f photoabsorption studies using the 3p -  
3d resonance lines o f neutral calcium as well as singly and doubly charged calcium ions. A 
similar experiment has been performed on singly charged barium ions in the 5p-excitation 
region.
This thesis is concluded by a summary o f the results obtained and suggestions on 
further applications o f  the photoabsorption imaging system.
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Laser Produced Plasmas constitute a cheap, compact, and competitive light source 
compared to large synchrotron facilities. Radiation emission with wavelength ranging from 
the infrared region to x-rays, and Vacuum-UV (VUV) photon flux o f up to 10 14 photon.nm" 
'.sr-1 (Fischer et al.. 1984) from table top Q-switched laser plasma continuum sources is 
possible.
This project is inspired by a well established technique for measuring 
photoabsorption spectra o f almost all atoms and singly/multiply charged ions known as the 
Dual Laser Plasma (DLP) method (Carroll and Kennedy 1977, Costello et al. 1991, Jannitti 
et al. 1993). In DLP spectroscopic experiments, one laser plasma constitutes the absorbing 
'sample' while the other forms the VUV (continuum) backlighting source (Carroll et al. 
1983). VUV light passing through the sample plasma is dispersed by a spectrometer and 
recorded on a VUV sensitive array detector. Varying the delay between the formation o f 
the ‘ sample’ and Tight source’ plasmas one can measure the time resolved photoabsorption 
spectrum o f the sample plasma. B y  recording photoabsorption spectra in different spatial 
zones o f the sample plasma it is possible to build up a picture o f how the plasma evolves in 
space and time.
The first experiment o f this kind was performed by Carillon et al. (1970), using two 
aluminium plasmas, one as a backlighting source and the other one as the sample plasma. 
However, the very line dominated spectrum o f aluminium in the VUV region reduced the 
observation to very narrow wavelength bands that were free o f  strong lines and were 
occupied mainly by bremsstrahlung continuum. This experiment revealed the need for a 
broad-band continuum source for absorption studies. In 1973 Breton and Papoular showed 
continuum emission in the VU V region using a tantalum target, their aim being to obtain a 
strong bremmstrahlung continuum source near the Lyman a  line at 12 1.5  nm to study the 
neutral hydrogen density in various devices. Further studies have been successfully 
performed to obtain line free continua in the VU V and XU V  region, using other high Z 
materials such as tungsten, samarium, ytterbium and europium (Caroll et al. 1978, 
O’Sullivan et al. 1981,1982) as targets. Since then the dual laser plasma technique has 
revealed itself to be a very powerful technique leading to characterisation o f multiple new 
transitions in the VUV and XU V  wavelength range (West 2002, Meighan 2000).
However very few imaging experiments have been performed in the VUV wavelength 
ranges as opposed to extensive imaging studies in the X-ray or visible region (Michette et 
al. 1994, Geohegan 1992).
In the X-ray region, the interest shown by the fusion community in laser produced 
plasmas led to extensive work using laser plasmas as X-ray sources either for spectroscopic 
studies or imaging experiments. A  very similar set-up to the DLP technique is used in point 
projection absorption spectroscopy (DM O Neill et al. 1991, Balmer et al. 1989) where a 
point plasma source emitting X-ray radiation is used to probe a second, larger expanding 
plasma. The larger plasma absorbs the projected X-rays, which are reflected on a flat or 
spherical crystal and the data are recorded either on photographic films or by the use o f a 
charged coupled device (CCD). This technique enables the measurement o f the population 
density o f  the different absorbing ions. The spatial resolution can be better than 10 |am, 
determined by the size o f the backlighting X-ray source and a spectral resolving power up 
to a few thousand has been achieved (Pikuz et al. 2000). On the imaging side, X-ray 
backlighting is a very important and powerful technique especially as a diagnostic tool for 
research on inertial confinement fusion (Raven et al. 1981). Direct drive inertial 
confinement fusion can be achieved by irradiating spherical pellets containing a mixture o f 
deuterium and tritium with high power lasers. The laser radiation ablates the outer skin o f 
the capsule and produces high pressure waves that accelerate the capsule inwards to an 
implosion and, doing so, compresses the fusion fuel at the centre. Four important 
phenomena take place during the reaction and the X-ray backlighting technique has been 
revealed to be an adequate tool for their study.
Grun et a l (1984) used the technique to measure Rayleigh-Taylor instabilities in 
ablatively accelerated pellets and differentiate its effects from effects caused by a non- 
uniform beam profile. Kalantar et al. (1997) used an X-ray laser backlighter, coupled to 
multilayer XU V optics, to study the imprint o f the laser beam on a thin foil and thus 
determine the non-uniformities in the laser radiation. Ablative acceleration o f thin foils was 
studied to simulate spherical pellets in their early imploding phase by Whitlock et al.
(1982) and Daido et al. (1984). Finally, face on X-ray backlighting was used by Shigemori 
et al. (1997), to successfully measure the time resolved mass ablation rate o f laser irradiated 
targets.
In the visible region direct imaging o f the light emitted from plasma plumes with 
gated CCD cameras (Geohegan 1992, Whitty and Mosnier 1998) and o f the light absorbed 
from wavelength tuned lasers (Martin et al. 1998) are also increasingly important 
diagnostics o f laser ablated/plasma plumes. The former provides space and time resolved 
information on excited states o f atomic and molecular species, while the latter can provide
corresponding data on ground state or ‘dark’ species. However, tabletop tuneable lasers are 
limited for many practical purposes to wavelengths in excess o f 300 nm i f  one requires 
pulse energies above a few mJ. Hence, they can access the resonance lines o f at most singly 
charged atomic ions and even then not all such species.
In this work, we will show that probing a laser ablated plasma plume with 
monochromatic VU V light can overcome this limitation. In contrast to the usual DLP 
spectroscopy experiment we pass a VU V beam, tuned to an atomic or ionic resonance, 
through a laser-plasma plume and measure the resultant transmitted image (or shadow). In 
this way we are able to obtain directly the spatial-temporal distribution of plasma species. 
This method has a number o f attractive features for application to laser ablated plasma 
plume characterisation -  namely:
• VUV light can access resonance lines o f all atoms and moderately charged ions. 
Hence one can track ions o f any element and in any charge state with resonance 
energies up to the photon energy limit o f the VUV source and any associated 
optics. In the two systems presented in this work, the upper photon energy limit is 
35 eV since we are using near normal incidence monochromators
•  VUV light can access the higher density regimes that are excluded from visible 
light photoabsorption/shadowgraphy techniques
•  The pulsed laser plasma light source emits VUV radiation typically for < 1-50 ns, 
depending on the heating pulse duration; hence the frame time or temporal 
resolution available can be short and achieved automatically without any 
additional fast switching requirement. B y  varying the interlaser delay the plasma 
may be shadowgraphed at different times after its creation
However, the most important point is that the laser plasma source makes the analysis o f the 
transmitted light distribution relatively uncomplicated; it is, to a very good approximation, 
a direct image o f photoabsorption within the plume. The main reasons for this are:
•  The dimension and effective relative bandwidth o f the laser plasma source means 
that it is essentially an incoherent source and hence image analysis is not 
complicated by the presence o f interference patterns
•  Refraction o f a VU V beam in a plasma with given density gradient is 
significantly reduced compared to the case for a visible beam, with beam 
deviation angles scaling approximately as (^probe)2
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The use o f VUV radiation as a probe has another very important advantage -  it can be used 
to photoionize atoms or ions, a process immune from the usual radiation transfer problems, 
which complicate optical probing o f plasmas with ground state (bound) resonance 
transitions. In particular, tuneable VUV radiation can be used to induce resonant 
photoionization, which we will demonstrate for Ca+ and Ba+ via the path:
Ca+ (3p64s 2S) + hu -  Ca+* (3p54s 3d 2P) -  Ca2+ (3p6 !S) + e
Ba± (5p66s 2S) +  ho - B a +* (5p56s 5d 2P) -  Ba2- ( 5 p 6 !S) + e -----
The branching ratio for fluorescence to electron emission processes for such VUV 
excited (inner-shell) resonances, tends to be significantly less than 10 '4 (Schmidt 1992). 
Hence, almost all absorbed photons are converted to electrons and one does not have to be 
concerned about multiple photon absorption/re-emission cycles in the plasma plume up to 
the detectable opacity.
For those atoms (and ions) for which measured photoionization cross-sections are 
available one can extract column density values (NL) or (for well-defined plume 
dimensions) actual atomic or ionic number densities (N). Since peak values o f 
photoionization cross-sections for resonant inner-shell excitations can be as high as 220 0  
Mb for the Ca+ 3p -  3d resonance line (Lyon et al. 1986), column densities can be as low as 
~ 5 x 10 13 cm'2 . This corresponds to a transmittance (I/Io) o f  ~ 0.9, which can be easily 
measured with our system. Below this value, significant efforts are needed to account for 
noise, small residual scattered light effects and small drifts in the VUV light source level 
during a multi laser shot exposure. The use o f inner shell excitations brings another 
advantage; excitation energies for different stages o f ionization tend to be displaced slightly 
from each other. Thus, keeping all other experimental conditions identical, one can readily 
image different ionization stages o f the same atom in one experiment by tuning the 
monochromator energy to the relevant resonance lines.
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C h a p t e r  2
T h e o r e t i c a l  B a c k g r o u n d
2. O verview
The generation o f plasmas has become over the years, one o f the main applications o f lasers 
since their invention some 40 years ago. Plasma is described as the fourth state o f matter 
and constitutes close to 99% o f all matter in the universe, it can be generated using mainly 
electrical discharges or at the focus o f an intense laser beam in the laboratory (Carroll and 
Kennedy 1981). The main characteristics o f laser produced plasmas as opposed to 
discharges through a low pressure gas is their high temperature and high density o f ions and 
electrons. Thus laser plasmas have imposed themselves as an important radiation source 
and constitute an important tool for atomic spectroscopy enabling the study o f highly 
ionised species. In this section we explain briefly the interaction o f the laser beam with the 
target surface and the resulting formation o f the plasma plume.
2.1. Plasma formation
When the output o f a high power, Q-switched, laser is focused onto a solid target a dense, 
high temperature plasma is formed. Radiative emission , i.e., photons with wavelength 
ranging from the Infra-red to the X-ray as well as emission o f singly or multiply charged 
ions, neutral particles and electrons occur during the duration o f the plasma. The creation, 
heating and expansion phases o f  laser produced plasmas has been discussed in detail by 
Hughes (1975), Radziemski (1989) and most recently by Elizer (2002) and also in many 
review papers (Carroll and Kennedy 1981). Laser radiation reaching the surface o f a 
metallic target only penetrates into the surface by a small distance. This penetration depth 
or skin depth is estimated to be only a fraction o f the laser light wavelength. The skin depth
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depends on the laser light frequency as well as on the target type and can be expressed as 
(Corson and Lorrain 1988)
0 = 2 [2 .1 ]
co/ucr
with co the laser light angular frequency, (a the metal magnetic permeability and a  the metal 
conductivity.
Nevertheless the resulting electric field is o f great magnitude; assuming a laser
laser-target interaction results in the formation o f a very thin and dilute plasma at the 
surface o f the target. The laser radiation is then absorbed by the initial dilute plasma, which 
leads to an increase in the electron kinetic energy. As a result, the electron temperature 
increases, causing more and more atoms to be ionized and thus increasing the electron 
density until it reaches the “ critical density” . The critical density o f the plasma can be 
explained by an analytical treatment o f electron oscillations with respect to ions, which are 
taken to be at rest due to their larger mass. The angular frequency o f these oscillations or 
plasma frequency can be calculated to be:
where lie is the electron density and me is the electron mass. For a wave travelling in the 
plasma, the frequency o f the incident wave can be related to the plasma frequency through 
the following dispersion relationship:
irradiance <D o f l0 9-10 12 W.cm' 2 (typical irradiance used in our laboratory), and given that 
the laser irradiance and the E  field are related by the following equation:
E =  19.4 fA [2 .2 ]
We obtain an electric field o f the order o f  6 x  105 -  2 x  107 V.cm'1, and thus a very intense
[2.4]
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with k the propagation constant and c the speed o f light. For co > cop, k is real and the wave 
can propagate, for co < cop, k is imaginary and the wave does not propagate substantially 
into the plasma. For co = cop reflection occurs and we can derive an expression for the 
critical density:
When the electron density reaches the critical density in the plasma, the laser radiation does 
not reach the target surface anymore. However, the plasma still continues to expand being 
heated up by the absorption o f laser radiation energy which proceeds mainly via inverse 
Bremsstrahlung at the intensities used here (Kennedy 1984). The increase in the plasma 
volume results in a decrease in the electron density, the laser radiation can then reach the 
surface o f  the target again. This process is continuous and self-regulating during the length 
o f the laser pulse (Hughes 1975). The plasma temperature can be taken to be approximately 
constant during the duration o f the laser pulse, due to fast energy absorption. When the 
laser pulse is terminated the plasma can then expand adiabatically in vacuum (Singh and 
Narayan 1990). It is during this expansion phase o f the plume that much o f the data in this 
thesis was acquired and the topic will be discussed in detail in section 2.5.
2.2. Radiation and ionization processes in plasmas
In this section we will discuss the different processes leading to radiation emission in laser 
produced plasmas. We will divide this section into 3 subsections dealing with bound-bound 
transitions, free-bound transitions and free-free transitions noting that for every emission 
process an exactly opposite process exists in order to satisfy equilibrium requirements.
Each o f these processes depends on the conditions o f the plasma formation and in turn on 
the plasma parameters, i.e., temperature and density, which determine the relative 
importance o f the different type o f transitions. The excitation and de-excitation paths are 
illustrated in figure 2 .1 .
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Figure 2.1: Radiation processes in plasmas.
2.2.1. Bound-bound transitions
Radiation emission due to bound-bound transitions occurs after an excited particle (atom or 
ion), makes a transition to a lower energy state by either radiative or collisional de­
excitation. These transitions result in spectral lines whose profdes are dependent on the 
plasma parameters such as ion velocity, collision rate or perturbations due to magnetic or 
electric fields (Hughes 1975). Radiative excitation or photoexcitation occurs when an 
atom/ion absorbs a photon o f defined energy and is promoted to a higher energy state. In a 
similar fashion photo de-excitation to a bound state followed by fluorescence leads to line 
emission, with a wavelength determined by the absorbed photon energy.
Collisional excitation occurs when an atom or ion in a defined energy state collides 
with another particle, i.e., atom, ion or electron, and it is promoted to a higher energy state. 
Collisions with electrons is a very important process in laser produced plasmas, and more 
efficient than collisions with other heavier particles (Colombant and Tonon 1973). The line 
spectrum due to de-excitation depends on the electron temperature and density, and the 
trend in emission tends towards shorter wavelengths as the plasma temperature increases. 
At high temperature the degree o f ionization increases, reducing the screening o f the 
nuclear charge. As a consequence, the energy difference between bounds states gets larger 
and the line emission tends towards higher photon energy.
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Collisional deexcitation can also happen when a particle in an excited state loses 
energy to an electron during the collision. In this process no radiation is emitted and the 
energy is transferred to the electron kinetic energy.
2.2.2. Free-bound transitions
Radiation emission following a free-bound transition occurs when a free electron is capture 
by a n times ionized atom making a transition to a bound state o f the n- 1  times ionized 
atom. Since the electron is normally captured into an excited state, the excess energy 
gained by the atom can be emitted as a photon, this process is called recombination and the 
radiation emitted is referred to as recombination radiation. The emission spectrum is a 
continuum, whose profile depends on the velocity distribution o f the electrons and the final 
bound state (Hughes 1975).
The reverse process is referred to as photoionization in which a bound electron in an 
atom o f charge (Z-l)e absorbs a photon with an energy sufficiently large to ionize the atom 
and the electron is ejected into the continuum. We can write an energy balance equation 
valid for both recombination and its inverse process as:
where v is the velocity o f the free electron, Ej is the energy level o f the ion before 
absorption and vj is the minimum light frequency needed for the photoabsorption from 
level I and Xz-i is the ionization potential o f the atom o f charge (Z-l)e.
Free-free transitions or Bremsstrahlung occurs when a free electron collides with another 
particle making a transition to a lower energy state by emitting a photon. Electron-ion 
collisions are the most effective for radiation emission, and the efficiency increases with the 
plasma temperature. Electron-electron collisions don’t lead to radiation emission except at 
relativistic speed (Hughes 1975). The emission spectrum is a continuum.
[2 .6]
2.2.3. Free-free transitions
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The inverse process , i.e., inverse Bremsstrahlung is the dominant mechanism for laser light 
absorption during the plasma formation. In this case an electron in the electric field o f an 
ion absorbs one photon resulting in an increase in its kinetic energy.
2.3. Equilibrium in plasmas
The relative importance o f collisional and radiative processes occurring in a plasma 
determine its emission spectrum. The exact knowledge o f the specific rate o f all these 
processes would enable the prediction o f the plasma emission spectrum, however their 
multiplicity and inter-dependence would lead to very complex models.
Depending on the plasma parameters, i.e., temperature, density, velocity, either collisional 
or radiative processes are dominant and appropriate models have been derived simplifying 
greatly the resolution o f equations relating the different plasma parameters. We will discuss 
the three main plasma equilibrium models which are Local Thermodynamic Equilibrium 
(LTE), Collision Radiative Equilibrium and Coronal Equilibrium (Griem 1964, Lochte- 
Holtgreven 1995, Hughes 1975, Colombant and Tonon 1973).
2.3.1. Local Thermodynamic Equilibrium
A s the plasma density increases, collisions within the plasma are more and more frequent. 
When the plasma density reaches a sufficient value, collisions are the dominant process, 
which determines the population o f the different excited states.
Several conditions have to be fulfilled for the plasma to be considered as being in LTE;
•  the electron and ion velocity distributions should follow a Maxwell Boltzmann 
distribution, which can be written as:
,2 A/
f  (v)dv=47tnev 2
m„
3
V 2 l t k BT e 7
exp m eV
2 k  TV B y
dv [2.7]
here f(v)dv is the density o f electrons with velocity between v and v + dv, ne is the 
electron density and Te the electron temperature.
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•  the plasma dimensions should be much smaller than the mean free path o f the 
emitted photons but larger than the collision length o f electrons and ions. I f  LTE 
is valid photons travel a long distance from their emission position and they can 
either escape from the plasma or be absorbed in another region o f the plasma 
having a different temperature and density. As a consequence photons are not in 
equilibrium with each other whereas electrons and ions are, verifying the 
condition o f charge neutrality in the plasma:
He = 2 >W, [2 .8]
1=0
where N; the partial density o f a charge state i.
•  The electron density should reach a high enough value so that the ratio between 
collisional de-excitation and radiative decay should be larger than 10  to 1 for all 
transitions. An equivalent condition on the electron density has been derived by 
McWhirter (1965) for optically thin plasmas:
«e > 1 .6 x l0 12^ ( A / 0 ;nax [2.9]
with ne in cm’3, and (AE)max the largest interval between adjacent energy levels o f atoms 
and ions in the plasma in eV. For an optically thick plasma, assuming 
that0 .8 x ^ e > (AE)msx, the condition becomes:
ne >8.10n7;i(^)3max [2.10]
with (xe) max the highest ionization energy o f any atom or ion in the plasma.
2.3.2. Coronal Equilibrium
This equilibrium state is the complete opposite o f the LTE model. This model applies to 
veiy low-density, optically thin plasmas, which are found in interstellar nebulae or the 
sun’s corona; in laboratory experiments it applies to plasmas generated in tokamaks or low- 
density plasma machines. The corona model applies for very low ion and electron densities,
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where the rate o f collisional excitation is very low compared with the rate o f  spontaneous 
decay so that electrons in excited states decay to their ground state before the next 
collisional excitation occurs. As a consequence most ions in this equilibrium state are in 
their ground state and collisional excitation from the ground state balances the radiative 
decay from upper level to all lower energy levels.
In fact, the coronal model does not fully describe an equilibrium state since 
conserving processes such as three body recombination are smaller than energy dissipating 
processes such as radiative recombination. Every radiative recombination is followed by 
the emission o f a photon causing the plasma to cool down and so only a steady state is 
reached.
2.3.3. Collisional Radiative Equilibrium (CRE)
The collisional radiative model defines an intermediate equilibrium between the Coronal 
and the LTE models. The CRE model tends to the Coronal model at low density and to the 
LTE model at high density. Here both collisional and radiative processes have to be taken 
into account. The conditions under which CRE prevails have been described by Colombant 
andTonon (1973):
•  Only collisions involving electrons, which are more efficient than collisions 
between heavy particles are considered, and the process o f autoionization and its 
inverse process , i.e., dielectric recombination are neglected
•  The velocity distribution o f electrons has to be Maxwellian; this condition is 
satisfied when the electron-electron relaxation time is smaller than electron 
heating time. At high electron density the electron relaxation time is the smallest 
time characteristic in the plasma
•  The population density o f ions o f charge Z + 1 must not change dramatically when 
the quasi-steady-state population o f ions o f charge Z is being established
• The plasma must be optically thin to its own radiation so that the photon-ion 
interactions can be neglected
In figure 2.2, we show the different regions defined by the electron temperature and density 
where either o f the three ionisation models prevails.
T e e V
Figure 2.2. Criteria for the application of different ionisation models (after Colombant and Tonon 1973)
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2.4. Radiation Transfer
In this section we will introduce the principal parameters needed to derive the equation o f 
radiative transfer , i.e., the Einstein coefficients, the equivalent width, oscillator strength 
and the cross section o f  the transition under study. Since we are concentrating on measuring 
photoabsorption in atoms and ions with photon energies above the corresponding ionisation 
limits, we are effectively measuring total photoionisation, hence the equation will be solved 
only for the particular case o f photoionisation. Finally, depending on the solution o f the 
equation corresponding to specific plasma conditions, we will explain how we derive maps 
o f column density directly from the experimental results.
2.4.1. Transition Probabilities
Consider a 2 level energy system (E; and Ek) where E, < Ek, with a population density o f n; 
and nk respectively. The frequency v associated with this transition is given by 
hv = Ek - Ei.
hv
Ek
Ei
Figure 2.3, Transitions in a two levels energy system
We will consider three processes namely; spontaneous emission, stimulated 
emission and absorption. The transition probability for each o f these processes depends on 
the population o f each energy level and on the corresponding Einstein probability 
coefficients. The number o f absorption processes per second per cm3, under the influence 
o f a radiation field with radiation density uv can be written as (Lochte-Holtgreven 1995):
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N ik = niUuBik [2.11]
with ni the population density o f level i, Bik the Einstein coefficient for absorption and 
uv the energy density o f the radiation o f the transition line at frequency v. Here uv is taken 
to be constant in the region o f the transition.
with nk the population density o f level k, Bki the stimulated emission coefficient and Aki the 
spontaneous emission coefficient for transitions between the upper level k and the lower 
level i. Assuming thermodynamic equilibrium, the principle o f detailed balance applies, 
i.e., transitions from upper to lower levels occur at the same rate as transitions from lower 
to upper energy levels. It is then possible to relate the emission and absorption rates:
Since we assumed thermodynamic equilibrium the population densities n; and nk are related 
by Maxwell-Boltzmann distribution:
In a similar fashion, the number o f emission processes per second per cm3 can be written
[2 . 1 2 ]
Nik = Nki [2.13]
[2.14]
with gi and gk the statistical weights o f the energy levels i and k respectively. 
The energy density can be written as (Brehm and Mullin 1989):
8nhu3 [2.15]u,u
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We can now replace the terms in equation [2.12] by their specific values:
nk —  exp
Sk \ K bT  J
« « A  =  nku0Bu + nkAkl [2.16]
Therefore:
u — 'u
— exp
gk
[2.17]
B*k Bki
Or in another form:
At 8 Kho*
B, Sj_
Sk
f f ho 'I
\
Sk Bki 3
f ( ho 'I
\
- 1exp
I k „t )
C exp
\ Si Blk ) \ /
[2.18]
This expression has to be valid for all temperatures to satisfy the principle o f detailed 
balance, we have then:
B* = Sk
8mho g.
[2.19]
and
S,Bik = gkBk: [2 .20]
We can relate the Einstein coefficient for absorption Bjk to the oscillator strength or f-value 
o f  the same transition. The f-value corresponds to the fraction o f energy of the classical 
oscillator assigned to a given transition and is related to the coefficient Bjk by (Comey 
1977):
f  =  f  ( 2 2 1 ]
m2
Finally we define the integral o f the total absorption cross-section for the same transition.
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Assuming a radiation beam of intensity Iv filling a solid angle dQ, the power absorbed by 
an atom is:
= hoN. = hoB., bn' dii
u~Ân
[2 .2 2 ]
Then
P  = 1abs v
né
2s0mec
f ikdQ [2.23]
The power absorbed can also be written as a function of the total absorption cross section:
Pah^ l vd n \o ltdu [2.24]
0
We have then a relationship between the integral of the total absorption cross section and 
the f-value, which reads:
\a .4 v  = ne 
2 e0mec /*
[2.25]
From this equation we can extract an expression for the total absorption cross section:
gg!= ——— [2.26]
2£0mec do
dffor absorption resonances where -“ -is the differential oscillator strength. This formula can
do
be approximated by introducing an appropriate line shape function g(v):
P - 27I2 £amec
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The above expression w ill be used for the derivation o f  the solution o f  the equation o f  
radiative transfer and more specifically in  the expression o f  the equivalent width.
2.4.2. The equation o f radiative transfer
The equation o f  radiative transfer w ill be derived by considering a collimated beam o f  
radiation passing through a cylindrical volume o f  a laser produced plasma. The beam is 
contained in a small solid angle dQ(Comey 1977).
x
I V(X )
x +  dx 
Iv(x + dx)
Figure 2.4. Geometric element considered for the derivation of the radiative transfer equation for a light beam 
of solid angle dfi
We consider here the Einstein coefficient for absorption given in its intensity form, and 
defined by the relation:
Nik — BikUv = B  ikly [2.28]
The intensity Iv and the radiation density u.v o f  a given radiation field are related by the 
following expression:
[ 2 . 2 9 ]
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We express now the change in the radiation intensity at frequency between v and v + dv 
between x and x +  dx, in a cylinder o f cross section dS, for a time interval dt:
[lu(x + d x )-Iu(x)}dSdvdCldt = — dxdSdvdCldt [2.30]
This quantity corresponds to the difference between the energy emitted and the energy 
absorbed during the same time interval dt.
Considering a transition between two energy levels i and k with E, < Ek, the energy 
emitted either by spontaneous or stimulated emission from level k can be written as:
E emmed = hunkAkigudSdvdxdi ^  +  hvnk B1 ki gu dSdvdxdt ^  Iu [2.31]
The energy absorbed corresponds to the energy o f a single photon multiplied by the number 
o f transitions occurring from level i to level k during a time interval dt. I f  n, is the 
population density o f level i then:
Eabsorbed = hvnkBjkgudSdudxdt ^  I0 [2.32]
The function gv is the line shape function for the transition o f interest. It has to be 
introduced since the Einstein coefficients are frequency averaged and i f  transition rates 
induced by monochromatic light are needed the Einstein coefficients have to be multiplied 
by the appropriate normalised line shape function.
The equation o f radiative transfer relates the difference in intensity between x  and x 
+ dx, to the difference between the energy absorbed and emitted, and it can be written as:
[2.33]
or
dl,
dx-  = £o~KJ„
[2.34]
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where ev is the volume emission coefficient and K v is the volume absorption coefficient 
defined by:
4 7t
and
[2-35]
K-u ~ . °.kn, 
4 n
1- 8t”k [2.36]
The equation o f radiative transfer is presented here in its general form. We will now derive 
the equation not for a transition between bound states but for the process o f 
photoionisation.
2.4.3. A solution o f the radiative transfer equation for photoionisation
2.4.3.1 Equation o f radiative transfer
In this work we used quasi-monochromatic light to probe the different sample plasmas. In 
the prototype system used at the Rutherford Appleton Laboratory (RAL) -  Central Laser 
Facility (described in chapter 3), we used a slowly diverging beam but retained spatial 
resolution mainly determined by the size o f the pixels on the detector. In the final set-up in 
the DCU laboratory, (described in the second part o f chapter 3), we use a collimated 
tuneable VUV monochromatic beam as a probe o f cross section 4 mm by 4 mm, so that for 
both systems the derivation o f the equation o f radiative transfer is valid.
When dealing specifically with photoionisation a few simplifications can be made 
to equation [2.33]. First o f  all we can neglect the term due to spontaneous emission, since 
here we are not dealing with a bound-bound transition, the light absorbed leads to the 
emission o f electrons almost exclusively. Stimulated emission due to fluorescence can be 
neglected as well since the branching ratio for fluorescence to electron emission processes 
tends to be less than 10 '4 (Schmidt 1992).
We can then write the “ simplified” equation:
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[ 2 . 3 7 ]
with a straightforward solution, when integrating between 0 and x:
4 (*) = ^ ( 0)exp(-ü :ux) [2.38]
Since we neglect the term due to stimulated emission here, we also have a simplified 
expression for Kv:
The volume absorption coefficient Kv is expressed here as a function of the total absorption 
cross section since it is the latter quantity that has been measured previously for the calcium 
and barium ions studied in this work (Lyon et al. 1986, 1987).
2.4.3.2 Equivalent width
We introduce here the concept of equivalent width Wv, which corresponds to the width of a 
rectangle having the same area as the absorption line. This concept is described graphically 
in figure 2.5.
[2.39]
and as a function of the photoionisation cross section:
[2.40]
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Figure 2.5. Schematic definition of the equivalent width (after Comey 1977)
The equivalent width is related to the transmitted intensity by the following equation:
W J M =  \ { l M - h W ) d o  [2.41]
The equivalent width has to be introduced here since experimentally we are not measuring 
Iv directly, but the integral o f Iv over a bandwidth determined by the linear dispersion o f the 
monochromator. It has been shown that within this bandwidth, typically ~ 0.1 nm, Iv(0) can 
be considered to be constant for laser plasma continua (Kieman 1994). Equation [2.41] can 
be written as:
Using the solution o f the equation o f radiative transfer Iv(x) = 7u(0)exp(-A'ux ) , we can 
write:
W„= J(l-exp(-K„x))du [2.43]
Considering an absorbing plasma o f length L, depending on the opacity conditions in the 
plasma we can isolate three different cases; when the plasma is optically thin , i.e., K VL is 
much smaller than 1, when K VL can no longer be assumed to be much smaller than unity 
and finally when tiie plasma is optically thick and the ion density n* is very large.
2.4.3.3 Optically thin plasmas
We consider now, an absorbing plasma column o f length L. The equivalent width reads:
For an optically thin plasma the product K VL tends to zero and the 1 st order limited 
development o f the exponential function at 0 gives us 1 - K VL + 0(v), where 0(v) is a 
negligible function o f v. Substituting into the equation we have:
[2.44]
[2.45]
Since the line shape function gv is the only function dependent on v, we can take the other 
values outside the integral and since the function g is normalised over the considered 
bandwidth we have then ^g(u)du =  1 , and hence we can write the equivalent width as
We have here a simple linear relation between the equivalent width and the column density 
niL. Given a map o f equivalent width values o f  the expanding plasma plume, and knowing 
the transition oscillator strength fik, it is then straightforward to convert it to a map o f 
column density. We introduce the total absorption cross section into the previous relation 
since we are using this value for the analysis in the next section.
From equation [2.26]:
Substituting in the expression for Wv;
assuming that n; and L are independent o f v. B y  choosing a transition where the integral of 
the total absorption cross section is known, we can convert maps o f equivalent width 
directly into maps o f column density njL using a simple division:
2.4.3.4 Non-opticallv thin plasmas
In the case o f a non-optically thin plasma where K VL ~ 1 it is not possible to expand the 
exponential function at zero. We have to take into consideration the complete expression o f 
the equivalent width which is:
We still assume here that Iv is constant over the defined bandwidth, and write the 
expression o f Wv as a function o f the total absorption cross section ov:
[2.47]
[2.48]
[ 2 . 4 9 ]
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Wu = J ( l - e x p ( - ^ , l ) y ^ =  J  1 -e x p  -ntL J a vdv
Av A o \  \  Av
dv [ 2 . 5 0 ]
Here again it is possible to calculate the value o f  Wv for every value ofnjL i f  the value of 
the integral over the bandwidth o f the absolute cross section is known. The expression for 
Wv becomes then;
Wv = J  (1 -  exp(-n tLCy)du [2.51]
A v
with C = J cr(o)du
In this way a table o f values o f equivalent width is constructed for each value o f niL, 
It is then straightforward to plot a curve o f  n,L as a function o f Wv. B y  fitting a polynomial 
to this function, i.e., n;L = f(Wv) we can convert maps o f equivalent width obtained 
experimentally into maps o f column density n;L. This expression will be used in the 
analysis section o f this work, the constant C being calculated using the experimental results 
o f Lyon et al. .(1986, 1987) for Ca+ and Ba+. Using the best polynomial fit to the curve, 
maps o f equivalent width obtained experimentally will be converted directly into maps of 
column density.
2.4.3.5 Optically thick plasmas
For a high density regime a square root dependence between Wv and niL can be obtained 
(Comey 1977), assuming a Lorentzian profile for the absorption coefficient K v and a 
Gaussian profile for the incident radiation Iv:
w  [2.52]
I  ^0 me )
where /"is the Lorentzian line width parameter.
In the present work, such a high-density regime in the absorbing plasma will not be reached 
and we will show in Chapter 4 that we cannot assume to be in an optically thin condition 
either. Thus, we will use the general expression o f the equivalent width, i.e., K v close to
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unity, for the data analysis. During the experiment we measure the equivalent width in
and the equivalent width will be expressed in nanometers.
2.5. Plasma dynamics: The Singh and Narayan model
In this section a description o f the 3 dimensional plasma plume expansion model developed 
by R. K  Singh and J. Narayan (1990) is given. From the experimental data we are able to 
extract time and space resolved column density maps as well as plasma plume front 
velocities, which we compare with the simulation results. Other information (ion or 
electron temperature) on the plasma parameters, which could not be measured using our 
experimental apparatus, will be derived directly from the simulations. The model was 
written to simulate the phenomenon o f pulsed laser evaporation for the deposition o f thin 
films. The model distinguishes three phases in the process; first the interaction o f the laser 
beam with the target surface, the interaction o f the laser beam with the evaporated material 
and an adiabatic expansion in vacuum. We will explain in some detail these three 
successive phases.
2.5.1. Interaction of the laser beam with the target surface
Depending on the on target laser irradiance, melting and/or evaporation occur at the target 
surface. These thermal effects have been studied in detail and can be explained by the 
solution o f a one dimensional heat flow equation with adequate boundaiy conditions. These 
conditions have to account for the phase change at the surface o f the target knowing that 
thermal evolution depends on several parameters such as the laser energy, wavelength, 
pulse length and shape as well as the thermophysical properties o f the target material.
The solution to this problem is complicated by the motion o f the laser target interface 
which follows the melting o f the surface, and by the variation o f the optical and material 
properties with time and temperature, so that numerical solutions have to replace the classic
wavelength units so that in chapter 4 the data analysis is carried out using the following 
expression:
[2.53]
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analytical approach. At the end o f this phase it is important to know the amount o f material 
that has evaporated. Assuming energy deposited by the laser on the target is equal to the 
energy required to vaporise the surface, and taking into account the conduction losses by 
the substrate and the absorption losses by the plasma, we can derive an expression for the 
thickness o f evaporated material Ax:
(AH+C,AT)
where R  is the reflectivity o f  the target surface, AH is the latent heat, Cv is the heat capacity 
at constant volume and AT is the maximum temperature rise. Eth is dependent on the laser 
energy and represents the minimum energy above which evaporation is observed. This 
relation is true only i f  the thermal diffusion distance is greater than the absorption length of 
the laser light in the target material.
2.5.2. Laser beam interaction with evaporated material
The primary laser energy absorption mechanism is due to electron and ion collisions 
through inverse Bremsstrahlung. Introducing the absorption coefficient a , laser radiation is 
highly absorbed i f  the value o f the product a L  is large, L  being the plasma dimension in the 
plane perpendicular to the target surface.
However since a  is proportional to the plasma density the strongest absorption 
occurs near the target surface and the subsequent heating o f the evaporated material is 
strongly related to its value. In turn, the density o f particles in the early phase o f  the plasma 
depends on the ionisation degree, the evaporation rate and the plasma expansion velocity. 
From a very dense plasma located near the target surface, the plasma expands veiy rapidly 
outwards causing the ion and electron density to decrease swiftly and the plasma to be 
transparent to laser radiation. On the other hand, evaporation is still taking place and 
evaporated material is being added to the plasma so that there is always a thin layer o f 
dense plasma between the bulk o f the target and the plasma front edge that is absorbing 
laser light. The laser-target interaction region can then be divided into 4 sub-regions shown 
in figure 2 .6 .
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Figure 2.6. Schematic diagram showing the 4 different phases in plasma expansion
On the schematic drawing region A  corresponds to the unaffected bulk target, 
region B  shows the evaporated target material, region C is composed o f the dense plasma 
absorbing laser radiation and region D corresponds to the expanding plasma transparent to 
the laser radiation.
During the laser pulse a dynamic equilibrium exists between the plasma absorption 
coefficient a  and the fast transfer from thermal to kinetic energy, so that a self-regulating 
regime is created at the target surface (region C). As the thermalisation time is much 
smaller than the plasma expansion time, and since the plasma only occupies a small 
volume, radiation losses are negligible and it is legitimate to assume an isothermal and 
uniform regime. In summary, during the duration o f the laser pulse, the plasma in region D 
is expanding isothermally perpendicularly from the target, while the region C o f the plasma 
is constantly absorbing laser light.
The plasma expansion occurs very quickly due to large density gradients. The 
plasma can then be simulated as a high-pressure, high temperature gas suddenly allowed to 
expand in vacuum. In the early stages o f the plasma formation, the density is very high so 
that the mean free path is very short and the plasma behaves as a continuum fluid and hence 
the gas dynamic equation can be applied.
The density n can be written as a Gaussian function at any time t < x:
/ \ Nrtn(x,y, z, t) = ----- 3-------1--------------xexp
y!27t2T X ( t ) Y ( t ) Z ( î )
2 2 2 x y  z
2 x ( t )2 2 Y(t)2 2 Z ( t f
[2.55]
y
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where Nt is the number o f particles evaporated at the end o f the laser pulse x, and X(t), 
Y(t), Z(t) are the dimensions o f the expanding plasma. The density profde, even though 
assumed as Gaussian here, should be dependent on the degree o f excitation, i.e., on the 
specific heat ratio y. The plasma being treated as an ideal gas, the pressure P is related to 
the density n by the ideal gas equation:
P = nkT0 =n(x,y,z, t )kT0
f
x‘ y" zNrtkTn (  "2 "2 -2P  ------3— — — 2-----------x exp
j 2 n H X( t )Y ( i )Z ( t ) 2 X( t )  2 Y(t) 2 Z( t )
[2.56]
where To is the isothermal temperature o f the plasma.
For the density to retain a Gaussian profile, Dawson (1964) showed that the velocity 
should be proportional to the distance from the target, therefore the velocity v can be 
written as:
y(x v z + [2 571v ( x , y , z , 0 - x ( i )  dt * + r W  dt J + z { ( )  dt k [2.57]
dX(t) dY(t) dZ(t)  , .
w here---- — , — — , — —  are the expansion velocities or the plasma edges.
dt dt dt
The equation o f dynamics describing the plasma expansion are; (i) the equation o f 
continuity, (ii) the equation o f motion and (iii) the equation o f energy, which isn’t solved 
here since a constant and uniform temperature is assumed.
The equation o f continuity is given by:
[2,8,
where V  is the volume, S the surface enclosing V, dS, dV are respectively the differential 
surface and volume elements, N is the unit normal vector, p the density and m the mass o f 
the atomic species. The equation o f motion is:
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To solve these equations we replace the pressure P, the velocity v  and the density n by their 
values given in equations [2.55], [2.56], [2.57]. The solution for t < x is then:
+  v ^ -  +  j c > ( v . v ) v  +  v ( v . v p )  +  / c > v ( v . v )  + V - P j c / K  =  0  [ 2 . 5 9 ]
r l dY d 2Y '
t dt dt2
= Z(t) l \ dZ  | d2Z^ 
t dt dt2
kT
= T T  I2 '60!M
This solution describes the initial plasma expansion during the laser pulse. The 
dimensions o f the plasma on the target plane are o f the order o f a few hundred microns 
whereas in the direction perpendicular to the target the dimensions are only a few microns. 
At the end o f the laser pulse, during the adiabatic expansion in vacuum, as the velocity is 
controlled by pressure gradients, the velocity in the direction perpendicular to the target is 
greater than in the other directions explaining the elliptical shape o f the plasma.
2.5.3. Adiabatic expansion in vacuum
At the end o f the laser pulse the plasma expands adiabatically so that its dimension can be 
related to the plasma temperature by TV7' 1 =  C or:
T(x(t)Y(t)Z{t))r~l = C  [2.61]
Here y is the ratio o f the specific heat capacities at constant pressure and volume and C is a 
constant.
During the adiabatic expansion, the thermal energy is rapidly converted into kinetic energy 
increasing constantly the plasma expansion velocity. As the laser pulse is terminated there 
are no more particles being introduced in the system so that the ratio t/x can be neglected 
and we can then write the expression for the velocity, the pressure and the density as we did 
for the isothermal expansion phase (t < x):
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^  X(t)  dt Y(t) dt Z(t) dl
P = nkT0 =n(x,y,z, t )=- NTkT0 -xexp y
2 X(t )  2 Y(t) 2 Z(t) [2.62]
n(x,y,z,t) = Nt xexp y
2 X(t)  2 Y(t) 2 Z(t)
Here the equation o f energy has to be solved since we are not in a uniform isothermal 
regime any more, and the adiabatic equation o f state must be solved. The adiabatic equation 
o f state is given by:
1 dp
dt
+ v.VP ----- t- v .Vh
dt
= 0 [2.63]
and the equation o f energy is given by:
^ + v . V r  = ( l - r ) 7 Y . v [2.64]
B y replacing the values o f  P, n, and v in equations [2.58], [2.59], [2.63], [2.64], the solution 
describing the adiabatic expansion o f the plasma can be written as:
X(t )
rd2Z  ^
Kd t \
X qY0Z0 V
-1
[2.65]
X 0, Y 0, Zo are the initial plasma size at the end o f the laser pulse.
From the equation we deduce that the acceleration depends on the temperature, the 
plasma dimensions and the mass o f the different species constituting the plasma. Since the 
expansion model is based on fluid flow it applies to all plasma species collectively. Here 
again the transverse dimensions are larger than the dimension perpendicular to the target
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surface, as the velocity depends on these parameters and as the highest velocity corresponds 
to the smallest dimension, the velocity in the direction perpendicular to the target is larger 
explaining the oblong shape o f the plasma even after the termination o f the laser pulse.
The two equations describing the plasma expansion before and after the termination o f the 
laser pulse are solved numerically using the Runge Kutta method, with small time steps 
(0 .0 1  picosecond) during the duration o f the laser pulse to 10 0  picosecond and then 1 ns 
steps for the adiabatic expansion in vacuum. The program used to solved the equation was 
written by Whitty (1998)
2.6. Summary
We introduced the basic processes in plasma formation and the different equilibrium 
conditions found in laser produced plasmas.
The equation o f radiative transfer is derived and solved for the specific case o f 
photoionisation. The concept o f equivalent width is introduced here. Indeed values o f 
equivalent width can be calculated directly by a simple ratio between the different images 
recorded experimentally. The equivalent width is related to the column density NL by the 
following equation:
and can be used to in turn calculate values o f column density.
Finally, the laser plasma expansion model derived by Singh and Narayan (1991) is 
described here and will be used in chapter 4 to compare experimental plume expansion 
velocity with the code predictions.
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C h a p t e r  3
E x p e r i m e n t a l  s y s t e m s
3. Introduction
During the course o f the work described in this thesis two different experimental systems 
involving normal incidence (RAL) or normal plus grazing incidence (DCU) optical systems 
were used.
For spectroscopic studies in the X U V  region, spectrometers equipped with spherical 
concave gratings operating at grazing incidence are ideally suited due to the high 
reflectivity o f optical surfaces at these angles o f incidence. Concave gratings combine the 
focusing properties o f a spherical surface and the dispersive properties o f a ruled surface. 
Rowland (1882, 1883) stated that i f  such a grating were placed tangentially to a circle o f 
diameter equal to the radius o f curvature o f the grating so that the grating centre lies on the 
circumference, the spectrum o f an illuminated point on the circle would be focused on this 
circle. This is known as the Rowland circle. However, spherical gratings used at grazing 
incidence in the classical Rowland mount are near to completely astigmatic. To compensate 
for this severe astigmatism toroidal gratings can be used providing stigmatic conditions at 
one particular wavelength but suffering from large aberrations in both spatial and spectral 
directions. In 1959, Rense and Violet proposed to couple a toroidal mirror to the concave 
spherical grating to overcome astigmatism and study the emission spectrum of the Sun in 
the VU V wavelength range.
In the absence o f a toroidal mirror, the spherical grating will focus the light from a 
source on the Rowland circle only in the meridional or tangential plane. The vertical focus 
will be located outside the Rowland circle. Thus to obtain a stigmatic image the source has 
to be imaged on the Rowland circle in the tangential and sagittal planes. B y  choosing the
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radii o f the toroidal mirror adequately a stigmatic image can be obtained for a given 
wavelength. The toroidal mirror has two functions, first to focus the astigmatic image o f the 
light source onto the entrance slit o f the spectrometer in the meridional plane and secondly 
to focus the astigmatic image in the sagittal plane on the Rowland circle defined by the 
grating parameters. Cantu and Tondello used this configuration in 1975 for the study and 
improvement o f a triggered spark source in vacuum. Here the mirror was used both as a 
light collimator to increase the flux collection and to correct astigmatism. Later, with his 
co-workers he extended his investigations to the study o f emission spectra o f laser 
produced plasma (Tondello 1979, Malvezzi et al. 1981, Villoresi et al. 1994).
This particular optical configuration has been studied in detail by H.J. Shin et al. 
(1995), who carried out intensive ray tracing simulations to understand the variation o f the 
system’ s spatial resolution. They showed that the spatial resolution is very high in the 
meridional plane but only in the stigmatic region. However the opposite trend is observed 
when moving away from the astigmatic region where the best resolution is obtained in the 
sagittal plane.
Villoresi et al. (2000) used a similar configuration except that the toroidal mirror 
was coupled to a toroidal grating operating in the Rowland circle configuration. This 
system was used for photoabsorption studies, where the continuum radiation o f the first 
plasma was focused onto the sample plasma located at the entrance slit o f the spectrometer. 
The toroidal mirror -  toroidal grating optical configuration is shown in figure 3.1.
G
Figure 3.1. Optical configuration combining a toroidal grating (G) coupled to a toroidal mirror (M) (after
Villoresi e ta l . 2000)
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In the X-ray region, flat or spherical crystals have revealed themselves as efficient 
tools for spectroscopic and imaging experiments (Kieffer et al. 1989). Sanchez del Rio et 
al. (1999) used a spherical bent mica crystal to collimate and monochromate X-rays 
produced by short pulse laser produced plasma. Pikus et al. (2000) modified the well- 
established shadow monochromatic backlighting technique (Lewis and McGlinchey 1985), 
where the sample to be studied is placed between the crystal and the backlighting source. 
The crystal operates in the Rowland circle configuration but at an angle close to normal 
incidence to limit aberrations and retain high spatial resolution. The main drawback in this 
set-up is that the tangential and sagittal foci are not located at the same position thereby 
altering the shape o f the object under study. In this modified set-up the detector is placed in 
order to ensure the same magnification in both planes. A  spatial resolution o f 4 microns 
was achieved for a spectral range o f 0.1 nm to 1 .8 nm. As an alternative to crystals, micro- 
channel plates and zone plates have been used as light collimators (Aota et al. 1997, 
Yamagushi et al. 1987) and as focusing elements (Wilkins et al 1989, Kaaret et al. 1992, 
Folkard et al 2001).
In the VUV wavelength range (30 nm to 100 nm) the surface reflectivity is still high 
enough to allow the use o f normal incidence optics. Very few imaging system have been 
developed in this spectral region. We point out the work o f Koog et al. (1996) who used a 
normal incidence monochromator identical to the one used in this work to develop an 
imaging system designed to carry out spatially resolved measurement o f power losses and 
distributions o f ions impurities in tokamak plasmas. The system consists o f a concave 
grating working o ff Rowland circle at normal incidence (15° subtended angle), where 
astigmatism is greatly reduced compared with a grazing incidence configuration. Instead o f 
using a focusing optic, here the imaging properties are achieved using the entrance slit (of 
finite width and height) as a pinhole. A  schematic diagram o f the optical set-up is shown in 
figure 3.2.
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GFigure 3.2. Optical set-up where S is the light source, P is a pinhole, G is the concave grating, VP is the focal 
point in the vertical plane and D is a CCD detector.
The distribution o f C3+ ion impurities in the JIPP T-IIU tokamak has been measured using 
the emission line at 154.8 nm, and their relative position in the plasma plume has been 
recorded with a resolution o f the order o f a millimetre or so. The same experiments were 
repeated with oxygen and nitrogen impurities.
The optical system built in the DCU laboratory and described in this thesis is 
inspired by these previous optical configurations. The DCU built system combines toroidal 
mirrors working at grazing incidence and a normal incidence monochromator. The mirror 
located between the light source and the entrance slit o f the monochromator acts as a 
focusing element to maximise flux collection in the system. Astigmatism, although present 
in this configuration, is reduced compared with monochromators operating at grazing 
incidence. Even though the location o f the grating focal point is situated outside the 
Rowland circle in the sagittal plane the parameters o f the exit mirror are calculated to 
account for the different locations o f the two foci. The exit mirror acts as a light collimator 
delivering a parallel quasi-monochromatic beam.
The principle o f the technique is similar to the DLP experimental set-up. Basically 
the VU V backlighting source is created in a vacuum chamber coupled to a mirror chamber 
housing a concave spherical mirror in the prototype set-up used at R A L and then upgraded 
to a toroidal mirror in the final design in DCU. The mirror focuses the VUV light onto the 
slit o f a monochromator where the wavelength o f the VUV radiation is tuned to the 
resonance line under study. On the exit arm o f the system, the quasi-monochromatic beam 
is used to probe a sample plasma located in a second target chamber. The prototype set-up 
didn’t contain any optical element on the exit arm and the diverging beam from the exit slit
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was used to probe the sample plasma. The final design included a collimating toroidal 
mirror that illuminated the sample plasma with a parallel beam. In both systems the 
transmitted image or shadowgram was recorded on a CCD camera.
Both target chambers are fitted with target holders allowing movements in the x, y 
and z directions. On the source side this mount enables one to translate or rotate the target 
in order for the laser beam to interact with a fresh target area. On the sample side, space 
resolved photoabsorption images can be obtained by translating the absorbing plasma in 
and out o f the probe beam.
The lasers being synchronised to one another, it is possible to insert a variable delay 
between the two laser pulses. Time resolved images can then be obtained with delay 
ranging from 10  nanoseconds to a few milliseconds with a jitter within ± 1 ns.
This chapter is divided into three main sections. Section 3 .1 deals with general 
considerations relating to the ray tracing program, and introduces the basic equations of 
geometrical optics used to describe the individual optical components used during the ray 
tracing study. Section 3.2. describes the prototype system used at the Rutherford Appleton 
Laboratory and section 3.3 the final optical set-up implemented in the DCU laboratoiy.
3.1 The ray tracing code and geometrical optics considerations
3.1.1 The ray tracing code
LPS (Light Path Simulation) is a ray-tracing program written in FORTRAN 77 by 
Guiseppe Bonfante (1989). The program treats eveiy ray o f light in vectorial fashion, i.e., a 
vector “position” and a vector “direction” are attributed to each ray o f light. Once a set o f 
Cartesian co-ordinates (x, y, z) centred on the simulated light source is chosen one can 
define the parameters o f the light source. Different types o f sources can be selected 
between:
•  A  fan source which consists in a point source emitting a cone o f light
•  A  box source which can be either square or rectangular
•  A  dot source which can be a point, a circular or elliptical source
•  A Gaussian characterised by a Gaussian distribution o f rays
For every type o f source the dimensions, the beam divergence and the number o f rays 
emitted have to be indicated. When the source is defined it can be translated along the x-
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axis, onto the surface o f an Optical Element (OE), which can be a mirror (plane, spherical, 
toroidal, parabolic...) or a grating (spherical or toroidal) with fixed or variable groove 
spacing. The parameters o f the optical elements have to be indicated, i.e., radii o f curvature, 
type o f optic and number o f grooves per millimetre for gratings. Once the light reaches the 
surface o f  the OE, the set o f co-ordinates has to be rotated by an angle equal to the 
incidence angle + 90 degrees to match the plane defined by the OE surface. At this stage 
the illumination o f the OE surface can be checked. The set o f co-ordinates has to be rotated 
again with an angle equal and opposite to the incidence angle to give the direction o f the 
reflected beam.
At any stage o f the ray tracing the footprint o f  the beam can be visualised on a 
“ screen” , which is a plane surface perpendicular to the direction o f propagation of the 
beam.
3.1.2 The concave diffraction grating
Although many studies have been carried out on the theory o f the concave grating the main 
contributions remain from Rowland himself. Nonetheless, since then, Beutler (1945) and 
Namioka (1959), in particular, who used geometrical optics to demonstrate their theories, 
have added major contributions to Rowland’s initial work (1882, 1883). The theory o f the 
concave grating can be found in many reference textbooks, here we refer in particular to J. 
A. R. Samson (1967). In this section we will show how the grating equation as well as the 
equations giving the position o f the horizontal and vertical foci are derived. A  schematic 
illustrating image formation by a concave grating is shown in figure 3.3.
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Figure 3.3. Image formation by a concave grating (after Samson 1967)
Let us assume that light travels from A through any point P on the grating surface and is 
focused on point B, then the light path function F can be written as:
F  = AP + PB + wm;i [3.1]
where m is the spectral order, X the light wavelength and d the groove spacing. 
The distances AP and PB can be written as:
(.APy = ( x -  u)2 + { y -  w)2 + ( z - l f  
(BP)2 = (x'-uf  + (y ' -wf  + (z' - l f
[3.2]
B y  rewriting these expressions in cylindrical co-ordinates and applying Fermat’s principle 
o f least time (B being located such that F will be either maximum or minimum for any 
point P), we have:
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ÔW
^  =  0
Combining Fermat’s principle with the expression for the light path o f equation [3.1], we 
derive the positions o f the horizontal and vertical foci o f the concave grating. For the 
horizontal or primary focus:
cos2(or) cos2(/?) cos(a) + cos(/?)
------------------+ -------------------= ------------------------------—  P .4 J
V Q R
where p is the object to grating distance, q is the image to grating distance, and R is the 
radius o f curvature o f the grating.
For the vertical or secondary focus:
J_ _ cos(«)+cos(yg) _  J_ „
r'~ R r
Using Fermat’ s conditions we can also derive the grating equation for the central ray AOB 
shown in figure 3.3.
2 vyi/i
(sin a  + sin J3) = [3.6]
z 2
In practice the ratio —  « 1 ,  so the equation simplifies to the well-known equation o f the
r
concave grating:
(sin a  + sin P ) - ± ^ ~  [3.7]
These equations will be used in the ray tracing o f the two optical systems, especially for the 
simulation o f the concave grating, since die program requires the values o f the incidence
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and diffracted angles at different wavelengths as well as the position o f the primary and 
secondary foci.
3.1.3 Spherical and toroidal mirrors
The object o f this section is not to review the basics o f geometrical optics; nevertheless we 
will introduce the equations used during the ray-tracing phase o f this work to determine the 
final optical layout. In both optical systems mechanical constraints forced us to adapt the 
optical parameters to the desired configuration, i.e., define and calculate the required radii 
o f curvature o f die different mirrors. In addition we compare the reflectivity o f the different 
mirrors according to their respective coatings (gold or iridium) with varying wavelength 
and angle o f incidence.
In the prototype system used in the Rutherford Appleton Laboratory, a spherical 
concave mirror was used in a normal incidence configuration (angle o f incidence o f 7.5 
degrees), the mirror equation can then be written as:
where p is the mirror-object distance, q is the mirror-image distance and R is the radius of 
curvature o f the mirror.
The use o f a concave mirror to focus light onto the entrance slit o f a spectrometer is 
common technique first to increase light collection in the instrument and to reduce the 
astigmatism o f the system for certain wavelengths. However the combination o f a toroidal 
mirror with a concave grating constitutes the best configuration to reduce astigmatism over 
a wide wavelength range (Tondello 1979).
Consequently, in the final set-up built in DCU a focusing toroidal mirror was 
introduced. The radii o f the mirror as well as its position in the layout are given by the 
following equations:
1 1  2
Tangential plane — H—  = ----------  [3.9]
p  q Rcosa
1 1  2cosa r_, im
Sagittal plane — + — = ---------  [3.10]
P q' P
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where p is the object-mirror distance, q is the image-mirror distance in the horizontal or 
tangential plane, q’ is the image-mirror distance in the vertical plane, R  is the radius o f 
curvature in the horizontal plane and p is the radius o f curvature in the vertical or sagittal 
plane.
Optical aberrations are a major concern in the design o f optical systems, and we will 
discuss this matter for both systems specifically. On the other hand it is also appropriate to 
discuss the dependence o f the reflectivity o f any optical surface on the incident radiation 
wavelength and the angle o f incidence. In figure 3.4. we compare the reflectivity o f a gold 
coated and an iridium coated mirror as a function o f wavelength at near normal incidence 
and at grazing incidence.
Figure 3 .4. Reflectivity of an iridium coated optical surface and a gold coated surface at (A) near normal 
incidence (5°) and (B) grazing incidence (85°) (From the “multi-ray” code, University of Padova.)
Figure 3.4 shows a considerable increase in reflectivity when working at grazing 
incidence; the reflectivity reaches values larger than 70 % for both gold and iridium 
coating. The values o f reflectivity are comparable for Gold and Iridium at both grazing and 
normal incidence at relatively short wavelengths, but diverge at longer wavelengths when 
the reflectivity o f Iridium increases monotonically. It would appear logical to work at 
grazing incidence to benefit from the high reflectivity o f the mirror, however optical 
aberrations increase with increasing incidence angle. Therefore, a trade off exists between
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angle o f incidence and optical aberrations/light collection efficiency. Working at grazing 
incidence provides a reflectivity gain, which must be offset against a flux loss due to 
reduced collection efficiency and increased aberration.
3.2 Prototype system used at RAL
This first experiment performed at the X-ray laboratory o f the Central Laser Facility at 
RA L constituted essentially a proof o f principle experiment to validate the photoabsorption 
imaging technique (Hirsch et al. 2000). The optical layout was arranged around existing 
equipment, mainly an iridium coated concave mirror and the 0.2 m monochromator. The 
ray tracing was used to minimise the loss o f flux at the entrance slit o f the monochromator, 
as well as to reduce optical aberrations. However, taking into account the mechanical 
constraints imposed by the existing vacuum equipment, the final configuration was far from 
optimum. Photographs o f  the system are shown in figure 3.5 and 3.6.
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Figure 3.5. Experimental set-up used at RAL (side view -left)
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In figure 3.7. we show a schematic diagram o f  the system.
N d -Y A G -3 0 0 m J , 1 0 n s
Figure 3.7. Experimental set-up used at RAL 
3.2.1 Experiment overview
The experiment consisted o f a tungsten plasma, generated by a KrF excimer laser, working 
at 248 nm, delivering 170 mJ in 20 ns and focused to a ~100 pm point by a 10 cm focal 
length 175 fused silica lens. This tungsten plasma acted as a VU V continuum light source. It 
was located lm  from a f710 iridium coated mirror o f focal length 0.5 m with which it made 
an angle o f incidence o f 7.5°. The plasma source was imaged with unit magnification onto 
the entrance slit o f a 0.2 m focal length vacuum f/4.5 monochromator (Acton™ VM-502). 
The VUV radiation emanating from the exit slit was directed through a calcium plasma 
produced by a N d-YAG laser. The Nd-Yag laser (1064 nm, 300 mJ in 10 ns) was 
synchronised using a delay generator to the KrF laser pulse and focused to a horizontal line 
o f  length 8 mm and width ~ 0.25 mm by a 15 cm focal length cylindrical lens. A 
continuously variable delay in the range o f nanoseconds to tens o f microseconds with a 
jitter o f < 5 nsec was inserted between the Nd-YAG and KrF laser pulses.
In order to shield the CCD detector from both scattered 248 nm laser light and 
direct calcium plasma emission, a 0.4 (un thick aluminium filter was placed in front o f the 
camera. When combined with the near normal incidence iridium coated mirror, the 
composite filter restricted the monochromator transmission to light with a wavelength
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range between 20 nm and 80 ran. In addition, a knife-edge was located close to the calcium 
target. It protruded some 200 (am outwards from the surface o f the calcium target in order 
to occlude the brightest part o f the calcium plasma from the direct view o f the CCD. In this 
way we were able to further reduce the background signal on the CCD due to calcium 
plasma emission. It also provided a well-defined edge on the images and protected the 
aluminium filter, which was easily damaged by plasma debris in its absence. The VUV 
shadowgrams were recorded on a 2048 x  1024 pixel AN D O R™ back-thinned CCD camera 
with a pixel size o f 13  jam x  13 (j.m, placed 50 cm from the exit slit o f  the monochromator 
and ~ 38 cm from the calcium plasma.
3.2.2 Vacuum arrangement
The system was composed o f 4 main vacuum components: two target chambers housing 
both backlighting and sample plasmas, one mirror chamber and the 0 .2  m monochromator. 
The target chambers are identical and consist o f two 127 mm x 127 mm cubes with 70 mm 
diameter holes on each o f the six sides (Kieman 1994).
All six ports can be connected to:
•  A  window flange allowing the laser beam to penetrate into the target chamber and 
interact with the target
•  Custom made flanges fitted with KF-40 connectors to couple the chamber to the 
rest o f the vacuum system
•  Custom made flanges allowing the connection to x, y, z vacuum compatible target 
holders, vacuum gauges or vacuum pumps
This symmetric configuration gives the system enough flexibility to be adapted to different 
experimental configurations. The whole system is evacuated using a combination o f rotary 
and tubomolecular pumps reaching a typical pressure o f the order o f 1 0 '5 mbar.
An important element o f the vacuum system is a light tight but vacuum compatible 
aluminium fdter holder. This filter holder consisted o f a KF-50 T-piece fitted with an 
aluminium insert. A slot was machined into the insert allowing one to push the filter in and 
out o f the beam path using a vacuum feedthrough. To avoid damaging the thin (0.4 (im) 
filter during the pumping phase, it was held in the “up” position, and when the pumping
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was completed the filter was pushed down making the insert light tight. Several grooves 
machined into the insert enabled equal pressure to be maintained on both side o f the filter. 
A  schematic o f the arrangement is shown in figure 3.8.
Grooves
Vacuum feedthrough
Figure 3.8. Aluminium filter holder arrangement
The calcium target was mounted on a translation stage allowing movement in the x, 
y, and z directions. This target holder was designed by C. Maloney (1998) and simplified 
considerably the alignment phase o f the experiment since the target could be moved in and 
out o f the VUV beam. The movement in the vertical z direction allowed us to move to a 
fresh target spot without changing its horizontal position.
3.2.3 Laser system and synchronisation
The experiment was carried out in the Lasers for Science Facility, part o f the Central Laser 
Facility in the Rutherford Appleton Laboratory. Two laser systems were available for the 
experiment, a Nd-YAG laser and a KrF laser. The lasers specifications are summarised in 
table 3 .1. and 3.2.
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Krypton-fluoride Excimer laser (Lambda-Physik
205)
Wavelength 248 nm
Energy 170 mJ
Pulse length 20-25 ns
Repetition rate 0.2 Hz
Trigger jitter ± 2 ns
Beam dimension 24 mm x 6-12 mm
Buffer gas Neon
Table 3.1. Specifications o f the KrF laser
Nd-YAG Laser
Wavelength 1064 nm
Energy 300 mJ
Pulse length 10  ns
Repetition rate 10 Hz
Trigger jitter ± 1 ns
Beam dimension 1 2 mm x 1 2  mm
Table 3.2. Specifications of the Nd-YAG laser
Laser synchronisation is essential for this experiment since much o f the study 
concerns time resolved investigations. To synchronise the two laser systems and introduce 
a variable delay between the output pulses, two delay generators were used. The first delay 
generator produced a TTL pulse (5 V, 10 Hz) and was used as the initial time reference To. 
One output was connected to the Nd-YAG flashlamps ensuring a repetition rate o f 10 Hz. A 
second output was connected to a “ divide by” electronic circuit to trigger the KrF laser at a 
desired repetition rate o f 0.2 Hz. The same output pulse was then used to trigger the second 
delay generator at 0.2 Hz. One o f the outputs was connected to the Nd-YAG Pockels cell 
allowing the laser to fire at the same repetition rate as the KrF laser. A  delay o f 180 ms was 
inserted between the flashlamp and the Pockels cell o f the Nd-YAG laser. The delay
between the two lasers could then be adjusted by varying the setting on the second delay 
generator; delays from a few nanoseconds to microseconds could be inserted between the 
two laser pulses with a jitter o f less than + 5 ns. To prevent the laser from firing 
continuously both trigger pulses (on the Y A G  Pockels cell and the KrF Thyratron) were 
connected to the lasers via an “AND” gate controlled by the CCD camera. Taking an 
acquisition with the CCD camera would then open the gate and allow both lasers to fire for 
a defined time delay. The time delay was monitored using two photodiodes located at the 
back o f the mirrors used to steer the laser beams and connected to a digital oscilloscope. A 
schematic diagram o f the laser synchronisation is shown in figure 3.9.
To
Nd-YAG
Flashlamp
CCD
Pulse
Nd-YAG 
Pockel Cell
KrF
Pulse
1
---------------- ------------------------------------------- ►
^  w
180 |as
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Figure 3.9. Timing diagram used at RAL to fire both lasers at a defined time delay At
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3.2.4 Ray tracing
The source used in this simulation is a laser produced plasma, which we approximate as a 
point source for the ray tracing. The light emitted is intercepted by a spherical iridium 
coated mirror o f 0.5 m focal length and an aperture o f f/10 which constitutes the entrance 
arm o f the optical system. The angle o f incidence o f the central ray on the mirror is 1.5°. 
The laser plasma continuum source is located at a lm  from the mirror and hence the system 
operates with an aperture o f f/20  and the divergence o f the plasma light source computed in 
the ray tracing code was set accordingly to 50 mrad.
The spherical mirror focuses the light emanating from the plasma source onto the 
entrance slit o f a 0.2 m, f74.5 vacuum monochromator, also located at lm  from the mirror. 
On the exit arm o f the system, the sample plasma is located at 1 15  mm and the CCD 
camera at 0.5 m from the exit slit o f  the monochromator. A  schematic o f the optical layout 
is shown in figure 3.10.
M
Figure 3.10. Schematic of the optical set-up with S: plasma source, M: concave mirror, SI: entrance slit, S2: 
exit slit and D: CCD camera
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3.2.4.1 Monochromator simulation
The monochromator used in the RA L experiment is a VM-502 Acton Research 
monochromator with specifications as shown in table 3.3.
VM-502 Specifications (1200 lines/mm Grating)
Operating range 30 nm to 550 nm
Focal length 20 0  mm
Dispersion 4 nm/mm
Optical system Concave Grating
Angle between Entrance and Exit ports 64 Degrees
Aperture ratio F/4.5
Table 3.3. Acton research monochromator specifications
The monochromator parameters, i.e., the angle o f incidence on the grating, the 
diffracted angle and the position o f the primary and secondary foci have to be calculated 
and used as inputs in the ray tracing code. These parameters can be calculated for every 
wavelength using the following classical equations derived in section 3 .1:
a - p  = 64° 
sin (a )  + sin (/?) =
cos2 (or) cos 2(/3) cos(a) + cos(/?)
P + q ~~R
First o f all, we calculate the angle o f incidence o f the light entering the monochromator. 
This value is dependent on the light wavelength as indicated in equation [3.7]. Knowing a  
for the different wavelengths o f interest it is then trivial to calculate the diffracted angle P 
using equation [3 .11].
[3 .11]
[3.7]
[3.4]
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Using [3 .11]  and [3.7] we obtain a relation between the angle o f incidence and the radiation 
wavelength:
a  -  32° + arcsiti mX
2^ cos(32°)
[3.12]
The system was ray-traced for three different wavelengths 30 nm, 50 nm, and 100 nm 
corresponding to the wavelength range o f interest for the experiment. The results are
summarised in table 3.4.
Wavelength Incidence angle a Diffracted angle (3
30 nm 3 3 .2 16 ° 30.784 0
50 nm 34.027 0 29.973 0
10 0  nm 36.057 0 27.943 0
Table 3.4. Calculated incident and diffracted angles for three wavelength settings
Knowing a  and P the position o f the primary focus (spectral focus) can be determined 
using equation [3.4]. Using the Rowland circle condition we choose p = q = r and equation 
[3.4] becomes:
cos2(or)+cos M -  cos(q)+cos(/?) n
’ r ~  R
and the position o f  the primary focus is given by:
r = R^cos2(a)- cos
cos(a)+cos(/?)
[3.14]
In a similar fashion, we can calculate the position o f the secondary focus r ’ (vertical focus) 
using equation [3.5].
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1 _ cos(«) + cos(/?) 1
r' R r
The values o f r and r ’ calculated at 30 nm, 50 nm, 100 nm, are shown in table 3.5
Wavelength Horizontal focus r Vertical focus r '
30 nm 169.60 mm 387.24 mm
50 nm 169.58 mm 387.86 mm
10 0  nm 169.52 mm 390.60 mm
Table 3.5. Position o f the horizontal and vertical focus o f the M-502 Acton Research 
monochromator for different wavelengths (the positions are measuredfrom the centre of 
the grating)
3.2.4.2 Aberrations at the monochromator entrance slit
The ray tracing code enables one to view the footprint o f the beam at any stage during the 
system simulation. Assuming a point source, and a divergence o f 50 mrad, we monitor the 
optical aberrations at the entrance slit o f the monochromator for different angles o f 
incidence on the mirror. The results are shown in figure 3 .1 1 .  for an angle o f incidence on 
the mirror o f 5, 7.5, 10°.
-1-0 4----------------------------»-- r—---------  -----------1---------- ■ i ----- .—10—|------ i------------r----------•-----------1-»——t-1 -»-----------1----------- -----------i----------- -----------p --------- «-----------14,0 -05 00 0& -IP) -0.9 Û.Û 0.5 It 05 OS 8,5 IJ>
mm mm
Figure 3.11. Image of a point like source at the entrance slit plane for an angle of incidence of (A) 5°, (B) 7.5° 
and (C) 10°
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As expected the aberrations increase with the increasing angle o f incidence, the 
source size is 0.4 mm x  0.4 mm at 5 degrees incidence angle, 0.86 mm x 0.86 mm at 7.5° 
and 1.62 mm x  1.62 mm at 10°. We notice that aberrations increase very rapidly with the 
angle o f incidence, and even though the reflectivity o f iridium is much higher for grazing 
incidence angle, aberrations are so important that the output flux is close to zero. Due to 
mechanical constraints, set by the only vacuum mirror chamber available for the 
experimental test, and a trade o ff between high reflectivity and low aberrations, we chose 
an angle o f incidence o f 7.5 °, which corresponded to an image o f the source on the 
entrance slit o f the monochromator o f dimensions 0.86 mm x 0.86 mm. The system 
operates with an entrance slit o f 250 |im, thus the flux loss is ~ 70 % after the entrance slit 
o f  the monochromator. In figure 3 .12  we show the reflectivity o f an iridium coated mirror 
for different angles o f  incidence for a wavelength o f 50 nm as well as the reflectivity at an 
angle o f incidence o f 7.5 degrees as a function o f the radiation wavelength.
Figure 3.12. Reflectivity of an iridium coated mirror (A) as a function of the angle of incidence for a 
wavelength of 50 nm and (B) as a function of wavelength for an angle of incidence of 7.5°
As seen in figure 3 .12 , the reflectivity near normal incidence is poor where it varies 
from 0.05 to 0.3 between 30 and 80 nm, the wavelength range o f interest, reducing the light 
flux considerably. The need for a better focusing optical element working near grazing 
incidence to increase the reflectivity and with better focusing properties is clearly 
indispensable in the optical set-up. This modification was implemented in the final set-up 
built in the DCU laboratory discussed in section 3.4.
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3.2.5 R A L  system perform ance
3.2.5.1 Spectral resolution
The spectral resolution was calculated using the ray tracing code, but due to the limited 
time allocated to the experiment, it wasn’t measured experimentally. The spectral 
resolution can be calculated at every wavelength but since the system was ray-traced at 
VUV wavelength o f 30 nm, 50 nm, 70 nm and 100 nm, we only performed the calculations 
for these wavelengths. The procedure is quite straightforward. The output flux at the exit 
slit o f the spectrometer for the set wavelength is taken as a reference. The wavelength is 
then increased in small 8 A, steps until 50% o f the initial flux is lost, the corresponding 
wavelength interval is written as AXi. The same wavelength scan is repeated when 
decreasing the wavelength and the second interval is written as AX2.
The resolving power is then given by:
XR = - [3.15]
The results are shown in figure 3 .13 .
Wavelength (nm)
Figure 3.13. System resolving power as a function of wavelength for an entrance and exit slit width of 250
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The poor values obtained for the spectral resolution can be explained as follows. 
The ray tracing study showed that the spectral resolution was mainly determined by the 
width o f the entrance slit o f the monochromator. Here to minimise the flux loss, the 
entrance slit width was set at 250 fim and hence the very low resolution; added to this, the 
fact that the grating was under-filled due to non-matching f-number o f the different optical 
components o f the system may also have contributed to slightly lower the spectral 
resolution.
3 .2 .5 .2  M a g n if ic a tio n  an d  sp a tia l r e so lu tio n
To measure the magnification o f the system in the horizontal plane we used a moveable 
knife-edge. Starting at the cut-off position (i.e., blocking all VU V radiation from the 
backlighter) the knife-edge was retracted from the VUV beam in steps o f 200 |_un and the 
corresponding change in image size recorded. As expected, we observed a linear relation 
between the dimension recorded on the camera plane and the real dimension at the plasma 
position. A  linear fit on the data points gives a value o f 3.4 ± 0.1 for the slope o f the graph 
corresponding to the horizontal magnification. The magnification in the vertical plane was 
also measured using a moveable knife-edge and a value o f 1.0 ± 0.1 was obtained. The 
horizontal magnification is shown in figure 3.14.
16 - 
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Knife-Edge Plane (mm)
Figure 3.14. System magnification in the hortizontal plane
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We used the same knife-edge data to estimate the horizontal and vertical resolution 
o f the system. From an image where the knife-edge cuts the VU V beam, we isolate one line 
o f pixels on the detector and measure the intensity fall off. This is shown in figure 3.15 .
| ] HU
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Figure 3.15. Intersection of the knife-edge and the monochromatic VUV beam in (a) the vertical plane and (b) 
the horizontal plane
The curve obtained is defined as the edge function and corresponds to the integral o f the o f 
the line spread function following the relation (Williams and Becklund 1989)
x
We(x)= ¡ W ^ d u  [3.16]
-oo
where We is the edge trace function and W] is the line spread function. To obtain the line 
spread function we take the derivative o f the edge trace at every point. The resulting 
function is best approximated by a Gaussian function and its width (FWHM) determines 
the spatial resolution. Figure 3 .16  shows the edge trace function when inserting the knife 
edge into the VUV beam and the resulting line spread function in the horizontal plane.
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Superpixel
Superpixel
Figure 3.16. Determination of the horizontal spatial resolution, with (A) the edge trace and (B) the derived 
line spread function
In the horizontal plane (meridional plane), the spatial resolution is mainly 
determined by the size o f the exit slit, here we measure the width o f the Gaussian fit to be 
7 .15  superpixels, i.e., 13  (am pixels binned 4 x  4 for this measurement. Hence, we extract a 
spatial resolution o f 37 1 pm in the horizontal plane.
Figure 3 .17 , shows the edge trace function when inserting the knife edge into the 
VUV beam and the resulting line spread function in the vertical plane.
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Superpixel
Superpixel
Figure 3.17. Determination of the vertical spatial resolution, with (A) the edge trace and (B ) the derived line 
spread function
In the vertical plane there is no aperture on the beam so that the resolution here depends on 
the vertical size o f the V U Y  source. Using the same procedure, we measure a width 
(FWHM) o f 4 superpixels for the Lorentzian fit. In this experiment, the pixels were binned 
8 x 8, and hence we deduce a vertical spatial resolution o f 420 jam.
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3.2.5.3 Beam footprint
The position o f the sample target with respect to the monochromatic VU V beam is shown 
in figure 3.18.
calcium line p'asma
VAG laser 300 mJ
Figure 3.18. Position of the sample target with respect to the VUV beam
The results o f the ray tracing study were compared to the footprint o f the probe 
beam measured by locating the CCD camera at different positions from the exit slit o f the 
monochromator. From a previous experiment, we assumed that the size o f the VUV 
continuum source is an ellipse o f major axis 140 jam and minor axis 100 (im. These 
dimensions were used in the ray tracing, and the theoretical and experimental results at 50 
nm are compared in figure 3.19.
cylindrical lens
monochromatic light 
from w plasma
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Figure 3.19. Comparison between the VUV beam footprint measured experimentally and the footprint 
computed using the ray tracing code at (A) 115 mm, (B) 280 mm and (C) 500 mm from the exit slit of the 
monochromator
The ray tracing calculations predict a probe beam o f size o f 4 mm x 3.2 mm at 1 15  
mm from the exit slit o f the monochromator, 9 mm x  0.7 mm at 280 mm and 15 mm x 3.9 
mm at 500 mm. These values are in good agreement with the results obtained 
experimentally which show a footprint o f 4.2 mm x  3.0 mm at 1 15  mm, 8.7 mm x 0.7 mm 
at 280 mm and 1 1  mm x  4.0 mm at 500 mm. The error on these measurements depends on 
the spatial resolution o f the system, i.e., 360 |a,m in the horizontal plane and 420 (am in the 
vertical plane. The difference in the horizontal size at 500 mm, 1 1  mm measured instead of 
15  mm expected according to the ray tracing, is a consequence o f the position o f the
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aluminium filter holder which cuts part o f  the beam. From these measurements we deduce 
that the VUV beam diverges in the horizontal plane with an angle o f ~ 0.03 rad. In the 
vertical plane it is first brought to a horizontal focus at a distance extrapolated to be 310  
mm from the exit slit o f the monochromator, and then diverges with an angle o f -  0.014
3.3 Collimated VUV beam system implemented in DCU
The design o f the first optical set-up used at R A L provided a useful experience for the final 
design o f the photoabsorption imaging system. It demonstrated the existence o f a tight trade 
o ff between the different optical parameters, i.e., angle o f incidence, numerical aperture, 
width o f the spectrometer entrance/exit slit, and the characteristics o f the output beam 
exiting the system (flux, divergence, aberrations, beam size). The main concerns we had 
were the output flux and the limitations o f chromatic or optical aberrations. We learned that 
these two quantities were closely linked. Reducing the numerical aperture o f the system 
will reduce the aberrations but reduce the output flux. At the same time, increasing the 
incidence angle going to grazing incidence, will increase the reflectivity and thus the output 
flux, however this will increase aberrations. The aim o f this new system was to reduce the 
flux loss and aberrations at the entrance slit o f the monochromator and to deliver a quasi 
monochromatic and parallel beam o f a defined cross section. Here again, we had to deal 
with a trade o ff between the beam cross section and the output flux, since increasing the 
beam cross section will decrease the collected flux per single pixel on the detector. We 
present here three different optical configurations envisaged as a possible final design 
during the ray tracing phase o f this project, and will justify the selection criteria leading to 
the final design. This work was performed in collaboration with P. Nicolosi and L. Poletto 
o f the University o f Padova.
The lm  normal incidence monochromator has an aperture o f f710.4 in the tangential 
plane and f/17.5 in the sagittal plane. The angle o f incidence on both mirrors was given the 
nearest possible value to grazing incidence as the reflectivity was very poor near normal 
incidence. However with such an angle o f acceptance the aberrations were high and the size 
o f the optics needed too large for the geometry o f the system. We calculated that 400 mm 
was the minimum distance for the surface o f the mirrors not to be contaminated by plasma
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debris and with an aperture o f f/10.4, 40 mm diameter mirrors would have been needed at 
normal incidence. As a result the numerical aperture o f all three systems had to be reduced.
• System 1
This system (figure 3.20) operates with an aperture o f flOO x f/100, and delivers a parallel 
beam o f cross section 4 mm x 4 mm. The entrance arm is composed o f a toroidal mirror in 
Rowland configuration, located at 400 mm from the plasma source and 400 mm from the 
entrance slit o f the monochromator. The mirror tangential radius is 4590 mm and the 
sagittal radius is 35 mm working at 85° incidence, and images stigmatically the plasma 
source on the entrance slit o f the monochromator. The monochromator houses a spherical 
grating at 15° subtended angle. The exit arm is composed o f a second toroidal mirror 
located at 400 mm from the exit slit. The mirror tangential radius is 9180 mm and the 
sagittal radius is 63.5 mm working at 85° incidence angle. The reflected beam is a parallel 
beam o f cross section 4 mm x 4 mm which gives us flexibility for the location o f the 
sample plasma and the CCD camera.
The entrance and exit slits o f the monochromator were set at 50 jam which gives a 
resolving power o f 1000 at 50 nm and a predicted spatial resolution (point spread) o f 70 (am 
(in the horizontal plane) and 150 (am (in the vertical plane) from the ray tracing 
simulations.
A  schematic diagram o f the system is shown on fig 3.20.
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Figure 3.20. Schematic o f  the optical configuration, where T is the tungsten backlinghting plasma, G the 
spherical grating, SP the sample plasma, M l, M2 the entrance and exit mirrors, and the CCD detector
T h e flux  co llec ted  at th e  C C D  cam era  p o sitio n  w as  ev a lu a ted  usin g  the  fo llow ing  form ula:
I(A.) =  1(A ) n  R i(X ) T , Eg T 2 R 2(X) [3.17]
w h ere  Io is  th e  in ten sity  p e r un it so lid  ang le  em itted  b y  the  p la sm a  source at a  g iven
w aveleng th , Q  is th e  accep tance  so lid  ang le  o f  the  spectroscop ic  system , R i and  R 2 the
re flec tiv ity  o f  th e  m irro rs, T i and  T2 th e  tran sm ittan ce  o f  the  en trance and  ex it slits o f  the  
m o n o ch ro m ato r a n d  E g  the  g ra ting  effic iency . F o r a  w aveleng th  o f  50 n m  w e  have:
T l  =  T 2  =  1 Q  = 0 .0001 sr
R l  = R 2 =  0 .78  B andw id th : 0.05 nm
E g = 0 .0 8
W ith  an  estim ated  (F isch er et al. 1984) p h o to n  flux  I0 ~  1013 p h /nm /sr/pu lse  in  the  V U V , 
w e  ob ta in  a  V U V  flu x  o f  27  pho tons/p ixel. W e can  re la te  th is  value to  th e  n u m b er o f  counts
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p er p ixel o n  th e  C C D  cam era. T ak ing  in to  co nsidera tion  the  transm ission  o f  th e  a lum inium  
filte r lo ca ted  in  fron t o f  the  detec to r (see  figu re  3 .21), th e  inc iden t flu x  on  th e  cam era  is: 
1(50 nm ) =  18 ph /13  jim  p ix e l for a  0.2  (j,m filter, 
and  1(50 n m ) =  12 ph/13  jim  p ixel fo r a 0 .4  jim  filter.
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Figure 3.21. Transmission o f a 0.2 (.im and 0.4 fim filters as a function wavelength (from Center for X-Ray 
Optics database: http://www-cxro.lbl.gov/optical_constants/filter2.html)
T h e n u m b er o f  coun ts N c p er d e tec ted  p h o to n  is g iven  b y  A N D O R  (p rivate  com m unication  
2 0 0 2 ):
E
Nc=Qe
3.65 g
[3.18]
w h ere  Q E is  th e  q u an tu m  e ffic iency  o f  th e  detecto r, E  is th e  inc iden t p h o ton  energy  in  eV, 
an d  g  the g a in  o f  th e  cam era. T he q u an tu m  e ffic iency  Q E, an d  the g a in  g, are  g iven  by  the 
C C D  m an u fac tu rer (A N D O R ). F o r ou r specific  de tec to r in  ou r m ode o f  opera tion  th e  gain 
is 1.4 and  q u an tu m  e ffic ien cy  is  22 %  at 50 nm .
W e can n o w  d e te rm in e  th e  n u m b er o f  coun ts p er p ix e l N  = - — -  on th e  C C D  cam era:
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N  =  16 coun ts/p ixel fo r a  0.2  |am A1 filter.
N  =  11 coun ts/p ixel fo r  a  0 .4  p,m A1 filter.
• System 2
T his system  (sim ilar in  lay  ou t to  system  1, figure  3 .20) opera tes w ith  an  apertu re  o f  f/50 x
f/50 an d  delivers a p ara lle l b eam  o f  c ross sec tion  4 m m  x 4  m m . T h e  en trance  arm  is
sim ilar to  the  firs t sy stem  b u t as th e  aberra tions w ere  to o  severe  at 85° inc idence  angle, the 
ang le  w as red u ced  to  80° w h ere  there  w a sn ’t any  aberra tion  on the  en trance slit and  no  flux 
loss. T h e  m irro r’s tangen tia l and  sagittal rad ii are  2303 m m  and 69 m m , respective ly , and it 
im ages th e  p lasm a source  on  th e  en trance  s lit o f  th e  m onochrom ator.
T he ex it a rm  is  co m posed  o f  a  second  to ro id a l m irro r loca ted  at 200  m m  from  the 
ex it slit. T h e  m irro r tan g en tia l rad iu s  is  2303 m m  and  the  sag ittal rad ius is 66.5 m m  
w o rk ing  a t 80°. T h e  re flec ted  b eam  is a  pa ra lle l b eam  o f  cross section  4 m m  x 4  m m  w hich  
g iv es  u s  h ere  again  flex ib ility  fo r the  loca tio n  o f  th e  sam ple p lasm a and  th e  C C D  cam era.
T he en trance  an d  ex it s lit o f  the  m o n o ch ro m ato r w ere  set a t 50 jxm w hich , accord ing  
to  the  ray  trac ing  code, g ives a reso lv in g  p o w er o f  1000 at 50 n m  and  a spatial reso lu tion  o f  
130 fim  (in  th e  h o rizo n ta l p lane) and  300  |_im (in  the  sag itta l p lane).
T h e  ou tpu t flux  can b e  evaluated  using  equation  [3.17],
B andw id th : 0.05 n m
R1 =  R 2  =  0 .62
T1 = T 2  =  1 Eq =  0.08
Q  =  0 .0004  sr
Io =  1 0 13 p h /nm /sr/pu lse
T he estim ated  flu x  is  th en  I(50nm ) =  65 pho tons/p ixe l
S im ilarly  the  n u m b er o f  coun ts p er p ix e l o n  th e  cam era  is ca lcu la ted  to  be:
N  =  41 coun ts/p ixe l fo r a  0.2  p.m A1 filter.
N  =  2 7  coun ts/p ixe l fo r  a  0 .4  |im  A1 filter.
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• System 3 (VUV projection imaging)
T his system  opera tes w ith  an  apertu re  o f  f '2 5  x f/18 . F o r these  ang les o f  accep tance  the 
ang le  o f  inc idence  on  th e  en trance  m irro r w as red u ced  to  60°. H ere  again, the  en trance  arm  
is com posed  o f  a to ro id a l m irro r loca ted  at 400  m m  from  th e  p lasm a  source  and 400  m m  
from  the  en trance  s lit o f  the  m onochrom ato r. T he m irro r tangen tia l rad iu s is 800 m m  and 
the sag itta l rad ius is 2 0 0  m m  and  im ages s tig m atica lly  the p la sm a  source  on  the en trance 
slit o f  th e  m onochrom ato r.
In  th is  system  th e  configura tion  o f  th e  ex it m irro r changes from  the  p rev ious tw o 
system s; h ere  the  im age o f  the  sam ple laser p ro d u ced  p la sm a  is focused  by the  m irro r onto 
the detecto r. T he ex it a rm  to ro idal m irro r o pera tes in  the  R ow land  configura tion  hav ing  the 
p lasm a its e lf  as a source. T he to ro idal m irro r is  lo ca ted  at 500 m m  from  the ex it slit and 
400 m m  fro m  the  sam ple  p lasm a. T h e  sam ple  p la sm a  is  lo ca ted  a t 100 m m  from  the  exit 
slit an d  th e  p robe  b eam  h as cross section  4  m m  x 4 m m  at th e  sam ple p lasm a  position . The 
m irro r tang en tia l rad iu s  is  4590  m m  an d  the  sag itta l rad ius is  35 m m  w ork ing  a t 85°. T he 
m irro r rad ii w ere  dete rm in ed  w ith  the  en tran ce  a rm  b e ing  th e  m irro r-p lasm a d istance and 
no t th e  m irro r-s lit d istance . T h is  w ay, w e  o b ta in  an  im age o f  the  sam ple p lasm a w ith  a  one 
to  one  m ag n ifica tio n  on  the  C C D  cam era  lo ca ted  a t 400  m m  from  the  m irror. In  th is set up, 
the b est spatia l re so lu tio n  is 25 (am x  25 (am in  the  vertica l and  ho rizon ta l d irections. A  
schem atic  o f  th e  op tica l lay  ou t is  show n in  figu re  3.22.
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Figure 3.22. Schematic o f  the optical system configuration, where T is the tungsten backlighting plasma. G
the spherical grating, SP the sample plasma. M 1, M2 the entrance and exit mirror, and the CCD detector
W e can de te rm ine  d ie  estim ated  flux for th is con figu ra tion  u sing  equation (3.17] for a 
w aveleng th  o f  50 nm :
T I  =  T 2 =  1 R1 =  0.32
R2 =  0 .62 Ec =  0.08
=  0 .0022 sr Spectral range: 0 .05 nm
The estim ated flu x  is  I(50nm ) =  185 photons/13 (¿m p ixe l. The number o f counts per p ixe l 
is  then:
N  = 117 counts/pixel fo r a 0.2 (am A1 filte r.
N  =  77 counts/pixel fo r a 0.4 jam A1 filte r.
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• Justification for the final optical lay out
W hen referring  to  flu x  considera tions, the  th ird  system  appears to  be  the  b est option, 
de livering  the  h ig h es t flu x  an d  th e  b est spatia l reso lu tion . T h e  m ain  problem , how ever, is 
tha t the  sam ple p lasm a is  d irec tly  im ag ed  on to  the  detec to r constitu ting  a very  b rig h t signal 
com pared  to  th e  in tensity  o f  th e  p ro b e  beam . F rom  th e  first experim en t w e lea rned  tha t the 
sam ple p lasm a  em ission  h ad  to  be  red u ced  to  a  m in im u m  to  ob tain  re liab le  resu lts . In  th is 
configura tion  the  de tec to r w o u ld  be  saturated , an d  the  re la tiv e  in tensity  o f  the  probe b eam  
versus the sam ple p lasm a  em ission  is ju s t  too  poor to  ob tain  reasonab le  results. H ow ever, 
the  sam ple p lasm a  em ission  in  the  V U V  ten d s to  d ie  ou t after -2 5 0  ns. H ence, w ith  a gated  
V U V -C C D , lo ck ed  to  th e  co n tin u u m  pulse , one  cou ld  em ploy  th is  system  to  ob tain  
pho toab so rp tio n  im ages fo r lo n g  tim e  delays after sam ple  p la sm a  breakdow n.
T he first tw o  system s are  v e ry  sim ilar since th ey  bo th  d e liver a  para lle l b eam  o f  
c ross sec tion  4 m m  x  4 m m . T h e  advan tages o f  w o rk ing  w ith  a  p ara lle l b eam  are 
num erous. T he g eo m etry  o f  the  system  is  sim plified  since  the  d istance  betw een  th e  sam ple 
p lasm a  an d  th e  C C D  cam era  can  b e  ad justed  to  com ply  w ith  m echan ical constrain ts. S ince 
the  beam  is p ara lle l th e  d iv erg en ce  o f  the  beam  is  v e ry  low  an d  hence  th e  transverse  
coherence  is g o o d  (a lm o st a  p lan e  w avefron t). F inally , as th e  p lasm a  ligh t source is 
b roadband , the  long itu d in a l coherence  is low  reducing  the  e ffec t o f  in terference  patterns.
H ow ever, th ere  a re  th ree  m ain  d ifferences: the  ou tpu t flux, th e  spatial re so lu tion  and  
the  ex it arm  leng th . T h e  second  system  o pera tes w ith  a  la rg e r ang le  o f  accep tance  so tha t 
th e  ou tpu t flux  is m o re  th an  do u b le  the  flu x  ex iting  the  first system , how ever th e  spatial 
reso lu tio n  d ecreases b y  a  fac to r o f  2. N o  im provem en t to  th e  spatia l reso lu tion  can  be  m ade 
in  th e  second  system  b u t the  flux  can  be  increased  in  the  first configura tion  w ithou t losing 
reso lu tion . T he C C D  cam era  is  com posed  o f  13 jam p ixels, h o w ev er keep ing  the spatial 
reso lu tio n  o f  70 (im, w e  can b in  th e  p ixels  3 x  3. A  g a in  in  flux  o f  a factor o f  9 can be  
achieved, w ith o u t red u c in g  th e  reso lu tio n  and  alm ost still sa tify ing  th e  N y q u ist crite ria  o f  2 
p ix e ls  p e r cycle. M oreover, th e  d istance  betw een  the  m irro r an d  th e  ex it slit o f  the 
m o n o ch ro m ato r h as  to  b e  2 0 0  m m  in  th e  second  set-up  and, due  to  m echan ical constrain ts, 
i t  w o u ld  req u ire  a  d iffe ren t d esign  for th e  ta rg e t cham ber an d  add itiona l costs.
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A s a  consequence , the  first sy stem  w as chosen. B y  b inn ing  th e  p ixels  on  the 
d e tec to r the  flux  can  b e  in creased  w ith o u t in terfering  w ith  th e  spatia l reso lu tion . M oreover, 
th e  sym m etric  d esig n  o f  b o th  ta rg e t an d  m irro r cham bers constitu ted  a  considerab le  cu t in  
th e  construction  costs. In  the  n e x t sec tion  w e w ill d escribe  in  d e ta il the  first op tica l system  : 
ra y  tracing, v acu u m  arrangem ent, la se r system , op tica l p roperties  inc lud ing  a  com parison  
b e tw een  ca lcu la ted  and  m easu red  op tica l perfo rm ances.
3.3.1 Experimental set-up.
F ig u r e  3 .2 3 . F in a l  o p t ic a l  s y s te m  im p le m e n te d  in  th e  D C U  la b o r a to r y
7 8
A s ex p la in ed  in  sec tion  3.3.1 w e  se lec ted  th e  firs t co n figu ra tion  fo r the  construction  o f  the 
op tica l system . A  schem atic  o f  the  system  is show n in  figu re  3.24.
3.3.2 System description
Sarpte Plaama ¿fcjrrirtun Rtter f.CQCwn*a
Figure 3.24. DCU experimental set-up
T he p rin c ip le  o f  the  exp erim en t is s im ilar to  the  one  ex p la ined  in  section  3.3. T he 
V U V  source  is fo cu sed  on to  th e  en trance  slit o f  the  m o n o ch ro m ato r v ia  a  to ro idal m irror. 
T h e  w av elen g th  is  se lec ted  u s in g  a  lm  no rm al inc idence  m onochrom ato r and  the ligh t 
em an atin g  ou t o f  the  ex it slit is  in te rcep ted  by  a  second  to ro id a l m irro r crea ting  a  paralle l 
b eam  o f  cross sec tion  4 m m  x  4 m m . T he sam ple p lasm a  is p ro d u ced  by  focusing  the 
rad ia tio n  o f  a  N d -Y A G  la se r (S L -400) delivering  300 m J in  15 ns, and  the  a ttenuation  o f  
the  V U V  b eam  is  reco rd ed  on  a  b ack th in n ed  C C D  cam era  (A ndor) w ith  512 x 2048, 13 
(am size  p ixels.
3.3.3 V U V  light source
T w o d iffe ren t lase r system s w ere  availab le  to  p ro d u ce  th e  V U V  b ack ligh ting  source: a  
C on tinuum  la se r d e livering  0 .8  J  in  10 ns and  a  Spectron  la se r SL  858G  delivering  2 J  in  10
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ns. In  th is  w ork  w e  u sed  the 0.8 J, 10 ns p u lse  N d-Y A G  laser (C ontinuum ) due to  operating  
fa ilu res  on th e  o ther laser.
A  tung sten  ta rg e t w as ch o sen  to  c rea te  the  b ack ligh ting  p lasm a. H ow ever, even 
th o u g h  the m irro r w as lo ca ted  a t 400  m m  fro m  the p la sm a  source  w ith  an  incidence angle 
o f  85°, th e  m irro r surface w as ev en tua lly  co a ted  w ith  tung sten  debris. T he orig in  o f  the 
p ro b lem  w as a  com bination  o f  tw o  p aram eters , i.e ., the  quality  o f  th e  tung sten  rod  and  a 
m a lfu n c tio n  from  the N d-Y A G  la se r (S pectron  SL 858G ). T he P ockels  ce ll w as heating  due 
to  a  design fau lt in  th e  o sc illa to r stage  and  resu lted  in  th e  genera tion  o f  a long  pulse, - 1 0 0  
^is w ith  h igh  energy. T h is  pu lse  w as  resp o n sib le  fo r a  co nstan t d rilling  o f  th e  tungsten  
ta rg e t an d  hence  fo r a  v e ry  low  rep roduc ib ility , since the  p lasm a  source loca tio n  m oved  
aw ay  from  the  op tica l axis, and  a  considerab le  am oun t o f  tung sten  debris. T h e  toro idal 
m irro r h ad  to  be  re -p o lish ed  an d  re-coated .
T o te s t the  am o u n t o f  d eb ris  o rig inating  from  the  p lasm a  w e  rep laced  the m irro r by  
a  m icro sco p e  g lass slide  co a ted  w ith  a  re flec tiv e  g o ld  layer. T o  ensure  th a t the  positio n  o f  
th e  p la sm a  source w as lo ca ted  on  th e  op tical axis, the  ou tp u t flux, m easu red  by  reflec tion  
o f f  th e  g o ld  coated  g lass p la te , w as m o n ito red  u sin g  a  pho tod iode . W hen  th e  signal 
d isappeared , the ta rg e t w as m o v ed  to  a  fresh  surface an d  its p o s itio n  o p tim ised  un til the 
flu x  w as b ack  to  its o rig in a l va lue . T h e  in fluence  o f  m agnetic  fie lds to  dev ia te  the debris in 
o rd e r to  av o id  coating  th e  m irro r w as  carried  ou t w ith  n o  successfu l resu lts, and  th e  use o f  a 
h e liu m  back g ro u n d  gas (B o b k o w sk i et al. 1996) w as p ro h ib ited  due  to  the w aveleng th  
reg io n  u n d er study  < 5 0  nm . T h e  S pec tron  laser w as su bsequen tly  rep laced  b y  a con tinuum  
la se r  (800  m J, 8  n s p u lse ) an d  a  sign ifican t decrease in  debris p ro d u c tio n  w as observed. A 
fla t hom o g en eo u s tu n g sten  ta rg e t la te r rep laced  the  tu n g sten  rod , u sed  as a  target, w h ich  led 
to  fu rth er reduc tion  o f  p lasm a  debris, i.e., there  w as n o  ev idence  o f  tungsten  deposition  on 
th e  g o ld  coa ted  p la te  su rface  a fte r ~  400000  shots. T h e  experim en ta l w ork  w as resum ed  bu t 
a fte r a  few  days o f  o p era tio n  th e  ou tp u t flux  d ropped  d ram atically .
A t first, th e  spherica l g ra tin g  w as ch eck ed  fo r any  su rface  coating  o n  a  sim ilar 1 m  
m o n o ch ro m ato r (D oy le  1995, D ard is  1998) b y  tak ing  a co p p er spectrum  betw een  20 and 
110 nm . B riefly , th e  exp erim en ta l sy stem  consists in  a  lm  n o rm al inc idence  
m o n o ch ro m ato r id en tica l to  th e  one  u sed  in  th e  im ag ing  set-up, the p lasm a source is  loca ted  
a t 30 cm  from  th e  en tran ce  s lit o f  th e  spectrom eter and  th e  detector, h ere  a C C D  cam era, is 
lo ca ted  on  the  R o w lan d  circle. S ince  the  spectrom eters w ere  iden tica l w e  could  in terchange
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the  g ra tin g  in  th is system  an d  com pare  th e  spectra  hav ing  the exact sam e p lasm a 
conditions. T h e  spectra  are  show n in  figu re  3.25.
W e see in  figure 3.25 th a t th e  tw o  sp ec tra  tak en  w ith  th e  tw o  d iffe ren t g ratings are 
very  sim ilar, an d  even  th ough  th ere  w as n o  ev idence o f  a  debris coating  on  the  m irror, it 
had  to  b e  checked  again.
Wavelength (nm)
Figure 3.25. Comparison between our grating with possible tungsten coating and a reference grating used in a 
spectroscopic set-up in the DCU laboratory
B efore  check ing  th e  m irro r su rface  w e  used  th e  spectro scop ic  set-up  to  reco rd  a 
tu n g sten  spectrum  w ith  o u r g ra tin g  show ing  n o  ev idence o f  surface dam age. T he g rating  
w as th en  rep laced  in  the  im ag in g  sy stem  and  a  tung sten  sp ec tru m  w as recorded . F or th is 
experim en t, th e  ex it arm  o f  the  system , i.e ., the  ex it m irro r w as rem oved . T h e  ex it slit w as 
rem o v ed  and  th e  C C D  cam era  w as  lo ca ted  on the  R o w lan d  c irc le  a t th e  ex it o f  the 
m onochrom ato r. T h e  en trance  a rm  rem ain ed  the  sam e w ith  the  to ro idal m irro r focusing  the 
p lasm a  ligh t on to  th e  en tran ce  slit o f  the  m onochrom ator. A  tun g sten  spectrum  w as taken  in 
th e se  cond itions in  th e  sam e w av e len g th  range. T he tw o  spectra  are  co m p ared  in  figure 
3.26. F igu re  3.26. show s a  cu t o f f  in  the  ou tp u t flux  at a round  55 nm , w hich  does no t occur 
in  the  spec trum  reco rd ed  w ith o u t the en trance  m irror.
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Figure 3.26. Comparison of a tungsten spectrum using the same grating, (A) without the entrance mirror and 
(B) with the entrance mirror. (C) is a plot o f the tungsten transmission as a function of wavelength
O n  th e  p lo t o f  th e  tung sten  tran sm issio n  as a  function  o f  w aveleng th , w e  n o tice  th a t the 
d ecrease  in  th e  ou tpu t flu x  fo llow s th e  decrease  in  the  tun g sten  reflec tiv ity  ind ica ting  the  
p re sen ce  o f  a  very  th in  lay er o f  tu n g sten  o n  the m irro r surface. T he decision  w as taken  to  
p ro d u ce  the con tinuum  V U V  source  w ith  a  g o ld  target w here  the  add ition  o f  a  th in  layer o f  
g o ld  on  th e  m irro r su rface w o u ld n ’t  in flu en ce  the m irro r reflectiv ity .
3.3.4 Vacuum system
3.3 .4 .1  T arge t cham bers
T he system  inco rpo ra tes th ree  ta rg e t cham bers. T w o cham bers are  u sed  to  house  the 
back lig h tin g  p lasm a  an d  the  sam ple  p la sm a  and  a th ird  one  supports  an  a lum in ium  filter. 
A ll th ree  ta rg e t cham bers are  sim ilar, i.e., 127 m m  x 127 m m  a lum in ium  cubes w ith  70 m m  
d iam ete r ho les  on each s ix  sides. In  fig u re  3 .27. w e  show  the  sy stem  o f  co-ord inates 
d escrib ing  th e  ta rg e t lens a rran g em en t fo r th e  tw o  cham bers ho u sin g  a  la se r plasm a.
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Figure 3.27. System of co-ordinates chosen to describe the movement of the lens with respect to the target 
chamber.
3 .3 .4 .2  V U V  source target cham ber
In  th is  experim en t w e  u se  a  go ld  ro d  o f  10 m m  length , 6  m m  d iam eter m o u n ted  on  a  x, y, z 
tran sla tio n  stage  fitted  on  top  o f  the  cham ber. T h e  target can  be  m o v ed  up  and  dow n, and  
a long  th e  z ax is  in  o rder fo r th e  laser beam  to  in te rac t w ith  a  fresh  ta rg e t surface. M oreover 
m o vem en ts a long  th e  x  an d  y  d irec tio n s are  crucia l fo r p osition ing  o f  th e  p lasm a  source on  
the  op tica l axis. T h e  opposite  b o tto m  p o rt is co nnec ted  to  the p u m p in g  ring, w h ich  consists 
o f  a com bination  o f  a  ro ta ry  an d  a  tu rb o m o lecu la r pu m p  (L eybo ld  P T  50). T he typ ical 
o pera tin g  p ressu re  is  b e lo w  10 ' 5 m B ar.
T he laser b eam  en ters  in to  th e  cham ber th ro u g h  a  custom -m ade w ind o w  flange 
a ttach ed  to  one  o f  the  side ports. T he laser lig h t is  focused  to  a  p o in t (~  100 (J,m diam eter) 
u sing  a  spherical lens o f  100 m m  focal len g th  an d  30 m m  diam eter, T h e  lens ho ld er is 
m o u n ted  on  a  o p tica l b read b o ard  an d  allow s m ovem en ts a long  th e  x, y  an d  z  directions. O n 
th e  oppo site  p o rt a  custom  m ad e  flange  is a ttach ed  to  the  cham ber h o ld in g  a  th in  a lum inium  
p la te  w ith  a  1 m m 2 ap ertu re  acting  as a sh ield  to  p rev en t debris from  reach ing  th e  surface o f  
th e  m irro r. A n o th e r w in d o w  flange is  a ttached  to  th e  fifth  port, w h ich  can  support a  H elium  
N eo n  laser u sed  fo r  the  target a /.ig n m en t. F inally , th e  rem ain ing  p o rt is a ttached  to  a 
cu sto m  m ad e  flange  con n ec tin g  the ch am b er w ith  the rest o f  the  system  th rough  a  K F-40 
v acu u m  connector.
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A photograph of the chamber is shown in figure 3.28.
Figure 3.28. Photograph o f  the target cham ber housing the backlighting plasm a 
3.3.4.3 S am ple p lasm a  ta rg e t cham ber
T he a rrangem en t o f  th is  cham ber is  v e ry  sim ilar to  the b ack lig h te r ta rg e t cham ber. T he 
sam ple  ta rg e t h ere  is a  f la t ca lc iu m  or b a riu m  slab, a ttached  to  a  ho ld er m o u n ted  on th e  top 
o f  the  cham ber, p ro v id in g  x, y , z  m ovem en ts. T w o opposite  po rts  are fitted  w ith  custom - 
m ad e  flanges w ith  K F -4 0  end-p ieces con n ec tin g  the  cham ber to  the  re s t o f  the  system . The 
b o tto m  p o rt is co n n ec ted  to  a  sim ilar p u m p in g  rig , i.e., ro ta ry  an d  tu rbom olecu lar pum p 
com bination .
A  w in d o w  flan g e  allow s th e  la se r rad ia tio n  to  in te rac t w ith  th e  ta rg e t and  a  
cy lind rica l lens is u se d  to  focus the  la se r b eam  to  a  line  o f  ~  3 m m  b y  0.2 m m . T he lens is 
m o u n ted  on  a  s im ila r ho ld er fitted  on  an  op tica l b readboard . T h e  lens an d  the  ta rg e t have  x, 
y , z  m o v em en ts  to  fac ilita te  the  p o sitio n in g  o f  the  target w ith  resp ec t to  the  V U V  probe 
beam . O p posite  th e  w id o w  flange, a  custom  m ad e  flange is  attached, h o ld ing  a  kn ife-edge 
u sed  to  red u ce  the fro n t p lasm a  em ission  on  the  C C D  detecto r, p ro tec t the  a lum in ium  filter 
and  define  a  c lear edge on  the  reco rd ed  im ages. T he kn ife  edge can  m ove  in  and ou t along
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the  y -ax is. F igu re  3.29. show s a  p h o to g rap h  o f  th e  ta rg e t cham ber in co rpo ra ted  in  the  
system .
Figure 3.29. Photograph of the target chamber housing the sample plasma 
3 .3 .4 .4  A lu m in iu m  filte r ho lder
C o n tra ry  to  th e  firs t se t-up  w here  th e  a lu m in iu m  filte r w as fitted  in  a  m o d ified  K F-50  T- 
p iece , h e re  a  separa te  cham ber w as u se d  to  cen tre  the  filte r on th e  op tical axis. T he p rob lem  
arose  fro m  the co n stru c tio n  o f  the m irro r cham ber w here  th e  ex it p o rt ang le  w as m ach ined  
a t 15° in stead  o f  the  10° requ ired . T h e  ang le  w as  com pensated  to  10° bu t the  V U V  b eam  
w as o ff-cen tre  w ith  re sp ec t to  the  m ech an ica l a rrangem ent. A s the  a lum in ium  filte r w as 
cen tred  in  the  K F  connecto r, it w as th en  b lo ck in g  the  path  on  the  p ro b e  beam . T he filte r 
w as  co n sequen tly  fitted  in  a ta rg e t cham ber co nnec ted  to  a h o ld e r a llow ing  x, y , and  z 
m ovem en t. A  b a ffle  w as  added  to  ensure  fo r  lig h t tigh tness.
T o  red u ce  the r isk  o f  filte r dam age due to  pu m p in g  an d  p lasm a debris, th e  size  o f  th e  filter 
w as lim ited  to  5 m m 2 fo r a  th ick n ess  o f  0 .2  or 0.4  fim.
T h ere  is a  n o n  neg lig ib le  d iffe rence  b e tw een  th e  tran sm ission  o f  th e  tw o filters (see 
figu re  3.24). T o  lim it fu rther loss o f  lig h t flux, a  0.2  jam filte r w ill be u sed  w hen  possib le, 
i.e., w hen  th e  sam ple  fron t p la sm a  em issio n  in tensity  is n ’t  too  large . D u rin g  experim ents,
85
the  lase r en erg y  as  w ell as the  kn ife -edge  p o s itio n  is o p tim ised  in  o rder to  red u ce  the front 
p lasm a  em ission  an d  operate  w ith  a  0.2 jam filter. F ig u re  3.30. show s th e  a lum in ium  filter 
cham ber -  C C D  cam era  arrangem ent.
Figure 3.30. Photograph showing the target chamber housing the aluminium filter, with the x, y, z translation 
stage holding the filter fitted on top of the chamber
3 .3 .4 .5  M irro r cham bers
T h e  m irro r cham bers u se d  in  th is se t-up  w ere  b u ilt acco rd ing  to  m echan ica l d raw ings 
p ro v id ed  b y  th e  U n iv e rs ity  o f  Padova. T h ey  co n sis t o f  an  a lum in ium  cy lind rica l bo d y  fitted 
w ith  fo u r ex it ports, a  pe rm an en t b ase  p la te  on  w h ich  th e  cy linder is  b o lted  an d  a  rem ovab le  
to p  p la te  a llow ing  fine ad ju stm en ts o n  the  m irro r m ount. Tw o o f  the  four po rts  m ak e  an  
ang le  o f  10° to  agree w ith  the chosen  ang le  o f  in c id en ce  o n  th e  m irror. A  v acu u m  
com patib le  m irro r m o u n t is  p laced  in  th e  cen tre  o f  th e  cham ber, tran sla tions a long  th e  y  and 
z  ax is  a re  p o ss ib le  fo r fin e  po sitio n in g  ad justm en ts. T h e  angle o f  inc idence  o n  th e  m irro r 
w as se lec ted  b y  ro ta tin g  the m irro r a ro u n d  its  axis: coarse  and  fin e  ro ta tio n  ad justm ents are 
perm itted .
A  m a sk  w h ich  co n sis ts  o f  a  th in  a lum in iu m  p la te  o f  40 m m  x 45 m m , w ith  an  
ap ertu re  o f  4  m m  x 4 m m  to  lim it th e  apertu re  o f  the  system  is a ttached  to  th e  m irro r 
h o lder. A  p h o to g rap h  o f  the  m irro r ch am b er is  show n in  figure 3.31.
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Figure 3.31. Photograph of the mirror chamber
3 .3 .4 .6  A c to n  R esea rch  C orporation™  1 m e te r  no rm al inc idence  spectrom eter
T he A cton  R esea rch  C orporation™  1 m eter n o rm al inc idence  spectrom eter is  fitted  w ith  an 
ex it s lit an d  u sed  as a  m onochrom ato r in  th is  set-up . A  P T -360  (L eybold) p um ping  rig  is 
u sed  to  ev acu a ted  th e  m onochrom ato r to  p ressu res dow n to  10' 7 m bar. T h e  m onochrom ato r 
is equ ip p ed  w ith  a  1 2 0 0 g ro o v es/m m  spherica l concave, ir id iu m  coa ted  g ra ting  an d  covers 
the range  fro m  30  to  325 nm , h o w ev er th e  system  is  o p tim ised  to  opera te  in  th e  30 to  100 
n m  range. T he spec trom eter specifica tions are  sum m arised  in  tab le  3.6.
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V M - 5 2 1  S p e c if ic a t io n s  ( 1 2 0 0 g /m m  G r a t in g )
Operating range 
Focal length 
Dispersion 
Optical system 
Angle between Entrance and Exit ports 
Aperture ratio
30 nm to 325 nm 
1000 mm 
0.83 nm/mm 
Normal Incidence Concave Grating 
15 Degrees 
F/10.4 (tangential plane) 
F/17.5 (sagittal plane)
Table 3.6. Specifications o f the VM-521 Acton research monochromator
In  figure 3 .32 .w e show  a  ph o to g rap h  o f  th e  V M -521 m onochrom ator.
Figure 3.32. Photograph of the VM-521 monochromator incorporated in the imaging system 
3 .3 .4 .7  L ase r sy s tem  an d  synchron isa tion
F o u r d iffe ren t N d -Y A G  system s are  availab le  in  th e  “V U V  lab o ra to ry ” and  a re  u se d  either 
to  p roduce  th e  b ack lig h tin g  p la sm a  o r th e  sam ple  p lasm a. T h e  S pectron  SL -400 w as u sed  
during  th e  cou rse  o f  th is  w o rk  to  crea te  the ca lc iu m  o r b a riu m  p lasm a. I t  com prises an  
o sc illa to r stage  o n ly  an d  can  d e liver 300  m J  in  15 n s  a t a  rep e titio n  ra te  o f  10 H z. T h is  laser
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w as synch ron ised  to  a C ontinuum ™  Surelite  laser, w h ich  p roduced  th e  back ligh ting  plasm a. 
T he C on tinuum  la se r o pera tes at a  rep e titio n  ra te  o f  10 H z  delivering  800 m J in  10 ns.
T w o o ther lasers  w ere  p u rch ased  a  S pectron  SL -858G , com prising  an o sc illa to r and  
an  am plifier stage, d e livering  2J in  10 n s  a t a  repe tition  ra te  o f  10 H z. T h is lase r w as 
acqu ired  in  hope  o f  increasing  the  b ack lig h te r em ission , b u t w as n o t u sed  in  th is  w ork  due 
to  a  design  flaw . A s the  m a in  p a rt o f  th e  experim en t co n sis ted  o f  tim e reso lv ed  studies, a 
p ico seco n d  laser system  w as acq u ired  to  gain  b e tte r tim e  reso lu tion . T he EK SPLA ™  laser 
delivers 500 m J in  150 p s  a t a repetition  ra te  o f  10 H z. T h is lase r w as n o t u sed  in  the  
p resen t w o rk  b u t w ill be  u sed  in  th e  V U V  im ag in g  system  in  th e  future.
T he S pectron  S L -400 and  the  C on tinuum  lasers  w ere  synchron ised  u sing  tw o  
S tanford  D G  535 d e lay  g enera to rs co n tro lled  b y  th e  C C D  detector. T he first delay  
g enera to r w as se t as th e  tim e  re fe rence  To, and  u sed  to  trig g er the flash lam ps o f  bo th  lasers. 
A  T T L  pu lse  o f  10 m s w as connected  to  th e  con tinuum  la se r triggering  the  flash lam ps a t 10 
H z. A  second  ou tp u t consisting  o f  a  sim ilar T T L  p u lse  w a s  am plified  to  15 V  and  
co nnec ted  to  the  SL 400  laser. T h e  flash lam ps o f  b o th  lase rs  are  con tinuously  being  
trig g ered  at 10 H z fo llo w in g  the  recom m endation  o f  th e  respective  m anufacturers.
T he T 0 ou tp u t o f  th e  d elay  g en era to r w as u se d  to  trig g er th e  second  d elay  generato r 
ensuring  tim e  synch ron isa tion . T w o  ou tp u t p u lses w ere  d elayed  b y  180 m s, the  op tim um  
delay  b e tw een  the  la se r flash lam p  and  P ockels cell trigger, an d  connec ted  th e  respective  
P ockels  cells o f  th e  lasers. T he ou tp u t p u lse  co nnec ted  to  the  SL -400 P ockels cell trig g er 
had  to  be  am plified  to  15 V . A  v ariab le  de lay  w as in serted  betw een  the  tw o lasers, w ith  a 
j it te r  o f  ±  In s, p ro v id in g  tim e d elays be tw een  0 n s  (overlap p ed  pu lses) and  a  few  
m icroseconds. T hese  tw o  ou tpu ts w ere  connected  to  th e  lasers P ockels ce lls  v ia  an  “A N D ” 
gate  co n tro lled  by  th e  C C D  cam era. W hen  th e  C C D  cam era  exposure beg ins, a  pu lse  
re layed  b y  a  trig g er b o x  is  sen t to  the  “A N D ” gate, w h ich  is  th en  opened  fo r the  d u ra tion  o f  
th e  exposu re  tim e, p e rm ittin g  th e  P ockels ce lls  o f  the  lase rs  to  b e  triggered . B o th  lasers are 
then  firin g  at a  rep e titio n  ra te  o f  10 H z, an d  w h en  the  exposu re  tim e is term inated , the  gate 
c loses again  an d  the  lase rs  stop  firing . In  th is configura tion , the  n um ber o f  sho ts is 
de term ined  b y  th e  exposu re  tim e  set w ith  th e  C C D  cam era  softw are. A  tim ing  d iag ram  is 
show n in  figu re  3.33.
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Figure 3.33. Timing diagram of the laser system synchronisation
T h e ty p ica l exposu re  tim e  u sed  during  th is  w o rk  w as  1 s co rrespond ing  to  10 laser shots. 
T h e  ta rg e t (back ligh te r) w as m o v ed  to  a  fresh  su rface  every  50 shots. T he detec ted  flu x  on 
th e  C C D  cam era  in teg ra ted  over the a rea  o f  th e  V U V  beam , i.e., 4 m m 2 h as b een  p lo tted  as 
a  fu n c tio n  o f  th e  n u m b er o f  laser shots in  figu re  3.34.
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Figure 3.34. Stability of the detected flux over the area o f the VUV beam as a function o f the number o f  laser 
shots
I t is  c lear from  figu re  3 .34  th a t the  V U V  flux  detec ted  on  the  C C D  cam era is  constan t for 
th e  first 50 sho ts an d  th en  decreases m onoton ica lly . T h e  d a ta  acqu isition  p rocedure  w as 
ch o sen  acco rd ing ly  an d  5 series o f  10 shots w ere  u sed  fo r each  acqu isition  before  m ov ing  
to  a  fresh  ta rg e t surface.
3.3.5 Ray tracing
In  th is  sec tion  w e  w ill d erive  th e  p aram eters n ecessary  fo r th e  ray  trac ing  p h ase  o f  th is 
w ork , i.e., the  m onochrom ato r, an d  to ro idal m irro rs o p tica l param eters. W e p resen t the  
resu lts  o f  the  ra y  trac in g  code an d  com pare  w ith  d irec t experim en ta l m easurem ents. T he 
d e riva tion  o f  th e  d iffe ren t equa tions w ill n o t be  g iv en  here , as th ey  hav e  b een  derived  in 
sec tion  3.2.
3 .3.5.1 M o n o ch ro m ato r sim ula tion
T h e  m o n o ch ro m ato r u se d  in  th is experim en t w as a V M -5 2 1 A cton  R esearch  
m onochrom ato r, w ith  specifica tio n s show n in  tab le  3.6. T h e  m onochrom ato r param eters,
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i.e ., the  ang le  o f  in c id en ce  on  the  g ra ting , the  d iffrac ted  ang le  an d  the  position  o f  the 
p rim ary  and  seco n d a iy  foci w ere  ca lcu la ted  u s in g  the  sam e equations g iven  in  section  3.1. 
H ere  the  sub ten ted  ang le  be tw een  th e  en trance  an d  ex it p o rts  o f  the  m onochrom ato r is 15°.
a - p  = 15°
U sing  equations [3.4] an d  [3.7], th e  ang le  o f  in c id en ce  a  is  g iven  by:
mA
a  = 7.5° + arcsin
2 c?cos(7 .5 )
[3.19]
[3.20]
T he system  w as ray -traced  fo r fou r d iffe ren t w aveleng ths, 30 nm , 50 nm , 70 n m  an d  100 
nm , constitu ting  th e  w av elen g th  reg io n  o f  in terest fo r th is  w ork, a  an d  P w ere  calcu la ted  
fo r th ese  fou r d iffe ren t w av e len g th s  an d  the  re su lts  are sum m arised  in  tab le  3.7.
W a v e l e n g t h I n c i d e n c e  a n g l e  a d i f f r a c t e d  a n g l e  f t
30 nm 8.54° 6.46°
50 nm 9.23° 5.76°
70 nm 9.93° 5.07°
100 nm 10.97° 4.03°
Table 3.7. Calculated incident and diffracted angles fo r fou r wavelength settings 
T he p o sitio n  o f  th e  p rim ary  focus is  g iven  by:
r = R
co s2 (a )+ c o s 2 (/?)
, co s(c r)+ co s(/? ) /
[3.14]
In  a  s im ilar fash ion , th e  p o sitio n  o f  the secondary  focus r ’ (spatia l focus) is g iv en  by  the  
fo llow ing  equation :
T h e va lu es o f  r  an d  r ’ ca lcu la ted  at 30  nm , 50 nm , 70  nm , and  100 nm , are show n in  tab le
3.8.
Wavelength horizontal focus r vertical focus r '
30 n m 986 .72  m m 1 0 2 2 . 2 1  m m
50 nm 986.45  m m 1023.11 m m
70 n m 986 .02  m m 1024.50 m m
1 0 0  n m 985 .14  m m 1027.48 m m
Table 3.8. Position o f the horizontal and vertical focus o f the VM-521 Acton Research 
monochromator fo r different wavelengths (the positions are measuredfrom the center o f 
the grating)
3 .3 .5 .2  C om pu ted  m irro r param eters
T he param eters  o f  th e  tw o  to ro idal m irro rs  w ere  ca lcu la ted  u sing  the  classical optical 
geom etric  equations [3.9], [3.10]:
1  1 2
— + — = ----------—— in the  T angen tia l p lane
p  q Rvos(a)
1 1 2 c o s (e n
— +  — = -------- ^ m  the Sag itta l p lane
P q P
w ith  p  and  q  b e ing  re sp ec tiv e ly  th e  o b jec t to  m irro r d istance  and  the  im age to  m irro r 
d istance . R  is th e  rad iu s o f  cu rv a tu re  in  th e  tangen tia l p lan e  an d  p is  th e  rad iu s o f  curvature  
in  the  sag ittal p lane, a  is  the  ang le  o f  inc idence  and  is  se t a t 85°. T he tangen tia l lies  norm al 
to  the p lan e  defin ed  b y  th e  v e rtica l slits  an d  the  sag itta l p lan e  is p ara lle l to  it, i.e., 
p e rp en d icu la r to  the  tan g en tia l p lane . T h e  entrance m irro r opera tes in  the  R ow land  circle 
cond ition , p  an d  q  w ere  ch o sen  to  b e  400  m m  each  so th a t the  rad iu s  o f  cu rvatu re  in  the  
tang en tia l p lan e  is c a lcu la ted  to  b e  4590  m m .
In  the  sag itta l p lan e  w e  still h av e  p  =  q  =  400 m m  an d  th e  rad iu s  o f  cu rvatu re  is 
ca lcu la ted  to  be  34 .9  m m . T h e  ex it m irro r is lo ca ted  at 400  m m  from  the ex it slit and  is
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desig n ed  to  p ro d u ce  a para lle l beam . H ence, th e  value o f  q  w as set to  in fin ity , i.e., — =  0 in
<7
bo th  p lanes.
T he rad ii o f  cu rvatu re  w ere  ca lcu la ted  to  be  R  =  9180  m m  in  th e  tangen tia l p lan e  and 
p =  69 .7  m m  in  the  sag itta l p lane. T h is va lu e  w as  op tim ised  to  63.5 m m  usin g  d ifferen t ray  
trac ing  sim ulations. A  sum m ary  o f  the  v a lu es  n eed ed  fo r th e  ray  trac ing  ph ase  is 
sum m arised  in  tab le  3.9.
Entrance mirror
Shape T oroidal
Incidence  ang le 85 degrees
E ntrance  arm 400  m m
E x it arm 400 m m
T angen tia l rad ius 4590  m m
Sagittal rad ius 34 .9  m m
M irro r size 60 m m  x 2 0  m m
A ngle o f  accep tance 1 0  m rad  x 1 0  m rad
Exit mirror
Shape T oroidal
Incidence  ang le 85 degrees
E ntrance  arm 400  m m
T angen tia l rad iu s 9180 m m
Sagittal rad ius 63.5 m m
M irro r size 60 m m  x 2 0  m m
Table 3.9. Computed parameters o f the entrance mirror, the exit m irror and the 
monochromator used in the ray tracing simulations
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3.3.5.3 Aberrations and mirror reflectivity
T h e  n u m erica l apertu re  o f  th e  system  is f/100  x f7100, w h ile  the an g le  o f  inc idence  on the 
en tran ce  an d  ex it m irro rs w as set a t 85° to  m ax im ise  the  re flec tiv ity  o f  each  m irror. T he ray  
trac in g  code w as u se d  to  m o n ito r any  ab erra tion  on  the  en trance  s lit o f  the  m onochrom ator 
th a t w o u ld  resu lt in  flu x  loss. T h e  s im u la tion  w as ru n  fo r a  p o in t like  source at a  
w av e len g th  o f  50 n m  and  fo r an  ang le  o f  inc idence  o f  85° and  a  n u m b er o f  d ifferen t angles 
o f  accep tance . T h e  resu lts  a re  show n in  figure  3.35.
■0.02 -0.01 0.00 0.01 0.02 -0-2 -0.1 o!o 0.1 0.2 i s  00  o's
mm mm mm
Mirror at 85° incidence Mirror at 85° incidence Mirror at 85° incidence
and aperture of f/100 * f/100 and aperture of f/50 * f/50 and aperture of f/25 * f/25
Figure 3.35. Predicted vacuum ultraviolet ‘footprints’ of the laser plasma source on a plane located at the 
entrance slit of the 1 meter normal incidence monochromator for different angles of acceptance
W e c learly  see from  figu re  3 .35 th a t a t an ang le  o f  85° inc idence , th e  aberrations are 
la rg e r th a n  100 p m  fo r an accep tance  ang le  o f  20  x 20 m rad  (1750) an d  m ore  than  1 m m  for 
an  accep tance  ang le  o f 40  x 40  m ra d  (f/25). F o r an  apertu re  o f  10 x 10 m rad  (f'lOO), the  
size  o f  th e  im ag e  o f  a  p o in t source  is  less th an  40 pm , ind ica tin g  no  loss o f  lig h t flu x  a t the 
en tran ce  slit o f  th e  m onochrom ato r. W e n o te  th a t increasing  th e  num erica l aperture  a t a 
g raz ing  inc idence  ang le  resu lts  in  im p o rtan t aberrations. A s a  consequence , th e  gain  in  flux 
due  to  the  la rg e r apertu re  is can ce lled  out b y  th e  lig h t lo st a t th e  en trance  s lit o f  the  
m onochrom ato r.
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B o th  to ro id a l m irro rs w ere  co a ted  w ith  g o ld  on  a  sub-layer o f  chrom ium . The 
re flec tiv ity  o f  a  g o ld -coa ted  su rface  is  p lo tted  in  figure 3 .36  fo r d iffe ren t angles o f  
in c id en ce  and  w aveleng ths b e tw een  30 n m  an d  110 nm .
Figure 3.36. Reflectivity of a gold coated surface as a function of the angle of incidence for wavelengths 
between 30 nm and 110 nm
T h e reflec tiv ity  o f  the  g o ld  m irro r is in c reased  b y  a  fac to r o f  tw o  w h en  the  angle  o f  
in c id en ce  is  in creased  from  70° to  85°. E ven  i f  aberra tions are la rg e r fo r g razing  incidence 
angles, it tu rns out th a t th e  co n fig u ra tio n  here, com bin ing  an ang le  o f  inc idence  o f  85° and 
an  num erica l apertu re  o f  f/ 1 0 0  x (7100, is  the  op tim um  to  ensure  m in im u m  flux  loss.
3.3.6 System performances
3.3.6.1 Spectral reso lu tion
T h e  spectral re so lu tion  o f  th e  system  w as  first de term ined  using  th e  ray  trac ing  p rogram  
an d  co m p ared  w ith  experim ental m easu rem en ts. T he spectral re so lu tio n  w as com puted  for 
d iffe ren t en trance an d  e x it s lit com binations, a t 30 nm , 50 nm , 70  n m  an d  100 nm . T he first 
ca lcu la tio n s w ere  p e rfo rm ed  w ith  50 jam en trance and  ex it s lit w id ths. Subsequently  
ca lcu la tions w ere  p erfo rm ed  w ith  en tran ce /ex it slit w id ths o f  100 \xml 100 (im an d  140 (im 
/1 4 0  (im . A  particu la r co m b in a tio n  w as  te s ted  to  m on ito r th e  in flu en ce  o f  th e  ex it slit w id th
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on th e  spectra l reso lu tion : th e  ex it slit w id th  w as  set at 1 0 0  (am w h ile  the  en trance  slit w id th  
w as  50 (am.
U sing  the ray  trac ing  code, once th e  s lit w id ths have  b een  set, the  num ber o f  rays 
ex iting  th e  m onochrom ato r at a  p a rticu la r w aveleng th  (30nm , 50 nm , 70 nm , 100 nm ) w ere 
reco rd ed  an d  tak en  as a  reference. T he w av elen g th  w as th en  in c reased  in  sm all 8  A. steps 
(here  0 .02 nm ) u n til 50%  o f  the  in itia l f lu x  w as lost. T he correspond ing  w aveleng th  in terval 
is  w ritten  as AXi. T he sam e w av e len g th  scan  is rep ea ted  w h en  d ecreasing  th e  w aveleng th  
an d  the  second  in terval is w ritten  as AA,2.
T h e  reso lv in g  p o w er is  then  g iven  by:
R = - [3.15]
T h e  resu lts  are  show n in  figu re  3.37.
Figure 3.37. Computed resolving power for different entrance and exit slit width combinations
T h e m ost s ign ifican t fea tu re  in  figure 3 .37  is  the  com parison  b e tw een  the 
con figu ra tions show ing  an  en trance  an d  ex it s lit se t a t 50 (am and  an  en trance  slit w id th  o f  
50 (am w ith  the ex it s lit w as o p en ed  to  100 (am. T he tw o curves describ ing  the reso lv ing  
p o w er are  nearly  iden tical, in d ica tin g  th a t th e  reso lv ing  pow er is  m ain ly  determ ined  b y  the 
w id th  o f  th e  en trance  slit o f  th e  m onochrom ato r. T hus, it is  possib le  to  increase  the  ex it slit 
w id th  to  100 (am an d  g a in  ou tp u t flu x  w ith o u t altering  the spectral reso lu tion . W ith a  50 jam
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en trance  slit w idth , the reso lv ing  p o w er is  -1 0 0 0  at a  w aveleng th  o f  50 nm , and  m ore than  
2000  at 100 nm . T h e  system  b e in g  op tim ised  to  opera te  w ith  50 |im  en trance  and  ex it slit, 
th is  co n figu ra tion  w ill be  u sed  w h en  p o ss ib le  to  ach ieve h ig h  spectra l reso lu tion . H ow ever, 
consid erin g  the  w id th  o f  the transition  u n d e r study  in  this w o rk  and  the availab le  flux, all 
resu lts  w ere  ob ta in ed  using  an  en trance  an d  ex it s lit w id th  o f  1 0 0  |am.
T h ese  com pu ted  resu lts  w ere  ch eck ed  experim en ta lly  u sing  absorp tion  
spectroscopy . W e m easu red  the H e  Is2- I s  2p abso rp tion  resonance  at 58.43 nm . The 
H eliu m  p ressu re  (P ) in  the  ta rg e t ch am b er w as h e ld  in  the  range  o f  0 .17  m b ar <  P  <  0 .19 
m b ar an d  th e  absorb ing  co lum n len g th  (L ) w as ~  900 m m . T he experim en ta l p rocedure  w as 
as fo llow s. T he p ixe ls  on  the C C D  cam era  w ere  b in n ed  64 x  64 resu ltin g  in  p ixels  o f  size 
0 .832  m m  x  0 .832  m m  to  m ax im ise  th e  d e tec ted  flux. D u e  to  the  large  area o f  the  
“ su p erp ix e ls”, sing le  shot d a ta  acqu is itio n  w as  possib le , thus p reven ting  the  fo rm ation  o f  
cra ters o n  the ta rg e t surface an d  g iv ing  u s  b etter s tab ility  o n  the ou tp u t flux. A  set o f  im ages 
w ere  tak en  scann ing  the  w av eleng th  fro m  58.2 n m  to 58.50 n m  in 0 .02 n m  steps. F our 
“ sup erp ix e ls” w ere  iso la ted  on  every  im ag e  an d  th e  num ber o f  coun ts p e r p ixel w ere  added  
fo r every  w aveleng th . T he resu lts  a re  p lo tted  in  figu re  3.38 for m a tch ed  en trance  and  exit 
slits w id th s  o f  50 |am and  100 (am each. T h e  spectra l re so lu tion  is ex trac ted  from  each 
cu rve  b y  m easu rin g  th e ir  fu ll w id th  a t h a l f  m axim um .
(A) (B)
Wavelength (nm) Wavelength (nm)
F ig u r e  3 .3 8 . M e a s u re d  s p e c t ra l r e s o lu t io n  u s in g  th e  H e  ls 2  -  l s 2 p  re s o n a n c e  l in e  a t  5 8 .4 3  n m , w i t h  ( A )  5 0 ^ m
/  5 0 f j,m  e n t r a n c e /e x it  s l i t  a n d  ( B )  1 ()0 f.im  /  1 0 0 jj.n i e n t r a n c e /e x it  s l i t
For an  en trance  and  ex it slit o f  100 (am, th e  b es t fit to  th e  da ta  is  a  G aussian  fit o f  
w id th  0.085 n m  (F W H M ). T he da ta  are  b e s t fitted  w ith  a  G aussian  curve  o f  w id th  0 .04 nm  
(F W H M ) w h en  opera tin g  w ith  an  en trance  and ex it s lit o f  50 ^m . T hese  experim ental 
v a lu es  co rresp o n d  to  reso lv in g  pow ers o f  687  (±  80) and  1460 (±  7 0 )  at 58.43 in n  and  
com pare  w ell w ith  ray  trac ing  w h ich  p red ic ts  reso lv in g  p o w ers  o f  660 and  1 2 0 0  
re sp ec tiv e ly  a t 58 .43 nm .
3 .3 .6 .2  S patia l re so lu tio n
T h e  spatia l re so lu tio n  in  the  h o rizon ta l an d  v ertica l p lan e  has been  m easu red  usin g  the sam e 
p ro ced u re  as fo r th e  firs t op tical system . B rie fly  a  k n ife -ed g e  w as  in se rted  in to  the  path  o f  
th e  V U V  b eam  in  b o th  the  tangen tia l and  sag itta l p lanes. B y  iso la ting  a  ro w  (o r co lum n for 
th e  vertica l re so lu tion ) on  th e  2 d im ensional im age, w e  ob tain  th e  edge trace. B y  
d iffe ren tia ting  the  la tte r w e ob ta in  th en  th e  line  sp read  function , and  th e  fu ll w idth a t h a lf  
m ax im u m  o f  the  b es t fitted  cu rve  w ill g iv e  th e  spatia l reso lu tion  o f  th e  system . T he edge 
trace  and  th e  co rresp o n d in g  line  sp read  fu nc tion  in  the  ho rizon ta l p lan e  are  p lo tted  in  figure 
3.39. T h e  signal is  v e iy  n o isy  an d  even  m o re  so w h en  d ifferen tia ting  the  edge trace, hence 
w e  on ly  p lo tted  th e  re lev an t p a rt o f  th e  g rap h  to  o b ta in  a  m ore  accura te  fit. T h e  p ix e ls  w ere 
b in n ed  4 x  4 fo r these  m easu rem en ts b ecau se  o f  flu x  lim ita tions g iv ing  an  effec tive  p ixel 
size  (superp ixel) o f  52 jam.
Superpixel
99
Suparplxel
Figure 3.39. Determination o f  the horizontal spatial resolution, with (A) the edge trace and (B) the derived 
line spread function
H ere, th e  b e s t f it  is  a  G aussian  curve  o f  w id th  120 |xm ±  10 (am co rrespond ing  to  th e  spatial 
reso lu tio n  o f  th e  sy stem  w ith  a n  en trance  an d  ex it s lit o f  100 (xm. In  th e  vertica l p lan e  the  
spatia l re so lu tio n  is  ca lcu la ted  fo llow ing  th e  sam e p ro ced u re  an d  th e  resu lts  are  show n in  
figu re  3 .40 .
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Figure 3,40. Determination of the vertical spatial resolution, with (A) the edge trace and (B) the derived line 
spread function
H ere  again , the  line  sp read  fu nc tion  is b e s t fitted  b y  a  G aussian  function  o f  fu ll w id th  at 
h a l f  m ax im u m  o f  160 jxm ± 1 5  fim  co rrespond ing  to  th e  vertica l spatial re so lu tio n  o f  the  
system . T h is va lu e  is  in d ep en d en t o f  th e  size  o f  th e  en trance  and  ex it slit w id th  since the 
reso lu tio n  in  the  v e rtica l p lane  is  m ain ly  de te rm in ed  by  the size o f  th e  V U V  source.
T o  u n d erstan d  th e  v a ria tio n  o f  th e  h o rizon ta l spatial reso lu tion  w ith  th e  w id th  o f  the 
ex it s lit w e  u se d  ray -trac in g  sim ulations. A  p in h o le  w as lo ca ted  at th e  sam ple p lasm a 
p o sitio n  an d  its im age w as reco rd ed  in  a  p lan e  lo ca ted  at the  C C D  cam era  position . T he 
ca lcu la tions h av e  b e e n  rep ea ted  a t 9 d iffe ren t po in ts  covering  the  spatia l ex ten t o f  the  V U V  
beam  in  the C C D  cam era  p lan e  an d  the resu lts  w ere  co n stan t w ith in  the area. T hree 
d iffe ren t en tran ce  an d  ex it slit w id th s  w ere  used, i.e ., 50 |im /5 0  jim , 100 (im /100 (am and  
140 p m /140  |j.m. T h e  resu lts  are sum m arised  in  tab le  3 .10.
Slits width Horizontal resolution Vertical resolution
50 n m 65 jxm 180 jim
100 nm 130 |xm 180 (jm
140 (xm 170 |xm 180 |jm
Table 3.10. Computed spatial resolution in the horizontal and vertical plane using the ray 
tracing code
101
W e see th a t fo r  an  en trance  and  ex it s lit o f  100 |am, th e  values ob ta in ed  u sin g  the 
ray  trac ing  p ro g ram  agree w e ll w ith  the exp erim en ta l m easurem ents. In  th is  w ork , due  to  
the  low  V U V  flux  in  the  m onochrom atic  beam , the experim en ts w ere p erfo rm ed  using  an  
en trance  and  ex it slit w id th  o f  100 pm , re su ltin g  in  a h o rizon ta l re so lu tion  o f  130 (im and  a 
vertica l reso lu tio n  o f  180 pm .
3 .3 .6 .3 F o o tp rin t and  co llim ation
T h e  V U V  beam  ex iting  the  m o n o ch ro m ato r is  a quasi m onochrom atic  beam  w ith  a 
bandw id th  d e fin ed  b y  th e  w id th  o f  the  ex it slit. T h is b e a m  is co llim ated  b y  the  ex it arm  
to ro id a l m irro r p ro d u c in g  a  p a ra lle l b eam  o f  cross sec tion  4 m m  x 4 m m . T he foo tp rin t o f  
th e  b eam  can  be  m o n ito red  at any  d istance  from  th e  m irro r u sin g  the  ray  tracing  code and  
th e  b eam  d iv erg en ce  can  th u s  b e  estim ated.
T he fo o tp rin t o f  the  p ro b e  b eam  has b een  ca lcu la ted  fo r th ree d iffe ren t w aveleng ths 
(30  nm , 50 nm , 100 n m ) and a t tw o  d istances from  th e  ex it m irror, i.e., 550 m m  and  1050 
m m .
T he resu lts  are  show n  in  figu re  3.41.
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F ig u r e  3 .4 1 . C a lc u la te d  f o o t p r in t  u s in g  th e  r a y  t r a c in g  c o d e  f o r  d i f f e r e n t  w a v e le n g th s  a t ( A )  5 5 0  m m  a n d  ( B )
1 0 5 0  m m  f r o m  th e  e x i t  m i r r o r
T hese  resu lts  h av e  been  ob ta ined  using  a e llip tica l source  o f  140 j-im x 100 jam in 
th e  ray  trac ing  s im u la tions w ith  an  en trance  an d  ex it slit w id th  o f  50 (j.m on the 
m onochrom ator. T h e  ca lcu la ted  size o f  th e  V U V  b eam  is  (at 550 m m  from  th e  ex it m irror)
4.3 m m  x 4 .0 m m  a t 30 nm , 4 .2  m m  x 4 .2  m m  at 50 n m  an d  4 .2  m m  x 4 .0  m m  at 100 run. 
A t 1050 m m  from  th e  ex it slit th e  sim ula tion  g ives s im ila r foo tp rin ts o f  4 .2  m m  x 4 .2 m m  
a t 30 nm , 4.1 m m  x 4 .2  m m  a t 50 n m  an d  4 .2  m m  x 4.3 m m  at 100 nm . T h e  re la tive ly  sm all 
n u m b er o f  ray s  (2000  a t th e  v iew in g  positio n ) sp read  over ~  4 m m  x 4 m m  m akes th e  error 
o n  th e  m easu rem en t o f  th e  foo tp rin t very  large and  to  ca lcu la te  the beam  d ivergence  w ith  
these  data  w ould  not co n stitu te  a  re liab le  resu lt. T hus, the  d ivergence  o f  the V U V  beam  
w ill b e  ex trac ted  fro m  th e  m easu red  fo o tp rin t show n in  figu re  3.42. T o  m easu re  the  
fo o tp rin t o f  th e  V U V  beam , th e  C C D  d etec to r h as  b een  p laced  at the  sam e positions, i.e., 
550 m m  and  1050 m m , an d  th e  fu ll w id th  a t h a l f  m ax im u m  o f  th e  foo tp rin t is  ca lcu la ted  at 
each  position .
(A) (B)
4.21 nun 4.41mm
Figure 3.42. Measured footprint of the VUV beam for different wavelengths at (A) 550 mm and (B) 1050 mm
from the exit mirror
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T he im ages are  p lo tted  on th e  sam e co lou r scale, w h ich  show s th e  d ifference  in  
in tensity  w ith  re sp ec t to  th e  w aveleng th . T he size o f  th e  V U V  b eam  agrees w ell w ith  the 
ray  tracing  p red ic tions an d  b y  tak ing  the average  size  (F W H M ) o f  th e  b eam  at 550 m m  and  
1050 m m  w e can  determ ine  a d iv erg en ce  o f  0.3 m rad  ±  0.01 m rad  in  th e  horizon tal p lane  
and  0 .25 m rad  ±  0.01 m ra d  in  th e  vertica l p lane.
3.4 Summary
T h e tw o  o p tica l set-ups u sed  in  th is w o rk  h av e  been  d esc rib ed  an d  th e ir ind iv idual 
perfo rm ances have  b een  characterised . T he first sy stem  o r p ro to ty p e  system  u sed  a 
d iverg ing  b eam  o f  d ivergence  30 m rad  in  th e  h o rizon ta l p lan e  and  14 m rad  in  the  vertical 
p lane . T he flu x  loss at th e  en trance  slit o f  th e  m onochrom ato r w as estim ated  to  b e  ~  70 %  
an d  constitu ted  one o f  th e  m a in  concerns fo r fu tu re  d ev e lopm en t o f  th e  techn ique. T he 
spectra l reso lu tio n  w as poor, reach in g  values from  30 a t 30 n m  to 100 at 100 nm . T h is w as 
th e  re su lt o f  the  u se  o f  a  w ide  en trance  slit w id th  to  com pensate  fo r the  flux  loss. T he 
spatial re so lu tion  h ad  a  v a lu e  o f  360  (am in  the  h o rizo n ta l p lan e  and  o f 420 (am in  the 
v e rtica l p lane.
The system  d es ig n ed  an d  im p lem en ted  in  the  D C U  labo ra to ry  w as an  answ er to 
th e se  p rob lem s and  lim ita tions. T o  facilita te  the  da ta  analysis an d  b e  in  ag reem en t w ith  the  
cond itions to  derive  the  equa tion  o f  rad ia tiv e  transfer, w e  dec id ed  to  u se  a co llim ated  beam  
o f  cross sec tion  4 m m  x  4  m m  as a  p robe  beam . T h e  p ro b lem  o f  th e  loss o f  lig h t flux  at the  
en trance  slit o f  the  m o n o ch ro m ato r w as so lved  by  rep lac in g  the  spherical m irro r by  a 
to ro idal m irror, th e reb y  e lim ina ting  m o st o f  th e  losses. T he perfo rm ance  o f  the  system  w as 
considerab ly  im proved . In  o u r m o d e  o f  operation , i.e., w ith  en trance  and  ex it slit w id th s  o f  
100 pm , th e  spectra l re so lu tio n  h as  values ran g in g  from  400 a t 30 n m to  1200 at 100 nm . 
F inally , the  spatia l re so lu tio n  h as  been  im proved  to  130 (.im in  th e  ho rizon ta l p lane  an d  to  
180 p m  in  th e  vertical p lane .
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C h a p t e r  4
Results and analysis
4 Overview
In  th is  chap ter w e b eg in  b y  rev iew in g  th e  w o rk  to  date on  th e  pho to ion isa tion  o f  atom ic and  
io n ic  ca lc ium  and  b a riu m  in  th e  V U V . W e p re sen t th en  th e  re su lts  ob ta ined  using  bo th  the 
p ro to ty p e  system  a t th e  R u th e rfo rd  A p p le ton  L abora to ry  an d  the  resu lts ob ta in ed  using  the 
system  b u ilt in  the  D C U  labora to ry . W e presen t, in  turn, tim e  and  space reso lved  
p ho to io in isa tio n  stud ies u sing  th e  3 p -3 d  resonance  o f  n eu tra l calcium , C a+, C a2+ and  o f  the  
5p  -  6 d resonance  o f  B a+ ions. T h e  final re su lts  are  ex trac ted  fro m  the  im ages reco rded  
w ith  the  D C U  system  w h ere  th e  spatia l reso lu tion , th e  spectra l reso lu tion  and  the  signal to  
n o ise  ra tio  h av e  b een  im p ro v ed  substan tia lly . W e d em onstra te  h o w  to  ex trac t co lum n 
den sity  v alues from  m ap s o f  eq u iva len t w id th  reco rded  d irec tly  from  the  experim ents for 
C a+ and  B a+ species fo r  w h ich  th e  ab so lu te  cro ss sec tions h av e  b een  m easu red  a t th e  
D aresb u ry  (U K ) synch ro tro n  (L yon  et al. 1986, 1987). A  d iscussion  on  the  p lasm a 
expansion  dynam ics is  in c lu d ed  in  th is  chap ter w h ere  experim en ta l va lu es  a re  com pared  
w ith  p red ic tio n s o b ta in ed  u s in g  the  S ingh  an d  N aray an  (1990) expansion  m odel. H ere  w e  
re s tr ic t ourse lves to  the  de te rm in a tio n  o f  the  p lasm a atom ic  species expansion  velocity  
on ly , w h ich  can  be  ex trac ted  d irec tly  from  th e  p h o to ab so rp tio n  im ages.
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C a l c i u m  s t u d i e s
F or th e  la s t tw o  decades, calcium , an d  esp ec ia lly  th e  3p reg io n  o f  the  spectrum  h as been  the 
sub jec t o f  num erous stud ies b o th  th eo re tica l and  experim enta l. M ansfie ld  (1977) carried  out 
an  ex tensive  pho toab so rp tio n  study  o f  n eu tra l ca lc ium  in  the w av eleng th  range betw een  30 
and  80 n m  w ith  a  p a rticu la r em phasis  on  th e  3p - 3 d  transitions. H is study  revea led  a  very  
r ich  sp ec tru m  dom in a ted  b y  a  v e ry  strong  absorp tion  fea tu re  a t 39 .48 nm , and  at the  sam e 
tim e, he  p ro p o sed  a n o n -re la tiv is tic  th eo re tica l app ro ach  as an  exp lanation  to  the 
com plex ity  o f  th is  spectrum . In  a  s itua tion  w h ere  th e  4s2 subshell rem ains unaffected , one 
o f  the m o s t p ro b ab le  tran sitio n s is the  fo llow ing:
3 p 6 4s2 ( lS )->  3 p 5 4 s2 n d  (*P)
L o o k in g  a t the  p o ten tia l cu rves fo r “n d ” e lec trons in  figure  4.1, one no tices  th a t fo r n  =  3 
the  p o ten tia l w ell is d eep er th an  fo r n  =  4  to  6  w here  it rem ain s iden tical. A s a  consequence, 
since  th e  3p  orb ita l is  co n fin ed  to  a  reg io n  close  to  th e  n u c leu s  (r <  2  a.u .) a considerab le  
overlap  b e tw een  th e  3p  an d  3 d  w av efu n c tio n s is o b serv ed  lead ing  to  a  substan tia l increase 
in  the  o sc illa to r streng th  o f  th e  3p  -  3 d  transition .
4.1.1 Introduction: Photoionisation of calcium and calcium ions
Figure 4.1. Effective potential V(r) and wavefunctions P(r) fornd electrons in calcium 3p54s2nd 
configurations (from Mansfield 1977)
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C alcu la tions on  th e  p h o to io n isa tio n  cross sec tion  o f  ca lc iu m  by  A ltu n  (1983, 1985) 
w ith  excita tion  to  the  3 d  level co n firm ed  th e  ex istence  o f  th e  3p - 3 d  “g ian t reso n an ce” near 
39  nm . F u rther re la tiv is tic  stud ies b y  C onnerade  (1992) co n firm ed  tha t strong configuration  
m ix in g  w ith in  th e  inner shell ex c ited  sta tes ra ther th an  sp in  o rb it sp litting  w as the  o rig in  o f  
the  com plex ity  o f  the  ca lc ium  spectrum  in  the  3p  -  3d  ex cita tion  region.
E xperim en ta lly , the  3p  -  3 d  tran sitio n s in  n eu tra l calcium , C a+ and  C a2r h av e  been  
in v estig a ted  using  a  w id e  ran g e  o f  techn iques. Sato et al. (1985 ) u sed  a  tim e  o f  fligh t m ass 
spectrom eter, and  synch ro tro n  rad ia tio n  as a  lig h t source, to  study  sing le  and  double 
p h o to io n isa tio n  o f  a tom ic ca lc iu m  in  th e  35 to  42 n m  range  show ing  g o o d  agreem ent w ith  
th e  re su lts  o f  M an sfie ld  (1977). B izau  et al. (1987) perfo rm ed  pho to e lec tro n  spectroscopy 
an d  u ncovered  a  w ea lth  o f  co m p lex  ion isa tio n  th resho lds in  C aT correspond ing  to  shake up 
p ro cesses  such  as:
C a  (4s2) +  h v  ->  C a+ (4s) +  e 
->  C a+ (3d) +  e‘
U ed a  et a l (1993) subsequen tly  p erfo rm ed  ang le  re so lv ed  pho to -e lec tron  
spec tro scopy  to  de te rm ine  th e  partia l pho to io n isa tio n  c ross-sec tion  o f  ca lcium  
co rrespond ing  to  io n isa tio n  o f  th e  d iffe ren t subshells (3p, 4 s  . . . ) .  F inally , V an  K am pen  et 
al. (1995) u sed  th e  D ual L ase r P lasm a tech n iq u e  to  reco rd  th e  absorp tion  spectrum  o f  C a2+ 
be tw een  22 n m  an d  49  nm .
W e w ill co ncen tra te  o u r a tten tion  on  tw o  pa rticu la r experim en ts, w h ich  have  led  to 
th e  m easu rem en t o f  the  ab so lu te  cross sec tion  o f  the  C a+ ions an d  espec ia lly  the 3p  -  3 d  
reso n an ce  at 37 .34  nm , w h ich  is  s tud ied  in  th is  w ork.
L yo n  et al. (1987) m easu red  the  abso lu te  pho to io n isa tio n  cross section  o f  C a+, by  
m erg ing  a  V U V  synch ro tron  rad ia tio n  beam , w ith  w av e len g th  ran g in g  from  28.2 n m  to  
49 .8  nm , w ith  a  b eam  o f  g ro u n d  sta te  C a+ ions. A  schem atic  o f  th e  experim en ta l apparatus 
is  show n in  figure  4 .2 .
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Figure 4.2. Experimental set-up, where L is a rotating chopper wheel, S is the Ca+ ion source, DP is a 
differential pumping tank, Ml is the first deviating magnet, C is a pair of slits, I is a biased cylinder, M2 is the 
second deviating magnet, PD is a photodiode. Cl is a faraday cup, E is an electrostatic analyser, and D is a 
Johnston multiplier (from Lyon etal. 1987)
T he experim ents p e rfo rm ed  a t th e  D aresbu ry  L abora to ry  (U K ) w ere  the  first ever 
m easu rem en ts  o f  the  abso lu te  p h o to io n isa tio n  cross-sec tion  fo r an ion  and  a  real 
experim en ta l to u r de force. T he C a+ io n  b eam  p ro d u ced  in  the  su rface ion isation  source S 
w as  firs t m ass  analysed  using  th e  m ag n e t M l and th en  co llim ated  to  form  a 2 m m  x 3 m m  
cross sec tion  beam . I t w as th en  m erg ed  w ith  a  m onochrom atic  b eam  o f  synchro tron  
rad ia tio n  w h o se  w av eleng th  w as se lec ted  u sing  a 5 m e te r no rm al inc idence  M e P herson  
m onochrom ato r. T h e  C a+ ions w ere  th en  co llec ted  in  a F arad ay  cup  w hereas the C a2+ ions, 
fo llow ing  a  second  deflec tio n  b y  the  m agnet M 2 an d  an e lec tro sta tic  analyser w ere  detec ted  
in d iv id u a lly  b y  a  ca lib ra ted  Jo h n sto n  m ultip lier.
T he abso lu te  p h o to io n isa tio n  cross section  o f  C a+ w as m easu red  from  28 .2  n m  to
49 .2  nm . W e show  in  figu re  4 .3 , th e  abso lu te  cross sec tion  a ro u n d  the 3p  - 3 d  resonance  at
37 .34  nm , w h ich  w e u se d  in  th is  w o rk  to  de tec t and  fo llow  th e  evo lu tion  o f  C a+ species in  
an  expand ing  ca lc iu m  p la sm a  p lum e.
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Figure 4.3. Absolute cross section of the Ca+ 3p -  3d resonance centred at 33.19 eV (37.34 nm)
(from Lyon et al. 1987)
In  a  second  p io n eerin g  experim ent, B izau  et al. (1991) m easu red  the  first ever 
p h o to e lec tro n  spectrum  o f  an  ion . A  schem atic  o f  th e  experim en ta l set-up  is  show n o f  
fig u re  4.4 .
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Figure 4.4. Experimental set-up used by Bizau etal. (1991)
A  b eam  o f  C a+ ions w as fo rm ed  in  the  io n  source and  fu rther fo cu sed  in to  the 
cy lind rica l m irro r e lec tron  analyser. M onochrom atic  lig h t em anating  from  th e  SU 6  
undu la to r beam lin e  a t Super A C O  w as also, in  turn, focused  in to  the  cy lindrica l m irror 
e lec tron  ana lyser and  the  elec trons em itted  w ere  analysed  a t an ang le  c lose  to  the  m agic 
ang le  u sin g  h igh -coun ting -ra te  channeltrons. T h e  resu lts  w ere  in  g o o d  ag reem en t w ith  the 
p rev io u sly  p u b lish ed  resu lts  o f  L y o n  et al. (1987). T he C a+ 3p - 3 d  resonance  appears at
37 .34  rnn  (peak) and  is show n in  fig u re  4.5.
Figure 4 5, Photoelectron spectra measured using a Ca+ ion beam with 33.2 eV photons
W e h av e  chosen  ca lc iu m  as a  firs t a tom ic  an d  ion ic  cand idate  to  dem onstra te  the 
feasib ility  o f  the V U V  p h o to ab so rp tio n  im ag ing  techn ique m ain ly  because  o f  the large 
v a lu e  o f  th e  V U V  ph o to io n isa tio n  cross-sec tion . A s w e  are dealing  w ith  a resonant 
ph o to io n isa tio n  p rocess, th e  c ross sec tion  va lu es  are  increased  due  to  th e  p resence  o f  
in te rm ed ia te  au to ion iz ing  states. In  particu lar, w e focused  our a tten tion  on  the 3p - 3 d  
transitions in  n eu tra l calcium , C a+ and  C a2+ at resp ec tiv e ly  39 .48  nm , 37.43 n m  and  35.73 
nm . T he p h o to io in isa tio n  p rocesses stud ied  can  be  w ritten  as:
1 1 0
C a (3 p 6 4 s2 !S) +  h v  ->  Ca* (3p 5 4 s2 3d  *P) ->  C a+ (3p 6 4 s  2S) + e
C a+ (3p 6 4 s 2S) +  h v  ->  C a+* (3 p 5 4 s  3d  2P ) C a2+ (3p 6 !S) +  e '
F o r the  case o f  C a2+, w e are faced  w ith  a  re so n an t pho to ex c ita tio n  p ro cess  only , w h ich  can 
be  w ritten  as:
C a2+ (3p 6 *S) +  h v absorbed-> C a2+* (3p 5 3 d  'P )  ->  C a2+ (3p6 *S) +  h v emitted
In th is  case  w e  w o u ld  h av e  to  deal w ith  the  m ore  gen era l fo rm  o f  the  rad ia tive  
tran sfe r equation  (i.e ., inc lu d in g  stim u la ted  an d  spon taneous em ission  processes). This 
p o in t illu stra tes th e  m ain  m o tiv a tio n  u n d erly in g  th e  use  o f  in n e r shell pho to ion isa tion  
reso n an ces to  track  ions in  p lasm as.
A s th e  k n o w led g e  o f  th e  ab so lu te  c ross section  is  an  essen tia l cond ition  to  derive 
m aps o f  co lum n  density , w e have  ch o sen  to  study  th e  C a+ 3p -  3d  reso n an ce  ( a  =  2200 M b) 
at 37 .34  n m  as te s t species. A t the  sam e tim e  the excita tion  energy  o f  th is  resonance  w as 
w ith in  th e  w av elen g th  ran g e  o f  o u r appara tus an d  in  a  w av eleng th  reg io n  w here  the  flux  o f  
the  b ack lig h te r w as  h igh . T h e  tech n iq u e  co u ld  be  fu rther v a lid a ted  b y  s tudy ing  the  neu tral 
ca lc iu m  3p  - 3 d  reso n an ce  a t 39 .48  n m  a n d  a  b o u n d  sta te  o f  C a2+ using  th e  3p  -  3d  
reso n an ce  a t 35 .73 nm . T o  ex trac t accu ra te  m ap s o f  co lum n d en sity  w e  h a d  to  be  certain  
th a t the  tran sitio n  u se d  w as u n iq u e ly  d is tin c t from  in terference  b y  transitions (absorp tion  
lin es) o f  ad jacen t ion  stages lik e ly  to  b e  p resen t in  th e  ca lc ium  p lasm a  p lum e. W e u sed  the 
resu lts  o f  a  p h o to ab so rp tio n  study  o f  ca lc iu m  p lasm as carried  ou t b y  A . G ray  (1999), using  
the  D ual L aser P lasm a  tech n iq u e  to  ensure  th is  cond ition  fo r n eu tra l calc ium , C a+ and  C a2+. 
T he reco rd ed  sp ec tra  are  show n  in  figure  4.6.
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Figure 4.6 : Calcium isonuclear sequence in photoabsorption where (a) is Ca° (AT=800ns, cylindrical lens), 
(b) is Ca+ (AT=500ns, cylindrical lens), (c) is Ca2+ (AT=20ns, cylindrical lens) and (d) is Ca2+ (AT=45ns, 
spherical lens)(After Gray 1999)
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T he b an d w id th  o f  the  V U V  beam  em anating  from  th e  m onochrom ato r is ~  0.1 n m  w ith  100 
p m  en trance  an d  ex it s lit w id ths. F ro m  figu re  4 .6  w e  see th a t th e  3p  -  3d  transitions in  Ca, 
C a+ and  C a2+, can  be  u n iq u e ly  se lec ted  w ith o u t in terference  from  resonances in 
neighb o u rin g  io n  stages. O f  course, a t any  one  space-tim e p o in t w e  w o u ld  expec t to  have 
all th ree  species in  the p lu m e  w ith  v a ry in g  p roportions. H ence, w e w o u ld  expec t to  obtain 
an  abso rp tio n  signal due  to  d irect p h o to io n isa tio n  o f  n eu tra l species p lu s th e  resonance, 
e.g., a t 37 .34  n m  w e  w o u ld  have  N + a+ (3p  -  3 d  +  4s d irect)L  + No cr0 (4s direct)L .
T h e  C a2+ ion isa tio n  th resho ld  lies w e ll above 37 .34  n m  and  hence  it does no t 
con tribu te  to  pho to ion isa tion . S ince a +(3p  -  3 d  + 4 s  d irect) is 2200  M B  com pared  to  less 
th a n  1 M B  fo r th e  cr0 (4 s d irect) and  w e m easu re  an  absorp tion  signal, w e can  n eg lec t the 
d irec t n eu tra l abso rp tion  signal.
4.1.2 Data acquisition
W e u sed  the  sam e da ta  acqu is itio n  p ro ced u re  in  th e  tw o  experim ents. F irstly , a background  
im age w as reco rd ed  w ith o u t any  la se r b e in g  fired  an d  w as saved  as a  first b ack g ro u n d  (B g
1). A n  im age  o f  the b ack ligh ting  p lasm a  w as th en  reco rd ed  w ith  back g ro u n d  (B g 1)
subtraction , an d  saved  as J I0(A)d(/1) w h ere  Io(X)dfX) is the  V U V  fluence in  Jem ' 2
AX
b etw een  X an d  X + d  X fa lling  on  each  p ix e l o f  the  detector. T h e  sam ple p lasm a  w as created  
an d  an  im ag e  o f  the  p lasm a em ission  w as reco rd ed  an d  saved  as a  second  back g ro u n d  (B g
2). F in a lly  b o th  lasers w ere  trig g ered  a t a  set tim e  de lay  and  th e  re su lting  pho toabso rp tion  
im age w as reco rd ed  w ith  b ackground  (B g l  +  B g2) subtraction. T h is im age w as th en  saved
as J I  ( / I )  dA  w here  I(A)d X rep resen ts th e  tran sm itted  V U V  fluence  b e tw een  X and  X +
&/.
dX.
U sin g  th ese  im ages a  m ap  o f  eq u iva len t w id th  w as  created , defined  by  th e  fo llow ing
expression :
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Wx =  A J l x ^ -
J I0(JL)dA- jl(A )d A
AX _______ AX__________
j l 0(A)dA
AX
[4.1]
T h e A N D O R  b a s ic  so ftw are enab les easy  h an d lin g  o f  th e  im age files  on  w h ich  the  usual 
arithm etic  opera tions can  be applied . T im e an d  space reso lv ed  m aps o f  eq u iva len t w id th  are 
thus crea ted  b y  sub trac ting  the im age  o f  tran sm itted  in tensity  from  the  im age o f  the 
b ack lig h te r signal and  th e  re su lt is  d iv id ed  b y  the  im ag e  o f  th e  back ligh ter as  show n in  
equa tion  [4.1]. T h e  A N D O R  softw are  is  ab le  to  han d le  “d iv ide b y  0 ” operations, the  p ixels  
concerned  are  a ttrib u ted  a  “N A N ” (N on-A ttribu ted  N um ber) v a lu e  w hich  can  b e  rep laced  
during  d a ta  p ro cessing , b y  a  0  value.
D ata  analysis  at R A L
In  the  ex p erim en t ca rried  ou t a t R A L , th e  im ages o f  b o th  th e  tran sm itted  an d  back ligh ter 
signal w ere  reco rd ed  a fte r 1 0  shots, an d  d a ta  p ro cessin g  w as carried  ou t w ith  these  values. 
T he shadow gram  o f  th e  b ack lig h te r w as u sed  for, on average, 10 successive  im ages ( o f  10 
shots each) co rrespond ing  to  1 0  d iffe ren t tim e  delays b efo re  a  new  im age w as recorded. 
T h is in tro d u ced  erro rs in  the  m easu rem en ts an d  w e  w ill d iscuss th is  p ro b lem  in  detail in  the 
n ex t section.
D a ta  analy sis  in  D C U
In  the  ex perim en t p e rfo rm ed  in  th e  D C U  labora to ry , 5 series o f  10 shots w ere  u sed  to  
reco rd  th e  data, the  em ission  o f  th e  sam ple p la sm a  b e ing  h igh , the  accum ulation  o f  50 shots 
w o u ld  h av e  sa tu ra ted  th e  detector. W e u sed  5 x 1 0  sho ts on th e  sam e ta rg e t positio n  since 
th e  signal o f  th e  b ack lig h te r d o e sn ’t  decrease  sign ifican tly  after the  first 50 shots (see 
chap ter 3). H o w ev er a  shadow gram  o f  the  b ack lig h te r w as reco rd ed  fo r each  series o f  shots 
a t every  tim e  d elay  and  th e  da ta  w ere  p ro cessed  as follow s:
L e t Ii, h, I3, 1 4 , 1 5  b e  th e  reco rded  im ages o f  th e  back ligh ter, an d  I01, 102, 103, 104,105 the 
reco rd ed  im ages o f  the  transm itted  signal. W e define  I th e  im age o f  the  accum ulated
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back lig h te r signal an d  lo th e  im age o f  th e  accu m u la ted  tran sm itted  signal and  th e  equ ivalen t 
w id th  is ca lcu la ted  to  be:
Wx = A A x^ — -  [4.2]
h
w ith
I =  Ii + 12 + 13 +  I4 +  Is 
Io =  Ioi +  I02 +  I03 +  104 +  I05
T his p rocess w as rep ea ted  fo r every  tim e d e lay  fo r th e  study  o f  b o th  ca lc ium  atom s/ions 
and  b a riu m  ions.
4.1.3. Maps o f equivalent width
T he first s tep  in  d e riv in g  m ap s o f  co lum n d ensity  is to  reco rd  tim e an d  space  reso lv ed  m aps 
o f  eq u iva len t w id th , w h ich  can  b e  o b ta ined  d irec tly  from  th e  experim ent. W e first p resen t 
pho toabso rp tion  im ag es reco rd ed  a t R A L  using  th e  p ro to ty p e  system  in  figure  4.7 , 4 .8 , and
4.9 . W e show  tim e  an d  space  re so lv ed  m aps o f  eq u iva len t w id th  o f  neu tra l ca lc ium  using  
the  3 p -3 d  resonance  lin e  a t 39 .48  nm , o f  C a+ using  th e  3 p -3 d  reso n an ce  a t 37 .34  n m  and  o f  
Ca2+ usin g  the  3 p -3 d  re so n an ce  a t 35.73 nm . T h ese  im ages w ere  reco rd ed  fo llow ing  the 
data  acqu is itio n  p ro ced u re  describ ed  in  sec tion  4 .1 .2  w ith  p ix e ls  b in n ed  8 x 8  on  the  C C D  
cam era  to  com pensate  fo r th e  lo w  in c id en t flux.
T he b ack lig h tin g  source  w as p ro d u ced  u s in g  a  K rF  laser (248 nm , 170 m J, 20 ns) 
focused  to  a p o in t o f  1 0 0  p m  d iam eter, re su ltin g  to  a p o w er density  on ta rg e t o f  ~  1 x  1 0 11 
W .cm '2. T he sam ple  p la sm a  w as p ro d u ced  u sin g  a  N d -Y A G  laser (1064 nm , 300  m J, 10 ns) 
fo cu sed  to  a  h o rizo n ta l line  o f  8  m m  leng th  an d  2 0 0  p m  w id th , re su lting  in  a  po w er density  
on ta rg e t o f  ~  2 x  109 W .cm '2. In  these  im ages, the  ta rg e t su rface is  loca ted  a t the to p  o f  the 
im ages w ith  th e  p lasm a  expand ing  fro m  to p  to  bo ttom .
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F ig u r e  4 .7 . T im e  a n d  s p a c e  r e s o lv e d  m a p s  o f  e q u iv a le n t  w id th  i n  A n g s t r o m  o f  n e u t ra l  c a lc iu m  u s in g  th e  3 p -3 d
re s o n a n c e  a t  3 9 .4 8  n m
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F ig u r e  4 .7  ( c o n t )  T im e  a n d  s p a c e  re s o lv e d  m a p s  o f  e q u iv a le n t  w id th  in  A n g s t r o m  o f  n e u t ra l  c a lc iu m  u s in g  th e
3 p -3 d  re s o n a n c e  a t  3 9 .4 8  n m
1 1 7
F ig u re  4 .8 . T im e  a n d  s p a c e  r e s o lv e d  m a p s  o f  e q u iv a le n t  w id th  in  A n g s t r o m  o f  s in g ly  io n iz e d  c a lc iu m  u s in g
th e  3 p -3 d  re s o n a n c e  a t 3 7 .3 4  n m
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F ig u r e  4 .8  ( c o n t )  T im e  a n d  s p a c e  r e s o lv e d  m a p s  o f  e q u iv a le n t  w id th  in  A n g s t r o m  o f  s in g ly  io n iz e d  c a lc iu m
u s in g  th e  3 p -3 d  re s o n a n c e  a t  3 7 .3 4  n m
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F ig u r e  4 .9 . T im e  a n d  s p a c e  r e s o lv e d  m a p s  o f  e q u iv a le n t  w id t h  in  A n g s t r o m  o f  d o u b ly  io n is e d  c a lc iu m  u s in g
th e  3 p - 3 d  re s o n a n c e  a t  3 5 .7 3  n m
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F ig u r e  4 .9  ( c o n t )  T im e  a n d  s p a c e  r e s o lv e d  m a p s  o f  e q u iv a le n t  w id th  in  A n g s t r o m  o f  d o u b ly  io n is e d  c a lc iu m
u s in g  th e  3 p - 3 d  re s o n a n c e  a t  3 5 .7 3  n m
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D u e to the  p o o r spatia l an d  spectra l reso lu tio n  o f  the  R A L  da ta  w e  w ill no t p resen t 
any  d e ta iled  analy sis  here . Instead , w e  n o w  p resen t the  im ages reco rd ed  in  th e  D C U  
lab o ra to ry  in  figures 4 .10, 4 .11, and  4 .12. W e show  tim e and  space  reso lv ed  m aps o f  
eq u iva len t w id th  o f  th e  sam e ca lc iu m  transitions, i.e., n eu tra l ca lc ium  using  the  3p-3d 
reso n an ce  line  at 39 .48  nm , C a+ u s in g  th e  3p-3d  reso n an ce  at 37 .34  n m  and  C a2+ using  the 
3 p -3 d  reso n an ce  at 35.73 n m  w ith  a  paralle l b eam  o f  cross sec tion  4 m m  x 4 m m .
T he kn ife -ed g e  a rrangem en t described  in  chap ter 3, p ro tru d ed  ~  200  p m  in fron t o f  
th e  ca lc iu m  target. H ere  th e  ta rg e t su rface  is  lo ca ted  o n  the rig h t h a n d  side o f  the im age and  
th e  p la sm a  is expand ing  from  rig h t to  left. T h e  p ixels  a re  b in n ed  6 x 6  g iv ing  a  single 
“ superp ixel” size o f  78  pm . T hese  im ages co rrespond  to  the accum ula tion  o f  5 series o f  10 
sho ts and  the  im ages w ere  p ro cessed  as ex p la ined  in  sec tion  4.1.2.
T he b ack ligh ting  sou rce  w as p ro d u ced  using  a  N d -Y ag  laser (1064nm , 800 m J, 10 
ns) fo cu sed  to  a p o in t o f  1 0 0  p m  d iam eter, re su lting  in  an on  ta rg e t irrad iance  o f -  1  x  1 0 12 
W .cm '2. T he sam ple p la sm a  w as p ro d u ced  using  a  N d-Y A G  lase r (1064 nm , 300 m J, 20 ns) 
focused  to  a  h o rizo n ta l line  o f  3 m m  leng th  and  100 p m  w idth , y ie ld in g  a  pow er density  on  
ta rg e t o f  5 x  109 W .cm '2.
T h e  en trance  an d  ex it s lit w ere  b o th  set at 100 pm , g iv in g  a  spatial reso lu tion  o f  130 
p m  in  the  tangen tia l p lan e  an d  180 p m  in  the  sag itta l p lane. T he reso lv ing  p o w er varies 
from  a  v a lu e  o f 400  a t 30 n m  to  1000 a t 100 nm . T he typ ica l p ressu re  reach ed  in  th e  sam ple 
cham ber u s in g  a  com bination  o f  a ro ta ry  and  tu rbom olecu lar p u m p  w as o f  th e  o rder o f  1 0 ' 5 
m B ar.
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F ig u r e  4 .1 0 .  T im e  a n d  s p a c e  r e s o lv e d  m a p s  o f  e q u iv a le n t  w id th  in  A n g s t r o m  o f  n e u t ra l  c a lc iu m  u s in g  th e  3 p -
3 d  re s o n a n c e  a t 3 9 .4 8  n m
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F ig u r e  4 .1 0  ( c o n t )  T im e  a n d  s p a c e  r e s o lv e d  m a p s  o f  e q u iv a le n t  w id th  in  A n g s t r o m  o f  n e u t r a l  c a lc iu m  u s in g
th e  3 p - 3 d  re s o n a n c e  a t  3 9 .4 8  n m
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F ig u r e  4 .1 1 .  T im e  a n d  sp ace  re s o lv e d  m a p s  o f  e q u iv a le n t  w id th  in  A n g s t r o m  o f  s in g ly  io n is e d  c a lc iu m  u s in g
th e  3 p - 3 d  re s o n a n c e  a t  3 7 .3 4  n m
125
«slid 
p
—
■
p
M
E
Z
 
, 
=
?
 
^£d 
M
^
l—
—
—
—
■ 
, 
. 
.
0 
0.2 
0 
4 
0,6 
0.8 
0 
0.2 
0.4 
0.6 
0 
8
F ig u r e  4 .1 1  ( c o n t )  T im e  a n d  s p a c e  re s o lv e d  m a p s  o f  e q u iv a le n t  w id th  in  A n g s t r o m  o f  s in g ly  io n is e d  c a lc iu m
u s in g  th e  3 p - 3 d  re s o n a n c e  a t  3 7 .3 4  n m
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F ig u r e  4 .1 2 .  T im e  a n d  s p a c e  r e s o lv e d  m a p s  o f  e q u iv a le n t  w id th  in  A n g s t r o m  o f  d o u b ly  io n is e d  c a lc iu m  u s in g
th e  3 p - 3 d  re s o n a n c e  a t  3 5 .7 3  n m
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F ig u r e  4 .1 2  ( c o n t )  T im e  a n d  s p a c e  r e s o lv e d  m a p s  o f  e q u iv a le n t  w id th  in  A n g s t r o m  o f  d o u b ly  io n is e d  c a lc iu m
u s in g  th e  3 p -3 d  re s o n a n c e  a t  3 5 .7 3  n m
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In  figures 4 .7  to  4 .12 w e  show  a series o f  pho toab so rp tio n  im ages o f  ca lc ium  p lum es 
reco rd ed  at d ifferen t tim e  delays after th e  p lasm a  b reakdow n. T he V U V  b eam  w as tu n ed  to 
th e  inner shell (3p  -  3d) reso n an ces o f  a tom ic  C a  [figures 4.7, 4.10] and  C a+ [figures 4.8,
4 .11] an d  a lso  th e  valence  (3p  -  3d) reso n an ce  C a2+ [figures 4.9, 4 .12] in  o rder to  separate  
ou t th e  d iffe ren t charges states. T h e  V U V  con tin u u m  dura tion  is ~  20  n s  (C arro ll et al.
1980) an d  rep resen ts  the exposu re  tim e  fo r each  reco rd ing . T h e  shadow graphs em body  
in fo rm ation  on  the  spatio -tem poral evo lu tion  o f  g ro u n d  sta te  species in  th e  plum e, i.e., the  
d a rk  m ateria l n o t seen  in  norm al IC C D  (em ission ) im aging. A ll p ic tu res are pho toexcita tion  
in  natu re . H ow ever, since  the  3p-3d  reso n an ces in  the  neu tra l and  sing ly  charged  species 
are  inner shell transitions, these  im ages a re  e ffec tive ly  (resonan t) p ho to ion iza tion  im ages o f  
th ese  species. F o r th e  d o ub ly  charged  ion , w ith  an A r-like  e lectron ic  configura tion  o f  3p 6 
( !So), th e  im age is  a  s im ple pho toex c ita tio n  one, since th e  excited  sta te  can  decay  by  
fluo rescence  only.
W hen  com paring  the  tw o sets o f  im ages, w e  n o tice  a  strik ing  d ifference b e tw een  the 
re spec tive  q u a lity  o f  the reco rd ed  shadow gram s due  to  a b e tte r  signal to  no ise  ratio , w hich  
the  m o d ifica tio n s added  to  the second  system  m ad e  possib le , especially :
•  A  b e tte r  o p tim isa tion  o f  the kn ife -ed g e  p o s itio n  an d  th e  laser p aram eters con tribu ted  
to  a  sign ifican t red u c tio n  in  the  em ission  o f  th e  sam ple p lasm a  d e tec ted  o n  the  C C D  
cam era
•  Im p ro v em en t on  th e  stab ility  o f  th e  V U V  source. V aria tion  in  the  in ten sity  o f  the  
V U V  em ission  fro m  the  back lig h tin g  source  w o u ld  re su lt in erro rs in  the  
d e te rm ina tion  o f  th e  equ ivalen t w id th  (see  com m en ts about th e  R A L  data)
•  B ette r lig h t co llim ation  at the en trance  s lit o f  th e  m onochrom ato r resu lted  in  a  h igher 
V U V  flu x  reco rd ed  on  the  detec to r
C oncern ing  the  ex p an sio n  o f  the  p la sm a  plum e, w e  notice  tha t in  th e  se t o f  im ages recorded  
during  th e  exp erim en t ca rried  ou t a t R A L , th e  p lum e seem s to  stay  a ttached  to  th e  target 
surface. O n the  o th e r hand , on the  set o f  im ages reco rd ed  in  D C U  w e  see the  p la sm a  p lum e 
d e tach ing  from  th e  ta rg e t after ~  600 n s  after p la sm a  breakdow n  fo r neu tra l calcium , 250  ns 
fo r C a+ ions, an d  ~150  n s  for the  C a2+ ions. A lthough  the  fu ll spatia l ex ten t o f  the  p lasm a 
co u ld  n o t be  v iew ed  in  b o th  system s, th e  p lu m e  is v isib le  on  th e  set o f  im ages reco rd ed  in  
D C U . I t  appears ce rta in  th a t a fter a  tim e delay  specific  to  each  ion isa tion  stage (the h igh ly  
ch arg ed  ions ex pand ing  faster), th e  p lum e ten d s to  a  ru g b y  b a ll shape b efo re  detach ing
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from  th e  target. T h is  b eh av io u r has b een  o b serv ed  in  th e  v is ib le  reg io n  using  d irec t IC C D  
m easu rem en t (G eo h eg an  et al., 1992, 1995, 1996, W hitty  et al. 1998, P u re tzky  1996).
T h is d ifference  can  be  exp la ined  b y  th e  d iffe ren t size  o f  th e  re spec tive  p ro b e  b eam s - 3 . 7  
m m  (ho rizon ta l p lan e ) x  2 .6  m m  (vertica l p lane) in  th e  R u therfo rd  A pple ton  L abora to ry  and  
3 m m  (horizon ta l p lan e ) x  4 m m  (vertical p lane) in  D C U . F ro m  the  im ages reco rded  in  
D C U  w e see th a t the  d im ension  o f  the  p lasm a  p lu m e  in  th e  sag itta l p lan e  reaches ~  4 m m  
after a  sho rt tim e  delay . In  the  R A L  se t o f  im ages w h ere  th e  vertical d im ension  o f  th e  beam  
is  on ly  2 . 6  m m , th e  change in  th e  shape  o f  the  p lu m e  co u ld  n o t th en  be  detec ted  since a t all 
tim e  delays, the p la sm a  p lum e covers th e  fu ll v e rtica l fie ld  o f  v iew  o f  the  p ro b e  beam . 
H ow ever, b y  lo o k in g  c lo se ly  a t the  im ages w e  n o tice  th a t a fter a  certa in  tim e  delay, there  
again  depend ing  on th e  ion isa tion  stage, th a t the  va lu es  o f  equ ivalen t w id th  and  hence  
density  are sm aller n ea r th e  ta rg e t th an  in  the “cen tre” o f  th e  plum e.
C om paring  th e  ran g e  o f  eq u iva len t w id th  va lu es  reco rd ed  w ith  the  tw o  system s, the  
va lu es  ob ta ined  a t R A L  appear to  be h ig h e r th an  th e  values reco rd ed  in  D C U . H o w ev er the 
d a ta  acqu is itio n  p ro ced u re  w as no t the  sam e in  each  case  an d  n o t a t all adequa te  to  m ake
d irec t com parisons. W h en  ca lcu la ting  the  ra tio  Wx -  A /i—— — the shadow gram  o f  Io w as
h
reco rd ed  befo re  an y  o th e r abso rp tion  im age an d  k ep t constan t fo r abou t 1 0  series o f  1 0  
shots. T he con sis ten cy  o f  th e  b ack ligh ting  source w a sn ’t  m easu red  during  the  o rig inal 
pa th fin d er exp erim en t due  to  the  lim ited  tim e  availab le  a t R A L  to perfo rm  th e  experim ent. 
W hen  w e ca rried  ou t th is  test in  D C U , w e d isco v ered  th a t a fter 50 sho ts the in tensity  o f  the 
b ack lig h te r starts to  d ecrease  u sin g  a  N d -Y A G  laser (1064 nm , 800 m J , 10 ns). T he 
b ack lig h te r in  R A L  w as  p ro d u ced  using  a  K rF  la se r (248  nm , 170 m J, 20 ns) for w h ich  the 
ab la tion  d ep th  is la rg e r th an  fo r a  N d-Y A G  la se r (M o m m a et al. 1996, G am aly  et al. 1999). 
H ence, th e  p la sm a  source  w as m o v ing  o f f  the  op tica l ax is  faster and  the  decrease in  the  
reco rd ed  in ten sity  w as  in d eed  qu icker. I t is  d ifficu lt to  a ssign  a  defin ite  va lue  to  th e  erro r on 
th e  m easu rem en t b u t it  is  c lear th a t the  abso lu te  v a lu e  o f  the  successive absorp tion  im ages 
(I) w as g e tting  sm alle r indep en d en tly  o f  th e  absorp tion , an d  thus th e  values o f  the 
equ ivalen t w id th  w ere  b eco m in g  h igher. T he d a ta  acqu isition  p rocedure  h as been  im proved  
fo r th e  experim en ts ca rried  ou t in  D C U , p a rtly  so lv ing  th is  problem . T h e  effects due to  th is 
erro r red u c tio n  w ill be  d ea lt w ith  la te r in  th is  chapter.
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4.1.4. Maps of column density.
T o determ ine  m aps o f  co lum n  density , a  kno w led g e  o f  the abso lu te  cross sec tion  o f  the  
transition  un d er study  is  essen tia l. H ere, th is  v a lu e  is  on ly  kn o w n  fo r the 3p -  3 d  resonance  
o f  C a+, a t 37.43 n m  an d  hence, w e w ill o n ly  derive  m aps o f  co lum n  density  N L  =  jn(x)dx  
w here  n (x ) is  the  io n  d ensity  a long  th e  lin e  o f  sight, fo r C a+ using  the im ages ob ta ined  w ith  
the second  experim en ta l set-up.
A s exp la ined  in  ch ap te r 1, w e  u se  the gen era l exp ression  o f  the equ ivalen t w id th , 
w ritten  as a  fu nc tion  o f  w av elen g th  X:
f
1 - e x p
f  } 
-n tL  J  crxdX dX [4.3]
AX \ AX /
w here  a(X ) is  the to ta l abso lu te  p h o to ion iza tion  cross sec tion  an d  the in teg ra l is taken  over 
th e  37 .34  n m , 3p -  3 d  resonance  p rofile .
T o  convert th e  m ap s o f  equ ivalen t w id th  o b ta in ed  experim en ta lly  in to  m aps o f  
co lum n d ensity  w e  so lve g rap h ica lly  th e  above equation . T h e  abso lu te  cross sec tion  p ro file  
in  the  v ic in ity  o f  the  3 p  -  3 d  resonance  is  know n  (L yon  el al. 1987) and  by  m u ltip ly in g  it by  
d iffe ren t va lues o f  N L  w e  can  com pute a  tab le  o f  va lu es  o f  W*. W e construc t in  th is  w ay  a 
tab le  o f  va lues o f  Wx as a  fu n c tio n  o f  the  colum n d ensity  (N L ). W e th en  p lo t N L  vs. W\ 
and  b y  fittin g  a  h ig h  o rd er p o lynom ia l to  th e  cu rve  w e  can  co n v ert m easu red  W?. im age 
(p ixel) v a lu es  d irec tly  in to  co lum n  density  values. In  figu re  4 .13 , w e  p lo t the  co lum n 
density  N L  as a fu n c tio n  o f  th e  equ ivalen t w id th , the  red  curve  being  the  b es t po lynom ial 
fit.
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F igure 4.13. Plot of the column density NL as a function of the equivalent width
T h e  red  curve is  the  b e s t fit, h e re  a  po ly n o m ia l o f  th e  e igh th  order, w hich  reads:
y  =  -4 .69  1014+  1.16 1017x - 7 . 0 6  1018x 2 +  1.71 102°x3 - 2 .0 3  1021x4 +  1.28 1022x 5 - 4 .4 3  
1022x 6 +  7 .86 1022x 7 -  5 .58  1022x 8
W e can co n v ert m ap s o f  eq u iv a len t w id th  to  m ap s o f  co lum n  density  N L  b y  
app ly ing  th is p o ly n o m ia l fo rm u la  to  each  im age. T he so ftw are  package  M A T L A B  w as 
u sed  to  perfo rm  th is  opera tio n  since  it  perm its  an  easy  h an d lin g  o f  m atrices. F rom  figure  
4.13 w e  n o tice  th a t th e  b eh av io u r o f  th e  co lum n d ensity  N L  as a  function  o f  the  equ ivalen t 
w id th  tends to  an  asy m p to tic  va lue  o f  0.35 X. T h is is  ex p la in ed  b y  no tin g  th a t the  3p  -  3d 
C a+ reso n an ce  is  v e ry  s trong  (w ith  a  p eak  cross section  o f  2200  M b), and  hen ce  w hen  
ca lcu la ting  the v a lu es  o f  Wx, sa tu ra tio n  is reach ed  fo r N L  va lu es  la rger th an  2 x  1015 cm '2. 
T h is b ecom es even  m o re  c lear w hen  p lo ttin g  1 -  exp(-crN L) fo r d iffe ren t N L  values as 
show n in  figu re  4 .14.
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Figure 4.14. Plot of 1 -  exp(-aNL) for the Ca+ (3p -  3d) resonance line for different values of column density 
using the experimental absolute cross section measured by Lyon et al. (1987)
F ro m  figure  4.11 w e n o tice  th a t th e  values o f  eq u iv a len t w id th  are  la rger th an  0.35 
X  fro m  th e  p lasm a  b reak d o w n  u n til 500 n s  o f  expansion  w here  th e  m ain  bu lk  o f  th e  p lasm a 
seem s to  be  lo ca ted  o u ts id e  o u r w ind o w  o f  observation . T hese  values co rrespond  to  a  
sa tu ra ted  signal an d  hen ce  it  is  h a rd  to  in te rp re t them . N ev erthe less w e  cou ld  still ex trac t 
m ap s o f  co lum n density , w h ich  fo r v a lu es  o f  W>. >  0.35 2  w ill g ive  a  nu m b er th a t can n o t be 
in terp re ted , b u t fo r th e  lo w er v a lu es w e w o u ld  ac tu a lly  g e t a  lo w er lim it on the  p lasm a 
co lum n  density .
T h e  e ffec t o f  sa tu ra tion  is  c learly  illu stra ted  b y  d eriv ed  co lu m n  d ensity  m aps fo r sho rt tim e 
delays (figu re  4.15).
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Figure 4.15 Maps of Ca+ column density for a time delay of (A) 100 ns, (B) 150 ns, (C) 200 ns and (D) 250 ns
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The values of column density shown in figure 4.15 are well above the saturation limit, 
Moreover, it is hard to derive an accurate error margin on the derivation of column density 
maps for calcium since we are dealing with a saturated signal. The saturation of the signal 
gives rise to a change in the slope of the function describing the variation of the column 
density NL with the equivalent width. As a consequence, the linear fit does not increase 
monotonically, and the “oscillations” in the polynomial give in some cases higher density 
values for lower values of equivalent width. Shown in figure 4.16 is a column density map 
for a delay of 600 ns. Although not saturated at this time delay, the main plume has 
detached from the target and has almost left the field of view. Hence, it is of limited 
physical value in studying plume-ion expansion and column densities. To overcome these 
problems we decided to switch to column density maps of Ba+ ions, where a more accurate 
polynomial fit can be obtained.
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Figure 4.16. Map of Ca+ column density for a time delay o f 500 ns
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4.2 Barium studies
The calcium study revealed several problems related to the accurate determination of maps 
of column density. The saturation of the signal, due to the large value of the Ca+ 3p - 3d 
cross section exposed the difficulty in obtaining an accurate fit and thus led to considerable 
errors in the measurements. Barium and its ions have been studied in photoionisation 
throughout the VUV and extreme-UV spectral range (Holland et al. 1981, Lyon et al. 1984, 
Kent et al. 1987) and hence, much supporting data are readily available. In particular we 
have chosen to study the Ba+ transition at 46.68 nm. Firstiy because the absolute cross 
section of Ba+ has been measured by Lyon et al. (1986) between 42 nm and 77.5 nm, a 
wavelength range for which the photoabsorption system is optimised. Secondly, this 
resonance in the Ba+ spectrum is well isolated from other transitions involving neutral 
barium and other more highly charged barium ions likely to be present in the plume.
Finally, the study of the single element barium is a useful exercise in advance of studies on 
the high Tc superconducting material YBCO planned at a future date for this system.
Rose et al. (1980) performed relativistic Dirac Hartree Fock calculations on the 5p 
spectrum of neutral barium following the experimental work of Connerade et al. (1979) and 
Mehlhom et al. (1977). Using the Melhom et al. analysis, they were able to determine 5p6 
6 s2 (2P1/2,3/2) limits and group most of the observed transitions in a number of Rydberg 
series. The neutral barium spectrum recorded by Connerade et al. (1979), with the assigned 
series and ionisation limits is shown in figure 4.17. The Ba+ transition under study here lies 
at 46.68 nm, so that we are confident of the absence of neutral atom absorption in this 
wavelength range except of course for the weak direct photoionisation continuum 
component.
4.2.1 Introduction: Photoionisation o f  barium and barium ions
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Figure 4.17.The 5p subshell spectrum of neutral barium (after Connerade 1979)
WT Hill et al. (1982), used photoabsorption spectroscopy to study the 5p -  nl 
transitions in the spectrum of doubly charged barium ions. Using a multichannel quantum 
defect theory approach they were able to assign Ba2+ transitions between ~ 32 and 42 nm. 
Ba2+ transitions occurring at longer wavelength, which have not been recorded in this 
experiment, can be found on the National Institute of Standard and Technology (NIST) 
database and are presented in table 4.1.
Wavelength (nm) Relative
intensity
40.38 5
40.71 2
42.01 7
42.38 4
44.89 9
45.70 8
55.55 14
58.76 14
64.73 18
65.34 9
Table 4.1. Ba2 transitions in the VUVfrom the N IST database (  http://physics, nist. sov/csi- 
bin/AtData/main asd)
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From the table 4.1, the closest Ba2+ transition is found at a wavelength of ~ 45.70 nm, 
compared with the Ba+ transition under study found at 46.68 nm. Knowing that the 
radiation bandwidth is 0.1 nm, we can easdy isolate the Ba+ transition at 46.68 nm from the 
nearest Ba2+ transitions. Hence we are only measuring a Ba+ transition, and the column 
densities measured are free from neutral barium or doubly ionised barium contamination.
The Ba+ spectrum is complicated by a multitude of intermediate autoionising levels 
(Kent et al., 1987) and most of the transitions although accurately measured have not yet 
been assigned. The transition under study was chosen because the absolute cross section is 
known and we showed that it was isolated from transitions involving different ionisation 
stages. For completeness we will now attempt to assign this transition.
From Lucatorto et al. (1980), we know that the Ba2+: 5p6 (!So)—> 5p5 5d [1/2,3/2] 
transition is located at 55.60 nm and from Hill et al. (1987) we known the Ba2+: 5p6 
(% )-> 5p5 6d [1/2,3/2] is located at 42.00 nm, which constitutes a wavelength difference 
of 13.6 nm. Looking at the Ba+ transitions, from Hansen et al. (1974, 1975) we know that 
the 5p55d (*P) 6s 2P 1/2,3/2 is located at 57.83 nm and assuming that 6s electron is a 
“spectator”, we should find the Ba+ 5p56d (!P) 6s 2Pi/2,3/2 at an energy close to 44.35 nm. If 
we allow for a reduction in the energy shift due to the screening effect of the addition of the 
6s electron in Ba+ over Ba2+, we notice in the spectrum recorded by Lyon et a l  (1986) a 
similar feature at 46.61 nm, spread over the same energy range. Hence it seems reasonable 
to propose that the transition under study is the following:
Ba+ 5p6 6s 2S Ba+* 5p56d (*P) 6s (2Pi/2,3/2) -> Ba2+ 5p6 2S + e
The photoionisation cross section was measured by Lyon et a l  (1986) using the 
same experimental set-up as used for the measurement of the Ca+ absolute photoionisation 
cross section. The profile, shown in figure 4.18 was used in this work to derive maps of Ba+ 
column density in an expanding plasma plume.
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Figure 4.18. Absolute cross section the Ba+ 5p - 6d resonance at 46.68 nm.(data supplied by John West 2002)
4.2.2 Time resolved maps of equivalent width for the 5p -  6d transition of Ba+
The studies on the Ba+ 5p - 6d resonance were performed using the system implemented in 
DCU only. We recorded maps of column density using the Ba+ 5p - 6d resonance at 46.68 
nm from time delays starting at 50 ns after the plasma breakdown. This delay corresponds 
to the time interval after which the absorption signal can be recorded, since for this 
experiment, the knife-edge protruded ~ 400 pm in front of the barium target. The plume 
front was then occluded by it for the first 50 ns or so. The conditions otherwise were the 
same as for the calcium study. Briefly, the target surface was located on the right hand side 
of the image and the plasma is expanding from right to left. The pixel were binned 6 x 6  
giving a single “superpixel” size of 78 pm. These images were recorded after 5 series of 10 
shots as in the (DCU) calcium study, and the images were processed as explained in section 
4.2.1.
The backlighting source was produced using a Nd-Yag laser (1064nm, 800 mJ, 8 
ns) focused to a point of 100 pm diameter, resulting in a power density on target of 1 x 1012 
W.cm"2. The sample plasma was produced using a Nd-YAG laser (1064 nm, 300 mJ, 20 ns) 
focused to a horizontal line of 3 mm length and 100 pm width, resulting in a power density 
on target of 5 x 109 W.cm'2. The entrance and exit slits were both set at 100 pm, giving a
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spatial resolution of 130 pm in the tangential plane and 180 pm in the sagittal plane. The 
resolving power varied from a value o f400 at 30 nm to 1000 at 100 nm. The results are 
shown in figure 4.19.
Figure 4.19. Time and space resolved maps of equivalent width of singly ionised barium using the 5p-6d 
resonance at 46.68 nm
Figure 4.19 (eont) Time and space resolved maps of equivalent width of singly ionised barium using the 5p- 
6d resonance at 46.68 nm
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The same characteristics recorded for the expansion of a calcium plasma are found for a 
barium plasma. The expansion velocity is slower, since it has a higher atomic mass than 
calcium but the shape of the plasma plume tends towards an elliptical shape before 
detaching from the target surface. Although the dimensions are comparable, the values of 
equivalent width are smaller in this case as expected. For the derivation of column density 
maps, we do not reach saturation for the values of equivalent width recorded here and 
hence, it is possible to derive maps of column density as explained previously.
4,2.3 Maps o f equivalent width
We follow the procedure explained in 4.2 to derive maps of column density using the time 
and space resolved maps of equivalent width. In figure 4.20 we show a plot of NL as a 
function of equivalent width values.
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Figure 4.20. Plot of the column density NL as a function of the equivalent width Q N \) , top for 0 < W* < 1 A, 
and bottom 0 < W*. < 0.7 A
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The largest value of equivalent width extracted from the time and space resolved 
study is smaller than 0.7 A, so that we only plot the column density NL as a function of the 
equivalent width for 0 < W% < 0.7 A. This way we obtained a much more accurate fit and 
here a polynomial of the 5th order gave us an excellent fit to the data, and the coefficient are 
summarised in table 4.2.
Polynomial order Coefficient
x° -5.24236 10h
x1 3.16893 101S
x^ 8.89873 1014
x3 5.33356 10:i
X4 -9.07590 1015
X3 9.32969 1013
Table 4.2. Polynomial f i t  coefficients to convert B a+ maps o f  equivalent into maps o f  
column density (NL)
This polynomial was applied to the images of equivalent width for delays ranging from 100 
ns to 500 ns, the results are shown in figure 4.21.
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Figure 4.21. Ba+ maps of column density for (A) 100 ns, (B) 150 ns, (C) 200 ns, (D) 300 ns, (E) 400 ns and 
(F) 500 ns time delay after barium plasma breakdown
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In figure 4.20, the maps (A), (B), (C) have the same scale which is on the left hand side at 
the bottom of the graph and the maps (D), (E), (F) are plotted on the same scale, which lies 
on the right hand side at the bottom of the graph.
The maps of column density show values from 3 x 1015 cm'2 close to the target 
surface at short time delays to values of the order of 1 x 1015 cm'2 at longer time delays.
Contrajy to the maps of equivalent width the detachment of the densest part of the plasma 
is not as obvious. Two different factors can explain this difference. First the colour scale 
has to be the same on each of the series of maps for an accurate comparison, and for low 
values of column density on a large colour scale details are lost. The main factor though is 
the relatively low values of equivalent width at long time delays, i.e., at At > 500 ns. When 
converting them to values of column density these values are in the same range as the error 
on the transformation and hence the maps are not as accurate as for short time delays. 
Nevertheless we observe on map (E) the detachment of the densest part of the plasma as 
here the values are still above the limit set by the error when converting maps of equivalent 
width to maps of column density.
The errors introduced during the determination of the column density can be 
extracted directly from the maps of equivalent width. Assuming that there is no absorption 
in some region of the 3 mm x 4mm area defined by the VUV beam, which happens at short 
time delays. Such regions should show values of equivalent width equal to zero,, i.e.,
0.
I
However the images show values close to 0.1 A in regions where no absorption occurs,
A/ AWgiving a value of — 2- = ----   = 0.1 corresponding to the fractional error on the
Aj
measurement. From Barford (1985) the error on the column density NL is then:
A (AW,)) =  A (NL) = f'(Wx_  )A (Wx)
A (M ,)  =  (3 .1 6  x 1015+  2 (8 .9 0  x l 0 ,3)W /Ui + 3 (5 .33x  lO’^ W ^  - 4 ( 9 .0 7 x  1015) + 5 (9.32 xlO15) ) x AWa
We calculated the mean value of the equivalent width using the maps of equivalent width 
recorded experimentally for time delays of 100 ns, 150 ns, 200 ns, 300 ns, 400 ns and 500 
ns. From the images, the area defined by the VUV beam was isolated and the sum of all the
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equivalent width values per superpixel was calculated. This value was then divided by the 
number of pixels corresponding to the defined beam area to obtain a mean value of the 
equivalent width for each time delay. The average of this value over time, i.e., Wx,mean = 
0.16 A was used to determine the error on the column density NL. By substituting it in the 
above expression we have an estimate o f the error on the column density measurement of 
A/VL = 3.1014ctm“2.
4.3 Plasma dynamics
The plasma expansion model derived by Singh and Narayan (1990) and described in 
chapter 1, gives us information about the evolution of the plasma dimensions with time as 
well as information on the plasma temperature and density.
As far as density measurements are concerned, the code calculates the overall plasma 
density and is not able to compute relative number densities corresponding to the different 
ions present within the plasma plume. As we are able to derive column density values only 
for atoms in a defined ion stage, it was not possible to compare directly the experimental 
and theoretical results obtained with the code.
On the other hand, the capability of the system to record time and space resolved 
photoabsorption images, enabled us to measure the size of the expanding plasma plume (or 
at least the ground state atom/ion component) at different time delays. Hence, we were able 
to extract the plasma expansion velocity, and compare these results with the simulations. 
More sophisticated plasma expansion models which include ionisation and excitation 
balance with a given ion stage will be needed to make a more direct comparison with the 
selective data obtained here.
We were able to measure the size of the plasma plume up to an extent of 3 mm, 
which constitutes the brightest part of the VUV beam. Indeed, since the VUV beam 
intensity distribution was not homogeneous over the 4 mm we had to reduce it to 3 mm 
where the intensity was evenly distributed. This spatial dimension corresponds to a time 
window of 200 ns for the case of Ca+ and 400 ns in the case of Ba+ as determined by the 
expansion velocities of these species. At relatively short time delays (At < 200 ns for Ca+, 
At < 400 ns for Ba+) the plume hasn’t detached from the target and the maximum values of 
the equivalent width are concentrated close to the target surface. Hence, as the equivalent
1 4 6
width distribution does not have a well-defined profile, to estimate the plasma dimensions 
we measured the distance over which the maximum value of the equivalent width dropped 
to 50%. This point was then followed out from the target surface as time increased and used 
to determine the Ca+ and Ba+ mean plume front positions as a function of time. The error 
on this measurement was taken to be the spatial resolution in the horizontal plane, i.e., 130 
pm. From figure 4.10 and 4.12 we plot the dimension of the expanding plasma plume along 
the direction perpendicular to the target as a function of time.
The results are shown in figure 4.22.
Time (s)
Figure 4.22. Plot of the plasma plume dimension along the direction of expansion (perpendicular to the target) 
with time (see text for details)
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Figure 4.23. Comparison between the calculated (from Singh and Narayan model) and measured dimensions 
of the plasma plume, for a calcium plasma (left) and a barium plasma (right)
The experimental results have been measured from 50 ns onwards, which 
corresponds to the adiabatic expansion phase as describe in chapter 2. There is a linear 
relationship between the dimension of the plasma in the direction perpendicular to the 
target surface and time. Although the experimental values are higher than the values 
predicted by the code for both Ca+ and Ba+ dimensions, we note from figure 4.23 that the 
value of the slopes obtained graphically and experimentally are in good agreement. Hence, 
we expected good agreement between the measured and calculated expansion velocities.
By applying a linear fit to the two experimental curves we can deduce the expansion 
velocity.
For Ca+ we extract a slope , i.e., an expansion velocity of 1.1 x 106 cms-1
For Ba+ we extract a slope, i.e., an expansion velocity of 5.7 x 10s cms-1
In figure 4.24 we show the expansion velocities calculated using the simulation program for
Ca+ and Ba+.
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Figure 4.24. Evolution of the calculated expansion velocity o f a calcium and barium plasma with time
Figure 4.25. Evolution of the plasma temperature with time for (A) calcium plasma, and (B) barium plasma
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There are two sources of errors on the determination of the plasma expansion 
velocity: the first is due to the measurement of the plasma dimensions, and the second is 
due to the accuracy of the time delay between the two laser pulses. As far as the 
measurement of the plasma dimensions is concerned the error is estimated to be the spatial 
resolution in the meridional plane, i.e., 130 pm.
The error on the delay between the two laser pulses was measured using two 
photodiodes and a digital oscilloscope. We measured a jitter of < 1 ns between the two laser 
pulses. As expected the error is large ~ 35 % for small distance and hence small time delays 
(50 ns), and decreases to ~ 12 % at longer time delays.
From figure 4.24 the plasma expansion velocity increases rapidly up to 50 ns where 
the curve flattens out and converges to a horizontal line. This sharp increase in the plasma 
velocity coincides with a rapid temperature decay during the first 50-70 ns, i.e., 30-50 ns 
after the end of the laser pulse. It is during this characteristic time that most of the thermal 
energy is transferred into kinetic energy, hence a large acceleration occurs.(Singh and 
Narayan 1990).
The plasma expansion velocity reaches an asymptotic value of 9 x 105 cm. s'1 for the 
Ca+ ions and 5.4 x 105 cm.s’1 for the Ba+ ions. These values compare well with the values 
obtained experimentally and hence we can assume that the bulk of the plasma plume is 
composed of singly charged ions under our experimental conditions.
Here, we have to point out that an initial temperature of 10 eV and 12 eV for the 
Ca+ and Ba+ ions respectively had to be used as an input into the simulation code. Since we 
are not able to measure plasma temperatures with the existing system, we compared these 
values with values obtained using the Collisional Radiative Model of Colombant and 
Tonon (1973). It is well known that laser plasmas similar to the ones produced in this work 
are well described by the Collisional Radiative equilibrium, and hence we are justified in its 
use (at least initially during the laser pulse). Moreover, with the range of electron densities 
we are dealing with and the temperature Te inferred by the simulation code we deduce from 
figure 2.2. (Colombant and Tonon 1973) that we are effectively in a Collisional Radiative 
equilibrium. We estimated the dimensions of our line focus to be 3 mm by 100 pm, giving 
us a power density on target o f ~ 6 x 109 Wcm'2. We use the expression derived in 
Colombant and Tonon (1973) to estimate the initial plasma temperature:
1  3
Te = 5.2x10^ v45[A V ]5 
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where A is the element atomic number, A, the wavelength of the laser in microns and <J> the 
power density in W.cm'2.
This approximation gives us an initial plasma temperature o f -  7 eV for a calcium 
plasma and 9 eV for a barium plasma to compare with 10 eV and 12 eV required by the 
code. These small differences can be explained firstly by the approximate nature of the 
equation giving the expression of the temperature. Secondly, the focal spot size couldn’t be 
measured very accurately and the sizes indicated here are upper limits so that the power 
density used in the equation correspond to a lower limit on the power density and hence a 
lower value of the initial temperature Te.
4.4 Summary
We presented time and space resolved photoabsorption shadowgrams using the 3p -  3d 
transitions of neutral calcium, Ca+ and Ca2+. Maps of equivalent width have been recorded 
using the prototype system and compared to results obtained using the final system in the 
DCU laboratory. The principle leading to the derivation of maps of column density has 
been introduced, but the large value of the Ca+ photoionisation cross section led to signal 
saturation and the results obtained were not conclusive. However, the results clearly show 
the improvements of the final DCU system, presenting a better spatial resolution and a 
much higher signal to noise ratio permitting a much more accurate data analysis.
The study of singly charged barium ions has been chosen to demonstrate the 
feasibility o f the technique, i.e., the derivation of time and space resolved maps of column 
density. We show that even in non-optically thin opacity conditions, it is possible to derive 
maps of column density from maps of equivalent width using a simple mathematical 
procedure. Finally the plasma plume expansion velocity has been measured experimentally 
and the results are in good agreement with the plasma expansion model of Singh and 
Narayan (1990).
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Chapter 5
5 Summary
The description of the design and construction of a new imaging system operating in the 
VUV wavelength range constitute the core of this thesis. This final experimental system is 
a source of VUV radiation, collimated to a beam of cross section 4 mm x 4 mm, and 
tuneable from 30 nm to 300 nm (wavelength range of the Acton Research monochromator). 
The application of this system is the study of photoionisation using known transitions in 
calcium and barium atoms and ions to derive maps of time and space resolved column 
densities of the expanding plasma plume. The prototype system used in RAL based on a 0.2 
meter monochromator was a proof of principle experiment to validate the VUV imaging 
technique. The main characteristics of the optical system are the following:
• A diverging beam (30 mrad divergence in the horizontal plane and 14 mrad in the 
vertical plane after the focus point) of cross section 3.8 mm x 2.6 mm at the sample is 
used as a probe beam.
• A resolving power of 30 at 30 nm to 100 at 100 nm is achieved using a combination of 
entrance and exit slit widths of 250 pm.
• A spatial resolution of 360 pm in the horizontal plane and 420 pm in the vertical plane 
is achieved.
Conclusions and future work
1 52
The introduction of a 1 meter monochromator and two torroidal mirrors in the final 
system implemented in the DCU laboratory permitted a better focusing of the source onto 
the entrance slit of the monochromator and the collimation of the tuned VUV beam into a 
parallel beam of cross section 4 mm x 4 mm. As a result, the optical performance of the 
system has been considerably improved. The main characteristics of the final set-up are the 
following:
• A collimated beam of cross section 4 mm x 4 mm is used as a probe beam
• A resolving power of 400 at 30 nm to 1200 at 100 nm is achieved using entrance and 
exit slit widths of 100 pm
• A spatial resolution of 130 pm in the horizontal plane and 180 pm in the vertical plane 
using the same slit width combination is achieved
The toroidal mirror located before the entrance slit of the monochromator enabled 
us to reduce the width of the entrance slit and in doing so increased the spectral resolution 
of the system. At the same time, the better focusing properties of the mirror resulted in no 
flux loss at the entrance slit of the monochromator and permitted the use of grazing 
incidence angles and thus higher surface reflectivity.
The parameters of the toroidal mirror located after the exit slit of the 
monochromator have been chosen in order to create a parallel beam of cross section 4 mm 
x 4 mm. The use of a parallel beam as a probe beam ensures the required conditions for the 
derivation of the equation of radiative transfer, and the direct measurement of maps of 
equivalent widths. For transitions where the absolute cross section is known, the derivation 
of maps of column density can be achieved with a limited number of calculations. We 
applied this technique first to the study of calcium atoms and ions, in the 3p -  3d region of 
the spectrum, and more particularly to the Ca+ ions where the absolute cross section has 
been measured by Lyon et al. (1987).
We were able to record time and space maps of equivalent width of neutral calcium 
using the 3p-3d resonance line at 39.48 nm, of Ca+ using the 3p-3d resonance at 3734 nm 
and of Ca2+ using the 3p-3d resonance at 35.73 nm. The large photoionisation cross section 
of the Ca+ resonance at 37.34 nm prevented us from deriving accurate maps of column 
density due to the saturation of the recorded absorption signal. This saturation introduced
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large errors when converting the maps of equivalent width into maps of column density and 
hence, the results could not be interpreted.
The study of singly charged barium atoms using the 5p -  6d resonance at 46.68 nm
* 15 2was successfully performed and maps of column density showing values of 3 x 10 cm' at 
short time delays to values of 1 x 1015 cm'2 at longer time delays were recorded.
The plasma plume expansion velocity was measured for singly charged ions of both 
calcium and barium and compared with the expansion model of Singh and Narayan (1990). 
The results show good agreement between the experimental measurements and the model 
predictions with expansion velocity of 9xl05 cm.s'1 for Ca+ and 5.4xl05 cm.s'1 for Ba+ ions 
in the expanding plasma plume.
5.1 F u tu re  system  im p ro v em en ts
Although the system built in the DCU laboratory constitutes a major improvement with 
respect to the prototype system used at RAL, a few modifications to the system could be 
added.
First of all on the system itself, the design of a new target chamber housing the 
backlighting plasma seems indispensable. Indeed the actual chamber offers a very limited 
space to incorporate a high precision target holder. However one of the major concerns 
when performing an experiment is the alignment of the plasma source on the optical axis 
and its stability. The current custom-built target holder requires minor adjustments to 
retrieve the optimum position after moving the target to a fresh surface. It would then be 
most beneficial, to obtain consistent results, to have the capacity of moving the target to a 
fresh surface without altering the alignment. The combination of a motorised target holder 
permitting translations along the x, y and z axis from outside the vacuum chamber with flat 
target appears to be optimum. A similar mechanism as the target drive system used by 
Turcu et al. (1993) could nonetheless offer a good alternative. The motor driven tape 
arrangement uses metallic or polymer tape targets wound onto two constantly rotating 
spools ensuring a fresh target for every laser shot. The whole mechanism can be translated 
along the x, y and z axis using a series of motor for an accurate source positioning, the main 
problem being the target tapes which are not the standard targets in our laboratory.
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The chamber housing the sample plasma could be modified to permit a more 
complete study of the expanding plasma plume. As mentioned the probe beam has a cross 
section of 4 mm x 4 mm, which does not probe the entire plasma plume. By fitting a high 
precision target holder it would then be possible to scan the whole plasma by translating the 
plasma vertically and/or horizontally. The difficulty is that the focusing conditions of the 
laser beam onto the target should remain unchanged. This could be realised by having the 
target holder and the lens holder used to focus the laser beam onto the target, connected 
together at a fixed distance and height. The study of the plasma at long time delays would 
then be obtained using several settings which could be assembled together to recreate the 
entire plasma plume ion distribution.
Finally, even though the modifications on the system built in DCU improved the 
light coupling between the source and the monochromator, the relatively low flux remains a 
serious concern. The optics designed in this system offer the optimum optical set-up with 
high reflectivity and low aberrations. In order to address the low VUV flux studies were 
begun on the effects of laser interaction with pre-formed plasmas with a view to increase 
the laser plasma flux per shot. Previous experiments have demonstrated a significant 
increase in soft X-ray flux emitted over direct laser target interaction (Collins 1993, Dunne 
et al. 2000), and encouraging results have been obtained in our laboratory in the VUV 
wavelength range. Preliminary studies on copper emission in the VUV have been carried 
out using a Nd-YAG (Continuum Surelite) laser delivering 800 mJ in 8 ns to form a “pre­
plasma” which was subsequently heated by second Nd-YAG laser delivering 500 mJ in 150 
ps (EKSPLA 312P). The results showed a gain of 3.5 in the VUV emission for an interlaser 
delay of 10 ns (Dunne et al. 2002). The influence of the use of different target shapes on the 
plasma emission as well as the characterisation of laser produced plasmas in capillaries is 
currently being carried out in the DCU laboratory. The aim of these studies is to achieve 
single shot operation.
On the detector side it would be valuable to calibrate the CCD camera for future 
absolute flux measurement on the plasma source. The Quantum Electronics Laboratory in 
the University of Padova has a calibrated VUV source that could be used to calibrate the 
VUV CCD. Moreover as the emission from the sample plasma is the dominant factor in 
decreasing the signal to noise ratio the use of a gated detector could partly solve this 
problem.
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5.2 A p p lica tion s
The applications of this imaging system are varied and numerous since the system 
constitutes essentially a collimated tuneable VUV source. This technique can be applied to 
the study individual components of multi-element semiconductors such as YBCO, which 
constitutes a very important element in pulsed laser deposition (Geohegan 1992, 1996). 
Taking barium as a reference, and monitoring the change in the barium column densities, 
the influence of the YBCO composition on thin film composition could be studied. At the 
same time the different column densities velocities of each component can be recorded in 
the VUV and the overall plume size and velocity inferred from the results.
In the normal photoionisation process, An+ + hv —> A(n+1)+ + e' (T), a photon of 
frequency v is absorbed by an atomic ion in charge state n to produce a photoelectron with 
kinetic energy T=l/2(mv2) and a remaining ion of charge n+1. This is referred to as 
“direct” photoionisation. However, if  the photon energy hv corresponds to the excitation 
energy of a inner transition, e.g., Ca+ (3p6 4s 2S) + hv -> Ca+ (3p5 3d 4s 2P) there will be a 
resonant enhancement o f the photoionisation cross section at this radiation frequency and 
hence “resonant” photoionisation. Of course the direct process is also present and the 
interference between the “direct” and resonant pathways will give the resonance its 
characteristic “Fano” shape (Fano 1961).
One of the limitations of resonant photoabsorption -  photoionisation imaging is that 
absolute cross sections for atoms and ions are very few. However, looking at the non­
resonant part of the photoionisation continuum, the total absorption cross section can be 
computed for all atoms and ions with good accuracy. Hence, we can apply the same 
technique to measure the equivalent width and convert it to column density (n;L) of nearly 
all ions and atoms.
Let us consider two central frequency settings vi, \z , where both neutral and singly 
charged particles are present in the plasma, with respective cross sections c?ovl and ct+v1 at 
the frequency vi and ct0v2 and o+v2 at V2. Assuming an optically thin plasma the equivalent 
widths Wvi and Wv2 can be written as:
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Solving the system of equations we can extract the value of both the column density 
for neutral and singly ionised species:
Wo1 J< r ? d o -W v2 \<r?dv
( yi D  ____________ __________________ — ______________
° ^ a f d o  fcr“2d o  -  ^ a f d v  jc r ^ d u
Aut Ao2 Al>j A o2
w u2 j<Jo d o - W ul j c r ^ d o
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Here, using the maps of the equivalent width obtained experimentally we see that a simple 
subtraction between images will lead to maps of column density ntL for the different 
species present in the plasma
The imaging system is planned to be used for the determination of optical constants 
and thickness of thin films by imaging the incident, reflected and transmitted beam. First of 
all, the optical constants of the thin film deposited on the substrate are determined using the 
incident and reflected images. Images of the light absorbed by the substrate can then be 
generated. By determining the displacement between the incident and transmitted beams, 
using geometrical optics the thickness of the substrate can be inferred. This experiment 
requires a specific target chamber for the substrate analysis, which has already been built, 
as part of a research program in the DCU laboratoiy by fellow student J. Mullen and his 
advisor Dr. P. Van Kampen. Preliminary tests have been carried out in the visible region, 
leading to measurements of thin films thickness with an accuracy of 10 pm. As a new 
commercial PLD system will be acquired by Dr. Jean Paul Mosnier, this diagnostic will 
reveal itself useful to characterise the samples grown in our laboratory in the VUV 
wavelength range.
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The study of colliding plasmas has attracted much interest in the last decade due to 
obvious interest in astrophysics and collision physics. Until now, only emission studies on 
the effect of colliding plasma have been carried out using pinhole photography as an 
imaging technique and XUV spectroscopy as another diagnostic. Ruhl et al. (1997), Henc- 
Bartolic et al. (1998), Harilal et al. (2001) used these diagnostics to study the process of 
charge exchange collisions in carbon, boron nitride, and magnesium colliding plasmas 
respectively. The same experiments could be repeated here to monitor the effect of plasma 
collisions using photoabsorption imaging; in particular the physics should be quite different 
since collisions between ground state species can be studied as opposed to those between 
excited species as in emission spectroscopy and imaging. Also, collisions between energy 
carrying metastables species, known to be important in fusion plasmas and likely to be 
important in thin film deposition, can be easily tracked using the photoabsorption imaging 
system.
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Appendix 1.
Mechanical drawings of the x,y,z target holder (after Moloney 1998)
Figure 1. Schematic o f  X Y Z  translation mount assembly (without guide rails).
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Figure 2. Schematic of extension flange A.
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Figure 6. Schematic of horizontal sliding plate C.
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Appendix 2.
Mechanical drawings of the mirror chambers
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