ABSTRACT Target localization is an important research field in wireless sensor networks and the received signal strength (RSS)-based method is of particular interest. Since traditional RSS-based method is invalid for simultaneously localizing multiple targets, the compressive sensing theory has been applied to develop an effective localization framework in recent years. However, most existing works implicitly assume the transmit powers of targets are known and constant, which contradicts the practical application scenario as the power might change with time and usually difficult to be known. In this paper, we consider the challenging problem of multiple target localization with unknown and time-varying transmit powers by exploiting multiple measurement vectors (MMVs). Since the conventional MMV formulation is incapable of the time-varying environment, we develop a novel MMV framework, in which the temporal correlation of varying powers can be further exploited. In this way, the problem is transformed to reconstruct a block-sparse signal and learn its inner correlation structure. To address this, a block-sparse reconstruction algorithm is designed, based on the novel application of the variational Bayesian approximation and the expectation-maximization methodology. The proposed algorithm can jointly estimate locations and varying powers of multiple targets with high accuracy. The extensive simulation results demonstrate the superiority of the proposed method in comparison with the state-of-the-art algorithms.
I. INTRODUCTION
Wireless sensor networks (WSNs) is regarded as a subpart of the future Internet of Things (IoT) and has been widely used in industrial fields as well as national defense fields. An important task that WSNs need to perform is target location estimation, which is imperative for accurate tracking of the target and higher level motion analysis [1] , [2] . Typically, the localization system consists of a number of randomly distributed sensors. The sensors receive signals broadcasted by targets to extract some desired attributes and then communicate their measurements to a Fusion Centre (FC), where a localization algorithm is performed to estimate target locations.
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Among different types of sensor measurements, i.e., time of arrival (TOA), time difference of arrival (TDOA), direction of arrival (DOA) and received signal strength (RSS), the RSS is of particular interest for WSNs. This is mainly due to the fact that RSS measurements can be obtained with minimal effort and do not require extra circuitry, with remarkable savings in cost and energy consumption of sensors [3] - [5] . Particularly, it can be easily integrated with future IoT devices featuring limited storage and processing capability [6] .
Recently, the Compressive Sensing (CS) theory [7] - [9] , has been applied to develop an effective localization framework using RSS measurements. The CS-based localization method distinguishes itself from traditional RSS-based approach mainly in two aspects: (i) it achieves favorable localization accuracy requiring only a small number of sensors, (ii) it simultaneously localizes multiple targets when they are concurrently transmitting signals. It is worth pointing out that when different targets are simultaneously active, the signals transmitted by targets are overlapped at each sensor. As a result, it is impossible for a sensor to extract the distance information with any target directly from the RSS value, leading the traditional RSS-based approach infeasible.
Driven by its importance, the CS-based localization method has drawn extensive research interests [16] - [29] . However, most existing works implicitly assume the transmit powers of targets are known and constant during the observation time, while in practice the target powers may not be constant and usually difficult to be known. In particular, the transmit powers can change as batteries deplete [3] , and the variation of the battery voltage of the transceiver will cause the variation of the transmitting power [10] . Indeed, the works in [11] experimentally verified that the actual transmission power is strongly affected by the battery level and that such behavior is highly non-linear. These facts could partially invalidate approaches based on the constant transmission power assumption. Thus, it is desirable to take the variation of target power into account in localization.
Considering the variation of target powers, localization with RSS is a challenging problem because of the inconsistent RSS measurements in WSNs. A straightforward way to bypass this difficulty is using the RSS difference (RSSD). The RSSD between two sensors indicates information about their relative distance from the transmitter and removes the dependency on the actual transmit power [3] . Motivated by this, some papers have studied single target localization with RSSD measurements [10] , [12] , [13] . However, it cannot be applied in multiple targets scenario as sensors can only obtain the superimposed RSS measurements when multiple targets concurrently emit signals.
Alternatively, a more interesting and challenging way is regarding transmit powers of targets as unknown values to be estimated along with target locations. Following this idea, we consider localization at multiple time slots, and jointly estimate the locations and time-varying power of targets by exploiting the Multiple Measurement Vector (MMV) formulation. Existing researches on CS theory have shown that the reconstruction accuracy can be improved by extending the single measurement vector into the MMV case, under the assumption that sparse signals at different time slots share the same support [14] , [15] . However, the conventional MMV formulation uses the same measurement matrix for all slots, which is not valid in practical time-varying localization environments.
Recently, a novel vectorized MMV framework was developed to solve the problem [16] . Nevertheless, this MMV framework constrains sparse signals at different slots to be identical, not only the supports but also the amplitudes are time-invariant, which implicitly assumes the transmit powers of all targets are constant. Moreover, existing MMV methods consider sparse signals at different snapshots as independent variables only with the same support, contradicting the practical application in target localization. In fact, the variation of powers often has temporal relativity, which can be exploited to improve performance. In the task of signal reconstruction, learning temporal structures of signals is a challenging problem and the general solution is applying a training process to learn the structure. However, it is inapplicable in the localization scenario as targets are usually non-cooperative with the localization system and thus no prior information can be used for training.
To the best of our knowledge, localizing multiple targets with unknown and time-varying transmit powers has not been reported in the literature so far. In this paper, we study this issue by developing a novel MMV formulation in the CS framework, in which the problem is transformed into recovering a block-sparse signal. Then, we solve the reconstruction problem from a Bayesian perspective, not only because of its superior performance against deterministic approaches, but also because of its flexibility for exploiting possible structures of the signal to be recovered.
The main contributions of this paper are outlined as follows:
• We study multiple target localization with unknown and time-varying transmit powers, and develop a novel MMV framework to formulate this problem into recovering a block-sparse signal.
• We further exploit the temporal relativity of time-varying powers, which is formulated as a parameterized correlation matrix of the block-sparse signal. In this way, the localization problem can be seen as a joint block-sparse signal reconstruction and parameter optimization task.
• We solve this joint problem from a Bayesian perspective and design a novel localization algorithm for simultaneously localizing multiple targets and estimating their time-varying powers, based on the variational approximation and the Expectation-Maximization methodology. The proposed algorithm can also be applied in other fields to reconstruct the block-sparse signal and learn its inner correlation structure at the same time.
• We conduct extensive simulations to evaluate the performance of the proposed method, and validate its superiority over other existing algorithms by simulation results.
The rest of this paper is organized as follows. Section II reviews related works. Section III introduces the CS-based localization model and develops a novel MMV framework for localizing targets with time-varying transmit powers. Based on this, Section IV provides detailed descriptions of the proposed localization algorithm. Experimental results are reported in Section V and conclusions are given in Section VI.
II. RELATED WORK
The CS-based localization methods have been rapidly developed in recent years [16] - [29] . The research in [17] formulated the target localization problem in a sparse approximation framework, but incurred heavy workload. To reduce complexity, the authors developed a two-stage framework VOLUME 7, 2019 for indoor localization [18] , [19] . The validity of CS-based localization formulation was theoretically confirmed in [20] . To enforce the restricted isometry property of CS in localization, Yan et al. [21] introduced a novel optimization method for the measurement matrix. The research in [22] further exploited underlying structures of speech signals in multiple speaker localization to improve estimation accuracy.
More recently, the research in [23] considered localization in a novel two-dimensional framework, where RSS samples are compressed in the space domain and location information is compressed in the time domain. To exploit potential information in cross-correlations of received signals, the authors in [24] considered the multipath channel environment. In [25] , a novel localization system was developed using online compressive sensing, where RSS samples are recorded at runtime and target locations are estimated immediately. By exploiting the joint sparsity feature of target locations, the multiple measurement vectors model was adopted to tackle the time-varying environment [16] . In [26] , the indoor visible light positioning was formulated as a CS sparse reconstruction problem and a 3-step workflow is proposed accordingly to solve it. The works presented in [27] - [29] focused on solving the off-grid target problem and proposed effective solutions under the Bayesian framework.
III. PROBLEM FORMULATION
We consider the localization problem in a two-dimensional monitoring area, where a number of sensors are randomly deployed to measure the signals broadcasted by targets. The RSS values are recorded as the measurements, which are reported to the FC in a wireless manner. The FC fuses these measurements to perform the localization algorithm for estimating target locations.
A. CS-BASED LOCALIZATION MODEL
The single target localization method extracts the distance information between a sensor and the target based on the RSS measurement. However, it is infeasible in multiple target localization. Because in such a scenario, sensors can only obtain the superimposed RSS measurements when multiple targets concurrently emit signals. To capture such a fact, as in [16] , [20] , and [27] - [29] , we assume that the strengths of multiple targets will be linearly superimposed at a sensor. Specifically, let s 1 , . . . , s M and t 1 , . . . , t K denote the locations of M sensors and K targets respectively. The RSS value measured at the m-th sensor can be expressed as
where a k is the transmit power of the k-th target, ε m is the measurement noise and p(s m , t k ) denotes the energy decay function where d = s m − t k 2 is the distance between the m-th sensor and the k-th target, d 0 is a short reference distance (typically 1m), and γ is the energy decay exponent determined by environment.
Due to the superposition of RSS measurements, simultaneously localizing multiple targets is highly challenging. Fortunately, the CS theory can be applied to convert the difficult problem into a linear optimization problem. To this end, we first discretize the continuous monitoring area into N grids and record their positions by g 1 , ..., g N , as shown in Fig. 1 . When the grid size is small enough, each target can be guaranteed to locate at a unique grid. Thus, a target location can be approximated by the centroid of the grid it located in. Based on this, the locations of multiple targets can be represented as an N × 1 vector w = [w 1 , ..., w N ] T . Its element w i = a k if the k-th target is located at the grid i, and w i = 0 otherwise. Clearly, w is fully sparse as it only contains K (K N ) nonzero elements. If w is obtained, we can simultaneously give the estimates of multiple target locations along with their number and transmit powers.
Then, by defining the M × N measurement matrix as
, the measurement model (1) can be reformulated in vector-matrix form
where y = [y 1 , ..., y M ] T is the measurement vector, and the measurement noise ε is generally considered as Gaussian. As M N , recovering w from the noisy measurements y is an under-determined problem, but the CS theory states that under certain conditions the sparse signal w can be accurately reconstructed by utilizing appropriate reconstruction algorithms.
It is worth pointing out that when the grid size is not small enough, the miss-distance between the actual target location and the grid centroid will deteriorate the estimation accuracy, which is referred as the off-grid problem. The problem can be handled only by approximating the measurement matrix with its Taylor expansion to estimate the mismatch between target location and grid centroid, as proposed in [27] - [29] . In this paper, we preclude the off-grid problem, and focus on investigating and handling the effect of time-varying transmit powers of targets.
B. NOVEL MMV LOCALIZATION FRAMEWORK
As presented in the previous sub-section, most of the CS-based localization methods aim to localize targets at a certain time instant and neglect problems arising from the time variation. In particular, the transmit power of target is inevitable to be considered as time-varying value, and it is desirable to be estimated along with target location. Following this idea, we first discretize the problem by considering localization at a number of discrete time slots, where the time-varying powers are assumed to be constant in a certain slot, but varying in different slots. It is rational as a sampling slot is usually very short. Then, we jointly use the measurements at multiple slots to localize targets and estimate their varying powers.
By regarding RSS measurements in each slot as a Single Measurement Vectors (SMV), the joint problem in multiple slots can be formulated as a CS reconstruction problem based on the Multiple Measurement Vectors (MMV). Fortunately, extensive studies of CS theory have shown that the sparse reconstruction algorithms based on the MMV model perform much better than the ones using the SMV model [14] , [15] . Intuitively, the localization accuracy can be improved by exploiting MMV formulation.
In fact, a key assumption of MMV approach is that the multiple measurements share the same support (i.e. indexes of nonzero elements in sparse signals are identical). Accordingly, we assume the locations of targets were static during the whole sensing time. Based on this, the SMV model (3) can be extended to the MMV case as
where the indexes of nonzero elements in w 1 , · · · , w L is identical and L denotes the number of measurement vectors (i.e. the number of time slots). Note that the measurement matrix l is determined by the environment, which might change in different time slot. The amplitudes of nonzero elements in w l denote the target powers at the l-th slot, which is also time-varying. In this localization scenario, conventional MMV algorithms cannot be applied to solve the problem. Because these algorithms are based on the common measurement matrix, which can be expressed as
where
and is common for all measurement vectors. As the common measurement matrix assumption is not valid in practical time-varying localization environments, the research in [16] reformulate the problem in a vectorized MMV framework as
where vec (·) denotes the vectorization of input matrix by stacking its columns into a single column vector and the new measurement matrix G is defined as G = blkdiag ( 1 , · · · , L ) with blkdiag (·) denotes the block diagonal concatenation of input matrixes. However, this MMV framework constrains all sparse signals to be identical (i.e. w 1 = · · · = w L ). Not only the supports but also the amplitudes of nonzero elements are timeinvariant, which implicitly assumes the transmit powers of all targets are fixed at a known value. Moreover, the associated sparse reconstruction algorithm proposed in [16] can only iterate at several fixed values, which is incapable of estimating target powers since the amplitudes of sparse signals are contiguous.
In order to investigate the time-varying transmit powers of targets, we assume the amplitudes of nonzero elements in w 1 , · · · , w L are different and change with time. Particularly, they are unknown and need to be estimated. Furthermore, existing MMV algorithms consider w 1 , · · · , w L as independent variables only with the same support, which contradicts the practical application in localization, because the time-varying powers of targets often have temporal relativity to be exploited.
To overcome these issues, we reformulate the problem in a novel MMV framework:
where y = vec (Y ) and ε = vec (E). The new sparse vector is defined as ω = vec W T . Accordingly, the new measurement matrix is defined as
with i (:,n) denotes the n-th column vector of the matrix i
, L).
In this way, the nonzero elements of sparse signals are clustered into several nonzero blocks in ω. Specifically, the vector ω ∈ R NL×1 can be viewed as a concatenation of N blocks with the same length L. There are only K nonzero blocks and their block indexes denote the locations of K targets. The L elements in the k-th nonzero block denote the values of the k-th target power at the L sampling time instants. Therefore, the vector ω is referred to as the block-sparse signal and the localization problem is transformed into a block-sparse reconstruction problem. Note that the SMV problem (3) is a special case when L = 1.
IV. BLOCK VARIATIONAL BAYESIAN LOCALIZATION ALGORITHM
In this section, we focus on localizing multiple targets and estimating their time-varying transmit powers from multiple VOLUME 7, 2019 measurement vectors. As depicted in (7), the problem is equivalent for recovering a block-sparse signal ω from the measurements y.
Since time-varying powers of targets often have temporal relativity, it is favorable to exploit the temporal structure in ω to improve the localization performance. However, learning temporal structures of signals is a challenging problem and existing solutions for applying a training process is inapplicable in localization, as discussed before. Thus, we first adopt parameterized matrixes to model the correlation structure within blocks, and then incorporate the parameter adjustment approach into signal reconstruction process, hoping that the performance will be improved via parameter estimation. As a result, the localization problem can be seen as a joint block-sparse signal reconstruction and parameter optimization task.
We solve the problem from a Bayesian perspective. Compared with extensively studied deterministic approaches, the Bayesian algorithm has attracted much attention recently. This is not only because of the superior recovery performance of the Bayesian approach, but also its flexibility for modeling the possible structure of the recovered signal. Following this idea, we develop an iterative reconstruction algorithm to solve the joint problem based on the philosophy of expectation-maximization (EM) algorithm, which has become a standard methodology for solving statistical signal processing problems.
Specifically, we first design a prior distribution for the block-sparse signal ω, which incorporating the correlation structure within each block. Then, we regard ω as the random variable and the correlation matrix as the deterministic variable, respectively. In this way, by utilizing EM algorithm, the ω can be updated as a hidden variable in the Expectation-step (E-step) and the correlation matrix can be estimated as deterministic parameters in the Maximization-step (M-step). Consequently, the algorithm iteratively cycles through E-step and M-step for Bayesian inference until convergence. However, the exact Bayesian inference of such a problem is intractable for analytical calculation. Thus, we resort to an approximation approach, which is referred to as variational Bayesian inference.
A. THE VARIATIONAL BAYESIAN EM ALGORITHM
The difficulty of applying Bayesian inference lies in the typically intractable computation of the posterior probability function. To solve this problem, Tzikas et al. [30] introduced the variational method to bypass the difficulty by finding approximations to the posterior of variables.
Consider a model with observed variables y, hidden variables ω, and deterministic parameters B. For any probability density function q (ω), the log-likelihood function can be written as
with
where KL (q p) is the Kullback-Leibler divergence between p (ω|y; B) and q (ω). Since KL (q p) ≥ 0, F (q, B) is a lower bound of the log-likelihood and can be maximized when KL (q p) = 0, in other words, when q (ω) = p (ω|y; B). In this way, the Bayesian inference maximizes the lower bound F (q, B) with respect to q and B alternately. However, in many complicated models, the posterior distributions p (ω|y; B) are intractable to obtain. Fortunately, the variational methods find an approximate solution by assuming the functions have specific forms, where q(ω) is assumed to be factorized as q (ω) = i q i (ω i ). Then, the optimal posterior distribution for q j ω j can be obtained as (The derivation can be found in [30] )
where q j = q j ω j and · i =j is the expectation with respect to q i (i = j). old with respect to B. In this methodology, the posteriors of hidden variables and deterministic parameters are iteratively updated by maximizing the lower bound of the likelihood function, which also guarantees local convergence. In what follows, we will detailedly introduce the proposed algorithm from E-step and M-step respectively.
B. UPDATE OF THE BLOCK-SPARSE SIGNAL
The block-sparse signal ω can be regarded as random variable and estimated in the E-step. It is achieved by firstly imposing prior probabilistic models on variables, and then trying to obtain their posterior distributions based on the maximum likelihood criterion. Thus, the prior probability distributions need to be appropriately designed to guarantee the estimation accuracy. The graphical model of this problem is shown in Fig. 2 for representing dependencies among variables and parameters.
As discussed earlier, the block-
can be viewed as a concatenation of N blocks with the same length L, where ω i ∈ R L×1 denotes the i-th block. Within each block ω i , we assume a Gaussian distribution as the prior
where i = 1, ..., N . α i is a positive parameter controlling whether the block becomes zeros. When α i → ∞, the associated block ω i → 0. B i is a positive definite matrix molding the correlation structure within the i-th block, which captures the temporal relativity of the time-varying target power. Since each block denotes a possible location of a target, all the blocks {ω i } N i=1 can be viewed as independent with each other. Thus, the prior of ω can be given by
Furthermore, to induce the sparsity of ω, the parameters α 1 , ..., α N are constrained by treating them as random variables and imposing independent Gamma prior distributions on them according to
where (a) = ∞ 0 t a−1 e −t dt is the Gamma function. a and b is the parameter of Gamma distribution. This prior is selected because it is conjugate to the Gaussian.
As discussed earlier, the measurement noise is generally considered as zero-mean Gaussian distribution. Further, we treat the noise inverse variance β as a random variable and assume it with a Gamma prior distribution
with parameters c and d. Based on this and the measurement model (7), we obtain the likelihood function
Then, by applying the variational approximation conclusion (12) and the above defined prior probabilistic models, the posterior distributions of ω, α and β can be approximately calculated as:
By substituting the prior (15) and likelihood (19) into (20), we obtain the posterior distributions of ω:
Substitute the priors (15) and (17) into (21) , the posterior of α can be obtained
where tr (·) denotes the trace of the input matrix. µ i ω ∈ R L×1 is the corresponding i-th block in µ ω and i ω ∈ R L×L is the corresponding i-th principal diagonal block in ω .
By substituting the prior (18) and likelihood (19) into (22), we have
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In summary, the approximate posterior distributions of variables ω, α and β are successively updated, since they depend on the statistics of others. The above procedure parameters a, b, c and d are typically set to very small values (e.g., 10 −6 ), which amounts to provide non-informative prior for α and β.
C. UPDATE OF THE CORRELATION STRUCTURE WITHIN BLOCKS
As discussed earlier, to exploit the temporal relativity in ω, we model the correlation structure in each block ω i as the positive definite matrix B i (i = 1, ..., N ), which can be estimated as deterministic parameters in the M-step. However, assigning each block with a matrix will result in the overfitting problem, as the number of unknown model parameters is much larger than that of observations. Thus, we constrain all the blocks to have the same correlation matrix B. Moreover, if there is some prior information about the time-variation characteristic of target powers, we can constrain the correlation matrixes with some specific structure, even determined by only a few parameters. In this paper, we only constrain the correlation matrixes of all blocks as B without any prior information.
Let B old denotes the current estimate of the matrix and q ω; B old , q α; B old , q β; B old denote the current posterior distributions obtained in the previous E-step. The updated estimate of B can be obtained by maximizing the lower bound Q B, B old with respect to B, where Q (·) is defined in (13), i.e., .
After derivation and simplification (see the Appendix), we have
Denote the objective function in (34) as f (B), we obtain its gradient
Thus, the updated estimate of parameters B can be given
D. PROCEDURE OF THE LOCALIZATION ALGORITHM
Based on the results presented in the previous two subsections, we devise a novel reconstruction algorithm in the CS framework for recovering the block-sparse signal, and learn its inner correlation structure at the same time.
In the E-step, the posterior distributions of the block-sparse signal are updated successively. In the subsequent M-step, the correlation matrix of blocks is updated through parameter estimation. In this way, the algorithm iterates between E-step and M-step until convergence. As a result, the posterior mean vector µ ω of ω is adopted as the estimate of the localization problem (7), which indicates the locations and time-varying powers of targets. The resulting algorithm is summarized in Algorithm 1, named as block variational Bayesian Expectation Maximization (Blk-VBEM). = I. 2: Initialize prior distributions of α (τ ) , β (τ ) and evaluate posterior of ω (τ ) by (24) . Iteration: 3: while not converged do 4: Update posterior of α (τ +1) according to (26) , (27) using B (τ ) and current distribution of ω (τ ) .
5:
Update posterior of β (τ +1) according to (29) , (30) using current distribution of ω (τ ) .
6:
Update posterior of ω (τ +1) according to (24) using B (τ ) and current distribution of α (τ +1) , β (τ +1) .
7:
Estimate B (τ +1) according to (36) using current distribution of ω (τ +1) , α (τ +1) .
8:
Set τ = τ + 1. 9: end while Output: 10: Estimateω = µ ω according to current distribution of ω.
Remark 1:
The convergence criterion can be chosen as the minimal reduction or the maximal iterations. Specifically, denoting the reduction as r = α (τ ) − α (τ −1)
α (τ −1) at the iteration τ , we can terminate the algorithm when r < δ or τ > τ max , where δ is the termination threshold and τ max is the maximum iterations.
Remark 2:
The convergence property of the algorithm can be guaranteed by virtue of the Expectation-Maximization methodology.
Remark 3: Since it is difficult to estimate the correlation matrix B accurately without any prior information about its structure, we constrain B (τ ) = I when the number of nonzero blocks is less than the measurement number M at the τ -th iteration.
V. NUMERICAL SIMULATIONS
In this section, we present our results of a series of numerical simulations to demonstrate the performance of the proposed algorithm. In all simulations, we randomly deploy M sensors in a two-dimensional monitoring area with the size of 100m× 100m. The area is uniformly divided into 10 × 10 (N = 100) grids and we randomly select K grids out of N to allocate targets at each realization.
We consider localization at L different time instants, where the transmit powers of targets are time-varying. The power of the k-th (k = 1, ..., K ) target is assumed to be fluctuating according to the model [31] , [32] 
for all l > 0, where P 0 denotes the initial power, and σ P denotes the standard deviation of power fluctuation. In this way, r gives the correlation between target powers at successive observation times and its value will be close to unity when the observation interval is small, reducing as the time between observations increases. Without loss of generality, we set the parameters of target powers as P 0 = 5000, σ P =500 and the energy decay function as d 0 = 1m, γ =2. The termination criterion of the proposed algorithm is chosen as δ=10 −4 , τ max =500. Moreover, additive Gaussian noises N 0, σ 2 are imposed on sensor measurements and the signal-to-noise ratio (SNR) is defined by 10log 10 y 2 2 (MLσ 2 ) . Simulations are conducted in different scenarios to compare the proposed Blk-VBEM algorithm with three of the best representative algorithms currently available in the literature: (i) Greedy Matching Pursuit with MMV (M-GMP) [16] , (ii) Variational Bayesian Inference (VBI) [27] , [28] , and (iii) Block Sparse Bayesian Learning (B-SBL) [33] . Among them, M-GMP is the only existing MMV method that can be applied in time-varying localization environment, as discussed earlier. VBI is originated from Bayesian CS and its superior localization performance against other classical CS algorithms is illustrated in [27] and [28] , e.g. Basis Pursuit (BP) and Orthogonal Matching Pursuit (OMP). By virtue of the proposed framework, the localization problem is transformed into recovering a block-sparse signal, and thus existing algorithms for block-sparse reconstruction can be applied to solve the problem. There are many algorithms that have been proposed to recover sparse signals with block structure (e.g. Struct-OMP, Group-BP, Group-Lasso, B-SBL), and we choose B-SBL for comparative study, which outperforms others as shown in [33] .
The localization performance is reflected by the average localization error of multiple targets:
where (x i , y i ) and (x i ,ŷ i ) is the actual and estimated position of i-th target.
Since the transmit powers of targets are equivalent with the amplitudes of the block-sparse signal ω, the mean square error (MSE) between ω and its estimateω can be chosen as the performance measure of power estimation, which is defined:
All results are calculated based on 1000 Monte Carlo runs. Note that, since the M-GMP algorithm is incapable of estimating target powers, we only investigate its localization performance for comparatively study.
A. BENEFIT OF EXPLOITING MULTIPLE MEASUREMENT VECTORS
The MMV formulation is developed by jointly considering target localization at different time slots with the time-varying powers. The number of slots used for localization is equivalent to the number of measurement vector L. Thus, we first investigate the benefit of exploiting multiple measurement vectors by increasing L from 1 to 6, while fixing the target number at K = 8, the sensor number at M = 15 and SNR = 30dB. Moreover, the temporal correlation of time-varying powers is reflected by the parameter r with 0 ≤ r ≤ 1. If r = 0, the target powers at different time slots are regarded as independent variables without any correlation. If r = 1, the target powers are regarded as time-invariant. Thus, we compared the performance of algorithms at three representative temporal correlation levels, i.e. r = 0.1, r = 0.5 and r = 0.9.
As is clear from Fig. 3(a) , the localization performance of B-SBL and Blk-VBEM greatly outperform VBI and M-GMP. The same phenomenon can be seen under different correlation levels in Fig. 3(c) and Fig. 3(e) . It confirms the superiority of the proposed MMV framework against existing methods, as only by applying existing reconstruction algorithm B-SBL in our MMV framework will achieve favorable performance.
In Fig. 3(a) and (b), the Bayesian algorithms VBI, B-SBL, and Blk-VBEM show comparable localization and power estimation performance when using single measurement vector (L = 1), However, with L increasing, the performance of B-SBL and Blk-VBEM improves remarkably but VBI almost remains the same. This is mainly attributing to the benefit of exploiting multiple vectors. Since the problem is formulated as recovering a block-sparse signal in our MMV framework, it is rational that the block-sparse reconstruction algorithm shows better performance. Additionally, another important observation is that the proposed Blk-VBEM algorithm is much better than B-SBL when L > 1. The performance gain is obtained by the virtue of variational approximation and Expectation-Maximization methodology. The same results can be obtained at the correlation levels r = 0.5 in Fig. 3(c), (d) , and the advantage of Blk-VBEM over B-SBL becomes bigger at a high correlation level r = 0.9, as shown in Fig. 3(e), (f) .
B. BENEFIT OF EXPLOITING TEMPORAL CORRELATION
In this sub-section, we investigate how the proposed Blk-VBEM algorithm benefits from exploiting temporal correlation of varying powers. To this end, we consider the following two cases for comparative study. In the first case, we investigate the performance of Blk-VBEM at different correlation levels (r = 0.1, 0.5, 0.9). In the second case, we modify Blk-VBEM to ignore the correlations by abandoning the M-step of learning correlation matrix B and constraining B = I in all other iteration processes. The localization and power estimation performance of the two cases are investigated under the same simulation conditions by increasing L from 1 to 6, and fixing K = 8, M = 15, SNR = 30dB. As is clear from Fig. 4(a) and (b) , when L = 1, the performance of the algorithm in different cases is similar to each other. However, with the increasing of observation time (i.e. increasing L), the disadvantages of the algorithm that ignores correlation become more and more clear. No matter the correlation is strong r = 0.9 or weak r = 0.1, the algorithm that exploits correlation shows much better performance. Therefore, a conclusion can be reached that exploiting the temporal correlation considerably improve the performance of the proposed Blk-VBEM algorithm, both for localization and power estimation. Moreover, the proposed approach in lower correlation level outperforms the higher one. This is due to the fact that, with the increasing of correlation level, the benefit from exploiting multiple measurement vector diminished.
Without loss of generality, we only present the case of r = 0.5 in all the following simulations.
C. PERFORMANCE UNDER DIFFERENT NOISE LEVELS
In order to validate the robustness of the proposed algorithm, we vary SNR from 10dB to 40dB at a step of 5, where M = 15, K = 8 and L = 4. The Loc.Error and Pow.MSE of different algorithms is depicted in Fig. 5(a) and Fig. 5(a) , respectively. As can be seen, with the increasing of SNR, both of the localization and power estimation performance of all algorithms improve considerably except M-GMP. The poor performance of M-GMP is mainly due to the fact that it lacks the ability to tackle with noise. For others, it is clear that Blk-VBEM shows consistently better performance under all level of noise, which confirms that Blk-VBEM is more robust to noise than others are.
D. IMPACT OF SENSOR NUMBER
In the application of WSNs, the most common and efficient approach to improve performance is increasing the number of sensors. To this end, we study the effectiveness of different algorithms by increasing M when fixing K = 8, L = 4 and SNR = 30dB. The simulation results are shown in Fig. 6 . As is clear from the figure, when the sensor number M is very small (approximate target number), the performance of all algorithms is poor, but Blk-VBEM is still better. As expected, with increasing of M , the localization and power estimation errors of all algorithms decrease dramatically. This is mainly attributing to the virtue of CS. As a result, the accurate estimation of target locations and powers can be achieved with only a small number of sensors. Notably, the proposed Blk-VBEM algorithm consistently outperforms others.
E. IMPACT OF TARGET NUMBER
It is natural to think about how the target localization method performs when the number of targets K varies. Thus, we investigate the localization and power estimation performance of different algorithms with respect to K when fixing M = 15, L = 4 and SNR = 30dB. Fig. 7 (a) and (b) illustrates Loc.Error and Pow.MSE respectively. As can be seen, the estimation accuracy of all algorithms declines with increasing of the target number, but Blk-VBEM is much better than others. It is rational as the number of targets is equal to the sparsity level, which has a direct effect on the accuracy of the CS-based sparse reconstruction problem. Moreover, the estimation errors of Blk-VBEM increases more slowly than others, which indicates that it is less sensitive to the sparsity level. Generally, the larger value of the sparsity level is, the more measurements should be taken to guarantee the reconstruction performance.
F. IMPACT OF GRID NUMBER
As discussed before, the grid size is a tradeoff between complexity and accuracy. We investigate the performance of different algorithms against the grid number N =100, 144, 196, 256, 324, 400, while keeping the size of monitoring area fixed. In this way, we vary √ N from 10 to 20 at a step of 2, where K = 8, L = 3 and SNR = 30dB. Note that, for a fair comparison in terms of signal reconstruction (and hence localization), we should keep the ratio M /N (sometimes called compression rate) constant. Thus, we keep a reasonable ratio M /N = 1/8 and set M according to N (fractions are rounded down) at each realization. The Loc.Error and Pow.MSE is depicted in Fig. 8(a) and Fig. 8(a) , respectively. As can be seen, the localization and power estimation errors of all algorithms rapidly decrease with the increasing of grid number. It is rational as the more grid used, the higher localization accuracy will be. Notably, the proposed Blk-VBEM consistently outperforms other algorithms. 
G. COMPLEXITY ANALYSIS
Finally, we analyze the computational cost of different algorithms. For M-GMP, the complexity is O M N 2 L 3 . For Bayesian algorithms VBI, B-SBL and Blk-VBEM, the computational cost is dominated by evaluation of the covariance matrix, which is O N 3 L 3 . The complexity can be reduced to O M 3 L 3 by using matrix inversion lemma, as shown in [28] . It is worth pointing out that the complexity is not an issue in the centralized localization methodology considered in this paper, as the Fusion Center holds a powerful computational capacity to perform the localization algorithm.
VI. CONCLUSION
In this paper, we studied the challenging problem of multiple target localization with unknown and time-varying transmit powers. Since the conventional MMV formulation is invalid for the time-varying environment, a novel MMV framework was developed to formulate the problem into reconstructing a block-sparse signal. Furthermore, the temporal correlation of varying powers was exploited by modeling it as a parameterized matrix and incorporating the parameter estimation approach into signal reconstruction process. To solve such a complex problem, we resorted to the variational Bayesian approximation and the Expectation-Maximization methodology. As a result, a novel block-sparse reconstruction algorithm was proposed for jointly estimating the block-sparse signal and learning its inner correlation structure, so as to estimate locations and varying powers of multiple targets simultaneously. Extensive simulations were provided to demonstrate the superiority of the proposed algorithm against stateof-the-art methods. .
Clearly, it is necessary to find ωω T q (ω) . Since the covariance matrix of ω is ω , which can be computed as 
Based on this, we obtain the formulation of (34) 
