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Massive multiple-input multiple-output (MIMO) is one of the most promising tech-
nologies in 5G systems. The base station (BS) is equipped with a much larger
number of antennas in massive MIMO systems than those in the conventional
single-input single-output (SISO) systems, making the dimension of the channels
significantly larger. This phenomenon causes the implementation of the linear mini-
mum mean square error (LMMSE) channel estimation, which generally involves the
second-order statistics, e.g., the channel covariance matrix or the precision matrix
(the inverse of the covariance matrix), a challenging issue to be solved. Meanwhile,
the computational complexity of implementing the LMMSE channel estimation is
also a significant issue. This thesis aims to propose robust channel estimation for
the massive MIMO systems. Two major aspects are investigated in this thesis: the
estimation of the channel covariance matrix and the precision matrix to improve
the LMMSE channel estimation, as well as the complexity reduction for it in the
massive MIMO systems.
Firstly, a two-stage shrinkage covariance matrix estimator is proposed to improve
the LMMSE channel estimator for massive MIMO systems. The LMMSE channel
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estimator is optimal in terms of the mean square error (MSE) when the channel
statistics are known. However, such statistics are not perfectly known in real-world
scenarios and need to be estimated. A two-stage algorithm is proposed to select
the shrinkage factors to improve the robustness of the covariance matrix estimation
when the number of samples varies, contributing to the overall channel estimation
performance. Numerical results are provided to demonstrate the effectiveness of the
proposed method to obtain covariance matrix estimation, improving the LMMSE
channel estimator in massive MIMO systems.
Secondly, two data-driven, distribution-free methods are proposed to tune the
parameter for regularized precision matrix estimation which is of importance to the
LMMSE channel estimator in massive MIMO systems. The proposed methods that
exploit regression interpretations of the precision matrix can be applied directly
using the training signals to achieve accurate precision matrix estimation in the
massive MIMO systems. Numerical results are provided to demonstrate the effec-
tiveness of the proposed methods for the LMMSE channel estimators for massive
MIMO systems. The proposed methods can also be applied to choose parameters,
such as rank, for other regularized precision matrix estimators.
Thirdly, reduced-complexity algorithms based on the conjugate gradient (CG)
method are proposed to approximate matrix inverse for the LMMSE channel esti-
mator in massive MIMO systems. Direct implementation of the LMMSE channel
estimator has a cubic computational complexity due to the operation of the matrix
inverse. Iterative Krylov subspace methods can be applied to reduce the complexity
to quadratic, which is dominated by the matrix-vector products involved. The pre-
conditioned CG algorithm is applied to accelerate the convergence to further reduce
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the complexity. The computational complexities are analysed, showing that the
preconditioned CG (PCG) schemes have significantly lower complexities compared
to several alternative Krylov subspace schemes.
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5G is one of the most widely studied topics in wireless communication systems.
The major improvements of the 5G systems are higher data rates, higher energy
efficiency, lower latency, lower cost, higher system capacity and higher quality of
service (QoS) [1–10]. To support the enormous amount of connectivity and data
exchange, 5G system should be able to achieve 1-10 Gbps data rate which is al-
most 10 times higher than the traditional LTE network; 1ms round trip latency
which is almost 10 times reduction from the 4G system; 99.999% availability, nearly
100% coverage, energy usage reduction by almost 90%, high battery life [3] and the
applications in the Internet of Things (IoT) [11, 12].
There are two key technologies for the 5G systems: the massive multiple-input-
multiple-output (MIMO) systems [13, 14] and the high-frequency mmWave tech-
nologies [15, 16]. Massive MIMO systems offer the direct benefits of increasing the
spectrum efficiency (SE) [17, 18] by increasing the number of antennas that can
transmit multiple data streams simultaneously. As the SE is significantly increased,
many simple yet effective tools may have potentials in massive MIMO systems. The
1
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mmWave techniques that utilize frequency bands in 30-300 GHz can achieve the
high demand on the vast connectivity [19, 20]. It is of interests to use both the mas-
sive MIMO and the mmWave techniques for 5G systems but there are tremendous
issues to be solved.
Accurately acquiring channel state information (CSI) is critical in massive MIMO
systems. CSI is significant for many tasks in MIMO systems, such as precoding [21–
23] and data detection [24, 25]. Failure on accurately acquiring CSI will deteriorate
the performance of the massive MIMO systems [13, 26–28]. The least square (LS)
estimator that does not involve the second-order statistics (statistical CSI) may
not be adequate for the channel estimation for the massive MIMO systems. By
contrast, the linear minimum mean square error (LMMSE) estimator, which utilizes
the statistical CSI, e.g., the channel covariance matrix or its inverse, performs much
better and is robust while statistical CSI is reliable in the massive MIMO systems
[26]. Unfortunately, the covariance matrix cannot be regarded as perfectly known
in the real-world scenario. Therefore, a well-estimated channel covariance matrix is
essential for the LMMSE channel estimation for the massive MIMO systems.
This thesis focuses on robust channel estimation for the massive MIMO systems.
We propose improved LMMSE channel estimator with well-estimated channel co-
variance matrix and precision matrix while reducing the overall complexities.
1.1 Background




1.1.1 Massive MIMO Systems
The conventional single-input-single-output (SISO) communication systems are equipped
with single-antenna transmitter and single-antenna receiver. MIMO is the main-
stream of the current wireless networks and massive MIMO is becoming the key
technique in the coming 5G systems [29, 30]. The idea of the massive MIMO is
keeping all the advantages of the MIMO systems but extending to a much larger
scale [13]. For massive MIMO systems, base station (BS) is equipped with hundreds
of antennas serving user equipments (UEs) that have one or more antennas. Massive
MIMO systems have many benefits: increased data rate, enhanced reliability, sig-
nificantly reduced latency, much higher energy efficiency, simplification of the MAC
layer and robust against intentional jamming [13].
One typical advantage of the massive MIMO system is that it can significantly
improve the SE [14, 29, 30], which is monotonously increasing with the number of
antennas. It is defined as the average number of bits of information per complex-
valued sample that can be reliably transmitted over the channel. In this case,
massive MIMO systems that implement a larger number of antennas have great
advantages. Due to the improvement of antenna array techniques, it is feasible to
implement multiple antennas into a mobile user, which contributes to the devel-
opment such as personal area networks [31] and beamforming [32]. Based on the
number of UEs, the massive MIMO, or large-scale MIMO systems can be divided
into point-to-point MIMO and multi-user MIMO (MU-MIMO).
3
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Figure 1.1: Illustration of the one-ring model.
1.1.1.1 Point-to-point MIMO
Consider a large-scale point-to-point MIMO system. The UE and the BS are
equipped with Nt and Nr antennas, respectively. In a point-to-point MIMO sys-
tem, it is often the case that Nr ≥ Nt. The channel capacity is increased with the
increase of either Nt or Nr. Therefore, the larger the number of antennas is, the
higher the channel capacity is [14]. The one-ring model is often assumed [28, 33, 34]
in point-to-point MIMO system. It is illustrated in Fig. 1.1. Furthermore, it can
be extended to MU-MIMO systems.
1.1.1.2 MU-MIMO
In an MU-MIMO system, a BS serves multiple UEs. Compared with the point-to-
point MIMO systems, MU-MIMO scenario often assumes the single-antenna UEs,
even the number of UEs is greater compared with the point-to-point MIMO sys-
tems. Moreover, MU-MIMO systems are often discussed in the context of cellular
communication networks as the systems can be extended to wireless local area net-
works (LAN) or in wireless ad-hoc networks. The MU-MIMO can achieve MIMO
4
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Figure 1.2: MU-MIMO structure.
capacity gains with a multiple antenna BS and with many single-antenna UEs. A
typical multi-cell MU-MIMO system is shown in Fig. 1.2. In this case, UEs are
implemented with simple hardware to achieve the advantages of the massive MIMO
instead of installing complex equipments or circuits on one single UE. This shows
one typical advantage of the massive MIMO: implementing the simple hardware to
reach higher channel capacity [13].
1.1.1.3 Limitation of Massive MIMO
However, on the other hand, one challenge of the massive MIMO systems is that
the dimension is much larger compared with SISO systems or conventional MIMO
systems. The number of antennas could be hundreds for the massive MIMO sys-
tem while there used to be only less than ten antennas in the conventional MIMO
systems. This causes the so-called curse of the dimensionality that will make the
5
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estimation of the statistical CSI a challenging problem in the massive MIMO sys-
tems. Furthermore, the implementation of the LMMSE estimator that involves the
matrix inverse will lead to a cubic level computational complexity with respect to
the dimension of the matrix. In this case, complexity reduction becomes one crucial
problem in the massive MIMO systems [35–37].
1.1.2 Channel Estimation
CSI shows the propagation environment of the channel from the transmitter to
the receiver, including scattering, fading, and power decay with distance. There
are two kinds of CSI required, the instantaneous CSI and the statistical CSI. The
former describes the channel condition which may change very fast in massive MIMO
systems while the latter may remain stable for a longer time [28]. Signal processing
tasks for MIMO communication systems such as precoding [21, 22], beamforming
[38, 39], interference alignment [40, 41], and data detection [42, 43] rely heavily
on accurate CSI. There are many studies [44–47] showing that imperfect CSI can
negatively affect the performance of MIMO systems.
Fading. Fading is one common inevitable negative influence in wireless com-
munication systems [48–50]. Fading can be divided into slow fading (large-scale
fading) and fast fading (small-scale fading) concerning time variations.
Slow fading, or large-scale fading, represents the average signal power attenuation
including path loss due to signal propagation over a distance (several hundreds or




Fast fading, or small-scale fading, occurs due to the constructive and destructive
interference of the multiple signal paths between the transmitter and receiver [48].
It refers to the rapid changes of the amplitude and phase of signal over either a short
time or a short distance. Typical types of fast fading include Rayleigh fading and
Rician fading. The former describes the channel environment with only non-line-of-
sight (NLOS) signals while the latter depicts the channel environment where there
are line-of-sight (LOS) propagation signals.
Pilot contamination. Another severe issue that occurs in the massive MIMO
systems is pilot contamination. One benefit of the massive MIMO system is the
use of inexpensive low power components and also the simple methods, such as
the LS channel estimator. The LS channel estimator with orthogonal training,
which exhibits a low complexity, may be adequate in single-cell applications where
the channel estimation performance is dominated by additive white Gaussian noise
(AWGN). However, for multi-cell applications, pilot contamination can be dominant,
which arises from the reuse of pilot sequences in different cells [52, 53]. The same
band of frequencies is re-used throughout different cells with the same orthogonal
pilot signals transmitted in all the cells, thus, a BS may learn the channel to UEs
in other cells who share the same pilot sequence without notifications. It may also
transmit data to UEs in other cells when transmitting data to its own UE in the same
cell. This phenomenon of reusing the pilot sequences sharing the same frequency
band for the corresponding users in other cells will make pilot contamination a major
interference component for multi-cell MIMO systems [53].
In such applications, it can be shown that the LS estimator may result in sub-
7
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stantial estimation errors that can further significantly deteriorate the performance
of other signal processing tasks, such as data detection [26]. It has also been shown
in [53], that the LS channel estimator can result in a substantial gap in the achievable
per-cell sum rate compared to the case with perfect channel estimation and LMMSE
channel estimator that utilize channel statistics can noticeably narrow such a gap.
1.2 Existing Works and Challenges
In this section, we introduce some existing works and challenges related to the topics
in this thesis. We focus on the covariance matrix estimation and the precision matrix
estimation that are needed for the LMMSE channel estimation and the reduced-
complexity algorithms to tackle the curse of the dimension.
1.2.1 Covariance Matrix Estimation
The second-order channel statistics play a significant role in channel estimation
for massive MIMO systems. Specifically, regarding the LMMSE channel estimator,
the channel covariance matrix and the precision matrix of the received signals are
necessities [54]. Both the covariance matrix and precision matrix are used extensively
such as in signal processing [55] and machine learning [56].
In a MIMO system, the channel covariance matrix characterizes the average
power gain in each channel and the correlation between complex link gains. Thus,
it provides essential information for understanding the performance of the MIMO
system and for constructing models to accurately describe the properties of the
channels. There are works that assume such matrices are known [27]. However,
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this assumption does not hold in practice so these matrices should be estimated
[28]. One conventional covariance matrix estimate is the sample covariance matrix









where NQ is the number of samples and yn is the n-th sample of the received signal.
However, as the dimensionality in massive MIMO systems is high as mentioned in
1.1.1.3, SCM may be ill-conditioned when the number of samples is insufficient.
This is a severe issue in massive MIMO systems as the dimension of the channel
covariance matrix is much larger than the conventional SISO systems. A covariance
matrix estimate such as SCM degrades the performance of the LMMSE channel
estimator in this case. Thus, covariance matrix estimation is of interest in this thesis.
Some related works regarding the covariance matrix estimation are introduced in the
following sections.
1.2.1.1 ALA Covariance Estimation
In [57], the authors proposed an algorithm named antenna-layout-aware (ALA) co-
variance matrix estimation to eliminate the pilot contamination and perform channel
estimation. The uniform linear array (ULA) implementation is assumed and the co-
variance matrix has a Toeplitz structure. In this case, a covariance matrix estimate
is constructed by averaging each diagonal of the SCM. The (i, j)-th entry of the es-
timated covariance can be computed as the mean of all the entries in this diagonal.
This estimator did not involve the true covariance matrix and did not introduce any
9
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extra computational cost. However, the performance may be highly degraded when
the number of training samples is insufficient compared with the matrix dimension.
This is because the SCM has many inaccurate entries, averaging which still results
in poor channel covariance matrix estimate.
1.2.1.2 Regularization
Regularization is often applied to solve an ill-conditioned problem which frequently
happens in large dimensional scenarios. It includes a penalty on the original cost
(or lost function) to minimise the overall cost [58]. There are some existing works
focusing on regularized covariance matrix estimation [59–64]. Assumptions on the
structure of the covariance matrix are widely considered for massive MIMO systems
and various regularization schemes can be considered.
Banding. One class of regularization is banding the covariance matrix. This
is feasible for spatial models [65] where a certain bandwidth exists for the covariance
matrix. In this way, the estimated covariance matrix is given a bandwidth where the
values of the out-of-band entries are neglected. The key turns out to be the band-
width selection. Distribution-free re-sampling methods have shown successful for
choosing the bandwidth [60, 62] for covariance matrix estimation. Cross-validation
(CV) based algorithms are introduced in [60, 61] by dividing the samples into the
training set and the testing set to choose the bandwidth for the estimated covari-
ance matrix. Similar methods as thresholding [61] and tapering [66] are also used to
improve covariance matrix estimation. As a threshold is chosen, we can regularize
the SCM with fewer entries as an improved estimate to reduce the overall errors.
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However, the entries of the SCM may be inaccurate when the matrix dimension is
larger than the number of samples. In this case, the performance of such methods
may be limited.
Shrinkage estimator. Shrinkage estimator is often considered as a feasible
regularization for robust covariance matrix estimation when the dimension of the
matrix is large while the number of training samples is small [67]. It introduces
a trade-off between the bias and variance, hence improves the overall estimation
performance [68, 69]. Although bias introduces estimator error, variance can also
influence the overall estimation performance [70, 71]. Generally, the shrinkage treat-
ments introduce a well-designed target matrix with a potential higher bias but low
variance. They offer the trade-off between the bias and variance by tuning the
shrinkage factor with the SCM and the target matrix. The typical convex shrinkage
estimate is shown as
Q̂sh = (1− ρ)Q̂ + ρT, (1.2)
where Q̂ is the SCM, T is the target matrix and ρ is the shrinkage factor, chosen to
minimise MSE
MSEQ = E{||Q− Q̂sh||2F}, (1.3)
where Q is the true covariance matrix.
One commonly used low-variance target is the identity matrix. When the number
of samples is extremely small, the SCM or other targets constructed from it will hold
neither low bias nor low variance. The identity matrix will introduce the lowest
variance thus it can be a well-performed shrinkage target in this case. In [59], the
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optimal shrinkage factor is derived with an identity target matrix. The spherical
matrix, which scales the identity matrix, is also widely used as a shrinkage target.
The Ledoit-Wolf (LW) shrinkage estimator is proposed in [59] using the spherical
target matrix. A specific version of the LW estimator is proposed in [68] using the
Rao-Blackwell theorem if the training samples follow Gaussian distribution. Another
shrinkage estimator named oracle approximating shrinkage (OAS) is proposed in
[68] and the closed-form choice of the optimal shrinkage factor with the spherical
target matrix is proposed as well. These estimators are feasible when the number
of samples is low but they do not work well if the number of samples is large. This
is because the spherical target matrix introduces a high bias in this case.
For a massive MIMO system, the channel covariance matrix that characterizes
spatial correlations is often assumed to have a deterministic structure based on the
antenna arrays. One commonly used assumption is the Toeplitz structure. Two
Toeplitz types are introduced in [64] for the shrinkage covariance matrix estimator.








where p is the matrix dimension, I is the identity matrix, Hp = 11
T − Ip is a matrix
whose diagonal entries are 0s and 1s otherwise and 1 ∈ Cp×1 is a vector where all







where Jq ∈ Cp×p is a matrix in which the entries of the q-th diagonal above (q>0) or
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below (q<0) main diagonal are 1s for q = −(p−1), ...,−1, 1, ..., (p−1) whereas other
entries are 0s. These targets can be used for massive MIMO systems where the true
covariance matrix holds the Toeplitz structure but they may have high estimation
errors when the number of samples is insufficient. We propose a two-stage shrinkage
estimator that utilizes both the spherical target matrix and the Toeplitz target
matrix to improve the LMMSE channel estimator in Chapter 2.
1.2.2 Precision Matrix Estimation
The covariance matrix reveals the marginal correlations between variables while
the precision matrix (inverse covariance matrix) encodes conditional correlations
between pairs of variables given the remaining ones [72]. A precision matrix can
generally be obtained via taking the inverse of the covariance matrix and vice versa.
The precision matrix is required in applications such as LMMSE estimation [27, 73],
array signal processing [74], correlation analysis [75] and linear discriminant analysis
(LDA) [76]. For Gaussian graphical models, the sparsity pattern of the precision
matrix depicts the graph structure [77]. For the LMMSE channel estimator, the
precision matrix of the received signals has a significant impact on the overall channel
estimation performance.
A precision matrix constructed by directly inverting the SCM, named sample pre-
cision matrix (SPM), may not be a good estimate as the SCM may be ill-conditioned
when the number of samples is limited. Also, taking matrix inverse may have high
computational complexity in massive MIMO systems. Instead of taking the inverse,
we can estimate the precision matrix using the training signals. We can also apply
regularization to improve the precision matrix estimate.
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Currently, there are two major ways to carry out the regularized precision matrix
estimate. If the channel precision matrix follows a specific structure, the penalized
likelihood methods [78] are widely applied to perform the regularization. There is
a widely discussed precision matrix estimate named graphical lasso [78] that maxi-
mizes the penalized log-likelihood function with the lasso penalty. However, if the
inverse of the channel covariance matrix is not sparse, graphical lasso does not work
well when the number of samples is low which is often the case for the massive MIMO
systems. Besides, it is also of high computational complexity thus it is infeasible to
apply it to the massive MIMO systems where the dimension of the channel precision
matrix is very large. On the contrary, if the assumption on the structure of the pre-
cision matrix is not available, shrinkage is often preferred. In this case, the challenge
is to find the optimal regularization for the precision matrix estimate, particularly
for those used in the massive MIMO channel models. We propose regression-based
precision matrix estimation to tune the regularization parameters to improve the
precision matrix for the channel estimation in massive MIMO systems in Chapter
3.
1.2.3 Complexity Reduction
The vast increase in the number of antennas leads to a much higher dimension of
the second-order statistics in massive MIMO systems. In this case, the computa-
tional complexity involving matrix calculations becomes high. The computation of
the LMMSE channel estimation needs the matrix-matrix multiplication and the in-
verse of the matrix, which leads to a complexity cubic with respect to the matrix
dimension. For example, if the number of the transmitting antenna Nt = 20 and the
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number of the receiving antennas Nr = 100, the dimension of the channel covariance
matrix will reach to NtNr = 2000, making the matrix inverse 10
9 level floating-point
operations (FLOPs). This will make it hard to implement the LMMSE channel es-
timator into mobile UEs due to the high computation load. Therefore, we need to
reduce the computational complexity of such operations in massive MIMO systems.
In [27], an approximation of the matrix inverse using polynomial expansion is
proposed to reduce the complexity of the channel estimation. In this case, the ma-
trix inverse is approximated by the matrix-vector product, which only contains a
square level of complexity. The degree of the polynomial can be chosen to balance
the accuracy of the matrix inverse approximation and the complexity. There are
other methods applied to tackle this issue [79–82]. In [83], the approximation based
on Newton iteration is proposed. Similarly, the Jacob iteration based approximation
is proposed in [24]. However, these methods may converge slowly to the true ma-
trix inverse. We propose two low-complexity matrix inverse approximation schemes
based on the conjugate gradient (CG) algorithm to accelerate the convergence to
reduce the overall computational complexity in Chapter 4.
1.3 Contributions
In this thesis, the major contribution is the robust channel estimation for the massive
MIMO systems.
The two-stage shrinkage covariance matrix estimator is proposed in Chapter 2
to improve the LMMSE channel estimation for massive MIMO systems. Using the
proposed shrinkage factor selection schemes, the estimation of covariance matrices is
15
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less affected by the number of data sample available. This contributes to the LMMSE
channel estimator that is highly dependent on the channel covariance matrix.
Two parameter tuning schemes based on the CV method for the precision matrix
estimation are proposed in Chapter 3, where the estimation for the precision matrix
which is heavily used in the LMMSE channel estimator is improved for the massive
MIMO system when the true channel precision matrix is unknown. We compare the
proposed methods with other competitors for multiple factor selection applications.
Besides, the proposed methods can be applied to other tasks that require precision
matrix estimation.
The reduced-complexity algorithms are proposed in Chapter 4 to approximate
the matrix inverse that causes cubic level complexity for the LMMSE channel estima-
tor. We firstly show that the high computational complexity is a non-negligible issue.
We design two preconditioning schemes to improve the CG algorithms to increase
the convergence rate to reduce the overall computational complexities. The pro-
posed method can out-perform other alternatives in both noise-limited scenario and
pilot contamination scenario which are commonly assumed in the massive MIMO
systems.
1.4 Thesis Structure
1. Chapter 2. In Chapter 2, we propose a two-stage shrinkage covariance matrix
estimator for the channel estimation in massive MIMO systems. The content
is based on the manuscript:
J. Yang, et. al., “Massive MIMO Channel Estimation Utilizing Shrinkage
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Covariance Matrix Estimators”, manuscript, 2021.
2. Chapter 3. In Chapter 3, we propose two parameter tuning methods based
on CV methods using regression analysis for precision matrix estimation. The
content is based on the publication:
J. Tong, J. Yang, J. Xi, Y. Yu, and P. O. Ogunbona, “Tuning the parameters
for precision matrix estimation using regression analysis,” IEEE Access., vol.
7, pp. 90585-90596, 2019.
3. Chapter 4. In Chapter 4, we propose two reduced-complexity approximate
LMMSE channel estimators using PCG algorithms assuming the statistical
CSI is perfectly known. The content is based on the publication:
J. Yang, J. Tong, Q. Guo, J. Xi, and Y. Yu, “Reduced-complexity Krylov
subspace methods for large-scale MIMO channel estimation,” Digital Signal
Processing, vol. 78, pp. 332-337, 2018.
4. Chapter 5. In Chapter 5, conclusions and future works are presented.
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Chapter 2
Massive MIMO Channel Estimation
Utilizing Shrinkage Covariance Matrix
Estimators
2.1 Introduction
The coming 5G wireless communication systems support several promising benefits,
such as low latency, high transmission data rates, and high QoS. One key technique
in the 5G systems is the massive MIMO system, which is equipped with hundreds
of antennas at BS, with multiple UEs that have one or more antennas. Channel
estimation is one of the most challenging problems in massive MIMO systems [20],
[84], as a large number of channel coefficients need to be estimated and the channel
varies quickly. Recent works discussed the sparsity [85–88] or the low-rank properties
[34, 89–91] of massive MIMO channels but these are not necessarily hold true for all
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the scenarios, e.g., when there is a wide angular spread of the multi-path channels.
The LS channel estimator is widely discussed in the massive MIMO system as it is
simple. It may perform well in single-cell applications where AWGN is the domi-
nating distortion. However, for the multi-cell applications, the pilot contamination,
which is often referred to as the interference from UEs that share the same pilot
sequences from other cells, can be dominant. In this case, the LS channel estimator
will result in substantial estimation errors which will deteriorate the performance of
other tasks, such as data detection [26].
The LMMSE estimator can significantly outperform the LS estimator regard-
ing the mean squared error (MSE) criterion. Although the channel may vary fast,
the second-order statistics can be regarded as stable for a longer period compared
with the rapid changing channel. However, the second-order statistics, e.g., the
channel covariance matrix or the precision matrix (the inverse of the covariance ma-
trix), is unknown in the real-world scenarios thus they must be estimated. A well-
estimated covariance matrix is of great significance to guarantee the performance of
the LMMSE channel estimator [27]. One conventional covariance matrix estimator
is the sample covariance matrix (SCM). However, it may be ill-conditioned when the
training samples are not sufficient compared with the matrix dimension. This issue
is more evident for massive MIMO systems where the dimension of the covariance
matrix is much larger compared with conventional single-antenna systems. Pilot
signals are commonly applied for covariance matrix estimation in massive MIMO
systems. In [92], to generate the SCM, there are extra pilots sent which have random
phase shifts. However, the complexity of the channel estimation for large-scale sce-
narios becomes a non-negligible issue with such pilot overhead. In [93], the channel
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covariance matrix is assumed a diagonal matrix, which doest not generally holds
true.
Regularization, which generally imposes a priori assumption on the structure
of the covariance matrix, is often used to optimize the covariance matrix estima-
tion. A well-estimated covariance matrix is of great significance to guarantee the
performance of the LMMSE channel estimator. There are different approaches to
regularize the covariance matrix. One class of approaches apply shrinkage [59], [68]
to produce an improved covariance matrix estimate. Shrinkage estimators introduce
a trade-off between the bias and the variance via shrinking the SCM to a target ma-
trix to improve the overall estimation performance. Suitable shrinkage covariance
matrix estimation algorithms can yield good performance when training samples are
insufficient compared with the matrix dimension. An identity matrix or a spherical
matrix has the lowest variance but the bias can be very high. In [59], a shrinkage
estimator based on the identity matrix is proposed when the number of samples
is lower than the matrix dimension. In [68], a closed-form solution to choose the
shrinkage factor for the identity target matrix under Gaussian distribution is pro-
posed. In [64], the shrinkage estimators with Toeplitz target matrices are proposed
which are applicable for single-input multiple-output (SIMO) systems with ULA
implementation. The identity target matrix [59, 68] has the lowest variance while a
Toeplitz target matrix constructed from the SCM [63, 64] is a better target matrix
when the number of samples is increasing as the SCM is getting more accurate.
We would like to utilize both the targets to provide a robust shrinkage estimator
regardless of changes in the number of samples.
In this chapter, we investigate the channel estimation with estimated covari-
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ance matrices using the shrinkage method with multiple target matrices for massive
MIMO systems. We propose a two-stage shrinkage estimator to combine both the
targets to use their potentials in channel estimation in massive MIMO systems. We
divide the procedure into two stages. We carefully design the target matrix in the
first stage and derive the optimal shrinkage factor in the second stage when the
matrix under investigation is no longer SCM. We firstly apply the ST shrinkage
estimators, e.g., LOOCV method [94], to find the shrinkage factor for a Toeplitz
structure target matrix. Then we propose algorithms to obtain the shrinkage fac-
tors with an additional identity identity target matrix. We show the performance
of the proposed method for the approximated LMMSE channel estimation in mas-
sive MIMO systems. We apply the proposed methods on several common MIMO
systems to show its versatility. We also investigate the pilot contamination scenario
where the proposed method that approximates the LMMSE channel estimator can
still work well.
The remainder of this chapter is organized as follows. We introduce massive
MIMO system models, channel estimation and covariance matrix estimation in Sec-
tion 2.2. We then introduce the proposed two-stage shrinkage estimator in Section
2.3. The simulation results are in Section 2.4. We finally conclude the chapter in
Section 2.5.
2.2 Problem Formulation
We first introduce the channel model and the LMMSE channel estimation in the pilot
contamination-free scenario where only the uncorrelated receiver noise is considered
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in this section. We also introduce the covariance matrix estimation and the linear
shrinkage estimator in this section.
2.2.1 Channel Model
Consider a point-to-point massive MIMO system with Nt transmitting antennas
and Nr receiving antennas. ‘ The problem is formulated as estimating the Rayleigh
fading channel H ∈ CNr×Nt . Let B = Nt be the length of the pilot sequence. 1 The
received signal in the training stage [95] can be modelled as
Y = HP + N, (2.1)
where Y ∈ CNr×B is the received signal matrix, P ∈ CNt×B is the pilot matrix
with orthogonal pilots and satisfies PP† = I and N ∈ CNr×B is the noise which is
uncorrelated with H. By multiplying PT on (2.1) and vectorizing Y [27, 95], the
received sample signal in (2.1) can be obtained as
y = h + n, (2.2)
where y = vec(Y), h = vec(H) is the channel vector with zero mean and the
covariance matrix R ∈ CN×N , where N , NrNt and n = vec(NPT ) is Gaussian-
distributed noise vector with zero mean and covariance matrix S ∈ CN×N , which is
modelled as S = σ2I. Here, vec(.) denotes vectorization and σ2 denotes the noise
power.
1It is not necessarily strict to make B = Nt as long as B ≥ Nt is satisfied. Nevertheless, we
use this assumption throughout this thesis.
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2.2.2 LMMSE Channel Estimator
The channel estimation can be designed using the MSE criterion which is defined
as:
MSEh = E{||h− ĥ||2F}, (2.3)
where ĥ is the channel estimate. We focus on the LMMSE channel estimation in the
following sections. For the system modelled by (2.2), the LMMSE channel estimate
is given by
ĥ = RQ−1y, (2.4)
where Q = E{yyH} is the covariance matrix of the received signals and is modelled
as
Q = R + S. (2.5)
The LMMSE channel estimator is highly dependent on the channel covariance
matrix R and the inverse of the covariance matrix of the received signals Q as shown
in (2.4). We need to emphasise that these statistics are not known in reality and
must be estimated.
2.2.3 Covariance Matrix Estimation
The covariance matrix estimation can be designed using the MSE criterion shown
as
MSEQ = E{||Q− Q̂||2F}, (2.6)
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where NQ is the number of samples [y1, ...,yNQ ] of the received signals. In this
case, we can estimate the channel covariance matrix via the covariance matrix of
the received signals as
R̂ = Q̂− S. (2.8)
However, the SCM Q̂ may be an ill-conditioned matrix if the number of training
signals NQ is low. This may lead to R̂ which is not positive semidefinite (PSD). A
projection to the set of PSD matrices will be conducted when the estimated R̂ is
not PSD by replacing its negative eigenvalues to 0s.
For a SIMO system with ULA, the channel covariance matrix follows a Toeplitz
structure. The ALA estimator proposed in [57] estimates the SCM directly as a
Toeplitz matrix. The covariance matrix estimate is taken by averaging the entries
of all the diagonals in the SCM. However, as this method highly depends on the
SCM, its performance may be poor when the number of samples is limited. We can
apply the shrinkage estimator to improve the SCM. A linear shrinkage covariance
matrix estimator is described as:
Q̂sh = (1− ρ)Q̂ + ρT, (2.9)
where ρ is the shrinkage factor and T is the shrinkage target matrix. The problems
for such a shrinkage estimator remain finding the proper target and the choice of the
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optimal shrinkage factor. Generally, the target matrix T is better-conditioned or
more structured, with lower variance but higher bias compared to Q̂. The shrinkage
factor can be chosen as the one that minimises the MSE of the covariance matrix
estimation, which is defined as
MSE = E[||Q̂sh −Q||2] = E[||(1− ρ)Q̂ + ρT−Q||2]. (2.10)





The issues remain to approximate the mathematical expectations of the terms in
(2.11) and the quantities involving the true covariance matrix Q. We now show
some existing shrinkage covariance matrix estimators for addressing these issues.
Toeplitz target matrix based shrinkage estimators. The shrinkage esti-
mators with a Toeplitz target matrix are proposed in [63, 64]. The Toeplitz target







which is the same as Ttpz,2 in (1.5). In [63], a shrinkage estimator with such a
Toeplitz target matrix is proposed aiming at the direction of arrival (DoA) estima-
tion of signal sources in an ULA. It employs the unbiased estimators [96]
E{tr[Q̂(Q̂−T1)]} ≈ tr[Q̂(Q̂−T1)] (2.13)
E{tr[Q̂−T1)2]} ≈ tr[(Q̂−T1)2], (2.14)
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The closed-form solution of the optimal shrinkage factor is shown as
ρ =
(NQ − 3)tr(Q̂2) + (NQ − 1)tr2(Q̂)
(NQ − 2)(NQ + 1)tr[(Q̂−T1)]2
. (2.16)
This estimator shrinks the SCM to a Toeplitz target matrix and its performance is
still highly affected by the number of samples.
Identity target matrix based shrinkage estimators. Another typical tar-






where I ∈ CN×N is the identity matrix. This is a common target matrix if the
number of samples is extremely limited compared with the matrix dimension. The








where b2 = min(b2, d2), b2 = 1/N2Q
∑NQ
n=1
∥∥∥yny†n − Q̂∥∥∥2, a2 = d2 − b2 and d2 =∥∥∥Q̂−T2∥∥∥2. By asymptotically approximate the oracle estimation, tr(Q) is esti-
mated by tr(Q̂) and E[tr(Q̂−Q)2] is estimated via 1/N2Q
∑NQ
n=1
∥∥∥yny†n − Q̂∥∥∥2. The
author in [68] proposed the OAS shrinkage estimator by which the shrinkage factor
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ρOAS is chosen iteratively to approximate the oracle estimator with the identity tar-
get matrix if Gaussian distribution is the case. For each iteration, tr(Q) and tr(Q2)
are estimated as tr(Q̂i) and tr(Q̂iQ̂), where Q̂i is the covariance matrix estimate in










However, these estimators are not suitable when the training samples are sufficient
as an identity target matrix will introduce high bias compared with a Toeplitz target
matrix constructed from the SCM.
2.3 Proposed Two-Stage Shrinkage Estimator
We propose a two-stage shrinkage estimator to combine both the Toeplitz target
matrix T1 and the identity target matrix T2 to exploit their potentials in the
LMMSE channel estimation for the massive MIMO systems. T1 that approximates
the structure of the true channel covariance matrix can help to minimise MSE of the
covariance matrix estimation while T2 that has small condition number can yield
well-estimated inverse of the covariance matrix. In stage-one, we shrink the SCM
to a Toeplitz target matrix. In stage-two, we shrink the estimated matrix obtained
from stage-one to an identity matrix. By implementing the proposed two-stage
shrinkage estimator, we can tune the shrinkage factors between these two targets
with the change of the number of samples to maintain the overall channel estimation
performance.
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2.3.1 Stage-One
We firstly shrink the SCM to a Toeplitz matrix target in stage-one. The temporary
estimated covariance matrix is
Q̂1 = (1− ρ1)Q̂ + ρ1T1. (2.20)
We introduce two ST shrinkage estimators in this case. The first is the shrinkage
estimator in [64] specially designed for a Toeplitz target matrix. The shrinkage factor
is chosen to minimise (2.10). We assume the received sample signals [y1, ....,yNQ ]
are independent and identically distributed (i.i.d.) Gaussian distributed and the
shrinkage factor for T1 is given by [64]
ρ̂1 = 1−







where αt and βt are the unbiased estimators for tr


















µm is the unbiased estimate of tr
2(QJm) and is given as
µm =
NQ
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m) and Q̂N−m ∈ C(N−m)×(N−m) is the upper
right sub-matrix of Q̂.
The second ST shrinkage estimator in [94] is based on the LOOCV method.
We considered the constrained shrinkage estimator where the shrinkage factor ρ̂1 is
given as
ρ̂1 = 1− [
γ − 2tr(Q̂T1) + tr(T21)− ε
(NQ−2)γ
(NQ−1)










. After stage-one, a temporary covariance
matrix estimate Q̂1 and the factor ρ̂1 are obtained.
2.3.2 Stage-Two
The estimated covariance matrix in stage-two is defined as
Q̂2 = (1− ρ̂2)Q̂1 + ρ̂2T2 (2.26)
and the shrinkage factor ρ̂2,tpz can be chosen by minimizing the MSE (2.10). After
some simple mathematical manipulation, the optimal shrinkage factor ρ̂2 is yielded
as :
ρ̂2 =
E{tr[Q̂1(Q̂1 −T2)]} − E{tr[Q(Q̂1 −T2)])}
E{tr[(Q̂1 −T2)2]}
. (2.27)
In stage-two, Q̂1 6= Q̂ so the ST shrinkage solutions mentioned in 2.3.1 can not be
used as the assumption of shrinking the SCM does not hold. We then propose an
algorithm to select the shrinkage factor ρ̂2,tpz.
After stage-one, we have obtained the temporary estimator of the covariance
matrix Q̂1,tpz, the optimal factor ρ̂1,tpz either using (2.21) or (2.25) and the target
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matrix T2. We can obtain the approximate estimators [63, 96] similar to (2.13) and
(2.14) as
E{tr[Q̂1 −T2)2]} ≈ tr[(Q̂1 −T2)2], (2.28)
E{tr[Q̂1(Q̂1 −T2)]} ≈ tr[Q̂1(Q̂1 −T2)], (2.29)
respectively. However, the estimation of E{tr[Q(Q̂1 − T2)])} in (2.27) is not the
same as in [63] due to the fact that we are using SCM instead of using the unbiased
estimator in (2.15). Still, we can re-write this term as
E{tr[Q(Q̂1 −T2)])} = E{tr(QQ̂1)} − E{tr(QT2)}, (2.30)
where E{tr(QT2)} is estimated as tr2(Q̂)/N [68]. The estimator of E{tr(QQ̂1)} is
derived as:
E{tr(QQ̂1)} = E{tr[Q(Q̂− ρ̂1Q̂ + ρ̂1T1)])}
= E{tr(QQ̂)} − E{tr(Qρ̂1Q̂)}+ E{tr(Qρ̂1T1)])}
= tr(Q2)− ρ̂1tr(Q2) + ρ̂1tr(E{QT1}))
≈ (1− ρ̂1)
N2Q























The estimate of tr2(QJq) in (2.32) is the same as tr
2(QJm) in (2.24).
After these mathematical manipulations, we can finally obtain the two-stage
shrinkage estimation Q̂2,. In this case, we can apply either of the mentioned methods
in stage-one to obtain Q̂1 and apply ρ̂2 in (2.27) to yield Q̂2. Notice that all the
shrinkage factors are limited in [0,1]. We will show the performance of the proposed
estimator in the following section.
2.4 Numerical Examples
We investigate the performance of the proposed two-stage shrinkage estimator for
channel estimation and compare it with other alternatives in this section. There are
two spatial channel models under investigation in this chapter. The auto-regression
(AR) model [26], [27], [64] and the one-ring model [28], [33], [34].
AR model. An AR covariance matrix is used to illustrate the ULA systems
where the correlations between the antennas are decreasing with the increasing of
the distance. The (i, j)-th entry of an AR covariance matrix is given as





where ρAR is the correlation factor. We assume ρAR = 0.5 which indicates that the
neighbouring antennas have medium correlations.
One-ring model. The one-ring model is also used to simulate the ULA sce-
nario, where a geographical ring that contains local scatters is assumed. The channel
covariance matrix is modelled as [34]
R(i, j) = eA(i,j)cos(θ̄)sinc(A(i, j)sin(θ̄)v), (2.34)
where A(i, j) = 2π(i− j)d/x, d/x = 1/2 denotes the antenna space distance/signal
wavelength ratio scalar and sinc(x) , sin(x)/x, the sinc function. The entries in
such a matrix are dominated by the mean angle θ̄ and the angular spread v.
Both the covariance matrices (2.33) (2.34) follow the Toeplitz structure which
is suitable for the SIMO system with ULA implementation. As mentioned before,
the channel samples cannot be directly obtained, while only the received signals are
available. Therefore, we focus on estimating the covariance matrix for the received
signals and the channel covariance matrix estimate R̂ is obtained as (2.8).
We apply the proposed two-stage shrinkage estimator in section-2.3 for the chan-
nel estimation with either the model is considered. We refer to the proposed two-
stage estimator using (2.21) in stage-one and (2.27) in stage-two as “Method-I ”,
the proposed two-stage estimator using (2.25) in stage-one and (2.27) in stage-two
as “Method-II”. Other counterparts are denoted as follows:
1) ALA: the estimator in [57],
2) LW: the shrinkage estimator corresponding to T2 in [59],
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3) OAS: the shrinkage estimator corresponding to T2 in [68],
4) LSZ: the shrinkage estimator corresponding to T1 in [63],
5) ZZL: the shrinkage estimator corresponding to T1 in [64],
6) THX: the shrinkage estimator corresponding to T1 in [94].
2.4.1 Covariance Matrix Estimation and Condition Number
Performance
We firstly show the results of covariance matrix with the one-ring model regarding
the normalized MSE (NMSE) which is defined as NMSEQ =
MSEQ
||Q||2F
. We assume a
single transmitting antenna and multiple receiving antennas as Nt = 1, Nr = 100.
The one-ring model is generated with an average angular spread of 10◦ and the
central angles are randomly distributed in [0, 2π]. The signal-to-noise ratio (SNR) =
5 dB and unit-norm pilot [28] is assumed thus SNR = 1/σ2. The covariance matrix
estimation results are shown in Fig. 2.1.
As the true channel covariance matrix is a Toeplitz matrix in this case, the ST
shrinkage estimators that utilise the Toeplitz target matrix T1 have lower MSE
compared to those with the identity target matrix T2. Furthermore, all the ST
shrinkage estimators that utilise the T1 have the shrinkage factors close to 1 with
the increase of NQ thus they have very similar performance. The proposed methods
achieve similar performances to these ST shrinkage estimators regarding the MSE.
However, the LMMSE channel estimation requires the inverse of the covariance
matrix. In order to demonstrate the robustness of the proposed shrinkage estimator,
we show the condition numbers of the estimated covariance matrices of the proposed
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Figure 2.1: Covariance matrix estimation MSE vs number of samples for the one-ring
model.
two-stage shrinkage estimators, the OAS estimator with the identity target matrix
and the shrinkage estimator in [63] with the Toeplitz target matrix in Fig. 2.2.
It is seen that with an extra identity target matrix included, the condition num-
bers of the proposed two-stage covariance matrix estimators are much smaller com-
pared with those estimators using T1. This will alleviate the errors while inverting
the estimated covariance matrix and improve the performance of the channel esti-
mation.
2.4.2 Channel Estimation without Pilot Contamination
We investigate the performance of the proposed method in the applications for the
channel estimation in this section. The MSE (2.3) can be rewritten in a unified way
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Figure 2.2: Condition number vs number of samples for AR model with ρAR = 0.5.
as [28]
MSEh = tr((I−Wd −W†d)R) + tr(WdQW
†
d), (2.35)
where Wd is a deterministic matrix whose expression varies when different estima-
tors are implemented. Wd = RQ
−1 for the LMMSE estimator, Wd = R̂Q̂
−1 for the
approximate LMMSE estimator, where R̂ and Q̂ are estimated channel covariance
matrix and the covariance matrix for the receiving signals respectively, and Wd = I
for the LS estimator. The channel estimation performance is described using the





We also include the oracle channel estimator for the channel estimator scenarios. The
oracle estimators are chosen by searching the optimal shrinkage factor to minimize
channel estimation MSE (2.35). It is obtained when the true channel covariance
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matrix is known. This is impractical in the real-world scenario as we cannot carry
out the estimate with knowledge of the true covariance matrices but the potential
of the proposed method can be shown.
Case 1: applications to the SIMO models. We assume single transmitting
antenna and multiple receiving antennas as Nt = 1, Nr = 100 in this section. The
results are illustrated in Figs. 2.3 and 2.5 for the AR model and the one-ring model,
respectively.
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ALA, LSZ, ZZL, THX
Figure 2.3: Channel estimation MSE vs number of samples for the AR model with
ULA. ρAR = 0.5.
The zoomed-in version of Fig. 2.3 is shown in Fig. 2.4 where NQ changes from
10 to 24.
In these scenarios, the proposed method can out-perform all the competitors
with the changes of NQ. With the increase of NQ, the shrinkage estimators that
utilize Toeplitz target T1 out-perform the ones that use the identity matrix T2.
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Figure 2.4: Zoomed-in version of results in Fig. 2.3.
10 15 20 25 30 35 40 45 50






















ALA, LSZ, ZZL, THX
Figure 2.5: Channel estimation MSE vs number of samples for the one-ring model.
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This is because both R and Q follow the Toeplitz structures in the SIMO scenarios.
Hence, T1 becomes a good estimator with lower MSE and smaller condition number
in this case. Still, the LW and OAS estimators which use T2 as the target matrix
can yield better channel estimation performance compared with other ST shrinkage
estimators when NQ<20 (which means that the number of samples is very limited).
Additionally, T2 offers small condition number which significantly contributes to
the inverse of the covariance matrix when NQ is small. This also contributes to
the proposed two-stage estimators which utilise both the targets to yield best-of-all
performance against the changes of NQ.
Case 2: applications to the MIMO models. For the MIMO systems, we
assume both the BS and UE have multiple antennas as Nr = 25 and Nt = 4. In
this case, we follow the Kronecker model [68] as R = Rr ⊗Rt, where Rr ∈ CNr×Nr
and Rt ∈ CNt×Nt are spatial covariance matrices at the receiver and the transmitter
sides, respectively. The channel estimation results for the AR model and the one-
ring model are shown in Figs. 2.6 and 2.7, respectively.
It is seen that the proposed two-stage shrinkage estimators can achieve near-
oracle performance and out-perform other alternatives against the changes of NQ.
In this case, when NQ>15 and NQ>30, for the AR model and the one-ring model
respectively, the shrinkage estimators that utilize Toeplitz structure target T1 out-
perform the ones that use the identity matrix T2. This is similar to the SIMO cases
as the condition number of T1 becomes smaller with the increase of NQ. Addition-
ally, T1 approximates the structure of the true covariance matrix in MIMO scenarios
so it achieves lower MSE of the covariance matrix estimation compared with T2. In
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Figure 2.6: Channel estimation MSE vs number of samples for the Kronecker AR
model with ρrt = 0.9 and ρrr = 0.2.
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this case, T1 becomes a good covariance estimation for channel estimation thus the
estimators utilize it can achieve good channel estimation as well.
A different settings with ρrt = 0.4 while ρrr = 0.9 is implemented and the results
are shown in Fig. 2.8. All other parameters stay the same as those to generate results
in Fig. 2.6. It is seen that other ST competitors using T1 have smoother convergence
10 15 20 25 30 35 40 45 50
























Figure 2.8: Channel estimation MSE vs number of samples for the Kronecker AR
model with ρrt = 0.4 and ρrr = 0.9.
while two proposed methods are still achieving the near oracle performances.
When NQ becomes large, the performances of the proposed methods are very
close or even identical. This also happened for other ST counterparts. For example,
When NQ > 20 for the AR model, the ZZL estimator and the THX estimator have
the identical performance as the current shrinkage factors are 1 so the covariance
matrix estimate is T1 for both of them. Both of the estimators aim at minimising
the estimation errors. However, the ZZL estimator is proposed to minimise the MSE
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with the Toeplitz target matrix while the THX estimator utilises CV to address the
issue of shrinkage factor selection. Note that the THX estimator is not restricted to
the Toeplitz target matrix.
The approximate computational complexity for the shrinkage estimators are
summarized in Table 2.1.
Table 2.1: Approximate computational complexities of the shrinkage estimators.
Estimator Number of flops
LW C(2.18) = 2(NQ + 1)N 2
OAS C(2.19) = 4N 2 + 2N
LSZ C(2.16) = 4N 2 +N
ZZL C(2.21) = 3N 3 + 7N 2 + 52N
THX C(2.25) = 12N 2 + 4NQN
Method-I C(2.21,2.27) = 6N 3 + 8N 2 + 3N + C(2.21)
Method-II C(2.25,2.27) = 6N 3 + 8N 2 + 3N + C(2.25)
We take the proposed method-II as an example to show the analysis. There
are two stages for the proposed method-II. The complexity in stage-one is the same
as the THX estimator. Regarding the THX estimator, there are 6 computations
of the trace of matrix-matrix product, e.g., tr(Q̂T1), each taking 2N
2 flops. The
calculation of ε takes 2NQ vector-vector product, each taking 2N flops. The total
complexity then results in 12N2 + 4NQN flops. In stage-two, the complexity of
obtaining the shrinkage factor ρ2 includes calculating (2.27), which also includes the
calculations of (2.28), (2.29) and (2.30). Both (2.28) and (2.29) take 2N2 flops while
tr2(Q̂)/N in (2.30) takes N flops. In (2.31), calculating tr2(Q̂) and tr(Q̂2) take N
and 2N2 flops, respectively. Calculating (2.32) is similar to calculating (2.24) so
we take calculating (2.24) as the example. For calculating τm, multiplying Q̂ by
sub-matrices Jq is equivalent to extracting the corresponding diagonal out of the
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matrix Q̂. For calculating µm, tr
2(Q̂Jm) takes N flops. As they are accumulated
for N times, each results in N2 and 3N3 + 1
2
N flops in total, respectively. Summing
up the two stages and the overall complexity is summarized in Table 2.1.
2.4.3 Channel Estimation with Pilot Contamination
Consider a massive MIMO system with Lc cells, each comprising one BS with Nr
antennas and Kl UEs with Nt antennas. Let hjlk be the correlated Rayleigh fading
channel from BS j to UE k in cell Lc,l. There are Kl orthogonal unit-norm pilot
sequences, which are reused across the cells. We focus on one UE in one cell and the
UEs using the same pilot sequences from other cells that cause pilot contamination.
In this case, the received signal is modelled as
yjk = hjjk +
Lc∑
l=1,l 6=j
hjlk + njk. (2.37)




where Rjjk = E{hjjk(hjjk)H} is the channel covariance matrix and Qjk = E{yjk(yjk)H}






We utilise the via-Q method in [28] to estimate the channel covariance matrix in
this case. In this scenario, each UE is associated with NQ pilots which is the same as
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the pilot contamination free scenario, but the considered UE does not send the pilot
itself. Instead, all other UEs that cause pilot contamination to it will send the pilot.
This will allow BS j to estimate the sample covariance matrix Q̂−k, including all
pilot-contaminating interfering UEs, using NQ observations of the received signals.
If Q̂ has been already computed, this information can be exploited to compute an
estimate of the sample covariance matrix R̂pl as follows:
R̂pl = Q̂− Q̂−k. (2.40)
Notice both Q̂ and Q̂−k are SCMs which are ill-conditioned when the number of
samples is small. We apply the shrinkage estimators on both of them and yield
R̂pl,sh = Q̂sh − Q̂−k,sh. (2.41)
In this case, Wd in (2.35) becomes R̂pl,shQ̂
−1
pl,sh.
We follow the same implementation as in [28] with Lc = 7 cells. The channel
covariance matrix follows the one-ring model as introduced in 2.4 for SIMO scenario
with Nr = 100 and Nt = 1. We apply the proposed estimator to both Q̂ and Q̂−k
respectively and obtain R̂pl as (2.41). Results are shown in Fig. 2.9 for the channel
estimation in pilot contamination scenario.
In this case, all the channel estimators are degraded due to the pilot contamina-
tion and the LS channel estimator does not work in this scenario while the LMMSE
channel estimator can still offer better performance. This is evidence to show that
the LMMSE estimator is beneficial to the channel estimation for massive MIMO
systems. The shrinkage estimators that utilize Toeplitz structure target T1 out-
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Figure 2.9: Channel estimation MSE vs number of samples for the one-ring model
with ULA. Cell number Lc = 7.
perform the ones that use the identity matrix T2 when NQ>20. Notice that the
LW and OAS estimators are highly degraded in this case. Thus, they do not work
in pilot contamination scenario as their channel estimation MSEs are around 0 dB.
Still, the proposed two-stage shrinkage estimator can out-perform other competitors
for the channel estimation due to the fact that the shrinkage factors are adapted to
yield the best-of-all performance against the changes of NQ. It can perform well in
the pilot contamination scenario which shows its robustness for channel estimation
in massive MIMO systems.
2.5 Conclusions
In this chapter, we proposed the two-stage shrinkage covariance matrix estimators
to improve the performance of the LMMSE channel estimation for massive MIMO
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systems. The numerical results revealed that the proposed two-stage shrinkage
estimators can yield the best overall performance for the channel estimation for
several MIMO systems and are robust against the changes of the number of samples.
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Chapter 3
Regularized Precision Matrix Estimation
for Massive MIMO Systems
3.1 Introduction
A well-estimated precision matrix of the received signal is of significance for the
LMMSE channel estimator. We have investigated the shrinkage estimators for the
covariance matrix estimation in Chapter 2 and a precision matrix estimate can
be yielded directly by inverting the estimated covariance matrix. However, such
precision matrix estimation does not guarantee the precision matrix is optimised.
Furthermore, the computational complexity of taking matrix inverse can be high
in massive MIMO systems. In fact, we can estimate the precision matrix using
the training signals directly instead of taking the inverse of the covariance matrix.
Additionally, we can exploit other regularization schemes such as banding instead




This chapter deals with the estimation of the precision matrix. A critical chal-
lenge is that when the training data is limited, SCM is ill-conditioned and even
singular. The SPM, a precision matrix constructed by directly inverting the SCM,
may suffer from significant errors. In this case, regularization, which often imposes a
priori assumptions on the structure of the precision matrix, may reduce the number
of free parameters to be estimated. By tuning the regularization parameter prop-
erly, a good tradeoff between bias and variance may be achieved and the overall
estimation accuracy can be improved.
There are different approaches to regularize the precision matrix estimation.
One class of approaches firstly apply regularization techniques such as shrinkage
[59, 68, 94, 98], banding/tapering [60, 66, 99], and thresholding [61, 100] to produce
an improved covariance matrix estimate and then invert the result. Another class
of approaches directly produce a regularized estimate of the precision matrix from
training samples. Examples in this class include methods based on shrinkage [101–
103], factor models-based methods [72], [104], regression analysis-based column-by-
column methods [105–107], and penalized likelihood [78], [108].
In order to optimize the performance of regularized estimators, which is of sig-
nificance to the LMMSE channel estimator, parameters such as bandwidth, sparsity
level, and shrinkage coefficients must be tuned properly. There are significant results
about data-driven, automatic parameter tuning for covariance matrix estimation
[59], [60–62, 94, 98, 109]. For banding-based designs, the distribution-free resam-
pling methods have shown to be able to select the bandwidth [60, 62] for covariance
matrix estimation under several criteria. However, they may not yield satisfactory
performance for applications where the precision matrices are indeed required.
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The choice of parameters for regularized precision matrix estimation may be cast
as a model (order) selection problem. Typical tools include information criteria (IC)
[110–114]. IC generally require knowledge about the data distribution and quantita-
tive analysis of the complexity of the candidate models. There may be applications
where the distribution is unknown and/or it is challenging to quantize the model
complexity (e.g., for shrinkage estimators). Furthermore, some IC methods may
not select the model that possesses the best prediction power, which can be critical
for certain applications [115], [116]. Random matrix theory (RMT)-based methods
have been proposed for shrinkage-based high-dimensional precision matrix estima-
tion [101–103]. However, it is unclear how to generalize them to precision matrix
estimators employing more general forms of regularization.
In this chapter, we introduce simple yet effective methods based on CV [115] to
select the parameters for the precision matrix estimation, which is of benefit for the
LMMSE channel estimator for the massive MIMO systems. We focus on banding-
based estimators where a bandwidth constraint is imposed on the covariance or
precision matrix [25, 60, 66, 99, 105, 109]. We target the tuning of regularization
parameters for minimizing the Frobenius norm of the error of precision matrix es-
timation. Since CV requires a form of prediction error to be used as a proxy for
measuring the quality of parameter estimation, we propose to use two types of re-
gression errors for this purpose: One uses a regression interpretation of the precision
matrix itself and the other uses a similar interpretation of the modified Cholesky
factor of the precision matrix [105]. The resulting bandwidth selection methods are
distribution-free and the CV scores can be easily computed. We show that the pro-
posed methods can select precision matrix estimators achieving good out-of-sample
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prediction power. They can be directly used for other precision matrix estimators
such as graphical lasso [78] and reduced-rank estimators, as shown by numerical
results. The application of the proposed methods in designing LMMSE channel es-
timators for massive MIMO communication systems is demonstrated. This chapter
is also presented in part at [117].
3.2 Regression Analysis-Based Bandwidth Selec-
tion for Regularized Precision Matrix Estima-
tion for Massive MIMO Systems
In this section, we firstly introduce the massive MIMO systems used and the LMMSE
channel estimator with the precision matrix estimate. An example of banding-based
estimation of covariance and precision matrix and the bandwidth selection problem
are introduced as well. We then discuss two bandwidth selection methods based on
CV and regression analysis, which may be applied to the LMMSE channel estimator
for the massive MIMO systems.
Consider a point-to-point system with Nt transmitting antennas and Nr receiving
antennas. The received signal matrix can be modelled as
Y = HP + N. (3.1)
This is the same as the (2.1). Vectorizing Y in (3.1) gives
y = P̃h + n, (3.2)
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where y = vec(Y), P̃ = PT ⊗ I, h = vec(H), n = vec(N), vec(·) denotes vectoriza-
tion, and ⊗ Kronecker product. We assume that the noise n is Gaussian-distributed
with zero mean and identity covariance matrix. We recall this in order to show the
LMMSE channel estimator from the aspect to the precision matrix estimation.
The LMMSE estimate of h from y is computed as [27]
ĥMMSE = RP̃
†Ωyy, (3.3)
where Ωy = (P̃RP̃
†+ I)−1 is the precision matrix of y. In order to compute ĥMMSE,
R and Ωy, which can be very large, must be estimated. In communication systems,
h is not directly observable. When orthogonal training signal with P =
√
P I is
applied, where P determines the power for training signals, it can be shown that
Ωy = (PR + I)
−1. (3.4)
Therefore, if a good estimate of the precision matrix Ωy of y can be obtained, we
can then also find an estimate of R as R = 1
P
(Ω−1y − I) according to (3.4) and the
LMMSE channel estimator can then be constructed. This may destroy the positive
definiteness of R and a projection to PSD matrices can be applied. We assumed the
Kronecker channel covariance matrix [118] as
R = Rt ⊗Rr, (3.5)
where Rt and Rr are, respectively, the transmitter side and receiver side covariance
matrix. This is the same as in the MIMO models used in Chapter 2. Note that,
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however, the precision matrix estimators of this chapter do not rely on the above
Kronecker structure and are applicable to general cases.
3.2.1 An Example of Banding-Based Precision Matrix Es-
timation
Consider an N -dimensional signal y with mean zero, covariance matrix Q and pre-
cision matrix Ω , Q−1. Suppose we have total training length T and let yt be the









If the above SCM is full-rank, the SPM can be obtained as











When the sample size T is not much larger than the dimensionality N , both the
SCM and SPM can suffer from significant errors.
Regularization is usually applied to improve the accuracy of covariance matrix
estimation and may be generalized to precision matrix estimation in different ways.
In this section, we take the banding technique of [60] as an example to motivate
the study of parameter selection problem. (Other forms of regularized designs will
be considered later.) The banding estimators have shown to provide significant
improvements when the variables are assumed to have a natural ordering, where
entries far away from each other have weak correlations [25, 99, 109]. With a
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bandwidth K, we can generate from SCM the following banded covariance matrix
estimate [60]
Q̂K = Q̂BK , (3.8)
where  denotes element-wise product and BK is defined as
[BK ]i,j =

1, |i− j| ≤ K
0, |i− j| > K
. (3.9)







Note that the precision matrix estimate here Ω̂
(1)
K is generally not banded and the
bandwidth K in (3.8) actually refers to the bandwidth of the corresponding covari-
ance matrix estimate Q̂K .
Q̂K
3.2.2 Parameter Selection
The banding-based estimate Ω̂
(1)
K in (3.10) can potentially improve the accuracy of
precision matrix estimation. This is illustrated in Fig. 3.1. The AR model, which
has been widely considered in similar studies [68], [60], is assumed for the true
covariance matrix Q of y, with its (i, j)-th entry given by
[Q]i,j = ρ
|i−j|, ∀i, j, (3.11)
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Figure 3.1: An example with N = 50, T = 200 and [Q]i,j = 0.5
|i−j|. The optimal
bandwidths for estimating Q and Ω are 2 and 4 respectively. Inverting Q̂2 leads to
an estimate of Ω about 7 dB worse than Ω̂
(1)
4 .








as the performance metrics for covariance and precision matrix estimation, respec-
tively, where Ω̂ and Q̂ denote estimates of Ω and Q, respectively, and ‖·‖F denotes
the Frobenius norm. From Fig. 3.1, it can be seen that the regularization param-
eter K has a crucial influence on the estimation accuracy. Furthermore, under the
given performance metric, the bandwidth optimal for the covariance matrix esti-
mation can be suboptimal for the precision matrix estimation, as demonstrated by





K . It is thus critical to properly tune the parameter K to optimize
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performance.
The parameter tuning problem may be formulated as a model selection prob-
lem and solved using IC, e.g., Akaike information criterion (AIC) [110], Bayesian
information criterion (BIC) [112] and their generalizations [111, 113, 114]. This is
generally implemented by optimizing the log-likelihood of the model, penalized by
the model complexity. In particular, the BIC and similar methods achieve model se-
lection consistency for parametric models [113, 114], which is critical when the goal
is to interpret the observed data and/or infer the features of the data. AIC tends
to choose models that exhibit better predictive performance, which may be more
relevant for applications where model-based prediction or estimation is of interest.
Such methods formally require the knowledge of the distribution of the data, which
may not be always well specified. It may also be nontrivial to quantize the model
complexity due to the constraints involved in the model. Furthermore, sometimes
models with the same number of parameters need to be compared, e.g., the shrink-
age estimators [101–103] need to tune the continuous-valued shrinkage coefficients.
In such cases, it may be challenging to apply IC to tune the parameters. It is also
noted in [25] that AIC and BIC may not work well in high-dimensional applications
and a hypothesis testing procedure may be used to determine the bandwidth for
Gaussian data.
CV is another universal tool for model selection. It is especially useful in selecting
a model with good prediction power [119], e.g., for future signal or data processing
tasks. This is because CV, by splitting the data into training and validation sets,
can measure directly the prediction error of a model. For covariance matrix estima-
tors, CV and its variants have been successfully used for determining the shrinkage
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coefficients [59, 117], bandwidth [60, Eq. (24)] and thresholds [61], where the dif-
ference between the SCM constructed from the validation set and the regularized
covariance matrix estimate constructed from the training set is minimized. They
are shown to be able to select near-oracle parameters for minimizing the Frobenius
norm of the error of covariance matrix estimation. However, as shown in Fig. 3.1,
inverting a regularized covariance matrix optimized under a certain criterion such
as the MSE does not necessarily optimize the precision matrix estimation under the
same criterion. On the other hand, directly replacing the covariance matrices of [60,
Eq. (24)] by precision matrices is not feasible in low-sample support cases when the
needed SPM cannot be computed.
In this work, we apply the universal tool of CV to select the parameter for
banding-based precision matrix estimators. Following the general principle of CV,
we repeatedly split the overall dataset into the training and validation subsets. For
each split, a regularized precision matrix estimate is constructed using only the
training subset. By fitting the estimated model on the validation set, a prediction
error is obtained for each data split. The parameter that minimizes the average
prediction error is finally chosen. Since the true precision matrix is unknown, it is
infeasible to use directly the error of precision matrix estimation as the prediction
error for CV. It is thus an important task to find proper proxies of the estimation
performance. Log-likelihood is a candidate choice, which requires knowledge of the
data distribution.
We propose to apply two types of CV-based regression errors as proxies of the
estimation performance. This exploits the notion that the precision matrix gives
coefficients for regressing an entry of the signal y on a subset of the remaining
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entries. We introduce two such CV schemes, CV-I and CV-II, based on the precision
matrix and its Cholesky factor, respectively. Note that both schemes can be applied
to choose parameters for general regularized estimators of the precision matrix, not
restricted to the banding example discussed above.
3.2.3 CV-I
The first CV scheme (CV-I) exploits a regression interpretation of the precision
matrix itself. In order to illustrate the basic idea, let us partition the entries of a





where the lengths of y(1) and y(2) are N1 and N2, respectively. Accordingly, let us





where Qij = E[y
(i)y(j)†], i, j = 1, 2, and E[·] denotes mathematical expectation. The
precision matrix is then computed as
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From the matrix inversion lemma, it can be shown that
Ω21 = −Q−122 Q21(Q11 −Q12Q−122 Q21)−1, (3.16)
Ω11 = (Q11 −Q12Q−122 Q21)−1. (3.17)
Therefore, from the submatrices Ω11 and Ω21 of the precision matrix Ω, we can
construct an N2 ×N1 matrix
W , −Ω21Ω−111 = Q−122 Q21. (3.18)
It can be easily seen that W is the matrix of coefficients for regressing y(1) on y(2) and
is the LMMSE estimator for estimating y(1) from y(2). For notational simplicity, the
above assumes contiguous partitioning of y. However, noncontiguous partitioning
can be easily handled by transforming it into the contiguous form of (3.13) using a
permutation matrix.
The above interpretation links the precision matrix to regression analysis of the
data. This has been exploited for deriving regularized precision matrix estimates
[105]. Given the training data, one can estimate Ω by conducting a regression
analysis of the training samples. Constraints on the regression coefficients can be
imposed to obtain different regularized estimators [108]. In this work, we exploit
the above regression interpretation for another purpose, i.e., for determining the
optimal bandwidth for the regularized precision matrix estimation. The rationale
is that, if we have a better estimate Ω̂ of the true precision matrix Ω, then from
it a linear predictor constructed as (3.18) (with Ω replaced by Ω̂) should lead to a
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smaller error ξ1 of predicting y
(1) from y(2), where
ξ1 , y
(1) −W†y(2) (3.19)
is obtainable from the training data and the estimate Ω̂ of the precision matrix.
We propose to use the above prediction error as a performance metric to choose
the bandwidth K using a CV procedure that involves data splits in not only the time
domain (w.r.t. the indexes of the samples) but also in the space domain (w.r.t. the
indexes of the entries of each sample). Let I be the number of time-domain splits
and J the number of space-domain splits for each time-domain split, respectively.
The overall training data Y = [y1,y2, · · · ,yT ] are pre-partitioned in the time into
approximately equal-size subsets {Yi} [115]. For the i-th time-domain split, the
validation set is chosen as Yi and the remaining data in Y, denoted by Y∼i, is
used as the training set. An estimate of the precision matrix with regularization
parameter K is constructed from Y∼i. For the j-th space-domain split, Yi is further




i,j . A predictor WK,i,j is then constructed




i,j . Note that the
subscript K in WK,i,j is introduced to indicate the dependency of the estimators
on the regularization parameter K. The prediction error is then used to assess the
quality of the precision matrix estimation. Different patterns of data splits may be
used in the time and space domains. The parameter is then chosen as
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Note that the subscript K in WK,i,j is introduced to indicate the dependency of the
estimators on the bandwidth K. In (3.21), we have assumed that the data Y is split





for J times in the space domain. For simplicity, we assume that for all the splits
the numbers of rows and columns of Y
(1)






WK,i,j = −Ω̂K,i,j,21Ω̂−1K,i,j,11 (3.22)
is computed from a permutation of the regularized precision matrix estimate Ω̂K,i







where Πj is the permutation matrix that is consistent with the pattern of the j-th







∥∥∥Y(1)i,j + Ω̂−1K,i,j,11Ω̂†K,i,j,21Y(2)i,j ∥∥∥2
F
. (3.24)
A grid search of K can be conducted to choose the minimizer of J(K) as the optimal
bandwidth.
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In a special case where J = N and every single entry of y is estimated from the
remaining entries, we obtain the leave-one-out (LOO) partition in the space domain.
In this case, Y
(1)
i,j reduces to a row vector and Ω̂K,i,j,11 becomes a scalar number. It




∥∥∥[DΩ̂K,i ]−1Ω̂K,iYi∥∥∥2F , (3.25)
where DΩ̂K,i denotes the diagonal matrix whose diagonal entries are the same as
those of Ω̂K,i.
The above bandwidth selection method is based on the regression analysis of
the original signal y. Alternatively, we may consider a generalized cross-validation
(GCV) treatment [120]. Instead of conducting the regression analysis of the entries
of y, we can consider the regression analysis of the linearly transformed signal
y′ = V†y, (3.26)
where V = UF, with F being the discrete Fourier transform matrix and U the
eigenvector matrix of the covariance matrix Q. In this case, the precision matrix of
y′ is given by
Ω′ = V†ΩV = F†U†ΩUF. (3.27)
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Note also that for an arbitrary y
||Ω′y′||2F = ||F†U†ΩUFF†U†y||2F = ||Ωy||2F . (3.29)
By replacing the true precision matrix as its estimate, the LOOCV cost function of









Note that the result in (3.30) does not explicitly require the calculation of (3.26). In
other words, (3.26) only serves as a proxy for deriving the generalized CV expression.
3.2.4 CV-II
The second type of regression-based CV scheme (CV-II) uses the modified Cholesky
factor of the precision matrix as described below. For an arbitrary positive-definite
precision matrix Ω, the modified Cholesky factorization can be written as
Ω = T†CV D
−1
CV TCV , (3.31)
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where DCV is a diagonal matrix with positive diagonal entries, the modified Cholesky








. . . . . .
−φN1 −φN2 · · · −φN,N−1 1

. (3.32)
The coefficients {φnm} have a regression interpretation [108], [105]: The LMMSE
estimate the n-th entry y(n) of the signal y from its precedents y(1), y(2), · · · , y(n−1)





(m), n = 2, 3, · · · , N. (3.33)
Furthermore, the MSE of this estimator is equal to the n-th diagonal entry of D,
i.e.,
Dn,n = E[|y(n) − ŷ(n)|2], n = 1, 2, · · · , N, (3.34)
where we defined ŷ(1) = 0.
From the regression interpretation of the Cholesky factor coefficients, T can be
used for predicting the entries of a sample y from their precedents using (3.33). Now
let us replace the true precision matrix by its regularized estimate. It is expected
that if a good precision matrix estimate is obtained, then the Cholesky factor-based
prediction of the entries of y has a small average error. In a CV setting with the
time-domain splits same as that in CV-I, the error for predicting the entries of signal
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Figure 3.2: NMSE for estimating the precision matrix via covariance matrix banding
(3.10) and CV bandwidth selection. [Q]i,j = ρ
|i−j|, N = 100, and ρAR = 0.5. The
maximum bandwidth is set to Kmax = 10.






Figure 3.3: This figure is a zoomed-in section of Fig. 3.2.
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Yi in the i-th split is then given by
Ei = T̂K,iYi, (3.35)
where T̂K,i is the modified Cholesky factor of the precision matrix estimate Ω̂K,i
constructed using only Y∼i and the bandwidth K. Using this error, we obtain an







In order to obtain J2(K), we need to find the modified Cholesky factor T̂K,i for each
time-domain data split and each bandwidth K. In contrast to CV-I, the Cholesky
factorization approach does not require explicit data splits in the space domain.
3.2.5 Applications to General Precision Matrix Estimators
Both CV-I ( with the cost functions given by (3.24), (3.25) or (3.30)) and CV-II
( with the cost function given by (3.36)) utilize only the outcome of the precision
matrix estimator, and are transparent to the detailed estimation process. Therefore,
they can be used as universal tools for tuning the regularization parameters for
precision matrix estimators such as those based on rank reduction, sparsity and
shrinkage. Fast implementations may be derived for certain types of estimators. A
related scheme was discussed in [121] for choosing the shrinkage coefficients, where
a holdout strategy which splits the data only once in the time domain (i.e., I = 1)
and N times in the space domain is introduced. It has been shown that near-oracle
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choice of the shrinkage coefficients is achieved for a linear estimation application.
This work generalizes the method of [121] by allowing more general data splits and
also different regression analysis to be used.
3.3 Numerical Examples
In this section, we present numerical examples to demonstrate the effectiveness of
the proposed bandwidth selection methods for regularized precision matrix estima-
tion and also show their applications to the LMMSE channel estimation in massive
MIMO communication systems.
3.3.1 Performance of Precision Matrix Estimation
Example 1: Precision Matrix Estimation via Covariance Matrix Banding. We first
apply the proposed CV schemes to choose the bandwidth K for the precision matrix
estimator Ω̂
(1)
K in (3.10). We assume zero-mean, complex-valued Gaussian data but
our methods do not rely on knowledge about the distribution. We use the normalized
squared Frobenius norm of the estimation error (3.12) as the performance metric
and define its average as the NMSE for the precision matrix estimation.
An example of the AR covariance matrix model in (3.11) is presented in Figs.
3.2 and 3.3. CV-I and CV-II with I = 2 and 5 time-domain data splits are tested.
For each of the I time-domain splits, bT/Ic distinct samples of yt are chosen to form
the validation data set Yi. When applying CV-I with J space-domain splits of Yi,
bN/Jc distinct, uniformly spaced rows of Yi are chosen as the target of prediction.
The CV-I costs are computed using (3.24) and (3.25), respectively, for J = 2 or N .
65
3.3. Numerical Examples
Notice that when I = 2, J = 2 for the proposed CV-I method, the performance is
slightly reduced for T between 50 and 90.
Banding may destroy the positive-definiteness of the precision matrices and in
this case, the regression interpretations of the precision matrix become invalid. We
thus exclude the candidate precision matrix estimates that are not positive-definite.
Similarly, if the precision matrix estimate Ω̂K,i in the i-th time-domain data split is
not positive-definite, the candidate bandwidth K is excluded, which can lead to a
performance loss due to the exclusion of certain valid positive-definite precision ma-
trix estimate Ω̂K . Techniques that can be used to restore the positive-definiteness,
such as [122], may be employed but its study is beyond the scope of this chapter.
In Figs. 3.2 and 3.3, the results marked by “oracle” use the bandwidths that
minimize the Frobenius norm loss of (3.12), which can be obtained only when the
true precision matrix Ω is known. These results are used to benchmark the per-
formance of our proposed CV schemes. It can be seen that the banding estimators
significantly outperform the SPM which is the inverse of the SCM, especially when
the number of samples is smaller than the dimensionality. It is seen that given the
number of time-domain data splits, setting J = N performs better than J = 2 for
CV-I. When T is small, a noticeable gap to the oracle performance is observed for
CV-I and CV-II with I = 5. In this case, setting I = 2, I = N results in near-oracle
performance. For a larger T , however, increasing I can be beneficial to improve
performance. For this example, CV-I performs slightly better than CV-II when T
is large.
The simulation results also suggest that the numbers of data splits (I, J) influence
the bandwidth selection behaviour. When the number of samples T is large, more
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SPM, ρ = 0.2
Ω̂
(2), CV-I, ρ = 0.2
Ω̂
(2), CV-II, ρ = 0.2
Ω̂
(2), oracle, ρ = 0.2
SPM, ρ = 0.9
Ω̂
(2), CV-I, ρ = 0.9
Ω̂
(2), CV-II, ρ = 0.9
Ω̂
(2), oracle, ρ = 0.9
ρ = 0.2
ρ = 0.9
Figure 3.4: MSE of estimating the precision matrix using (3.43) and CV bandwidth
selection, [Q]i,j = ρ
|i−j|, N = 100, I = 2, J = N,Kmax = 20.
splits in the time and space domains lead to better estimation under the MSE
criterion, as seen from Fig. 3.3. However, it is also shown in Fig. 3.3 that for
low sample supports (with a small T ) a smaller number of splits yields better
performance. In general, the complexity increases with the number of data splits
but fast computations may be obtained for the LOO implementations. To our best
knowledge, there are no universal data-driven rules for choosing the optimal values
of (I, J) though this problem is similar to the problem of automatically choosing
between AIC and BIC, where a higher-level of CV may be used [123].
Example 2: Precision Matrix Estimation via Cholesky Factor Banding. Directly
banding the SCM may destroy their positive definiteness, making the resulting co-
variance and precision matrix estimates invalid for certain applications. One way
of maintaining positive-definiteness and also producing a banded precision matrix
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estimate is to find the banded Cholesky factor of the precision matrix directly from
the training data following the regression interpretation introduced in Section 3.2.4.
For the modified Cholesky factorization in (3.31), we assume that the precision ma-
trix is banded with a bandwidth K, i.e., φn,m = 0 for |m−n| > K in (3.32). In this
case, the LMMSE estimate of the n-th entry y(n) of y from its precedent entries can
be rewritten as























As will be discussed next, this can be exploited to develop a regularized, column-
by-column estimator of the precision matrix [105].
Consider a case with B training samples yt, t = 1, 2, · · · , B. We can first compute












which requires about 2NBK flops, where a flop refers to an operation of complex
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numbers (e.g. addition and multiplication). The sample covariance matrix Q̂n,K
of y(n) and the sample cross-covariance Q̂n,K between y
(n) and y(n) can then be
obtained by directly extracting the relevant entries of Q̂K . They are then used to
replace the covariance matrices in (3.39), resulting in
ŵ(n) = Q̂−1n,K σ̂n,K , (3.41)
which can be computed via Cholesky factorization and backward/forward substitu-
tions with about K
3
3









t |2, 1 ≤ n ≤ N, (3.42)
costing about 2BK flops for each n. Finally, the entries of ŵ(n) and D̂n,n are plugged







K T̂K , (3.43)
which requires about N(K2 +K) flops.
We can analyse the complexity of the above estimator with the CV methods used
for selecting the bandwidth of Ω
(2)
K . Assume that in total we have T training samples
equally split into I subsets. Then a training subset has B = T −T/I samples and a
validation subset Yi has T/I samples. The operations of (3.40)-(3.43) are repeated
for I data splits and the complexities are summarized in Table 3.1
The total complexity for obtaining Ω
(2)
K for I splits is about C(35) +C(36) +C(37) +
C(38) flops. For CV-I, we take the LOO implementation (3.25) as an example. Eval-
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Table 3.1: Approximate computational complexities of the estimators in Example
2. We assume that there are T training samples equally split into I subsets for
CV, each training subset has B = T − T
I
samples, each validation set has Yi of
T
I
samples, and intermediate results are stored and reused for evaluating (3.40) for the
I splits.
Operations Number of flops
(35) for I splits C(35) = 2NTK + INK








(38) for I splits C(38) = IN(K2 +K)
CV-I: (20) C(20) = 4NT (K + 1)
CV-II: (31) C(31) = NT (2K + 3)
uating Ω̂K,iYi costs about (4K + 1)NT/I flops as Ω̂K,i has a bandwidth of K and
Yi has T/I columns. Multiplying the result by [DΩ̂K,i ]
−1 takes NT/I flops and
computing the squared Frobenius norm takes 2NT/I flops. For CV-II, note that
T̂K,i, which is triangular with a bandwidth of K, is directly available from the esti-
mation process. While evaluating (3.36), the complexity of finding T̂K,iYi is about
(2K+1)NT/I flops and that for the squared Frobenius norm is about 2NT/I flops.
The overall complexities for CV-I and CV-II are also summarized in Table 3.1, which
shows that CV-II has a complexity slightly lower than CV-I for this example.
Note that the above complexities should be accumulated for the candidates of
K tested. As a comparison, the SPM, which is the inverse of the SCM, has a
computational cost of O(N2T + N3), which can be significant when N is large.
From the analysis above, the complexity of the proposed methods can be moderate
when the candidate bandwidths K are small.
In Fig. 3.4, we show the precision matrix estimation Ω
(2)
K for the AR model
in (3.11) with two different values of ρ. When ρ is increased from 0.2 to 0.9, the
decaying of the off-diagonal entries of the covariance matrix Q becomes slower and
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Table 3.2: Bandwidth selection accuracy of the proposed CV-I methods
ρAR
ACCV I T
15 20 25 35 50 100 150
0.2 0.04 0.09 0.44 0.98 1 1 1
0.3 0.89 1 1 1 1 1 1
0.5 1 1 1 1 1 1 1
0.6 1 1 1 1 1 1 1
0.8 1 1 1 1 1 1 1
0.9 1 1 1 1 1 1 1
the condition number of Q is also increased. The proposed CV schemes achieve near-
oracle performance, and the overall precision matrix estimation schemes significantly
outperform the SPM. We can show that the inverse Cholesky factor-based estimator
Ω̂
(2)
K significantly outperforms Ω̂
(1)
K when ρ is large.
It can be shown that the true precision matrix of the above AR model has a
bandwidth of 1. The banded estimate Ω̂
(2)
K above does not exploit the feature of
the AR model and may choose a bandwidth different from the true one. Table. 3.2
shows the accuracy of the bandwidth chosen by CV-I for different settings, which is
defined as the ratio of the correct bandwidth selections among 100 trials. It is seen
that the correct bandwidth is selected with a high probability for the AR model.
We can show that CV-II exhibits similar behaviour for this example.
Example 3: Graphical Lasso-Based Sparse Precision Matrix Estima-
tion. We also test the proposed CV methods for sparse precision matrix estimation
based on graphical lasso, which maximizes the penalized log-likelihood as
logdet(Ω̂)− tr(SΩ̂)− λ||Ω̂||1, (3.44)
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where S is the SCM, logdet(·) denotes the logarithm of the determinant, tr(·) the
trace, ||Ω||1 the sum of the absolute values of the entries of Ω, and λ controls the
sparsity level of the estimated precision matrix, which should be carefully tuned. For
such an estimator, the extended BIC (EBIC) proposed in [114] is shown to provide
a consistent estimate of λ that can give the correct sparsity pattern for large sample
sets. The EBIC criterion takes the form as
BICγ(E) = −2ln(Θ̂(E)) + |E|log(n) + 4|E|γlog(n) (3.45)
where E is the estimation of the pattern of the precision matrix, ln(Θ̂(E)) is the max-




trace(Q̂Θ̂)], Θ is the sparse estimation of the precision matrix, NQ is the number
of samples, p is the matrix dimension and γ is the criterion parameter. |E| denotes
the number of nonzero elements in E.
The proposed CV methods are compared with EBIC with γ = 0.5 (see [114] for
the parameter γ of the EBIC). Fig. 3.5 demonstrates the squared Frobenius norm
of the error of estimating the precision matrix Ω. The sparsity patterns associated
with the parameters chosen by CV and EBIC are illustrated in Fig. 3.6. It can be
seen that the EBIC chooses a parameter that leads to a sparsity pattern closer to the
truth. However, CV is significantly better for choosing λ to minimize the squared
Frobenius norm. This confirms the consistency of EBIC and also demonstrates that
CV is more suitable when precise estimation of the precision matrix is required.
Note that model order selection and parameter estimation are different tasks. In
fact, a small perturbation of the model parameters can significantly affect the model
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Figure 3.5: Snapshot of the normalized squared Frobenius norm of the precision
matrix estimation error and the parameters elected by the EBIC and CV methods.
The AR model with N = 100, ρ = 0.5 is assumed, T = 500, I = 5, and J = N .
order (e.g., the number of nonzero entries) but the error measured (e.g., using the
Frobenius norm) in the parameter estimation can be negligible.
3.3.2 Performance of MIMO Channel Estimation
We will show two examples in this section of the proposed techniques is the design
of practical LMMSE channel estimators for massive MIMO systems.
Example 4: Exponential Covariance Model. We now show an example in Fig.






t , i ≥ j
(r∗t )
























Figure 3.6: Sparsity patterns (showing the positions of nonzero entries) chosen by
the CV methods and EBIC for the results in Figure 6. (a) True sparsity pattern
(tridiagonal) (b) Sparsity pattern chosen by EBIC: λ = 0.2 (c) Sparsity pattern
chosen by CV-I: λ = 0.065 (d) Sparsity pattern chosen by CV-II: λ = 0.07.
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MMSE channel estimator using Ω̂(2)
Figure 3.7: NMSE of MIMO channel estimation with Nt = 8, Nr = 32 and an
exponential covariance matrix model. The precision matrix of the received signal is
estimated using Ω̂(2) of (3.43). The pilot-to-noise ratio is set to 0 dB. The precision
matrix has a size of 256 × 256. “MMSE” indicates performance of the LMMSE





r , i ≥ j
(r∗r)
|i−j|, i < j
. (3.47)
We set rt = 0.7e
−j0.9349π and rr = 0.9e
−j0.9289π but similar results can be obtained
for other settings. For simplicity, we consider a reduced-complexity (RC) implemen-
tation: 95% of the total training samples of y are used to construct the precision
matrix estimates using (3.43), while the 5% remaining samples are used to select
the optimal bandwidth K. In this case, I = 1 for (3.25) and (3.36). Note that this
incurs a very low complexity when the considered bandwidth is small. The perfor-
mance is compared with the “oracle” LMMSE channel estimation performance that
is achievable given the considered banded precision matrix estimators and the LS
75
3.3. Numerical Examples


































Figure 3.8: NMSE of the estimation of the precision matrix of the received signal
with Nt = 8, Nr = 32 and an exponential covariance matrix model.
channel estimator that does not need knowledge of the precision matrix. From the
simulation results, it can be seen that when the number (T ) of samples is small,
the LMMSE channel estimator constructed using the SPM estimate of Ωy is signif-
icantly poorer than the LS estimator which does not require any knowledge of Ωy.
Therefore, an enhanced estimate of the precision/covariance matrix is necessary
to exploit the potential of the LMMSE channel estimator. Our proposed meth-
ods achieve near-oracle bandwidth selection when applied to the channel estimation
problem. Furthermore, they also achieve near-oracle performance for precision ma-
trix estimation, as demonstrated by the NMSE results in Fig. 3.8.
Example 5: One-Ring Covariance Model and Reduced-Rank (RR) Estimator. We
also consider the one-ring model considered in [124], where the channel covariance
matrix R tends to be low-rank. In this case, the received signal may be decomposed
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into components in a low-rank signal subspace and a noise subspace. Exploiting





where K denotes the assumed rank of the signal subspace, Q is the eigenvector





, k ≤ K
N−K∑N
n=K+1 λn
, k > K
, (3.49)
λk denotes the k-th largest eigenvalue of the SCM Q̂. This reduced-rank estimate
Ω̂
(3)
K can also be used to generate an estimate of R by exploiting (3.4). Once the op-
timal rank K is determined, the LMMSE channel estimator can then be constructed







where QK and Λ
′
K denote the eigenvector and eigenvalue matrix corresponding to
the rank-K signal subspace.
Due to its simplicity (without a Cholesky factorization step), the CV-I cost in
(3.30) is used to determine the rank K. Similarly to Example 4, 95% of the samples
are used to construct the estimator while the 5% remaining samples Yi are used for
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MMSE channel estimator using Ω̂(2)
MMSE channel estimator using Ω̂(3)
Figure 3.9: NMSE of the channel estimation with Nt = 8, Nr = 32 and the one-ring
covariance matrix model. The model is generated as [Eq. (46), 34] with an average
angular spread of 10◦ and the central angles are randomly distributed. Note that
the CV methods achieve nearly the same NMSE as the “oracle”.
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where ΛK is diagonal and Q
†Yi is independent of K.
The simulation results are presented in Fig. 3.9, where the precision matrix
estimators (3.43) and (3.48), labelled by Ω̂(2) and Ω̂(3) respectively, are compared.
It is shown again that the LMMSE channel estimator can significantly outperform
the LS estimator. For each given type of precision matrix estimator, the NMSE
performance achievable with the proposed CV methods is nearly the same as that
with the “oracle” parameter choice and their difference is hardly visible in Fig. 3.9.
This suggests that the proposed regression analysis-based methods are effective for
choosing the parameter for the channel estimation application. It is also seen that,
for the one-ring model which has a low-rank channel covariance matrix, the reduced-
rank design provides better performance than the banding design but also requires
higher complexity due to the eigenvalue decomposition needed.
3.4 Conclusions
In this chapter, we introduced two data-driven, distribution-free cross-validation
methods for tuning the bandwidth for banding-based precision matrix estimation
used for the LMMSE channel estimator for massive MIMO systems. These methods
are based on regression interpretations of the precision matrix and its Cholesky factor
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and can be applied to general regularization schemes. Numerical examples show that
the proposed methods can approximate the oracle bandwidth choices for precision
matrix estimation under a quadratic loss and are effective for massive MIMO channel
estimation where the LMMSE estimator is constructed from training samples. The
complexity of the proposed schemes generally increases with the number of data
splits. This problem may be alleviated by reusing calculations among different





Methods for Massive MIMO Channel
Estimation
4.1 Introduction
We have investigated the covariance matrix and the precision matrix estimation to
optimise the LMMSE channel estimator in Chapter 2 and Chapter 3. However,
the LMMSE channel estimation still introduces a high computational complexity.
As discussed in 1.1.2, the LS estimator can perform well in single-cell scenarios in
massive MIMO systems as AWGN is the dominating distortion [26]. However, for
the multi-cell applications, the pilot contamination can be dominant. It is shown in
[84] that the LS channel estimator can result in substantial estimation errors which
have negative influence of other tasks while channel estimators that utilize channel
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statistics can reduce such estimation errors.
The LMMSE estimator [125] is often applied to improve the channel estimation
when channel statistics are known. However, since inverting a covariance matrix
generally has a cubic complexity, direct implementation of the LMMSE channel es-
timator for massive MIMO may exhibit a high complexity. Recently, the polynomial
expansion channel estimator (PEACH) [27] has generated considerable interests as
an approach to alleviate the complexity of the LMMSE channel estimator for massive
MIMO. By approximating the matrix inversion using a truncated polynomial expan-
sion, the complexity of the PEACH is dominated by matrix-vector products, which
only have a quadratic complexity. Further complexity reduction may be achieved
by the weighted PEACH (W-PEACH) which optimizes the weighting factors of the
polynomial expansion. Similar techniques have also been successfully applied to the
design of low-complexity precoders and detectors for massive MIMO [23], [126].
The PEACH is a special instance of the Krylov subspace methods that are widely
studied for solving large linear systems [127]. In this chapter, we introduce alterna-
tive Krylov subspace channel estimators based on the CG algorithm [128]. We show
that the CG schemes that adaptively choose the weighting factors can exhibit lower
complexities than the PEACH. Furthermore, we propose effective preconditioning
schemes to achieve faster convergence of the CG algorithms and lower complexities.
The complexities of various Krylov subspace estimators are analysed and compared.
The remainder of this chapter is organized as follows. We introduce the system
model and review the PEACH methods in Section 4.2. We then introduce the
CG and preconditioning CG (PCG) schemes and carry out complexity analysis in
Section 4.3 and present the simulation results in Section 4.4. We finally conclude
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the chapter in Section 4.5.
4.2 Problem Formulation
We introduce the massive MIMO systems, the LMMSE estimator and the PEACH
methods in this section.
4.2.1 Channel Model
Consider a point-to-point massive MIMO system the same as introduced in 2.2. The
received signal matrix during the training stage [129] is modelled as
Y = HP + N. (4.1)
Vectorizing Y in (4.1) gives
y = P̃h + n, (4.2)
where y = vec(Y), P̃ = PT ⊗ I, h = vec(H), n = vec(N). We assume a Rayleigh
fading channel and denote by R ∈ CN×N the covariance matrix of h. In this chapter,
we assume R is known so we do not have to introduce the LMMSE channel estimator




If the covariance matrix R of the channel vector h and the covariance matrix Q of




Q = P̃RP̃† + S. (4.4)
The difference between (4.3) and (2.4), (3.3) is R is known. We focus on the
complexity reduction schemes now. In order to compute the LMMSE estimate in
(4.3), Q−1y needs to be computed. This incurs a linear complexity when Q is
diagonal. However, due to correlations in the channel coefficients and interference,
the covariance matrices R and S are generally non-diagonal and thus Q in (4.4)
is non-diagonal even when orthogonal pilot symbols are used. In this case, direct
computation of ĥMMSE using Q
−1 in (4.3) leads to a complexity cubic in the size
of Q, which will be high in massive MIMO. We discuss low-cost, iterative Krylov
subspace methods for computing ĥMMSE.
A class of Krylov subspace methods can be applied to approximate Q−1y of (4.3)
as a linear combination of Qly, l = 0, 1, · · · , LCG − 1, where LCG defines the rank









where the weighting factors {γl} depend on the type of the method. When LCG
is large enough, ĥL converges to ĥMMSE. However, the choice of {γl} has a sig-
nificant impact on the convergence behaviour. In the following, we first introduce
the PEACH and W-PEACH under the framework of (4.5) and then discuss the CG
estimators in Section 4.3.
4.2.3 PEACH













and λmax(Q) denotes the largest eigenvalue of Q. The resulting estimator can be






It is seen that the factor γl,PEACH in (4.6) is independent of Q and y, which may




The W-PEACH [27] chooses
γl,W−PEACH = wlα
l+1, (4.9)
where {wl} are set to minimize the mean squared error E[||h− ĥ||2] given the rank
LCG:
w = [w0, w1, . . . , wL−1]






and α can be set to one. The PEACH and W-PEACH have complexities increas-
ing linearly with the rank LCG. When LCG is sufficiently small, both have lower
complexities than the direct LMMSE estimator.
4.3 CG Estimators
4.3.1 CG
The W-PEACH converges faster than the PEACH by adapting γl,W−PEACH according
to the covariance matrices R and Q. This, however, incurs extra costs to find the
needed weights. We consider alternative schemes based on the CG algorithm that
86
4.3. CG Estimators
may further reduce the overall complexity. The CG algorithm chooses γl as the
solution of the following weighted least squares (WLS) problem













where ||x||2Q , x†Qx. This produces {γl} that minimize a weighted squared error




Φ , [Q0y, . . . ,QL−1y]. (4.14)
The solution is then given by
[γ0, . . . , γL−1]
T = (Φ†QΦ)−1ΦHy, (4.15)
which depends on both the covariance matrix Q and the instantaneous received
signal y, in contrast to the PEACH and W-PEACH. In practice, {γl} are not com-




ly to Q−1y by applying the CG algorithm in Table. 4.1 and then plug
it into (4.3) to obtain the desired channel estimate.
PEACH and W-PEACH estimators can be directly implemented using (4.5) with
the coefficients {γl} chosen as (4.6) and (4.9), respectively, which are independent of
the received signal y. The overall complexities for all Krylov subspace methods are
dominated by the matrix-vector products Qly in (4.5) which scale linearly with the
number of channel estimation and the rank LCG of the Krylov subspace involved.
Therefore, complexity reduction is achieved if the rank LCG is reduced.
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Table 4.1: CG algorithm.
Initialization t = 0,d = r = y, δnew = r
†r, l = 0




t = t + ηd





d = r + βd
Output t
4.3.2 Preconditioner Design
Slow convergence of the CG algorithm will result in a large rank LCG to achieve a
desired performance and thus lead to high complexity. However, the CG algorithm
converges faster if the system matrix Q has more clustered eigenvalues [128]. We
propose preconditioning schemes to improve the clustering of eigenvalues of the
system matrix to accelerate the convergence. The CG estimator solves Qt = y.
With a preconditioner, a system
ECGQE
†
CGt̃ = ECGy (4.16)
solved first and t is then computed by t = E†CGt̃.
The preconditioner ECG is chosen such that ECGQE
†
CG has more clustered eigen-
values. Following the general treatment of preconditioning design [128, 130, 131],
we construct a Hermitian, positive definite matrix M that approximates Q, and set
ECG = C
−1, where C is the Cholesky factor of M. It is critical that matrix-vector
products involving ECG can be computed at a low complexity.
We apply two schemes for constructing preconditioners in this chapter. The first
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is based on a banded approximation to Q, whose (i, j)th entry is given by
[M]i,j =

[Q]i,j, |i− j| ≤ Q,
0, otherwise,
(4.17)
where the bandwidth Q is much smaller than the dimension of Q. The other is
based on a block-diagonal approximation to Q
M = Q1 ⊕Q2 ⊕ · · · ⊕QNr , (4.18)
where ⊕ denotes direct sum and Qn ∈ CNt×Nt is the n-th diagonal block of Q. The
Cholesky factor ECG can be found at a low complexity while the resulting precondi-
tioners can significantly improve the clustering property of the system matrix. Their
performance will be discussed in Section 4.4.
4.3.3 Complexity Analysis
Let N = NtNr and one flop refers to one operation of complex-valued scalars. We
assume an orthogonal pilot block with B = Nt and P = INt . We now analyse the
complexities of the above Krylov subspace estimators, assuming R and S are un-
structured, dense and given. We count only the costs due to matrix decompositions
and matrix-vector products, as they dominate the overall complexity when N is
large and LCG is small. As P̃ = P
T ⊗ INr and P = INt , computing Q requires 3N2
flops. The direct computation of the MMSE estimate can be based on the Cholesky
decomposition of Q followed by the forward and backward substitutions [132].
PEACH and W-PEACH: For the PEACH in (4.8), given Ql−1y, computing Qly
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Table 4.2: Complexities of different Krylov subspace estimators.
Estimator Complexity Complexity of Fig. 4.5 Complexity of Fig. 4.8
(×107) (×108)
MMSE N3/3 + 4N2 33.7 90.4
PEACH (2LCG + 3)N
2 4.3 (LCG = 20) 3.9 (LCG = 20)
W-PEACH (4LCG + 2)N
2 3.4 (LCG = 8) 3.8 (LCG = 10)
CG (2LCG + 5)N
2 3.5 (LCG = 15) 3.7 (LCG = 18)
Banded (2LCG + 5)N
2+
PCG (4LCG +Q+ 7)NQ 1.2 (LCG = 3, Q = 20) 1.2 (LCG = 4, Q = 20)
Block- (2LCG + 5)N
2+
diagonal 2(LCG + 1)NNt+ 2.5 (LCG = 10) 1.9 (LCG = 8)
PCG NN2t /3
costs about 2N2 flops. The overall complexity of the PEACH is about (2LCG+3)N
2.
For the W-PEACH, there is an extra cost for calculating the weights of (4.10). If
Algorithm I of [27] is used to approximately find the weights, the overall complexity
for the W-PEACH is about twice that of the PEACH for the same LCG, as given in
Table 4.2.
CG and PCG: The complexity of the CG estimator is also dominated by the
matrix-vector products involving Q. The overall complexity is approximately the
same as that of the PEACH for the same LCG.
The banded PCG estimator uses a triangular, banded preconditioner ECG, com-
puted from the Cholesky decomposition of a banded matrix M at a complexity
of N(Q2 + 3Q) [127]. For each PCG iteration, the extra matrix-vector products
involving ECG and E
† cost 4NQ flops.
For the block-diagonal PCG estimator, ECG is block-diagonal with Nr diagonal
blocks which are Nt × Nt triangular matrices. Obtaining ECG costs NN2t /3 flops
and a matrix-vector product involving ECG or E
†
CG costs NNt flops. The overall




Following [27], we consider a massive MIMO scenario with Nr = 100 and Nt =
B = 10 and the covariance matrix R follows the Kronecker model in [65] as R =
Rt⊗Rr, where Rt ∈ CNt×Nt and Rr ∈ CNr×Nr are spatial covariance matrices for the
transmitter and receiver sides, respectively. For the case with pilot contamination,










βiΣri , βi > 0 is the pilot contamination factor, Σti and Σri
are the transmitter and receiver correlation matrix, and σ2 in (4.19) is the noise
power. The exponential correlation model and coefficients in [27] are applied to
generate R and S. The normalized MSE is used to measure the channel estimation
performance.
For comparison, we also consider the LS channel estimator
ĥLS = (P̃
†P̃)−1P̃†y, (4.20)
where P̃ the pilot matrix and y the received sample signal. The LS estimator does
not need knowledge of the channel/disturbance statistics. Fig. 4.1 confirms that
the LMMSE channel estimator (4.3) significantly out-performs the LS estimator
(4.20). We also show the significance of accurate channel estimation. The obtained
channel estimates are used for designing zero-forcing (ZF) and MMSE detectors for
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Figure 4.1: Normalized MSE for the LS and LMMSE channel estimators, Nt = 10
and Nr = 100, with pilot contamination factor β = 0.1.






†Ĥ + σ2I)−1Ĥ†z, (4.22)
respectively. The difference in the channel estimation quality is translated into a
significant gap in the bit-error-rate (BER) performance, as shown in Fig. 4.2, where
quadrature phase shift keying (QPSK) modulation is assumed. This suggests that
it is of interests to consider the more advanced LMMSE channel estimator and
its reduced-complexity implementations. In the following, we focus on the Krylov
subspace methods for implementing the LMMSE channel estimator.
Fig. 4.3 compares banded PCG estimators with different bandwidths and uses
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LS estimator with ZF detector
MMSE estimator with ZF detector
LS estimator with MMSE detector
MMSE estimator with MMSE detector
Figure 4.2: BER achieved by the ZF and MMSE detectors employing the LS and
LMMSE channel estimators. Nt = 10 and Nr = 100, with pilot contamination factor
β = 0.1. QPSK modulation is assumed.
CG estimator as benchmark when SNR = 5 dB without pilot contamination. It is
seen that preconditioning significantly improves the convergence rate. The condi-
tion number of the system matrix is reduced from 115.6 to 7.0 by using a banded
preconditioner with Q = 20. Increasing the bandwidth of the preconditioner leads
to a faster convergence but also increases the complexity per iteration. From Fig.
4.3, we choose Q = 20 for the banded PCG estimator in the following.
Figs. 4.4 and 4.5 show the normalized MSE of channel estimates without and
with pilot contamination, respectively. We have also included the diagonalized es-
timator [27] that sets the off-diagonal entries of R and S to zeros. It is seen that
the LMMSE estimator achieves substantially lower MSE than the LS and diagonal-
ized estimators, indicating its effectiveness for enhancing channel estimation. The
Krylov subspace schemes are applied to approximate the LMMSE estimate and the





























Figure 4.3: Banded PCG estimators with different bandwidths Q of the precondi-
tioner without pilot contamination, SNR = 5 dB.






























Figure 4.4: Normalized MSE versus rank LCG for a scenario without pilot contami-
nation, Nt = 10 and Nr = 100, SNR = 5 dB.
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Figure 4.5: Normalized MSE versus rank LCG for a scenario with pilot contamination
with β = 0.1, Nt = 10 and Nr = 100, SNR = 5 dB.
in Table 4.2. It is seen that when the rank LCG is small, all the Krylov subspace
schemes have significantly lower complexities than the direct implementation of the
LMMSE estimator. It is seen that the CG scheme achieves a similar complexity
compared with the W-PEACH estimator. This may also degrade its performance
when CG scheme is approximating Q−1y, making the MSE is not strictly monoton-
ically decreased with the rank. However, with a simple preconditioning technique,
preconditioned Q has more clustered eigenvalues, leading to a more stable and faster
convergence. Compared with the CG scheme, the banded PCG scheme reduces the
required rank LCG from 15 to 3, which results in approximately a 3-fold complexity
reduction. Furthermore, among all the Krylov subspace schemes considered, the
banded PCG scheme exhibits the lowest overall complexity.
Note that if pilot contamination is not present, a matrix-vector product Qd used
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by the Krylov subspace methods can be computed using
Qd = (Rt ⊗Rr + σ2I)d = vec(RrDRTt ) + σ2d, (4.23)
where D is the matrix whose vectorization gives d. This way, the complexity for
computing Qd can be reduced from 2N2 = 2N2t N
2





flops. Setting L = 3 for the example in Fig. 4.4, the overall complexity of the banded
PCG estimator using (4.23) can be reduced to about 2% of the direct implementation
of the LMMSE estimator.
We have also considered the influence of SNR, pilot length and system size on the
performance of the Krylov subspace schemes. Fig. 4.6 shows the results at SNR = 10
dB. Fig. 4.7 shows the results for an increased pilot length of B = 2Nt = 20. Similar
trends of convergence are observed for all the methods. Fig. 4.8 shows the results
for a system of larger size with Nt = 20 and Nr = 150. We have included the
corresponding complexities in Table 4.2. It is seen that the proposed PCG methods
still hold smaller ranks and maintain lower complexities. Overall, the banded PCG
method can achieve the fastest convergence and thus achieves the lowest complexity
for different SNR, pilot length and system size.
4.5 Conclusions
We have studied several low-complexity Krylov subspace expansion methods to re-
duce the complexity of direct implementation of LMMSE channel estimation in
massive MIMO. We have proposed two PCG schemes to improve the convergence
and reduce the complexity. Simulation results show that the PCG scheme con-
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Figure 4.6: Normalized MSE versus rank LCG for a scenario with pilot contamination
with β = 0.1, Nt = 10 and Nr = 100, SNR = 10 dB.


























Figure 4.7: Normalized MSE versus rank LCG for a scenario with pilot contamination
with β = 0.1, Nt = 10 and Nr = 100, SNR = 5 dB. Pilot length = 20.


































Figure 4.8: Normalized MSE versus rank LCG for a scenario with pilot contamination
with β = 0.1, Nt = 20 and Nr = 150. SNR = 5 dB.
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Chapter 5
Conclusions and Future Works
5.1 Conclusions
This thesis has investigated robust channel estimation for massive MIMO systems.
We proposed estimation algorithms for both the covariance matrix estimation and
the precision matrix which are involved for the LMMSE channel estimator. Besides,
reduced-complexity schemes are proposed to keep the overall channel estimation
complexity low. The contributions are summarized as follows.
In Chapter 2, we proposed a two-stage shrinkage estimator, combining a Toeplitz
structured target matrix and a spherical target matrix to obtain the best-of-all
channel estimation performance while trying to eliminate the pilot contamination.
The numerical results revealed that the proposed two-stage shrinkage estimator can
yield robust channel estimation performance against the number of training samples
in several massive MIMO models.
In Chapter 3, we extended our work to the estimation of the inverse of the covari-
ance matrix, the precision matrix. We proposed two CV-based parameter selection
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methods, named CV-I and CV-II for precision matrix estimation. CV-I utilized
the regression property of the precision matrix itself while CV-II was based on the
Cholesky factor of the precision matrix. We firstly examined the potential of the
proposed methods for the precision matrix estimation and showed their effective-
ness to the channel estimation in massive MIMO systems. The results illustrated
that the proposed CV-based methods have a variety of potential applications on
general regularization schemes. Particularly, we showed that the proposed methods
could achieve near oracle estimation of the precision matrix for the LMMSE channel
estimator.
In Chapter 4, we proposed simple yet effective preconditioning methods for the
CG algorithm to approximate the LMMSE channel estimator to reduce the compu-
tational complexity in massive MIMO systems. We examined the effectiveness of
implementing the LMMSE channel estimator that can significantly out-perform the
LS estimator. Two preconditioning schemes are implemented to accelerate the con-
vergence rate to reduce the overall computational complexity. The numerical results
illustrated that, with a proper bandwidth chosen for the banded PCG algorithm, we
could have the lowest computational complexity compared with other alternatives
in both noise-limited scenario and the pilot contamination scenario for the massive
MIMO systems.
5.2 Future Works




5.2.1 Extensions to Other MIMO Models
The proposed estimators in Chapter 2 may be implemented to other MIMO models,
such as the ray-cluster model in [20]. The channel covariance matrix in this model is
a block-Toeplitz matrix with ULA implementation. The shrinkage factor selection
algorithm in Chapter 2 can be extended to fit such structured covariance matrix.
Additionally, this model is often assumed for the mmWave systems and the covari-
ance matrix is low-rank. We have shown an example in Chapter 3 with low-rank
precision matrix estimation while its potential in mmWave can be further discussed.
5.2.2 Target Matrix Selection Criterion for MT Shrinkage
Estimators in Channel Estimation
MT shrinkage estimators in [94, 133] may be applicable for channel estimation in
massive MIMO systems. However, the potentials of such methods are not fully
investigated as there are no standard criteria to estimate the covariance matrix for
the channel estimation. We have used MSE for the covariance matrix estimation and
condition number to choose target matrices but other criteria, e.g., rank or sparsity
level can be considered. These may be feasible criteria as the covariance matrix in
mmWave models is often low-rank or sparse [20, 134]. Also, including more targets




5.2.3 Combination of Covariance Matrix Estimation and
Precision Matrix Estimation
The proposed estimators in Chapter 2 have the potential to combine both of the
covariance matrix estimation and the precision matrix estimation in two stages for
the channel estimation in massive MIMO systems. Instead of using the covari-
ance matrix estimation criteria for both the stages, alternatively, we may select the
shrinkage factor based on the estimation of the precision matrix in the second stage
to improve the overall channel estimation performance.
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