Introduction
In-memory databases are developed to keep the entire data in main memory. Compared to traditional database systems, read access is now much faster since no I/O access to a hard drive is required. In terms of write access, mechanisms are available which provide data persistence and thus secure transactions. In-memory databases have been available for a while and have proven to be suitable for particular use cases. With increasing storage density of DRAM modules, hardware systems capable of storing very large amounts of data have become affordable. In this context the question arises whether in-memory databases are suitable for business information system applications. Hasso Plattner, who developed the HANA in-memory database, is a trailblazer for this approach. He sees a lot of potential for novel concepts concerning the development of business information systems. One example is to conduct transactions and analytics in parallel and on the same database, i.e. a division into operational database systems and data warehouse systems is no longer necessary . However, there are also voices against this approach. Larry Ellison described the idea of business information systems based on in-memory database as "wacko," without actually making a case for his statement (cf. Bube 2010) . Stonebraker (2011) sees a future for inmemory databases for business information systems but considers the division of OLTP and OLAP applications as reasonable.
Therefore, this discussion deals with the question of whether in-memory databases as a basic data management technology can sustainably influence the conception and development of business information system or will remain a niche application. The contributors were invited to address the following research questions (among others):
What are the potentials of in-memory databases for business information systems? What are the consequences for OLTP and OLAP applications? Will there be novel application concepts for business information systems? The following researchers accepted the invitation (in alphabetic order):
Dr. In their evaluation they stress the potentials of in-memory technology for energy management (cf. Loos et al. 2011 ) and Cloud Computing.
Zeier et al. argue that the main advantage of modern business information systems is their ability to integrate transactional and analytical processing. They see a general trend towards this mixed processing mode (referred to as OLXP). Inmemory technology supports this integration and will render the architectural separation of transactional systems and management information systems unnecessary in the future. The new database technology also greatly facilitates the integration of simulation and optimization techniques into business information systems.
Lehner assumes that the revolutionary development of system technology will have a great impact on future structuring, modeling, and programming techniques for business information systems. One consequence will be a general shift from control-flow-driven to data-flowdriven architectures. It is also likely that the requirement for ubiquitously available data will be abandoned and a "needto-know" principle will establish itself in certain areas.
Kossman identifies two phases in which in-memory technology will influence business information systems. The first phase is a simplification phase which is caused by a separation of data and application layers of information systems. In a second phase, however, complexity will increase since the optimization of memory hierarchies, such as the interplay between memory and cache, will also have consequences for application developers.
Fabian and Günther stress that inmemory databases have already proven their potential in certain practical applications and they see a great potential for these systems in business intelligence software. They also point out that higher costs for hardware and software procurement as well as for re-engineering of organizational structures are to be expected. It will also be necessary to develop special licensing models.
Winter states that the potential integration of OLTP and OLAP databases by means of in-memory technology will have far reaching consequences for the architecture and the processes of the entire business information logistics. If the promises are met, Winter believes that the next generation of research questions for information systems will develop after a phase of data orientation and a phase of process orientation into a phase of analysis and decision orientation.
Despite open questions regarding maturity and feasibility the authors agree on the potential of in-memory technology databases and expect far reaching consequences for business information systems.
If 
Many people consider in-memory database technology as a major breakthrough for the future development of business information systems, among them who, in their new book, claim that "we have now reached a new inflection point . . . inmemory computing is changing the way businesses are run." Others, including Ousterhout et al. (2009) , simply see the necessity of moving from disk storage to RAM storage to be able to scale to the needs of present-day Web applications as well as yet unknown upcoming high-performance applications.
In a nutshell, an in-memory database system, previously also termed a mainmemory database system, is a database system that primarily relies on primary (instead of secondary) memory for data storage. Since database systems are traditionally based on disk storage and only keep small portions of the database in a buffer in main memory, the in-memory approach immediately eliminates the I/O bottleneck, i.e., the bottleneck typically existing between a (fast) RAM and a (slow) disk. As a consequence, a considerable performance gain can be expected. However, the obvious price to pay is the need to rethink most techniques a database system comes with, in particular regarding transactional guarantees, data organization and access, and query optimization. Indeed, transaction recovery (needed for an atomicity guarantee) is commonly based on keeping a log on disk; data organization relies on index structures which allow fast access to disk pages; query optimization typically tries to reduce the I/O overhead that would result from executing a user-defined query as is. It should be mentioned that the idea of basing a database system on main instead of disk memory is not new; this issue has been investigated in the mid1980s already (Eich 1987a (Eich , 1987b , but then has been abandoned and forgotten for some time.
While other recent developments, such as column stores, have addressed some of the issues mentioned, in-memory database systems attempt to cover them all at once. The premise is that potential performance gains are enormous, and with multi-core processing capabilities as well as main memory sizes in giga-to terabytes, the vision of "real-time computing" for both OLTP (online transaction processing) and OLAP (online analytical processing) as well as for BI (business intelligence) applications may finally become a reality, even if possible obstacles, such as database systems, are considered.
A Glimpse of Current Systems
The area of in-memory database systems is currently characterized by a lot of R&D activity, with some systems such as solidDB (IBM), TimesTen (Oracle), and SAP HANA already being commercially available. At the heart of this activity is a redesign of the classical database system architecture which has long been advocated by Bernstein et al. (1998) and which is finally materializing now. We can only give a glimpse of this here.
One of the oldest projects in the field is MonetDB (Boncz et al. 2009 ), developed at CWI in Amsterdam, which is essentially a column store based on the idea that row-based storage is inferior to column-based storage in many data warehouse and OLAP applications. Consequently, MonetDB features a storage model that is based on vertical fragmentation; in addition, it comes with a CPU-tuned query execution engine and a modular software architecture. When it comes to transaction processing, inmemory systems typically work with snapshots for recording database states, complemented by measures such as replication or the use of non-volatile RAM. The HyPer system , a main-memory database system under development at the Technical University of Munich, puts an emphasis on transaction processing. HyPer can make transactional guarantees and executes multiple OLAP queries on the same, arbitrarily current and consistent snapshot. It relies on hardwaresupported page shadowing that is controlled by the memory management unit of the underlying processor and it processes transactions sequentially on individual database partitions so that locks are no longer needed.
While in-memory systems will most likely not revolutionize end-user software applications, they are considerably different from traditional systems and require a plethora of novel algorithmic approaches. Therefore, it can be expected that they will indeed have a considerable effect on the evolution of standard business software since their performance will make applications such as real-time analytics or on-demand and ad-hoc business intelligence become reality.
Outlook
With technology becoming more and more reliable in certain areas and with computer hardware being one of them (another being airplanes, which nowadays can cover long distances on just two engines), it is to be expected that in-memory technology, in contrast to what happened in the 1980s, will now spread widely during the next couple of years. As large amounts of main memory (DRAM) typically account for a significant and load-independent amount of energy usage, we expect in-memory database power consumption to benefit particularly from research into DRAM power management (Hur and Lin 2008) . Roughly, the challenge is to take advantage of low power modes of modern DRAMs, e.g., via throttling and scheduling of memory commands to fewer physical devices.
With controlled power consumption, the proliferation of in-memory databases will concur (and ultimately be combined) with cloud technology. Although in-memory database systems are typically not "cloud-aware," they are not designed with cloud computing in mind, and are in a sense even complementary to the cloud, their combination will make realtime computing in any area not only fast, but also affordable.
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Potential of In-Memory Technologies

Introduction
Considered individually, the technologies used for "in-memory data management" are mainly not new -for example, inmemory databases or column-oriented storages have already been considered in the 1980s. However, the hardware available today enriched with innovative software developments enables whole new areas of application. Modern operational application systems draw much of their added value from the latency-free integration of data and processes from transactional and analytical areas. Accordingly, in-memory technology offers a data management specialized for enterprise application systems to implement these requirements efficiently.
Enterprise application systems that are based on this type of data management can simultaneously employ the conventional single entity processing as well as set processing with analytical functions of data.
Impact on the Further Development of Business Management Software
The interaction of developments in hardand software now enable the flexible access of all enterprise data in a matter of sub-seconds. Thus, not only the dream of controlling departments has come true, but also the enterprise application software can be re-thought afresh. Such a radical break may only occur once a decade. In this context, many applications will be newly designed in a way that they can be operated by mobile devices. The trend towards applications with mixed workloads (OLXP) will intensify further, meaning that operational and transactional applications (OLTP) provide more and more analytical functionality and that analytical applications (OLAP) access transactional systems and their data.
Based on insights we have made over the past five years in the area of inmemory data management, we assume that nearly all components of enterprise management software can be raised to a qualitatively new level. This offers a great potential but also implies the effort to adapt existing software to a new form of data management. Currently emerging applications should be adjusted to inmemory databases. Applications already existing should be prioritized and then gradually rewritten. In addition, there can be a re-examination to integrate existing concepts of enterprise application software. Simulation and optimization methods, which so far -if at all -have been carried out in special systems, deserve particular consideration. Now it is potentially possible to integrate data as well as computing intensive applications into enterprise application software close to the database, for example, in the form of stored procedures. This not only creates new opportunities, but in our opinion also new obligations: enterprise application software and standard software in particular are not exactly known for their user-centricity. It is now the time to change this. In private use, only those applications prevail that are desirable; i.e., those that are wanted and appreciated by the user. If an application does not fulfill its expectations, it is immediately deleted (from the mobile device). Why should this not apply to enterprise applications?
Consequences for Operational and Analytical Applications
Operational information systems, which form the basis of decision making in enterprises, traditionally analyze a large data volume and retrieve the data from especially prepared data warehouse cubes. However, what we have seen in practice is that the decision makers prefer to analyze the company's data in a flexible way in order to enable an informed decision. Since this is often not possible despite the large number of existing data, decisions are made intuitively. This is exactly why we are against a systematic separation of transactional systems and separate management information systems. Rather, planning and controlling systems should work with the same data as do transactional systems. The way towards this aim is already outlined (Plattner and Zeier 2011, pp. 205 ff.) .
What Will Practice Look Like in 5 Years Time?
The change caused by in-memory data management is comparable with the switch from Sony's walkman to Apple's iPod. This of course does not happen overnight. Obviously, applications have to be rewritten. What is more important, however, is that users as well as providers move away from the prevailing image of the operational enterprise software, how this software is designed and what is currently not possible. Thinking outside the box is required! This may also be a starting point for Business and Information Systems Engineering which would be able to unify economic requirements and the new technological possibilities.
It will be exciting to see how different software development enterprises will respond to this new technical opportunity. Agile user-centric processes should cause enterprise application software to have a new face in the next five years: mobile, lightweight, flexible, and user-centric. Over the past few years, a barely noticeable change has occurred in the field of computer architecture. Driven by the idea that "disk is tape, RAM is king," 1 storage hierarchies have shifted so that large main-memory systems can be used economically, while at the same time, a significant number of computing units (trend towards mega cores!) have become ubiquitous in modern systems. The question on the effects thereof (revolution or evolution?) must be considered based on differentiated aspects. One fact can be noted for sure already: this development requires a completely novel approach on the system level. For example, data structures and base algorithms must be adjusted so that those highly available parallel systems can be used to the full extent -and despite using in-memory technology, it must be possible to guarantee persistence. Thus, are we talking about evolution or revolution here? On the system technology level, it's clearly the latter! On the level of business applications, we find a different picture. Here, the transition to in-memory-based technologies will result in a feeling of vertigo if IT-based processes suddenly do not take minutes or even hours to complete but can be executed much faster. A sense of real-time will emerge if decision templates based on large amounts of data can be provisioned to mobile devices within seconds. But, as the proverb goes: appetite comes with eating! Business applications will exploit those novel capabilities and evolve into new application categories. As early as in 1997, the ACM Symposium on "The Next 50 Years of Computing" noted that software behaves in a gaseous way. The saying "software is a gas" was born as a part of "Nathan's four laws of software." Nowadays, it is also generally acceptable to say that "data is a gas." As soon as more data can be stored and processed, this current void will be filled as well. As of now, those software and data gases have not yet spread out from the perspective of operational applications, but this will change soon! For instance, the application field of simulations will be used to a much larger extent by being able to forecast detailed market and customer behavior within the context of extensive simulations. If users requesting such data-and computationintensive application scenarios approach these systems with the same expectations they have for traditional scenarios, the field will be doomed. So, how can we confront this trend? Two measures shall be explained as representative examples: (a) . . . from control flow to data flow:
The structure of a variety of business applications is based on control flows, i.e., the modeler or programmer predefines the required processing steps and their order. The necessary data is forwarded to subsequent steps as "ballast." In order to efficiently exploit in-memory data management technologies, however, we must transform the modeling and implementation of business processes and associated applications into a design concept that is based on data flows. Data is treated as a "first-class citizen" and determines the processing semantics. Prototypical implementations based on SAP's in-memory technology have shown that the data-flow-centric application modeling and programming yields runtime improvements of several orders of magnitude when employed on an identical platform. (b) . . . from the principle of ubiquity to the principle of "need to know": Current interaction patterns with IT systems are characterized by the fact that all information is available at any time, in the most up-to-date form, and with utmost consistency. With regard to the possibility of realtime data processing, this principle of ubiquity may be replaced by the "need-to-know" principle for certain operational application fields. Very often, the real-time data analysis will even overshoot. It may suffice to receive the results at the "right" time, not at "any" time. Thus, if the need-to-know principle is consistently pursued from within the application, this may represent a key method for how to reach equilibrium between cost and benefit in the economical sense when operating inmemory infrastructures. Revolution or evolution? Most certainly, we cannot answer this question with an "exclusive or." In order to exploit the full power of in-memory technology, business applications will also have to turn towards alternative structuring, modeling, and programming methods. In particular, however, we must combine the application knowledge with the system architecture. The only veritable way to leverage the potential of in-memory platforms is found in strong interdisciplinary collaborations, and only with the respective application knowledge can the technology be exploited for further developments. 
Simplicity is the Name of the Game
Introduction
Computers are constantly becoming faster and cheaper. Main-memory sizes are growing and processing power is increasing at amazing rates. In the year 2011, a machine with 40 cores and 1 TB of main memory is well-affordable even for a medium-sized business. Things are getting faster, cheaper, and smaller, but why bother? These trends make working with IT more convenient and more affordable. Furthermore, they enable the development of more sophisticated applications that result in a higher degree of automation (for enterprises) or more fun (for home entertainment). But why should they change the way we build information systems?
This position paper argues that we have reached a cross-over point and that the availability of excessive main memory will indeed change the way that modern information systems will be built in future. The paper speculates that there will be two phases: In the first phase, there will be a revolution resulting in completely new designs for modern information systems. In the second phase, this new generation will evolve in similar ways as today's information systems have been evolving.
Phase I: Simplification
In a nutshell, a modern information system has two layers: (a) a database system (e.g., MySQL or Oracle) that takes care of all data management and (b) the application logic (e.g., a CRM or ERP system). The first hypothesis is that in the short term, there will be a rewrite of both layers with dramatically simplified designs and architectures. This hypothesis is based on the observation that a great deal of the complexity of modern information systems (at both layers) is caused by techniques to improve performance. (Stonebraker et al. 2007 ) and HyPer . These simplifications are not applicable to all information systems. There are certain kinds of data (e.g., Web logs, social networks) that grow at a faster rate than the size of main memory. For such information systems, simplification will be triggered by other hardware and system software trends (e.g., Hadoop on large clusters). Studying such systems is beyond the scope of this position paper, but the general goal of simplification is indeed relevant for all information systems.
Phase II: Main Memory is the New Disk
History has taught us that performance will continue to be important. It has been critical for all generations of IT systems, no matter how powerful the computers have been. Once the party of Phase I is over and the low hanging fruit has been harvested, organizations will start optimizing the new breed of simplified information systems in order to reduce cost; e.g., purchase less hardware and reduce energy consumption. Furthermore, applications never stop becoming more demanding and every technology shift has also enabled a completely new breed of applications and business models that require new optimization techniques.
Optimizations will be applied first to the database systems, the lowest layer of an information system. Optimizations at this layer have the biggest impact because they can be applied to many applications. Furthermore, the database system vendors have an army of engineers that have been trained to implement such optimizations; these engineers will do just that, after they got the first versions of the new generation of database systems running. These engineers will soon realize that there is a (new) deep storage hierarchy with several layers of processor caches within a computer: Main memory is the lowest layer of that hierarchy, just as disks are the lowest layer in most database systems today. Furthermore, these engineers will learn that a modern machine is a distributed system with many computing nodes and a complex network. So, they will learn to apply distributed database optimization techniques.
For database administrators and application developers, life will also become more complicated, albeit later. At some point, the database systems will have a new set of knobs that allow database administrators to tailor the new breed of main-memory database systems to the specific workloads of an application. As improved performance and reduced cost will continue to be crucial in order to stay competitive, organizations will have sufficient incentives to engage into this arms race; the same kind of arms race we are experiencing today, just with a different generation of arms.
So, after a phase of dramatic simplification, there will be a phase of increasing complexity. The hope is that complexity will increase at a slow rate and that the next cross-over point that triggers dramatic simplification will be reached before we are back to the complexity of today's information systems.
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In-Memory Data Management for Business Intelligence
In-memory databases have proven their high practical value for fast transactional processing in real-time applications, such as stock exchange, network routing, and telecommunications services. However, it is still a subject of discussion if the same applies for more analytical enterprise applications services such as business intelligence (BI).
In our opinion, there are good arguments for adopting in-memory approaches in enterprise BI applications. First, online analytical processing (OLAP), a cornerstone of BI and other enterprise applications, is much faster with in-memory storage for user-driven, flexible "ad hoc" queries compared to classical disk-based stores. This saves costs and means lower latency for complex queries. These speed and usability improvements could lead to a new level of quality of in-depth business intelligence, going way beyond simple reporting. It will facilitate data mining and visualization in applications, such as efficiency assessment and reengineering of business processes, but also for enhancing product and service lifecycle management.
Furthermore, the hardware necessary for in-memory data management has become more easily affordable: the price of RAM is, with only few fluctuations, decreasing over time, as are the costs for blade servers that offer scalable parallel processing. There are recent results in database theory on improving the storage and processing efficiency of columnoriented data stores. Such stores could also work in memory without construction of aggregates and explicit indexing, avoiding the corresponding overhead and costs. Finally, column stores are especially well suited for the parallel processing of multidimensional OLAP queries, which often involve aggregations along selected attributes.
On the other hand, before investing into in-memory BI, certain drawbacks need to be considered and mitigated. First and foremost, most existing applications will have to be at least partly rewritten -current ERP and BI solutions will not be able to work in an in-memory environment without major revisions. Companies will have to reengineer their current BI processes and adapt their legacy software, including self-developed database scripts, to the new environment. These revisions cost time and money. Second, there is the base cost of investing into new hardware such as blade servers and enough RAM. However, depending on the lifecycle of existing infrastructure, we do not expect such one-time costs for hardware investments to be critical. Third, software license and support costs for in-memory databases could constitute a major long-term cost factor and possible adoption barrier. Based on current practices, such costs depend on total memory size, processor count, and number of users. Since the former two dimensions are highly correlated in larger blade systems, database vendors should avoid billing their potential customers twice. License and support costs could also become pivotal if companies consider hybrid strategies by combining existing classical databases and data warehouses with new in-memory stores for OLAP.
Moreover, for consistency and durability and in order to cope with the volatile nature of RAM, backup and emergency recovery strategies (such as transaction logging on hard disk) need to be implemented and supported by acquiring additional, permanent storage hardware. Such backup systems (including second-level backups) and recovery processes are even more crucial than with classical database systems and need to be tested on a regular basis, resulting in personnel costs and possible system downtime.
In spite of these caveats, in our opinion the in-memory approach constitutes a highly promising road for future business intelligence applications, and we expect it to thrive and become commonplace within the next few years. Information logistics supplies actors (humans and systems/machines) with the right information at the right time and in the right quality. While business analytics focuses on specific (decision) tasks, information logistics has a more holistic perspective. Thereby, it covers planning and management of data sourcing, transformation of data into information, and the provisioning of information -be it within a business unit, an enterprise or a business network (Winter et al. 2008) .
During the past 20 years, multilayered IT architectures have been established for the technical implementation of information logistics. These architectures were intentionally built on top of existing transactional processing systems. Key layers are data extraction and transformation, integrated storage of all relevant data ("single version of truth" in the sense of data warehouses), domainspecific processing and dissemination of data (in the sense of data marts) as well as various data analysis tools. From an organizational point of view, a mix of more centralized operating and consulting services (BI Competence Center) and more decentralized, usage-related support services has often been established (Winter and Klesse 2009) .
The technical and organizational development of information logistics may be pictured in maturity models which ascribe an advanced state of development to many organizations (Lahrmann et al. 2011a (Lahrmann et al. , 2011b . Nevertheless, there are by no means all key requirements met and all major problems solved: 1. Today, data extraction, transformation, preparation, integration, provisioning, and analysis cannot be performed in real time in larger organizations, even when using powerful organizational concepts and IT tools. Underlying inhibitors are rising data volumes, increasing needs for data integration, and ever more diverse data analysis possibilities. For efficiency reasons, analyses have to be optimized carefully and updates are often merged together into batches. Iterative, interactive analytics of live data, as required by many decision makers, are therefore only inadequately supported (Finucane et al. 2010 ). 2. The many integration and processing steps often caused by specialized tools and infrastructures lead to high complexity and high operating and development costs (Eckerson 2009 ). In order to achieve substantial complexity encapsulation and cost reductions, the extraction, transformation, preparation, integration, provisioning, and analysis functions have to be brought together in integrated IT systems. However, with existing technologies this seems to be possible only to a very limited extent, as numerous processing steps are indispensable simple because of performance reasons (e.g., pre-computed aggregates in data marts). 3. Due to the need for optimizations in today's IT landscapes, only certain specific analysis functions and paths can be specified and supported efficiently (Finucane et al. 2010) . However, in increasingly dynamic decision situations, decision makers ask more and more for solutions that enable them to analyze any desired business object from any perspective, e.g., on the basis of individual and spontaneous merge of data. Today, these needs cannot be addressed. A component that could better meet the speed, integration, and flexibility requirements as outlined above would be a substantial progress in information logistics. This is exactly what in-memory appliances promise In-memory appliances could lead to a very significant advance in information logistics even if only some of these promises were fulfilled. Such architecture components would combine the consistency and efficiency advantages of stateof-the-art extraction, integration, processing, and storage technology (ETL, data warehouse, data mart) with the flexibility and speed advantages of modern analysis technology (e.g., Hadoop). If they were sufficiently scalable for large organizations and could simultaneously be used by hundreds or thousands of decision makers, an immense commercial success would be foreseeable.
The early stage of commercial and pilot projects, however, does not allow a serious evaluation of the potential of inmemory-appliances. Apparently, it became possible not only to address scaling problems of existing in-memory solutions, but also to develop a vision to get over the separation between the management of transactional and decisionrelated data -even though the pilot projects do not go very far in this respect.
However, the outlined vision should be questioned critically. Information logistics infrastructures fulfill two central functions today: First, they integrate data from different systems. This is currently enabled primarily by data warehouses. Second, information logistics infrastructures facilitate the immediate provisioning and analysis of information. This is currently enabled mainly by data marts. In-memory solutions can apparently take over the provisioning tasks of data marts and thereby avoid data redundancy and make an entire processing step obsolete. Yet, in heterogeneous system landscapes the integration tasks have to be implemented outside the in-memoryappliance and seem therefore not replaceable in the near future.
If in the course of further development of in-memory-technology transaction processing and decision support would be enabled on the basis of one single core, far reaching consequences for our domain as an integration discipline are foreseeable: After a long period of transactional data integration in the 1970ies and 1980ies, and another long period of process integration in the 1990ies, a whole new fundamental orientation could follow. Business analyses and decisions as well as their flexibility and quality could come to the fore. This development would foster decentralization in regards to (enterprise wide) data, (business unit specific) business processes, and (task-specific) decisions.
On the one hand, the current discussion of the potentials and challenges of in-memory appliances fits to the increasingly important role of analytics, being reflected especially in the U.S. under the label of "Big Data." On the other hand, it is questionable whether the discussion should be about tools and IT solutions as we had it already with the rise of ERP systems on the basis of integrated transactional databases (e.g., Scheer 1976) or in the context of supporting processes by ERP systems (e.g., Scheer 1995) . Although technical and IT solution driven changes appear more effective and more purposeful than cumbersome, hardly predictable, business-driven innovations with corresponding IT support, such transformations often fail exactly because of their focus on technology (Lahrmann et al. 2011a (Lahrmann et al. , 2011b .
If the discussion should not start with the technical solution (i.e. in-memory appliances), where is it supposed to start? We should specify modern and customized use scenarios of decision based action in organizations that systematically use the potentials of more and more heterogeneous and comprehensive data. Such reference scenarios are, because of being business driven, a much better starting point for a successful transformation than IT solutions. Our discipline can make an important contribution to this field through reference models and method construction. Software companies can then leverage these contributions in order to develop and hopefully also to establish innovative business applications.
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