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Abstract
Asynchronous parallel stochastic gradient descent (APSGD) is broadly used to
speed up the training process using multi workers. Meanwhile the time delay of
stale gradients in asynchronous algorithms is generally proportional to the total
number of workers, which brings additional deviation from the accurate gradient
due to using delayed gradients. This may have an effect on the convergence. Thus
a question arises naturally: How large can the total number of the workers be to
achieve a good convergence and the linear speedup?
In this paper, we consider the second-order convergence of asynchronous algo-
rithms. We investigate the behavior of APSGD with consistent read near strictly
saddle points and provide a theoretical guarantee that if the total number of work-
ers is bounded by O˜(K1/2M−1/2) (K is the total steps and M is the mini-batch
size), APSGD will converge to good stationary points (||∇ f (x)||2 ≤ ε2,∇2 f (x) 
−√εI ,ε2 ≤ O(
√
1
MK
)) and the linear speedup is achieved. To the best of our
knowledge, this is the first work on the second-order convergence for asyn-
chronous algorithms. Our works take a step to understand the behaviors of asyn-
chronous algorithms in distributed asynchronous parallel training.
1 Introduction
In large scale optimization, generally, it is very time-consuming to calculate the full gradient of the
loss. One powerful method is the stochastic gradient descent, whose convergence rate is O(1/
√
K)
where K is the number of steps. When there are multiple workers, it is feasible to speed up the con-
vergence rate by parallel stochastic gradient methods. In [1], the authors studied the synchronous
parallel stochastic gradient method, which uses multiple workers to compute the stochastic gradi-
ent on M data in parallel and performs a synchronization before modifying parameters, then the
convergence rate O(1/
√
MK) is achieved. However, since the synchronization process is very time-
consuming, the synchronous parallel stochastic gradient method is relatively inefficient. It is found
feasible to use the asynchronous method, which allows all workers to work independently and does
not need synchronization. The asynchronous parallelism has been successfully applied in speeding
up the training process in [2, 3, 4, 5].
In asynchronous algorithms, the parameters are updated by stale gradients. For a general distributed
system with the fixed processing speed, the more workers are used, the larger the time delay of stale
gradients is. Generally, the time delay parameter T is proportional to the total number of workers[6].
When T is too large, the convergence will be greatly affected. Therefore a question arises naturally:
What is the upper bound of the number of workers to achieve the linear speed up?
Preprint. Under review.
This problemwas studied in the convex case [3] and the non-convex case[6]. The results in [6] is that
let K be the total steps. Set the learning rate η ∼
√
1
MK
. If the total number of workers is bounded
by O(
√
K/M), the convergence rate of ||∇ f (x)||2 achieves O(
√
1
MK
)(thus the linear speedup is
achieved).
However, all the previous results only provide a guarantee on ||∇ f (x)|| → 0. In the non-convex
optimization, due to the existence of the saddle points, saddle points which are not local minima
can be very bad. On the other hands, local minima can be good enough in many practical problems,
such as multi-layer linear neural networks [7], matrix completion, matrix sensing, robust PCA [8],
Burer-Monteiro style low rank optimization [9] and over-parametrization neural network [10]. In
these problems, under good conditions, all the saddle points of the loss are strictly saddle, and there
is only one local minimum. Based on the work of Ge Rong et al. in [11], it is well-known a perturbed
SGD can escape strictly saddle points quickly.
The goal of this paper is to study the second-order convergence (converge to a second-order point
||∇ f (x)|| ≤ ε,∇2 f (x)  −√εI) of a perturbed version of asynchronous parallel SGD with Consis-
tent Read. When there is no degenerate saddle point in the landscape of the loss, all the second-
order points are local minima, which is sufficient for many non-convex problems. We show that
when T ≤ O˜(K1/2M−1/2), Asynchronous parallel SGD does converge to good stationary points
(||∇ f (x)||2 ≤ ε2,∇2 f (x)  −√εI ,ε2 ≤ O(
√
1
MK
)) and the linear speedup is achieved. A summary
of the bounds for asynchronous algorithms is provided in Table 1. This provides a theoretical (con-
vergence and speedup) guarantee for the successes of asynchronous algorithms for deep learning
and many other non-convex problems.
Paper Algorithm Non-convex
Second Order
Convergence
Number
of Workers
Agarwal and
Duchi [3]
Asynchronous Parallel
SGD with Consistent
Read
No - O(K1/4M−3/4)
Liu et al. [12]
Asynchronous
Parallel Stochastic
Coordinate Descent
(n is the dimension
of coordinates)
No - O(n1/2)
Lian et al. [6]
Asynchronous Parallel
SGD with Consistent
Read
Yes No O(K1/2M−1/2)
This paper
Asynchronous Parallel
SGD with Consistent
Read
Yes Yes O˜(K1/2M−1/2)
Table 1: A summary of the bounds of number of workers for asynchronous algorithms.
1.1 Our Contribution
In this paper, we study the second-order convergence properties of asynchronous stochastic gradient
descent. We prove that the perturbed version of the asynchronous SGD algorithm will reach second-
order stationary points in an almost dimension-free time, and the linear speedup is achieved.
Our main contributions are listed below:
• We design a novel approach to analyze the behaviors of asynchronous stochastic gradient
descent near and far from strictly saddle points and study the influence of stale gradients
in the updating. To the best of our knowledge, this is the first work on the second order
convergence of asynchronous algorithms.
• We give the first theoretical guarantees for asynchronous stochastic gradient descent al-
gorithms converge to second-order stationary points with a linear speedup (rate O( 1√
KM
))
2
when the total number of workers is upper bounded by O˜(K1/2M−1/2). This convergence
rate O( 1√
KM
) is consistent with the synchronous parallel SGD case in [1], and the bound of
workers number O˜(K1/2M−1/2) is consistent with the first-order convergence case [6](omit
logarithmic factors). Thus we prove that in asynchronous parallel SGD, the work load for
every worker can be reduced by the factor O˜(K1/2M−1/2) comparing to the synchronous
parallel algorithms without causing any loss of accuracy and the ability of escaping strictly
saddle points.
NotationWe use asymptotic notations O(·), O˜(·) where O(·) is the general big O notation, and we
use O˜(·) to hide the logarithmic factors in O(·).
2 Preliminaries
In this paper, we consider using asynchronous stochastic gradient descent to solve
min
x∈Rd
f (x), (1)
where f (x) is smooth and can be non-convex.
There are two types of asynchronous parallel implementations of stochastic gradient descent. One is
the asynchronous parallel SGDwith consistent read for multiple workers from the computer network
[3] and asynchronous parallel SGDwith inconsistent read for the shared memory system[13]. In this
paper, we only focus on the asynchronous parallel SGD with consistent read (AsySGD-con).
Consider a network with the star-shaped topology, and the centre in the star-shaped network is a
master machine. Node machines in the computer network only need to exchange information with
the master machine. The process of perturbed asynchronous stochastic gradient descent in computer
network is shown in algorithm 1
Algorithm 1: Perturbed Asynchronous Parallel Stochastic Gradient Descent in Computer Network
Input: Initial parameters x0, learning rate η , perturbation radius r.
At the master machine:
At time t, wait till receiving M stochastic gradients g(xt−τt,i ,θt,i) from node machines.
xt+1 = xt −η(∑Mi=1 g(xt−τt,i ,θt,i)+
√
Mζt), ζt ∼ N(0,(r2/d)I). For all t, i, 0≤ τt,i ≤ T ;
At node machines:
Pull parameter x from the master.
Random select samples, compute stochastic gradient indexed by g(x,θt,i)) and push g to the master
machine.
In this perturbed asynchronous SGD, an isotropic noise
√
Mζt ,ζt ∼ N(0,(r2/d)I) is added. As
shown in [14], this condition is necessary. Otherwise gradient descent can take exponential time to
escape strictly saddle points.
Some assumptions needed are listed below:
Assumption 1 Function f (x) should be L smooth:
||∇ f (x)−∇ f (y)|| ≤ L||x− y|| ∀x,y. (2)
Assumption 2 Function f (x) should be ρ-Hessian Lipschitz:
||∇2 f (x)−∇2 f (y)|| ≤ ρ ||x− y|| ∀x,y. (3)
Assumption 3 Stochastic gradient g(x,θ ) should be s2-norm-subGaussian:
Eg(x,θ ) = ∇ f (x), P(||g(x,θ )−∇ f (x)|| ≥ t)≤ 2exp(−t2/(2s2)), (4)
and the stochastic gradient g(x,θt,i) from different nodes are independent.
Assumption 4 (Batch Stochastic gradient Assumption) For any θ , function g(·,θ ) is ℓ-Lipschitz.
3
This assumption is true when the stochastic gradient g(·,θ ) is a gradient of a stochastic function
∇ f (·,θ ). Especially in the deep learning case, we often use batch-SGD and the assumption is true,
c.f. [15, 16].
3 Main results
Theorem 1 Given any ε > 0, for a smooth function f (x) , we run perturbed asynchronous parallel
stochastic gradient with K iterations using parameter r = s,η ∼
√
1
MLK
. Suppose
T ≤ O˜(K1/2M−1/2), (5)
then with high probability, asynchronous parallel stochastic gradient will reach points with
||∇ f (x)||2 ≤ ε2 and λmin(∇2 f (x)) ≥−√ρε at least once in K iterations, where ε2 ∼
√
L
MK
r.
Since the time delay parameter T is generally proportional to the number of workers [6], this theorem
says that if the total number of workers is bounded by O˜(K1/2M−1/2), the linear speedup is achieved.
3.1 Proof of Theorem 1
In algorithm 1, we use ∑Mm=1 ζ j,m to denote ∑
M
i=1 g(xt−τt,i)− ∑Mi=1 ∇ f (xt−τt,i) +
√
Mζt . Then
∑Mm=1 ζ j,m is anMσ
2 norm-sub-Gaussian random vector, where σ2 = s2+ r2.
We set
η =
ε2
wσ2L
with w≤ O˜(1),
F = 60cσ2ηLT ≤ 2Tε2,
F2 = TmaxηLσ
2,
Tmax = T +
ue(T+1)Mη
√
2ρε
Mη
√
2ρε
,
(6)
where 0< u≤ O˜(1).
Firstly, we consider the first order convergence. The following theorem is a variant of Theorem 1 in
[6].
Theorem 2 Supposing η2( 3L
4
−L2MT 2η)− η
2M
< 0, with probability 1− 3e−ι , we have
f (xt0+τ+1)− f (xt0)≤
t0+τ
∑
k=t0
−3Mη
8
||∇ f (xk)||2
+ cησ2ι + 2η2LM2cσ2(τ + 1+ ι)
+L2T 2M
t0−1
∑
t=t0−2T
||∇ f (xt )||2.
(7)
This theorem shows when η2( 3L
4
−L2MT 2η)− η
2M
< 0, and if ∑
t0+τ
k=t0
||∇ f (xk)||2 is large, the loss
will keep decreasing.
Next we consider the behaviors near a strictly saddle point ∇ f (x) = 0,λmin(∇ f (x)) ≤ −γ for some
γ > 0.
Theorem 3 Supposing ηLMT ≤ 1/3, given a point xk, let H = ∇2 f (xk), and e1 be the minimum
eigendirection of H, γ =−λmin(H)≥
√
2ρε and ∑k−1t=k−2T ||∇ f (xt)||2 ≤ F. We have, with probability
at least 1/24,
k+Tmax−1
∑
t=k
||∇ f (x(t))||2 ≥ F2 = TmaxηLσ2.
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The main difference between asynchronous and synchronous algorithms is that in the synchronous
algorithms, for any xk with λmin(∇
2 f (xk)) ≤ −√ρε , ∑k+Tmax−1t=k ||∇ f (x(t))||2 will be large even if
||∇ f (xk)|| does not trend to 0 [17]. However in the asynchronous case, ∑k−1t=k−2T ||∇ f (xt )||2 ≤ F is
necessary due to the stale gradients.
Based on these two theorems, we can classify different situations.
Definition 1 Let K be the total number of iterations. We divide K into ⌈K/2T⌉ blocks Sk = {i|k2T ≤
i< (k+ 1)2T}.
1) Blocks Sk satisfying ∑i∈Sk ||∇ f (xi)||2 ≥ F are blocks of the first kind.
2) Let Fk =maxi∈Sk +1. Sk with ∑i∈Sk ||∇ f (xi)||2 < F, λmin(∇2 f (xFk)) ≤ −
√
2ρε are blocks of the
second kind.
3) Blocks are of the third kind, if ∑i∈Sk ||∇ f (xi)||2 < F and λmin(∇2 f (xFk))>−
√
2ρε.
We have
Lemma 4 For a large enough ι , let
K =max{100ιT f (x0)− f (x∗)
MηF
,100ιTmax
f (x0)− f (x∗)
MηF2
}.
With probability at least 1− 3e−ι , we have:
1). There are at most ⌈K/8T⌉ blocks of the first kind .
2). There are at most ⌈K/8T⌉ blocks of the second kind.
so that at least ⌊K/4T⌋ blocks are of the third kind.
1) is trivial because
f (xτ+1)− f (x0)≤
t0+τ
∑
k=t0
−3Mη
8
||∇ f (xk)||2+ cησ2ι + 2η2LM2cσ2(τ + 1+ ι). (8)
For 2), let zi be the stopping time such that
z1 = inf{ j|S j is of second kind}
zi = inf{ j|Tmax/2T ≤ j− zi−1 and S j is of second kind}. (9)
Let N = max{i|2T · zi+Tmax ≤ K}. Note that for Xi = ∑Fzi+Tmax−1k=Fzi ||∇ f (xk)||
2, EXi ≥ 124F2 by The-
orem 3. ∑iXi is a submartingale. Using Azuma’s inequality, 2) follows.
Now we are ready to prove the main theorem.
The above lemma shows that with high probability at least K/2 iterations are of the third kind, such
that there is a k satisfying ∑k−1i=k−2T ||∇ f (xi)||2 < F and λmin(∇2 f (xk))>−
√
2ρε, then
||∇ f (xi∗||2 = min
i∈{k−2T...k−1}
||∇ f (xi)||2 ≤ 1
2T
k−1
∑
i=k−2T
||∇ f (xi)||2 < 1
2T
F ≤ ε2.
And
λmin∇
2 f (xi∗)>−
√
2ρε +ρ ||xi∗− xk||>−
√
2ρε +ρη
√
F ≥−√ρε.
K =max{100ι f (x0)− f (x∗)
Mη FT
,100ι f (x0)− f (x∗)
Mη
F2
Tmax
} ∼ 1
Mε4
.
min
i∈1,···K
||∇ f (xi)||2 ≤ O˜(
√
1
MK
).
And from ε ≤ O( 1√
MT
), we have T ≤ O˜(K1/2M−1/2). Our theorem follows.

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4 Sketch Proof of Theorem 3
Near a strictly saddle points, the behaviors of asynchronous gradient descent will be quite different
from the synchronous case in [11, 17], which can be described by the following inequality:
Lemma 5 Supposing η2( 3L
4
−L2MT 2η)− η
2M
< 0 ,
t−1+t0
∑
k=t0
(1+ 2L2η2M2T 3)||∇ f (xk)||2 ≥
||xt0+t − xt0 ||2− 3η3||∑m∑t0+t−1i=t0 ζi,m||2
3η2M2t
−
t0−1
∑
k=t0−2T
2L2M2η2T 3||∇ f (xk)||2
−
t−1+t0
∑
k=t0
2L2η2||
k−1
∑
j=k−τmax
k
M
∑
m=1
ζ j,m||2,
(10)
where 0≤ τmax ≤ T is a random variable.
If ∑
t0−1
k=t0−2T ||∇ f (xk)||2 is very large, in the worst case, even if maxt≤Tmax ||xk+t−xk|| is large enough,
∑
t0+2T
k=t0
||∇ f (xk)||2 can be still very small. This is due to there is no guarantee that APSGD can
decrease the function value, so it is possible that the algorithm will finally return back to a point
near the saddle point. However, if ||∇ f (xk)||2 keeps small for a long enough time (> 2T ), we
have ∑
t0−1
k=t0−2T ||∇ f (xk)||2 ≤ F , then maxt≤Tmax ||xk+t − xk|| is large⇒ ∑
t0+Tmax
k=t0
||∇ f (xk)||2 ≥ F2 by
Lemma 5. Thus there is a direct corollary:
Lemma 6 There is a parameter S ∼√LηMTmaxη
√
M
√
Tmaxσ such that, supposing ηLMT ≤ 1/3,
if ∑k−1t=k−2T ||∇ f (xt)||2 ≤ F, we have
P(
k+Tmax−1
∑
t=k
||∇ f (xt )||2 ≥ F2, or ∀t ≤ Tmax, ||xk+t − xk||2 ≤ S2)≥ 1− 1/24. (11)
Using this lemma, in order to prove Theorem 3, we can turn to show ||x(t)− x(0)|| > S. This can
be proved by analyzing the exponential instability of asynchronous gradient dynamics near the strict
saddle points. In fact we have:
Theorem 7 Supposing xk satisfying λmin(∇
2 f (xk))≤−
√
2ρε, we have
P( max
t≤Tmax
||xk+t − xk|| ≥ S)≥ 1/12. (12)
To illustrate the main idea of the proof of Theorem 7, we provide a sketch.
Proof sketch. As in [17], consider two sequences {x1(t)} and {x2(t)} as two separate runs of APSGD
starting from xk and for all t ≤ k, x1(t) = x2(t). The Gaussian noise ζ1(t) and ζ2(t) in {x1(t)} and
{x2(t)}, satisfying eT1 ζ1 =−eT1 ζ2, where e1 is the eigenvector of λmin(∇2 f (xk)), Other components
at any direction perpendicular to e1 of ζ1 and ζ2 are equal. Consider x(t) = x1(k+ t)−x2(k+ t). We
can prove that
x(k) =x(k− 1)+η [
M
∑
m=1
(H +∆(k− τk,m))x(k− τk,m)+
√
Mζˆk+∑
m
ξˆk,m], (13)
where H is a symmetric matrix with λmax(H) ≥
√
2ρε , ||∆(k− τk,m)|| ≤ ρS, ζˆk = 2N(0,r2/d)e1,
ξˆk,m is ℓ
2||x(k)||2-norm-subGaussian by Assumption 3 and 4.
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Then there is a polynomial function f (t0, t,y) such that x(k) = qp(k)+ qh(k)+ qsg(k)
qp(k) =
√
Mη
k−1
∑
i=0
f (i,k,H )ζˆi,
qh(k) = η ∑
m
k−1
∑
i=0
f (i,k,H )∆(i− τi,m)x(i− τi,m),
qsg(k) = η ∑
m
k−1
∑
i=0
f (i,k,H )ξˆi,m,
(14)
where f (t0, t,H) is the fundamental solution of the following delayed linear equation
x(k) = x(k− 1)+η [
m
∑
m=1
Hx(k− τk,m)],
x(t0) = I ,
x(n) = 0 for all n< t0.
(15)
Then we need to give a upper bound of ||qh(k)+ qsg(k)|| and a lower bound of qp(k). Following
Lemma 6 in [18], we need to construct a matrix Y δ
Y δ =
[
0 (qh+ qsg)
T
qh+ qsg 0
]
and estimate the bound of Etr{eθY δ }. Using Chernoff bound argument in [18], we can show that,
with probability at least 1/6, ||qsg(Tmax)+qh(Tmax)|| ≤ β (Tmax)
√
Mηr
2
√
d
and ||qp(Tmax)|| ≥ β (Tmax)2
√
Mηr
3
√
d
.
Thus ||x(k)|| ≥ β (Tmax)
√
Mηr
6
√
d
, where β 2(k) = ∑ki=0 f
2(i,k,
√
2ε).
To estimate β 2(k), we need to study the time-delay equation (15) using Razumikhin method. We
have the following theorem:
Theorem 8 For a discrete system, V (n,x) is a positive value Lyapunov function. Let Ω be the space
of discrete function φ from {−T, ...0,1,2, ...} to R and φ is a solution of the given discrete system
equation. Suppose the following two conditions are satisfied
(a)V (t+ 1,φ(t+ 1))≥ qmV (t,φ(t)),qm > 0 (Bounded difference condition.)
(b)If V (t− τ,φ(t− τ))≥ (1+ q)−T qm
1+ q
V (t,φ(t))∀0 ≤ τ ≤ T
then V (t+ 1,φ(t+ 1))≥ (1+ q)V(t,φ(t)) (Razumikhin condition.)
(16)
Then for a φ ∈ Ω such that for all −T ≤ t ≤ 0, V (t,φ(t)) ≥ pV (0,φ(0)) with 0 < p ≤ 1, we have
V (t,φ(t))≥ (1+ q)t pV (0,φ(0)) for all t > 0.
Let P is the projection matrix to e1. Apply this theorem to 15 with V (k,x) = ||Px(k)||. In this case,
qm = 1. Let γ =
√
2ρε . Condition (16) has the form
1+Mηγ(1+ q)−T−1 ≥ 1+ q, (17)
which is equal to
q(1+ q)T+1 ≤Mηγ. (18)
It is easy to see that for all T > 0, since Mηγ > 0, there is a q> 0 satisfying Razumikhin condition
(16), so that the system is exponential unstable.
In our case we assume TηM ≤ O(1), we can easily estimate the value of q. Let T + 1= f
Mηγ .
(1+ q)T+1 = (1+ q)
f
Mηγ = (1+ q)
1
q
q
Mηγ f Since 0< q≤Mηγ
(1+ q)T+1 = (1+ q)
1
q
q
Mηγ f ≤ e f
q
Mηγ ≤ e f
7
so that q ≥ e− fMηγ , ||Px(n+ 1)|| ≥ (1+ e− fMηγ)||Px(n)|| if n > T . Thus this theorem indicate
that f (k, t+ 1,γ)≥ (1+Mηγe−(T+1)Mηγ) f (k, t,γ) if t− k≥ T .
Combing these facts, we have ||x(Tmax)||> 2S if Tmax = T + ue(T+1)Mη
√
2ρε
Mη
√
2ρε
and u≤ O˜(1). Note that
max(||x1(k+Tmax)− x1(k)||, ||x2(k+Tmax)− x2(k)||)≥ 1
2
||x(Tmax)||. (19)
The theorem follows.
5 Conclusion
In this paper, we studied the theoretical properties of the perturbed asynchronous parallel stochas-
tic gradient descent algorithm. We gave a theoretical guarantee that if the number of workers
is bounded by O˜(K1/2M−1/2), perturbed APSGD with consistent read will converge to a good
point(||∇ f (x)|| ≤ ε,∇2 f (x)  −√εI ) and the linear speedup is achieved. Our results provide a
theoretical explanation of the effectiveness of the asynchronous algorithms in the non-convex case
and take a step to understand the behaviors of asynchronous algorithms in distributed asynchronous
parallel training.
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Broader Impact
This is a theoretical paper. Broader Impact discussion is not applicable.
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Supplementary Materials
A Some Useful Lemmas
In this section some lemmas and definitions used in this paper are listed below.
Definition 2 We define the zero-mean nSG(σi) sequence as the sequence of random vectors
X1,X2....Xn ∈ Rd with filtrations Fi = σ(X1,X2...Xi) such that
E[Xi|Fi−1] = 0,E[es||Xi|||Fi−1]≤ e4s2σ2i ,σi ∈ Fi−1
.
For a zero-mean nSG(σi) sequence, we have some important lemmas from [18].
As in [18], for a random vector Xi, let
Y =
[
0 XTi
Xi 0
]
Then we have:
Lemma 9 (lemma 6 in [18]) Supposing Etr{e∑i θY i} ≤ e∑θ2σ2i , with probability at least 1− 2(d+
1)e−ι :
||∑
i
Xi|| ≤ cθ
n
∑
i
σ2i +
1
θ
ι
Lemma 10 (Hoeffding type inequality for norm-subGaussian, lemma 6 in [18]) With probability at
least 1− 2(d+ 1)e−ι:
||
n
∑
i
Xi|| ≤ c
√
n
∑
i
σ2i · ι
The proof is based on lemma 4 in [18]. Even if EY 2p+1 6= 0, we can still prove that
EeθY = I+∑
p
θ 2pEY 2p
(2p)!
+Z
where Z is the 2p+ 1 parts with trZ = 0.
And we can still prove that EeθY  ecθ2σ2I where c ≥ 4, so that we can use this to prove lemma 6
in [18]. This is from the fact that Es||X || ≤ e4s2σ2 .
Using the same way, it is easy to prove the square sum theorem:
Lemma 11 (Lemma 29 in [18]) For a zero-mean nSG(σi) sequence Xi with σi = σ , we haves with
probability at least 1− e−ι:
∑
i
||Xi||2 ≤ cσ2(n+ ι)
The proof can be found in [19].
Lemma 12 Let X be a σ2-sub-Gaussian random vector, then we have
Eeθ
2||X ||2 ≤ e65cσ2θ2 (20)
if θ 2 ≤ 1
16cσ2
.
Note that ||X ||2 is a 16cσ2 sub-exponential random variable. This lemma can be proved by directly
calculation:
Eeθ
2||X ||2 ≤ ecθ2σ2(1+ 128c2θ 4σ4)≤ e65cθ2σ2 .
The following theorem is very useful in the proof of Chernoff bound:
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Lemma 13 Let Y i the random matrix such that E{Y i}= 0 and Etr{eθY i} ≤ ecθ2σ2i (d+1), then we
have Etr{eθ ∑iY i}< ecθ2(∑i σi)2(d+ 1)
Proof:
For any semi-positive definite matrix Ai and ∑i ai = 1, ai ≥ 0, we have
tr
M
∏
i=1
A
ai
i ≤∑
i
aitrAi
However it is impossible to use this inequality directly. When Y i and Y j are not commutative
if i 6= j, we have e∑ni Y i 6= ∏ni eY i even tr{e∑
n
i Y i} 6= tr{∏ni eY i}. In the case n = 2, we have
Golden-Thompson inequality [20] tr{eY 1+Y 2} ≤ tr{eY 1eY 2}. However it is false when n= 3, which
is studied by Lieb in [21]. Fortunately, for n≥ 3, we have Sutter-Berta-Tomamichel inequality [22]:
Let || · || be the trace norm, and H k be Hermitian matrix. We have
log ||exp(
n
∑
k
H k)|| ≤
∫
log ||
n
∏
k
exp[(1+ it)Hk]||dβ (t) (21)
where β is a probability measure.
For the right hand side, we have
||
n
∏
k
exp[(1+ it)Hk]|| ≤∑
i
σi(
n
∏
k
exp[(1+ it)Hk)≤∑
i
σi(exp(H 1))σi(exp(H 2))...σi(exp(H n))
where σi is the ith singular value.
If all Hk are semi-positive definite, λi = σi, using the elementary inequality that
∑
i
λ α1i (exp(H 1))λ
α2
i (exp(H 2))...λ
αn
i (exp(H n))≤∑
i
(∑
k
αkλi(exp(H k)))
where ∑iαi = 1, we have
||
n
∏
k
exp[(1+ it)Hk]|| ≤ tr{∑
k
αkexp(H k)} (22)
so that
tr{exp(
n
∑
k
αkH k)} ≤∑
k
αktr{exp(H k)} (23)

We set:
η =
ε2
wσ2L
, r = s , f = (T + 1)Mη
√
2ρε, Tmax = T +
ue f
Mη
√
2ρε
, c= 4, , B≤ O˜(1),w≤ O˜(1)
F = 60cσ2ηLT ≤ 2Tε2 , F2 = TmaxηLσ2 , S= B
√
LηMTmaxη
√
M
√
Tmaxσ , c2 = log96+ log(d+ 1),
b= log(2(d+ 1))+ log2 ,
2
√
48c+ 2b
C
=
1
2
, p=
1
1+C
,
(24)
Lemma 14 There exist parameters η ∼ ε2,Tmax ∼ ε−2.5M ,F ∼ Tε2,F2 ∼ Tmaxε2,S ∼ Mε0.5,w ≤
O˜(1),u≤ O˜(1) such that when ε ≤ O( 1√
MT
), the following conditions are satisfied.
(a) η ≤ 1
3ML(T+1)
(b)
√
3× 65(MTmaxηρS+
√
TmaxMηℓ)≤ p
12
(c)
S2−3η2Mσ2Tmaxc2c2
3η2M2Tmax
− 2L2η2T 3M2F− c2Tmax2L2Mη2Tσ2 ≥ 2TF2
(d) Let q=Mη
√
2ρεe−(T+1)Mη
√
2ρε . We have
2u
√
Mηr
6
√
3
√
2qd
≥ 2S
(e) e−Tmax+logT+logTmax ≤ 1/48
(f)
√
2ρε −ρη√F ≥√ρε
Proof of Lemma 14:
Firstly,
η =
ε2
wσ2L
(25)
Thus if ε2 ≤ O( 1
MT
), ηLM(T + 1)≤ O(1). (a) follows.
For (b), we have
T 2maxM
2η2ρ2S2 ∼ T 2maxM2η2ρ2LηMTmaxη2MT 2maxσ2 = T 4maxη5M4ρ2Lσ2 ≤ O˜(
ηLσ2
ε2
)≤ O( 1
w
)
(26)
Thus if w≤ O˜(1) is large enough, TmaxMηρS≤ O(1).
TmaxMη
2ℓ2 ≤O( ε
2ℓ2
wσ2L
√
ρε
) (27)
√
TmaxMηℓ≤ O(ε3/4/
√
w). Thus if w≤ O˜(1), (b) follows.
As for (c), note that S2 = B2LηMTmaxη
2MT 2maxσ
2
S2− 3η2Mσ2Tmaxc2c2
3η2M2Tmax
− 2L2η2T 3M2F− c2Tmax2L2Mη2Tσ2
=
B2
3
LηT 2maxσ
2− 1
M
c2c2σ
2− (2L2η2T 2M2)T60cσ2ηLT − (ηTML)4cTmaxLησ2
≥ B
2
3
LηT 2maxσ
2− 1
M
c2c2σ
2− 40cσ2ηLT 2− 4/3cTmaxLησ2
(28)
Since Tmax > T , and LηT
2
maxσ
2 > σ2ηLT 2, LηT 2maxσ
2 > TmaxLησ
2, there exist B≤ O(1) such that
B2
3
LηT 2maxσ
2− 1
M
c2c2σ
2− 40cσ2ηLT 2− 4/3cTmaxLησ2 ≥ 2TTmaxηLσ2 = 2TF2
Thus (c) follows.
2u = 6
√
3
√
2qd2S√
Mηr
, thus u≤ O˜(1) and (d) follows. When u≤ O˜(1) is large enough, (e) follows. Finally
note that ρη
√
F ∼√Tε3 and ε ≤ O( 1√
MT
), we have ( f ).

B Proof of Lemma 4
Using Theorem 2, if there are more than ⌈K/8T⌉ blocks of the first kind, with probability1− 3e−ι
f (xK+1)− f (x0)≤
K
∑
k=0
−3Mη
8
||∇ f (xk)||2+ cησ2ι + 2η2LMcσ2(K+ 1+ ι) (29)
≤∑
i
∑
k∈Si
−3Mη
8
||∇ f (xk)||2+ cησ2ι + 2η2LMcσ2(K+ 1+ ι)
≤− K
8T
3Mη
8
F+ cησ2ι + 2η2LMcσ2(K+ 1+ ι)
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=− K
8T
3Mη
8
(F− 128ηLT
3
cσ2)+ cησ2ι + 2η2LMcσ2(K+ 1+ ι)
≤− K
8T
3Mη
8
(F− 50cσ2ηLT )+ cησ2ι + 2η2LMcσ2(K+ 1+ ι)
≤− K
8T
3Mη
8
1
6
F+ cησ2ι + 2η2LMcσ2(K+ 1+ ι).
Since K = 100ιT f (x0)− f (x∗)
MηF , and ι is large enough, it can not be achieved.
As for 2), let zi be the stopping time such that
z1 = inf{ j|S j is of second kind}
zi = inf{ j|Tmax/2T ≤ j− zi−1 and S j is of second kind}. (30)
Let N = max{i|2T · zi+Tmax ≤ K}. We have
f (xK+1)− f (x0)≤
K
∑
k=0
−3Mη
8
||∇ f (xk)||2+ cησ2ι
+
3η2L
2
Mcσ2(K+ 1+ ι)+L2TMη3Mcσ2(K+ 1+T+ ι)
≤ cησ2ι + 3η
2L
2
Mcσ2(K+ 1+ ι)+L2TMη3Mcσ2(K+ 1+T + ι)
+
N
∑
i
Fzi+Tmax−1
∑
k=Fzi
−3Mη
8
||∇ f (xk)||2.
(31)
Let
Xi =
Fzi+Tmax−1
∑
k=Fzi
||∇ f (xk)||2
∑iXi is a submartingale and the last term of Eq.(31) is−∑iXi. Using Theorem3, P(Xi≥ F2)≥ 1/24.
Let Yi be a random variable, such that Yi = Xi if Xi ≤ F2 else Yi = F2. Then we have a bounded sub-
martingale 0≤ Yi ≤ Xi. Using Azuma’s inequality, we have
P(
N
∑
i
Xi ≥ E{∑
i
Yi}−λ )≥ P(
N
∑
i
Yi ≥ E{∑
i
Yi}−λ )≥ 1− 2e
− λ2
2F2
2
N (32)
And it easy to see E{∑Ni Yi} ≥ 124NF2. We have
P(
N
∑
i
Yi ≥ 1
24
NF2−
√
2NF2
√
ι)≥ 1− e−ι (33)
If there are more then K/8T blocks of the second kind, we have N ≥ K/4Tmax.
1
24
N−
√
2N
√
ι ≥ 1
48
N
With probability at least 1− 3e−ι
f (xK+1)− f (x0)≤ cησ2ι + 2η2LMcσ2(K+ 1+ ι)
− 3Mη
8
N
48
F2
(34)
If N ≥ K/4Tmax, and K = 100ιTmax f (x0)− f (x∗)MηF2 , it can not be achieved. 
C Proof of theorem 2
Firstly, we need a lemma:
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Lemma 15 Under the condition of theorem 2, we have
f (xk+1)− f (xk)≤−Mη
2
||∇ f (xk)||2+(3η
2L
4
− η
2M
)||
M
∑
m=1
∇ f (xk−τk,m)||2 (35)
+L2TMη
k−1
∑
j=k−T
η2||
M
∑
m=1
∇ f (x j−τ j,m)||2−η
〈
∇ f (xk),
M
∑
m=1
ζk,m
〉
+
3η2L
2
||
M
∑
m=1
ζk,m||2+L2Mη3||
k−1
∑
j=k−τmax
k
M
∑
m=1
ζ j,m||2
Proof of Lemma 15:
This lemma is in fact a transformation of (30) in [6].
f (xk+1)− f (xk)≤〈∇ f (xk),xk+1− xk〉+ L
2
||xk+1− xk||2 (36)
=−
〈
∇ f (xk),η
M
∑
m=1
∇ f (xk−τk,m)+η
M
∑
m=1
ζk,m
〉
+
η2L
2
||
M
∑
m=1
∇ f (xk−τk,m)+
M
∑
m=1
ζk,m||2
=−
〈
∇ f (xk),η
M
∑
m=1
∇ f (xk−τk,m)
〉
+
〈
∇ f (xk),η
M
∑
m=1
ζk,m
〉
+
η2L
2
||
M
∑
m=1
∇ f (xk−τk,m)+
M
∑
m=1
ζk,m||2
(1)
=− Mη
2
(||∇ f (xk)||2+ || 1
M
M
∑
m=1
∇ f (xk−τk,m)||2
−||∇ f (xk)− 1
M
M
∑
m=1
∇ f (xk−τk,m)||2)−η
〈
∇ f (xk),
M
∑
m=1
ζk,m
〉
+
η2L
2
||
M
∑
m=1
∇ f (xk−τk,m)+
M
∑
m=1
ζk,m||2
=− Mη
2
(||∇ f (xk)||2+ || 1
M
M
∑
m=1
∇ f (xk−τk,m)||2−||∇ f (xk)−
1
M
M
∑
m=1
∇ f (xk−τk,m)||2)︸ ︷︷ ︸
T1
−η
〈
∇ f (xk),
M
∑
m=1
ζk,m
〉
+
η2L
2
(
3
2
||
M
∑
m=1
∇ f (xk−τk,m)||2+ 3||
M
∑
m=1
ζk,m||2)
(2)
≤− Mη
2
[||∇ f (xk)||2+ || 1
M
M
∑
m=1
∇ f (xk−τk,m)||2
− 2L2(||
k−1
∑
j=k−τmax
k
η
M
∑
m=1
ζ j,m||2+T
k−1
∑
j=k−τmax
k
η2||
M
∑
m=1
∇ f (x j−τ j,m)||2)]
(τmaxk = arg max
m∈{1,...M}
||xk− xτk,m ||)
−η
〈
∇ f (xk),
M
∑
m=1
ζk,m
〉
+
η2L
2
(
3
2
||
M
∑
m=1
∇ f (xk−τk,m)||2+ 3||
M
∑
m=1
ζk,m||2)
≤− Mη
2
[||∇ f (xk)||2+ || 1
M
M
∑
m=1
∇ f (xk−τk,m)||2
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− 2L2(η2||
k−1
∑
j=k−τmax
k
M
∑
m=1
ζ j,m||2+T
k−1
∑
j=k−τmax
k
η2||
M
∑
m=1
∇ f (x j−τ j,m)||2)]
−η
〈
∇ f (xk),
M
∑
m=1
ζk,m
〉
+
η2L
2
(
3
2
||
M
∑
m=1
∇ f (xk−τk,m)||2+ 3||
M
∑
m=1
ζk,m||2)
≤− Mη
2
||∇ f (xk)||2+(3η
2L
4
− η
2M
)||
M
∑
m=1
∇ f (xk−τk,m)||2
+L2TMη
k−1
∑
j=k−T
η2||
M
∑
m=1
∇ f (x j−τ j,m )||2−η
〈
∇ f (xk),
M
∑
m=1
ζk,m
〉
+
3η2L
2
||
M
∑
m=1
ζk,m||2+L2Mη3||
k−1
∑
j=k−τmax
k
M
∑
m=1
ζ j,m||2
In (1) we use the fact 〈a,b〉 = 1
2
(||a||2+ ||b||2− ||a− b||2), and (2) is from the estimation of T1 in
[6].
From this lemma, we can observe that, different from the general SGD, since the stale gradients are
used, there is no guarantee that the function value will decrease in every step. However, it can be
proved that the overall trend of the function value is still decreasing.
Proof of theorem 2:
f (xt0+τ+1)− f (xt0) =
t0+τ
∑
k=t0
f (xk+1)− f (xk) (37)
≤
t0+τ
∑
k=t0
−Mη
2
||∇ f (xk)||2+(3η
2L
4
− η
2M
)||
M
∑
m=1
∇ f (xk−τk,m)||2
+L2TMη
k−1
∑
j=k−T
η2||
M
∑
m=1
∇ f (x j−τ j,m)||2
−η
〈
∇ f (xk),
M
∑
m=1
ζk,m
〉
+
3η2L
2
||
M
∑
m=1
ζk,m||2+L2Mη3||
k−1
∑
j=k−τmax
k
M
∑
m=1
ζ j,m||2
=
t0+τ
∑
k=t0
−Mη
2
||∇ f (xk)||2+
t0+τ
∑
k=t0
(
3η2L
4
− η
2M
)||
M
∑
m=1
∇ f (xk−τk,m)||2
+L2TMη
k−1
∑
j=k−T
η2||
M
∑
m=1
∇ f (x j−τ j,m)||2
−
t0+τ
∑
k=t0
η
〈
∇ f (xk),
M
∑
m=1
ζk,m
〉
+
3η2L
2
||
M
∑
m=1
ζk,m||2+L2Mη3||
k−1
∑
j=k−τmax
k
M
∑
m=1
ζ j,m||2
≤
t0+τ
∑
k=t0
−Mη
2
||∇ f (xk)||2
+
t0+τ
∑
k=t0
(η2(
3L
4
+L2MT 2η)− η
2M
)||
M
∑
m=1
∇ f (xk−τk,m)||2
+L2TMη3
t0−1
∑
k=t0−T
T ||
M
∑
m=1
∇ f (x j−τ j,m)||2
−
t0+τ
∑
k=t0
η
〈
∇ f (xk),
M
∑
m=1
ζk,m
〉
+
t0+τ
∑
k=t0
3η2L
2
||
M
∑
m=1
ζk,m||2+
t0+τ
∑
k=t0−T
L2Mη3||
k−1
∑
j=k−τmax
k
M
∑
m=1
ζ j,m||2︸ ︷︷ ︸
T2

In order to estimate T2, we can use lemmas in [16].
Let ζk =
1
M ∑
M
m=1 ζk,m. With probability 1− e−ι , we have
−
t0+τ
∑
k=t0
η 〈M∇ f (xk),ζk〉 ≤ ηM
8
t0+τ
∑
k=t0
||∇ f (xk)||2+ cησ2ι (38)
This is from Lemma 30 in [16].
With probability 1− e−ι ,
t0+τ
∑
k=t0
3η2L
2
||
M
∑
m=1
ζk,m||2 ≤ 3η
2L
2
Mcσ2(τ + 1+ ι) (39)
And with probability at least 1− e−ι/TMLη+log(τ+T )+logT ≥ 1− e−ι(when τ is large enough),
t0+τ
∑
k=t0−T
L2Mη3||
k−1
∑
j=k−τmax
k
M
∑
m=1
ζ j,m||2
≤ L2TMη3Mcσ2(τ/TMη + 1+T + ι)≤ η
2L
2
Mcσ2(τ + 1+ ι)
(40)
We have, with probability 1− 3e−ι ,
T1 ≤ ηM
8
t0+τ
∑
k=t0
||∇ f (xk)||2+ cησ2ι + 2η2LMcσ2(τ + 1+ ι)
Note that η2( 3L
4
−L2MT 2η)− η
2M
< 0, with probability 1− 3e−ι,
f (xt0+τ+1)− f (xt0)≤
t0+τ
∑
k=t0
−3Mη
8
||∇ f (xk)||2+ cησ2ι
+ 2η2LMcσ2(τ + 1+ ι)
+L2TMη3
t0−1
∑
k=t0−T
T ||
M
∑
m=1
∇ f (x j−τ j,m)||2
(41)
The theorem follows. 
D Proof of Lemma 5
||xt0+t − xt0 ||2−3η2||∑
m
t−1
∑
i=t0
ζi,m||2 (42)
=η2||
t−1+t0
∑
k=t0
M
∑
m=1
∇ f (xk−τk,m)+∑
m
t−1
∑
i=t0
ζi,m||2− 3η2||∑
m
t−1
∑
i=t0
ζi,m||2 (43)
≤3η2
t−1+t0
∑
k=t0
t[||M∇ f (xk)||2+ ||M∇ f (xk)−
M
∑
m=1
∇ f (xk−τk,m)||2]
(a)
≤3η2
t−1+t0
∑
k=t0
M2t||∇ f (xk)||2
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+ 3η2t
t−1+t0
∑
k=t0
M22L2η2[||
k−1
∑
j=k−τmax
k
M
∑
m=1
ζ j,m||2+T ||
M
∑
m=1
∇ f (x j−τ j,m)||2]
≤3η2
t−1+t0
∑
k=t0
M2t||∇ f (xk)||2
+ 3η2t
t−1+t0
∑
k=t0
k−1
∑
j=k−T
M22L2η2T ||
M
∑
m=1
∇ f (x j−τ j,m)||2
+ 3η2t
t−1+t0
∑
k=t0
k−1
∑
j=k−T
M22L2η2||
k−1
∑
j=k−τmax
k
M
∑
m=1
ζ j,m||2
≤3η2
t−1+t0
∑
k=t0
M2t||∇ f (xk)||2
+ 3η2t
t−1+t0
∑
k=t0−T
M22L2η2T 2||
M
∑
m=1
∇ f (xk−τk,m)||2
+ 3η2t
t−1+t0
∑
k=t0
M22L2η2||
k−1
∑
j=k−τmax
k
M
∑
m=1
ζ j,m||2
(b)
≤3η2
t−1+t0
∑
k=t0
M2t||∇ f (xk)||2
+ 3η2t
t−1+t0
∑
k=t0−2T
M22L2η2T 3M2||∇ f (xk)||2
+ 3η2t
t−1+t0
∑
k=t0
M22L2η2||
k−1
∑
j=k−τmax
k
M
∑
m=1
ζ j,m||2
In (a), we use the estimation for T1 in the previous section, and (b) is from τk,m ≤ T such that
t−1+t0
∑
k=t0−T
||
M
∑
m=1
∇ f (xk−τk,m)||2 ≤
t−1+t0
∑
k=t0−2T
TM2||∇ f (xk)||2

E Proof of Lemma 6
Supposing there is a τ ≤ Tmax, such that ||x(k+ τ)− x(k)||2 ≥ S2), with probability at least 1−
TTmaxe
−Tmax − 1
48
, we have
Tmax−1+t0
∑
k=t0
(1+ 2L2η2M2T 3)||∇ f (xk)||2 ≥
τ−1+t0
∑
k=t0
(1+ 2L2η2M2T 3)||∇ f (xk)||2 (44)
≥ ||xt0+τ−1− xt0 ||
2− 3η2||∑m ∑t0+τ−1i=t0 ζi,m||2
3η2M2Tmax
−
t0−1
∑
k=t0−2T
2L2η2T 3||
M
∑
m=1
∇ f (xk)||2
−
Tmax−1+t0
∑
k=t0
2L2η2||
k−1
∑
j=k−τk,µ
M
∑
m=1
ζ j,m||2
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(a)
≥ S
2− 3η2Mσ2Tmaxc2c2
3η2M2Tmax
− 2L2η2T 3M2F
− c2Tmax2L2Mη2Tσ2
≥ 2TF2
2L2η2M2T 3 = 2L2η2M2T 2 ·T ≤ T . We have
Tmax−1+t0
∑
k=t0
||∇ f (xk)||2 ≥ F2 (45)
In (a) we use Lemma 11, and with probability at least 1−TTmaxe−Tmax
Tmax−1+t0
∑
k=t0
2L2η2||
k−1
∑
j=k−τmax
k
M
∑
m=1
ζ j,m||2 ≤ cσ22Tmax2L2Mη2T ≤ cσ2
With probability at least 1− 1/48, we have
||∑
m
t0+τ−1
∑
i=t0
ζi,m||2 ≤ c2Mσ2Tmaxc2
This is due to Lemma 10 and 2(d+1)e−c2 = 1
48
, c2 = log96+ log(d+1) and e
−Tmax+logT+logTmax ≤
1/48. Our claim follows. 
F Proof of theorem 7
In order to analyze the x(t) under PASGD updating rules, as in [17], the standard proof strategy to
consider two sequences {x1(t)} and {x2(t)} as two separate runs PASGD starting from x(k)(for all
t ≤ k, x1(t) = x2(t) ). They are coupled, such that for the Gaussian noise ζ1(t) and ζ2(t) in algorithm
1, eT1 ζ1 =−eT1 ζ2, where e1 is the eigenvector corresponding to the minimum eigenvalue of ∇2 f (x),
and the components at any direction perpendicular to e1 of ζ1 and ζ2 are equal. Given coupling
sequence {x1(k+ t)} and {x2(k+ t)}, let x(t) = x1(k+ t)− x2(k+ t). We have
x(k) = x(k− 1)+η(
M
∑
m=1
∇ f (x1(k− τk,m))+ ζ1,k,m−
M
∑
m=1
∇ f (x2(k− τk,m))− ζ2,k,m) (46)
We have ∇ f (x1)−∇ f (x2) =
∫ 1
0 ∇
2 f (tx1 +(1− t)x2)(x1− x2)dt = [∇2 f (x0) +
∫ 1
0 ∇
2 f (tx1 + (1−
t)x2)dt−∇2 f (x0)](x1− x2). Let H = ∇2 f (x0), ∆x1,x2 =
∫ 1
0 ∇
2 f (tx1+(1− t)x2)dt−∇2 f (x0). We
have
x(k) =x(k− 1)+η [
M
∑
m=1
(H +∆x1(k−τk,m),x2(k−τk,m))x(k− τk,m)+ ζ1,k,m− ζ2,k,m] (47)
Now we want to estimate the probability of event
{ max
t≤Tmax
(||x1(k+ t)− x1(k)||2, ||x2(k+ t)− x2(k)||2)≥ S2 or ||x(t)|| ≥ 2S}
It is enough to consider a random variable x′ such that x′(t)|E − x(t)|E = 0 where E is the event
{∀t ≤ Tmax : maxt≤Tmax(||x1(k+ t)−x1(k)||2, ||x2(k+ t)−x2(k)||2)≤ S2}. This is due to the fact that
P(∀t ≤ Tmaxmax(||x1(k+ t)− x1(k)||2, ||x2(k+ t)− x2(k)||2)≤ S2 or ||x(t)||< 2S)
= P(∀t ≤ Tmaxmax(||x1(k+ t)− x1(k)||2, ||x2(k+ t)− x2(k)||2)≤ S2 or ||x′(t)||< 2S)
(48)
Then we can turn to consider x′, such that
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x′(k) = x′(k− 1)+η [
M
∑
m=1
(H +∆′x1(k−τk,m),x2(k−τk,m))x(k− τk,m)+ ζ1,k,m− ζ2,k,m] (49)
If max(||x1(t)− x(k)||2, ||x2(t)− x(k)||2)≤ S2
∆′(t) = ∆
else
∆′(t) = ρS
Then ∆′
x1(k−τk,m),x2(k−τk,m) ≤ ρS. In order to simplify symbols, we denote x= x
′.
To show that||x(Tmax)|| ≥ 2S, we consider Eq.(47). Let {ζ1,i,ζ2,i}, {ξ1,i,m,ξ2,i,m} be the Gaussian
noise and stochastic gradient noise in two runs. We set ζi = ζ1,i− ζ2,i, ξi,m = ξ1,i,m− ξ2,i,m. It is
easy to see that ζi = 2Pζ1,i, where P is the projection matrix to e1. This is from the definition of the
coupling sequence. And from Assumption 4, ξi,m is ℓ
2||x′(i− τi,m)||2-norm-sub-Gaussian.
Then there is a polynomial function f (t0, t,y) such that x(k) = qp(k)+ qh(k)+ qsg(k)
qp(k) =
√
Mη
k−1
∑
i=0
f (i,k,H )ζi
qh(k) = η ∑
m
k−1
∑
i=0
f (i,k,H )∆(i− τi,m)x(i− τi,m)
qsg(k) = η ∑
m
k−1
∑
i=0
f (i,k,H )ξi,m
(50)
f (t0, t,H) is the solution (fundamental solution) of the following linear equation
x(k) = x(k− 1)+η [
m
∑
m=1
Hx(k− τk,m)]
x(t0) = I
x(n) = 0 for all n< t0
(51)
This is an easy inference for linear time-varying systems. And if the maximal eigenvalue of H is γ ,
it is easy to see for any vector V = PV with ||V ||= 1, || f (t0, t,H)V ||2 ≤ f (t0, t,γ), f (t0, t).
Lemma 16 Let f (t0, t) = f (t0, t,γ) , β
2(k) = ∑ki=0 f
2(i,k) we have
(1) f (t0, t1) f (t1, t2)≤ f (t0, t2)
(2) f (t1, t2)≥ f (t1, t2− 1)
(3) f (k, t)β (k) =
√
∑k−1j=0 f 2(k, t) f 2( j,k) ≤
√
∑k−1j=0 f 2( j, t) ≤ β (t)
(4) f (k, t+ 1)≥ (1+Mηγe−(T+1)Mηγ ) f (k, t) if t− k≥ T .
(5) q=Mηγe−(T+1)Mηγ , β 2(k)≥ ∑k−Tj=0 (1+ q)2 j ≥ (1+q)
2(k−T)
3·2q when k−T ≥ ln2/q
Proof: The first three inequalities are trivial. (4) is from theorem 23 in the next section. (5) is easily
deduced from (4). 
Now we can estimate qh term.
qh(t+ 1) = η ∑
m
t
∑
n=0
f (n, t+ 1,H)∆(n− τn,m)x(n− τn,m) (52)
To give a estimation, we need the Chernoff bound. Let
Y =
[
0 XT
X 0
]
We have
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Theorem 17 For all 0≤ t ≤ Tmax, and θ 2 ≤ 148·c(∑tj=1 p j)2β 2(t)Mη24r2/d , C2 = 3× 65, we have
Etr{eθY h(t)+θY sg(t)} ≤ ecθ2(∑tj=1 p j)2β 2(t)Mη24r2/d(d+ 1)
Etr{eθY (t)} ≤ ecθ2(1+∑tj=1 p j)2β 2(t)4Mη2r2/d(d+ 1)
Eeθ
2||Y (t)||2 ≤ eC2cθ2(1+∑tj=1 p j)2β 2(t)4Mη2r2/d(d+ 1)
(53)
Proof:
We use mathematical induction.
For t = 0, the first inequality is obviously true. For the second one
x(0) = qp(0)+ qh(0)+ qsg(0) = qp(0)
so since qp is sub-Gaussian, we have
Etr{eθY (0)} ≤ ecθ2β 2(0)Mη24r2/d(d+ 1)
Eeθ
2||Y (0)||2 ≤ e65cθ2β 2(0)Mη24r2/d
≤ eC2cθ2[1+∑0j=1 p j)]2β 2(0)Mη24r2/d
(54)
Then supposing the lemma is true for all τ ≤ t, we consider t+ 1.
Etr{eθY h(t+1)}= Etr{eθ(η ∑m ∑i f (i,t,H)∆(i−τi,m)Y (i−τi,m))}
so we have
Etr{eθY h(t+1)}= Etr{eθ(η ∑m ∑i f (i,t+1,H)∆(i−τi,m)Y (i−τi,m))}
(1)
≤ ecθ2(Mt f (i,t+1)ηρS)2(1+∑tj=1 p j)2β 2(i)Mη24r2/d(d+ 1)
≤ ecθ2(MtηρS)2(1+∑tj=1 p j)2β 2(t+1)Mη24r2/d(d+ 1)
(55)
(1) is from lemma 13, eX = 1+X + X
2
2
+ ... || f (i, t + 1,H)|| ≤ f (i, t + 1), β (i− τ) ≤ β (i), ∆(i−
τi,m)≤ ρS.
And we have
Etr{eθY sg(t+1)}= tr{Ee∑i ∑m cθ2( f (i,t+1)ηℓ||Y (i−τi,m)||)2I}
≤ eC2cθ2(
√
Mt f (i,t+1)ηℓ)2(1+∑tj=1 p
j)2β 2(i)Mη24r2/d(d+ 1)
≤ eC2cθ2(
√
Mtηℓ)2(1+∑tj=1 p
j)2β 2(t+1)Mη24r2/d(d+ 1)
(56)
Thus
Etr{eθY h(t+1)+θY sg(t+1)} ≤ ecθ2(MtηρS+
√
C2
√
Mtηℓ)2(1+∑tj=1 p
j)2β 2(t+1)Mη24r2/d(d+ 1)
≤ ecθ2 p2(1+∑tj=1 p j)2β 2(t+1)Mη24r2/d(d+ 1)
= ecθ
2(∑t+1j=1 p
j)2β 2(t+1)Mη24r2/d(d+ 1)
(57)
Etr{eθY (t+1)}= Etr{eθ(Y p(t+1)+Y sg(t+1)+Y h(t+1))}
≤ ecθ2(1+∑t+1j=1 p j)2β 2(t+1)4Mη2r2/d(d+ 1)
(58)
As for Eeθ
2||Y (t+1)||2 , using Lemma 12, we have
Eeθ
2||Y p(t)||2 ≤ e65cθ2β 2(t)M2η24r2/d (59)
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And
Eeθ
2||Y sg(t+1)||2 ≤ Ee∑i ∑m 65cθ2( f (i,t+1)ηℓ||Y (i−τi,m)||)2
≤ e65C2cθ2(
√
Mt f (i,t+1)ηℓ)2(1+∑tj=1 p
j)2β 2(i)Mη24r2/d
≤ e65C2cθ2(
√
Mtηℓ)2(1+∑tj=1 p
j)2β 2(t+1)Mη24r2/d
(60)
Eeθ
2||Y h(t)||2 = Eeθ
2(η ∑m ∑i f (i,t,H )∆(i−τi,m)||Y (i−τi,m)||)2
≤ e65C2cθ2(Mt f (i,t+1)ηρS)2(1+∑tj=1 p j)2β 2(i)Mη24r2/d
≤ e65C2cθ2(MtηρS)2(1+∑tj=1 p j)2β 2(t+1)Mη24r2/d
(61)
Thus, we have
Eeθ
2||Y (t+1)||2 ≤ Ee3θ2||Y p(t+1)||2+3θ2||Y sg(t+1)||2+3θ2||Y h(t+1)||2
≤ e65cθ23[1+(
√
C2MtηρS+
√
C2
√
Mtηℓ)(1+∑tj=1 p
j)]2β 2(t+1)Mη24r2/d
≤ eC2cθ2[1+∑t+1j=1 p j)]2β 2(t+1)Mη24r2/d
(62)

By Lemma 9, we have
Corollary 18 For any ι > 0
P(||qsg(k)+ qh(k)|| ≤
β (k)
√
Mη2r
C
√
d
(
√
48c+ ι))≥ 1− 2(d+ 1)e−ι
where 1
C
= ∑∞i=1 p
i = p
1−p .
We select ι = b= log(2(d+ 1))+ log2, then 2
√
48c+2b
C
= 1
2
, P(||qsg(k)+ qh(k)|| ≤ β (k)
√
Mηr
2
√
d
)≥ 1
2
Lemma 19 For all k:
P(||qp(k)|| ≥ β (k)
√
M2ηr
3
√
d
)≥ 2
3
Proof: Since qp is Gaussian, P(|X | ≤ λ σ) ≤ 2λ/
√
2pi ≤ λ for all normal random variable X. Let
λ = 1
3
. qp ≥ β (k)
√
Mη2r
3
√
d
with probability 2/3. 
Using these lemmas, with probability 1/6, ||x(k)|| ≥ ||qp(k)||− ||qsg(k)+qh(k)|| ≥ β (k)
√
Mηr
6
√
d
. Then
we have, with probability at least 1/6, max0≤t≤Tmax(||x1(k+ t)− x1(k)||, ||x2(k+ t)− x2(k)||) ≥ S
or ||x1(k+ t)− x2(k+ t)|| ≥ β (k)
√
Mηr
6
√
d
, and for all k− T ≥ ln2/q, q = Mη√2ρεe− f , f = (T +
1)Mη
√
2ρε , we have β 2(k)≥ (1+q)k−T
6q
For coupling two runs of algorithm 1{x1(t)}, {x2(t)}.
max(||x1(k+ t)− x1(k)||, ||x2(k+ t)− x2(k)||) ≥ 1
2
||x1(k+ t)− x2(k+ t)|| (63)
Let q=Mη
√
ρ2εe− f . We have β 2(k)≥ (1+q)k−T
6q
.
Since u≤ O˜(1) is large enough to satisfy (e) in Lemma 14, we have
β (Tmax)
√
Mηr
6
√
d
≥ (1+ q)
Tmax−T√Mηr
6
√
3
√
2qd
≥ (1+ q)
u/q
√
Mηr
6
√
3
√
2qd
≥ 2
u
√
Mηr
6
√
3
√
2qd
≥ 2S
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Thus with probability at least 1/6
max
t≤Tmax
(||x1(k+ t)− x1(k)||, ||x2(k+ t)− x2(k)||) ≥ S
so that we have
P( max
t≤Tmax
||x1(k+ t)− x1(k)|| ≥ S) = P( max
t≤Tmax
||x2(k+ t)− x2(k)|| ≥ S)
≥ 1
2
P( max
t≤Tmax
(||x1(k+ t)− x1(k)||, ||x2(k+ t)− x2(k)||) ≥ S)
≥ 1/12
(64)
This prove Theorem 7.
G The Growth Rate of Polynomial f (t1, t2)
In this section, we will prove the last property of polynomial f (t1, t2) in lemma 16. Firstly, in the
synchronous case, the delay T = 0. We know Lyapunov’s First Theorem.
Lemma 20 Let A to be a symmetric matrix, with maximum eigenvalue γ > 0. Suppose the updating
rules of x is
x(n+ 1) = x(n)+Ax(n) (65)
Then x(n) is exponential unstable in the neighborhood of zero.
This can be proved by choosing a Lyapunov function. We consider V (n) = x(n)TPx(n), where P
is the Projection matrix to the subspace of the maximum eigenvalue. We can show that V (n+ 1) =
(1+ γ)2V (n).
This method can be generalized to the asynchronous(time-delay) systems. There are many works on
the stability of the time-delay system by considering Lyapunov functional [23, 24, 25]. Constructing
a Lyapunov functional is generally tricky. One way to avoid this is to use Razumikhin-type theorem
[26, 27] and a stochastic version of Razumikhin theorems is proved in [28]. There are few works on
the instability of the time-delay system. [29] used Razumikhin-type theorems to study the instability,
and the work in [30] constructed a Lyapunov functional. It was shown that when the delay is small
enough, the system is exponentially unstable.
G.1 A Rough Estimation
Here we give a much easier analysis for the linear time-delay system without using Lyapunov func-
tional.
Lemma 21 Let A to be a symmetric matrix
x(n+ 1) = x(n)+
m
∑
i
Ax(n− τn,i)
Px(0) 6= 0,x(t) = 0 for all t < 0
(66)
with 0 ≤ τ ≤ T , the largest eigenvalue of A is γ , P be the projection matrix to the eigenvalues γ .
Let V (n) = x(n)TPx(n), If mγ −m3γ3T 2 = q > 0, we have V (n+ 1)≥ (1+ q)V(n) for n ≥ T and
V (n+ 1)≥V (n) for n< T .
Let P be the projection matrix of A to the subspace of maximum eigenvalue andV (n) = x(n)TPx(n).
We have
V (n+ 1) =x(n)TPx(n)+ 2x(n)TP[
m
∑
i
Ax(n− τn,i)]
+[
m
∑
i
Ax(n− τn,i)]TP[
m
∑
i
Ax(n− τn,i)]
≥V (n)+ 2x(n)TP
m
∑
i
Ax(n− τn,i)
(67)
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Let i in the set {1,2,3...m′(n)} such that x(n− τn,i) 6= 0 and if n≥ T , m′(n) = m. For simplicity, we
use m to represent m′(n). Using the fact 〈a,b〉= 1
2
(||a||2+ ||b||2−||a− b||2), we have
V (n+ 1) =V (n)+mx(n)TPAx(n)+m
1
m
m
∑
i
x(n− τn,i)TPA 1
m
m
∑
i
x(n− τn,i) (68)
−m[x(n)− 1
m
m
∑
i
x(n− τn,i)]TPA[x(n)− 1
m
m
∑
i
x(n− τn,i)]
≥V (n)+mγV(n)+m 1
m
m
∑
i
x(n− τn,i)TPA 1
m
m
∑
i
x(n− τn,i)
−m[x(n)− 1
m
m
∑
i
x(n− τn,i)]TPA[x(n)− 1
m
m
∑
i
x(n− τn,i)]
≥V (n)+mγV(n)+m 1
m
m
∑
i
x(n− τn,i)TPA 1
m
m
∑
i
x(n− τn,i)
−m[
n−1
∑
t=n−τn,µ
m
∑
i
Ax(t− τt,i)]TPA[
n−1
∑
t=n−τn,µ
m
∑
i
Ax(t− τt,i)]
≥V (n)+mγV(n)+mγ 1
m
m
∑
i
x(n− τn,i)TP 1
m
m
∑
i
x(n− τn,i)
−mγ3T
n−1
∑
t=n−T
(
m
∑
i
x(t− τt,i))TP(
m
∑
i
x(t− τt,i))
≥V (n)+mγV(n)
+mγ
1
m
m
∑
i
x(n− τn,i)TP 1
m
m
∑
i
x(n− τn,i)}
−m2γ3T
n−1
∑
t=n−T
m
∑
i
V (t− τt,i)
Note that from Eq.(66), since γ > 0 ||Px(n)|| will keep increasing. V (n)≥V (n− τ) for all τ ≥ 0. If
mγ −m3γ3T 2 = q> 0, we haveV (n+ 1)≥ (1+ q)V(n), ||Px(n+ 1)|| ≥ √1+ q||Px(n)|| if n> T .
G.2 Razumikhin-Lyapunov Method
q=mγ −m3γ3T 2, even when T = 0, q≤mγ . But we know that V (n+1) = (1+2mγ +m2γ2)V (n),
so that 1+ q is a very rough estimation. Here, using Razumikhin technique, we give a new theorem
to get a better estimation and it can go beyond T ∼ 1γ cases (mγ −m3γ3T 2 > 0), This theorem is
inspired by the proof in [31, 28].
Theorem 22 (Restate of Theorem 8) For a discrete system, V (n,x) is a positive value function
V (n,x). Let Ω be the space of discrete function φ
from {−T, ...0,1,2, ...} to R and φ is a solution of the given discrete system equation. Suppose the
following two conditions are satisfied
(a)V (t+ 1,φ(t+ 1))≥ qmV (t,φ(t)) (Bounded difference condition.)
(b)If V (t− τ,φ(t− τ))≥ (1+ q)−T qm
1+ q
V (t,φ(t))∀0 ≤ τ ≤ T
then V (t+ 1,φ(t+ 1))≥ (1+ q)V(t,φ(t)) (Razumikhin condition.)
(69)
Then for a φ ∈ Ω such that for all −T ≤ t ≤ 0, V (t) ≥ pV (0) with 0 < p ≤ 1, we have V (t) ≥
(1+ q)t pV (0) for all t > 0.
Proof:
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Let B(n) = (1+ q)−nV (n), in order to prove our theorem, we only need to show B(n) have a lower
bound.
B(0) = V (0) ≥ pV (0) , p′. Assuming there is a t > 0 such that B(t) = (1+ q)−tV (t) < p′, select
the minimum one as t, such that B(k)≥ p′ for all k< t, and B(t)< p′. Note that V (t)≥ qmV (t− 1)
so that B(t)≥ p′ qm
1+q . Then for all k satisfying t−T ≤ k ≤ t
V (k) = (1+ q)kB(k)≥ (1+ q)kp′ qm
1+ q
= (1+ q)k−t(1+ q)t p′
qm
1+ q
,
≥ (1+ q)k−t(1+ q)t qm
1+ q
B(t)≥ (1+ q)−T qm
1+ q
V (t).
(70)
So that we have V (t + 1) ≥ (1+ q)V (t), B(t + 1) ≥ B(t) ≥ p′ qm
1+q . If B(t + 1) ≥ p′, V (t + 2) ≥
qmV (n+ 1), so that B(t + 2) ≥ B(t + 1) qm1+q ≥ p′ qm1+q . If B(t + 1) < p′, V (t + 1− τ) ≥ (1+
q)−T qm
1+qV (t + 1), from the condition in (69), B(t + 2) ≥ B(t + 1) ≥ p′ qm1+q . This process can be
continued, such that B(t)≥ p′ qm
1+q for any t. Our claim follows. 
Using Theorem 22 to (66), we set V (n,x) = ||Px(n)||. Supposing x(0) = I,x(−t) = 0 for all t > 0,
||Px(t)||= eT1 x(t) and qm = 1. As shown in section 4, we have:
Corollary 23 Let f (k, t) be the polynomial in lemma 16. f (k, t + 1) ≥ (1+ q) f (k, t) if t− k ≥ T,
where q=Mηγe−(T+1)Mηγ .
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