I. INTRODUCTION
Coherence is a property which matters for a large variety of applications and technical areas. First of all, it helps to characterize waves of any kind, be it acoustic waves or electromagnetic waves such as light or radio waves. It plays an important role in mobile communication, 1, 2 in many different multichannel signal processing concepts, e.g., in beamforming, 3 blind source separation, 4, 5 or dereverberation of acoustic signals, [6] [7] [8] and it is even utilized in certain medical applications, such as medical imaging. 9 A high spatial coherence is also necessary for a successful deployment of active noise control (ANC) systems, i.e., for canceling acoustic noise in spatially extended areas by emitting "anti-sound." [10] [11] [12] [13] [14] [15] [16] When it comes to the quantification of the spatial coherence in practice, the environment and reverberation play a decisive role. Several publications have been dedicated to the coherence estimation for reverberant sound fields, e.g., Refs. 17-19, and references therein. A common assumption is that especially late reverberation affects the estimates of the spatial coherence in a similar way as diffuse sound, which can be approximated by superimposing plane waves of equal amplitude and uniformly distributed random phase originating from all directions. 20 For this reason, diffuse noise is often considered as one ingredient for modeling complex and reverberant sound fields. 21, 22 In this contribution, the spatial coherence is analytically expressed as a function of a given pressure distribution defined on a virtual cylindrical or spherical surface surrounding the region of interest. This pressure distribution may generally be evoked by an arbitrary number of noise sources, but it can always be represented according to the Huygens-Fresnel principle, i.e., by means of a continuous distribution of elementary line or point sources on the surface. The motivation for analyzing continuous source distributions stems from the fact that many real-world noise sources, e.g., a power transformer, an air conditioning system, or complex noise passing through a window, are spatially extended and not point-like. With the aim of providing a compact representation, the source distributions are characterized by so-called source or excitation modes, similar to the work presented by Wu and Abhayapala. 23 In this work, the concept of the aforementioned reference is extended and a potential cross-correlation between the individual modes is taken into account. Furthermore, windowed source distributions of arbitrary angular extensions are analyzed. The approach outlined above should provide a means to predict the spatial coherence for any pair of positions within the region of interest, while no sensors are required at the points of interest. In addition, it should give insights into the properties of real sources-it was already shown 24, 25 that vibrating surfaces such as the diaphragm of a loudspeaker can be well described using spatial basis functions.
The remainder of this paper is structured as follows. In Sec. II, the problem tackled in this work is stated and general definitions are formulated. Section III is dedicated to cylindrical surfaces covered with a continuous distribution of elementary line sources, where a relation between the cross-correlation of the source modes and the resulting spatial coherence of the evoked 2D variant sound field is derived. A spherical distribution of elementary point sources is considered in Sec. IV, and the correlation of the source modes is related to the spatial coherence of the resulting 3D variant sound field. The theoretical findings and derived analytic expressions for the spatial coherence are verified by simulations in Sec. V before the work is concluded in Sec. VI.
II. PROBLEM FORMULATION AND DEFINITIONS
The spatial coherence between the signals observed at positionsx l andx is defined as
where x ¼ 2pf denotes the angular frequency, Ux lx is the cross-power spectral density, and Ux lxl and Ux x are the auto-power spectral densities. In this work, it is assumed that all signals can be characterized as ergodic random processes. The power spectral densities (PSDs) in (1) can then be obtained according to
where P represents the sound pressures at the observation points, EfÁg is the expectation operator with respect to (w.r.t.) time, t indicates a time frame of the short-time Fourier transform (STFT), and ðÁÞ Ã denotes complex conjugation.
The aim of this work is to quantify the spatial coherence between an arbitrary pair of observation points located in a sound field evoked by spatially extended noise sources. For this purpose, the investigations of Cox 26 serve as a starting point, where the sound field was assumed to be a superposition of uncorrelated plane waves originating from arbitrary directions. We extend this work to sound fields evoked by a continuous distribution of elementary line or point sources and, furthermore, introduce a modal description which considers a potential correlation between the individual elementary sources. As a special case, continuous distributions of line sources with limited angular extension are treated. The presented analysis could be beneficial for efficient implementations of various algorithms, e.g., in the field of ANC, notably if exploiting a sparse representation of the sound field in the modal domain. 27, 28 Throughout this work, all signals are assumed to have a harmonic structure with a time dependency of expðþixtÞ, and the forward Fourier transform of a function f(t) is defined as
We stress that different definitions 29 are used especially in the acoustics community, which would change, e.g., the formulations of the 2D and 3D Green's functions in Eqs. (5) and (25) , respectively.
III. SPATIAL COHERENCE FOR CONTINUOUS DISTRIBUTION OF LINE SOURCES EVOKING 2D VARIANT SOUND FIELDS
A. Modal description of the cross-power spectral density in 2D
Let us consider a planar region of interest R which is located in the x-y plane and surrounded by a closed contour Y. This contour accommodates a continuous distribution of infinitely long line sources extending along the z axis. Since the line sources are oriented perpendicularly w.r.t. to the x-y plane, the resulting sound field is z-invariant. The sound pressure P at any positionx 2 R in the 2D region of interest can be expressed as
where S characterizes the noise source in the STFT domain at a particular positionỹ 2 Y on the contour, k ¼ x=c is the wave number, and c denotes the speed of sound. Assuming free-field propagation, the transfer function betweenỹ andx is given by the 2D Green's function
where H 
If all pointsỹ of the source distribution lie on a circle with radius R ¼ jjỹ jj 2 centered at the origin of the coordinate system, they can be more conveniently represented by their angles / y ¼ /ỹ w.r.t. the x axis. This allows us to describe a noise source S R distributed along a circular contour Y with radius R using a Fourier series expansion
where b m are the weights of the basis functions expðim/ y Þ, which are referred to as excitation or source modes here. In order to separate the variablesx andỹ in the argument of the Hankel function in Eq. (5), which is helpful for the integration in Eqs. (4), (6) 
where the circle above Ux 1x2 indicates that the integration is performed over a circular contour in the angular interval ½0; 2pÞ, and H
Ã is the n 0 th order Hankel function of the first kind. The auto-power spectral densities Ux 1x1 and Ux 2x 2 can be computed analogously to Eq. (9) such that the spatial coherence can eventually be obtained according to Eq. (1).
Due to the orthogonality of the complex exponential functions, the expression for the cross-power spectral density in (9) significantly simplifies according to
In practice, the number of modes utilized to describe the true sound field is usually truncated while still retaining a sufficient accuracy. Given that the area of interest R has a radius of r max , the summation in Eq. (10) can be limited to n; n 0 ¼ ÀN; …; N, where
with k max ¼ x max =c, the ceiling operator dÁe, and e being Euler's number. Choosing this number assures that the approximation error of the sound field within R will be below 16.1% for angular frequencies up to x max . 32 
B. Cylindrically isotropic noise field
Let us consider the special case of uncorrelated source modes with unit power for all frequencies x. In this case, q ÀnÀn 0 ðxÞ ¼ d nn 0 , with d nn 0 representing the Kronecker delta, and Eq. (10) reduces to
If we furthermore assume the far-field case with kR ) 1, we can exploit the large-argument approximation of the Hankel function 33 and approximate Eq. (12) according to
ðxÞ % p 2kR
where DX ¼ jjx 1 Àx 2 jj 2 and Graf's addition theorem for the Bessel function 33 is exploited to obtain Eq. (14) from Eq. (13). After computing the auto-power spectral densities atx 1 andx 2 according to Eq. (14) , the spatial coherence in Eq. (1) results in the well-known coherence for a cylindrically isotropic noise field,
That is, a continuous distribution of line sources located on a circular contour with a large radius results in an isotropic noise field inside the contour if all source modes are mutually uncorrelated and the corresponding weights are of equal power.
C. Sources of limited angular extension
Next, we consider the case where the sound source does not surround the area of interest completely, i.e., Y is not a closed contour, but an arc with angular extension D/ y . The resulting cross-power spectral densities can again be obtained from Eq. (9), where the integration must be limited to the desired interval. Without loss of generality, we consider the source distribution to be centered at / y ¼ 0 such that the source extends in the interval ½ÀD/ y =2; D/ y =2. This limitation of the source extension can be described by a multiplication of the sound pressure S R on the contour with a rectangular window function in the angular domain. After performing this windowing operation and the integration in Eq. (9), we obtain Ux 1x2 ðxÞ
where sincðnÞ ¼ sinðnÞ=n. An inspection of Eq. (16) reveals that a multiplication with a rect-function in the angular domain results in a discrete convolution of q mm 0 with a sinc-function in the modal domain. Again, the number of modes utilized to describe the sound field can be limited according to Eq. (11). However, due to the involved convolutions, source modes m; m 0 > N will also have an impact on lower-order modes n; n 0 N. This implies that the modal truncation can only be done after performing the convolution. To realize the sinc-function in practice, a window with a suitably chosen length needs to be applied such that the approximation error can be neglected. It is worth noting here that for the special case D/ y ¼ 2p, the sinc-functions will always be zero except for m ¼ Àn and m 0 ¼ Àn 0 leading to a value of 1, which means that Eq. (16) becomes identical to Eq. (10).
D. Sources of limited angular extension represented by alternative basis functions
In order to precisely describe the rectangular function for windowed sources (see Sec. III C) by means of a Fourier series, theoretically infinitely many basis functions are required. It is thus desirable to utilize a set of orthogonal basis functions B m with limited angular support, i.e., basis functions which are nonzero only within the limited angular region of extension D/ y and zero elsewhere. A straightforward approach would be the use of windowed complex exponential functions,
the local spatial frequencies of which are integer multiples m of the local spatial fundamental frequency 1=D/ y determined by the window size. In comparison, the spatial fundamental frequency of the Fourier basis functions is 1=ð2pÞ. That is, the local spatial frequencies are scaled by a factor 2p=D/ y relative to the spatial frequencies of the Fourier basis functions. An illustration of the basis functions B m is given in Fig. 1 together with the basis functions used for the Fourier series expansion in Eq. (7). Note that, for simplicity and without loss of generality, the modified basis functions (17) are defined such that they are centered at / y ¼ 0 corresponding to y ¼ 0. Using Eq. (17), a sound source of angular extension D/ y can be conveniently described as
with g m being the weight of the corresponding basis function. Similar to a Fourier series expansion, the weights g m can be computed for a given sound pressure S R by evaluating the inner product
Following the same steps as above, i.e., substituting Eqs. (17), (5), and (8) into Eq. (6) and performing the integration, we can describe the cross-power spectral density for two observation points in an analogous way, To further illustrate the benefit of the new basis functions, we now consider an example where the angular extension of the noise source is an integer fraction of the entire circle, i.e., D/ y ¼ 2p=L with L 2 N þ . Let us assume that 2 M þ 1 of these basis functions are required in order to resolve a certain maximum spatial frequency within the angular window D/ y . If the same spatial frequency is to be resolved with the original excitation modes defined in Eq. (7) for the entire circle, 2L
M þ 1 modes are required. This is due to the fact that the angularly limited basis functions correspond to compressed versions of the original excitation modes and, thus, have an L times larger spatial frequency, which can be seen from Eq. (17) . In other words, L times fewer basis functions are required in Eq. (20) in order to model the same maximum spatial frequency as in Eq. (16) .
For an actual implementation of Eq. (20), it is necessary to truncate the individual summations. This truncation also allows to simultaneously and conveniently express the crossPSDs for a set of Q observations points using a compact matrix notation. For this purpose, we define a Q Â 2N þ 1 matrix ½Hðk;x; RÞ l;n ¼ H the 
where the superscripts ðÁÞ T and ðÁÞ H denote transposition and conjugate transposition, respectively, and the dependencies on the left-hand side are omitted for the sake of a compact notation.
For completeness, it should also be noted that an alternative way to define a set of orthogonal bases are the Slepian functions which, for the 1D case, are referred to as prolate spheroidal functions. 35, 36 The advantage of this kind of functions is that they are strictly limited in one domain while being maximally concentrated in the corresponding transform domain: For example, Slepian basis functions based on cylindrical harmonics would maximize the ratio of the energy within an angular window D/ y and the energy on the full circle, while only a strictly limited number of basis functions is used.
IV. SPATIAL COHERENCE FOR CONTINUOUS DISTRIBUTION OF POINT SOURCES EVOKING 3D VARIANT SOUND FIELDS
A. Modal description of the cross-power spectral density in 3D
The sound pressure at observation pointx for the 3D case is evoked by a continuous source distribution S defined on an acoustically transparent surface surrounding the region of interest, i.e.,
where G 3D is the 3D Green's function 30 andỹ represents a point on the surface A. Considering a spherical surface, any positionỹ 2 A can be parametrized by a constant radius R, an elevation angle h y , and an azimuth angle / y . The sound pressure S R on this sphere can then be described using spherical harmonics, 
with P jmj n being the associated Legendre function of degree n and order m. After introducing the nth order spherical Bessel function j n and spherical Hankel function h ð2Þ n of the second kind, the 3D Green's function can be expanded using the addition theorem, 
where q 
B. Spherically isotropic noise field
Similar to the 2D case, we specifically treat a noise source consisting of uncorrelated modes with unit power, i.e., q After utilizing the large-argument approximation of the spherical Hankel functions 31 for kR ) 1 and applying the addition theorem for the spherical Bessel function, 37 the cross-power spectral density in Eq. (27) 
Using this result and computing the auto-power spectral densities forx 1 andx 2 accordingly yields
ðxÞ ¼ j 0 ðkDXÞ ¼ sincðkDXÞ: (29) The expression in Eq. (29) describes the spatial coherence of a spherically isotropic noise field, which again is a wellknown result 34 and also referred to as diffuse noise.
V. SIMULATIONS
To validate the analytic description of the spatial coherence derived above, we conduct the following simulations: First, a set of discrete line sources located on a circular contour around the region of interest is investigated in Sec. V A. These line sources cover different angular extensions and directly define the sound pressure on the cylindrical surface surrounding the observation region. In the second simulation, presented in Sec. V B, an "open window" scenario is mimicked, where the sound waves created by multiple simultaneously active line sources travel from the outside through an opening into the region of interest. For both scenarios, a sampling frequency f s ¼ 8 kHz is used, and the spatial coherence at the observation points as obtained with PSDs computed after Eq. (21) is compared to a classical coherence estimation using the Welch method applied to the simulated signals at the actual observation points.
A. Mutually independent line sources on a circular contour
Let us consider a continuous distribution of line sources located on an arc of angular extension D/ y . This source distribution is approximated by N S discrete line sources located on the arc with an inter-element spacing of 0:5 , where the number N S of utilized sources depends on the angular extension D/ y . These line sources emit mutually uncorrelated white Gaussian noise signals of equal power such that the sound pressure at different discrete source positions on the contour is spatially white. A schematic illustration of the considered setup is given in Fig. 2 , where the source positions and observation points are represented by solid dots and microphones, respectively. All observation points are located on a circle of radius r ¼ 0. ; 45 ; 60 ; 90 ; 135 ; 180 ; 270 ; 360 g are considered. It should be noted that, even though the spatial coherence obviously is a function of k and the spacing between the observation points, we consider a fixed spacing and treat the angular extension as a variable here to evaluate the impact of differently-sized sources.
To evaluate the PSD matrix U in Eq. (21) for the considered setup, the correlation matrix R gg for the weights g m is required. However, due to the fact that the signals on the contour are spatially white, the weights g m for the basis functions B m defined in Eq. (17) also need to be mutually uncorrelated and of equal power. This can be seen by investigating the respective correlation matrices: Let sðt; xÞ ¼ ½Sðỹ 1 ; t; xÞ; …; Sðỹ N S ; t; xÞ T be a vector capturing the individual source signals and let R ss denote the corresponding correlation matrix, which is defined as R ss ðxÞ ¼ Efsðt; xÞs H ðt; xÞg:
In the case of mutually uncorrelated source signals of unit power, the correlation matrix R ss results in an identity matrix. For discrete source positions, the weights g m can be obtained by computing the discrete equivalent of the inner product in Eq. (19), i.e., they are the result of an inverse spatial discrete Fourier transform (DFT) with scaled basis functions Eq. (17) . Therefore, the correlation matrix for the weights g m is given by R gg ðxÞ ¼ F H ðm; xÞ Efsðt; xÞs H ðt; xÞgFðm; xÞ;
where F represents the corresponding DFT matrix of dimension N S Â N S . As the DFT matrix is orthonormal, the correlation matrix R gg ðxÞ will also be an identity matrix in case of uncorrelated source signals of unit power, implying that the modal weights are also uncorrelated and of unit power. Consequently, the PSD matrix can be directly evaluated without an estimation of the correlation matrix. Note that an infinite number of basis functions B m would be required in order to obtain a constant power distribution on the entire (continuous) contour, as would be the case for the number of discrete line sources. However, due to the fact that only a limited number of modes have a nonnegligible contribution to the sound field at the observation points, i.e., within the region of interest R defined by a circle of radius r max , the higher-order basis functions can be neglected. 32 In practice, the number of observable basis functions is limited by the number of utilized microphones. Future work will consider the required number of basis functions for accurately describing the sound field within R.
The spatial coherence betweenx 1 andx 3 as obtained with the PSDs computed after Eq. (21) is shown in Fig. 3 for N ¼ M ¼ 20, which is twice the number resulting from Eq. the spatial coherence obtained by applying the Welch method to the simulated time-domain signals at the observation points is also plotted in Fig. 3 with dash-dotted lines. It can be seen that the simulated and the analytically evaluated spatial coherence curves match very well. As already mentioned above, uncorrelated source modes with D/ y ¼ 360 result in a cylindrically isotropic noise field corresponding to the zeroth order Bessel function, which can be clearly observed in the plot. For decreasing values of D/ y , the coherence increases on average. This is an expected result, as the continuous source distribution becomes a single line source if D/ y ! 0 , which results in a fully coherent sound field.
We now consider the second pair of observation points x 2 andx 4 , which are rotated by 90 relative to the first pair and separated by DY ¼ 0.4 m along the y axis. The resulting spatial coherence with PSDs according to Eq. (21) is shown in Fig. 4 for angular extensions D/ y 2 f20 ; 45 ; 60 ; 90 g and compared to the coherence for the first pair of observation pointsx 1 andx 3 . The plot reveals that the spatial coherence values strongly depend on the orientation of the pair of observation points. It can be seen that the spatial coherence is much higher if the connection line between the observation points is parallel to the principal orientation of the sound intensity, i.e., the "main" propagation direction of the sound waves (along the x axis), whereas lower values are obtained if the connection line is oriented perpendicularly. This can be explained with the trace wavenumber k jj , i.e., the "effective" wavenumber as observed by a pair of observation points, which is given by the projection of the wavenumber onto the connecting line. For a plane wave incident from direction / PW relative to the connecting line, the trace wavenumber is given by k jj ¼ k cosð/ PW Þ, implying that the observed wavenumber k jj may be much lower than k for some directions. Due to this projection, the orientation of the pair of observation points may have a strong impact on the coherence.
B. "Open window"
As a second simulation, we mimic a scenario where noise is traveling from the outside through an open window into the region of interest. That is, the sound pressure on the contour is not directly evoked on the same, but it results from four line sources located outside the window, as illustrated in Fig. 5 . Uncorrelated white Gaussian noise with variances r . To describe the diffraction effects due to the opening and the resulting noise field in the interior, the Huygens-Fresnel principle is applied. For this purpose, the sound field is sampled on the arc with an angular resolution of 0. 5 , where an elementary line source is placed at each of the sampling points.
The magnitudes of the resulting spatial coherence functions Cx 1 ;x 3 and Cx 2 ;x 4 for the horizontal and vertical microphone pairs, respectively, are shown in Fig. 6 . Illustrated are the coherence curves resulting from the Welch method in comparison to the coherence based on Eq. (21), where different values for the maximum order M 2 f5; 10; 20g of the excitation modes B m are evaluated. It can be seen in the left column that the coherence Cx 1 ;x 3 obtained with the proposed model for M ¼ 5 already matches the Welch-based coherence estimate very well, and an increase of M has virtually no effect. For the coherence Cx 2 ;x 4 plotted in the right column, however, there are severe deviations between the results obtained with the Welch method and the ones from the proposed modal description with M ¼ 5, even though the distances between the respective observation points are identical in both cases. These deviations are especially pronounced for higher frequencies. An increase of the maximum order of utilized excitation modes to M ¼ 10 significantly reduces the deviations, and the coherence curves match well for M ¼ 20. The coherence curves for M > 20 are not shown here as they are very similar to M ¼ 20. Figure 6 reveals that the number of excitation modes B m which is required to precisely describe the sound field varies strongly with the positions of the observation points. More precisely, a lower number of M is sufficient for the pair of observation points whose connection line points towards the opening, whereas larger values of M are required for the second pair of observation points oriented perpendicularly. This can be explained by the fact that the wave fronts in the region of interest travel mainly from the right to the left, where the coherence along the propagation direction does not change significantly. In contrast, the sound field may vary strongly in the vertical direction, which is captured by the pair of observation points oriented perpendicularly to the main propagation direction. This behavior is similar to the one already observed in the first simulation (see Fig. 4 ) and is again related to the trace wavenumber.
VI. CONCLUSIONS AND OUTLOOK
This contribution provides a general analytic description for the spatial coherence of noise fields evoked by a given pressure distribution on a cylindrical or spherical contour surrounding the region of interest. According to the Huygens-Fresnel principle, the sound pressure on these contours has been represented by a continuous distribution of elementary line or point sources. To model the spatial characteristics of the source distribution on the contour, orthogonal excitation modes have been utilized, where a potential cross-correlation between different modes has been taken into account. Based on this representation, a connection between the cross-correlation of the excitation modes on the contour and the spatial coherence of the resulting noise field in the interior has been established for the free-field case and source distributions of arbitrary angular extensions. Furthermore, the well-known expressions for the coherence of cylindrically isotropic and diffuse noise fields have been derived using the modal representation. By means of different simulated noise fields, the presented analytic expressions for the spatial coherence have been verified and compared with estimates based on the Welch method.
It has been shown that the derived relations allow for the computation of the spatial coherence for known source distributions at any pair of observation points in the free space, while no sensors are required at the same. Thereby, an upper bound for the performance of an ANC system can be predicted at any position in the region of interest. In order to assess the maximum possible performance of global ANC for real scenarios, it is necessary to gain insights into the behavior of real noise sources, i.e., understanding the shape and number of active excitation modes as well as the crosscorrelation between them, which is a topic for further research. Therefore, this work may be seen as the first steps towards a possibly compact or even sparse representation of spatially extended noise sources, which could be especially beneficial when aiming at efficient and global ANC. 
