Abstract: In this paper, a definition of a class of rational function matrices called a type-1 matrix is given. Two illustrative examples show that the type-1 matrix can describe most of linear physical systems. It is proven that the type-1 matrix satisfies two properties that its characteristic polynomial in the ring F(z)[ ] has no nonzero constant eigenvalues or nonzero multiple factors in F (z)[ ]. The author present some controllability criteria of the linear systems whose characteristic polynomials have no nonzero multiple factors in
where X∈R n , U∈R g , and Y∈R e . Let z 1 , z 2 , … , z q be q independently variable parameters (independent parameters or paraemters for short). Let z=(z 1 , … , z q ). The domain of z is R q . R q is also said to be the parameter space. Let F(z) denote the field of the rational functions with real coefficients in the q parameters z 1 , … , z q . A matrix M(z) is called a rational function matrix (RFM) or a matrix over F(z) if each entry in M(z) is a member of F(z). The system (1.1) is called a rational function system (RFS) or a system over F(z) if all the coefficient matrices A, B, C and D are RFMs. Let F(z) [ ] denote the ring of all the F(z) coefficient polynomials in .
The following two properties were introduced . by Lu and Wei (1991) .
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Definition: Let A be an n n matrix over F (z) .
Then its characteristic polynomial det( I-A)∈F(z)[ ].
The martix A is said to be of Property 1 if m* {z∈R q | det( I-A)=0 has nonzero multiple roots}=0; A is of property 2 if m* {z∈R q |det(rI-A)=0}=0, where r is a nonzero constant, m*{…}=0 denotes that the Lebesgue measure of the point set {…} is zero. Property 1 means that the nonzero eigenvalues of A have multiplicity 1 for almost all z∈R q . Property 2 means that a nonzero constant r is not an eigenvalue of A for almost all z∈R q .
Definition: An n n matrix A =(a ij ) containing q independent parameters z 1 , … ,z i , … ,z n , z n+1 , … ,z q is called a type-1 matrix if when i<j, either a ij = a constant or a ij = a' ij z i and when i>j, a ij =a' ij z i , where a' ij =a' ij (z n+1 , … ,z q ) is a rational function in only z n+1 , … , z q in both cases i<j and i>j.
It will be proven in Section 4 that the type-1 matrix is of the two properties.
problem of structural controllability (see Section 6). The type-1 matrix can describe most of linear physical systems (see Section 2) although it is a class of RFMs. Therefore, it is necessary to prove Properties 1 and 2 of the type-1 matrix so as to analyze structural controllability and observability of linear physical systems. A linear system applied to engineering is a physical system. Thus, the investigation may be of significance from the viewpoint of physics.
In Section 2, the a uthor presents three generic examples to show that the type-1 matrix can describe most of linear physical systems. Some lemmas are derived in Section 3. It is proven in Section 4 that the type-1 matrix satisfies the two properties. Some questions are mentioned in Section 5. The structural controllability criteria for the rational function systems with Property 1 are stated in Section 6. In Section 7, as an example, the controllability of a type-1 system (its coefficient matrix A is a type-1 matrix) is analyzed.
It should be emphasized that there have been some parametrizations: Lin (1974) introduced a structured matrix (SM). A matrix is called an SM if each entry of the matrix is either fixed zero or free nonzero where its nonzero entries are considered to b e mutually independent parameters. Corfmat and Morse (1976) , Anderson and Hong (1982) , and Willems (1986) proposed three kinds of matrices whose entries are one-degree polynomials in independent parameters. They are said to be one-degree polynomial matrices for short. A matrix is called a column-structured matrix (CSM) if the different entries in a column of the matrix contain the same parameter factor, but the factors in distinct columns are independent of each other (Yamada and Luenberger (1985) ). A matrix of the form M=T+G is a mixed matrix if the 6nonzero entries of T are algebraically independent over the field to which the entries of G belong (Murota (1987 (Murota ( ,1998 Obviously, SM, CSM, one-degree polynomial matrix, mixed matrix or (C+V) -1 U can not express it.
TWO KINDS OF PHYSICAL SYSTEMS
The following examples show that the type-1 matrix can describe most of linear physical systems.
Example 1: Consider a linearized system consisting of mechanical, electric, thermal, pneumatic, liquid level, and hydraulic, etc., components in which there are n energy storage elements. The initial conditions of the n energy storage elements are considered to be independent. This assumption is very mild since it is satisfied in most linear physical systems.
One can choose the (angular) velocities of (inertia moments) masses, the capacitor voltages, the inductor currents, the temperatures of thermal capacitances, the air pressures of capacitances of vessels and the liquid heads of capacitances of tanks, etc., as the state variables of the system. One has the force (torque), current, voltage, heat flow, air flow rate and liquid rate, etc., balance equations (Ogate,1970) where
are the masses (inertia moments), capacitances, inductances, and thermal, air and liquid capacitances, etc., which are the parameters of n energy storage elements. Let Then by (2.1) and (2.2). Since the initial conditions are independent, det( ij ) 0 and
is the rational function in z n+1 ,…, z q which denote the physical parameters of q-n non-energy storage
elements. Obviously, the matrix a is a type-1 matrix.
Example 2: Consider a linear RLC network with n energy storage elements whose network without sources has not any capacitor-only loops or inductor-only cut-sets. According to the circuit theory (Kuh and Rohrer, 1965) 
Obviously, there do not exist any relations between
A is a type-1 mat rix.
SOME LEMMAS FOR P(λ) IN F(z)[λ]
It is necessary to derive some lemmas before proving that a type-1 matrix is of the two properties. [λ] denote the ring of the R Z coefficient polynomials in λ. The following lemma is a conclusion in the algebraic theory.
and ϕ j ( ) the nonzero factor. If ϕ 1 ( )=ϕ 2 ( ), ϕ 1 ( ) and ϕ 2 ( ) are called nonzero multiple factors.
which implies m*{ z∈R q | P(λ) =0 has multiple roots} =0.
Proof: Sufficiency is obvious. It is only necessary to prove necessity. Since P(λ) has no multiple factors, we let P(λ) be irreducible. Then necessity holds by Lemma 2. Suppose 
, the conclusion is obvious by the definition of determinant.
Remark 1: Obviously, the coefficient a k in Lemma 5 does not contain any nonzero constant terms.
From Theorems 1, 2 and Lemma 5, Theorem 3 is immediate.
Theorem 3: The n n × matrix A with n parameters 
QUESTIONS
It has been proved in Section 4 that a type-1 matrix satisfies Properties 1 and 2. In this section, the author would like to mention some relevant questions.
We know that many matrices are of Property 1 and/or Property 2. It was derived (Murota [7] ) that if a mixed matrix has an eigenvalue which is transcendental over the subfield K, then it is a simple root, which is similar to Property 1. It is well known that SM and CSM are of Property 1 and it is not difficult to prove that they satisfy Property 2. The matrix (C+V) -1 U defined in [9] is also of the two properties. The type-1 matrix satisfies the two properties and can describe most of linear physical systems. Then, we have some questions. Does any linear physical system satisfy the two properties (if all of its physical parameters are regarded as independent parameters)? Are the two properties two fundamental properties depending on the structures of linear physical systems? The author hopes that the questions will invite further discussion.
6. SOME CONTROLLABILITY CRITERIA OF RFSS WITH PROPERTY 1
Let the system described by (1.1) be an RFS, T=
be its controllability and observability matrices respectively. Since they are dependent on z, T and 0 T are denoted by
Let S be a point set and m*S denote the Lebesgue measure of the set S. (i.e.,T(z) has n column vectors which are linearly independent over F(z)); otherwise, it is uncontrollable over F(z). RFS (1.1) is observable over F(z) if det(T 0 T (z)T 0 (z)) is a nonzero member of F(z); otherwise, it is unobservable over F(z).
This lemma is obvious form algebraic theory.
Remark 2: By the above definitions and Lemma 6, the structural controllability (structural observability) is equivalent to the controllability (observability) over The proofs of the following theorems are omitted because of the length limitation.
Theorem 5: Let A be an n n × matrix over F(z). 
, where A i and B i are respectively an
Theorem 7: Let the n×n matrix A be of Property 1 and B an n×m matrix over F(z). Then there exists some invertible matrix P over F(z) such that 
APPLICATIONS TO STRUCTURAL CONTROLLABILITY
Since the structural controllability is equivalent to the controllability over F(z), it is only necessary to discuss the controllability over F(z) for an RFS.
Example 3: Consider an RLC network shown in Fig.2 after the references, whose state equation is In addition, some applications of Property 2 to structural controllability and observability were presented in the paper (Lu and Wei,1991) . Fig.2 
