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Abstract
Modeling of the field distributions from electromagnetic sources is of in-
terest for various applications including electromagnetic compatibility in-
vestigations, near-field to far-field transformations, antenna diagnostics and
electromagnetic dosimetry. In order to determine whether exposure safety
guidelines, such as the EU directive 2004/40/EC, are complied with, source
modeling methods are important.
Two methods for determining the total field, including phase informa-
tion, when only field amplitudes have been measured on a set of planes in
front of an electromagnetic source have been developed. The first method,
the adjoint field method, is a gradient based optimization algorithm based
on the adjoint fields. The second method, the phase angle gradient method,
employs an optimization algorithm based on the phase angle gradients of a
functional.
The two methods have been tested for numerical test cases with both
high and low frequencies and the phase angle gradient method was found
to perform best. Moreover, it gave results that are in excellent agreement
with the correct phase. The phase angle gradient method was also tested
for measured magnetic flux density with low frequency from a transformer
and for electric field with high frequency from a mobile phone. For the cases
with measured field the obtained phase angles on the measurement plane
closest to the source gave calculated field on other measurement planes that
agrees well with measured field.
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Chapter 1
Introduction
Electromagnetic fields are used for transferring information in wireless com-
munication applications such as mobile communication, radio and television.
Many other sources, for example welding machines and power lines, also give
rise to electromagnetic fields. It is important to be able to model the field
distribution from the electromagnetic sources for different reasons. Firstly
it is important to model the distribution of the fields to make sure that
various electromagnetic devices work as intended. Secondly it is essential
to know the field that one device give rise to in order to make sure that
other electromagnetic equipment is not disturbed by the device. Moreover
it is crucial to investigate whether there are risks for adverse health effects
associated with the fields and if so try to avoid these risks.
One way to model an electromagnetic source is to first measure the field
values on a surface between the source and the area of interest. The mea-
sured field components can then be used in an electromagnetic solver to
calculate the field distribution in the area of interest. Measurements of both
amplitude and phase of the field generally require more efforts and are more
expensive than amplitude-only measurements. Therefore methods that can
be used to retrieve the phase from measurements of the field amplitudes on
a set of measurement planes in front of the source are of large interest. An
important advantage with this kind of source modeling method is that it
can be used for different electromagnetic sources without detailed knowl-
edge of the sources. In order to obtain the field inside humans exposed to
electromagnetic sources, a model of the dielectric properties of a human can
be inserted in the computational domain of the electromagnetic solver.
It is well known that electromagnetic fields could be harmful to humans
when the intensity is high. One well known example of that electromagnetic
fields can be used to obtain high temperatures in biological materials, is
heating of food in microwave ovens. It is however not so easy to determine
how large the field intensity and exposure time need to be, to cause ad-
verse health effects. To investigate the health effects of exposure to electro-
magnetic fields, epidemiologic research has been performed [1–7]. Exposure
1
2 Chapter 1. Introduction
safety guidelines, which are intended to provide protection against known
adverse health effects, have also been formulated [8]. In order to determine
whether the exposure safety guidelines are complied with in different expo-
sure situations, it is important to be able to calculate the electromagnetic
fields inside humans.
1.1 Exposure safety guidelines
The International Commission on Non-Ionizing Radiation Protection (IC-
NIRP) has provided guidelines in [8], which are intended to provide protec-
tion against known adverse health effects. Basic restrictions are provided, on
current density, for frequencies between 1 Hz and 10 MHz, to prevent effects
on nervous system functions and on specific energy absorption rate (SAR),
for frequencies between 100 kHz and 10 GHz, to prevent unwanted heating
effects. Restrictions are provided on both SAR and current density in the
100 kHz-10 MHz range. There are SAR restrictions both for whole-body
average SAR and localized SAR.
For comparison with measured values of physical quantities, ICNIRP also
provides reference levels. The field in front of an electromagnetic source can
be measured and compared with the reference levels rather easily, whereas
it is more complicated to find out how large current density or SAR the
source can give rise to in a human. Compliance with all the reference levels
is intended to ensure compliance with basic restrictions. If on the other
hand measured values exceed the reference levels, it is not certain that the
basic restrictions have been exceeded.
Results presented in [9] suggest however that in some numerical test cases
with children exposed to fields with frequencies above 1 GHz, the ICNIRP
reference level does not provide a conservative estimate of the whole-body-
averaged SAR restriction. Thus it is important to be able to calculate the
fields in humans, to make it possible to check whether the basic restrictions
have been exceeded or not, both in situations with measured field values
above and below the reference levels.
The ICNIRP exposure restrictions are more stringent for the general
public, than for the occupationally exposed population. The argument for
this is that members of the public may not even be aware of their exposure to
electromagnetic fields, whereas people who are exposed to electromagnetic
fields in their work environment hopefully are both aware of potential risks
and trained to take precautions when appropriate.
The EU directive 2004/40/EC contains minimum requirements to pro-
tect workers exposed to electromagnetic fields and is based on the guidelines
of ICNIRP, see [10]. The directive was due to enter into force in April 2008,
but the European Commission has proposed to postpone the deadline for
introducing legislation on workers’ exposure to electromagnetic fields until
30 April 2012, which will give time for amendment to the directive in order
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to take account of recent research findings on the possible impact of the
exposure limits on MRI [11]. Furthermore it is intended to review the situa-
tion for all sectors where personnel are exposed to electromagnetic fields and
the proposed postponement will allow time to take into account new rec-
ommendations from relevant international bodies [11]. The postponement
that the European Commission proposed was adopted, see the EU directive
2008/46/EC [12].
Recommendations to protect humans exposed to electromagnetic fields,
against harmful effects, can also be found in an IEEE standard [13]. The
OET Bulletin 65 [14] contains information that can be used in determina-
tion of whether proposed or existing transmitting facilities, operations or
devices comply with limits for human exposure to radio frequency (RF)
fields adopted by the Federal Communications Commission (FCC).
1.2 Electromagnetic fields and health
Studies have been performed to investigate the health effects of exposure to
electromagnetic fields. The effects of extremely low frequency (ELF) fields
are summarized by WHO [4] and the effects of radio frequency fields have
been reviewed by ICNIRP [5].
The ELF range include frequencies from 3 Hz to 300 Hz. Research results
indicate that ELF might increase the risk for childhood leukemia [2]. An
evaluation of evidence on the carcinogenicity of ELF fields, was performed
by the International Agency for Research on Cancer (IARC) [3]. IARC
judged ELF magnetic fields to be “possible carcinogenic to humans”.
The review article [1] summarizes the epidemiologic studies on the ef-
fects of radio frequency fields (RFs) and human health. Although radio
frequency fields do not have sufficient energy to destabilize electron config-
urations within DNA molecules [1], there has been concern about possible
carcinogenic effects associated with the fields. Possible mechanisms for such
effects is a topic that is still open for discussion.
Studies have been performed for various cancer types. The risks of glioma
and meningioma for mobile phone users have been studied in a joint study
performed in 13 countries; the Interphone study [6]. The study showed no
increased risks for mobile phone users, on the contrary a significant protec-
tive effect was seen for mobile phone use. These results have been questioned
and the Interphone researchers write that it is possibly due to participation
bias or other methodological limitations [6]. The risk of acoustic neuroma
in relation to mobile phone use have also been studied in the Interphone
project, the results from the whole study have not yet been published, data
from five north European countries were released in 2005 [7]. The study
suggests that in the first decade after starting mobile phone use there is
no substantial risk of acoustic neuroma, but an increase in risk after longer
time could not be ruled out.
4 Chapter 1. Introduction
1.3 Interaction between fields and the body
In order to understand how a human is affected by exposure to electromag-
netic fields, it is important to understand the interaction between electro-
magnetic fields and the human body. The interaction of electromagnetic
fields with biological systems changes its character with the frequency.
Ionizing radiation like x-rays can break chemical bonds, forming ions that
can damage biological systems [2]. In the rest of this thesis however ionizing
radiation will not be considered. Instead non-ionizing radiation will be the
focus. Non-ionizing radiation [8] includes all fields of the electromagnetic
spectrum that do not normally have sufficient energy to produce ionization
in matter and is characterized by energy per photon less than about 12 eV
or frequencies lower than 3 · 1015 Hz [8].
For situations with exposure to fields with low frequencies in the range
from a few Hz to 1 kHz effects on nervous system functions is a limiting
effect. In that range the thresholds for acute changes in central nervous
system excitability and other acute effects are exceeded, for levels of induced
current density larger than 100 mA m−2 [8]. Using a safety factor of 10,
the ICNIRP basic restriction on current density for occupational exposure
in the frequency range 4 Hz to 1 kHz was set to 10 mA m−2.
For high frequencies the heating effect of the field becomes important.
The heating effect is closely linked to the SAR value, which is absorbed
energy in body tissues per unit time and unit mass. According to [8], animal
data indicate a threshold for behavioral responses for a whole-body SAR
of between 1 and 4 W kg−1 and experimental evidence indicates that the
exposure of resting humans for approximately 30 min to fields producing
a whole-body SAR in that range results in a body temperature increase
of < 1 ◦C. More intense fields that produce larger SAR values can cause
overwhelming of the thermoregulatory capacity of the body and harmful
levels of tissue heating [8]. The ICNIRP basic restriction on whole-body
average SAR for occupational exposure in the frequency range 10 MHz to
10 GHz, 0.4 W kg−1, is obtained by using a safety factor of 10.
1.4 Calculation of current density and SAR
The RMS (root mean square) value of the current density Jrms and the SAR
are related to the RMS value of the electric field Erms through the relations
Jrms = σErms (1.1)
SAR =
σE2rms
ρ
, (1.2)
where σ is the conductivity and ρ the mass density. Thus, if the fields inside
a human are known, SAR and current density can easily be obtained.
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In order to determine whether exposure safety guidelines such as ba-
sic restrictions in the IEEE standard or basic restrictions provided by IC-
NIRP are complied with, it is therefore important to be able to calculate
the electromagnetic fields inside humans exposed to fields from electromag-
netic sources. To calculate the fields inside a human, different types of
electromagnetic solvers can be used together with a model of the dielec-
tric properties of the human. The finite-difference time-domain (FDTD)
method [15] is one numerical method, that can be used to solve Maxwell’s
equations and obtain the fields. The FDTD method is very suitable for
numerical dosimetry, in situations with exposure to high frequency fields.
For low frequency dosimetry one suitable method is the impedance method
described in [16]. Another method that can be used in numerical dosimetry
is the finite-element method. In [17] is for example a hybrid finite-element
method (FEM)/method of moments (MoM) technique employed for SAR
calculations in a human phantom in the near field of a base-station antenna.
1.5 Electromagnetic sources
Both at work places and elsewhere we are surrounded by electromagnetic
sources. Some examples are mobile phones, base stations, other devices for
wireless communication, plastic welding machines, devices for glue drying,
anti-theft devices, point welding machines, arc welding machines and power
lines. The sources give rise to fields with very different frequencies. Some
examples of frequencies used by mobile phones are 900 MHz and 1800 MHz.
Welding machines, on the other hand, can give fields with various frequen-
cies, for example 50 Hz.
When a suitable numerical method is used to calculate the fields in a hu-
man exposed to an electromagnetic source, the source needs to be modeled.
In view of the many kinds of electromagnetic sources that are present in the
world around us and since many electromagnetic devices also come in new
models year after year, it would be very nice with a source modeling method
that could be used for many of the different sources without requiring much
changes in the setup between the modeling of different sources.
There are different ways of doing source modeling. If for example the
FDTD method is used, one possibility is to insert models of both the source
and the dielectric properties of a human in the computational domain and
do the calculations. This requires however detailed knowledge of the source
and, if the source is complex, it can be both difficult and time consuming
to make such a model of the electromagnetic source.
Another possibility is to utilize the field equivalence principle [18] and
use measured field values on a planar surface positioned between the source
and the area for the calculation of the fields. If the total electric field, both
amplitude and phase, is known on the plane and the plane is large enough,
the known field values can be inserted in the FDTD calculation and the
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fields in the area of interest can be obtained, see figure 1.1. This method
Figure 1.1: Field values on a plane in front of the source can be used to
calculate the fields in the area of interest.
has the important advantage that it can be used for many different sources
without detailed knowledge of the sources.
For field measurements, for example, at work places, usually only the
RMS values of the fields are measured. Measurement instruments from
Narda [19] and the BMM-3 from EnviroMentor [20] are examples of instru-
ments that are used for field measurements where RMS values, but not the
phase difference between the field values in different measurement points,
are measured. To obtain the total field, including phase information, when
only field amplitudes have been measured on a set of planes in front of an
electromagnetic source, two different methods have been developed in this
thesis. One method is a gradient based optimization algorithm, based on the
adjoint fields. A second method employs an optimization algorithm based
on the phase angle gradients of a functional. The two methods are presented
and tested for various test cases in the papers A – E. Other phase-retrieval
methods can also be found in the scientific literature, see for example [21–33].
The different methods are discussed further in chapter 2.
In situations with exposure to monochromatic fields, the application of
the phase retrieval methods for source modeling is straight forward. Our
phase retrieval methods were originally developed for monochromatic fields
and not for fields with arbitrary time dependence. The methods may, how-
ever, also be used when the field from the source can be written as a sum
of different frequency components, if each component can be handled sepa-
rately.
Chapter 2
Source modeling using
measured field values
Measured fields on a Huygens’ surface enclosing an electromagnetic source,
can be used to calculate the fields outside the surface [18]. The Huygens’
surface can be approximated by a sufficiently large planar surface between
the source and the area for the calculation of the fields. The fields beyond
the surface can be obtained numerically, if the total electric or magnetic
field, that is both amplitude and phase of the field, on it is known.
Source modeling has been studied by a large number of authors. Methods
that utilize the measured total field in the vicinity of a source to determine
an equivalent magnetic current source, have, for example, been presented
by Taaghol et al. [34], and more recently by Las-Heras et al. [35]. An
equivalent current approach was compared with a modal expansion method
in [36]. Antenna diagnostics from near-field measurements was discussed
in [37] and [38]. Methods to represent antennas with equivalent radiation
sources consisting of dipoles were presented in [39] and [40]. Reconstruc-
tion of equivalent currents for a reflector antenna covered by a radome was
discussed in [41]. A formulation of the source reconstruction problem on ar-
bitrary three-dimensional surfaces based on integral equations, that is suit-
able for diagnostic applications even if fields close to the actual source are
required, was presented in [42] and [43].
In field measurements at for example work places is however usually only
the RMS values of the fields measured. Therefore we have developed two
methods, that recreates the phase information and thereby find the desired
total field, by using the measured field amplitudes on a set of planes in front
of the source, see figure 2.1.
The first method, the adjoint field method is a gradient based optimiza-
tion algorithm, based on the adjoint fields. The second method, the phase
angle gradient method, employs an optimization algorithm based on the
phase angle gradients of a functional. The methods extend previously made
constant phase approximations in [44].
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Figure 2.1: Source in front of planes where field amplitudes can be mea-
sured.
In this chapter other phase retrieval methods and these two methods,
which are presented and tested with various test cases in the papers A – E,
are described. The last section of the chapter deals with phase retrieval for
field with low frequency.
2.1 Phase retrieval in the scientific literature
Various authors have used different methods to try to recreate the phase
angles from phase-less field data, see for example [21–33]. Some of the meth-
ods, see e.g. [21–25], are gradient based and try to minimize a functional,
whereas other methods, see e.g. [26–29], try to recreate the phase angles in
an iterative fashion, by propagating field estimates back and forth between
different surfaces. Hybrid algorithms, that combine more than one method,
have also been presented, one of them in [30] and another one in [31].
Determination of radiation pattern, from phaseless near field data col-
lected over limited domains on planar surfaces, by minimization of a func-
tional, is discussed in [21]. A formulation of the problem of determining
radiation pattern, from phaseless square amplitude measurements over two
planes, as a quadratic inverse problem, is described in [22]. The radiated
field in the near zone is searched for using gradient based functional mini-
mization. Strategies to avoid getting trapped in local minima is discussed
both in [22] and in [25], where also another method, that uses measure-
ments with two different probes moved over a single surface, is discussed.
A method used in [23] and [24], use an expansion of an equivalent magnetic
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current distribution on a plane in front of the source and expansion coeffi-
cients, that minimize a cost function, are searched for with a gradient based
algorithm. In this method the measurement points can be on planes, but
can also be on any other arbitrary surface. A procedure that uses measured
amplitude distributions on spherical surfaces and searches for coefficients
for a spherical wave expansion, that minimize a cost function, is presented
in [33].
Phase retrieval in optics by a method that propagate field estimates back
and forth between different planes, using Fast Fourier Transform (FFT), was
put forward by Gerchberg and Saxton [26]. Between consecutive propaga-
tions in the algorithm, the field amplitudes are reset to the measured fields.
In [32] the Gerchberg-Saxton algorithm and related algorithms for phase
retrieval and also gradient search methods are discussed. After the early
work with phase retrieval methods in optics, other authors have used simi-
lar methods for phase retrieval in other applications [27–29].
An iterative Fourier procedure for phase retrieval in a forward-backward
fashion, used for constructing of the far-field pattern and diagnostic charac-
teristics of an antenna under test, has been presented in [28]. In a hybrid
method described in [30], a slightly modified version of the iterative Fourier
procedure used in [28] is combined with a method called the Differential
Evolutionary Algorithm, which is used to search for a suitable initial guess.
A method similar to the iterative procedure in [28], but used for the electric
field in a phantom with lossy liquid, can be found in [29]. To improve the
convergence of the phase retrieval method presented in [29], a three-step
algorithm that also utilizes a gradient search method, has been proposed
in [31]. A cylindrical phase retrieval algorithm, that propagate field esti-
mates back and forth and uses field intensity measurements made on two
cylindrical surfaces instead of planes, have been described in [27].
In the rest of this section three of the different phase retrieval algo-
rithms are described in more detail. To illustrate the principles for the dif-
ferent types of phase retrieval algorithms, three different kinds of methods
have been chosen. The first is gradient based like the phase angle gradient
method, the second searches for the phase in an iterative forward-backward
fashion and the third is a three-step algorithm in which different methods
are used in different steps.
2.1.1 Gradient based phase retrieval
A method that utilizes an equivalent magnetic current distribution, have
been presented in [23] and [24]. Their method uses an expansion of the
magnetic current distribution. In their method, the Cartesian components
of the current distribution on the z=0-plane, My and Mx, are, using M
subdomain-type basis functions, fm(x
′, y′), weighted by unknown complex
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coefficients Cx,m, Cy,m, approximated as
My(x
′, y′) ∼=
M∑
m=1
Cy,m · fm(x
′, y′) (2.1)
Mx(x
′, y′) ∼=
M∑
m=1
Cx,m · fm(x
′, y′). (2.2)
and a conjugate gradient algorithm with analytical derivatives is used to
search for expansion coefficients, that minimize the cost function
F =
N∑
n=1
[(
Emeasx,n
)
·
(
Emeasx,n
)∗
− (Ex,n) · (Ex,n)
∗]2 , (2.3)
where Emeasx,n is measured and Ex,n is calculated x-component of the electric
field in measurement point n. The measurement points for the method
can for example be on one or more planes, but they can also be on any
other arbitrary surface. Two independent minimizations, each one using
one component of the equivalent source and either the x-component or the
y-component of the electric field, is performed in the method. In [23] and [24]
results for various test cases for the method were presented and it was for
example reported that far-field results obtained for an aperture antenna,
using amplitude-only data over two planes, agree with results obtained using
both amplitude and phase information.
2.1.2 Phase retrieval in a forward-backward fashion
Phase retrieval in a forward-backward fashion is discussed in this section. An
example of an iterative process for recovering of the phase, using amplitudes
of the electric field components measured in a phantom with lossy liquid, is
described in [29]. The field amplitudes are measured in two planes in the
phantom. The used phase retrieval algorithm is applied to one Cartesian
component of the field at a time and works as follows.
The phase angles on the plane closest to the source are set to some initial
values and the complex field they give together with the measured ampli-
tudes, is propagated using plane wave spectrum techniques to the second
plane. Then the field amplitudes are reset to the measured ones and the
field is propagated back to the previous plane. The reseting of the ampli-
tudes to the measured values followed by propagation to previous plane is
repeated a number of times, so that the field is propagated back and forth
between the two planes. This is done until the accuracy is good enough or
the number of iterations is large enough.
2.1.3 Combination of different methods
The method described in 2.1.2 suffers, according to [29], from a stagnation
problem. To improve the convergence of the phase retrieval, a three-step
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algorithm has been proposed in [31]. The algorithm consists of the following
steps:
1. A number of phase distributions φn1 on plane 1, the plane closest to
the source, are tested. Some of the phase distributions, that together
with the measured amplitudes on plane 1 give the best resulting field
amplitudes when propagated to the second plane, are kept for further
use in the next step.
2. Each of the kept φn1 are used as the initial values of the phase angles
on plane 1. For each of the initial phase distributions, the field is
propagated back and forth between the two planes according to the
same principle as for the method in [29], that is described in 2.1.2.
3. A gradient search method is applied to the best of the resulting phase
distributions in step 2.
It was found in [31] that the addition of more steps to the previous algorithm
described in 2.1.2 improved both accuracy and robustness.
2.2 Developed phase retrieval methods
In this section the two phase retrieval methods we developed, the adjoint
field method and the phase angle gradient method, are described.
2.2.1 The adjoint field method
The adjoint field method involves finding equivalent dielectric properties
between two parallel planes, e.g. the planes 1 and 2 in figure 2.1. If the
measured electric field amplitudes on plane 1 are used as source with the field
components set to be in phase, these properties should yield the correct total
field, phase as well as amplitude, on the planes 2 and 3. The FDTD method
is used for the calculations, and a gradient based optimization algorithm is
used to find the equivalent dielectric properties.
Versions of this type of optimization algorithm is also used in microwave
tomography and can be found in [45–49]. In the tomography application de-
scribed in [47–49], the dielectric properties  and σ in an area, are searched
for. As illustrated in figure 2.2, the area where the dielectric properties are
searched for is surrounded by transmitting/receiving antennas represented
by black dots. One antenna at the time is used as transmitter, while the
others are used as receivers, that measure the field. This is done repeat-
edly until each antenna has been used as a transmitter. A gradient based
optimization algorithm is used to try to find dielectric properties, that in
numerical calculations give field values as close to the field values measured
by the receivers as possible.
For the source modeling application considered here we search for the
equivalent dielectric properties, that gives the correct total field on the
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Figure 2.2: Area where the dielectric properties are searched for in the to-
mography application, surrounded by transmitting/receiving
antennas, represented by black dots.
planes 2 and 3 in figure 2.1. This is somewhat different than the tomography
application. The measurement points on the planes 2 and 3 in figure 2.1
correspond to the points where the receiving antennas are located in the to-
mography application. In the tomography application each antenna is used
as a transmitting source. Here the measured electric field amplitudes on
plane 1, with the field components set to be in phase, is used instead as only
one source.
In the original [47–49] optimization algorithm the functional to be min-
imized is
F (, σ) =
∫ T
0
M∑
m=1
N∑
n=1
(
|E¯m(, σ, R¯n, t)− E¯
meas
m (R¯n, t)|
2
)
dt, (2.4)
where E¯m(, σ, R¯n, t) is the calculated field and E¯
meas
m (R¯n, t) the measured
field on planes 2 and 3. M is the number of sources and N is the number
of measurement points on planes 2 and 3. The minimization is done with a
conjugate-gradient algorithm. The gradients can be written as
G(x¯) = 2
M∑
m=1
∫ T
0
˜¯Em(, σ, x¯, t) · ∂tE¯m(, σ, x¯, t)dt (2.5)
Gσ/〈σ〉(x¯) = 2〈σ〉
M∑
m=1
∫ T
0
˜¯Em(, σ, x¯, t) · E¯m(, σ, x¯, t)dt, (2.6)
where E¯m(, σ, x¯, t) is the numerically computed E-field in the area where
equivalent dielectric properties are searched for and ˜¯Em(, σ, x¯, t) is the solu-
tion to the adjoint problem with the residual between the computed field and
E¯measm (R¯n, t) as sources. 〈σ〉 is a parameter compensating for the different
scaling of the gradients.
Since the phase of the measured field is unknown, we have here mod-
ified the algorithm slightly so that the phase of E¯measm (R¯n, t) is set to be
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equal to that of E¯m(, σ, R¯n, t) at each iteration step of the procedure. The
amplitudes of E¯measm (R¯n, t) are obtained from the measurements.
Results for the adjoint field method can be found in the papers A and
E. Summaries of the two papers are given in 4.1 and 4.5.
2.2.2 The phase angle gradient method
The phase angle gradient method is based on the field equivalence principle.
Detailed descriptions of this principle can be found in for example [18] and
[50]. The field equivalence is, according to [18], a more rigorous formulation
of Huygens’ principle [51], that was introduced in 1936 by S. A. Schelkunoff
[52].
According to the field equivalence principle there are some different
equivalents that can be used to represent the actual electromagnetic source
in figure 2.1. One option is to imagine that a surface Sc that encloses the
source instead of its actual content is totally filled with a material that is a
perfect electric conductor, see figure 2.3. If a magnetic current density M¯eq
Figure 2.3: Equivalent that has the same fields outside the surface Sc as
the original problem
then is placed on Sc and
M¯eq = −nˆ× E¯1, (2.7)
where nˆ is a unit normal pointing out from Sc and E¯1 is the electric field
that the actual source would give on Sc, the resulting field outside Sc would
be the same as for the actual source.
The surface Sc can for example be chosen such that a part of Sc is a very
large plane surface parallel to and close to plane 1. If plane 1 is chosen large
enough, the field from the equivalent can be approximated with the field
from a magnetic current density on plane 1 in front of an infinite perfectly
conducting plane. By using mirroring the current density on plane 1 in front
14 Chapter 2. Source modeling using measured field values
of the perfectly conducting plane can be replaced by an equivalent magnetic
surface current density on plane 1 in free space
M¯s = −2nˆ× E¯p1, (2.8)
where nˆ is a unit vector perpendicular to plane 1 pointing towards the other
planes and E¯p1 is the electric field on plane 1.
The electric vector potential from M¯s in free space is
F¯ =

4pi
∫∫
S
M¯s(r¯
′) G(r¯, r¯′) ds′. (2.9)
Here, the surface S is plane 1,  is the permittivity and G(r¯, r¯′) is the Green’s
function
G(r¯, r¯′) =
e−jk|r¯−r¯
′|
|r¯ − r¯′|
, (2.10)
where k is the wavenumber. If the surface S is divided into a square grid
with the grid cell area ∆S, the integral can be approximated as
F¯ ≈

4pi
∑
p
M¯s(r¯
′
p) G(r¯, r¯
′
p) ∆S, (2.11)
where r¯′p represents the point in the middle of the grid cell number p. The
electric field can then be calculated using equation (2.11) and the relation
between E¯ and F¯ . If the system of coordinates is chosen such that plane 1
is the xy-plane, the resulting expressions are
Ex = −
∆S
2pi
∑
p
Ex(r¯
′
p)
∂G(r¯, r¯′p)
∂z
(2.12)
Ey = −
∆S
2pi
∑
p
Ey(r¯
′
p)
∂G(r¯, r¯′p)
∂z
(2.13)
Ez =
∆S
2pi
∑
p
(
Ex(r¯
′
p)
∂G(r¯, r¯′p)
∂x
+ Ey(r¯
′
p)
∂G(r¯, r¯′p)
∂y
)
. (2.14)
If plane 1 is chosen large enough and ∆S small enough, the equations (2.12),
(2.13) and (2.14) give good approximations for the fields on the planes 2 and
3.
The field amplitudes are known on plane 1, so the field on the other
planes can be regarded as a function of the unknown phase angles of the
tangential components of E¯ on plane 1.
After the phase angles on plane 1 have been initiated, e.g. to be zero,
the resulting field estimates on the planes 2 and 3 can be calculated. To
find the correct phase, the initial angles are altered in small steps, so that
the field amplitudes |Ei|n, where n is a computational grid point, converge
to the measured values |Emi |n. A functional J of the phase can be defined
as
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J ≡
1
2
∑
n
(
(|Ex|n − |E
m
x |n)
2 +
(
|Ey|n − |E
m
y |n
)2
+ (|Ez|n − |E
m
z |n)
2
)
.
(2.15)
The phase angles are changed in the opposite direction of the phase angle
gradients of J , so that J is minimized. To obtain expressions for the gra-
dients, the analytical derivatives of J with respect to the phase angles in
the measurement points on plane 1, are calculated. The phase angle gradi-
ent method is suitable for parallelization as many iterations are needed for
convergence.
It can be noted that J , unlike the cost function in equation (2.3) for the
method described in [23] and [24], contain all three field components and
gives resulting phase angles from the minimization, that contain information
on the phase difference between the different field components.
Although the phase angle gradient method originally was developed for
calculation of the phase angles of the electric field from measured electric
field amplitudes, it can, because of the symmetry of Maxwell’s equations,
also be used to calculate the phase angles of the magnetic flux density B¯
from measured amplitudes of B¯.
Results for the phase angle gradient method can be found in the papers
A – E. Summaries of the papers are available in chapter 4.
2.3 Phase retrieval for field with low frequency
Phase retrieval is not only of interest for situations with high-frequency
fields. It is also useful for modeling of sources with low-frequency electro-
magnetic fields, for which the distances between measurement planes become
small in terms of wavelengths.
2.3.1 Earlier work
Earlier work with source modeling for low frequency applications have been
performed by various authors. Source reconstruction for electromagnetic in-
terference (EMI) studies, using both field amplitude and phase, is described
in [53–55]. Attempts were made in [53] to do phase retrieval, but the results
were not encouraging. The authors concluded that this was due to the long
wavelengths of the radiated field. This problem is revisited in 2.3.2.
Baudry et al. [56] discussed near-field techniques in electromagnetic com-
patibility (EMC) investigations and presented results for a method in which
equivalent electric dipoles are used for source modeling. It can also be men-
tioned that similar low-frequency inverse source problems are relevant for
other fields of applications such as medical imaging by magnetoencephalog-
raphy (MEG) [57] or magnetization identification [58].
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2.3.2 The phase angle gradient method for low frequency
From the above discussion, it is clear that if phase retrieval can be performed
even for situations with distances between the measurement planes that are
small in terms of wavelengths, it is of large interest for EMC applications.
Low-frequency phase retrieval is also interesting for electromagnetic dosime-
try and it is demonstrated in the papers B and C that such phase retrieval
really is possible with the phase angle gradient method (PAGM).
The PAGM works with distances between scanning surfaces much smaller
than a wavelengths this is in apparent contradiction with results of [22]. It
was reported in [22] that the distance between the scanning surfaces plays
an important role in determining the lack or occurrence of local minima.
Both theoretical investigations and experimental results were presented. A
practical procedure for antenna testing was also described in which the dis-
tance between the scanning surfaces was chosen to be of the order of a few
wavelengths. The method that was described in [22] is gradient based like
the PAGM and a functional is minimized.
However, an important difference between the two methods is the choice
of unknowns. In [22] the complex field was searched for and the functional
is formulated so that the inverse problem becomes quadratic. In the PAGM
we instead search for the correct phase angles that together with measured
field amplitudes on one measurement plane, give correct calculated field
amplitudes on two other planes. In other words, the unknowns that we are
searching for in the PAGM are the phase angles, but not the complex fields.
The tangential component of the electric field on the measurement plane
closest to the source E¯tan can be written as an expression containing the
measured amplitudes and sinusoidal functions of the unknown phase. As
discussed in section 2.2.2, the field on the other planes can be written in
terms of E¯tan. This leads to an inverse problem with a nonlinearity that is
not quadratic. So although the basic goal for the PAGM and the method
in [22] are to find the correct field from amplitude measurements, they are
quite different mathematically. Thus the results in [22] does not provide
information about whether the PAGM works for cases with plane distances
much smaller than the wavelength or not.
In this chapter we have described different phase retrieval methods. Next
chapter contains a discussion of electromagnetic calculations.
Chapter 3
Electromagnetic calculations
Solving Maxwell’s equations is required both in phase retrieval methods and
in dosimetry calculations. Maxwell’s equations can be written
∇ · (µH¯) = 0 (3.1)
∇ · (E¯) = ρ (3.2)
∇× H¯ = J¯ + 
∂E¯
∂t
(3.3)
∇× E¯ = −µ
∂H¯
∂t
, (3.4)
where E¯ is the electric field intensity, H¯ the magnetic field intensity, J¯ the
current density, ρ the volume charge density,  the permittivity and µ the
permeability.
There are several different numerical methods, that can be used to solve
these equations. Some examples are the impedance method [16], the finite-
difference time-domain (FDTD) method [15], the Finite Integration The-
ory [59], the Finite-Volume Time-Domain (FVTD) method [60], the HD-
FDTD method [61], the finite-element method (FEM), the method of mo-
ments (MoM), the hybrid finite-element method (FEM)/method of moments
(MoM) technique described in [17] and the FEM-FDTD hybrid method that
can be found in [62].
In situations with exposure to low frequency fields, one suitable method
is the impedance method described in [16, 63, 64]. For high frequency fields
the finite-difference time-domain (FDTD) method [15] is very suitable. An-
other method that can be used is the finite-element method. In [17] is for
example a hybrid finite-element method (FEM)/method of moments (MoM)
technique employed for SAR calculations in a human phantom in the near
field of a base-station antenna.
Once the electromagnetic fields inside the human have been calculated,
SAR and induced current density can be calculated and comparisons can be
made with the exposure safety guidelines.
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3.1 The FDTD method
For high frequencies the finite-difference time-domain (FDTD) method is
suitable. It was first presented by Yee in [15]. Further information about
the method can be found in for example [65]. One suitable application for
FDTD is for example mobile phone dosimetry. The use of FDTD for low
frequencies is limited by the large number of time steps that then is required,
if FDTD is used in the standard way. Methods have however been developed,
that makes it possible to also use FDTD for low frequencies, see [61,66].
The FDTD method deals with numerical approximations of Maxwell’s
equations in space and time using a staggered grid for the E¯ and H¯ com-
ponents of the field. The computational space is divided in cells of the kind
that are shown in figure 3.1. The positions where the field components are
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Figure 3.1: The Yee cell.
evaluated are indicated in the figure. In the standard Yee cell the E¯ com-
ponents are placed on the edges and the H¯ components on the faces, the
alternative Yee cell shown in figure 3.1 is suitable when subgridding is used
for modeling of biological tissues [67].
The electric field vector components Ex, Ey and Ez and the magnetic
field vector components Hx, Hy and Hz are located in the computational
space so that each H¯ component is surrounded by four circulating E¯ com-
ponents and each E¯ component is surrounded by four circulating H¯ compo-
nents, see figure 3.1.
All the E¯ components for a particular time are calculated using H¯ from a
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previous time point and the previous values of the E¯ components. Then all of
the H¯ components are updated using the E¯ field just computed. This cycle
is then repeated during the simulation time. Equations for time stepping of
the different field components can be derived using the integral forms of the
equations (3.3) and (3.4).
To demonstrate how this can be done, it is here shown how the time
stepping equation for the Hz component can be obtained. The integral
form of equation (3.4) can be written
∮
C
E¯ · dl¯ = −µ
∂
∂t
∫∫
S
H¯ · dS¯. (3.5)
This equation can be applied on the Hz component and the E¯ components
that surround it. If the E¯ components are considered constant along the
sides of a rectangular loop around Hz and Hz is considered constant on the
area bounded by this loop, we can write
−
(
E
n+1/2
x[i,j+1/2,k+1/2] − E
n+1/2
x[i,j−1/2,k+1/2]
)
∆x
+
(
E
n+1/2
y[i+1/2,j,k+1/2] − E
n+1/2
y[i−1/2,j,k+1/2]
)
∆y =
−µ
Hn+1z[i,j,k+1/2] −H
n
z[i,j,k+1/2]
∆t
∆x∆y. (3.6)
Here the indices |i,j,k refer to the x, y and z coordinates and |
n refer to the
time coordinate such that
Un[i,j,k] = U(i∆x, j∆y, k∆z, n∆t), (3.7)
where ∆x × ∆y × ∆z is the size of the Yee cell, ∆t is a time increment
and U is a field component. The H¯ components are evaluated for integer
time indexes 1, 2, 3, . . . and the E¯ components for half-integer time indexes
1/2, 3/2, 5/2, . . .. From equation (3.6) an expression for Hn+1z[i,j,k+1/2] can
easily be obtained.
It can be shown [68] that in order to ensure stability of the FDTD solu-
tion the time step ∆t has to fulfill the condition
∆t ≤
1
c
(
1
∆x2
+
1
∆y2
+
1
∆z2
)− 1
2
, (3.8)
where c is the maximum wave phase velocity expected within the model.
In many electromagnetic problems of interest the spatial domain of the
computed field is unbounded in one or more coordinate directions, so dif-
ferent kinds of absorbing boundary conditions have been developed over
the years. Highly absorbing boundary conditions have been presented by
Mur [69].
Later Berenger presented a perfectly matched layer (PML) for absorption
of electromagnetic waves [70]. In previous techniques a wave is absorbed
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without reflection only in particular cases, for example, if it is plane and
has a propagation direction that is perpendicular to the boundary [70]. For
the PML medium suggested by Berenger, on the other hand, the theoretical
reflection factor of a plane wave that hit a vacuum-layer interface is null at
any incidence angle [70].
A more recent development is the CPML formulation presented in [71].
The CPML offers advantages over traditional PML implementations. It is
highly absorptive of evanescent modes and it does not require modifications
when applying it to inhomogeneous, lossy, anisotropic, dispersive or nonlin-
ear media [71].
3.2 Insertion of source model
If the field from an electromagnetic source in free space is obtained using a
suitable phase-retrieval method as described in chapter 2 and an appropriate
method to compute the field in a human exposed to the source is chosen,
the next step is to insert the obtained field in the computation in a suitable
way.
An important issue to consider then is how much the field is perturbed
by the presence of a human. If the measured field in front of the source is
a magnetic field with low frequency, a reasonable approximation is, due to
the nonmagnetic nature of the human body, to assume that the presence of
the body does not perturb the magnetic field from the source significantly.
For a field with high frequency on the other hand it can be necessary to take
into account the presence of the human by using a total-field/scattered-field
formulation [65,69,72]. This is effective provided that the distance between
the human and the source is such that the source is insignificantly affected
by the presence of the human.
This kind of formulation is often used, in other applications, in order
to insert plane waves into FDTD computations. Figure 3.2 illustrates that
the computational domain for an FDTD computation can be divided in two
parts, the total field region and the scattered field region. The total field
E¯tot can be written
E¯tot = E¯i + E¯s, (3.9)
where E¯i is the incident field, that is the field that the source outside the
computational domain would cause in free space, and E¯s is the scattered
field. The FDTD equations are used to update E¯tot in the total field region
and E¯s in the scattered field region.
When the FDTD equations are evaluated for the total field at nodes
inside, but adjacent to, the boundary for the total field region, the total field
will be required from some nodes that are located outside this boundary. The
equations for the relevant nodes are then modified so that when the total
field inside the boundary is computed, the incident field is added to the
scattered field that is obtained from nodes outside the boundary. Similarly,
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Figure 3.2: The computational domain can be divided in two parts, the
total field region and the scattered field region.
when the scattered field is computed, the incident field is subtracted from
the total field obtained from inside the total field region.
In summary a magnetic field with low frequency is not affected much by
the presence of a human, whereas it should be taken into account that fields
with high frequency can be affected by the presence of a human in front of
the source.
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Chapter 4
Summary of papers
In this chapter a brief summary of the papers included in the thesis is given.
4.1 Paper A
Two different methods to recreate the phase angles from measured field
amplitudes on a set of parallel planes in the near field of an electromagnetic
source, are presented in this paper. The first method, the adjoint field
method, is a gradient-based optimization algorithm, based on the adjoint
fields. The second method, the phase angle gradient method, employs an
optimization algorithm based on the phase angle gradients of a functional.
Field values from an analytical formula for an infinitesimal dipole were
used to evaluate the methods, instead of measurement data. A 2D test
case, with the frequency 1 GHz, was used for the adjoint field method. The
correct phase angles and the phase angles that the adjoint field method
gives for the test case are shown in figure 4 in the paper. The phase angle
gradient method was tested for 3D test cases with the frequencies 1 GHz
and 100 MHz. The figures 6 and 7 in paper A show calculated and correct
phase angles for the 1 GHz case. In the figures 8 and 9 differences between
calculated and correct phase angles for the same case can be seen. The
summed and weighted phase angle error, as defined by equation 14 in the
paper, for the 1 GHz and 100 MHz test cases are shown as a function of
iteration number in the figures 11 and 12. Note that there is a misprint in
the caption of figure 11. It is written 16Hz, but it should be 1 GHz. It can
be noted in the figures that much fever iterations were needed for the 100
MHz case, than for the 1 GHz case.
The phase angle gradient method and the adjoint field method worked
well for the used test cases. The obtained summed and weighted phase angle
error, as defined by equation 14 in the paper, for the phase angle gradient
method is clearly below 0.1 rad. The methods are useful for modeling of
electromagnetic sources and have the important advantage that they can be
used for many different sources without detailed knowledge of the sources.
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4.2 Paper B
This paper contains a performance evaluation of the phase angle gradient
method that was presented in paper A. Phase retrieval based on field mea-
surements for different plane sizes and separations between the planes are
studied. Moreover the method is tested for different initial phase distri-
butions. The results show that the phase retrieval works well, even if the
separation between the measurement planes is small in terms of wavelengths.
Figure 3 in the paper shows results for a numerical test case with a source
consisting of five infinitesimal dipoles. Retrieved and correct phase angles
as well as the difference between them are shown. The results are for the
measurement plane closest to the source, plane 1. It can be seen that the
differences between calculated and correct phase angles are small, with the
exception of some unimportant larger errors in areas near rapid changes in
the phase and near the edges of the planes.
This is illustrated in figure 4, where correct field amplitudes and the
difference between calculated and correct phase angles on plane 1 for Ex, one
of the field components tangential to the measurement planes, are shown.
Small errors in the calculated phase can be observed at places where the
field amplitudes are large. Larger errors can be seen at places with smaller
amplitudes where the value of the phase not are important. Figure 5 and 6
illustrate that the calculated phase that the retrieved phase on plane 1 gives
on the next plane agrees well with the correct phase.
Figure 7 shows the summed and weighted phase angle errors, as defined
in equation 10, and the cost functions as function of iteration number, for
two different initial phase distributions. Both the phase distributions gave
small errors.
The phase angle gradient method was also tested for some test cases with
an infinitesimal dipole as source. To test the performance for the method an
initial test case was used, then the dimensions for that case, see figure 1 in
the paper, were increased with the same scale factor. That is the sides of the
measurement planes, the distances between them as well as the distance to
the source from the planes, were all scaled up by the same factor, while the
same source as in the first test case was kept. Figure 8 shows summed and
weighted phase angle errors for different scaling factors. The figure shows
small errors for distances between plane 1 and plane 2 that are smaller than
0.5λ. Even for a separation between the planes as small as in the scale of
10−9λ the error is small. For the distances 0.5λ and 0.7λ the errors are
larger.
To investigate further what is happening for the case with the distance
0.5λ between the first two planes, different initial phase distributions were
tested. One distribution with the initial value zero for all the phase angles
and two distributions with random phase were used. Four phase distri-
butions with random numbers in different intervals were also used. The
resulting summed and weighted phase angle errors can be found in figure 9.
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The figure illustrates that small errors can be obtained for some of the inter-
vals that are small enough, but for the other initial values the errors become
larger. To test whether the results could be improved, more iterations were
run. Figure 10 shows how the summed and weighted phase angle error varies
with the number of extra iterations, if the test case with initial phase angles
zeros is continued with more iterations. The results for three different cases
where the phase, before the extra iterations, in each point is set to a ran-
dom number in an interval around the obtained phase for the first simulation
part, are also shown in figure 10. The errors for the four cases decrease with
the number of extra iterations, but the resulting errors are still clearly larger
than the results, for cases with smaller distances between plane 1 and plane
2, in figure 8.
In summary the performance evaluation of the phase angle gradient
method showed that the method is able to accurately retrieve the phase
information for test cases with different sources as well as various separa-
tions between and sizes of the measurement planes. Moreover the method
works well even if the separations between the planes are much less than a
wavelength.
4.3 Paper C
In this paper the phase angle gradient method, that was presented in paper
A, was tested for magnetic flux density B¯ with the frequency 50 Hz. The
method was tested with both field values calculated with an analytical for-
mula and measured field in front of a transformer. A robot was utilized to
move a measurement probe between the measurement points in front of the
transformer, see figure 8 in the paper.
The field from a vertical infinitesimal dipole was used to test the phase
retrieval. Phase angles obtained with the phase angle gradient method, cor-
rect phase angles and difference between retrieved and correct phase are
shown in figure 2. It can be seen that there is a good agreement between
the retrieved and the correct phase. To investigate whether the phase angle
gradient method works well for different initial values for the phase angles,
the test case was run for some different initial values. Figure 3 shows the
functional J , as defined by equation 6 in the paper, as function of itera-
tion number for seven different initial phase distributions. In figure 4 the
obtained summed and weighted phase angle error, as defined by equation 7
in the paper, as function of iteration number for the different initial phase
distributions are shown. It can be seen that the method works well for
the different phase distributions. Figure 5 shows retrieved phase, correct
phase and the difference between them for a test case with an off-centered
infinitesimal dipole. It can be seen that the method performs well also for
this case.
To test the phase angle gradient method with measured field, measure-
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ment values from three vertical parallel planes in front of the transformer
were used to calculate the phase angles, see figure 1 in the paper. Fig-
ure 9 shows the obtained phase angles for a case with 161 x 90 measurement
points on plane 1 and 151 x 80 points on the other two planes. The distance
between the points on each of the planes in vertical as well as in horizontal
direction was 1 cm.
If the obtained phase angles are similar to the correct ones, they should
give calculated field amplitudes that are similar to the correct ones. There-
fore, the obtained phase angles on the plane closest to the transformer was
used to calculate the field amplitudes on the other planes. To test the num-
ber of points needed to get a good result, the distance between the mea-
surement points used in the phase-retrieval was varied, by omitting some of
the measurement points. Figure 10 (a) in the paper shows ratios between
the largest value of |calculated amplitude - measured amplitude| and the
largest measured amplitude on plane 2 for Bx, By and Bz, as a function of
distance between used measurement points. The corresponding ratios for
plane 3 can be seen in figure 10 (b). It can be seen that the errors are small
for the distances up to 7 cm, but that larger errors occur for the distance
10 cm.
For the distance of 2 cm between the used measurement points, field
amplitudes on another plane further away from the source than plane 3 were
also calculated. The measured field on this fourth plane were not used in the
calculation of the phase. In the figures 13 – 15 measured field amplitudes
and the differences between calculated and measured amplitudes are shown
for the different field components on the fourth plane. It can be seen that
the differences are small compared to the measured field amplitudes. The
ratios between the largest amplitude difference and the largest measured
amplitude, as defined in equation 9 in the paper, for Bx, By and Bz for the
fourth plane are for example 6.62 %, 9.51 % and 6.40 % respectively.
The phase angle gradient method worked well both for the numerical test
case and for the case with measured field values in front of a transformer.
The results in this paper together with the previous results in paper A show
that the phase angle gradient method is very versatile, since it can be used
for both high and low frequencies.
4.4 Paper D
This paper contains results for the phase angle gradient method for a test
case with a mobile phone. Field values measured with the dosimetric as-
sessment system DASY4 on a set of planes above the phone were used to
calculate the phase angles of the electric field, see figure 1 in paper C. The
measured field values were obtained from Ericsson Research in Stockholm.
Measurement values from the three planes that are closest to the phone
were used to calculate the phase angles. Only 6 x 11 measurement points
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were used on each plane. Therefore the measured field was interpolated
before the phase angle gradient method was used to calculate the phase.
The obtained phase angles on the measurement plane that is closest to
the phone were used to calculate the RMS values of the field on the two
other planes that were used in the calculation of the phase, plane 2 and 3,
and on another measurement plane that was not used in the calculations
of the phase angles, plane 4. Interpolated measured RMS values and the
differences between calculated RMS values and the interpolated measured
values for Ey on plane 4 are shown in figure 2 of paper C. Figure 3 and
4 show the corresponding results for Ex on all the planes where the RMS
values were calculated and for Ez on plane 4.
As illustrated by the figures, the phase angle gradient method worked
well for the test case. The obtained phase gave calculated field values that
are similar to the correct values for Ey and Ez on plane 4 and for Ex on
the planes 2 and 3. Since quite few measurement points were used in the
calculation of the phase angles, it is probably possible to improve the results
for Ex on plane 4, if more measurement points and larger planes are used.
4.5 Paper E
The adjoint field method and the phase angle gradient method are compared
in this paper. The two phase retrieval methods were previously presented
in paper A, but only a 2D implementation of the adjoint field method was
available. In this study a 3D version of the adjoint field method is presented
and compared with the other method. The 3D implementation of the ad-
joint field method was tested both with a test case with chosen dielectric
properties and with field from an infinitesimal dipole.
In the case with chosen dielectric properties the field amplitudes on plane
1, see figure 1 in the paper, for one Cartesian component tangential to the
plane, Ey, was set to 1 V/m on the plane. The amplitudes of the other
tangential field component, Ex, was set to zero on the plane. The phase
for Ex and Ey was also set to zero on the plane. A dielectric box with
r = 2 was inserted in the volume between plane 1 and 2. The chosen
field on plane 1 was used as source with the frequency 250 MHz. FDTD
was used to calculate the field that the source together with the chosen
dielectric properties gave on the other planes. The field amplitudes of Ey
on three planes were then used to try to retrieve the phase of the field and
the dielectric properties between plane 1 and 2. In figure 3 the retrieved
phase for Ey on plane 2 and the difference between the retrieved and the
correct phase are shown. It can be seen that the error for the phase is small.
Figure 2 shows cross sections of the retrieved r and the correct r. It can be
noticed that the retrieved r is somewhat lower than the correct r, but the
retrieved object is also larger than the correct object in z-direction. More
sources and receivers placed on different sides of the dielectric box could
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probably improve the reconstruction of r.
The adjoint field method was also tested with 500 MHz field from an
infinitesimal dipole. Figure 4 (a) shows correct phase angles calculated with
an analytical formula. In figure 4 (b) the phase that was retrieved with the
adjoint field method is shown. The phase angle gradient method was also
tested with field from the infinitesimal dipole. The resulting retrieved phase
and the difference between the retrieved and the correct phase are shown in
figure 4 (c) and (d). It can be seen in figure 4 that the phase angle gradient
method performed better than the adjoint field method. Moreover it gave
results that are in excellent agreement with the correct phase.
Chapter 5
Conclusions
Two methods to recreate the phase angles from measured field amplitudes,
the adjoint field method and the phase angle gradient method, have been
presented in paper A. The methods were tested with good results for test
cases with field values from an analytical formula. A performance evaluation
of the phase angle gradient method has been described in B. The method
worked well for different sources as well as for different sizes of and distances
between the measurement planes. The results showed that the method is
capable of retrieving phase information even if the separations between the
planes are small in terms of wavelengths. The phase angle gradient method
was also tested for measured magnetic flux density with low frequency from
a transformer, in paper C, and for electric field with high frequency from a
mobile phone, in paper D. For the cases with measured field the obtained
phase angles on the measurement plane closest to the source gave calculated
fields on other measurement planes that agree well with measured fields.
The comparison in paper E showed that the phase angle gradient method
gave much better result than the adjoint field method.
The developed methods are very useful in situations with an electro-
magnetic source that is too hard or time consuming to make an accurate
model of. Applications where phase retrieval is useful include electromag-
netic dosimetry, electromagnetic compatibility investigations, near-field to
far-field transformations and antenna diagnostics. In view of the many kinds
of electromagnetic sources that are present in the world around us, an im-
portant advantage with the methods is that they can be used for many
different sources without detailed knowledge of the sources.
A limitation with the phase angle gradient method is that in some expo-
sure situations the distance between the human and the source can be such
that the source is significantly affected by the presence of the human and
then it may not work so well to insert the obtained free space field with the
total-field/scattered-field formulation. Therefore, it would be interesting to
investigate if the phase angle gradient method can be extended, to take into
account the presence of the human in the calculations of the phase angles.
29
30 Chapter 5. Conclusions
It could also be of interest to compare required number of measurement
points for phaseless source modeling with the needed number of points if
both amplitude and phase are measured, in different situations. The best
choice may sometimes be to measure only amplitudes to avoid complicated
and expensive phase measurements, whereas it possibly sometimes could be
worth to measure the phase in order to decrease the required number of
measurement points.
Possible future work include to use retrieved phase angles in different ap-
plications, for example in calculations of SAR and current density in humans
exposed to different electromagnetic sources.
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