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Prethermalization in the transverse-field
Ising chain with long-range interactions
Takashi Mori
RIKEN Center for Emergent Matter Science (CEMS), Wako 351-0198, Japan
Nonequilibrium dynamics of an isolated quantum spin chain with long-
range Ising interactions that decay as 1/rα (0 < α < 1) with the distance r
is studied. It turns out that long-range interactions give rise to a big timescale
separation, which causes prethermalization for all α ∈ (0, 1). This conclusion
is deduced by comparing two important timescales relevant for relaxation
dynamics; one is the relaxation time of local permutation operators, which
are quasi-conserved quantities in this system, and the other is the timescale
of the initial relaxation due to the growth of quantum fluctuations. We also
explore the entire nonequilibrium dynamics by using the discrete truncated
Wigner approximation, which is consistent with the result mentioned above.
1 Introduction
Isolated many-body quantum systems show intriguing nonequilibrim dynamics. If the
system is initially in a pure state |Ψ(0)〉, the quantum state at time t, |Ψ(t)〉, remains
pure and it evolves under the Schro¨dinger equation id|Ψ(t)〉/dt = Hˆ|Ψ(t)〉, where Hˆ
denotes the Hamiltonian and we put ~ = 1 throughout the paper. Although |Ψ(t)〉
does not reach any stationary quantum state unless the initial state is stationary, the
expectation value 〈Ψ(t)|Oˆ|Ψ(t)〉 of a local observable Oˆ can exhibit equilibration [1–3],
i.e., the approach to a stationary value, or even thermalization [4–9], i.e., the approach
to its equilibrium value 〈Oˆ〉eq predicted by statistical mechanics. It is due to the effect
of quantum entanglement [10, 11], and there is no classical counterpart1.
Before reaching thermal equilibrium, an isolated quantum system sometimes exhibits
a two-step relaxation, i.e., 〈Ψ(t)|Oˆ|Ψ(t)〉 reaches a quasi-stationary value 〈Oˆ〉pre, which
differs from 〈Oˆ〉eq, and stay there in a certain long timescale. After a relaxation time
τrel, 〈Ψ(t)|Oˆ|Ψ(t)〉 will eventually thermalize. This phenomenon is referred to as prether-
malization [12]. Prethermalization is a consequence of the existence of a big timescale
separation. That is, there will exist some quasi-conserved quantities which are almost
1In a classical system, properly defined macroscopic quantities can thermalize, but local quantities do
not; they remain fluctuating largely.
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conserved up to the time τrel that is much longer than the timescale of the initial relax-
ation τini. For a recent theoretical review, see Ref. [13].
Prethermalization has been studied theoretically in several short-range interacting
systems such as field theories [12, 14, 15], fermion systems [16–21], boson systems [22–
26], and periodically driven systems [27–30]. Experimentally, prethermalization was
observed in one-dimensional Bose gas after a coherent splitting [31–33]. It has been
also reported that long-range interactions decaying as 1/rα with distance r give rise
to prethermalization [34–38], where α satisfies 0 ≤ α < d with the spatial dimension
d. Dynamical properties of a long-range interacting system will significantly differ from
those of a short-range interacting one. For example, long-range interacting spin systems
do not have any sharp Lieb-Robinson bound [39, 40], but sometimes fast propagation of
perturbation is suppressed [41] and the entanglement growth is very slow [42, 43]. Recent
experiments with ion traps enable us to realize a spin system with tunable long-range
interactions [44–48], and some intriguing dynamics has been observed [49, 50]. Thus,
nonequilibrium dynamics of long-range interacting systems is interesting in its own right.
It is however very difficult to theoretically study (pre)thermalization in long-range
interacting systems. Long-time dynamics can be computed through the exact diagonal-
ization of the Hamiltonian, but this method is limited to small system sizes. Recent
studies have calculated nonequilibrium dynamics of long-range interacting spins up to
N ≃ 100, where N denotes the number of spins, by using the time-dependent density
matrix renormalization group method [42] or the variational method based on the matrix
product states [43]. However, finite-size effects are very strong in long-range interact-
ing systems, and hence we cannot fully understand their nonequilibrium dynamics by
those methods. The mean-field approximation is an efficient theoretical tool to study
long-range interacting systems, and it enables us to study the dynamics accurately in the
thermodynamic limit. However, in a long-range interacting system, relaxation timescales
diverge in the thermodynamic limit [51], and hence the long-time dynamics in the ther-
modynamic limit is quite different from that in a large but finite system. Only the latter
can exhibit (pre)thermalization in a long-range interacting spin system. We must study
the long-time dynamics of a large but finite system in order to fully understand the
relaxation dynamics; it is a challenging problem.
This paper focuses on a long-range interacting spin chain (d = 1). Analytical studies
on an exactly solvable model called the generalized Emch-Radin model [52, 53] revealed
that prethermalization is present in this model for 0 < α ≤ 1/2 but not for 1/2 < α <
1 [36, 37]. This is a remarkable result, but it has not been addressed whether the same
type of prethermalization is present in more general long-range interacting spin systems.
In this paper, this problem is solved for a spin chain with long-range Ising interactions
and the transverse field. It turns out that prethermalization for 0 < α ≤ 1/2 found in
the exactly solvable model persists in a more general case, and furthermore, it turns out
that prethermalization should also occur for 1/2 < α < 1 in general. The absence of
prethermalization for 1/2 < α < 1 in the generalized Emch-Radin model [36, 37] should
be understood as an exceptional result due to the special feature of an exactly solvable
model.
The analysis goes as follows. First, we identify quasi-conserved quantities by proving
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that every local permutation operator (defined later) is a quasi-conserved quantity which
changes its value in a timescale τrel ∝ N
1−α. Next, we numerically evaluate the timescale
τini of the initial stage of relaxation by solving the approximate equations of motion for
spin operators with the leading-oder corrections in 1/N . As a result, it turns out that
τini ∝ lnN , and hence τrel is much larger than τini for any value of α ∈ (0, 1). This
implies that there is a big timescale separation and prethermalization should be present
for any α ∈ (0, 1). Finally, we calculate the entire nonequilibrium dynamics of the
present model by using the discrete truncated Wigner approximation (DTWA), which
is a recently proposed semiclassical approximation for quantum systems with discrete
degrees of freedom [54, 55]. DTWA calculations are consistent with the conclusion that
prethermalization occurs for any α ∈ (0, 1). Although we focus on the transverse-field
Ising model, the result in this paper is expected to be true for more general class of
long-range interacting spin systems.
The remaining part of this paper is organized as follows. In section 2, the model is
explained. In section 3, the previously known results in two simple cases are summarized.
The main result of this paper is presented in section 4. The proof of the existence
of quasi-conserved quantities with lifetime τrel ∝ N
1−α is given in subsection 4.1. In
subsection 4.2, we numerically evaluate the timescale of the early stage of relaxation. The
results given in two subsections 4.1 and 4.2 lead us to the conclusion summarized above.
In section 5, we show numerical results using DTWA. It is confirmed that the DTWA
calculations reproduce the results presented in Sec. 4. Based on DTWA calculations,
we argue that the logarithmic dependence of τini on N comes from the chaoticity of the
underlying classical dynamics. We summarize our finding in section 6.
2 Model
We consider a spin-1/2 chain whose Hamiltonian is given by
Hˆ = −
N∑
i<j
Jij σˆ
z
i σˆ
z
j − hz
N∑
i=1
σˆzi − hx
N∑
i=1
σˆxi , (1)
where σˆi denotes the Pauli operator at site i. The first term of the right hand side of
Eq. (1) expresses long-range Ising interactions and the second and third terms represent
the longitudinal and the transverse fields, respectively. We employ the periodic boundary
condition, and let us denote by rij the distance between sites i and j,
rij := min{|i− j|, N − |i− j|}. (2)
The Ising interaction Jij is given by
Jij =
Jα
N1−α
1
rαij
, (3)
3
where α satisfies 0 ≤ α < 1 and Jα is chosen so that the interaction energy per spin is
normalized as
Jα
N1−α
N∑
i(6=j)
1
rαij
= 1. (4)
This normalization is referred to as the Kac prescription in the literature [56, 57]. Be-
cause of the factor 1/N1−α, Jα is finite in the thermodynamic limit.
In this paper, we focus on the initial state fully-polarized along x direction,
|Ψ(0)〉 =
N⊗
i=1
|+x〉 = |+x〉 ⊗ |+x〉 ⊗ · · · ⊗ |+x〉, (5)
where σˆx|+x〉 = |+x〉. The quantum state |Ψ(t)〉 evolves according to the Schro¨dinger
equation under the Hamiltonian Hˆ given by Eq. (1),
i
d
dt
|Ψ(t)〉 = Hˆ|Ψ(t)〉. (6)
After the time evolution, |Ψ(t)〉 is no longer expressed as a product state like Eq. (5).
In the mean-field (MF) approximation, the system is assumed to be in a product state
at any time t,
|ΨMF(t)〉 =
N⊗
i=1
|ψMF(t)〉, (7)
and |ψMF(t)〉 obeys a nonlinear differential equation determined self consistently. For
example, in the spin-1/2 Hamiltonian (1), the MF equation reads
i
d
dt
|ψMF(t)〉 = (−〈ψMF(t)|σˆ
z|ψMF(t)〉σˆ
z − hzσˆ
z − hxσˆ
x) |ψMF(t)〉, (8)
or equivalently, in the Heisenberg picture,

d
dt
〈σˆx〉MF(t) = 2〈σˆ
z〉MF(t)〈σˆ
y〉MF(t),
d
dt
〈σˆy〉MF(t) = −2〈σˆ
z〉MF(t)〈σˆ
x〉MF(t) + 2h〈σˆ
z〉MF(t)
d
dt
〈σˆz〉MF(t) = −2h〈σˆ
y〉MF(t),
(9)
where 〈σˆ〉MF(t) := 〈ψMF(t)|σˆ|ψMF(t)〉. In the MF approximation, the spin-spin correla-
tions due to quantum entanglement are neglected. The MF equation in the Heisenberg
picture, Eq. (9), can be interpreted as classical equations of motion, and hence the MF
approximation is sometimes called the classical approximation. It is shown that the MF
approximation becomes exact in the limit of N →∞ in a long-range interacting system
under the periodic boundary condition, see section 4.2. When N is large but finite,
the MF approximation provides us a good approximation within a certain timescale
diverging as N →∞.
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As mentioned in Introduction, equilibration or thermalization of a local observable
occurs due to the quantum entanglement. Therefore, within the MF approximation,
there is neither equilibration nor thermalization. The central interest of the present work
is in (pre)thermalization that occurs when N is sufficiently large but finite. In Sec. 5
we will show numerical results using a more sophisticated semiclassical approximation,
i.e., the DTWA, which somehow takes into account the effect of quantum fluctuations
and entanglement [54]. We will see that the DTWA enables us to calculate the entire
relaxation dynamics including both prethermalization and thermalization.
3 Simple cases
In this section, we summarize the previously known results in two simple cases, α = 0
and hx = 0. Investigating these simple cases will help us to understand more general
situations.
3.1 α = 0
The model with α = 0 is called a fully-connected model. A remarkable property of a
fully-connected model is that it has the permutation symmetry, i.e., the Hamiltonian
is invariant under any permutation of spins. This leads to a great simplification of the
problem; permutation operators Pˆij of spins i and j are conserved for all i and j. In a
spin-1/2 system, the permutation operator is written in terms of Pauli operators as
Pˆij =
1
2
(1 + σˆi · σˆj). (10)
Let us introduce the totally-symmetric subspace (TSS), which is the Hilbert subspace
spanned by the states with Pˆij = 1 for all i and j. In the spin-1/2 case, it is well
known that the TSS corresponds to the subspace with the maximum total spin length,
Sˆ
2
tot = (N/2)(N/2 + 1) with Sˆtot :=
∑N
i=1 σˆi/2. It is noted that the fully-polarized
initial state is in the TSS. Since the Hamiltonian has the permutation symmetry, the
state |Ψ(t)〉 after a time evolution is always in the TSS. Therefore, we can restrict our
discussion into the TSS.
The relaxation dynamics for α = 0 has been recently studied in detail [58]. A crucial
observation is that, within the TSS, the model with α = 0 can be considered to be
a semiclassical system with the effective Planck constant ~eff = 1/N [59, 60]. In the
spin-1/2 system, any state |Ψ(t)〉 in the TSS is expanded as |Ψ(t)〉 =
∑
q Ψt(q)|q〉, where
|q〉 is a simultaneous eigenstate of Sˆ2tot and Sˆ
z
tot with the eigenvalues (N/2)(N/2 + 1)
and Nq, respectively, where Nq ∈ {−N/2,−N/2 + 1, . . . , N/2}. When N is large,
q can be approximately regarded as a continuous variable, and we can introduce the
“canonical momentum” conjugate to q as p := −i~eff∂/∂q = (−i/N)∂/∂q. Then, the
original Schro¨dinger equation is approximated as the following Schro¨dinger equation of
a single particle with the position q, the momentum p, and the effective Planck constant
~eff = 1/N :
i
N
∂
∂t
Ψt(q) = H˜Ψt(q), (11)
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with
H˜ = −2q2 − 2hzq − hx
√
1− (2q)2 cos p (12)
up to the leading order in 1/N . The correspondence between the canonical variables
(q, p) and the spin variable m = (1/N)
∑N
i=1 σ is given by

mx =
√
1− (2q)2 cos p,
my = −
√
1− (2q)2 sin p,
mz = 2q.
(13)
The thermodynamic limit N →∞ corresponds to the classical approximation, in which
the classical variables (q, p) obey the Hamilton equations of motion,

dq
dt
=
∂
∂p
H˜(q, p),
dp
dt
= −
∂
∂q
H˜(q, p).
(14)
These classical equations of motion are equivalent to the MF dynamics given by Eq. (9).
Thus, the MF approximation is interpreted as the classical approximation, and the MF
approximation becomes exact in the thermodynamic limit.
When N is large but finite, the quantum dynamics is described by the truncated
Wigner approximation (TWA) [61], which is a kind of semiclassical approximations. In
this approximation, the initial state is represented as a (quasi)-probability distribution
in the classical phase space, which is nothing but the Wigner function, and it obeys
the purely classical equations of motion, i.e., the Liouville equation. Since the variables
(q, p) have quantum fluctuations proportional to N−1/2 in the initial state of Eq. (5), the
initial state is represented by a sharply localized distribution function. The relaxation
takes place through the growth of quantum fluctuations. According to the TWA, this
growth of quantum fluctuations corresponds to the spread of the distribution function
over the equal-energy surface under the classical Liouville equation.
The speed of the growth of quantum fluctuations crucially depends on whether the
classical dynamics is regular or chaotic [58, 59]. When the classical dynamics is regular,
quantum fluctuations grow linearly as t/N1/2, and hence the relaxation time scales as
N1/2. On the other hand, when the classical dynamics is chaotic, quantum fluctuations
grow exponentially fast as eκt/N1/2 with a positive constant κ, which is related to the
Kolmogorov-Sinai entropy, and hence the relaxation time scales as lnN . In a spin-1/2
system, the classical dynamics is always regular since the equal-energy surface is one
dimensional, and thus the relaxation time always scales as N1/2. In other systems such
as a certain spin-1 system [58], the problem is reduced to the classical dynamics with
a few degrees of freedom in the thermodynamic limit, and the classical phase space is
divided into the regular region and the chaotic region. The relaxation time scales as
N1/2 when the classical dynamics is regular, and as lnN when the classical dynamics is
chaotic.
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For α 6= 0, {Pˆij} are no longer conserved, and we cannot restrict ourselves into the
TSS. In this case, we should consider the DTWA, which reduces the problem to the
classical dynamics of many degrees of freedom starting from the initial distribution
function (the discrete Wigner function) on the discrete phase space. We will see that for
α 6= 0 and hx 6= 0, the classical dynamics becomes chaotic, and as a result, the relaxation
time towards a prethermal state is always proportional to lnN . The second relaxation
from a prethermal state is triggered by the relaxation of {Pˆij} in a timescale not less
than O(N1−α) as we will see in Sec. 4.1.
3.2 hx = 0
When hx = 0, σˆ
z
i is conserved for every i, and we can calculate the time evolution of
spin operators exactly. Let us define σˆ±i := (σˆ
x
i ± iσˆ
y
i )/2. In the Heisenberg picture, by
using the formula f(σˆz)σˆ± = σˆ±f(σˆz ± 2), σˆ±i (t) = e
iHˆtσˆ±i e
−iHˆt is calculated as
σˆ±i (t) = σˆ
±
i e
∓2i(
∑N
j( 6=i) Jij σˆ
z
j+hz)t = σˆ±i e
∓2ihzt
N∏
j(6=i)
[
cos (2Jijt)∓ iσˆ
z
j sin (2Jijt)
]
. (15)
For a factorized initial state, the expectation value at time t is calculated as
〈σˆ±i 〉t = 〈σˆ
±
i 〉0e
∓2ihzt
N∏
j(6=i)
[
cos (2Jijt)∓ i〈σˆ
z
j 〉0 sin (2Jijt)
]
, (16)
where we used the following notation: 〈Oˆ〉t := 〈Ψ(t)|Oˆ|Ψ(t)〉 = 〈Ψ(0)|Oˆ(t)|Ψ(0)〉. In
particular, for the initial state given by Eq. (5), 〈σˆ±i 〉0 = 1/2 and 〈σˆ
z
j 〉 = 0, and thus we
have
〈σˆ±i 〉t =
e∓2ihzt
2
N∏
j(6=i)
cos (2Jijt) . (17)
Since Jij ∝ N
−(1−α) ≪ 1 for each (i, j), 〈σˆ±i 〉t is approximated as
〈σˆ±i 〉t ≈
e∓2ihzt
2
N∏
j(6=i)
(
1− 2J2ijt
2
)
≈ 〈σ±i 〉0e
∓2ihzt exp

−2 N∑
j(6=i)
J2ijt
2

 . (18)
The sum
∑N
j(6=i) J
2
ij is evaluated as
N∑
j(6=i)
J2ij =
J2α
N2(1−α)
∑
j(6=i)
1
r2αij
∝


N−1 for 0 ≤ α <
1
2
,
N−1 lnN for α =
1
2
,
N−2(1−α) for
1
2
< α < 1.
(19)
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From Eq. (18), the relaxation time of 〈σˆ±i 〉t is given by
τrel ∼

 N∑
j(6=i)
J2ij


−1/2
∝


N1/2 for 0 ≤ α <
1
2
,(
N
lnN
)1/2
for α =
1
2
,
N1−α for
1
2
< α < 1.
(20)
Strictly speaking, the approximation made in Eq. (18) is justified only when t≪ N1−α.
Therefore, one might think that the conclusion of τrel ∝ N
1−α for 1/2 < α < 1 is not
reliable. Indeed, what one can conclude from the above calculation for 1/2 < α < 1
is that the relaxation time cannot be shorter than N1−α, i.e., a lower bound of the
relaxation time is proportional to N1−α. On the other hand, Kastner [51] derived a
rigorous upper bound of the relaxation time for 1/2 < α < 1 which is also proportional
to N1−α. Therefore, by combining them, one can safely conclude that τrel ∝ N
1−α for
1/2 < α < 1.
As far as we look at the expectation values of single spin operators, there is no two-
step relaxation. It is shown by van den Worm et al. [36] that a two-step relaxation takes
place for 0 < α < 1/2 if we look at the time evolution of a two-spin correlation function
〈σˆxi σˆ
x
j 〉t in which the distance rij is independent of the system size N . By repeating
similar calculations, we obtain
〈σˆxi σˆ
x
j 〉t ≃
cos(4hzt)
2
exp
(
−2
N∑
k=1
(Jik + Jjk)
2t2
)
+
1
2
exp
(
−2
N∑
k=1
(Jik − Jjk)
2t2
)
, (21)
where we put Jii = 0 for all i = 1, 2, . . . , N . In the first term of the right hand side of
Eq. (21), the system size dependence of
∑N
k=1(Jik+Jjk)
2 is identical to that of Eq. (19),
while in the second term,
N∑
k=1
(Jik − Jjk)
2 ∼
1
N2(1−α)
∫ N
0
dr
1
r2(α+1)
∼ N−2(1−α) (22)
for any α ∈ (0, 1), and hence, the relaxation time of the second term of Eq. (21) is
always proportional to N1−α. By comparing it with the relaxation time of the first
term of Eq. (21) given by Eq. (20), we see that the first term relaxes earlier than the
second term for 0 < α ≤ 1/2, and prethermalization occurs. In this case, the initial
relaxation time is given by τini ∝ N
1/2 and the timescale of the second relaxation is
given by τrel ∝ N
1−α. For 1/2 < α < 1, there is no timescale separation and no
prethermalization. The relaxation time for 1/2 < α < 1 is proportional to N1−α.
4 Main result
We consider a general situation with 0 < α < 1 and hx 6= 0. Our strategy is twofold.
First, we prove that every Pˆij with i and j such that rij is independent of N is a
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quasi-conserved quantity with the relaxation time τrel ∝ N
1−α by deriving the following
inequality: ∣∣∣〈Pˆij〉t − 〈Pˆij〉0∣∣∣ ≤ rijcαJα t
N1−α
, (23)
where cα := 8α
∑∞
n=1(1/n
α+1), which is finite and independent of N . Since 〈Pˆij〉0 = 1
in our initial state (5), 〈Pˆij〉t ≈ 1 up to τrel ∝ N
1−α for any i and j with rij not so
large. The system does not have the global permutation symmetry for α 6= 0, but
have the local permutation symmetry approximately. Second, we evaluate the timescale
of the initial relaxation by deriving and solving the equations of motion of spin-spin
correlation functions Gabk (t) := 〈δσˆ
a
1δσˆ
b
k〉t (a, b = x, y, z) with δσˆi := σˆi − 〈σˆi〉t. In
deriving those equations of motion, we assumed that δσˆi is very small, and hence we
can neglect all the higher order correlations such as 〈δσˆai δσˆ
b
jδσˆ
c
k〉t, 〈δσˆ
a
i δσˆ
b
jδσˆ
c
kδσˆ
d
l 〉t,
and so on. This approximation is equivalent to the truncation of the Bogoliubov-Born-
Green-Kirkwood-Yvon (BBGKY) hierarchy at second order, and is justified as far as the
spin-spin correlations Gabk (t) are small. It is noted that, in the thermodynamic limit, the
MF approximation is exact and Gabk (t) = 0 forever. The initial stage of relaxation must
be associated with the growth of quantum correlations Gabk (t), and hence the timescale
of the initial relaxation τini can be evaluated as a time at which G
ab
k (t) exceeds a certain
value. If τini ≪ τrel ∝ N
1−α, there is a big timescale separation and prethermalization
should take place.
It turns out that τini ≪ τrel holds for any α ∈ (0, 1) when hx 6= 0. More precisely,
for sufficiently large N , τini ∝ lnN for any α ∈ (0, 1). It is noted that there is a
discrepancy between this result, τini ∝ lnN , and the exact result at hx = 0, τini ∝ N
γ
with γ = min{1/2, 1−α}. Our DTWA calculations presented in Sec. 5 suggest that the
chaoticity of many-body classical dynamics causes the logarithmic dependence τini ∝
lnN for nonzero hx. Therefore, the absence of prethermalization for 1/2 < α < 1 found
in Refs. [36, 37] is not generally true; it should be considered to be an exceptional result
due to the exact solvability at hx = 0.
4.1 Quasi conservation of local permutation operators
In this subsection, we prove Eq. (23), which states that every local permutation operator,
i.e., Pˆij with i and j not far from each other, is a quasi-conserved quantity with the
relaxation time not shorter than O(N1−α). The proof is almost straightforward. The
time derivative of 〈Pˆij〉t = 〈Ψ(t)|Pˆij |Ψ(t)〉 is given by
d
dt
〈Pˆij〉t = −i〈[Pˆij , Hˆ]〉t = −i〈Pij(Hˆ − PˆijHˆPˆij)〉t, (24)
where we used Pˆ 2ij = 1. Therefore,∣∣∣〈Pˆij〉t − 〈Pˆij〉0∣∣∣ ≤ t‖Pˆij(Hˆ − PˆijHˆPˆij)‖ ≤ t‖Hˆ − PˆijHˆPˆij‖, (25)
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where ‖Oˆ‖ := supΨ:〈Ψ|Ψ〉=1
√
〈Ψ|Oˆ†Oˆ|Ψ〉 is the operator norm of an operator Oˆ. Since
PˆijHˆPˆij is the Hamiltonian in which σˆi and σˆj are interchanged,
Hˆ − PˆijHˆPˆij = −
N∑
k(6=i,j)
(Jik − Jjk)(σˆ
z
i − σˆ
z
j )σ
z
k. (26)
By using ‖(σˆzi − σˆ
z
j )σˆ
z
k‖ ≤ 2, we obtain
‖Hˆ − PˆijHˆPˆij‖ ≤ 2
N∑
k(6=i,j)
|Jik − Jjk|. (27)
We have
|Jik − Jjk| =
Jα
N1−α
∣∣∣∣∣ 1rαik −
1
rαjk
∣∣∣∣∣ ≤ JαN1−αα|rik − rjk|max
{
1
rα+1ik
,
1
rα+1jk
}
≤
Jα
N1−α
αrij
(
1
rα+1ik
+
1
rα+1jk
)
. (28)
Since
∑N
k(6=i,j)(1/r
α+1
ik ) =
∑N
k(6=i,j)(1/r
α+1
jk ) ≤ 2
∑∞
n=1(1/n
α+1) = cα/(4α), we obtain
‖Hˆ − PˆijHˆPˆij‖ ≤ rijcαJα
1
N1−α
. (29)
By substituting it into Eq. (25), we obtain Eq. (23).
It is noted that Eq. (23) is generally true; an analogous inequality is also derived for
other interactions such as the Heisenberg interaction
∑
ij Jijσˆi · σˆj . It is obvious from
the above derivation that Eq. (23) holds for any initial state, which is not necessarily of
the product form given in Eq. (5), and for any boundary condition.
4.2 Timescale of the initial stage of relaxation
In the thermodynamic limit, the time evolution of a single spin is exactly given by the
MF equation (9), and spin correlation functions Gabk (t) = 〈δσˆ
a
1δσˆ
b
k〉t are zero for any
fixed time t. When N is large but finite, spin correlations grow with time, which gives
rise to deviation from the MF approximation and drives the early stage of relaxation.
We shall derive the equations of motion of single spin expectation values 〈σˆi〉t and
spin correlation functions Gabk (t) up to the leading order corrections in 1/N . It is noted
that 〈σˆi〉t is independent of i and G
ab
k (t) = 〈δσˆ
a
1δσˆ
b
k〉t = 〈δσˆ
a
i+1δσˆ
b
i+k〉t because of the
translation symmetry of the Hamiltonian. Thus, we can write 〈σˆi〉t = 〈σˆ〉t. We de-
compose a spin operator in the Heisenberg picture σˆi(t) as σˆi(t) = 〈σˆ〉t + δσˆi(t). By
definition, 〈δσˆi〉t = 〈δσˆi(t)〉0 = 0. The exact equations of motion for 〈σˆ〉t and δσˆi(t) are
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given as follows:

d
dt
〈σˆx〉t = 2〈σˆ
y〉t〈σˆ
z〉t + 2hz〈σˆ
y〉+ 2
N∑
j=2
JijG
yz
j ,
d
dt
〈σˆy〉t = −2〈σˆ
x〉t〈σˆ
z〉t − 2hz〈σˆ
x〉+ 2hx〈σˆ
z〉t − 2
N∑
j=2
JijG
xz
j ,
d
dt
〈σˆz〉t = −2hx〈σˆ
y〉t,
(30)
and 

d
dt
δσˆxi (t) =2〈σˆ
z〉tδσˆ
y
i (t) + 2hzδσˆ
y
i (t)
+ 2〈σˆy〉t
N∑
j(6=i)
Jijδσˆ
z
j (t) + 2
N∑
j(6=i)
Jijδσˆ
y
i (t)δσˆ
z
j (t),
d
dt
δσˆyi (t) =− 2〈σˆ
z〉tδσˆ
x
i (t)− 2hzδσˆ
x
i (t) + 2hxδσˆ
z
i (t)
− 2〈σˆx〉t
N∑
j(6=i)
Jijδσˆ
z
j (t)− 2
∑
j(6=i)
Jijδσˆ
x
i (t)δσˆ
z
j (t),
d
dt
δσˆzi (t) =− 2hxδσˆ
y
i (t).
(31)
Equation (31) is written as
d
dt
δσˆi(t) =Wδσˆi(t) + ~∆i + ~ξi, (32)
where
δσˆi(t) =

δσˆxi (t)δσˆyi (t)
δσˆzi (t)

 (33)
W =

 0 2(〈σˆz〉t + hz) 0−2(〈σˆz〉t + hz) 0 2hx
0 −2hx 0

 (34)
~∆i = 2
N∑
j(6=i)
Jijδσˆ
z
j

 〈σˆy〉t−〈σˆx〉t
0

 , (35)
and
~ξi = 2
∑
j(6=i)
Jij

 δσˆ
y
i (t)δσˆ
z
j (t)
−δσˆxi (t)δσˆ
z
j (t)
0

 . (36)
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Since ~ξi gives higher order corrections in 1/N , we neglect it. This approximation is
equivalent to the truncation of the BBGKY hierarchy at the second order. By using
Eq. (32), the equations of motion for Gabk (t) are obtained:
d
dt
Gabk (t) =
〈
dδσˆai (t)
dt
δσˆbj(t)
〉
+
〈
δσˆai (t)
dδσˆbj(t)
dt
〉
=
∑
c=x,y,z
(
WacG
cb
k +WbcG
ac
k
)
+ va
∑
j(6=1,k)
J1jG
zb
rjk+1
+ vb
∑
j(6=1,k)
JkjG
az
j + J1k(vafb + vbfa),
(37)
where ~v is defined by ~∆i =
∑N
j(6=i) Jijδσˆ
z
j (t)~v, see Eq. (35), and
~f =

−〈σˆx〉t〈σˆz〉t−〈σˆy〉t〈σˆz〉t
1− 〈σˆz〉2t

 . (38)
Equations (30) and (37) are desired equations of motion with the leading order correc-
tions in 1/N .
In order to access larger system sizes, we perform a further approximation explained
below. Because of long-range nature of the interactions, it is expected that Gabk (t) is a
smooth and slowly varying function of k. For a certain large integer ℓ, we consider the
case of N =Mℓ with an integerM for simplicity. We partition all the sites k = 1, 2, . . . N
into M groups Bm (m = 1, 2, . . . ,M) defined as
Bm := {(m− 1)ℓ+ 1, (m− 1)ℓ+ 2, . . . ,mℓ}. (39)
Each group contains ℓ sites. We assume that if k and k′ belong to the same group,
Gabk (t) ≈ G
ab
k′ (t). This approximation means that G
ab
k (t) is approximated by some func-
tion G˜abm(t) for all k ∈ Bm. We choose M as 1 ≪ M ≪ N , and then this approxima-
tion drastically decreases the number of independent variables. In this paper, we set
M = 100. The validity of this approximation has been checked by confirming that the
result is converged with respect to changing the value of M .
After this procedure replacing Gabk (t) by G˜
ab
m(t), we evaluate τini as the time at which
maxa,b |G˜
ab
1 (t)| exceeds some value G
∗, say G∗ = 0.2.
By numerically solving Eqs. (30) and (37) for several different values of N under the
ansatz Gabk (t) ≈ G˜
ab
m(t) for all k ∈ Bm, we obtain the system-size dependence of τini.
The parameters are set as hx = 0.32 and hz = 0.26. In Fig. 1 (a), the result for α = 0.3
is shown. We find τini ∝ N
1/2 for small N , but τini ∝ lnN for larger N (N & 10
4). In
Fig. 1 (b), the result for α = 0.7 is shown. In this case, it is found that τini ∝ lnN even
for N . 104. Similar calculations for varying α suggest that τini ∝ lnN for sufficiently
large N . For smaller α, the finite-size effect is stronger, and there is a crossover between
τini ∝ N
1/2 for small N and τini ∝ lnN for large N .
The behavior of τini ∝ lnN implies an exponentially fast growth of quantum corre-
lations, which is the one expected for the chaotic classical dynamics (see section 3.1)
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Figure 1: (a) A semi-log plot of τini as a function of N for α = 0.3. We set G
∗ = 0.2.
This graph shows τini ∝ N
1/2 for small N but τini ∝ lnN for large N . (b) A
semi-log plot of τini as a function of N for α = 0.7. We set G
∗ = 0.2. This
graph shows τini ∝ lnN .
although the classical dynamics within the TSS is always regular. In Sec. 5, we will see
that the semiclassical analysis using the DTWA indicates that the behavior τini ∝ lnN
is related to the chaoticity of many-body classical dynamics.
5 Entire relaxation dynamics through the discrete truncated
Wigner approximation
Up to now, we have argued that (i) the relaxation of local permutation operators {Pˆij}
takes place in a timescale at least proportional to N1−α and (ii) the initial relaxation
time is proportional to lnN for sufficiently large N . The statement (i) is mathematically
rigorous, while (ii) is a numerical observation via an approximate treatment, i.e., the
second-order truncation of the BBGKY hierarchy.
In this section, we use the DTWA to calculate the relaxation dynamics of several
quantities. As a result, it turns out that the initial relaxation time is indeed proportional
to lnN , and thus the statement (ii) is also verified by DTWA calculations. Moreover,
the DTWA enables us to calculate the entire relaxation dynamics, and we will see that
a clear prethermalization plateau appears in the time evolution of spin-spin correlation
functions.
5.1 Discrete truncated Wigner approximation
Let us begin with a brief review of the method of the DTWA. Before discussing this
method, let us first explain an well-established semiclassical method called the truncated
Wigner approximation (TWA) for a quantum system with continuous canonical variables
(q, p) [61]. The DTWA is regarded as an extension of the TWA to systems with discrete
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degrees of freedom such as spin-1/2 systems.
For a given quantum state |ψ〉, we can introduce the Wigner function W (q, p), which
is a real-valued function on the phase space (q, p). Let us define the phase-point operator
Aˆ(q, p) as
〈q′|Aˆ(q, p)|q′′〉 = δ
(
q −
q′ + q′′
2
)
eip(q
′−q′′). (40)
The Wigner function is then defined by
W (q, p) =
1
2π
〈ψ|Aˆ(q, p)|ψ〉, (41)
or equivalently,
|ψ〉〈ψ| =
∫
dqdpW (q, p)Aˆ(q, p). (42)
In general, W (q, p) may not be nonnegative everywhere, and thus we cannot interpret
W (q, p) as the joint probability distribution of q and p. However, if we integrate W (q, p)
along a line aq + bp = c with some real constants a, b, and c, it gives the probability
density that the measurement outcome of the observable aqˆ+bpˆ is given by c. As special
cases, if we set b = 0, P (q) =
∫
dpW (q, p) is the probability density of q, and if we set
a = 0, P (p) =
∫
dqW (q, p) is the probability density of p. The expectation value of an
observable O(qˆ, pˆ) is expressed as
〈ψ|O(qˆ, pˆ)|ψ〉 =
∫
dqdpW (q, p)OW (q, p), (43)
where the function OW (q, p) is called the Weyl symbol, which is defined by
OW (q, p) = Tr[O(qˆ, pˆ)Aˆ(q, p)] (44)
After the time evolution, the expectation value is given by
〈ψ(t)|O(qˆ, pˆ)|ψ(t)〉 =
∫
dqdpW (q, p)OW (q, p; t), (45)
with
OW (q, p; t) = Tr[O(qˆ, pˆ)e
−iHˆtAˆ(q, p)eiHˆt]. (46)
The TWA replaces the quantum time evolution of the Weyl symbol by the classical one,
OW (q, p; t) ≈ OW (q(t), p(t)), (47)
where q(t) and p(t) are the solutions of the classical equations of motion under the
classical Hamiltonian H(q, p),
dq(t)
dt
=
∂H(q, p)
∂p
,
dp(t)
dt
= −
∂H(q, p)
∂q
. (48)
In the TWA, the effect of quantum fluctuations is incorporated only through the Wigner
function of the initial state. If the Wigner function W (q, p) corresponding to the initial
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state is nonnegative everywhere, it can be regarded as the distribution function of the
initial state. In this case, what to do in TWA calculations is to statistically sample
initial states and compute the classical time evolutions.
Next, we briefly explain the DTWA [54] for spin-1/2 systems. For spin-1/2 systems,
spin variables {(sxi , s
y
i , s
z
i )}, where s
a
i = ±1 is an eigenvalue of σˆ
a
i (a = x, y, z), are
not continuous, but we can introduce the discrete phase space and the discrete Wigner
function that has a similar property as the usual Wigner function [62]. For simplicity,
let us consider a single spin-1/2. The discrete phase space consists of the four points
(sx, sz) with sx = ±1 and sz = ±1. We denote by p one of the four phase-space points.
The assignment of the value of sy to each phase-space point is not unique. The following
two choices are familiar:
sy =
{
+1 if sx = sz,
−1 otherwise,
(49)
and
sy =
{
−1 if sx = sz,
+1 otherwise.
(50)
We call the discrete phase space with the choice of Eq. (49) the “phase space I” and that
with the choice of Eq. (50) the “phase space II”. In each case, spin variables (sxp , s
y
p, szp)
are assigned to each point p in the discrete phase space.
The discrete Wigner function Wp for a state |ψ〉 is defined through the phase-point
operator Aˆ(sx, sy, sz) as
Wp =
1
2
〈ψ|Aˆ(sxp, s
y
p, s
z
p)|ψ〉, (51)
where
Aˆ(sx, sy, sz) =
1
2
(1 + sxσˆx + syσˆy + szσˆz). (52)
The discrete Wigner function may not be nonnegative everywhere, and thus it cannot
be interpreted as the joint probability distribution of (sx, sy, sz). However, if we sum up
Wp along a “line” in the discrete phase space, it gives a probability distribution, i.e.,

∑
p:sxp=s
x
Wp = Prob[σˆ
x = sx],
∑
p:syp=sy
Wp = Prob[σˆ
y = sy],
∑
p:szp=s
z
Wp = Prob[σˆ
z = sz].
(53)
The expectation value of an operator Oˆ is expressed as
〈ψ|Oˆ|ψ〉 =
∑
p
WpOW (s
x
p , s
y
p, s
z
p), (54)
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where the Weyl symbol OW is defined by
OW (s
x, sy, sz) = Tr[OˆAˆ(sx, sy, sz)]. (55)
When |ψ〉 = |+x〉, Wp = 1/2 for two phase-space points p with s
x
p = 1 and Wp = 0
otherwise. It means that (sx, sy, sz) = (1, 1, 1) or (1,−1,−1) each with probability 1/2
in the phase space I, and (sx, sy, sz) = (1,−1, 1) or (1, 1,−1) each with probability 1/2
in the phase space II. Following the previous works [54, 55], we mix up the two phase
spaces; (sx, sy, sz) = (1, 1, 1), (1, 1,−1), (1,−1, 1), or (1,−1,−1) each with probability
1/4. Following this probability distribution, the initial values of (sx, sy, sz) are statisti-
cally sampled.
For an N -spin system, the discrete phase space is defined by the set of points ~p =
(p1, p2, . . . , pN ), where pi denotes a phase-space point for ith spin. The discrete Wigner
function for an N -spin state |Ψ〉 is given by
W~p =
1
2N
〈Ψ|Aˆ({sxpi , s
y
pi , s
z
pi})|Ψ〉, (56)
where the phase-point operator for an N -spin system is given by
Aˆ({sxi , s
y
i , s
z
i }) =
N⊗
i=1
Aˆ(sxi , s
y
i , s
z
i ). (57)
We now consider the time evolution. The expectation value at time t is given by
〈Ψ(t)|Oˆ|Ψ(t)〉 =
∑
~p
W~pTr Oˆe
−iHˆt
[
N⊗
i=1
Aˆ(sxpi , s
y
pi , s
z
pi)
]
eiHˆt. (58)
The quantum time evolution of the phase-point operator, e−iHˆt[
⊗N
i=1 Aˆ(s
x
pi , s
y
pi , s
z
pi)]e
iHˆt,
is complicated. The DTWA corresponds to the repacement of this time evolution by the
purely classical time evolution of spin variables:
e−iHˆt
[
N⊗
i=1
Aˆ(sxpi , s
y
pi , s
z
pi)
]
eiHˆt →
N⊗
i=1
Aˆ(sxi (t, ~p), s
y
i (t, ~p), s
z
i (t, ~p)), (59)
where {si(t, ~p)} obey the classical equations of motion:
d
dt
si(t, ~p) = −2si(t, ~p)×
∂Hcl
∂si
(60)
with the initial conditions si(0, ~p) = spi under the classical Hamiltonian Hcl correspond-
ing to Eq. (1):
Hcl = −
N∑
i<j
Jijs
z
i s
z
j − hz
N∑
i=1
szi − hx
N∑
i=1
sxi . (61)
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Figure 2: Comparison between the time evolution obtained by the DTWA and the exact
time evolution of the spin-spin correlation function 〈σˆxi σˆ
x
i+10〉. In the DTWA
simulation, we sampled 3456 initial states. The agreement is fairly good for
the entire relaxation process.
In other words, the MF approximation is applied for the phase-point operator in the
DTWA.
In summary, in the DTWA, the time evolution of a quantum spin system with the
Hamiltonian (1) starting from the initial state (5) is calculated by statistically sam-
pling classical initial states {sxi = 1, s
y
i , s
z
i }, where each of s
y
i and s
z
i is +1 or −1 with
probability 1/2, and solving the classical equations of motion (60).
5.2 Comparison with the exact result for hx = 0
We first apply the DTWA to an exactly solvable case of hx = 0 and compare the result
with the exact one presented in Sec. 3.2. We calculate the time evolution of a spin-spin
correlation function 〈σˆxi σˆ
x
i+10〉t, which is independent of i. The magnetic field along
z-direction is chosen as hz = 0.26. In Fig. 2, the DTWA result and the exact result are
shown for α = 0.3. Overall, the agreement between the DTWA result and the exact
one is excellent. In general, the DTWA reproduces an accurate result only for a short
timescale, but the DTWA works very well in a long-range interacting system since the
semiclassical approximation is expected to be good for such a system. It should be
however noted that the DTWA result does not completely converge to the exact one
even in the thermodynamic limit. The analytical relation between the DTWA result
and the exact one for hx = 0 has been discussed in Ref. [54].
We can estimate the timescale of the initial relaxation by introducing the averaged
overlap q(t). First, we randomly choose two phase-space points ~p1 and ~p2 according to
the discrete Wigner function W~p. After the classical time evolution starting from ~p1
and ~p2, we obtain two spin configurations {si(t, ~p1)} and {si(t, ~p2)}, respectively, and
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Figure 3: The time evolution of the averaged overlap q(t) for hx = 0, hz = 0.26. In the
right figure, the time axis is scaled as t/N1/2 for (a) α = 0, 3 and t/N1−α =
t/N0.3 for (b) α = 0.7.
calculate the overlap between them,
q12(t) =
1
N
N∑
i=1
si(t, ~p1) · si(t, ~p2). (62)
We repeat this procedure many times, and calculate the averaged overlap q(t):
q(t) =
∑
~p1
∑
~p2
W~p1W~p2
1
N
N∑
i=1
si(t, ~p1) · si(t, ~p2). (63)
It is shown that q(t) ∈ [−1, 1], and the initial state of Eq. (5) gives q(0) = 1. After
the time evolution, the averaged overlap q(t) decays. The speed of the decay of q(t)
is expected to give the timescale of the initial relaxation. In Fig. 3, we show the time
evolution of 1− q(t) in an exactly solvable case hx = 0 for (a) α = 0.3 and (b) α = 0.7.
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Figure 4: Relaxation dynamics of 〈σˆxi σˆ
x
i+10〉 for (a) α = 0.3 and (b) α = 0.7. The
parameters are set as hx = 0.32 and hz = 0.26.
If the time axis is scaled as t/N1/2 for α = 0.3 and t/N1−α = t/N0.3 for α = 0.7, the
data for different system sizes are collapsed to a single curve. From this fact, we can
estimate τini as τini ∝ N
1/2 for α = 0.3 and τini ∝ N
1−α = N0.3 for α = 0.7, both of
which are consistent with the exact results presented in Sec. 3.2.
5.3 Relaxation dynamics for hx 6= 0
Now we apply the DTWA to the model with hx 6= 0. Here we set hx = 0.32 and
hz = 0.26. Figure 4 shows the time evolution of 〈σˆ
x
i σˆ
x
i+10〉t calculated by the DTWA for
(a) α = 0.3 and (b) α = 0.7. We can see that prethermalization plateaus appear in both
cases.
As already discussed in Sec. 5.2, we can estimate the initial relaxation time by looking
at the time evolution of the overlap q(t). Numerical results of the overlap dynamics
for (a) α = 0.3 and (b) α = 0.7 are given in Fig. 5. It turns out that the data are
collapsed into a single curve for large N (N ≥ 104) by scaling the time axis as t/ lnN
for both α = 0.3 and 0.7. This means that τini ∝ lnN for sufficiently large N . Since the
second relaxation occurs at a much longer timescale τrel ∝ N
1−α, there is a big timescale
separation between τini and τrel, which results in prethermalization.
The behavior of τini ∝ lnN is similar to that for α = 0 when the underlying classical
dynamics is chaotic (see Sec.3.1). It is expected that the overlap between two spin
configurations rapidly decays in the chaotic classical dynamics, which explains why τini
for hx 6= 0 is much shorter than τini for hx = 0 (remember that the system is integrable
and thus the underlying classical dynamics is not chaotic when hx = 0). In this way,
the result of τini ∝ lnN is understood as a consequence of the chaoticity of the classical
dynamics.
A remaining question to be addressed is whether a state after the second relaxation
is thermal equilibrium or not. This is investigated by comparing the stationary value of
〈σˆxi σˆ
x
i+10〉 with its equilibrium value evaluated at the temperature corresponding to the
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Figure 5: The time evolution of averaged overlaps q(t) for several system sizes with
hx = 0.32, hz = 0.26. In the right figure, the time axis is scaled as t/ lnN
both for (a) α = 0, 3 and (b) α = 0.7.
initial value of the energy. We can evaluate the equilibrium value by using the exactness
of the mean-field theory in an equilibrium state of a long-range interacting system, which
is valid in classical [63–66] as well as quantum spin systems [67]. According to Ref. [67],
when α ∈ (0, 1), 〈σˆxi σˆ
x
j 〉eq ≈ 〈σˆ
x
i 〉eq〈σˆ
x
j 〉eq =: (m
x)2. Here, mx is given by
mx = −
∂
∂hx
f(β, hx, hz) (64)
with f(β, hx, hz) being the free energy density at the inverse temperature β,
f(β, hx, hz) = min
mx,my,mz
[
−
1
2
(mz)2 − hzm
z − hxm
x
−
1
β
(
−
1 + |m|
2
ln
1 + |m|
2
−
1− |m|
2
ln
1− |m|
2
)]
, (65)
where |m| =
√
(mx)2 + (my)2 + (mz)2. It should be noted that the equilibrium free
energy is independent of the value of α.
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In the method summarized above, we obtain the equilibrium value 〈σxi σ
x
j 〉eq ≈ 0.04,
which does not agree to the stationary value after the second relaxation in Fig. 4. In
our calculations, we cannot judge whether this discrepancy is due to an unphysical error
by the DTWA or the existence of a longer timescale in which the system thermalizes
eventually.
6 Conclusion
We have studied nonequilibrium dynamics of a long-range interacting spin chain isolated
from the environment. Because of long-range interactions decaying as 1/rα with distance
r, we find that local permutation operators are almost conserved up to the relaxation
time τrel ∝ N
1−α. We have compared it to the timescale of the initial relaxation due to
the growth of quantum correlations among spins, which is denoted by τini.
When hx = 0, there is a big timescale separation and prethermalization occurs only
for 0 < α ≤ 1/2 [36, 37]. On the other hand, when hx 6= 0, it turns out that a big
timescale separation exists for any α ∈ (0, 1). The initial relaxation time behaves as
τini ∝ lnN , which is confirmed by the second-order truncation of the BBGKY hierarchy
as well as the DTWA. We have argued that the logarithmic dependence of τini on N is
due to the chaoticity of the underlying classical dynamics.
In the present DTWA calculations, a state after the second relaxation is not thermal
equilibrium. It is a future problem to understand whether this is due to an unphysical
error introduced by the DTWA or due to the existence of a much longer timescale in
which the system thermalizes.
Finally, it is pointed out that there may be another kind of timescale separations
in long-range interacting systems. Indeed, long-range Ising interactions are available
in ion-trap experiments [44–48], and a big timescale separation of different origin was
experimentally reported in Ref. [48]. Nonequilibrium dynamics in long-range interacting
systems should be further examined theoretically and experimentally.
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