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Resumo
Provamos que (anti)self dual solitons gradientes (quasi) Yamabe com curvatura sec-
cional positiva são rotacionais simétricos. Além disso, mostramos que, (anti)self dual
solitons gradientes de Yamabe tem uma estrutura de produto torcido muito particular
desde que a função potencial não tenha pontos críticos.
Consideramos solitons gradientes de Yamabe conformes a espaços pseudo-Euclidianos
n-dimensionais. Caracterizamos todos os solitons que são invariantes pela ação de um
grupo de translação (n− 1)-dimensional e obtemos os solitons tipo estável. Como apli-
cação, obtemos um exemplo de soliton gradiente de Yamabe estável completo, conforme
a um espaço Lorentziano.
Investigamos também os pontos críticos do funcional curvatura escalar total restrito
a um espaço de métricas com curvatura escalar constante e volume unitátio que de-
notamos por métricas CPE. Foi conjecturado nos anos 1980 que toda métrica CPE é,
necessariamente, Einstein. Provamos que métricas CPE, no caso de dimensão quatro,
com tensor W+ harmônico são isométricas à esfera S4 dada uma condição integral. No
caso n-dimensional, provamos uma condição necessária e suﬁciente sobre a norma do
gradiente da função potencial para que a métrica CPE seja Einstein.
Palavras-chave: Solitons de Yamabe; métricas Lorentzianas; mética conforme; fun-
cional curvatura escalar total; Métrica CPE; Métricas de Einstein; soliton quasi Yamabe;
localmente conformemente plano; self dual.
Abstract
We prove that an (anti)self dual quasi Yamabe gradient soliton with positive sectio-
nal curvature is rotationally symmetric. We also prove that four dimensional (anti) self
dual gradient Yamabe soliton has a special warped product structure provided that the
potential function has no critical points.
We consider gradient Yamabe solitons, conformal to an n−dimensional pseudo-
Euclidean space. We characterize all such solitons which are invariant under the action
of an (n − 1)−dimensional translation group and we obtain the steady solitons. Ap-
plications provide an explicit example of a complete steady gradient Yamabe soliton,
conformal to the Lorentzian space.
We also investigate the critical points of the total scalar curvature functional restric-
ted to space of metrics with constant scalar curvature of unitary volume, for simplicity
CPE metrics. It was conjectured in the 1980's that every CPE metric must be Einstein.
We prove that a 4−dimensional CPE metric with harmonic tensorW+ must be isometric
to a round sphere S4 provided an integral condition is satisﬁed. We also give a necessary
and suﬃcient condition on the norm of the gradient of the potential function for a CPE
metric to be Einstein.
Keywords: Yamabe solitons; Lorentzian metrics; conformal metrics; total scalar
curvature functional; critical point equation; Einstein metric; quasi Yamabe soliton; half
conformally ﬂat; self dual.
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Introdução
O ﬂuxo de Yamabe e o ﬂuxo de Ricci, foram introduzidos como uma tentativa de se
resolver o problema de Yamabe e a conjectura de Poincaré, respectivamente (ver [43]).
Nesse contexto, os solitons de Ricci, soluções auto-similares para o ﬂuxo de Ricci ([29]),
são ferramentas importantes para a matemática contemporânea. A maior parte do tra-
balho foi feito no caso Riemanniano (veja por exemplo [16] e [13]). Entretanto, solitons
de Ricci foram considerados, recentemente, no caso Lorentziano ([3, 10, 27, 49]).
Motivado pela classiﬁcação dos solitons de Ricci localmente conformemente planos,
Daskalopoulos e Sesum [25] iniciaram uma investigação dos solitons de Yamabe con-
formemente planos e demonstraram que todo soliton gradiente de Yamabe completo,
localmente conformemente plano com curvatura seccional positiva é rotacionalmente si-
métrico. Além disso, eles construíram exemplos de solitons de Yamabe rotacionalmente
simétricos em Rn com curvatura seccional positiva. Inspirado por esses autores, Cao,
Sun e Zhang [15] mostraram que todo soliton gradiente de Yamabe não-trivial admite
uma estrutura global especial de produto torcido. Vale lembrar que os solitons gradientes
de Yamabe compactos possuem curvatura escalar constante (veja por exemplo [24]).
Nesse trabalho, vamos estudar solitons de Yamabe e métricas CPE (critical point
equation [9] e [29]).
Um dos nossos objetivos é caracterizar solitons de Yamabe gradiente conformes a es-
paços pseudo-Euclidianos n-dimensionais, que são invariantes pela ação de um grupo de
translação (n− 1)-dimensional (veja os Teoremas 2.3 e 2.4). Barbosa, Pina e Tenenblat
[3] consideraram esse problema para os solitons de Ricci. Precisamente, eles estudaram
solitons gradientes de Ricci, conformes a espaços pseudo- Euclidianos invariantes pela
ação de um grupo de translação (n− 1)-dimensional, encontrando todas as soluções no
caso do soliton gradiente de Ricci estável.
QuandoM é uma variedade Riemanniana a deﬁnição exige que a variedade seja com-
pleta. No caso semi-Riemanniano, não exigimos que (M, g) seja completa [12]. Em ge-
ral, para uma variedade indeﬁnida, o termo “completo” signiﬁca apenas geodesicamente
completo, já que não existe uma “distância” canônica associada à métrica. Por outro
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lado, existem geodésicas tipo tempo, espaço e luz. Logo, podemos falar em completude
tipo tempo, espaço ou luz, dependendo de qual tipo de geodésica estamos considerando.
Esperava-se que um certo tipo de completude (geodesicamente completo) implicasse em
outro tipo de completude (veja [7]). Mas, existem exemplos explícitos que mostram a
independência lógica dos três tipos de completude.
Completude geodésica em variedade semi-Riemanniana é um conceito importante
quando estamos interessados em deﬁnir uma singularidade em relatividade geral. Além
disso, obter explicitamente as geodésicas e suas singularidades, num espaço semi-Riemanniano
é uma tarefa difícil.
No Capítulo 2, vamos considerar solitons gradientes de Yamabe, conformes a um
espaço pseudo-Euclidiano. Caracterizamos todas as soluções invariantes pela ação do
grupo de translação (n − 1)-dimensional, Teoremas 2.1 e 2.2, e vamos obter todos so-
litons de Yamabe estáveis, Teoremas 2.3 e 2.4. Como uma aplicação do Teorema 2.4,
na Seção 2.2 do Capítulo 2, nós obtemos um exemplo de soliton gradiente de Yamabe
estável completo, conforme a um espaço Lorentziano Ln. Mostramos que esse soliton
gradiente de Yamabe é geodesicamente completo, que sua curvatura seccional assume
qualquer valor real, encontraremos seu tensor de Ricci e, com isso, veremos que sua cur-
vatura escalar é constante.
As métricas do tipo soliton gradiente de Yamabe podem ser estendidas naturalmente
(ver [17]). Essa extensão é uma idéia que apareceu no estudo das variedades com peso
(ver [58]), onde as métricas quasi Einstein surgem como generalização das métricas de
Einstein. Com base nesses conceitos, deﬁniu-se as métricas do tipo soliton gradiente
quasi Yamabe (ver [30] e [57]). Essas métricas tipo Einstein tem sido estudadas hoje em
dia, e vários resultados de classiﬁcação já foram obtidos. Na verdade, o estudo dessas
métricas tipo Einstein é um problema antigo (veja cap.16 [9]).
No Capítulo 3, obtemos uma classiﬁcação dos solitons gradientes quasi Yamabe para
o caso de dimensão quatro. Mostramos que a condição localmente conformemente plana
pode ser substituída pela condição mais fraca semi conformemente plana (ou self dual
tensor de Weyl). Vale lembrar que CP2 é um exemplo de variedade que é localmente
semi conformemente plana mas não é localmente conformemente plana. No Teorema 3.6
e no Corolário 3.7 mostramos que, com a hipótese semi conformemente plano, o soliton
gradiente (quasi) Yamabe é rotacionalmente simétrico quando sua curvatura seccional é
positiva. No Teorema 3.8 mostramos que (anti)self dual solitons gradientes de Yamabe
tem uma estrutura de produto torcido muito especial, supondo que a função potencial
não tenha pontos críticos. Cao, Sun e Zhang [15] provaram sem condições adicionais que
a função potencial de um soliton gradiente de Yamabe tem no máximo um ponto crítico.
E quando ela tem um ponto crítico, eles mostraram que o soliton é rotacionalmente si-
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métrico, sem hipóteses adicionais sobre a métrica.
Seja Mn uma variedade orientada n-dimensional compacta (sem fronteira), e M o
conjunto de estruturas Riemannianas diferenciáveis em Mn de volume 1. Dado uma
métrica g ∈ M deﬁnimos o funcional curvatura total, ou funcional Einstein-Hilbert





onde Rg e dv são, respectivamente, a curvatura escalar de Mn e o elemento de volume
determinado pela métrica e orientação. As métricas que são pontos críticos do funcional
curvatura escalar total S restritos a M são Einstein; para maiores detalhes, conﬁra o
Capítulo 4 em [9].
Por outro lado, a solução do problema de Yamabe mostra que toda variedade Rie-
manniana compacta Mn admite uma métrica de curvatura escalar constante, conside-
remos o espaço das métricas csc (constant scalar curvature), denominamos tal espaço
de C = {g ∈ M| Rg constant}, em Mn. Quando restringimos o funcional curvatura
escalar total a uma classe de métricas conformes com curvatura escalar constante obte-
mos um conjunto de pontos crítico. A existência desses pontos críticos é exatamente o
problema de Yamabe. Na verdade, um teorema de Koiso [38] mostra que, sob condições
genéricas, C é uma variedade de dimensão inﬁnita (ver p. 127 em [9]). Foi conjecturado
que os pontos críticos do funcional curvatura escalar total S restritos a C e com volume
unitário são métricas de Einstein (cf. [9] p. 128). A métrica CPE (critical point equa-
tion) é uma tripla (Mn, g, f) onde f é uma função suave em M que satisfaz a seguinte
equação
(1 + f)R˚ic = ∇2f + Rf
n(n− 1)g,
onde Ric,∇2 = Hess e R são, respectivamente o tensor de Ricci, o Hessiano e a curvatura
escalar R da métrica g, tal que R˚ic = Ric− R
n
g.
Nos últimos anos, muitas respostas parciais para conjectura foram obtidas. Por
exemplo, Lafontaine [41] provou que a conjectura CPE é verdadeira com a condição da
métrica ser localmente conformemente plana e
Ker{∇2gf − (∆gf)g − fRicg} 6= 0. (2)
Mas em 2011 Chang, Hwang e Yun removeram a condição (2) (cf. [19]). Além disso,
Hwang, em [32], considerou a conjectura no caso tridimensional com a hipótese de que a
norma do gradiente da função potencial f fosse uma função de apenas f ; veja também
[33]. Em [35], Hwang também mostrou que a conjectura vale se f ≥ −1. Yun, Chang
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e Hwang [20] provaram que se a variedade com a métrica CPE tem tensor de Ricci
paralelo, então ela é isométrica à esfera. A conjectura também foi provada recentemente
com a hipótese de que o tensor curvatura seja harmônico [19]. No caso tridimensional a
conjectura foi demonstrada por Hwang [34] com apenas a condição de que (2) aconteça.
O artigo de Qing-Yuan [37] provou que a conjectura é verdadeira supondo que o tensor
de Bach seja plano. Em 2014, Barros e Ribeiro Jr [4] provaram que a conjectura é
verdadeira em dimensão 4 supondo que a variedade seja localmente semi conformemente
plana.
Iremos estudar algumas propriedades das métricas CPE no Capítulo 4. Precisamente,
vamos estudar a norma do gradiente da função potencial. Mostraremos, no Teorema 4.5,
que a métrica CPE n-dimensional é Einstein se, e somente se,
|∇f |2 + Rf
2
n(n− 1) = Λ,
onde Λ é constante. O Teorema 4.9, o último resultado desse capítulo, também responde
a conjectura CPE supondo que a função
G = |∇f |2 + Rf
2
n(n− 1)
seja harmônica na fronteira de toda componente conexa do conjuntoM0 = {x ∈Mn; 1+
f(x) < 0}.
E no Capítulo 5 estudamos a métrica CPE em dimensão quatro. As variedades de
dimensão quatro possuem propriedades bem particulares. Com a hipótese do divergente
do tensor W+ ser nulo, ou seja, tensor W+ harmônico, mostramos que a métrica CPE
4-dimensional é Einstein se todo ponto de Σc = {p ∈ M4; f(p) = c}, para todo c 6= −1
pertencente a R, for umbílico (Teorema 5.10). Em seguida, como corolário da Proposição




onde N = ∇f|∇f | . No Teorema 5.12, demonstramos que a métrica CPE, para n = 4, é
Einstein se δW+ = 0 e∫
M4








Neste capítulo preliminar, vamos enunciar e demonstrar alguns resultados que serão
utilizados nos próximos capítulos.
1.1 Variedades semi-Riemannianas, métricas confor-
mes e Tensores
Vamos, em primeiro lugar, enunciar alguns fatos sobre formas bilineares.
Se V é um espaço vetorial com dimV > 0, uma forma bilinear simétrica sobre V é
uma função bilinear b : V × V → R tal que
b(v, w) = b(w, v); ∀ v, w ∈ V.
Deﬁnição 1.1. Uma forma bilinear simétrica sobre um espaço vetorial V é:
a) positiva (negativa) deﬁnida se b(v, v) > 0 (<0), ∀v ∈ V .
b) positiva (negativa) semi-deﬁnida se b(v, v) ≥ 0 (≤ 0), ∀v ∈ V .
c) não-degenerada se b(v, w) = 0, ∀w ∈ V implica em v = 0.
Se β = {e1, . . . , en} é uma base de V , dizemos que a matriz bij = b(ei, ej) é chamada
a matriz de b relativa à base β. Uma forma bilinear simétrica é não-degenerada se, e
somente se, bij é inversível.
Deﬁnição 1.2. Um tensor métrico g sobre uma M é uma aplicação que associa a cada
ponto p ∈M uma forma bilinear, simétrica e não-degenerada em TpM .
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Deﬁnição 1.3. Uma variedade semi-Riemanniana (M, g) é uma variedade diferenciável
M , munida do tensor métrico g.
Para um sistema de coordenadas locais (x1, . . . , xn) em uma vizinhança de um ponto
p ∈ M , as componentes do tensor métrico g são gij = g( ∂∂xi , ∂∂xj ). Como g é não-
degenerado, temos que a matriz gij é inversível e a sua inversa será denotada por gij.
Deﬁnição 1.4. Um vetor tangente v em uma variedade semi-Riemanniana (M, g) é de
um dos três tipos:
a) tipo-espaço se g(v, v) > 0 ou v = 0.
b) tipo-nulo (ou tipo-luz) se g(v, v) = 0 e v 6= 0.
c) tipo-tempo se g(v, v) < 0.
Assim como no caso Riemanniano, podemos introduzir os conceitos de conexão e
derivada covariante em uma variedade semi-Riemanniana (M, g). E também podemos
mostrar que tal conexão é bem-deﬁnida e única, assim como no caso Riemanniano.
Denotaremos tal conexão por ∇, a conexão de Levi-Civita de (M, g). Tal conexão é
caracterizada pela fórmula de Koszul:
2g(∇VW,X) = V g(W,X) +Wg(X, V )−Xg(V,W )− g(V, [W,X])
+ g(W, [X, V ]) + g(X, [V,W ]) (1.1)
onde W,V e X pertencem à χ(M).






























Os conceitos de transporte paralelo e geodésica seguem de maneira análoga ao caso
Riemanniano.
A função R : χ(M)× χ(M)× χ(M)→ χ(M) dada por
R(X, Y )Z = ∇Y∇XZ −∇X∇YZ +∇[X,Y ]Z,
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onde ∇ é a conexão de Levi-Civita, é multilinear e será chamada de tensor curvatura de
M .
Um subespaço bi-dimensional σ do espaço tangente TpM é chamado plano tangente
a M em p. Para vetores tangentes X, Y deﬁnimos
Q(X, Y ) = g(X,X)g(Y, Y )− g(X, Y )2.
Um plano tangente σ é não-degenerado se, e somente se, Q(X, Y ) 6= 0 para uma base
qualquer X, Y de σ. Assim, temos o seguinte lema
Lema 1.5. Seja σ um plano tangente não-degenerada de M em p. O número
K(X, Y ) =
g(R(X, Y )X, Y )
Q(X, Y )
é independente da escolha da base X, Y para σ e é chamado de curvatura seccional de
σ em p.
Deﬁnição 1.6. Seja R o tensor curvatura de (M, g). O tensor curvatura de Ricci é
deﬁnido por
Ricp(X, Y ) = traço{Z → R(X,Z)Y }
onde X, Y e Z ∈ TpM .
Em um sistema de coordenadas,
Rik = g
jlRijkl.
Sabemos que, para cada ponto p ∈M ,
Ricp : TpM × TpM → R
é uma forma bilinear e simétrica. Então, considerando A : TpM → TpM a aplicação
linear auto-adjunta associada ao tensor Ricp, deﬁnimos
Deﬁnição 1.7. Seja (M, g) uma variedade semi-Riemanniana. A curvatura escalar R







Considerando f uma função diferenciável introduzimos em seguida, os conceitos de
gradiente, hessiano e laplaciano da função f .
Deﬁnição 1.8. Seja (M, g) uma variedade semi-Riemanniana e f uma função diferen-
ciável. Então
a) o gradiente de f , denotado por ∇f , é dado por
g(∇f,X) = df(X);∀X ∈ χ(M).
b) a hessiana de f é dada por
∇2f(X, Y ) = Hessf(X, Y ) = g(∇X∇f, Y ).
c) e o laplaciano de f é
∆f = div(∇f).
onde div : χ(M)→ R é dado por
div(X) = contração{Y → ∇YX}.
Vamos expor alguns resultados sobre métricas conformes que serão muito utilizados
ao longo do texto.
Proposição 1.9. [9] Seja (M, g) uma variedade semi-Riemanniana de dimensão n ≥ 3
e g¯ = g
ϕ2
uma métrica conforme à g. Então, os tensores de Ricci de g e de g¯ satisfazem
a relação
Ricg¯ −Ricg = 1
ϕ2






2 (Ricg¯)kk = (n− 1)(2ϕ∆gϕ− n|∇gϕ|2). (1.4)
Lema 1.10. Seja (M, g) uma variedade Riemanniana. Então a conexão de Levi-Civita
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∇¯ para uma métrica conforme g¯ = g
ϕ2
satisfaz
∇¯XY = ∇XY − 1
ϕ
[(Xϕ)Y + (Y ϕ)X − g(X,X)∇ϕ] .






































g(Z, [X, Y ])
)
.
Expandindo a expressão anterior temos que
2
ϕ2















(Zϕ)g(X, Y ) +
1
ϕ2
[g(∇ZX, Y ) + g(X,∇ZY )]
− 1
ϕ2
(g(Y, [X,Z]) + g(X, [Y, Z]) + g(Z, [X, Y ])) .
Podemos simpliﬁcar a expressão anterior utilizando a deﬁnição de colchete,
g(∇¯XY, Z) = g(∇XY, Z)− 1
ϕ
[(Xϕ)g(Y, Z) + (Y ϕ)g(X,Z)− g(X,X)g(∇ϕ,Z)]
donde segue o resultado.
Ao longo desta seção, vamos relembrar alguns fatos básicos sobre tensores que serão
úteis na demonstração dos nossos resultados.
Vale ressaltar que ao longo do texto usaremos a notação de Einstein para soma, a
menos que seja mencionado o contrário. De acordo com esta convenção, quando uma
variável de índice aparece duas vezes em um único termo, uma vez em um (sobrescrita)
superior e uma vez em uma posição inferior (subscrito), isso implica que estamos somando
sobre todos os seus possíveis valores. Vejamos como exemplo, como podem ser escritas
as entradas do gradiente de uma função deﬁnida numa variedade Mn,
∇if = gij∇jf,
veja que a soma ocorreu sobre o índice j.
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Vamos utilizar, ao longo do texto, uma notação muito importante sobre o tensor
curvatura (e conseqüentemente, essa notação recairá sobre os tensores de Weyl, Cotton
e Ricci). Considere um sistema de coordenadas locais (x1, . . . , xn), tome uma base {ei =
∂
∂xi
}ni=1 associada ao sistema de coordenadas locais, temos que
R(ei, ej, ek,∇f) = Rijkl∇lf.
De fato, lembrando que
∇f = (gij∇if)ej = (∇jf)ej.
Temos, pelo fato do tensor curvatura ser multilinear,
R(ei, ej, ek,∇f) = R(ei, ej, ek, (gsl∇sf)el) = R(ei, ej, ek, (∇lf)el)
= R(ei, ej, ek, el)(∇lf) = Rijkl∇lf.
Para os operadores S, T : H → H deﬁnidos num espaço de Hilbert n-dimensional H
o produto interno Hilbert-Schmidt é deﬁnido por
〈S, T 〉 = tr(ST?), (1.5)
onde tr e ? são, respectivamente, o traço e a operação adjunto. Além disso, se I é o
operador identidade em H o operador sem traço de T é dado por
T˚ = T − trT
n
I. (1.6)
Em particular a norma de T˚ satisfaz




Agora, nós vamos lembrar que para uma variedade Riemanniana (Mn, g), n ≥ 3, o
tensor de Weyl W é deﬁnido pela seguinte fórmula












onde Rijkl é o operador curvatura. Sabemos que W = 0 para n = 3. Em dimensão n = 4
uma variedade é localmente conformemente plana se, e somente se, W = 0. A equação
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de Ricci é dada por
∇i∇j∇kf −∇j∇i∇kf = Rijks∇sf (1.9)
onde f : M → R é uma função diferenciável.
Deﬁnimos o tensor de Ricci sem traço por
R˚ic = Ric− R
n
g, (1.10)
onde R é a curvatura escalar do tensor métrico g.
O tensor de Cotton C é
Cijk = ∇iRjk −∇jRik − 1
2(n− 1)
(∇iRgjk −∇jRgik). (1.11)
Esses dois tensores estão relacionados da seguinte maneira






para n ≥ 4. Para maiores detalhes sobre esses tensores recomendamos, por exemplo, [9].
Em [14], Cao e Chen deﬁniram o tensor D que é a ponte entre o tensor de Weyl e









(n− 1)(n− 2)(gjk∇if − gik∇jf). (1.13)
Esse tensor D é anti-simétrico nos dois primeiros índices e livre de traço, isto é,
Dijk = −Djik e gijDijk = gikDijk = gjkDijk = 0.
1.2 Teorema de Stokes
Nessa seção, nós vamos ver um resultado central na teoria de integração em varieda-
des: O teorema de Stokes. Este teorema é uma generalização do teorema fundamental
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do cálculo (ver [42]). Antes de falarmos sobre o teorema, vamos deﬁnir o que é uma
variedade com fronteira.
Deﬁnição 1.11. Uma carta de fronteira ϕ : U → V para um espaço topológicoM sobre
um ponto x ∈M é uma aplicação contínua de um aberto U ⊂M para um subconjunto
aberto V de Rn+ = {(x1, . . . , xn) : xn ≥ 0} com ϕ(x) ∈ Rn−1 × {0}.
Onde os subconjuntos de Rn+ são conjuntos da formaW
⋂
Rn+ ondeW ⊂ Rn é aberto.
Deﬁnição 1.12. Um atlas de fronteira A diferenciável para um espaço topológico M é
uma coleção de aplicações ϕα : Uα → Vα onde cada aplicação é uma carta, ou uma carta
de fronteira, para M , tal que
⋃
Uα = M e ϕα ◦ ϕ−1β é uma aplicação diferenciável entre
conjuntos abertos de Rn+ para cada α e β.
Deﬁnição 1.13. Uma variedade diferenciável com fronteira é um espaço topológico M
equipado com uma classe de equivalência de atlas de fronteira diferenciável, onde dois
atlas de fronteira são equivalentes se sua união é um atlas de fronteira.
Se M é uma variedade com fronteira, então a fronteira ∂M de M é o subconjunto
de todos os pontos x ∈M tais que para cada x existe uma carta de fronteira.
Proposição 1.14. Se M é uma variedade diferenciável de n-dimensional com fronteira,
então ∂M é uma variedade diferenciável (n − 1)-dimensional, com atlas dado pela res-
trição de ∂M das cartas de fronteiras de M .
Suponha que Mn é uma variedade diferenciável com fronteira orientada. Isto é, M
está equipada com um atlas de fronteira diferenciável A tal que ϕα ◦ϕ−1β é uma aplicação
que preserva orientação, para cada α e β.
Proposição 1.15. ∂M é uma variedade diferenciável orientada com dimensão n− 1.
A orientação construída em ∂M é chamada de orientação induzida em ∂M pela orien-
tação de M .
Teorema 1.16. Seja M uma variedade diferenciável com fronteira de dimensão n, e ω






Repare que ∂M tem a orientação induzida por M , e ω é restrita a ∂M no lado direito
da equação acima.
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Corolário 1.17. Seja M uma variedade diferenciável compacta sem fronteira. Então∫
M
dω = 0.
Corolário 1.18. Seja M é uma variedade diferenciável compacta com fronteira. Se ω é
uma forma fechada sobre M , então: ∫
∂M
ω = 0.
1.3 Teoria dos grupos de simetria
Um grupo de Lie é um grupo de simetria de um sistema de equações diferenciais,
quando, a ação do grupo transforma soluções do sistema em outras soluções. A aplicação
mais importante, consiste no uso de invariantes pela ação do grupo (ou de subgrupos)
para reduzir o número de variáveis de uma equação diferencial parcial, podendo até
mesmo, reduzir para um sistema de equações diferenciais ordinárias (veja [51]).
Deﬁnição 1.19. SejaM uma variedade diferenciável. Um grupo local de transformações
agindo em M é dado por um grupo de Lie G, um subconjunto aberto U , tal que
{e} ×M ⊂ U ⊂ G×M,
onde e é o elemento neutro do grupo, e uma aplicação diferenciável ψ : U → M satisfa-
zendo as seguintes propriedades:
a)Se (h, x), (g, ψ(h, x)) e (g · h, x) pertencem a U , então
ψ(g, ψ(h, x)) = ψ(g · h, x).
b)Para todo x ∈M ,
ψ(e, x) = x.
c)Se (g, x) ∈ U , então (g−1, ψ(g, x)) ∈ U e
ψ(g−1, ψ(g, x)) = x.
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Simpliﬁcando, denote ψ(g, x) = g · x. Assim, teremos que
g · (h · x) = (g · h) · x,
e · x = x,
g−1 · (g · x) = x,
onde g, h ∈ G e x ∈M estão nas condições da deﬁnição.
Deﬁnição 1.20. Seja G um Grupo de Lie local de transformações agindo em M , então,
para cada x ∈M , deﬁnimos a órbita através de x por
Ox = {g1 · g2 · . . . · gk · x|k ≥ 1, gi ∈ G e g1 · g2 · . . . · gk · x está deﬁnido}.
Além disso, dizemos que o grupo G age semi-regularmente se todas as órbitas são sub-
variedades de M com a mesma dimensão.
Exemplo 1.21. Exemplo de Grupos de Transformações.
a) O grupo de translações em Rn: Seja v 6= 0 um vetor ﬁxado em Rn e seja G = R o
grupo aditivo. Deﬁna
ψv(ε, x) = x+ εv, x ∈ Rn, ε ∈ R.
As órbitas, nesse caso, são retas paralelas a v de forma que a ação é semi-regular com
órbitas unidimensionais.
b) O grupo de dilatações em Rn: Considere novamente o grupo aditivo G = R, uma
constante λ > 0 e deﬁna
ψλ(ε, x) = λ
εx, x ∈ Rn, ε ∈ R.
Nesse exemplo temos órbitas unidimensionais, quando x 6= 0 e a órbita singular con-
sistindo apenas da origem {0}. Dessa forma, a ação é semi-regular no conjunto aberto
Rn\{0}.
Deﬁnição 1.22. Seja G um grupo local de transformações agindo em uma variedade
M . Uma função ξ : M → R é chamada um invariante de G se para todo x ∈ M e para
todo g ∈ G tal que g · x está deﬁnido, vale
ξ(g · x) = ξ(x).
Proposição 1.23. Seja G um grupo conexo de transformações agindo em uma variedade
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M . Uma função ξ : M → R é uma função invariante para G se, e somente se,
v(ξ) = 0, ∀x ∈M, (1.14)
e para todo gerador inﬁnitesimal v de G.
Deﬁnição 1.24. Considere ξ1(x), . . . , ξk(x) funções reais e diferenciáveis, deﬁnidas em
M . Então
a) ξ1, . . . , ξk são chamadas funcionalmente dependentes se para cada x ∈ M existe uma
vizinhança U de x e uma função real diferenciável F (z1, . . . , zk), não identicamente nula
em qualquer subconjunto de Rk, tal que
F (ξ1(x), . . . , ξk(x)) = 0,
para todo x ∈ U .
b) ξ1, . . . , ξk são chamadas funcionalmente independentes se não são funcionalmente de-
pendentes quando restritas a um subconjunto aberto qualquer U ⊂M .
O seguinte teorema nos dá a quantidade máxima de invariantes funcionalmente in-
dependentes que podemos obter por uma ação de G em M :
Teorema 1.25. Suponha que G age semi-regularmente na variedade M de dimensão m
com órbitas s-dimensionais. Se x0 ∈ M , então existem precisamente m− s invariantes
funcionalmente independentes ξ1, . . . , ξm−s deﬁnidos em uma vizinhança de x0. Além
disso, qualquer outro invariante deﬁnido nesta vizinhança é da forma
ξ(x) = F (ξ1, . . . , ξm−s),
para uma função diferenciável F .
Vamos mostrar como encontrar invariantes de um dado grupo de transformações.
Inicialmente, suponha que G é um grupo de transformações a 1-parâmetro agindo em
M , com gerador inﬁnitesimal
v = η1(x)∂x1 + . . .+ ηm(x)∂xm ,
expresso em alguma parametrização local dada. Pela equação (1.14), um invariante ξ de
G é uma solução da seguinte equação diferencial parcial linear de primeira ordem
v(ξ) = η1(x)∂x1(ξ) + . . .+ ηm(x)∂xm(ξ) = 0. (1.15)
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O teorema (1.25) diz então que, se v é não nulo, então existem m − 1 invariantes
funcionalmente independentes, consequentemente, m− 1 soluções funcionalmente inde-
pendentes da equação diferencial parcial (1.15) em uma vizinhança de x0 ∈M .
O cálculo de invariantes independentes para grupo de transformações a r-parâmetros
consiste no seguinte: Se vk =
∑
i
ηki ∂xi , k = 1, . . . , r forma uma base para os geradores
inﬁnitesimais, então os invariantes são encontrados resolvendo o seguinte sistema linear




ηki ∂xiξ = 0, k = 1, . . . , r.
Uma das vantagens em se encontrar soluções invariantes pela ação de um grupo de
simetria é que esse método nos permite reduzir a quantidade de variáveis do sistema
de equações diferenciais parciais, podendo inclusive reduzi-lo a uma equação diferencial
ordinária que possui mais métodos para encontrar soluções.
1.4 Soliton gradiente quasi Yamabe




foi introduzido por R.Hamilton na tentativa de resolver o problema de Yamabe (ver
[29]). Solitons são ferramentas importantes quando estamos interessados em entender a
geometria do ﬂuxo já que os solitons podem aparecer como modelos de singularidades.
Solitons de Yamabe representam um tipo de solução para o ﬂuxo de Yamabe.
Deﬁnição 1.26. Uma variedade Riemanniana (Mn, g) de dimensão n ≥ 3 é chamada
de soliton gradiente de Yamabe se existe uma função potencial diferenciável f : Mn → R
e uma constante λ tal que
(R− λ)gij = ∇i∇jf. (1.16)
Se λ > 0, λ = 0 ou λ < 0, teremos, respectivamente, um soliton gradiente de Yamabe
contraído, estável ou expansivo.
Motivados pelos resultados das variedades quasi Einstein (veja [17]), a teoria dos
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solitons gradientes quasi Yamabe começou a ser investigada. Métricas quasi Einstein
generalizam os solitons de Ricci. Essas métricas quasi Einstein são usadas quando esta-
mos estudando variedades com peso (ver [58]). Os solitons gradientes quasi Yamabe são
generalizações dos solitons de Yamabe gradiente.
Deﬁnição 1.27. Um soliton gradiente quasi Yamabe (Mn, g, f), onde (Mn, g) é uma
variedade Riemanniana de dimensão n ≥ 3 com função potencial diferenciável f : Mn →
R e duas constantes λ,m (m 6= 0) que satisfazem
(R− λ)gij = ∇i∇jf − 1
m
∇if∇jf. (1.17)
Repare que quando m → ∞ então (1.17) se reduz a (1.16) e se f é constante, dizemos
que o soliton gradiente quasi Yamabe é trivial.
Adiante, vamos enunciar alguns resultados sobre (quasi) solitons gradientes de Ya-
mabe que serão explorados ao longo do texto.
Teorema 1.28. [30] Seja (M4, g, f) um soliton gradiente quasi Yamabe completo não
trivial satisfazendo (1.17) com curvatura seccional positiva e Dijk = 0. Então (M4, g, f)
é rotacionalmente simétrico.
Teorema 1.29. [15] Seja (Mn, g, f) um soliton gradiente de Yamabe completo não trivial
satisfazendo (1.16). Então |∇f |2 é constante nos conjuntos de nível de f , e f satisfaz
uma das seguintes propriedades:
(i) f tem um único ponto crítico x0 ∈ Mn, e (Mn, g, f) é rotacionalmente simétrico e
igual ao produto torcido
([0,+∞), dr2)×|∇f | (Sn−1, g¯can),
onde g¯can é a métrica canônica em Sn−1, ou
(ii) f não tem ponto críticos e (Mn, g, f) é o produto torcido
(R, dr2)×|∇f | (Nn−1, g¯), (1.18)
onde (Nn−1, g¯) é uma variedade Riemanniana de curvatura escalar constante.
Quando (Mn, g, f) é localmente conformemente plana, temos o seguinte:
Teorema 1.30. [15] Seja (Mn, g, f) um soliton gradiente de Yamabe completo e não
trivial satisfazendo a equação (1.16). Suponha que f não tem pontos críticos e que ela é
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localmente conformemente plana. Então (Mn, g, f) é o produto torcido
(R, dr2)×|∇f | (Nn−1, g¯),
onde (Nn−1, g¯) espaço de curvatura seccional constante.
Observação 1.31. Vale dizer que os solitons gradientes quasi Yamabe compactos, assim
como os solitons gradientes de Yamabe compactos, tem curvatura escalar constante (veja
por exemplo [25, 30]).
1.5 Estrutura do produto torcido
Aqui, vamos voltar nossa atenção para uma classe de métricas sobre a variedade
produto B × F . Vamos deﬁnir o produto torcido (veja [9] e [50]).
Deﬁnição 1.32. Sejam (B, gB) e (F, gF ) variedades Riemannianas e f > 0 uma função
sobre B. O produto torcido M = B ×f F é a variedade produto B × F com a métrica
g = pi∗gB + (pi∗f)2σ∗gF ,
onde pi e σ são as projeções de B×F em B e F , respectivamente. Explicitamente, para
u, v ∈ T(p,q)M , temos
g(u, v) = gB(dpi(u), dpi(v)) + (f ◦ pi)2gF (dσ(u), dσ(v)).
Observação 1.33. Se f é constante igual a 1, dizemos que M é o produto Riemanniano
e g a métrica produto. Quando uma variedade M não pode ser escrita como o produto
Riemanniano de outras duas variedades dizemos que ela é irredutível.
As ﬁbras p×F = pi−1(p) e as folhas B×q = σ−1(q), com p ∈ B e q ∈ F , são subvariedades
de M . A métrica produto torcido é caracterizada por
1. Para cada q ∈ F , a aplicação pi|(B × q) é uma isometria sobre B,
2. Para cada p ∈ B, a aplicação σ|(p×F ) é uma homotetia sobre F , com fator escalar
1/f(p).
3. Para cada (p, q) ∈ M , as folhas B × q e as ﬁbras p × F são ortogonais em (p, q),
assim podemos decompor T(p,q)M na soma direta
T(p,q)M = T(p,q)(B × q)⊕ T(p,q)(p× F ).
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Chamaremos os vetores tangentes às folhas de horizontais, e os tangentes às ﬁbras
de verticais. Se v ∈ T(p,q)M denotaremos por hor(v) e ver(v) as componentes
horizontal e vertical de v, respectivamente.
Observação 1.34. Para uma variedade produto B×F , denotando por F(B) o conjunto
das funções diferenciáveis sobre B, temos as seguintes noções de levantamento.
1. Se h ∈ F(B), o levantamento de h para B × F é h˜ = h ◦ pi ∈ F(B × F ).
2. Se v ∈ TpB e q ∈ F então o levantamento v˜ de v em (p, q) é o único vetor em
T(p,q)(B × q), tal que dpi(v˜) = v.
3. Se X ∈ X(B) o levantamento de X para B × F é o único campo vetorial X˜ cujo
valor em cada ponto (p, q) é o levantamento de X(p) para (p, q). Este campo é
diferenciável e é o único elemento de X(B × F ), tal que dpi(X˜) = X e dσ(X˜) = 0.
Denotamos por L(B) o conjunto dos levantamentos dos elementos de X(B) para
B × F .
Funções, vetores tangentes e campos diferenciáveis sobre F podem ser levantados para
B × F de maneira similar usando a projeção σ.
A seguir, vamos enunciar alguns resultados sobre o produto torcido que serão muito
importantes ao longo do texto. Esses resultados, podem ser encontrados em [50].
Lema 1.35. Se h ∈ F(B), então o gradiente do levantamento h◦pi de h paraM = B×fF
é o levantamento para M do gradiente de h sobre B.
Denotando as conexões Riemannianas de M , B e F por ∇, ∇B e ∇F , respectiva-
mente, podemos relacioná-las da seguinte maneira:
Proposição 1.36. Seja M = B ×f F um produto torcido. Se X, Y ∈ L(B) e V,W ∈
L(F ), então
1. ∇XY ∈ L(B) é o levantamento de ∇BXY a partir de B,
2. ∇XV = ∇VX = X(f)f V ,
3. hor(∇VW ) = − 〈V,W 〉f ∇f ,
4. ver(∇VW ) ∈ L(F ) é o levantamento de ∇FVW a partir de F ,
onde ∇f é o gradiente de f na métrica g.
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Apresentaremos agora um resultado que relaciona as curvaturas de M com as cur-
vaturas da base B, da folha F .
Proposição 1.37. Seja M = B ×f F um produto torcido com o tensor curvatura R.
Sejam RB e RF os pullback dos tensores curvatura de B e F , respectivamente. Se
X, Y, Z ∈ L(B) e U, V,W ∈ L(F ), então
1. R(X, Y )Z ∈ L(M) é o levantamento de RB(X, Y )Z ∈ L(B) a partir de B,
2. R(V,X)Y = ∇
2f(X,Y )
f
V , onde ∇2 é a hessiana do produto torcido M , que coincide
com a hessiana de B nos vetores horizontais,
3. R(X, Y )V = R(V,W )X = 0,
4. R(X, V )W = 〈V,W 〉
f
∇X∇f ,
5. R(U, V )W = RF (U, V )W − 〈∇f,∇f〉
f2
{〈W,U〉V − 〈W,V 〉U}.
Como conseqüência do resultado acima, vamos mostrar como é o tensor de Ricci do
produto torcido, Ric. Denotaremos RicB e RicF o pullback dos tensores de Ricci de B
e F , respectivamente.
Corolário 1.38. Sobre um produto torcido M = B ×f F com n = dim(F ) > 1, se X, Y
são horizontais e V,W verticais, então
1. Ric(X, Y ) = RicB(X, Y )− n
f
∇2f(X, Y ),
2. Ric(X, V ) = 0,





onde ∆Bf é o laplaciano de f sobre B.
As demonstrações dos resultados citados acima, podem ser encontrados em [9] e [50].
1.6 Variedades de dimensão 4 e suas propriedades es-
peciais
As variedades de dimensão n = 4 possuem propriedades muito especiais. Vamos
introduzir alguns conceitos já conhecidos que podem ser encontrados na literatura ([9],
[39] e [26]).
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O ﬁbrado das 2-formas em uma variedade Riemanniana orientada compacta 4-
dimensional pode ser invariantemente decomposto em soma direta; fatos importantes
sobre esse assunto podem ser encontrados em [9] e [54]. Por exemplo, em uma variedade
Riemannina (M4, g), o tensor de Weyl W é um endomorﬁsmo do ﬁbrado das 2-formas
Λ2 = Λ2+ ⊕ Λ2− tal que
W = W+ ⊕W−,
onde W± : Λ2± −→ Λ2± são chamados, respectivamente, de self-dual e anti-self dual
partes de W. Métricas semi localmente conformemente planas são também conhecidas
como self-dual tensor de Weyl ou anti-self dual tensor de Weyl se W− = 0 ou W+ = 0,
respectivamente. Vale lembrar que uma variedade Riemanniana, de dimensão n ≥ 4, é
localmente conformemente plana se, e somente se, o seu tensor de Weyl é identicamente
nulo.
No que se segue, denotaremos uma variedade 4-dimensional orientada M4 e g como
sua métrica Riemanniana. Como mencionamos anteriormente as 4-variedades são bas-
tante especiais. Por exemplo, seguindo a notação usada em [26] (ver também [56] p. 46),
dado um referencial ortogonal local {e1, e2, e3, e4} num aberto de M4 com base dual as-
sociada {e1, e2, e3, e4}, existe um único operador ∗ chamado de estrela de Hodge (agindo
nos bivetores), tal que
∗(e1 ∧ e2) = e3 ∧ e4
∗(e1 ∧ e3) = e4 ∧ e2
∗(e1 ∧ e4) = e2 ∧ e3
∗(e2 ∧ e3) = e1 ∧ e4
∗(e2 ∧ e4) = e3 ∧ e1
∗(e3 ∧ e4) = e1 ∧ e2, (1.19)
esse quadro pode ser encontrado em [39]. Isso implica que ∗ é uma involução, i.e.
∗2 = Id. Vamos denotar por (r s) o dual de (r s), isso quer dizer que, (r s r s) = σ(1234)
para alguma permutação σ no conjunto {1, 2, 3, 4} (cf. p. 466 em [26]). Como o operador
de Hodge é auto-adjunto, i.e
〈〈∗(ei ∧ ej), ek ∧ el〉〉 = 〈〈ei ∧ ej, ∗(ek ∧ el)〉〉 (1.20)
onde 〈〈·, ·〉〉 é o produto interno para ﬁbrado das 2-formas, Λ2 (bivetores), os únicos
autovalores de ∗ são ±1 (cf. [39]). Por isso o ﬁbrado das 2-formas, em uma 4-variedade
Riemanniana orientada, pode ser decomposto em soma direta Λ2 = Λ2+ ⊕ Λ2−. Isso nos
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permite concluir que o tensor de Weyl W é um endomorﬁsmo de Λ2 = Λ+ ⊕ Λ− tal que
W = W+ ⊕W−. (1.21)
Lembramos que dimR(Λ2) = 6 e dimR(Λ±) = 3. Além disso, as bases para Λ+ e Λ− são
(cf. [26]):
Λ+ = span
{e1 ∧ e2 + e3 ∧ e4√
2
,
e1 ∧ e3 + e4 ∧ e2√
2
,






{e1 ∧ e2 − e3 ∧ e4√
2
,
e1 ∧ e3 − e4 ∧ e2√
2
,




Por isso, Λ+ e Λ− tem uma orientação natural tal que as bases (1.22) e (1.23) são














onde R˚ic : Λ− → Λ+ é o operador de Ricci sem traço em M4 deﬁnido em (1.10).
Como o tensor de Weyl é livre de traço (i.e, trW = 0) em qualquer par de índices
temos que




Wp q r s +Wp q r s
)
. (1.25)








Para maiores detalhes conﬁra [26] e [56].
SendoW+ um tensor do tipo (0, 4), podemos dizer queW+ é harmônico se δW+ = 0,
onde δ é o divergente. O divergente de um (0, 4)-tensor T é deﬁnido por
δT (X1, X2, X3) = traçog{(Y, Z) 7→ ∇Y T (Z,X1, X2, X3)},
onde g é a métrica de M4. Além disso, é bom enfatizar que variedades de Einstein
4-dimensional possuem tensor W+ harmônico (cf. 16.65 in [9], ver também o Lema
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6.14 em [26]). Portanto, é natural nos perguntarmos que implicações geométricas tem a
harmonicidade do tensor W+.
1.7 Métrica CPE (critical point equation)
Deﬁnição 1.39. Uma métrica CPE é uma tripla (Mn, g, f), onde (Mn, g) é uma varie-
dade Riemanniana orientada compacta com dimensão n ≥ 3, volume unitário e curvatura
escalar constante com uma função diferenciável f satisfazendo
(1 + f)R˚ic = ∇2f + Rf
n(n− 1)g, (1.26)
onde R˚ic, R e ∇2 = Hess são, respectivamente, o tensor de Ricci sem traço (R˚ic =
Ric− R
n
g), a curvatura escalar e o Hessiano da métrica g em Mn.
É claro que a métrica de Einstein é canônica quando f = 0. Além disso, a única
solução não-constante conhecida é a esfera com função altura f . Foi conjecturado que a
métrica CPE é uma métrica de Einstein. Para maiores detalhes, conﬁra [9] p. 128.
Note que, se contrairmos a equação (1.26), obtemos
∆f +
R
(n− 1)f = 0. (1.27)
Portanto f é uma autofunção do laplaciano e então, pela teoria espectral, R é positivo.
Em particular, se a métrica CPE for Einstein, então pela equação fundamental (1.26)
teremos para quaisquer campos vetoriais X e Y
∇2f(X, Y ) = − Rf
n(n− 1)g(X, Y ), (1.28)
nos dando que ∇f é um campo vetorial conforme. Nesse caso, podemos usar o teorema





Teorema 1.40. [48] Uma variedade Riemanniana completa de dimensão n ≥ 2 admite
uma função não-constante f com ∇2f(X, Y ) = −c2fg(X, Y ) para quaisquer campos
vetoriais X e Y se, e somente se, a variedade é isométrica a esfera Sn(c) de raio 1
c
, com
c > 0 constante.
A conjectura proposta em [9] em meados dos anos 1980 pode ser reescrita em termos
CPE (cf. [18, 35, 36, 52]). Para ser mais preciso, esses autores propuseram o seguinte:
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Conjectura 1.41. [9] A métrica CPE é sempre Einstein.
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Capítulo 2
Solitons gradientes de Yamabe
conformes a um espaço
pseudo-Euclidiano
Consideremos solitons gradientes de Yamabe (ver Seção 1.4), conformes a espa-
ços pseudo-Euclidianos que são invariantes pela ação de um grupo de translação (n −
1)-dimensional (ver Seções 1.1 e 1.3). Precisamente, seja (Rn, g) um espaço pseudo-
euclidiano com métrica g e coordenadas (x1, · · · , xn), com gij = δijεi, 1 ≤ i, j ≤ n, onde




αi ∈ R, um invariante básico para um grupo de translação (n − 1)-dimensional. Nós




Hessg¯(f) = (Rg¯ − λ)g¯.
onde Rg¯ é a curvatura escalar da métrica g¯.
Primeiramente, nós obtemos condições necessárias e suﬁcientes sobre f(ξ) e ϕ(ξ) para
a existência da métrica g¯ (não necessariamente completa). Veremos que essas condições






ser tipo luz ou não.
Em seguida, vamos construir um exemplo explícito de soliton gradiente de Yamabe,
conforme a um espaço pseudo-Euclidiano que é invariante pela a ação de um grupo de
translação (n− 1)-dimensional que é completo tipo espaço (ou tempo) e tipo luz.
Nos cálculos, nós denotaremos por ϕxixj e fxixj as derivadas de segunda ordem de
ϕ e f , com respeito a xixj. Vamos prosseguir enunciando os resultados principais do
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capítulo.
Nosso primeiro teorema mostra o sistema de equações que as funções ϕ e f satisfazem
quando o soliton gradiente de Yamabe é conforme a um espaço pseudo-Euclidiano.
Teorema 2.1. Seja (Rn, g) um espaço pseudo-Euclidiano com n ≥ 3, coordenadas x =
(x1, . . . , xn) e gij = δijεi e seja f : Rn → R uma função diferenciável. Então existe uma
métrica g¯ = g
ϕ2
tal que (Rn, g¯) é um soliton gradiente de Yamabe com função potencial







= 0, i 6= j (2.1)














(n− 1)(2ϕ∆gϕ− n|∇gϕ|2)− λ
]
.















k = ±1. O teorema seguinte mostra o sistema de equações
diferenciais ordinárias que tais soluções devem satisfazer.
A seguir, consideram o soliton do Teorema 2.1, mostraremos o sistema de equações
diferenciáveis ordinárias que as funções conforme e potencial satisfazem quando o soliton
é invariante pela ação de um grupo de translação.
Teorema 2.2. Seja (Rn, g) um espaço pseudo-Euclidiano com n ≥ 3, coordenadas x =
(x1, . . . , xn) e gij = δijεi. Considere as funções diferenciáveis ϕ(ξ) e f(ξ), onde ξ =
n∑
k=1










k = 0. Então g¯ =
g
ϕ2
é um soliton gradiente
de Yamabe com função potencial f se, e somente se, ϕ e f satisfazem
























Os próximos resultados buscam as soluções de (2.2) e (2.3), quando λ = 0, isto é, no
caso estável.
Teorema 2.3. Seja (Rn, g) um espaço pseudo-Euclidiano com n ≥ 3, coordenadas x =
(x1, . . . , xn) e gij = δijεi. Seja g¯ =
g
ϕ2
, um soliton gradiente de Yamabe estável, com
função potencial f . Então ϕ e f são invariantes sob a ação de um grupo de translação
de dimensão (n − 1) cujo invariante básico é ξ =
n∑
k=1












k = εk0 se, e somente se,
∫
ϕ
γ − βϕn2 +1dϕ =
ξ + ν





, γ ∈ R, (2.5)
onde ν, β ∈ R, γ2 + β2 6= 0. Em particular, quando γ = 0, então f é constante e (Rn, g¯)
é um soliton gradiente de Yamabe estável trivial. Se g é a métrica Euclidiana então g¯
não é completo.
Teorema 2.4. Seja (Rn, g) um espaço pseudo-Euclidiano com n ≥ 3, coordenadas x =
(x1, . . . , xn) e gij = δijεi. Seja g¯ = g/ϕ2, um soliton gradiente de Yamabe estável com
função potencial f . Então ϕ e f são invariantes pela ação do grupo de translação de
dimensão (n−1), cujo invariante básico é ξ =
n∑
k=1






















dξ, γ ∈ R.
Antes de provar os resultados acima enunciados, vamos ilustrar os Teoremas 2.3 e 2.4
com alguns exemplos.
Exemplo 2.5. Se considerarmos γ 6= 0 e β = 0 no Teorema 2.3, então temos que
ϕ2(ξ) =
2γ(ξ + ν)
(n− 1)(n+ 2) e f(ξ) =
1
2
(n− 1)(n+ 2) ln |ξ + ν|,
onde γ(ξ + ν) > 0. Portanto, g¯ = g
ϕ2
é um soliton gradiente de Yamabe estável no
semi-espaço de Rn, com função potencial f .
Exemplo 2.6. No Teorema 2.3, considere (R6, g) um espaço pseudo-Euclidiano de di-








k = εk0 . Se γβ > 0, então podemos resolver






















onde ξ + ν > 0. Segue que g¯ = g
ϕ2
é um soliton gradiente de Yamabe estável no semi-
espaço de R6, com função potencial f .
Exemplo 2.7. Sob as mesmas condições do exemplo acima, se as constantes γ e β





















onde ξ + ν > 0. Segue que g¯ = g
ϕ2
é um soliton gradiente de Yamabe estável no semi-
espaço de R6, com função potencial f .
Exemplo 2.8. Agora, um exemplo para o Teorema 2.4. Seja (Rn, g) um espaço Lorent-
ziano com coordenadas (x1, . . . , xn) e assinatura: ε1 = −1, εk = 1, para k ≥ 2. Considere
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ξ = x1 + x2 e escolha ϕ(ξ) = 11+ξ2 . Então,











onde γ ∈ R\{0}. Segue que (Rn, g¯) é um soliton gradiente de Yamabe estável, com função
potencial f . Mostraremos no última seção desse capítulo que este soliton gradiente de
Yamabe é geodesicamente completo.
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2.1 Demonstração dos resultados principais






{(n− 2)ϕHessg(ϕ) + [ϕ∆gϕ− (n− 1)|∇gϕ|2]g}. (2.6)





2 (Ricg¯)kk = (n− 1)(2ϕ∆gϕ− n|∇gϕ|2). (2.7)
Então, a equação












onde Γ¯kij são os símbolos de christoﬀel da métrica g¯. Para i, j, k distintos, já que g¯ =
εiδij
ϕ2
























































































































































































































; i 6= j.
Substituindo essa expressão em (2.8), se i 6= j temos (2.1).
Analogamente, quando i = j, obtemos










E substituindo essa expressão em (2.8), vamos ter (2.2). Um cálculo direto nos mostra
a implicação contrária. Isso conclui a demonstração do Teorema 2.1.

Demonstração do Teorema 2.2: Seja g¯ = 1
ϕ2
g a métrica conforme de g. Assumindo
que ϕ(ξ) e f(ξ) são funções de ξ, onde ξ =
n∑
k=1










k = 0, temos que
ϕxi = ϕ
′αi; ϕxixj = ϕ
′′αiαj e fxi = f
′αi; fxixj = f
′′αiαj.
Substituindo essas expressões em (2.1), nós temos(




αiαj = 0; ∀i 6= j. (2.13)
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Analogamente, considerando a equação (2.2), temos para todo i,(

























Se existe i e j, i 6= j, tais que αiαj 6= 0, então a equação (2.13) nos dá que

































k = 0, então existe i e j, i 6= j, tais que αiαj 6= 0, segue de (2.16) que λ = 0.
Nós precisamos considerar o caso em que αk0 = 1 e αk = 0, ∀k 6= k0. Nesse caso,
(2.13) é satisfeita trivialmente e nós obtemos, por (2.14), que

−ϕϕ′f ′ = (n− 1)[2ϕϕ′′ − n(ϕ′)2]− εk0λ; i 6= k0






(n− 1)[2ϕϕ′′ − n(ϕ′)2]− εk0λ
}
; i = k0.
Esse sistema de equações é equivalente a (2.2).

Demonstração do Teorema 2.3: Para demonstrar o Teorema 2.3, nós vamos consi-
derar as funções diferenciáveis ϕ(ξ) e f(ξ), onde ξ =
n∑
k=1





k = εk0 .
Segue do Teorema 2.2 que g¯ = 1
ϕ2
g é um soliton gradiente de Yamabe estável com função
potencial f se, e somente se, ϕ e f satisfazem (2.2) com λ = 0.
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A primeira equação do sistema (2.2) implica em
f ′ = γϕ−2,∀γ ∈ R. (2.17)

























































dω = ξ + ν. (2.20)







−1 − σϕn2 = ξ + ν.




γ − βϕn2 +1 = ξ + ν, γ
2 + β2 6= 0, (2.21)
onde β ∈ R, isto é, teremos (2.4). 
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Demonstração do Teorema 2.4: Segue imediatamente como consequência de (2.3).

2.2 Exemplo de soliton gradiente de Yamabe semi-
Riemanniano estável completo
Nessa seção, nós demonstraremos que o Exemplo 2.8 é soliton gradiente de Yamabe com-
pleto conforme a um espaço Lorentziano. Exemplos de variedades pseudo-Riemannianas
são encontrados na literatura. Mas não existem muitos resultados sobre a completude
de espaços Pseudo-Riemannianos. Kundt [40] construiu um exemplo de variedade que
é completa tipo tempo e luz, mas que não é completa tipo espaço. Em seguida Geroch
[28] nos deu um exemplo de espaço-tempo conforme a um 2-espaço de Minkowski e as-
sim globalmente hiperbólico que é incompleto tipo tempo mas completo tipo espaço e
luz. Também Geroch observou que fazendo algumas modiﬁcações no exemplo de Kundt
teriamos espaço-tempos que são (1) incompletos em dois tipos mas completo no terceiro,
(2) espaço incompleto mas completo tipo luz e tempo, e (3) incompleto tipo tempo mas
completo no tipo espaço e luz. Então Beem [6] construiu um exemplo de espaço-tempo
globalmente hiperbólico que é incompleto tipo luzmas completo tipo espaço e tempo. Na
verdade, podemos construir um exemplo de espaço-tempo que é incompleto tipo espaço
mas completo nos outros dois tipos em produtos torcidos ([11], Teorema 3.40). Para
qualquer métrica conforme de uma variedade semi-Riemanniana indeﬁnida existe um
resultado de completude tipo luz ([11], Teorema 2.2).
Um cálculo direto, utilizando a fórmula de Koszul (1.1) fornece a relação entre a conexão
de Levi−Civita ∇, ∇¯ respectivamente correspondentes a g e g¯ = g
ϕ2
:
∇¯XY = ∇XY − 1
ϕ
[(Xϕ)Y + (Y ϕ)X − g(X, Y )∇gϕ] ,
onde Zϕ = g(∇gϕ,Z) e X, Y, Z campos vetoriais em Rn. Conseqüentemente, obtemos




e teremos a seguinte igualdade para uma
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[2dϕ(φ′(t)).φ′ − g(φ′, φ′)∇gϕ] . (2.22)
Prova da completude do Exemplo 2.8: Seja (Rn, g) um espaço pseudo-Euclidiano
com coordenadas (x1, . . . , xn) e assinatura ε1 = −1, εk = 1, para k ≥ 2. Considere,
assim como no Exemplo 2.8,
ξ = x1 + x2, g¯ = (1 + ξ











onde γ ∈ R\{0}. Então, aﬁrmamos que (R, g¯, f) é um soliton gradiente de Yamabe
estável completo com função potencial f .
De fato, considerando ξ =
n∑
k=1











f é a função potencial do soliton gradiente de Yamabe estável (R, g¯, f).
Antes de provar que ele é completo, observe que um cálculo simples nos mostra que




























) = 0, r, ` ≥ 3.























































































































































































































































= 0, r, ` ≥ 3.
Portanto, podemos ver por (2.6) que o tensor de Ricci é dado por
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Rij = (n− 2)
ϕxixj
ϕ
= −2(n− 2) 1− 3ξ
2
(1 + ξ2)2
, Rr` = (n− 2)ϕxrxl
ϕ
= 0, 1 ≤ i, j ≤ 2, r, ` ≥ 3
e, por (2.7), que sua curvatura escalar Rg¯ = 0.
Agora vamos provar que esse soliton gradiente de Yamabe é completo, mostrando






, segue de (2.22) que a curva φ é uma geodésica de (Rn, g¯) se, e somente se,
















, 1 ≤ i ≤ n. (2.23)





















, κ` ∈ R. (2.24)
Já que ϕξ =
−2ξ
(1+ξ2)2




























































, κ¯ ∈ R. (2.27)










Observe que a função f(x, y) = x+y
[1+(x+y)2]5
é diferenciável em todo ponto. Logo, pela













2(1 + (x+ y)2)





|f(x1, x2)− f(x3, x4)| ≤ 9
√
2|(x1, x2)− (x3, x4)|,
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isto é, f é Lipchistizian. Agora, por (2.24) e (2.28)
x′1 = y1
x′2 = y2
y′1 = −2ξ (κ¯
2+σ¯)
(1+ξ2)5







, ` ≥ 3
Já que g(x, y) = 1
(1+(x+y)2)2
também é Lipchistizian. De fato,
|∇g| =
√( −4(x+ y)








32(1 + (x+ y)2)




Finalmente, as soluções do sistema existem para todo t ∈ R e, portanto, as geodésicas
φ(t) estão deﬁnidas para t ∈ R, isto é, a variedade é completa.
Os resultados desse capítulo podem ser encontrados em [45].
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Capítulo 3
Soliton gradiente quasi Yamabe em
dimensão n = 4
Nesse capítulo, vamos mostrar que a condição localmente conformemente plana no
Teorema 1.30, obtido em [15], e no Teorema 1.28, obtido em [30], pode ser substituída
pela condição mais fraca semi localmente conformemente fraca ((anti-)self dual tensor de
Weyl) no caso de dimensão n = 4, isto é, W+ = 0 (veja as Seções 1.1 e 1.6). Motivados
por [23] e [30], consideramos os solitons quasi Yamabe gradientes de dimensão quatro.
Em [25], Daskalopoulos e Sesum provaram que solitons de Yamabe com curvatura
seccional positiva são rotacionalmente simétricos, com a hipótese adicional de que a
métrica g é localmente conformemente plana. Cao, Sun e Zhang [15] demonstraram que
os solitons de Yamabe possuem uma estrutura especial de produto torcido, sem nenhuma
condição adicional.
3.1 Preliminares
Antes de mais nada, vamos relembrar a equação de Ricci,
∇i∇j∇kf −∇j∇i∇kf = Rijkl∇lf. (3.1)
Veremos alguns resultados preliminares que são muito importantes para o nosso
trabalho, e por completude incluiremos suas demonstrações.
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Lema 3.1. [30] Seja (Mn, g, f) um soliton gradiente quasi Yamabe completo e não trivial
satisfazendo (1.17). Então,
n(R− λ) = ∆f − 1
m
|∇f |2, (3.2)






(R− λ)∇if − 1
n− 1Rij∇
jf. (3.4)
onde Rij é o tensor de Ricci da métrica e ∇jf = gkj∇kf .
Demonstração. Para demonstrarmos a equação (3.2) basta fazer a contração da equação
(1.17). De fato,
n(R− λ) = gij∇i∇jf − 1
m
gij∇if∇jf.
A equação (3.3) é também um resultado direto de (1.17). Note que,
∇i|∇f |2 = 2∇i∇jf∇jf = 2[(R− λ)gij + 1
m
∇if∇jf ]∇jf
= 2(R− λ)∇if + 2
m
|∇f |2∇if.
Por último, para provarmos a equação (3.4) calcular o divergente da equação (1.17),
então usando as equações anteriores, a identidade de Ricci e a dupla contração da identi-
dade de Bianchi. Entenda por divergente como tomar a derivada covariante da equação
(1.17) e em seguida fazer a contração da mesma.
∇l(R− λ)gij = ∇l∇i∇jf − 1
m
[(∇l∇if)∇jf + (∇l∇jf)∇if ].
Agora, usamos a identidade de Ricci para obtermos
∇l(R− λ)gij = ∇i∇l∇jf −Riljs∇sf − 1
m
[(∇l∇if)∇jf + (∇l∇jf)∇if ].
Contraindo em l e j a equação acima temos
gjl∇lRgij = gjl∇i∇l∇jf − gjlRiljs∇sf − 1
m
[gjl(∇l∇if)∇jf + gjl(∇l∇jf)∇if ],
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portanto,
∇iR = ∇i(∆f) +Ris∇sf − 1
m
[∇l∇if∇lf + (∆f)∇if ]
= ∇i(∆f) +Ris∇sf − 1
2m
∇i|∇f |2 − 1
m
(∆f)∇if.
Se usarmos, na identidade acima, a equação (3.2) teremos que
∇iR = ∇i
(






∇i|∇f |2 − 1
m
(





= n∇iR + 1
m
∇i|∇f |2 +Ris∇sf − 1
2m
∇i|∇f |2 − n
m
(R− λ)∇if − 1
m2
|∇f |2∇if
= n∇iR + 1
2m
∇i|∇f |2 +Ris∇sf − n
m
(R− λ)∇if − 1
m2
|∇f |2∇if.
Por último, usamos a equação (3.3) na equação acima para obter
∇iR = n∇iR + 1
2m
(






(R− λ)∇if − 1
m2
|∇f |2∇if
= n∇iR +Ris∇sf − (n− 1)
m
(R− λ)∇if.
Com essa última equação concluimos a demonstração do lema.
Como conseqüência do Lema 3.1 temos o resultado abaixo, ele é a ponte entre o
tensor de Weyl e a métrica do soliton quasi Yamabe gradiente.
Proposição 3.2. [30] Seja (Mn, g, f) um soliton gradiente quasi Yamabe completo e
não trivial satisfazendo (1.17). Então
Dijk = Wijkl∇lf. (3.5)
Demonstração. Note que, derivando a equação (1.17) temos que
∇i∇j∇kf −∇j∇i∇kf = ∇i
(



















Pela equação (1.17) novamente, obtemos
∇i∇j∇kf −∇j∇i∇kf = ∇iRgkj −∇jRgik + 1
m
(∇jf∇i∇kf −∇if∇j∇kf)
= ∇iRgkj −∇jRgik − (R− λ)
m
(gkj∇if − gki∇jf).
Usando a equação (3.4) temos diretamente que
∇i∇j∇kf −∇j∇i∇kf = − 1
n− 1(gjkRil∇
lf − gikRjl∇lf). (3.6)
Por outro lado, a identidade de Ricci e o tensor de Weyl nos garante que
∇i∇j∇kf −∇j∇i∇kf = Rijkl∇lf









Rikgjl +Rjlgik −Rilgjk −Rjkgil
)∇lf (3.7)













Portanto, pela deﬁnição do tensor D, (3.6) e (3.7) temos que
Dijk =
1





(n− 1)(n− 2)(gjk∇if − gik∇jf) = Wikjl∇
lf.
O que conclui a prova da proposição.
O próximo lema é o principal resultado técnico do capítulo, que será usado para
demonstrar os Teoremas 3.6 e 3.8.
Lema 3.3. Seja (M4, g, f) um anti-self dual (ou self dual) soliton gradiente quasi Yamabe
completo e não-trivial satisfazendo (1.17). Então o tensor D ≡ 0.
Demonstração. Para a demonstração desse resultado, vamos seguir as idéias em [23] (ver
também [4]). Seja uma variedade 4-dimensional Riemanniana satisfazendo a Deﬁnição
1.27 tal que W+ = 0, isto é, um anti-self dual soliton quasi Yamabe gradiente completo.
Portanto, por (1.25) temos que
Wi j k l +Wi j k l = 0.
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Logo,
Wi j k l∇lf +Wi j k l∇lf = 0.
Isso implica, pela Proposição 3.2, que
Di j k +Di j k = 0.
Agora, considerando um referencial ortonormal orientado {ei}4i=1 que diagonaliza o
tensor de Ricci, com autovalores associados a base µk, k = 1, . . . , 4, respectivamente,
isto é, Rij = µiδij, onde δij é o delta de Kronecker. Temos por (1.19)
D12k +D34k = 0, D13k +D42k = 0 e D14k +D23k = 0. (3.8)
Pela deﬁnição do tensor (1.13) temos
Dijk =
1





(n− 1)(n− 2)(gjk∇if − gik∇jf) (3.9)
=
1
n− 2(µjδjk∇if − µiδik∇jf) +
1
(n− 1)(n− 2)(µi∇ifδjk − µj∇jfδik)
− R
(n− 1)(n− 2)(δjk∇if − δik∇jf). (3.10)
Isso nos garante que no ponto p
Dijk = 0, for i 6= j 6= k. (3.11)
Portanto, por (3.8) e (3.11) obtemos
Diji = 0, for i, j = 1, . . . , 4.
Como também já vimos o tensor D é anti-simétrico, isto é, Diij = 0. Isto garante que
D ≡ 0, como queríamos demonstrar.
A demonstração do Teorema 3.8 é uma conseqüência direta do Lema 3.3. Entretanto,
para aplicarmos o lema, precisamos entender como é a estrutura de produto torcido
no soliton gradiente de Yamabe. Essa análise foi feita, anteriormente, por [25] com a
condição adicional da métrica ser localmente conformemente plana. Aqui, vamos seguir
os passos de [15]. Cao, Sun e Zhang [15] estudaram a estrutura do produto torcido
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nos solitons gradientes de Yamabe completo sem nenhuma hipótese adicional sobre a
variedade ou a métrica.
Seja (Mn, g, f) um soliton gradiente de Yamabe completo não trivial, satisfazendo
(1.16). Para um valor regular qualquer c da função potencial f , considere os conjuntos
de nível Σc = f−1(c). Suponha que I seja um intervalo aberto contendo c, tal que f não
tenha pontos críticos em I. Seja UI = f−1(I). Numa vizinhança qualquer dos conjuntos




2 + g¯Σc ,
∀p ∈ UI , g¯Σf(p) = gab(f(p), θ)dθadθb é a métrica induzida e θ = (θ2, . . . , θn) é um sistema
de coordenadas locais em Σf(p). Vamos considerar a, b, c, d ∈ {(2, . . . , n)}.
Por outro lado, como já foi mostrado em [25], temos que
∇1|∇f |2 = 2∇2f(∇f,∇f) = 2(R− λ)|∇f |
e
∇a|∇f |2 = 2∇2f(∇f, ∂a) = 2(R− λ)∇af = 0.





|∇f | , (3.12)
de tal forma que podemos escrever a métrica em UI como
ds2 = dr2 + gab(r, θ)dθadθb.
Seja ∇r = ∂
∂r
, então, pelo Lema 1.35, |∇r| = 1 e ∇f = f ′(r)∇r em UI . Repare que
f ′(r) em UI não muda de sinal, já que f não possui pontos críticos nesse aberto. Assim,
podemos assumir que I = (α, β) com f ′(r) > 0 para todo r ∈ I. Como
∇∂r∂r = 0 (3.13)
então as curvas integrais a ∇r são geodésicas normais.
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Por (3.13), a equação (1.16) nos dá





) = f ′′(r).
Portanto, podemos concluir diretamente que a curvatura escalar só depende de f(p) em






gab, a, b ∈ {2, . . . , n}. (3.14)
Em particular,




Ou seja, pontos de Σf(p) são todos umbílicos pois hab =
Hf(p)
(n−1)gab. E portanto, Hf(p) é
constante em Σf(p) (veja Capítulo 5 para detalhes sobre os cálculos feitos com a segunda
forma fundamental e a curvatura média).
Fixando um sistema de coordenadas
(r, θ2, . . . , θn) (3.15)
em UI , onde (θ2, . . . , θn) é um sistema de coordenadas locais em Σc, lembrando que
a, b, c, d ∈ {2, . . . , n}. Então, nesse sistema de coordenadas locais temos que
hab = −g(∂r,∇a∂b) = −g(∂r,Γ1ab∂r) = −Γ1ab.




















































gab(r, θ) = f
′(r)2gab(r0, θ),
onde o conjunto de nível {r = r0} corresponde a Σc0 = f−1(c0). Para qualquer valor
regular c0 da função potencial f .
Essa discussão, nos permite enunciar a seguinte proposição:
Proposição 3.4. [15] Seja (Mn, g, f) um soliton gradiente de Yamabe completo não
trivial satisfazendo (1.16) e Σc = f−1(c) uma superfície de nível regular. Então
1. |∇f |2 é constante em Σc,
2. a curvatura escalar R é constante em Σc,
3. a segunda forma fundamental em Σc é dada por hab = Hn−1gab,
4. a curvatura média H é constante em Σc,
5. em uma vizinhança aberta U de Σc tal que f não tenha pontos críticos, a métrica
g pode ser expressa como
ds2 = dr2 + (f ′(r))2g¯r0 ,
onde (θ2, . . . , θn) é um sistema de coordenadas locais em Σc e g¯r0 = gab(r0, θ)dθadθb
é a métrica induzida em Σc = r−1(r0).
Observação 3.5. Esta proposição foi primeiramente observada em [25] com a condição
adicional da métrica ser localmente conformemente plana.
Motivados pela Proposição 3.4 acima, estudaremos o tensor curvatura e o tensor de
Ricci da variedade produto
(Mn, g) = (I, dr2)× ϕ(Nn−1, g¯),
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onde ds2 = dr2 + ϕ2(r)g¯. Fixando um sistema de coordenadas qualquer θ = (θ2, . . . , θn)
em Nn−1, e escolhendo (x1, . . . , xn) = (r, θ2, . . . , θn) como em (3.15). Lembrando que
a, b, c, d ∈ {2, . . . , n} e que o tensor curvatura R¯abcd é o tensor curvatura em (Nn−1, g¯).
Portanto, pela Proposição 1.37 temos que
R1a1b = −ϕϕ′′g¯ab, R1abc = 0, (3.16)
e
Rabcd = ϕ
2R¯abcd − (ϕϕ′)2(g¯acg¯bd − g¯adg¯bc). (3.17)
A Proposição 1.38 nos dá que o tensor de Ricci de (Mn, g) é dado por
R11 = −(n− 1)ϕ
′′
ϕ
, R1a = 0 (2 ≤ a ≤ n), (3.18)
e
Rab = R¯ab − [(n− 2)(ϕ′)2 + ϕϕ′′]g¯ab, (2 ≤ a, b ≤ n). (3.19)
Então, contraíndo o tensor de Ricci, as curvaturas escalares de (Mn, g) e (Nn−1, g¯) se
relacionam pela seguinte expressão:









Usando as expressões (3.16), (3.17), (3.18), (3.19), (3.20) e (1.8) temos que o tensor
de Weyl para a métrica produto da variedade (Mn, g) é dado por:
W1a1b = R1a1b − 1
n− 2(R11gab +Rabg11 −R1bga1 −Ra1g1b) +
R
(n− 1)(n− 2)(gabg11 − g1bga1)
= −ϕϕ′′g¯ab − 1
(n− 2){−(n− 1)ϕϕ
′′g¯ab + R¯ab − [(n− 2)(ϕ′)2 + ϕϕ′′]g¯ab}
+
1
(n− 1)(n− 2)[R¯− (n− 1)(n− 2)(ϕ
′)2 − 2(n− 1)ϕϕ′′]g¯ab
= −ϕϕ′′g¯ab + (n− 1)
(n− 2)ϕϕ
′′g¯ab − 1













(n− 1)(n− 2) g¯ab −
R¯ab
(n− 2) , (3.21)
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W1abc = 0 e Wabcd = ϕ
2W¯abcd,
onde W¯ é o tensor de Weyl de (Nn−1, g¯).
3.2 Resultados principais
Teorema 3.6. Seja (M4, g, f) um anti-self dual (ou self dual) soliton gradiente quasi Ya-
mabe completo e não trivial satisfazendo (1.17) com curvatura seccional positiva. Então
(M4, g, f) é rotacionalmente simétrico.
Demonstração. A demonstração segue diretamente do Lema 3.3 e do Teorema 1.28, da
Seção 1.4.
Analogamente temos o seguinte:
Corolário 3.7. Seja (M4, g, f) um anti-self dual (ou self dual) soliton gradiente de Ya-
mabe completo e não trivial satisfazendo (1.16) com curvatura seccional positiva. Então
(M4, g, f) é rotacionalmente simétrico.
Na verdade, temos o seguinte resultado.
Teorema 3.8. Seja (M4, g, f) um anti-self dual (ou self dual) soliton gradiente de Ya-
mabe completo satisfazendo (1.16) e suponha que f não tenha pontos críticos. Então
(M4, g, f) é o produto torcido
(R, dr2)×|∇f | (N3, g¯),
onde (N3, g¯) é um espaço de curvatura seccional constante.
Demonstração. Seja (M4, g, f) um anti-self dual soliton gradiente de Yamabe, completo e
não trivial tal que f não tem pontos críticos. Pelo Teorema 1.29-(ii) temos que (M4, g, f)
tem uma estrutura de produto torcido (1.18). Queremos demonstrar, na verdade, que
(N3, g¯) é um espaço de curvatura seccional constante. Para isso, é suﬁciente que g¯
seja Einstein. Já que, variedades de Einstein tridimensionais tem curvatura seccional
constante. Para concluir o resultado precisamos conhecer a estrutura de produto torcido
do soliton gradiente de Yamabe, discutida nas preliminares.
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Pelo Lema 3.3 e pela Proposição 3.2 sabemos que Wijkl∇lf = 0, isto é,
W (·, ·, ·,∇f) = 0. (3.22)
Considerando as superfícies de nível Σc = f−1(c) onde c é qualquer valor regular para
f . Supondo I um intervalo aberto contendo c tal que f não tenha pontos críticos na
vizinhança UI = f−1(I). Já que |∇f |2 é constante em Σc (ver [25]), nós podemos fazer
uma mudança de variáveis como em (3.12), e assim podemos aplicar a Proposição 3.4.
Isto é, ﬁxado um sistema de coordenadas qualquer θ = (θ2, θ3, θ4) em N3, e escolhendo
(x1, x2, x3, x4) = (r, θ2, θ3, θ4). Sendo ∇r = ∂∂r , então |∇r| = 1 e ∇f = f ′(r) ∂∂r em UI ,
como foi visto na seção preliminar desse capítulo. Portanto, temos por (3.22) que
0 = W (·, ·, ·,∇f) = f ′(r)W (·, ·, ·,∇r).
Já que f não possui nenhum ponto crítico
W (·, ·, ·,∇r) = 0. (3.23)
Logo, pelos argumentos sobre a variedade produto (Mn, g) = (I, dr2)×ϕ(Nn−1, g¯) vistos
logo acima, a fórmula do tensor de Weyl (3.21) para essa variedade produto nos dá
2W (∇r, ∂a,∇r, ∂b) = R¯
3
g¯(∂a, ∂b)− R¯ic(∂a, ∂b), para a, b ∈ {2, 3, 4}, (3.24)
onde R¯ e R¯ic são, respectivamente, a curvatura escalar e o tensor de Ricci para (N3, g¯).
Finalmente, por (3.23) e (3.24) temos que g¯ é Einstein. Logo, o Teorema 3.8 está
demonstrado.
Os resultados desse capítulo podem ser encontrados em [46].
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Capítulo 4
Estudo da função potencial da métrica
CPE
Faremos aqui uma análise sobre a função potencial da métrica CPE (deﬁnida na
Seção 1.7). Foi conjecturado que a métrica CPE é sempre Einstein (ver na seção 1.7).
Apresentaremos um estudo mais analítico da conjectura motivados pelo teorema proposto
por S. Hwang em sua tese de doutorado [32]:
Teorema 4.1. [32] Seja (M3, g, f) uma solução para (1.26). Se |∇f |2 = g(∇f,∇f) é
uma função apenas de f , então a métrica g é Einstein.
Inspirados por este teorema, nos perguntamos se g(∇f,∇f), numa variedade CPE n-
dimensional, seria uma função apenas de f de fato. Então, uma análise nos levou a uma
expressão explícita para |∇f |2 na métrica CPE.
No Teorema 4.5 mostraremos condições necessárias e suﬁcientes para que a métrica
CPE seja Einstein em qualquer dimensão.
4.1 Preliminares
Para provarmos o Teorema 4.5, precisamos de uma proposição, já demonstrada pre-
viamente em [35] (ver também [19]). Já que a demonstração desse resultado é curta, e
fácil de acompanhar, vamos apresentá-la nesse trabalho.
Proposição 4.2 ([35], [19]). Seja (Mn, g, f), uma métrica CPE com f não-constante,
e B = {x ∈Mn|f(x) = −1}. Então B tem medida n-dimensional nula.
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Demonstração. Seja B′ o conjunto dos pontos críticos de f em B. Então B\B′ é uma
união de hipersuperfícies.
Agora, para p ∈ B′, nós usamos (1.26) para obter
∇2f(ξ, ξ) = R
n(n− 1)g(ξ, ξ) > 0
para qualquer vetor tangente não-nulo ξ no espaço tangente TpM em p (lembrando que
R é positivo por (1.27)). Portanto, p é um ponto crítico não-degenerado de f . Mais
ainda, f tem seu mínimo local em p. Tais pontos críticos não-degenerados são isolados,
e por isso B′ tem que ser ﬁnito. Isso nos permite concluir que B = B′
⋃
(B\B′) tem
medida n-dimensional nula, como queriamos demonstrar.
Observação 4.3. Precisamos fazer uma análise do conjunto
M0 = {x ∈M ; 1 + f(x) < 0}
e supor regularidade, pelo menos, nas componentes conexas de sua fronteira (de tal
maneira que possamos aplicar a fórmula de Stokes).
SejaM ′0 uma componente conexa deM0 e ∂M
′
0 a fronteira deM
′
0. Usaremos ao longo
do texto que ∂M ′0 é regular (i.e, satisfaz a fórmula de Stokes). Por deﬁnição, f = −1
em ∂M ′0. Veja que tal fronteira é não-vazia, pois se o fosse f teria sinal deﬁnido, isto é,
f > 0 ou f < 0, e (pelo Lema 1 em [35]) a conjectura estaria demonstrada.
Mostraremos a seguir um lema (ver [19]) que nos permite deﬁnir o vetor normal na
fronteira de M0.
Lema 4.4 ([19]). Seja (Mn, g, f) uma métrica CPE com f não constante. Considerando
o conjunto
M0 = {x ∈M ; 1 + f(x) < 0}. (4.1)
Então ∇f 6= 0 para todo p ∈ ∂M0.
Demonstração. Considere o subconjunto (4.1) onde ∂M0 ⊆ f−1(−1) é a fronteira desse
conjunto. Seja p ∈ f−1(−1) tal que (∇f)(p) = 0, isto é, p é um ponto crítico de f , então
pela equação (1.26) temos que
∇2fp(X,X) = R
n(n− 1)gp(X,X) > 0
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para qualquer vetor não-nulo X ∈ TpM . Logo, p ∈ f−1(−1) é um ponto de mínimo
não-degenerado. Sendo M0 = {x ∈ M ; 1 + f(x) < 0} e sua fronteira ∂M0 ⊆ f−1(−1).
Um ponto crítico de f em ∂M0 é de mínimo local pelo que acabamos de discutir acima.
Portanto, é impossível que ∇f = 0 em algum ponto de ∂M0. Suponha que p ∈ ∂M0 ⊆
f−1(−1) tal que (∇f)(p) = 0. Então existe ε > 0 tal que f(q) ≥ f(p) para todo
q ∈ B(p, ε). Logo, f(q) + 1 ≥ f(p) + 1 = 0 para todo q ∈ B(p, ε). O que é um absurdo,
pois já que p ∈ ∂M0 para todo ε > 0 existe q¯ ∈ B(p, ε) tal que 1 + f(q¯) < 0.
Agora estamos em condições de demonstrar os resultados principais.
4.2 Resultados principais
Teorema 4.5. Seja (Mn, g, f) uma métrica CPE n-dimensional. Então Mn é Einstein
se, e somente se,
|∇f |2 + Rf
2
n(n− 1) = Λ, (4.2)
onde Λ é uma constante real.
Demonstração. Primeiro, suponha que (Mn, g, f) é uma métrica CPE. Suponha tam-
bém que a métrica g é Einstein. Nessas condições, podemos usar (1.26) para concluir
que
0 = (1 + f)R˚ij = ∇i∇jf + Rf
n(n− 1)gij.
Portanto, segue que


















Então, por (4.3) temos (4.2).
Por outro lado, assumindo que (Mn, g, f), satisfaz (4.2). Tomando sua derivada e usando
63
(1.26) obtemos
0 = ∇i|∇f |2 + 2R
n(n− 1)f∇if
= 2∇i∇jf∇jf + 2R
n(n− 1)fgij∇
jf = 2(1 + f)R˚ij∇jf.
Conseqüentemente, pela Proposição 4.2 e pela continuidade de R˚ij temos que R˚ij∇jf se
anula para todo p ∈M. Logo, a equação acima implica que
Ric(∇f, . ) = R
n
g(∇f, . ). (4.4)
Agora, se derivarmos duas vezes (4.2) chegamos em




Contraindo (4.5) em i e k temos





= ∆|∇f |2 + 2R




Logo, segue de (1.27) que
0 = ∆|∇f |2 + 2R
n(n− 1) |∇f |
2 − 2R
2f 2
n(n− 1)2 . (4.6)
Lembrando que a fórmula de Böchner [9] é
1
2
∆|∇f |2 = |∇2f |2 +Ric(∇f,∇f) + g(∇f,∇(∆f)). (4.7)
Substituindo (1.27) em (4.7) aﬁrmamos que
∆|∇f |2 = 2|∇2f |2 + 2Ric(∇f,∇f)− 2 R
n− 1 |∇f |
2. (4.8)
Agora, combine (4.6) com (4.8) para conseguir que







Note que, por (1.26) e (1.27), temos







= |∇2f |2 − R
2f 2
n(n− 1)2 . (4.10)
Além disso, comparando (4.10) com (4.9) concluímos que
0 = 2(1 + f)2|R˚ic|2 + 2Ric(∇f,∇f)− 2R
n
|∇f |2. (4.11)






Enﬁm, (4.11) se reduz a
0 = 2(1 + f)2|R˚ic|2.
E pela Proposição 4.2 conclui-se que R˚ic = 0 emMn. Portanto a métrica g é Einstein.
Corolário 4.6. Seja (Mn, g, f) uma métrica CPE n-dimensional e ∇f autovetor de
Ric, isto é, Rij∇jf = λ∇if , onde o autovalor associado λ = R4 . Então Mn é uma
variedade de Einstein.
Demonstração. Basta observar que, pela equação fundamental (1.26) e pela hipótese,
temos














E então usamos o Teorema 4.5 para concluirmos.
Pelas idéias do Teorema 4.5, vê-se que uma análise da função G = |∇f |2 + Rf2
n(n−1)
pode ser interessante para a conjectura (veja também [19]). Vamos, em seguida, mostrar
um outro resultado que caminha nessa direção. Vamos demonstrar um lema técnico
primeiramente (uma consequência do Teorema 4.5):
Lema 4.7. Seja (Mn, g, f) uma métrica CPE. Deﬁna em M a função suave
G = |∇f |2 + Rf
2





∆G = (1 + f)2|R˚ic|2 + R˚ic(∇f,∇f).
Demonstração. Tomando a derivada duas vezes da equação G = |∇f |2 + Rf2
n(n−1) temos




Portanto, contraíndo (4.13) em i e k obtemos





= ∆|∇f |2 + 2R




Segue de ∆f = − Rf
n−1 que
∆G = ∆|∇f |2 + 2R
n(n− 1) |∇f |
2 − 2R
2f 2
n(n− 1)2 . (4.14)
Lembrando a fórmula de Bochner:
1
2
∆|∇f |2 = |∇2f |2 +Ric(∇f,∇f) + g(∇f,∇(∆f)). (4.15)
Substituindo ∆f = − Rf
n−1 em (4.15) obtemos
∆|∇f |2 = 2|∇2f |2 + 2Ric(∇f,∇f)− 2 R
n− 1 |∇f |
2. (4.16)
Combinando (4.14) com (4.16) temos














= |∇2f |2 − R
2f 2
n(n− 1)2 . (4.18)
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Então,
2(1 + f)2|R˚ic|2 + 2 R
2f 2
n(n− 1)2 = 2|∇
2f |2. (4.19)
Logo, comparando (4.19) com (4.17) obtemos o resultado.
Uma consequência imediata desse lema é:
Corolário 4.8. Seja (Mn, g, f) uma métrica CPE. Se R˚ic ≥ 0 entãoM é uma variedade
de Einstein.
















(1 + f)2|R˚ic|2 ≥ 0.
Então, pela Proposição 4.2 temos que R˚ic = 0, como queríamos.
A seguir, mostraremos outro resultado que segue também como conseqüência do
Lema 4.7.
Teorema 4.9. Seja (Mn, g, f) uma métrica CPE, G deﬁnido por (4.12) e M ′0 deﬁnido
como na Observação 4.3. Suponha
∆G = 0 em ∂M ′0.
Então g é Einstein.
Demonstração. Como ∂M ′0 é uma componente conexa de ∂M0 ⊆ f−1(−1), então pelo
lema 4.7 e pela hipótese temos que
R˚ic(∇f,∇f) = 0 (4.20)
em ∂M ′0. Usando a fórmula de Stokes, segunda identidade de Bianchi contraída, Lema
67
4.4 e 4.20 temos que∫
M ′0




























|∇f |R˚ic(∇f,∇f) = 0.
Logo, ∫
M ′0
(1 + f)|R˚ij|2 = 0. (4.21)
Já que 0 ≥ (1 + f)|R˚ij|2 em M ′0 temos que (1 + f)|R˚ij|2 = 0, por continuidade e (4.21).
Logo, pela Proposição 4.2 nós temos R˚ic = 0 em M ′0. Isto é, R˚ic = 0 in M0.




(1 + f)|R˚ic|2 =
∫
Mc0








(1 + f)|R˚ic|2 =
∫
Mc0
(1 + f)|R˚ic|2. (4.22)
Mas já que M c0 = {x ∈ M ; 0 ≤ (1 + f)(x)} temos que 0 ≤ (1 + f)|R˚ic|2 em M c0 , por
continuidade e (4.22), obtemos (1 + f)R˚ic = 0 em M c0 , isto é, pela proposição (4.2)
R˚ic = 0 em M c0 . E ﬁnalmente temos que R˚ic = 0 em M , ou seja g é Einstein.
Observação 4.10. Como a função G é contínua, então ela atinge seu máximo (mínimo)
emM . Pelo princípio do máximo forte, se ∆G ≥ (≤)0 então G é constante emM (sobre
discussão sobre princípio do máximo veja [19]).
Os resultados desse capítulo podem ser encontrados em [44].
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Capítulo 5
Métrica CPE em dimensão n = 4
Nesse capítulo, vamos estudar a métrica CPE em variedades de dimensão 4 (veja
seções 1.1, 1.6 e 1.7). Inspirados pelo desenvolvimento histórico do estudo da conjectura
CPE com as condições localmente conformemente plana (ver [41]), semi conformemente
plano (ou, (anti) self dual tensor de Weyl) (ver [4]) e tensor curvatura harmônico (veja
[19]) nós vamos observar o comportamento da métrica CPE sob a condição div(W+) = 0.
É claro que se trocarmos a condição δW+ = 0 pela condição δW− = 0 as conclusões
serão exatamente as mesmas. Ao longo do texto, usaremos as seguintes notações para
indicar o divergente. Veja como exemplo o divergente do tensor de Weyl:
δW = −∇iWijkl = −gis∇sWijkl.
5.1 Preliminares
Primeiro, mostraremos alguns resultados essenciais para o desenvolvimento desse
capítulo.
Lema 5.1. [4] Seja (Mn, g, f) uma métrica CPE. Então:
(1 + f)(∇jRik −∇iRjk) = −Rijks∇sf − (∇jfRik −∇ifRjk)
+
R
n− 1(∇jfgik −∇ifgjk). (5.1)
Demonstração. Como Mn tem curvatura escalar constante e g é paralelo, podemos
derivar a equação (1.26) para obtermos




(1 + f)∇jRik = ∇j∇i∇kf − (∇jf)Rik + R
n− 1∇jfgik
e, arranjando os índices,
(1 + f)∇iRjk = ∇i∇j∇kf − (∇if)Rjk + R
n− 1∇ifgjk.
Se usarmos (1.9) e subtrairmos as duas equações acima, obteremos o resultado.
Lembre-se que o tensor de Weyl, para n ≥ 3, é dado pela expressão (1.8) e o tensor
de Cotton é dado por (1.11). Mas como na métrica CPE temos que a curvatura escalar
é constante, isso nos dá que
Cijk = ∇iRjk −∇jRik. (5.2)
Agora estamos aptos a demonstrar a relação entre os tensores de Weyl e de Cotton
na métrica CPE. Precisamente, temos o seguinte lema.
Lema 5.2. [4] Seja (Mn, g, f) uma métrica CPE. Então:
(1 + f)Cijk = Wijks∇sf − R






Demonstração. Primeiramente, podemos comparar (5.1) com (5.2) e obter
(1 + f)Cijk = Rijks∇sf + (∇jfRik −∇ifRjk)− R
n− 1(∇jfgik −∇ifgjk). (5.4)
Por outro lado, segue de (1.8) que






(n− 1)(n− 2)(∇jfgik −∇ifgjk). (5.5)
Se combinarmos (5.4) com (5.5) teremos o resultado.
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Tendo essa deﬁnição em mente, podemos deduzir de (5.3) que
(f + 1)Cijk = Wijks∇sf + Tijk. (5.7)
Enunciaremos alguns resultados sobre métricas CPE, encontrados na literatura:
Proposição 5.3. [19] O conjunto crit(f) = {x ∈M ;∇f = 0} tem medida nula.
Teorema 5.4. [19] A conjectura CPE é verdadeira se o tensor curvatura for harmônico,
isto é, se o divergente do tensor curvatura for identicamente nulo (∇iRijkl = 0).
Observação 5.5. A condição ∇iRijkl = 0 mencionada no teorema 5.4 acima é equiva-
lente ao tensor de Ricci ser do tipo Codazzi, isto é, ∇iRjk −∇jRik = 0. Nosso objetivo,
a seguir, é demonstrar que div(W+) = 0 implica no tensor de Ricci, Rij, ser tipo Codazzi
e então aplicar o Teorema 5.4.
5.2 Resultados principais
Para começarmos, precisamos mostrar o que signiﬁca de fato δW+ (divergente de W+)








Ck l j + Ck l j
)
(5.8)
Combinando (5.7) com (5.8) temos
4(1 + f)δW+jkl = (1 + f)(Cklj + Ck l j)
=
[
Wkljs∇sf +Wk l j s∇sf + Tlkj + Tl k j
]
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Agora, usando que δW+ = 0, temos que
−Wkljs∇sf −Wk l j s∇sf = Tklj + Tk l j. (5.9)
Logo,
0 = − (Wkljs∇sf +Wk l j s∇sf)∇jf = (Tklj + Tk l j)∇jf,
E então, renomeando os índices,
(
Tijk + Ti j k
)∇kf = 0. (5.10)
Por outro lado, a equação (5.6) nos permite deduzir que
Tijk∇kf = 3
2






= (Rik∇jf −Rjk∇if)∇kf. (5.11)
Então, de (5.10) segue que
(Rik∇jf −Rjk∇if)∇kf + (Ri k∇jf −Rj k∇if)∇kf = 0. (5.12)
Considere uma base ortonormal {e1, e2, e3, e4}, diagonalizando Ric no ponto q, tal que
∇f(q) 6= 0, isto é, Ricq(ei, ej) = λi(q)δij, com autovalores associados λk, (k = 1, . . . , 4),
respectivamente. É importante esclarecer que o conjunto de pontos regulares de M4,
denotado por {p ∈ Mn : ∇f(p) 6= 0}, é denso em M4, por (5.3). Do contrário, f seria
constante em um aberto deM4; na verdade, por (1.26), essa constante seria igual a zero,
mas pela teoria dos conjuntos nodais f não pode ser identicamente nula num aberto de
M4 , veja [21]. Para essa discussão sobre a densidade do conjunto {p ∈Mn : ∇f(p) 6= 0}
recomendamos também a Proposição 2.2 em [19]. De agora em diante, a menos que seja
mencionado o contrário, vamos voltar nossas atenções aos pontos regulares.
Lema 5.6. Seja (M4, g, f) uma métrica CPE satisfazendo (1.26) tal que δW+ = 0.
Então ∇f é um autovetor do tensor de Ricci.
Demonstração. Note que, novamente escolhendo um referencial ortonormal que diago-
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naliza o tensor de Ricci e substituindo Rij = λiδij em (5.12) temos
0 = (Rik∇jf −Rjk∇if)∇kf + (Ri k∇jf −Rj k∇if)∇kf
= (λiδik∇jf − λjδjk∇if)∇kf + (λiδik∇jf − λjδjk∇if)∇kf
= (λi − λj)∇if∇jf + (λi − λj)∇if∇jf,
ou seja, por (1.19),
(λ1 − λ2)∇1f∇2f + (λ3 − λ4)∇3f∇4f = 0,
(λ1 − λ3)∇1f∇3f + (λ4 − λ2)∇4f∇2f = 0,
(λ1 − λ4)∇1f∇4f + (λ2 − λ3)∇2f∇3f = 0.
(5.13)
Nós vamos mostrar que∇f, sempre que não-nulo, é um autovetor de Ric. Na verdade,
levando em consideração que ∇f(p) 6= 0 temos que, pelo menos, uma das componentes
coordenadas do gradiente da função f é diferente de zero, i.e, (∇jf)(p) 6= 0, 1 ≤ j ≤ 4.
Se isso ocorre para exatamente um índice, então ∇f = (∇jf)ej para algum j, nos
dando que Ric(∇f) = λj∇f. Por outro lado, se nós temos que (∇jf)(p) 6= 0 para duas
componentes distintas, sem perda de generalidade podemos supor ∇1f 6= 0, ∇2f 6= 0,
∇3f = 0 e ∇4f = 0. Então, por (5.13) nós teremos que λ1 = λ2. Nesse caso teremos que
∇f = (∇1f)e1 + (∇2f)e2. E desse fato, podemos ver que
Ric(∇f) = Ric((∇1f)e1 + (∇2f)e2) = (∇1f)Ric(e1) + (∇2f)Ric(e2)
= (∇1f)λ1e1 + (∇2f)λ2e2 = λ∇f.
O próximo caso, isto é, (∇jf)(p) 6= 0 para três componentes coordenadas do gradiente da
função f é análogo ao caso anterior. Agora, nos resta analisar o caso que (∇jf)(p) 6= 0
para j = 1, 2, 3, 4. Para esse caso, vamos usar o sistema (5.13) mais uma vez. Se tomarmos
o quadrado de cada equação do sistema e depois somarmos os resultados, obtemos
(λ1 − λ2)2(∇1f∇2f)2 + (λ3 − λ4)2(∇3f∇4f)2
+(λ1 − λ3)2(∇1f∇3f)2 + (λ4 − λ2)2(∇4f∇2f)2
+(λ1 − λ4)2(∇1f∇4f)2 + (λ2 − λ3)2(∇2f∇3f)2 = 0.
Portanto, λ1 = λ2 = λ3 = λ4. Donde segue que ∇f é um autovetor para Ric.
Observação 5.7. Observe que se∇if 6= 0 para todo i ∈ {1, 2, 3, 4}, então, λ1 = . . . = λ4
pelo Lema 5.6. Como R =
4∑
i=1
λi temos que R4 é o autovalor de ∇f . Portanto, podemos
ver pelo Corolário 4.6 que a métrica é Einstein. Entretanto, se houver (∇if)(p) = 0,
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para algum i ∈ {1, 2, 3, 4}, em algum aberto de M então o autovalor associado a ∇f não
é necessariamente constante.
Os conjuntos de nível da função potencial f nas métricas tipo solitons são muito
importantes. Por esse motivo, vamos fazer uma análise desses conjuntos na métrica
CPE. Seja f : M → R uma função diferenciável, onde M é uma variedade diferenciável de
dimensão n = 4 compacta. Suponha que, f não seja constante. Note que, f possui, pelo
menos, duas singularidades, o máximo e o mínimo de f . Logo, f é uma submersão em
M\crit(f), onde crit(f) = {p ∈M ;∇f(p) = 0}, e portanto podemos estudar a folheação
deﬁnida por f−1 em M\crit(f). Note que, as cartas locais deﬁnem uma estrutura de
variedade folheada, onde as folhas são as componentes conexas dos conjuntos de nível
f−1(c) = {p ∈ Mn : f(p) = c}. Mas temos que na métrica CPE, o conjunto crit(f)
tem medida n-dimensional nula (veja [19] e [4] e Proposição 5.3). Com isso, temos uma
folheação para variedade CPE, M\Crit(f), onde as folhas são componentes conexas dos
conjuntos de nível. Seja Σc = f−1(c) = {p ∈ M4; f(p) = c}, onde c 6= −1. Deﬁna
um referencial ortonormal {e1, e2, e3, e4} que diagonaliza o tensor de Ricci em um ponto
regular de M4 tal que e4 = N =
∇f
|∇f | em Σc.
Proposição 5.8. Considere (M4, g, f) uma métrica CPE satisfazendo (1.26) tal que
δW+ = 0. Seja c 6= −1 um valor regular de f e Σc = {p ∈ M4; f(p) = c} um conjunto
de nível de f . Tome N = e4 =
∇f
|∇f | e escolha um referencial ortonormal {e1, e2, e3}
tangente a Σc, que diagonaliza o tensor de Ricci, isto é, Rij = λiδij para 1 ≤ i, j ≤ 4.
Nessas condições, temos as seguintes propriedades:
1. R4a = 0, e portanto R˚4a = 0, para qualquer 1 ≤ a ≤ 3, em Σc.
2. |∇f |2 é constante em Σc. Conseqüentemente, |∇f |2 + Rf2n(n−1) é constante em Σc
(ver Teorema 4.5).









− (1 + f)λa
]




(1 + f)λ4 − R4
]
, respectivamente.
4. A segunda forma fundamental e a curvatura média se relacionam através do tensor






Como conseqüência, temos que
|∇f |2
∣∣∣∣hab − HΣc3 gab





1. Por hipótese, temos que δW+ = 0 logo podemos usar o Lema (5.6), i.e, temos que
Ric(∇f) = λ∇f . Imediatamente, vemos que g(Ric(∇f), ea) = λg(∇f, ea) = 0.
Conseqüentemente,
R˚ic(Y,∇f) = 0. (5.14)
para todo campo Y ∈ TpΣc. De fato, já que δW+ = 0 implica em Ric(∇f) = λ∇f







2. O segundo item, segue diretamente do primeiro. Repare que por (5.14) temos, pela
equação (1.26),
∇a|∇f |2 = (1 + f)R˚ic(∇f, ea)− Rf
12
g(∇f, ea) = 0. (5.15)
3. Por outro lado, já que g(ea, N) = 0, para a ∈ {1, 2, 3}, implica que








= − 1|∇f |g(ea,∇eb∇f).
Teremos pela equação fundamental da métrica CPE que a segunda forma funda-
mental é dada por
hab = g(∇aeb, N) = 1|∇f |g(∇aeb,∇f) = −
1



























onde a, b = {1, 2, 3} e, pela base que diagonaliza o tensor de Ricci, Ric(ea, eb) =
λaδab.
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3|∇f | (R− λ4 − 3λa)gab
=
(1 + f)
3|∇f | (Rgab −R44gab − 3Rab). (5.17)
Por outro lado, o tensor T (5.6) nos dá que
Tijk∇if = 3
2
(λk∇kf∇jf −Rjk|∇f |2)− 1
2
(λi|∇f |2 − λj∇jf∇kf)
− R
2





(R− λ4 − 3λa).
Com essa equação acima, concluímos a primeira parte do quarto item. Agora, por
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(5.17) temos que∣∣∣∣hab − HΣc3 gab





2 + 3R244 + 9|Rab|2 − 6RRabgab




2 + 3R244 + 9|Rab|2 − 6R(R−R44)










44. Lembre-se que ∇f é autovetor
do tensor de Ricci, por isso temos que R4a = 0. Portanto,∣∣∣∣hab − HΣc3 gab



































Como R˚44 = R˚ic(N,N) = R44 − R4 , obtemos∣∣∣∣hab − HΣc3 gab







Observação 5.9. Nas condições da proposição acima λ1 = λ2 = λ3 se, e somente se,




i.e, todos os pontos de Σc são umbílicos. De fato, pelo quarto item da proposição acima,
temos que, se o tensor T for nulo, os pontos de Σc serão todos pontos umbílicos.
Em seqüência, nosso objetivo é mostrar que o tensor de Ricci é do tipo Codazzi,
isto é, ∇iRjk − ∇jRik = 0. Isso nos garantirá que o tensor de Cotton na métrica CPE
Cijk = ∇iRjk −∇jRik = 0. Sendo o tensor de Cotton identicamente nulo, teremos que
o tensor curvatura será harmônico e isso implica que a métrica CPE é Einstein pelo
Teorema 5.4 ([19]). Vejamos adiante os passos da demonstração.
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Teorema 5.10. Seja (M4, g, f) uma métrica CPE satisfazendo (1.26) tal que δW+ = 0.
Seja c 6= −1 um valor regular de f e Σc = {x ∈ M4; f(x) = c} os conjuntos de nível
de f . Tome N = e4 =
∇f
|∇f | e escolha um referencial ortonormal {e1, e2, e3} tangente a
Σc, que diagonaliza o tensor de Ricci, isto é, Rij = λiδij para 1 ≤ i, j ≤ 4. Suponha que
λ1 = λ2 = λ3, isto é, em (M4, g, f) o tensor de Ricci tem um autovalor de multiplicidade
1 e outro autovalor de multiplicidade 3. Então, a métrica g é Einstein, isto é, Ric = R
4
g.
Demonstração. Como δW+ = 0, pela Proposição 5.8, podemos escolher um referencial
ortonormal {e1, e2, e3, e4} com N = e4 = ∇f|∇f | tal que {e1, e2, e3} é tangente a Σc =
{x ∈ M4; f(x) = c}, que diagonaliza o tensor de Ricci em algum valor regular de
f , isto é, Rij = λiδij para 1 ≤ i, j ≤ 4. Como vimos logo acima, pelo Lema 5.6,
Ric(∇f, ea) = g(Ric(∇f), ea) = λg(∇f, ea) e, claramente, ∇af = g(∇f, ea) = 0, para




























gacg(∇f, eb)− gbcg(∇f, ea)
)
= 0. (5.18)
Portanto, pelo Lema (5.2) e (5.18) temos que
(f + 1)Cabc = Wabcs∇sf. (5.19)
em Σc. Já demonstramos que g(ea, Ric(e4)) = λg
(
∇f
|∇f | , ea
)
= 0, logo o tensor de Weyl
(1.8) nos dá












ou seja, Wabcs∇sf = Rabcs∇sf . Isso implica que,
(f + 1)Cabc = Rabcs∇sf (5.21)
nos conjuntos de nível Σc.
Temos por hipótese que λ1 = λ2 = λ3 = µ e λ4 = λ, são os respectivos autovalores
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associados a base {e1, e2, e3, e4 = ∇f|∇f |}, como nas condições da Proposição 5.8. Então
(5.16) nos dá











































































Agora, nós usaremos a equação de Codazzi
R4cab = ∇ahbc −∇bhac, (5.25)
para mostrar que λ é constante em Σc. De fato, tomando o traço sobre c e b em (5.25),
por (5.24)
0 = R4a = g







Isso implica que a curvatura média HΣc é constante no conjunto de nível Σc. Além disso,










































Isto é, λ e µ (por (5.23) e (5.26)) são constante nos conjuntos de nível, já que R, |∇f |2 e
H são constante nos conjuntos de nível da métrica CPE. Então, novamente por (5.25),
(5.22) e pelo fato da diferencial covariante do tensor métrico ser igual a zero, temos
Rabc4 = 0. Logo, por (5.20) temos que Wabc4 = Rabc4 = 0. Isso implica por (5.21) que
(f + 1)Cabc = Wabcs∇sf = Rabcs∇sf = 0,
e pela Proposição 4.2 obtemos Cabc = 0 em Σc. Portanto, resta-nos saber o que acontece
com o tensor de Cotton nas direções normais. Lembrando que precisamos demonstrar
que Cijk = 0 em M4.
Primeiro, observe que Cab4 = 0. De fato, já que pela anti-simetria do tensor de Weyl
Wijks∇kf∇sf = 0 (5.27)
e por (5.11)
Tijk∇kf = (Rik∇jf −Rjk∇if)∇kf.
Conseqüentemente, já que Ric(∇f) = λ∇f , isto é, Rij∇jf = λ∇if , temos que
Tijk∇kf = λ(∇if∇jf −∇if∇jf) = 0.
Esse fato, juntamente com (5.27) e (5.7) garante que Cij4 = 0. Analogamente, temos
que T4i4 = 0. De fato, como Rij∇jf = λ∇if e ∇if∇if = gis∇if∇sf = |∇f |2
Tijk∇if∇kf = λ(∇if∇jf −∇jf∇if)∇if
= λ|∇f |2(∇jf −∇jf) = 0.
Portanto, pelas considerações feitas logo acima, pela equação (5.7), pela Proposição 4.2
80
e pela anti-simetria do tensor de Weyl temos que
Cij4 = 0 e C4i4 = −Ci44 = 0
no conjunto de nível Σc. Nos resta saber o que acontece com C4ab, já que pela anti-
simetria do tensor de Cotton C44a = 0.
Agora, por (1.12) e (1.25) sabemos que
4δW+jkl = Cklj + Ck¯l¯j. (5.28)
Já que δW+jkl = 0 por hipótese e Cabc = 0, obtemos Ca¯b¯c = 0 por (5.28). Logo, por (1.19)
temos que
0 = C1¯2¯c = C34c, 0 = C1¯3¯c = −C24c e 0 = C2¯3¯c = C14c.
Finalmente, temos que Cijk = ∇iRjk − ∇jRik = 0, ∀p ∈ M . Isso implica que tensor
curvatura é harmônico, isto é ∇iRijkl. De fato, pela segunda identidade de Bianchi
∇sRijkl +∇iRjskl +∇jRsikl = 0,
contraindo em l e s, temos
gls∇sRijkl + gls∇iRjskl + gls∇jRsikl
= ∇lRijkl +∇iRjk −∇jRik = 0.
Portanto, reorganizando os índices,
∇iRijkl = − (∇jRkl −∇kRjl) = −Cjkl = 0,
veja também [19] para mais detalhes. Logo, pelo Teorema 5.4, M4 é Einstein.
Certos resultados sobre métrica CPE usam algumas estimativas e igualdades integrais
como hipótese. Podemos, por exemplo, ver alguns teoremas desse tipo em [35] e [8].
Em [35], Hwang prova alguns teoremas sob a hipótese adicional de que o tensor de
Ricci satisfaz Ric ≥ R
(1+f)n
. E em [8], Benjamin usa algumas igualdades e desigualdades
integrais na tentativa de se responder a conjectura. Motivados por esse tipo de resultado,
vamos obter o Teorema 5.12 abaixo.





R˚ic(N,N)2 ≤ |R˚ic|2 (5.29)
Em particular, a métrica g é uma métrica de Einstein se, e somente se, ocorre a igualdade
em (5.29).
Demonstração. Pelo quarto item da Proposição 5.8, vemos que
0 ≤ |∇f |2
∣∣∣∣hab − HΣc3 gab
∣∣∣∣2 = (1 + f)2(|R˚ic|2 − 43R˚ic(N,N)2
)
.
Donde segue o resultado.
Se a igualdade ocorre em (5.29), temos que hab =
HΣc
3
gab (isto é, todos os pontos de
Σc são umbílicos). Agora demonstração do corolário segue os passos do teorema 5.10.
Antes de provar o nosso próximo resultado, vamos precisar de alguns fatos prelimi-
nares. Pela equação fundamental da métrica CPE (1.26)











Vamos denominar, assim como no capítulo anterior (veja Lema 4.7), G = |∇f |2 + Rf2
12
.
Portanto, por (5.30) temos
2(1 + f)R˚ic(∇G,∇f) = |∇G|2 e 2(1 + f)R˚ic(∇f,∇f) = g(∇G,∇f). (5.31)
O Lema 5.2 nos dá diretamente que (conﬁra também Lema 3.1 em [19])











Substituindo (5.30) em (5.32) obtemos












= 2(1 + f)(R˚is∇sf∇jf − R˚is∇sf∇jf)
= ∇iG∇jf −∇jG∇if.
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Se tomarmos o produto interno Hilbert-Schmidt na equação acima teremos que
4(1 + f)4|Cijk∇kf |2 = |∇iG∇jf −∇jG∇if |2
= gikgjl(∇iG∇jf −∇jG∇if)(∇kG∇lf −∇lG∇kf)
= 2|∇G|2|∇f |2 − 2g(∇G,∇f)2. (5.33)
Por outro lado, como o gradiente da função potencial é um autovetor do tensor de Ricci
em (M4, g, f) quando δW+ = 0 (Lema 5.6), seguindo os passos da demonstração do
Teorema 5.10 temos
Cijk∇kf = 0.
Portanto, por (5.31) e (5.33) obtemos
|∇G|2|∇f |2 = g(∇G,∇f)2 = 4(1 + f)2[R˚ic(∇f,∇f)]2.
Isto é,
|∇G|2 = 4(1 + f)2|∇f |2[R˚ic(N,N)]2. (5.34)
Agora estamos prontos para provarmos o próximo teorema.
Teorema 5.12. Seja (M4, g, f) uma métrica CPE satisfazendo (1.26) tal que δW+ = 0.
Então, ∫
M4






onde G = |∇f |2 + Rf2
12
. Em particular, a métrica g é uma métrica de Einstein quando
ocorre a igualdade.
Demonstração. Pelo Lema 4.7, por (5.34) e pelo quarto item da Proposição (5.8)
|∇f |4
∣∣∣∣hab − HΣc3 gab














∣∣∣∣hab − HΣc3 gab








Agora, vamos integrar sobre M4 a equação acima. Pela fórmula de Stokes,∫
M4
|∇f |4


















































(|∇f |2 + f∆f)− ∫
M4
|∇f |2R˚ic(∇f,∇f)




































Finalmente, se a igualdade ocorre em (5.35), temos que hab = H3 gab (isso signiﬁca que
todos os pontos de Σc são umbílicos). Para concluir o teorema, basta repetirmos a
demonstração do Teorema 5.10.
Os resultados desse capítulo podem ser encontrados em [5].
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