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Resumé 
Ce mémoire a pour but de montrer les rapports entre l'Intelligence Artificielle et la phllosophie, à 
partir d'une investigation sur les bases phllosophiques de l'Intelligence Artificielle et des travaux de 
quelques philosophes qui critiquent ce domaine de recherche. Il vise à comprendre comment 
l'Intelligence Artificielle en tant que domaine lié à la science et à la technologie peut constituer un sujet 
important pour la réflexion phllosophlque. Il s'agit d'un effort. pour expliciter les rapports entre 
l'Intelligence Artificielle et la philosophle, en montrant la signification des travaux de 1. R. Searle et de 
H. L. Dreyfus sur l'Intelligence Artificielle, aussi bien que celle de certains concepts et thèses importantes 
dans le domaine de 11ntelligence Artificielle. 
L'idée conductrice du travail est que l'Intelligence Artificielle est fondée sur un Logos, lequel est 
constitué de théories scientifiques et phllosophiques et de connaissances techniques. L'auteur en fait donc 
ressortir, en premier lieu, la signification hlstorique et montre que même si elle est en rapport avec un 
mythe, L'Intelligence Artificielle se développe plutôt à partir d'un ensemble de connaissances diverses et 
de techniques (logos). Ensuite, il expose les critiques phllosophlques de J. R. Searle et de H. L. Dreyfus 
sur l'Intelligence Artificielle, afin de mettre en relief, l'intérêt et le caractère phllosophlque de ce thème. 
Son propos est de montrer que lorsque ces deux auteurs font des critiques à l'Intelligence Artificielle, ils 
ont une cible précise: les présuppositions philosophlques sous-jacentes à ce domaine de recherche, à 
savoir la tradition philosophlque représentatiormaliste (empiriste et rationaliste) et le fonctiormalisme. 
L'auteur conclut que 1) le fait que l'Intelligence Artificielle se fonde sur un logos n'exclut pas le fait 
qu'elle possède un caractère mythique lié à l'univers de l'imaginaire hwnain. 2) Le mythe de l'Intelligence 
Artificielle est lié à son logos mais pour défmir et réaliser un projet dans ce domaine on a dû abandonner 
le mythe. 3) Les critiques de Dreyfus et Searle mettent en évidence les rapports entre l'Intelligence 
Artificielle et la phllosophle, le caractère respectivement, anti-représentationnaliste et anti-fonctiormaliste 
de leurs critiques à l'Intelligence Artificielle montrent que ce domaine de recherche demande une prise de 
position phllosophlque par rapport à l'esprit et en particulier aux représentations. 4) Les critiques de 
Dreyfus et de Searle ont plusieurs points communs et lorsque ces deux auteurs s'efforcent de mettre en 
évidence les mythes et les limites de l'Intelligence Artificielle, ils se rapportent aux limites 
phllosophlques qui sont derrières l'Intelligence Artificielle i.e. , les limites du représentationnalisme et du 
fonctiormalisme (logos) à la base de ces recherches. 
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INTRODUCTION 
Nous avons pris connaissance de l'expression "Intelligence Artificielle" au milieu des 
années 1980 lorsque, engagé dans un groupe de recherche en philosophie analytique au 
Brésil, nous avons travaillé sur les problèmes épistémologiques et logiques de la traduction 
automatique. 
À l'occasion d'une rencontre de jeunes chercheurs promus par l'UFR1* nous fûmes 
. invités à présenter un travail1 sur les processus de traduction automatique. Nous avons 
commencé notre exposé en mettant en rapport les processus de traduction naturelle et 
artificielle, en signalant, en même temps les contraintes sémantiques les plus courantes 
affrontées par ceux qui veulent réaliser une traduction automatique acceptable. 
Jusque là tout allait bien, mais lorsque nous avons discuté les rapports entre la 
traduction automatique et l'Intelligence Artificielle et que nous avons essayé d'expliquer les 
objectifs principaux de ce domaine de recherche nous avons suscité un débat surprenant. 
Toute sorte de bons arguments philosophiques ont été soulevés pour montrer le manque de 
bon sens du projet des êtres ou de programmes capables d'agir de façon intelligente. Après 
cette discussion nous fûmes convaincus que l'Intelligence Artificielle est un thème 
philosophique par excellence. 
A cette époque, l'Intelligence Artificielle était encore méconnue de certains cercles de 
philosophes et quelquefois, lorsqu'on touchait à ce sujet, on suscitait de petits sourires. 
Ensuite nous travaillâmes avec monsieur Michel Thiollent auprès des ingénieurs dans 
une équipe consacrée au cognitivisme dans un centre de recherche scientifique (Coppe**-
UFRJ). Là-bas, nous entrâmes en contact avec la littérature technique en sciences 
cognitives et en Intelligence Artificielle et nous constatâmes que le thème de l'Intelligence 
Artificielle suscitait toute sorte de questions philosophiques sur l'esprit et sur le langage, 
sur l'éthique, la logique etc. Pour tous ceux qui étaient intéressés à l'Intelligence Artificielle 
et aux recherches cognitives en général, les lectures interdisciplinaires en philosophie 
représentaient une base indispensable. 
Nous avons compris, avec la lecture d'un article de J. Searle et du livre What computers 
Can't Do de H. Dreyfus, que par le biais d'une réflexion sur l'Intelligence Artificielle, nous 
• UDivcnidade FcdmI do Rio de Janeiro. 
1 M. A. Lucas, • A Traduçio computadorizada e a traduçio humana· Boletim de Filosojia, UFRJ-IFCS, NQ 6, decembre, 
74-81, R. J., 1986. prcsentée par occasion de la ·fi lCIIlIUI& de Iniciaçio cientifica da UFRJ-198S· . 
•• Coordenaçio dos Programas de P6s-Graduaçio de Engenharia 
pouvons redécouvrir et analyser beaucoup de problèmes philosophiques. Cela constitue la 
motivation majeure qui nous a conduit à étudier l'Intelligence Artificielle. 
La notion d"intelligence artificielle" 
li y a une distinction courante dans toutes les discussions sur la recherche en 
Intelligence Artificielle. li s'agit de la différence entre l'intelligence artificielle et 
l'intelligence naturelle. Cela peut sembler trivial, mais il s'agit d'un point de dépan qui 
permet de saisir immédiatement la difficulté de trouver une notion univoque 
d"intelligence" et, à plus forte raison, d"Intelligence Artificielle". 
Le mot "Intelligence"2 est employé, par le sens commun, pour designer une propriété 
essentiellement humaine. li s'agit d'un prédicat qui distingue l'homme de l'animal. 
L'intelligence est toujours associée aussi à des êtres dotés d'un esprit, ou pour être plus 
précis, de certains états mentaux. 
Si nous considérons les approches objectives (scientifiques) et subjectives 
(métaphysiques) utilisées pour caractériser l'intelligence ou l'esprit chez les êtres humains, 
nous en viennons à comprendre pourquoi il n'y a pas d'accord à propos de la façon 
d'analyser le fonctionnement du cerveau et de l'esprit. TI y a plusieurs critères et théories à 
notre disposition nous permettant d'analyser le fonctionnement cérébral, l'intelligence et 
l'esprit, mais il n'y a pas une théorie générale et acceptée capable de rendre compte des 
relations entre ces sujets. 
L'être intelligent doit avoir certaines capacités qui ne sont pas très bien connues. 
Plusieurs théories cognitives sont actuellement proposées afin de rendre compte de certains 
aspects de l'intelligence et révèlent la complexité de ce phénomène. Pour comprendre 
1'intelligence, il faut expliquer plusieurs propriétés cognitives qui lui sont sous-jacentes 
telles que: 
1) des facultés mentales comme le jugement, le raisonnement, la mémoire; 
2) des capacités telles que l'attention, l'abstraction, la créativité, l'adaptation, la 
compréhension d'idées et de concepts; 
3) les capacités d'appréhender 1'environnement, d'assimiler des connaissances, 
d'utiliser le langage naturel, de distinguer le concret de l'abstrait; 
4) la capacité d'apprendre et d'utiliser de nouvelles connaissances de manière à 
apprendre et à résoudre des problèmes. 
2 Mot qui vient du latin inlelligere. "comprendre". 
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Ce cadre très simplifié des propriétés cognitives reliées à l'intelligence est sûrement 
insuffisant pour rendre compte de sa complexité. Nous pourrions construire et rassembler 
un ensemble très vaste de nos capacités cognitives sans pouvoir toutefois comprendre 
complètement l'intelligence. Chaque élément mentionné comme l'attention, l'abstraction et 
l'apprentissage exige une théorie et chaque théorie doit tenir compte de tous les autres 
éléments mentionnés. TI y a encore plusieurs processus cognitifs et cérébraux qui sont 
derrière l'intelligence qui n'ont pas été suffisamment expliqués. 
En ce que concerne la façon dont l'esprit fonctionne et comment il est lié cerveau, il y a 
plusieurs thèses, mais aucune ne constitue une théorie acceptée unanimement. 
Nous ne connaissons pas très bien quels sont les processus qui se produisent au niveau 
neurologique donnant lieu à des événements mentaux et à des attitudes considérées 
intelligentes chez les êtres humains. Nous ne pouvons pas être complètement sûrs, non 
plus, que l'intelligence ou les états mentaux sont des caractéristiques ou des propriétés qui 
appartienent seulement à des êtres possédant une structure neuronale comme celle des 
humains. 
En dépit des difficultés à comprendre l'esprit et les processus intelligents qui en 
résultent, on veut créer des êtres artificiels intelligents. 
Le terme "artificielle"3, est moins problématique que celui d"Intelligence", il désigne 
des choses fabriquées, inventées et enfm tout ce qui n'est pas produit par la nature, mais par 
une technique humaine quelconque. Le terme "artificielle" dans l'expression "Intelligence 
Artificielle" ne veut pas dire plus que ce qu'entend le sens commun: des études qui visent à 
produire une intelligence de synthèse au moyen des techniques et des théories. 
À l'instar de Turing qui n'a pas voulu répondre à la question "les machines peuvent-
elles penser?" ( précisément parce qu'il a trouvé embarrassant d'analyser la signification du 
sens commun des termes "penser" et "machine" ) nous n'avons pas ici, la préoccupation 
d'analyser les termes "intelligence" et "artificiel" pour voir si les notions qu'ils designent 
sont incompatibles ou contradictoires. Nous n'avons pas, non plus l'intention de nier ni de 
prouver, dans ce travail, que l' ,Intelligence Anificielle4 est possible. 
Une des façons les plus générales de caractériser l'entreprise de la création des êtres 
artificiels intelligents (l'lA) est de présenter l'hypothèse suivante: si une machine digitaleS 
3 Du latin artificiallis, qui veut dire "fait avec art". 
4 Dorénavant cette expression sera abrégé lA. tel que le font habituellement tous les auteurs dans les textes sur ce sujet. 
SLorsque nous utilisons les tennes, "ordinateur", "machine", ou l'expression "machine digitale" dans ce mémoire nous 
voulons toujours parler des ordinateurs digitaux c'est-à-dire, des machines numériques capables de traiter des données 
exprimées sous forme discrète (nombres binaires) ou discontinue. Les ordinateurs digitaux ont une forme de traitement 
des informations différente des ordinateurs analogiques pour lesquels des variations continues de caractère mécanique 
représentent ponctuellement des données: comme par exemple dans une règle à calcul. Pour une discussion intéressante 
sur les systèmes digitaux voir J. Haugeland Artificiallntelligence: TM Very ldea, Bradford Book, MIT Press, 1985, pp. 
52-58. 
3 
est capable de manipuler de façon efficace certaines représentations (à partir de symboles) et 
peut effectuer des tâches complexes exigeant de l'intelligence, alors elle est capable d'être 
perfectionnée pour d'autres tâches complexes où l'intelligence humaine se fait nécessaire. 
Même si nous rencontrons une défmition générale caractérisant la recherche sur les 
machines intelligentes, il n'y a pas, parmi les chercheurs en LA, une défmition largement 
acceptée de l'expression "Intelligence Artificielle". TI existe plutôt différentes définitions 
lesquelles sont en rapport avec des projets de recherches dont les ambitions peuvent différer, 
pouvant même être incompatibles. Nous présentons ici quelques unes de ces défmitions, à 
savoir: 
1) l'IA est un domaine de recherche basé sur des travaux sur des réseaux neuronaux, qui 
vise à concevoir des systèmes capables de donner des outputs semblables à ceux produits par 
un système cognitif humain. 
2) l'lA est une recherche qui rassemble plusieurs domaines scientifiques et techniques 
afm de faire faire par un ordinateur digital des tâches qui demanderaient de l'intelligence si 
elles étaient faites par un être humain. 
3) l'IA est une "discipline" dans le domaine de l'informatique dont le but principal est de 
bien représenter en transformant en programmes informatiques l'expertise humaine dans 
plusieurs domaines. 
4) rIA est une recherche de caractère interdisciplinaire qui rassemble des techniques 
informatiques et des théories diverses visant à comprendre la cognition sous plusieurs 
aspects et à concevoir des théories en psychologie et des programmes capables d'agir de 
façon intelligente. 
5) rIA est une recherche liée à l'informatique qui a pour objectif de simuler sur des 
ordinateurs digitaux, certains processus cognitifs (en tant que processus de traitement 
d'informations) en rapport avec l'intelligence. 
6) l'IA est un ensemble de techniques informatiques et de théories dans plusieurs 
domaines intéressés à la pensée, à la logique et à l'intelligence. Elle vise à concevoir des 
programmes capables de résoudre des problèmes, de traiter le langage naturel et de réaliser 
d'autres tâches en rapport avec l'intelligence. 
4 
5 
7) l'lA est un domaine de recherche qui s'intéresse à l'aspect purement formel de 
l'intelligence (en tant qu'activité complexe d'opération sur des symboles) indépendamment 
de la constitution physique spécifique du système considéré comme intelligent6. 
Les premières préoccupations de l'lA, avant qu'elle reçoive ce nom au congrès de 
Dartmouth en 19567, étaient d'étudier des systèmes biologiques "auto-organisateurs 
minimaux", afm d'expliquer comment des conduites intelligentes pouvaient en émerger 
(approche ascendante). 
Après ces expériences les chercheurs ont élaboré des modèles fonctionnels du 
comportement humain afm de simuler l'intelligence humaine. Ensuite la simulation de 
l'intelligence a donné lieu à une approche symbolique visant la représentation des 
connaissances dont le but était de fournir aux systèmes de l'lA des connaissances sur un 
domaine spécifique leur permettant d'agir de façon intelligente. (approche descendante). 
L'lA a modifié à plusieurs reprises l'orientation de ces travaux; pour cette raison, elle n'a 
pas une définition univoque. . 
Les chercheurs en lA n'ont pas toujours la même formation universitaire, quelques-uns 
sont informaticiens, d'autres philosophes, d'autres linguistes ou psychologues etc. L'lA n'est 
pas une science, mais un ensemble non unifié de règles, méthodes et théories provenante de 
plusieurs domaines tels que l'informatique, la neurologie, psychologie, la linguistique, la 
logique et la philosophie. Plusieurs auteurs définissent l'lA comme une spécialité qui peut 
concerner plusieurs des domaines mentionnés. C'est le cas de D. Andler qui expose ainsi 
son point de vue: "( ... ) TI faut d'emblée préciser que l'lA n'est pas- ou pas encore- une 
science, ni même une discipline. C'est, si l'on veut, une spécialité ( ... )"8. 
L'lA est constituée d'un ensemble de connaissances et de techniques, lesquelles ont leur 
unité en fonction d'un objectif commun en rapport avec l'activité de programmation, 
d'explication de certains processus cognitifs relatifs à l'intelligence humaine, ou à la 
résolution de certains problèmes complexes (par des moyens informatiques) dans plusieurs 
domaines de la connaissance. 
6 La défmition (1) correspondrait plus au moins à la défmition de ce que nous appelolll approche tUceNÜJnle en 
Intelligence Artificielle, tandis que la définition (2) sexait une simplification de certaines défmitionl de l'approche 
descendante de l'Intelligence Artificielle que nous irons présenta dans les prochains chapilres de ce mémoire. 
7 P. MacCorduck, Machines Who Think. A personal Inquiry Înlo the History and Prospects of Artificiol IfllelligUlCe, w. 
H. Fremman & Company, NY, 1979, pp.96-100. 
8 D. , Andlex, in H.L. , Dreyfus Intelligence Artificielle: mythes et limites, Paris, Flammarion, 1984. , [ avant-propoa 
6dition française l, p. X, (traduit de l'anglais What Compwers Can't Do, The Limits of Artificiol I1IklligellCe, Harper & 
Row, Publishexs, NY, 1979, par Rosc-marie Vassallo-Villaneau). 
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L'Intelligence Artificielle et la Philosophie 
La conception d'une "intelligence artificielle" est une entreprise audacieuse qui trouve 
ses fondements dans les sciences informatiques et ses bases théoriques dans certains 
courants philosophiques. Les discussions sur l'lA suscitent toujours des réflexions 
importantes sur la cognition et soulèvent des questions philosophiques, par rapport au 
langage et à l'esprit, et d'autres thèmes effectivement du domaine philosophique et logique: 
The interests of philosophers and workers in AI intersect and overlap in many 
ways. Sorne philosophers have tried to use the resources of AI to shed new light 
on long-standing philosophical problems, and others have been vocal critics of 
the philosophical claims made by AI researchers. There bas also been 
convergence. In carryng out specific projects, AI researchers have frequently 
been led into areas traditionally discussed and investigated by philosophers, 
providing new opportunities for collaborative exploration. 
The philosophical impact of AI bas been greatest on the philosophy of mind. 
AI bas suggest new answers to long-standing about the nature of mind, led to the 
reformulation of traditional problems, and given birth to new controversies of its 
OWD. The mind-body problem. the mechanism-free will debate, and disputes 
about the nature of understanding, intentionality, and intelligence have all been 
transformed in substantial ways by the advent of AI9. 
Nous croyons que les discussions et les critiques des philosophes sur l'lA ont une 
importance épistémologique considérable aussi bien pour l'lA que pour la philosophie. 
Indépendamment de la position prise par le philosophe à propos des machines Intelligentes. 
L'lA permet de discuter plusieurs problèmes philosophiques traditionnels d'un point de 
vue actuel et suscite aussi des nouveaux problèmes et discussions en philosophie. Une 
autre chose importante à mentionner est la portée de l'intervention philosophique dans le 
cadre du développement de l'lA. 
Un philosophe comme Daniel Dennett, des chercheurs en lA comme R. 
Schank, J. McCarthy ou D. Marr s'accordent pour penser que la philosophie peut 
aider l'lA à progresser sur le plan des concepts, donc à terme sur le plan pratique, 
tandis qu'ipversement l'lA oblige la philosophie à préciser ses choix,à dissiper 
des malentendus millénaires, à formuler et à tester de manière scientifique de 
nouvelles hypothèses. L'lA serait pour la philosophie un banc d'essai( ... )l0 
Pour D. Andler, la philosophie est à la base de la recherche en lA, laquelle "recycle" le 
savoir philosophique pour en retirer des éléments importants à sa constitution. 
Parmi les textes produits récemment à l'interface de la philosophie et de l'lA, 
certains manifestent indéniablement une originalité, une fmesse nouvelles. On ne 
9 R. , Van Guliclt, PhilosophicaJ questions, in S.C. , Shapiro, et D. ,Eckroth, Encyclopedia of AritficÙlllntelligeffCe, 1. 
WiJey & Sons Ine., USA, 1987, p. 736 
10 D. , Andla op. cu. p.p. XIII-XIV. 
peut s'empêcher toutefois de se demander si ces textes ne doivent pas leurs 
qualités, plus qu'à rIA en tant que discipline (introuvable), à la perspicacité 
proprement philosophique de leurs auteurs. Ils confument en tout cas l'intérêt 
d'«essayer» certaines idées philosophiques, en quelque sorte, «SUT» les concepts 
utilisés par rIA, et indiquent la possibilité d'une fécondation mutuelle Il. 
7 
En parlant métaphoriquement, l'lA est devenue une sorte un catalysateur à l'intérieur de 
la philosophie, en même temps que les réactions qu'elle provoque produisent des effets sur 
elle-même. Les travaux de Searle et de Dreyfus que nous allons discuter à l'intérieur de ce 
mémoire sont un bon exemple de ce que nous venons d'affIrmer. Nous avons choisi de 
discuter les travaux de ces deux philosophes car ils révèlent les rapports entre l'lA et la 
philosophie: 
Hubert Dreyfus voit dans rIA une manière d'aboutissement de toute la tradition 
philosophique occidentale. Elle serait donc la science (élue) de cette philosophie, 
et cette philosophie se constituerait en philosophie de cette science. Mais le 
renversement final n'est-il pas dès lors inévitable? L'lA comme science de la 
philosophie, donc comme science philosophique, comme philosophie exacte, 
ultime avatar de la philosophie? L'idée se profile nettement dans certains textes 
de l'IA12. 
J. Searle lui aussi lorsqu'il discute les limites de l'lA est amené à prendre en 
considération des présuppositions de caractère philosophique qui sont la base théorique de 
cette recherche pour pouvoir exercer sa critique philosophique: 
Tandis que H. L. Dreyfus faisait de rIA le point culminant et la conclusion 
dérisoire de la métaphysique traditionnelle, J. R. Searle fonde son appareil 
critique sur la philosophie classique; il veut démontrer que, compte tenu des 
moyens dont elle s'est dotée, rIA ne pourra jamais répondre de ses prétentions, à 
savoir simuler l'esprit sur une machine. 
[Un peu plus bas, l'auteur de ce passage ajoute:] 
La distinction IA-faible/IA-fone n'était là que pour circonscrire ce qui, dans 
rIA, a pu servir de prétexte et d'argument à une autre attitude philosophique, le 
fonctionnalisme13. 
Un point commun entre les critiques de ces deux auteurs est qu'elles laissent sous-
entendre que l'lA n'est qu'un mythe.14 Le mot "mythe" apparaît dans les travaux de ces 
deux auteurs sur rIA, mais le sens de "mythe" n'y est pas précisé. L'usage du mot "mythe" 
Il D. , Andla op. cit. pJCIV. 
l'Udem. 
13 J.G. Ganascia, L'!une-11IIJChine. Les enjeux de l'intelligence artificielle, Éditions du Seuil, Paris 1990. p. 220. 
14 Hl... , Dreyfus Intelligence Artificielle: mythes et limites, Paris, Flanunarion, 1984. voir aussi, Searle, J. , "The My th of 
the Computer" New York Review of Books, 3-6, avril, 29, 1982. 
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a été pour nous intrigant, plusieurs autres auteurs l'utilisent aussi pour caractériser certains 
éléments pré-historiques et historiques par rapport à rIA. 
Ainsi nous avons consulté plusieurs travaux critiques sur rIA afin de préciser cette 
notion de "mythe"; le mot "mythe" apparaît à plusieurs reprises, sans que son sens soit 
discuté ou précisé. Nous avons constaté aussi que pour affirmer que rIA est un mythe, 
Searle et Dreyfus et d'autres auteurs se penchent plutôt sur les bases théoriques et 
philosophiques de rIA que sur son aspect vraiment mythique. Pour cette raison nous avons 
proposé de faire une distinction entre le mythe et le logos de rIA. 
Lorsque nous faisons l'opposition entre le caractère mythique et le logos de rIA nous 
ne voulons aucunement dire que le mythe a un caractère pré-logique ou irrationnel. 
Dans le sens dans lequel nous l'entendons dans ce mémoire la notion de mythe est en 
rapport avec un ensemble des conceptions liées à l'idée d'intelligence artificielle, lesquelles 
ne sont pas dérivées (comme c'est le cas du logos) de théories et de méthodes scientifiques, 
ni de conceptions philosophiques. 
À partir de la distinction faite entre mythe et logos, nous espérons avoir montré qu'il 
n'est pas licite d'affIrmer que rIA est seulement un mythe, car elle repose sur des principes 
de rationalité hérités de la science et de la philosophie en Occident. 
l& Wt ~ la structure ~ ce travail 
Ayant pour but d'identifier les rapports profonds et plus récents entre rIA et la 
philosophie et aussi de comprendre comment elle peut être une réflexion philosophique sur 
un domaine lié à la science et à la technologie nous nous proposons de comprendre dans ce 
mémoire la signifIcation des travaux de Searle et de Dreyfus sur rIA, aussi bien que celle 
de certains concepts et thèses importantes dans ce domaine. 
Nous ne voulons pas discuter l'impact (au contraire de ce que propose Van Gulick)IS 
que rIA a eu sur la philosophie. Ce qui nous intéresse est de présenter quelques éléments 
de la recherche en IA que nous croyons d'intérêt épistemologique et qui ont été les plus 
saillants pour nous. En même temps, nous voulons faire ressortir quelques aspects relatifs 
aux fondements philosophiques de l'lA. Nous allons montrer, à l'aide des textes de H. L. 
Dreyfus, J. Haugeland et Searle que rIA a un rapport actuel et lointain avec la philosophie. 
L'idée conductrice qui parcour ce mémoire est que rIA est fondée sur un logos qui est 
constitué de théories scientifiques et philosophiques et de connaissances techniques. 
IS R. Van Gulick op. cil. • p. 736. 
En résumé, l'objectif de ce travail est, précisément, de montrer les rapports entre l'lA et 
la philosophie, à parùr d'une investigation sur les bases philosophiques de l'lA et des 
travaux de quelques philosophes qui critiquent ce domaine de recherchel6. 
La stratégie employée pour arriver à notre objectif est 1) de bien marquer la distinction 
entre le mythe et le logos de l'lA 2) de bien déterminer les bases philosophiques du logos de 
l'lA 3) d'exposer les critiques philosophiques de Dreyfus et Searle à l'lA, lesquelles, en 
elles-mêmes, mettent en relief, l'intérêt et le caractère philosophique de l'lA. 
La structure de notre travail est la suivante: dans le chapitre 1 nous allons faire ressortir 
la signification historique de l'lA, et montrer que même si l'lA est en rapport avec un 
mythe, elle se développe à partir d'un ensemble de connaissances et de techniques (logos). 
Dans le chapitre II nous avons un objectif général qui est d'exposer les bases 
philosophiques de ce que nous appelons le logos de l'lA en montrant que l'lA hérite de la 
tradition philosophique représentationnaliste son modèle explicatif et sa compréhension de 
l'esprit. Dire que l'lA est héritière de la tradition représentationnaliste comme de plusieurs 
autres domaines scientifiques est trivial. Ce que nous voulons expliciter en montrant les 
rapports de l'lA avec cette tradition est que la raison d'être de l'lA dépend de l'assomption 
de certaines conceptions philosophiques sur la représentation et sur l'esprit. 
Dans les chapitres m et IV nous voulons réitérer ( à partir des critiques de H.L. 
Dreyfus et J. Searle à l'lA) les rapport entre l'lA et la philosophie en montrant que lorsque 
ces deux auteurs font des critiques à l'lA ils ont une cible précise: les présuppositions 
philosophiques sous-jacentes à ce domaine de recherche, à savoir, la tradition 
philosophique représentationnaliste (empiriste et rationaliste) et le fonctionalisme. 
16 Nous avons écrit ce mémoire pour répondre à plusieurs questions personnelles mettant en rapport le développement du 
calcul mécanique et les conceptions rationalistes en philosophie, toutes ces questions peuvent être résumées dans une 
seule question: "Qu'est-ce que l'intelligence Artificielle et quel est son rapport avec la philosophie?" 
Lorsque nous avons commencé à écrire ce mémoire nous avions un tout autre objectif qui était de découvrir un problème 
spécifique en rapport avec la tradition philosophique et avec l'lA et le discutc% conceptuellement à partir des points de vue 
de Searle et Dreyfus. Cependant après une rechen:he exhaustive, afin de trouver des textes importantes capables de servir 
comme point de départ à notre recherche, nous n'avons pas trouvé un seule travail mettal!t en rapport de façon analytique 
les critiques de ces deux philosophes ou consacré aux bases philosophiques de rIA. Nous avons constaté que plonger dans 
les problématiques intc%nes de rIA ou travailler sur des critiques philosophiques plus ou moins extc%nes à cette recherche 
nous faisait perdre de vue notre prémière question. Ainsi nous avons réalisé une reconnaissance du terrain commun 
entre l'lA et la philosophie (ce travail) qui est en soi même une réponse à notre question initiale. 
Nous croyons que notre effort dans ce mémoire de comprendre ce qu'est rIA et son rapport avec la philosophie nous 
permet de passer à une critique conceptuelle (notre première objectif) avec beaucoup plus de familiarité. Nous avons 
défmi les questions communes à rIA et la philosophie et nous croyons que nous sommes en mesure de poursuivre, sur une 
base sûre, notre travail philosophique sur ce thème. 
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PREMIÈRE PARTIE 
LE MYTHE ET LES BASES PHILOSOPHIQUES DE 
L'INTELLIGENCE ARTIFICIELLE 
10 
J e crois que le cerveau humain a une exigence 
fondamentale: Celle d'avoir une représentation unifiée 
et cohérente du monde qui l'entoure, ainsi que des 
forces qui animent ce monde. Les mythes, comme les 
théories scientifiques, répondent à cette exigence 
humaine. ( ... ) La grande différence entre mythe et 
théorie scientifique, c'est que le mythe se fige. Une fois 
imaginé, il est considéré comme la seule explication du 
monde possible. Tout ce qu'on rencontre comme 
événement est interprété comme un signe qui confirme 
le mythe. Une théorie scientifique fonctionne de 
manière différent. Les scientifiques s'efforcent de 
confronter le produit de leur imagination (la théorie 
scientifique) avec la <<réalité», c'est-à-dire l'épreuve des 
fait observables. De plus, ils ne se contentent pas de 
récolter des signes de sa validité, ils s'efforcent d'en 
produire d'autres, plus précis, en la soumettant à 
l'expérimentation. Et les résultats de celle-ci peuvent 
s'accorder ou non à la théorie. Et si l'accord ne se fait 
pas, il faut jeter la théorie et en prouver une autre.17 
François Jacob 
17 F. Jacob "L'év~lution sans projet" in Le Darwinisme tuljourd'hui, Le Seuil, 1979. pp.145-147. 
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CHAPITRE 1 
Le mythe et le logos de l'intelligence artificielle 
Présentation: 
L'acceptation par les scientifiques de, et leur insistance sur, l'idée même de la recherche 
sur les machines intelligentes sont intrigantes, vu que jusqu'à maintenant, les machines de 
conception classique sont incapables d'opérer en dehors d'une programmation très précise. 
Cependant les chercheurs en IA n'hésiteraient pas à soutenir que leurs recherches sont 
cohérentes. Nous allons voir qu'il y a des raisons d'ordre historique, technique et 
scientifique à la base de rIA. Ces raisons peuvent être considérées comme faisant partie 
d'une pré-histoire et d'une histoire de rIA. 
Nous allons commencer notre travail en prenant en considération l'idée poursuivie par 
l'homme depuis longtemps autour de la création d'êtres artificiels, selon des modèles tantôt 
mythiques, tantôt rationnels et anthropomorphiques. Dans cet esprit nous proposons une 
opposition entre le mythe et le logos de l'IAI8. En ce que concerne son caractère historique, 
cette opposition est proposée dans le but strict de montrer, suivant Dreyfus, que l'idée d'une 
intelligence artificielle n'est pas une création humaine qui apparal"t soudainement, mais 
quelque chose qui habite notre imaginaire depuis longtemps19 et qu'il s'agit, surtout, d'une 
idée ancrée dans les conceptions scientifiques et philosophiques occidentales. 
Pourquoi faisons-nous une distinction entre le mythe et le logos de rIA? La réponse à 
cette question est que nous n'avons pas trouvé une unanimité autour de l'expression 
18 Noua entendons par le terme "Logos" tout un ensemble de connaissances scientifiques, philosophiques et des 
téchniques qui constituent les bases de l'lA dans sa phase non mythique. Nous utilisons le mot "Mythe" pour caractérisez 
les constructions non scientifique de l'esprit en rapport avec l'lA. C'est-à-dire, des conceptions (se rapponant à 
l'imaginaire humain) sur des êtres artificiels capables d'imiter l'homme de plusieurs façons. 
Noua utilisons de l'opposition entre "mythe" et "logos". courante dans l'histoire de la philolOphie. Nous faisons celte 
opposition afm d'exposer les différences entre les croyances non justifiées en 'lA et tout l'étfort d'organisation et 
uaemblage des connaissances diverses et des expériences dans ce domaine. 
n faut mentionner encore que nous exploitons le sens gén&al du terme "logos" dans les aœeptiona de la philosophie 
grecque, c'est-à-dire, en tant que "raison" "discours" et aussi dans son sens étymologique originaire de "réunir", 
"J'UICOlbler" (cf. H. Japiassu, et D. Marcondes, Dicionano de Filosoflll, Jorge Zahar Editora Ltda, Rio de Janeiro, 1990, 
p.l54). Dans la philosophie grecque, le "logos"est en rapport avec la recherche d'un ruaemblement d'éléments pour la 
conception d'un principe organisateur de toutes les choses, et par conséquent avec le développement d'un tout autre 
modèle de pensée. le terme logos de l'lA tel que nous le proposons, veut souligner dana ce même acns l'organisation, le 
ruaemblement de plusieurs connaissances et techniques que expliquent la raison d'être de l'lA. 
19 M. Longeart, "Intelligence artificielle, Mythe ou réalité?", in Carrefour, Société Philosophique de l'Outaouais", Hull, 
1989, pp.149-152. 
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"Intelligence Artificielle": cenains auteurs disent qu'une telle notion est liée à un projet 
utopique, d'autres, croient fennement qu'elle de signe un effon théorique et technique 
sérieux qui est en rappon avec la pensée rationaliste et avec le développement scientifique 
et technique de notre civilisation.2o Nous nous demandons à panir de cette constatation 
quelle est la raison pour laquelle la notion d"Intelligence Artificielle" est quelquefois 
associée à un mythe et d'autres fois à un logos. 
Dans ce premier chapitre nous allons montrer l'ancienneté de l'lA en présentant 
certains éléments pré-historiques sur la conception de machines intelligentes. Nous allons 
montrer aussi les élément historiques (sur le plan intellectuel et technique) qui sont sous-
jascents à la conception d'une intelligence artificielle. Pour réaliser cet objectif, nous allons 
présenter brièvement quelques-uns des programmes, projets et langages; nous parlerons 
brièvement de cenaines connaissances imponantes pour l'Intelligence Artificielle, sur 
l'analogie cerveau-machine, sur les approches ascendante ( voie connexionniste ) et 
descendante ( la voie analytique et fonnelle d'orientation symbolique). Nous parlerons 
aussi très brièvement des difficultés technologiques de l'architecture informatique 
classique. 
Encore dans la partie concernant le logos de l'lA nous mentionnerons quelques idées de 
savants comme Charles Babbage, George Boole, Norbert Wiener, Warren 
MacCulloch,Turing, parmi d'autres, qui apponent, avec leurs travaux scientifiques, une 
grande contribution à l'lA, même s'ils ont travaillé avant l'arrivée des premiers ordinateurs. 
Ils ont tous aidé de différentes façons à la réalisation mécanique du calcul, pennettant ainsi 
le développement des premières thèses sur des machines intelligentes. Ces savants ont 
lancé de nouvelles hypothèses sur l'intelligence naturelle et anificielle, sur les langues 
naturelles et formelles et enfin, ils ont poussé la continuation d'un vieux projet 
représentationnaliste de tout comprendre par le moyen de représentations et même 
d'expliquer la pensée comme étant un mécanisme de calcul. Tous les éléments que nous 
allons présenter visent à montrer la peninence de l'opposition entre mythe et le logos 
appliquée à une analyse historique et philosophique de l'lA. 
20 cf. M. LongeaIt, ibdem. 
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1- Le mythe: la préhistoire de l'Intelligence Artificielle 
Le mythe de l'I.A remonte à une période lointaine qui évoque déjà le dessein de 
l'homme de créer des répliques de lui-même et de son intelligence à partir des éléments de 
la nature. Cette phase mythique peut être saisie dans la littérature, dans la poésie de 
plusieurs peuples; elle est basée sur des principes quelquefois religieux. 
Plusieurs exemples tirés de textes anciens sont souvent mentionnés, pour montrer 
l'ancienneté des modèles anthropomorphiques de création d'êtres artificiels intelligents. La 
référence principale est le chant XVIIIe de l'lliade21 de Homère qui décrit plusieurs 
automates avec des caractéristiques humaines: 
Dans le texte en question, Homère fait expressément état d'objets qui se 
meuvent par eux-mêmes (automaton ). ( ... ) dans le récit, deux servantes en or 
( ... ) Celles-ci, qui s'empressent de servir leur martre, sont «semblables à des 
jeunes filles vivantes », leur « faculté de penser est dotée de la raison», elles 
possèdent même « la voix et la force» et «savent produire des œuvres ». La 
conception de tels automates fort perfectionnés, fabriqués avec le métal le plus 
précieux, suppose la possibilité d'un transfert de caractères et fonctions humains 
(vie, raison, voix, force et capacité de servir et de travailler) à des artefacts. En 
langage contemporain, on dirait bien qu'il s'agit de robots possédant l'intelligence 
artificielle22. 
Au même titre que les automates construits par Hephaïstos, plusieurs autres passages 
de textes importants servent d'exemples et sont rapportés dans des documents historiques 
sur l'Egypte, Rome, ainsi que plusieurs autres civilisations anciennes. Au Moyen-âge, on 
trouve dans plusieurs récits des passages sur le thème des êtres artificiels doués de 
capacités humaines23• La plupart de ces modèles anthropomorphiques, comme le Golem de 
Prague, supposent une intervention divine pour leur création. 
Certaines initiatives sont plus ou moins indépendantes d'une telle intervention divine. 
Bombastus von Hohenheim, plus connu sous le nom de Paracelse, qui a été le fondateur 
d'une médecine hermétique, propose la création d'une sorte d'homuncule "artificiel" à partir 
d'une formulation alchimique dont les ingrédients étaient un mélange bizarre fait de sperme 
21 CC. Homère, lliade, Bibliothèque de la Pléiade, Gallimard, France, 1957. Traduction, introduction et noa de Robert 
FIacelièœ. 
22 L. Couloubaritsis, "Du Logos à l'inConnatique, l'histoire d'une mutation", in L. Couloubaritaia et G. HoUoÎl. PenK:I" 
l'informatique, inConnatiser la pensée: Mélanges offerts à André Robinet, Éditions de l'Univcnité de Bruxe1lea. Belgique, 
1987, pp. 14-15. 
23 P. MacCorduck, Machines Who Think:. A persona! Inquiry into the History and Prospeçu oC Artificial Intelligence, 
W 11. Fremman & Company, NY, 1979 pp.3-9. 
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humain. TI semble que l'lA a un rapport plus étroit avec l'alchimie que ne le supposait 
Dreyfus24. 
D'autres références historiques et littéraires anciennes et plus récentes sur des êtres 
artificiels nous sont fournies par Pamela MacCorduck25 nous montrant que la recherche 
actuelle sur les machines intelligentes est liée à une aspiration qui fait partie depuis 
longtemps de notre culture. Le mythe résulte des croyances non-justifiées. TI est un aspect 
de l'lA présent à l'intérieur de plusieurs textes sur l'lA. TI faut cependant remarquer que l'lA 
se développe plutôt à partir de croyances justifiées par des éléments théoriques de caractère 
scientifique,technologique et philosophique. 
1.1- Le passage du mythe au logos 
La médecine du XVIe siècle, a fait de nouvelles découvertes sur le fonctionnement des 
principaux organes du corps humain. La compréhension et la reconnaissance de l'homme 
comme étant un mécanisme dont les parties (par exemple,. le coeur et les poumons) sont 
comparées à des pompes et à des soufflets, a eu une répercussion énorme sur la 
construction des automates, qui sont devenus de plus en plus perfectionnés dans les siècles 
suivants.26 
Cette partie de la préhistoire de l'lA, en rapport avec le développement scientifique et 
technique a aussi un lien avec la philosophie. Au XVIIe siècle, influencé par le 
perfectionnement des automates, par ces nouvelles idées scientifiques et par la technique, 
Descartes propose l'idée de "l'animal-machine". Toutefois, selon lui, même si la machine 
pouvait simuler quelques processus mécaniques humains elle resterait toujours incapable 
de simuler l'esprit de l'homme et de comprendre le langage naturel. 
[Des machines] ( ... ) s'il y en avait qui eussent la ressemblance de nos corps et 
imitassent autant nos actions que moralement ( ... ) nous aurions toujours deux 
moyens très certains pour reconnaître qu'elles ne seraient point pour cela de vrais 
hommes. Dont le premier est que jamais elles ne pourraient user de paroles, ni 
d'autres signes en les composant, comme nous faisons pour déclarer aux autres 
nos pensées. Car on peut bien concevoir qu'une machine soit tellement faite 
qu'elle profère des paroles, et même qu'elle en profère quelques-unes à propos 
des actions corporelles qui causeront quelque changement en ses organes: 
comme, si on la touche en quelque endroit, qu'elle demande ce qu'on lui veut 
dire; si en un autre, qu'elle crie qu'on lui fait mal, et choses semblables, mais non 
24 H. L. Dreyfus, "A1chemy and Aritificial Intelligence", in The RAND Corporation, déccmbcz, Cal. ,1965, P- 3244. 
pp.82-86. 
25 P. McCorduck, op. cit 
26 P. McCorduck, ibid. 
pas qu'elle les arran~e diversement, pour répondre au sens de tout ce qui se dira 
en sa présence( .... )2 . 
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Le modèle de l'animal-machine proposé par le philosophe français suggère celui de la 
machine humaine (homme machine). Descartes croyait les machines (les automates) très 
éloignées du modèle humain créé par Dieu. Les automates étaient pour lui des copies 
imparfaites de ce modèle divin, l'homme-machine. Cependant, le philosophe a écrit : 
Ce qui ne semblera nullement étrange à ceux qui. sachant combien de divers 
automates, ou machines mouvantes l'industrie des hommes peut faire, sans y 
employer que fon peu de pièces, à comparaison de la grande multitude des os, de 
muscles, de nerfs, des artères, des veines, et de toutes les autres parties qui sont 
dans le corps de chaque animal, considérons ce corps comme une machine, qui, 
ayant été faite de mains de Dieu, est incomparablement mieux ordonnée, et a en 
soi des mouvements plus admirables, qu'aucune de celles qui peuvent être 
inventées par les hommes28. 
Chez Descartes, "l'homme-machine" est basé sur une biologie mécaniste régie par 
Dieu. Pour lui la machine humaine en tant que création divine se situe au-dessus de 
l'animal et des automates29• 
Dans son Discours de la méthode, il affrrrne expressément qu'il se contente de 
supposer que « Dieu formât le corps d'un homme entièrement semblable à l'un 
des nÔtres, tant en la figure extérieure de ses membres qu'en la conformation 
intérieure de ses organes », sans le composer pour autant d'une autre matière que 
celle que son analyse précédente (sa physique) avait décrite, et sans mettre en lui 
au commencement aucune âme raisonnable, ni surtout aucune autre chose pour y 
servir d'âme végétative ou sensitive. Dieu excite seulement « en son cœur un de 
ces feux sans lumière» que Descartes avait lui même expliqué selon des lois 
mécaniques, et qui sont des « esprits » - analogues aristotéliciens de ce pneuma 
dont les Stoïciens thématiseront définitivement.( ... ) C'est sa référence aux 
automates qui l'aide en fait à rendre pertinente la parenté entre l'homme-machine 
qu'il décrit et l'homme réel, dans la mesure où ils s'accordent aux mêmes lois 
mécaniques30. 
n faut avoir à l'esprit toutefois que, pour Descartes, les machines pourraient atteindre le 
degré de complexité de l'animal mais jamais celui de l'homme. En plus, il fait une 
1:1 R. Descartes, Le discours de la méthode, (cinquième partie), Œuvres Philosophiques Tome 1 (1618-1637), Textes 
établis, présentés et annotés par Fenlinad Alquié, Éditions Garnier Frères, 1963, pp. 628-629. 
28 R. Descartes, op. cil, p. 628. 
29 Pour Descartes, l'honune est RÙS dans une autre catégorie, distincte des automates, grâce à sa capacité d'utiliser une 
langue et donc sa raison. L 'honune, quoique machine (son corps), ne pounait jamais être complètement reproduit (corps 
et esprit) par des inventeurs d'automates. 
30 L. Clouloubaritsis, op. cil., p. 26. 
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distinction entre les substances mentales, res cogitans, et les substances physiques, res 
extensa qui sépare nettement les machines des êtres humains. Les machines sont dénuées 
de la substance mentale. Malgré son dualisme31, Descartes, ainsi que Kant et Leibiniz, ont 
rendu possible le modèle épistémologique de l'homme-machine qui pennet de mieux 
comprendre l'homme en tant que système mécanique. Nous trouvons des explications 
mécanistes du corps chez Kant (Critique du Jugement 1790) et aussi chez Leibniz. Pour ce 
dernier, l'être vivant était aussi assimilé au mécanisme, selon une monadologie: 
Ainsi chaque corps organique d'un vivant est une espèce de machine divine, ou 
d'un automate naturel, qui surpasse infiniment tous les automates artificiels. 
Parce qu'une machine, faite par l'an de l'homme, n'est pas machine dans chacune 
de ses parties. Par exemple, la dent d'une roue de laiton a des parties ou 
fragments, qui ne nous sont plus quelque chose d'artificiel et n'ont plus rien qui 
marque de la machine par rappon à l'usage où la roue était destinée. Mais les 
machines de la nature, c'est-à-dire les corps vivants, sont encore machines dans 
leurs moindres parties jusqu'à l'infini. C'est ce qui fait la différence entre la 
nature et l'an, c'est-à-dire entre l'art divin et le nÔtre32. 
Descartes apporte une contribution épistémologique importante pour la poursuite 
future du projet sur l'lA. Comme l'explique Lambos Clouloubaritsis: 
Ce qui n'était qu'implicite dans la conception ancienne de la technè, alors qu'il 
était manifeste pour l'activité humaine (où le corps est «organilcoIl»), devient 
explicite dans la technique moderne depuis notamment l'émergence de 
l'automation, celle-ci supposant des fonctions et des activités pour réaliser la 
finalité. De ce point de vue, on discerne mieux la mutation accomplie, grke à 
l'automation, par le transfert des fonctions propres à l'homme vers l'objet 
technique. 
Dans cette histoire, la pensée de Descartes atteste une étape décisive. En 
introduisant en effet le modèle de l'homme-machine, elle rend plus proche et 
plus évident le rapport entre l'homme et l'automate33. 
Si l'homme est sur le plan physique une machine, il devient plus facile de croire à la 
possibilité d'une "intelligence artificielle"; puisqu'à partir du modèle mécanique de 
l'homme, nous pouvons concevoir assez aisément des machines ayant les mêmes 
propriétés. Les discussions de Descartes sur les capacités des automates marquent le 
passage du mythe au logos de l'lA. C'est la première fois qu'on se demande si les machines 
peuvenl imiter l'homme. 
31 Car la distinction dualiste corps-esprit n'est pas compatible avec l'idée de création de machinea intelligentes. 
32 G.W. Leibnitz, La monadologie, § 64, éd. Boutroux, lib. Delagrave, 1966, p.p. 178-179. 
33 L. CJ.ouloubaritsis, op. cil, p. 25. 
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La distinction faite par Descartes entre l'homme et la machine vise à établir la 
distinction entre l'homme et l'animal. Mais en même temps, elle constitue déjà une des 
premières spéculations sur les possibilités de conception d'êtres artificiels doués de 
caractères humains. 
Le XVille siècle sera marqué par les travaux de deux savants qui ont consacré une 
partie de leur vie à la construction et à la réflexion sur les automates. Le premier, Jaques de 
Vaucanson, était un ingénieur de l'industrie de la soie; il fut célèbre par ses trois automates: 
le joueur de flûte traversière (1737), le joueur de tambourin et le canard (1738). Le second, 
Julien de La Mettrie, était un médecin et philosophe matérialiste dont la pensée est 
exprimée dans son Histoire naturelle de l'âme (1745) mais c'est dans son livre L'homme-
Machine (1746) qu'il reconnaît défmitivement, l'homme comme étant un mécanisme, une 
sorte de machine très bien élaborée. 
Je ne me trompe point; le corps humain est une horloge, mais immense, & 
construite avec tant d'artifice & d'habilité, que si la roue qui sert à marquer les 
secondes vient à s'arrêter; celle des minutes tourne & va toujours son train; ( ... ) 
l'obstruction de quelques vaisseaux ne suffit pas pour détruire, ou suspendre le 
fort des mouvements, qui est dans le coeur, comme dans la pièce ouvrière de la 
Machine ( ... )34. 
Julien de La Mettrie considère, en effet, l'homme comme n'importe quelle autre 
machine. Cependant pour lui, comme pour Descartes et Leibniz, la machine humaine est la 
plus parfaite parmi toutes les machines. 
Le modèle d'homme-machine cartésien qui s'inspire de la pensée scientifIQue 
de l'époque de Descartes, réapparaît, chez Julien de La Mettrie, dans une 
conception non dualiste, mais moniste. Ce dernier se veut plus cartésien que 
Descartes en reprenant intégralement le mécanisme phYSiOlogi~ue de Descartes 
et en lui donnant une nouvelle dimension psycho-physiologique 5. 
La comparaison de l'homme avec les automates anticipe les premières discussions sur 
les possibilités intellectuelles et linguistiques des machines faites par A. Turing. 
L'idée, issue du mécanisme et du rationalisme cartésien, d'étendre aux machines, à 
partir d'un modèle, des caractéristiques propres aux êtres humains, marque une nouvelle 
étape dans l'histoire de la technologie en Occident. Cette étape connm"tra, selon Haugeland, 
Couloubaritsis, M. Longeart et d'autres auteurs, son apogée avec les recherches en lA. 
34 J.O. La Mettrie, L 'honune-machine (1746), Jean-Jacques Pauvert, Hol. , Ultrecht, 1966, p. 145. 
3S G. Delaloye, présentation de l'ouvrage de J. de La Mettrie, (op. CiL, p. 19), 
La fascination pour les automates et le rêve prométhéen de créer un être à notre 
image trouvent leur expression paradigmatique dans le mythe du robot. Heritier 
des mécanismes de Vancanson et de la machine à calculer de Pascal. le robot, 
machine pensante. est souvent interprété comme le triomphe du rationalïsmt36. 
19 
La préhistoire de l'IA est caractérisée ici.par le fait que depuis l'Antiquité, l'homme 
conserve une sorte de mythe anthropomorphique, selon lequel il est possible de concevoir 
des êtres, semblables à lui, à partir de la matière inerte. Ce mythe est ancré dans la culture 
occidentale, faisant en sorte que l'idée d'une Intelligence artificielle ne paraît pas si étrange 
à nos yeux. Mais ce n'est pas pour cela que certains scientifiques reconnaissent rIA comme 
un domaine de recherche sérieux et attaché à la tradition, c'est plutôt parce que rIA est un 
domaine basé sur un logos qui est en rapport avec la tradition intellectuelle et le 
développement technologique en Occident. 
2- Aspects théoriques et empiriques du logos de l'lA 
Cette seconde phase, qui correspond à "l'histoire" de l'IA, nous la présentons comme 
une recherche liée à la tradition philosophique et scientifique de l'Occident. C'est plus 
exactement, en ce qui concerne l'aspect épistémologique, qui nous renvoie à certaines 
méthodes et théories empruntées aux disciplines scientifiques, que nous pouvons dire que 
rIA est dans la continuité de cette tradition. 
Quand les chercheurs en lA suivent la tradition scientifique basée sur la notion de 
représentation et lorsqu'ils prennent une position quelconque sur le rapport entre le corps et 
l'esprit, ils sont en train de travailler au tour d'un logos de l'IA37. Ce logos est caractérisé 
par l'utilisation des méthodes scientifiques et des instruments conceptuels de plusieurs 
domaines scientifiques subsidiaires à la recherche en IA. 
L'IA est lié à des mythes mais elle s'est développée autour d'un logos. Le logos se 
présente comme une nouvelle dimension à la fois rationnelle et empirique de l'idée toujours 
présente chez l'homme de créer un simulacre quelconque de son esprit et de son corps. À la 
suite de Descartes, qui marque le passage du mythe au logos, Turing a posé, d'une autre 
façon, la question sur la pensée des machines, mais il a pu posée cette question en vertu un 
36 M. Longeart, op. ciL. p. 149. 
37 Ccuc idée constituen le point de départ du prochain chapitre concernant les rapports entre l'lA et la philoIopbie. 
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contexte bien particulier en rapport avec le développement du calcul mécanique dont le 
point culminant est l'invention des ordinateurs digitaux. 
( ... ) pour que Turing puisse poser en 1950 la question cruciale .eles machines 
peuvent elles penser?» il fallait disposer de trois résultats majeurs: 
1) La démonstration par Turing en 1936 de l'universalité d'un certain type de 
machine qui sera appelé plus tard .emachine de Turing». ( . . . ) 
2) La modélisation par Claude Shannon en 1938, des circuits gâce à la logique 
des propositions.( ... ) 
3) La modélisation par Warren McCulloch et Walter Pitts en 1943, des 
opération d'une cellule nerveuse et de ses connexions avec d'autres cellules 
(réseaux de neurones) grace à la logique des propositions. ( ... )38 
Le logos représente, par contre, un abandon des modèles mythiques; il se manifesté par 
le triomphe de la conception philosophique de la raison conçue comme une sorte de calcul, 
et par le développement de la programmation et de la technologie infonnatique. Ces deux 
moments, l'un sur le plan des idées et l'autre sur le plan de la technique, constituent 
respectivement, les bases empiriques et rationnelles pour la constitution de l'lA en tant que 
domaine de recherche dont la respectabilité est reconnue depuis une trentaine d'années. 
L'lA est en rapport avec l'histoire du calcul mécanisé, considérée aussi comme 
préhistoire de l'Informatique. L'histoire du calcul est marquée par un fait extérieur à elle, à 
savoir, la réussite de Joseph-Marie Jacquard qui a inventé un métier à tisser(1801). Son 
invention était équipée d'un mécanisme semblable aux cartons perforés de nos premiers 
ordinateurs. La machine à cartons perforés du métier à tisser de Jacquard, était capable de 
fonctionner presque sans intervention humaine, en simulant, pour certains tâches textiles, 
les gestes répétitifs et précis des tisserands humains. 
Les premiers pas de Jacquard vers l'automatisme ont attiré l'attention du mathématicien 
britannique Charles Babbage qui a conçu le premier "ordinateur" à cartes perforées (1834) 
considéré comme l'ancêtre des ordinateurs contemporains. Sa calculatrice nommée 
Analytical Engine, restera comme un projet, d'ailleurs très bien documenté, car elle n'a 
jamais été construite à cause des limitations d'usinage du XIXe siècle. La machine de 
Babbage était composée d'éléments de mémoire et de plusieurs autres sophistications 
logiques et technologiques (devenues opérationnelles seulement longtemps après, grâce 
aux techniques électroniques). L'Analytical engine a été conçu avec une telle précision que 
cela a permis à la célèbre collaboratrice de Babbage, la mathématicienne Lady Lovelace, 
38 M. Longeart, op. cil, pp. 149-150. 
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d'écrire les premiers programmes (très semblables à certains programmes actuels) un siècle 
avant l'apparition des premiers ordinateurs digitaux. 
L'lA est le fruit d'une longue recherche sur les machines abstraites et réelles basées 
quelquefois sur des modèles anthropomorphiques. Les recherches en lA sont liées dans la 
première phase à des études sur la structure et le fonctionnement du cerveau inspirées de la 
cybernétique. 
La dernière guerre a obligé les chercheurs de plusieurs domaines à travailler ensemble 
et très vite. Les travaux à cette époque avaient pour but le développement des techniques 
balistiques basées sur des mécanismes d'autorégulation et la construction de calculatrices 
de plus en plus puissantes capables de contrôler ces mécanismes et aussi de déchiffrer des 
messages cryptographiques. Les résultats au niveau des théories mathématiques ont été fort 
impressionnants. 
A la fin de la seconde guerre, on arrive à la fabrication des premiers vrais ordinateurs 
qui sont liés à une tradition qui commence avec l'abaque, passe par le métier à tisser de 
Jacquard et le «moteur» analytique de Charles Babbage et continue avec cinq générations 
successives d'ordinateurs: 
1) les machines à base de tubes et de tambours magnétiques, 
2) les machine à base de transistors et de mémoires à ferrite, 
3) les machines à base de transistors et de circuits intégrés, 
4) les machines à base de circuits LSI (Large Scale Integration). 
5) les VLSI (Very Large Scale integrated) sur lesquels les recherches technologiques 
sont en cours39• 
Les développements des techniques électroniques du XXe siècle deviennent importants 
pour le développement et l'existence de l'lA, mais cela ne serait rien si on n'avait pas eu une 
base formelle assez solide, rendue possible grâce aux travaux de mathématiciens et 
logiciens tels que George Boole, Willian Stam1ey Jevons, Jacques Herbrand, Alan Turing, 
W. Pitts, Claude Shannon, et des cybernéticiens tels que Norbert Wiener et W. McCulloch. 
Ces savants ont joué un rôle très important dans le développement des recherches en 
lA. Ils ont ouvert des chemins importants qui conduiront au perfectionnement des modèles 
théoriques sur les ordinateurs, à des méthodes de déduction automatique, à des traitements 
d'informations et à la modélisation neuronale. Tels éléments on été importants lors de la 
phase initiale de la recherche en lA. 
39 Pour une analyse de l'évolution technologique des ordinateurs, voir Metropolis, N. Howlet, J. et G. C. Rota éda • • A 
Hutory olCompuling in the Twentieth Century. Academie Press ine .• N.Y. ,1980. 
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A la fin du XIXeme siècle, les scientifiques commencent à s'intéresser aux mécanismes 
régulateurs des machines industrielles. La recherche sur ces mécanismes a amené à la 
découvene des principes de rétroaction, lesquels associés aux processus homéostatiques 
des êtres vivants debouchera sur les études cybernétiques aux siècles suivants. Cette 
discipline aura une importance fondamentale pour la naissance de l'1A.40 Pendant la 
seconde Guerre mondiale, Norbert Wiener a créé la cybernétique qui est le fruit d'un projet 
de recherche destiné, au M.I.T., à des fms militaires. 
La cybernétique peut, si on veut, être considérée comme la discipline-mère de l'lA. 
L'lA a deux choses en commun avec la cybernétique: premièrement l'interdisciplinarité, 
deuxièmement le fait que les chercheurs en cybernétique seront les fondateurs de l'lA. En 
plus, l'lA a hérité de plusieurs idées de la cybernétique, ces idées seront importantes pour 
son développement. Parmi ces idées nous trouvons, premièrement, l'approche 
mathématique du cerveau et du comportement humain, qui conduisit à l'analogie entre le 
cerveau et l'ordinateur.41 
2.1- Les deux approches principales en Intelligence Artificielle 
L'lA se développe à partir de deux approches rivales: 1) l'approche ascendante 
(bottom-up), liée aux théories et hypothèses qui ont un caractère biologique, généralement 
associées à la cybernétique et à des théories évolutionnistes sur le fonctionnement 
neuronal. 2) l'approche descendante (Top-Down), dont les théories et hypothèses 
privilégient l'aspect formel et la construction de modèles logiques capables de rendre 
compte des raisonnements humains, des éléments formels du langage naturel et de la façon 
dont nous solutionnons des problèmes et bâtissons des représentations. Cette approche 
(engineering approach) est basée sur des heuristiques, sur la logique propositionnelle et sur 
le calcul des prédicats de premièr ordre42• 
Les tenants des approches ascendante et descendante ont pris initialement la voie de 
l'anthropomorphisme cerveau-ordinateur. Par exemple, même ceux qui croyaient plutôt a 
une approche formelle pour concevoir de machines intelligentes comme A. Turing 
40 Cf. R. Lignonnière, Préhistoire et histoire des ordinateurs, cd. Robert Laffont, Paria,1987. pp. 100-110. 
41 L'étude des systèmes d'autorégulation trouvés à l'intérieur du corps humain et des animaux. oot lUSCité l'int&êt de 
oeurobiologistcs, de mathématiciens et de psychologues. Cette vision cybernétique du comportemcnt animal et humain 
fail D8ÎIIe l'analogie CClVeau-machine. 
42 Pour une distinction de ces deux approches et leur rapport avec l'lA et la science cognitive, voir D. C. Dennett , 
BraiDltonnI, Philosophical Essays on Mind and Psychology. Bradford Books, Publishers, IDe. MootgOO'ltZ)', Vermon, 
1978. Actuellement, avec un certain succès des travaux du néo-connexionnisme, on peut n:mII"quc:r un regain d'int&êt 
pour l'approche ascendante; nous parlerons de cela plus loin. 
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("Intelligent Machinery") prenaient la voie de l'analogie cerveau-machine comme 
orientation de leurs recherches. J.G. Ganascia ajoute cependant que: 
S'il Y a toujours simulation de la physiologie de l'individu, cette simulation 
déplace son objet. De l'activité du corps en déplacement, on en est venu à 
s'intéresser uniquement au cerveau, organe dont on sait si peu que toute 
simulation se limite à un modèle extrêmement grossier. De fait, l'analogie avec 
le cerveau n'a qu'une fonction opératoire. Il ne s'agit pas de reproduire 
fidèlement les mécanismes physiologiques, mais simplement de tirer parti de 
cette image pour dégager les fonctionnalités majeures qui doivent etre 
simulées43. 
Pour les chercheurs de l'approche ascendante il n'y avait aucun problème à établir des 
analogies entre la structure physique du cerveau humain et celle des ordinateurs. D'un autre 
côté, pour ceux de l'approche descendante, il s'agissait d'établir des analogies entre la 
structure formelle sous-jacente à la pensée et les structures formelles des programmes 
d'ordinateurs. 
Nous allons donner maintenant un aperçu historique de l'lA en présentant de façon très 
résumée 44 les principaux travaux des approches descendante et ascendante. Nous allons 
prendre en considération la chronologie suggérée par Dreyfus dans What Computers Can't 
Do. 
2.1.1- L'approche ascendante 
Dans les années 1950, on assiste à un développement des recherches sur les systèmes 
de câblage, c'est-à-dire sur les connexions neuronales des êtres primitifs dans l'échelle 
biologique. Les premiers chercheurs de l'approche ascendante étaient intéressés au système 
de "câblage" ou de connexion du cerveau humain.ns pensaient qu'il suffirait de comprendre 
la façon binaire dont le cerveau traite les informations et d'essayer de créer des répliques 
électroniques des réseaux neuronaux. 
A l'origine de ces recherches qui donnent naissance à l'I.A nous retrouvons comme 
nous venons de le mentionner le cybernéticien et créateur de la cybernétique Norbert 
43 Cf. ,J.G. Ganascia,op. cil pp. 23. 
44 Ccuc présentation est loin d'être complète en vertu de toutes nos limitations de temps dana c::e mémoire. Nous n'avODS 
pu ici l'intention d'expliquez les particularités théoriques et techniques de chaque programme mentionné, maïa nous 
voulou, tout simplement, présentez quelques travaux le plus représentatifs dans le cadre historique dca nx:hcrcbes en lA. 
C'est avec cet objectif que nous avons fait une brève présentation de chaque programme ou projet, où nous esquissons 
quelquea uns de ses éléments théoriques. Il y a pour chaqu'un des programmes ou projets de nx:hen:he présentés, dans 
cette partie de notre travail, un ouvrage de référence cité, dans lequel nous pouvons trouvez dca informations de caracm 
théorique el technique qui sont plus complètes el précises. 
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Wiener qui a étudié les systèmes biologiques et électroniques45, et Warren MacCulloch. 
Particulièrement intéressé par la philosophie, la neurophysiologie et l'informatique 
MacCulloch, propose une théorie sur le fonctionnement du système neuronal, fondée sur la 
logique, champ où il a été beaucoup aidé par le mathématicien Walter Pins46. 
Par leurs études, ces deux derniers scientifiques ont contribué à l'apparition de 
l'analogie entre le fonctionnement du cerveau et celui des ordinateurs digitaux47• Ils ont 
soutenu l'hypothèse selon laquelle le cerveau fonctionnerait selon des principes logiques en 
mode binaire48. En étudiant mathématiquement le fonctionnement des automates et les 
connexions neuronales, ils ont réalisé des expériences avec des réseaux électroniques de 
neurones artificiels ayant pour modèle des réseaux neuronaux biologiques. 
Far more important than MacCulloch's ideas was bis certainty that mind could 
be known and described in scientific terms. He was an enormous influence on 
Minsky, much greater than, say Turing, whose work Minsky knew somewhat, 
but regarded as somehoww off two one side. It was MacCulloch's certainty that 
convinced Minsky and many others that machine intelligence was possible -
and to get going on the problem49. 
L'approche de MacCulloch et al. est dite ascendante, car les chercheurs de cette 
orientation croyaient que l'on pourrait simuler sur des machines les réseaux de cellules 
nerveuses, par exemple de la fourmi, de la grenouille et du chat et remonter ainsi dans cette 
échelle biologique jusqu'aux réseaux neuronaux humains. C'est-à-dire, à partir de l'étude 
des cellules nerveuses des êtres vivants plus simples, ils pensaient en arriver à la simulation 
des réseaux neuronaux plus complexes. 
L'approche ascendante peut être caractérisée par l'analogie cerveau-machine, laquelle 
persiste jusqu'à nos jours (voir le néo-connexionnisme).Cette analogie peut être expliquée 
de façon très simple: à la manière d'un ordinateur, le cerveau organise les informations 
qu'il reçoit en forme d'entrée (input), les traite, et y répond en termes de sottie (output) par 
le moyen d'opérations logiques susceptibles d'être programmées. 
D'après l'analogie établie, les cellules vivantes du cerveau sont comparables aux 
transistors ou aux simples circuits intégrés élémentaires d'un ordinateur. L'activité 
45 N. Wienc:z, Cybernetics, The M.LT. Press, Cambridge, Mass. , 1961. 
46 W.5. McCulloch, "The Brain as a Computing Machine", ElectricaJ Engineering, 1949, voL LXVllI, 492-497. 
47 Noua allons voir que l'approche ascendante stricto sensu qui inaugure des analogic:a de ce genre l'intéressait surtout 
à l'étude évolutive des systèmes biologiques; selon les premiers chc:zcheurs connexionnÏltea c:ettc étude pourrait apporter 
pluaicura contributions à la conception de systèmes infonnatiques. 
48 Voir W.S. McCulloch et W. Pins "A Logical Calculus of the Ideas Immanent in Nc:zvoua Activity", Bulletin oC 
mathematical Biophysics, Vol. 5 , 1943. ( source: M. Longeart op. ciL p.152). 
49 P. McCorduck, op. CiL, p. 77. 
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neuronale se fait par une propagation binaire d'informations sous la forme de signaux 
électriques. Cette information est traitée différemment selon les états internes du système. 
Selon MacCulloch, toute l'activité neuronale peut être comprise avec précision par des 
moyens logiques capables de représenter la présence ou l'absence dans le cerveau de 
signaux électriques au niveau neuronal. 
L'analogie cerveau-machine repose théoriquement de façon indirecte sur une 
découverte logique faite au XIXie siècle par George Boole (1815-1864). Ce logicien a 
conçu un système de logique mathématique, plus précisément une algèbre de la logique où 
les propositions logiques peuvent être codées sous forme de 1 et 0 et manipulées comme 
des nombres ordinaires. TI croyait que l'étude mathématique dépendait d'un traitement 
formel des symboles sans avoir besoin de prendre en considération leur signification5O• 
Comme nous le savons, l'algèbre classique nous permet d'établir des relations entre 
différentes opérations mathématiques Nous trouvons ce type de modèle algébrique dans les 
formulations logiques proposées par George Boole. Ce logicien utilise l'algèbre pour établir 
des relations entre les fonctions logiques élémentaires, comme nous l'indique Dreyfus. 
Boolean algebra is a binary algebra for representing elementary logical 
functions. If "a" and "b" represent variables, "." represents "and," "+" represents 
"or and "1" and "0" represent "true" and "faIse" respectively, then the rules 
governing logical manipulation can be written in algebraic form as follows: 
a+a=a a+O=a a+l=1 
a.a=a a.O=O a.l= a 51. 
Claude Shannon, parmi d'autres chercheurs de son époque, a eu l'intuition que cene 
algèbre booléenne pourrait être employée pour analyser des systèmes d'information 
complexe comme les systèmes de communication à distance 52. Le calcul algébrique de 
Boole permettait d'analyser les états ouvert-fermé d'un circuit électrique sous la forme de la 
disjonction, de la conjonction et de la négation logiques. Cette analyse booléenne des 
systèmes de communication fut un facteur très important pour le développement de 
50 Pour çomprendre les motivations logiques de l'auteur mentionné voir G. Boole, An mvc:alÎ8alÎoD of the Law. of 
Tbought on which are Founded the Mathematical Theories or Logic and Probabilities, Collccted Logical Worka, Open 
Coun, Chicago, 1940, V.II • Voir aussi H. L. Dreyfu. (1979), op. cit. , p. 315. qui DOUS foumit cette référence 
bibliographique et indique que la premiùe édition de cette ouvrage date de 1854. 
SI HL. Dreyfus, (1979), p.70. 
S2 Cf. R. Ligornniere, Préhistoire et Histoire des Ordinateurs, éd. Robert LaITont, Paria 1987, pp. 219-222. Voir auasi C. 
E. Shannon and W. Weaver, The Mathematical Theory of Communication. , University of Illinois Prea, Urban&, 1962, 
cité par Dreyfus (1979), op.cil. , p.165. 
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l'infonnatique et par conséquent important pour les conceptions des premières théories 
basées sur les analogies entre le fonctionnement binaire du cerveau et des ordinateurs53. 
L'analogie cerveau-machine est un thème fréquent dans les textes sur l'IA; elle a des 
antécédents très lointains. Searle nous donne son témoingnage: 
In my childhood, we were always assured that the brain was a telephone 
switchboard. (What else could it be?') 1 was amused to see that Sherrington, the 
great British neuroscientist, thought that the brain worked like a telegraph 
system. Freud often compared the brain to hydraulic and electromagnetic 
systems. Leibniz compared it to a mill, and 1 am told that sorne of the ancient 
Greeks thought the brain functions like a catapult. At present, obviously, the 
metaphor is the digital computer54· 
L'analogie cerveau-machine est une façon anthropomorphique de considérer les 
ordinateurs à des époques où les chercheurs étaient impressionnés par la capacité de 
manipulation symbolique des machines et par les propriétés binaires du cerveau. 
L'approche logique du fonctionnement neuronal et les théories cybernétiques proposées 
par MacCulloch, ont eu un énonne succès dans les années 1940 et 1950: "Dans les mains 
de John Von Neumann, à Princeton, ces idées allaient devenir un des principaux 
catalyseurs de l'invention de l'ordinateur. A cette époque, il utilisait des tubes à vide pour 
représenter les neurones de MacCulloch-Pitts"55. 
L'analogie cerveau-machine, telle qu'elle apparaît dans les écrits de J. von Neumann, 
servait surtout à attirer l'attention sur les principaux éléments d'un système infonnatique. 
Neumann a été un des premiers chercheurs de l'ère de l'infonnatique à se demander, inspiré 
par les idées de MacCulloch56, comment concevoir des ordinateurs à l'image des 
connexions du système nerveux humain. 
A l'origine de cette analogie entre les systèmes neuronal et informatique, nous devons 
citer aussi Frank: Rosenblat qui a suscité l'optimisme autour des idées connexionnistes, à 
partir de ses théories et de son expérience avec le Perceptron 57. Les travaux de Frank 
53 L'algèbre binaire de G. Boole est traditionnellement employée pour le calcul dans les projeu dea circuits électroniques 
de l'ordinateur. Ces procédures de calcul ne suivent pas la méthode décimale, mais sont faitca en bue 2, écrit donc avec 
deux chiffres 0 et l, qui sont les deux valeurs d'un "bit" (binary digit) correspondantes à la présence ou absence d'une 
impulsion électrique dans le circuit de la machine. 
54 J. Searle, Minds, Brains, and Science, Harvard University Press, Cambridge, Mass. , 1984 ,p.44. 
55 F. Varela, Connaître, Éditions du Seuil, Paris, 1989. (Traduit de l'anglais: Cognitive Science. A Cartography of 
Cum:ot Ideas, 1988, par Pierre Lavoie). p.p. 30-31. 
56 von Neumann n'était pas, cependant. totalement d 'accord avec les idées de MacCulloch se100 Jaque1les le traitement 
dea informations par le cerveau serait complètement semblable à celui des commutateura ou/off dea ordinateurs. Cf. H. L. 
DreyfUi (1979), op.cil., p.I60. 
ST n l'agissait d'un prototype d'ordinateur inspiré du système nerveux humain. Il était capable, avec beaucoup de 
limitations, de reconnaître certaines formes. 
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Rosenblat (1958) visaient la conception de répliques électroniques des réseaux de neurones 
du cerveau humain à partir de l'imitation du fonctionnement des câblages des neurones. Le 
Perceptron était une machine en réseau conçue uniquement pour réaliser des expériences 
dans ce sens: 
It originally had three levels. The first was a grid of photocells corresponding 
to the retine of the eye, which reacted to light stimulus. Below this level, 
associated units collected the impulses transnlitted from the photocells, to which 
they'd been randomly wired, and those in turn signaled to response units. 
Because we know that animal, including humans, are born knowing sorne things, 
Rosenblat and bis coworkers modified the Perceptron in such a way that not all 
of it was randomly wired, which improved its performance in recognizing and 
"leaming," say, a letter 58. 
Rosenblat croyait, déjà à cette époque, qu'à court terme l'ordinateur serait capable de 
résoudre des problèmes non numériques complexes, de prendre conscience de soi et de se 
reproduire grâce à des chaînes de montage informatisées. Cependant le Perceptron a connu 
beaucoup de difficultés techniques et théoriques. TI eut d'importantes réactions contraires 
aux idées proposées par Rosenblat, principalement de la part de Seymour Papen et Marvin 
Minsky, deux jeunes chercheurs impliqués dans la création et le développement de l'lA 
dans les années qui suivirent les recherches de Rosenblat. 
Les chercheurs de l'approche ascendante se sont fmalment rendus compte du fon 
parallélisme du cerveau humain par rappon à leurs modèles. Le plus complexe des 
systèmes informatiques est très simple comparé à la complexité du système nerveux 
humain. Ce dernier a une structure auto-organisable caractérisée entre autres choses par la 
complexité synaptique. 
2.1.2- L'approche descendante et ses trois phases 
L'approche descendante a pris la place de l'approche ascendante dans les années 1960 
lorsque Minsky, et Seymour Papen59, ont discrédité complètement l'approche ascendante. 
L'approche descendante est aujourd'hui l'approche principale en lA. Contrairement aux 
chercheurs de l'approche ascendante, ceux de l'approche descendante n'essaient pas d'imiter 
58 P. McCorducJc. op.cit p.87. 
59 Cf. M. Minsky et s. Papert, Perceptrons, MIT Press, Mass. , 1969. Selon Dreyfus (1979), (op. ciL , p. 328). Cene 
ouvrage était dédié aux "psychologues et biologistes qui veulent savoir comment le cerveau calcule la pensée (how the 
brain computes thoughts)." 
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les réseaux neuronaux. Us croient qu'il faut adopter une approche symbolique au problème 
de la programmation en lA. 
L'approche descendante est appelée aussi approche analytique et formelle. Elle est 
caractérisée par la présupposition que les processus décisionnels qui sont en jeux dans les 
comportements intelligents peuvent être modélisés selon des régIes analytiques et formelles 
en profitant de la capacité des ordinateurs digitaux. L'approche analytique et formelle s'est 
développée en trois phases présentées ci-dessous par ordre chronologique. 
1) Première phase: la simulation cognitive, la recherche sur le traitement 
sémantique de l'information. 
2) Deuxième phase: les travaux sur les micro-mondes. 
3) Troisième phase: La recherche autour de la représentation des connaissances. 
2.1.2.1- La Première phase de l'approche descendante 
La simulation cognitive et la recherche sur le traitement sémantique 
de l'information. 
Quelques-uns des chercheurs de l'approche descendante, comme Turing (dans sa phase 
descendante, 1950)60 et d'autres après lui, pensaient, inspirés par le béhaviorisme, qu'il 
suffirait de faire en sorte que la machine puisse suivre les méthodes que l'homme emploie 
lorsqu'il fait quelque chose demandant de l'intelligence. TI suffIrait d'observer et d'étudier le 
comportement de l'homme et de le transformer en programmes. Si la machine était capable 
d'imiter le comportement humain, elle serait capable d'être intelligente. René Moreau nous 
parle de cette perspective descendante: 
Puisque ces hommes de grand talent voyaient dans la résolution de problèmes, 
principale utilisation des machines qu'il concevaient, la manifestation supérieure 
de l'intelligence, la réflexion des chercheurs irûormaticiens s'orienta tout d'abord 
vers ce domaine. Comme ils auraient commis un crime de lèse-majesté en 
mettant en doute l'anthropomorphisme cerveau-ordinateur, il leur semblait tout 
naturel de faire suivre à la machine les mêmes méthodes que celles utilisées par 
l'homme pour résoudre les problèmes. li se disait alors: « Observons comment 
un mathématicien fait pour résoudre un problème de géométrie à partir de cercles 
60 GJ. Ganascia, op.cil. pp. 26-32. 
qu'il trace au tableau et qui ne sont même pas ronds et nous saurons comment 
faire résoudre des problèmes de géométrie par la machine». 61. 
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Les chercheurs de l'approche descendante s'intéressèrent, pendant la phase de la 
simulation cognitive, à la représentation de processus, propriétés et relations en rapport 
avec l'intelligence. lis ont conçu des modèles cognitifs permettant de concevoir des 
programmes capables de résoudre des problèmes dans le domaine de la logique et de traiter 
des langues naturelles. lis utilisaient aussi dans plusieurs expériences des règles 
heuristiques pour la résolution de problèmes, comme l'affirme Dreyfus: "( ... Cognitive 
Simulation(CS) - [is] the use of heuristic programs to simulate human behavior by 
attempting to reproduce the steps by which human beings actually proceed"62. 
La recherche visant la simulation cognitive comptait sur des modèles 
représentationnels basés sur la logique. Mais il ne s'agissait pas, nous le répétons, d'imiter 
l'intelligence en construisant des répliques des connexions neuronales, mais de simuler ou 
reproduire le comportement du cerveau humain par des moyens formels et informatiques. 
Nous présenterons maintenant quelques travaux importants de la première phase de 
. l'approche descendante, comprenant: 
La recherche en traduction automatique 
La "traduction automatique" est une des premières recherches réputées en simulation 
cognitive, pendant sa première phase (les années 1950 et 1960.) L'lA reçoit des 
contributions de la linguistique. Cette recherche a rassemblé des linguistes, des 
cybernéticiens et d'autres chercheurs intéressés par la traduction automatique63. Les 
chercheurs de cette phase ont travaillé d'abord sur le dictionnaire informatisé (Anthony 
Oethinger 1954) et ensuite sur des travaux plus généraux comme les programmes 
d'ordinateur touchant la syntaxe et la sémantique des langues naturelles. 
La recherche en traduction automatique est marquée d'abord par des recherches en 
cryptographie utilisant des méthodes statistiques sur des gros ordinateurs. A ce moment, la 
croyance était que la traduction mécanique des langues était un cas plus complexe de 
61 R. Moreau, in J.C. Pcn:z, De nouvelles voies ven l"intelligence artificielle, Masson, Paris, 1988, préface de l'oeuvre, 
p.s. 
62 HL. Dreyfus (1979), op. CiL, p. 85. 
63 Pour un aperçu de la phase initiale du projet sur les machines à traduire voir: A.D. Booth, and Locke, éd. , Machine 
Translation of languages, NY, J. Wiley & Son; Londre, Chapman & Hall, 1955 en particulic:r l'article de Weava, W. , 
"Translation", pp.I5-23. 
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déchiffrement cryptographique. Pour les premiers chercheurs en traduction automatique, la 
traduction par ordinateur était un problème d'ordre formel simuler la tâche du traducteur 
humain était simplement une question de la rendre compatible avec les algorithmes de 
programmation. Cela explique pourquoi ces recherches étaient attachées à des études très 
importantes en syntaxe faites à l'époque par Y. Bar Hillel, Z. Harris et Noam Chomsky 64. 
Les travaux de Y. Bar Hillel ont été largement utilisés comme méthodes efficaces pour 
l'analyse du langage naturel et des langages de programmation par les infonnaticiens et 
chercheurs en lA. Bar Hillel a joué aussi un rôle important historiquement, car il a reconnu, 
dans les années 1960, que dans le contexte théorique de l'époque la traduction automatique 
était condamnée à l'échec. 
Quand cette recherche a été presque complètement abandonnée, au milieu des années 
1960, toute la recherche en lA. a subi un refroidissement. C'est seulement au début des 
années 1970, qu'on commence à récupérer et à faire le point sur les principaux problèmes 
et solutions trouvées dans les principaux domaines d'études sur le langage naturel. Les 
années 1980 représentent une phase de maturité pour les travaux en langage naturel, car les 
chercheurs ont beaucoup mieux délimité le champ de leurs expériences, en tirant les leçons 
de leurs erreurs antérieures. 
Le Logic Theorist 
Le Logic Theorist est considéré comme un des premiers programmes infonnatiques 
conçus en l'lA. TI était une preuve, selon leur auteurs Allen Newell et Herben Simon, des 
capacités fonnelles illimitées des machines. Selon eux, ce programme pennettait d'espérer 
que dans l'avenir, les ordinateurs seraient capables de faire preuve d'intelligence. 
Newell et Simon ont choisi la démonstration des théorèmes comme objet de leur travail 
car ils croyaient qu'en exploitant le champ des raisonnements sur des problèmes logiques et 
simulant les capacités fonnelles de l'esprit humain, on pourrait pennettre aux ordinateurs 
de résoudre toute sone de problèmes qui demandent des capacités intelligentes humaines. 
D'après Newell et Simon le programme Logic Theorist pouvait démontrer 38 des 52 
théorèmes trouvés dans les Principia Mathematica de B. Russell et A. N. Whitehead6s• 
64lnflueocés par les travaux de ces linguistes les chacheun; furent persuadés que la pensée humaine pounait être simulée 
par dca programmes d'ordinateur. L'ordinateur, par 1& capacité de traitement des symboles, pourrait traita' les langues 
naturelles et rendre compte facilement de l'échange de l'information sémantique exigé dana l'activité de tIlIduction dca 
Ianguca. 
65 HL. Dreyfus (1979), op. CiL, p.93. 
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Pour démontrer un théorème, un être humain doit raisonner et faire des choix. n doit 
également être capable de déterminer quelles sont les règles et quels sont les postulats 
adéquats pour arriver à faire des inférences valides. Pour simuler faiblement cette attitude 
Newel et Simon ont conçu le Logic Theorist selon une méthode algorithmique66 et y 
introduisent des règles empiriques, et des stratégies globales. 
Cependant ils ont compris, immédiatement, que la simulation des propriétés formelles 
de l'esprit est trop complexe pour être programmée de façon efficace. La méthode 
algorithmique conduisait toujours à des bonnes solutions, mais serait toujours vulnérable à 
l'explosion combinatoire67• 
Pour éviter qu'un même nombre de règles et postulats introduites dans le Logic 
Theorist conduise à l'augmentation croissante des combinaisons possibles, Newell et Simon 
ont utilisé la méthode heuristique68 qui a été utilisée pour éviter la complexification des 
problèmes lors de la résolution des calculs par le Logic Theorist La méthode heuristique 
avait cependant un inconvénient, car elle ne permettait jamais de savoir si on pourrait ou 
non résoudre un problème. Ces auteurs ont reconnu, en suite, que la méthode heuristique 
devrait être abandonnée à cause dees limitations de cette approche à résoudre des 
problèmes plus complexes. 
LeGPS 
La compréhension des difficultés du Logic Theorist conduit les chercheurs à la création 
du GPS, General Problem Solver ou Système Général de résolution de problèmes qui était 
basé sur des méthodes moyens-fms, de nature heuristique. Ce programme permettait de 
prouver quelques théorèmes de logique et de résoudre certains problèmes par la méthode 
de l'escalade69• 
66 a méthode algorithmique est basée sur des procédures fmies permettant de réalisez des opérations élémentaires pas à 
pu pour résoudre un calcul ou un problème en informatique ou mathématique. Selon cette méthode la solution à un 
poblème ne peut être donné qu'après l'examen de tous les énoncés et données concernants ce poblème.. 
67 L'exploaion combinatoire est la croissance exponentielle du nombre de choix possibles de stratégies pour la résolution 
d'un pob1ème. 
68 Selon la méthode heuristique:, pour résoudre un problème, nous devons appliqua des règ1ea empiriques, basées lUI des 
stratégies humaines ou toute autre procédure capable de permettre de restreindre le champ de rcchc:cche pour solutioonc:c 
un problème. Les heuristiques ont un désavantage, elles ne permettent pas de garantir avec cc:ctitude que la solution du 
poblème sc:ca atteinte. Par contre, cette approche permet d'obtenir des solutions plus rapidement que la méthode 
algorithmique. 
69 Seloo cette méthode, le choix des chemins de résolution remonte dans une hiérarchie permettant de sélectionna le 
chemin le plus avantageux pour arriva à un but lors de la résolution d'un problème. 
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La stratégie du GPS, qui visait toujours à éviter l'explosion combinatoire, consistait à 
décomposer un problème en sous-problèmes, en proposant des sous-stratégies pour 
résoudre ces sous-problèmes. H.A. Simon discute, dans un article important intitulé 
"Modeling Human Mental Processes"70, les limites et les capacités déductives du GPS et il 
note qu'on avait franchi quelques barrières quant à la compréhension des lois universelles 
de raisonnement. 
Les jeux en tant Q.U'objet des recherches en Intelligence Artificielle 
L'utilisation de l'ordinateur comme manipulateur de symboles a créé l'expectative que 
l'homme pourrait en très peu de temps reproduire sur ces machines toutes sortes de tâches 
qui exigent de l'intelligence. Parmi ces tâches, nous trouvons les jeux. Les jeux, en tant 
qu'activité ludique, ont attiré l'attention de plusieurs chercheurs sérieux comme C. 
Shannon, A. Newell, H. A. Simon 71 qui croyaient que les jeux pourraient constituer un 
chemin intéressant à exploiter pour tester les capacités de raisonnement logique de leurs 
programmes. 
Les chercheurs en lA ont choisi les jeux, car ils se prêtent beaucoup plus facilement 
à l'analyse et à la formalisation sous forme de programmes d'ordinateur que les autres 
activités intelligentes humaines. Les jeux obéissent à des règles et ont des buts précis. 
Cependant, des jeux comme les échecs exigent un ensemble énorme de connaissances 
spécifiques et la capacité d'utiliser efficacement toutes ces connaissances pendant le 
déroulement d'une partie. Ces caractéristiques, qui relèvent de la capacité humaine de 
jugement et de l'expertise, sont très intéressantes pour la résolution de problèmes en 1A72. 
La reconnaissance de formes par ordinateur 
n est important de mentionner encore la recherche sur la reconnaissance des formes par 
ordinateur car elle se révèle fondamentale pour le développement de l'lA, principalement 
70 Voir H.A Simoo. iD the RAND axporaâoD. fcb. , 1961 pp. 2122 , c:iti par H. L. Drcyfua (1979), op. cit,. p. 93.et 
CE. Sban!!()ll, -A c:bcaa--Pla)'ÎD& Macl1iDe- iD Warld of Ma1hc:matic:a J. R. Neumann Simoa and ShUlter cda. , 19S6, A. 
Newcl, J. C. Shaw and HA Simoo. -Cheu Playing Programa and che Problem of Complc:xity-, Fcigembawn. E. A. and 
Fcldman, J. Computcn and Thought, J. ed. NY. McGraw-Hill, 1963. pp.39-70. 
71 CE. Shannon, -A c:bcaa--Pla)'ÎD& Machine- iD Warld of Mathml&tica J. R. Neumann Simoa and ShUltc% cda. , 1956, 
A. Newcl, J. C. Shaw and HA Simoo. -Cheu Pla)'ÎD& Programa and the Problem of Complcxity-, Fcigembawn. E. A. 
and Fcldman, J. Computcn and Thought, J. ed. NY. McGraw-Hill, 1963. pp.39-70. 
72 Cf. D. Michic, Reflexion. lUI' l'intclliaCIICC dei macllinc, MulOn, Paris, 1990 pp.l~. Traduit de l'anglais On 
m.chinc lntclligc:occ. 21' cdition, Ellia Horwood Ud, Loodre, 1986. 
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en ce qui concerne la résolution de problèmes. La reconnaissance des formes permet à la 
machine d'avoir une vue globale du problème et de la situation dans laquelle le problème se 
pose. Parmi les auteurs importants dans ce domaine, il faut citer, O. Selfridge, U. Neisser73, 
Murray Eden 74, Leonard Uhr et Charles Vossler qui sont des chercheurs reconnus pour 
leurs travaux de haut niveau technique. 
Ces deux derniers ont développé un travail sur la reconnaissance des lettres de 
l'alphabet qui inaugure toute une méthodologie sur la reconnaissance des formes. En 
résumé, le point intéressant du travail de Uhr et Vossler est la considération de la fonne 
d'une lettre de l'alphabet par rapport à une forme idéale décomposée en éléments plus 
simples. Le programme, développé par eux, permet d'effectuer la reconnaissance des lettres 
à partir de ses parties mises en rapport avec un pattern75• L'ordinateur peut ainsi 
reconnaitre automatiquement de quelle lettre il s'agit, tout en balayant le caractère qui lui 
est présenté et en reconnaissant ses caractéristiques de base. 
L'ANALOGY 
Classifié par Dreyfus comme étant dans le domaine de la recherche sur le traitement 
sémantique de l'information, l'ANALOGy76 est un autre programme complexe sur la 
reconnaissance de formes. n est capable d'identifier des analogies entre patrons 
géométriques distincts, tels que ceux présentés pour les tests d'intelligence utilisés par les 
psychologues. n s'agit d'une des premières expériences dans ce domaine, où on emploie des 
heuristiques et des règles de transformations logiques en rapport avec un système de 
repérage global de formes pour résoudre des problèmes abstraits de façon artificielle17. 
73 G. O. Selfridgc aud U. Nciuer, "Panem RccogniIiOll by MaclùDc-, daDa Computer. aud Thought , Fcjgcnbawl, li A. 
aud J. Fcldman, 6d. NY. McGraw-Hill, 1963, pp. 238-250. 
74 M. Eden, -Otbcr Pattern Rcc:opirioa Problem aud Sorne Gcncn1iulÏom in RccogniziDg Paucma Studicaw, in Living 
aod Automatic Sya&eml, Paul A. Kolcn aud Munay Eden, 6d. MIT Prcaa, Cambridac, M .... 1968. Cité par Dreyfus 
(1979), op. cit,. p.98. 
75 L Ubr aud G. Voub, - A Pattern Rccognirioa Program tbat Gcncratea, Evaluatca aud AdjUIII ita Own opcraIiooawin 
Feigcmbawn. li A. aud Fcldman, J., 6d., Computera aud Thought, McGraw-Hill, NY, 1963, pp.271-353. 
76T.G. Evana, -A prosram fŒ the Solution of a Clau of Gcomctric Analogy Intelligence Tcat Qucatioaw daDa Minaky, 
M. cd. Scmantic Infonnatioo ProœuiDg. Cambridge, Mua. MJ.T. ,1969, p.p.346-347. 
17Cf. M. Bodcn, Artificlallntclligcncc aud Natural Man, Baaic Boob, Inc., Publishera, 1987,2- 6ditioo, pp. 319-322. ct 
auaai Dreyfus (1979), H. L., op. ciL, pp. 137-139. 
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l&STUPENT 
Le programme STUDENT (1965) visait la compréhension de phrases simples en 
anglais; son auteur Daniel G. Bobrow a élaboré un système composée de questions et de 
réponses simples en anglais. Dans ce programme, 1) les phrases simples du langage naturel 
sont fragmentées par la mise en évidence de certains mots représentatifs tels que "fois", 
"de", "égale", 2) les fragments de phrases en rapport avec "fois", "de", ~"égale", sont 
exprimés en termes de relations algébriques représentées par des variables'18 L'ordinateur 
ainsi programmé peut résoudre les équations selon des règles et répondre à des questions 
simples formulées en anglaistouchant un domaine extrêmement restreinf. Le modèle 
. 
sémantique proposé pour le programme de Brobrow respecte une seule relation: l'égalité et 
cinq fonctions arithmétiques 79. 
Bobrow dit que son programme peut comprendre des phrases en anglais, mais il 
attribue un sens très faible au tenne "comprendre". "In the following discussion, 1 shaIl use 
phrases such as 'the computer understands English". In aIl such cases, the "English" is just 
the restricted subset of English aIlowable as input for the computer program under 
discussion" 80. 
Le programme STUDENT est souvent mentionné pour montrer les limites fonnelles de 
la recherche sur le langage naturel 
n faut mentionner aussi les travaux sur les mémoires sémantiques de Ross Quillian, ce 
chercheur a beaucoup influencé la recherche en lA. n s'inspire de la mémoire humaine 
pour s'attaquer à la compréhension du langage naturel par ordinateur. n est intéressant de 
noter que la mémoire sémantique est basée sur la formulation de règles de façon à 
assembler des notions sémantiques et à les récupérer par après. L'objectif est de permettre 
au programme de représenter le sens des phrases et d'attribuer un sens à des mots et à des 
phrases nouvelles. La conception des mémoires sémantiques compte sur des mémoires de 
stockage d'informations sémantiques, spécialement conçues, et un système de repérage 
sémantique. Les mots sont enregistrés dans la mémoire de l'ordinateur sous la fonne de 
réseaux sémantiques. 
78 HL Dreyfus (1979), op. ciL, pp. 132-137. 
79 Cf. H. L. Dreyfus. , op. cÎl., p.133. 
80 D. G. Bobrow, WNatural Lauauaae Input fŒ. Computa' Problem SoIYÎll& SystemW SentIJ1Itic lll/onrIIllioft Proauu." 
M. MiDIky éd .. Ml.T. ~ Cambridge. Mua. 1969, p.23S. Cité par Dreyfus op. cil ... p. 134. 
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On pourrait programmer le réseau sémantique d'un programme en termes (a) de 
noeuds représentant des objets, des concepts et des événements et; (b) de liens ou arcs 
reliant les noeuds et spécifiant la nature des relations entre les objets et concepts. Dans 1e 
réseau sémantique les noeuds plus complexes peuvent être constitués de sous-réseaux et 
tous les mots sont définis par rapport aux autres: 
It further seems likely tha1 if 0IlC could manage ta get even a few wŒd 
meanings adequa1ely encoded and stored in a computer memory, and a workable 
set of combination rules formalized as a computer program, he could then 
bootstrap bis store of encoded word meanings by having the computer itself 
"understand" sentences tha1 he had Written ta coostitute the defmitions of othe, 
single words. Thal is, wheDever a new, as yet uncoded, words could be defmed 
by a sentence using only words whose meanings had already been encoded, then 
the representation of this sentence', meaning, which the machine could build by 
using its previous knowledge tagether with its combination rules, would be the 
appropriate representation ta add ta its memory as the meaning of the new 
word81. 
Pour Quillian, la mémoire doit être un réseau sémantique d'interconnexions. Le 
concept de "mémoire sémantique" est en rapport avec le concept de "réseau sémantique" et 
sert de base à la représentation des connaissances à partir de méthodes heuristiques. 
2.1.2.2- Deuxième phase de l'approche descendante 
Les travaux sur les micro-mondes. 
La recherche sur les micro-mondes a ouvert de nouvelles perspectives dans le domaine 
de la robotique et de la recherche sur le traitement informatique du langage naturel Cette 
recherche visait le développement de méthodes pour la résolution de certaines tâches 
caractéristiques des systèmes cognitifs humains et la représentation de connaissances dans 
des domaines restreints appelés micro-mondes ou micro-domaines. L'hypothèse de cette 
approche descendante sur le micro-domaines est que la cognition est une forme de 
traitement symbolique qui peut être programmée. L'idée est que les machines ainsi que 1es 
hommes sont capables de manipuler des informations symboliques à partir de 
représentations internes, d'opérations logiques complexes et de l'utilisation de bases de 
811.. Quillian, "Scmantic Memory" iD s-ûc In/OI'INIIÙHI P,oauÏIIg, M .. Minaky, ed. Ml.T. Preu, Cambridge, 
Mua., 1969, p.23S. Cité par Dreyfus. op. cil., p. 144. 
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connaissances sttucturées82. Les activités de l'esprit peuvent ainsi, à un certain degré, être 
représentées sous forme de programmes d'ordinateur. 
La fobotiQ11e. 
A la fin des années 1960 une nouvelle branche de l'lA est née. n s'agit de la recherche 
sur les robots83• Ces machines qui ont un corps analogue au corps humain, deviennent 
fascinantes comme sujet de recherche car elles faisaient déjà partie, comme on l'a déjà dit. 
d'une sorte de mythe de notre culture et partie aussi de l'imaginaire de l'homme occidental 
84. La création de domaines de recherche comme celui de la robotique augment l'espoir 
d'énormes progrès en lA 8S. Cependant la plupart des robots déjà conçus ne correspond pas 
à la définition forte qu'on vient de donner au terme "robot". Les chercheurs qui ont travaillé 
dans le domaine de la robotique86 ont constaté qu'il y avait encore un long chemin à 
parcourir. Pour réaliser des machines capables d'une autonomie proche de celle des êtres 
humains, beaucoup de progrès doivent être faits dans d'autres domaines de l'lA tels que la 
représentation des connaissances, la vision, le langage naturel etc. La robotique, dont le 
nom vient de la science-fiction, est un thème stimulant pour les chercheurs en lA. Terry 
Winograd s'inspire de la robotique lors de son expérience avec le SHRDLU (1970) 
LeSHRPLU. 
Le SHRDL1J87 est un des programmes les plus complexes jamais créés. n simule un 
micromonde composé d'objets, tels que des pyramides, des cubes, une boîte vide, et 
manipule ces objets avec un bras de robot qui est simulé sur ordinateur. Cene expérience 
vise à montrer que la compréhension du langage naturel par ordinateur n'est pas une tâche 
impossible. Elle représente un pas important pour l'lA, car c'est la première fois qu'un 
82 UDe bue de coonaj .. PCe' al 1IDe putie de la mémoire d'ua ayllème composé, cm géoénl de Jèslca lU( de:. expc:rtilea 
.. domaiae cIoODé; clJc CIIl dite lInJc:&IIIée c:.r cille al cqlllÛléc de f.çœ l c:e que lca doma6ea IOÏall tqp'oupéca Idoo 
Icun anc&ériItiquca CIl Icun RlaIiœa avec: lca aIIba. 
8lLe mot -lObot- a 6t.é cric par r6crivaiJa adtèque Kud Capck eu 1923 pour DOl1UIIa' lca penoonaaea d'uoc pièce de 
Ibéiaœ iD&iIulé Lu roboù 1llli1lD'.u de Rou_ . cf M<:Corduck. p .. (1979), p.s. 
84 Le tenDe -lObot- lCIrt l dcaipa' cIca &n:a lltifx:icla COOÇUl pour ê&rc çapablea de mootn::r c:crtaina comportcmcDlI 
iD&dIi&eull, d'expJoÏla', avec 1IDe c:amplète IUtœomic. l'euVÎl'OllDClDCllt, d'appn:udre et eufiD d'avoir ua comportcmcat 
adapta1if. 
as Cf. H. L Dreyfua. op. cil ... pp. 24-26, 80. 
86 Pour lIIle dilcuuioa ÏDtcI'reaIIDte lU[ c:e daéme voir AlbUl, J. S., BraÎlU. Beluzvior. aNl Robotic. , BYTE 
Pub)Ïçatjoo., iDe. EUA, 1981. Voir IUIIÎ, Micbic, D. op. cil. pp.71-1SS. 
ri T. WiDograd, - A proccdural Modd of Lanpage UadcntaDdina- Ua COmplllU ModeLr ofTIto,.,hl aNl Lmt,IIIJ,e 
Sbaak. Raad CoJby, K. cela. W. H. n-PI-. s.a Fnoc:Uco. 1973. cf. Dreyfua, op. ciL, p. S. 
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programme d'ordinateur intègre synt~e et sémantique et un ensemble d'axiomes pour 
traiter le langage naturel, en produisant des actions dans un environnement ou micro-
domaine88. Les recherches de Winograd ont été importantes pour les recherches ultérieures 
sur le langage naturel en lA. 
Le ARCHES. 
TI ne faut pas oublier le programme ARCHES développé par Patrick Winston (1970); 
c'est un des premiers programmes sur l'apprentissage par ordinateur. Ce travail est exposé 
dans un ouvrage de Winston sur la vision par ordinateur89• Selon Wiston, son programme 
l'ARCHES est basé sur des heuristiques, il peut reconnaître une arche (objet 
architectonique) à partir de concepts architecturaux élémentaires pré-programmés qui 
constituent les descriptions formelles des éléments nécessaires à la composition des objets 
appartenant à la classe des arches. 
2.1.2.3- Troisième phase de l'approche descendante:la recherche 
portant sur la représentation des connaissances. 
Le concept de Frames ou Cadre 
La recherche sur la représentation des connaissances est différente de celle sur les 
micro-mondes, car il ne s'agit pas de travailler avec des domaines restreints de la 
connaissance, mais sur le développement de méthodes de représentation des connaissances 
et des faits courrants du monde considérés lors du raisonnement sur un problème donné. La 
recherche sur la représentation des connaissances courantes a été beaucoup influencée par 
les recherches de Marvin Minsky (1975), sur sa notion de frame. Selon Marvin Minsky un 
frame ou Shéma est une conception nouvelle de structure de données90 qui fonctionne 
comme un réseau de noeuds ayant tous des attributs. Ces attributs sont en rapport avec 
d'autres réseaux de noeuds. Les noeuds sont des objets de type frame91 • qui font partie de 
88 Cf. H. L., Dreyfus, op. cil., pp. 12-14. 
89 Cf. P. H. Winston, "Apprentissage de déscriptions de classes à partir d'examples" in P. H. Winston Intelligence 
artificielle, pp. 382-406. 
90 En lA une structure de données designe la façon dont les connaissances son regroupées en fonction de leur valeur et 
des éléments conununs qu'elles mettent en relation. 
91 Un frame (ou cadre) peut être un objet ou un concept structuré, par structuré on entend les données (cases ou 
slotsI=élérnents d'un frame) qui sont identifiées par rapport à ses attributs et à son rôle lorqu'il est associé à d'autres 
données dans un programme. Le slot est un composant du frame qui fournit les descriptions atomiques précises sur un 
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frames plus larges et complexes. Ce système permettait à l'ordinateur de faire des 
inférences à partir de données non explicites tout simplement en parcourant le réseau de 
noeuds chargé en mémoire. L'auteur nous l'explique plus longuement ainsi: 
A frame is a data-structure for representing a stereotyped situation, like being 
in a certain kind of living roOrD, or going to a child's birthday party ... We cao 
think of a frame as a network of nodes and relations. The "top levels" of a frame 
are fixed, and represent things that are always true about the supposed situation. 
The lower levels have rnany terminals-"slots" that must be filled by specific 
instances or data. Each terminal cao specify conditions its assignments must 
meet. 
Much of the phenomenological power of the theory hinges on the inclusion of 
expectations and other kinds of presum~tions. A frame's terminal are normally 
already filled with "default" assignments 2. 
Dans l'article" A Framework for Representing Knowledge" dont on vient de citer un 
passage, Minsky révèle que son inspiration pour la conception des frames relève de la 
philosophie, plus précisément de la phénoménologie de Husserl. TI dit qu'il s'est aussi 
inspiré de R. Quillian et de son concept de réseau sémantique. Le concept de frame 
constitue un des outils méthodologiques les plus importants pour la recherche en IA. 
Les Systèmes Experts 
Le programme DENDRAL conçu par Edward Feigenbaum sous l'inspiration des 
conceptions de frame et des travaux de A. Newell et Simon sur la représentation des 
connaissances.93 permet de résoudre des problèmes de chimie dans le cas des expériences 
sur la spectographie de masse. TI aide par des moyens inférenciels à analyser les structures 
possibles d'un composé chimique inconnu. Ce programme a eu beaucoup de succès dans le 
domaine de l'IA. TI a stimulé la réalisation de nouvelles expériences dans la même 
direction, telles que le programme de recherche CADUC EUS de l'Université Camegie 
Mellon, et le MYCIN de Stanford. Le premier date des années 1970 et consiste en une 
initiative pour rassembler d'importantes connaissances dans un vaste réseau sémantique 
capable d'aider d'aider à faire des diagnostics médicaux. Le second est un programme aussi 
concept ou sur un objet du frame. Pour plus de détails voir P.H. Winston, Intelligence artificielle, Inter Editions, Paris, 
1988, pp. 263-269. 
92 M. Minsky, "A framework for Representing Knowledge" in The Psychology of Computer Vision, P. H. Winston, ed. , 
McGraw-hill, 1975, NY. 1975, p. 212. Cité par Dreyfus (1979), H. L. , op. cil,. p.35. 
93 Dans ces travaux les connaissances sont représentées à l'aide de règles ou de déclarations logiques du type modus 
ponens ("si-alors" ) qui permeUent aux programmes de traita les informations en fonction de faits qui sont déclarés à 
l'entrée. 
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en rapport avec des expertises en médecine, mais son but est d'aider au traitement et le 
diagnostique des maladies infectieuses du sang. 
Nous devons mentionner aussi d'autres systèmes-experts importants tels que EMYCIN, 
PROSPECTOR HERSA y II, qui vont attirer de plus en plus l'attention sur les systèmes-
experts.94 
Le concept de Script 
Les recherches de R. Schank en lA sur la représentation des connaissances et l'analyse 
conceptuelle sont liées à l'intérêt de cet auteur pour les questions sémantiques. Ce 
chercheur, dont la formation linguistique et mathématique a eu une forte influence sur son 
travail, croit qu'il est possible de dégager la signification des discours et d'expliquer 
comment les gens peuvent appréhender les structures conceptuelles du langage naturel. 
Pour Schank, la signification d'un discours a un rapport intrinsèque avec l'ensemble de 
concepts qu'il évoque dans l'esprit du locuteur et de l'interlocuteur, car le rapport entre les 
deux parties dans une situation conversationnelle, ne se limite pas à un échange des mots, 
mais concerne les sens des phrases prononcées. Une situation conversationnelle implique 
une dépendance conceptuelle qui fait en sorte que ce qui est dit, lu ou entendu repose sur 
des structures conceptuelles fondamentales lesquelles représentent la base sémantique de ce 
qui est dit, lu ou entendu. Schank croit qu'il est possible de créer des programmes capables 
de "comprendre" les phrases d'une langue naturelle. Pour faire cela, il suffit de ramener les 
phrases à des concepts élémentaires pouvant être représentés par ordinateur. Dreyfus 
explique ainsi son idée: "Schank believes he can stan with isolated stereotypical situations 
described in terms of primitive actions and gradually work up from there to all of human 
life"95. 
Le programme d'analyse conceptuelle de Schank compte sur une base de données qui 
contient tous les mots qui peuvent figurer dans certaines phrases dans un contexte donnée. 
Cette base est conçue pour permettre 1) à la machine de décomposer les phrases selon son 
aspect conceptuel et d'analyser le tout en décrivant chaque phase de son analyse. Le 
94 Le système expert est un programme capable de travailler à partir des expatises humaines: il est constitué 1) d'une 
base de faits (base de données qui emmagasine des ensembles des faits sur un domaine); cette base est une espèce de 
mémoire de travail à laquelle on peut être accédez à tout instant), 2) d'une base de connaissances (qui rassemble toutes les 
connaissances et stratégies de résolution de problèmes d'un ex~ dans un certain domaine de la connaissance) et (3) d'un 
moteur d'inférence (partie du système qui contient sa logique). Étant donné un problème, le moteur d'inférence exploit la 
base de connaissance et la base de faits et peut par des inférences construire des raisonnements indispensables à la 
résolution de ce problème. Pour plus de détails voir P. H., Winston, (1988) op. cit. pp.-144-198. 
95 H. L. Dreyfus (1979), op. cil, pAO. 
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programme de Schank procède ensuite à 2) une identification du sens de la phrase de façon 
explicite. Cette étape concerne la représentation de la phrase. L'étape suivante 3) consiste 
en une analyse de la phrase, fournissant premièrement une paraphrase de la phrase de 
départ à partir des données obtenues lors de l'étape de représentation déjà accomplie. 
Ensuite, le programme procède à des processus logiques d'inférence. 
Pendant l'étape d'analyse (3), les phrases sont divisées en éléments sémantiques liés à 
des concepts élémentaires, concernant, par exemple, l'action correspondante aux phrases. TI 
s'agjt ici de déterminer les notions sémantiques primitives qui designent les concepts 
d'action: 
To carry out this project. Scbank inveD1ed an event descriptions language 
consisting of eleveo primitive acts such as: ATRANS-the transfer of an 
abstract relationship such as possession, ownership. or control; PTRANS-tbe 
transfer of physicallocation of an object; INGEST-the taldng of an object by 
an animal into the inner woddngs of tha1 animal. etc96• 
A TRANS, PTRANS, INGEST etc. , fonctionnent comme des marqueurs des relations 
dans une phrase et servent à orienter le programme vers la désambiguïsation des phrases. 
INGEST, par exemple, représente un marqueur qui conduit le programme à chercher dans 
le texte des indices relatifs à la nourriture ou ce qui peut être avalé, digéré, mordu, mâché, 
etc. 
Le système de compréhension du langage naturel conçu par Schank a fait l'objet de 
plusièrs de contributions de la part du psychologue Robert Abelson. Avec celui-ci Schank a 
conçu un noveau concepte de représentation de connaissances appelé Script, qui ressemble 
sous plusieurs aspects à l'idée de Shéma ou Frame développée par Marvin Minsky. Schank 
définit ainsi son nouveau concept: 
96dcm. 
We derme a saipt as a pedetermined causal chain of conceptualizations tha1 
desaibe the normal sequence of things in a familiar situation. Thus there is a 
restaurant script, a birthday-party script, a football game script, a classroom 
script, and 50 on. Eacb script bas in il a mjnjmum number of players and objects 
tha1 assume certain roles within the script. Each primitive action giveo stands for 
the most important element in a standard set of actions97. 
97 R. Sc:bank, "UaiDg Knowlcdgc to UodcntaDd", 'l'hcan:ûcal Iuuca iD NabUal Language Proceuing. Cambridge, Mau. , 
jlJDC, 10-13, 1975 p. 131. Citaâoa et ltaliquca faitca pu Dreyfus (1979), H. L, op. çÏt. ,p.41. 
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Le Script est constitué d'une suite d'événements qui correspondent à des 
conceptualisations qui décrivent des types de siwation où les choses sont placées dans un 
enchaînement caractérisant cette siUlation, par exemple: 
Scène 1: entrée dans un restaurant. 
Scène 2: commander un plat. 
Scène 3: manger le repas. 
Scène 4: quitter le restaurant. 
Les Scripts permettent de comprendre une siUlation réeles en fonction des éléments 
sémantiques en question et de déduire le sens des phrases dans une siUlation en fonction du 
contexte. Par exemple, le programme SAM (Script Applier Mechanism)98 développé par 
Feigenbaum et son équipe appliquant le concept de script est capable d'interpréter des 
histoires ayant un certain degré de complexité 
3- Les limitations techniQ.Ues de l'approche descendante et le retour de 
J'approche ascendante 
Les travaux théoriques et les expériences de l'approche descendante sont liés à des 
formes classiques de programmation qui ont pour base des méthodes algorithmiques et 
heuristiques et sont compatibles avec l'architecture de von Neumann. 
Selon l'architecture proposée par Neumann, tout ordinateur doit avoir quatre 
composants élémentaires: 
(1) unité de contrÔle, 
(2) unité arithmétique et logique (UAL)99, 
(3) mémoire, 
(4) unité d'entrée-sortie. 
Les composants (1) et (2) constituent la partie principale de la machine appelée 
UCT100 ou Unité Centrale de Traitement. 
98 Ne pu confondre avec SAM, -Scmi-autornatcd Mathematica-, un programme conçu pour la preuve de théoràœ. CIl 
mathématique. Cf. H. H. L. Dreyfus (1979), op. çit. , p.30l. 
99 L'UCT cat un élément de calcul important qui conatituc le proçcuclD' central de. 0I'diDatcuD. Comme lOG DOm 
l'iDdiquc il fait toUlca Ica opératiooa arilhmétiquea ct c:a plua il CIl ICIpOOUble du c:ak:ul cIca opéIatiooa Josiquea dana le 
ayltèmc. 
100 L'UCT, c'CIl le c:ompouat de bue de l'ŒCÜDatcur rcapnnuble de l'intC'lprétatioa ct de l'cxéc:utioo de toua Ica 
ÏDIInIc&ioIIa c:atréea dana le .yltèmc informaliquc traditioaoel 
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A un niveau de programmation plus bas les fonnes de programmation sont toutes 
compatibles avec l'architecture de Neumann qui est basée ainsi sur trois principes: 
(1) toutes les instructions doivent être codées en séquences de 0 et 1 compatibles avec 
les circuits de la machine; 
(2) les instructions et toutes les autres infonnations nécessaires à l'opération demandée 
doivent être stockées en mémoire; 
(3) le programme enregistré (2) doit fonctionner de manière à ce que, pendant son 
déroulement, il puisse chercher directement les instructions dans la mémoire, laquelle peut 
garder aussi d'autres programmes et instructions en rapport avec celui-ci. 
L'architecture de von Neumann impose que les données et les instructions soient 
chargées en mémoire. Mais il Y a une séparation entre les données et les programmes. Les 
données sont programmées pour occuper des cellules de mémoire et les instructions vont 
indiquer l'adresse et les changements du contenu de ces cellules de mémoire Tout le 
traitement de l'infonnation est orchestré par un processeur digital sériel qui compose 
l'Uer. 
L'architecture de von Neumann caractérise très bien la façon dont la plupart de nos 
ordinateurs actuels fonctionnent Elle oblige l'existence d'une voie unique entre l'Uer et la 
mémoire de l'ordinateur. Cette voie, appelée bus, représente une limitation technologique 
pour la conception des programmes. Le bus limite, en certains aspects, la conception de 
nouveaux logiciels dans le domaine de l'lA, car les données suivent toujours cette voie 
unique, ce qui fait que toute l'infonnation est traitée de façon fragmentaire. 
Le fait que l'architecture classique permette seulement une opération de calcul à la fois 
diminue beaucoup la vitesse de calcul des machines actuelles; cette vitesse est limitée en 
vertu de la lenteur de la vitesse d'accès (par l'intermédiaire du bus ) à la mémoire101• Cette 
limite, connue en infonnatique sous Je nom de "goulot de Neumann", fait en sorte que 
toutes les techniques de programmation en lA se confonne elles aussi aux limites de la 
conception informatique classique de l'architecture de Neumann. 
Ce « goulot d'étranglement de von Neumann lt impose des limites radicales 
lorsque la tache l accomplir demande un grand nombre d'opérationie 
séquentielles ( comme l'analyse de l'image ou la prédiction météorologique). La 
recherche cœstante d'algorithmes de traitement parallèle est restée sans ~ 
car elle va ll'encontre de l'orthodoxie computationnelle102• 
101 Noua expliquc::roaa çÏ-apda. pu-Ic moyeu d'ua exemple, Icllimita1iooI de l'architecture de _ NcumaDIl. 
102 F. Varcla, op. CÎl,. p.5S. 
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Supposons qu'un ordinateur classique doive identifier, par le moyen d'un processus de 
vision artificielle, trois objets: un cube dessiné sur du papier, un cube réel et une paire de 
souliers. De tous ces objets, la paire de souliers est évidemment celui qui a le plus de traits 
caractéristiques ou traits invariants, lesquels nous permettent de l'identifier parmi les autres. 
Mais c'est exactement cette propriété quantitative et qualitative qui va, paradoxalement, 
constituer la difficulté pour la machine séquentielle. 
Un système avec des yeux artificiels commandés par un ordinateur de structure 
classique devra grosso modo consulter souvent ces cellules de mémoire et envoyer des 
informations à l'uer par l'intermédiaire d'un bus103 de données qui ira traiter les 
informations visuelles, les traduire en chiffres binaires, les envoyant de nouveau à la 
mémoire par le bus.La "perception" du système en question dépend alors de toute une série 
de calculs, qui demandent un acheminement séquentiel des données entrées, la mémoire et 
l'Uer. 
Tous ces aller-retours, faits séquentiellement entre l'Uer et la mémoire, prennent un 
temps énorme et ralentissent le traitement des données; car en vertu de son architecture, le 
système séquentiel prendra beaucoup plus de temps pour reconnaître la paire de souliers 
que les autres objets. 
Pour les êtres humains, plus un objet concret possède de traits caractéristiques plus il 
est facile de l'identifier: 
De multiples représentations coexistent dans notre cerveau au sein d'une mbne 
classe d'objets:nous distinguons facilement un chat. d'un chien ou d'une chèvre, 
mais nous percevons aussi immédiatement qu'il s'agit d'un vrai chat, d'une statue 
de chal ou d'un chat en peluche .. .Le stylo avec lequel nous écrivons peut se 
trouver près ou loin de nOIre oeil, orienté ou 6clairé n'importe comment; c'est à 
autant d'images difIéren1es qu'il donnera lieu sur notre rétine, et cependant, dans 
tous les cas, nous le reconnaissons. nous l'identifions aisément IDeme s'il se 
présent sous un angle sous lequel nous ne l'avions jamais vu auparavant. Nous 
reconnaisons en quelque sorte de choses jamais vues. par combinaisœ de 
notions empruntées à des choses déjà vues 104. 
Le but des recherches sur d'autres architectures "non classique" est de doter les 
machines de cette capacité humaine à saisir globalement un problème ou un objet, et 
10lLe bua des données cal cooatitué par un cnac:mble de câblages de l'ordinateur à l'intérieur dcsqucla circulent 
ICQUCDticllement dca infonnatiou 80UI fonne binaire. 
104 G. Lazorthes, Le cerveau ct l'onlinatcur, BditioDi Privat, Toulouse, 1988. p.11S. 
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d'autres tâches qui nous sont caractéristiques, 1esquels à l'heure actuelle représentent une 
difficulté insunnontab1e quand elles sont programmées sur des machines séquentielles. 
Cela conduisit les chercheurs à essayer de concevoir d'autres architectures 
informatiques qui n'exigent pas de bus qui pennettent une programmation plus souple et 
plus rapide. Les chercheurs veulent concevoir de moyens technologiques pour que les 
programmes puissent être traités de façon accélérée par plusieurs processeurs.Ds essayent 
de créer des schémas d'interconnexions entre ces processeurs, c'est-à-dire, de concevoir des 
topologies ou des configurations informatiques en réseaux de plus en plus optimales et qui 
soient mieux adaptées aux applications de l'lA. 
Les architectures parallèles requièrent ces configurations informatiques en réseaux, 
afin de mettre en rapport plusieurs processeurs pour transmettre et traiter de façon parallèle 
les informations. La recherche sur le parallélisme vise à rendre les programmes plus 
efficaces, tout en évitant 1es problèmes des "goulots de Neumann". 
3.1- La voie connexionniste: le retour de l'swproche ascendante. 
Le connexionnisme représente un retour de l'approche ascendante dans les années 
1970. n est marqué par un refus de l'orientation symbolique proposée par les recherches de 
l'approche descendante. Les raisons de l'opposition à l'approche symbolique sont 
renforcées par le fait que les recherches en neurobiologie ont montré, dès 1e début des 
premiers travaux connexionnistes, à l'époque de la cybernétique, que 1e cerveau ne travaille 
nullement selon des processus logiques entierement séquentiels et ne fait pas appel à à des 
mémoires adresséesiOS• 
Duran1les premières années de la cybernétique. déjà, la prédorniIl3I1ce de la 
logique comme approche pincipale en sciences cognitives était remise en 
questiœ. ( ... ), par exemple, le fait qu'on ne trouve pas de règles ni de pœesseur 
logique dans un cerveau réel et que l'information n'y est pas stockée l des 
adresses p'écises fut l'objet de discussions importantes. n apparaissait plutOt que 
le cerveau fonctionne l partir d'interconnexions massives. sur schéma distribué, 
de sorte que la configuration des liens entre ensembles de neurones puisse se 
modifier au fll de l'expérience106. 
lOS Lca chercheura D~COlIDCxiooniatCI travaillent plutôt avec la COOceplÏOD de mémoire répartie, lem laquc11c la 
mémoire doit être réputic par lOGt dalllla lIrUctUlc du Iiacau DCUroOal du système COO~iooDi"" ct DOIl pu JocaliIéc 
lCloo dca adrcssca cocnrne dallllea sylt.èmca lérielI traditiooncla cocnrne ceux conçu. scloo l'an:hictdure de NeWIDID. 
106 F. Varcla. op. ciL • p. S3. 
45 
Le connexionnisme peut être considéré comme une continuation des projets de 
recherche réalisés en l'lA 107 par la voie ascendante. n vise à résoudre les questions 
fondamentales, du point de vue théorique et technique aÏm d'aboutir à des formes 
d'intelligence entièrement artificielles à partir des recherches sur le parallélisme de masse, 
sur l'auto-organisation, sur le traitement coopératif (Cooperative Action)108, sur les 
mémoires associatives et sur les nouvelles versions de perceptrons101J• 
Le connexionnisme, ou mieux, le néo-connexionnisme, car, comme nous venons de 
dire, il s'agit d'un retour à l'approche ascendante, est influencé par les travaux de Frank 
Rosenblat et de MacCulloch-Pitts. Les récents résultats de travaux des connexionnistes ont 
créé un lien étroit entre les recherches en lA et les neurosciences. Cela explique pourquoi 
ces chercheurs sont appelés des "neuro-informaticiens". Le connexionnisme semble être 
prometteur selon certains auteurs, parce qu'il permet de développer certains branches de la 
recherche en lA et à obtenir certains résultats intéressants dans de secteurs tels que la 
vision, la reconnaissance de la parole, l'apprentissage, etc. ,qui présentaient jusqu'ici des 
limitations insurmontables pour la recherche descendante. 
Les néo-connexionnistes sont en train d'étudier les structures complexes d'organisation 
des réseaux neuronaux. Le parallélisme des connexions neuronales du cerveau a été choisi, 
par eux, comme modèle pour des nouvelles architectures informatiques, considérées 
comme beaucoup plus appropriées au développement de l'lA que les modèles séquentiels 
basées sur l'architectures classique. 
Les chercheurs néo-connexionistes ont constaté, dans leurs études sur le 
fonctionnement neuronal, que le traitement de l'information par le cerveau est au niveau 
synaptique,beaucoup plus lent que le traitement séquentiel et linéaire fait par les 
ordinateurs, car la vitesse de transmission des synapses est plus lente que celle des relais 
électroniques. La vitesse de traitement séquentiel est mesurée en nanosecondesllO soit un 
million de fois plus rapide que la vitesse de traitement d'information au niveau neuronal. 
Mais la lenteur du cerveau au niveau synaptique est compensée par l'efficacité 
incomparable due à son parallélisme. 
107 TradilionnellcmcDt, 00 oppoIC l'lA au c:onnexionniame par le fait qu'ila'agit de deux app-ochea coocurrenlCl. 
Cc:pcadaut, uoua pouvooa cooaidé:ra' Jea ra:hercbea c:ouoexiomùatea c:omme uae coutinuaboo dea projeta de l'iDtclligeuce 
artificicUc lUI' dei buea DOO aymboliquca. Cene continuatioD cà juatifiée dans le seua que Ica ebczcheurs uÇeMauti 
atiliIeDt (de la même façon que leun c:oUèguca de l'approche deseeudaute), des techoiquca infonnabquca buéea lUI' dea 
tqriIeDtatious • 
108 Cf. M. Bodeo, op. cil. , p. 483. 
101J1dcm. 
110 Auln:mCDt dit, 'Unité de mcaure de la vitesse de tnitcmcAt d'informatioD d'ua onIiDateur digital coneapood à 1'" 
a\up4(-9)de SCCODde. 
Furthermore. all contemporary computers are seriaI processors, or nearly so; 
tha1 is, only a comparative haodful of components are actively doing anything Il 
any one timc-tbe rest are just waiting passively. But there is every reasœ to 
believe that brains functioo massively in parallel; millions or even billions of 
processes go 00 simultaneously. On the other band, advanced semicooducton 
operate roughly a millioo ûme faster man neurons; and there is al least ID 
approximate trade-off between speed and degree of parallelism. 
Despite these diffiœlties in comparison, 1 think it safe to say tha1 the brain is 
many orders of magnitude more complex man any present artifact111. 
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En plus de chercher à comprendre l'énigme du parallelisme du cerveau. Les chercheurs 
en sciences cognitives d'orientation connexionniste essayent d'expliquer la capacité 
humaine à travailler avec (et en dépit) de l'imprécision, de manipuler différents concepts de 
temps tout en prenant en considération le temps réel; l'habilité que les êtres humains ont de 
manipuler aussi des concepts flous comme petit-grand, mince, éloigné, et notre capacité 
d'établir des rapport causaux. Tout cela semble dépendre d'une certaine capacité globale à 
considérer des événements qui sont en rapport avec le parallélisme du cerveau humain. Les 
connexionnistes conçoivent des modèles qui visent à rendre compte de plusieurs processus 
cognitifs humains, tels que la mémoire associative, la capacité de bâtir des généralisations à 
partir d'exemples, la reconnaissance d'images complexes, et enïm le traitement 
d'infonnations brutes du monde réel, tels que, bruits, formes, couleurs, etc. 
Les travaux sur les automates cellulaires ont favorisé le développement des théories sur 
le traitement global de l'information par les systèmes connexionnistes. Us ont ainsi une 
influence sur le progrès et le succès du néo-connexionnisme. René Moreau, chercheur 
intéressé par l'lA, nous explique de façon resumée ce qu'est un "automate cellulaire" et 
comment il permet de traiter globalement des données: 
Un automate cellulaire est composé d'un réseau de cellules tel que chacune 
d'elles est un ordinateur ~émentaire. Toute cellule peut prendre un DOmbre 
limité d'états. Pour changer d'état elle observe l'état des cellules qui lui sont 
adjacentes et applique une loi qui est la même pour toutes les cellules de 
l'automate et qui tient compte de l'état des cellules voisines, il y a donc bien 
connexiODDisme. Toutes les cellules calculent au m!me instant l'état dans lequel 
elles seront placées ll'instant suivant. Ce calœl est donc fortement parallèle: s'U 
yan cellules U yan calculs simultanés. Un automate cellulaire peut donc etre 
considéré comme un véritable réseau d'ordinateurs élémentaires (les cellules) 
chacun communiquant seulement avec Jon voisinage, d'oà le nom de 
connexionnismel12. 
III J. Haugclaud, AnifICialIntelligeacc: The V tzy Idca, Bradford Book, MIT Presa,198S, p. 170. 
112 J.c. Pœcz, De DOUvcllca voiea ven l"intclligCDCC artiflCÎcÜe, Mauoo, Paris, 1988, p.7. 
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Le réseau d'automates est utilisé dans les expériences sur l'apprentissage, la 
reconnaissance des formes et la compréhension du langage naturel. n s'agit là de domaines 
moins développés aujourd'hui en lA. Les connexions d'un réseau d'automates servent de 
base à l'information qui y est codée sous forme de connaissances: "( ... ) l'information 
(connaissance) est 'CODEE DANS LES CONNEXIONS' en concepts défmis par leur 
position dans le réseau"1l3 Les chercheurs visent une optimisation du comportement du 
réseau, de façon à leur permettre d'évoluer vers les tâches associatives d'apprentissage, de 
reconnaissance et de compréhension. 
Les chercheurs connexionnistes n'emploient pas de méthodes symboliques; il utilisent, 
par contre, les mathématiques pour fonder leurs hypothèses et développer leurs systèmes 
cognitifs ou réseaux de neurones artificiels, lesquels ont des rapports avec les systèmes 
neuronaux biologiques énldiés par les neurobiologistes. 
Un des aspects les plus intéressants de cette approche différente en sciences 
cognitives est que les symboles. au sens conventionnel, en sont exclus. Dans le 
cadre de l'appœbe connexionniste la computation symbolique est remplacée par 
des opérations numériques. par exemple les ~uations düférentielles qui 
gouvernent un système dynamique. Ces fonctions sont plus rmes que les 
opérations sur les symboles: le résulw d'une seule computation symbolique 
discrète serait obtenu dans un modèle CODDexionniste au moyen d'un grand 
nombre d'opératiOllS numériques qui régissent un réseau d'unités simples. Dans 
un tel système. les éléments significatifs ne IOOt pas des symboles mais plutôt 
des schémas complexes d'activité entre les multiples éléments qui constituen1le 
réseau1l4. 
En résumé, pour les connexionnistes inspirés du fonctionnalisme, la cognition n'est pas 
seulement une caractéristique des systèmes biologiques; tout système capable de présenter 
de l'émergence d'états globaux dans un réseau de composants simples est un système 
cognitif. Cette approche ne considère pas les élémentS significatifs du système cognitif 
comme des symboles, mais plutÔt comme des schémas complexes des processus cognitifs 
entre éléments constituants d'un réseau neuronal. Les significations dans un système 
connexionniste dépendent de l'état global du système et non pas des valeurs symboliques 
spécifiées au préalable. Elles résident dans un niveau sub-symbolique. 
Au niveau sub-symbolique. les descriptions cognitives sont construites l partir 
de constituants qu'l un niveau supérieur on appelerait symboles disaets. Le sens. 
toutefois. ne réside pas dans ces constituants en soi, mais dans les schémas 
d'activité complexes émergeant d'une in1elaction entre plusieurs d'entre eux. 
113 J. C. Pen:z. op. ciL • p.6S. 
114F. Varda. op. ci1,. p.p. 77-78. 
Cette düférence entte le sub-symbolique et le symbolique nous ramène l la 
question de la relation entre les différents niveaux d'explication dans l'étude de la 
cognition. Comment l'émergence sub-symbolique et la computation symbolique 
peuvent êtte reliées ?lIS. 
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Les systèmes connexionnistes conçus sont constitués de multiples éléments simples 
qui, lorsqu'ils sont reliés, constituent un système en réseau donnant lieu à l'émergence de 
propriétés cognitives globales semblables, dans certains cas, à celles des systèmes cognitifs 
naturels. 
Selon l'approche de l'émergence un système cognitif artificiel a les caractéristiques 
suivantes: 
1) Posséder une configuration souple des liens entre l'ensemble de neurones. Les 
connexions peuvent être modifiées en exploitant l'auto-organisation du système. 
2) Travailler selon des règles de changement graduel des liens neuronaux à partir d'un 
état initial plus ou moins arbitraire. 
3) Appliquer quelquefois des modèles d'apprentissage du type règle de Hebb (Hebb a 
suggéré que l'apprentissage était lié à des changements dans l'organisation neuronal.) 
4) Exploiter des activités correlées entre les neurones: si deux neurones sont activés au 
même temps ils renforcent un lien dans le réseau neuronal, autrement les liens sont 
affaiblis. 
5) A voir une configuration de liens neuronaux qui est inséparable de l'histoire des 
transformations par lesquels réseau a passé. (apprentissage) 
Les systèmes cognitifs artificiels opèrent selon un processus d'auto-organisation, ou 
mieux, synergétique, qui permet que les neurones artificiels puissent agir de façon 
coopérative en faisant émerger un résultat global. 
( ... ) grAce lla nature configurationnelle du système. une coopération globale en 
émerge spontanément lorsque les états de chaque «neurone» en cause atteigoent 
un stade satisfaisant. Un tel système ne requiert donc pas d'unité centrale de 
traitement pour cœJrOler son fonctionnement. Ce transfert de règles locales lia 
cohérence globale est le cœur de ce qu'il était convenu d'appeler l'auto-
organisation pendant les années de la cybernétique. Aujourd'hui. œ préfère 
parler de P'opriétés émergentes ou globales, de réseaux dynami~ues, ou DOO 
linéaires, de systèmes complexes, ou encore mbne de synergétique1 6 
liS F. Varcla. op. cit,. p. BO. 
116 F. Varcla. op. c:it. • p. 61. 
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TI est impottant de mentionner à propos du connexionisme la contribution des études 
sur les modèles parallèles de mémoire associative117 menées par Geoffrey Hinton et James 
Anderson. Ces deux chercheurs se sont intéressés au parallélisme de masse, c'est-à-dire, la 
création de machines à haut degré de traitement parallèle. TI est interressant de mentionner 
à ce sujet la machine de Boltzmann 118 dont la principale caractéristique est de pouvoir 
apprendre au moyen d'exemples, est un système parallèle basé sur des interconnexions 
neuronales. Perez nous en donne un aperçu: 
Dans la "BOLTZMANN machine", chaque processeur est CODDec~ l des 
centaine d'autres et ces p'ocesseurs sont à états binaires. Le réseau est de type 
connexionniste, ( ... ). Actuellement la "BOL1ZMANN machine" est réduite à 
une centaine de processeurs,( ... ) Les micro-p'ocesseurs utilisés sont limités à 64 
connexions tandis qu'un neurone humain peut eue connecté à S()()()() synapses (1) 
Ce qui est nouveau, c'est que chaque processeur calcule son nouvel état nœ sous 
forme DETERMINISTE mais PROBABILISTE, ce qui permet d'introduire une 
part de HASARD dans le processus119. 
Une autre chose à remarquer avant de finir notre exposé sur le néo-connexionisme est 
que les réseaux neuronaux connexionnistes sont des systèmes parallèles de traitement 
d'information dont la mémoire n'est pas localisée comme dans les systèmes sériels. Au 
contraire, la mémoire se répand pattout dans le système. Une caractéristique impottante de 
cette mémoire est qu'elle ne travaille pas selon le modèle binaire du tout ou rien, mais 
plutôt selon des critères de renforcement ou d'affaiblissement des connexions entre les 
neurones. Chacun des neurones du réseau réagit individuellement sans ralentir tout le 
système. ns sont tous capables de produire l'agencement des informations, de mémoriser 
celles qui sont entrées et de les traiter de façon autonome selon ses propres besoins. 
Le réseau neuronal créé par les chercheurs connexionnistes est constirué d'un système 
de liens entre les « neurones ». Comme dans les systèmes biologiques, il y a un passage 
constant d'informations entre les connexions neuronales qui constituent le système. Pendant 
une expérience avec le réseaux, on remarque que l'information circule plus ou moins 
facilement selon l'état global du système. La résistance au passage d'une information peut 
signifier un manque d'éléments pour son traitement, et que le réseau attend d'autres 
informations pour donner une réponse. 
1170.& Hinton ct JA , Andcnoa "Puallc:la Modela of auociative Mcmory", Hillsdalc. N. J., LaWlCDCC, Erlbawu, 
1981. (rel. bibliographique M. Bodca. op. cil p. S24). 
118 Cf. O. Hinton; T. Scjnowaq ct D. Ackley, .. A Leaming A1gorithm for Boltzman MacbincI", Cognitive SciCDCC, 
1985, 9, p. 147-169. Voir au.ui J. C. Perez. op. cil. , p.82. Les chcrcbcura nécH:onnWooniatca rœdcot hommage Ludwig 
Bobzmann (1844-1906) un dca aéaleurI de la thc:nnodynamique ct de la mécanique statistique. 
119J.C. Perez. op. cil. , p.82. 
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Plus une voie. ou un lien entre les «neurones». est utilisée. plus d'éléments 
d'information et de mémoire elle doit contenir. Cela facilite le flux des informations 
concernées et le filtrage des informations nouvelles. La mémoire et la capacité de 
traitement du réseau dépend de la configuration totale du système. La mémoire n'est pas ici 
un élément à part; elle est intrinsèque à la configuration globale du réseau. Chaque 
connexion constitue une unité de mémoire qui est en rapport avec les autres unités de 
mémoire. 
n faut remarquer que chaque cellule du réseau neuronal connexionniste. ne reçoit pas 
arbitrairement une adresse comme dans le cas des systèmes classiques de traitement digital 
d'infonnation. L'adresse de chaque « neurone » est donnée par son contenu. Les 
informations sont agencées. repérées et rangées selon le contenu et les besoins du « 
neurone ». Cela a un effet global sur le système qui devient capable de réagir de façon 
fortement parallèle. imitant en quelque sorte les processus associatifs utilisés par le 
cerveau 120 
Pour fmir cette section sur le néo-connexionisme, nous allons tout simplement 
compléter notre liste mentionnant d'autres recherches et chercheurs121 représentatifs de cet 
courrant: 
(a) Le système WIZARD créé par Igor Aleksander en 1985 qui comporte un réseau 
neuronal où chaque neurone correspond à une unité de mémoire RAM (Randomic Acces 
Memory). n s'agit d'un système permettant de reconnaître des visages humains. tâche qui 
est d'ailleurs considérée très difficile dans le domaine des recherches sur la vision 
artificielle. 
(b) Le projet "Cellular Automata Machine" (1984) coordonné par Tomaso Toffoli. n 
s'agit d'une recherche qui vise à développer les automates cellulaires et à aboutir dans un 
court délai au succès avec un autre projet affilié dont le nom est "Connection Machine"l22. 
Ce dernier projet à son tour vise à étendre le développement de machines dotées d'un 
certain "sens commun" et de capacités de raisonnement très fines. 
(c) Les travaux de D. Waltz et de J. B. Pollack de l'Université de l'lllinois qui 
constituent une recherche assez intéressante sur la désambiguation du langage naturel au 
moyen de systèmes parallèles. 
120 Cf. M. Bodcn. op. ciL • p. 483. 
121 J. C. Perez, op. c:it. • pp.6S-89. Lca rcc:~c:hca néo c:oonaionialCl IOnt résum6ca de façoa trèa c:1airc dana cet 
ouvrage. Noual'utililoua tout au Joua ccuc partie de DOtre travail lUI' le aujet. 
122 Pour un bon aperçu lUI' ccuc rccba'c:bc, voir Pcnonnaz, L. Drcyfua, G. Guyon, L , "Lea machincallCUlOGalca-, La 
Iùcben:bc. n'204, DOVemŒc, 1988, vol.19, pp.1362-1371. 
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(d) La recherche développée par J. J. Hopfteld du California Institute of Technology 
est influencée par l'approche descendante. Cependant elle est aussi une recherche 
ascendante stricto sensu, car ce chercheur fait actuellement des études sur les circuits 
neuronaux élémentaires des escargots. Son travail utilise l'approche paralléliste et 
heuristique en même temps. 
(e) Les travaux de Abu-Mustafa et Psaltis peuvent représenter ce qu'il y a de plus 
pointu en termes de recherche connexionniste. Ces deux auteurs travaillent sur des réseaux 
neuronaux et sur un système holographique pour la reconnaissance des formes. 
L'holographie constitue un thème peu exploité encore en I.A, mais qui se révèle très 
prometteur pour l'avenir de cette recherchel23 
La recherche en lA sur le traitement parallèle de données à partir des réseaux 
neuronaux est considérée par quelques auteurs comme la meilleure alternative à la lenteur 
des modèles informatiques classiques basés sur l'architecture de von Neumann. On dispose 
actuellement d'un bon support technologique pour construire des machines massivement 
parallèles. Par contre, en dépit de la disponibilité, de nos jours, de plusieurs modèles 
parallèles, on n'a pas encore déftni une architecture que soit assez souple et efftcace 
permettant la création de logiciels "parallèles". 
Les limites des machines parallèles consistent en ce qu'il est très difficile et quelquefois 
impossible de programmer ces machines, qui, d'ailleurs, sont encore au stade expérimental. 
Les machines parallèles issues des laboratoires de recherche sont créées pour faire des 
tâches très spécifiques. Le problème à résoudre doit correspondre à son architecture. Cest 
pour cette raison que plusieurs chercheurs comme Winograd, MacCarthy, Schank et 
d'autres sont réticents face à cette approche innovatrice. Cela représente une certaine 
résistance ou si on veut une précaution due au fait que la plupart des recherches faites en 
lA ont été toujours menées sur des machines sérielles à l'archicterure de Newman, et par 
conséquent, sur des paradigmes de programmation en général compatibles avec cette 
l'architecture. 
Les machines connexionnistes semblent adaptées à certains problèmes mais laissent à 
désirer ou sont complètement inadéquates quand il s'agit de traiter des données par des 
moyens strictement logiques et à caractère déductif. 
123 Cf. Y •• Abu-Muatafa, et D., Pultia, -Dca ordinatcun optiques à l'image du cencau-, Pour la Scicoc:e, mai, 1987, 
pp. 71-80. 
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Est-il possible à l'heure actuelle de savoir si les approches ascendante et descendante 
sont complémentaires? Certains chercheurs comme F. Varela répondent que oui. Pour eux, 
ces deux approches peuvent être reliées: 
La réponse la plus évidente à cene question est que ces deux apIXOChes SOO1 
complémentaires, l'une ascendante et l'autte descendante, ou qu'elles pourraieol 
être conjunées dans un mode mixte, ou encore IltiHsks à des niveaux ou stades 
différentsf24 • 
Selon Varela l'approche symbolique descendante et le sub-symbolique ascendante sont 
des approches complémentaires de la recherche en lA. 
Cependant on doit considérer le fait que les recherches connexionnistes sur le 
parallélisme ont à peine commencé. Plusieurs auteurs, impressionnés par le développement 
du connexionisme, croient qu'il y a un avenir pour des machines qui soient à la fois 
sérielles et parallèles. Certains auteurs croient qu'il va falloir une coopération entre les 
capacités spécialisées des machines connexionnistes et le potentiel fonnel des systèmes 
symboliques. Cela veut dire, en effet, qu'une coopération entre l'approche connexionniste et 
l'approche descendante, basée sur la computation symbolique, s'impose. 
Conclusion: 
L'idée qu'un ordinateur digital adéquatement programmé peut avoir des états mentaux, 
c'est-à-dire, qu'il est possible de créer une intelligence artificielle, est en rapport avec un 
ensemble de connaissances et techniques. (logos). 
L'lA est basée sur des modèles neuronaux et sur des modèles fonnels de cognition, elle 
est constituée d'un ensemble de théories et techniques lesquelles présentent parfois un 
caractère anthropomorphique et peuvent être parfois divergentes (approche ascendante-
descendante). Les techniques de l'lA visent en général à programmer sur des ordinateurs 
digitaux certaines tâches en rapport avec la vision (reconnaissance de fonnes), l'utilisation 
du langage naturel, la résolution de problèmes etc. Ceux qui travaillent dans ce domaine 
s'intéressent à l'aspect fonnel et/ou biologique qui sont derrière les processus cognitifs 
humains, dans la mesure où cela pennet de concevoir de nouveaux modèles et techniques 
capables de rendre possible la programmation et la compréhension de la façon dont les 
êtres humains acquièrent et traitent les infonnations. 
124F. VarcJa. op. ciL, p. 80. 
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Nous ne sommes pas en mesure d'évaluer si l'lA se développera vers de nouvelles 
conceptions d'ordinateurs (en dehors des architectures traditionnels) ou vers des nouvelles 
techniques de programmation. Une chose est certaine, l'IA veut s'éloigner de ces mythes et 
éviter, comme le signale M. Longeart, toute "utopie mystificatrice"125 en cherchant à 
s'affmner en tant que logos. 
Certains auteurs comme Dreyfus et Searle associent l'lA à une sorte de mythe. Le 
mythe est caractérisé par le fait que les chercheurs de l'IA oublient les limitations 
théoriques et techniques de leurs recherches en affmnant que les machines peuvent réaliser, 
literalement, certains tâches pour lesquelles on requiert de l'intelligence humaine. D'un 
autre côté, l'IA peut être associée à la notion de mythe lorsqu'elle est associée aux origines 
préhistoriques de l'idée de la conception et de la construction d'êtres artificiels doués de 
facultés humaines. 
L'opposition entre mythe et logos peut être appliquée à une analyse épistémique de 
rIA, le mythe représenterait la préhistoire et le logos l'histoire proprement dite. Le mythe 
n'offre pas d'éléments épistémologiques importants pour l'analyse critique de l'IA, tandis 
que le logos, comme nous allons voir dans le prochain chapitre, est en rapport avec la 
tradition scientifique et philosophique en Occident. 
Descartes marque le passage du mythe au logos. Avec lui nous trouverons un modèle 
de rationalité qui, ajouté à l'objet technique (développement technologique), prendra la 
place de l'artifice mythique, sans qu'il y ait eu une rupture entre Logos et Mythe. Le logos 
de l'IA est en rapport avec toute une mythologie fondatrice qui est à la base de l'intérêt 
humain de créer des répliques de soi-même et de son esprit. C'est exactement cela qui est 
exprimé dans le passage suivant de Gérard Guièze: 
Si .1'univers technique est bien le reflet de la modernité, son sens se constitue 
bien en rapport avec toute une mythologie fondatrice d'une sensibilité par 
exemple à l'aspect prometteur de la technique. rendue possible par la substitution 
d'un univers de l'artifice à l'univers de la nature. S'interroger sur la technique, 
c'est bien s'interroger sur son essence, QlaÏs pour tenter aussi d'y déchiffrer des 
concepts fondamentaux qui régissent son existence. D'où l'intérêt de toute une 
mythologie de l'artefact où la vérité de la technique s'annonce à travers une 
représentation de la Nature comme lieu de réalisation de l'être126. 
125 cf. M. Longeart, (1989) p. 150. 
126 G. Guièze, "Les énoncés de Minds and machines comme image de l'objet technique" (Présentation) in Pensée et 
machine, Éditions du Champ Vallon, France 1983, p. 23 (traduit de l'américain Minds and Machine, Prentice-Hall Inc. 
,1964, par Patrice Blanchard). 
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Le développement scientifique et technologique a été la cause principale qui a rendu 
possible d'envisager la création d'une intelligence artificielle. Cependant c'est dans le sein 
de la philosophie occidentale que les scientifiques vont trouver l'appui fondamental pour 
rendre parfaitement rationnelle la conception de machines intelligentes. L'idée qu'on peut 
tout représenter par des moyens formels de caractère mathématique ou logique fournissent 
les bases pour la constitution du logos de l'lA. 
C'est en tant que résultat de tout un ensemble de principes de rationalité. d'idées 
scientifiques et de connaissances technologiques que le thème de l'intelligence Artificielle 
est aujourd'hui objet d'investigation scientifique. Sans la consolidation d'un modèle 
représentationnel de la pensée et sans le développement théorique de l'informatique. il est 
fort probable que l'lA (ou n'importe quelle enterprise ayant les mêmes buts qu'elle.) serait 
restée dans sa phase mythique. liée aux légendes ou à ce qu'on connaît aujourd'hui sous le 
nom de science-fiction. 
Ils se servent de figures visibles et ils raisonnent 
sur ces figures, quoique ce ne soit point à elles 
qu'ils pensent, mais à d'autres auxquelles celles-ci 
ressemblent. Par exemple c'est du carré en soi, de 
la diagonale en soi qu'ils raisonnent, et non de la 
diagonale telle qu'ils la tracent et il faut en dire 
autant de toutes les autres figures. Toutes ces 
figures qu'ils modèlent ou dessinent qui pottent 
des ombres et produisent des images dans l'eau, 
ils les emploient comme si c'étaient aussi des 
images, pour arriver à voir ces objets supérieurs 
qu'on n'aperçoit que par la pensée.l27 
Platon 
127P1aloa. République. VI. !510 c-Sl0 e, Tnduit pu' E. Chambry, ~ Paris, 1958, p~7. 
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CHAPITRE II 
Les rapports entre l'Intelligence Artificielle et la philosophie 
Présentation: 
Les fondements philosophigues du logos de l'Intelligence Artificielle 
Emmanuel Kant, préoccupé par la portée du j~gement téléologique, se demandait, à la 
suite de René Descartes, comment on pourrait attribuer des fins à des êtres (sans 
intelligence) qui sont définis par les lois générales de la matière et du mouvementl28. 
Aujourd'hui, les questions mettant en rapport les capacités l'humaines et de la machine ne 
cessent d'être posées. Plus on essaye de rendre les machines intelligentes en les faisant 
résoudre de problèmes humains plus on est obligé de réfléchir sur la pensée humaine, 
comment les êtres humains sont capables d'agir de façon intelligente: 
L'homme-machine? Question qui a toujours fasciné les philosophes et qui 
pourrait aujourd'hui s'énoncer ainsi: L'inscription matérielle dans le cerveau d'un 
système computationnel isomorphe à une machine de Turing Universelle rend-
elle compte de notre capacité de perception. de l'utilisation du langage, de 
l'aptitude à concevoir, à croire, à désirer? Plus généralement, peut-on considérer 
cette machine abstraite comme une théorie formelle des processus de pensée 
dont le système nerveux assurerait la «matérialisation,.? 129 . 
L'lA rassemble des connaissances de plusieurs domaines tels que l'informatique, la 
neurologie, la psychologie, la linguistique, la logique et la philosophie13O Les rapports de 
128 E. Kant, CritiqlU! du 'ugemelll, Ino, 2° partie, 1° section, § 64-65 traduction G. Gibellin, 4e édition, Librairie 
Philosophique J.Vrin, 1962. 
129 M. Borillo, "Une machine spéculative: Informatique, intelligence artificielle et rechache cognitive", in RevlU! 
l11lernoJio1lOle tk Philosophie, 1/1990, nO 172, p.47. 
130 L'informatique fournit les éléments de base à 11A en tames de matériel (hardware) et de methodologie de travail 
baseés sur la manipulation symbolique de données. La neurologie est aussi importante, car les découvertes dans ce 
domaine ont penni et pamenent de développer des modèles neuronaux capables de servir de base théorique à de 
nouvelles conceptions en lA. La Psychologie a contribué à mettre en évidence plusieurs données importantes sur le 
comportement intelligent pouvant être programées sur une machine. Actuellement la psychologie cognitive, contribue au 
développement de l'lA. avec ses travaux sur le traitement de l'infonnation par les systèmes cognitives humains au même 
temps qu'elle utilise des programmes de l'lA comme des outils à la modélisation des processus cognitives qu'elle étudie. 
La linguistique est à la base des premiers travaux sur la traduction automatique et donne une contribution importante aux 
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l'lA avec la philosophie sont importants. Plusieurs auteurs associent l'lA à la philosophie 
dans le sens où elle est en rapport avec l'entreprise de l'homme de comprendre sa propre 
pensée par l'intermédiaire de spéculations philosophiques, de la recherche logique ou des 
démarches scientifiques: 
HOW IS IT POSSIBLE for a physical thing-a person, an animal, a robot-to 
extract knowledge of the world from perception and then exploit that knowledge 
in the guidance of successful action? Thal is a question with which philosopbers 
have grappled for generations. but it could also be taken to be one of the defming 
questions of artificial intelligence. AI is, in large measure, philosophy. It is often 
directIy concemed with instantly recognizable philosophical questions: What is 
mind? What is meaning? What is reasoning and rationality? What are the 
necessary conditions for the recognition of objects in perception? How are 
decisions made and justified?131. 
D'autres auteurs voient l'lA plutôt comme un sujet scientifique d'importance pour les 
philosophes: 
Intelligence artificielle, logique et informatique sont aujourd'hui étroitement 
solidaires. L'honnêteté humaine qui ne s'est pas tenue au courant des 
développements rapides de ces trois disciplines risque de ne pas voir la portée 
philosophique de ceux-ci. Or, jamais une réflexion philosophique n'a été aussi 
nécessaire si œ veut luter -contre la transparence que les produits de la raisœ 
opposent lla raisœ elle-même-, selon la forte expression de Jules Vuillemin. 
L'Intelligence Artificielle apporte aujourd'hui des matériaux l la réflexion 
philosophique. Il n'y a pas antinomie. Mais la complémentarité entre la 
philosophie réflexive et la philosophie qui prend pour objet un domaine aussi 
étranger l son essence que l'Intelligence Artificielle. Paul Ricour l'a dit de façon 
très explicite: -la réflexion de la pensée sur elle-même se découvre .. mMiatisœ 
par la réflexion sur des objets que la philosophie n'a pas engendré, mais qu'elle 
se trouve hors d'elle-même. Il s'agit ici, fondamentalement, des contextes 
nx:bcrcbcI sur le Jangqe utun:I. Les métbodea de répr&Icotaûon Iogiquea inspirent la créaûoo dei premic:n programrœa 
ct Iangqca de l'lA tcIa quc le LOGIQUE THEORiSTE, USP ct PROLOG. CCI métbodca cooatùucot auui UDC bue 
imponaDte pour la rcpréaeotalioa dei OOIIyiyaoÇCI colA. L'applicatioo de la logiquc à l'lA le mootre tIèa opportwJC du 
poÎDt de vue épistémologique, c:ar ca agiuant de façon tfléuuogique, sur les programmca de rIA, la logique pcnnct 
d'obteoir dea basea formcllea UICZ puiuantea pour la repraeotatioo dea c:onnaissancca. FJle pcnnct auui, de pouver la 
coDiistaDc:c, la CQIIIPlétudc ct la décidabilité dea fonnaliamea et d'analyser la coh&cocc tbéariquc dei JXogrammca 
d'ordinateur produits daaa cc cIomaiDe de recherche. Pour un aperçu sur les rechezchCl logiquea co lA voir A. l'hayle, 
Appt'oclte logique de l'illleUiguau Artificielle, Torne l, -De la Iogiquc classique à la programmatioo Iogiquc-, Dunod 
Informatique, Paris, 1988. n CIl ÎDlÛesaaDt de remarquer les travaux du groupe Léa Sombé co France qui développe 
acbJe1Iemcnt une n:daen:be aur dei raiaoonc:mcnts logiquea co lA à partir des informatiODI incomplètea. Sur cc aujet voir 
cocon: le tome 2 de l'ouvrage qu'ou vicot de mentioDDCl'( Dunod Informatique, Paria, 1989) qui cIoDDC un aperçu dei 
conlribulÎODI logiquea à l'lA à partir de logiquea noo-clauiquCl jusqu'à la logique dea buca de doonées. Voir auui 
RaisOMellleIlÛ 1"" du ilf/DnffIIliotv iN:omplèlU CIIlllleUiguau Artificielle, Toulouse: Teknea, 1989. Cet dc:micr livre 
priaeote quelquea réaulaau de la n:daen:be logiquc co lA du groupe Léa Sombé. 
131 D.C. Dennett, -Wbco philoIophcrs Eacountcr ArtiflCiallntelligCDCC-, in Stepben R. Graubard, éd. , Tite Artifici41 
IlIIeUigCIICe Dehale, Fahe SIQrU, RUIl FON:Ioliotu, MIT Pn:u, Mau. ,1989, p. 283. 
scientifiques dont le philosophe doit apprendre les règles propres de 
constitution 132 . 
Nous pensons qu'il y a un rapport important entre l'lA et la philosophie, ce rapport 
tient au fait que certaines thèses philosophiques et celles défendues en lA se ressemblent 
beaucoup. Nous pouvons affIrmer que l'lA est ancrée dans notre tradition philosophique et 
que pour cette raison, même si la philosophie n'a pas été impliquée dans les premières 
expériences sur les machines intelligentes elle a toujours été sous-jacente aux idées 
fondamentales qui orientent les travaux en lA. Nous ne croyons pas que la philosophie soit 
si étrangère aux discussions en lA. 
L'lA en tant que logos est largement discutée en sciences humaines et dans plusieurs 
domaines scientifIques et techniques. Les préoccupations des philosophes et celles de ceux 
qui travaillent en lA sont, à plusieurs égards, convergentes. Quelques philosophes 
cherchent à appliquer les ressources méthodologiques et logiques qu'ils trouvent dans les 
travaux en lA pour discuter et essayer de résoudre plusieurs problèmes traditionnels au sein 
de la philosophie133, comme par exemple la question des rapports entre l'esprit et le 
cerveau. D'autres se concentrent sur la critique des méthodes et fondements 
épistémologiques des thèses de l'lA. 
La conception des programmes dans le domaine de l'lA exige tout un travail 
théorique, lequel est en rapport avec certains problèmes, épistémologiques, logiques et 
linguistiques d'intérêt philosophique tels que les discussions sur l'arrière-plan des 
connaissances humaines, sur les notions d'action, de probabilité, causalité et 
intentionnalité. Comme exemple des questions qui peuvent intéresser à la fois les 
philosophes et ceux qui travaillent dans le domaine de l'lA nous pouvons citer celles sur 
les rapports entre les raisonnements et la causalité (la notion de causalité), les 
raisonnements pratiques, les rapports entre les actions et l'intentionnalité, les rapports 
entre l'implication conversationnelle et la pensée et enfm les considérations sur les actes 
du discours et leur logique. L'lA reçoit et donne des contributions, non seulement 
à l'épistémologie et à la philosophie de l'esprit, mais à bien d'autres domaines de 
132 P. Gochet, (Préface au numéro dédié à l'lA) Revue IflkrMlÙJnole de Philosophie, Université de Liège. 1/1990, nR 
172, Difusion Presses Universitaires de France, Hassocks, Harvester Press, 1979,244 p" pp. 3-4. 
133 L 1A a eu suremcnt un impact lur la philosophie en particuliez- sur la philosophie de l'esprit, domaine où elle a permis 
de donnez- de nouvelles réponses aux questions classiques sur la nature de l'esprit, pennettant, dans un certain sens, la 
reformulation de certaines questions philosophiques sur ce sujet. L 1A stimule la discussions de problèmes et de sujets 
philosophiques tels que l'intentionnalité, les rapports entre le corps et l'esprit, la nature sémantique des processus cognitifs 
de compréhension, etc. 
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la philosophie comme la phénoménologie, l'hennéneutique, la philosophie de la science, la 
philosophie de l'action et la philosophie du langagel34 ... 
Afin de donner suite à la discussion du premier chapitre et en même temps d'analyser 
un aspect important du rapport entre l'lA et la philosophie nous nous proposons de discuter 
brièvement les fondements philosophiques de ce que nous appelIons le logos de l'lA. Nous 
avons défmi le "Logos" de l'lA comme étant tout un ensemble de connaissances 
technologiques, d'idées scientifiques et philosophiques qui constituent les principes de 
rationalité présupposés par la notion d"'Intelligence Artificielle". 
Pour analyser les fondements philosophiques du logos de l'lA et montrer les rapports 
entre l'lA et la philosophie, nous nous proposons de montrer que l'lA est héritière de la 
tradition représentationnaliste selon laquelle toute connaissance peut être représentée au 
moyens de règles générales univoques. ( section 1 de ce chapitre). Nous allons montrer 
aussi, tout en situant l'lA par rapport à quelques théories sur l'esprit, que parler sur les 
machines intelligentes exige l'adoption d'une théorie philosophique sur l'esprit, capable 
d'exprimer l'idée d'une pensée mécanique qui soit cohérente et réalisable. ( section 2 de ce 
chapitre). 
1- La tradition représentationaliste et l'Intelligence Artificielle 
Depuis Platon l'homme cherche une théorie capable de lui pennettre de s'expliquer et 
de se connaître soi-même et son esprit. La recherche d'une telle théorie a été presque 
toujours basée sur une sorte de représentation en tant que calcul, comme la géométrie, les 
mathématiques ou la logique. Cette même entreprise se poursuit lorsqu'on essaye d'élaborer 
une mécanisation de la pensée c'est-à-dire, l'effort de concevoir certains mécanismes 
capables de reproduire le raisonnement humain et même la pensée au moyen de 
représentations fonnelles. 
L'lA est un projet de mécanisation de la pensée qui présente un intérêt philosophique. 
Nous avons vu que la question de la mécanisation de la pensée fût déjà posée par Descartes 
lorsqu'il s'interroga sur les capacités des automates de son époque. Après Descartes la 
134 Cf. J. Mad:arthy and P. J Hayca, "Sorne PIilloiophiW ProbJema from the Standpoint of Artificiallntclligcucc:", III B. 
Meltzc:r and D. Michie éda. , MaclWte IlIIelligellU, vol 4, Halatead, NY, 1969, pp. 463-502. 
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question de la mécanisation de la pensée réapparaît sous une nouvelle perspective: Turing 
propose une façon originale de répondre à la question sur l'intelligence des machines. 
Nous avons constaté qu'il a toujours existé un effort philosophique, de répondre à la 
question sur la possibilité de mécanisation de la pensée. L'homme continue à chercher une 
théorie capable d'expliquer le caractère mécanique de la pensée décrite en termes physiques 
ou formels. 
D'une façon ou de l'autre la pensée a été toujours analysée par son caractère 
représentationnel par des philosophes tels que Leibniz (1646-1716), T. Hobbes (1588-
1679), J. Locke (1632-1704) et D. Hume (1711-1776), lesquels considéraient la pensée soit 
comme un phénomène physique soit comme un mécanisme de calcul. Les idées de ces 
philosophes sont derrière la conception mécanique de l'esprit, selon laquelle la pensée obéit 
à des lois physiques exactement comme les corps célestes et que l'esprit est un processus 
computationnel ou mécanisme de calcul. l3S 
1.1- Le modéle représentationnaliste insPiré de la physiQue 
La notion de représentation et l'appel à des règles sont des outils théoriques pour les 
chercheurs en lA. Depuis que les Grecs ont développé la logique et la géométrie nous 
connaissons des conceptions selon lesquelles notre pensée peut être assimilée à une sorte 
de calcul. C'était, par exemple, une conception existante dans la philosophie moderne. Les 
philosophes empiristes et rationalistes considéraient eux aussi possible l'explication du 
raisonnement et même de la pensée par des moyens formels. Cette idée sera développée par 
d'autres philosophes et mathématiciens contemporains qui se consacrent définitivement à la 
notion de mécanisation de la pensée. (Cest en partie sur ces éléments que se sont fondées 
les bases philosophiques du logos de l'lA. ). 
Les rapports de l'lA avec la tradition philosophique font en sorte que l'lA et la 
philosophie sont des sujets étroitement liés. Nous allons parcourir quelques éléments 
saillants de cette tradition fondée sur la confiance dans les modèles de réprésentation 
formelle. Pour comprendre la tradition il faut voir comment les énoncés vrais en sciences 
sont, de plus en plus soutenus par des représentations: symboles conventionnels et règles. 
Ceux qui appartiennent à la tradition métaphysique représentationnaliste conçoivent la 
pensée comme une sorte de mécanisme de calcul. Par l'expression "tradition métaphysique 
135 CfM. A FischJcr ct O. Fincbein. op.cit. p.9 
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représentationnaliste" nous entendons tous les efforts d'explication basés sur des 
réprésentations qui sont à la base du développement de la pensée scientifique occidentale. 
La tradition métaphysique représentationnaliste n'est rien de plus qui la tradition 
philosophique qui valorise les règles, les démonstrations, et toute sorte de conventions et de 
notations capables de permettre d'expliquer et réprésenter formellement les phénomènes de 
la nature et de la pensée. Le rationalisme et l'empirisme logique, le mécanisme, le 
fonctionnalisme et l'lA, dans ce sens font tous partie de cette traditionl36. 
La notion de représentation n'est pas univoque; il y a plusieurs concepts de 
"représentation", mais en général le terme désigne l'opération de l'esprit d'avoir une image 
mentale, une idée ou un concept qui correspond à un objet externe à l'esprit lui-même. La 
notion de représentation est en rapport intrinsèque avec la notion de connaître. Depuis G. 
d'Ockham ( Quodl. ,IV, q.3 ) la représentation est le moyen par lequel on connaît quelque 
chose137• La notion de représentation entendue ici dans le sens général d'Ockam joue un 
rôle important pour la philosophie et pour la science moderne, principalement en ce qui 
concerne son expression mathématique et logique qui constitueront l'orientation majeure de 
la méthode scientifique. 
Nous ne pouvons exposer ici toutes les notions de représentation existantes en 
philosophie ni discuter les problèmes philosophiques liés à la notion de représentation. 
Nous voulons tout simplement montrer que les rapports entre l'lA et la philosophie tiennent 
au fait qu'en faisant partie de la tradition scientifique occidentale l'lA adopte la perspective 
philosophique représentationnaliste lié à des conceptions métaphysiques lointaines. 
L'idée principale que l'lA hérite de la tradition philosophique représentationnaliste peut 
être résumée par la thèse générale selon laquelle notre pensée et nos comportements ont 
derrière eux une théorie qui peut être exprimée par le moyen de représentations formelles. 
L'idée exposée ci-haut est sous-jacente aux thèses de l'lA selon lesquelles le comportement 
de tout système peut être compris et même reproduit par un autre système pourvu qu'il 
soit bien représenté par des moyens logiques ou mathématiques. Cette conception à 
caractère mécaniste, a comme antécédents des idées philosophiques chères à plusieurs 
philosophes et physiciens anciens et modernes qui ont vu dans les 
136 L'on peut classifier tout les efforts humains pour chercher des représentations non-équivoques capables de fournir des 
explications sur les choses, conune étant dans le domaine de la tradition représentationnaliste. Ainsi, certains courants 
philosophiques, les mathématiques modernes, la logique et la géometrie constituent la tradition représentationnaliste en 
OccidenL 
137 N. Abbagnano, Dicionbio de FilosojW.. éd. Mestre Jou, Sio Paulo,1982, p.821. 
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représentations fonnelles la clé pour la comprehension de certaines énigmes de la nature et 
de la pensée. 
Nous allons mentionner, en ce qui concerne la tradition représentationnaliste, quelques 
philosophes et scientifiques qui ont mis l'accent sur des représentations et qui ont souligné 
l'imponance de l'application de régIes comme garantie à l'obtention des connaissances en 
plusieurs domaines et en particulier pour l'explication de la pensée. 
La réussite des sciences physiques à partir du XVIe a été un facteur important pour la 
création des bases épistémologiques de l'lA. Le développement de la science et des 
mathématiques modernes a amené l'homme à croire que le calcul pourrait lui fournir des 
connaissances sur tout le fonctionnement de l'univers, et particulièrement, sur lui-même et 
son esprit. 
Les premières conceptions qui sont à la base de la physique moderne nous donnent une 
idée de l'influence et de l'importance de la notion de représentation comme moyen de 
développement de la connaissance. Galilée et Descartes, lorqu'ils donnent complète 
crédibilité aux calculs mathématiques pour comprendre les phénomènes astronomiques et 
de la nature, fondent la croyance que la nature avait une structure mathématique analogue à 
celle du calcul. Galilée disait que le monde était une machine dont le fonctionnement était 
parfait. Descartes ajoute que ce monde mécanique était aussi peuplé de machines parmi 
lesquelles quelques-unes (les êtres humains) seraient faites selon un modèle divin et douées 
d'un esprit. Pour Galilée comme pour Descartes, la connaissance sur la forme de 
raisonnement ou de calcul est considérée comme la contrepartie mentale (une espèce de 
portrait exact) de l'objet connu. 
Galilée inaugure, selon plusieurs épistémologues, une nouvelle perspective scientifique 
s'opposant à la crédulité de la Renaissance fondée sur un monde magique et mystique. En 
pennettant une mathématisation de la physique, en réduisant définitivement le réel au 
géométrique, Galilée occasionnera l'affaiblissement graduel de la force explicative du 
système d'interprétation aristotélicien de l'univers exposé dans le De Coelo. Le système de 
représentations mathématiques de la physique post-galiléenne représente une rupture avec 
une image du Cosmos attachée à la connaissance sensible et propose par contre, un schéma 
d'univers qui, une fois soumis à la discipline rigoureuse du calcul abstrait, ~t être objet de 
la connaissance humaine. 
Philosopby is wriuen in that great book. the universe, which is always open. 
right before our eycs. BUl Olle cannot understand this book withoUl fast learning 
to understand the language and to know the characters in which il is wriuen. 11 is 
wriuen in the language of mathematics, and the cbaracters are triangles, circles, 
and other figures. Without these, one cannot understand a single word of il. and 
just wanders in a dark labyrinthl38. 
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Galilée donne une crédibilité définitive aux méthodes de représentation mathématique, 
lesquelles pennettront plus tard une axiomatisation croissante des différents savoirs 
humains. Cette nouvelle compréhension des choses à partir de moyens fonnels est 
définitivement adoptée par la tradition scientiflque et constitue par conséquent la base 
théorique représentationnaliste des recherches en lA. 
L'lA a des bases épistémologiques qui ont des antécédents dans la philosophie 
rationaliste ainsi que dans la tradition de l'empirisme. L'empirisme et le rationalisme 
constituent les deux bases épistémologiques représentationnalistes de 1'lA.Thomas Hobbes, 
par exemple, inspiré de Galilée, a vu dans le calcul un moyen efficace de connaissance et 
aussi de compréhension de l'esprit. Le thème de l'esprit n'était pas le plus important pour le 
physicien italien, mais pour Hobbes, il était possible de comprendre mathématiquement la 
pensée au moyen de représentations. L'idée de Hobbes était que le raisonnement serait une 
sorte de mécanisme de calcul mental. Cela inaugure non seulement une nouvelle 
conception de l'esprit, mais aussi la fonnulation moderne des fondements philosophiques 
de l'lA. 
Hobbes, allant au delà de ce que proposait la physique de Galilée, croyait que l'esprit 
fonctionnait selon les mêmes principes mécaniques que la nature. Pour Hobbes, la pensée 
était constituée de symboles physiques qui seraient sujets à la manipulation selon les lois 
du calcul ou du discours rationnel. n a créé un modèle mécaniste de la pensée. n croyait, 
influencé par les idées empirites de son époque, que l'esprit était un élément naturel sujet à 
des manipulations physiques réelles de ses composantes, symboles physiques ou parties de 
pensées. Pour lui, un raisonnement pourrait être compris comme des parties de la pensée 
dans le corps humain. Ces parties de pensée pourraient être manipulées comme des 
éléments d'un système physique. Elles étaient, pour Hobbes, comme des particules simples 
138 Ga1i1éc, cf. G. Bubcra, 6d. , Le Opere de GaIileo GaIi/ei. Nuova Ristampa della Ediziooe Npjooale, Miniatao della 
Pubb1ica Iatruzionc:, Rome:, 1968 Vol. VI, ICCtioo 6 p. 232. Cité et traduit de l'italien par Haugcland op. cil, p. 19. Sdoo 
Haugcland, Galilée ue COIICCVaU la géoméàie qu'CIl tant qu'étude des figures et des relatiOOl cIana l'eapaœ. Intéreué au 
problème du moUVc:mc:Dt, ila utiliaé la géomé&ric euclidieuue pour repréaenter des variables pbylÎquca. Par exemple, pour 
lui, UDC droite ne repréaeDle pu UDC trajectoire ou une diataDcc, maïa un temps et UDC vitcue. AiDai. il ampliflC Ica 
pouibilitéa de la géométrie d'Euclide. La géométriJation du mouvœw:nt proposée par Galilée est défmie à partir de 
modèles de repréaeDtation qui ue foot plua appel à l'expérience lCIIIIible; tout ce qui est coocret est réduit à des 
repréaentations abatraitea, des c:oofJgUI&tiool géométriquca. En déc::ouvrant que le mOUVc:mc:Dt des plaoètca pourrait avoir 
UDC deacription fonnclle }rieile et c:obén:nle AnI faire appel à des causca d'ordre divin, Galilée propœe uue nouvelle 
r.çoo de représenter l'univcn ct IIDC nouvelle vWoo de monde. NOUI allooa voir dans le cbapilre IUÏvant que pour Dreyfua 
la réaliution du pop de l'lA aurait besoin d'un -Galilée de l'eapril- capable de fournir des rcpréaeotatiOOl formellca 
auez puÎllaDtea pour pcnnettre de fonnalilc2' et reproduire la pcuée. 
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qui se trouvent en mouvement dans la nature: Ces parties de pensée, pouvaient encore être 
décomposée par des représentations mathématiques. 
Hobbes concevait la pensée comme "discours mental"139; il est un des premiers 
philosophes, selon Haugeland, à avoir eu l'intuition que la sémantique pourrait subir une 
réduction formelle par les moyens d'une méthode de manipulation syntaxique, et ainsi 
rendre compte des opérations complexes du raisonnement humain: 
The beUe! that such a total fonnalization of knowledge must be possible soon 
came to dominate Western thought. It already expressed a basic moral and 
intellectual demand , and the suceess of physical science seemed to imply to 
sixteenth<enlUry philosophers, as it still seems to suggest to thinkers sucb as 
Minslcy, that the demand could be satisfied. Hobbes was the flTst to make 
explicit the syntaetic conception of thought as calculation: "when a man reasons, 
he does nothing else but conceive a sum total from addition of parcels," he 
"" REASON . thin bu _~t.' "140 wrote, .or ... 15 no g t .~omng... .. 
Une conception de la pensée semblable à celle de Hobbes (où il est possible 
d'analyser le calcul mental en termes de ses éléments simples) peut être trouvée aussi dans 
les travaux d'un autre empiriste, D. Hume. Pour ce dernier, la pensée peut être décomposée 
en atomes d'expérience ou en ensembles d'impressions que nous avons des choses. 
Hume croyait qu'il était possible, en appliquant les méthodes des sciences de la nature 
aux sciences humaines, d'asseoir les bases d'une sorte de "mécanique mentale". Pour lui, la 
connaissance pourrait être décomposée en éléments plus simples qui seraient soumis à des 
forces et à des opérations mentales, en particulier des associations d'idées. n n'y a pas chez 
Hume de manipulations de symboles par l'esprit dans un sens réel comme dans les théories 
proposées par T. Hobbes, qui croyait que la pensée fonctionnait selon une mécanique 
composée de mouvements de matières au sein du cerveau humain. 
La notion d'association d'idées chez Hume est basée sur les idées de John Locke ainsi 
que sur celles de Hobbes. n s'inspire fortement aussi de la physique de Newton, mais les 
pensées ou associations d'idées ne sont pas vraiment physiques, car elles sont, selon Hume, 
comme des événements physiques. n y a selon Dreyfus, une variation contemporaine de 
l'associationnisme de Hume qui est en rapport avec l'lA: 
139 Cf. J. Haugelaod, op.cil . • p.23. 
140 H. L. Dreyfua, op. cil. (1979), p.69. 
The development of the high-speed digital computer bas strengthened a 
conviction which was flI'St exp'essed by Lucretious, later developed in different 
ways by Descartes and Hume, and fmally expressed in nineteenth-century 
associationist or stimulus-response psychology: Thinking must he analyzable 
into simple determinate operations. The suitably p'ogrammed computer can he 
wiewed as worldng model of the mechanism presupposed by this theory. 
Artificial intelligence bas in this way made associationism operational and given 
it a second wind141 
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Hume, affinne Haugeland, a été un des premiers philosophes à voir, dans les méthodes 
représentationnelles de la physique moderne, un modèle pour la compréhension de la 
pensée. TI a développé, de façon plus systématique que ses contemporains, une conception 
mécaniste de la pensée en termes de méthode expérimentale de raisonnement 
("expérimental méthode of reasonning"). Dans son Traité sur la nature humaine, ("Treatise 
of Human Nature"), il cherche à expliquer les processus de fonctionnement de l'esprit 
humain à partir de cette nouvelle méthode inspirée de la réussite des sciences physiques, et 
notamment des travaux de Newtonl42. 
La théorie de l'esprit de Descartes, plus élaborée que celle de Hobbes, propose 
clairement que les pensées sont des représentations symboliques. Cette idée est en rapport 
avec la mathématique de Descartes, laquelle est assise sur une notion de représentation où 
le symbole est distinct de l'objet symbolisé: l'esprit est distinct du monde, la pensée est une 
chose complètement distincte de l'objet qu'elle représente. Pour le philosophe français 
l'idée est le seul objet immédiat de la connaissance. 
Ayant unifié l'algèbre et la géométrie, Descartes cherche à faire valoir les résultats de 
cette unification en proposant que les lois de la physique pourraient facilement être 
"représentées" sous la forme géométrique. Selon lui, tous les rapports géométriques trouvés 
à l'intérieur des lois physiques pourraient être exprimés de façon algébrique. Autrement dit, 
les lois et relations abstraites de la physique pourraient être complètement exprimées en 
termes d'équations algébriques: 
The new approach to representation bas two distinct components: the negative 
half, rending symbol and symbolized asunder and the positive half, getting them 
back together again. The negative half is clearly manifested in the mathematical 
worle: the basic point is that algebraic formulations don't intrinsically represen1 
numhers, and Euclidean formulations don't intrinsically represent geometric 
figures ( ... ) ExteDd this negative realization to mental representations (thoughts), 
141 H. L. DreyCua, -Ak:hcmy and AritifJciallntclligcncc-, ÛI The RAND Corporation, Cal. ,décc:mbre, 1965, P- 3244, 
pp.48-49. 
142 CC. J. HaugelaDd, op.cil . • pp. 41-44. 
and you fmally conclude the divorce of thought from thing, mind from world, 
that began so innocently in the old appearance lreality distinction143. 
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En dépit de ce dualisme, il y a un point important dans la notion de représentation chez 
Descartes; pour lui, une notation mathématique (externe) qui soit propre à symboliser ou 
représenter différentes sortes de sujets doit correspondre à la notation (interne) des 
symboles dans l'esprit. Le fonctionnalisme, qui est une sorte de philosophie officielle de 
l'lA et des sciences cognitives, adopte cette idée cartésienne. Les préoccupations de 
Galilée, de Descartes et autres savants sont analogues, en quelques points à celles de 
cenains chercheurs en lA, dans le sens où ceux-ci comme ceux-là se préoccupent de 
représenter les choses de telle sorte que cela leur permettrait de résoudre des problèmes 
dans un domaine donné. 
L'lA est ainsi l'héritière directe d'un courrant représentationnel/calcula1ionnel 
dans la ttadition philosophique et l'on peut considérer qu'elle soulève la question 
philosophique de savoir si l'esprit est en fait un système formel. Comme 
Descartes, les spécialistes de l'lA présupposent que tout processus de 
compréhension consiste à former et manipuler des représentations appropriées, 
que celles-ci peuvent s'analyser en éléments primaires, et que tous les 
phénomènes peuvent s'expliquer comme étant des ensembles rélationnels 
complexes de ces éléments primairesl44. 
Selon Haugeland, Descartes pensait que les pensées n'étaient que des symboles dans un 
système de notation de l'esprit. Cet auteur américain fait quelques commentaires sur les 
faiblesses du système de représentation cartésien en ce qui concerne son caractère 
sémantique, mais il montre en même temps que Descartes reconnaissait déjà la plasticité 
(ou .souplesse) de la cognition humaine en proposant l'idée que la pensée était un schéma de 
représentations basé sur le système de notation de l'esprit. 
Descartes could dream that up because he had a new vision of thoughts as mere 
symbols in a notational system; and he knew full well that such symbols could 
equally represent one subject matter or another, or none at aU, and the system 
itself would be no differellt145. 
Descartes, concevait l'esprit ou les représentations mentales comme une espèce de 
système interne de notation qui réfléchirait parfois d'autres systèmes externes de 
143 J. Haugeland, op. cil. , p. 32. 
144 H. L. Dreyful, -L'Intelligence artüicielle (lA): le problème de la repréaentation du lavoir-, i" 
EN:yclop«diaphilœopltiq* UIÙw:rselle, vol. 1, PUF. Paria, 1989, p.973. 
145 J. Haugeland, op. cil . • p. 33. 
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représentation. Descartes appelait représentation l'image de la chose dans la pensée ou la 
symbolisation d'un sujet (Méditations III ). Pour lui, nous avons des représentations 
lorsqu'une notation est propre à représenter son sujet. 
Leibniz explique, lui aussi, la pensée comme un mécanisme de calcul. Pour Leibniz, il 
fallait créer un système de notation universel valable pour la représentation de tous les 
objets existants dans le monde. ( Dissertatio de arte combinatoria - 1666) L'univers est, 
selon Leibniz, un ensemble ordonné de monades, ces monades étant, selon lui, un miroir du 
monde, car chaque monade est une substance spirituelle qui compose l'univers, leur place 
étant ordonnée hiérarchiquement. 
Les monades qui occuperaient les places le plus importantes dans l'échelle hiérarchique 
seraient celles capables de représenter l'univers de façon plus claire et distinctel46• Dans sa 
Monadologie (1747 §57) la monade est considérée comme un atome spirituel, un 
composant simple de l'univers. La contrepartie mathématique de ces idées s'exprime dans 
le passage suivant de l'ouvrage de Dreyfus,What Computers Can't Do: 
Leibniz thought he had found a universal and exact system of notation, an 
algebra, a symbolic language, a "universal characteristic" by means of which 
"we can assign to every object its deterrnined characteristic number" . In this way 
all concepts could be analyzed into a small number of original and undefmed 
ideas; all knowledge could be expressed and brought together in one deductive 
system. On the basis of these numbers and the rules for their combination all 
problems could be solved and all controversies ended: "if someone would doubt 
my results, Leibniz said, 1 would say to him: 'Let us calculate, Sir,' and thus by 
talking pen and ink, we should seule the question. ,,147. 
Pour Leibniz, par exemple, un concept doit être décomposé en éléments plus simples 
pour qu'on puisse l'apprendre. Hume, de l'autre côté croit que les impressions qui 
composent notre expérience sont constituées "d'atomes d'expérience". Ces atomes peuvent 
être isolés de manière à nous permettre de comprendre la pensée. D'après Dreyfus, 
Wittgenstein, dans le Tractatus, défmit aussi le monde comme un système d'atomes de faits 
qu'on peut exprimer sous forme de propositions logiquement indépendantes. 
( ... ) in Wiugenstein's Tractatus, where the world is defmed in terms of a set of 
atornic facts which can be expressed in logically independent propositions. This 
is the purest formulation of the ontological assumption, and the necessary 
precondition of all work in AI as long as researchers continue to suppose that the 
146 Cf. F.Heinemann, Afilosofia 110 sécwo XX, Fundaçio Calouste Gulbenkian, Lisboa, 1983, p.2CJ7, traduction de A. F. 
Morujâo, de l'allemand Die Philosophie ÙI XX. Jalarhundert, Zweite, Auflage, E. K. Valag, Stuttgart, 1963. 
147 H. L. Dreyfus, op. cil. , p. 69. Les parties entre guillemets sont extraites par l'auteur du texte de Leibnitz, Zur 
Aligemeinen Characteristi/c qui se trouve dans Wienna, Philip, Leibniz Selections, Scribna, NY.1951. pp. 18 et 25. 
world must he represented as a structured set of descriptions which are 
themselves built up from primitives. Thus both philosophy and technology, in 
their appeal to primitives continue to posit what Plato sought: a world in which 
the possibility of clarity, certainty, and control is guaranteed; a world of data 
structures, decision theory, and automation 148. 
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Une bonne partie de ceux qui travaillent dans le domaine de l'lA sont en accord avec 
cette façon de penser du premier Wittgenstein. Pour eux, il est possible de fournir une 
représentation fonnelle du monde, basée sur un système de descriptions dans lequel le 
monde est conçu comme un ensemble d'éléments atomiques plus simples. 
La recherche visant la constitution d'un système de descriptions fortement struct'.lré, 
capable de créer des représentations puissantes à partir d'éléments discrets calculables, 
définit bien le but de la tradition représentationnaliste. Ce but est aussi à la base des 
principales motivations de quelques chercherur en l'lA afm de comprendre l'esprit et se 
donner les moyens de réprésenter quelques de ses caractéristiques sur un programme 
infonnatique. 
La tradition représentationnaliste fondatrice du modèle scientifique que nous avons 
actuellement est derrière la notion de représentation courante en lA, laquelle peut être 
résumée de la façon suivante: Étant donné que (1) notre intelligence resulte du fait que 
l'esprit peut représenter la réalité et que (2) par le moyen de représentations nous avons la 
chance d'avoir accès à certains éléments fonnels du fonctionnement de l'esprit, il est 
possible de rendre compte des comportements intelligents au moyen de modéles de la 
cognition executés par des programmes d'ordinateur. 
1.2- La tradition représentationnaliste et la notion de règle 
L'homme a toujours voulu savoir quelles sont les règles qui régissent son esprit ou qui 
sont derrière sa pensée ou ses raisonnements. La notion de règle est fondamentale pour la 
tradition réprésentationnaliste, il ne suffit pas de savoir tout simplement comment 
représenter certaines choses, on a besoin aussi d'un ensemble de règles pennettant d'établir 
une cohérence entre la réprésentation et les choses qui sont réprésentées. 
La notion de règle, comme la notion de représentation employée en lA est en rapport 
avec la tradition philosophique en Occident et constitue un des éléments importants pour la 
constitution des méthodes scientifiques employées en lA. 
148 H. L. Dreyfus, op. cit . • pp.211-212. 
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Cette idée est attachée à la conviction que nos raisonnements et nos comportements 
intelligents, d'une manière générale, peuvent être décrits et représentés à partir d'un 
ensemble de règles formelles constituant une procédure effective ou programme 
d'ordinateur. La notion de règle est très générale, mais le sens du terme "règle" tel que nous 
l'employons ici, sera toujours celui qui se rapproche le plus de la notion de procédure 
effective. 
Dans notre culture, l'homme a toujours manifesté de l'intérêt pour la découverte d'une 
base rationnelle de règles, logiques mathématiques ou méthodologiques, applicables soit 
sur le plan intellectuel, soit sur le plan pratique. Cela marque une tendance, en Occident, à 
créer des connaissances univoques et à éradiquer au maximum l'incertitude dans la 
constitution des savoirs. Depuis toujours, l'homme essaie de réduire les objets de son 
intérêt à des éléments discrets, plus simples et pouvant être compris à partir de règles aussi 
simples que possible. 
As we have seen, the goal of the philosophical tradition embedded in our 
culture is to eliminale uncertainty: moral, intellectual. and practical. Indeed. the 
demand that knowledge be expressed in terms of rules or defmitions which cao 
be applled without the risk of interpretatioo is aIready present in Pla1O. as is the 
bellef in simple elements to which the rules applyl49. 
Pour Kant, certains aspects de la cognition liées à la connaissance seraient régies par 
des règles; pour lui, la perception et l'expérience, par exemple, seraient le résultat d'un 
ensemble d'instructions ou règles: "Kant explicitly analyzed aIl experience, even 
perception, in terms of rules, and the notion that knowledge involves a set of explicit 
instructions is even older"lso! Dreyfus affIrme qu'avant Kant, et bien avant les chercheurs 
en lA, plusieurs philosophes croyaient déjà que la pensée pourrait être saisie par un 
ensemble de règles: 
Since the Greeks invented logic and geometty. the idea that aIl reasoning might 
be reduced to sorne kind of calculation-so that a11 arguments could be settled 
once and for all-has fascinated most of the Western tradition's rigorous 
thinkers. Socrates wu the flfSt to give voice to this vision. The story of artificial 
intelligence might weU begin around 450 B. C. when (according to Pla1O) 
SocraleS demaods of Euthyphro. a fellow Athenian who. in the name of piety. is 
about to tum in his own fa1her for murder: "1 want to know what is characteristic 
of piety which makes a11 actions pious ... that 1 may have it to tum to, and to use 
as a standard whereby to judge your actions and those of other men." Socrates is 
149 H. L. Dreyfus. op. cil . • p. 211. 
ISO H. L. Dreyfus. op. cil. , p. 176. 
asking Euthyphro for whal modem computer theorists would caU an "effective 
procedure," "a set of rules which tells us, from moment to moment, precisely 
how to behave" 151. 
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Pour Platon, affirme Dreyfus, l'esprit serait, "pré-programmé" dans une vie antérieure. 
Cela ne serait pas tout à fait étranger à l'idée contemporaine de nos chercheurs en lA selon 
laquelle des processus cognitifs peuvent être assimilés à des processus informatiques 
(computational processes): 
This is a decisive issue for the history of our concepts of understanding and 
explanation. Plato leaves no doubt about his view: any action which is in fact 
sensible, i.e. , non arbitrary, bas a rational structure which cao be expressed in 
terms of sorne theory and any person taking such action will be foUowing, al 
least implicitly, this very theory taken as a set of rules. For Plato, these 
instructions are already in the mind, preprogrammed in a previous life, and cao 
be made explicit by asking the subjects the appropria te questions. l'hus, for 
Plato, a theory of human behavior which aIlows us to understand whal a certain 
segment of that behavior accomplishes is also an explanation of how that 
behavior is produced. Given this notion of understanding and this identification 
of understanding and explanation, one is bound to arrive at the cognitive 
simulationists with their assumption that it is self-evident that a complete 
description of behavior is a precise set of instructions for a digital computer, and 
that these rules cao actually be used to program computers to produce the 
behavior in questionl52. 
Pour résoudre des problèmes en physique, en logique ou en lA, il ne faut pas seulement 
les représenter de façon très exacte; il est également nécessaire d'organiser 
systématiquement ces représentations en termes de règles pour que la formulation des 
problèmes et leurs solutions soient accessibles à tout instant. Des savants comme Descartes 
et Galilée ont toujours compris qu'il faut avoir une cohérence entre les représentations d'un 
problème et les règles capables de rendre compte des solutions possibles à ce problème: 
( ... ) What malces a notation "suitable" for symbolizing sorne subject matter? fi 
isn't just tbal convenient symbols cao be invented for aIl the relevant items or 
variables--that. by itself, is trivial. Galileo didn't just say "the area within the 
triangle represents the distance traveled" and let it go at that. Nor is analytic 
geometry merely the clever idea of identifying geometric points with numerical 
coordinates (that wouldn't have cost Descartes much effort). No, whal earned 
these men their reputations was demonstrating how, if you represented things in 
certain very specific ways, you could solve problems. ( •.. ) solving problems 
obviously involves more than just representing them. l'hele must also be various 
allowable steps that one cao take in getting from (the representation of) the 
problem to (a representatioD of) the solutions (for example, in derivations. 
151 H. L. Dreyfus, op. cil . • p.67. 
152 H. L. Dreyfus, op. cil .• pp. 17~177. 
proofs, etc.). Hence the integrated system must include not only notational 
conventions, but also rules specifying which steps are allowed and which are 
not153. 
71 
Les travaux en lA en général considèrent que les règles et les représentations jouent un 
rôle fondamental dans la production et la compréhension des componements intelligents. 
La notion de règle est liée à la notion de pensée en tant que mécanisme de calcul. En 
lA, comme dans la conception moderne, les règles relèvent d'une façon organisée de voir le 
monde et de résoudre des problèmes. Les conduites intelligentes, de ce point de vue, 
doivent, par hypothèse, être régies par des règles. 
We can begin 10 revea1 the rationalistic tradition by considering the question 
"what do you do when faced with sorne problem whose solution you care 
about?" The rationalistic orientation can be depicted in a series of steps: 
1. Characterize the situation in terms of identifiable objects with well-defmed 
properties. 
2. Find general mIes that apply to situation in terrns of those objects and 
properties. 
3. Apply the mIes logically 10 the situation of concem. drawing conclusions 
about what should be donel54. 
Dans les sciences cognItIveS ou dans une recherche en lA sur la résolution de 
problèmes, le comportement intelligent est représenté à partir d'un ensemble d'instructions 
(règles) ou programmes qui permettent une description complète et même l'explication d'un 
comportement intelligent. Mendonça résume très bien cette perspective: 
( ... ) le comportement intelligent est le résultat d'un calcul exécuté d'après des 
règles et des principes rigides. La recherche sur l'intelligence artificielle s'efforce 
de découvrir ces règles. (Il faut que ce soit des règles rigides qui constituent une 
procédure effective, car seulement de telles règles peuvent être « suivies" par 
une machine.) En adoptant l'hypothèse que les « processus de pensée ,. sont des 
processus d'élaboration de l'information ou des procédures informatiques, la 
simulation dans un ordinateur d'une faculté intelligente est en même temps son . 
explication. ( ... ) Cette conception aboutit à ce que des processus cognitifs (cela 
veut dire dans notre cas: comprendre, penser, percevoir etc.) soient conçus 
comme des opérations formelles ( « syntaxiques ,. ) avec des « représentations 
internes ,.155. 
Dans la tradition représentationnaliste, les règles, des prescriptions de caractère 
pratique ou épistémologique, ont été toujours en rappon avec la méthodologie scientifique 
153 J. Haugeland, op. cil. ,p. 34-3. Italiques de l'auteur. 
154 T. Winograd et F. Flores, op. cil. pp. 14-15. 
155 W. P. Mendonça. op cil. , pp. 7-8. 
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servant à établir le chemin à prendre pour l'obtention de bons résultats ou pour orienter la 
réflexion dans un domaine théorique donné. Pensons par exemple à la notion de règle 
opératoire, qui sont des structures logiques dans une théorie, qui établissent la dérivation de 
théorèmes à partir d'une série d'axiomes. Des règles, comme les programmes d'ordinateur, 
possèdent un caractère syntaxique qui établissent les opérations possibles dans un système 
fonnel capable de reprèsenter un système physique. 
L'importance des règles en lA a été soulignée, par exemple, par Newel et Simon. 
Newel et Simon ont proposé que tout système permettant de représenter les connaissances, 
a besoin d'être programmé en termes de règles1S6• Les règles en lA sont en rappon avec la 
notion de représentation, plus précisément avec la notion de représentation symbolique, 
procédure méthodologique en l'lA qui consiste à utiliser un ensemble structuré d'éléments 
symboliques qui sont organisés de façon binaire afin de représenter les caractéristiques des 
objets. 
Dans les programmes informatiques basés sur des règles, celles-ci, sont utilisées pour 
représenter des relations entre les éléments symboliques du système. Les règles pennettent 
aux systèmes en l'lA de manipuler les représentations symboliques pour, par exemple, faire 
des inférences, appliquer d'autres règles, inférer d'autres faits à partir de ce qui a été 
représenté premièrement. Les règles et les représentations symboliques lorsqu'elles sont 
efficaces, pennettent aux systèmes de faire même des prédictions et proposer des solutions 
sur une situation ou problème donné. Certains de ces tâches sont assimilées, par les 
chercheurs en lA, aux capacités cognitives humaines. 
2- Le calcul et la conception mécanique de l'esprit 
L'affirmation qu'il est théoriquement possible d'avoir des machines intelligentes exige 
une position philosophique sur la question de la nature de la pensée en tant que 
réprésentation. La recherche sur les machines intelligentes est née à l'intérieur de la 
tradition rationaliste et empiriste sur laquelle reposent les principales bases de notre pensée 
scientifique, elle s'est développée à l'intérieur de cette tradition qui est basé sur la capacité 
formelle des représentations, et est en rappon avec les travaux sur le dévéloppement de la 
puissance du calcul mécanique et de la mécanisation de la pensée: 
156 Cf. Newe1 ct Simon "Computer Science u Empirical Bnquiry: Symbols and Sean:h", dana ComnuuaiCDl;OII.f oftlte 
ACM, VoL 19, nR 3, mua 1976, p. 116. Scloo Newel ct Simon, intc:rcués à ce moment aux tèglea heuriatiquca, Ica Ièglea 
appliquées dans lea programmes de l'lA devraient êàc ·du type li- alora : ai une telle aituatioo ou événement le produit 
alon, telle ct telle actioo cat dcclanchée par le IYstème. 
During the seventeenth century, the idea arose of converting thought into a 
formaI notation and using a calculating device to carry out the reasoning 
operation. In 1650, the English philosopher Thomas Hobbes proposed the idea 
that thinking is a role based computational process, analogous to arithmetic. 
Gotûried Wilhelm Leibnitz (164~1716) de scribes his book De Arte 
Combinatoria (1666) as containing " a general method in which all truths would 
be reduced to a kind of calculation." Much Later, in 1854, George Boole 
published An Investigation 01 the Laws 01 Thoughl on which are Fonded the 
Mathematiea/ Theories ol/ogie And Probabilites. ( ... ) 
The dream of devising a formai system that could be a basis for all reasoning 
seemed to be almost at band with the publication of Russell and Whitehead's 
Principia Mathematica (1910 -1913) The codification of logic and the 
reduction of significant portions of mathematics to the language of logic 
appeared to provide the means by which people (or machines could do 
mathematics without having to understand what was actually hapening; It would 
be sufficient to manipulate the symbols according to permissible logical 
transformations 157. 
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La conception mécanique de l'esprit a comme base le succès de la physique moderne et 
l'introduction des mathématiques comme moyen de représentation; l'idée d'une pensée 
mécanique apparaît avec T. Hobbes, passant par les idées de Leibniz et George Boole et 
elle continue a être développée jusqu'à Turing et au sein de la recherche sur les machines 
intelligentes: 
L'appel à des règles est en rapport avec la conception mécaniste et physique selon 
laquelle l'esprit est un mécanisme de calcul. Le mécanisme, ou l'idée de la pensée 
mécanique, est défendu à l'heure actuelle par des thèses beaucoup plus sophistiquées que 
celles des philosophes modernes Hobbes et Leibniz. 
Avec le développement du calcul mécanique, l'hypothèse mécaniste selon laquelle nos 
raisonnements sont une espèce de calcul suscitera plus tard l'idée que certains calculs 
produits par l'esprit humain peuvent être reproduit par d'autres systèmes formels 
mécaniques tels que les ordinateursl58. 
Turing a suggéré qu'une machine peut, dès que convenablement programmée, 
présenter les mêmes performances que l'esprit. Turing fait partie à la fois de l'histoire du 
calcul et de l'histoire de l'lA. Ses travaux pendant la Seconde Guerre mondiale ont été d'une 
certaine façon théoriquement importants pour la recherche sur les premiers ordinateurs 
157 M. A. Fischia- and O. Firschein,/lIlelligellCe: Tite Eye, tlte Brain, and tlte Comp/IUr, Addison-Wesley Publishing Co, 
Mus. ,1987, p.15. 
158 Cf. J. Haugeland, ArtificÛJlI"telligellCe: The Very ldea, Bradford Book, MIT Press,1985. Nous nous inspirons du 
chapitre 1 de cet ouvrage pp. 14-45. 
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électroniques159 A l'époque de Turing, il existait une croyance générale que tout type de 
comportement guidé par des règles pourrait être étudié mathématiquement; cette idée 
d'inspiration mécaniste était adoptée en Cybernetique et par le Behaviorisme. Le 
comportement intelligent, conçu comme comportement guidé par des règles devra être 
compris et formalisé par des procédures effectives calculables ou pouvant être traitées par 
un ordinateur. 
Les discussions mathématiques menées par Turing dans les années 1930 sont 
importantes pour la prise de conscience du potentiel réel du calcul mécanique. L'évolution 
de ses réflexions sur ce problème, ajoutée aux perspectives ouvertes par la cybernétique 
dans les années 1940 et 1950 vont anticiper les premières spéculations, après Descartes, sur 
les possibilités de l'intelligence des machines. 
Nous pouvons dire que les travaux de Turing de 1950 et l'autre "Intelligent Machinery 
"160 de 1947, suivis des recherches de McCulloch - W. Pius et de Frank Rosenblat 
constituent les premièrs travaux qui portent déjà sur l'Intelligence Artificielle. On voit dans 
les travaux de ces chercheurs deux orientations de la recherche en lA: les approches 
ascendante et descendante que nous avons mentionnées. 
Turing a démontré plusieurs théorèmes généraux sur les capacités logiques de sa 
machine. C'est l'une des premières fois que quelqu'un montre, après C. Babbage, et Ada 
Lovelace, l'importance et les fondements d'une machine programmable. Un autre aspect 
important des travaux de Turing, c'est son caractère anticipatoire. Dans les années 1940 et 
1950 Turing discute, par le biais de discussions logico-mathématiques, des capacités et 
limitations du calcul mécanique à produire des résultats proches de ceux exigeant de 
l'intelligence humaine. 
159 L'idée de programme ltocké en mémoire de Von Neumann, est inspirée de la notion de MachÏlle Universelle de 
Twing. Les ordinateurs peuvent être considérés conune étant la réalisation majeur de l'histoire du calcul mécanique. Ils 
IOnt des machines universelles de la même façon que les machines univc:nelles de Turing. Cependant ils ne sont pas 
corrune ces dernières des machines abstraites. Le fait que les ordinateurs digitaux représentent la réalisation concrète de 
ces machines abstraites, nous pamet de lransfoIrnCl" des théories abstraites lur l'esprit et sur le langage en progranunes 
pour ordinateur et testa' ces théories. Les propriétés des machines réelles dérivent en partie des théories abstraites: les 
machines univc:nelles de Turing. Conune celles là, l'ordinateur digital est capable d'exécuta' toute sorte de progranunes et 
prendre pour modèle n'importe quelau1re machine à états discrets. En tant qu'équivalents aux machines univc:nelles de 
Turing les ordinateurs digitaux sont importants pour l'lA aussi bien du point de vue théorique que du point de vue 
pratique. Il n'est pas nécessaire d'inventa' d 'autres machines pour exécuta' des procédures nouvelles de calcul. Une seule 
machine Univc:nelle ou ordinateur digital (dès que convenablement programmé) est capable d'exécuta' n'importe quelle 
procédure de calcul ou programme. 
160 A. Turing, "Intelligent Machinery", report to the National Physical Laboratory, 1947. Cf. J.G. Ganascia, op. cil . • p. 
20. Dans ce travail nous trouvons un très bon exposé sur les articles de Turing mentionnés. 
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2.1- Le calcul mécaniQue. mécanisme et anti-mécanisme 
Avant les discussions suscitées parTuring sur les possibilités du calcul mécanique, des 
mathématiciens comme Kurt GOdel (1931) et Alonza Church (1936) avaient déjà publié 
des articles impottants sur les limitations et capacités des systèmes fonnels. Le premier a 
établi l'indécidabilité de certaines propositions de la théorie élémentaire de nombres le 
second a montré l'insolubilité (insolvability) de certains problèmes de cette même théorie. 
Au début du XXème siècle on croyait que la mécanisation du calcul était possible. 
Pour le cercle de mathématiciens inspirés des projets de Hilbert, il était possible de 
démontrer l'absence de contradiction de la mathématique. Selon les écoles mathématiques 
non intuitionnistes, étant donné un ensemble d'axiomes et les règles de déduction, on 
pouvait créer de nouvelles mathématiques non contradictoires. Pour arriver à cela on 
devrait 1) aboutir à une fonnalisation complète de la mathématique au moyens de 
symboles161 (sans contenu), capables d'être manipulés mécaniquement. 2) Démontrer que 
l'utilisation des règles de déduction ne conduirait jamais à une contradiction fonnelle de la 
mathématique 162 • 
Selon ce courante mécaniste, les mathématiques devraient être consistantes et 
-complètes. Deux théoremes produits à l'intérieur de tels mathématiqueS ne pourraient 
jamais se contredire. Toutefois, le mathématicien Kurt OMel met en question un tel projet 
mécaniste: 
This expectation was desttoyed in 1931 by Kurt GOdeI who showed that there 
are true statements in ma1hematics that a consistent formaI system will not 
produce, i.e. , that it is impossible to alter the foundations of mathematics to 
exclude unprovable propositions. GOdel showed how to produce a true 
statemen1, S that could DOt be proved by a consistent system, F, using a set of 
axioms and a poof procedure. He did this by showing that ü S could be proved, 
then a conttadiction would arise. Fis therefore "incomplete" since it does nol 
produce aU truc .lalements 163. 
161 Toutes les op&atiooa lUI' des Iymbolea pouraicnt être v&ifiéca mécaniquement sans riaquc d'c:m:ur, car cllca ICDÎCD 
béa precises. 
162 Pour une deac:riptiOll JRCÎIC du pogrammc de D .. Hilbert pour le fondament dcfmitif de la malbématiquc et lUI' 
GOdel. voir J. Ladriàe. Lu limilatiotu ÙIUntu du /ormolimtu, Gautica'-Villars, Paris, 1957, 7lSp. 
163 M. A. Fischl~, et O. Firac::bein, 11lJeUigettCe: Tite Eye, lM B,aùt, and the Complllu. Mua. , Addiloo-Wealey 
Pubüabing Co, Mua. ,1987, p.43. 
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GOdel affinne que si l'arithmétique est non contradictoire, elle ne peut être complète. 
L'incomplétude de l'arithmétique montre, selon GOdel, qu'en tant que système fonnel, elle a 
des fonnules qui ne sont ni démontrables ni réfutables. 
Pour GOdel, l'arithmétique est incomplète. Son théorème d'incomplètude dit que pour 
tout système fonnel qui contient l'arithmétique, ce système a des propriétés qui ne peuvent 
être démontrées en n'utilisant que des règles internes au système. Ce système est 
indécidable, car on ne peut décider ce qui est vrai et ce qui est faux en restant à l'intérieur 
du système. Les théorèmes du système en question ne peuvent pas être démontrés avec les 
seuls moyens disponibles dans le système. Voyons comment ce problème se présente de 
façon intuitive: 
Le théorème de GOdel affIrme que dans tout système cohérent assez 
performant pour produire de l'arithmétique simple, il y a des formules qui ne 
peuvent pas être prouvées~-le système, mais que nous pouvons poser comme 
vraies. Nous considérons essentiellement la formule qui dit, en effet, «Cette 
formule est improuvable-dans-le-système». Si cette formule était prouvable-
dans-le-système, nous aurions une contradiction: car si on pouvait lui administrer 
une preuve à l'intérieur du système, alors elle ne serait pas indémonstrable-dans-
le-système; ainsi « Cette formule est improuvable~-le système» serait faux; 
de même si elle était prouvable~-le-système, alors elle ne serait pas fausse, 
mais vraie, puisque dans tout système logique rien de faux ne peut être prouvé-
dans-le-système, si ce n'est des vérités. Ainsi la formule « Cene formule est 
improuvable-dans-le-système» n'est pas prouvable-daru-le système, mais 
improuvable-dans-le-système. De plus, si l'énoncé «Cette formule est 
improuvable~-le-système» est lui-même indémontrable à l'intérieur de ce 
dernier, alors il est vrai que cene formule est improuvable-dans-le système, c'est-
à-dire que l'énoncé précédent est vrail64. 
Ce que dit la citation en haut peut être exemplifié autrement, lors de l'analyse des 
paradoxes sémantiques, tels que le paradoxe du menteur. Prenons l'énoncé ci-dessous. 
Cet énoncé est un mensonge 
Appelons l'énoncé ci-dessus de E. On conclut à propos de E que, si E est vrai, E est 
faux, et que si E est faux, alors E est vrai. Cette aspect indécidable de l'énoncé E est 
analysée dans la perspective de GOdeI de la façon suivante: 
E: Cet énoncé n'est pas démontrable 
Si E est démontré, E n'est pas vrai, le système fonnel vient de produire une fausseté. 
Mais si E n'est pas démontré, alors nous avons un énoncé qui est vrai, mais qui n'est pas 
démontré dans le système et ainsi le système fonnel devient incomplet 
164 A. R. AndCllOD, Peu« et IfIQCJùIte. Ed. du Champ vaUoo. 1983, pp. 81-82. Traduit de l'amcric:ain par Patriœ 
BIauclIard, MindJ tmd MaeJùnu, Ptcu~HallIDc. ,1964. 
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L'énoncé ci-dessus permet d'illustrer un aspect important du Ûléorème de GMel, à 
savoir que, tout système fonnel ayant la prétention d'affmner quelque chose sur le plan 
logique est confronté fatalement à deux problèmes, l'incomplétude et l'indécidabilité, 
lesquels peuvent nous amener soit à la démonstration de la validité des choses fausses, soit 
à l'impossibilité de démontrer certaines choses vraies à l'intérieur d'un système fonnel 
Les conclusions de Gôdel sur l'incomplétude de l'ariÛlmétique eurent une répercussion 
Ûléorique importante sur les Ûlèses en lA et surtout sur les modèles computationnel de 
l'esprit. 
Les travaux de Godel sur l'incomplétude de l'ariÛlmétique mettent en relief les limites 
des systèmes fonnels. Ses résultats rigoureux dans le domaine de la logique mathématique 
sont utilisés pour montrer que l'esprit humain n'est pas un mécanisme de calcul. Les 
limitations des systèmes fonnels découvertes par GMel inspirent plusieurs auteurs, comme 
J.R. Lucas qui emploient ses démonstrations mathematiques pour critiquer l'lA par la voie 
fonnelle montrant que (l)aucune machine ou système computationnel ne peut servir de 
modèle adéquat de l'esprit humain et que (2) l'esprit humain est fondamentalement distinct 
des opérations fonnelles de tout système déterministe. Les critiques basées sur ces deux 
arguments ont déclenché plusieurs discussions à l'intérieur de l'lA et de la philosophie de 
l'esprit 165. 
L'indécidabilité de certaines propositions et l'insolubilité de certains problèmes de la 
Ûléorie élémentaire des nombres analysée par Gôdel et Church ont probablement influencé 
Turing qui a fait lui aussi des analyses sur l'indécidabilité analogues aux travaux de ces 
deux derniers auteurs en même temps qu'il discutait,à partir de l'idée de "machine de 
Turing"I66, les capacités du calcul mécanique. 
Avec ses discussions sur le calcul mécanique, Turing veut comprendre ce qu'est une 
procédure mécanique de calcul (effective procédure). 167 et ses limites. Autrement dit, quel 
165 Cf. J. R. Lucaa, "MiDda Machinca aud GOdel", Ut Plùlœoplry n'36, 1961, 112-127. Ce travail. été publié auui dana 
ADdcnon, A. R. , MiNJ.I tIIId MoclùllU, Prcnticc--Halllnc. ,1964. qui rassemble plusieurs articlel importants lUI' lei 
dUculÀOnS à propoI dca pouibililéa fonnellea dca machinca pour la duplications des capacitéa de l'œpriL 
166 La machine de Turing CIl une maclUDc ahltrairc à é&alI fini&, CCIt-à-din:. elle est lujcue à un aombre fini de règles qui 
foot que à chaque pu d'un calcul ccue maclUDc utiliIc une quantité finie de mémoire. (ccp:ndant la c:ç.citi de mémo~ 
CIl potcDtiellemcut infininic) La machine de Turing collllitue une bue th60rique importante poUl' la compI'ébeuaioo du 
trailcmcnt de l'informatioo pu nœ ordinatcura lICtucla. El1c. été trèa imponanrc pour lca pranien pu de l'informatique 
car elle • pennia de faire de aombreuaca coojcctuRa aur Iea limitca dea procédures effcctivca de calcul ct lUI' la capacité 
formdlc des machinca t6ellca: "In the Turing machine the tcductioo of • process to c1emcutary opaatiooa ia carricd 10 ita 
limit. Even a simple opcntioo luch u addition ia broken down into • chain of far simp1er opcntiooa. Thia increuca the 
nUJJlbc:z of steps in the COmpUtationl canicd out by the machine, but aimplifies the logical ItrUcturc for thcoretical 
invc:atigations." (M.A. Fiachler ct o. FirJchcin.op. ciL , p. 42.). 
167 Une procedure effective CIl un cnacmble de règlca formcllca qui pennct à un système formel d' e.xceuta" pu à pu 
c::ataines opérationa. Lca programmea algorithimiquea, pu exemple, constituent un bon exemple de cc qu'est une 
procédure effective. 
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est le statut d'un algorithmel68 pour le calcul mécanique. Un de ses objectifs est d'établir 
une notion intuitive de calculabilitél69• 
La notion de "machine de Turing" et la notion intuitive de calculabilité170 constituent 
des moyens théoriques qui permettent à Turing d'arriver à des résultats intuitifs 
d'indécidabilité analogues à ceux de Godel. De tels résultats peuvent être exprimés par la 
thèse selon laquelle nous ne sommes pas en mesure de savoir, parmi les calculs ou 
algorithmes qui dépassent les capacités finies de toute machine de Turing, quels calculs ou 
algorithmes sont susceptibles d'amener à un résultat 171. Selon Turing, aucune procédure 
effective ne peut pennettre de décider si un calcul peut ou non amener à un résultat dans un 
nombre fmi d'étapes. Nous ne pouvons pas décider par des moyens algorithmiques quels 
calculs peuvent finir par l'obtention d'un résultat et lesquels peuvent continuer indéfiniment 
sans parvenir à une résolution. 
Les analyses de Turing montrent qu'une machine qui opère formellement sur des 
règles logiques a des limites d'ordre théorique; il y a certaines tâches fonnelles qu'aucune 
machine de Turing ou ordinateur ne peut résoudre. 
Les résultats négatifs obtenus par Turing à partir de la notion de "machine de Turing," 
sert à discuter les limitations du calcul mécanique, mais Turing met l'accent plutôt sur les 
capacités des algorithmes que sur les limitations du calcul mécanique. Si d'un côté Turing 
emploie les machines de Turing pour discuter les limitations formelles des algorithmes, de 
l'autre côté, avec le modèle mécaniste de la machine universel de Turing, il montre le 
pouvoir des programmes à simuler toute autre système formel. Le modèle de la machine de 
Turing est utilisé par les théories fonctionnalistes qui supposent que l'esprit résulte d'une 
manipulation complexe de symboles. Ce modèle mécaniste qui associe la pensée à un 
système fonnel capable d'opérer des manipulations de symboles est bien exprimé dans le 
passage qui suit: 
Suppose that the highest level brain processes ta which human cooscious and 
unconscious thoughts/symbol manipulations are reducible are algorithmic and 
168 UD algorithme CIl par défmitioo UDC lUite fiDje d'ordre de traDJformations à éffcctucr &ur ciel aymbole:. diaaeta. 
Autrement dit, il CIt UDC auite fiDje d'pécatiooa élémeDtaiIea effectués par une machine rèel ou ablttaitc &ur ciel aymbolea. 
En tant que shéma de c:alcul. l'agorithme doit (1Cloa la DOtioo intitive de wculabilité) pcnncIrC d'.mvCl' à un réaultat. 
169 Cene DOtiOO CIt défmic eu tcnnca de fooctioo cak:ulabIc. C'CIt-à-diIe. une fonctioo qui peut 8àe évaluée au de:. moyeu 
d'algorUhimes fmia. 
170 Seloo la DOtioo intuitive de wculabilité tout algorithme doit arnCDCI' à un résultat. Le problème de la DOtioo intuitive 
de cak:ulabilité, comme TuriDg a bicD n:muqué, CIt que DOIII DC pouVOllB pas décidCl' pour lea algorithmea qua CltccedeDt 
DOIII reuourcc:a de mémoire et de tcmpIleaquela peuVCllt uéamoÎDI mcDCI' a une solutioo eu un uombre fiDnie d'étapea. 
Noua DC poUVODI pu BOO plus garantir qu'un tel algorithme CIt prcciI et complèt. 
171 Même si la maclûDe de TuriDg CIt défmic par un uombre fini de règlea et utilise de:. quautitéea de mérnoite finit.c:a cllc 
a UDC capacité de mémoire ilimitée et CIt comme DOIII avOGI déjà n:muqué potentiellemcut iDfmic. 
that these brain p-0cesse5 are really produced by precise, finite, deterministic 
recipes somehow "wet-vired" in10 the human brain. Then human cognition is 
simulalable by Turing machines. Hence. any limitative results about Turing-
machine computations apply to humans 100, and perfect computer modeling of 
human cognition is, in principle, possible. This forro of mechanism is a principal 
assumption of modem cognitive science and implies that artificial intelligence 
can in principle, do anything nalJUal intelligence canl72• 
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Pour Turing les capacités des machines à reproduire des comportements intelligents 
sont dûes au potentiel du calcul mécanique. n met l'accent (avant même la naissance de 
l'informatique) sur le logiciel, software par rapport au matériel, hardware173, comme la 
base à la production des sorties (outputs) semblables à celles produites par un cerveau 
humain. 
L'idée de Turing selon laquelle les capacités d'une machine à reproduire les 
comportements intelligents dépendent de ses propriétés formelles, plutÔt que de ses 
propriétés en tant que système matériel, aura une influence importante sur les théories de 
l'esprit de caractère fonctionnaliste. Les discussions de Turing sur le calcul mécanique 
conduisent à la conclusion fonctionnaliste que tout système formel (cerveau ou ordinateur) 
serait une instantiation d'une machine de Turing. De la même façon que les 
fonctionnalistes, ce mathématicien comprend que ce n'est pas le caractère fini des machines 
qui limite leur potentiel ni la quantité de machinerie. 
Nous allons voir dans la section qui suit comment les théories sur l'esprit inspirées des 
théories sur le calcul mécanique de Turing se développent jusqu'à l'idée (quelquesfois 
fondamentale pour les thèses en lA) selon laquelle les états mentaux sont considérés 
comme des fonctions abstraites indépendantes des caractéristiques physiques du système 
qui les réalisent. 
3- Les théories sur l'es.prit et l'Intelligence Artificielle 
Les théories sur l'esprit représentent un autre point important qui nous aide à 
comprendre les rapports entre les préoccupations des philosophes et de ceux qui travaillent 
dans le domaine de 11A. Les discussions sur le rapport entre le corps et l'esprit font partie 
172 J. Case, ill S.C. Shapiro Cl D. Ecboth. &u:yclopedUJ of tlTiftciolllllelligence, J. Wiley Cl I0OI, Ine. USA. 1987. 
p.lllS. 
173 Cf. A.Turing. ·Computing Machincry and Intelligencc· MiNl. S9, 1959, p.343-469. (Rcédilion par R. AndCDOO. 
MiNh tIIId Machùt.u, BogJcwood Cliff., Prcnlicc lWl N. J. ,1964, pp. 4-30 ) Dans cCl article., Turing tmfon:e ridée lCloo 
laquelle les canu:tériatiquea formcllCl du I)'ltèmc IODt fondamentalCi pour qu'il arriver l avoir un comportement 
cooaidéré comme inlclligenL 
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des problèmes traditionnels de la philosophie. L'lA fait partie de tradition scientifique et 
philosophique et elle ne peut pas bâtir son projet de conception de machines intelligentes 
sans avoir touché à ce problème. Nous allons donner un bref aperçu de la question afin de 
montrer que certaines théories philosophiques sur l'esprit sont en rapport avec certaines 
conceptions importantes en lA. 
Nous allons parcourir maintenant plusieurs théories sur l'esprit afm de montrer que 
certaines d'entre elles sont liées à la tradition représentationnaliste et sont à la base de 
certaines conceptions en lA. Pour montrer cela nous allons voir, dans la tradition 
philosophique comment des théories sur le rapport entre le corps et l'esprit se développent 
jusqu'à l'apparition d'une théorie computationnelle de l'esprit, le fonctionalisme qui 
constitue actuellement le rapport le plus étroit entre la philosophie et l'lA. 
Avec Galilée et Descartes s'initie tout un mouvement intellectuel basé sur le calcul qui 
donnera complète autonomie aux sciences de la nature; l'univers et le mouvement en 
viendront à être expliqués par des moyens formels à la disposition de l'homme moderne. n 
est important de remarquer que ces faits ont eu une influence importante sur les modèles de 
réprésentation de la nature et de la pensée par la suite. Cela a été fondamental, comme 
l'affirme Haugeland, pour la conception de "esprit" en Occidentl74• 
La tradition philosophique représentationnaliste ne fournit pas une conception 
univoque sur l'esprit; quelques philosophes identifient l'esprit à une substance immatérielle, 
d'autres préfèrent dire que l'esprit n'est qu'un élément du monde physique comme un livre 
ou une chaise. n y a toutefois deux grandes voies théoriques sur l'esprit qui constituent les 
orientations suivies par plusieurs philosophes. n s'agit des théories de caractère dualistes et 
des théories de caractère matérialiste. 
3.1- Le Dualisme et l'Intelligence Artificielle 
Les théories dualistes 
Le dualisme est une philosophie de l'esprit qui comprend celui-ci comme une 
substance immatérielle. Les théories dualistes dérivent en général de la philosophie de 
Descartes, laquelle est axée sur l'idée qu'on peut représenter presque tout de façon 
mathématique. Selon Descartes, en utilisant des moyens formels nous pouvons avoir une 
174 J. Haugeland. "The Sap of the Modem Mind". op.cil . • pp.1S-4S. 
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compréhension de la nature assez objective. Cependant, le philosophe français lie encore la 
science et la religion, la métaphysique et la physique. n attribue pour cette raison un statut 
religieux à l'esprit et considére la matière comme quelque chose de complètement différent 
de l'âme. 
Pour Descartes, l'esprit est par nature constitué de pensées, croyances, désirs, etc. , 
lesquels seraient soumis aux règles de la raison. L'univers physique, par contre, est 
constitué de corps, d'objets et de mécanismes physiques régis par des lois de la nature. Le 
dualisme cartésien a créé une opposition conceptuelle entre l'esprit et le corps. Descartes 
croit cependant que le corps et l'esprit entretiennent un rapport pntologique, qu'ils sont unis 
par une interaction .. 
Pour Descartes les rapports entre le corps et l'esprit sont interactifs à la manière d'un 
système causal bien réglé où les événements mentaux interagissent avec les événements 
physiques, et vice versa. Nous constatons immédiatement qu'il est diffIcile de soutenir un 
dualisme de ce type et d'admettre en même temps l'existence d'interactions causales entre 
l'esprit et le corps. La difficulté serait d'expliquer comment le non-étendue peut demeurer 
dans un corps étendu et y agir de façon causale. Nous ne pouvons pas décrire l'esprit en 
termes physiques, car il ne possède pas de masse, ni une taille ou une forme, pas plus que 
nous ne pouvons décrire le corps en termes d'événements mentaux. Enfm, le dualisme ne 
peut pas rendre compte de l'interaction causale entre l'esprit et le corps, car il n'explique pas 
de façon plausible comment l'esprit, étant immatériel, peut exercer une causalité physique 
sur le corps sans violer les lois de conservation de la matière et de la quantité de 
mouvement. 
Le réprésentationnalisme cartésien est à la base de l'lA. Cependant, le dualisme de 
Descartes est incompatible avec certaines thèses de l'lA. Pour Descartes, les machines 
étaient dépourvues de raisonnement et d'esprit n dit que même si une machine réussissait à 
dire des mots et à manipuler des symboles répondant à des questions, cela ne prouverait 
jamais qu'elles est douée d'un esprit car elle n'aurait pas vraiment la maîtrise du langage 
dans son acception humainel7S• Le dualisme d'une manière générale ne fournit pas une 
explication correcte sur les rapports causaux entre l'esprit et la matière. En tant que 
philosophie de l'esprit, appliquée aux études cognitives et à l'lA, les différents types de 
dualismes se révèlent inadéquats, car il demeurent incompatibles avec les méthodes 
17S n y • entre la pen. de Dcacartca ct l'lA un point en commun. La pensée pour celui-là n'cal pu une aimple 
manipulation de .ymbolca, maïa une manipulation rationnelle de .ymboles matérialiaée ca fonne de langage. Un 
programme d'ordinateur CIl une procédure fonncllc qui permet une manipulation de .ymbolca ct il CIl 6crit caiangage de 
programmation (haut niveau) qui devient de plut ca plut proche du langage naturel. 
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scientifiques et les théories employées dans ces domaines. En résumé, l'lA est incompatible 
avec toute théorie de l'esprit dualiste. 
3.2- Les théories matérialistes sur l'esprit et l'Intelligence Artificielle 
Le behaviorisme 
Le behaviorisme est un courant matérialiste en psychologie, qui a essayé de faire de la 
psychologie une "science de la nature". Pour J. Watson, (1878-1958) les états mentaux ne 
constituent pas des données observables objectifs; ils sont considérés plutÔt comme une 
conséquence fortuite ou une espèce du sous-produit de la matière. 
Le behaviorisme strict des premiers psychologues du comportement, prend une 
position nettement radicale sur l'esprit finissant par éliminer des théories psychologiques 
tout appel à la causalité mentale. D'une manière générale, le défaut de cette perspective 
béhavioriste radicale consiste à réduire l'esprit, ou mieux, la pensée, à une analyse en 
termes de conditionnement et d'apprentissage, en essayant de l'expliquer toujours en tennes 
de stimuli de l'environnement et des réponses à de tels stimuli en termes de comportement 
observable.(S-R): 
Le béhavioriste radical prétend que mieux les psychologues comprendront les 
relations entre stimulus et réponses. plus vite ils abandonneront toute idée de 
causalité mentale pour expliquer le comportement176. 
Les expériences en physiologie, en psychiatrie et en psychologie, entre autres, mettent 
en jeux les positions matérialistes qui nient le pouvoir causal de l'esprit. Les rapports entre 
le corps et l'esprit en viennent à être reconsidérés d'un point de vue scientifique. Dans 
plusieurs travaux, les chercheurs montrent que les événements mentaux jouent un rÔle 
important sur l'organisme. Par exemple, on a montré que, en général, des états mentaux 
comme des peurs, craintes, haines, angoisses ont des effets tels que des ulcères ou d'autres 
troubles physiques qui affectent notre fonctionnement physiologique. 
En particulier, dans le cas du comportement humain, les théories 
psychologiques conformes aux principes méthodologiques du béhaviorisme 
176 J. Fodor, "Le ~ ct l'esprit", POlIT ÜJ ICÏDtce, mai, 1981, nI 43, p. 79. 
radical se sont révélées très souvent stériles; on pouvait s'y attendre si les 
processus mentaux sont véritablement présen1s et causaleme:nt efficaces 1 n . 
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Le béhaviorisme strict s'écroule en tant que théorie de l'esprit dans un moment où les 
discussions sur le langage menées en philosophie et en psycho-linguistique, inspirées des 
travaux de Chomsky, proposent des nouvelles approches sur la question de l'esprit Tout 
cela se passe, dans les milieux universitaires de la fin des années 1950 et 1960, à une 
époque où les discussions sur le langage et sur la théorie de l'information sont très 
répandues et colncident également avec le développement de l'infonnatique et l'apparition 
de l'lA. 
Des théories béhavioristes assouplies telles que, le béhaviorisme logique ainsi que la 
théorie de la réduction neurophysiologique appelée "théorie de l'identité" sont alors 
proposées pour faire face aux difficultés et limitations théoriques du béhaviorisme. 
Le behaviorisme logique 
Le béhaviorisme logique s'intéresse au caractère sémantique des représentations 
mentales. Ce courant caractériserait, par exemple, des conceptions sémantiques comme 
celles de G. Ryle (1900-1976). Ce dernier analyse les événements mentaux en termes 
d'énoncés d'observation. 
Le point de vue philosophique de Ryle sur l'esprit abolit tout appel à des antécédents 
mentaux comme base de la description du comportement Pour le béhaviorisme logique, il 
ne faut pas non plus croire à la causalité du mental. Les propriétés mental~s sont définies 
par des relations logiques interprétées. J. Fodor montre dans le passage qui suit, comment 
ce courant philosophique analyse la signification des représentations mentales: 
ln Idem. 
L'idée fondamentale est qu'attribuer un état mental (par exemple la soif) l un 
organisme revient l dire que cl'organisme est disposé à se comporter d'une 
certaine façon (par exemple l boire j'il a de l'eau l sa disposition)>>. De ce point 
de we, toute propositioo mentale a la même signification qu'un énoncé du type 
csi... alors ... » (que 1'00 nomme relatioo conditionnelle du comportement) et qui 
exprime une dispositioo l agir. Par exemple, c Durand a soif» est équivalent l 
l'énoncé conditionnel cs'il avait de l'eau l sa disposition, alors Durand en 
boirait». Par défmition. une relation conditionnelle du comportement n'inclut 
aucune représentation mentale. La clause «si» de l'énonce de la relation ne se 
réfère qu'au stimulus et la clause calors» ne concerne que la réponse 
comportementale. Stimuli et réponses étant des manifestations physiques( ... )178. 
178 Idem., pp. 79-80. 
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Pour le béhaviorisme logique les faits mentaux sont réduits à des actions explicitées 
par des énoncés du langage naturel qui décrivent le corps d'un sujet, ces états physiques, 
ses dispositions à agir, aussi bien que les événements qui affectent son corps ou ce qui se 
passe à l'intérieur de celui~. On n'a pas besoin, ainsi, des énoncés mentalistes pour parler 
des événements mentaux. Ryle analyse les énoncés mentalistes en termes dispositionnels. 
n adopte une position proche du béhaviorisme radical, dans le sens où ces deux 
approches ne confèrent aucune importance à la causalité mentale179• Selon Ryle, 
l'opposition corps-esprit n'est qu'un pseudo-problème dû à un mauvais usage du langage 
naturel. Nous ne nous apercevons pas que nous décrivons les événements mentaux et les 
événements physiques en appliquant à ces événements des mots comme s'ils appartenaient 
aux mêmes catégories logiques. Cela constitue une erreur de catégorie, car les termes 
appliqués aux faits mentaux sont d'une espèce tout à fait différente de ceux appliqués aux 
objets physiquesl80• 
Enfin pour Ryle les événements mentaux n'ont pas d'existence réelle, ils ne sont qu'une 
façon de parler. Le béhaviorisme logique ne semble pas proposer de solutions sur les 
rapports entre le corps et l'esprit qui soient compatibles avec les recherches de l'lA. 
1& monisme 
n y a, à l'intérieur de la philosophie de l'esprit, des théories qui mettent en doute les 
distinctions entre le physique et le mental. Ces théories affIrment que tout ce qu'il y a est 
composé d'une seule substance;nous parlons des monismes. Pour le moniste l'opposition 
corps-esprit n'existe pas, car il n'y a qu'une seule substance. Les monistes idéalistes 181 
disent que cette substance est l'esprit ou les idées; pour les monistes matérialistes, la réalité 
ultime est la matière182• 
179 Idem. p.81. 
180 Cf. G. Ryle. lA IIOIÏOft d'esprit. POlIT IUle critiqw du COIfCepU lfteIIÛJIU., (traduit de l'anglaia Tile COIfCept of Mûtd pC' 
S. Stcm-Gillet) Payot, Paria, 1978, p. 11-24. 
181 Le monisme idéaliatc a été beaucoup affaibli à partir dei découvcrtea ct recherches CD chimie, CD phyaiologic ct ca 
DCUrologie du XIXe .iècle. A cc moment, a événements mentaux CD viennent à être expliqués en tcnncI pun:mcnt 
phy~himiques ct DCUl'ooawt, ct fun:at cooaidécéa comme des phéDomènes biologiques comme n'importe quel autre 
phénomène. Le mooiame idéaliste est bora de circulatioo ca philosophie de l'esprit de lOrte qu'OIl auoc:ic toujours le 
mooillDC au matérialiamc. 
182 Le poblèmc du rapport catre le CXlIJ» ct l'caprit est mis de côté dans une perspective matéria1iatc plus udK:aJc. n n'CIl 
pu pouiblc pour Jca matéria1iatca. qu'eXÎltcllt des inlel'actiooa c:auaalca entre l'esprit ct le corpa. n y .. par coolie, des 
matérialistes comme Searle qui n:vendiqucat la pouibilité d'un rapport de causalité entre le CXlIJ» ct l'eapriL Cette 
int.cnctioo repoaczait sur une lIb'UCtIIIe de bue phYliquc . Searle propose. comme nous allooa le voir dans la fin du pRacnt 
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La théorie de la réduction neurophysiologique ou théorie de l'identité est une sorte de 
monisme qui considère les événements, les états et les processus mentaux comme 
identiques à des événements neurophysiologiques. La causalité mentale est réduite à la 
causalité physique par cette théorie. 
La théorie de l'identité, au contraire du behaviorisme logique, n'est pas une théorie 
sémantique. Elle vise à rendre compte, de façon purement matérialiste, de la causalité des 
événements mentaux. Dans cette perspective, les événements, états et processus mentaux, 
comme "avoir peur", "croire aux droits de l'homme", sont des états neurophysiologiques du 
cerveau et c'est justement cela qui permet aux événements mentaux d'avoir des propriétés 
causales183• 
Selon la théorie de l'identité il est possible d'analyser objectivement les phénomènes 
mentaux, car nos représentations mentales se réfèrent à des états physiques. n est possible 
alors de comprendre l'esprit à partir de ses manifestations neurophysiologiques. La théorie 
de l'identité n'a pas un caractère sémantique, dans le sens où elle ne s'intéresse pas aux 
contenus de ce que les phénomènes mentaux représentent. Pour la théorie d'identité il ne 
s'agit pas d'expliquer les états intentionnels, mais les phénomènes neurophysiologiques qui 
correspondent à ces états dans la structure du cerveau. 
La théorie de l'identité peut avoir deux aspects théoriques distincts, à savoir: le 
physicalisme événementiel, et le physicalisme syntaxique.Ces deux perspectives 
représentent deux points de vue opposés sur l'esprit, lesquels sont en rapport avec l'IA:"Le 
physicalisme syntaxique ou structurel refuse aux machines la possibilité logique d'avoir des 
propriétés mentales, tandis que le physicalisme événementiel est favorable à la possibilité 
logique d'une théorisation dans ce sens"l84. 
Nous ne pouvons pas discuter ici la portée épistémologique du physicalisme 
syntaxique ni du physicalisme événementiel; cependant il serait intéressant de les 
différencier, et de voir dans quel sens ces deux points de vue de la théorie de l'identité 
pourraient avoir quelque chose à dire sur la recherche sur des machines intelligentes. 
Le physicalisme événementiel est la théorie de l'identité qui s'intéresse aux états 
mentaux individués (par exemple, la peur qu'a X des serpents). Selon cette théorie, les états 
mentaux se réduisent à des propriétés neurophysiologiques. La notion d'identité du 
travail, un genre de tb6aric d'idc:atili qui VÎIe à éviter ka problèmca du physicalisme Cl du mentaliame dans l'analyae dca 
rapporta entre le ~ et l'esprit. 
183 Ceuc position cal proche de la pœitioo moniste de J. Searle qui DOUS allons discuter dans le dernière c:hapille de ce 
travail 
184 Cf. J. Fodor, op. cil. , p. 82. 
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physicalisme événementiel n'est qu'une nécessité logique: être dans un état mental donné 
est logiquement identique à être dans un état physiologique donné. Le fait que le 
physicalisme événementiel admet une identité logique entre les états mentaux et les états 
physiques lui pennet aussi d'identifier logiquement les états d'une machine à des propriétés 
neurophysiologiques du cerveau. 
Ainsi le physicalisme événementiel ne rejette pas la possibilité d'existence de machines 
intelligentes. Cela pour des raisons logiquesl85• L'approche symbolique ascendante de l'IA 
semble être entièrement compatible avec la théorie événementielle. 
Le physicalisme syntaxique ou structurel est la théorie de l'identité qui s'intéresse aux 
propriétés générales de la vie mentale (par exemple, avoir peur d'animaux). Cette approche 
de l'esprit affinne la possibilité d'existence des états mentaux uniquement en tant qu'états 
neurophysiologiques. 
Le physicalisme syntaxique considère que l'identité entre le physique et le mental ne se 
restreint pas à une nécessité logique, car l'identité entre événements mentaux et événements 
physiques devrait avoir la même portée empirique que des réductions physico-chimiques, 
comme "eau=H20". 
En d'autres tennes; "avoir peur" = "il y a quelque état physiologique donné dans le 
cerveau.". L'identité a une portée empirique. La machine ne peut avoir des états physiques 
semblables aux états physiques humains, car elle a une structure non-biologique; il n'est 
pas possible non plus qu'elle aie des événements mentaux. Le physicalisme syntaxique 
refuse toute possibilité aux machines d'avoir des états mentaux par le fait qu'elles ne 
possèdent pas de neuronesl86• 
3.3-.Le fonctionalisme et l'approche computationelle de l'esprit 
La présupposition que la pensée est une fonne de traitement symbolique des 
infonnations reflèterait la défense d'un parallélisme entre la syntaxe et la sémantique. Dans 
ce cas, les ordinateurs offriraient un modèle infonnatique de l'intelligence, ou plutôt de la 
pensée, f. Varela confinne cette idée et montre bien le rapport entre syntaxe et sémantique 
inspiré du fonction alisme et defendu par les cognitivistes: 
185/dort , p. 82. 
186/dort. Searle a des arguments qui se rapprochent de cette position naturaliste du rapport entre le corps et l'esprit, mais 
sa position philosophique, comme nous allons le voir, n'est pas sYl)taxique, mais sémantique. 
Un ordina1eur cependant, ne manipule que la forme physique des symboles. n 
n'a aucun accès à leur valeur sémantique. Ses opérations sont néanmoins 
sémantiquement contraintes car toutes les distinctions sémantiques en jeu dans 
une computation sont exprimées par le programmeur au moyen de la synJau du 
langage utilisé. Car dans un ordinateur, la syntaxe reflète ou est parallèle à la 
projection sémantique. Le cognitiviste prétend alors que ce parallélisme 
démontre la réalité physique et mécanique de l'intelligence et de l'intentionnalité 
(sémantique). L'hypothèse est donc que les ordinateurs offrent un modèle 
mécanique de la pensée, ou, en d'autres mots, que la pensée s'effectue par une 
computation physique de symbolesl87. 
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Le fonctionnalisme est une nouvelle théorie de l'esprit basée sur la notion de traitement 
d'infonnation qui donne priorité à une approche fonnelle de celui-ci. n est en rapport avec 
le développement des recherches en cybernétique en théorie de l'information, en 
linguistique, en psychologie et en lA. Le fonctionnalisme est l'exemple le plus remarquable 
du rapport entre l'lA et la philosophie; ce courant de la philosophie de l'esprit a été 
fortement influencé par la science informatiquel88 et par l'IA. 
Le fonctionnalisme défend la thése que tout système peut être analysé ~ partir d'un 
niveau descriptif intennédiaire entre les descriptions physiques et les descriptions en 
tennes mentaux. Ce niveau intermédiaire privilégie des descriptions de caractère fonnel. 
Selon le fonctionalisme il est possible de rendre compte de certaines propriétés ( les 
propriétés mentales) d'un système matériel (le cerveau, par exemple) au moyen des 
formalisations, lesquelles sont des fonctions abstraites complètement indépendantes de la 
base matérielle du système. Ainsi, pour le fonctionnaliste l'esprit peut être étudié comme 
une fonctionnalité, indépendamment de la réalité physique du cerveau. 
Le fonctionnalisme propose qu'il est possible d'expliquer les phénomènes mentaux en 
tennes a) d'une individualisation des états mentaux qui composent un événement mental 
donné b) d'une analyse des relations que les états mentaux entretiennent les uDS avec les 
autres et c) de la spécification fonctionnelle donnée par le rôle causal de ces états. 
Autrement dit, nous pouvons décrire la psychologie d'un système solt-il humain ou 
artificiel sans faire appel aux propriétés matérielles qui le constitue. Pour avoir un esprit, un 
tel système n'a pas besoin d'être constitué d'un matériel particulier, des neurones, des puces 
de silicium ou de quoi que ce soit. n faut simplement que cette matière soit assemblée de 
187 F. Varela, op.cil . • pp.38-39. 
188 Pour les fooctionnaliatca Ica théorica développées en informatique, eo particulier cellea dana le domaine de l'lA 
peuvent lancer une lumièn: ,ur pluaieura problèmea en rapport avec la nature de la peaaée. Un des exemplca le plua 
mentiooéa pour montrer que le fonctionnaliame ,'inspire de l'appareil conceptuel de l'informatique cat celui de la 
diatinctioo entre IOftware et hardwue. Lea J'CflI'ClCDtationa mentalea IOnt comprises pour le fooc:tionnalialc (par analogie 
au. rapports entre le matt:riel et le ~) cxxnme des atructurea de doonéea de caractm: aymboliquea dana le même ICIII 
que Jea atructures de doonéea dana un 'ya&èmc informatique. 
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telle et telle façon et ait une structure capable de se traduire en états internes qui pennet 
d'avoir des états mentaux. Pour les fonctionnalistes, donc, il n'est pas impossible que des 
êtres dont la structure biologique est différente de la nôtre puissent être intelligents. 
Les thèses fonctionnalistes de Fodor sur l'esprit et autres présupposent qu'il existe un 
niveau théorique intermédiaire pour décrire le fonctionnement de l'esprit, et ce niveau de 
description intermédiaire entre les descriptions des phénomènes mentaux et physique a un 
caractère formel. TI n'est pas question selon Fodor de décrire les états mentaux comme 
identiques au cerveau; pour lui, ils sont des propriétés formelles des systèmes physiques 
ayant un certain type d'organisation. Les états mentaux sont des fonctions abstraites 
indépendantes de la réalité physique du système qui les réalise. 
Le fonctionnalisme défend l'idée que si un événement mental occupe une certaine 
fonction cela n'implique pas qu'il soit réalisé toujours sur une base physique spécifique, par 
exemple, le cerveau. Deux systèmes physiquement distincts, mais ayant les mêmes 
fonctionnalités peuvent avoir des états mentaux identiques. D'ailleurs, une des thèses 
fondamentales du fonctionnalisme est que les états mentaux peuvent être réalisés dans des 
structures physiques multiples: il s'agit de la thèse de la réalisabilité multiple des états 
mentaux 189. 
Le fonctionnalisme définit un état mental par ses relations causales avec d'autres états 
mentaux Pour certains philosophes fonctionnalistes comme J. Fodor, la causalité mentale 
est une variété de la causalité physique; pour lui, les relations COIps-esprit sont causales. 
Le fonctionnalisme définit un état mental par ses relations causales avec d'autres états 
mentaux. Pour certains philosophes fonctionnalistes comme J. Fodor la causalité mentale 
est une variété de la causalité physique; Le fonctionnalisme défendu par cet auteur n'est pas 
incompatible avec les thèses d'identité. Cependant, le fonctionnaliste ne s'interresse pas au 
caractère physique des systèmes mais à leurs états et propriétés causales. 
Selon Fodor la structure psychologique d'un état mental individué est déterminée par le 
rôle causal ( fonctionnel) de cet état au sein de l'activité mentale du système. Selon Fodor 
une fonction pennet d'individualiser un état mental car elle représente le mode particulier 
de sa causalité. Un état mental est toujours lié (correlé) causalement à d'autres états 
mentaux à l'intérieur du système cognitif et il est défini fonctionnellement par ses relations 
causales avec d'autres états mentaux. 
189 Z. Pylyshyn. ComplltQtiott 0IId coglÙtiott: Toward a FDNlIIliott!or CoglÙtive Science, Cambridge Mua.. 1984. 
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Il est intéressant de noter que le modèle cognitif du fonctionnalisme est le modèle 
d'une machine de Turing: Considérons un système cognitif E et ses états corrélés El, E2, 
E3, .... , En. Ils représentent des dispositions du système à se componer de telles façon, 
mais ils ne sont pas des dispositions componementales. L'état E2, par exemple peut ne pas 
déclencher un componement car il dépend des autres états internes du système. 
La base de la philosophie de l'esprit fonctionnaliste est l'idée représentationnaliste 
selon laquelle les états mentaux ont un contenu intentionnel ce qui équivaut à dire qu'ils ont 
cenaines propriétés sémantiquesl90. 
Pour Fodor les états mentaux individualisés sont analysés comme des symboles et, les 
processus mentaux sont considérés comme des opérations sur des symboles. Il croît qu'il 
existe un niveau linguistique, les signes avec lesquels nous exprimons nos états mentaux( 
le langage), et un niveau symbolique mental, les symboles mentaux de nos pensées. Il 
aurait une sone de paralelisme entre les signes du langage et les symboles mentaux. Les 
symboles mentaux sont des représentations mentales et ont des propriétés sémantiques. 
Supposez qu'il existe des symboles mentaux (réprésentations mentales) et que 
ceux-ci possèdent des propriétés sémantiques. Croire à quelque chose signifie 
alors être rattaché à un symbole mental, la croyance héritant ses propriétés 
sémantiques du symbole qui figure dans la relation. Les processus mentauxOa 
pensée, la perception, l'apprentissage, etc.) entraiDent des intéractions causales 
parmi des états relationnels tels que le fait de croire à quelque chose. Les 
propriétés sémantiques des mots et des phrases que nous prononçons sont à leur 
tour héritées des propriétés sémantiques exprimées par le langagel91. 
Retournant à notre exemple de la croyance, pour le fonctionnaliste croire que p, est 
égal à avoir une certaine configuration symbolique de caractère mental dont les propriétés 
sémantique sont derivées des relations symboliques entre la pensée et le langage. Les 
propriétés sémantiques des mots et des phrases sont en rappon avec les propriétés 
sémantiques du langage, et les propriétés sémantiques des états mentaux sont aussi 
associées aux propriétés sémantiques des symboles mentaux. Selon Fodor le langage 
mental permet de rendre les propriétés sémantiques des états mentaux des éléments 
représentables, capables d'instancier un programme d'ordinateurI92• 
190 Dans la penpective intentionnaliste, par exemple, le fait que x croit que y est z implique une relation à trois niveaux 
entre x, la "croyance que y" et une proposition "x est z" qui est le contenu de la croyance de x. 
L'état mental de x, selon le point de vue intentionnaliste contient de propriétés sémantiques telles que <a} exprimer une 
proposition, (b) être vrai ou faux. 
191 J. Fedor, op.cil. ,p. 86. 
192/dem. 
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Selon Fodor le fonctionnalisme est héritier de la tradition représentationnaliste à 
laquelle il appartient. Fodor nous confmne cet héritage lointain: 
On a cependant abordé l'analyse de l'esprit par le biais des représentations, bien 
avant la naissance de l'ordinateur. Nous sommes renvoyés à l'épistémologie 
classique, tradition à laquelle appartiennent des philosophes aussi différents que 
John Locke, David Hume, George Berkeley, René Descartes, Emmanuel, kant, 
John Stuart Mill et William James l93. 
Fodor mentionne l'associationnisme comme exemple que l'analyse de l'esprit par le 
moyen des représentations. Le fonctionnalisme, la psychologie cognitive et l'lA 
n'appliquent pas intégralement la théorie associationniste de Hume mais, en tant 
qu'approche représentationnaliste ces trois domaines profitent de quelques idées 
importantes de ce philosophe qui ont quelque fois un caractère associationniste. 
Le fonctionnalisme, par exemple s'inspire de la notion huméenne de symbole mental 
mais, met de côté la notion de ressemblance de Hume comme modèle d'explication de 
propriétés sémantiques des représentations mentalesl94. 
Du point de vue du fonctionnalisme, l'analyse d'un état mental, comme par exemple 
une croyance, implique d'en founnir une explication sur comment cet état mental constitue 
une représentation et comment cette représentation peut avoir des propriétés sémantiques. 
Selon Fodor les croyances semblent entretenir des relations avec des représentations 
mentales sémantiquement interprétées. La difficulté est de fournir une explication 
acceptable sur l'origine des propriétés sémantiques et des représentations mentalesl95. Le 
fonctionnaliste cherche à résoudre un tel problème en admettant que les propriétés 
sémantique d'une représentation mentale peuvent être fournies à partir de l'analyse du rôle 
fonctionnel de cette représentation, c'est-à-dire, à partir de la spécification de la 
représentation. Cela est une condition suffisante pour l'explication des propriétés 
sémantique des représentations. 
La façon de spécifier le rôle fonctionnel des représentations mentales est de déterminer 
ces propriétés sémantiques à partir de leurs rôle causal. Selon Fodor il existe trois types de 
relations causales à la base de nos représentations mentales: (1) les relations causales entre 
les états mentaux et les stimuli, (2) les relations causales entre les états mentaux et les 





relations causales (1), (2) et (3) possèdent un rapport entre elles lequel est expliqué pour lui 
de la façon suivante: 
Considerons la croyance te jean est grand ». On suppose que les faits suivants, 
qui correspondent respectivement aux trois types de relations causales, sont 
adéquats pour déterminer les propriétés sémantiques des repésentations mentales 
mises en jeu dans cette croyance. Prémièrement, la croyance est l'effet nonnal de 
certaines stimulations, telles que: voir Jean dans des circonstances accusant sa 
taille. Deuxièmement, la croyance est la cause nonnale de certains effets 
comportementaux tels l'énonciation: te jean est grand. ,. Troisièmement, la 
croyance est la cause nonnale et l'effet nonnal de certaines autres croyances. Par 
exemple, quiconque croit Jean grand, sera prêt à croire également que quelqu'un 
est grand. Avoir la première croyance est, normalement une cause suffisante 
pour avoir la seconde. Et quiconque croit à la fois que toutes les personnes 
présentes dans une pièce sont grandes et que Jean se trouve dans cette pièce, aura 
fortement tendance à croire que Jean est grand. La troisième croyance est l'effet 
normal des deux prémières. En bref, le fonctionnaliste soutient que la 
proposition expriméé par une repésentation mentale donnée dépend des 
propriétés causales des états mentaux dans lesquels figure cette 
représentation 196. 
Considérant (a) qu'il n'y a pas d'lA sans l'appel théorique et empirique aux ordinateurs 
et (b) que les ordinateurs digitaux sont des machines, comme les machines universelles de 
Turing dont les capacités dépendent du fait qu'elles manipulent des symboles, le 
fonctionnalisme répond aux besoins théorique de l'lA car elle propose une théorie formelle 
de l'esprit compatible avec les méthodes et thèses dans le domaine de l'lA. 
La notion de causalité des théories fonctionnalistes n'est pas une notion classique (dans 
le sens où toute relation causale a un caractère purement physique) La notion de causalité 
est une notion abstraite qui met en rapport des états mentaux (en tant que des 
représentations) de caractère symbolique selon le modèle formel de la machine de Turing. 
L'analyse formelle des propriétés sémantiques des représentations et de la notion de 
représentation mentale en termes symboliques à la base du fonctionnalisme, font en sorte 
que ce courrant soit caractérisé comme une sorte de philosophie officielle de l'lA et des 
sciences cognitives d'une manière générale. 
En gros, le fonctionnaliste affmne que nous aurons compris le fonctionnement de 
l'esprit lorsque nous aurons conçu un programme qui soit l'équivalent fonctionnel de celui-
ci. Si nous pouvons, par les moyens formels dont nous disposons, concevoir des 
196 . Fodor, op.cil. , p. 87. 
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programmes ou des machines capables de réaliser les mêmes processus que ceux produits 
par l'esprit humain, alors l'intelligence artificielle est possible. 
Pour le fonctionalisme, les processus mentaux peuvent être analysés en tennes de 
mecanismes simples de manipulation de symboles. Fodor explique l'argument de base du 
fonctionnaliste en identifiant: " les processus mentaux, postulés en psychologie, aux 
opérations d'une classe restreinte d'ordinateurs: les machines de Turing ( ... ) "197. Dans • 
cette perspective toute description suffIsamment détaillée d'un système psychologique 
artificiel ou non en psychologie doit être fonnulée comme un jeu d'instructions 
(programme) pour des machines de Turing. Tel semble être la position philosophique sur 
l'esprit, selon Dreyfus, des chercheurs en science cognitive comme Miller, Pribram, Newel 
et Neisser. Fodor en donne plus de détail à propos du rapport entre la conception 
fonctionnaliste de l'esprit et les machines de Turing: 
Les états-programmes de la machine de Turing ne sont définis qu'en termes 
d'entrée-sortie inscrits sur la bande. d'opération élémentaires et autres étalS du 
programme. Tous les étalS-programmes sont ainsi fonctionellement défmis par la 
part qu'il prennent dans l'opération d'ensemble de la machine. Comme le rÔle 
fonctionnel d'un état dépend autant de sa relation avec d'autres étalS qu'avec les 
entrées et les sorties, la version .machine de Turing » du fonctionnalisme illustre 
bien le caractère fonctionnel du mental. ( ... ) Nous nous proposons ici de 
restreindre la définition fonctionnelle des étalS psychologiques l ceux qui 
peuvent!tre exprimés en termes d'étalS-programmes d'une machine de Turing. 
Cette restriction étant observée, nous avons la garantie que les théories 
psychologiques sont compatibles avec les exigences des mécanismes ( ... ) En 
conséquence, en formulant une explication psychologique comme un simple 
programme d'une machine de Turing, le psychologue garantit une explication 
mécaniste, meute si le type de hardware qui réalise le mécanisme n'est pas 
précisél98. 
Le fonctionalisme propose une solution au problème du corps et de l'esprit capable de 
sunnonter les diffIcultés trouvées par le behaviorisme logique et par les théories de 
l'identité. li faut que les descriptions des propriétés mentales soient analysées en tennes 
relationnels, c'est-à-dire, que les théorisations sur l'esprit puissent être faites sans faire 
appel aux structures physiques en jeu, mais à partir de relations entre les propriétés de 
l'esprit. 
Le fonctioonaliste peut prétendre aisément, lla fois que les propriétés mentales 
se déflllÎSSen1 spécillquement par leurs relations, et que les interactions corps-
esprit sont typiquement causales, et ce, quel que soit le bien-fondé de la notion 
197 J. Fodor. op.cil. , p. 84. 
1981deift. 
de causalité exigée en psychologie. Le béhavioriste logique ne souscrira qu'à la 
première affIrmation et le partisan du physicalisme structural qu'à la secondel99. 
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Selon Fodor, la position de la théorie fonctionnaliste de l'esprit peut combler les 
faiblesses du behaviorisme logique et de la théorie de l'identité. Ces faiblesses étaient les 
suivantes: le behaviorisme logique peut rendre compte des interactions causales entre le 
corps et l'esprit, mais ne peut pas faire la même chose en ce qui concerne le caractère 
relationnel des propriétés mentales. Pour la théorie de l'identité, c'est l'inverse qui se passe. 
Pour Fodor, seule une position fonctionnaliste peut rendre compte de ce double caractère 
(fonnel et causal) du mental 
La théorie fonctionnaliste de l'esprit s'oppose radicalement au behaviorisme,mais elle 
. 
en concerve quelques traits. Un de ces traits est la thèse que les concepts mentaux du sens 
commun peuvent être expliqués partiellement en termes du rôle causal des comportements. 
Selon le fonctionalisme, les états psychologiques, comme les désirs, les croyances les 
douleurs sont des types d'états psychologiques qui ont un rôle fonctionnel causal qui 
interviennent lors de l'interaction de l'organisme ou du système avec l'environnement. 
Le fonctionalisme est différent du behaviorisme; premièrement il traite les états 
mentaux comme des causes authentiques; ces sont des états internes actuels qui jouent un 
rôle dans la production du comportement Le fonctionnaliste ne voit pas leS états mentaux 
tout simplement comme une façon abrégés de parler de régularités comportementales. 
Quelque fonctionalistes ont comme point de départ la théorie "type-identity". Selon les 
défenseurs de la théorie de l'identité type les événement mentaux sont identifiés à des types 
d'événements physiques. 
Le fonctionalisme propose d'expliquer les rapports entre le corps et l'esprit par 
intermédiaire d'une Théorie Computationnel de l'Esprit (TCE). La TCE est inspirée des 
recherches en lA elle est née des analogies entre les programmes informatiques de l'lA et 
les thèses fonctionnalistes sur la façon dont l'esprit est organisé. 
Le fonctionnaliste défend des thèses qui sont compatibles avec le physicalisme 
événementiel dans le sens il où s'intéresse aux états mentaux individués et aussi par le fait 
qu'il ne rejette pas la possibilité logique des machines d'avoir des états mentaux si elles 
sont convenablement programmées. Le fonctionnalisme est aussi compatible avec les 
thèses de la réduction neurophysiologique, car il défend lui aussi la thèse matérialiste de 
l'identité entre les états mentaux et les états physiques (de caractère neurophysiologique. ) 
199 J. Fodor, op. cil . • p. 83. 
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L'approche computationnelle de l'esprit. nous le répétons, associe les états mentaux à 
des états de machine. La notion d'état, dans ce cas, ne concerne pas des états physiques, 
mais des états abstraits: les états d'une machine abstraite sont reliés à des états mentaux. 
Autrement dit. le mot "machine" dans le cas de l'approche computationnelle de l'esprit ne 
designe pas des machines physiques, mais une machine abstraite du type machine de 
Turing. 
Cette approche est défendue par des auteurs comme J. Fodor et Pylyshyn, elle se 
distingue des thèses monistes qui réduisent le mental au physique. Pour Fador par exemple, 
les états mentaux sont similaires à des états abstraits d'une machine200. 
Le fonctionnaliste ne nie pas que lorsque nous avons un état mental nous sommes 
également dans un état physique donné, comme l'affirment les thèses d'identité. Mais cela 
ne veut pas dire que le fonctionnement physique du cerveau est identique au 
fonctionnement abstrait de l'esprit. L'esprit a en général une base physique; pour avoir un 
esprit il faut avoir un cerveau. Cependant, le caractère physique sous-jacc;~t à l'esprit est 
une condition nécessaire, mais non suffisante pour avoir un esprit Les états mentaux ne 
dépendent pas du rembourrage physique qui constitue le système; bien au contraire, ils sont 
•• indépendants du physique. En résumé: le fonctionnaliste s'intéresse à la structure 
configurationnelle des états d'un système sans se préoccuper de sa constitution physique. 
Les états mentaux, comme les états d'une machine abstraite ont un caractère 
transitionnel. Pour le fonctionnaliste, les configurations physiques (analysées comme des 
états intermédiaires de nature abstraite) de l'organisme correspondent à des états ou 
transitions d'états par lesquels l'esprit passe. La configuration des transitions que des états 
mentaux ont selon les thèses fonctionnalistes un caractère formel car elles sont régies par 
des règles. La découverte de ces règles permet de rendre compte du fonctionnement de 
l'esprit. 
Fador entend que les états mentaux sont comme des états d'une machiÎle de Turing et 
peuvent être modifiés en fonction de la configuration générale du système dans lequel il se 
trouvent, et du rapport qu'ils ( ces états mentaux) entretiennent avec l~s autres états. 
(caractére transitionnel des états mentaux). 
L'approche computationnelle de l'esprit adopte la thèse selon laquelle l'esprit en tant 
que système de traitement de l'information est un processus computationnel. Selon cette 
approche de caractère fortement syntaxique, la syntaxe du système correspond à sa 
200 Le Conctionnaliate De croit pu à dca analogie entre le cerveau et la machine, conunc dana lca thèacI phyaicalistca de 
l'lA. mais plutôt à une analogie entre l'esprit et la machine. 
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sémantique. Cependant. les contenus sémantiques des symboles ou représentations sont 
externes au système: les symboles non-interprétés au niveau syntaxique interne produisent 
des transfonnations importantes dans le système, lesquels reçoivent ensuite une 
interprétation externe. 
Un processus computationnel est un ensemble de transfonnations symboliques non-
interprétées régies par un ensemble précis de règles de transition. 
Les tennes pour décrire les états mentaux correspondent à des notions théoriques, 
comme par exemple la "douleur", la "crainte", le "plaisir" qui correspondent à des états ou 
à des transitions d'états de la pensée humaine. L'esprit, selon l'approche computationelle de 
l'esprit est un ensemble complexe d'états et de transitions d'états mentaux d'un système 
indépendamment de sa constitution physique sous-jacente. 
Dans la perspective de la TCE les systèmes cognitifs sont des systèmes fonnels qui 
manipulent des symboles au moyen de règles. Autrement dit, l'esprit, d'après cette 
conception, fonctionne selon un processus de manipulations symboliques internes, 
lesquelles ne font pas appel à des manipulations symboliques externes de caractère 
sémantique. L'esprit fonctionnerait, en résumé, selon des conditions fonnelles, (formalities 
conditions 201), de la même façon qu'un système infonnatique. Pour Fodor, un grand 
défenseur du courant fonctionnaliste, nous n'avons pas besoin d'un modèle 
anthropomorphique de cognition (basé sur des analogies réductionnistes entre la machine et 
le cerveau) pour étudier comment l'esprit fonctionne. 
Dans le cadre de l'analogie avec l'ordinateur. on compare les terminaisons des 
organes des sens avec des ttansducteurs par lesquels les événements du « monde 
extérieur » sont enregistrés pour elfe traités. Quand on travaille avec une 
machine de 1ùring. cela correspond à l'impression de certains signes sur la bande 
d'entrée. Le système de traitement de l'information lui-même (en l'occurrence: 
l'esprit) n'a pas le moindre contrOle sur la relation (sémantique) entre les données 
enregistrées et le monde « au -delà » des transducteurs (ou terminaisons des 
organes des sens). Son accès au monde s'effectue à travers des données livrées 
par les ttansducteurs ( •.• ) Dans cette mesure. le système ne peut pas DOn plus « 
juger» s'il existe réellement un monde « au-delà» des transducteurs. De toute 
façon. la question concernant ce « monde extérieur» est sans importance pour la 
« vie intérieure » du système de traitement de l'information. Pour pouvoir 
effectuer ses processus celui-ci n'a besoin que de quelques données dans sa « 
mémoire» {quelques signes dans la bande d'entrée {input-tape)202. 
201 Le ICDS de ceue expreaaioo cal explicité cIana J. FodŒ, " Me&bodologiçal Solipsism Cooaidc%cd ua Re.earc:h Stra1egy 
Ûl Cognitive Psycbology", iII ReprUOlUlliDlu, The HuveslCr Prca, Brighton, 1981, p.239. Cf. W.P. Meodonça, op. cil., 
p.9. 
202 W. P. Mendooça, "Intclligeuce Artificielle et lignification. À propos des limitca et dea poaaibilitéa dca lCienCCS 
c:ogDÏtives"iII PlUlo.wplùqlle, vol XVII, Numéro 1, printemps, 1990 p.9 Le terme "tranaducteura" semble avoir plua ou 
moina le même lalI que le terme "c:ompilatcura" ca iDfonnatique, comme nous l'avoDl mentionné c:i-deaaoua pour plua de 
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La TCE, considère que l'esprit n'a pas une nature physique, mais une nature formelle 
ou logique. Selon ce point de vue,les états mentaux ne sont pas considérés comme des 
propriétés d'un système matériel, mais plutôt comme des fonctions abstraites. Les rapports 
entre le cerveau et l'esprit ont dans cette perspective un caractère fonctionnel et la notion 
d'état est dans ce sens privilégié: l'esprit est défini par la TCE comme un ensemble d'états 
de l'architecture fonctionnelle du cerveau, lesquels correspondent à des états de 
l'architecture fonctionnelle d'une machine de Turing. 
Le fait que la TeE mette l'accent sur la notion d'état lui permet de défendre la thèse 
selon laquelle tous les comportements intelligents peuvent être analysés et décrits à partir 
d'un niveau fonctionnel intermédiaire entre les descriptions en termes mentaux et les 
description en termes physiques. 
La notion abstraite de fonction est fondamentale pour le fonctionnalisme qui propose 
une analyse des structures des représentations mentales à partir des rôles fonctionnels des 
états mentaux203 •• Pour Fodor les états mentaux sont défmis par leurs fonctionnalités ou 
leurs rapports avec d'autres états2(U. Us ne sont pas des états physiques, mais des états 
fonctionnels abstraits d'un système, comme des états d'une machine de Turing20S. 
Les états mentaux d'un système sont défmis par les rôles fonctionnels qu'il occupent 
L'esprit possède une architecture fonctionnelle qui met en rappon les fonctiOftS du niveau 
syntaxique avec les représentations du niveau sémantique. 
Si nous pouvons faire des descriptions d'un état mental en termes de fonctions 
calculables nous pouvons reproduire cet état sur un autre système formel, ' comme par 
exemple, l'ordinateur digital. 
En tant que fonction abstraite, l'état mental est indépendant de la réalité physique du 
système qui le réalise, c'est-à-dire, que même si un état mental est causé par une 
deWla voir Fodor, J. A. La lIIINbJ4riJé de "espri, Euay ,lIT 14 pzychologie des lacll1th, Bd. MinIÙ1, 1986, pp.57-66. 
traduit de l'amcrican Tite ModIiUIrity 01 Mind, 1983, par Abel Gc:n:hœfcld. 
203 L'esprit analylé comme fooctiœ cat UDC propriété abattaitc du I)'ltèmc nerveux; il o'a, aiDai, rico de physique. Hoa 
é&aIa mentaux ca tant qllC fooctiœna1jtéa oot UDC autooomie par rapport au .ystème physique. L'idée de bue de la Ihéorie 
computationnelle de l'eaprit eat que celui-ci eat compria à partir d'nn modèle abstrait de machine de TIIriDg. L'eaprit eat 
compriIaelon c:e&tc tb60ric ca tc:rmca d'é&ata (mentaux) élémenllirea, leaquels sont réduita à dea fooctiou c:ak:v.lablea qui 
peuvcat atte traitéea pu D'importe quel autre .yltèmc formel rd qu'UDC machine de Turing ou ua ordinateur. 
204 Le fonctionnaHIQIf\ CIl ca npport avec: l'boliame du mental. Le fooctionnalistc défend l'idée qUe Ica éIalImentaux 
Ie'lkmr.ut prodUÏlCllt Je c:omportcmcnt Jorqu'ilIlO11t articuléa à d'autrea élItI mentaux. Pour Je fooctioool!jatc l'eapri1 eat 
défini par les rôlea fooctioonc:la dea é&ata mentaux qui IOI1t détiDia DOIlICU1ement par lea telaliOlll dea é&ata mentaux avec: 
UDC catrée(input) et UDC lO11ie(output) du 'yltème, maïa auui par Ica telalions de tcla é&ata avec d'autn:a é&ata de lI&blœ 
diff&eutc qui comptcat comme dea ÎnltIDCea du même type psychologique. 
205 SeJon Fodor l'eaprit ou lea proceIIUImentaux tqriaentatiœnda IOOt Iimilaires à ceux d'UDC machine abaùaite tdJe 
que la machine deTuring. Pour l'auteur, Ica proceaIua cognitif. réaultcnt des reprélentatiou ÏDk:mea Jeaquellea IOOt 
indépendantes dea intaprélltiooa IémantiqllCl ClttaDel au .yllèmc. (cf J. Fodor, op. cil. pp. 84-85.) 
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configuration physique particulière du corps il est indépendant du corps, car il est d'une 
autre nature.206 Ainsi, les états mentaux, par leur indépendance des phénomènes matériels 
peuvent être réalisés, sans problèmes, dans des systèmes physiquement différents (thèse de 
la réalisabilité multiple des états mentaux). 
Selon la thèse de la réalisibilité multiple des états mentaux s'il y a un programme pour 
faire des choses comprises comme étant intelligentes (et les fonctionnalistes pensent qu'il y 
en a) cet algorithme peut être exécuté sur n'importe quel système fonnel indépendant de sa 
constituition physique. Cette thèse a une signification important pour l'lA car elle sery 
d'inspiration à la continuation du projet représentationnaliste de mécanisation de la pensée, 
c'est-à-dire, de la conception d'une pensée mécanique (mecanical thought). 
Conclusion: 
Nous avons vu que l'lA est un projet résultant de la tradition représentationnaliste et 
qu'elle est en rapport avec le modèle de rationalité de la science en Occident selon lequel il 
est possible d'expliquer la nature et nos pensées au moyen des représentations formelles. 
Nous avons mis l'accent sur plusieurs aspects de la tradition philosophique 
représentationnaliste afm de mieux comprendre la portée des critiques de Dreyfus à l'lA 
lesquelles ont comme point de départ, nous le verrons, les limitations des modèles 
représentationnalistes. D'autre part nous avons discuté les rapports entre les thèses 
fonctionnalistes de l'esprit et l'lA pour montrer que le fonctionnalisme fait partie de la 
tradition philosophique représentationnaliste. Toute notre exposition sur ce sujet est 
complémentaire au dernier chapitre de ce mémoire sur les critiques de Searle à l'lA. 
Le devéloppement de la science physique et des mathématiques modernes sont en 
rapport avec l'lA. Les nouvelles conceptions de calcul apparues après Galilée changèrent la 
conception que lbomme avait de lui-même et de son esprit. L'idée que la pensée peut être 
mécanisée existe depuis longtemps dans la philosophie de quelques empiristes et dans 
certaines théories rationalistes pour lesquelles penser c'est calculer. Nous avons vu que les 
philosophes de cette tradition concevaient la pensée comme des symboles régies par un 
système bien ordonné ( rationnel) de régIes de notre esprit. L'IA s'appuie sur cette tradition 
et/ou sur des outils théoriques en rapport avec le mode de pensée scientifique qui en dérive. 
206 Cet aspect dualiatc de c:ataiDca thèaca fooctiooaliJt.ca CIl pufoia condamné par ccnainJ aulCUn foocrinnaljst.ea 
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Tout notre effort de parcourir certains éléments importants .de la tradition 
représentationnaliste, allant des idées de Leibniz, Hobbes jusqu'au fonctionnalisme a eu 
pour fm de montrer que l'lA est profondément ancrée dans un modèle philosophique 
réprésentationnaliste de la pensée. Ainsi, nous pouvons afflnner que les rapports entre l'lA 
et la phisophie sont des plus étroits. 
Les sciences de la nature ont eu une répercussion énorme sur notre pensée 
philosophique, en particulier sur notre compréhension de l'esprit Le succès de la physique 
à fournir des explications sur le fonctionnement de l'univers a eu une influence importante 
sur la philosophie en Occident, ce succès a produit plusieurs changements importants dans 
l'analyse des rapports entre le corps et l'esprit suscitant, par la conception des modèles 
théoriques, la recherche pour la mécanisation de la pensée. Le developpement des systèmes 
formels de plus en plus puissants pour la description du mouvement des planétes et 
l'explication de la nature changerent peu à peu notre façon de comprendre l'esPrit. À partir 
de celà même les pensées en viennent à à être comprise en tennes d'éléments plus simples 
capables d'être représentés et calculés. Cette notion de pensée en tant que mécanisme de 
calcul en rapport avec des comceptions scientifiques en Occident va reaparrab:re dans nos 
théories contemporaines sur l'esprit tel que le fonctionalisme. 
Nous avons constaté, à partir de la lecture de plusieurs textes dans Je domaine de la 
philosophie sur l'lA que ce theme agit comme un catalyseur de nouvelles discussions 
philosophiques importantes. Les domaines philosophiques les plus touchés sont ceux en 
rapport avec la logique et les théories sur l'esprit et sur le langage. L'lA s'affIrme de plus en 
plus comme un thème du domaine philosophique, pennettant toujours de faire ressortir 
l'actualité des discussions philosophiques comme base au développement critique et 
épistémologique de la recherche fondamentale en infonnatique207• Cela par la simple 
raison qu'elle est liée à une tradition philosophique où la représentation formelle de la 
pensée a toujours été valorisée. Elle est une continuation d'un projet scientifique de pouvoir 
tout expliquer au moyen de représentations formelles: 
( ... ) Many comemporary philosophers working in philosophicallogic and the 
semantics of natural language share al least the goal of devising a rigorous 
logical system in which every statement, every thought. every hunch and wonder 
cao be unequivocally expressed. The idea wasn't reinvented by AI; it was a gift 
from the philosophers who created modem mathematicallogic: George Boole, 
1J11 Cf. B. Buchanan, "ArtifJciallntelligeoce u an Expcriincotal Scieoce" in James H. F~ (6d.), ÂIpectI of Anificiol 
llfUlligence, Kuwer Academie Publishcn. 1988, pp. ~2S0. Voir aussi D. C. Denneu, B,GÙlltor/fU. PIUIo.lOpllÛ:Dl 
~ 011 Mind tIIId Psyclwlogy. BradfŒd Boob, PubL Inc:. Mootgomery, Vermon, 1978. Voir en particulier le chapitre 
2'" ArtiflCiallntelligeoce u PIUIo.ophy and u P.ycbology" pp.l09-126. 
Goulob Frege, Alfred North Whitehead, Bertrand Russell, Alfred Tarski, and 
Alonzo Church208. 
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Nous n'avons pas une théorie générale sur l'esprit comme nous avons des théories 
générales en physique. Cependant les développements théoriques et pratiques des capacités 
de manipulation de symboles par les machines digitales ouvrent des possibilités jamais 
connues à la consécration de la notion de pensée en tant que calcul mécanique faisant de 
l'lA non seulement un nouveau domaine de recherche scientifique à être développé mais un 
domaine d'intérêt philosophique. 
Nous avons constaté aussi par la lecture de plusieurs travaux et articles sur l'lA qu'un 
tel thème, suscite trois types d'attitudes de la part des philosophes et scientifiques: 
1. Du scepticisme complet, (quelquefois, non justifié) qui est peut-être lié à des 
préjugés de toute sorte, ou un scepticisme justifié corroboré par des raisons d'ordre moral, 
religieux et social209• 
2. L'assimilation des travaux sans critique préalable. Cette attitude est liée 
quelquefois à des intérêts visant des fms pratiques, d'autres fois à la fascination 
intellectuelle causée par les opportunités que l'lA offre à la discussion de plusieurs thèmes 
sur la cognition humaine et sur l'esprit. 
3. Et finalement, une analyse critique. Cette attitude représente les préoccupations 
de caractère épistémologique partagées par des scientifiques et philosophes, qui 
s'intéressent ou qui travaillent directement sur l'lA. Dans ces deux cas leurs approches sont 
caractérisées soit par une opposition justifiée aux thèses de l'lA, soit à une adhésion à des 
présuppositions sous-jacentes à l'lA qui peuvent servir de base à leurs recherches21O• 
Comme nous l'avons déjà signalé dans l'Introduction de ce travail nous nous 
intéressons particulièrement au positionnement critique face à l'intelligence artificielle. La 
208 D.C. Dennett, "When philosophas Encountez Artificial Intelligence", in Stephen R. Graubard, éd. , The Artificial 
Intelligence Debak, False Sûuts, Real FondolioflS, MIT Press, Mus. ,1989, p. 288. 
209 Il convient de mentionnez que l'attitude sceptique face à l'lA qui est basée sur des raisons d'ordre moral et religieux ne 
représente pas toujours des positions dogmatiques sur la question, mais plutôt, une posture qui m&iterait d'être classifiée 
comme un positionnement critique (attitude 3). n y a plusieurs lravaux sur l'lA dans le domaine de la théologie, de la 
sociologie et de la technologie qui pourraient être considézés comme des travaux critiques. Dans le domaine des 
préoccupations d'ordre moral, il faut mentionnez le lravail PMi.ssance de l'o,dùtalelU et ,aisOll1lelltenl IUUlWill de Joseph 
Weizenbaum (1976) ex-checcheur en lA. Cet auteur signale que l'intelligence artificielle peut représentez un dangez pour 
des raisons morales. Il soutient que les machines ne IICI'OIlt jamais capables de comprendre des choses comme l'amour, la 
compréhension, le respect mutuel; les machines pourraient intervenir dangezeuaement et menacer la vie humaine et la 
société. Ainsi, selon Weizenbaum, les machines intelligentes ne aecaient pas au service des hommes, mais contre eux. La 
croyance à la métaphore des machines intelligentes peut provoquez des changements sur l'image que l'homme a de lui- . 
même. Selon lui l'lA est possible, mais elle est, cependant, indésirable vu que, sur le plan moral, elle peut affectez les 
humains en les privant de leur dignité. 
210 Nous parlecons de telles presupositions dans le prochain chapitre de ce mémoire. 
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critique à l'lA se présente sous deux aspectS différents, à savoir: en tant que critique faite de 
l'intérieur de la tradition représentationnaliste et en tant que critique faite de l'extérieur de 
cette tradition. 
La critique à l'lA faite à l'intérieur de la tradition représentationnaliste s'appuie 
notamment sur des arguments de caractère formel: par exemple, les critiques du genre de 
celles que nous avons mentionnées, faites par J. R. Lucas, qui sont soutenues à l'aide de 
résultats logico-mathématiques sur l'incomplétude de l'arithmétique de GOde!. Nous 
inclurons dans cette critique toute critique de caractère épistémologique et méthodologique 
faite par ceux qui travaillent directement sur le domaine critiqué. 
L'autre genre de critique est produite à l'extérieur de la tradition représentationnaliste et 
peut avoir deux voies: une sémantique ou linguistique un peu plus proche de la tradition 
représentationnaliste, et l'autre d'inspiration phénoménologique complètement opposée à 
cette tradition. La voie sémantique est celle suivie par J. Searle, les conclusions de cet 
auteur sur l'esprit et sur le langage s'écartent de la tradition formelle représentationnaliste 
qui a tendance à donner priorité à la syntaxe sur la sémantique. En ce qui concerne la voie 
d'inspiration phénoménologique le meilleur exemple c'est le travail de H. L Dreyfus. 
Nous allons examiner, dans le cours des deux prochains chapitres, quelques critiques 
qui sont adressées à l'lA dans les travaux What Computers Can't Do et Minds, Brains, and 
Sciences, lesquels sont souvent mentionnés dans les ouvrages consacrés à cette recherche. 
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SECONDE PARTIE 
LES CRITIQUES PHILOSOPHIQUES DE H. L. 
DREYFUS ET DE J. R. SEARLE À L'INTELLIGENCE 
ARTIFICIELLE 
211H1.... Dreyfus. op. cit pp. 65-66 
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Greats artists have always sensed the truth, stubbomly 
denied by both philosophers and technologists, that the 
basis of human intelligence cannot be isolateded and 
explicitly understood. In Moby Dick Melville writes of 
the tattooed savage, Queequeg, that he had "written out 
on his body a complete theory of the heavens and the 
earth, and a mystical treatise on the art of attaining 
truth; so that Queequeg in his own proper person was a 
riddle to unfold; a wondrous work in one volume; but 
who se mysteries not even himself could read ... Yeats 
puts it even more succinctly: 1 have found what 1 
wanted-to put it in a phrase, 1 say, 'Man can embody 
the truth, but he cannot know it.' 211 
Hubert L. Dreyfus 
CHAPITRE III 
Les critiques de H. L. Dreyfus à l'Intelligence Artificielle 
Présentation: 
Dans What Computers Can't Do, Dreyfus cherche à mettre en évidence et critiquer les 
éléments épistémologiques présents pour légitimer les travaux en lA. À partir de la 
discussion des présuppositions qui orientent l'lA, Dreyfus fait une investigation sur les 
bases philosophiques représentationnalistes qui fondent cene recherche. Ses discussions sur 
l'lA dans What Computers Can't Do tournent autour de quatre questions que nous avons 
fonnulées ainsi: 
1) Une analogie cerveau-machine est-elle valable, c'est-à-dire est-ce que les deux 
fonctionnent de façon binaire, à partir d'un ensemble de règles explicites? 
2) Est-ce qu'il est possible de créer des ordinateurs et des logiciels capables de 
représenter les processus qui sont propres à l'esprit humain? 
3) Est-ce que nos comportements intelligents peuvent être complètement fonnalisés, 
c'est à dire représentés sous la fonne de programmes infonnatiques? 
4) Est-ce que la conception représentationnaliste du comportement intelligent (ou de 
l'esprit) comme étant le résultat d'un ensemble d'éléments discrets manipulés par des règles 
est correcte? 
Nous n'avons pas le temps ici de faire une critique minutieuse de la portée des réponses 
qu'il donne à chacune de ces questions, cependant nous allons nous retrouver devant ces 
questions tout au long de ce chapitre afm de montrer l'approche de Dreyfus sur la question 
de la compréhension et de la description des comportements intelligents en lA et les 
critiques qu'il fait aux présuppositions de caractère philosophique sous-jacentes aux 
travaux dans ce domaine. 
Le livre What Computers Can't Do remet en question des modèles traditionnels 
d'explication de la pensée, établis dans le domaine de l'lA. Un point important à souligner 
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avant de commencer est que le but de Dreyfus n'est pas de discréditer la recherche en lA, 
mais de présenter les faiblesses de ses bases ontologiques et épistémologiques. 
Nous allons donner ici un aperçu de quelques critiques que Dreyfus adresse à l'lA afm 
de faire ressortir des éléments importants capables de révéler ce que cet auteur pense des 
résultats concrets obtenus dans ce domaine de recherche. 
Le livre What Computers Can't Do vise surtout à accentuer les réelles limites des 
projets en lA à partir de la distinction entre les processus cognitifs humains et les 
programmes en Simulation Cognitive et en lA. Dreyfus s'attaque à l'analogie cerveau-
machine et aux modèles antropomorphiques qui sont à la base des recherches en lA. TI 
touche aussi à la question des limitations sémantiques des programmes. 
Le livre mentionné est divisé en trois parties,la première partie du livre est consacrée à 
l'analyse des résultats de recherches en lA obtenus au cours de la période allant de 1957 à 
1967. Cette première partie consiste en l'analyse des deux phases de cette recherche. 
Dans sa critique de la première phase de l'lA, il vise à souligner les réelles limites des 
projets en lA à partir de la distinction entre les processus cognitifs humains et les formes de 
traitement de l'information par des moyens informatisés en simulation cognitive212• 
Dreyfus s'attaque à l'analogie cerveau-machine et aux modèles anthropomorphiques qui 
sont à la base des recherches en lA. 
Dans l'introduction à l'édition révisée de What Computers Can't Do de 1979, Dreyfus 
en profite pour faire une critique à une troisième phase (1967-1972) et une quatrième phase 
(1972-1977) où il analyse respectivement le problème des programmes basés sur la notion 
de micro-monde et le thème lié à la représentation des connaissances courantes en 1A213. 
La critique de Dreyfus vise le courant représentationnel-calculationneI214, dont le 
prolongement contemporain est mis en évidence dans les travaux de l'approche 
descendante. A partir de l'analyse des échecs et limitations théoriques rencontrées par les 
chercheurs de ce courant, Dreyfus structure toute une critique de ce qu'il appelle la raison 
artificielle 215. 
212 Dans cette partie l'auteur reprendre plusieurs critique déjà faites dans son rapport Alchemy and Artificial Intelligence. 
213 Nous allons parcourrir juste quelques parties de cet ouvrage quel nous avons considecé comme les plus importantes 
pour les fms de ce mémoire. 
214 HL. Dreyfus, (l989),op.cit., p.973. 
215 HL. Dreyfus,Whal CompUlers Can't Do: A Critique of Artificial Reason, Harpc:c et Row Publishecs, N.Y. ,1972. 
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1- L'intelligence naturelle 
Dreyfus exploite l'opposition entre l'intelligence naturelle et l'intelligence artificielle 
pour montrer les limites de la simulation cognitive par ordinateur. fi veut montrer aussi que 
les recherches en lA présentent des problèmes d'ordre empirique et épistémologique. Ces 
problèmes sont mis en évidence par une anlayse de la façon dont les êtres humains et les 
ordinateurs digitaux "traitent l'information". Dreyfus signale que les processus qui 
caractérisent nos comportements intelligents dépendent de quatre propriétés qui sont 
essentiellement humaines: 
1) l'activité de la conscience périphérique (Fringe consciousness). 
2) la capacité de tolérance à l'ambiguïté. 
3) la distinction entre ce qui dans une situation est essentiel ou non. 
4) le regroupement par l'intuition des élément pertinents à partir du contexte de 
l'expérience. 
Selon Dreyfus ces quatre modalités de la cognition, que nous allons résumer plus bas, 
servent à montrer les différences entre la façon dont les ordinateurs traitent l'information et 
la façon dont l'esprit opère, nous permettant de reconnaître un visage, de résoudre un 
problème ou de raisonner logiquement. Pour Dreyfus, ces propriétés résistent à la 
représention complète par des moyens formels. C'est-à-dire, elles sont difficilement 
formalisables en termes de programmes informatiques. 
1.1- L'activité de la conscience périphérique 
Les êtres humains sont capables de travailler avec des informations (non explicitées 
par le contexte) lesquelles sont dérivées d'une sorte de background que Dreyfus appelle la 
conscience périphérique. 
La conscience périphérique est une capacité humaine d'analyse globale des situations 
ou problèmes. Elle permet de rassembler toutes les informations concernant la périphérie 
de notre expérience immédiate et fonctionne comme une sorte d'arrière-plan par rapport à 
l'objet central de notre attention. La conscience périphérique est responsable, par exemple, 
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de la sélection des informations de caractère sémantique qui sont (périphériques) à 
l'extérieur d'une situation donnée, mais qui contribuent à sa désambiguïsation. 
Pour Dreyfus, il est impossible de simuler la conscience périphérique. Les programmes 
créés en lA ne permettent pas une analyse globale des situations ni l'utilisation effective 
des expériences du passé pour résoudre un problème. Dreyfus signale que les recherches 
sur l'apprentissage en rapport avec l'activité de la conscience périphérique sont les moins 
développées en lA. 
1.2 - Capacité de tolérance à l'ambiguïté 
La deuxième modalité concerne la capacité des êtres humains à traiter l'information 
avec des degrés de tolérance à l'ambiguïté. Nous pouvons analyser toutes sortes de 
situations ambiguës, sans avoir besoin de procéder à des descriptions précises pour 
expliciter les éléments qui composent une information reçue ou une situation, ou problème 
qui nous est présenté. La capacité de tolérance à l'ambiguité met en rapport notre mémoire 
et notre conscience périphérique. Pour Dreyfus, la capacité de désambiguïsation et de 
saisie globale d'un problème ou situation est due à notre conscience périphérique et à notre 
tolérance à des ambiguïtés. Les deux sont des caractéristiques essentielles à l'activité de 
l'esprit qui n'ont pas été jusqu'à maintenant programmées sur un ordinateur digital. 
1.3- Discrimination entre l'essentiel et le non-essentiel 
Cette propriété de l'esprit est en rapport avec l'habileté que nous avons de rendre 
immédiatement claire une situation complexe impliquant des difficultés d'ordre sémantique 
et perceptive. Une telle habileté est due à la capacité de l'esprit humain de discriminer entre 
ce qui est essentiel et ce qui ne l'est pas. Nous avons une façon très spécifique d'analyser un 
problème selon ce qui nous intéresse immédiatement. Par exemple, toutes les situations 
qui semblent présenter une difficulté pour la prise de décision en lA, sont intelligibles d'un 
seul coup par les êtres humains. 
Selon Dreyfus, pendant la conception d'un programme de résolution de problèmes 
(demandant de la prise de décisions) les programmeurs essayaient de représenter de la 
façon la plus claire possible les problèmes et de spécifier leurs solutions possibles. L'échec 
des règles heuristiques conçues pour résoudre des problèmes complexes requérant cette 
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capacité de discrimination entre l'essentiel et le non-essentiel ont montré que les méthodes 
représentationnels basées sur la logique se montrent très limitées216. 
1.4- Regroupement par l'intuition des éléments pertinentes à partir du 
contexte 
La quatrième modalité de traitement de l'information est due au regroupement de 
données faites par notre conscience périphérique ainsi qu'à notre capacité de recourir au 
contexte. Ces processus mentaux nous permettent également de reconnaître la forme d'un 
objet, l'aspect global d'un problème ou d'une situation complexe en identifiant, par 
exemple, les éléments identificateurs de la forme, les choix à faire pour trouver les 
meilleures solutions à un problème donnée ou la signification d'une situation. 
Étant donné l'insuccès des chercheurs en lA à simuler ces quatre habiletés de l'esprit, il 
est fort improbable, selon Dreyfus, qu'ils obtiendront du succès dans leurs travaux sur la 
reconnaissance de formes et la résolution effective de problèmes complexes par ordinateur, 
basées sur les méthodes traditionnelles de simulation cognitive. 
2- L"'intelligence artificielle" 
Dreyfus analyse ces quatre modalités cognitives typiquement humaines et les compare 
à quatre formes informatisées de traitement d'information conçues en lA, à savoir: 
1) la recherche guidée par des règles heuristiques. 
2) la recherche de précision indépendante du contexte. 
3) la triage de l'information pertinente par essais et erreurs. 
4) Caractérisation et discrimination des situations, problèmes et solutions à partir des 
listes de données pertinantes emmagasinées au préalable en mémoire. 
Selon Dreyfus, ces quatre formes informatisées de traitement d'information sont très 
rudimentaires; elles montrent par leurs limitations pourquoi il n'y a pas de programmes 
capables de reproduire même les performances les plus simples demandant les quatre 
modalités cognitives humaines mentionnées plus haut. 
216 Selon Dreyfus cette capacité de selection ou discrimination de ce qui est essentiel et ce qui est un donné accéssoire 
lors de la résolution d'un probleme quelquonque n'a pas été simulé ni programmé de façon satisfaisante. 
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Pour Dreyfus, la machine affronte des difficultés, jusqu'à maintenant insurmontables, 
lorsqu'elle est mise devant un problème ou une situation typiquement humaine. Toute 
information inattendue peut représenter un problème incontournable à la programmation. 
Les programmes conçus en Simulation Cognitive pour reproduire certaines capacitées de 
l'esprit procèdent soit par "essai-erreur" ou par une classification hiérarchique de ce qui 
peut ou ne peut pas être essentiel. 
Pour illustrer et faire ressortir les différences entre l'intelligence humaine et les 
systèmes créés par l'lA, Dreyfus offre comme exemple une activité humaine complexe, il 
s'agit du jeu d'échecs: 
Un joueur humain dans une partie d'échecs considère à peu près 100 positions 
probables pour le mouvement des pièces en fonction de l'état du jeu. Mais avant cela il a 
déjà à l'esprit quel est le mouvement le plus prometteur, car il fait une analyse global du jeu 
et calcule les possibilités de défense et d'attaque ainsi que les ripostes de l'adversaire afm 
de décider comment procéder. 
Un programme d'ordinateur par contre peut trier jusqu'à 26.000 alternatives avant de 
pouvoir choisir, car les programmes qui jouent aux échecs sont conçus pour traiter chaque 
jeu isolement; ils ne considèrent pas le jeu dans sont aspect global et n'utilisent pas des 
expériences des jeu antérieurs. Les programmes pour jouer aux échecs sont conçus pour 
considérer seulement des informations explicitées. Ils fonctionnent indépendamment du 
contexte global du jeu. Pour faire un coup, il faut trier les 26.000 alternatives présentées; 
cela leur demande un calcul assez long afin de permettre au système informatique d'évaluer 
une liste d'options possibles217• 
Les différences entre les systèmes humains et les systèmes de l'lA, pour la résolution 
d'un problème, sont très grandes. Le joueur humain peut sélectionner les coups plus 
prometteurs de façon qualitativement supérieur car il n'a pas besoin d'inventorier les 
options possibles de coups pour choisir celui qui est le plus prometteur. Les êtres humains 
peuvent compter sur des processus beaucoup plus élégants pour reconnaître certaines 
situations ou problèmes et ensuite traiter les données dont ils disposent218• 
Le joueur humain compte sur les quatre modalités cognitives signalées par Dreyfus et, 
au contraire de l'ordinateur, il associe les situations présentées pendant le jeu d'échecs avec 
d'autres expériences semblables déjà vécues par lui. II visualise le jeu globalement, ce qui 
217 H. L. Dreyfus (1979), op.cil., pp. 101-102. 
218 Pour l'être humain, la paception et l'organisation des éléments en jeu, lors de la résolution d'un problème. sont 
importants pour la discrimination de tout ce que est patinants ou fondamental à la résolution de ce problème. 
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lui pennet d'établir un rapport entre la situation actuelle (le problème présenté) et les 
infonnations provenantes de sa mémoire ou de sa conscience périphérique. Cela fait en 
sorte que plusieurs associations mentales en rapport avec des connaissances diverses, en 
relation avec le jeu actuel et des jeux antérieurs, soient utilisées comme éléments de 
décision, pennettant au joueur de fonnuler des hypothèses sur les mouvements des pièces 
sur l'échiquier. 
Selon Dreyfus, la programmation des ordinateurs pour qu'ils participent à des jeux 
comme celui des échecs ne rend pas compte des infonnations non explicitées. Ces 
infonnations constituent des données importantes pour la conduite d'un joueur pendant une 
partie d'échecs. 
Les infonnations non explicitées qui occupent la périphérie de la conscience pendant le 
déroulement d'une partie d'échecs sont fondamentales pour les êtres humains pour qu'ils 
analysent le jeu et les coups possibles, sans avoir besoin de procéder à un recensement 
méthodique et inconscient de toutes les options offertes, comme c'est le cas des 
programmes informatiques qui jouent aux échecs. À propos de cela Dreyfus fait le 
commentaire suivant: 
What is needed is a program which selectively carries over from the past just 
those features which were significant in the light of its present strategy and the 
strategy attributed to its opponent. But present programs embody no long-range 
strategy at all. 
In general what is needed is an account of the way that the background of past 
experience and the history of the current game cao detennine what shows up as a 
figure and attracts a player's attention. But this gestaltist notion of figure and 
ground bas no place in explicit step-by-step computation219. 
L'utilisation de protocoles220 visant à décrire les raisonnements du joueur d'échecs pour 
concevoir des programmes qui jouent aux échecs, révèle selon Dreyfus l'importance de la 
conscience périphérique dans le cas des joueurs humains. Dreyfus cite un passage de 
l'article" Expérience and Perception of Pattern" de Michael Polanyi pour montrer 
l'importance de cette capacité de l'esprit dans la résolution de problèmes: 
This power resides in the area which tends to function as a background because 
it extends indeterminately around the central object of our attention. Seen thus 
from the corner of our eyes, or remembered at the back of our mind, this area 
219 H. L. Dreyfus (1979), op.cit. ,pp.l05-106. 
220 Un protocole est l'énoncé des règles d'un raisonnement ou des démarches de pensée suivies lors de la résolution d'un 
problème par un être humain. En lA les protocoles sont établis à partir des rapports vabaux des expats dans un domaine 
donné (par exemple, le jeu d'échec) sur la façon dont ils resolvent un problème. 
compellingly affects the way we see the object on which we are focusing. We 
may indeed go so far as to say that we are aware of this subsidiarily noticed area 
mainly in the appearance of the object to which we are attending221. 
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Selon Dreyfus notre attitude naturelle à résoudre des problèmes et la plupart des 
processus qui donnent naissance a des componements intelligents sont en rappon avec 
notre conscience périphérique, laquelle nous permet de voir le monde, ou mieux, les 
situations, comme des structures organisées. Notre conscience périphérique nous permet 
d'avoir ce que les psychologues de la forme ont appelé la Gestalt d'une la situation222• 
3- Les présuppositions gui soutiennent l'optimisme en Intelligence Artificielle 
Dreyfus explique quelles sont d'après lui les raisons qui font que les recherches en lA 
continuent à être faites, en dépit de leurs échecs continus. Ces raisons résultent des 
présuppositions (assomptions)223 d'ordre biologique, psychologique, épistémologique et 
ontologique. La discussion sur les présuppositions sous-jacentes aux travaux sur les 
machines intelligentes constitue une réflexion philosophique où l'auteur procède à une 
critique épistémologique des idées élémentaires qui constituent la base de l'lA et de la 
recherche sur la simulation cognitive. 
Selon Dreyfus il est possible d'évaluer la signification des résultats obtenus dans ces 
deux domaines par l'intermédiaire d'une critique des présuppositions mentionnées. L'intérêt 
de Dreyfus est de mettre en évidence les limites du projet pour la conception des machines 
intelligentes. La critique des présuppositions intéresse également les scientifiques et les 
philosophes. 
Les présuppositions de l'lA, discutées par Dreyfus, ont comme point de départ l'idée 
que les processus cognitifs sont des processus de traitement d'information. Elles sont liées à 
221 Polanyi, M. , " Experience and Perception" in the modeling of Mind, p.214, cité par H. L. Dreyfus (1979), op.cil. , 
p.l03. 
222 Le modèle Gestaltiste de la perception est très compatible avec l'analyse d'inspiration phénoménologique de Dreyfus. 
Le gestaltisme que explique la perception humaine comme étant un phénomène structuré, c'est-à-dire, qui dépend d'un 
ensemble indissociable de facteurs interliés où chaque élément de la constitution du phénomène de la perception dépend 
de la structure perceptuelle dans laquelle il se trouve. 
223 Nous avons traduit le mot assumption par le terme présupposition (supposition préalable). Notre choix prend en 
considération l'asseption du mot assumption dans le texte originel. Il faut mentioner, toutefois, que les traducteurs 
français de whal Compulers Can', Do ont optée plulÔt par le terme "postulat "pour traduire le même mot. Il nous semble 
que le terme postulat choise dans la traduction française est très fort, considérée l'état du dévéllopement dans lequel se 
situé l'lA et le statut épistémologique conféré par Dreyfus à cette recherche. Em plus, nous avons choisi un terme plus 
faible ( présupposition )pour traduire assumption, étant donné que ceux qui travaillent dans le domaine de l'lA n'affument 
pas (ou postulent) tels ou tels principes. Les postulats biologique, psychologique, epistemologique et ontologique ne sont 
pour Dreyfus que de simples préssupositions (assumptions). 
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l'analogie cerveau /esprit-machine selon laquelle le cerveau et les ordinateurs sont des 
systèmes qui traitent l'information selon les principes formels semblables.Cela est 
corroboré par des thèses qui considèrent l'esprit comme une sorte de système de traitement 
de l'information. 
Dans son analyse des présuppositions biologiques, psychologiques, épistémologiques 
et ontologiques, Dreyfus prend comme cible les recherches de l'approche formelle 
descendante TI est intéressant de mentionner que les présuppositions ont toutes un caractère 
anthropomorphique, car les chercheurs utilisent comme base théorique de leurs expériences 
des concepts qui sont en rapport avec des modèles d'explication de l'esprit, du cerveau et 
enfm de toute la cognition humaine. 
3.1- La présupposition biologique 
La présupposition biologique consiste à supposer qu'il y a des niveaux d'interaction 
neurophysiologique où le cerveau fonctionne de façon similaire aux processus digitaux 
d'un ordinateur. Les neurones seraient l'équivalent biologique des circuits d'un ordinateur et 
vice versa Si le cerveau nous permet de penser, alors une autre structure biologique est 
aussi capable de produire des résultats, sinon semblables, du moins très proches des 
résultats obtenues par le cerveau. 
Man is an object. The success of modem physical science bas assured us that a 
complete description of the behavior of a physical object can be expressed in 
precise laws, which in turn can serve as instruction to a computer which can 
then, at least in principle, simulate this behavior. This leads to the idea of a 
neurophysiological description of human behavior in terms of inputs of energy, 
physical-chemical transaction in the brain, and outputs in terrns of motions of the 
physical body, all, in principle, simulatable on a digital machine224. 
Le présupposé biologique est basée sur des thèses physicalistes, lesquelles ne sont pas 
corroborées par les recherches en neurophysiologie. Avoir une présupposition d'ordre 
biologique, c'est présumer que les caractéristiques logiques du cerveau dépendent des 
caractéristiques physiques de celui-ci. Selon cette perspective, le cerveau et l'ordinateur 
fonctionnerait de façon séquentielle225• 
Le présupposé biologique défend un modèle digital du cerveau selon lequel celui-ci 
fonctionnerait comme un système physique binaire capable de manipuler des symboles. À 
224 H. L. Dreyfus (1979), op.cil. ,p. 177. 
225 H. L. Dreyfus (1979), op.cil. , p.I60. 
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un niveau quelconque, le cerveau doit traiter de l'infonnation. De cette façon, il y aurait des 
processus biologiques qui fonctionneraient comme les bascules (flip-flops) d'un ordinateur. 
Le modèle digital du présupposé biologique peut être expliqué ainsi: les commutateurs "on-
off' des ordinateurs seraient comparables à des processus physiques qui ont lieu dans le 
cerveau lors des processus neuronaux. 
Selon Dreyfus, le modèle digital du cerveau n'est pas confirmé par les travaux 
scientifiques: "This model is still uncritically accepted by practically everyone not directly 
involved with work in neurophysiology, and underlies the naïve assumption that man is a 
walking ex ample of a successful digital computer program"226. 
Considérant les recherches en neurophysiologie, Dreyfus affInne que le principe de 
fonctionnement du cerveau est basé sur un parallélisme massif, tandis que l'ordinateur 
opère, en général, séquentiellement. TI admet qu'il est toujours possible de simuler le 
parallélisme du cerveau, mais les ordinateurs conventionnels dont 1'architecture est 
séquentielle ne peuvent pas simuler des comportements qui exigent des degrés de 
parallélisme plus accentués227. 
Les capacités du cerveau dépassent aujourd'hui énonnément celles des machines 
digitales programmables. Selon Dreyfus même la simulation des quelques parties du 
réseaux neuronal dans un programme d'ordinateur ne constituerait pas une garantie que le 
cerveau fonctionnerait comme un ordinateur, et vice versa. Nous avons une connaissance 
encore très sommaire du cerveau humain. 
Nous n'avons pas de garantie que les principes de fonctionnement et de stockage 
d'infonnation du cerveau et des machines digitales soient similaires. En plus, les capacités 
générales de ces deux systèmes sont très différentes. La présupposition biologique peut être 
remis en question par quelques résultats empiriques fournis par des études 
neurophysiologiques récentes. 
Les expériences en neurophysiologie, dit Dreyfus, suggèrent que le modèle digital n'est 
pas valable. Les arguments qu'il présente pour montrer les faiblesses de la présupposition 
biologique sont les suivants: 
Le cerveau ne fonctionne pas selon des principes numériques binaires. Le cerveau ne 
traite pas non plus des fragments d'infonnation de façon séquentielle au moyen de signaux 
226 H. L. Dreyfus (1979), op.cit . • p.159. 
227 Dreyfus ne écarte pas la possibilité théorique que de nouvelles architectures neo-connexinnistes soyent capables de 
permette des performances importantes par exemple dans le champ de l'aprendissage. Cela peut être possible, selon lui, 
dès que ces architectures soient capables de sourmonter les dificultés deja affrontés par les systèmes à programmes 
algorithimiques et heuristiques. Cf. H. L. Dreyfus (1979), op.cit . • p. 326, note 1. 
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à valeurs discrètes, mais au contraire tout porte à croire que le cerveau fonctionne selon des 
processus "globaux"228 opérant par des rafales d'impulsions (volleys of pulses) électriques 
non séquentielles. Dreyfus argumente que la tendance des études sur le fonctionnement 
neuronal porte à croire croire que le cerveau fonctionnerait de façon analogique. TI fait une 
distinction entre traitement de l'information numérique et traitement analogique dans les 
termes suivants: 
The essential difference between digital and analogue information processing 
is that in digital processing a single element represents a symbol in a descriptive 
language, that is, carries a specific bit of information; while in a device 
functioning as an analogue computer, continuous physical variables represent the 
information being processed229. 
Dreyfus montre que le modèle digital n'est pas valable. Le traitement de l'information 
sous la forme d'impulsions électriques au niveau neurologique dépend de plusieurs facteurs 
tels que la variation du diamètre de l'axone qui est en rapport avec (a) le laps de temps 
depuis la dernière impulsion électrique passée dans le neurones et (b) des effets des axones 
à la proximité: 
The filter characteristics of the axon would vary with its diameter which in tum 
might be a function of the recency of signals passing down that axon. or even, 
perharps, of the activation of inunediately environing axons. If such time factors 
and field interaction play a crucial role, there is no reason to hope that the 
information processing on the neurophysiologicallevel can be described in a 
digital formalism or, indeed, in any formalism at al123O. 
En resumé pour Dreyfus les processus de traitement d'information dans le cerveau 
résultent d'un processus global simultané et interactif. Les processus du cerveau ne peuvent 
pas être réduits à des éléments discrets ou bits d'information. Pour cette raison, tels 
processus résistent à toute forme de formalisation visant à les programmer par des moyens 
heuristiques sur des machines séquentielles. 
Le cerveau n'est point, selon l'auteur, un système qui manipule physiquement des 
symboles. Dreyfus considère la présupposition biologique comme une thèse non 
228 Dreyfus dit que les rechaches des annés 1950 en neurophysiologie montraient déjà le caractère global du 
fonctionement du cerveau. Il cite le neurophysiologiste Theodore H. Bullock dont le travail sur le potentiel présynaptique 
et postsynaptique des systèmes neuronaux montre que les impulsions présynaptiques fonctionnent selon des processus 
analogiques plutôt que selon des processus digitaux ou séquentiels. 
229 H. L. Dreyfus (1979), Op.cil. , p.161. 
230 H. L. Dreyfus (1979), op.cil. , p. 162. 
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corroborée par les expériences scientifiques. Nous n'avons pas, jusqu'à maintenant, de 
bases empiriques cohérentes pour défendre l'idée selon laquelle le cerveau et l'ordinateur 
digital fonctionnent de façon semblables sur le plan physique. 
3.2- La présupposition psychologique 
Le présupposé psychologique prend pour point de départ la thèse que l'esprit opère en 
termes binaires, qu'il traite des "bits" d'informations selon des règles formelles pré-établies 
à la façon d'un ordinateur digital. Cette idée permet à ceux qui travaillent en simulation 
cognitive231 (la plupart, des psychologues) de voir l'ordinateur comme un modèle pour 
l'étude de l'esprit. Sur le plan de leur fonctionnement, l'esprit et l'ordinateur seraient des 
machines universelles de traitement de symboles. Cela est en rapport avec la tradition 
représentationnaliste selon laquelle penser équivaut à calculer: 
A psychological assumption that the mind can he viewed as a device operating 
on bits of information according to formai mIes. Thus, in psychology, the 
computer serves as a model of the mind as conceived of by empiricists such as 
Hume (with the bits as atomic impressions) and idealists such as Kant (whith the 
program providing the mIes). Both empiricists and idealists have prepared the 
ground for this model of thinking as data processing-a third-person process in 
which the involvement of the "processor" plays no essential role 232. 
L'expression la plus évidente de la présupposition psychologique peut être trouvée dans 
les thèses de l'lA qui affirment qu'une bonne partie de ce qui compte comme étant du 
comportement intelligent s'organise en termes de structure cognitive, laquelle peut être 
comprise et décrite par des moyens formels233. En faisant la description d'un réseau 
d'entités symboliques qui composent nos pensées, nous pouvons établir des analogies entre 
les opérations logiques de notre pensée et la manipulation symbolique effectuées par des 
machines digitales. 
Dreyfus affIrme que ceux qui travaillent en simulation cognitive ne veulent pas réduire 
l'esprit, les intentions, les perceptions, les souvenirs, à des descriptions d'ordre 
231 Dreyfus signale en passant la distinction entre l'lA et le projet de simulation cognitive. Il faut mentionner que la 
distinction entre ces deux domaines n'est pas claire dans la plupart des travaux de l'lA. Car la simulation cognitive est à 
peine un secteur de l'lA. elle se distingue de l'lA mais, utilise le même vocabulaire technique et traite des mêmes 
problèmes. La simulation cognitive se distingue par le fait qu'elle s'intézesse principalement aux processus cognitifs sous-
jacents à l'activité de résolution des problèmes. Sont but est de simula le comportement humain au moyen des techniques 
informatiques. Elle a un caractère fortement anthropomorphique, au contraire de l'lA. 
232 H. L. Dreyfus (1979), op.cit. ,p. 156. 
233 H. L. Dreyfus (1979), op.cil . • p. 53. 
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neurophysiologique, par exemple, à des processus physico-chimiques à l'intérieur du 
cerveau. 
n rappelle que l'esprit, les intentions, etc., peuvent être considérés aussi à partir d'un 
autre niveau d'analyse, le niveau phénoménologique: 
There is of course, another level-Iet us caB it phenomenological~n which it 
does make sense to talk of human agents, acting, perceiving objects, and so 
forth. On this level what one sees are tables, chairs, and other people, what one 
hears are sounds and sometimes words and sentences, and what one performs are 
meaningful action in a context already charged with meaning234. 
Cependant, ceux qui travaillent dans le domaine de l'lA et en Simulation Cognitive ne 
s'intéressent pas à des analyses de type phénoménologique qui considèrent les choses telles 
que perçues par les individus, et où il n'est pas question de faire appel à des représentations 
formelles. 
La présupposition psychologique est tributaire des idées liées au développement de la 
chimie, à savoir, que nous avons la possibilité d'étudier les phénomènes naturels à des 
niveaux intermédiaires de description. 
La présupposition psychologique est sous-jacente aux théories fonctionnalistes selon 
lesquelles nous pouvons comprendre les comportements intelligents à partir d'une analyse à 
un niveau intermédiaire, entre les états mentaux et les phénomènes matériels. Dreyfus 
affirme que les travaux qui défendent un niveau intermédiaire d'analyse, (qu'il a appele de 
niveau de traitement de l'information) sont en rapport avec la théorie de la communication, 
la cybernétique et l'informatique235. 
Dreyfus s'oppose à la théorie computationnelle de l'esprit, selon lui, la pensée humaine 
n'opère pas selon un mode binaire et à partir de règles pré-établies semblables à celles qui 
caractériseraient le fonctionement d'un ordinateur: 
Much of the literature of Cognitve Simulation gains its plausibility by shifting 
between the ordinary use of the term "information" and the special technical 
sense the term has recently acquired. Philosophical clarity demands that we do 
not foreclose the basic question whether human intelligence presupposes rule 
lilce operations on discrete elements before we begin our analysis. Thus we must 
be careful to speak and think of "information processing" in quotalion marks 
when referring to human beings236. 
234 H. L. Dreyfus (1979), op.cil . • p.I77-178. 
235 Dreyfus affinne que lorsque le behaviorisme a épuisé ses possibilités théoriques et a été considéré une théorie 
réductrice et détemùniste du comportement humain, le psychologues (fonctionna listes) furent attirée par les possibilités 
théoriques d'analyse de l'esprit offertes par les sciences informatiques et théories sur l'information. 
236 H. L. Dreyfus (1979), op.cil . • p.I66. 
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Dreyfus montre l'inefficacité du modèle computationnel en tenant compte de 
l'ambiguïté de la notion de traitement de l'information. L'esprit humain ne traite pas 
l'information dans le sens informatique ou mieux dans le sens de la théorie de la 
communication237, car l'esprit possède des propriétés sémantiques lesquelles n'ont rien à 
voir avec la notion d'information tel qu'employée dans ces domaines. 
Les idées défendues en lA et en Simulation cognitive font une utilisation sémantique 
du terme information. Cela n'a rien à voir avec le sens que lui donnent Shannon et 
Weaver238. La Théorie de l'information attribue à ce terme un sens formel non sémantique. 
A ce propos, affIrme Dreyfus: "It is a nonsemantic mathematical theory of the capacity of 
communication channels to transmit data A bit (binary digit) of information tells the 
receiver which of two equally probable alternatives has heen chosen"239. Dreyfus renforce 
son argument en ajoutant ce passage de W. Weaver: "The word information in this theory, 
is used in a special sense that must not he confused with its ordinary usage. In particular, 
information must not he confused with meaning"240. 
Selon Dreyfus il y a, de la part des ceux qui travaillent en science cognitive, un abus de 
langage. 
Les critiques de la présupposition psychologique sont sans doute dirigées contre la 
psychologie cognitive d'orientation fonctionnaliste. Ces psychologues cherchaient à 
exploiter les possibilités que les ordinateurs offraient à la fondation d'une psychologie 
capable d'être digne du titre de science du comportement. La présupposition psychologique 
part de l'idée fonctionnaliste et mentaliste selon laquelle le traitement de l'information par 
l'esprit résulte d'une série d'opérations discrètes. 
Dreyfus critique le caractère axiomatique des arguments de cognitivistes tels que 
Newell, Neisser et Miller. Ces auteurs analysent et défendent un modèle computationnel 
237 L'informatique et l'lA empruntent le tenne "information " à la théorie de la communication dont le but est de défmir 
et d·étudier quantitativement l'information, leur codage, et la capacité de traitement dans les canaux de transmission 
d'informations. Les théories sur l'information( l'information ici dans le sens que nous venons de mentionner) sont en 
rapport avec des problèmes d'engéniérie dans le domaine des té1écomunications ou de l'informatique. La notion de 
traitement de l'information issue de la théorie de la communication et en dernière analyse de l'informatique, désigne les 
moyens formels par lesquels l'information est organisée en système. Comment les signaux transmis, indépendant de leurs 
contenus, reçoivent une forme. 
238 Cf. Shannon C. E. et W. Weaver, Tite MatltenwlicaIrlteory of CommlUlication, University of Illinois Press, 
Urbana,1949. 
239 H. L. Dreyfus (1979), op.cil. ,p.165. 
240 Idem. La citation en question est tiré de W. Weaver,"Recent Contributions to the Mathematical Theory of 
Communicattion" in C. E. Shannon et W. Weaver, 1949 op.cil. , p.99. Le tenne information, duquel nous parle Weaver a 
une aception essentiellement formel. Il faut mentioner que pour les théoriciens de l'information, par exemple, deux 
messages ayant deux sens distincts peuvent être formelment équivalents. En effet pour la théorie de l'information, c'est le 
contenant, c'est à dire le signal transmis, qui compte et non le contenu (le message que le signal transmet). 
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qui pennet de décrire le comportement intelligent en tennes des programmes d'ordinateur. 
S'il est possible de faire des descriptions détaillées et complètes qui caractérisent et 
expliquent les comportements humains, alors il est possible de composer un ensemble 
d'instructions bien définies capables de reproduire sur une machine certains de ces 
comportements. 
Selon la méthode fonctionnaliste employée par quelques uns des auteurs ci-dessus, les 
processus cognitifs sont décrits et expliqués comme un ensemble coordonné de règles 
visant un but déterminé. D'accord avec Dreyfus, les difficultés théoriques de ce genre de 
procédure sont omises en faveur de quelques défmitions axiomatiques peu défendables, 
telles que celles qui affmnent que les comportements humains peuvent être décrits sous la 
fonne d'un ensemble fmi de règles ou jeu d'instructions pouvant d'être traitées par une 
machine. 
Pour Dreyfus, comprendre un comportement donné n'est pas l'analyser par le moyen de 
protocoles et concevoir des programmes. Les explications en psychologie ne peuvent pas 
prendre la fonne d'un programme ou jeu d'instructions, tel que le veulent ceux qui se sont 
basés sur la présupposition psychologique. Selon lui, ce modèle d'explication appliqué 
quelquefois préalablement en psychologie cognitive ne rend pas compt des contradictions 
et ambiguïtés qui apparaissent entre les protocoles d'une description psychologique d'un 
comportement et le comportement lui-même241 • 
La présupposition psychologique est exprimée autrement par l'affinnation que le 
comportement intelligent peut être complètement expliqué parce que les êtres humains ne 
font que suivre des règles, lesquelles sont d'une manière ou d'une autre représentées dans 
leurs têtes. 
Selon Dreyfus, les explications psychologiques du comportement humain qui 
admettent des descriptions exprimées sous la fonne de programme d'ordinateur ont un 
rapport avec des fonnes de pensée enracinées dans la philosophie occidentale. 
Comme nous l'avons déjà mentionné, Dreyfus note que, depuis Platon et Kant, 
l'expérience, la perception et le comportement rationnel ont été toujours analysés en tennes 
de règles. Cela est lié, rappelons-nous, à la notion d'esprit conçu comme un mécanisme de 
calcul et à l'idée qu'il est possible de représenter fonnellement l'ensemble des instructions 
ou règles de la pensée. 
241 Cf. H. L. Dreyfus (1979), op.cil. ,pp.175-176. 
Thus, for Plato, a theory of human behavior which allows us to understand 
what a certain segment of that behavior accomplishes is also an explanation of 
how that behavior is produced. Given this notion of understanding and this 
identification of understanding and explanation. one is bound to arrive at the 
cognitive simulationists with their assumption that it is self-evident that a 
complete description of behavior is a precise set of instructions for a digital 
computer, and that these roles can actually be used to program computers to 
procuce the behavior in question242 
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Selon Dreyfus les cognitivistes font une confusion entre la compréhension d'un 
comportement intelligent et la description de ce même comportement. Il y a un glissement 
de la notion de compréhension à l'idée de description. Lorsqu'il s'agit de comprendre le 
comportement humain, nous ne devons pas nous fier totalement à des descriptions. La 
notion de description (ensemble de règles explicites) employée par les chercheurs 
cognitivistes, est en rapport plutôt avec la notion d'explication .. 
L'analogie fonctionnaliste entre les ordinateurs et l'esprit considère que l'esprit est un 
dispositif de manipulation de symboles. Par exemple, dans les travaux de J. Fodor (1968) et 
de Miller, Galanter et Priban (1960) nous trouvons quelques analyses de caractère 
fonctionnaliste qui suggèrent quelquefois des analogies entre le système cognitif et les 
systèmes informatiques. Voyons par exemple celle qui suggère que les êtres vivants 
procèdent de façon séquentielle, "When an organism ex.ecutes a plan he proceeds step by 
step, completing one part and them moving to the next"243. 
Des affirmations comme celle-ci conduisent selon Dreyfus à des incohérences au 
niveau théorique. Dans le passage mentionnés, il semble que l'organisme fonctionne 
exactement comme un ordinateur séquentiel. Cependant l'analogie dans ce cas n'a aucun 
sens car ce sont les machines qui procèdent "étape par étape". Si dans certains cas notre 
organisme fonctionne de cette façon, cela ne justifie pas la généralisation de certains 
aspects biologiques de l'organisme à l'ensemble des processus cognitifs ou si on veut à la 
pensée. Sur ce point, l'analyse de Dreyfus est très fme: 
Here all three levels exist in unstable and ungrammatical suspension. "When an 
organism [biological] executes [machine analogy borrowed from human agent] a 
242H.L. Dreyfus, (1979), op.cit. , p.I77. L'idée fonctionnaliste qui pennet de rendre possible l'explication du 
comportement en termes d'instructions ou de progranunes d'ordinateur vise créer un modèle explicatif de l'esprit, qui est 
diff&ent d'une orientation comme celle proposée par Dreyfus à la fin de Whal Compwers Can't Do dont l'objetif est 
plutôt de comprendre l'esprit. Les mots "comprendre" et "explication" en ~taliques dans cette citation, veulent à notre avis 
mettre l'accent sur la distinction entre expliquer et comprendre toujours discutée par les philosophes contemporains. 
Dreyfus exprime ici la difficulté d'appliquer au comportement et à l'esprit humain des méthodes d'analyse causale 
inspirées de l'explication de la nature. 
243 Cf. M. Galanter et Pribram, Plan and tlte StrllCtwe ofbehavior, Holt, Rinehart et Winston, N. Y. ,1960, p.57. Cité par 
H. L. Dreyfus (1979), op.cil . • p.179. 
Plan he [the human agent] ... " Or, one can have it the other way around and 
instead of the organism being personified, one can fmd the rnind mechanized244. 
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Certains auteurs, comme J. Fodor, nettement attachés à la présupposition 
psychologique, semblent croire que le fonctionnement de l'esprit est lié à des procédures 
effectives ou algorithmes. Dreyfus note que l'utilisation par quelques auteurs de certaines 
expressions, telles que "exécution mentale" et "exécution mentale de tâches", "entrée 
sensorielle" "information-stimulus", etc, suggèrent, que l'esprit humain fonctionne comme 
une machine digitale. 
Toutes ces expressions sont, selon Dreyfus, problématiques car elles sont basées sur un 
aspect du présupposé psychologique, à savoir, qu'il y a un niveau de description du 
fonctionnement de l'esprit, ou niveau de traitement de l'information, où l'esprit pourrait être 
considéré comme un dispositif manipulant des symboles. 
Fodor et les chercheurs cognitivistes d'orientation fonctionnaliste comme Neisser, 
Miller et d'autres, mentionnés par Dreyfus, soutiennent qu'il est possible de rendre compte 
de la perception à partir des descriptions de niveau intermédiaire. n est possible selon ces 
auteurs de formaliser en termes de règles les concepts que nous avons d'un objet. 
Fodor et les autres auteurs mentionnés pensent que la perception dépend uniquement 
de l'intégration des entrées sensorielles245 , comme si ce phénomène impliquait tout 
simplement un traitement de données à un niveau intermédiaire entre le niveau 
neurologique et un niveau phénoménologique. Dreyfus ne croit pas que cette aproche 
puisse rendre compte de la perception. 
Dreyfus souligne que la notion d'entrée sensorielle fonctionnerait comme une sorte 
d'axiome dans les travaux de Fodor, de Miller, Galenter, Priban et Neisser et d'autres 
chercheurs cognitivistes. Une telle notion n'est pas entièrement justifiée, mais fonctionne 
comme un élément important de leurs théories: 
244 Idem. 
Of course, if we begged the question and assumed !hat the brain is a digital 
computer, then sense could be made of the notion that a concept is a formai 
structure for organizing data. In !hat case the "sensory input" would be neither a 
percept nor a pattern of energy, but a series of bits, and the concept would be a 
set of instructions for relating these bits to other bits aiready received, and 
classifying the result. This would amount to an hypothesis !hat human behavior 
can be undenood on the model of a digital computer. It would require a theory of 
245 La notion d'entrée se1lSorielle oscille entre le sens phénoménologique (entrée sensorielle comme un visage, une 
forme, etc.) et le sens physique (entrée sensorielle comme fonne spécifique d'énergie perçue par un organe sensoriel.) Les 
cognitivistes considerent que l'entrée sensorielle peut être analysée en termes d'éléments purement formels comme des 
bits d'informalion. 
just what the ses bits are and wou1d then have to he evaluated on the basis of 
empirical evidence. 
But for Fodor, as for Miller et al. , the notion of "sensory input" and of a 
concept as a rule for organizing this input seems to need no justication but rather 
to he contained in the very notion of a psychological explanation246. 
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Selon Dreyfus l'esprit ne fonctionne pas à la manière d'un ordinateur digital, ou selon 
les principes formels d'une machine de Turing comme semble le prétendre Fodor dans ce 
passage: 
Les sciences de la connaissance ont fortement tendance à traiter l'esprit 
essentiellement comme un dispositif manipulant des symbloles. Si l'on peut 
définir fonctionnellement un processus mental comme une opération sur des 
symboles, il existe une machine de Turing pouvant effectuer la programmation et 
un grand nombre de mécanismes pour la réalisation de cette machine de Turing. 
( ... ) 247. 
Dreyfus s'oppose à tout modèle formel ou si on veut computationnel de compréhension 
de l'esprit; pour lui les formalismes ne peuvent pas rendre compte de plusieurs aspects 
importants liés à l'intelligence et à la perception humaine. Il n'y a pas d'équivalence 
fonctionnel entre l'esprit et l'ordinateur. 
Dreyfus s'attaque aussi au modèle fonctionnaliste ( appliqué par les psychologues et 
cognitivistes ) de compréhension de l'esprit. Selon lui, il n'est pas possible, par l'emploi de 
formalismes, d'élaborer des théories psychologiques capables de rendre compte du 
caractère global du fonctionnement de l'esprit. 
Pour lui, l'esprit n'est pas un système de traitement de l'information. L'expression 
"traitement de l'information" doit être, selon Dreyfus, mise entre guillemets quand il s'agit 
de l'intelligence naturelle. Celle-ci n'opère pas, fort probablement, sur des éléments 
atomiques et selon des règles très strictes. 
Dreyfus ne croit pas que l'esprit fonctionne à partir de représentations; il insiste dans sa 
critique de l'lA et de la recherche en simulation cognitive sur des exemples où la perception 
joue un rôle important. 
li a une perspective phénoménologique de l'esprit. où il n'est pas question pour 
comprendre l'esprit de l'analyser en termes représentationnels. L'esprit ne résulte pas d'un 
ensemble de règles lui permettant d'accomplir une suite d'opérations inc~nscientes à la 
manière d'un ordinateur. L'erreur majeure des ceux qui travaillent en simulation cognitive 
246 H. L. Dreyfus (1979), op.cil. , p.183. 
247 J. Fodor, op.cil., p.84. 
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est d'affirmer, selon Dreyfus, que les règles utilisées pour la description et la fonnalisation 
des comportements intelligents sont les mêmes règles qui produisent ces comportements. 
Dreyfus semble vouloir montrer que les processus mentaux humains ne sont pas 
résultants de la manipulation de symboles qui représentent le monde à la façon, des modèles 
infonnatiques. Dreyfus comprend l'esprit d'un point de vue phénoménologique. Ainsi, 
selon lui il n'est pas question de faire appel à des représentations pour les comprendre. 
L'analyse phénoménologique de Dreyfus considère l'esprit comme relié 
fondamentalement à un background non représentationnel. 
3.3- La présupposition épistémologique 
Dans l'analyse de la présupposition psychologique Dreyfus se concentre sur les 
recherches en Simulation Cognitive. L'analyse de la présupposition épistémologique 
concerne plutôt le statut des recherches en lA. Dreyfus affIrme que ce n'est plus la 
recherche d'un niveau intennédiaire d'analyse des aptitudes mentales qui entre en ligne de 
compte comme base de l'optimisme persistant dans le domaine de l'lA. L'optimisme tend 
maintenant à être soutenu par des arguments d'ordre épistémologiques, basés sur le succès 
obtenu au niveau des sciences physiques et de la linguistique de N. Chomsky. 
Au contraire de la présupposition psychologique qui soutient que le comportement 
intelligent peut être complètement expliqué par des règles heuristiques, la présupposition 
épistémologique est exprimée par l'affInnation que le comportement intelligent peut être 
complètement formalisé au moyen de règles heuristiques. Les travaux en Simulation 
Cognitive sont soutenus par une présupposition de type psychologique. Dans ces travaux 
les règles qui servent à exprimer fonnellement un comportement sont les mêmes règles qui 
produisent ces comportement. Tandis que les travaux en lA sont soutenus par une 
présupposition de type épistémologique, dans ces travaux toute conduite délibérée est 
analysée et exprimée sur la fonne des règles fonnelles et ces règles peuvent servir à 
reproduire ces mêmes conduites sur un ordinateur digital. 
Dreyfus souligne qu'il est diffIcile de distinguer la présupposition psychologique de la 
présupposition épistémologique et nous explique que cette différence subtile apparaît 
cependant de façon claire lorsqu'on considère le sens du tenne "reproduire", tel qu'il est 
employé dans l'analyse de Dreyfus. 
L'auteur affirme que la présupposition épistémologique est plus modérée et pour cette 
raison, moins vulnérable que la présupposition psychologique. Pour les chercheurs en lA 
122 
(qui défendent la présupposition épistémologique), tout comportement peut être formalisé 
selon certaines règles, lesquels peuvent être utilisées pour reproduire le comportement 
humain sur une machine. 
Les chercheurs en Simulation cognitive, par contre, (en se basant sur la présupposition 
psychologique) utiliseraient plutôt un sens fort du terme reproduire. Pour eux l'ordinateur 
(au moyen de règles formelles) serait capable d'expliquer et en même temps reproduire le 
comportement humain. Autrement dit, c'est la présupposition psychologique qui leurs 
permet d'affIrmer que les règles qui servent à exprimer formellement un comportement 
sont exactement les mêmes règles qui produisent ce comportement. 
La présupposition épistémologique considère possible la formalisation du 
comportement humain en termes de théorie de la compétence. Mais elle n'arrive pas à 
rendre compte, sur les plan formel, de l'accomplissement (performance) cognitif humain et 
dans le domaine de l'lA. 
The epistemologicaI assumption is weaker and thus less vulnerable than the 
psychologica1 assumption. But it is vulnerable nonetheless. Those who faIl back 
on the epistemologica1 assumption have realized that their formaIism, as a theory 
of competence. need not be a theory of human performance. but they have not 
freed temselves sufficently from Plato to see that a theory of competence rnay 
not be adequate as a theory of machine performance eitherZ48. 
La présupposition épistémologique est exprimée par deux affrrmations: 
1. tout comportement A non arbitraire249 peut être formalisé, 
2. la formalisation obtenue permet de reproduire A 
Le succès de la physique moderne et celui de la linguistique Contemporaine ont 
beaucoup influencé les recherches sur l'intelligence artifIcielle. Dreyfus critique la 
présupposition épistémologique montrant que, la proposition 1 est une généralisation non 
justifiée, qui est basée sur les méthodes des sciences physiques. La proposition 2, inspirée 
des succès de la linguistique contemporaine, dénote une malheureuse incapacité à 
expliquer, par une théorie de la compétence, la performance cognitive des êtres humains. 
Les arguments en faveur de la présupposition psychologique sont basés sur les 
Sciences physiques. 
248 H. L. Dreyfus (1979). op. cil . • p. 190. 
249 C'est à dire tout comportement dirigé à un but precis !orque nous agissons selon des règles. 
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La présupposition épistémologique ainsi que la présupposition psychologique sont en 
rapport avec une idée platonicienne chère à la tradition représentationnaliste selon laquelle 
comprendre une chose, c'est l'exprimer fonnellement de façon claire et objective. Nous 
trouvons cette idée dans l'explication du mouvement au sein des sciences physiques: 
"Galileo was able to found modem physics by abstracting from many of the properties and 
relations of aristotelian physics and finding that the mathematical relations which remained 
were sufficient to describe the motion of objects"250. 
En physique on utilise des représentations ou des expressions fonnelles pour décrire le 
comportement de certains corps ou le mouvement des planètes. Ces fonnalisations nous 
pennettent de fonnuler des lois sur le mouvement. La discussion de Dreyfus sur la 
présupposition épistémologique vise à discuter les limites du modèle fonnel de la physique 
appliqué à l'analyse du comportement humain. Dreyfus se demande s'il est possible de 
fonnuler des lois du comportement analogues aux lois de la physique. 
La notion de lois du comportement est liée a l'idée, commune en science physique, 
selon laquelle tous les objets du monde matériel obéissent aux lois de la nature. Telles lois 
peuvent être exprimées par des fonnalisations. Étant donné que le corps et le cerveau sont 
des objets matériaux, alors il est possible, par des explications de tout ce qui se passe sur le 
plan physique, de fonnuler des lois sur le comportement humain en tant que produit du 
mouvement du corps et des processus qui ont lieu dans le cerveau. 
3.3.1- Les arguments en faveur de la présuposition épistémologique 
basés sur les sciences physiques 
Dreyfus affmne que ce modèle fonnel des sciences physiques ne s'applique pas à l'lA. 
n ne partage pas l'idée que nous pouvons, par des moyens fonnels, simuler complètement 
le comportement humain sur des machines. Cette hypothèse, défendue par les chercheurs 
en lA, est basée sur l'idée qu'en tant que système physique notre comportement est sujet à 
des règles, car tout comportement non arbitraire est le résultat de règles suivies par un sujet 
ou un objet. Selon eux les règles suivies par un sujet servent à expliquer son comportement. 
Selon Dreyfus il y a un équivoque dans cene façon de considérer les choses. n exprime 
cela dans le passage suivant: 
250 H. L. Dreyfus (1979), op. cil . • p. 197. 
Consider the planets. They are not solving differential equations as they swing 
around the sun. They are not following any rules at all; but their behavior is 
nonetheless lawful, and to understand their behavior we fmd a formalism-in 
this case differential equations---which expresses their behavior as motion 
according to a rule. ( . .. )251. 
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Nous ne pouvons pas confondre les règles qu'on suit, par exemple quand on conduit 
une bicyclette, avec les règles qui permettent de décrire l'action que nous accomplissons ou 
qui décrivent comment les choses se passent quand nous conduisons une bicyclette. Selon 
Dreyfus suivre une règle est différent d'agir selon de règles. 
A man riding a bicycle may be keeping bis balance just by shifting bis weight 
to compensate for bis tendency to fall. The intelligible content of what he is 
doing, however, might be expressed according to the rule: wind along a series of 
curves, the curvature of wbich is inversely proportional to the square of the 
velocity. The bicycle rider is cenainly not following this rule consciously, and 
there is no reason to suppose he is following il unconsciously.( ... ) 252. 
Selon Dreyfus, les comportements humains ne sont pas complètement formalisables. n 
s'attaque d'abord à l'affirmation selon laquelle on peut exprimer formellement le 
comportement intelligent non arbitraire et ainsi concevoir des programmes informatiques 
en lA. Pour cerner sa critique du modèle de comportement provenant des sciences 
physiques, Dreyfus fait ressortir la notion de "machine" telle que conçu par Alan Turing, 
laquelle est utilisée dans la littérature sur l'lA, Pour Turing, une machine est un système 
formel abstrait qui opère à partir de règles strictes. Cette définition vaut aussi pour les 
ordinateurs digitaux: 
A digital computer is a machine wbich operates according to the sort of criteria 
Plato once assumed could be used to understand any orderly behavior. This 
machine, as defmed by Minsky, who bases his defInition on that of Turing, is a 
"rule-obeying mechanism" ( ... )It operates on determinate, unambiguous bits of 
data. according to strict rules wbich apply unequivocally to these data. The claim 
is made that this sort of macbine-a turing macbine-which expresses the 
essence of a digital computer can. in principle, do anything that human beings 
can do-that it bas, in principle, only those limitations shared by man253. 
251 H. L. Dreyfus (1979), op. cit , p.189. 
252 H. L. Dreyfus (1979), op. cit . • p.I90. 
253 H. L. Dreyfus (1979), op. cit . • p.192 
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Minsky dit que l'homme est une machine dont le fonctionnement pourrait être comparé 
à celui d'un ordinateur. TI fonctionnerait selon un modèle formel de machine de Turing254. 
Dreyfus ne partage pas l'idée défendue par M. Minsky et Turing selon laquelle une 
machine réelle ou abstraite qui suit des règles strictes est capable d'être programmée et de 
simuler complètement le comportement humain. Cette hypothèse, défendue par une bonne 
partie des chercheurs en lA, est basée sur l'idée que l'homme et l'ordinateur ne sont que de 
systèmes physiques capables de travailler à partir d'une base formelle. 
Le fait que nous sommes des systèmes physiques (nous avons un cerveau) n'est pas 
cependant le point de départ de Minsky et Turing, leur point de départ est l'idée que nous 
sommes des systèmes capables d'être compris par des moyens formels, car nous avons une 
base mentale où sont opérées des descriptions symboliques, lesquelles sont susceptibles 
d'être formalisées et transformées en programmes informatiques. 
La position de Dreyfus sur ce sujet est nettement anti-formaliste; pour lui, les 
formalisations qui valent pour les sciences physiques ne servent pas à l'explication des 
comportements humains et à comprendre l'esprit. Les formalismes en physique visent à 
formaliser les mouvements des objets matériels; rien ne prouve que les méthodes des 
sciences naturelles puissent servir à formaliser le comportement humain. Sur l'effort et 
l'optimisme des chercheurs en lA Dreyfus afflrme: "What would he needed 10 justify the 
formalists' optimism would he a Galileo of the mind who by making the right abstractions, 
could fmd a formalism which would he sufficient to describe human hehavior"255. 
Pour Dreyfus les comportements humains ne sont pas régis par des règles strictes 
capables d'être transformées en programmes informatiques. Nos comportements résistent à 
la formalisation car nous ne pouvons pas être réduits à des simples systèmes formels. 
Turing lorsque il rejette des idées anti-formalistes comme celles de Dreyfus afflrme 
que si d'un côté nous ne pouvons pas produire un ensemble de règles capables de décrire le 
comportement humain en toutes les circonstances, il est possible au moins de découvrir un 
ensemble de lois du comportement permettant de prévoir comment un individu donné se 
comporterait effectivement face à toutes les situations possibles. TI exprime ce point de vue 
par la distinction entre "règles de conduite" et "lois du comportement": 
By "roles of conduct" 1 mean precepts such as "Stop if you see red lights," on 
which one can act, and of which one can be conscious. By "laws of behavior" 1 
mean laws of nature as applied to a man body such as "if you pinch him he will 
254 Cf. Minsky, M. "matha, Mind, and Modela" In Semantic InformationProcessing. Minsky amme dans ce travail qu'il 
y a une ressemblance entre les processus mentaux et les programmes d'ordinateur. 
255 H. L. Dreyfus (1979), op. cit. ,p. 197. 
squeak." ( ... ) For we believe that it is not only nue that being regulated by laws 
of behavior implies being sorne sort of machine (though not necessarily a 
discrete state machine), but that conversely being such a machine implies being 
regulated by such laws256. 
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Dreyfus ne partage pas l'idée selon laquelle il est possible d'établir des "lois du 
comportement". Pour lui-même si le comportement humain peut obéir à des lois257, ces lois 
ne sont pas représentables sous forme de programme d'ordinateur. 
Une description formelle du comportement ne constitue pas un élément suffIsant pour 
la représentation du comportement par des programmes informatiques. Le comportement 
humain ne peut pas être représenté sous forme d'un ensemble de propositions 
indépendantes décrivant chaque composant du comportement comme dans un système 
physique. 
Dans son argumentation, Dreyfus admet, par exemple, que l'ordinateur peut traiter et 
même simuler toutes les données concernant les propriétés physico-chimiques d'une 
douleur ressentie par une personne. n soutient cependant que, même si les données 
emmagasinées sur la douleur sont si complexes nous permettant d'affIrmer que la machine 
simule la douleur (car elle traite toutes les informations concernant la douleur) Ce 
traitement des informations simulant tous les processus physico-chimiques de la douleur ne 
concerne que l'aspect formel d'un phénomène physique il laisse de côte plusieurs aspects 
fondamentaux pour la compréhension de la douleur en tant que phénomène mental. 
Si, admettant les méthodes des sciences physiques, nous sommes en mesure d'affmner 
que les comportements humains obéissent à des lois et que nous pouvons en principe 
(théoriquement) les simuler, cela n'est pas une garantie que nous sommes capables de le 
simuler effectivement. 
Le traitement des informations par le cerveau est différent du traitement des 
informations par les machines. On n'est pas en mesure d'affmner, comme le font les thèses 
fortes en lA, que n'importe quelle forme d'information peut être traitée par un ordinateur 
digital. La simulation d'une douleur par ordinateur (si complète soit-elle) est très éloignée 
de ce que se passe dans le cerveau ou dans l'esprit humain: 
A digital computer solving the equations describing an analogue information-
processing device and thus simulating its lunetion is not thereby simulating its 
"information processing" . It is not processing the information which is processed 
256 A. Turing, "Computing Machinery and Intelligence", in A.R. Anderson, éd. , Minds and Machines, Prentice-Hallinc. 
, NJ, 1964, 114p. p. 23. 
257 Car il présente parfois certaines régularités capables de nous permettre de formaliser certains de ces aspectes. 
by the simulated analogue, but entirely different information concerning the 
physical or chernical properties of the analogue. Thus the strong claim that every 
form of information can he processed by a digital computer is rnisleading. One 
can only show that for any given type of information a digital computer can in 
princip le he programmed to simulate a device which can process that 
information258. 
Dreyfus affmne que ceux qui assument la thèse forte en lA s'inspirent du succès de la 
physique pour affmner que l'expression formelle du mouvement du corps d'un être humain 
ou d'un objet permet de comprendre les comportements intelligents et le comportement de 
l'objet. Pour lui, le fait qu'on peut comprendre le mouvement à partir de certaines règles ne 
nous permet pas d'affmner la validité de la présupposition épistémologique. 
Les formalismes nous permettent de bien contrôler l'étude de certains processus 
biologiques liés au comportement humain. Cependant quand il s'agit d'étendre le même 
formalisme à une analyse globale du comportement, c'est-à-dire essayer de rendre compte 
de l'esprit ou de la pensée, les choses se compliquent259• 
Selon Dreyfus, nous ne suivons pas toujours des règles lorsque nous agissons ou 
lorsque nous pensons. Ni les règles analogues aux lois de la physique ni les règles du 
traitement de l'information ne légitiment la présupposition épistémologique. Les 
comportements humains ne sont pas complètement formalisables. Pour cette raison nous ne 
pouvons pas employer des règles servant à manipuler des données (représentations des 
objets du monde) sur le monde pour les reproduire ou les simuler. 
Selon Dreyfus le formalisme est limité pour expliquer les comportements humains. Un 
programme d'ordinateur ne peut pas reproduire le comportement humain sur des bases 
purement formelles. Il affIrme que l'application des méthodes (des sciences n~~relles) 
inspirés des recherches en lA par les sciences du comportement est une tentative 
condamnée à l'échec. 
3.3.2- L'argument en faveur de la présupposition épistémologique 
basé sur les succès de la linguistique contemporaine 
Depuis Austin, l'acte de discours est considéré comme une source de connaissance sur 
le comportement humain et sa logique. Suivant la même voie, des auteurs comme Searle et 
258 H. L. Dreyfus (1979), op. cil. , p. 195. 
259 Dreyfus affmne que le modèle d'analise du comportement humains issu de la physique ne justifie pas l'extrapolation 
opérée par les chercheurs en lA, 1 Ils passent d'un niveau physique d'analyse au niveau mental sans faire la distinction 
entre ce qui peut être fonnalisé réellement et sans relever les difficultés les réels dificutés de leurs projets. 
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Daniel Vanderveken cherchent une réponse sur les relations logiques entre notre esprit et 
de notre langage260• D'un autre côté, Chomsky et ses partisans, suivant la voie formelle de 
la grammaire transformationnelle mettent l'emphase sur les capacités syntaxiques des 
usagés d'une langue à produire des actes linguistiques. 
Searle et Daniel Vanderveken veulent comprendre le langage, à partir de l'emploi de 
phrases déterminées par rapport à des contextes déterminés. Leur point commun, c'est 
qu'ils utilisent soit le formalisme, soit des approches analytiques, afin de comprendre les 
actes linguistiques en tant que manifestation rationnelle de l'intelligence humaine. 
Dans What Computers Can't Do Dreyfus s'intéresse surtout à l'influence de la 
linguistique de Chomsky sur les travaux en intelligence artificielle. Selon lui le succès du 
modèle de Chomskien représente un encouragement précieux pour ceux qui prennent pour 
base la présupposition épistémologique et qui soutiennent la possibilité de formaliser les 
comportements sans les réduire au niveau physique. 
Dreyfus discute la validité de la base linguistique de la présupposition 
épistémologique. TI analyse quelles sont les limitations formelles d'une théorie linguistique 
incorporée comme modèle pour l'lA. 
L'avantage que le formalisme de la linguistique offre par rapport aux modèles basés sur 
les sciences physiques est qu'il permet de décrire les comportements en termes de règles 
qui peuvent être traitées immédiatement par la machine sans qu'il soit nécessaire de 
mesurer des quantités physiques ou de décrire des processus physico-chimiques du 
comportement en question. Chomsky lui-même admet que son modèle pourrait facilement 
se prêter à la programmation261• 
Chomsky dans son livre, Language and Mind, ( 1968. ) afftrme que l'étude formelle de 
la compétence des usagers d'une langue joue un rôle important dans la compréhension de 
leur performance262• Dreyfus affirme que ceux qui travaillent en lA prennent cette idée au 
pied de la lettre, oubliant les limitations des théories formelles en ce qui concerne les 
aspects pragmatiques du langage naturel.Les tenants de la présupposition épistémologique 
veulent employer le formalisme de la grammaire générative comme moyen de réduction 
des performances linguistiques à des descriptions calculables. Dreyfus observe, à ce propos 
qu'ils vont au delà de la théorie de la compétence de Chomsky263. Dans leurs recherches 
260 J.R, Searle et D. Vanderveken, FolUldalions of/lloclllÏONJry Logic, Cambridge Univenity Press, Cambridge, 1985. 
261 Cf. H. L. Dreyfus (1979), op. cil . • p.334. 
262 Cette idée est exprimée par Chomsky dans Cartesiilll Linguistics, New York, HIIl'pa &. Row, 1966, p.75, cité par H. 
L. Dreyfus (1979), op. cil . • p.332. 
263 Dreyfus mentionne que les idées transformationnelles de chomsky visent à comprendre, par le biais d'une théorie 
formelle, la compétence linguistique (syntaxique) et non la pafonnance des usagers d'une langue (sémantique et 
pragmatique). Autrement dit, pour Chomsky, il s'agit plutôt de comprendre ce qui est nécessaire à l'auditeur-locuteur pour 
qu'il puisse employer un langage plutôt que de fournir un modèle de conduite linguistique lui permettant d'employer ce 
langage. 
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sur les langages naturels, par exemple, c'est la performance et non la compétence qu'ils 
essayent de traduire en termes de règles grammaticales. Selon Dreyfus cette extrapolation 
pose des problèmes, car la performance présente une résistance à être formalisée. 
Selon Dreyfus la création d'une théorie de la performance implique le développement 
d'une pragmatique formelle que les chercheurs en lA ne sont pas en mesure de développer. 
D'ailleurs, Dreyfus soutient qu'on n'a pas de bonnes raisons de croire qu'une théorie 
formelle pragmatique puisse être créée. S'il y a eu succès de la formalisation de la syntaxe, 
cela n'implique pas qu'il y aura également réussite dans le domaine de la pragmatique. Pour 
justifier son argument, Dreyfus avance deux raisons: 
La première de ces raisons est que l'élaboration d'une pragmatique formelle exigerait 
une théorie qui comporte toutes les connaissances humaines sur le monde. Selon Dreyfus, 
cela semble être impossible. 
La deuxième raison est la suivante, il est possible par la simple observation des usagers 
d'un langage naturel de constater que leur usage d'une langue ne suppose pas toujours 
l'emploi de règles strictes. La syntaxe n'est pas la seule base structurante du langage. Les 
usagés d'une langue transgressent souvent les règles syntaxiques et cela n'empêche pas, 
dans la plupart des cas, que les comportements linguistiques puissent être bien compris. 
Dans sa totalité le comportement linguistique des êtres humains ne semblent pas se 
conformer à des règles très strictes. 
Dreyfus fait plusieurs remarques sur la capacité qu'ont les êtres humains à 
désambiguïser des expressions dans une langue en fonction de leurs besoins et du contexte. 
Au contraire d'une machine qui suit des règles strictes, les êtres humains ont une habileté à 
manier des cas déviants du bon usage linguistique (tels que les infractions aux règles de la 
syntaxe), à constater et à corriger immédiatement les problèmes de grammaire et de 
sémantique prévalant dans la plupart des situations conversationnelles critiques comme 
celle de l'exemple qui suit: 
There are cases in which a native speaker recognizes that a certain linguistic 
usage is odd and yet is able 10 understand it-for example. the phrase "The idea 
is in the pen" is clear in a sitatioo in which we are discussing promissing authors; 
but a machine at this point, with rules for what size physical objects can be in pig 
pens. play pens. and fountain pens. would DOt be able to go on. Since an idea is 
DOt a physical object. the machine could only deny that it could be in the pen or 
at best make an arbitrary stab at interpretation. The listener's understanding. on 
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the other hand, is far from arbitrary. Knowing what he does about the shadow 
which often falls between human projects and their execution, as weIl as what 
one uses to write books, he gets the point. and the speaker will often agree on the 
basis of the listener's response that the lestener has understood. Does it follow, 
then. that in understanding or using the odd utterance, the human speakers were 
acting according to a rul~in this case a rule for how to modify the meaning of 
"in"? It certainly does not seem so to the speakers who have test recognized the 
utterance as "odd"264. . 
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Dreyfus confronte les habiletés linguistiques humaines aux capacités d'un ordinateur en 
traitant les mêmes genres d'informations de caractère linguistique. Ses conclusions, quant 
aux défauts et limites de l'ordinateur à traiter le langage naturel, peuvent être résumés par 
les points suivants: 
1. les programmes informatiques présentent de l'intolérance à la plupart des 
ambiguïtés sémantiques et aux fautes de grammaire ainsi qu'à toute infraction aux règles 
d'usage et de syntaxe. 
2- Ils sont incapables de faire face aux situations linguistiques inattendues. 
(l'ordinateur applique indûment des règles à des cas nouveaux ou inconnus qui échappent 
aux règles.) ou doit toujours réviser l'ensemble de règles pour prendre en considération les 
nouveaux usages linguistiques entrés. 
3- Ils n'ont pas la capacité de travailler sélectivement avec le sens des phrases et des 
mots; pour cette raison ils ne sont pas capables de générer l'application de règles 
sémantiques qui exigent le recours aux contextes d'énonciation. 
Les êtres humains, au contraire des machines numériques, sont capables de percevoir 
immédiatement les infractions à une règle et de recourir au contexte pour rendre intelligible 
des expressions problématiques d'une langue. D'ailleurs, la plupart des usagers d'une 
langue utilisent celle-ci de manière très souple mais sans provoquer des conflits avec les 
patrons (règles) grammaticaux recommandés. Dans la vie quotidienne, ils comptent 
beaucoup sur le contexte d'énonciation pour se communiquer. Ils utilisent (ou ignorent) les 
règles selon les contextes d'énonciation. Dans les situations conversationnelles, les usagers 
d'une langue recourent à une sorte d'accord tacite entre eux, ce qui leur permet de faire face 
à des situations linguistiques où les règles sont absentes ou violées. Dreyfus ne croit pas 
que nous utilisons des méta-règles (comme dans les programmes heuristiques) pour 
résoudre des situations conversationnelles critiques. 
264 H. L. Dreyfus (1979), op. cit . • p.p.198-199. 
Devant un problème difficile qui demande une compréhension globale de la situation, 
les machines échouent. Elles ne s'impliquent pas comme les êtres humains dans les 
situations. Toute l'infonnation linguistique est traitée en tennes de séquences binaires de 
données, ayant une valeur mais sans contenu. 
But computers are not involved in a situation. Every bit of data always bas the 
same value. (. .. ) they can apply a rule to a specific case if the specific case is 
already unambiguosly described in terms of general features mentioned in the 
rule. They can thus simulate one kind of theoretical understanding. ( ... ) Thus 
they cannot accept ambiguity and the breaking of rules until the rules for dealing 
with the deviation have been so completely specified that the ambiguity and the 
breaking of rules until the rules for dealing with the deviations have been so 
completely specified that the ambiguity bas disappeared265. 
Dreyfus affmne que les recherches sur le langage naturel en lA n'ont pas réussi à 
rendre compte des situations réelles de communication linguistique. La machine est très 
loin des fonnes de vie humaines. L'ensemble des règles qui composent les programmes 
infonnatiques est valable pour le traitement des phénomènes qui appartiennent au monde 
fonnel et objectif des sciences, mais pas à l'univers de l'homme plein de significations. 
Dreyfus ajoute que les contextes linguistiques pragmatiques sont inaccessibles aux 
machines. Le fonnalismes conçus pour programmer les machines digitales ne sont pas 
capables d'aller au delà des fonnes syntaxiques de traitement de l'infonnation; ils ne sont 
pas capables de créer "une théorie de la pratique" comme le voulait Leibniz266. Le langage 
humain est marqué par une dépendance du contexte conversationnel, lequel n'est pas 
complètement soumis à des règles strictes. 
Dreyfus affinne que Wittgenstein avait dejà remarqué le problème principal que doit 
affronter qui veut défendre une présupposition de type épistémologique. Ce problème est 
celui d'essayer de comprendre le langage au moyen de règles strictes. Selon Wittgenstein 
dans l'utilisation courante d'une langue nous n'appliquons jamais des règles strictes267• Pour 
cet auteur, nos comportements linguistiques ne peuvent pas être réduits à leur expression 
fonnelle. Une telle réduction nous impliquerait dans une régression infmie à des règles 
exprimées ainsi par Dreyfus: 
To have a complete theory of what speakers are able to do, one must not only 
have grammatical and semantic rules but further rules which would enable a 
265 H. L. Dreyfus (1979), op. cil . • p.20l. 
266 H. L. Dreyfus (1979), op. cil. , p.lOl. 
267 Ludwig Wittgenstein, The Blue and Brown Books, Basil Blackwell, Oxford, England, p. 25 1960. Cité par H. L. 
Dreyfus (1979), op. cit . • p.103. 
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pers on or a machine to recognize the context in which the rules must he applied. 
TItus there must be roles for recognizing the situation, the intentions of the 
speakers, and so forth. But if the theory then requires further rules in order to 
explain how these rules are applied. as the pure intelectualist viewpoint would 
suggest, we are in an inflnite regress268. 
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La présupposition épistémologique, en tant que recours formel à des règles semblables 
à celles de la physique ou de la linguistique, est condamnée à l'échec. 
Le monde humain n'est pas constitué d'un ensemble de règles et de componements 
programmables. L'esprit humain ne traite pas l'information par des méthodes heuristiques. 
Les démarches formelles, basées sur le succès de la linguistique contemporaine, ne 
permettent pas de confirmer la présupposition épistémologique Voilà, en résumé, les 
critiques de Dreyfus formulées à l'égard de la présupposition épistémologique. 
3.4- La présupposition ontologigue 
La présupposition ontologique est défmie par Dreyfus comme la thèse selon laquelle 
les conduites intelligentes peuvent en principe être comprises à panir d'un ensemble 
d'éléments indépendants et explicites. Les chercheurs en lA ont comme point de dépan le 
présupposé ontologique lorsqu'il considèrent les comportements humains et les 
connaissances comme étant susceptibles d'être réduits à un ensemble d'éléments atomiques, 
plus simples, formalisables et capables d'être traités sur des ordinateurs digitaux. 
La présupposition ontologique est théoriquement compatible avec la structure de 
fonctionnement des ordinateurs digitaux, dans le sens où toute démarche de traitement des 
informations en informatique exige que les données soient des éléments discrets, prédéfmis 
et indépendants du contexte. L'approche la plus courante en lA selon laquelle l'intelligence 
résulte d'un traitement d'information a pour base la présupposition ontologique. 
The information-processing approach, however, uses the computer to 
instantiate symbolic descriptions so that combinations of f1iplflops represent 
discrete facts. If one assumes that these symbolic descriptions are composed of 
primitives which corre~nd to isolable features of the world, one makes the 
ontologica1 assurnption . 
268 H. L. Dreyfus (1979), op. cil . • p. 203. 
269 H. L. Dreyfus (1979), op.cil . • pp. 335-336. 
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Le présupposé ontologique est basé sur l'idée selon laquelle les données concernant um 
monde humain peuvent être comprises entièrement par des moyens formels. La discussion 
de Dreyfus sur ce problème s'articule autour des thèmes suivants: 
a) Le rapport entre la présupposition ontologique et la tradition représentationnaliste en 
Occident. 
b) Le rapport entre la présupposition ontologique et le modèle explicatif des sciences 
physiques. 
c) Le traitement du langage naturel en lA basé sur la présupposition ontologique. 
Le premier thème sert à montrer l'importance de la présupposition ontologique en tant 
que base philosophique pour l'lA. Les deux autres thèmes constituent une critique de l'lA et 
de ces base ontologiques issues des thèses mécanistes et linguistiques. 
3.4.1- Le rapport entre la présupposition ontologique et la tradition 
représentationnaliste en Occident. 
Pour montrer le rôle théorique de la présupposition ontologique pour les recherches en 
lA, Dreyfus la situe par rapport à la tradition. Le présupposé ontologique est en rapport 
avec la tradition représentationnaliste, selon lequelle les comportements intelligents et les 
connaissances humaines peuvent être complètement exprimés au moyen de règles 
lesquelles une fois appliquées constitueraient l'explication (ou la représentation ) de ces 
comportements et connaissances. 
Comme nous l'avons anticipé dans le deuxième chapitre il y a un rapport entre l'lA et la 
tradition philosophique: ce rapport est exprimé déjà dans la philosophie de Leibniz, 
Descartes, Hume, Hobbes, pour qui le monde peut être décomposé en éléments plus 
simples pour qu'on puisse le comprendre. Selon Leibniz, par exemple, notre attitude 
intelligente exige une recherche en profondeur dans laquelle un concept est décomposé en 
éléments plus simples, nous permettant de bien les comprendre. Étant donné que ces 
éléments conceptuels plus simples s'appliquent au monde des choses complexes, ce dernier 
doit être composé d'éléments de plus en plus simples auxquels correspondent des éléments 
conceptuels aussi élémentaires. 
Leibniz envisaged na kind of alphabet of human thoughts" whose "characters 
must show, when they are used in demonstrations, sorne kind of connection, 
grouping and order which are also found in the objects." The empiricist tradition, 
too, is dominated by the idea of discrete elements of knowledge270. 
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Les démarches rationalistes et empiristes visent à éviter tout ce qui peut constituer 
l'imprécision, l'incertitude, sur le plan moral, intellectuel ou pratique. Une fois que nous 
pouvons décomposer nos connaissances et les objets de la connaissance en élément plus 
simples on est en mesure de les exprimer clairement sous formes de règles ou de 
définitions qui peuvent être appliquées sans jugement de valeur, c'est-à-dire sans 
l'intermédiaire de l'interprétation individuelle et subjective. 
Selon Dreyfus, les philosophes des écoles intellectualistes et empiriste, et ceux de 
l'atomisme logique comme Russell (et le premier Wittgenstein) ont défendu, à leur façon, 
l'idée selon laquelle on peut tout réduire à des éléments plus simples (des objets isolables) 
et les comprendre par le moyen des règles. Cette idée, de réduire tout ce qui existe à des 
éléments originels (des parties simples qui composent toute la réalité) remonte à Socrate 
comme le constate Wittgenstein dans les Investigations philosophiques: 
Socrate - dans le Théétète «si je ne fais erreur, j'ai entendu dire par quelques-
uns: pour ce qui est des éléments originels - si je puis ainsi m'exprimer- dont 
nous sommes composés ainsi que tout le reste - il n'y aurait point d'explication: 
car tout ce qui existe en soi et pour soi, on ne saurait le désigner que par un nom; 
( ... ) 
[Wittgenstein ajoute encore:] 
Ces éléments originels étaient aussi les « individuals » de Russell et aussi mes 
propres « objets» (Tratactus logico-philosophicus)27 1. 
Selon Dreyfus, Wittgenstein (Tractatus) entend que le monde pourrait être défmi en 
termes d'un ensemble de faits atomiques pouvant être exprimées par des propositions 
logiquement indépendantes272• La présupposition ontologique des chercheurs en lA 
consiste à admettre cette façon de penser du premier Wittgenstein. Selon ceux qui 
travaillent dans ce domaine il est possible de fournir une représentation formelle du monde, 
basée sur un système de descriptions dans lequel le monde est conçu comme un ensemble 
composé d'éléments atomiques plus simples organisés sur la forme d'une structure de 
données. 
270 H. L. Dreyfus (1979), op. cil . • p.211. 
271 Cf. L. Wittgenstein,/nvestigœions philosophiques, Librairie Gallimard, Paris, 1961 p.136, §46(Traduit de l'allemand 
par Klossomski, Pierre.) Voir aussi, notel9, chap.I1 plus haut. Il est interessant de noter que, plus bas wittgenstein refuse 
l'idée exprime dans cette citation (Cf./nvestigœions philosophiques, §47). 
272 H. L. Dreyfus (1979), op. cit . • pp.211-212. 
La présupposition ontologique est selon Dreyfus un élément important pour l'analyse 
de l'lA. Cette présupposition n'est jamais remise en question. Elle constitue le réflexe de 
deux mille ans de tradition philosophique273• et est sous-jacente à presque tous les travaux 
théoriques en lA, cependant cette présupposition n'est pas formulée explicitement par ceux 
qui travaillent dans le domaine de l'lA. 
Dreyfus affirme que la présupposition ontologique peut être rencontrée dans des 
travaux importants de l'lA. il prend par exemple, les travaux de Minsky ou cette 
présupposition est selon lui, évidente. Minsky prétend que les comportements intelligents 
peuvent être compris en termes d'éléments indépendants et prédéfinis, afin de les 
représenter efficacement sur la forme de progranune d'ordinateur. Pour cela il faut qu'ils 
soient décomposés en élément discrets plus simples, lesquels sont traités comme de 
données informatiques. 
Cet auteur reconnaît que nous ne pouvons pas obtenir de l'intelligence du niveau de 
l'être humain en lA. Pour lui il faut comprendre le comportement intelligent comme le 
résultat d'un ensemble de processus et de connaissance; car les comportements humains ne 
peuvent pas être étudiés isolement, mais plutôt comme résultant d'une structure de 
connaissances. 
Selon Minsky nous pouvons analyser et expliciter les comportements humains au 
moyen de règles heuristiques et nous pouvons comprendre leurs rapports avec toutes sortes 
de connaissance, modèles et processus en termes de relations entre catégories de faits, 
catégories d'objets et des faits au sujet d'objets du monde. 
D'où vient cette idée selon laquelle le comportement intelligent est attaché à un corps 
de données bien structurées et qu'il est opéré à partir de règles heuristiques? 
Dreyfus répond que cette idée est enracinée dans la tradition philosophique 
occidentale, depuis Platon. L'idée proposée par Minsky de concevoir le comportement 
comme résultant des rapports entre faits et objets dans le monde est liée, plus précisément, 
à la tradition représentationnaliste selon laquelle tout se présente comme des faits déjà prêts 
à être traités, ou mieux à être représentés par l'esprit. 
In fact, by supposing that the alternatives are either a well-structured body of 
facts, or sorne disernbodied way of dealing with the facts, Minsky is so 
Iraditional that he can't even see the fundamental assumption that he shares with 
the whole of the philosophical tradition. In assuming that what is given are facts 
al all, Minsky is sirnply echoing a view which bas been developing since Plato 
and bas now becorne so ingrained as to seem self-evident274. 
273 Cf. H. L. Dreyfus (1979), op.cil. p. '2ff1. 
274 H. L. Dreyfus (1979), op. cil . • p.211. 
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Dreyfus ne voit pas pourquoi la présupposition ontologique peut servir de base à 
l'optimisme en lA; pour lui, le savoir humain qui est derrière le comportement intelligent 
est un genre de savoir pratique, un savoir-faire qui ne peut pas être réduit à un ensemble 
fini de faits ou d'éléments de connaissances décrits en termes de données à être manipulés 
par des moyens informatiques. Le comportement humain doit être analysée en fonction 
d'un monde humain: 
Even a chair is not understandable in terms of any set of facts or "elements of 
lmowledge." To recognize an object as chair, for ex ample, means to Wlderstand 
its relation to other objects and to human beings. This involves a whole contexte 
of human activity of which the shape of our body, the institution offurniture, the 
inevitability of fatigue, constitute only a small part. And these factors in turn are 
no more isolable than is the chair. They ail May get their meaning in the context 
of human activity of which they form a part275 . 
Une autre question qui représente de difficultés est la question de la représentation, 
organisation et formalisation de types de connaissance sur le monde en rapport avec les 
contextes. Dreyfus se demande si on peut formaliser ces connaissances sur le monde en 
termes d'enormes bases de données isolées. Est-ce que nous pouvons dire, se demande-il, 
que nos connaissances sur le monde sont en rapport avec la connaissance de milliers de 
faits et d'autres connaissances isolables traités de façon séquencielle, enmagasinées et 
repérés par une machine digitale? 
Pour Dreyfus les êtres humains ne dépendent pas d'artifices formels comme ceux 
utilisés en informatique ni de règles pour avoir une connaissance du monde. Nous ne 
dépendons pas d'une base de faits ni d'une base de connaissances pour comprendre le 
monde et pour agir de façon intelligente. 
Pour selectionner les stratégies de résolution d'un problème et interpréter certaines 
données concernant la reconnaissance de formes et pour affronter des situations plus 
complexes du quotidien des gens il faut que la machine puisse opérer sur des contextes. 
Pour programmer une machine de manière à lui permettre d'interpréter les données et de les 
traiter par rapport à des contextes, il faut établir une représentation formelle du contexte où 
le problème et la solution du problème se situent. Chaque contexte constitue un vaste 
T15 H. L. Dreyfus (1979),op. cil . • p.210. 
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ensemble de données et nous n'avons pas les moyens de savoir comment il se structure et 
comment il peut être transmi à l'ordinateur. 
Nous ne savons pas comment procéder adéquatement, de manière à décomposer le 
monde en éléments simples formalisables, ni comment transmettre à l'ordinateur le 
contexte à partir duquel il ira traiter les données sur ce monde. Dreyfus ne croit pas qu'on 
est en mesure de résoudre ce problème. 
Les initiatives en lA pour rendre les contextes exprimables en termes d'une vaste base 
de données quasi complète ont, selon Dreyfus, un caractère naïf. L'lA n'a, affIrme-t-il 
aucune chance d'aboutir à des résultats pertinents, car notre intelligence ne requiert pas que 
nous résolvions au préalable le problème du stockage et de l'exploitation de complexes 
bases de données comme le fait un ordinateur digital. 
Les chercheurs en lA savent que les problèmes de la représentations des connaissances, 
reconnaissance de formes, etc, ne se résument pas au stockage et au repérage dans une base 
de données. Minsky lui-même reconnait qu'il y a d'autres problèmes plus importants à 
résoudre que la classifIcation et le repérage des connaissances à partir d'une vaste base de 
données. Pour Minsky il faut mieux connaître l'agencement et l'organisation des règles 
heuristiques dont les humains font usage pour exploiter leur structure de connaissance. 
The problem-solving abilities of a highly intelligent person lies partly in his 
superior heuristics for managing his knowledge-structure and partly in the 
structure itself; these are probably somewhat inseparable. In any case, there is no 
reason to suppose that you can he intelligent except through the use of an 
adequate, particular, knowledge or model structure276. 
Dreyfus, n'est pas d'accord avec l'idée de structure de connaissance, telle que conçue 
par les chercheurs en lA. Les processus qui permettent l'intelligence sont, selon lui, 
beaucoup plus souples et imprévisibles. Le savoir humain et le comportement intelligent ne 
peuvent pas être compris en termes d'un vaste ensemble de données organisées en une base 
de connaissance. La façon dont nous traitons les informations n'est pas fIxe et n'est pas 
soumise à des règles formelles opérées en fonction d'input et caractérisant les relations 
entre des catégories d'objets, de faits ou de sujets qui constituent une "structure de modèle." 
(model structure). 
In general, we have an implicit understanding of the human situation which 
provides the context in which we encounter specifie facts and make them 
explicit. There is no reason. only an ontologicai commitment, which makes us 
276 Minsky, Semantic Ifonnation processing, p. 25. Cité par H. L. Dreyfus (1979), op.cit. • p.21O. Notre italique. 
suppose that all the facts we can make explicit about our situation are already 
unconsciouly explicit in a "model structure," or that we could ever make our 
situation completely explicit even if we tried277. 
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Selon Dreyfus, notre connaissance sur le monde ne peut pas être décomposée en 
éléments discrets, ou des atomes d'expérience comme voulait Hume278• En dépit du fait 
que le modèle formel représentationnaliste est en rapport avec la recherche de rigueur et de 
précision formelle qui existe depuis Platon, il ne peut pas constituer une garantie de la 
réussite des recherches en lA. 
3.4.2- Le rapport entre la présupposition ontologique et le modèle 
explicatif des sciences physiques. 
La possibilité de décrire formellement les systèmes physiques stimule des chercheurs 
en lA, comme J. Mac Carthy, à croire que la plupart des systèmes se prêtent à la 
formalisation et qu'ils peuvent être simulés par un programme d'ordinateur. Dreyfus 
affIrme que le monde humain n'est pas une structure organisée comme un système 
physique, lequel peut être expliqué à partir d'un ensemble d'axiomes. 
Selon Dreyfus le présupposé ontologique représente une exigence d'objectivité de la 
part de ceux qui travaillent en lA de la même façon que certains critères concernant 
l'objectivité (de caractère formel-descriptif) ont été fondamentaux pour le développement 
de la physique depuis Gallilée. Selon Dreyfus, le modèle tiré des sciences physiques ne 
constitue pas une garantie à l'explication et à la reproduction des comportements 
intelligents humains, par des moyens informatiques. 
En tant que système physique nous réagissons d'une façon mécanique. Étant des êtres 
humains, nos réactions sont toujours inattendues. Dreyfus note cependant, que les 
situations humaines ne peuvent pas être confondues avec des états d'un système physique. 
277 Idem . 
The ontological assumption that the human world too can be treated in terms of 
a set of elements gains plausibility when one fails to distinguish between world 
and universe, or what cornes to the same thing, between the hwnan situation and 
the state of a physical system279. 
278 Pour Hume, les impressions qui composent notre expérience sont constituées "d'atomes d'expérience". Ces atomes 
peuvent être isolés de maniàe à nous pennettre de comprendre la pensée. 
279 HL. Dreyfus, op.cil . • p.213. 
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C'est plutôt le point de vue contraire que John Mac Carthy défend dans "Programs with 
common sense"280: 
One of the basic entities in our theory is the situation. Intuitively, a situation is 
the complete state of affairs at sorne instant in time. The laws of motion of a 
system determine aIl future situation from a given situation. Thus, a situation 
corresponds to the notion of a point in phase space281. 
Selon Dreyfus, MacCarthy semble ignorer que la situation humaine est plus qu'un état 
detenniné en rapport avec un instant donné. La situation, affirme Dreyfus, est la 
manifestation du comportement des êtres humains; elle est changeante par le fait qu'il y a 
autant de situations que d'êtres humains dont les objectifs et les intentions sont différents. 
Selon Dreyfus, MacCarthy confond situation et état physique de l'Univers.- C'est-à-dire, 
il confond tokens d'états physiques (événements physiques particuliers) et types d'états 
physiques. Dreyfus ajoute qu'une situation token peut, sans problèmes être identifié à un 
état physique token (caractérisé comme un point dans un espace de phases, dans le cas 
cité), mais il n'y a pas d'identité entre un type de situation et un type d'état physique. 
Pour expliquer cette distinction type-type en rapport avec la notion de situation 
exposée par J. MacCarthy Dreyfus fait appel à l'exemple de ce même auteur écrit dans le 
langage LISP: "'At (l, home) (s) , means 1 am at home in situation s.". Selon MacCarthy 
chaque situation correspond à un instant donné ou à un état du monde physique. La 
situation d"être chez soi" correspond à être dans un état physique détenniné. 
Dreyfus considère cependant que "être chez soi" n'est pas identique à un type d'état 
physique. La situation "être chez soi", n'est pas attachée à un type d'état physique, car elle 
est remplie de significations pour les êtres humains pouvant ainsi correspondre à plusieurs 
sortes d'états dans le monde physique ou à aucune sorte d'état physique trouvé dans ce 
monde. 
Nous pouvons être dans une situation comme "être chez soi" et néanmoins n'être pas 
physiquement à l'intérieur de la maison (la nôtre );si nous sommes dans le jardin de la 
maison par exemple. Si nous sommes dans un bon Hôtel pendant les vacances et tout est à 
notre goût. L'expression "être chez soi" est encore valable pour exprimer une situation que 
correspond à un tout autre état de choses physiques. Pour Dreyfus "être chez soi" est une 
280 J. MacCarthy, in Semanlic processillg informaliOll, p.403; cité par Dreyfus, Op. cil. , p .213. 
281/dem. Il vaut mentiona que MacCarthy applique le concept de situation selon un point de vue mécaniste dans le but 
de construire un programme en langage naturel qui opèere par manipulation de phrases de exprimées sous la forme d'un 
langage formel de programation du genre Lisp: 'At (l, home) (s)'. 
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situation humaine qui correspond à un monde humain quelquefois très éloigné de l'univers 
sans signification de la physique: 
1 can also be physically in my house and not be at home; for example, if 1 own 
the house but have not yet moved my furniture in. Being at home is a human 
situation. not in any simple corespondence whith the physical state of a human 
body in a house. Not to mention the fact that it is a necessary if not sufficient 
condition for being at home in the sense in question that 1 own or rent the house, 
and owing or renting a house is a complicated institutional set of relations not 
reducible to any set of physical states. Even a physical description of a certain 
pattern of ink deposited on certain pieces of paper in a specifie temporal 
sequence would not contitute a necessary and sufficient condition for a transfer 
of ownership. Writing one's name is not always signing, and watching is not 
always witnessing282. 
Le présupposé ontologique peut servir de base à des recherches sur l'univers physique 
qui est dénué, selon Dreyfus, de signification, mais ce n'est pas le cas lorsqu'il s'agit de 
programmer des machines pour qu'elles reproduisent les comportements intelligents 
humains. Le monde humain est fait des concepts et des comportements qui ont un rapport 
avec des situations chargées de signification283. 
3.4.3- Le traitement du langage naturel en lA basé sur la 
présupposition ontologique. 
Pour Dreyfus, la présupposition ontologique fait défaut quand il s'agit de reproduire sur 
un système digital les caractéristiques sémantiques du comportement linguistique humain. 
L'échec de la traduction automatique nous permet dit Dreyfus, d'une part, de 
comprendre la complexité du langage naturel et d'autre part, de constater les faiblesses du 
formalisme pour rendre compte du caractère sémantique des phrases. La traduction n'est 
pas une question de manipulation formelle de symboles à la manière de la cryptographie. n 
faut saisir les contextes linguistiques auxquels se rapportent les phrases et beaucoup 
d'autres connaissances extra-linguistiques. 
Jusqu'à maintenant, aucun programme d'ordinateur ne permet de traduire adéquatement 
d'une langue à une autre. n est possible de produire des traductions automatiques pour des 
domaines restreints, comme les textes scientifiques, résultats météorologiques, etc. 
Cependant, même dans ces domaines on est encore confronté à plusieurs limites. 
282 H. L. Dreyfus (1979), p.214. 
283 H. L. Dreyfus (1989), p.974. 
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li faut beaucoup de connaissances non-linguistiques pour traduire une langue dans une 
autre. Selon Dreyfus, il est peu probable que nous puissions, par les moyens formels à 
notre disposition, transmettre aux ordinateurs tout l'univers de connaissance humaine. 
L'analyse du contexte en termes formels, en attribuant des indices aux différents sens d'un 
mot selon le contexte et les autres mots voisins, n'est pas du tout suffIsante pour régler les 
problèmes de traduction et du traitement du langage naturel. 
Les programmes de traitement du langage naturel ne peuvent pas compter sur des 
moyens de désambiguïsation assez efficaces car ces moyens sont seulement disponibles 
chez les êtres humains. Le traitement du langage naturel requiert l'appel aux contextes réels 
et à des situations et non à des faits isolés. La connaissance du contexte nous permet de 
saisir les aspects sémantiques des phrases traduites et de rendre explicite le texte traduit en 
fonction de la situation. 
Cette distinction entre le recours à des faits et le recours à des situations, comme 
facteur de désambiguïsation sémantique, a été important pour les recherches d'auteurs, 
comme Katz et Fodor, et Bar Hillel, qui ont traité des problèmes de sémantique concernant 
le traitement du langage naturel. 
Les auteurs mentionnés conçoivent les modèles sémantiques qui sont basés, selon 
Dreyfus, sur la présupposition ontologique. Katz et Fodor, par exemple, reconnaissent qu'il 
est nécessaire, pour choisir le contexte linguistique et désambiguïser les phrases, de 
disposer de toute une base 'de connaissance sur le monde. lis soulignent également que 
cette connaissance est complètement distincte de nos connaissances linguistiques, et qu'il 
est pratiquement impossible de réunir toutes ces théories en un seul système. 
Dreyfus est d'accord avec l'idée mentionnée plus haut, mais il rejette l'idée selon 
laquelle le monde peut être analysé sous forme de faits isolés. Il admet l'importance de la 
connaissance de la situation pour la désambiguïsation en ce que concerne les recherches sur 
le langage naturel en lA. Pour lui la situation joue un rôle efficace pour la 
désambiguïsation du langage. 
La notion de situation, pour Dreyfus, a un sens proche de celui défendu par les 
gestaltistes. Selon lui la situation est une sorte d'arrière-plan qui nous permet d'identifier 
immédiatement le sens des phrases d'une langue.Il n'accepte pas l'idée que la notion de 
situation aie une connotation mécaniste. Les chercheurs en lA n'ont pas trouvé un moyen 
de permettre à l'ordinateur de rendre compte de la situation de manière à lui permettre de 
désambiguïser le langage ou de surmonter certaines difficultés linguistiques complexes 
dans la conception des programmes. 
En travaillant sur un programme en langage naturel, Joseph Weizenbaum a saisi qu'il 
fallait rendre compte du contexte global de la conversation pour pouvoir bâtir un 
programme capable de dialoguer en langage naturel. La notion de contexte global que 
Weizenbaum284 utilise pour l'examen du comportement linguistique en tant que 
programmable semble se rapprocher de la notion de situation que Dreyfus défend comme 
étant essentielle pour la compréhension des phrases en langage naturel et d'autres activités 
exigeant de l'intelligence. 
L'appel à des contextes globaux, offre, dit Weizenbaum, la possibilité de repérer le sens 
dans une situation de conversationnelle. n est lui-même une espèce de marqueur de sens, 
qui nous permet de comprendre dans une conversation ce qui est dit et de capter d'un seul 
coup les sous-contextes et sous-sous-contextes qui permettent la communication verbale 
entre les êtres humains. 
Les êtres humains ont cette capacité de faire appel à des contextes globaux lorsqu'ils 
communiquent, dit Weizenbaum. L'auteur constate la difficulté à programmer ce processus 
dans une machine. n reconnaît la difficulté de comprendre complètement ces contextes 
globaux et d'élaborer des programmes capables de reconnaître le langage naturel. n n'exclut 
pas,cependant, contrairement à Dreyfus, l'idée que de tels contextes puissent être traités en 
tant qu'ensemble de faits en forme "d'arbres contextuels" nous permettant de représenter 
certaines connaissances humaines. 
Dreyfus remarque que bien que Weizenbaum admette l'importance de la situation 
(contexte global) dans la compréhension du sens linguistique, son projet est fondée sur la 
présupposition ontologique, tout comme l'ensemble des recherches en Intelligence 
Artificielle. 
Selon Weizenbaum il est possible de décomposer le contexte global des phrases du 
langage en traits caractéristiques plus simples comme les "branches" d'une arbre. n pense 
également qu'il est possible de représenter tous les ensembles de sous-contextes d'une 
conversation en termes de procédures pratiques capables de circonscrire le sens des mots et 
permettre de concevoir des programmes dotés d'une certaine compréhension du langage 
naturel. 
Dreyfus affirme que les recherches en lA sur le langage naturel exigent (en vertu du 
caractère binaire de l'ordinateur), qu'on sépare le sens en contexte du sens du mot. Cela est 
complètement en désaccord avec la façon dont les êtres humains comprennent le langage. n 
284 Weizenbaum, J. "Contextual Undastanding by computas" in Recognizing Palterns. p.181. Cité par H. L. Dreyfus 
(1979), p. 338. 
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ne semble pas, pour Dreyfus, que nous hiérarchisons des contextes pour identifier une 
situation ou contexte global de conversation. On le fait d'un seul coup. Les exigences 
techniques inhérentes au hardware et au software exigent du programmeur qu'il hiérarchise 
les sous-contextes linguistiques afm de déterminer le sens des mots. 
Le contexte global doit être fractionné en éléments plus simples à cause d'une exigence 
de caractère technique, car les ordinateurs ne peuvent pas capter globalement le langage. 
Les machines digitales traitent seulement des éléments discrets. Les ordinateurs 
n'identifient pas vraiment les contextes, ne vivent pas en situation affmne Dreyfus. Elles 
manipulent des fragments de la situation sous la forme d'ensemble de faits. 
Le traitement du langage naturel montre, selon Dreyfus, des difficultés théoriques et 
pratiques suivantes: il est difficile, sinon impossible, d'éliminer les ambiguïtés du langage 
naturel, car nous ne pouvons pas déterminer au préalable quel ensemble de faits constituent 
un contexte donné. De plus le nombre de faits à être considérés grandit exponentiellement 
devenant pratiquement infmi par conséquence le nombre de contextes à identifier devient 
infini. 
La programmation des règles permettant de saisir les faits pertinents dans une sitation 
conversationnelle est insuffisant pour déterminer le contexte dans la mesure où ces règles 
ne déterminent pas entièrement l'ensemble des traits qui défmissent un contexte donné. Le 
recours à des faits peut causer d'autres ambigultés vu qu'ils peuvent définir plusieurs autres 
contextes distincts avant d'être interprétés. Dans le passage suivant, Dreyfus nous parle de 
la limitation de la programmation dans l'identification des traits pertinents qui permetent la 
formalisation d' un contexte de conversation donné et de desambigüiser les phrases du 
langage naturel: 
Evidently, a broader context will have to be used to detennine which of the 
infmity of features is relevant, and how each is to be undertood. But if, in turn, 
the program must enable the machine to identify the broader context in tenns of 
ils relevant features-and this is the OIÙy way a computer which operates in 
tenns of discrete elements could proceed-the programmer must either claim 
that sorne features are intrinsically relevant and have a fixed meaning regardless 
of context- a possibility already excluded in the original appeal to context-or 
the programmer will be faœd with an infmite regress of contexts. 1bere seems to 
be only one way out: rather than work up the ttee to ever broader contexts the 
computer must work down from an ultimate context-what Weizenbaum calls 
our shared culture285. 
2850. L. Dreyfus (1979), pp.220-221. 
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Le contexte ultime de conversation en rapport avec la culture que nous partageons 
(shared culture) n'a pas besoin d'être interprété, dit Dreyfus; il est une stratégie utilisée par 
Weizenbaum afin d'éviter le recours à des contextes toujours plus larges dans la 
discrimination des faits pertinents qui permettent de désambigüiser les phraSes du langage 
naturel. 
Le fait que le recours à des contextes de plus en plus larges représentent une piste pour 
le repérage du sens et le fait qu'un contexte ultime semble aussi intervenir pour éviter que 
nous nous perdions dans une régression infmie de sous-sous-contextes résulte, selon 
Dreyfus, d'une antinomie qui affecte les démarches formelles ayant pour but la conception 
d'une "intelligence artificielle". Dreyfus expose ainsi cette antinomie: 
It seems that given the artificial intelligence worker's conception of reason as 
calculation on facts, and his admission that which facts are relevant and 
significant is not just given but is context determined. his attempt to produce 
intelligente behavior leads to an antinomy. On the one band, we have the thesis: 
there must always be a broader context; other-wise, we have no way to 
distinguish relevant from irrelevant facts. On the other hand, we have the 
antithesis: there must be an ultimate context, which requires no interpretation; 
otherwise, there will be an infmite regress of contexts, and we cao never begin 
our formalization286. 
Selon Dreyfus, il est fort probable que les comportements intelligents des humains 
soient en rapport avec la culture qu'ils partagent, et que cela soit un facteur important pour 
la compréhension du sens des mots du langage naturel etc ... Mais rien ne peut garantir que 
nous pouvons rendre compte de façon formelle de cette "culture partagée". n semble que 
cet élément de défmition et de désambiguïsation qui nous oriente dans le monde humain 
résiste à être pro gammée sur un ordinateur digital 
Selon Dreyfus, la notion de culture partagée (shared culture) rappelle ce que 
Wittgenstein a nommé formes de vie. Cependant les formes de vie semblent présupposer 
une intelligence naturelle capable d'apprendre des règles sans se soumettre à elles, 
d'identifier les situations en étant déjà en situation, c'est-à-dire, étant directement engagé 
dans ce vaste "monde de la vie humaine". Dreyfus afflrme que nous ne savons pas 
exactement ce que c'est que ces formes de vie et encore moins comment les formaliser. 
286 H. L. Dreyfus (1979). p. 222. 
Conclusion 
Pour Dreyfus, la recherche en lA a des racines profondes, lesquelles constituent 
comme nous l'avons déjà souligné, la tradition philosophique représentationnaliste de 
l'Occident depuis Platon. 
Dreyfus montre dans What Computers Can't Do, que ceux qui travaillent dans le 
domaine de l'lA ont sous-estimé le problème de la programmation des processus cognitifs 
sur ordinateur Ils n'ont pas considéré les difficultés théoriques des thèses 
représentationnaliste selon laquelle le comportement intelligent constitue un mécanisme de 
traitement d'informations et est facilement décomposable en éléments plus simples 
capables d'être objets de manipulations formelles. 
À partir de l'analyse des quatre présupposés sous-jacents à l'optimisme des recherches 
en lA et en simulation cognitive Dreyfus conclut qu'en dépit des faiblesses 
épistémologiques de ces présupposées ils ont été importants car ils ont permis d'éviter que 
les échecs dans ces domaines causent un pessimisme généralisé et l'abandon de ce genre de 
recherche. Selon Dreyfus, les présupposés mentionnés posent des problèmes 
insurmontables. 
Dreyfus soutient qu'il est nécessaire de mieux défmir ce qu'on entend par explication 
en lA. Si expliquer un comportement signifie analyser et décrire complètement un 
comportement par un ensemble d'instructions ou des règles, alors les psychologues inspirés 
des thèses en lA se trouvent face à des problèmes d'ordre épistémologique: car, nous ne 
pouvons pas confondre la règle qu'on suit quand on fait quelque chose avec la règle qui sert 
à décrire ce qu'on fait. Le mouvement planétaire peut bien être représenté en termes 
d'équations, mais cela ne revient pas à dire que les planètes résolvent des équations quant 
elles se déplacent. 
Les efforts logiques appliqués à la simulation du comportement humain et à l'imitation 
de notre comprehénsion du langage n'ont pas permis de faire des programmes capables des 
mêmes performances que les êtres humains.287 Les expériences en rapport avec la 
résolution de problèmes simples, recherches faites par Minsky et Simon, ont à peine 
montré que les êtres humains prennent des raccourcis ou des attitudes cognitives qui 
résistent à la programmation logique. Les êtres humains semblent obtenir des résultats 
beaucoup plus élégants en évitant plutôt qu'en essayant de résoudre les difficultés en 
rapport avec un problème donné ou avec la comprehénsion du langage naturel. Pour 
287 Dreyfus affirme que les activités intelligents de caractère non formelle (voir Zone 4 de l'annexe p. ) représentent, 
jusqu'à maintenant, un limite insurmontable pour la programmation en lA. Seulement les activés associationnismes et 
quelques activités intelligentes de caractère simples et complexes (Voir Zones 1 à 3 de l'annexe mentionné) on été 
atteintes par les chC2'Cheurs dans ce domaine. 
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résoudre un problème, par exemple, les humains n'opèrent pas formellement à la façon 
des machines digitales. Toute une gamme de notions et de connaissances entrent en ligne 
de compte; la situation vécue y est un élément essentiel qui n'a pas encore été compris. 
Les conduites intelligentes de l'être humain ne sont, selon Dreyfus, jamais écartées de 
la situation dans laquelle elles se trouvent. Les processus qui donnent naissance à des 
comportements intelligents ne sont pas discrets et sélectifs à la façon d'une machine 
digitale. Nos conduites intelligentes sont liées à des faits et situations passés et présents. 
Elles dépendent du contexte et du rôle que nous jouons dans un contexte détenniné. 
Dreyfus affirme que l'esprit humain ne peut pas être compris par le biais des 
programmes heuristiques comme le soutiennent les chercheurs qui défendent les 
présuppositions épistémologique et ontologique. TI n'y a pas de preuve empirique ou 
théorique qui permette de croire correct le présupposé psychologique que le comportement, 
humain intelligent peut être expliqué par l'intermédiaire d'un ordinateur. 
Dreyfus montre que d'un point de vue épistémologique les chercheurs en lA et en 
science cognitive auraient des difficultés à présenter leurs recherches comme des 
hypothèses scientifiques à la base des théories. TI ne semblent pas, selon Dreyfus, être 
capables de soumettre leurs thèses à l'épreuve de la généralisation selon des critères 
épistémologiques courants, car leurs expériences ont un caractère ad hoc exigeant toujours 
de conditions caeteris paribus. 
Les présuppositions ontologique et épistémologique ont en commun le fait qu'elles ne 
permettent pas de résoudre la difficulté de formaliser les processus cognitifs humains dans 
leur complexité ou leur caractère global. Elles conduisent à l'hypothèse non justifiée selon 
laquelle il est possible d'analyser la conduite humaine par des règles capables de relier des 
faits isolés concernant une conduite spécifique et permettant de formaliser ces conduites. 
Selon Dreyfus, les présuppositions épistémologique et ontologique ne peuvent pas 
servir d'appui à une théorie de la pratique. Le comportement humain ne peut pas être 
compris comme le résultat d'une manipulation formelle de symboles ou de faits, par des 
règles précises à la manière d'un ordinateur qui fonctione par des opérations binaires et 
selon des règles strictes. 
Pour Dreyfus, il y a cinq caractéristiques communes aux présuppositions mentionnées. 
1. On y postule que l'homme fonctionne comme un mécanisme pouvant être 
appréhendé par des moyens formels. 
2. Elles sont toutes admises comme vraies 
3. Elles sont considérées comme évidentes et fonctionnent comme des axiomes. 
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4. Elles ne sont pas tout à fait explicites dans les ouvrages en Intelligence 
Artificielle parce ce que le chercheur les énoncent rarement en termes clairs. 
5 Elles n'ont jamais été remises en question par les chercheurs bien qu'elles soient 
sous-jacentes à leurs travaux. 
La critique philosophique de l'lA faite par Dreyfus montre que cette recherche est en 
rapport avec la tradition philosophique représentationnaliste et que la discussion de 
problèmes d'ordre technologique et théorique dans ce domaine peut être exploitée comme 
thème de discussion philosophique sur les limites de la pensée humaine et de la philosophie 
traditionnelle représentationnaliste. 
TI y a, dans l'ouvrage étudié, une opposition entre deux courants de la philosophie. 
D'une part, il Y a la tradition métaphysique représentationnaliste que nous avons esquissé 
dans le premier chapitre de ce travail. Cette tradition rationaliste est marquée par la pensée 
de Platon, de Leibniz, des empiristes anglais, de Russell et du premier Wittgenstein. 
D'autre part, il y a la phénoménologie qui représente une rupture avec ce rationalisme et 
une critique à toute formes de réduction formelle de la pensée228, dans le sens qu'elle ne 
travaille pas sur une base représentationnaliste. 
Selon Dreyfus, nous ne pouvons pas décomposer les comportements intelligents ni le 
réel en termes d'éléments plus simples formalisables. Les comportements humains sont en 
rapport avec des situations d'un monde construit par les êtres humains. Le réel est toujours 
donné par une situation complexe en rapport avec ce monde humain plein de sens et 
changeant, c'est-à-dire plein d'incertitudes. 
Le monde humain résiste, selon Dreyfus à être compris selon un modèle fixe de la 
logique car il est le fruit d'une interaction culturelle entre individus qui le rend cohérent par 
le fait qu'ils partagent un langage et des pratiques sociales. 
Pour que les machines puissent être intelligentes il faut les programmer avec une 
connaissance courante afin qu'elles soient capables de percevoir le monde, comprendre le 
langage naturel et être en situation comme n'importe qui parmi nous: 
228Dreyfus nous foumi dans What CompllleTl Can', Do. des alternatives non-représentationnalistes à l'étude de la 
cognition. mais il reconnaît que telles alternatives ne peuvent pas lICI'Vir comme modèles pour la progranunation des 
machines en lA. Les rccba'ches en lA. basées sur des techniques de programmation traditionnelles et sur des architectures 
informatiques classiques. exigent des modèles symboliques représentationnalistes. En vertue de leur caractère 
opérationnelles rcchecches en lA ne peuvent pas avoir comme point de départ les alternatives non-représentationnalistes 
offmes par Dreyfus. 
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Le problème de la compréhension courante nous appanu"tra clairement si nous 
réfléchissons qu'un ordinateur est encore plus étranger qu'un Martien lorqu'il 
pénetre dans notre monde. li est dépoJ.lTVU de corps, de besoins ou d'émotions, il 
n'est pas formé par un langage commun ou autres pratiques sociales. Si vraiment 
l'ordinateur devait interagir intelligemment avec nous, il faudrait qu'il soit doué 
de la faculté de comprendre la forme de vie humaine. Tout ce qui fait que nous 
sommes des humains, par exemple que les insultes nous mettent en colère, qu"il 
est plus facile de se déplacer vers l'avant que vers l'arrière, que nous pouvons 
passer devant les choses en nous déplaçant en leur direction puis en nous 
éloignant d'elles, que le temps passe irrémédiablement et que les événements 
futurs deviennent des événements passés, tout cela et bien d'autres choses encore 
doit être programmé dans l'ordinateur comme autant de faits et de règles. Pour 
reprendre l'expression des chercheurs en lA, il faut donner à l'ordinateur notre 
système de croyances289. 
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La réussite de l'intelligence artificielle serait selon Dreyfus la réussite du projet de la 
métaphysique représentationnaliste traditionnelle d'analyser le monde et l'esprit comme de 
choses décomposables en éléments isolables et précis. Selon Dreyfus cette réussite est 
impossible, car l'lA a comme point de départ un préjugé philosophique de 25 siècles de 
métaphysique. Ce préjugé est maintenu encore par quelques scientifiques dans le domaine 
de l'IA290. 
Dreyfus dit que ce préjugé représente les limites de la tradition représentationnaliste 
lesquelles sont signalées par deux phénoménologues, Merleau-Ponty et Heidegger, qui ont 
mis en question les thèses représentationalistes. Ces deux philosophes nient qu'on puisse 
comprendre notre pensée en la décomposant en éléments plus simples (discrets) capables 
d'être représentés par des moyens formels: 
Merleau-Ponty calls the assumption that aH that exists can he treated as 
determinate objects, the préjugé du monde, "presumption of commonsense." 
Heidegger caUs it rechnende Denken, "calculating thou~ht" and views it as the 
goal ofphilosophy, inevitably culminating in technology 91. 
Selon Dreyfus, Heidegger et Merleau-Ponty ont compris très bien la crise de la 
philosophie occidentale et les échecs du rationalisme Ces deux auteurs serviront de base 
aux thèses de Dreyfus (dont le caractère phénoménologique n'a été pas abordé ici) où il 
défend que les formes de vie humaines résistent à la programmation. 
289 H. L. Dreyfus (1989), p.975. 
290 Selon Dreyfus, la crise de la philosophie occidentale a été marquée par la crise et les changements trouvés dans la 
philosophie de Hurssel ainsi que du premier Wittgenstein. Alors, même s'il y a eu un changement important dans la place 
de la philosophie, les scientifiques adoptent la perspective traditionnelle rationnaliste comme point de départ 
philosophique à leurs recherches. . 
291 H. L. Dreyfus (1979), p.212. 
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Si son analyse n'est pas complètement correcte, si les alternatives philosophiques qu'il 
propose pour l'étude de la cognition ne sont pas opérationnelles, son travail conduit, au 
moins, à une approche plus critiques en lA. En plus Dreyfus a le mérite d'être un des 
premiers, sinon le premier à montrer que l'intelligence artificielle pourrait être l'objet d'une 
réflexion philosophique sérieuse. 
292 J. , Searle op. cil p.56. 
Suppose no one knew how clocks worked. suppose it 
was frightfully difficult to figure out how they worked, 
because, though there were plenty around, no one knew 
how to build one, and efforts to figure out how they 
worked tended to destroy the clock. Now suppose a 
group of researchers said, 'We will understand how 
clocks work if we design a machine that is functionally 
the equivalent of a clock, that keeps time just as well as 
a clock.' So they designed an hOUT glass and claimed: ' 
Now we understand how clocks work' ,or perhaps: 
'If only we could get the hour glass to be just as 
accurate as a clock we would at 1ast understand how 
clocks work.' Substitute 'brain' for 'clock' in this 
parable, and substitute 'digital computer program' for 
'hOUT glass' and the notion of intelligence for the notion 
of keeping time and you have the contemporary 
situation in much (not all!) of artificial intelligence and 
cognitive science.292 
Iohn R. Searle 
150 
CHAPITRE IV 
Les critiques de 1. Searle à l'Intelligence Artificielle et à la science 
cognitive 
Présentation 
Comme nous l'avons dit dans le chapitre précédent, la critique de l'lA faite par Dreyfus 
n'a pas comme point de départ la tradition métaphysique représentationnaliste; ce 
philosophe prend la voie phénoménologique pour montrer que 1'IA ne peut pas, avec les 
moyens théoriques dont elle dispose, développer des machines vraiment intelligentes. 
Selon Dreyfus 1'IA est dans la continuation du projet scientifique, poursuivi depuis 
toujours, de pouvoir expliquer complètement toutes les choses, et même 1'esprit, par des 
moyens strictement formels. 
En utilisant l'appareil théorique issu de ses thèses sur le langage et sur 1'esprit, Searle 
va dans la même direction que Dreyfus, bien que lié à la philosophie analytique, il est un 
peu plus proche de la tradition philosophique représentationnaliste, même s'il veut parfois 
s'écarter de cette tradition293. 
A quel point ne s'agit-il pas d'un préjugé de dire que 1'homme est le seul être existant 
doté d'intelligence? L'intelligence est-elle un critère primordial pour différencier l'homme 
du reste de l'univers physique? 
Allan Turing, (tout en évitant de traiter directement le problème épineux de la pensée 
des machines) à répondu à cette question à partir de principes logiques et 
comportementaux294• Dans Minds Brains and Science295, J. Searle analyse certains 
éléments théoriques importants liés au sujet de 1'IA et de la science cognitive et donne une 
réponse à la question à laquelle Turing a choisi de se soustraire, à savoir, "Les ordinateurs 
digitaux peuvent-ils penser"? Pour le faire, il expose son point de vue sur la question des 
rapports entre le corps, l'esprit et le langage. 
Les notions tirées de la philosophie de 1'esprit et du langage de Searle vont appuyer sa 
critique à 1'1A. Les rapports entre le langage et 1'esprit sont un aspect important de la 
293 Searle lui même ne se considère pas conune faisant partie de la tradition philosophique en occident il affIrme cela 
lorsqu'il expose ses notions de représentation, sur les rapports entre l'esprit et le cerveau, et sur la pensée et le langage 
294 A. Turing, "Computing Machinery and Intelligence", in Mind, vol. LIX, ng 236, G.B . ,1950. 
295 J.R. Searle (1984), op. cil. 
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critique. Nous allons voir quelle est l'importance de deux caractéristiques de l'esprit, la 
conscience et l'Intentionnalité pour les critiques de Searle à l'lA. 
Selon Searle la pensée est un phénomène intentionnel, lié à un arrière-fond et à un 
réseau d'états mentaux. Selon lui, l'lA ne peut pas simuler la conscience et l'Intentionalité, 
elle ne peut pas non plus représenter formellement l'arrière-fond qui est à la base de nos 
états mentaux. Pour ces raisons, ceux qui travaillent en lA n'arrivent pas à simuler ou 
reproduire la pensée humaine sur un programme informatique. 
Nous ne savons pas encore très bien ce qui est vraiment l'esprit. Nous parlons d'états 
mentaux pour décrire toute une série de changements mentaux dont nous témoignons, mais 
nous ne savons pas du tout comment ces états mentaux se relient pour former nos pensées. 
Searle commence la discussion sur les difficultés d'explication des phénomènes mentaux 
par deux questions philosophiques, à savoir: 
Now, how can we square these two conceptions? How, for example, can il be 
the case that the world contains nothing but unconscious physical particles, and 
yet that it also contains consciousness? How can a mechanical universe contain 
intentionalistic human beings --that is, human beings that can represent the 
world to themselves?296 
Searle n'accepte pas les thèses radicales proposées par des formes de matérialisme 
extrême selon lesquelles les énoncés décrivant des événements mentaux n'ont pas de 
signification ni d'importance, il n'accepte pas non plus les thèses du béhaviorisme logique 
d'après lequel les énoncés mentalistes sont toujours synonymes d'énoncés physicalistes. 
Searle n'est pas d'accord avec les thèses matérialistes qui tout en admettant que les 
énoncés mentalistes ont leur propre signification les considèrent toujours faux et trompeurs. 
n admet qu'il y a une relation causale réciproque entre les événements physiques et les 
événements mentaux. Pour lui, il est difficile de croire qu'on peut changer sur le plan 
mental sans changer sur le plan physique. 
Mais nous ne pouvons pas dire que pour lui tout ce qui existe, y compris ce qu'on 
appelle l'esprit peut être réduit à une réalité physique. n défend une théorie de l'identité 
entre le mental et le physique, mais il ne tombe pas dans une philosophie de l'esprit 
réductioniste. n défend une sorte particulière de monisme. 
Searle ne croit pas qu'il existe une opposition si importante entre le physicalisme et le 
mentalisme (naïfs); à son avis ces deux conceptions peuvent être conciliées. n affirme que 
nous pouvons situer sa position sur l'esprit comme une position intermédiaire entre: 
296 J.R. Searle (1984), op. cil . • p.13. 
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(a) une sorte de physicalisme naïf défini, par lui, comme un modèle physique 
d'explication de l'univers à partir du langage de la physique. 
(b) le mentalisme naïf qu'il défmit comme la conception selon laquelle les phénomènes 
mentaux existent réellement et possèdent une force causale capable de déterminer les 
événements physiques. 
Searle croit à la possibilité de concilier ces deux formes naïves de physicalisme et de 
mentalisme; pour lui elles ne constituent pas des conceptions qui s'excluent mais elles sont 
plutôt compatibles, cohérentes et vraies. 
Les critiques de Searle envers l'lA ont pour objet principal les rapports entre la syntaxe 
et la sémantique et les capacités sémantiques des ordinateurs digitaux: selon lui on n'a pas 
de machines vraiment intelligentes, car on ne peut pas simuler les capacités de l'esprit à 
l'aide de simples manipulations formelles. 
Dans la première partie de ce chapitre nous allons présenter quelques notions de Searle 
sur l'esprit et sur le langage: nous allons commencer en présentant les caractéristiques des 
phénomènes mentaux telles qu'exposées par Searle, à savoir: l'intentionnalité, la 
conscience, la subjectivité. Nous allons discuter des rapports entre l'intentionnalité des 
phénomènes mentaux et le langage, et la question du rapport entre le cerveau et l'esprit. Ces 
éléments théoriques sont présentés afm de faire ressortir les critiques searléennes sur les 
machines intelligentes. Cela nous permettra de comprendre comment la position 
philosophique de Searle sur les rapports entre l'esprit et le langage est liée à ses critiques à 
l'lA. Dans la deuxième partie de ce chapitre nous allons présenter les critiques de Searle à 
l'lA et à la science cognitive. 
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1- Les rapports entre le cerveau et l'esprit 
Searle afftrme qu'avec les développements des sciences physiques, les entités mentales 
sont dévalorisées. Toutes les conceptions modernes sur ces entités ont pour but soit de 
déprécier leur influence sur le comportement humain et sur le corps, soit de les nier 
complètement. 
So, most of the recently fashionable materialist conceptions of the mind such 
as behaviorism, functionalism, and physicalism--end up by denying, implicitly 
or explicitly, that there are any such things as minds as we ordinarily think: of 
them. TIlat is, they deny that we do really inlrinsical/y have subjective conscious 
mental states and that they are as real and as irreducible as anything else in the 
universe297 . 
D'une part, nous avons une conception fortement mentaliste de l'esprit qui remonte à 
la tradition cartésienne et, d'autre part, nous avons une conception rationnelle, scientifIque 
de la réalité selon laquelle tous nos comportements et toutes nos pensées sont le résultat des 
interactions entre des systèmes entièrement physiques. 
Dualists, who correctly perceive the causal role of the mental, think for that 
very reason they must postulate a separate ontological category. Many 
physicalists who correctly perceive that all we have in our upper skulls is a brain 
think: that for that reason they must deny the causal efficacy of the mental aspects 
of the brain or even the existence of such irreducible mental aspects 298. 
Comme nous l'avons vu, le matérialisme (dans sa forme extrême) est proposé dans les 
tennes suivants: tout ce qui existe peut être réduit à une réalité physique. Les énoncés qui 
décrivent des événements mentaux n'ont pas de signiftcation. Searle n'accepte pas ces 
thèses radicales. Il est aussi contre le behaviorisme logique selon lequel les énoncés 
mentalistes sont toujours synonymes d'énoncés physicalistes. Searle n'est pas d'accord non 
plus avec les thèses matérialistes moins radicales, qui tout en admettant que les énoncés 
mentalistes ont leur propre signiftcation, les considèrent toujours faux et trompeurs. 
Selon Searle, nous dénions l'importance de l'esprit lorsque nous pensons que pour 
parler des phénomènes mentaux nous devons utiliser seulement des énoncés physicalistes. 
Nous ne pouvons pas non plus réduire notre compréhension des phénomènes mentaux à 
297 J.R. Searle (1984), op. cil . • p. 15 
298 J.R. Searle, /fIlelllionoJity: an Essay ;11 the Philosoplry of Mind. Cambridge Univenity Press, Cambridge, 1983. 
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une description entièrement mentaliste299 , c'est-à-dire, dénier complètement la réalité 
causale des événements mentaux. 
Le mental et le physique ne sont pas, pour Searle, deux substances différentes; il rejette 
toute forme de dualisme, tout en évitant de tomber dans un matérialisme radical. Pour 
Searle l'esprit et la matière sont une seule chose qui a des manifestations à deux niveaux 
différents. 
1.1- Les caractéristiques des phénomènes mentaux 
Pour Searle le cerveau cause l'esprit. n est important, selon lui de comprendre ce qui 
se passe lorsque les états mentaux se produisent et quelles relations ils ont avec la matière 
qui les cause. Toutefois, pour comprendre les relations entre le cerveau et l'esprit il faut 
rendre compte préalablement des caractéristiques essentielles de l'esprit. Cela a toujours 
posé des difficultés pour ceux qui ont voulu expliquer les relations entre le cerveau et 
l'esprit. 
Searle affirme, dans Minds, Brains and Science, que l'esprit humain a quatre 
caractéristiques,qui constituent la source de difficultés lors qu'on veut rendre compte des 
rapports entre le corps et l'esprit, ce sont: 
1) l'Intentionnalité, qui est une caractéristique par laquelle nos états mentaux renvoient 
à. ou portent sur des objets et des états de choses dans le monde (l'intentionnalité concerne 
aussi d'autres états mentaux différents de l'intention proprement dite)300; 
2) la conscience: les êtres humains sont conscients de la plupart de leurs pensées et de 
leurs états mentaux; 
3) la subjectivité des états mentaux:les êtres humains ne peuvent avoir accès à d'autres 
esprits pour décrire objectivement leurs phénomènes mentaux; 
299 Comme nous avons vu dans le chapitres précédents où nous avons mentionné le problème du corps et de l'esprit pour 
quelques formes de dualisme l'esprit se caractérise, par des choses mentales : états mentaux comme les désirs, les 
croyances, les intentions, etc. tandis que le corps est une chOllC matérielle qui est faite de ou est le produit de choses 
physiques, telles que la voix, les caractères écrits sur cette page etc. Ces deux choses dans la perspective dualiste à 
laquelle Searle s'oppose necessitéraient d'un vocabulaire distinct pour être décrites. 
300 J.R. Searle (1983), op. cil. , pp.1-36. Le mot intentionnalité vient du mot latin, intentio qui a éte employé par les 
scolastiques à l'époque medivalle, recupa-é contemporainement par F. Brentano. Il est utilisé largement par les 
philosophes de la phénoménologie et de la philosophie analytique. L'intentionnalité est comprise par Searle, dans 
Intentionality comme renvoi (directedness), elle est une propriété que les états et événements mentaux ont qui leur pamel 
d'être "à propos" (aboutness) de quelque chose du monde. Elle ne caractérise pas tous les états et événements mentaux, 
mais seulement quelques uns d'entre eux. 
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4) 1 a causalité du mental, qui est une caractéristique de l'esprit de pouvoir affecter 
causalement le corps et le monde. 
Afm de mettre en évidence la nullité de la distinction dualiste cerveau-esprit, Searle 
propose, dans Minds, Brains and Science de mettre au clair les principales caractéristiques 
des phénomènes mentaux mentionnées plus haut. n fait l'afftrmation suivante à ce propos: 
" They are so embarrassing that they have led many thinkers in philosophy, psychology, 
and artiftcial intelligence to say strange and implausible things about the mind"301. 
Dans Intentionality, Expression and Meaning et dans Minds Brains and Science, Searle 
aborde plusieurs questions liees à la philosophie de l'esprit afm de rendre compte de 
certains problèmes concemants le langage, plus précisément sur la sémantique. Pour Searle 
la philosophie du langage est une branche de la philosophie de l'esprit. Dans sa discussion 
sur l'IA302, ses arguments ont comme base ses conceptions sémantiques, les thèses sur 
l'Intentionnalité et sur les rapports entre le cerveau et l'esprit. 
Nous allons passer à la discussion des quatre caractéristiques de l'esprit mentionnées 
plus haut. Nous commencerons par un aperçu sur l'intentionnalité, aftn de montrer 
comment elle est en relation avec les conceptions linguistiques de Searle. La raison de ce 
survol sur la notion d'intentionnalité est qu'il permettra de mieux comprendre, lorsque nous 
traiterons des critiques de Searle à l'lA, comment les thèses intentionnalistes et les 
conceptions de Searle sur le langage le font critiquer les travaux sur les machines 
intelligentes. 
1.1.1- L'Intentionnalité des phénomènes mentaux et du langage 
Certains états mentaux pour Searle ont une caractéristique fondamentale: ils sont 
Intentionnels. n croit que les états mentaux ont un contenu et sont souvent dirigés vers des 
objets. L'étude de l'Intentionnalité peut nous aider, selon lui, à comprendre le 
fonctionnement de l'esprit en tant que capacité du cerveau de mettre le corps en relation 
avec le monde et de donner des signiftcations aux choses. 
Une des caractéristiques des états mentaux est le renvoi (directedness). Selon Searle on 
peut appliquer un test très simple pour reconnaître le renvoi ou, autrement dit, pour vérifter 
301 J.R. Searle (1984), op. cil . • p.15. 
302 J.R. Searle (1984), op. cil. 
.. 
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si un état mental est ou non Intentionnel. Selon lui, un état mental S est Intentionnel si on 
peut répondre à cenaines questions sur cet état telles que: S à propos de quoi? S sur quoi? 
Searle explique les thèses sur les états mentaux à partir du modèle de l'acte de discours. 
Pour lui il y a des affinités et des liens entre les états Intentionnels et les actes de discours. 
TI entend par là que l'Intentionnalité peut être expliquée en termes linguistiques et utilise sa 
théorie des différents types d'actes de discours pour expliquer la notion d'Intentionnalité. 
Les actes de diseurs, explique-t-il, sont marqués par des rapports intentionnels. 
L'Intentionnalité, selon Searle, se présente sous deux aspects, à savoir: 
1) L'lntentionalité dérivée, qui caractérise les énonciations. Par exemple, l'utilisation 
des phrases du langage naturel. Pour Searle l'expression linguistique, c'est-à-dire, les 
phrases d'une langue (présentées soit sous la forme de sons ou des marques sur du papier) 
sont des objets du monde comme cette chaise ou cette table, mais ils sont des objets qui 
servent à représenter le monde et notre pensée. La capacité de représentation de ces objets 
phonétiques et graphiques du langage n'est pas intrinsèque à eux, mais dérivée de 
l'Intentionnalité qui est une caractéristique essentielle de l'esprit humain. Le problème de 
savoir comment l'esprit impose l'Intentionnalité à des entités physiques est appelé, 
problème de la dérivation303• 
2) L'lntentionalité intrinsèque, qui caractérise les états mentaux, par exemple, les 
croyances. Pour Searle, le fait que les états mentaux peuvent être exprimés par le langage 
ne signifie pas qu'ils sont des objets syntaxiques ou qu'ils ont une Intentionnalité dérivée, 
car leur Intentionnalité, (et leur capacité représentative) n'est pas dérivée de formes plus 
primitives d'Intentionnalité, mais elle est intrinsèque à ces états mêmes. Nous ne nous 
servons pas de nos états mentaux pour agir sur le monde comme nous utilisons le langage. 
Les états mentaux, on les a Un point c'est tout. 
The intentionality of mental states. on the other band, is not derived from some 
more prior forms of intentionality but is intrinsic to the states themselves. An 
agent uses a sentence 10 make a statement or ask a question, but he does not in 
that way use bis beliefs and desires, he simply bas them304. 
303 Searle dit que l'Intentionalité derivée résulte de l'intention avec laquelle l'acte est accompli. Le prblème de la 
dérivation conseme l'aspect sémantique du langage naturel., pour le résoudre il faut expliqua comment nous donnons 
une signification aux choses, comment on peut imposer de l'intentionalité à des entités physiques qui ne sont pas 
intrinsèquement intentionnelles. Autrement dit, il faut comprendre comment ont peut passa de l'énonciation, niveau 
physique (les sons qui sortent de la bouche du locuteur) au niveau sémantique de l'acte illocutoire. 
304 J.R. Searle (1983), op. cit. , p. vü. 
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Searle fait une remarque qui nous aide à bien déterminer sa notion d'Intentionnalité. 
Selon lui il y a une fausse parenté entre le tenue intentionnel avec-un-i minuscule, lié à la 
notion d'avoir l'intention (intending)305 et Intentionel avec un 1 majuscule, lié à la notion 
d'Intentionalité comme renvoi. 
( ... ) intending and intentions are just one form of Intentionality among others. 
They have no special status. The obvious pun on "Intentionality" and "intention" 
suggests that intentions in the ordinary sense have sorne special role in the theory 
of "Intentionality"; but on rny account intending to do sornething is just one form 
of Intentionality along with belief, hope, fear, desire, and lots of others; and 1 do 
not rnean to suggest that because, for example, beliefs are Intentional they 
sornehow contain the notion of intention or they intend sornething or sorneone 
who bas a beliefrnust thereby intend to do sornething about it306. 
Identifier le concept d'Intentionnel à l'intention avec-un-i- minuscule peut bien nous 
tromper au point de penser, comme quelques auteurs, que certains états Intentionnels sont 
des actes mentaux. Pour distinguer ce qui est un acte mental, il nous donne quelques 
exemples qui servent bien à montrer la différence entre les actes mentaux, les actions et les 
états intentionnels: 
ACI10NS: 1- Écrire des livres, 
2- Boire de la bière etc. 
AcrES MENTAUX: 1- faire un calcul mental, 
2- former des images mentales d'un object. 
ÉTATS INTENTIONNELS: 1- Croire à quelque chose, 
2- Avoir l'intention de ... 
3- Craindre, etc. 
Dans le passage qui suit, Searle signale bien l'importance de faire la distinction entre 
Intentionnel et intentionnel: 
305 Avoir l'intention (intending) n'est qu'une parmi plusieurs formes d'intentionalité. n vaut remarquer aussi que d'autres 
philosophes analytiques utilisent la notion d'intentionalité comme base à la discution de problèmes logico-linguistiques, 
Searle aussi, mais pour lui, les contextes intensionnels ne sont pas de contextes intentionnels, l'intensionalité est un 
concept metalinguistique qui selon Searle n'a rien avoir avec l'Intentionalité. 
306 J.R.Searle (1983), op. cil. , p.3. Dans la tradiction philosophique cette caracteristique Intentionnelle de l'esprit de 
renvoier à des objets et à des états de choses dans le monde est compris de plusieurs façons. Le mot "Intentionalité" a 
plusieurs emplois, Searle dit que cela fait du terme Intentionalité un terme trompeur tel qu'il est employé par cette 
tradiction. 
Acts are things one does, but there is no answer to the question, "What are you 
now doing?" which goes, "1 am now believing it will rain", ( . .. )The Intentional 
states and events we will be considering are precisely that: states and events; 
they are not mental acts, ( ... ) [Searle reitere cela en disant: ] 
It is equally confused 10 think of, for example, beliefs and desires as somehow 
intending something. Beliefs and desires are Intentional states, but they do not 
intend anything. On my account "Intentionality" and "Intentional" will occur in 
these noun and adjective forms, and 1 will speak of certain mental states and 
events as having Intentionality or as being Intentional, but there is no sense 
attaching 10 any corresponding verb307. 
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Étant donné que l'Intentionnalité n'est pas une caractéristique de tous les états et 
événements mentaux, Searle propose un critère d'identification des états mentaux. Pour 
identifier un état Intentionnel on doit, selon Searle: (1) Identifier le mode psychologique 
que lui est caractéristique (s'il s'agit d'un désir, d'une croyance, d'une crainte etc.) et sa 
direction d'ajustement308• (2) Identifier le contenu de cet état Intentionnel.. 
Les notions de contenu représentationnel, mode psychologique et de direction 
d'ajustement sont des notions analogues à celles que nous trouvons dans la théorie des 
actes de discours de Searle. n y a quatre types de rapports ou d'affmités entre les états 
intentionnels et les actes de discours à savoir: 
1) La distinction trouvée dans la théorie des actes de discours entre Force Illocutoire et 
Contenu Propositionnel est aussi appliquée aux états Intentionnels. 
Comme nous le savons, la forme logique attribuée par Searle aux actes illocutoires est 
la suivante, F(p), où «F» est la force illocutoire et «p» est le contenu propositionnel de 
l'acte. Cela donne formellement la fonction F(p) qui permet de représenter une attitude 
propositionnelle du type, X aime les oranges comme "Aime (oranges)". De la même façon, 
tout état intentionnel est configuré ainsi: il a un contenu représentationnel (r) sous un 
certain mode psychologique S. Cela donne formellement la fonction S(r) qui permet de 
représenter un état intentionnel tel que X aime p. 
2) La distinction faite dans la théorie des actes de discours entre les différentes 
directions d'ajustement est également appliquée à la théorie des états Intentionnels. 
307 Idem. 
308 Selon Searle la notion direction d'ajustement (direction o/fit) designe le rapports entre le langage (ou la pensé) et le 
monde. ~ différentes directions d'ajustement servent à spécifié les conditions de satisfaction d'un acte illocutoire et 
s'appliquent aUS$i bien à l'analyse de énonciations que a celle des états mentaux. 
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Le mode psychologique S d'un état intentionnel détermine la direction d'ajustement de 
cet état. De la même façon que la Force illocutoire F d'un acte illocutoire détermine la 
direction de 1'acte. 
n y a une similarité entre les différentes directions d'ajustement des actes de discours et 
celles des états intentionnels. Par exemple: Un acte illocutoire assertif a la direction 
d'ajustement qui va des mots aux choses, c'est-à-dire, pour être satisfait il doit être 
conforme aux choses. Un état intentionnel de croyances à son tour, a la direction 
d'ajustement qui va de 1'esprit au monde; pour être satisfait il doit représenter correctement 
le monde. Un acte illocutoire promissif ou une requête a la direction d'ajustement qui va de 
choses aux mots de même le désir qui lui correspond a la direction d'ajustement qui va du 
monde à 1'esprit. 
3) n y a un lien nécessaire entre les états Intentionnels et les actes de discours. 
L'exécution d'un acte de discours exprime nécessairement un état intentionnel 
correspondant à chaque type d'acte de discours. Par exemple, en accomplissant un acte 
illocutoire d'un certain contenu propositionnel on exprime généralement un certain état 
Intentionnel relatif à ce contenu propositionnel que Searle appelle la Condition de Sincérité 
de ce type d'acte. Ainsi, faire 1'affIrmation que p, implique un état intentionnel, la croyance 
quep. 
4) La notion de condition de satisfaction trouvée dans la théorie des actes de discours 
s'applique aussi bien aux actes illocutoires qu'aux états Intentionnels, à la condition qu'ils 
aient une direction d'ajustement. 
Lorsque, dans la théorie des actes du discours on dit qu'un acte de discours est réussi 
ou qu'il a raté en disant, par exemple, qu'une promesse a été tenue ou enfreinte, qu'une 
affIrmation est vraie ou fausse, on signale au même temps que l'acte illocutoire a réussi ou 
a échoué à se conformer au réel conformément à la direction d'ajustement de son but 
illocutoire. Cette même chose se passe avec les états intentionnels, lesquels se conforment 
ou non au monde selon leur direction d'ajustement. 
Comme nous pouvons le remarquer, le schéma explicatif des actes de discours vaut 
aussi pour les états intentionnels. Ainsi, si pour les actes de discours le contenu 
propositionnel (p) détermine certaines des conditions pour que 1'acte soit satisfait, de la 
même façon, dans le cas des états intentionnels le contenu représentatif (r) détermine 
l'ensemble des conditions pour que cet état intentionnel soit satisfait. En faisant 
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intentionnellement une énonciation nous imposons de l'Intentionnalité à nos énonciations, 
parce que c'est intentionnellement que nous conférons les conditions de satisfaction des 
états psychologiques qui concernent l'acte de discours. 
Wbat is crucially important to see is that for every speech act that has a 
direction of fit the speech act will be satisfied if and only if the expressed 
psychological state is satisfied. and the conditions of satisfaction of speech acts 
and expressed psychological state are identical. Thus, for example, my statement 
will be true if and oniy if the expressed belief is correct, my order will be obeyed 
if and oniy if the expressed wish or desire is fulfilled, and my promise will be 
kept if and oniy if my expressed intention is carried out. Furthermore. notice that 
just as the conditions of satisfaction are internai to the speech act, so the 
conditions of the satisfaction of the Intentional state are internal to the 
Intentional state309. 
Les propriétés logiques des états intentionnels résultent de leur nature représentative. 
Les états intentionnels pourvus d'une direction d'ajustement peuvent être connus sans 
l'investigation de ces catégories ontologiques; il suffit de savoir quelles sont ses conditions 
de satisfaction et sous quels aspects ces conditions de satisfaction sont représentées dans le 
contenu intentionnel, et de savoir aussi quel est le mode psychologique de l'état en 
question. 
Searle affmne que nous ne devons pas nous préoccuper de la catégorie ontologique de 
l'Intentionnalité, mais plutôt de ses propriétés logiques: 
At this stage the question of how Intentional states are realized in the ontology 
of world is no more a relevant question for us to answer than it is relevant for us 
to answer the analogous questions about how a certain linguistic act is 
realized.( ... ) The forms of realization of an Intentional state are just as irrelevant 
to its logical properties as the forms in which a speech act is realized are 
irrelevant to its logical properties31O. 
Selon Searle les états intentionnels sont dépourvus d'individualité et les conditions de 
satisfaction des états intentionnels ne sont pas déterminées de façon indépendante, mais 
sont dépendantes des autres états du réseau d'états mentaux. Ces idées dérivent de l'idée 
qu'un état intentionnel est attaché à tout un réseau d'autres états intentionnels et est basé sur 
un arrière-plan de capacités mentales non représentatives. 
Tous nos états mentaux se retrouvent à l'intérieur d'un réseau composé par d'autres 
états mentaux. Le réseau s'appuie sur un arrière-plan (background). Les relations entre. les 
309 J.R. Searle (1983), op. cil . • pp.lO-l1. 
310 J.R. Searle (1983), op. cil . • p.IS. 
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états intentionnels et le monde dépendent du Réseau et de l'arrière-plan. Quand on réalise 
un acte de discours, quand on affirme quelque chose, par exemple, on exprime un état 
mental, celui-ci est à l'intérieur du réseau d'états mentaux et s'appuie sur une base pré-
intentionnelle, l'arrière-plan. Ainsi, toute explication de l'Intentionnalité est circonscrite 
dans l'ensemble conceptuel intentionnaliste formulé par Searle. 
Les états Intentionnels, en faisant partie d'un réseau d'autres états intentionnels, ne 
possèdent leur condition de satisfaction qu'en fonction de leur intégration au réseau d'états 
mentaux; ils sont dépourvus d'individualité, dit Searle (le réseau est holiste).L'arrière-plan 
non représentatif permet le fonctionnement des représentations et la détermination de ses 
conditions de satisfaction. 
La notion d'Intentionnalité est fondamentale pour les arguments sémantiques de Searle, 
qui seront dirigés contre l'lA. Pour Searle les machines et les programmes conçus jusqu'à 
présent ne sont pas capables de rendre compte de l'aspect sémantique concernant le langage 
et la pensée. Elles ne sont pas capables d'être engagées dans des vraies situations 
conversationnelles comme les locuteurs et les allocutaires humains. Par exemple, selon lui, 
pour rendre compte théoriquement de la signification du locuteur, il faut être capable de 
déterminer les relations entre les états mentaux exprimés par le locuteur et les autres états 
mentaux du réseau aussi bien que d'être capable de déterminer l'arrière-plan, tâche selon lui 
impossible. 
Les liens entre les états intentionnels et les actes de discours montrent bien les rapports 
entre le langage et la pensée; pour Searle les états intentionnels et les actes de discours sont 
des formes de représentation analogues. Les actes de discours et les états intentionnels 
représentent selon Searle les objets et les états de choses du monde, mais ils le font 
cependant de façon différente et par de moyens différents. 
Searle explique l'Intentionnalité par intermédiaire de sa théorie des différents types 
d'actes de discours; pour lui l'Intentionnalité est à la base de notre capacité de 
Représentation311 • 
( ... )Intentional states represent objects and states of affairs in the same sense of 
"represent" that speech acts represent objects and states of affairs ( event though. 
( .. . ) speech acts have a derived fonn of Intentionality and thus represent in a 
different manner from Intentional states, which have an intrinsic fonn of 
Intentionality) ( ... ) We even have something of a theory about these various 
311 La notion de réprésentation employé par Searle est bien particulier au corpus théorique qu'il a developé à partir de 
plusieurs travaux sur le langage et sur l'esprit Cette notion n'a rien à voir avec la plus part des notions actuelles de 
reprsentation trouvés en Philosophie, I.A. et Psychologie cognitive. La représentation est définie par son contenu et par 
son mode et non par sa structure formelle comme dans certains thèses fonctionalistes et cognitivistes. 
types of speech acts; and 1 am going to tap this prior knowledge to try to explain 
how and in what sense Intentional states are also representations3l2. 
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Même si Searle explique l'Intentionnalité en termes linguistiques, pour lui, 
l'Intentionnalité n'est pas essentiellement linguistique; il nous rappelle que c'est le langage 
qui est dérivé de l'Intentionnalité. Il explique le langage en termes intentionnalistes et 
l'Intentionnalité en termes de langage; son analyse est donc circulaire313• 
La notion d'état intentionnel comme représentation dans les travaux de Searle est en 
rapport avec les notions de contenu propositionnel, de direction d'ajustement, etc. Lorsque 
Searle dit que les états mentaux sont représentationnels; il croit que l'intentionnalité comme 
représentation est analogue au modèle des actes de discours: Il veut dire que tout état 
Intentionnel a un contenu propositionnel et un mode psychologique. Le contenu 
propositionnel, comme dans le cas des actes de discours, détermine pour l'état intentionnel 
l'ensemble des conditions de satisfaction et le mode psychologique détermine la direction 
d'ajustement du contenu propositionnel. 
La notion de représentation n'a pas d'importance capitale pour la théorie de 
l'Intentionnalité proposée par Searle. Pour lui cette notion est accessoire et pourrait être 
substituée à une autre notion en rapport avec les aspects théoriques fondamentaux pour la 
compréhension des états intentionnels et des actes de discours. La notion de représentation 
de Searle n'est pas celle employée par la tradition philosophique; elle est au contraire, bien 
particulière au corpus théorique qu'il a développé dans ses travaux sur l'esprit et sur les 
actes de discours. Cette notion n'a rien à voir avec la pluspart des notions de représentation 
trouvés en Philosophie, I.A. et Psychologie cognitive. Dans Intentionality l'usage de la 
notion de représentation est expliquée de la façon suivante: 
( ... ) my use of this term differs both from its use in traditional philosophy and 
from its use in contemporary cognitive psychology and artificial intelligence. 
When 1 say, for example, that a belief is a representation 1 am most emphatically 
not saying that a belief is kind of picture. nor am 1 endorsing the Tractatus 
account of meaning, nor am 1 saying that a belief re-presents something that bas 
been presented before, nor am 1 saying that a belief bas a meaning, nor am 1 
saying that it is a kind of thing from which one reads off its conditions of 
satisfaction by sautinizing il. The sense of "representation" in question is meant 
to be entirely exhausted by the analogy with speech acts: the sense of "represent" 
in which a belief represents its conditions of satisfaction is the same sense in 
which a statement represents its conditions of satisfaction3l4. 
312 J.R. Searle (1983), op.cil . • pp.4-5. 
313 C.f. J.R. Searle (1983), op.cil. , p.S. 
314 J.R. Searle (1983), op.cil. ,p.p. 11-12. 
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Les représentations sont définies, dans ce sens, par leur contenu et leur mode, non par 
leur structure fonnelle. L'analyse de l'Intentionnalité n'est pas faite par des moyens 
fonnels; Searle n'énonce pas des conditions nécessaires et suffisantes qui caractérisent 
l'Intentionnalité, en tennes de notions plus simples. L'Intentionnalité n'est pas considérée 
comme un trait logiquement complexe qui résulte de la combinaison d'éléments plus 
simples tels qu'il est proposé dans les modèles syntaxiques de l'esprit et par certaines thèses 
fonctionnalistes en IA. 
Furthermore, my use of the notion of representation differs from its use in 
contemporary artificial intelligence and cognitive psychology. For me a 
representation is defined by its content and its mode, not by its formal structure. 
Indeed, 1 have never seen any clear sense to the view that every mental 
representation must have a formal structure in the sense, for example, in which 
sentences have a formal syntactic structure315. 
Pour Searle l'Intentionnalité est un aspect important des phénomènes mentaux qui peut 
être analysé de façon objective, les autres caractéristiques des phénomènes mentaux 
mentionnées, telles que la conscience et la subjectivité et la double causalité qui relie les 
événements mentaux aux événements physiques, ne constituent pas, non plus un obstacle à 
l'explication objective des phénomènes mentaux. Pour montrer cela nous passons à 
l'examen des autres caractéristiques des états mentaux lesquelles seront présentées à 
l'intérieur des sections suivants ou nous traiterons: 
1) de l'importance de la conscience et comment elle peut, selon Searle avoir une 
existence ; 
2) de la subjectivité des états mentaux: nous verrons comment, selon Searle, il est 
possible de concilier la subjectivité des états mentaux avec une conception objective du 
monde réel; 
3) des rapports causaux entre le cerveau et l'esprit et le pouvoir causal de l'esprit: nous 
exposerons les explications de Searle sur la façon dont le cerveau peut, tout en étant 
physique, engendrer des états mentaux et d'autre part, comment les événements mentaux 
peuvent provoquer des événements physiques. 
315 J.R. Searle (1983), op.cil . • p. 12. 
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1.1.2- L'importance de la conscience 
Pour Searle, la conscience est une des caractéristiques les plus importantes des 
phénomènes mentaux; il affirme qu'un univers dépourvu de la conscience serait dépourvu 
aussi de toute signification. La conscience joue un rôle fondamental, c'est elle qui permet 
que le monde soit plein de signification pour nous. 
Searle esquisse sa notion de conscience par rapport à sa notion d'Intentionnalité; pour 
lui, tout état mental est nécessairement un état qui est potentiellement ou actuellement 
conscient. TI y a une liaison entre l'Intentionnalité et la conscience qui est donnée par la 
configuration même (aspectual shape) de l'état intentionnel, c'est-à-dire, ce que lui permet 
d'être intrinsèquement intentionnel: d'être pensable ou dont on peut faire l'expérience de 
quelque façon. Cela est expliqué de la façon suivant par Searle: 
The argument for this thesis is a bit complex, but the central idea behind it can 
be given a simple formulation: the concept of an intrinsic intentional mental state 
is the concept of something that bas an aspectual shape. AIl representation is 
under aspects. You can see this, if it is not obvious on its face, by reminding 
yourself that mental contents are possible or actual contents of thoughts or 
experiences. What you can believe, you have to be able to think; and what you 
can perceive, you have 10 be able 10 experience perceptually. But the notions of 
thinking and experiencing are notions which imply the presence of aspectual 
shapes and that in turn implies accessibility 10 consciousness. The link. then, 
between intentionality and consciousness lies into the notion of an aspectual 
shape. To be intentional, a state or process must be thinkable or experienceable, 
and 10 be thinkable or experienciable, it must have an aspectual shape under 
which it is at least in principle, consciously thinkable or experienciable. It must 
be the sort of thing that could be the content of a conscious thought or 
experience316. 
Searle admet qu'il y a un rapport important entre les notions d'Intentionnalité et de 
conscience. Cependant il n'est pas d'accord avec la thèse selon laquelle il y a une identité 
entre conscience et Intentionnalité. Cette thèse est exprimée ainsi: Si toute Intentionnalité 
est considérée comme renvoi à quelque chose ou à des états de choses et si toute 
conscience est conscience de quelque chose, alors il y a une identité entre les états 
intentionnels et les états conscients. Prenons, par exemple, l'état intentionnel B (identifié 
par le fait qu'avoir peur c'est avoir peur de quelque chose) et l'état conscient C, (être 
conscient de quelque chose). Selon Searle certains auteurs disent qu'il y a une identité entre 
316 J.R. Searle, "Consciousness, unconciousness, and Intentionality", Philosophieal topies, volume XVII, ngl. spring 
1989, p.198. 
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les états intentionnels et les états conscients exprimés par le terme «de». Pour eux le «de» 
exprime l'identité B=C parce que B et C renvoient à quelque chose ou à des états de choses. 
Pour Searle l'identité en question pose des problèmes, car le «de» de l'Intentionnalité 
(peur de) est carrément différent du «de» d'une expérience consciente (conscience de). 
Supposons, dit Searle, qu'on fait l'expérience consciente de l'inquiétude, on est à ce 
moment-là conscient de quelque chose: l'inquiétude. L'expérience consciente de 
l'inquiétude et ce à quoi cette expérience renvoie (l'inquiétude) sont identiques. De l'autre 
coté, pour montrer que B et C ne peuvent être identiques, Searle examine le «de» 
intentionnel: un état intentionnel exprimé par l'affmnation " jai peur des serpents" n'est pas 
identique aux serpents. n y a dans ce cas une distinction entre l'état intentionnel et la chose 
sur quoi cet état porte. 
Cette "conscience de", est basée sur une identité entre l'état conscient et ce à quoi cet 
état renvoie, tandis que le "de" Intentionnel dans "Peur des serpents" renvoi à d'autre chose 
qui n'est pas l'état intentionnel lui-même. Selon Searle, il ya une distinction entre l'état 
Intentionnel et l'object intentionnel. 
Selon Searle il existe des états Intentionnels qui n'exigent pas l'existence de l'objet ou 
de l'état de choses auquel ces états intentionnels renvoient. Ainsi le «de» intentionnel et le . 
«de» conscience ne sont pas identique, par exemples: 
1) Je peux espérer qu'il pleuve même s'il ne pleut pas, 
2) Je peux croire que le roi de France est chauve même si il n'existe plus 
aucun roi de France. 
D'un autre côté, on peut avoir des états conscients non-Intentionnels, par exemple, un 
sentiment soudain d'exaltation. 
On peut avoir des états Intentionnels non conscients: par exemple, nous avons une 
quantité énorme de croyances auxquelles nous n'avons jamais pensé. 
Searle affirme que la notion de conscience n'est pas un sujet facile à concilier avec 
notre conception scientifique du monde selon laquelle tout phénomène fondamental pour 
notre vie mentale est d'ordre entièrement physique. Ainsi plusieurs théoriciens sérieux 
s'intéressant aux phénomènes mentaux ne trouvent pas que la conscience constitue un sujet 
scientifique. La difficulté et l'hésitation à considérer la conscience comme un élément 
objectif pour l'étude des phénomènes mentaux sont exposées par Searle de la façon 
suivante: 
It is just a plain fact about the world that it contains such conscious mental 
states and events, but it is bard to see how mere physical systems could have 
consciousness. How could such a thing occur? How, for example, could this grey 
and white gook inside my skull be conscious?317 
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Selon Searle, ce problème peut être surmonté parce qu'il est possible de démontrer 
l'existence de la conscience. Pour lui, la conscience est quelque chose de réel qui se 
manifeste physiquement comme n'importe quelles autres caractéristiques humaines, la 
digestion par exemple. Comme la digestion, la conscience a une explication biologique 
objective: nous pouvons parler objectivement des processus électro-chimiques qui se 
produisent au niveau neuronal et qui sont derrière la conscience. 
It should seem no more mysterious, in principle, that this hunk of matter, this 
grey and whit oatmeal-textured substance of the brain, should be conscious than 
it seems mysterious that this other hunk of matter, this collection of nucleo-
protein molecules stuck onto a calcium frame, should he alive. The way, in short, 
to dispel the mystery is to understand the processes. We do not yet fully 
understand the processes, but we understand their general character, we 
understand that there are certain specific electro-chernical activities going on 
among neurons or neuron-modules and perhaps other features of the brain and 
these processes cause consciousness318. 
Searle défend que, même si nous comprenons à peine le caractère général des 
processus neuro-physiologiques qui donnent naissance à la conscience, nous savons 
toujours quelque chose d'objectif permettant de caractériser les états dits conscients. 
1.1.3- Sur la subjectivité des états mentaux 
Searle affIrme que c'est une erreur de penser que la subjectivité de notre vie mentale 
est quelque chose qui ne concerne pas la science. Pour lui le fait d'avoir un esprit n'est pas 
contradictoire avec le fait d'avoir un cerveau. TI n'y a pas d'incompatibilité entre les 
connaissances philosophiques provenant du sens commun, que nous avons sur l'esprit et les 
connaissances scientifIques que nous avons du cerveau. Pour Searle, la subjectivité des 
états mentaux peut être expliquée de façon tout à fait objective. Elle ne doit pas, selon lui, 
être considérée comme un obstacle à la compréhension des rapports entre le cerveau et 
l'esprit. 
317 J.R. Searle (1984), op. cil. , p.15. 
318 J.R. Searle (1984), op. cit. ,pp. 23-24. 
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L'analyse objective d'un objet n'exclut pas sa subjectivité. La subjectivité des états 
mentaux est un élément de la description de tels états, lequel est un fait scientifique objectif 
comme n'importe quel autre. Pour Searle, comme pour la plupart des scientifiques, 
n'importe quel type de faits concernant la réalité peuvent constituer l'objet d'une 
investigation systématique. La subjectivité est un fait concernant la réalité des états 
mentaux. Si la subjectivité des états mentaux constitue un problème pour l'explication 
scientifique des rapports entre le cerveau et l'esprit c'est parce qu'on a une certaine 
conception de la "science" que nous devons, selon Searle, mettre en question: 
Thus the existence of subjectivity is an objective fact of biology. It is a 
persistent mistake to try to defme 'science' in terms of certain features of existing 
scientific theories. But once this provincialism is perceived to be the prejudice it 
is, then any domain of facts whatever is a subject of systematic investigation. So, 
for example, if God existed, then that fact would be a fact like any other. 1 do not 
know whether God exists, but 1 have no doubtat all that subjective mental states 
exist, because 1 am now in one and so are you. If the fact of subjectivity runs 
counter to a certain defmition of 'science', then it is the defmition and not the fact 
which we will have to abandon 319 .. 
Selon Searle, une conciliation de la subjectivité des états mentaux avec une conception 
objective du monde réel ne peut être considérée comme un problème que si nous 
considérons la subjectivité du mental comme quelque quelque chose qui ne doit pas être 
considérée objectivement. Pour lui, au contraire, la subjectivité des états mentaux est un 
fait objectif; elle constitue, en plus, un élément important pour la description complète des 
rapports entre le cerveau humain et l'esprit. 
Searle affirme que les processus neuronaux causent notre vie mentale. Selon lui, il n'est 
pas si difficile d'expliquer, provisoirement, comment les processus neuronaux peuvent 
donner naissance à des événements mentaux. Il est possible, pour lui, de concilier la 
connaissance, du sens commun que nous avons de l'esprit avec la connaissance scientifique 
que nous avons du cerveau. 
Tous nos états intentionnels sont causés par des processus cérébraux. Les phénomènes 
d'intention sont tout simplement matérialisés dans la structure du cerveau humain et se 
comportent comme n'importe quel autre phénomène naturel qui se prête à une analyse 
scientifique. Pour expliquer la nature de nos états intentionnels, Searle donne l'exemple de 
la soif: 
3191dem. • p.25. 
As far as we know anything about il, at least certain kinds of thirst are caused 
in the hypothalamus by sequences of nerve firings. These frrings are in tum 
ca:used by the action of angiostensine in the hypothalamus, and angiostensine, in 
turn. is synthesized by reins, which is secreted by the kidneys. Thirst, al least of 
these kinds, is caused by a series of events in the central nervous system, 
principally the hypothalamus, and it is realized in the hypothalamus320. 
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Pour Searle, l'intentionnalité ainsi que la conscience ne représentent pas un «mystère» 
si nous décrivons de façon minutieuse comment elles sont liées aux processus biologiques 
qui les provoquent. Certaines catégories de soifs, comme dans l'exemple présentée plus 
haut, sont causées par des événements physiques cérébraux: la soif, dans ce cas, n'est rien 
de plus (sur le plan mental) que d'avoir envie de boire. L'état intentionnel "avoir envie de 
boire" est un état mental qui est à la fois causé par certains processus cérébraux et 
matérialisé dans la structure du cerveau. Tel état intentionnel a un contenu spécifique 
lequel détermine les conditions selon lesquelles l'état intentionnel sera satisfait. La soif est 
un exemple d'état intentionnel qui nous permet de constater aisément comment le cerveau, 
étant physique, peut engendrer de phénomènes mentaux. 
Selon Searle, le pouvoir causal des états mentaux représente une difficulté pour ceux 
qui veulent expliquer les rapports entre le cerveau et l'esprit. Pour lui, cene difficulté est à 
peine apparente. n propose une solution, basée sur une analogie avec la physique, pour 
expliquer les rapports de causalité entre l'esprit et le cerveau. Une telle explication permet 
de comprendre aussi comment des événements mentaux peuvent provoquer des 
événements physiques, c'est-à-dire comment nos pensées peuvent engendrer des actions. 
Passons tout d'abord aux rapports causaux entre l'esprit et le cerveau. 
1.1.4- Les rapports de causalité entre l'esprit et le cerveau 
Pour Searle, les états mentaux ainsi que la conscience sont des données objectives 
parce qu'ils sont une caractéristique évidente de notre vie mentale, laquelle résulte ou est 
causée par ce qui se passe à l'intérieur de notre cerveau. Selon Searle, l'esprit et le corps 
agissent l'un sur l'autre, mais ils ne constituent pas deux substances distinctes. 
Pour mieux clarifier cette idée Searle prend le cas de la douleur qui est un phénomène 
mental causé par des processus neuro-physiologiques à l'intérieur du cerveau; il en donne 
quelques exemples en rapport avec la douleur: l)certains amputés, par exemple, ressentent 
des douleurs dans le membre qu'ils ont perdu. n se produit ainsi dans le cerveau quelque 
320 Idem, p.24. 
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chose qui provoque la douleur. Celle-ci se produit donc indépendamment des stimuli 
extérieurs. 2)La stimulation artificielle de certaines régions cérébrales sen à montrer que la 
douleur s'y localise, peut se répercuter et être sentie dans d'autres parties du corps reliées au 
champ cérébral affecté. Searle conclut que ce qui est vrai pour la douleur est aussi vrai pour 
les phénomènes mentaux en général: Les deux exemples mentionnés par Searle pour 
montrer que les phénomènes mentaux proviennent physiquement du cerveau viennent 
renforcer les deux propositions suivantes: 
( ... )all mental phenomena whether conscious or unconscious, visual or 
auditory, pains. tickles, itches, thoughts, indeed. all of our mentallife, are caused 
by processes going on in the brain. ( ... )Pains and other mental phenomena 1ust 
are features of the brain (and perhaps the rest of the central nervous system)3 1 .. 
En résumé, les deux énoncés affirment que les états mentaux sont causés par le 
cerveau, mais en même temps ils sont de vraies propriétés de celui-ci. TI explique qu'à 
première vue la première et la seconde propositions semblent contradictoires parce qu'il 
paraît en effet peu probable que l'esprit puisse être un trait caractéristique du cerveau et, à 
la fois, que le cerveau puisse causer l'esprit: si, par exemple, les phénomènes physiques 
dans le cerveau causent la douleur-événement mental- comment les douleurs peuvent-
elles être au même temps une caractéristique du cerveau? 
Pour Searle, les deux propositions présentées peuvent être simultanément vraies. TI 
suffit de sauvegarder la relation causale entre les phénomènes physiques et mentaux tout en 
conservant l'idée que l'esprit est un trait caractéristique du cerveau. L'auteur affmne que si 
nous trouvons ces propositions contradictoires c'est parce que nous faisons cenaines 
associations d'idées qui ne correspondent pas à la nature des phénomènes mentaux. 
Selon Searle, l'apparente contradiction entre les deux propositions dérive d'une 
compréhension inexacte de ce qu'elles énoncent et aussi d'une mauvaise compréhension de 
la notion de causalité. Selon lui nous nous trompons lorsque nous comprenons les relations 
causales entre le cerveau et l'esprit par le biais d'une notion d'interaction. 
If mental and physical phenomena have cause and effect relationships, how cao 
one he a feature of the other ? Wouldn't that imply that the mind caused itself-the 
dreaded doctrine of causa sui ? But at he bottom of our puzzlement is 
misunderstanding of causation. It is tempting to think that whenever A causes B 
there must he two discrete events, one identified as the cause, the other identified 
321 Idem. • pp.18-19. 
as the effect; that all causation functions in the same way as billiard balls hitting 
each other322. 
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Searle affmne que pour comprendre que les deux énoncés cités plus haut ne sont pas 
opposés, il faut une notion plus subtile de causalité. Une telle notion emprunte à la 
physique la distinction, entre les micro et de macro propriétés des systèmes physiques. 
Selon Searle, il y a deux niveaux réels de causalité pour décrire les rapports entre le 
cerveau et l'esprit: le cerveau et l'esprit constituent un seul système qui à un niveau plus 
élevé -niveau des états mentaux- peut être décrit en termes de macro-propriétés et à un 
niveau plus bas - niveaux des états neuronaux- peut être décrit en termes de micro-
propriétés par analogie avec les systèmes physiques. 
L'analogie avec la physique est expliquée par l'exemple suivant: de la même façon 
que l'état solide d'une table constitue une macro- propriété de cet objet qui est défmie à 
partir de ses micro-propriétés, c'est-à-dire, les caractéristiques moléculaires et atomiques de 
la table, nos états mentaux sont des macro-propriétés défmies par des micro-propriétés du 
cerveau. En physique, plusieurs propriétés d'un système peuvent être expliquées 
causalement par des micro-propriétés: la table est solide parce que (au niveau des micro-
propriétés) leurs molécules sont organisées en treillis. 
Ces deux niveaux réels de causalité, expliqués en termes de micro et macro propriétés 
du cerveau, font comprendre qu'il existe une relation réciproque entre les phénomènes 
mentaux et les phénomènes physiques. C'est-à-dire: nous avons une bonne explication de 
la façon dont l'esprit et le cerveau agissent l'un sur l'autre, sans être deux choses distinctes, 
et comment l'esprit peut être à la fois, une propriété du cerveau et causé par lui. 
1 want to suggest that this provides a perfectly ordinary model for explaining 
the puzzling relationships between the mind and the brain. In the case of 
liquidity, solidity, and transparcncy, we have no difficulty at all in supposing that 
the surface features are caused by the behavior of elements at the micro-level, 
and at the same time we accept that the surface phenomena just are features of 
the very systems in question. 1 think the clearest way of stating this point is to 
say that the surface feature is both caused by the behavior of micro-elements. 
and at the same time is realized in the system that is made up of the micro-
elements. There is a cause and effect relationship, but at the same time the 
surface features are just higher level features of the very system whose behavior 
at the micro-Ievel causes those features323. 
322 J.R. Searle (1984), op. cil . • p. 20. 
323/dem. • p.21. 
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Comme nous l'avons vu, le pouvoir causal du système esprit-cerveau peut avoir deux 
niveaux de descriptions, un niveau mental et un niveau physique; tous les deux ont une 
causalité réelle. Tout ce qui se passe au niveau de proprietés des processus mentaux est à la 
fois causé par et matérialisé dans la structure des processus neuronaux ou micro-propriétés. 
Les états mentaux sont des propriétés réelles du cerveau qui peuvent causer des 
événements physiques. 
My conscious attempt to perform an action such as raising my ann causes the 
movement of the ann. At the higher level of description, the intention ta raise my 
ann causes the movement of the ann. But at the lower level of description, a 
series of neuron frrings stans a chain of events that results in the contraction of 
the muscles324. 
Le modèle de description des rapports causaux entre le cerveau et l'esprit à deux 
niveaux, est selon Searle adéquat pour expliquer comment un événement mental, étant une 
propriété réelle du cerveau et causée par lui, peut être aussi la cause de certains événements 
physiques. Pour Searle, les événements mentaux causent les événements physiques à cause 
du double caractère de la causalité qui relie les événements mentaux aux événement 
physiques. 
Les caractéristiques de l'esprit telles que l'Intentionnalité, la conscience, la subjectivité, 
le double rapport de causalité entre le cerveau et l'esprit sont toutes en jeu dans le 
fonctionnement de notre pensée et lorsque nous utilisons le langage naturel. Un autre 
aspect important lié à la théorie de l'esprit et du langage de Searle est la capacité 
représentationnelle de l'esprit humain. Searle affirme que les techniques de programmation 
actuellement connues, ne sont pas capables de représenter de la même façon que l'esprit des 
éléments très simples du monde réel. La capacité de représentation demanderait une 
duplication de l'esprit, alors que les ordinateurs digitaux ne font qu'imiter certains aspects 
très élémentaires des nos processus mentaux. 
2- Les critiques de J. Searle à l'Intelligence Artificielle 
Les discussions de Searle sur les limitations de l'lA et de la science cognitive reposent 
sur des réfutations où l'argument d'ordre sémantique et les caractéristiques de l'esprit 
humain jouent un rôle important. La duplication de l'esprit par des moyens informatiques 
324 Idem. • p.26. 
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est un mythe325 , selon Searle. L'lA ne pourrait jamais se réaliser étant donné les 
conceptions informatiques dont on dispose actuellement. 
Comme nous l'avons mentionné, Searle essaie de répondre dans Minds Brains and 
Science à la question (posée par Descartes, par La Mettrie et après par A.Turing): "Les 
machines peuvent-elles penser?"326. Cependant leur façon de poser la même question n'est 
pas triviale. Les arguments de Searle ne sont pas d'ordre technologique; il ne vise pas les 
limitations techniques mais les limitations théoriques de l'lA. Lorsqu'il se demande si une 
machine digitale peut penser, il ne veut pas mettre en question le fait que les machines sont 
différentes des êtres humains, ou qu'elles sont des simples artefacts327• Mais le fait qu'en 
tant que machines à programme (comme la machine de Turing) défmies de façon purement 
syntaxique, elles sont incapables de comprendre le langage et le monde. 
Searle a comme cible, lorsqu'il critique la recherche en lA, une sorte de courant qu'il 
appelle "l'lA forte" par opposition à un autre courant dit "l'lA faible". La distinction entre 
les deux courants est la suivante: Pour les chercheurs de l'lA faible l'ordinateur digital est 
un instrument important capable d'aider dans la compréhension de l'esprit. n permet de 
formuler et tester des hypothèses sur son fonctionnement. Les défenseurs de l'lA forte 
entendent que l'ordinateur n'est pas un simple instrument pour l'explication de la pensée. 
Pour eux toute machine adéquatement programmée peut littéralement avoir des états 
325 Cf. "The My th of compute:rs", New Yor/r. Review of Books, 3-6, avril, 29, 1982. 
326 Turing lui même trouvait que cette question pose de contraintes linguistique car il considère difficile de définir 
précisement la signification des termes "machine" et "penser" (Cf. A. R. Anderson, (1964) op. cil. , pp.4-5). Ainsi il 
substitue à la question "les machines peuvent-elles penser" un jeu qu'il appelle de jeu d'imitation. Ce jeux suggère que 
l'ordinateur pourrait présenter des sorties semblables à des comportements humains dans une situation de conversation 
simulée. Dans ce test, un joueur doit essayer de reconnaître s'il parle avec un homme, A ou avec B, une femme (ou une 
machine) . Le seul moyen dont il dispose est la conversation avec eux par l'intermédiaire d'un clavier et d'un écran 
d'ordinateur. Il essaye d'identifier les deux joueurs A et B à partir de l'analyse de l'échange des questions et réponses qu'il 
a avec eux. Selon Turing, si le joueur n'est pas capable de distinguer qui est qui, il ne peut pas être certain que les 
machines ne pensent pas. A l'époque du test de Turing il existait une croyance générale que tout type de comportement 
soumis à des règles pourrait être étudié mathématiquement; celi était une idée d'inspiration cybernétique et béhavioriste. 
Les comportements intelligents, étaient considaés comme des processus qui pourraient être compris et formalisé par de 
procédures effectives calculables pouvant être traitées par un ordinateur digital. 
Turing a suggaé à titre d'expaience que la question « Les machines peuvent-elles penser? ,. devrait être remplacée par 
«Peut-on imaginer des ordinateurs digitaux qui fassent bonne figure dans le jeu de l'imitation? ,. Si nous le souhaitons, 
nous pouvons rendre cette question superficiellement plus génaaie et demander: « Y a-t-il des machines à états discrets 
qui puissent y faire bonne figure? Mais eu égard à la propriété d'universalité, nous voyons que chacune de ces deux 
questions c'est équivalente à celle-ci: « Fixons notre attention sur un ordinateur digital particulier C. Est-il vrai qu'en 
modifiant cet ordinateur pour avoir une capacité de mémoire adéquate, en accroissant de manière satisfaisante sa vitesse 
de travail, et en lui fournissant un programme approprié, on peut faire jouer à C le rôle de A dans le jeu de l'imitation, le 
rôle de B étant tenu par un homme? (Turing, A., in A.R., Andenon, éd, Pensée et machine, Ed. du Champ Vallon,1983, 
Traduit de l'american Minds and Machines par Patrice Blanchard Minds and Machines, Champ Vallon,. p.48. 
327 Searle dit que nous pouvons donner une reponse trivial à la question également triviale sur la pensée de machines. 
Cette réponse est oui, les machines peuvent penser car nous sommes tous des machines. Nous pouvons aussi afftmler que 
oui les machines peuvent penser car des qu'elles ont le même pouvoir causal qu'un cerveau humain. Cependant, si on 
demande "Est-ce qu'un ordinateur digital adequatement programmé (instantiating or irnplementing the right computer 
program) peut être intelligent?" La question n'est plus une question triviale et elle exige une réponse non trivial: qui est 
Non. (cf. J.R. Searle (1984), op. cil. , p.36). 
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cognitifs et, par exemple, comprendre le langage naturel. Les programmes informatiques 
constituent, en eux-mêmes, des explications de la cognition humaine328• 
Les critiques de Searle à l'IA prennent en considération sa thèse sur l'esprit et ses 
conceptions sur la sémantique que nous venons d'exposer dans la partie précédente de ce 
travail. Nous allons maintenant exposer les critiques de Searle à l'lA en prenant en 
considération quelques éléments importants liés aux rapports entre l'esprit et le cerveau et 
entre le langage et la notion d'Intentionnalité. 
2.1- L'expérience de pensée de la chambre chinoise 
Dans son livre, Minds Brains and Science, Searle présente encore une fois329 son 
expérience de pensée appelée "expérience de la chambre chinoise". Ce 
"Gedankenexperiment" nous permet de mieux comprendre ses arguments. 
Dans son expérience de pensée de la chambre chinoise, Searle nous invite à penser à la 
situation suivante: imaginons qu'une équipe d'informaticiens a créé, avec succès, un 
programme informatique capable de permettre à l'ordinateur de "comprendre" le Chinois et 
de répondre à une série de questions posées dans cette langue. 
Sommes-nous en mesure d'affirmer, en considérant les procédures formelles sur 
lesquelles est basé ce programme, que l'ordinateur peut, littéralement, comprendre le 
Chinois? Pouvons nous dire qu'un tel programme servirait à expliquer certains processus 
cognitifs humains en rapport avec la compréhension du langage naturel? 
Évitons de répondre immédiatement à ces questions. Imaginons encore, suivant 
l'expérience de Searle quelqu'un qui joue exactement le rôle mécanique de l'ordinateur à 
manipuler des symboles. Supposons que nous plaçons une personne ne comprenant pas un 
seul mot du Chinois dans une pièce isolée, et que cette personne peut répondre à des 
questions en chinois qui lui sont posées (sous la forme de suites de symboles du Chinois) à 
l'aide d'un manuel contenant un ensemble de règles syntaxiques du chinois qui lui 
328 Pour Searle 11A faible est liées aux reche:ches appliqués des ingénieurs et techiniciens, tandis que l'lA-forte serait 
celle de ceux qui font de l'lA une sorte de recherche fondamental.e L'lA faible considère que l'ordinateur est tout 
simplement un outil pour l'étude de l'esprit, tandis que pour l'lA-forte l'ordinateur, dés que convenablement programmé 
peut être doué d'un esprit, c'est à dire être dotés d'une intentionnalité et avoir des états mentaux comme les êtres humains. 
Dans le sens fort 11A est en rapport avec certaines courants fonctionnaliste en philosophie. 
329 Cette expérience est exposée pour la premiàe fois en dans "Minds, Brains and Programs", The Behavioral and Brajn 
SciellCes. nll3, pp.417-424, Cambridge University Press, 1980, . Ensuite elle est présenté dans l'article"The My th of the 
Computer" New York. Review of Boolr.s, 3-6, avril, 29, 1982. et enfm dans Mjmis Brains and SciellCe. chapitre 2, pp.28-
41. 
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pennettent de manipuler des symboles chinois gardés dans un panier et de donner des 
réponses correctes aux questions posées. 
Pouvons-nous dire que du fait que la personne dans la chambre chinoise soit capable 
de répondre avec succès à des questions en Chinois qu'elle comprend (dans le sens littéral 
de "comprendre"), cette langue? Sommes-nous en mesure d'affInner, en considérant les 
moyens sur lesquels la personne s'oriente pour répondre à des questions en chinois, que les 
procédures de manipulation des symboles du Chinois servent à expliquer l'habileté 
humaine à comprendre une langue naturelle? 
La réponse de Searle à ces quatre questions est "Non". Selon lui ni l'ordinateur 
adéquatement programmé ni la personne renfennée dans la chambre chinoise ne 
comprennent un seul mot du Chinois. Ds se comportent, plutôt, comme si ils comprenaient 
le Chinois. Nous ne sommes pas autorisés à dire que, les ordinateurs comprennent 
littéralement la langue chinoise, car les êtres humains, disposant des mêmes moyens 
formels qU,eux ne la comprennent pas. Autrement dit, Searle veut montrer avec 
l'expérience de la chambre chinoise que lbomme peut suivre les mêmes moyens formels 
qu'une machine réelle ou abstraite et ne comprendre rien d'une langue naturelle en 
manipulant uniquement des symboles sans contenu. 
Now the point of the story is simply this: by vinue of implementing a fonnal 
computer program from the point of view of an outside observer, you behave 
exactly as if you understood Chinese. But if going through the appropriate 
computer program for understanding chinese is not enough to give you an 
understanding of chinese, then it is not enough to give any other digital computer 
and understanding of chinese. And again, the reason for this can be stated quite 
simply. If you don't understand Chinese, then no other computer could 
understand Chinese because no digital computer, just by virlue of running a 
program, bas anything that you don't have. Ali that the computer bas, as :Jou 
have, is a formai program for manipulating uninterpreted Chinese symbols3 . 
Searle ne voit pas pourquoi une machine manipulant des symboles dénués de 
signifIcation puisse faire mieux que nous. Les ordinateurs peuvent exécuter n'importe quel 
programme, cela ne serait jamais une condition suffisante pour qu'ils comprennent le 
langage naturel. 
Les arguments de Searle sur l'expérience de la chambre chinoise sont opposés à 
l'argument de Turing sur le "jeu d'imitation". Selon Searle, on ne peut pas assimiler 
l"intelligence artifIcielle" à l'intelligence humaine en fonction des sorties (outputs) ou 
comportements observables de l'homme et d'une machine digitale. Pour J. Searle, même si 
330 J.R. Searle (1984), op. cil . • pp.32-33. 
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l'homme et la machine répondent de manière identique à des sollicitations identiques ils ne 
fonctionnent pas nécessairement de la même manière. 
Searle defend que l'ordinateur est incapable de dupliquer les capacités cognitives liées 
à l'habilité linguistique des êtres humains. Dans le cas de la chambre chinoise le 
manipulateur de symboles comme l'ordinateur fonctionnerait toujours selon une syntaxe. 
Searle affinne que la syntaxe ne suffit pas à produire la sémantique. Le langage naturel 
est une activité qui présuppose syntaxe, sémantique et pragmatique et il est lié à des 
facultés de l'esprit, lesquelles ne se résument pas non plus à de simples manipulations 
symboliques sans signification. 
Répondre que «oui», ( à la questions posée précédemment, ) les machines et les 
hommes comprennent le chinois, serait réduire radicalement, affIrme Searle, la sémantique 
à la syntaxe. Searle remarque que si l'information que l'homme et la machine traitent ne 
possède qu'un caractère formel il n'y a aucune différence entre la capacité de manipulation 
des symboles par l'homme et par la machine; l'un et l'autre ne feraient qu'opérer selon des 
règles syntaxiques, même s'ils faisaient "comme si" ils comprenaient le chinois. La 
compréhension d'une langue, ne se réduit pas à manipuler formellement des symboles. 
Dans Minds Brains and Science, Searle mentionne deux objections,faites à ses 
arguments sur la chambre chinoise: La première objection est que soit dans le cas de la 
personne dans la chambre chinoise ou soit dans le cas de l'ordinateur programmé pour 
comprendre le Chinois, le manipulateur de symboles et l'unité centrale de traitement de 
l'ordinateur ne sont que des parties d'un système plus complexe, lequel dans son ensemble 
serait capable de comprendre le Chinois, 
La deuxième objection est la suivante: Si le système programmé pour comprendre le 
Chinois était placé dans un robot capable d'intervenir dans le monde de façon causale, on 
serait en mesure d'affirmer que le système tout entier comprend le chinois. Cette objection 
s'appuie sur les conceptions linguistiques de Searle selon lequel, pour comprendre une 
langue, il faut une interaction entre l'individu et le monde33l . 
Searle répond à ces objections de la manière suivante: pour lui, les arguments qu'on lui 
oppose ne constituent pas de vraies objections. À la première objection, Searle répond par 
l'affIrmation que ni même le système tout entier (soit-il composé de la chambre, du panier 
de symbole, du manipulateur ou d'un micro-processeur, d'un programme, etc.) n'est pas 
capable de passer de la syntaxe à la sémantique. Si par exemple, une partie du système, le 
331 Selon ce demier le langage est une activité socialle qui exige une interaction entre l'individu et sont environement. 
Comprendre une langue est comprendre conunent le actes linguistiques interviennent dans le monde el cela exige que 
celui qui comprend soit en contact avec ce monde. 
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programme ou le micro processeur n'est pas capable d'interpréter les symboles manipulés, 
le système tout entier ne peut pas faire mieux. 
En ce qui concerne la deuxième objection, Searle répond que le robot se comporterait à 
peine comme s'il comprenait le Chinois. Le fait que le robot est en interaction physique 
avec le monde n'a pas d'importance, car toutes ces actions résultent d'un système de règles 
avec lesquelles il a été programmé. L'unité responsable des mouvements du corps du robot 
et de la manipulation des symboles dans le robot ne serait que le résultat de l'exécution d'un 
programme informatique. L'exécution d'un programme informatique ne suffit pas pour que 
les symboles manipulés par le robot soient significatifs. 
L'interprétation des symboles par le robot demanderait de lui une capacité 
(intentionnelle) de bâtir des représentations. Cependant les interactions causales du robot 
avec le reste du monde ne lui permettent pas de représenter ce monde. Le fait d'avoir un 
corps ne suffit pas, dans ce cas, pour avoir un esprit à moins qu'on considère que l'esprit est 
un ensemble d'opérations formelles et syntaxiques. Ce avec quoi Searle n'est absolument 
pas d'accord. 
2.2- Les réfutations serleénnes aux deux thèses générales de l'lA 
L'argument de la chambre chinoise s'oppose à deux thèses principales de l'lA forte 1 Q) 
un ordinateur digital peut comprendre le langage naturel ou avoir des états mentaux dès 
qu'il est adéquatement programmé pour faire cela 2Q) les programmes informatiques 
constituent des explications plausibles sur les habiletés cognitives humaines. Voyons 
comment Searle s'oppose à de telles idées: 
a)Réfutation de la première thèse: pourquoi les ordinateur digitaux ne peuvent pas 
comprendre une langue naturelle ou avoir des états mentaux. 
Selon Searle, les ordinateurs digitaux sont basés sur une structure formelle et 
syntaxique. Les sous-programmes de manipulation de langage dans un programme de 
compréhension du langage naturel comme ELIZA de Weizenbaum, ou le SHRDLU de 
Winograd ou celui de Shank332 ne permettent pas aux machines de comprendre le langage 
naturel. Searle défend que les programmes informatiques basés sur des critères formels 
d'une machine de Turing ne sont que des systèmes de règles entièrement syntaxiques de 
manipulation de symboles: 
332 Cf. R. C.Shank et Abelson, Scripts Plans Goal and Undertanding, Lawrence Erbaum Associates, Hilldale, N. J. , 
1977. 
But this feature of programs, that they are defined purely formaIly or 
syntactically, is fatal 10 the view that mental processes and program processes 
are identical. And the reason can be stated quite simply. There is more 10 having 
a mind than having formai or syntactical processes. Our internaI mental states, 
by definition. have certain sorts of contents333. 
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Derrière l'lA fone nous trouvons l'analogie faite par certains philosophes, 
psychologues et chercheurs en I.A. entre le fonctionnement des ordinateurs digitaux et le 
fonctionnement du cerveau humain. Selon l'analogie cerveau-machine le cerveau 
fonctionnerait comme un ordinateur dont le programme correspondrait à notre esprit. Il ( ... ) 
the mind is to the brain, as the program is to the computer hardware"334. Sur cette analogie 
reposent, selon Searle, les thèses fortes de l'lA .. 
Tout ce que nous programmons sur les machines doit avoir une compatibilité avec la 
structure binaire du matériel informatique; alors tout ce que nous voulons des machines 
doit, dans un dernier niveau (ou niveau plus bas de programmation), être programmé selon 
certaines règles et codé dans une combinaison logique précise par des séquences binaires.(O 
et l) en accord avec le processus «tout ou rien» des circuits électroniques. Programmer 
c'est grosso modo exprimer les étapes d'opération d'une façon logique et encoder toutes 
ces procédures par une suite de a etl inscrites sur une bande magnétique ou d'autres 
supports. 
Selon Searle les séquences binaires et la syntaxe des langages de programmation 
informatique qui sont à la base formelle de toutes les procédures informatiques n'ont pas de 
valeur sémantique. La machine ne traite pas des informations selon nos critères 
sémantiques. Une machine ne traite pas également des connaissances; elle peut avoir, bien 
sûr, une base de connaissances mais cela n'implique pas qu'elle va traiter l'information de 
caractère sémantique. Un programme d'ordinateur n'accomplit que des opérations 
formellement explicitées; il possède seulement une syntaxe, car il opère des manipulations 
de symboles purement formelles à la façon d'une machine de Turing: 
A typicaI computer 'ruIe' will determine that when a machine is in a certain 
state and it bas a certain symbol on its tape, then it wilI perform a certain 
operation such as erasing the symbol or printing another symbol and then enter 
another state such as moving the tape one square to the left. But the symbols 
have no meaning, they have no semantic content; they are not about anything. 
They have 10 be specified purely in terms of their formai or syntactical structure. 
The zeroes and ones, for example, are just numeraIs; they don't even stand for 
nurnbers. Indeed, it is this feature of digital computers that makes them so 
powerful. One and the same type of hardware, if it is appropriately designed, can 
333 J.R. Searle (1984), op. cil. , p.3l. 
334 llkm, p. 28. 
be used to run an indefinite range of different programs. And one and the same 
program can be run on an indeflIÙte range of different types of hardwares335. 
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Retournant au problème de la chambre chinoise, si l'ordinateur et l'homme en tant que 
manipulateurs de symboles se comportent comme s'ils comprenaient le chinois cela ne veut 
pas dire qu'ils comprennent réellement cette langue. TI s'agit d'un processus comme si, dit 
Searle, et comme tel, n'est qu'une simulation, et ne permet pas une duplication des 
caractéristiques sémantiques du cerveau humain: 
Simuler un processus à partir d'une description formelle de celui-ci n'est pas suffisant 
pour avoir le processus en question: La simulation d'une explosion nucléaire ou d'un 
accident automobile ou de la pensée humaine par ordinateur n'arrive pas à répendre de 
l'irradiation ni causer des dégâts en quoi que ce soit ni permetre non plus d'avoir des états 
mentaux artificiels. Pour Searle aucune simulation ne peut constituer une duplication des 
processus mentaux. 
It doesn't matter how good the techno10gy is, or how rapid the calcu1ations 
made by the computer are. If it real1y is a computer, its operations have to be 
defmed syntactical1y, whereas consciousness, thoughts, feelings, emotions, and 
all the rest of it involve more !han a syntax. Those features , by definition, the 
computer is unable to du.plicate however powerful may be its ability to simulate. 
The key distinction here is between duplication and simulation. And no 
simulation by itself ever constitutes a duplication336. 
Le fait que le système se comporte comme s'il y avait une explosion nucléaire ou un 
choc entre deux automobiles ou comme s'il pensait ne veut pas dire que ces choses 
simulées se passent réellement à l'intérieur de la machine. Le fait qu'une machine simule 
l'intelligence humaine ou sa capacité de compréhension du langage naturel ne permet pas 
d'affIrmer qu'elle est intelligente ou qu'elle comprend une langue. 
2.2.1- Les limitations sémantiques des ordinateurs 
Lorsque, dans son expérience de la chambre chinoise, Searle compare l'homme à 
l'ordinateur, il veut montrer qu'il n'y a pas de "compréhension" dans le sens littéral, car, 
dans ces cas, ni l'homme ni la machine n'auraient aucune idée du contenu qui est derrière la 
suite de symboles qu'ils manipulent. L'homme et la machine exécutent des opérations 
335 Idem. • p. p. 30-31 
336 Idem. • p. 37. 
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syntaxiques sur des symboles chinois sans les interpréter; ils sont loin de rendre compte de 
l'aspect sémantique de tels symboles. 
La simple différence entre la syntaxe et la sémantique nous aide à comprendre la thèse 
anti-fonctionnaliste de Searle selon laquelle les états mentaux ne peuvent pas être réalisés 
dans n'importe quelle structure physique et avoir un programme n'est ni équivalent ni 
sufflsant pour avoir un esprit: 
La syntaxe du langage naturel étant liée seulement aux propriétés formelles de la 
phrase, ses catégories syntaxiques, le nombre de mots, leur longueur, leur place, etc, ne 
peut pas permettre, selon Searle, de rendre compte de la sémantique, laquelle est liée à la 
capacité des phrases d'évoquer des concepts,de nous permettre d'établir des rapports de 
signification. 
Comme nous l'avons vu, les propriétés sémantiques de l'esprit sont en rapport avec 
l'Intentionnalité. C'est l'Intentionnalité en tant que propriété du cerveau, qui permet que 
nous donnions des significations aux choses. 
Si la manipulation de symboles permet de simuler certains aspects formels de 
l'intelligence ou de la compréhension d'une langue cela ne veut pas dire que la machine est 
intelligente ou qu'elle comprend le chinois ou quoi que ce soit. L'intelligence et la pensée, 
pour Searle, ont un trait fondamental: elles portent sur quelque chose, elles sont basées sur 
des significations, tandis que l'ordinateur ne manipule que des symboles de façon 
syntaxique. 
Les ordinateurs digitaux sont par défmition des machines basées sur des opérations 
formelles et syntaxiques qui manipulent des symboles sans contenu selon des régIes 
strictes.Ce sont des machines à programme qui se comportent de façon purement formelle 
(syntaxique). La syntaxe de ses programmes en elle-même n'est pas sufflsante pour 
produire des opérations sémantiques; une machine n'a pas encore la capacité de manipuler 
des significations, mais seulement des unités syntaxiques (symboles): ( ... ) the computer 
pro gram is defined purely syntactically. But thinking is more than just a matter of 
manipulating meaningless symbols, it involves meaningful se man tic contents. These 
semantic contents are what we mean by 'meaning'337. 
Selon Searle, quand nous pensons, nous faisons plus qu'une exécution d'opérations 
formelles. L'esprit n'est pas un mécanisme syntaxique; au contraire, il se caractérise par sa 
capacité de donner signification et d'aniculer intentionnellement syntaxe et sémantique. 
Pour cette raison, selon Searle, les ordinateurs ne peuvent pas penser. L'activité de l'esprit 
337 J.R. Searle (1984), op. cil. ,p. 36. 
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exige des contenus représentationels; la pensée ne résulte pas de manipulations formelles 
dénues de signification. 
Les arguments de Searle sur la chambre chinoise sont basés sur ses thèses sur l'esprit, à 
savoir 1) TI Y a une relation causale entre les processus mentaux et les processus cérébraux; 
2) l'Intentionnalité des états mentaux résulte de certains processus qui ont lieu dans notre 
cerveau; elle est une des principales caractéristiques de l'esprit nous permettant de penser, 
d'agir, de percevoir, enfIn d'avoir un comportement intelligent; 3) l'Intentionnalité est une 
donnée objective que nous permet d'expliquer le comportement intelligent. 
En résumé les arguments de Searle contre L'lA sont basées sur les points suivants: 
(a)La simulation en lA n'est qu'un processus comme si. Par exemple, le fait qu'un 
système informatique fasse comme s'il comprennait une langue naturelle, ne signifle pas 
qu'il la comprend réellement, dans le sens que les êtres humains le font. TI est impossible, 
selon Searle, de dupliquer les propriétés de l'esprit. 
(b).La syntaxe n'est pas suffIsante à l'explication de nos capacités intelligentes 
lesquelles sont en rapport avec la capacité de l'esprit de donner des significations au 
monde. Selon Searle les machines digitales ne sont pas capables d'articuler la syntaxe et la 
sémantique; pour faire cela il leurs faut avoir un esprit. Les programmes de l'lA ne 
suffIsent pas à rendre les machines intelligentes. Cela est une tâche impraticable, car les 
machines n'ont pas de capacités sémantiques, lesquelles sont le fruit de l'Intentionnalité des 
états mentaux. 
(c) Pour avoir un esprit il faut avoir le même pouvoir causal que le cerveau: 
Comme nous l'avons vu dans la partie précédente de ce chapitre, Searle affIrme que le 
cerveau cause l'esprit; pour qu'une machine puisse penser, il faut qu'elle possède le même 
pouvoir causal que le cerveau. Pour Searle nous ne pouvons pas avoir de machines 
vraiment intelligentes, car nous n'avons pas les moyens de reproduire artifIciellement la 
causalité du cerveau humain à produire certaines caractéristiques fondamentales de l'esprit 
telles que l'Intentionnalité et la conscience. 
Le fait que le monde a une signifIcation pour les êtres humais dépend de cette 
caractéristique de l'esprit qui est l'Intentionnalité. L'Intentionnalité, en tant que l'une des 
caractéristiques fondamentales de l'esprit, n'est pas une propriété formelle du cerveau. 
La pensée humaine dont la base est physique est totalement différente des systèmes 
informatiques, car elle est un phénomène d'Intentionnalité et ne peut pas être défInie de 
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façon purement syntaxique. Lorsque nous pensons ou que nous comprenons une langue, 
nous faisons plus que des opérations formelles. Nos pensées ont des contenus sémantiques 
qui nous permettent de donner de la signification aux symboles (les phrases du langage 
naturel). 
Selon Searle, il y a un lien causal empirique entre le cerveau et 1'esprit; 1'Intentionnalité 
est le fruit de ce lien: certains processus cérébraux sont des conditions suffisantes de 
l'Intentionnalité. Les ordinateurs digitaux ne peuvent pas avoir des états intentionnels car 
ils n'ont pas les mêmes pouvoirs causaux qu'un cerveau biologique. Searle affirme que tout 
mécanisme capable de produire 1'intentionnalité doit avoir un pouvoir causal au moins égal 
à celui du cerveau. 
Étant donné que l'Intentionnalité est causée par le cerveau, elle ne peut jamais être le 
résultat de l'exécution d'un programme informatique. L'lA ne peut permettre, selon Searle 
de dupliquer l'intelligence humaine à 1'aide de manipulations formelles (syntaxiques) de 
symboles. Les états computationnels de la machine ne peuvent, selon Searle, être comparés 
aux états intentionnels humains; l'exécution d'un programme informatique n'est pas une 
condition suffIsante de l'Intentionnalité. 
2.2.2- Les limites des programmes informatiques en tant que 
explications plausibles sur le fonctionnement de la pensée 
b)Réfutation de la seconde thèse: 
Pour réfuter la thèse de l'lA forte selon laquelle les programmes d'ordinateur de 
simulation sont en eux-mêmes des explications de l'esprit, TI faut que nous retracions toute 
la structure logique de l'argumentation de Searle dans Minds Brains and Science. Nous 
allons faire cela, maintenant, en guise de conclusion de cette partie: 
A partir des propositions suivantes, mentionnées plus haut, (1) le cerveau cause l'esprit, 
(2) la syntaxe ne suffIt pas à la sémantique, (3) les programmes d'ordinateurs ne sont 
défInis que par leur structure formelle et syntaxique, (4) 1'esprit possède un contenu mental, 
c'est-à-dire qu'il a un contenu sémantique; Searle arrive aux conclusions suivantes: 
(A) Aucun programme informatique ne constitue, par soi même, une condition 
suffIsante pour (avoir de l'Intentionnalité) donner un esprit à une machine digitale: Les 
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programmes informatiques de l'lA ne constituent pas des pensées et ne donnent pas en eux-
mêmes la garantie que les ordinateur digitaux peuvent avoir des états mentaux. 
(B) L'explication du fonctionnement d'un programme de l'lA ne constitue pas une 
l'explication de la manière dont le cerveau cause l'esprit (c'est à dire dont il produit de 
l'Intentionnalité) 
(C) Tout mécanisme ou système capable de causer un esprit (produire de 
l'Intentionnalité) doit absolument avoir des pouvoirs causaux aussi importants que ceux 
d'un cerveau humain. 
(D) L'exécution d'un programme d'ordinateur ne serait pas une condition suffisante 
pour l'obtention des systèmes capables d'avoir des états mentaux équivalents à ceux 
produits par un cerveau humain. Pour produire de la pensées artificielles, il faut concevoir 
des artefacts capables d'avoir un pouvoir causal comme celui du cerveau. De tels artefacts 
n'ont jamais été créés338• 
La conclusion A résulte des propositions 2, 3 et 4 et elle permet à Searle d'affirmer que 
le projet de l'lA forte est un mythe. 
La conclusion B vient de la première proposition et de la conclusion A et permet à 
Searle d'affmner que le cerveau, ne doit pas être expliqué uniquement par ses propriétés 
formelles comme s'il était un ordinateur. Selon Searle c'est le caractère biologique du 
cerveau qui constitue un élément important à l'explication des phénomènes mentaux et non 
le fait qu'ils ont certaines propriétés formelles semblables à un ordinateur digital. 
La conclusion C est une conséquence triviale de la proposition 1 et permet à Searle 
d'admettre partiellement la thèse de la réalisabilité multiple des processus mentaux: 
d'autres systèmes,.avec des caractéristiques chimiques et biochimiques düférentes de celles 
du cerveau seraient capables d'avoir un esprit, à la condition, bien sûr qu'ils aient des 
pouvoirs causaux égales à ceux d'un cerveau humain. 
La conclusion D est dérivée des conclusions A et C, elle est liée aux conceptions 
searlennes selon lesquelles les états mentaux sont des phénomènes biologiques qui ont une 
existence réelle de la même façon que n'importe quel autre phénomène biologique, par 
exemple la digestion ou la photosynthèse. De la même façon que ces derniers phénomènes 
biologiques les états mentaux sont causés par d'autres phénomènes biologiques, qui ont lieu 
à l'intérieur de notre cerveau. 
338 Searle signale que les programmes d'ordinateur produits en lA ne sont pas cappable de dupliquer les pouvoirs qui 
permettent au cerveau de causer l'esprit. Il ne peuvent par conséquent produire l'intentionnalité qui est une condition 
nécessaire pour pouvoir penser. Les machines digitales, dans ce sens, ne peuvent pas penser et leurs programmes ne 
peuvent, non plus, constituer par eux-mêmes des explications de la pensée. 
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3- Les critiques de Searle à la science cognitive 
Le thème de l'I.A. se situe, particulièrement aujourd'hui, à un carrefour théorique dont 
certaines voies semblent attirer plus d'attention que d'autres. Voilà l'impression de Jean-
François Le Ny qui indique une de ces voies, la science cognitive: 
L'idée de science cognitive implique au contraire que l'on peut donner une 
autre sorte de description des événements qui ont lieu et des structures qui sont 
inscrites dans le cerveau. Cette description se situe à un niveau particulier, que 
l'on qualifie parfois de «niveau symbolique», ou de façon équivalente de <<niveau 
des connaissances» (Newell, 1982). Elle met l'accent sur les fonctionnalités, les 
relations et les structures ainsi mises en oeuvre dans le cerveau, plutÔt que sur la 
façon dont celles-<:i se réalisent physiquement339. 
Pour Searle, au contraire de ce qui est exposé ci-haut, l'esprit n'est pas le résultat de 
fonctions abstraites, il est causé par des événements mentaux. Dans cette partie nous allons 
voir les critiques de Searle de la science cognitive. La raison pour laquelle nous voulons 
traiter de ce sujet est que la science cognitive et l'lA ont des liens étroits. Ces deux 
domaines de recherche se ressemblent par le fait que pour les deux la notion de programme 
informatique est essentielle; de plus les deux courants considèrent que l'ordinateur digital 
est l'image artificielle de l'esprit. 
Nous commencerons cette partie en faisant une distinction entre l'lA et la science 
cognitive. Pour les chercheurs en lA, les programmes informatiques et les conceptions du 
matériel (hardware) reposent sur des notions distinctes, mais elles sont indissociées en tant 
que partie du système informatique. Pour les chercheurs de la science cognitive (ou des 
Sciences cognitives), par contre, la notion de programme est privilégiée; pour cette raison, 
pour eux, les notions de règles et de traitement d'information sont si importantes. 
Au contraire des chercheurs de l'approche ascendante en lA, les cognitivistes (ceux qui 
se consacrent à la science cognitive) n'ont pas comme point de départ des modèles 
neuronaux; ils s'intéressent surtout aux capacités de manipulation symbolique des 
ordinateurs comme moyen de comprendre l'esprit. 
Les cognitivistes s'intéressent aux machines intelligentes non pas par le fait qu'ils 
croient qu'elles peuvent penser, c'est le cas des chercheurs en lA, mais par le fait qu'en tant 
que machines à programmes et capables de manipuler toute sorte de symboles, les 
ordinateurs sont des outils efficaces pour la compréhension de l'esprit. 
339 J. F. Le NY, ,Science cograitive et compréhension du langage. Presses Universitaires de France, Paris, 1989 p.9. 
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La science cognitive privilégie un niveau intermédiaire d'analyse de la pensée 
(cognition); ce niveau se situerait entre le niveau physique des processus neuronaux et le 
niveau psychologique de descriptions des événements mentaux. 
Ceux quei travaillent en science cognitive proposent que si un jour nous pouvions 
construire une machine dotée d'un programme équivalent à l'esprit, alors nous 
comprendrions mieux l'esprit, et ainsi nous donnerions à la psychologie une base 
scientifique plus rigoureuse. 
Pour Searle, la psychologie cognitive et les sciences cognitives en général subiront les 
mêmes déceptions que le béhaviorisme: elles échoueront dans leur tentative de fournir une 
explication plausible du fonctionnement de l'esprit. Nous essayerons de montrer maintenant 
quels sont les arguments qui lui permettent de faire une telle prévision. 
Les principaux points que Searle touche dans sa critique de la science cognitive dans 
Mimis, Brains and Science sont à propos des notions de règle et de traitement 
d'information. li s'oppose à l'idée cognitiviste selon laquelle l'ordinateur peut servir de 
modèle aux études sur la cognition humaine. Cette idée fut déjà mentionnée sur la croyance 
à des analogies entre le cerveau et les machines. Ces analogies ont deux points d'appui: les 
notions de traitement de l'information et de suivre des règles lesquelles s'opposent aux 
conceptions sémantiques de Searle. 
Les cognitivistes de l'approche descendante emploient la notion d'«information» telle 
qu'elle est proposée dans la Théorie de la communication. Pour eux, le cerveau se comporte 
comme n'importe quelle machine; il est possible de décrire les caractéristiques du cerveau 
sans tenir compte de son caractère biologique. Cette idée prend ses origines dans les 
perspectives fonctionnalistes de la philosophie. Pour étudier les processus cognitifs il suffit 
de comprendre le fonctionnement formel du cerveau en tant que système similaire aux 
systèmes informatiques; ainsi nous n'avons pas besoin de chercher les aspects biologiques 
et psychologiques des états mentaux conscients. 
Les notions de traitement d'information et de suivre des règles sont à la base des 
affirmations cognitivistes. Searle se demande si les ordinateurs suivent des règles et traitent 
de l'information de la même façon que les être humains. Selon lui, nous avons toujours 
essayé d'utiliser les modèles technologiques pour mieux comprendre les processus du 
cerveau, et le fonctionnement de l'esprit: on a déjà affIrmé auparavant que le cerveau 
ressemblait à un standard téléphonique, à un télégraphe, à des systèmes hydrauliques et 
électromagnétiques. Aujourd'hui, les cognitivistes travaillent, souligne Searle, avec le 
modèle de l'ordinateur digital. Tous ces modèles d'après lui ne sont que des métaphores 
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parfaitement compréhensibles même si elles sont intégrées parfois au vocabulaire 
scientifique. Le problème pour lui est que les gens oublient souvent le sens métaphorique et 
parlent littéralement lorsqu'ils établissent des analogies entre le cerveau et l'ordinateur. 
3.1- La critiQue de la notion des règles 
TI est possible d'identifier, dans la tradition représentationnaliste occidentale, l'origine 
lointaine de l'idée cognitiviste selon laquelle il y a une analogie fonctionnelle entre les 
systèmes cognitifs (la pensée) et les ordinateurs. 
La tradition représentationnaliste depuis Platon et Leibniz, basée sur la confiance dans 
le calcul comme garantie de l'obtention des connaissances nous amène à croire que les 
conduites intelligentes et même l'esprit peuvent être analysés en termes de fonctionnement 
par des règles. C'est-à-dire que les processus mentaux sont réalisés formellement et ont des 
causes théoriques. 
Les thèses de caractère représentationnaliste peuvent être identifiées par l'axiome selon 
lequel: la syntaxe ou l'ensemble des règles formelles d'un système lui confèrent sa 
signification. Pour tout système, s'il donne un résultat porteur de signification, ce système 
contient en lui-même une théorie qui constitue l'explication de la capacité du système de 
fournir des résultats porteurs de signification. En ce qui concerne la cognition, 
l'interprétation de l'axiome représentationnaliste est la suivante: tout système capable 
d'agir de façon intelligente ou d'avoir une pensée est régie par des règles internes, 
lesquelles une fois suivies par lui sont en elles mêmes l'explication du fonctionnement de la 
pensée ou de l'intelligence du système. 
Pour montrer les faiblesses de la science cognitive à fournir un modèle adéquat du 
fonctionnement du cerveau et de l'esprit, Searle mentionne tout d'abord les preuves 
psychologiques de la validité du cognitivisme, à savoir: 1) les preuves basées sur les 
expériences de temps de réaction et 2) les preuves basées sur les théories linguistiques de 
caractère syntaxique. Ces preuves ont deux caractéristiques distinctes: 
The frrst cornes from reaction-time experiments, that is, experiments which 
show that different intellectual tasks take different amounts of time for people to 
perform. The idea here is that if the differences in the amount of time that people 
take are parallel to the differences in the time a computer would take, then that is 
at least evidence that the human system is working on the same principles as a 
computer. The second sort of evidence cornes from linguistics, especially from 
the work of Chomsky and his colleagues on generative grammar. The idea here 
is that the fonnal rules of granunar which people follow when the y speak a 
language are like the fonnal rules which a computer follows340. 
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Cependant, ces deux preuves ont en commun deux idées de base, à savoir: 1) le fait 
que nous pouvons concevoir des machines qui suivent des règles (lorsqu'elles résolvent des 
problèmes) est analogue au fait que les êtres humains eux aussi suivent des règles lorsqu'ils 
agissent de façon intelligente. 2) Il est possible de prouver par des moyens empiriques 
(première preuve) ou par des moyens formels (seconde preuve) que le cerveau et 
l'ordinateur suivent des règles lorsqu'ils traitent de l'information. 
Pour Searle, la première preuve, basées sur les expériences de temps-réaction n'a 
absolument pas d'importance. n se concentre plutôt sur la preuve linguistique fournie par 
les travaux de N. Chomsky selon lesquels le langage peut être compris en termes purement 
syntaxiques: les règles grammaticales peuvent être comparées à des machines de Turing; 
elles permettent des changements formels à l'intérieur du langage fournissant des 
explications sur la façon dont le langage est engendré dans notre esprit341. 
Searle discute d'abord la notion de règle à suivre. Nous savons ainsi que les êtres 
humains suivent des règles, les ordinateurs digitaux eux aussi en suivent. L'auteur 
remarque qu'il faut se demander quelle est la différence entre les êtres humains et les 
machines quand les deux suivent des règles: 
In the case of human beings, whenever we follow a rule, we are being guided 
by the actual content or the meaning of the rule. In the case of human rule-
following, meanings cause behavior. Now of course, they don't cause the 
behavior all by themselves, but they certainly play a causal role in the production 
of the behavior 342. 
Les comportements humains sont régies quelquefois par des règles, mais pas toujours. 
Lorsque nous intériorisons les règles, nous ne les suivons plus. Les propriétés formelles 
qui nous permettent de décrire ou de déterminer un comportement dans une situation 
donnée ne sont pas suffisantes pour démontrer qu'une règle est suivie. 
340 J.R. Searle (1984), op. cit . • p.p .44-45. 
341 Les théories linguistiques de Chomsky inspirent certains auteurs en lA et en science cognitive à affmner que nous 
pouvons d'identifia catains processus intelligents à des systèmes formelles dotés des règles de déduction et d'inférence 
spécifiées exclusivement en tames syntaxiques. En philosophie nous avons des théories syntaxiques de l'esprit que dans 
le même chemin des chacheur de cognitivistes et de l'lA, se préoccupent de expliquer les processus formels que sont 
darière le fonctionnement de l'esprit. 
342 Idem. • p. 46. 
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Selon Searle il y a une distinction entre les règles qu'un agent suit et les hypothèses ou 
généralisations qui servent à décrire correctement son comportement. Selon Searle cela 
peut être constaté par une autre distinction importante entre suivre des règles et agir selon 
des règles (in accordance with). Lorsque les êtres humains suivent des règles, ce qui 
compte n'est pas la règle en soi (comme un ensemble de formalités sans signification à 
accomplir), au contraire suivre une règle est un acte guidé par la signification ou contenu 
que telle règle renferme. 
Une règle est suivie lorsqu'elle a une signification pour quelqu'un. La signification joue 
un rôle causal pour la production des comportements intelligents. 
Nous pouvons nous demander si les ordinateurs procèdent de la même façon . S'ils 
suivent réellement des règles, est-ce qu'en analysant les résultats des procédés 
algorithmiques nous pouvons affirmer que les programmes informatiques suivent des 
règles? 
( ... ) in that sense computers don't follow rules al ail. They only act in accord 
with certain formai procedures. The program of the computer determines the 
various steps tbat the machinery will go through; it determines how one state 
will be ttansformed into a subsequent Stale343. 
Selon Searle il y a une différence importante entre la notion de suivre des règles 
appliquée aux êtres humains et lorsque nous l'appliquons pour décrire ce que fait un 
ordinateur. Le sens humain de suivre des règles (où la signification des règles joue un rôle 
causal dans le comportement.) ne s'applique que métaphoriquement aux ordinateurs. Nous 
ne pouvons pas dire qu'un ordinateur suit littéralement des règles. Lorsqu'un ordinateur fait 
quelque chose en fonction de certaines procédures pré-programées il ne suit aucune règle. 
TI accomplit certains processus formels, il fait comme si il suivait des règles ou mieux, il 
fonctionne selon des règles. TI exécute de procédures formels et dans ce cas, la sémantique 
ne joue aucun rôle,. 
Nous ne devons pas prendre le sens métaphorique de suivre des règles comme étant 
littéral. Nous pouvons dire que les ordinateurs suivent des règles. Cela peut être utile aux 
sciences informatiques et en lA. Au sens littéral seuls les êtres humains suivent des règles 
(et selon Searle ils ne le font pas souvent). Nous devons remarquer que Searle ne dit pas 
que les règles ne jouent pas un rôle dans les processus mentaux et par conséquent dans 
343/dem. , p. 47. 
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notre comportement; ce qu'il veut dire est que les hypothèses ou généralisations qui 
permettent de décrire un comportement ne constituent pas une garantie que les règles sont 
souvent suivies par un agent ou qu'il suit toujours de règles. 
Cette analyse de la notion métaphorique et littérale de règle permet à Searle 
d'expliquer pourquoi la preuve linguistique du cognitivisme ne fonctionne pas. Pour 
approfondir sa critique, il ajoute l'idée attachée à la notion métaphorique de règle, selon 
laquelle tout comportement pourvu de sens a une théorie interne qui le soutient. 
La critique à la notion de règle telle qu'elle est utilisée en lA vaut aussi dans le contexte 
de l'analyse linguistique de Chomsky: 
So for ex ample, Chomsky's search for a universal granunar is based on the 
assumption that if there are cenain features common to alllanguages and if these 
features are constrained by common features of the human brain then there must 
be an entire complex set of rules of universal granunar in the brain344. 
Selon l'interprétation fonctionnaliste des recherches linguistiques de Chomsky, nous 
devons, pour comprendre la pensée, privilégier les caractéristiques formelles de l'esprit (les 
règles qui régissent son fonctionnement) indépendamment du cerveaux biologique qui les 
engendre. Les fonctionnalistes prennent l'hypothèse de la grammaire universelle exposée 
ci-haut comme si elle était l'explication défmitive de l'esprit et du langage. Pour eux, il 
existe une sorte de grammaire universelle qui explique comment l'esprit fonctionne; il 
existe un ensemble de règles complexes qui sont à la base de nos pensées. 
Selon Searle nous n'avons pas besoin de règles formelles pour expliquer comment 
l'esprit fonctionne; il suffit de comprendre comment les structures neurophysiologiques 
causent les processus mentaux. 
Pour Searle, les explications neurophysiologiques peuvent très bien être comprises 
selon un modèle explicatif formel de la façon dont le cerveau engendre des grammaires 
possibles. Cependant, le cerveau lui-même n'a pas besoin d'une grammaire universelle 
fondée sur un niveau intermédiaire345 de règles et de théories. Searle explique bien ce qu'il 
veut dire avec l'exemple suivant: 
It is a simple fact about human vision that we can't see infra-red or ultra-violet. 
Now is that because we have a universal rule of visual granunar that says: 'Don't 
see infra-red or ultra-violet.'? No, it is obviously because our visual apparatus 
simply is not sensitive to these two ends of the spectrum346. 
344 Idem. • p. 51. 
345 Entre les descriptions en tcm1eS mentaux et une description en termes physiologiques) 
346 Idem. • p. 51. 
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La preuve linguistique du cognitivisme est mise en doute par Searle: pour lui le 
cerveau humain n'est pas structuré sur un ensemble complet de règles complexes et 
universelles imprimées dans notre code génétique. Les règles ne servent pas à expliquer 
nos comportements; elles ne constituent pas non plus une base sûre à une théorie sur 
l'esprit: 
( ... ) If we tried to do a theoretical analysis of the hwnan ability to stay in 
balance while waIking, il might look as if there were sorne more or less eomplex 
mental processes going on, as if taking in eues of various kinds we solved a 
series of quadratie equations, unconsciously of course, and these enable us to 
walk without faIling over. But we actually know that this sort of mental theory is 
not necessary to account for the aehievement of walking without faIling over. In 
fact, it is done in a very large part by fluids in the inner ear that simply do no 
caleulating at aIl.(. .. ) We have no good reason for supposing that in addition to 
the level of our mental states and the level of our neurophysiology there is sorne 
unconscious caleulating going on347. 
TI croit que même si le langage est régi en partie par des règles syntaxiques, le cerveau 
et/ou l'esprit fonctionnent de façon complètement distincte des ordinateurs, ou d'une 
machine abstraite comme la machine de Turing. Le cerveau n'est pas un simple mécanisme 
physique de traitement de l'information ou de manipulation de symboles. TI est le siège de 
notre pensée laquelle ne peut pas être comprise complètement par le moyen de programmes 
d'ordinateur. 
3 2- La critique à la notion de traitement de l'information 
Searle doute de la notion de traitement d'information telle qu'elle est employée par les 
cognitivistes pour expliquer comment les êtres humains pensent. Comme la notion de 
«suivre des règles»; la notion de traitement de l'information a aussi un sens littéral et un 
sens métaphorique qui doivent être distingués. 
La notion de traitement de l'information est une notion qui prend en considération 
seulement la fonne (le contenant) et pas le contenu de ce qui est traité. 
Selon Searle, nous ne pouvons pas confondre la façon par laquelle les machines 
«manipulent des informations» avec la façon humaine de le faire. Lorsque nous calculons, 
par exemple, nous procédons par un effort mental, une machine procède formellement sans 
347 J.R. Searle (1984), op. cil. ,pp. 51-52. 
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recourir à des processus mentaux; alors, nous ne pouvons pas dire, que les machines 
traitent les informations dans le même sens que les humains le font. 
Pour cet auteur, traiter des informations dans le sens humain du terme n'est nullement 
manipuler des symboles. Quand nous traitons des informations nous avons des 
engagements et nous avons conscience du contenu de l'information traitée. Nous avons 
d'abord et avant tout des processus mentaux. Une machine ne présente pas ces mêmes 
caractéristiques, donc elle ne traite pas d'informations de la même façon que nous, elle 
simule tout simplement, dans certains cas les caractéristiques formelles des processus 
mentaux exigés pour que les êtres humains traitent de l'information:" ( ... ) even if the steps 
that the calculator goes through are formally the same as the steps that 1 go through, it 
would not show that the machine does anything at alllike what 1 do( ... )"348. 
Searle distingue deux sens dans la notion de «traitement d'informations»: 
l)le traitement humain (psychologique) de l'information qui est essentiellement humain 
et implique, des processus mentaux. 
2)le traitement de l'information du type "comme si" qui ne dépend d'aucun état mental. 
n s'agit selon Searle d'un processus simulé qui est entièrement physique. 
Searle suggère que les cognitivistes confondent fréquemment le sens 1 et 2 parce qu'ils 
mettent en rapport les caractéristiques formelles de la pensée humaine avec les 
caractéristiques formelles des programmes informatiques. 
From the fact that 1 do information-processing when 1 think, and the -tact that 
the computer does information-processing - even information-processing 
which May simulate the formaI features of my thinking - it simply doesn't 
follow that there is anything psychologically relevant about the computer 
program. In order to show psychological relevance, there would have to be some 
independent argument that the 'as if computational information-processing is 
psychologically relevant.1be notion of information-Processing is being used to 
mask this confusion. because one expression is being used to cover two quite 
distinct phenomena 349. 
Les processus de traitement de l'information et les règles computationnelles sont des 
mécanismes formels du type "comme si", lesquels sont psychologiquement neutres, c'est-à-
dire ils peuvent permettre de simuler les caractéristiques formelles de la pensée, mais pas 
348/don. , p.48. 
349/dDn, p.49. 
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l'aspect Intentionnel qui est à la base des états mentaux. Par conséquent, la notion de 
traitement de l'infonnation dans le sens employé par la science cognitive n'est pas 
psychologiquement valable. 
However, there is a deeper and more subtle confusion involved in the notion of 
information-processing. Notice that in the 'as if sense of information processing, 
aoy system whatever cao be described as if il were doing information-
processing, and indeed, we might even use it for gathering information. So, il 
isn't just a matter of using calculators and computers. Consider, for ex ample, 
water running downhiU. Now, we cao de scribe the water as if it were doing 
information-processing. And we might even use itto get information. We might 
use it, for example, to get information about the line of least resistance in the 
contours of the bill. But it doeso't follow from that there is anything of 
psychological relevaoce about water rwming downhiU. There's no psychology at 
allto the action of gravit y on water350. 
Notre pensée peut fonctionner, bien sûr, sur une base fonnelle au niveau des micro-
structures neuronales. Mais selon Searle, cela ne constitue pas complètement la base de 
notre vie mentale, de nos pensées. 
When we step in wet sand and make a footprint, neither our feet nor the sand 
does aoy computing. But if we were going to design a program that would 
calculate the topology of a footprint from information about differential 
pressures on the sand, it would be a fairly complex computational task. The fact 
that a computational simulation of a natural phenomenon involves complex 
information-processing does not show that the phenomenon itself involves such 
processing 351. 
3.3- Le caractère anti-fonctionnaliste des critiques de Searle à l'lA 
Le débat ouvert par Searle sur l'I.A et la science cognitive peut être compris dans le 
fond comme une critique du fonctionnalisme. 
Searle montre que la science cognitive a comme base l'idée fonctionnaliste selon 
laquelle l'esprit humain ne dépend d'aucune structure biologique spécifique, c'est-à-dire 
celle d'un cerveau humain. Le cerveau humain pour le fonctionnaliste n'est qu'une sorte 
d'ordinateur à programmes parmi d'autres. Pour eux l'esprit (ou le fait d'avoir des états 
mentaux) ne dépend pas du matériel (hardware) constituant les systèmes mais du logiciel 
(software). n est théoriquement possible que les machines puissent avoir des états mentaux 
350 J.R. Searle (1984), op. cil . • pp.49-50. 
351 Idem. • p.52. 
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semblables à ceux de l'être humain; pour cela, il suffit que les machines soient 
programmées adéquatement. 
L'analogie entre l'esprit et les programmes d'ordinateur proposée par les théories 
fonctionnalistes est importante aussi bien pour l'lA que pour la science cognitive. Cette 
analogie est basée sur l'idée selon laquelle l'esprit résulte d'un traitement formel de 
symboles à la façon d'un ordinateur digital ou machine de Turing. 
Le fonctionnaliste dit que le modèle computationnel sen à expliquer les événements 
mentaux et peut servir de base à la psychologie. Searle, par contre, ne croit pas qu'il soit 
possible de donner un nouveau statut à la psychologie, au moyen des théories de type 
fonctionnaliste. 
TI ne croit pas qu'un niveau intermédiaire d'analyse des états mentaux, ( entre la 
neurophysiologie du cerveau et l'intentionnalité de l'esprit) soit efficace pour l'explication 
des phénomènes mentaux. 
Les thèses fonctionnalistes esquissées plus haut sont admises par plusieurs chercheurs 
en lA, tels qu'Herben Simon, Alan Newell, Marvin Minsky et John McCarthy. 
Lorsque Searle critique l'lA et la science cognitive, il veut également prouver que les 
thèses fonctionnalistes sont insuffIsantes pour comprendre la pensée et la dupliquer. Pour 
Searle, nous l'avons vu, l'esprit ne doit pas être comparé à un programme d'ordinateur, les 
définitions d'ordinateur digital et de programme informatique ne rendent pas compte du fait 
que nos états mentaux internes ont un contenu. 
Dire que la pensée résulte des fonctions abstraites indépendantes de la réalité physique 
du cerveau, comme l'affirment les fonctionnalistes équivaut à expliquer les états mentaux 
par des caractères uniquement formels et syntaxiques exactement comme nous le faisons 
pour caractériser les programmes informatiques. 
Searle n'est pas d'accord avec les thèses physicalistes ni avec les thèses de caractère 
béhavioriste (Turing) et fonctionnaliste (Fodor et autres) sur l'esprit. Un programme 
d'ordinateur ou machine de Turing ne sen pas à expliquer le fonctionnement de l'esprit, 
lequel ne peut non plus être adéquatement étudié en termes de componements observables. 
(input- output), comme le montre le jeu d'imitation de Turing. 
That is, even if my thoughts occur to me in strings of symbols, there must be 
more to the thought than the abstract strings, because strings by themselves can't 
have any meaning. If my thoughts are to be about anything, then the strings must 
have a meaning which made the thoughts about those things. In a word, the rnind 
bas more than a syntax, it bas a sernantics. The reason that no computer prograrn 
can ever be a mind is sirnply that a computer prograrn is only syntacLical, and 
mimis are more than syntactical. Minds are semantical, in the sense that they 
have more than a formaI structure, they have a content352. 
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Searle affmne que les états mentaux sont aussi réels que les autres phénomènes 
biologiques que nous connaissons. Cette sone de Naturalisme biologique est basée sur une 
position physicaliste naïve se rapprochent du physicalisme structurel auquel Fodor s'oppose 
et qui est décrit ainsi par ce dernier: 
La difficulté que rencontre le physicalisme structural, c'est que les possibilités 
psychiques d'un système dépendent non de son hardware (sa composition 
matérielle) mais de son software (son programme). Pourquoi le philosophe 
nierait-il la possibilité que des Martiens, dont la matière organique serait 
organisée autour du silicium. éprouvent de la souffrance, si le silicium est 
convenablement organisé? Et pourquoi le philosophe rejeterait-il la possibilité 
que des machines aient des croyances, si ces machines sont correctement 
programmées? S'il est logiquement possible que Martiens et machines possèdent 
des propriétés mentales, alors propriétés mentales et processus 
neurophysiolofiques ne peuvent pas être identiques, quel que puisse être leur 
parallélisme35 . 
Le projet épistémologique de comprendre l'esprit comme un mécanisme fonnel est 
soutenu déjà par les rationalistes et les l'empiristes. Le fonctionnalisme ou théorie 
computationnelle de l'esprit hérite de la tradition philosophique rationaliste l'idée selon 
laquelle pour tout componement pourvu de sens il y a une théorie interne qui le soutient. 
Le fonctionnalisme s'insère naturellement dans le cadre du représentationalime que nous 
avons décrit où la pensée n'est rien de plus qu'un mécanisme de calcul. Searle donne à 
comprendre dans le passage qui nous citons ci-après que les thèses de l'lA fone sur l'esprit 
sont des thèses nettement fonctionnalistes: 
lbis view bas the consequence that there is nothing essentially biological about 
the human mind. The brain just happens to be one of an indefinitely large 
number odd different kinds of hardware computers that could sus tain the 
programs which make up human intelligence. On this view, any physical system 
whatever that had the right program with the right inputs and outputs would have 
a min<! in exacUy the same sense that you an<! 1 have minds. So, for example, Ü 
you made a computer out of old beer cans powered by windmills; Ü it had the 
right program it would have 10 have a mind. And Ùle point is not that for all we 
know it might have Ùloughts and feelings, but raÙler that it must have thoughts 
and feelings, because that is all Ùlere is to having Ùloughts and feelings: 
implementing the right program354. 
352/dem, p. 31. 
353 J.Fodor(1981),op. cû. ,p. 82. 
354 J.R. Searle (1984), op. cû. , p.28-29. 
195 
La thèse fonctionnaliste de la "réalisabilité" multiple des états mentaux» est 
fondamentale pour les sciences cognitives et pour l'I.A. puisqu'elle permet d'afflrmer que 
les ordinateurs peuvent, dés que convenablement programmés, avoir des états mentaux 
semblables à ceux des êtres humains. J. Searle n'est pas du tout d'accord avec les thèses sur 
la réalisabilité ni avec l'idée selon laquelle nous pouvons tester des théories psychologiques 
à partir des programmes informatiques. 
Autrement dit, pour Searle, le programme informatique n'est pas un esprit; aucune 
théorie fonctionnaliste ne peut expliquer correctement l'esprit ni servir de bases pour 
donner un esprit à un ordinateur. 
Now, that is a very powerful conclusion, because it means that the project of 
trying to create minds solely by designing programs is doomed from the start. 
And it is important to re-emphatise that this has nothing to do with any particular 
state of technology or any particular state of me complexity of me program. This 
is a purely formai, or logical, result from a set ofaxioms which are agreed to by 
all (or nearly all) of me disputants concemed. Thal is, even most of me hard-core 
enthusiasts for artificial intelligence agree Ülat in fact, as a matter of biology, 
brain processes cause mental states, and they agree Ülat programs are defined 
purely formally355. 
Conclusion 
Ainsi, nous concluons en disant que dans ses critiques à rIA et à la science cognitive, 
Searle veut laisser clairement entendre que nous ne pouvons pas réduire l'esprit à des 
systèmes purement formels basés sur des règles et sur la notion de traitement d'information. 
L'esprit ne doit pas être compris, comme le veulent les fonctionnalistes, comme 
fonctionnellement équivalent aux états et transitions d'états d'un système formel, soit-il un 
ordinateur digital ou une machine de Turing. 
Le caractère anti- fonctionnaliste des critiques de Searle à l'IA et à la science cognitive 
peut être résumé ainsi: la structure configurationnelle des états et transitions d'états du 
cerveau ou de la machine ne suffisent pas pour expliquer les rapports entre le cerveau et 
l'esprit, comment l'esprit fonctionne, et comment le cerveau humain a le pouvoir de causer 
l'esprit.Toute théorie sur l'esprit doit prend en considération non seulement le fait que 
l'esprit est causé par le cerveau, mais que l'esprit a un pouvoir causal sur le cerveau et que 
355 J.R. Searle (1984), op. cil . • 39-40. 
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l'Intentionnalité des états mentaux pennet au corps (le cerveau matériel) d'être en contact 
avec le monde, ce qui ne peut être executé par aucune procédure fonnelle. 
Les critiques de Searle à l'lA et à la science cognitive ont comme cible les théories 
fonctionnalistes que leurs sont sous-jacents. La position de Searle concernant l'lA n'est pas 
l'anti-représentationnaliste, comme c'est le cas de Dreyfus, mais elle estanti fonctionnaliste. 
Ces deux auteurs ont été présenté ici pour montrer l'intérêt philosophique de l'lA. li veulent 
montrer que l'lA est un mythe mais pour faire cela ils s'appuient sur son logos. 
CONCLUSION GÉNÉRALE 
Les théories scientifiques, comme l'héliocentrisme, la relativité etc. et les inventions, 
comme l'avion, la télévision, l'ordinateur etc. sont en général crées à partir des acquis d'un 
développement culturel antérieur qui n'exclut pas les erreurs, les mythes, les fausses 
croyances. L'lA en tant que rassemblement d'inventions, d'idées et de théories est un 
domaine de recherche marqué par la survivance d'une idée ancienne dans notre culture, 
parfois associée au monde de l'imaginaire (le mythe de l'lA), d'autres fois associée à un 
/ogos. 
Kepler ayant trouvé dix-neuf hypothèses sur la trajectoire de Mars et calculé toutes ces 
trajectoires hypothétiques a réussi à trouver la vraie trajectoire elliptique. Nous ne sommes 
pas en mesure de savoir combien d'hypothèses sur le fonctionnement de l'esprit ou sur le 
fonctionnement des machines et des programmes en lA il sera nécessaire de concevoir pour 
prouver ou nier que l'intelligence artificielle est faisable. 
Est-ce que nous pouvons avec nos connaissances et avec le développement des 
capacités fonnelles-symboliques des ordinateurs faire en sorte qu'une machine puisse 
penser? Cette question fonnulée philosophiquement serait posée ainsi: "quelles sont les 
limites de la pensée à produire une explication sur elle-même pennettant de la reproduire 
au moyen de représentations fonnelles?" 
Nous avons montré que l'lA, tout comme la philosophie grecque ancienne, se dégage 
peu à peu de son caractère mythologique pour se trouver des principes de rationalité à 
partir de l'intersection de connaissances diverses. Le logos de l'lA est explicité par un 
assemblage de théories et techniques dans le domaine de l'informatique, de la neurologie, 
de la linguistique, de la psychologie cognitive,de la logique et de la philosophie. Ce logos 
est capable de la soutenir en tant que discours sur les possibilités concrètes de créations 
d'êtres artificiels (ou si on veut de programmes) intelligents. 
Lorsqu'une critique à l'lA touche à un aspect quelconque de ces éléments théoriques 
qui la constituent, situés quelque part à l'intersection de l'informatique, des études sur le 
cerveau et des sciences humaines, c'est le /ogos de l'lA qui est en évidence. 
De la même façon que les milésiens, Thalès, Anaximandre et Anaximène élaborent 
toute sorte d'explications construisant une nouvelle image de l'univers qui met de côté tout 
recours au mythe, ceux qui travaillent en lA manient le logos (discours) sur les machines 
intelligentes afm d'éliminer toute rhétorique mythologique qui contribue à une mauvaise 
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compréhension de leurs propos. Les chercheurs en IA inventent et réinventent rIA comme 
les pré-socratiques on inventé et réinventé pas à pas la philosophie. 
Le fait que rIA se fonde sur un logos n'exclut pas le fait qu'elle possède un caractère 
mythique lié à l'univers de 1'imaginaire humain. Le passage du mythe au logos de rIA serait 
fait à partir de certaines conceptions philosophiques rationalistes de la concrétisation et de 
la réussite de plusieurs de ses projets théoriques et technologiques considérés utopiques. 
Nous entendons que le mythe de rIA est lié à son logos, mais pour défmir et réaliser un 
projet dans ce domaine on a dû abandonner le mythe. Si, lorsqu'il a rêvé pour la première 
fois de voler comme les oiseaux, lbomme était resté sur des considerations mythologiques, 
mettant en rapport ses limitations à celles d'Icare et d'autres personnages mythiques, il 
n'aurait certainement pas conçu (par le rassemblement de connaissances et expériences 
concrètes) l'art et les outils pour voler, mais se serait limité a créer d'autres mythes capables 
d'entretenir son rêve. 
Nous allons refaire de façon abrégée et conclusive le chemin que nous avons parcouru 
dans les quatre chapitres en explicitant pour chacun d'eux nos conclusions générales. 
Dans le chapitre 1 nous avons caractérisé comme mythe de rIA toutes les idées sur des 
êtres artificiels qui ne font pas partie de la culture rationaliste. Le mythe tel que nous 
l'avons exposé révèle, si on veut, des éléments pré-historiques, ancrés dans la culture 
occidentale. Ces éléments précèdent rIA proprement dite, faisant en sorte que l'idée d'une 
"Intelligence artificielle" ne paraisse pas si étrange, en dépit des limitations théoriques et 
techniques trouvées dans ce domaine. Le mythe de l'I.A remonte à des époques lointaines, 
les récits, les poésies, les légendes et plusieurs documents de valeur littéraire évoquent le 
dessein de l'homme de créer de répliques de son corps et de son esprit à partir de éléments 
de la nature. 
La phase mythique est interrompue seulement aux XVIIe et XVille siècles lorsque 
Descartes, ainsi que Hobbes, Hume, Leibniz et Kant, ont rendu possible le modèle 
épistémologique de l'homme-machine, et l'idée de la pensée en tant que mécanisme de 
calcul permettant de mieux comprendre l'homme comme un s)'stème mécanique. Nous 
avons caractérisé comme logos tout un ensemble de connaissances scientifiques, 
philosophiques et techniques qui constituent en elles-mêmes les principes de rationalité 
présupposés par la notion d"Intelligence Artificielle". Le logos représente, un abandon des 
modèles mythiques; il se manifeste par le triomphe de la conception philosophique de la 
raison, conçue comme une sorte de calcul, et par le développement de la programmation et 
de la technologie informatique. Ces deux moments, l'un sur le plan des idées et l'autre sur 
199 
le plan de la technique, constituent respectivement les bases empiriques et rationnelles pour 
la constitution de l'lA. 
Le logos de l'lA se construit à partir de deux approches, l'approche ascendante, liée aux 
théories et hypothèses de caractère biologique, généralement associées à la cybernétique, et 
l'approche descendante, dont les théories et hypothèses privilégient l'aspect formel et la 
construction de modèles logiques capables de rendre compte des procédures logiques qui 
sont sous-jacentes aux raisonnements, au langage naturel et sont en rapport avec la 
résolution de problèmes. Cette dernière approche est liée à la tradition représentationnaliste 
(que nous avons discutée dans le chapitre TI) selon laquelle il est possible d'expliquer le 
fonctionnement de la pensée au moyen de représentations formelles. 
Nous avons pu conclure à partir des discussions de notre premier chapitre que l'lA est 
liée à des mythes (légendes, récits, croyances sans justification etc.), mais qu'elle se 
développe à partir d'un logos, que lui donne sa rationalité, sa cohérence et sa justification 
en tant que thème du domaine scientifique. La notion de logos permet de faire ressortir la 
signification historique et philosophique de la recherche sur les machines intelligentes. 
Nous avons montré dans le chapitre TI que l'lA a comme base plusieurs conceptions, 
lesquelles sont dérivées des courants philosophiques divers, caractérisés dans ce mémoire, 
de façon très générale, par le nom de tradition représentationnaliste (ou tradition 
computationnelle/ calculationnelle selon H. Dreyfus). Lorsque nous avons dit que l'lA est 
en rapport avec cette tradition, nous voulons souligner qu'elle est liée à des idées sur la 
représentation et sur l'esprit issues elles-mêmes des philosophie rationaliste et empiriste. 
La conception selon laquelle la pensée a pour base une théorie ou un ensemble de 
règles existe depuis Platon. Une telle conception a inspiré les thèses représentationnalistes 
en lA. Tout cet héritage philosophique est sous-jacent aux travaux de la branche 
descendante de l'lA, aussi appelée l'approche analytique et formelle. Toutefois, cette 
dernière approche et l'approche concurrente, dite connexionniste, font toutes les deux, 
appel à l'idée de représentation comme moyen de créer des programmes intelligents. 
Selon certaines conceptions de lA, l'esprit fonctionne selon un mécanisme de calcul 
complexe. Les machines ont les mêmes propriétés que la pensée rationnelle d'exécuter des 
opérations sur des symboles. Une autre idée courante, c'est qu'il est possible, au moyen de 
représentations formelles, de rendre compte de nos raisonnements et de notre pensée. Cette 
idée est dérivée de la conception selon laquelle l'intelligence humaine et l'ordinateur digital 
adéquatement programmé partagent la propriété d'être des systèmes capables d'avoir de 
comportements intelligents. 
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Toutes les conceptions mentionnées en haut sont héritières de la tradition 
philosophique représentationnaliste, laquelle s'est inspirée en partie du succès des sciences 
physiques dans l'explication de la nature au moyen du calcul. 
L'lA et la philosophie partagent des questions telles que: 1) L'esprit peut-il être 
considéré vraiment comme un système de calcul? 2) L'esprit est-il un mécanisme qui 
manipule de symboles? 3) La pensée peut-elle être décomposée en des éléments plus 
simples nous permettant de comprendre nos raisonnements et nos comportements 
intelligents?Descartes, Hobbes, Leibniz et al. essayent de discuter et de répondre de façons 
diverses à ces questions et concluent que lorsque nous pensons nous employons certaines 
règles, nous procédons par des opérations de calcul et dans ces termes nous utilisons des 
représentations. 
Les travaux en lA montrent, en général, que les règles et les représentations jouent un 
rôle fondamental dans la production et dans la compréhension des comportements 
intelligents. La notion de règle est liée à la ~otion de pensée en tant que mécanisme de 
calcul. En lA, comme dans la conception moderne de l'esprit, les règles relèvent d'une 
façon organisée de voir le monde et de résoudre des problèmes. Les conduites intelligentes, 
de ce point de vue, doivent, par hypothèse, être régies par des règles. En lA l'idée est que si 
nous découvrons ces régIes nous pouvons expliquer et décrire formellement certains 
comportements intelligents et on est capable de les programmer sur un ordinateur digital. 
L'lA s'inspire non seulement des idées philosophiques de Descartes, Hobbes, Leibniz 
et Hume et du succès de la physique moderne, mais aussi du développement des 
mathématiques et de la logique contemporaine, lesquelles constituent aussi des éléments 
importants pour l'lA. 
Nous avons vu que depuis Platon, les comportements intelligents et l'esprit sont 
analysés en termes de règles et qu'ils sont exprimés en termes d'une théorie quelconque qui 
constitue aussi leur explication356• Les philosophes fonctionnalistes vont dans la même 
direction que Platon. Suivant la tradition représentationnaliste, ils croient être possible 
d'établir une théorie formelle qui explique le fonctionnement de l'esprit en termes de 
machines de Turing. 
Le fonctionnalisme est à la base d'un ensemble d'idées, appelé dans plusieurs travaux 
récents de "néo-mécanisme", lequel caractérise l'lA et les recherches cognitivistes. 
356 Cf. HL.. Dreyfus (1979) op. ciL pp. 67 et 176-1TI. 
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Pour le fonctionnalisme-nous pouvons expliquer les propriétés mentales, au moyen des 
formalisations; ces propriétés sont analysées en tant que fonctions abstraites et considérées 
comme complètement indépendantes de la base matérielle du système. n existe un niveau 
théorique intermédiaire pour décrire le fonctionnement de l'esprit, et ce niveau de 
description intermédiaire, entre les descriptions des phénomènes mentaux et physiques, a 
un caractère formel. 
n n'est pas question selon Fodor, par exemple, de décrire les états mentaux comme 
identiques au cerveau; pour lui, ils sont des propriétés formelles des systèmes physiques 
ayant un certain type d'organisation. Les états mentaux sont des fonctions abstraites 
indépendantes de la réalité physique du système qui les réalise. 
Le fonctionnalisme définit un état mental par ses relations causales avec d'autres états 
mentaux. n est possible d'expliquer les phénomènes mentaux en termes a) d'une 
individualisation des états mentaux qui composent un événement mental donné; b) d'une 
analyse des relations que les états mentaux entretiennent les uns avec les autres et c) de la 
spécification fonctionnelle donnée par le rôle causal de ces états. 
Le fonctionnaliste affirme que nous aurons compris le fonctionnement de l'esprit 
lorsque nous aurons conçu un programme qui soit l'équivalent fonctionnel de celui-ci. Si 
nous pouvons, par les moyens formels dont nous disposons, concevoir des programmes ou 
des machines capables de réaliser les mêmes processus que ceux produits par l'esprit 
humain, alors il est théoriquement possible de concevoir de systèmes capables d'avoir des 
états mentaux semblables à ceux des êtres humains. 
Les deux, le fonctionnalisme et la tradition représentationnaliste sont en rapport avec 
les thèses les plus importantes en lA. 
Le courant philosophique fonctionnaliste est une continuité du projet métaphysique 
représentationnaliste d'analyser l'esprit à partir de principes universels de calcul. Elle est 
aussi la théorie sur l'esprit la plus proche des recherches en lA. 
Nous concluons à partir des discussions de notre deuxième chapitre que les thèses en 
lA sont basées sur des conceptions représentationnalistes (comme moyen d'explication de 
la pensée et des comportements intelligents), et d'une conception mécaniste de la pensée 
(le fonctionnalisme ). Ces deux éléments constituent les fondements philosophiques du 
logos de l'lA et permettent d'affIrmer que l'lA et la philosophie sont reliées entre elles. 
Dans les chapitre ID et IV nous avons présenté deux approches critiques distinctes sur 
l'lA défendues par Dreyfus et Searle. Nous avons travaillé sur leurs points de vue 
philosophiques sur l'lA à partir de la discussion de leurs travaux les plus importants sur ce 
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sujet. Notre but a été de montrer que l'lA est un domaine de recherche susceptible de 
critique philosophique et que cela permet en même temps de réitérer notre explication de 
l'lA en tant que logos357 et de confirmer les rapports entre l'lA et la philosophie. 
Dreyfus et Searle ont posé, tous les deux, des objections de caractère philosophique à 
l'lA pour signaler les limitations théoriques dans ce domaine. lis ont montré, par des 
arguments quelquefois très proches, qu'étant donné les moyens théoriques employés par 
ceux qui travaillent sur l'lA nous ne pouvons pas dire qu'un ordinateur se comporte de 
façon intelligente (Dreyfus) ou qu'il comprend le langage naturel (Searle). 
Dreyfus analyse les résultats et les présuppositions de l'intelligence artificielle en 
utilisant une approche épistémologique d'inspiration phénoménologique, tandis que Searle 
fait une analyse des limitations sémantiques des systèmes dits intelligents à partir d'une 
approche analytique. 
Les critiques de Dreyfus et de Searle ont trois points en commun: (1) l'analyse de la 
question des règles par rapport au comportement intelligent, (2) la mise en relief du corps 
(ou du cerveau) dans l'analyse de l'esprit humain et des comportements intelligents et (3) 
l'analyse de la notion de traitement d'information. 
Pour Dreyfus aussi bien que pour Searle la description d'un comportement intelligent 
au moyen de règles ne signifie pas que les règles interviennent dans l'exécution d'un tel 
comportement. Par exemple, nous utilisons le langage sans faire appel à des règles. 
Lorsque ces règles sont intériorisées, on n'a plus besoin d'elles. Les règles servent à décrire 
notre compétence linguistique mais elles ne suffisent pas à orienter ni à expliquer notre 
comportement (performance) linguistique. 
Les deux philosophes s'attaquent à la notion de traitement d'information employée en 
lA et montrent que lorsque nous agissons de façon intelligente nous ne traitons pas de 
l'information dans le sens strictement formel que cette expression possède. Pour Searle 
cette notion de la Théorie de la Communication a été sémantisée indûment, tandis que pour 
Dreyfus, elle ne correspond pas à ce que nous faisons lorsque nous agissons de façon 
intelligente. 
Pour Searle et pour Dreyfus le corps joue un rôle très important dans nos 
comportements; pour le premier le corps ou le cerveau doit être en interaction avec le 
monde pour qu'on puisse comprendre le langage et agir de façon intelligente. Pour le 
357 Les chapitre III et IV IOIIt en npport avec le prenùère chapitre dans le ICIIB où ils prouvent que c'est en tant que logos 
que l'lA fait objet de critique philosophique et de discusaion scientifique. 
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second, c'est le rapport du corps avec le monde qui oriente la plupart de nos conduites 
intelligentes et nous permet de résoudre des problèmes. 
Le corps joue un rôle important pour l'intelligence humaine, car il permet une 
interaction avec le monde et les autres êtres. TI nous permet d'apprendre, de percevoir et de 
comprendre une situation quelquonque. Le corps nous permet, entre autres choses, de fixer 
notre attention sur des objets qui sont dans le champ de notre attention, tout en laissant de 
côté ce qui est accessoire ou ce qui ne nous intéresse pas. Nous analysons un problème ou 
une situation sélectivement et faisons le tri de ce qui est pertinent ou non à partir des 
expériences vécues et de nos besoins et pour le faire, nous utilisons notre corps. La 
compréhension du langage et de nos comportements intelligents demandent des habiletés et 
des facultés qui ne sont pas accessibles aux machines car elles n'ont pas un corps comme le 
nôtre. 
Une chose qu'a retenu notre attention dans les critiques de Dreyfus et de Searle a été 
que lorsque ces deux auteurs s'efforcent de mettre en évidence les mythes et les limites de 
rIA, ils se rapportent aux limites philosophiques qui sont derrière l'lA: les limites du 
représentationnalisme et du fonctionnalisme. 
Dans le chapitre m nous avons présenté quelques critiques de Dreyfus à rIA. Nous 
avons vu comment Dreyfus explique que ce sont des présuppositions basées sur le 
représentationnalisme et sur le mécanisme qui servent à expliquer le fait que les recherches 
en IA continuent à être faites, en dépit de leurs échecs continus. Ces présuppositions 
(assomptions) d'ordre biologique, psychologique, épistémologique et ontologique, lui 
permettent de faire une réflexion philosophique et une critique épistémologique sur les 
idées fondamentales qui constituent la base de l'lA et de la recherche en Simulation 
Cognitive. 
La présupposition biologique est identifiée, par l'affmnation que le cerveau fonctionne 
selon le modèle d'un ordinateur digital, la présupposition psychologique est fondée sur 
l'hypothèse que l'esprit fonctionne en termes binaires comme un ordinateur digital et selon 
des règles préétablies et qu'il est ainsi possible de programmer de façon convenable 
l'ordinateur pour qu'il puisse produire les mêmes sorties que l'esprit; la présupposition 
épistémologique consiste à présumer que tout comportement intelligent peut être formalisé 
et reproduit sur un ordinateur digital; la présupposition ontologique est caractérisée par la 
croyance que les traits essentiels des comportements intelligents peuvent en principe être 
analysés et décomposés en des éléments discrets, lesquels sont susceptibles d'être traités sur 
un ordinateur digital. 
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Toutes les présuppositions discutées par Dreyfus sont fondées sur l'idée que l'esprit est 
un mécanisme de calcul et que les processus cognitifs demandent un traitement de 
l'information et fonctionnent selon les mêmes principes formels qu'une machine abstraite 
ou qu'un ordinateur digital. 
La plupart des présupposés mentionnés ont en commun l'idée qu'il est possible de 
formaliser les processus cognitifs au moyen de représentations formelles. Ds sont en 
rapport avec l'idée existente depuis Platon, selon laquelle il est possible d'analyser la 
conduite humaine au moyen des règles. 
Selon Dreyfus, si on attribue à l'intelligence artificielle un statut de science on tombe 
immédiatement dans une pétition de principe, car, l'lA est fondée sur des présuppositions 
qui ne suffisent pas à la rendre cohérente, mais qui sont admises comme des axiomes. Les 
critiques philosophiques menées par Dreyfus, dans What Computers Can't Do ont reçu déjà 
beaucoup d'objections, dans plusieurs articles, mais aucun livre n'a été écrit jusqu'à 
maintenant pour critiquer ponctuellement ces conclusions et tous ces arguments. Un des 
mérites philosophiques de Dreyfus en rapport avec son travail sur l'lA est qu'il a été un des 
premiers philosophes, sinon le premier, qui a eu le courage de travailler sur l'lA en 
abordant un nombre vaste de domaines, avec une grande proximité du travail expérimental 
et théorique dans ce domaine. 
Les conclusions que soulève Dreyfus, dans What Computers Can't Do, sur le besoin 
d'une plus grande collaboration entre l'homme et les machine au lieu d'essayer d'imiter les 
propriétés cognitives humaines sont en rapport avec certaines idées défendues 
précédemment dans les recherches sur les systèmes experts. 
Un autre aspect important des critiques de Dreyfus est celui qui met en question le rôle 
des règles dans l'explication du comportement intelligent Pour lui les règles sont 
importantes pour l'explication scientifique des phénomènes naturels, mais l'intelligence, et 
la pensée humaine ne peuvent pas être expliquées complètement en termes de règles. 
L'ordinateur, à la différence des être~ humains, est obligé de suivre des règles strictes, mais 
les êtres humains lorsqu'ils agissent de façon intelligente ne suivent pas de règles. 
L'intelligence et la pensée humaine échappent complètement aux règles formelles et aux 
procédures de programmation informatique. 
Les ordinateurs digitaux pour des motifs techniques et théoriques sont programmés 
avec des règles et manipulent des/aits atomiques isolés en termes d'éléments discrets. Cela 
explique pourquoi les chercheurs en Intelligence Artificielle sont obligés de décomposer le 
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monde et les comportements en tennes de concepts atomistiques élémentaires, mais ces 
stratégies fonnelles ne pennettent pas de reproduire l'intelligence humaine. 
Selon Dreyfus cette confiance inébranlable dans le calcul, c'est-à-dire dans les 
représentations fonnelles comme moyen de comprendre l'esprit en créant des programmes 
intelligents dérivent de quelques présuppositions mentionnées comme étant sous-jacentes 
aux recherches en lA. Ces présuppositions sont le fruit de la tradition représentationnaliste 
(computationnelle/calculationnelle ). 
Pour Dreyfus les comportements intelligents et l'esprit humain résistent à être réduits à 
des représentations fonnelles. Pour lui les études cognitives basées sur des conceptions 
mécanistes comme le fonctionnalisme ne servent pas d'espoir à la recherche en lA. 
D'ailleurs, sur ce sujet il démontre le même scepticisme que Searle (dans Minds Brains and 
Science) il affirme que théoriquement on peut arriver à créer des êtres anificiels avec une 
intelligence comparable à la nôtre, à la condition que de tels êtres puissent être constitués 
d'un corps semblable au corps humain. Selon Dreyfus, les propriétés fonnelles de l'esprit et 
la façon dont le cerveau est organisée ne pennettent pas d'expliquer les comportements 
intelligents. Toute explication de l'intelligence doit d'abord compter sur une compréhension 
du monde et des besoins humains en rapport avec cette intelligence. 
Les situations humaines ainsi que nos comportements ne sont jamais dénués 
d'ambiguïté. Ce qui est simple et proche des êtres humains relève de la pragmatique des 
rapports humains. n n'y a pas de règle ni de fonnalisme capable de rendre compte de cette 
pragmatique. Selon Dreyfus, pour élaborer des programmes capables de traiter des 
contextes pragmatiques, il faut que les machines aient une certaine capacité d'apprendre, 
mais pour apprendre il faut qu'elles soient capables de vivre en situation dans un monde 
humain et se comporter comme des êtres humains. Pour Dreyfus les conduites humaines, à 
la différence de celles des machines, ne dépendent pas de la fonnalisation, ou d'un 
programme quelconque. 
L'attitude de Dreyfus tend plutôt vers une assimilation critique des études en 
intelligence artificielle, en prenant une posture philosophique qui accepte l'intelligence 
artificielle comme un projet de recherche falsifiable. La réussite de l'intelligence artificielle 
serait selon lui la réussite du projet de la métaphysique représentationnaliste traditionnelle 
d'analyser et expliquer complètement le monde et l'esprit humain par des moyens fonnels. 
La critique des présuppositions biologique, psychologique, épistémologique et 
ontologique sous-jacentes aux travaux en lA ont un caractère épistémologique et servent à 
dénoncer également l'attitude très peu critique manifestée par les chercheurs en Intelligence 
206 
Artificielle et en science cognitive en sur-valorisant leurs travaux et en ne reconnaissant 
pas leurs limites théoriques. Dreyfus entend qu'il faut démystifier les entreprises 
technologiques dans ces champs et reconnaître les limites technologiques et théoriques des 
projets en lA. 
Selon Dreyfus, nous ne pouvons pas décomposer les comportements intelligents ni, 
l'esprit en termes d'éléments formels indépendants capables d'être traités comme des 
données discrètes sur un ordinateur digital. L'intelligence, ou les comportements 
intelligents pour lui sont en rapport avec des situations humaines et liés à un monde 
construit par et pour les êtres humains. 
Le monde humain résiste, à être compris complètement en termes des représentations 
formelles. Dreyfus est dans cette perspective un philosophe anti-représentationnaliste il se 
considère lui-même, dans ce sens, un anti-formaliste ou anti-mécaniste358• 
Cependant e la critique anti- représentationnaliste de Dreyfus présente une difficulté à 
signaler: étant donné que (a)l'IA est fondée sur des conceptions représentationnalistes et (b) 
qu'elle dépend aussi du choix d'une théorie de l'esprit qui soit en même temps compatible 
avec ce représentationnalisme et avec les présuppositions qui lui sont sous-jacentes, nous 
somme amenés à conclure que l'anti-représentationnalisme de Dreyfus ne laisse aucune 
voie ouverte pour un développement possible de l'lA, car l'lA est liée à des techniques de 
programmation qui font obligatoirement appel à des représentations. Nous ne voyons pas 
comment l'lA peut être opérationnelle sans compter sur des modèles représentationnalistes. 
Même si pour quelques chercheurs de l'lA il est possible d'étudier la cognition sans faire 
appel à des représentations359, les représentations sont fondamentales dans ce domaine. 
Nous avons conclus à partir du chapitre III de notre travail qu'étant clairement anti-
représentationnaliste et mettant en jeu la tradition philosophique représentationnaliste 
comme base à la compréhension des comportements intelligents en lA, Dreyfus montre, en 
même temps, les rapports de l'lA avec la philosophie et l'intérêt philosophique qu'un tel 
thème peut avoir. 
Dans le chapitre IV nous avons remarqué que pour Searle l'affirmation que les 
machines peuvent penser ne pose pas de problèmes, dès qu'on est pleinement conscient 
qu'on parle métaphoriquement. Dans un sens littéral seulement des êtres possédant un 
cerveau avec le pouvoir causal égal à celui du cerveau humain peuvent penser. 
358 A.Y. , Walworth, "The Prospects for Artificiallntelligcncc, thèse de Doctotorat, University of Califomia at Berkeley, 
1989, voir chapitre IV, " Dreyfus's Anti-rcpresentationa1ism" ~104 et Dreyfus (1979), p. 56. 
359 T.Winograd, et F. Flores,UNÜrstanding Compillers and Cognition: a New Foundalionfor Design, Ablex Publishing 
Corporation, Norwood, NJ, 1986, 207p.F. Vare1a, op.cil .. 
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Pour Searle, il ne suffit pas de créer un système analogue à certains processus formels 
de l'esprit, pour pouvoir attribuer de l'Intentionnalité aux machines. La conception d'un 
système capable d'être fonctionnelement équivalent au cerveau humain, n'assure pas qu'un 
tel système soit capable d'avoir des états mentaux. 
Les critiques de Searle à l'lA et à la science cognitive sont fondées sur ses thèses sur 
l'esprit et sur le langage. Pour lui, un être ayant un esprit peut manipuler des significations 
(des entités sémantiques). Searle entend que le cerveau cause l'esprit, par conséquent seul 
un être possédant un cerveau biologique avec les mêmes propriétés intentionnelles que le 
cerveau humain peut manipuler des entités sémantiques. La syntaxe qui régIe le 
fonctionnement des ordinateurs digitaux ne suffit pas à rendre compte de la sémantique. 
Pour Searle, l'esprit ne peut pas être expliqué ni être dupliqué par le moyen des 
programmes d'ordinateurs. 
Selon Searle, quand nous pensons, nous faisons plus qu'exécuter des opérations 
formelles. L'esprit, pour lui, n'est pas un mécanisme syntaxique; au contraire, il se 
caractérise par sa capacité de donner signification et d'articuler Intentionnellement syntaxe 
et sémantique. Pour cette raison, selon Searle, les ordinateurs ne peuvent pas penser. 
L'activité de l'esprit exige des contenus représentationels; la pensée ne résulte pas de 
manipulations formelles dénués de signification. 
Le fait que les machines ne sont pas capables d'être programmées pour avoir de 
l'Intentionnalité est en rapport avec le fait qu'elles sont des systèmes formels syntaxiques 
qui ne peuvent jamais rendre compte du contenu sémantique des informations qu'ils 
traitent. Selon Searle, il y a une différence entre les propriétés de l'esprit humain et celles 
d'un ordinateur digital. Nos états mentaux ne sont pas le résultat d'une simple manipulation 
des symboles par le cerveau. 
Les ordinateurs digitaux sont par défmition des machines basées sur des opérations 
formelles et syntaxiques qui manipulent des symboles sans contenu selon des régIes 
strictes. Ce sont des machines à programme qui se comportent de façon purement formelle 
(syntaxique). Si la manipulation de symboles par une machine digitale permet de simuler 
certains aspects formels de l'intelligence ou de la compréhension d'une langue cela ne veut 
pas dire que la machine est intelligente ou qu'elle comprend vraiment cette langue. 
Nous avons montré que les critiques de Searle à l'I.A et à la science cognitive peuvent 
être comprises comme des critiques au fonctionnalisme. Searle est radicalement contre 
l'idée fonctionnaliste selon laquelle l'esprit humain ne dépend d'aucune structure biologique 
spécifique, c'est-à-dire celle d'un cerveau humain. Le cerveau humain pour le 
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fonctionnaliste n'est qu'une sorte d'ordinateur à programmes panni d'autres. Pour Searle, au 
contraire le cerveau est à la base même de l'existence de l'esprit. 
Le fonctionnaliste affIrme que l'esprit (ou le fait d'avoir des états mentaux) ne dépend 
pas du matériel (hardware) constituant les systèmes mais du logiciel (software). TI est 
théoriquement possible que les machines puissent avoir des états mentaux semblables à 
ceux de l'être humain; pour cela, il suffIt que les machines soient programmées 
adéquatement. Searle, par contre, entend que les états mentaux ne peuvent pas être réalisés 
dans n'importe quelles structures physiques. Pour lui, le fait d'avoir un programme n'est ni 
équivalent ni suffIsant pour avoir un esprit. Searle affIrme que la base matérielle d'un 
système capable d'avoir des états mentaux doit être spécifIque: elle doit avoir la structure 
biologique du cerveau humain. 
Un aspect important des critiques de Searle au sujet de l'Intentionnalité est qu'en plus 
d'être causée par le cerveau, elle ne peut jamais être le résultat de l'exécution d'un 
programme pour machine de Turing ou d'un programme informatique quelquonque. L'IA 
ne peut pas dupliquer l'intelligence humaine à l'aide de manipulations formelles 
(syntaxiques) de symboles. Les états computationels de la machine ne peuvent, selon 
Searle, être comparés aux états intentionnels humains; l'exécution d'un programme 
informatique n'est pas une condition suffIsante de l'Intentionnalité. 
TI est implicite dans les critiques de Searle que nous devons abandonner toute analyse 
intermédiaire de type fonctionnaliste sur le fonctionnement de l'esprit. TI n'y pas de place, 
selon lui, pour des théories qui proposent l'existence d'un programme informatique, ou 
machine de Turing, entre l'esprit et le cerveau. Searle à la différence de Dreyfus ne critique 
pas l'lA dans ses nombreux domaines, il s'intéresse surtout à la recherche portant sur le 
langage naturel. 
Searle s'oppose à l'idée fonctionnaliste selon laquelle l'ordinateur peut servir de modèle 
aux études sur la cognition humaine. Cette idée est liée à la croyance en une analogie entre 
l'esprit et les machines abstraites telle que la machine de Turing. Cette analogie a deux 
points d'appui: la notion de traitement de l'information et la notion d'emploi de règles. TI 
affirme que nous ne pouvons pas réduire l'esprit à des systèmes purement formels basés sur 
des règles et sur la notion de traitement d'information. L'esprit ne doit pas être compris, 
d'après lui, comme le veulent les fonctionnalistes, en termes d'états et transitions d'états 
d'un système formel, soit-il un ordinateur digital ou une machine de Turing. 
TI faut encore rappeler que pour Searle il existe une distinction importante, celle entre 
IA forte et IA faible. Nous avons vu que pour Searle rIA faible défend que l'ordinateur 
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digital est un instrument important capable d'aider dans la compréhension de l'esprit, tandis 
que pour l'lA forte l'ordinateur n'est pas un simple instrument pour l'explication de la 
pensée: toute machine adéquatement programmée peut littéralement penser et, par 
exemple, comprendre le langage naturel. C'est à l'lA forte que ses critiques sont adressées. 
Cependant la thèse de Searle contre l'lA forte présente une difficulté à signaler: nous 
pouvons constater que dans les travaux de l'lA il n'existe pas un sens fort d'intelligence 
Artificielle. n faut remarquer que l'affmnation que les machines sont ou ne sont pas 
intelligentes dépend de la définition générale donnée au concept d"intelligence". n existe 
un sens fort et un sensfaible d"intelligence". Le sens fort d"'intelligence" est en rapport 
avec notre intuition, le jugement, des aptitudes essentiellement pratiques (savoir faire) etc. , 
(Zone 4 du tableau annexe) Le sens faible d"'intelligence", par contre, est celui le moins 
réfractaire à la programmation. Sont des exemples d"intelligence faible": certaines tâches 
intellectuelles de caractère logique et associative, celles qui demanderaient de 
l'apprentissage au moyen de règles etc. (Zones 1 à 3 trois du tableau annexe, p.218). Toutes 
les tâches qui sont simulées ou programmés en lA demanderaient de l'intelligence 
seulement dans le sens faible. Les critiques de Searle sont en vérité, adressées aux 
chercheurs de l'approche descendante qui font de la recherche en Intelligence Artificielle 
en exploitant le sens faible d'intelligence. 
C'est le sens faible d'intelligence qui est en général employé par Herbert Simon, Alan 
Newel, Marvin Minsky, Alan Turing, John MacCarty et bien d'autres chercheurs en lA. La 
plupart des machines actuelles ont, disons, une "intelligence" faible et c'est dans le sens 
faible qu'il faut comprendre la plupart des auteurs quand ils parlent d'«Intelligence 
Artificielle» et des recherches elles-mêmes. Le fait que les chercheurs exploitent seulement 
le sens faible de l'intelligence ne signifie pas qu'ils ne s'intéressent pas à développer de 
machines fortement intelligentes. Cependant le fait qu'ils aspirent, un jour, à pouvoir 
concevoir des machines fortement intelligentes ne veut pas dire que les recherches faites 
actuellement lA soient basées sur des notions d'intelligence forte. La distinction fort/faible 
en lA est, comme l'affrrment certains auteurs problématique360• 
La conclusion que nous avons tirée du chapitre IV sur les critiques de Searle à l'lA, est 
que ses thèses sur l'esprit et le caractère anti-fonctionnaliste de ses critiques révèlent des 
rapports de l'lA avec la philosophie et l'interêt philosophique de ce thème. 
360 J.G.Ganascia, op.cil. p. 221-223. 
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Tout au long de notre travail nous avons voulu montrer le rapport entre l'lA et la 
philosophie et plus précisement nous avons eu à l'esprit la question de savoir si l'lA est un 
thème d'intérêt philosophique ou si elle est un sujet essentiellement philosophique. 
Nous avons vu que le logos révèle le caractère rationaliste de l'lA, tandis que le mythe 
n'est qu'un élément pré-historique qui peut réapparaître sur des travaux récents où la 
préoccupation avec la justification est mise de côte pour donner de la place à des 
spéculations exagérées sur les capacités des ordinateurs digitaux. Ce logos de l'lA 
présuppose une position représentationnaliste et le choix d'une théorie quelconque de 
l'esprit. Les critiques de Dreyfus et Searle mettent en évidence les rapports entre l'lA et la 
philosophie, le caractère respectivement, anti-représentationnaliste et anti-fonctionnaliste 
de leurs critiques à l'lA montrent que ce domaine de recherche demande une prise de 
position philosophique par rapport aux représentations et en particulier, par rapport à 
l'esprit. 
Ainsi nous pouvons affinner que c'est en tant que logos que l'lA constitue un objet de 
critique philosophique, qu'en plus d'être un thème philosophique, l'lA est un sujet 
essentiellement philosophique. 
L'lA est un domaine d'étude qui nous oblige à poser des questions philosophiques 
importantes telles que: Qu'est-ce que l'esprit? Qu'est-ce qu'un raisonnement et la 
rationalité? Qu'est ce que la signification? Cela explique d'une part l'intérêt de beaucoup de 
philosophes pour le thème, d'autre part le rapport de l'lA avec la pensée philosophique. 
Nous pensons que l'lA est un sujet essentiellement philosophique361• L'lA a en elle-
même un sens philosophique; cela s'explique surtout par le bouleversement qu'elle peut 
provoquer dans nos habitudes et attitudes intellectuelles, c'est-à-dire sur notre vision de 
monde, sur la façon dont nous pensons les capacités de notre esprit, les techniques et notre 
propre pensée. 
Nous sommes d'accord avec plusieurs auteurs lorsqu'ils affmnent que l'étude de l'lA 
permet la redéfinition de certains problèmes philosophiques classiques et la découverte de 
nouvelles questions dans le domaine de la philosophie362• 
Par exemple, nous constatons que la question de la représentation et les problèmes liés 
à l'explication des rapports entre le cerveau et l'esprit sont des questions qui intéressent les 
philosophes et les chercheurs en lA. n est évident que les approches et les objectifs visés 
361 Cf. ,C. Glymour, "Artificial Intelligence is philosophy" in J. H. Fetzer (cd.), Aspects of ArtificiaJ InJelligence, 
Dordrecht, KluwC2" Academie Publishc:rs 1988, 195-207. 
362 Cf. H. Dreyfus(ed), Husserl, Intentionality and Cognitive Science, Mit Press, Cambridge, Mass. 1982. R. , Van 
Guclick, op. cit., et aussi M. Ringle, op. cit. 
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par eux sur ces sujets sont tout à fait différents, cependant les recherches philosophiques 
sur lA et les questions de caractère philosophique posées par ceux qui travaillent dans le 
domaine de l'lA peuvent quelquefois être complémentaires. L'lA sert au philosophe comme 
thème de discussions philosophiques. Sont caractère essentiellement philosophique est mis 
en relief par le fait qu'elle nous incite à ré-évaluer et reprendre certaines questions 
philosophiques importantes. 
Ainsi l'lA est liée à la philosophie non seulement par le fait qu'elle constitue un objet 
intéressant du point de vue philosophique, mais par le fait que l'lA est en rapport avec toute 
une tradition que lie l'esprit et l'intelligence à une sorte de calcul ou à des représentations 
formelles. Elle est un thème essentiellement philosophique en vertu des bases 
philosophiques du logos qui la constitue. Aujourd'hui, discuter sur les rapports entre l'lA et 
la philosophie ne provoquerait pas les sourires d' il Y a dix ans. 
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ANNEXE 
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procedures par essais et 
erreurs . 
Traduction mot à mot 
(dictionnaire automa 
t ique) 
Réponse en fonction 
de patrons rigides 
en rapport avec un 
caractér innée ou avec 
le conditionne 
ment classique. 
Jeux calculab les ou 




Demonstrat Ion de thé 
orèmes (prOCedures 
mécaniques ) 
Reconnaissance de formes 
simp les et fixes 
Ex Ident If Icat Ion d'une 
forme archlctecturel 
en funtion de certains 
traits 
Jeux non calculables 
exigeant une Intuition 
global Ex . EChècs, Go 
etc.. 
PrOblèmes comblna to l 
res complexes 
Démonstration de théo 
rèmes eXigeant calcul 
et à l'intuition 
(sans faire appel à 
procédures méc anl Ques. 
Reconnaissance de 
formes complexes en 
fonction de certains 
régu larités recherchées 
Jeux exi geant de 
lïnterpretat ion plutôt 
que de règ 1 es. 
Ex .. En igmes 
Prob lèmes à struc ture 
ouverte eXigeant de 
lïnt ul t IOn 
Traduction d'une lan 
gue naturelle (compre 
hénslon d'une langue 
à part Ir des contexte 
d'usage ) 
Reconnaissance de for 
mes variés ou qUI pré 
sentent une déforma 
tlOns appllcant généra 
lisatlOns ou faisant 
appel à paradigmes 
d'Identification. 
1 Caracteristique des programmes en lA en rapport avec ces activitées l 
Schema d'arbre, 
listes de recherche, 
gabari ts de réponse. 
Apllcation de méthodes 
algorithmiqueS 
Aplication de méthodes 
heurlst IqueS Néant 
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• Ce Tableau a été construit à partir du tableau conçu par H. Dreyfus. Cf. Dreyfus (1979), op. cil. ,p.292 
