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ABSTRACT
The considerable usefulness of differential 
equations in modeling physical system 
dynamics is limited by the ability to generate 
equations which accurately reproduce 
observed behavior. Especially in the case of 
nonlinear systems, finding such a set of 
differential equations can be a nontrivial 
problem. However, there are numerical 
methods for generating differential equations 
to model empirical data. This paper briefly 
outlines the trajectory method of Perona et 
al. for fitting a system of differential 
equations to time series data.  The basis of 
the system of equations needed to optimize 
the model are given. Creation of an algorithm 
to implement the method is discussed.  The 
ability of the algorithm to reconstruct 
nonlinear systems with chaotic behavior is 
demonstrated. This method has great 
flexibility, allowing for direct application to 
the analysis of many systems without 
requiring prior knowledge of the underlying 
mechanisms.
1. BASIS OF THE METHOD
The model to be fitted to the data consists of 
a linear combination of basis functions, e.g., 
where K is the total number of basis 
functions, Fi,k are the basis functions, and the 
system variable index i ranges as i=1...D. 
Assuming that an appropriate model can be 
expressed in the given basis function set, 
finding a system of differential equations 
which matches the time series data is a 
matter of finding the correct coefficients ci,k.
This is accomplished by establishing both a 
method to quantify how well a given model 
fits the given data, and a method for 
calculating an improvement to that model. 
Both of these efforts are based upon forming 
a trajectory representation of the time series 
data to be modeled.  A series of j=1...jmax 
equally spaced points are chosen to be the 
beginning of the trajectories.  Each trajectory 
contains a series of l=1...lmax points equally 
spaced in the time series from the initial 
point, as shown in Fig. 1.  These jmax 
trajectories will be used to quantify the 
model quality and to calculate 
improvements.  Let the time location of the 
initial point of the jth trajectory be expressed 
as tj, and the time spacing of each trajectory 
point from its origin for l=1...lmax be 
expressed as dtl.
2. MODEL QUALITY ESTIMATION
In order to compare the model behavior to 
the actual time series data, jmax model 
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trajectories are calculated by numerically 
integrating the model starting from each 
trajectory's initial point and continuing 
through the full time length of the trajectory. 
Model trajectory points are extracted which 
correspond in time to the data trajectory 
points.
The model quality Q for a given set of basis 
functions and coefficients is then  defined as 
the sum of the squared differences between 
the data trajectory points and the model 
trajectory points:
The factor of ½ is arbitrary, but simplifies the 
expression when derivatives of Q in ci,k are 
taken.
3. MODEL OPTIMIZATION
A given initial model consisting of K basis 
functions Fi,k for each model variable xi for 
i=1...D has K*D coefficients ci,k which must 
be optimized to produce an acceptable 
accurate reconstruction of the system 
dynamics.  This is done in essence by 
calculating the first derivative in Q with 
respect to each coefficients, and then setting 
those derivatives to zero.  These K*D 
equations may be expressed in a matrix 
form, in which the coefficients ci,k are the 
unknowns to be solved by matrix inversion. 
For linear systems, this produces the optimal 
solution in one step, but nonlinear systems 
generally require iterative application of this 
process to find a stable minimum.  If Fi,k,j,l 
represents an integral of a basis function Fi,k 
from time tj to time tj+dtl, the matrix 
equation to be solved for each system 
variable xi may be expressed as 
By solving each of these D equations by 
inverting the matrices attached to the 
coefficients, improved coefficients ci,k are 
obtained.  These coefficients constitute a 
new model, which is subsequently tested for 
quality and corrected until an acceptable 
level of accuracy is reached.
4. ALGORITHMIC IMPLEMENTATION
In this research the algorithm was 
implemented in MATLAB.  The basis functions 
set is chosen to comprise a complete 
polynomial of a given order.  For example, 
the terms of a complete 2nd order polynomial 
in two variables (x1 and x2) would consist of a 
constant term, x1, x2, x12, x22, and x1*x2.  The 
model is initialized with very small, 
randomized coefficient values to ensure that 
the initial model does not diverge while the 
model trajectories are calculated by 
numerical integration.  A fixed-stepsize 
fourth-order Runge-Kutta scheme was 
implemented for this purpose.  In one 
iteration, the model trajectories are produces 
and improved coefficients calculated.  The 
actual value of Q need not be actually 
calculated, but may be obtained as a 
numerical measure of the quality of the 
optimized solution.  Iteration continues until 
a convergence limit is reached, namely, 
Fig. 1. A time series data trajectory (solid line) with two 
associated model trajectories (dashed lines). Circular dots 
indicate initial and comparison points. If these were all the 
trajectories extracted from the time series, the model would 
have the parameters jmax = 2, lmax = 4, and dtl would be 
some constant factor of l for l = 1...lmax.
when the average change in the coefficients 
over the last iteration falls below a set value.
5. TEST: THE VAN DER POL SYSTEM
As a demonstration of the behavior and 
performance of the algorithm, we take a 
dynamical system whose equations are 
known by definition and produce time series 
data from it.  The ability of the algorithm to 
recover the original equations from the data 
will be a measure of its success.  The Van der 
Pol system is tested here, given as 
1000 data points were extracted from this 
system by numerical integration from time 0 
to 10 in steps of 0.01.  The initial point was 
x=-2.36, y=0.  From this data, 30 trajectories 
with 6 comparison point each were extracted, 
corresponding to a choice of jmax=30 and 
lmax=6.  Each succeeding trajectory's initial 
point was placed 33 data points from the 
beginning of the last trajectory, leaving a gap 
of one time step between trajectories.  The 
comparison points in the trajectories were 
spaced using dtl=h*2l-1, where h is the data 
time step of 0.01.  
The basis functions for this test were chosen 
to comprise a complete third-order 
polynomial in two variables, i.e.
The coefficients were given small, random 
initial values.  The model integration stepsize 
was chosen as 0.005, or half the data time 
step.  The convergence limit was 5*10-5.  
Fig. 2. Illustration of model trajectory reconstruction of the Van der Pol system, Eqn. (38). The gray 
dots represent trajectory comparison points extracted from the time series, and black lines show 
the current integrated model trajectories for both original system in a), and reconstructed system 
in the others. Updated model coefficients are generated after each model iteration.
The model converged after eight iterations, 
reproducing the correct
coefficients to four decimal places.  The 
average coefficient error was 1.07*10-6 , and 
the largest single coefficient error was 
1.2*10-5.  A depiction of the setup and 
convergence process is given in Fig. 2.  
6. APPLICATION TO TAKENS' EMBEDDING 
THEOREM
An important implication of the ability to 
reproduce the equations of dynamical 
systems in this manner is related to time-
delay embedding  and Takens' Embedding 
Theorem.  Time-delay embedding consists of 
mapping a time-dependent variable against 
its behavior at fixed time delays.  That is, 
instead of graphing a two-dimensional 
system's variables against each other, we 
can graph one variable x(t) against  x(t+dt1), 
x(t+dt2), etc.  Takens' Embedding Theorem 
proves that a time-delay representation of 
dimension at least 2D-1 is an embedding of a 
D-dimensional manifold.  Since such a time-
delay representation is an embedding, there 
exists a mapping between it and the original 
manifold.  Finding this map would allow the 
total system dynamics to be reconstructed 
from the time series data of a single system 
variable, as long as the system is fully 
connected.  This and similar such abilities 
would have exciting and far-reaching 
applications in all studies and application of 
dynamical systems.
7. CONCLUSIONS
The trajectory method of Perona et al. is 
shown to be capable of producing equations 
which reproduce observed dynamics, given 
an appropriate basis.   This method has 
broad potential application to dynamical 
systems where suitable basis functions may 
be expressed in terms of the system 
variables.  Besides being a useful tool for 
analysis and system identification, this 
method may provide a launching point for 
much more fundamental and important 
developments in in dynamical systems and 
embeddings.  
8. EXTENSIONS AND FUTURE WORK
The demonstrated algorithm has been 
extended to support parallel processing 
through the MATLAB Distributed Computing 
Engine, and has been accelerated by 
incorporating MEX-file C functions to evaluate 
the basis functions.  We are now exploring 
the further application of the method, in 
combination with clustering algorithms, to 
studying system transformations and 
mappings.
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