Mosaic Solutions
As described in the companion paper 4], we study the phenomenon of pattern formation and spatial chaos in lattice dynamical systems. In order for us to see these phenomena globally, we consider a special class of equilibrium solutions, called mosaic solutions, introduced in 5], and studied there and in 6]. We work here with the system For such a nonlinearity, some care must be taken in correctly interpreting the meaning of equation (1.1). Essentially, one regards (1.1) as a di erential inclusion, and replaces the equal sign = with an inclusion 2, and seeks solutions u(t) which satisfy this inclusion almost everywhere. An equilibrium solutions u 2 B is therefore one for which the point 0 belongs to the right-hand side of (1.1), that is, for which The advantage of taking the nonlinearity (1.2) is that many computational issues simplify, and become very explicit. In particular, it is very natural to consider equilibrium solutions for which each coordinate takes on only one of three values ?1, 0, and 1. To this end, we make the following de nition.
De nition. We say an equilibrium solution of (1.1), with f as in ( 1.2) , we shall refer to the 3 3 array e u i;j 2 T associated to a mosaic u 2 M 2 as the tile of u at centered at (i; j).
Our object is to characterize all mosaic solutions, and as well, to obtain stability criteria for such solutions. These criteria ultimately are expressed in a combinatorial form, namely as a set T 0 T of allowable tiles e u i;j 2 T 0 for a given mosaic u. To this end, it is useful to associate to any mosaic various auxiliary quantities. For any mosaic u 2 M 2 de ne The proof that (1.4) and (1.5) are necessary and su cient conditions for a mosaic to be an equilibrium is elementary; one just substitutes u i;j into equation (1.3). The proof that condition (1.6) implies stability of an equilibrium is more subtle, and relies on a comparison principle, and the construction of upper and lower solutions which bound the equilibrium. We remark that Theorem 1 is robust, in that it supplies analogous results for continuous functions f whose graph is near enough to that of the idealized set-valued nonlinearity (1.2). In addition, the proof of stability provides explicit and easily determined estimates of the domain of attraction of the various stable equilibria. A more complex pattern arises if we allow interfaces. As an example, consider the mosaic represented by in nite horizontal strips of checkerboard, separated by horizontal interfaces, each consisting of an in nite row of zeros. Figure 1 illustrates part of such a mosaic, where the symbols +, ?, and , represent u i;j = 1; ?1, and 0, respectively. We require that each strip of checkerboard consist of at least two rows. We also require that the checkerboards \change phase" across each zero-row, that is, the symbols immediately above and below a zero should be opposite. Apart from these restrictions, the widths of the checkerboard strips, and the locations of the rows, can be chosen arbitrarily. For such a mosaic, in addition to the values + i;j = 8 and i;j = 0, one also has + i;j = 7 and i;j = 2 for those lattice points on rows immediately above or below a row of zeros. At points for which u i;j = 0, condition (1.5) holds as a result of the phase-shift across the interface, and in condition (1.6) we have z Let us observe that the larger that + and are chosen, the easier it is for condition (1.4) to be satis ed, and this leads to the possibility to there being \many" stable equilibria, a condition we may call spatial chaos. Although Many of the patterns observed numerically in 3] were found in 5] to exist as stable mosaic solutions of (1.1), (1.2) . Figure 3 presents several of these, depicted as a portion of the in nite lattice ZZ 2 . We see there a checkerboard pattern with a diagonal interface; an array of vertical and horizontal stripes with a vertical interface; and a so called \quad junction," that is, a pair of intersecting diagonal interfaces separating regions of vertical and horizontal stripes. Each of the arrays in Figure 3 
Entropy Computation
Here we de ne the spatial entropy of the stable solutions. We then use this de nition to give a rigorous description of the concepts of spatial chaos, and pattern formation. It is clear that one always has 0 h log 3.
For a one-dimensional lattice (the integers ZZ), the entropy can be explicitly calculated when the set V M 1 is of a special type, namely when V is a so-called subshift of nite type, or Markov chain. Such sets V are de ned in terms of a transition matrix, that is, a square matrix with entries 0 and 1 which describes which lattice points (or more generally, which tiles) are permitted to be next to each other. The entropy h(V) is simply the logarithm of the largest eigenvalue of this transition matrix.
For each choice of ( + ; ; ) we may consider the set V = U( + ; ; ) of all mosaics in M 2 which satisfy the stability conditions (1.4), (1.5), and (1.6) of Theorem 1, and calculate the entropy h(U( + ; ; )) of this set. This leads to a convenient de nition, whereby we distinguish between two opposite types of behavior.
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De nition. For a choice ( + ; ; ) of parameters, we say that the equilibria of (1.1), (1.2), exhibit pattern formation in case h(U( +
