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Regular Implementability and Stabilization Using
Controllers With Pre-Speciﬁed Input/Output Partition
Shaik Fiaz and Harry L. Trentelman, Senior Member, IEEE
Abstract—This paper deals with the problems of regular imple-
mentabilityandstabilizationofagivenplantinthecontextofﬁnite-
dimensional linear differential system behaviors. In particular we
solve the problems of regular implementability and stabilization
using controllers in which a pre-speciﬁed subset of the plant con-
trol variables is free. We will also extend the results to the situation
in which the set of plant control variables is partitioned into two
complementary subsets. Variables from one subset should become
controller inputs, while variables from the other should become
controller outputs. In other words, we consider the problems of
regular implementability and stabilization using controllers with a
priori given input/output structure.
Index Terms—Behaviors, input/outout structure, interconnec-
tion, linear systems, regular implementability, stabilization.
I. INTRODUCTION
A
N important issue in the behavioral approach to control
is implementability. Implementability deals with the
question: which system behaviors can be achieved by inter-
connecting a given plant with a controller? In the behavioral
framework this is made precise as follows. Given is a plant
behavior with two types of variables, the variable to be
controlled and the control variable . On the control variable
we are allowed to put restrictions. In the behavioral ap-
proach we treat a controller as an additional system behavior,
called controller behavior. Interconnecting the plant and the
controller means that the control variable in the plant should
also become an element of the controller behavior. The space
of all trajectories possible after interconnecting the plant
with the controller is called the manifest controlled behavior.
A behavior is called implementable if it can be obtained as
manifest controlled behavior in this way.
In the context of pole placement and stabilization an impor-
tant role is played by regular implementation. A given behavior
is called regularly implementable if it can be achieved by a con-
troller behavior that only imposes restrictions on the control
variables different from those of the full plant behavior, equiva-
lently, theoutput cardinalityof theassociatedfull controlled be-
havior is equal to the sum of the output cardinalities of the plant
and the controller. In [12], for a given plant behavior a char-
acterization was given of all implementable behaviors and in
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[1] a characterization was given of all regularly implementable
behaviors.
In many cases, certain components of the plant control vari-
ables represent plant sensor measurements, or unknown distur-
bance inputs to the plant. Such plant variables should obviously
not be restricted by the controller, and should therefore be part
of the input variables of the controller. In the behavioral frame-
workthisisformalizedbyrequiringtheseplantcontrolvariables
to be free in the controllers that are allowed.
In this paper we deal with the problems of ﬁnding necessary
and sufﬁcient conditions for a behavior to be regularly imple-
mentable using a controller in which an a priori given subset
of the plant control variables is free or maximally free, respec-
tively. In other words, we require a priori given components of
the plant control variable to be part of controller input, or even
tobecontrollerinput.Thecomplementarysubsetinthesetofall
controlvariablesthennecessarilycontainsthecontrolleroutput,
orisequaltothecontrolleroutput.Thisproblemwasintroduced
by A. Julius in [3], see also [5]. In the work of Julius, only suf-
ﬁcient conditions were obtained, and these conditions were for-
mulated in terms of particular representations of the plant and
thedesired behavior. In thepresent paper we givenecessary and
sufﬁcient conditions in terms of the plant behavior and desired
behavior. We also introduce the related problem of stabilization
by means of controllers in which an a priori given subset of the
control variables is free or maximally free. We derive necessary
and sufﬁcient conditions for a system to be stabilizable using
this kind of controllers. We resolve all these problems for the
full as well as for the partial interconnection case, see also [1].
The outline of this paper is as follows. In Sections II and III
we review the basic facts on linear systems in the behavioral
framework and on the notions of regular implementability and
stabilization.InSectionIVweformulatetheproblemsofregular
implementability and stabilization using controllers in which a
priori given control variables should be free or even maximally
free.InSectionsVandVIweresolvetheseproblemsforthefull
and the partial interconnection case. In Section VII we provide
some examples to illustrate the theory presented in this paper.
The paper ends with some conclusions in Section VIII.
II. LINEAR DIFFERENTIAL SYSTEMS
In the behavioral approach to linear systems, a dynamical
system is given by a triple ￿ , where is the
time axis, ￿ is the signal space, and the behavior is a subset
of ￿ (the space of all inﬁnitely often differentiable
functions from to ￿) consisting of all solutions of a set of
higher order, linear, constant coefﬁcient differential equations.
More precisely, there exists a real polynomial matrix with
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columns such that ￿ .
Any such dynamical system is called a linear differential
system. The set of all linear differential systems with vari-
ables is denoted by ￿. Since the behavior of the system is
the centralitem, we will mostlyspeak aboutthesystem ￿
(instead of ￿). Henceforth, in this paper we will suppress
the notation ‘ ’, and write instead of . If a be-
havior is represented by then we call this a kernel
representation of , and we often write .
Suppose has rows. Then the kernel representation is said
to be minimal if every other kernel representation of has at
least rows. A given kernel representation is
minimalifandonlyifthepolynomialmatrix hasfullrowrank
(see [6], Theorem 3.6.4). The number of rows in any minimal
kernel representation of is denoted by . This number is
called the output cardinality of . It corresponds to the number
of outputs in any input/output representation of . The number
of remaining components is called the input cardinality of
and is denoted by . Thus .
We now review some facts on elimination. Let ￿ with
system variable . Let denote the projection
onto the -component. Then the set of all for which
thereexists suchthat isagainalineardifferen-
tialsystem, see[6],section 6.2.2.In thispaper wedenote
by . We call the system obtained by eliminating
from .
Next, we review the notions of free and maximally free vari-
ables (see [6] and section 2.9 of [2]).
Deﬁnition 2.1: Let ￿ ￿ with manifest variable
. We will call free in if for any choice of
￿ there exists such that .
We call maximally free if it is free, and we can not enlarge
this set with components from and still continue to have
freeness for this enlarged set of variables.
The following result was shown in [6]:
Proposition 2.2: Let ￿ ￿ with system variable
, and let be a minimal representation of
, then
1) is free in if and only if has full row rank;
2) is maximally free in if and only if is square and
non-singular.
It turns out that in general a behavior has many maximally
free sets of variables. However, the number of components of
every maximally free set of variables is the same, and is equal
to , the input cardinality of . Also, if in the
component is maximally free, then we call input and
output of .
Deﬁnition 2.3: A behavior is called autonomous if
. It is called stable if all trajectories in the behavior
tend to zero as time tends to .
From [6] if , then is autonomous if and only
if has full column rank and is stable if and only if has
full columnrankfor all ,where .
Note that a stable behavior is necessarily autonomous.
III. REVIEW OF IMPLEMENTABILITY AND STABILIZABILITY
In this section we will brieﬂy recall the notions regular im-
plementability and stabilizability. We will ﬁrst look at the full
interconnection case, i.e., the case when all the plant variables
are available for interconnection.
Deﬁnition 3.1: Let ￿ be a plant behavior. A controller
for is a system behavior ￿. The full interconnection
of and is deﬁned as the system with behavior . This
behavioriscalledthecontrolledbehavior,andisalsoanelement
of ￿. The full interconnection is called regular if
. In that case we call a regular controller.
Deﬁnition 3.2: Let ￿. We say that is regularly
implementable by full interconnection with respect to if there
exists a such that and
.
The following result was shown in [7]:
Proposition 3.3: Let and and
and have full row rank. Then is regularly implementable
with respect to by full interconnection if and only if there
existsapolynomialmatrix offullrowranksuchthat
and, in addition has full row rank for all .
Next, we will review the issue of stabilization of behaviors.
For the deﬁnition of stabilizability in a behavioral context (in
terms of stable continuation of trajectories), we refer to [6], [11]
or [1]. A given plant is stabilizable if and only if we can stabi-
lize it by interconnecting it with a suitable controller, called a
stabilizing controller, which is deﬁned as follows [12].
Deﬁnition 3.4: Let ￿. A controller ￿ is said to
be a stabilizing controller if the behavior is stable and the
interconnection is regular.
The following result was shown in [11].
Proposition 3.5: Let ￿. Then the following statements
are equivalent:
1) is stabilizable,
2) there exists a stabilizing controller for ,
3) thereexistsastable ￿ thatisregularlyimplementable
w.r.t .
Nextwewilllookatthesocalledpartialinterconnectioncase,in
which only a pre-speciﬁed subset of the plant variables is avail-
able for interconnection. Let ￿ ￿ be a linear differ-
ential system, with system variable , where takes its
values in ￿ and in ￿. The variable should be interpreted
as the variableto be controlled, the variable as the one through
which we can interconnect the plant with a controller, called the
control variable. Let ￿ (to be interpreted as a controller
behavior) with variable .
Deﬁnition 3.6: The interconnection of and through
is deﬁned as the system behavior ￿ ￿,g i v e n
by and . The
behavior is called the full controlled behavior. The
behavior ￿ that is obtained by eliminating
from is called the manifest controlled behavior.
The interconnection of and through is called regular
if the output cardinality of the interconnected behavior is the
sum of the output cardinalities of the plant and the controller,
i.e., . Again, is then called a
regular controller.
Let ￿ be a given behavior, which should be interpreted
as a ‘desired’ behavior. A fundamental question is whether
this can be achieved as controlled behavior by regular
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Deﬁnition 3.7: If there exists a ￿ such that
and , then we call
regularly implementable by partial interconnection (through
with respect to .
Necessary and sufﬁcient conditions for regular imple-
mentability by partial interconnection were obtained in [12]
and [1]. An important role is played by the so called hidden
behavior:
Deﬁnition 3.8: Let ￿ ￿. The hidden behavior
of is the behavior in ￿ deﬁned by
.
Proposition 3.9: ￿ is regularly implementable by par-
tial interconnection through with respect to if and only if
(1.) and (2.) is regularly imple-
mentable with respect to by full interconnection.
We now recall the deﬁnition of stabilizing controller for the
partial interconnection case, see [1]:
Deﬁnition 3.10: Let ￿ ￿. The controller ￿
is said to stabilize through if the manifest controlled be-
havior is stable and the interconnection of
and is regular. The controller is then called a stabilizing
controller.
Forthebehavioraldeﬁnitionofdetectabilityofasetofsystem
variables from a complementary set of system variables in a
given behavior we refer to [6] or [1]. The following result was
shown in [1]:
Proposition 3.11: Let ￿ ￿. The following state-
ments are equivalent:
1) there exists a stabilizing controller for ;
2) there exists a stable ￿ that is regularly imple-
mentable through with respect to ;
3) is stabilizable, and in is detectable from .
IV. PROBLEM FORMULATION
As mentioned above, necessary and sufﬁcient conditions for
regular implementability were obtained in [12] and [1]. In these
papers the authors deal with controllers without a priori given
constraints on their input/output structure, in other words, any
(regular) controller from the class of linear differential systems
is allowed. Often, by physical considerations, a controller
should take information on the plant measurements as its input,
and, clearly, such set of measured variables is not allowed to be
constrained by the controller. In other words, it is a naturally
emerging requirement that a given subset of the plant control
variables should be free in the controller . In such situations,
not all regular controllers are admissible, and, consequently,
not all regularly implementable behaviors will be achievable.
The problem of regular implementability using controllers in
which an a priori given subset of the plant control variables is
free was introduced by A. Julius in [3]. Consider the following
Example from [3]:
1) Example 4.1: Consider a single tank system as shown in
Fig. 1. On top of the tank there is an inlet from which a variable
ﬂow of water gets into the tank. There is an opening at the
bottom of the tank connected to a pump through which we can
pump in/out water from the tank. The ﬂow which is pumped
out of the tank is denoted by . The tank is also equipped with a
sensorwhichmeasuresthechangeinvolumeinsidethetank,the
Fig. 1. Single tank system.
measurement of the sensor is denoted by . The mathematical
model of the plant is given by
(1)
Consider the following control problem. Given and as con-
trol variables we want to design a controller such that the level
of water inside the tank is constant, i.e or .I n
other words we aim at perfect tracking of by . The problem
is mathematically formulated as follows.
Given are with
plant variable where and
. From Proposition 3.9 one can check
thatthis isregularlyimplementablebypartialinterconnection
through with respect to , and a controller which accom-
plishes this task is given by . Here the
variable is the measurement coming from the system sensor.
By physical considerations, this controller is not realizable, as
restrictingsensormeasurementdoesnotmakesensepractically:
is a control variable which cannot be just put equal to 0 by the
controller: it should remain free in the controller, become input
to the controller. Therefore, even though the given is regu-
larly implementable it is not practically realizable.
Motivated by the above, the problems that we solve in this
papermaysuccinctlybeformulated asfollows:let ￿ ￿
be a plant behavior, with system variable . Partition the
control variable as .
2) Problems 1 and 2: Let a desired behavior ￿ be
given. (1.) Find necessary and sufﬁcient conditions such that
is regularly implementable by a controller in which is free.
(2.) Find necessary and sufﬁcient conditions such that is reg-
ularly implementable by a controller in which is maximally
free, i.e., in which is input and is output.
3) Problems 3 and 4: (3.) Find necessary and sufﬁcient con-
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is free. (4.) Find necessary and sufﬁcient conditions for the ex-
istence of a stabilizing controller in which is maximally free.
V. REGULAR IMPLEMENTABILITY USING CONTROLLERS
WITH PRE-SPECIFIED INPUT/OUTPUT STRUCTURE
InthissectionwestudyProblems(1)and(2)above.Westudy
these problems for the full interconnection case ﬁrst.
A. Full Interconnection
Let , ￿ ￿ with plant variable . In the
full interconnection case, a controller is a system ￿ ￿
acting on the entire plant variable . We impose that the
variable should be free in the controller , and we want to
ﬁnd conditions on the desired behavior to be regularly im-
plementable by such controller . In the following theorem, let
denotetheprojectionof ontothevariable .W ehave:
Theorem 5.1: Let , ￿ ￿ with plant variable
. Then is regularly implementable by full intercon-
nection with respect to using a controller in which is
free if and only if the following conditions hold:
1) is regularly implementable by full interconnection with
respect to ;
2) .
Before proving this theorem we will establish some results that
are useful in the proof. Associated with ￿ ￿ with plant
variable , we deﬁne .
Then we have the following lemma:
Lemma 5.2: Let ￿ ￿ with system variable .
Then we have .
Proof: Let be a minimal representation
of . Then . From Lemma 8 of [1]
we have
.
We also use an important result obtained as Lemma 4.73 in
[3] to prove our Theorem 5.1 (see also [5]). This result is stated
as a lemma here.
Lemma 5.3: Let and be polynomial matrices with the
same number of columns. There exists a polynomial matrix
such that has full row rank if and only if
Using the above lemmas we now give a proof of Theorem 5.1.
Proof of Theorem 5.1: (if) Let and
give minimal kernel representations of
the behaviors and , respectively. From Proposition 3.3,
condition 1 implies that there exists such that
and has full row rank for all . Take such
that forms a unimodular matrix. From [7], Theorem
11, has full row rank, regularly implements
, and a parametrization of all controllers which regularly
implement is given by , where is an arbitrary
polynomial matrix, and is unimodular. From the above
arguments, , which
implies . Therefore
(2)
Since regularly implements ,w eh a v e
, which
implies . Condition 2 to-
gether with lemma 5.2 imply that
. This implies
,s o . Using
this last inequality, by Lemma 5.3 there exists a such that
hasfullrowrank.Deﬁne .
Then is a controller in which is free and that regularly
implements .
(only if) Let be a minimal kernel representa-
tion of a controller in which is free and which regularly
implements . Then and
. We know that is free in if and only if has
fullrowrank, whichimplies . Thereforefrom
regular implementability we have .
From Lemma 5.2 we have
. This implies
.
Wenowderiveconditionson toberegularlyimplementable
by a controller in which is maximally free , equivalently,
in is input and is output.
Theorem 5.4: Let , ￿ ￿ with plant variable
. Then is regularly implementable by full intercon-
nection with respect to using a controller in which is
input and is output if and only if the following conditions
hold:
1) is regularly implementable by full interconnection with
respect to ;
2) ;
3) .
Proof: (only if) Let ,
give minimal kernel representations of the behaviors and
, and let be a minimal kernel representation
of which regularly implements and in which is max-
imally free. Note that as ,
from [1], lemma 8 (see also [2], lemma 2.9.5) we have
. From regularity of the intercon-
nection we have .A s we get
.
(if) Let ,
be minimal representations. Then, using Proposition 3.3,
condition 1 implies that there exists a matrix such that
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all . Choose such that forms a unimodular
matrix. Then, again by [7], Theorem 11, a parametrization of all
controllers which regularly implement with respect to is
given by ,
where is an arbitrary polynomial matrix, and is unimod-
ular. Condition 2 along with Theorem 5.1 implies that there
exists a such that has full row rank. From
condition 3 we have . This is equivalent to
, which in turn is equivalent to
. Therefore
which implies that is square. We con-
clude that condition 2 and 3 together imply that there exists a
matrix such that is square and nonsingular.
Deﬁne . Then is
a controller in which is input and is output and which
regularly implements by full interconnection with respect
to .
Remark 5.5: In the special case that is autonomous we
have . In that case condition 2 of Theorem 5.1
becomes and conditions 2 and 3 of Theorem 5.4
reduce to the single condition . Thus, is regularly
implementableusingacontrollerwith free(maximallyfree),
if and only if it is regularly implementable and the number of
components of does not exceed (is equal to) the output car-
dinalityoftheplant.Itisremarkablethattheseconditionsdonot
involve which components, but only the number of components
of that should be free.
B. Partial Interconnection
We now deal with Problems (1) and (2) as formulated in
Section IV. We will solve these problems by reduction to the
full interconnection case. In the sequel, the interconnected be-
havior plays an important role. In fact, the behavior
obtainedfrom this interconnectionby eliminating
the variable is often called the canonical controller, see [4],
[5], [9]. The following proposition was obtained in [10] (see
also [8]).
Proposition 5.6: Let ￿ ￿ with system variable
. Then ￿ is regularly implementable by partial
interconnection through with respect to if and only if the
following two conditions hold:
1) is implementable by partial interconnection through
with respect to ;
2) is regularly implementable by full intercon-
nection with respect to .
The next result was obtained in [10], corollary 14 (see also [8],
proposition 1).
Proposition 5.7: Let ￿ ￿ with system variable
. Let ￿.I f ￿ regularly implements
by partial interconnection (through with respect to ),
then regularly implements
with respect to by full interconnection.
Moreover any controller ￿ which regularly implements
with respect to by full interconnection
regularly implements by partial interconnection (through
with respect to ).
The following theorem now provides a solution to Problem
(1):
Theorem 5.8: Let ￿ ￿ with system variable .
Partition . Then ￿ is regularly implementable
by partial interconnection through with respect to using
a controller in which is free if and only if the following con-
ditions hold:
1) is regularly implementable by partial interconnection
through with respect to ;
2)
Proof: (only if) From Proposition 5.7, if regularly im-
plements by partial interconnection, then
regularlyimplements withrespect
to by full interconnection. We note that . There-
fore if and are minimal
kernel representations of and respectively, then there ex-
ists a polynomial matrix such that .A s and
have full row rank, also has full row rank. If is free
in then it is also free in (since if has full row rank
then will also have full row rank). As regu-
larlyimplements throughfullinterconnectionwith
respect to , from Theorem 5.1 it directly follows that
.
(if) Using Theorem 5.1 and Proposition 5.6, condition 1 and
2 together imply that there exists a controller in which is
freeandwhichregularlyimplements withrespect
to through full interconnection. From Proposition 5.7
the same regularly implements by partial interconnection
(through with respect to ).
Remark 5.9: Let with
system variable and assume that
be autonomous. Then, using [1], Lemma 8 we have
.
Then condition 2 of Theorem 5.8 becomes
(3)
In other words, a given autonomous is regularly imple-
mentable using a controller in which is free if and only if it
is regularly implementable, and the inequality (3) holds. Note
that, surprisingly, (3) is a condition only in terms of and
the partition of the control variable, and is independent
of .
Our next result provides a solution to Problem (2):
Theorem 5.10: Let ￿ ￿ with system variable .
Let ￿. Partition with of size , of size
and . Consider the following three conditions:
1) is regularly implementable by partial interconnection
through with respect to ;
2) ;
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If 1, 2 and 3 hold then is regularly implementable by means
of a controller in which is maximally free. If
is autonomous, then 1, 2, and 3 are also necessary for the
existence of a controller that implements and in which
is maximally free.
Beforeprovingthetheoremwewillestablisharesultthatwill
be useful in the proof. Let ￿ ￿ with plant variable
, and let regularly implement through with
respect to . Denote and
deﬁne . Then we have the following lemma:
Lemma 5.11: Let ￿ ￿ with system variable .
Assume is autonomous. Let regularly imple-
ment ￿ through with respect to .I f and are
minimal kernel representations of and respectively, then
there exists a square nonsingular polynomial matrix such that
.
Proof: It is evident that , therefore there exists a
polynomial matrix such that .A s , have full
row rank also has full row rank. Let give a min-
imal kernel representation of . Then ,
and is autonomous if and only if has full column rank. As
both and regularly implement by partial interconnection
with respect to (see [10], Corollary 14 or [8] Proposition
1) we have Also
from [1], lemma 8,
, which is equivalent to
. Similarly,
.
Putting things together we get . This
implies .
Using the above lemma we now prove Theorem 5.10.
Proof of Theorem 5.10: (only if) From Proposition 5.7, if
regularly implements then
regularlyimplements withrespectto .Let
and be minimal kernel rep-
resentations of and respectively. Then from lemma 5.11
there exists a polynomial matrix which is square and nonsin-
gular such that .I f is max-
imally free in then it is also maximally free in (since if
is square and nonsingular then the same will hold for ).
Conditions 2 and 3 of the Theorem directly follow from The-
orem 5.4.
(if) From condition 1 and using Proposition 5.6,
is regularly implementable with respect to
by full interconnection. Conditions 2 and 3 imply
that there exists a controller which regularly implements
with respect to by full interconnection
and is maximally free in . From Proposition 5.7, the same
regularly implements by partial interconnection (through
with respect to ).
Remark 5.12: In the special case that is autonomous, con-
ditions 2 and 3 in Theorem 5.10 become
1) ;
2) .
Moreover, if also happens to be autonomous, then
theseconditionsreducetothesinglecondition .
Hence we get the following: if is such that is
autonomous, then a given autonomous is regularly imple-
mentable using a controller with input and output if and
only if it is regularly implementable and , the
number of components of .
VI. STABILIZATION USING CONTROLLERS WITH
a Priori INPUT/OUTPUT STRUCTURE
In this section we study Problems (3) and (4) as formulated
in Section IV. Again, we consider the full interconnection case
ﬁrst.
A. Full Interconnection
Theorem 6.1: Let ￿ ￿ with plant variable .
There exists a stabilizing controller ￿ ￿ in which is
free if and only if is stabilizable and .
Proof: (only if) If there exists a stabilizing controller in
which is free then by Proposition 3.5 there exists a stable
which is regularly implementable by full interconnection with
respect to using a controller in which is free. Stabiliz-
ability follows from Proposition 3.5, while the inequality
follows from Theorem 5.1 and Remark 5.5.
(if) If is stabilizable then by Proposition 3.5 there exists
a stable which is regularly implementable. Condition
along with Theorem 5.1 and Remark 5.5 implies that this
is indeed regularly implementable by a controller in which
is free.
The following theorem gives necessary and sufﬁcient condi-
tions in the full interconnection case for the existence of a stabi-
lizing controller in which a given subset of the control variables
is maximally free.
Theorem 6.2: Let ￿ ￿ with plant variable .
There exists a stabilizing controller ￿ ￿ for which
is input and is output if and only if is stabilizable and
.
Proof: A proof of this theorem follows is similar to the
proof of Theorem 6.1, and again uses Theorem 5.4 and Re-
mark 5.5.
B. Partial Interconnection
The following theorem provides a solution to Problem (3):
Theorem 6.3: Let ￿ ￿ with system variable .
Partition . There exists a stabilizing controller
￿ in which is free if and only if
1) is stabilizable, and in is detectable from ;
2) .
Proof: (only if) If there exists a stabilizing controller in
which is free then from Proposition 3.11 there exists a stable
which is regularly implementable by partial interconnection
with respect to using a controller in which is free. Con-
dition 1 directly follows from Proposition 3.11, while the in-
equality follows
from Theorem 5.8 and Remark 5.9.
(if) If is stabilizable and in is detectable from
then from Proposition 3.11 there exists a stable which is
regularly implementable by partial interconnection with respect
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and Theorem 5.8 implies that this is indeed regularly imple-
mentable by a controller in which is free.
Finally, we give a solution to Problem (4):
Theorem 6.4: Let ￿ ￿ with system variable .
Partition with size , size and .
Consider the following conditions
1) is stabilizable, and in is detectable from ;
2) ;
3) .
If condition 1,2 and 3 hold, then there exists a stabilizing con-
troller ￿ ￿ for which is input and is output. If
is autonomous then these conditions are also nec-
essary, and conditions 2 and 3 reduce to the single condition
.
Proof: (only if) If there exists a stabilizing controller in
which is input, then there exists a stable which is regu-
larly implementable by partial interconnection with respect to
usinga controllerinwhich isinput.Condition1directly
follows from Proposition 3.11. If is autonomous then
from Theorem5.10and Remark5.12wehave .
(if) If is stabilizable and in is detectable from
then from Proposition 3.11, there exists a stable which is
regularly implementable by partial interconnection with respect
to . Conditions 2 and 3 along with Remark 5.12 and The-
orem 5.10 imply that this is indeed regularly implementable
by a controller in which is input and is output.
VII. WORKED OUT EXAMPLES
In order to illustrate the theory developed in this paper, we
now present some worked-out examples.
1) Example 7.1: Let with manifest variable
and control variable be
represented by the equations ,
, . Clearly , and
.F o r take the behavior represented by
is regularly implementable through
w.r.t. .W eh a v e
. .
Now , where
. Then
and
.Fromthese
calculations it is evident that
and . From Theorem
5.8 we conclude that is regularly implementable using a
controller in which is free. We also conclude that
there does not exist a controller which regularly implements
and in which is free. As
and (the cardinality
of ) ,w eh a v e .
Therefore from Theorem 5.10, is indeed regularly imple-
mentable using a controller in which is input (and
is output). A controller which regularly implements
and in which is input is found as follows. We have
and
where and
respectively.Eliminating from yields
which is given by , where
. By direct inspection we see that
where regularly
implements w.r.t. . The same regularly
implements through w.r.t. and is
input in .
2) Example 7.2: Let with manifest variable
and control variable
be represented by the equations ,
. Clearly
and . is trivially stabilizable,
and is detectable from in . .W e
compute ,
and
where , and
. Then ,
, and
. From these calculations it is evident
that and
. Therefore
from Theorem 6.3 we conclude that the plant is stabilizable
using a controller in which is free. We also conclude that
there does not exist a controller which stabilizes the plant and
in which is free. A stabilizing controller in which is free
can be found in the same way as given in the previous example,
for any given regularly implementable and stable .
VIII. CONCLUSION
In this paper we have studied the problems of regular imple-
mentability and stabilization using controllers in which a pre-
speciﬁed subset of the plant control variables should be free in
thecontroller,andtheproblemsofregularimplementabilityand
stabilization using controllers with a pre-speciﬁed input/output
structure.Necessaryandsufﬁcientconditionshavebeenderived
for these problems in both the full and the partial interconnec-
tion case.1568 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 54, NO. 7, JULY 2009
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